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Abstract
I evaluate whether the so-called long-run risk framework can jointly explain key fea-
tures of both equity and bond markets as well as the interaction between asset prices and
the macroeconomy. I find that shocks to expected consumption growth and time-varying
macroeconomic volatility can account for the level of risk premia and its variation over
time in both markets. The results suggest a common set of macroeconomic risk factors
operating in equity and bond markets. I estimate the model using a simulation estimator
that accounts for time aggregation of consumption growth and utilizes a rich set of moment
conditions.
I. Introduction
The challenge of understanding the dynamics of equity and bond markets
has generated a large number of representative-agent models. However, it is com-
mon in the literature to treat the 2 markets in isolation rather than modeling them
jointly. This is despite the fact that the representative agent’s stochastic discount
factor should be able to price stocks and bonds simultaneously, especially given
today’s integrated financial markets. In this paper, I evaluate whether the so-called
long-run risk framework can jointly explain key features of both equity and bond
markets as well as the relation between asset prices and the macroeconomy.
I find that persistent shocks to expected consumption growth together with a
negative correlation between inflation and consumption growth are able to explain
the average level of risk premia found in both equity and bond markets, while time
variation in macroeconomic volatility can account for evidence of predictability
across both markets. This suggests a common set of macroeconomic risk factors
operating in equity and bond markets. The model does well in reproducing fea-
tures of data such as the equity premium, the upward-sloping nominal yield curve,
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310 Journal of Financial and Quantitative Analysis
and the ability of price-dividend ratios and nominal yield spreads to predict future
asset returns, economic growth, and macroeconomic volatility.
I estimate the model using simulated method of moments (SMM) and quar-
terly U.S. data for the period 1952:2–2007:4. The use of SMM alleviates problems
stemming from time aggregation of consumption growth and stands in contrast
to calibration, which is commonly used in the long-run risk literature.1 Two ex-
ceptions are Bansal, Kiku, and Yaron (2007) and Bansal, Gallant, and Tauchen
(2007), who estimate the long-run risk model using simulation estimators. How-
ever, these papers consider only a limited set of moment conditions and focus
exclusively on equity markets. In contrast, I estimate the full model using a rich set
of model-based restrictions covering macro variables, equity markets, and bond
markets.
I use 2 different measures of inflation to estimate the model: the price index
that corresponds to the National Income and Product Accounts (NIPA) consump-
tion data and the Consumer Price Index (CPI). The model is rejected using the
1st inflation series, while the model cannot be rejected using the CPI. The differ-
ence mainly stems from the higher volatility of the CPI, which helps the model
to better match the volatility of nominal yields. Considering that χ2 tests have a
tendency to overreject, the model must be said to offer a reasonable fit to the data.
Matching the predictive power of the yield spread and the price-dividend
ratio imposes identifying restrictions on the elasticity of intertemporal substitution
(EIS) and is therefore used as moment conditions in the estimation. This helps
identify the value of the EIS and contributes to the literature on whether the EIS
is close to 0 (e.g., Hall (1988), Campbell (1999)) or is above 1 (e.g., Bansal,
Kiku, and Yaron (2007), Vissing-Jorgensen and Attanasio (2003)). I estimate the
EIS to 2.51 with a standard error of 0.74 and the risk-aversion coefficient to 6.78
with a standard error of 1.61. I show that setting the EIS close to 0 generates
counterfactual implications for predictability.
Real bonds in the model act as a hedge against bad times, as they perform
well in periods of low consumption growth and high macroeconomic uncertainty.
This produces negative risk premia on real bonds and a downward-sloping real
yield curve. This is supported by empirical evidence from U.K. index-linked
bonds (e.g., Evans (1998), Piazzesi and Schneider (2006)).2 In contrast, nomi-
nal bonds are risky assets, as U.S. inflation is estimated to be countercyclical.
High inflation in periods of low growth implies procyclical nominal bond returns,
which generates a positive risk premium on nominal bonds that increases with
the maturity of the bond. This makes the nominal yield curve slope upward on
average, allowing the model to match the data.
Time-varying volatility of consumption growth gives rise to time-varying eq-
uity and bond risk premia in the model. An increase in macroeconomic uncertainty
1The temporal aggregation of reported consumption data has been shown to have potentially
important effects when estimating asset pricing models (e.g., Heaton (1993), (1995), and Bansal,
Kiku, and Yaron (2007)).
2Data for U.S. index-linked bonds only date back to 1997 and indicate a positively sloped real
yield curve on average. This evidence should be interpreted with caution, as the time series is rather
short and the market was illiquid at the inception of trading.
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raises expected returns on equity and nominal bonds while steepening the nomi-
nal yield curve. This produces a violation of the expectations hypothesis. Running
the Fama and Bliss (1987) regressions of bond excess returns onto the forward-
spot spread in the model yields positive regression coefficients, indicating pre-
dictable bond returns. The model also captures the tent-shaped coefficients found
in Cochrane and Piazzesi (2005). However, the explanatory power of the model
regressions are smaller than what is observed in the data.
The nominal yield curve predicts future economic growth and excess stock
returns positively in the model, which is consistent with the data. The ability of the
nominal term spread to forecast future economic activity has been documented by
several studies (e.g., Stock and Watson (1989), Estrella and Hardouvelis (1991),
and Ang, Piazzesi, and Wei (2006)). The model explains this finding through the
countercyclical nature of U.S. inflation together with a high value of the EIS.
The long-run risk framework of Bansal and Yaron (2004) contains 3 main
features. First, the representative agent has Epstein and Zin (1989) recursive pref-
erences, which allows the risk-aversion coefficient to be separated from the EIS.3
Second, expected consumption growth is subject to highly persistent shocks that
represent long-run risks of consumption. Third, the variance of consumption
growth varies over time and produces a time-varying risk premium on assets. Con-
sumption growth being non-independent and identically distributed (non-IID) is
an important feature of the model. In order to price nominal bonds, I introduce an
inflation process that allows for a correlation between the nominal and real sides
of the economy.
This paper relates to the large literature on pricing stocks and bonds in
equilibrium. In equity markets, Campbell and Cochrane (1999) present a habit-
formation model with independent and identically distributed (IID) consumption
growth that successfully matches asset prices.4 Bansal and Yaron (2004) sug-
gest a model with recursive preferences and non-IID consumption growth that
also matches key features of equity markets. Although Brandt and Wang (2003),
Wachter (2006), and Buraschi and Jiltsov (2007) provide evidence that variants of
habit models are able to match observed interest rates while replicating deviations
from the expectations hypothesis, the literature has been silent on whether the
long-run risk model is able to jointly match key moments in bond and equity
markets.5 Piazzesi and Schneider (2006) explore term-structure implications in
a related model, but risk premiums are constant and equity is not considered.
Gallmeyer, Hollifield, Palomino, and Zin (2007) include a Taylor rule in a long-
run risk setup and demonstrate that it produces realistic moments for interest
rates, but risk premiums are constant and they do not consider equity. Eraker
(2008) demonstrates that a continuous-time version of Bansal and Yaron (2004)
3Other papers that make use of recursive preferences in asset pricing include Campbell (1993),
(1996), (1999), Duffie, Schroder, and Skiadas (1997), and Restoy and Weil (2011).
4An incomplete list of early contributions for equity markets is Sundaresan (1989), Abel (1990),
(1999), Constantinides (1990), and Constantinides and Duffie (1996).
5Some notable contributions for bond markets are Cox, Ingersoll, and Ross (1985), Dunn and
Singleton (1986), Campbell (1986), Backus, Gregory, and Zin (1989), and Donaldson, Johnsen, and
Mehra (1990).
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312 Journal of Financial and Quantitative Analysis
can match observed yield curve moments, but he does not consider time-varying
risk premiums. In contrast to these papers, I show that the long-run risk frame-
work is able to jointly explain properties of equity and bond markets, including
evidence of predictability found in both markets.
This paper is contemporaneous with Bansal and Shaliastovich (2009), who
provide evidence that the long-run risk model is able to generate rejections of
the expectations hypothesis and explain the forward-premium puzzle. My paper
differs from theirs in several aspects. For example, I estimate the model formally
using a rich set of moment conditions as opposed to calibrating the model. I also
evaluate the model’s ability to simultaneously match evidence of predictability
found in both equity and bond markets as well as cross moments between macro
variables and asset prices. These features of the data are important to capture for
any model that prices stocks and bonds jointly.
II. The Model
This section provides the macro dynamics, the preferences of the represen-
tative agent, and the solutions for bond prices. For simplicity, I choose to model
the real side of the economy as in Bansal and Yaron (2000), (2004).
A. Dynamics
The real economy is subject to the following main processes:
gt+1 = μ + xt + σtηt+1,(1)
xt+1 = ρxt + ϕeσtεt+1,(2)
gd,t+1 = μd + φxt + ϕdσtut+1,(3)
σ2t+1 = σ
2 + v1
(
σ2t − σ2
)
+ σwwt+1,(4)
ηt+1, εt+1,wt+1, ut+1 ∼ IID-Normal (0, 1) .
The log growth rate of consumption is denoted gt+1 and is determined by the un-
conditional mean μ, a persistent component xt, and a shock ηt+1, which represents
short-run risks to consumption. The persistent part xt serves as a state variable
and is affected by shocks εt+1, whose persistence is governed by ρ. These shocks
affect the conditional mean of consumption growth and represent long-run risks
of consumption.6 The 2nd state variable is the conditional variance of consump-
tion growth, σ2t+1. It is also subject to shocks wt+1, which produce time-varying
macroeconomic uncertainty. This is referred to as volatility risk. Consumption
growth being non-IID is a crucial feature of the model. Dividend growth, gd,t+1,
is modeled as a function of expected consumption growth subject to a leverage
parameter φ.
6Consider the revision of the conditional mean of consumption growth for a horizon of n periods,
Et(gt+n)− Et−1(Et(gt+n)) = ρn−1ϕeσt−1εt . This revision is 0 when ϕe equals 0.
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I introduce the following inflation process in order to price nominal bonds:
πt+1 = μπ + x
π
t + δ1σtη
π
t+1,(5)
xπt+1 = ρπx
π
t + δ2σtεt+1 + δ3σtε
π
t+1,(6)
ηπt+1, ε
π
t+1 ∼ IID-Normal (0, 1) .
The log inflation rate is denoted πt+1 and is governed by its unconditional mean
μπ , expected inflation xπt , and a shock term δ1σtηπt+1. Expected inflation is
modeled as an autoregressive process that is affected by shocks to expected con-
sumption growth through δ2. Shocks to both realized and expected inflation are
heteroskedastic. All shocks in the economy, real and nominal, are uncorrelated.
For parsimonious reasons, the volatility of inflation and consumption growth
are governed by the same process.7 This seems to be a reasonable restriction,
considering that uncertainty measures of future inflation and economic growth
are highly and positively correlated in the data.8 The notion of heteroskedastic-
ity in inflation is a well-established empirical fact; early contributions include
Engle (1982) and Bollerslev (1986). The specification of inflation allows for a
correlation between inflation and the real economy and is similar to the dynamics
used in, for example, Campbell and Viceira (2001) and Piazzesi and Schneider
(2006). However, in contrast to them, I allow for heteroskedasticity. This way
of modeling inflation is a reduced-form approach for capturing the correlation
between economic growth and inflation. A negative (positive) δ2 leads to a nega-
tive (positive) correlation between growth and inflation in the model. The model
is silent on what the actual mechanisms behind the inflation-growth relation are.
One possible interpretation is that the sign of δ2 reflects whether the economy has
been subject predominantly to demand or supply shocks, since the former tend to
be associated with procyclical inflation while the latter are often associated with
countercyclical inflation. An alternative approach would be to endogenize infla-
tion by allowing monetary policy to play a role through a particular interest-rate
rule as in Gallmeyer et al. (2007).
B. Investor Preferences
The representative agent in the economy has Epstein and Zin (1989) prefer-
ences:
Ut =
{
(1− δ)C
1−γ
θ
t + δ
(
Et
[
U1−γt+1
]) 1
θ
} θ
1−γ
,(7)
where θ = (1− γ)/(1− (1/ψ)), γ ≥ 0 denotes the risk-aversion coefficient
and ψ ≥ 0 the EIS. The discount factor is denoted δ. This specification allows
7Introducing a separate volatility process for inflation would add 1 more state variable but is
straightforward. Derivations are available from the author.
8More specifically, uncertainty measured as the standard deviation of individual forecasters taken
from the Survey of Professional Forecasters has a correlation of 0.68 for 1-quarter-ahead forecasts and
0.80 for 1-year-head forecasts. Economic growth is measured by real gross domestic product (GDP)
growth and inflation by the GDP deflator. The time period is 1968Q4–2007Q4.
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314 Journal of Financial and Quantitative Analysis
time preferences to be separated from risk preferences but nests the case of time-
separable expected utility, in which case γ = 1/ψ and θ = 1. The agent prefers
early (late) resolution of risk when the risk aversion is larger (smaller) than the
reciprocal of the EIS. A preference for early resolution and an EIS above 1 imply
that θ < 1.
The agent is subject to the budget constraint Wt+1 = Ra,t+1(Wt − Ct), where
the agent’s total wealth is denoted Wt, Wt − Ct, the amount of wealth invested in
asset markets, and Ra,t+1 denotes the unobservable gross return on the total wealth
portfolio. This asset delivers aggregate consumption as its dividends each period.
Epstein and Zin (1989) show that the logarithm of the intertemporal marginal rate
of substitution (IMRS) is given by
mt+1 = θ ln (δ)− θ
ψ
gt+1 − (1− θ) ra,t+1,(8)
where gt+1 denotes the logarithm of aggregate consumption growth and ln Ra,t+1=
ra,t+1. Note that the IMRS depends on both consumption growth and on the return
from the total wealth portfolio. Recall that θ=1 under power utility, which brings
one back to the standard time-separable IMRS.
C. Solving the Model
The returns on the aggregate wealth and market portfolio are approximated
using the analytical solutions found in Campbell and Shiller (1988):
ra,t+1 = k0 + k1zt+1 − zt + gt+1,(9)
rm,t+1 = k0,m + k1,mzm,t+1 − zm,t + gd,t+1,(10)
where zt and zm,t denote the log price-consumption ratio and the log price-dividend
ratio.9 The coefficients k0, k1, k0,m, and k1,m are functions of the average level of zt
and zm,t.10 Bansal and Yaron (2004) conjecture that zt and zm,t are linear functions
of the 2 state variables xt and σ2t :
zt = A0 + A1xt + A2σ2t ,(11)
zm,t = Am,0 + Am,1xt + Am,2σ2t .(12)
Using the standard Euler equation together with the macro dynamics, Bansal and
Yaron (2004) solve for the A coefficients, which are reported in Appendix A1.11
Focusing on the price-dividend ratio, the coefficient Am,1 measures the impact
on price-dividend ratios from changes in expected consumption growth. Valua-
tion ratios rise in response to higher expected economic growth when the EIS
exceeds 1 and react more strongly to consumption shocks as the persistence, ρ, in-
creases. Here, Am,2 governs the response of the price-dividend ratio to changes in
9Bansal, Kiku, and Yaron (2007) show that the approximate analytical solution for the wealth
return is close to the numerical solution and delivers similar model implications.
10The constants are given by k1= exp(z)/(1 + exp(z)), k0= ln(1 + exp(z))− k1z, where z denotes
the average price-consumption ratio. Similar expression holds for the price-dividend ratio.
11The Appendix is available from the author.
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macroeconomic uncertainty. An increase in the variance of growth rates lowers
valuation ratios when the EIS exceeds 1 and the effect of volatility shocks is
amplified as the persistence of shocks, v1, increases. Consider the following
expression for the innovation to the real pricing kernel, where λ represents market
prices of risk:
mt+1 − Et(mt+1) = −λησtηt+1 − λεσtεt+1 − λwσwwt+1,(13)
where λη = γ, λε = (1− θ)k1A1ϕe, and λw = (1− θ)k1A2. The crucial feature of
the model is that long-run risk, ε, and volatility risk, w, are priced in addition to
short-run risk, η. The price of long-run risk, λε, is positive when the agent prefers
early resolution of uncertainty and ψ > 1. Volatility risk, on the other hand, has
a negative price if the agent prefers early resolution of uncertainty and ψ and γ
exceed 1. Recall that θ = 1 under power utility, which means that only short-run
risk is priced. The logarithm of the nominal pricing kernel is determined by the
difference between the real pricing kernel and the inflation rate, m$t+1=mt+1−πt+1.
D. Model Implications for Bond Prices
In this section, I derive analytical expressions and analyze model implica-
tions for real and nominal bonds. See, for example, Backus and Zin (1994) for
more on how to price bonds using the stochastic discount factor. Later, the model
is estimated using SMM.
1. Real Bonds
Log prices of real bonds with a maturity of n periods are linear functions of
the state variables:
qt,n = D0,n + D1,nxt + D2,nσ2t .(14)
The n-period continuously compounded yield is denoted yt,n=−(1/n)qt,n. Using
the Euler equation of the agent, Bansal and Yaron (2000) show that
D1,n = ρD1,n−1 − 1
ψ
,(15)
D2,n = v1D2,n−1 + (θ − 1)A2(k1v1 − 1)(16)
+
1
2
(
λ2η + (−λε + ϕeD1,n−1)2
)
,
where D1,0 = D2,0 = 0.12 The D0,n term is reported in Appendix A2 (avail-
able from the author). These loadings determine the response of real bonds to
movements in the expected mean and variance of real consumption growth. Here,
D1,n is negative and increasingly so with maturity, which means that the price of
real bonds decreases in response to higher expected growth. Lowering the EIS
amplifies the effect, and increasing the persistence, ρ, makes long bonds react
12The Euler equation is given by qt,n = Et[mt+1 + qt+1,n−1] + 1/2Vart[mt+1 + qt+1,n−1].
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316 Journal of Financial and Quantitative Analysis
more strongly. The sign of D2,n depends on the preference parameters in a less
straightforward way. However, the term is positive for reasonable values of the
risk aversion and the EIS, which implies that bond prices increase as macroeco-
nomic uncertainty increases. The magnitude of the coefficient is increasing in the
level of risk aversion and in the maturity n of the bond.
2. Nominal Bonds
Nominal bonds are a function of expected inflation, in addition to the con-
ditional mean and variance of consumption growth. Let nominal bond prices and
yields be denoted by superscript $. The log price of a nominal bond takes the form
q$t,n = D
$
0,n + D
$
1,nxt + D
$
2,nσ
2
t + D
$
3,nx
π
t .(17)
The n-period continuously compounded nominal yield is denoted y$t,n = −(1/n)
q$t,n. I show in Appendix A2 (available from the author) that the loadings are
defined as
D$1,n = ρD
$
1,n−1 −
1
ψ
,(18)
D$2,n = v1D
$
2,n−1 + (θ − 1)A2(k1v1 − 1)(19)
+
1
2
(
λ2η +
(
−λε + ϕeD$1,n−1 + δ2D$3,n−1
)2
+
(
D$3,n−1δ3
)2
+ δ21
)
,
D$3,n = D
$
3,n−1ρπ − 1,(20)
where D$1,0 = D$2,0 = D$3,0 = 0.13 The D$0,n term is reported in the Appendix
(available from the author). The new term, D$3,n, governs the response of nominal
bonds to inflation. The term is negative and increasingly so for longer maturities.
Furthermore, the introduction of inflation affects the loading on volatility, since
the last term in expression (19) is different compared to real bonds. The term
(−λε + ϕeD$1,n−1 + δ2D$3,n−1)2 determines whether nominal bonds are a hedge
against macroeconomic uncertainty or not. A negative relation between inflation
and consumption growth, δ2 < 0, decreases the value of the squared expres-
sion, which may lead to a drop in the price of nominal bonds as macroeconomic
volatility increases.
III. Data and Estimation of Model
A. Data
Quarterly aggregate U.S. consumption data on nondurables and services are
collected from the Bureau of Economic Analysis for the period 1952:2–2007:4.
Inflation is computed as in Piazzesi and Schneider (2006) using the price index
13The Euler equation used is q$t,n = Et[mt+1 − πt+1 + q$t+1,n−1] + 1/2Vart[mt+1 − πt+1 + q$t+1,n−1].
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that corresponds to the consumption data. Appendix A3 (available from the author)
reports that this inflation measure is less volatile and more persistent than the
CPI. Value-weighted market returns (NYSE/AMEX) are retrieved from the Cen-
ter for Research in Security Prices (CRSP). Nominal interest rates are collected
from the Fama-Bliss (1987) file in CRSP and from the Web site of J. Huston
McCulloch (http://www.econ.ohio-state.edu/jhm/jhm.html). Dividend growth is
computed using monthly CRSP returns including and excluding dividends as in,
for example, Bansal, Dittmar, and Lundblad (2005). Quarterly dividends, Dt, are
formed by summing monthly dividends. Due to the strong seasonality of divi-
dend payments, I use a 4-quarter moving average of dividend payments, ¯Dt =
(Dt + Dt−1 + Dt−2 + Dt−3)/4. Real dividend growth rates are found by taking the
log 1st difference of ¯Dt and deflating using the constructed inflation series.
Table 1 reports observed macro moments. Consumption growth exhibits a
quarterly volatility of 0.47% over the sample period, which is less than the
TABLE 1
Macro Moments
Table 1 presents unconditional moments of observed and model-implied macro data. All moments are based on quarterly
data. Population statistics are based on a simulation of 150,000 months. Medians and percentiles for the model are com-
puted at over 2,000 simulations each using 669 months aggregated to 223 quarters. AC(k) denotes the autocorrelation for
k lags. AC with 4 lags is reported for dividend growth, since it is constructed using a moving average of dividend payments
from time t to t− 3. Standard errors (SE) are computed as in Newey and West (1987) using 12 lags. The sample period is
1952:2–2007:4.
Sample Model
Macro Moments Moment SE Pop. Median 5% 95%
Panel A. Consumption Growth, g
Mean 0.81 (0.05) 0.81 0.81 0.63 0.99
Std. dev. 0.47 (0.03) 0.44 0.37 0.26 0.53
AC1 0.35 (0.06) 0.38 0.29 0.20 0.42
AC2 0.18 (0.06) 0.21 0.10 0.00 0.27
Panel B. Dividend Growth, gd
Mean 0.51 (0.21) 1.01 1.00 0.44 1.55
Std. dev. 1.53 (0.42) 1.48 1.24 0.87 1.80
AC4 0.16 (0.13) 0.16 0.06 −0.08 0.22
Panel C. Inﬂation, π
Mean 0.92 (0.13) 0.92 0.92 0.54 1.29
Std. dev. 0.62 (0.12) 0.67 0.51 0.34 0.83
AC1 0.83 (0.05) 0.81 0.74 0.56 0.87
AC2 0.78 (0.06) 0.78 0.69 0.49 0.84
Panel D. Correlations
g and gd 0.17 (0.06) 0.20 0.10 −0.06 0.26
g and π −0.35 (0.07) −0.32 −0.23 −0.43 −0.04
gd and π −0.19 (0.08) −0.28 −0.20 −0.39 −0.02
volatility of inflation, 0.62%, and the volatility of dividend growth, 1.53%. Both
consumption growth and inflation display statistically significant autocorrelation
coefficients for 1 and 2 lags. However the persistence of inflation is significantly
higher. I report the 4th-order autocorrelation coefficient for dividend growth, since
the moving average procedure automatically induces positive autocorrelation for
up to 3 lags. The correlation between consumption growth and dividend growth
is positive 0.17, while correlations between real growth rates and inflation are
negative, −0.35 for consumption growth and −0.19 for dividend growth.
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B. Estimation
Reported aggregated consumption measures consumption expenditures over
a period rather than at a fixed point in time, which gives rise to a temporal
aggregation effect.14 To account for temporal aggregation, the decision interval
of the representative agent is assumed to be monthly, while targeted data consist
of quarterly moments of observed data. Quarterly moments implied by the model
are computed by aggregating monthly observations. Appendix A4 (available from
the author) describes how the endogenous coefficients k0, k1, k0,m, and k1,m are
solved in the estimation.
SMM is an estimation method that accounts for time-aggregation effects
and allows for simulation of long samples. The procedure is described in Lee
and Ingram (1991) and Duffie and Singleton (1993) and aims at minimizing
the distance between actual sample moments and simulated model moments.
Appendix A5 (available from the author) describes the SMM procedure in detail.
Parameters governing the macro dynamics together with the risk-aversion
parameter and the EIS are estimated using moments of macro data and asset
price data. Restrictions are imposed in the estimation to rule out unit roots and
ensure stationarity and ergodicity of simulated macro variables. Arguably, asset
prices contain important information about future economic prospects and should
therefore be useful for estimating the macro dynamics. See, for example, Backus,
Routledge, and Zin (2010) and Section IV.D for evidence that asset prices predict
future economic output. Also, cross moments between asset prices and macro
variables are important to capture for any macroeconomic model that tries to ex-
plain asset prices (e.g., Cochrane and Hansen (1992)). In an earlier version of this
paper, I estimated the model using only macro data. This estimation turned out
to be inefficient and produced large standard errors for important variables of the
model, in particular for the volatility dynamics. Incorporating asset pricing infor-
mation increases efficiency substantially. As is shown below, incorporating asset
pricing moments does not materially affect the model’s ability to fit key macro
moments.
I calibrate the discount factor to 0.9992, which is close to the value estimated
in Bansal, Gallant, and Tauchen (2007). The estimation makes use of a rich set of
moment conditions in order to identify parameters of the model. Table 2 describes
the moment conditions, which can be divided into 3 sets. The 1st set contains
11 macro moments that capture the 1st and 2nd (uncentered) moments of con-
sumption growth, dividend growth, and inflation. Matching the means together
with the uncentered 2nd moments implies matching the unconditional volatility
of each variable. I also include the expected value of lagged variables in order to
match autocorrelations. I consider 1 and 2 lags for consumption growth and infla-
tion. The 2nd set of moment conditions consists of 8 asset price moments aimed at
capturing the mean and variance of excess stock returns, 3-month nominal interest
rates, the difference between 5-year and 3-month nominal interest rates, and log
price-dividend ratios. The 3rd set consists of 3 moments that capture evidence that
14Working (1960) shows that the time averaging of an IID process automatically induces positive
autocorrelation and produces a less volatile series compared to the original one.
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TABLE 2
Moment Conditions
Table 2 lists the moment conditions used in the estimation. Here, ξt+1 refers to the error term from an AR(1) process ﬁtted to
quarterly consumption growth within the model and in the data and which is used to match the evidence that price-dividend
ratios predict future volatility of consumption growth.
Moment Conditions
Panel A. Macro Moments
Mean of consumption growth E(gt)
Mean of inﬂation E(πt)
Mean of dividend growth E(gd,t)
Mean of squared consumption growth E(g2t )
Mean of squared inﬂation E(π2t )
Mean of squared dividend growth E(g2d,t)
Mean product of consumption growth at time t+1 and t E(gt+1gt)
Mean product of consumption growth at time t+2 and t E(gt+2gt)
Mean product of inﬂation at time t+1 and t E(πt+1πt)
Mean product of inﬂation at time t+2 and t E(πt+2πt)
Mean product of consumption growth and inﬂation E(gtπt)
Panel B. Asset Price Moments
Mean equity excess return E(r$m,t − y$t,3m)
Mean nominal 3-month interest rate E(y$t,3m)
Mean nominal yield spread E(y$t,5y − y$t,3m)
Mean log price-dividend ratio E(PDt)
Mean squared equity excess return E((r$m,t − y$t,3m)2)
Mean squared nominal 3-month interest rate E((y$t,3m)
2)
Mean squared nominal yield spread E((y$t,5y − y$t,3m)2)
Mean squared log price-dividend ratio E(PD2t )
Panel C. Predictability
Mean squared residual E(ξ2t+1)
Mean product of squared residual and the log price-dividend ratio E(ξ2t+1PDt)
Mean product of consumption growth and the nominal yield spread E(gt+1(y$t,5y − y$t,3m))
asset prices predict future macroeconomic variables. First, price-dividend ratios
predict future consumption growth volatility negatively in the data. This is used in
the estimation by including the cross product of PDt and the consumption growth
volatility 1 quarter ahead. Volatility is measured as the squared residual stemming
from an AR(1) process fitted to consumption growth. Matching the cross product
together with expected squared residuals and the expected level and volatility
of log price-dividend ratios implies matching the regression coefficient from re-
gressing future consumption growth volatility onto today’s price-dividend ratio.
Second, the nominal term spread predicts future consumption growth positively
in the data. This is used as a restriction by including the cross-moment between
the yield spread at time t and consumption growth at time t + 1.
There are in total 16 parameters to estimate and 22 moments to match, which
gives 6 overidentifying restrictions. One could in principle introduce even more
moment conditions, but I have chosen to limit the number of restrictions and
focus on the most fundamental macro and asset pricing moments. The 2 predictive
regressions are used as moment conditions, since they directly impose identifying
restrictions on the EIS, a parameter that traditionally has been difficult to estimate
precisely. Section IV shows why these moment conditions help to identify the
EIS. I use the optimal weighting matrix throughout the paper.
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Table 3 presents the estimation results. Shocks to expected consumption
growth are estimated to be highly persistent, with ρ equal to 0.9957. The long-
run risk component, ϕe, is estimated to 0.0248 with a standard error of 0.0140.
The persistence of volatility shocks, v1, is also estimated to be high, 0.9968. The
TABLE 3
Estimated Parameters
Table 3 presents results from estimating the parameters of the model using simulated method of moments (SMM). The
sample period is 1952:2–2007:4. The sample covariance matrix in the SMM procedure is computed as in Newey and West
(1987) using 12 lags. Standard errors (SE) are given in parentheses, and c refers to a calibrated parameter.
Estimated Parameters Estimate SE
Panel A. Real Parameters
Mean of consumption growth μ 0.00268 (0.00014)
Mean of dividend growth μd 0.00336 (0.00066)
Persistence of expected consumption growth ρ 0.9957 (0.0032)
Volatility of long-run consumption shocks ϕe 0.0248 (0.0140)
Persistence of volatility v1 0.9968 (0.0026)
Volatility of volatility shocks σw × 10−5 0.0691 (0.0524)
Mean of volatility σ 0.0012 (0.0036)
Loading of dividend growth on expected consumption growth φ 2.85 (0.79)
Volatility of dividend shocks ϕd 3.51 (0.51)
Panel B. Inﬂation Parameters
Mean of inﬂation μπ 0.00305 (0.00025)
Volatility of short-run inﬂation shocks δ1 0.5840 (3.3720)
Persistence of expected inﬂation ρπ 0.9851 (0.0026)
Impact of long-run consumption shocks on expected inﬂation δ2 −0.1254 (0.0250)
Volatility of long-run inﬂation shocks δ3 0.0475 (0.0652)
Panel C. Preference Parameters
Discount factor δ 0.9992 c
Risk aversion γ 6.78 (1.61)
Elasticity of intertemporal substitution ψ 2.51 (0.74)
Panel D. SMM Statistics
χ2(6) 19.35
p-value 0.0036
parameter governing the volatility of volatility, σw, is estimated to 0.0691×10−5,
and the mean of the volatility process, σ, is estimated to 0.0012. Compared to
Bansal and Yaron (2004), the estimated persistence of long-run shocks is higher,
while ϕe is lower. Also, the persistence of volatility shocks is higher than in the
original long-run risk model. My estimation suggests a half-life of 216 months
for volatility shocks compared to 33 months in Bansal and Yaron (2004). Further-
more, the unconditional volatility and the volatility of volatility are estimated to
be lower than what is commonly used in the long-run risk literature. The process
for volatility is assumed to be normally distributed, which allows for tractable
analytical solutions but means it can take on negative values. To avoid this, I
replace negative values in the simulation with a number close to 0. Shocks to ex-
pected inflation are also estimated to be highly persistent, with ρπ equal to 0.9851.
The parameter governing the sign of the correlation between consumption growth
and inflation, δ2, is estimated to −0.1254. The modeling of inflation is in reduced
form, which implies that δ2 has nothing to say about the underlying sources of
the inflation-growth relation. It is worth pointing out that the negative correla-
tion observed in the data is largely due to the stagflation period in the 1970s.
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Endogenizing inflation in terms of supply versus demand shocks or via a monetary
policy channel is interesting in terms of avenues of future research but outside the
scope of this paper. The effect of long-run shocks to inflation is governed by δ3
and is estimated to 0.0475.
Panel C of Table 3 reports the risk-aversion estimate of 6.78, which is lower
than the commonly calibrated value of 10. The EIS is estimated to 2.51 with a
standard error of 0.74. This implies an EIS that is significantly different from the
inverse of the risk-aversion coefficient that is the case with power utility.15 The
estimated preference parameters imply that the representative agent prefers early
resolution of uncertainty, that long-run risk has a positive price, λε > 0, and that
volatility risk has a negative price, λw < 0.
An EIS of 2.51 stands in contrast to values close to 0 that have been found by
regressing consumption growth onto the real rate (e.g., Hall (1988), Campbell
(1999)). My results suggest that incorporating more model-based restrictions when
estimating the EIS leads to significantly different results compared to the classical
regressions. The estimation generates a χ2 statistic of model fit of 19.35 with a
p-value of 0.0036. Despite being statistically rejected, the model comes close to
matching several key moments of asset markets as described later.
Interestingly, estimating the model using the CPI as inflation measure fails
to reject the model, generating a χ2 statistic of 8.93 and a p-value of 0.18 (see
Appendix A3 (available from the author)). The main difference is the stronger
impact of long-run inflation shocks, δ3, which is estimated to 0.0820 compared
to 0.0475 in the original estimation. This reflects the higher volatility and lower
persistence of CPI inflation that helps in particular to better match the volatility
of nominal interest rates. Considering that χ2 tests tend to overreject, the model
seems to provide a reasonable fit to the data.
The estimated parameter values are used to simulate the model, and Table 1
reports the distribution of simulated macro moments. The population moments
of the model all lie close to their sample values. For consumption growth, the
population and median values of the volatility are slightly lower than in the data,
while the population autocorrelation coefficients are slightly higher compared to
the data. The mean of dividend growth is somewhat overestimated, but the sample
mean lies within the simulated 5th and 95th percentiles. The volatility and persis-
tence of dividend growth lie close to their sample values. The model also matches
the inflation moments and the macro correlations closely.
IV. Implications for Asset Prices
This section describes the dynamics of asset prices, implied by the estimated
parameters.
15For comparison, Bansal, Gallant, and Tauchen (2007) estimate the risk aversion to 7 while cal-
ibrating the EIS to 2. Bansal, Kiku, and Yaron (2007) estimate the risk aversion to 10 and the EIS
to 2.43. Chen, Favilukis, and Ludvigson (2008) estimate a model with recursive preferences and a
general specification for consumption growth. They estimate the risk aversion to lie in the range of
17–60 and the EIS to be above 1.
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A. Real Term Structure
Prices on real bonds are negatively related to long-run risk (i.e., D1,n < 0),
which leads to higher yields in response to positive shocks to expected consump-
tion growth. Real yields are therefore procyclical and provide a hedge against a
drop in consumption growth. The loadings on volatility risk, D2,n, are positive, in-
dicating that real bonds act as a hedge against positive shocks to macroeconomic
uncertainty, with long bonds being more sensitive than short bonds. Accordingly,
real bonds are subject to negative risk premiums, as they provide insurance against
bad times. Let ht+1,n=qt+1,n−1−qt,n denote the 1-period log holding period return
on a bond with a maturity of n periods. The risk premium can be written as
Et(ht+1,n − rf ,t) + 12Vart(ht+1,n) = −Covt(mt+1, ht+1,n),(21)
= λεϕeD1,n−1σ2t + λwD2,n−1σ
2
w,
where the variance term on the left-hand side is a Jensen’s inequality term. The
risk premium depends on the market prices of risk and the loadings on long-run
and volatility risks, while being independent of short-run risks. A positive price
of long-run risks and a negative value of D1,n−1 imply a negative risk premium.
Similarly, a negative price of volatility risk and a positive value of D2,n−1 also
imply a negative expected excess return.16 The stochastic volatility of consump-
tion growth, σ2t , gives rise to a time-varying risk premium, where an increase
in volatility lowers risk premiums. Both λε and λw equal 0 under power utility,
which implies constant risk premiums (ignoring the Jensen’s term).
Next, consider the unconditional slope of the real yield curve measured as
the long rate (60 months) minus the short rate (3 months):
E( yt,60 − yt,3) =
(
D0,3
3 −
D0,60
60
)
+
(
D2,3
3 −
D2,60
60
)
σ2,(22)
which is mainly determined by the average level of uncertainty in the economy
and the difference in loadings across maturities on volatility shocks. A higher sen-
sitivity of long yields to volatility shocks contributes to a negative slope. Table 4
reports a downward-sloping real yield curve in the model, which is supported
by Evans (1998) and Piazzesi and Schneider (2006), who document a negative
slope for U.K. index-linked bonds. Data for U.S. index-linked bonds indicate a
positive slope, but the time series only dates back to 1997, and the market was
illiquid at the beginning of the sample. The model also produces a downward-
sloping term structure of volatility and highly persistent real yields (not shown in
the table). This is consistent with data from both the United States and the United
Kingdom.
16Bansal and Yaron (2000) briefly mention that their model generates negative risk premiums for
real bonds, but they do not elaborate further on the issue.
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TABLE 4
Term Structure of Real Interest Rates
Table 4 presents the model-implied term structure of real interest rates. All yields are in annualized percentages. Reported
statistics are population statistics from a simulation of 150,000 months.
Model
Maturity Pop. Std. Dev.
3m 0.65 0.56
1y 0.63 0.56
2y 0.57 0.56
3y 0.52 0.56
4y 0.46 0.55
5y 0.41 0.55
B. Nominal Term Structure
Consider the innovation to nominal yields:
y$t+1,n − Et
(
y$t+1,n
)
= −1
n
((
D$1,nϕe + D
$
3,nδ2
)
σtεt+1(23)
+ D$2,nσwwt+1 + D
$
3,nδ3σtε
π
t+1
)
.
The response of nominal rates to long-run consumption risks, εt+1, depends on
D$1,nϕe and D$3,nδ2. Setting δ2 = 0 implies that both real and nominal yields in-
crease in response to a positive expected growth shock. However, δ2 is estimated
to be negative, which imposes a wedge between real and nominal yields. A pos-
itive shock to expected growth has 2 effects on nominal yields. First, yields rise
through a real channel governed by D$1,nϕe. Second, yields drop through a nomi-
nal channel D$3,nδ2, since a positive growth shock leads to a drop in inflation. The
estimated value of δ2 = −0.1254 makes the 2nd effect dominate, which makes
nominal yields become countercyclical and nominal bond returns procyclical.
Recall that the volatility loading for nominal bonds is different than for real bonds.
Long yields now rise as macroeconomic uncertainty increases, yielding low bond
returns. As a result, long-term nominal bonds do not provide insurance against
bad times and are subject to positive risk premiums.
Let h$t+1,n = q$t+1,n−1 − q$t,n denote the 1-period log holding period return on
a nominal bond with a maturity of n periods. The risk premium can be written as
Et(h$t+1,n − rf ,t) +
1
2
Vart(h$t+1,n) = −Covt(m$t+1, h$t+1,n),(24)
= λε(ϕeD$1,n−1 + D
$
3,n−1δ2)σ
2
t
+λwD$2,n−1σ
2
w.
Given a sufficiently negative correlation between consumption growth and infla-
tion, governed by δ2, risk premiums increase when consumption growth volatility
increases. This highlights a key difference between risk premiums on real versus
nominal bonds. While risk premiums on real bonds decrease in response to higher
volatility, risk premiums on nominal bonds increase.
The average nominal slope can be written as in equation (22) but with nomi-
nal yield loadings. Since short-term bonds provide a better hedge against volatility
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shocks than long-term bonds, the slope of the yield curve loads positively on the
level of volatility as opposed to negatively for real bonds. Implications for the
nominal yield curve are reported in Table 5. The model comes close to match-
ing the slope of the nominal yield curve and its volatility. The model generates a
TABLE 5
Term Structure of Nominal Interest Rates
Table 5 reports the model-implied and observed nominal term structure of interest rates using quarterly observations.
All yields are in annualized percentages. Reported model statistics are population statistics from a simulation of 150,000
months. The sample period is 1952:2–2007:4.
Sample Model
Maturity Mean Std. Dev. Pop. Std. Dev.
3m 5.28 2.85 4.36 2.23
1y 5.52 2.88 4.49 2.07
2y 5.72 2.84 4.65 1.87
3y 5.88 2.78 4.80 1.70
4y 6.00 2.75 4.94 1.56
5y 6.08 2.71 5.07 1.44
5y–3m 0.80 1.02 0.71 0.94
positive slope of 71 basis points (bp) compared to 80 bp in the data. The volatility
of the yield spread is 0.94% in the model compared to 1.02% in the data. A lower
value of δ2 translates into a higher inflation risk premium on nominal bonds and
therefore a steeper yield curve. The model also generates a downward-sloping
term structure of volatility and highly persistent yields as they inherit the persis-
tence from the state variables. The volatility of model yields is somewhat lower
than in the data. The estimated model in Appendix A3 (available from the author),
which uses CPI as an inflation measure, is able to generate a higher volatility of
interest rates, since CPI exhibits higher volatility than the price index correspond-
ing to the consumption series.17
C. Equity
Since the model implications for equity are discussed in Bansal and Yaron
(2004), I choose to discuss the implications only briefly. The simulated and ob-
served unconditional equity moments are reported in Table 6. Overall, the model
matches data well. The model produces a mean and volatility of the equity risk
premium of 1.53% and 7.31% versus 1.40% and 7.78% in the data, respectively.
Also, the moments for log price-dividend ratios lie close to the data, with a model-
generated mean and volatility of 3.55 and 0.39 versus 3.46 and 0.35 in the data,
respectively.
D. Predictability
This section explores the model implications for predictability of asset re-
turns and future macroeconomic conditions.
17For brevity, asset pricing implications for this estimation are not reported but are available from
the author.
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TABLE 6
Equity
Table 6 presents model-implied and observed moments for equity. All moments are reported on a quarterly basis. Popu-
lation coefﬁcients are obtained from simulating 1 sample of 150,000 months. The sample period is 1952:2–2007:4.
Sample Model
Moments Moment SE Pop.
E(rm − rf) 1.40 0.51 1.53
σ(rm − rf) 7.78 0.59 7.31
E(PD) 3.46 0.05 3.55
σ(PD) 0.35 0.03 0.39
AC1(PD) 0.97 0.02 0.98
1. The Expectations Hypothesis
The expectations hypothesis can be expressed in different forms (e.g., Cox,
Ingersoll, and Ross (1981), Campbell, Lo, and MacKinlay (1997)). One version
states that log excess holding period returns for bonds differ across maturities but
are constant through time. Evidence documented in Fama and Bliss (1987) and
Campbell and Shiller (1991) indicate that risk premiums on U.S. nominal bonds in
fact vary over time. Evans (1998), (2003) document time-varying risk premiums
also for real bonds using U.K. data.
Fama and Bliss (1987) use the insight that the forward-spot spread
must predict either future bond excess returns or changes in short rates and run
the following classical regression, hx$t+1,n = αn + βn( f $t,n − y$t,1) + t+1,n, where
hx$t+1,n = q$t+1,n−1 − q$t,n − y$t,1 denotes the annual log excess return and where
f $t,n = q$t,n−1 − q$t,n denotes the log forward rate. The expectations hypothesis sug-
gests that risk premiums are constant so βn = 0.
Table 7 indicates that the expectations hypothesis is rejected both in the
data and in the model. An increase in the volatility of consumption growth raises
both forward rates and risk premiums, generating a positive comovement between
forward-spot spreads and expected excess returns in the model. The model-implied
TABLE 7
Fama and Bliss Regressions
Table 7 presents results from testing the expectations hypothesis for real and nominal interest rates by running the Fama
and Bliss (1987) regression: h$t+1,n − y$t,1 =αn + βn(f$t,n − y$t,1) + t+1,n for nominal bonds and the same for real bonds
without the $ superscript. Log forward rates are deﬁned as f$t,n = q
$
t,n−1 − q$t,n, where q denotes the log bond price. The
forecast horizon is 1 year and n is 2–5 years. The t-stat values correspond to H0: βn=0. Standard errors are computed as
in Newey and West (1987) using 12 lags. Pop betas refer to betas obtained from simulating 1 sample of 150,000 months.
The sample period is 1952:2–2007:4.
Sample Model
Maturity β$n,m t-Stat Pop β
$
n,m Pop βn,m
2y 0.83 3.79 0.32 1.11
3y 1.06 3.67 0.32 1.08
4y 1.29 3.61 0.31 1.05
5y 1.00 2.32 0.31 1.01
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regression coefficients are, however, smaller than in the data. The model also
rejects the expectations hypothesis for real bonds with slope coefficients that are
larger than for nominal bonds.
Cochrane and Piazzesi (2005) show that predicting excess returns with 5
forward rates generates high explanatory power and produces tent-shaped regres-
sion coefficients. I test whether the model can match their evidence by running
the same regression but with 3 forward rates as explanatory variables, hx$t+1,n =
αn + β1,n y$t,1 + β2,n f $t,3 + β3,n f $t,5 + t+1,n.
Figure 1 shows that the model is capable of generating a similar tent shape
as in Cochrane and Piazzesi (2005), albeit with regression coefficients that are
FIGURE 1
Cochrane and Piazzesi Regressions
Figure 1 displays model-implied regression coefﬁcients from regressing annual excess returns on 2-, 3-, 4-, and 5-year
bonds onto 1-, 3-, and 5-year forward rates. Coefﬁcients are obtained from a simulated sample of 150,000 months.
larger in magnitude. Table 8 documents model-implied R2s in the region of
4%–5% compared to 22%–26% in the data. Overall, the long-run risk model
is capable of generating predictability of bond returns through a time-varying
volatility of consumption growth, but deviations from the expectations hypothesis
are smaller compared to the data. It is possible to generate stronger predictability
within the model but at the cost of generating counterfactual macro implications.
Dai and Singleton (2002) show that affine models with Gaussian factors
and time-varying market prices of risk perform much better in generating pre-
dictability of bond returns than models with time-varying volatility and constant
market prices of risk. The long-run risk model falls within the affine class but
relies on time-varying volatility to generate predictability. Perhaps incorporating
time-varying market prices of risk as in Le and Singleton (2010) would improve
the model’s ability to generate bond return predictability. It is important to note
that the long-run risk model incorporates a large number of model restrictions that
are absent when estimating typical latent-factor Gaussian models.
https://doi.org/10.1017/S0022109012000075
D
ow
nloaded from
 https:/w
w
w
.cam
bridge.org/core . U
niversity of B
asel Library , on 11 Jul 2017 at 08:09:50 , subject to the C
am
bridge C
ore term
s of use, available at https:/w
w
w
.cam
bridge.org/core/term
s .
Hasseltoft 327
TABLE 8
Cochrane and Piazzesi Regressions
Table 8 presents the explanatory power of the Cochrane and Piazzesi (2005) regression: h$t+1,n − y$t,1 =αn + β1,ny$t,1 +
β2,nf$t,3 +β3,nf
$
t,5 + t+1,n for nominal bonds and the same for real bonds without the $ superscript. Log forward rates are
deﬁned as f$t,n = q
$
t,n−1 − q$t,n, where q denotes the log bond price. The forecast horizon is 1 year and n is 2–5 years.
Population values are obtained from simulating 1 sample of 150,000 months. The sample period is 1952:2–2007:4.
Sample Model
Maturity R2$ Pop R
2
$ Pop R
2
2y 0.22 0.04 0.05
3y 0.23 0.04 0.05
4y 0.26 0.04 0.04
5y 0.23 0.04 0.04
2. Predicting with the Yield Spread
The yield spread’s ability to predict economic growth positively is well
established (e.g., Stock and Watson (1989), Estrella and Hardouvelis (1991), and
Ang et al. (2006)). Table 9 reports the positive slope coefficients found in the
data. The results suggest that the yield curve is a short-term predictor of con-
sumption growth, since the explanatory power peaks at 12% for the 1-year hori-
zon and then vanishes. The model is able to generate similar predictability up to a
1-year horizon but fails to match the drop in predictability for longer horizons.
Key for generating positive regression coefficients is a high EIS together with a
negative correlation between growth and inflation. See Section IV.D.4 for a deeper
discussion.
TABLE 9
Predicting Consumption Growth with the Nominal Yield Spread
Table 9 presents results from predicting consumption growth using the nominal yield spread. The following regression is
run: gt:t+k = αk + βk(y$t,5y − y$t,3m) + t+k. The forecast horizons, k, are 1, 4, 12, and 20 quarters. Consumption growth
and yields are expressed in annualized percentages. Population values are obtained from simulating 1 sample of 150,000
months. Standard errors are computed as in Newey and West (1987) using lags of 2 × horizon. The sample period is
1952:2–2007:4.
Sample Model
Quarters, k βk t-Stat R2adj Pop βk Pop R
2
adj
1 0.44 2.72 0.05 0.52 0.08
4 0.43 2.67 0.12 0.51 0.16
12 0.10 0.68 0.01 0.49 0.22
20 −0.02 −0.24 0.00 0.46 0.23
The nominal yield curve is also a predictor of future stock returns, albeit
a weaker predictor than for economic growth. Table 10 indicates that the yield
curve predicts stock returns positively, with an R2 in the range of 1%–6%. How-
ever, the slope coefficients are only significant for the 3-year horizon. The same
table shows that the model comes close to matching both the coefficients and the
explanatory power of the regressions.
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TABLE 10
Predicting Excess Stock Returns with the Nominal Yield Spread
Table 10 presents results from predicting excess stock returns using the nominal yield spread. The following regression is
run: r$t:t+k − y$t,k =αk + βk(y$t,5y − y$t,3m) + t+k, where the dependent variable is the nominal stock return for the period
t: t + k minus the nominal yield at time t with a maturity of k quarters. The forecast horizons, k, are 1, 4, 12, and 20 quar-
ters. Excess returns and yields are expressed in annualized percentages. Population values are obtained from simulating
1 sample of 150,000 months. Standard errors are computed as in Newey and West (1987) using lags of 2 × horizon. The
sample period is 1952:2–2007:4.
Sample Model
Quarters, k βk t-Stat R2adj Pop βk Pop R
2
adj
1 3.53 1.66 0.01 1.81 0.01
4 2.89 1.77 0.03 1.60 0.01
12 1.14 2.00 0.01 1.21 0.02
20 1.41 1.77 0.06 0.98 0.03
3. Predicting with the Price-Dividend Ratio
A voluminous literature has documented the ability of the price-dividend
ratio to predict future excess stock returns.18 Table 11 documents that price-
dividend ratios predict excess returns negatively with an R2 that increases with
horizon and peaks at 18% for the 5-year horizon. The same predictive regressions
are run inside the model and are found to generate similar regression coefficients
as in the data. However, the explanatory power is smaller inside the model.
TABLE 11
Predicting Excess Stock Returns with the Price-Dividend Ratio
Table 11 presents results from predicting excess stock returns using the log price-dividend ratio. The following regression
is run: r$t:t+k − y$t,k = αk + βkPDt + t+k, where the dependent variable is the nominal stock return for the period t: t + k
minus the nominal yield at time t with a maturity of k quarters. The forecast horizons, k, are 1, 4, 12, and 20 quarters.
Excess returns are in annualized percentages. Population values are obtained from simulating 1 sample of 150,000months.
Standard errors are computed as in Newey and West (1987), using lags of 2 × horizon. The sample period is 1952:2–
2007:4.
Sample Model
Quarters, k βk t-Stat R2adj Pop βk Pop R
2
adj
1 −10.9 −1.88 0.01 −5.61 0.01
4 −10.4 −2.03 0.05 −5.13 0.02
12 −7.8 −2.19 0.12 −4.04 0.04
20 −7.4 −3.25 0.18 −3.26 0.06
Bansal, Khatchatrian, and Yaron (2005) show empirically that price-dividend
ratios are negatively related to the volatility of consumption growth. This rela-
tion is also shown to be present in countries outside the United States. Table 12
documents the negative relation and indicates that the explanatory power rises
with horizon, reaching 23% for a 5-year horizon. The model does well in match-
ing the data, generating regression coefficients in the range of −0.71 to −0.56,
with R2s between 5% and 23%.
18An incomplete list is: Campbell and Shiller (1988), Fama and French (1988), Stambaugh (1999),
Lewellen (2004), and Ang and Bekaert (2006).
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TABLE 12
Predicting Consumption Growth Volatility with the Price-Dividend Ratio
Table 12 presents results from predicting consumption growth volatility using the log price-dividend ratio. The following
regression is run: log
∑k
j=1 |ξt+j|=αk +βkPDt + t+k, where the residuals in the dependent variable stem from an AR(1)
process ﬁtted to quarterly consumption growth. The forecast horizons, k, are 1, 4, 12, and 20 quarters. Population values
are obtained from simulating 1 sample of 150,000 months. Standard errors are computed as in Newey and West (1987)
using lags of 2× horizon. The sample period is 1952:2–2007:4.
Sample Model
Quarters, k βk t-Stat R2adj Pop βk Pop R
2
adj
1 −0.55 −2.88 0.03 −0.71 0.05
4 −0.53 −4.18 0.14 −0.69 0.18
12 −0.51 −4.33 0.24 −0.61 0.23
20 −0.43 −2.76 0.23 −0.56 0.23
4. Predictability and the EIS
This section shows that the established relation between yield spreads and
future economic growth has direct implications for the value of the EIS and there-
fore imposes identifying restrictions on the parameter. The covariance between
yield spreads at time t and consumption growth at time t+1, Cov
(
y$t,60− y$t,3, gt+1
)
,
can be written as[
D$1,3
3 −
D$1,60
60
]
Var(xt) +
[
D$3,3
3 −
D$3,60
60
]
Cov(xt, xπt ),(25)
where the EIS ψ, enters the 1st term since[
D$1,3
3 −
D$1,60
60
]
=
1
ψ(1− ρ)
[−(1− ρ3)
3 +
(1− ρ60)
60
]
.
The EIS governs the direct impact on interest rates from changes in growth.
The loadings in front of the variance and covariance terms are both negative,
which reflects a flattening or even an inversion of the yield curve in response to
higher consumption growth and inflation. That is, short rates increase more than
long rates. A rise in xt, which pushes up gt+1, has 2 effects on yield spreads. First,
the yield curve flattens or inverts as short rates are more sensitive to economic
growth than long rates. This is a real effect and is governed by the 1st term in
expression (25). Second, the yield curve steepens, since positive shocks to growth
are estimated to have a negative impact on inflation. This is a nominal effect and
is governed by the 2nd term in expression (25). A low EIS implies a high un-
willingness to substitute consumption intertemporally and increases the impact of
expected growth on interest rates, leading to a sharper flattening or inversion of
the yield curve. Hence, a low EIS makes the real effect dominate, which translates
into a counterfactual negative relation between yield spreads and future growth.
The EIS therefore needs to be high in order for the nominal effect to dominate.
Panel A of Table 13 reports that the estimated value of EIS, 2.51, produces a
similar regression coefficient as in the data, while setting the EIS to 0.10 produces
a counterfactually negative coefficient. The same table also shows that a high EIS
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TABLE 13
Predictability and the EIS
Table 13 reports the effect of changing the elasticity of intertemporal substitution (EIS) when predicting future consumption
growth and consumption growth volatility using the nominal yield spread and price-dividend ratio, respectively. The forecast
horizon is set to 4 quarters. Reported results refer to population coefﬁcients obtained from simulating 1 sample of 150,000
months. The sample period is 1952:2–2007:4.
EIS Model βk Data βk
Panel A. Predicting Consumption Growth with the Yield Spread
ψ = 2.51 0.51 0.43
ψ = 0.10 −0.76 0.43
Panel B. Predicting Consumption Growth Volatility with the Price-Dividend Ratio
ψ = 2.51 −0.69 −0.53
ψ = 0.10 0.14 −0.53
matches the negative relation between price-dividend ratios and macroeconomic
volatility, while a low EIS leads to a counterfactual positive slope coefficient. Eco-
nomically, an EIS above 1 means that the intertemporal substitution effect domi-
nates the wealth effect, which leads the agent to sell risky assets in anticipation of
bad times, leading to a drop in asset valuation ratios.
V. Conclusion
Despite the voluminous literature on representative-agent models and their
implications for equity and bond prices, less work has been done on modeling the
2 asset classes jointly. This paper evaluates whether the so-called long-run risk
framework provides a useful framework for interpreting both equity and bond
markets as well as the relation between asset prices and the macroeconomy.
I find that persistent shocks to expected consumption growth together with
a negative correlation between U.S. consumption growth and inflation indeed can
account for the average level of both equity and bond risk premia, while time
variation in macroeconomic volatility can account for evidence of predictability
across both markets. The model is able to jointly reproduce the equity premium,
the upward-sloping nominal yield curve, and the ability of price-dividend ratios
and nominal yield spreads to predict future asset returns, economic growth, and
macroeconomic volatility. The model is estimated using a simulation estimator
that takes into account time aggregation of consumption growth while utilizing a
rich set of moment conditions covering macro variables, equity markets, and bond
markets. I also include predictive regressions as moment conditions, which helps
identify key parameters such as the EIS.
The model presented here could be extended in several ways. For example,
a similar type of model that allows for time-varying market prices of risk (e.g.,
Le and Singleton (2010)) could potentially generate even stronger predictability
of excess returns. The reduced-form approach of modeling inflation in the paper
is sufficient for capturing the correlation between economic growth and inflation
but is quiet on the underlying mechanisms. I believe further work on endogenizing
inflation could yield valuable insights, for example, by allowing monetary policy
to play a role (e.g., Gallmeyer et al. (2007)). I leave this for future research.
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