Abstract. We study the initial-boundary value problem for a nonlinear wave equation given by
Introduction
In this paper, we consider the following problem: Find a pair (u, P ) of functions satisfying u tt − u xx + f (u, u t ) = F (x, t), 0 < x < 1, 0 < t < T , (1.1) u x (0, t) = P (t), (1.2) u(1, t) = 0, (1.3)
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Nguyen Thanh Long, Vo Giang Giai, Le Xuan Truong u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x), (1.4) where f (u, u t ) = K|u| p−2 u + λ|u t | q−2 u t , with p ≥ 2, q > 1, K, λ are given constants and u 0 , u 1 , F are given functions satisfying conditions specified later, and the unknown function u(x, t) and the unknown boundary value P (t) satisfy the following integral equation (1.5) P (t) = g(t) + K 1 |u(0, t)| α−2 u(0, t) + λ 1 |u t (0, t)| β−2 u t (0, t)
where K 1 , λ 1 , α, β are given constants and g, k are given functions. In [2] , An and Trieu have studied a special case of problem (1.1)-(1.5) with u 0 = u 1 = 0, α = 2, λ 1 = 0, K 1 ≥ 0 and f (u, u t ) = Ku+λu t , with K ≥ 0, λ ≥ 0 are given constants. In the later case the problem (1.1)-(1.5) is a mathematical model describing the shock of a rigid body and a linear viscoelastic bar resting on a rigid base [2] .
In [3] Bergounioux et al. studied problem (1.1), (1.4) with the mixed boundary conditions (1.2), (1.3) standing for (1.6) u x (0, t) = g(t) + hu(0, t) − t 0 k(t − s)u(0, s)ds,
where h ≥ 0, K, λ, K 1 , λ 1 are given constants and g, k are given functions. In [9] , Long et al. obtained the unique existence, regularity and asymptotic expansion of the problem (1.1), (1.2), (1.4), (1.5) and (1.7) in the case of p = q = α = 2, λ 1 = 0 and (u 0 , u 1 ) ∈ H 2 × H 1 .
In [10] , Long et al. gave the unique existence, stability, regularity in time variable and asymptotic expansion for the solution of problem (1.1)-(1.5) when α = β = 2, f (u, u t ) = Ku + λu t and (u 0 , u 1 ) ∈ H 2 × H 1 .
In [11] , Long and Giai obtained the unique existence and asymptotic expansion for the solution of problem (1.1)-(1.5) when α ≥ 2, β ≥ 2, f (u, u t ) = Ku +λu t , (u 0 , u 1 ) ∈ H 1 × L 2 . In this case, the problem (1.1)-(1.5) is the mathematical model describing a shock problem involving a nonlinear viscoelastic bar.
In this paper, we consider three main parts. In Part 1, under conditions (u 0 , u 1 ) ∈ V × L 2 , with V = {v ∈ H 1 : v(1) = 0}, F ∈ L 2 (Q T ), k ∈ W 1,1 (0, T ), g ∈ L β ′ (0,T ), K, K 1 ≥ 0, λ, λ 1 > 0, p, α, β ≥ 2, q > 1, β ′ = β(β − 1) −1 , we prove a theorem of global existence and uniqueness of a weak solution (u, P ) of problem (1.1)-(1.5). The proof is based on the Faedo-Galerkin method and the weak compact method associated with a monotone operator. In the case of β = 2, in Part 2 we prove that the unique solution (u, P ) belongs to (H 2 (Q T ) ∩ L ∞ (0, T ; V ∩ H 2 ))× H 1 (0,T ), with u t ∈ L ∞ (0, T ; V ), u tt ∈ L ∞ (0, T ; L 2 ), u(0, ·) ∈ H 2 (0, T ), if we make the assumption that (u 0 , u 1 ) ∈ (V ∩ H 2 ) ×V and some other conditions. Finally, in Part 3 we obtain an asymptotic expansion of the solution (u, P ) of the problem (1.1)-(1.5) up to order N + 1 in three small parameters K, λ, K 1 . The results obtained here may be considered as the generalizations of those in An and Trieu [2] and in [3, [9] [10] [11] [12] ].
The existence and uniqueness theorem
Put Ω = (0, 1),
The norm in L 2 is denoted by · . We also denote by ·, · the scalar product in L 2 or pair of dual scalar product of continuous linear functional with an element of a function space. We denote by · X the norm of a Banach space X and by X ′ the dual space of X. We denote by L p (0, T ; X), 1 ≤ p ≤ ∞, the Banach space of measurable real functions u :
V is a closed subspace of H 1 and on V , v H 1 and v V = a(v, v) = v x are two equivalent norms. We then have the following lemma.
The proof is straightforward and we omit the details. Without loss of generality we can suppose that λ 1 = 1. We make the following assumptions:
Then, we have the following theorem.
Furthermore, if k ∈ W 1,1 (0, T ) in (H 2 ) and α = 2 or α ≥ 3, the solution is unique.
Remark 1. (i) Theorem 2.2 gives no conclusion about the uniqueness of solution when 2 < α < 3.
(ii) The corresponding results in [10] and [11] are special cases of Theorem 2.2 with Step 1. The Faedo-Galerkin approximation. Let {w j } be a (denumerable) basis of V . We find the approximate solution of problem (1.1)-(1.5) in the form u m (t) = m j=1 c mj (t)w j , where the coefficient functions c mj satisfy the system of ordinary differential equations
From the assumptions of Theorem 2.2, system (2.4)-(2.6) has a solution (u m , P m ) on an interval [0, T m ]. The following estimates allow one to take T m = T for all m (see [5] ).
Step 2. A priori estimates. Substituting (2.5) into (2.4), then multiplying the j th equation of (2.4) by c ′ mj (t) and summing up with respect to j, afterwards, integrating with respect to the time variable from 0 to t, we get after some rearrangements
By assumptions (H 1 ), (H 4 ) and the imbedding H 1 ֒→ C 0 (Ω), we have
for all m, where C 1 is a constant depending only on u 0 , u 1 , K, K 1 , p and α.
We shall estimate, respectively the following three integrals on the righthand side of (2.7).
The first integral. Using the Hölder inequality
with ε β = β 4 and the following inequality (2.11)
we obtain (2.12)
The second integral. We again use inequality (2.10) with ε β = β 4 , from assumption (H 2 ), we have The third integral.
(2.14)
Combining (2.7), (2.9), (2.12)-(2.14), we obtain
where
. By Gronwall's lemma, we deduce from (2.15) that
T exp(tN
On the other hand, from the assumptions (H 2 )− (H 5 ), we deduce from (2.5), (2.8), (2.11), (2.16), that
where C T is a positive constant depending only on T .
Step 3. Limiting process. From (2.8), (2.16)-(2.19), we deduce the existence of a subsequence of {(u m , P m )} still also so denoted, such that (2.20)
By the compactness lemma of Lions [8, p .57] and the imbedding 
By means of the following inequality
for all x, y ∈ R and γ ≥ 0, it follows from (2.16), that
Hence, it follows from (2.21
From (2.21) 2 we have
,
Passing to the limit in (2.4)-(2.6) by (2.20) 1,2,5 , (2.24), (2.27), we have (u, P ) satisfying the equation
and (2.29)
Then, in order to prove the existence of the solution of the problem (1.1)-(1.5), we only have to prove that χ = |u ′ | q−2 u ′ and
We shall now require the following lemma.
Lemma 2.3. Let u be a weak solution of the following problem
Then we have
Furthermore, if u 0 = u 1 = 0 there is equality in (2.31). The proof of Lemma 2.3 can be found in [1, 6] .
We now return to the proof of the existence of a solution of the problem (1.1)-(1.5).
It follows from (2.4)-(2.6), that 
It follows from (2.20) 2,4,5,6 and (2.33), that
Then by using the arguments of Minty-Browder (cf. Lions [8] , p. 172), we deduce that
The proof of existence is completed.
Step 4. Uniqueness of the solution. Assume now that k ∈ W 1,1 (0, T ) in (H 2 ) and α = 2 or α ≥ 3. Let (u 1 , P 1 ), (u 2 , P 2 ) be two weak solutions of problem (1.1)-(1.5), such that
Then (v, Q) with v = u 1 − u 2 and Q = P 1 − P 2 is the weak solution of the following problem (2.37) 
Using Lemma 2.3 with
Using the inequalities (2.22) and
it follows from (2.38), (2.39), that
where (2.42)
Now, we consider two cases for α.
By Gronwall's lemma, we obtain from (2.41), (2.43), that ̺ ≡ 0, i.e., u 1 ≡ u 2 . Case α ≥ 3. Using the integration by parts, it follows that (2.44)
Using Gronwall's lemma, it follows from (2.41), (2.44), that ̺ ≡ 0, i.e., u 1 ≡ u 2 . Theorem 2.2 is proved completely.
Next, we strengthen the hypotheses and assume that
Then, for every T > 0, there exists a unique weak solution (u, P ) of problem (1.1)-(1.5) such that
Remark 2. (i) Noting that with the regularity obtained by (2.45), it follows that the problem (1.1)-(1.5) has a unique strong solution (u, P ) that satisfies
(ii) From (2.45) we can see that u,
, then the component u in the weak solution (u, P ) of problem (1.1)-(1.5) belongs to H 2 (Q T ). So the solution is almost classical which is rather natural since the initial data u 0 and u 1 do not belong necessarily to C 2 (Ω) and C 1 (Ω), respectively.
(iii) In [4] Browder has studied the operator differential equation Step 1. The Galerkin approximation. Let {w j } be a denumerable base of V ∩ H 2 . We look for the approximate solution of problem (1.1)-(1.5) in the form u m (t) = m j=1 c mj (t)w j , where the coefficient functions c mj satisfy the system of ordinary differential equations (2.4), where Step 2. A priori estimates. Proceeding as in the proof of Theorem 2.2, we get, using assumptions (
where S m (t) is defined as (2.8) and C T is a constant depending only on T , u 0 , u 1 , g, k, F , K, K 1 , p and α. Now differentiating (2.4) with respect to t, it follows after replacing w j with u ′′ m (t) and then integrating with respect to the time variable from 0 to t, we have after some rearrangements 
T , for all m. Using (2.8), (2.50)-(2.53) we can show after some lengthy calculation
where (2.55)
. By Gronwall's lemma, we deduce from (2.54), that
T , for all t ∈ [0, T ]. On the other hand, from the assumption (H ′ 2 ), we deduce from (2.48), (2.50), (2.56), that (2.57)
where C T is a posistive constant depending only on T .
Step 3. Limiting process. From (2.8), (2.50), (2.52), (2.56) and (2.57), we deduce the existence of a subsequence of {(u m , P m )} still also so denoted, such that (2.58)
By the compactness lemma of Lions [8: p. 57] and the imbeddings
, we can deduce from (2.58) the existence of a subsequence still denoted by {(u m , P m )} such that (2.59)
From (2.48) and (2.59) 3−5 we have that
Combining (2.59) 5 and (2.60), we conclude that (2.61) P (t) = P (t).
We again use inequality (2.22), it follows from (2.50), that
Hence, it follows from (2.59) 1 , (2.62), that
By the same way, we deduce from (2.22), (2.56), (2.59) 2 , that
Passing to the limit in (2.4), (2.48), (2.49) by (2.58) 1,2,5 , (2.60), (2.61), (2.63) and (2.64) we have (u, P ) satisfying the problem
On the other hand, we have from (2.58) 1,2,5 , (2.65) and assumption (H ′ 3 ), that (2.68)
Thus u ∈ L ∞ (0, T ; V ∩ H 2 ) and the existence of the theorem is proved completely.
The weak solution of the problem (1.1)-(1.5) is unique, that can be showed using the same arguments as in the proof of Theorem 2.2. The proof of Theorem 2.4 is completed.
Remark 3. In the case of p, q > 2 and K < 0, λ < 0, the question of existence for the solutions of problem (1.1)-(1.5) is still open. However, we have also obtained the answer to problem (1.1)-(1.5) when p = q = α = β = 2 and K, λ ∈ R published in [10] .
3. Asymptotic expansion of the solution with respect to three parameters (K, λ, K 1 )
In this part, we consider two given functions u 0 , u 1 as u 0 , u 1 , respectively. Then we assume that β = 2, p, q, α ≥ N + 1 and ( u 0 , u 1 , F , g, k) satisfy the assumptions (H ′ 1 ) − (H ′ 3 ). Let (K, λ, K 1 ) ∈ R 3 + . By theorem 2.4, the problem (1.1)-(1.5) has a unique weak solution (u, P ) depending on (K, λ, K 1 ):
We consider the following perturbed problem, where K, λ, K 1 are small parameters such that, 0
We shall study the asymptotic expansion of the solution of problem ( P K,λ,K 1 ) with respect to (K, λ, K 1 ).
We use the following notations. For a multi-index γ = (γ 1 , γ 2 , γ 3 ) ∈ Z 3 + , and
First, we shall need the following Lemma.
where the coefficents
The proof of Lemma 3.1 can be found in [12] .
Let (u 0 , P 0 ) ≡ (u 0,0,0 , P 0,0,0 ) be a unique weak solution of problem ( P 0,0,0 ) (as in Theorem 2.4) corresponding to (K, λ, K 1 ) = (0, 0, 0), i.e.,
Let us consider the sequence of weak solutions (u γ , P γ ), γ ∈ Z 3 + , 1 ≤ |γ| ≤ N , defined by the following problems:
where F γ , P γ , |γ| ≤ N , defined by the recurrence formulas
here we have used the notation
satisfies the problem
Then, we have the following lemma.
, where C 1N and C 2N are positive constants depending only on the constants
, |γ| ≤ N . P r o o f. In the case of N = 1, the proof of Lemma 3.2 is easy, hence we omit the details, which we only prove with N ≥ 2. Put
By using Taylor's expansion of the function H p (h) = H p (u 0 +h 1 ) around the point u 0 up to order N − 1, we obtain
where 0 < θ 1 < 1. By Lemma 3.1, we obtain from (3.12), after some rearrangements in order to of
where (3.14)
. Similarly, we use Taylor's expansion of the functions
and 0 < θ i < 1, i = 2, 3. Combining (3.3), (3.7), (3.13)-(3.18), we then obtain
We shall estimate respectively the following terms on the right-hand side of (3.19).
By the boundedness of the functions u γ , γ ∈ Z 3 + , |γ| ≤ N in the function space L ∞ (0, T ; H 1 ), we obtain from (3.14), that
. We obtain from (3.17) in a similar manner corresponding to the above part, that
Therefore, it follows from (3.19), (3.21)-(3.24), that
Hence, the first part of Lemma 3.2 is proved. With E N ( − → K ), then, we obtain from (3.4), (3.8), (3.16) and (3.18), in a similar manner to the above part, that
The proof of Lemma 3.2 is complete.
Next, we obtain the following theorem.
has a unique weak solution (u, P ) satisfying the asymptotic estimations up to order N + 1 as follows
N and D * * N are positive constants independent of − → K , the functions (u γ , P γ ) are the weak solutions of problems ( P γ ), γ ∈ Z 3 + , |γ| ≤ N . where C T is a constant depending only on T , u 0 , u 1 , F , g, k, p, q, α, K * , λ * , K 1 * (independent of − → K ). Hence, the limit (u, P ) in suitable function spaces of the sequence {(u m , P m )} defined by (2.4), (2.48), (2.49) is a weak solution of the problem (1.1)-(1.5) satisfying the a priori estimates (3.32)-(3.34).
By multiplying the two sides of (3.6) 1 with v ′ , and after integration in t, we find without difficulty from Lemma 3.2 that 
where D * * N is a constant independent of − → K . The proof of Theorem 3.3 is complete.
Remark 5. In the case of p = q = α = 2, λ 1 = 0, and the boundary condition (1.7) standing for (1.3), Long, Dinh and Diem [9] have obtained a result about the asymptotic expansion of the solutions with respect to two parameters (K, λ) up to order N + 1.
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