Supplemental Material
This document provides additional detail on analyses mentioned in the main text of "Placing Racial Classification in Context." The first section examines the relationship between residential mobility and racial classification fluidity. The second section describes both the estimation of a bandwidth to use in the geographically weighted regression (GWR) through cross-validation and the Monte Carlo simulation used to evaluate significance of the GWR results.
Migration and Racial Classification Fluidity
We leverage the geocoded nature of our data to address expectations based on anecdotal evidence that racial fluidity as 'passing' is often associated with moving to a new location. The case of Anatole Broyard who left his Creole family behind in Louisiana and lived much of the rest of his life as white in New York provides an example (Gates 1996) . To explore this possibility, we identify individuals whose interviews were conducted in different counties between the current and previous year. We can then compare these 'movers' to the 'stayers' whose interviews were conducted in the same county over time.
Our data suggest that racial classification fluidity is not more common among those who have recently moved, as movers have a change in their racial classification 5.7% of the time, while those who stay within the same county experience fluidity slightly more often at 5.9% of the time. Additionally, Table S1 shows that average contextual characteristics are similar between person-years with and without a between-county move. Further, the average changes in context experienced within respondents are roughly similar between moving and staying person-years (i.e., the difference between the current and previous year). This descriptive evidence suggests that individuals are likely to experience similar changes in context whether moving or staying.
Although we do not find that racial classification fluidity is more common for movers, or that movers have appreciably distinct contexts on average, it is still possible that the predictors of racial classification might be different for movers compared to those who stay in the same location. Thus, we also estimated our national regressions on the sub-sample of personyears that involved a move between counties in the prior year. The results for moving personyears are generally equivalent to estimates found for the full sample of person-years (see Table  S2 ). The sub-sample models have fewer cases and therefore less power to detect statistically significant differences than the full sample models. That said, even when the mover estimates do not match the full sample models in statistical significance, they tend to be in the same direction and of similar magnitude. The only exception shown in Table S2 is individual poverty: people who recently moved to a new county were significantly less likely to be classified as 'White' when they had experienced poverty and were significantly more likely to be classified as 'Black.' However, when we estimated fully interacted models to test the difference between moving and non-moving person-years (not shown), the only differences that reached conventional levels of statistical significance (p<.05) were the main effect of moving for individuals classified as 'Black' and county population size. The latter suggests that people who move to counties with larger populations are significantly less likely to be classified as 'White' and more likely to be classified as 'Other' compared to people who stay in the same county and experience the same amount of population growth. Though the interaction with population size is significant, the estimated coefficients are in the same direction as the full sample suggesting that the main difference between movers and stayers is the magnitude of the association instead of a change in direction.
From this evidence, we conclude that classification fluidity in the NLSY is not driven primarily by people who move from place to place but rather is influenced by specific characteristics of individuals and places. These results contradict common understandings of racial passing, but they are consistent with previous research suggesting that passing is often situationally deployed and may result from allowing others to make assumptions about the individual's race rather than representing both a fundamental and intentional shift within an individual's life (Renfrow 2004 , Garcia 2014 , Hobbs 2014 . .003 1 Source: Restricted-use, geocoded data from the 1979 NLSY. N is 16,463 for movers current year, 112,714 for stayers current year, 7,593 for movers difference, and 80,299 for stayers difference. Note: 'movers' are defined as observations in which the respondent moved between counties between the current year and the previous. 'Stayers' are person-years without a move. County unemployment comes from the Bureau of Labor Statistics, county poverty comes from the Bureau of Economic Analysis' Regional Economic Accounts, population size, ethnic and racial composition, percent foreign born, and ethnoracial diversity come from interpolated decennial censuses. Note: SE in parentheses. P-values: * <.05, ** < .01, *** < .001. The significant estimate for the share of Black residents in a county predicting classification as White is .0004, which rounds to zero at three decimal places. All models also control for respondent age, interviewer characteristics, and year fixed effects (not shown). The full sample estimates are the same as the national models shown in Tables 2 and 3 in the main text. We present them here again for ease of comparison.
Cross-Validation
We conducted a cross validation exercise that allowed the data to suggest a region size for us, determining how many states to include within a single region. We use states as a minimum region size because NLSY restricted-use data requirements preclude reporting results at finer geographic scales. We started by selecting a bandwidth, ℎ, which represents the number of nearest state neighbors that comprise a region. Nearest neighbors are calculated as rank distance between state centroids. This is effectively a rectangular kernel, where all states within the nearest h neighbors are given a weight of one, while states outside of this window are given a weight of zero. We followed a 'leave-one-out' procedure where, for each state, we fit our regression models on this regional data, but we drop the data for the state of interest. If we do not drop a state's own data in model estimation, our results will be biased towards a smaller ℎ. This is because the best predictor of a state's data will be the model fit on exactly that state's data (the model is fit by minimizing the sum of squared errors, and that is the same metric we are using to evaluate our choice of ℎ). We then used these regression models to generate predicted values for the dropped state's data and calculate the sum of squared errors for that state. We iterated through every possible number of neighbors (one through fifty-one, including the District of Colombia and Puerto Rico), fitting our regressions for each state and each bandwidth value. We then identified the bandwidth that minimizes the 'leave-one-out' sum of squared errors across all states for each model and use that as our ℎ.
Formally, for state , we choose a bandwidth ℎ of nearest neighbors which creates a region such that the rank distance from state , is less than or equal to ℎ. We then fit our models on this subset, but exclude that state's own data, such that ≤ ℎ; ≠ 0. Our regression models take the form:
where is the matrix of factor dummies for fixed effects, and is the vector of estimated fixed effect coefficients. This 'leave-one-out' process creates a challenge for our model. When we exclude the focal state's data we do not always get an estimate for all the fixed effects coefficients needed to estimate our models for that state. This is because respondent fixed effects are strongly correlated with place (i.e. a person may never leave California, and thus all data to estimate that person's fixed effect may come from California data). Our solution is to first subtract out global individual fixed effects, and then run the GWR Cross-Validation on that differenced data. This assumes that coefficients for our variables of interest (unemployment, poverty, etc.) are subject to change over space, but an individual's fixed effects (as well as fixed effects for year) are notthey are global. By iteratively computing the difference in the observed data from their means for each of the variables included as fixed effects until these differences converge (Guare 2013) before fitting our models, we can get a projected form, where we model the mean-differenced, or projected, variable as a function of mean-differenced, or projected, 's, but without our matrix of fixed effects variables:
= Σ +
We can then run our cross-validation on this projected form of our regression. We iterate through all possible values of 1 ≤ ℎ ≤ 51 and use each ℎ to create local regressions centered on each state (i.e. we fit a regression for each level of ℎ for each state).
(ℎ) represents the observations of projected for individual if they are in the ℎ nearest neighbors for a given state, while excluding observations for that state. We thus fit the following models for each state:
We then use the resulting ̂ coefficients to produce estimates of ̂ for individuals within the state of interest. We compare our estimated ̂, =0 to our observed , =0 and calculate the sum of squared differences between these two quantities. By summing these squared differences across all states for a given ℎ, we can get an estimate of how well our choice of ℎ nearest neighbors fits our data. Our test statistic is as follows:
(ℎ) = Σ Σ ( , =0 −̂= 0 ) 2 By minimizing (ℎ) we find the bandwidth that defines the size of regions that provide regression coefficient estimates that best fit our data. Figure S1 reports the results for (ℎ) for each of the three regression models. Because (ℎ = 1) is substantially larger than all other values in each of the three models it was excluded to make comparisons easier. In the end, a choice of ℎ equal to 3 nearest neighbors for models predicting classification as Black, 15 nearest neighbors for classification as 'Other', and 3 nearest neighbors for classification as White minimizes each model's respective (ℎ). As we use our data twiceonce to estimate the bandwidth and a second time to estimate our regression coefficientsthe results of a GWR should be considered exploratory rather than strictly confirmatory (see, e.g. Wheeler 2014). Note: ℎ = 1 has been excluded from these plots to facilitate comparison.
Monte Carlo.
To evaluate the statistical significance of our local regression coefficients, we conducted a Monte Carlo test to see whether or not similar variability in our local ̂ would exist if geography were assigned to respondents at random. We can thus calculate a test statistic that provides the level of variability in ̂ for a variable across all states . This test statistic, , is the 1 Note, if a state lacked sufficient data to successfully estimate a regression, that state was dropped from the mean squared deviation of state-specific ̂ coefficients from the grand mean of those coefficients across all states for a given variable: 1
where is the number of states.
To conduct the Monte Carlo simulation, observations are assigned locations by randomly calculation of and * . Formally then, what follows is conditional upon having observations for a state. sampling from the observed locations without replacement. Once observations have been assigned to random locations, the same GWR models as above (with the same values of ℎ) were fit to the data and the test statistic * was calculated. This gave us an observation of how much variation we would expect in our estimated state-specific ̂ coefficients if geographic place were assigned entirely at random. By conducting this process times, we then calculate the distribution of variability expected under random assignment. We compared our observed to the distribution of * , to assess how likely it is to observe variances in ̂s as extreme as we do purely by chance. Specifically, a two-sided empirical p-value can be computed by comparing the observed rank of in the distribution of * (North, Curtis, and Sham 2002) by calculating: = 2 * min { Σ( * < ) + 1 + 1 , Σ( * > ) + 1 + 1 } Thus, if the observed were the 10th smallest observed value in a simulation of 1,000 * , the empirical p value would be equal to 2 * ( 11 1001 ) = .022. Note that this process relies on the observed rank of in the distribution of * and not the actual distance between and the distribution. This allows us to estimate our p value without making strong assumptions as to the form of the distribution of * .
It is common practice in spatial regression models to specify a spatial correlation structure for the error termfor instance clustering errors within a spatial unit or specifying a nested spatial random effects structure. The GWR procedure, however, is agnostic to the pre-specified error structure, as both the cross-validation procedure and Monte Carlo results depend exclusively on predicted ̂ values and not the associated error terms and significance levels. The GWR relies on predicted ̂ values that best fit the data (i.e. minimize the mean squared errors) but assesses the statistical significance of spatial variation through the observed distribution of parameters in the Monte Carlo rather than model specific standard errors.
