Measuring veracity or reliability of noisy data is of utmost importance, especially in the scenarios where the information are gathered through automated systems. In a recent paper, Chakraborty et al. (2019) have introduced a veracity scoring technique for geostatistical data. The authors have used a high-quality 'reference' data to measure the veracity of the varying-quality observations and incorporated the veracity scores in their analysis of mobile-sensor generated noisy weather data to generate efficient predictions of the ambient temperature process. In this paper, we consider the scenario when no reference data is available and hence, the veracity scores (referred as VS) are defined based on 'local' summaries of the observations. We develop a VS-based estimation method for parameters of a spatial regression model. Under a non-stationary noise structure and fairly general assumptions on the underlying spatial process, we show that the VS-based estimators of the regression parameters are consistent. Moreover, we establish the advantage of the VS-based estimators as compared to the ordinary least squares (OLS) estimator by analyzing their asymptotic mean squared errors. We illustrate the merits of the VS-based technique through simulations and apply the methodology to a real data set on mass percentages of ash in coal seams in Pennsylvania.
Introduction
With the advancement of sensor-related technologies in the field of data science and bigdata analytics, 'veracity' is becoming one of the most important V's, along with velocity, variety and volume. In a recent article, Lukoianovaand and Rubin (2014) the data source, data collection technologies and data processing methodologies could induce bias, ambiguity and noise in real-world big-data applications. Practitioners often not only want to detect the noisy observations but also want to assign a reliability score to each of the observations, which efficiently indicates the 'relative' magnitude of the associated noise with it. For example, studies conducted by Evans (1997) show that dynamic display of veracity of the contents can help the map-users (e.g. in google maps) to take advantage of the reliability information in making decisions. Though there are some works on veracity analysis in media and communications (for example, see Conroy et al. 2015; Rendon et al. 2018 etc.) reliability assessment in the analysis of spatial data is not common in literature. Standard geostatistical analysis of the corrupted observations without taking the noisy nature of the data into account can result in erroneous inference and prediction. In a recent study, Chakraborty et al. (2019) introduced a reliability metric, namely veracity score (VS), to assess the credibility of the varying-quality crowdsourced observations in a geostatistical setting. In their analysis of mobile-sensor-generated noisy weather data, the authors have used a 'high-quality' reference data -coming from the ground weather stations -to define the veracity scores (VS) of the noisy observations. However, often in practice, such high-quality reference data is not available. In this paper, we consider the VS when there is no reference data available.
Although Chakraborty et al. (2019) have proposed veracity scoring based on 'local' summaries from the noisy data, statistical properties of the VS and corresponding VS-based estimators remain unexplored. In this paper, we investigate statistical properties of the VS-based methodology under fairly general conditions on the underlying spatial process.
We assume an additive-multiplicative noise structure for the corrupted observations. In contrast to the more commonly used i.i.d. additive measurement errors (see e.g., Diggle et al. 2010) , the underlying noise structure here is non-stationary due to the presence of the multiplicative component. Assuming a suitable spatial asymptotic framework (e.g. mixed-increasing domain, Hall and Patil 1994) , we establish the consistency of the VSbased regression parameter estimator. The key result used here is a simplified asymptotic representation of the VS based on an extension of the Ghosh-Bahadur representation of sample quantiles of irregularly spaced spatial data. In addition, we show that the MSE of the VS-based estimator does not depend on the noise variances associated with the 'bad' observations asymptotically. This explains the empirical observation on robustness of the VS-based estimator against the noise inherent in crowdsourced spatial data as reported in Chakraborty et al. (2019) . We also considered asymptotic behavior of the MSE of the OLS estimator. We show that the MSE of the OLS estimator is bounded below by a quantity that involves the sum of the associated noise variances. In situations where the combined noise level of the 'bad' observations is high, accuracy of the OLS estimator can be substantially inferior to the VS-based estimator.
Next, we evaluate finite sample properties of VS-based estimation though extensive simulations. As the proportion of noisy observations increases from 5% to 20%, the relative efficiency (defined as ratio of MSEs) of the VS-based estimators of the regression parameters increases from 145% to more than 300% for a sample of size 500 (see Table 2 ).
Similar advantages of the VS-based estimators are noted at varying levels of the additive and multiplicative noise variances. We also carried out a comparative numerical analysis with the robust-REML method, a competing robust geostatistical technique proposed by Künsch et al. (2011) (also, see Papritz 2018a , Papritz 2018b ). The VSbased technique outperforms the robust-REML method both in terms of scalability and statistical accuracy (see Table 4 ). Finally, we applied the VS-based analysis on a real data set containing measurements of mass percentages of ash in coal seams. The VSbased methodology identified all of the outliers previously detected in Cressie (1993) and Papritz (2018b) 's analysis of the coal ash data. More importantly, our analysis indicates the presence of spatial correlation (see Table 5 ) while the earlier analyses completely failed to capture the spatial dependence. Incorporation of the spatial dependence in the VS-based analysis led to comparable or much smaller point-wise prediction errors (indicated by the sizes of the circles in Figure 4bb ).
The organization of the rest of the paper is as follows. In Section 2, we provide the background, introduce some notation, and briefly review the VS-based methodology.
Section 3 defines the theoretical framework, states the assumptions and the results regarding asymptotic properties of the VS-based as well as the OLS estimators. In Sec-tion 4, we summarize the simulation design and simulation results for evaluating the VS-based methodology. Section 5 provides the details of the real data example. Finally, in Section 6, we summarize our findings and future directions to this work. Proofs of the main results of this paper are given in Appendix A. A supplementary material of this paper is available which contains the proofs of the auxiliary results and additional simulation results.
Veracity Score (VS) Methods
In this section, we briefly review the VS-based method in geostatistics. Before that, here we provide the background and a brief recap of some of the preliminary notation introduced in Chakraborty et al. (2019) . Let Y (s) : s ∈ D ⊂ R 2 be the spatial process of our interest. We assume a spatial regression model, i.e. {Y (s)} has a decomposition of the form
where x(·) = (x 1 (·), ..., x p (·)) is the p-dimensional deterministic vector process of known covariates, β is the unknown regression parameter vector, and { (s)} is a spatially correlated residual process. We assume that { (·)} is an intrinsically stationary process with an admissible parametric variogram function 2γ(h; θ) = Var { (s) − (s + h)} where θ is the covariance parameter of interest. Under second-order stationarity, it can be shown
is the covariance function of the -process. For more details about variograms and covariograms see Chapter 2 in Cressie (1993) . Now, instead of observing {Y (s 1 ), . . . , Y (s n )} at locations (can be irregularly space)
S n = {s 1 , . . . , s n }, we observe corrupted observations {Z(s 1 ), . . . , Z(s n )}. We write the corrupted observations as,
where {w(s)} is a mean-zero spatially correlated process, possibly nonstationary, which contains noise in addition to the small-scale local variations induced by (s). For example, as mentioned by Chakraborty et al. (2019) , let the corruption is coming through an additive-multiplicative noise model, i.e.
Z(s
where Mi and Ai are the randomm variables corresponding to the multiplicative and additive noise parts. Then the w-process can be written as w(
In case there is no multiplicative component, w(s i ) = (s i ) + Ai . Observe that existance of the multiplicative component make the noisy residuals {w(s)} dependent on the location s and hence non-stationary in nature.
Formulation of VS
Denote a square δ-neighborhood
, where the subtractions are component-wise. Then the VS of the observation Z(s i ) is defined as (Chakraborty et al., 2019) ,
where φ : R + ∪ {0} → R + ∪ {0} is some non-increasing bounded above function, referred as veracity function; α ≥ 0 is a regularity parameter, called the baseline deviation;
where {s i1 , . . . , s in(i) } is the set of observation locations in the small δ-neighborhood B δ (s i ); and finally, C(x) is a measure of central tendency and
is a measure of dispersion of the values in the vector x. Clearly, the definition of VS given in Equation 2.4 measures the amount of deviation of the observation Z(s i ) from the 'local' summary C(Z i ) relative to the 'local' variation D(Z i ). The veracity function φ(·) being a non-increasing function, larger the value of the scaled deviation
lower is the VS and for lower values of the scaled deviation, VS will be higher.
For the measure of center and dispersion we have considered the following two choices that are widely used by practitioners:
the j-th quartile of the observations in x, j ∈ {1, 2, 3, 4};
Clearly, the first set of choices are based on sample quantiles and are expected to be more robust and efficient as compared to the sample mean and standard deviation in the analysis of noisy data (for details, see Sen 1968) . In this paper, we refer the VS with choice (a) as the measure of location and scale as 'Medain-VS' and denote it by V (m) (s i ).
Similarly, for choice (b) we denote the VS as V (a) (s i ) ((a) for average) and refer it as 'Mean-VS'. For the veracity function we have adopted the choice used by Chakraborty et al. (2019) , i.e. φ(x) = exp(−x).
VS-based estimation in spatial regression
Under the setting discussed above, as the covariance parameter is unknown, the standard practice is to estimate the regression parameter using ordinary least squares (OLS):
. Next, the residuals from the OLS fit are used in weighted least squares-based variogram estimation (for details, see page 90, Chapter 2, Cressie 1993) to obtain the covariance parameter estimatorθ wls . Once the covariance parameter is estimated, one can try to improve the mean parameter estimates by using estimated generalized least squares (EGLS) estimator, given byβ egls = X Σ −1 (θ wls )X −1 X Σ −1 (θ wls )Z, where Σ(θ wls ) is the estimated covariance matrix.
But, this last stage of updating the OLS fit introduces additional variability due to the estimation of the covariance parameters and hence not necessarily preferable than the OLS estimator. Finally, the estimated mean and covariance structure is used to predict the process at a new location s 0 using best linear unbiased predictor or kriging predictor (for details, see Chapter 3, Cressie 1993).
The standard approach of estimation and kriging is not robust in nature and hence, may produce erroneous inference and prediction in case there are outliers in the data. To estimate the mean parameter β robustly, instead of using ordinary squared error loss, in VS-based estimation, weighted squared error loss is used with VS as the corresponding weights (Chakraborty et al., 2019) as shown below: 
vs for i ∈ {1, 2, ..., n} -unlike the case of dealing with high-quality observations -are not free of noise and hence, it is not reasonable to use these directly in the covariance parameter estimation. Chakraborty et al. (2019) proposed a VS-based smoothing of the residuals: 6) where In the next section, we have focused on the asymptotic behavior of the VS and VSbased regression parameter estimator. Though investigation of asymptotic properties VS-based covariance estimation is beyond the scope of this paper, we have evaluated the same using simulations in Section 4.
Asymptotic properties of the VS-based regression estimator
Before going to the main results of this section we need to introduce some notation, specify the theoretical framework and state the regularity conditions. From this section onward, by C(·), C, C 1 , C 2 , . . . we denote constants with respect to the sample size n. we say one is of the order of another (denoted as a n ∼ b n ) if a n /b n → C > 0.
Model specification
As discussed before, the process of our interest is denoted as Y (s) : s ∈ D ⊂ R 2 and instead of observing realizations from the 'true' process, we observe corrupted observations {Z(s 1 ), . . . , Z(s n )} where, the observations locations {s 1 , . . . , s n } are possibly irregularly spaced. The results of this paper are specific to the spatial regression model defined in Equation 2.1. For the zero mean second-order stationary residual process { (s) : s ∈ D}, let us denote the marginal distribution function of (s) as F ( x σ ) and, the spatial dependence structure can be formulated as,
Here, F (·) is a distribution function of a zero mean unit-variance random variable and ρ (·) is a non-negative definite function on R 2 with ρ (0) = 1. To preserve the identifia-bility, we assume that the supports of { Mi : i ∈ {1, . . . , n}} are contained in [0, ∞).
We further assume that among {Z(s 1 ), . . . , Z(s n )} only a 'small' portion is 'bad-quality data' and the corrupted observations are coming through the additive-multiplicative noise model given in Equation 2.3. We formulate this assumption as follows.
where, ∆(x) denotes a degenerate distribution with point mass at −∞ < x < ∞;
G n ⊂ {1, . . . , n} is a subset of indices; and σ M , σ A are positive constants. With this model, if i ∈ G n , we have no noise associated with the observation, i.e., Z( Also, we have taken
are independent of each other. We further assume that the proportion of "good" observations is a constant (w.r.t. n) denoted by q e , i.e., |G n |/n ≈ q e , and 1 − q e is the proportion of noisy observations in the data. Observe that, the variance corresponding to
Similar observation can be made for the additive noise variances (denoted by
σ Ai ) as well.
Under the specified model we can rewrite our observations as,
where E(w(s i )) = 0, Var(w(s i )) = σ 2 i and,
A is the additional noise variance associated with the corrupted observation at location s i . Clearly, if i ∈ G n , τ 2 i = 0. We denote the marginal distribution function of w(s i ) as F i (x) for i ∈ {1, . . . , n}, for any n ≥ 2. Clearly, if i ∈ G n , w(s i ) = (s i ) and F i (x) = F (x/σ ) and if i ∈ G c n , we denote the marginal distribution function of w(s i ) as F 2 ( x σi ), where F 2 (·) is again a distribution function of a centered and scaled random variable. Without loss of any generality, we take the baseline deviation parameter α in the definition of VS to be equal to 0. The results of this paper can be straightforwardly extended for any other finite constant (w.r.t. n) α > 0.
Spatial framework and notations
We take the sampling region to be D ≡ D n = λ n [0, 1] 2 , i.e. a 2-dimensional square region with area λ 2 n where {λ n } is a sequence of positive reals such that λ n → ∞ as n → ∞ and
Under condition (3.3), the spatial asymptotic framework we consider is similar to the mixed increasing-domain asymptotic framework used in Hall and Patil (1994) Now, we introduce some notation required to state the regularity conditions, the results as well as the proofs of this paper. For any A ⊂ R 2 and a random field T (s) : s ∈ R 2 let us denote F T (A) = σ T (s) : s ∈ A , the σ-field generated by the random variables {T (s) : s ∈ A}. For any d ≥ 2 and for any x ∈ R d the L 1 and L 2 norms are denoted by |x| and x respectively. For any two sets A and B in R 2 we denote the the distance between
we define the strong-mixing coefficient as
where the supremum is taken over the set of all 2-dimensional rectangles A, B in R 2 , u > 0, v > 0; and
For a distribution function F (·), we define the inverse of it as F −1 (p) = inf {x :
To definition of VS in Section 2 uses a square neighborhood B δ (s i ) around the spatial point s i with one side of 2δ units. From this section we change the notation as: δ ≡ δ n and B δ (·) ≡ B δn (·) to ensure that the size of the 'local' neighborhood also varies with the sample size n. Let M p n(i) be the smallest p-th sample quantile of w(s i1 ), . . . , w(s in(i) ) , the residuals associated with the observations in the square-neighborhood B δn (s i ). We de-
, the empirical distribution function of the realizations from the w-process in the neighborhood around
where F ij is the distribution function of w(s ij ). The smallest p-th quantile of the distri-
Consistency of the VS-based regression parameter estimator
Here we focus on consistency of theβ (C.2) Number of non-noisy observations (Z(s i ) such that i ∈ G n ) in any unit square of the sampling region is bounded below by C 1 q e nλ −2 n .
(C.
3) The covariate process x(s) is such that,
for any set of {s 1 , . . . , s n } ⊂ D n and for any n ≥ 2.
(C.4) (s) : s ∈ R 2 is a second-order stationary random field such that, R 2 |ρ (h)|dh < ∞; and for some κ > 0, E| (0)| 2+κ < ∞ and α (u, v) ≤ Cu −ν1 v ν2 with ν 1 > 4/κ and ν 2 > 0.
(C.7) For all i ∈ {1, . . . , n}, j ∈ {1, . . . , n(i)} and p ∈ {0.25, 0.5, 0.75},
In a later remark we have discussed how the conditions would change if we have considered the Mean-VS estimator,β
vs . We now comment briefly on the conditions. (C.1) assumes that the sampling design has to be such that the number of observations in any unit square varies as the same rate as of n/λ 2 n , the 'average' number of observations per unit square. In (C.2) we restrict the number of noisy observations in any unit square by
n which combining with (C.1) specifies that at most 1−q e proportion of the observations in an unit block can be noisy, i.e. corresponding noise variances (denoted by τ 2 i ) are non-zero. (C.3) puts regularity conditions on the covariates; it states that the covariate process is an 'inflated' version of a 'smooth' process x 0 (s) in the prototype sampling region [0, 1] 2 , making x(s) a slowly varying process over the space. The other condition in (C.3) is standard in regression theory which puts a bound on the magnitude of the covariates as compared to the sample size. (C.4) states the required moment and mixing conditions on the residual process { (s)}. Standard Gaussian process with 'nicely' decaying covariance functions, e.g. Expoenential, Matérn, Gaussian, etc. satisfies this condition. (C.5) makes sure that the size of the δ n -neighborhoods used to compute the VS increases with n resulting in increasing number of observations for VS computation. But, at the same time the second term of condition (C.5) states that the block has to be small enough as compared to the whole sampling region retaining the 'local' feature of VS. The third term in (C.5) states that the rate at which the samples are infilling in the δ n -neighborhood has to go to ∞ as n → ∞. Conditions (C.6) -(C.8) are standard assumptions needed for quantile consistency of non-i.i.d. random variables (for details, see Sen 1968 and Ghosh 1971) . (C.9) is needed to make the w(s i )'s marginal population median is equal to 0.
We now state the consistency results of this paper. The following two propositions are the key to prove the rest of the results of our paper. In the following proposition we provide an asymptotic approximation of the Median-VS.
Proposition 3.1. Under conditions (C.1) to (C.9), for all i ∈ {1, 2, . . . , n},
e. the IQR of the distribution functionF n(i) (x) and a n is a sequence of positive reals ↓ 0 given by, a n = n −1/2 λ n δ −1 n + δ n λ −1 n .
The proof of this proposition is based on the extension of the Ghosh-Bahadur representation of sample quantiles for irregularly spaced spatial data (Lemma A.2 in Appendix A.1). Before we comment on the implication of Proposition 3.1, let us state the following proposition.
Proposition 3.2. Under conditions (C.1) to (C.9), for all i ∈ {1, . . . , n}
where, C (l) (q e ) = σ F −1 (max {1 − (0.25/q e ), 0}) − F −1 (min {0.25/q e , 1}) and
From Proposition 3.2 we conclude that the scaling term, I n (s i ), in the Median-VS approximation in Proposition 3.1 is bounded above by C (u) (q e ), which is a finite constant if q e > 0.75, i.e. the proportion of noisy observations is less than 25%. Hence, under the assumption that q e > 0.75, from Proposition 3.1 we can see that if the noise variance associated with w(s i ) -denoted by τ 2 i -is large, with higher probability |w(s i )| will take larger values making exp (−|w(s i )|/I n (s i )) (from here denoted byṼ (m) (s i )) -which is bounded above by exp −|w(s i )|/C (u) (q e ) -closer to 0. Whereas, if w(s i ) has less variance then with higher probability |w(s i )| will take values in a neighborhood of 0 makingṼ (m) (s i ) closer to 1. Also, note that the lower bound C (l) (q e ) > 0 if we have q e > 0.5. Hence, given that the poportion of good observations in the data is more than 75%, Proposition 3.1 along with Proposition 3.2 asymptotically justifies that Median-VS will give low scores to 'bad' observations and high scores to 'good' observations.
Next, we use the approximation in Proposition 3.1 to come up with a representation of the VS-based mean parameter estimatorβ (m) vs in the following theorem. Theorem 3.1. Under conditions (C.1) to (C.9),
The proof of Theorem 3.1 is given in Appendix A.2.3. Now, we add some remarks regarding the representation of Median-VS-based estimator given in Equation 3.5. vs by the random variable given by
this, in the next section we show that the MSE in VS-based estimation of the regression parameter is asymptotically not dependent on the high noise variances, i.e. τ 2 i . On the contrary, the same is not true for the OLS estimator as, E w(s i ) 2 = σ 2 + τ 2 i . This observation highlights the importance of the representation in Equation 3.5. We elaborately discuss the advantage of VS-based estimation in this regard in Section 3.4.
We use Theorem 3.1 to prove the consistency ofβ (m) vs in the following corollary. For that we need the a set of additional conditions as follows.
(C.12) The proportion of non-noisy observations, i.e. q e is strictly greater than 0.75.
We now briefly comment on the above conditions. Condition (C.10) is standard assumption needed for the consistency of the least squares based mean parameter estimators. 
Corollary 3.1 not only proves the consistency of the Median-VS-based estimator, but also provides an order of rate of convergence in probability for the Median-VS-based estimator. We state the proof of Corollary 3.1 in Appendix A.2.4. We now put some remarks on the consistency of the Mean-VS-based estimator. 
Asymptotic efficiency of VS-based estimators
From Theorem 3.1, we can writeβ vs − β = l vs n + O p (a n ), where the leading error term in the VS-based estimation is given by, l vs
On the other hand, due to linearity of the OLS estimator,β ols − β = l ols n , where it can be easily shown that l ols n = n −1 X X −1 n −1 X w . Before stating the results of this section, we need to introduce a few more notations. It can be shown easily that E l ols n 2 = n −1 tr (H n Σ w ) (details are given in Appendix A.2.6), where
we denote the minimum eigenvalue of A. Let us introduce the following notations:
where by (A) ij we denote the ij-th element of the matrix A. Now, we have the required notation to state the main results of this section.
Theorem 3.2. Let assumptions (C.1) to (C.13) hold true. Then, for positive constants
where
and C 2 , C 3 are independent of the noise variance parameters (τ 2 i for i ∈ G n , and q e ). Theorem 3.3. Let assumptions (C.1) to (C.4) and (C.10) hold true. Then, for any 0 < ε < min C (0) , C (1) and large enough n,
with |M n (ε)| ≥
Here C 1 is a positive constant not dependent on the error variance parameters (τ 2 i for i ∈ G n , and q e ). for some positive constant C 1 not dependent on the noise model parameters. times n −1 (C 1 (q e )) 2 + C 2 λ −4 n , which goes to 0 as n → ∞, and is dependent on the noise model parameters only through the proportion of the good observations q e . Clearly, the MSE of the Median-VS-based regression estimator is not dependent on the noise variances (denoted by τ 2 i ) associated with the 'bad' observations. Note that, ψ (·) is an increasing function. We have already mentioned that as q e increase, C (u) (q e ) decreases and C (l) (q e ) increases, i.e. C 1 (q e ) is a decreasing function of q e . Hence, if the proportion of good observations increases, the upper bound in Equation 3.6 decreases, restricting the range of E l vs n 2 from above. The other term, C 2 λ −4 n has hardly any effect on E l vs n 2 as λ −4 n is of much smaller order as compared to n −1 . Remark 3.4. The lower-bound for the MSE of the OLS estimator, as we can see in consider the case where τ 2 i ≈ n c for some constant c > 0. Then for a given q e , the lower-bound in Equation 3.8, is of order n c−1 . In Table 1 we show the advantage of using VS-based estimator as opposed to the OLS one in terms of the asymptotic order of relative efficiency. Here, we refer the order of the lower bound of the MSE of the n c OLS-LB VS-UB RE-LB OLS estimator by OLS-LB, the upper bound for the MSE of the VS-based estimator by VS-UB and, the lower bound for the relative efficiency of VS-based estimator to the OLS one (defines as MSE(VS)/MSE(OLS)) by RE-LB. Table 1 clearly portrays the advantage of the VS-based estimation as compared to the OLS one: if the order of the noise variances associated with even a 'small' portion of the observations is 'high' , due to the robustness of the VS-based estimator against the noisy observations, there is a significant gain in efficiency relative to the OLS.
Simulation Study
In this section, we summarize our efforts to evaluate the VS-based estimator numerically.
We first describe the simulation designs and then, we state the results and draw inference from them.
Simulation Setup
We use the following spatial regression model to simulate the realizations from the the 'true' random field {Y (s)}:
where, β = (β 0 , β x , β y , β h ) is the vector of regression parameters; h(s) is a deterministic function of location s; and { (s)} is a mean zero second-order stationary spatially correlated process. To define the function h(s) over the sampling region, we use the determin- To include noise in the varying-quality observations (Z(s 1 ), . . . , Z(s n )) using the additivemultiplicative noise structure given in Equation 2.3, we use the following distributions for the additive and multiplicative components. Given a set of good observations G n , for i ∈ G n , the Mi and Ai are identically equal to 1 and 0, respectively. For i ∈ G c n , we take
Here, the variance associated with the multiplicative component of a noisy observation is given by σ 2 M = 1 2αM +1 . To select the set of 'good' observations, i.e. G n , we have arbitrarily selected q e n many (fixed) indices among {1, . . . , n} prior the simulations.
Note that, the choice of multiplicative error distribution in 4.2 restricts its realizations to be in [0, 2] , and also, ensures that the multiplicative errors are symmetric around 1.
Estimation of the regression parameters through VS-based and the OLS method do not require the covariance parameters to be estimated. Whereas, the GLS estimator uses the covariance information which is often unknown in real data analysis. Hence, the covariance parameters are estimated from the de-trended spatial observations and then the estimated covariance parameters are used to compute GLS estimator. Then the updated mean estimates are used to compute the covariance parameters and we continue until the parameter estimates converge. This estimator is called the estimated GLS (referred as EGLS, for details see page 23 Cressie 1993) . In the following section, we compare the performance of VS-based (Mean-VS, Median-VS) and commonly used least squares based (OLS and EGLS) techniques for estimation of the regression parameters.
Though the theoretical analysis of the VS-based covariance parameter estimation is beyond the scope of this paper, in our simulation studies we evaluate the accuracy of the same to capture the dependence structure of the spatial process. The reasons are following. First, the boxplots of the regression parameter estimates in Section B.1 in the supplementary material suggest that the robust approach (robust regression with Huber's loss, Huber and Ronchetti 2009) has similar performance as compared to the VS-based methods. But, extension of the robust approach for estimation of the covariance parameters is not straightforward. Whereas, the VS computed from the data can be incorporated in the covariance analysis to reduce the effects of 'bad' observations in the estimation. Hence, comparison of the VS-based technique of covariance estimation needs to be evaluated as compared to the other robust techniques of covariance parameter estimations. We consider the following two methods in that regard: the robust WLS based variogram model fitting by Cressie and Douglas (1980) (referred as WLS in Table 3 ) and the robust-REML technique proposed by Künsch et al. (2011) and implemented by Papritz (2018a) . Second, we want to justify the use of VS-based covariance analysis in the real data example in Section 5. Table 2 shows the empirical mean square errors of the considered mean parameter estimators. In the final column of Table 2 , the relative efficiency (RE) of the Median-VS-based regression estimator with respect to the OLS one is reported to emphasize the superiority of VS-based estimation in the analysis of noisy spatial data. It is evident from Table 2 that the VS-based estimation has better performance than the standard OLS and EGLS methods across all the cases. The increasing noise variance has very little effect on the performance of the VS-based estimation in terms of MSE. For instance, consider the case when n = 500. If the standard deviation of the associated additive noise increases from 5 to 50, the MSE of Median-VS-based estimator has hardly changed, whereas the MSE of the EGLS and OLS estimators have increased by approximately 164.4% and 47.8%, in the respective order. The consistency of the VS-based estimator is also prominent from Table 2 -in each of the scenarios, as sample size increases, the MSE is going close to 0. The relative efficiency column justifies the superiority of the VS-based estimator to the least squares-based estimators. For example, when σ A = 100 and the sample size n = 1000, i.e. very high noise variance is associated with 5% of the observations -to achieve same accuracy as of the Median-VS-based estimators the OLS and the EGLS methods need approximately 8 and 14.5 times more observations. Also, given a sample size, the relative efficiency increases if the magnitude of the noise variances associated with the 'bad' observations increase (controlled by σ M and σ A ) or the proportion of the 'bad' observations increases. Note that, the advantage of the VS-based estimation for varying proportion of the non-noisy data (i.e. q e ) is not as 'good' as in the case of varying additive noise variance σ A . The reason is that the effect of the increasing noise variances on the MSE of the VS-based estimators is much less as cmpared to the increase of proportion of noisy observations, which we have established theoretically in Section 3.4.
Simulation Results
Observe that, in Table 2 , the accuracy is hampered severely if instead of the OLS estimator EGLS is used to estimate the regression parameter. One of the possible reasons behind this is the inefficient estimation of the covariance parameters using robust weighted least squares technique. Hence, in Table 3 , we have investigated the performance of the VS-based covariance estimation and compared it with that of the standard approach: robust weighted least squares (WLS) based variogram estimator. Clearly, the WLS approach has failed completely to estimate the covariance parameters -partial sill (or psill, denoted by σ 2 ) and range (denoted by ρ). Due to the added noise variance in the data the optimization in the variogram fitting in WLS method is not stable. On the other hand, VS-based variogram estimation has reasonably good accuracy, given that the proportion of the noisy observations are not too large. Also, in most of the cases, if the noise model parameters are held fixed, the MSE of the VS-based estimators decreases, as the sample size n increase, which justifies the consistency of the VS-based variogram model fitting technique. But, in the case where the proportion of noisy observations is large (e.g. q e = 0.8, i.e. 20% of the observations are noisy) the accuracy of the VS-based estimation is hampered. Clearly, the accuracy of the VS-based covariance estimation is more sensitive to the proportion of noisy observations in the data, rather than the magnitude of the noise variances -the same fact that we have established theoretically for the VS-based mean estimation in Section 3.4.
Next, in REML proposed by Künsch et al. (2011) and implemented in R-package georob by Papritz (2018a) (referred as GR in Table 4 ). The results are surprisingly in favor of the VS-based methodology. Clearly, the robust REML technique has completely failed to provide reasonable covariance estimates. We can not provide the results for all other choices of n and noise model parameters because, the REML estimation in georob has huge time complexity. For example, for σ A = 5 and n = 1000, on an average georob takes 145 sec., whereas, VS-based estiamtion takes 2.5 sec. -i.e. georob takes on an average 58 times more. Hence, both in terms of computational complexity and the accuracy of estimation, VS-based technique outperforms robust-REML method (as implemented in Papritz 2018a). In the next section, we are going to apply VS-based estimation technique on the coal ash data (Gomez and Hazen 1970) and compare our results with that of Papritz (2018b) ,
where the author has implemented robust REML estimation on the same data set.
Example: Coalash data
In this section we consider the coal ash data (Gomez and Hazen 1970) , which reports measurement (in % mass) of ash present in coal seam in Pennsylvania. The data set is available in R-package gstat (Pebesma 2004 ) and has been previously used to demonstrate robust geostatistical techniques by Cressie (1993) and Papritz (2018b) We first compute the VS (Median-VS) of the observations and plot it spatially in Figure 1b. Cressie (1993) identified a set of observations as outliers by investigating the deviation of the observations from their overall sample median. VS uses the similar idea -instead of using the overall median, it assigns a score to each of the observations according to its deviation from the 'local' median relative to the 'local' variation. The observations that were identified as outliers by Cressie (1993) VS less than 0.22 -which implies the deviation from local median is at least 1.51×local-IQR. We find that approximately 12% of the observations have 'high' noise associated with it.
Once the VS of the observations has been computed we incorporate those score to estimate the mean and covariance structure of the process robustly. Through some explanatory data analysis similar to Papritz (2018b), we consider the following spatial regression model for the target process {Y (s)},
where β = (β 0 , β x ) is the regression parameter, s x is longitude (i.e. s = (s x , s y ) ) and { (s)} is a zero mean second order stationary process with Matérn covariance and the covariance parameter vector is given by θ = σ 2 , ρ, η 2 , ν where σ 2 is the partiall sill, ρ is the range, η 2 is the nugget and ν is the smoothness parameter (for details, see Haskard 2007; Gelfand et al. 2010) .
VS-based regression yields an estimate ofβ vs = (11.071, −0.188) for the regression parameter -which suggests that the ash proportion decreases as we go from west to east.
Next, the VS-based smoothing is implemented on the observed residuals from the VSbased regression and the effect of smoothing has been displayed through frequency plots in Figure 2 . Finally, the VS-based smooth residuals are used to estimate the covariance parameters through VS-based variogram model fitting. We summarize the details of VSbased covariance estimation in Figure 3 and Table 5 . Observe that, the range parameter estiamte (0.486) in Table 5 is significantly greater than 0, i.e. the VS-based analysis can Next, we compare the VS-based analysis with the robust REML approach. To implement the robust REML methodology on the coal ash data the R-package georob (Papritz 2018a ) is used. We use leave-one-out cross-validation technique to compare the two approaches: for each of the observations in the coal ash data, we consider it as the test data and try to predict (kriging) it using all other observations without the test one.
As, trying to predict a 'bad' observation may lead to erroneous inference, from the test data set we exclude the observations marked as outliers by Papritz (2018b) (count 11) in their analysis. But, the training data contains all the data points. Instead of using VS, we use the analysis done by Papritz (2018b) to remove the outliers from the test data so that the choice of test data in the cross-validated analysis is not biased towards the VS-based approach.
In Figure 4 , we have summarized the results of comparative analysis between VS-basedME(VS) < ME(robREML) ME(VS) > ME(robREML) ME(robREML)/ME(VS) and robust-REML approach. From the empirical distribution function plot in Figure 4a it is evident that the prediction errors corresponding to the robust REML predictor has higher mass in the tails than the VS-based predictions. Moreover, as we can see in Figure 4b , the margins of prediction errors (ME), that is the half of the lengths of the prediction intervals, for the VS-based approach is either similar or smaller as compared to the robust REML for most of the test data points. To check the credibility of the VS-based prediction intervals we find that 98.5% of the test data points were inside the 95% VS-based prediction intervals. In terms of cross-validated mean squared prediction error (MSPE), the VS-based MSPE is 0.716 whereas the robust-REML prediction has an MSPE of 0.743, i.e. there is nearly 4% gain in efficiency when VS-based analysis is carrired out in place of the robust REML approach. Moreover, in terms of the computational time VS-based approach has a huge advantage as compared to the robust REML, as shown in Table 6 . Hence, for the analysis of larger spatial data sets, VS-based analysis has advantage over the robust REML approach.
Conclusion
In this paper, we have investigated the large sample behavior of the veracity scoring technique proposed by Chakraborty et al. (2019) have established that VS of an observation is expected to take 'small' value (close to 0) if the noise variance associated with the observation is high and, it is going to take larger values if the associated noise variance is less. Moreover, under the mixed-increasing domain spatial asymptotic framework and for a non-stationary noise model, we have sheded light upon the circumstances under which the weighted least squares regression estimator with veracity scores as the corresponding weights -which are data-driven and hence, spatially correlated -is asymptotically consistent. We have also provided an order on the rate of convergence in probability for the VS-based regression estimator. Next, we have established that the asymptotic mean squared error of the VS-based estimation is highly resistant to the magnitudes of the noise variances associated with the corrupted observations. But, the accuracy of the estimation can be hampered if the proportion of noisy observations increases. In addition, we have also considered the asymptotic MSE of the ordinary least squares estimator and showed how it depends on both the proportion of noisy observations as well as the magnitudes of the noise variances. We have provided empirical justifications of the advantages of the VS-based analysis through rigorous simulations. Finally, we have implemented the VS-based approach on the coal ash data and compared the results with that of robust REML technique -which shows that the VS-based approach has advantage both in terms of prediction accuracy and computational time.
There are several future directions to this work. First, the theoretical properties of the VS-based covariance estimation and kriging under similar spatial asymptotic framework can be explored. Second, a version of VS for spatio-temporal data will be of high interest, especially for analyzing real-time noisy crowdsourced data. Third, the results of this paper can be extended for spatial processes on R d with d ≥ 3. That way the proerties of the VS and the VS-based estimation will be extended for spatio-temporal data as well.
Clearly, the representation in Equation A.1 is the Ghosh-Bahadur representation in our setting. We extended the proofs of Sen (1968) and Ghosh (1971) for heteroscedastic α-mixing sequence of random variables. The proofs of these two lemmas have been provided in Section A.1 of the supplementary material.
A.2. Proofs of the main results
We start by stating the proof of Proposition 3.1.
A.2.1. Proof of Proposition 3.1
Proof. Note that, for some s * ij ∈ R 2 in between s i and s ij component wise. Now, from Lemma A.2 and condition (C.9), we have Q 2 (w i ) = O p (n(i)) −1/2 = O p (n −1/2 λ n δ −1 n ). So, from equation A.2, we have Z(s i ) − Q 2 (Z i ) = w(s i ) + O p (n −1/2 λ n δ −1 n + δ n λ −1 n ). Similar argument using the first and third sample quartile we can show that IQR(Z i ) = I n (s i ) + O p (n −1/2 λ n δ −1 n + δ n λ −1 n ). Now, through simple probability calculations we have
= exp − |w(s i ) + O p (a n )| I n (s i ) + O p (a n ) = exp − |w(s i )| I n (s i ) + O p (a n ), and hence proved.
where, T kl (s i ) = x k (s i ) x l (s i ) Ṽ (m) (s i ) − E Ṽ (m) (s i ) . As, E (T kl (s i )) = 0 enough to show that Var 1 n i T kl (s i ) = O(λ −2 n ). To do so we will adopt the similar strategy Clearly, as from condition (C.12) q e > 0.75, C (l) (q e ) > 0 and under assumption (C.13) ψ C (l) (q e ) is strictly positive. Note that,
where, from condition (C.10), 1 n X X → C X for some positive definite matrix C X .
Clearly, for large enough n,
ψ C (l) (q e ) C X and hence we have
