Abstract Shear stresses on vegetated beds play an important role in driving a wide range of processes at the sediment-water interface, including sediment transport. Existing methods for the estimation of bed shear stress are not applicable to vegetated beds due to the significant alteration of the near-bed velocity profile and turbulence intensities by the vegetation. In addition, bed shear stress distributions are highly spatially variable in the presence of vegetation. In this study, computational fluid dynamics simulations were used to investigate the spatial variability of bed shear stresses in the presence of emergent vegetation (modeled as arrays of circular cylinders) and the variation of bed stress with characteristics of both the bulk flow and the array. A recently proposed model that assumes a linear variation of stress in the viscous layer immediately above the bed is shown to be a reliable tool for estimating the spatially averaged bed shear stress over a wide range of flow conditions and vegetation densities. However, application of this model is found to be restrictive due to the lack of a reliable predictive tool for the thickness of the viscous layer. Based on a balance between turbulent kinetic energy production in the vegetation stem wakes and the viscous dissipation of turbulent kinetic energy at the bed, an enhanced formulation is proposed to predict the thickness of the viscous layer, which significantly improves the accuracy of model predictions. This improved model enhances the predictive capability for important benthic processes (such as sediment transport) in vegetated aquatic systems.
Introduction
Aquatic vegetation often has a significant influence on the flow in rivers, floodplains, and coastal areas. The vegetation creates velocity and turbulence intensity profiles near the bed that deviate from those in flows over bare beds (Liu et al., 2008; Nepf, 1999; Yager & Schmeeckle, 2013) . As a consequence, sediment transport characteristics can be significantly altered when flow moves through vegetation canopies (Nepf, 2012) . Vegetated beds often contain finer sediment (with higher organic and nutrient content) than unvegetated regions (Clarke & Wharton, 2001; Larsen et al., 2009 ) and display higher rates of sediment deposition (Corenblit et al., 2007; James et al., 2004) . The increased sediment deposition can promote vegetation propagation and can enhance channel stability (Afzalimehr & Dey, 2009; Pollen-Bankhead & Simon, 2010) . In addition, sediment transport significantly affects the function and morphology of channels (Bennett et al., 2008; Robbins & Simon, 1983 ) and the turbidity of fish habitats (Lenhart, 2008; Montakhab et al., 2012) . These and other applications emphasize the importance of understanding the mechanisms that drive sediment transport in aquatic vegetation and the need to develop robust predictive formulations.
Conventional models that are used to predict sediment transport over bare beds are not applicable to vegetated channels (Nepf, 2012) . In bare bed channels, the onset and rates of sediment transport are typically related to the bed shear stress τ b . The bare bed shear stress can be estimated using several methods such as fitting the mean velocity profile based on a logarithmic Law of the Wall, by the water surface slope method which relies on a momentum balance, by extrapolating near-bed turbulent stress and using the empirical relation between turbulent kinetic energy (TKE) and bed shear stress (for detailed descriptions of these methods see Biron et al., 2004) . None of these methods are strictly applicable to vegetated channels, due partly to the impact of vegetation on the velocity profile and turbulence production (Yang et al., 2015) . For example, while the shear stress on bare beds can be estimated by extrapolating the linear vertical distribution of turbulent shear stresses to the bed, for vegetated regions the turbulent stress profile is not known a priori.
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In practice, it is important to be able to estimate the bed shear stress in vegetated regions based on parameters that can be easily measured, such as the vegetation density or solid fraction λ (=(π/2)(d/s) 2 , where d is the stem diameter and s is stem spacing) and pore velocity U p (=Q/ Wh(1 À λ), where Q is the channel discharge, W is the channel width, and h is the flow depth). While it is not yet clear if sediment transport within vegetation canopies can be predicted based on the bed shear stress alone, it is reasonable to expect that bed shear stresses play a contributing role (Nepf, 2012) . In search of a predictive tool for vegetated bed shear stress, Yang et al. (2015) proposed a Linear Stress Model (LSM) that defines a viscous layer with a thickness of H v immediately above the bed, within which the turbulent stress is negligible and the viscous stress decreases linearly with distance from the bed, resulting in a parabolic velocity profile. This assumption, which indicates that the bed shear stress is governed by the thickness of the viscous layer H v , holds over most of the viscous layer except very close to the bed (z + = zu * /ν < 5 with u * the friction velocity and ν the kinematic viscosity)
where the viscous stress is constant (Kundu et al., 2012 ; Figure 1 ). In the upper water column (z ≥ H v ), the streamwise velocity is assumed to be vertically uniform such that viscous stress is negligible. It was found that this two-part velocity profile agreed well with velocity profiles measured along spanwise transects between rows of emergent dowels using both the friction velocity u Ã ¼ ffiffiffiffiffiffiffiffiffiffiffi ffi τ b j j=ρ p (with ρ indicating fluid density) and H v as fitting parameters (Yang et al., 2015) . For sufficiently dense vegetation canopies (i.e., with a frontal area per volume, a, that exceeds 4.3 m
À1
; Yang et al., 2015) and below a transition Reynolds number (i.e., Re h = U p h/ν < 6,000), the thickness of the viscous layer H v was proposed to equal d/2 associated with the coherent structures formed near the base of each stem. Above this transition Reynolds number, H v is assumed to be the same in both bare and vegetated channels. Therefore, Yang et al. (2015) proposed that the spatially averaged thickness of the viscous layer could be estimated as H v = min (d/2, 22ν/u * ), where the latter term in the parentheses denotes the value for a bare bed. However, the physical mechanisms governing H v need to be further investigated over a wider range of Reynolds number and canopy density to ensure this relationship is broadly applicable. Specifically, the relationship between H v and d/2 has been attributed to strong vertical velocity induced by the coherent structures that are formed near the base of each stem. However, such strong vertical velocity is only observed in the vicinity of stems (see Figure 5 in Stoesser et al., 2010) , where the LSM does not actually hold and the local stress deviates significantly from the spatially averaged value.
In contrast to bare beds, bed shear stress distributions in the presence of vegetation are highly spatially variable (Nepf, 2012) . The onset of sediment resuspension and higher rates of sediment transport are both more likely to occur locally in the regions with higher bed shear stress. Experimental studies of bed shear stresses in the presence of vegetation have usually adopted one of two approaches: (1) measuring the velocity profiles at a limited number of points within the canopy (Yang et al., 2015) and (2) estimating values by measuring the energy slope (total flow resistance) and subtracting the predicted vegetative drag (Jordanova & James, 2003; Kothyari et al., 2009 ). Neither of these approaches is capable of effectively capturing the spatial variability of bed shear stress. In contrast, high-resolution computational fluid dynamics simulations can provide direct and detailed measurements of shear stress over an entire bed. In recent years, Large Eddy Simulation (LES) has proven to be a reliable tool for modeling complex flow around finite length bluff bodies and estimating the bed shear stress in open-channel flows (Khosronejad et al., 2013; Kim et al., 2014; Sotiropoulos & Khosronejad, 2016) . LES has also been successfully used in modeling flow through both emergent and submerged rigid aquatic canopies (Chang & Constantinescu, 2015; Chang et al., 2017; Cui & Neary, 2008; Salvador et al., 2007; Stoesser et al., 2010 Stoesser et al., , 2009 . Therefore, LES is an appropriate tool to address the aims of this study.
In this study, we employ LES and analyze previous experimental data sets to investigate the bed shear stress within emergent canopies, modeled here as staggered arrays of cylinders. First, we determine the effects of canopies on bed shear stress through highly resolved 3-D model simulations that allow determination of the average stress far more accurately than previous methods. We then adapt the LSM by providing a new accurate, experimentally validated formulation for the viscous layer thickness H v . This will make it possible to 
10.1029/2018WR022811
Water Resources Research develop full predictive capacity for bed shear stress over a much wider and realistic range of flow and canopy characteristics.
Numerical Modeling

Numerical Methods and Model Configuration
The results presented in this study are based on the numerical approach detailed in Etminan et al. (2017) , with only a summary of that approach included here. Three-dimensional LES was used to model the flow through emergent canopies. In LES, the spatially filtered, three-dimensional, time-dependent Navier-Stokes equations are solved numerically for all motions with a scale larger than the mesh size of the numerical grid, while smaller-scale motions are simulated using a subgrid scale model (i.e., standard Smagorinsky model). The filtered equations in tensor notation are
where i and j vary from 1 to 3. The u i are the velocity vector components (u 1 and u 2 are in the streamwise and spanwise directions and are denoted as u and v hereafter, respectively), p is the pressure, and b S ij is the rate of strain of the resolved flow field. The hat b denotes spatially filtered variables. All simulations were conducted using OpenFOAM version 2.3.0, which has been widely used for modeling flow around bluff bodies (Lloyd & James, 2015; Lysenko et al., 2012 Lysenko et al., , 2014 Sidebottom et al., 2015) .
Due to the complexity of modeling the geometry of real natural canopies, it is a common practice to approximate aquatic canopies as arrays of rigid circular cylinders (Dean, 1978; Ghisalberti & Schlosser, 2013; Hu et al., 2014; Lowe et al., 2005; Nepf, 1999; Tanino & Nepf, 2008a; Yang et al., 2015) . This study investigates the bed shear stress in the presence of emergent aquatic canopies, which tend to have stiff, rounded stems (Nepf, 2011) . The rigid cylinder mimics are thus a reasonable proxy for a range of natural canopies (e.g., reeds and marsh grasses). Rigid cylinders do not, however, capture the pronation and flow-induced motion of flexible vegetation, such that extension to the full range of aquatic canopies requires additional consideration. In this study, four rigid emergent cylinders in a staggered arrangement were included within the computational domain, and to mimic an infinite array of cylinders, cyclic boundary conditions were imposed in both the streamwise and spanwise directions (Figure 2) . A mean pressure gradient was imposed in the streamwise direction to drive the flow at the specified velocity. At the bed and cylinder surfaces, a no-slip condition was applied. To avoid the complexity of modeling the free surface, the upper boundary of the domain was treated as a frictionless rigid lid. The array solid fraction or density λ was varied by adjusting the cylinder spacing, s (Figure 2a ). In this study, six array densities were modeled: λ = 0. 016, 0.04, 0.08, 0.12, 0.20, and 0.25 ( Table 1 ). Given that s=d ¼ 1= ffiffiffiffiffiffiffiffiffiffi 2λ=π p , this corresponds to s/d = 10, 6.3, 4.4, 3.6, 2.8, and 2.5, respectively. These values of λ were chosen to cover the densities of a wide range of aquatic vegetation, from marsh grasses (Nepf, 2011) to mangroves (Mazda et al., 1997) . The flow depth, h, was equal to 10d in all cases. The grid topology consisted of four sets of cells (one for each cylinder), with each set consisting of an O-grid block around the cylinder and a Cartesian H-grid block in the far field (Figure 2b ). The H-grid was uniform in the horizontal plane, but the size of the O-grid cells was decreased as each cylinder is approached. In the vertical direction, the cell sizes decreased toward the bed. In all simulations, the cell sizes adjacent to solid surfaces (i.e., around each cylinder and at the bed) were chosen such that the maximum dimensionless wall distance of the first cell n + (=nu * /ν, where n is the normal distance from the wall) was kept below 1, ensuring that the first grid point was well within the viscous sublayer.
The simulations were allowed to run for at least 15 flow-through periods to reach a fully developed condition before any data were collected. Time averaging of flow parameters was performed over a period of 45 flowthrough cycles. Simulations were carried out at four Reynolds numbers (Re p = U p d/ν = 200, 500, 1,000, and 1,340) for each canopy density (Table 1) . These Reynolds numbers are typical of those in flows through aquatic vegetation (Nepf, 2011) .
Model Data Analysis
The spatially averaged friction velocity was calculated as
where τ b is derived from the temporally averaged streamwise velocity profile:
with μ as the dynamic viscosity. The angular brackets h i indicate spatial averaging over the horizontal plane.
There are alternative measures of the friction velocity that take into account the spanwise component of mean velocity, which can be nonnegligible in the tortuous flow through arrays. However, the effect of the spanwise velocity is second order and has been neglected for simplicity (see section 4.5 for more detail). In addition, the spatially averaged LSM friction velocity hu * i LSM and the thickness of the viscous layer H v were determined by a least squares fitting of the temporally and spatially averaged streamwise velocity vertical profile u h i to the analytical profiles obtained through assumption of a linear stress profile: (Yang et al., 2015) . Consequently, hu * i LSM can be expressed as
where U o is the uniform streamwise velocity in the upper layer (z ≥ H v ). a s n is the surface-to-surface distance between a cylinder in the array and its nearest neighbor. b d e is the diameter of the circle around cylinders within which values are not considered in spatial averaging (see section 3.1.2 and Figure 5 ).
In section 4.3, we propose an alternative approach to that of Yang et al. (2015) for estimating the thickness of the viscous layer H v . This approach centers around development of a scaling relationship for the balance between TKE production and viscous dissipation at the bed. For the purpose of validating this balance and also to investigate the relationship between bed shear stress and TKE in vegetated flows, the temporally and spatially averaged TKE was determined as
where u 0 , v 0 , and w 0 denote the three components of the turbulent velocity fluctuations. For comparison, TKE was also estimated using the model proposed by Tanino and Nepf (2008b) as follows:
where s n is the average surface-to-surface distance between a cylinder and its nearest neighbor (Table 1) and C form d;p is the form drag coefficient using U p as the reference velocity (C
. Although the total drag force exerted on each cylinder consists of both form and viscous drag forces, only the form drag is considered in equation (8) as it transforms large-scale, shear-generated TKE into small-scale TKE in cylinder wakes, whereas the viscous drag provides a direct sink to heat for TKE (Raupach & Shaw, 1982) . It has been shown that the drag coefficient of arrays of cylinders can be estimated using the typical formulations for the drag coefficient of a single isolated cylinder when the average velocity over the constricted cross sections of an array (U c ) is used as the reference velocity (Etminan et al., 2017) . For staggered arrays of cylinders used in this study, this constricted cross-section velocity U c can be calculated as
In addition, the present numerical results show that in the range of Reynolds number used in this study the form drag constitutes 90% of the total drag which yields
where Re c =U c d/ν is the Reynolds number based on U c (Etminan et al., 2017) . Based on the definition of drag coefficient, the value of C form d;p can be then predicted as
Model Validation
The numerical model has been previously validated against experimental data of mean and turbulent velocity in emergent canopy arrays (Etminan et al., 2017) . To further confirm the accuracy of the model in capturing the near-bed flow and bed shear stress, numerical results were compared to the experimental data of Yang et al. (2015) . In that study, streamwise velocity profiles in emergent cylinder arrays were measured at 11 locations between y/s = 0 and y/s = 0.5 along a transect at x/s = 0.5 (Figure 3a) . A grid was generated to incorporate the specific canopy array geometry used in Yang et al. (2015) , while maintaining the same grid scheme described in section 2.1. The flow was adjusted so that Re p = 328, matching the experimental flow condition. There was very good agreement between observed and model velocity profiles (R 2 = 0.88), both near the bed and in the upper water column (Figure 3a) . Here velocities are normalized by hu * i LSM , obtained from equation (6) by spatially averaging the velocity profile along the transect only and not over the whole domain, consistent with the experimental measurement locations. Generally, the flow velocity increases along the transect from y/s = 0 toward y/s = 0.5, due to diminished sheltering from the upstream cylinder. The slight velocity overshoot and the near-zero values very close to the bed observed in the profiles at y/s ≤ 0.2 and y/s ≤ 0.065, respectively, are due to the formation of secondary flow pattern at the base of the upstream cylinder. Importantly, the value of hu * i LSM calculated in the model is 0.0057 m/s, within 5% of the experimental result of 0.0055 m/s. In addition, the viscous (¼ μ·∂u=∂z) and Reynolds stress (¼ Àρu 0 w 0 ) profiles averaged over the same transect are in excellent agreement with experimental data (R 2 = 0.95 and 0.81, respectively; Figure 3b ). As in the profile of mean velocity, the overshoot in the Reynolds stress profile is associated with the secondary flow formed at the base of the upstream cylinder. the cylinders, τ b is highly variable throughout denser arrays. Locally there is a small area with negative shear stress immediately upstream of each cylinder (indicated in blue in Figure 4) , as a result of the horseshoe vortex formation at the base of cylinders. There is another area with negative shear stress downstream of each cylinder due to the recirculation in the wake region. Such regions of negative bed shear stress have been observed around single cylinders (e.g., Sumer, 2002) . However, we note that both areas with negative shear stress become constrained by neighboring cylinders in the streamwise and spanwise directions as the canopy density increases. Small areas with elevated stress on each side of the cylinder (indicated in dark red in Figure 4 ) are due to the local contraction of streamlines. The normalized magnitude of τ b in these areas increases with canopy density.
The substantial spatial variability of bed shear stresses has important implications for understanding sediment transport patterns and also for conducting experimental measurements of bed shear stresses in the presence of vegetation. Contours of dimensionless temporally averaged bed shear stress (Figure 4 ) reveal that canopy stems strongly modify the shear stress distribution, similar to what has been observed around isolated cylindrical piers (Sumer et al., 2001) . Similarly, a magnified view of the friction velocity distributions ( Figure 5) indicates that for sparse canopies and in areas away from the canopy stems, the local friction velocity is close to the spatially averaged value (indicated in white), whereas directly adjacent to each cylinder the friction velocity can locally be either highly elevated or reduced. As canopy density increases, the stem spacing decreases and regions around stems that experience highly variable shear stress cover a larger fraction of the total bed area; for example, at λ = 0.25 ( Figure 5c ) there is only a very small portion of the bed that has a local shear stress approximately equal to the spatially averaged value. Therefore, there can be large errors associated with measuring the bed shear stress at only a limited number of accessible locations, especially in denser canopies. 3.1.2. The Near-Cylinder Region To be able to determine the validity of the LSM, we first exclude the near-cylinder data from spatial averaging, in particular, within circular regions of diameter d e from the cylinder center (denoted by the dashed line circles in Figure 5 ). The LSM is not valid in these regions (which encompass the near wakes of the cylinders) because of secondary flow structures and the resultant deviation of the local near-bed viscous stress profile from a linear distribution (Yang et al., 2015) . In addition, for a mobile sediment bed, the regions of augmented bed stress areas close to canopy elements (indicated by dark red and blue colors in Figure 5 ) are prone to formation of scour holes. This bed response serves to diminish the near-cylinder stresses, such that these regions are not responsible for large fractions of bulk sediment fluxes at the canopy scale (Yang et al., 2015) .
The value of d e for each canopy density was determined based on the size of the wake in the lee of each cylinder (d e = 2 × size of the wake + d; see Figure 5) , with values summarized in Table 1. Figure 6 shows that the wake region of a cylinder contracts with increasing canopy density. Streamlines plotted on a vertical plane cutting through the center of a cylinder reveal that the streamwise extent of the wake region behind a cylinder reduces from~0.75d to 0.2d as the canopy density increases from 0.016 to 0.25 ( Figure 5 ). This reduction in the wake region is due to the constraining effects of neighboring cylinders on the pressure field (Etminan et al., 2017) . The wake region is almost vertically uniform, except in the region very close to the bed where it is affected by the horseshoe vortex. Table 1 and section 3.1.2).
Friction Velocity
In turbulent boundary layer flow over a smooth plate, the friction velocity is a function of just the Reynolds number (Kundu et al., 2012) . However, for flow over a vegetated bed, the spatially averaged friction velocity hu * i depends on both the Reynolds number Re p and canopy density λ (Figure 7a) . The friction velocity (normalized by U p ) increases with canopy density, with this enhancement being more significant at lower Reynolds numbers. In addition, the dimensionless friction velocity decreases slightly with Reynolds number (Re p ). The ratio u * ,max /hu * i ranges from 1.9 to 2.8 and is higher in sparser canopies (Figure 7b ). The observed increase in hu * i/U p and decrease in u * ,max /hu * i with canopy density are both likely due to the greater areal fraction in denser canopies that is composed of the high stress regions near cylinders (Figure 5 ), which serves to increase the estimated value of hu * i. The same trends as hu * i/U p are observed in the local maximum values (u * ,max ) of the friction velocity (Figure 7c ) which occur in areas with elevated shear stress located laterally on each side of cylinders. The observed increase in u * ,max /U p with canopy density for given Re p is likely due to the increasing enhancement of flow velocity in the constricted cross sections of canopies at higher densities (i.e., U c /U p increases with λ; for more details see Etminan et al., 2017) , which in turn significantly enhances u * ,max . Figure 6 . Contours of dimensionless temporally averaged streamwise velocity ( u=U p ) with temporally averaged streamlines in a vertical plane (shown by the dotted line at top right) for densities of (a) λ = 0.016, (b) λ = 0.08, and (c) λ = 0.25 (Re p = 1,000). The wake areas with negative streamwise velocities (indicated in blue) become constrained by neighboring cylinders as the canopy density increases. Figure 7 . Variation with Re p of (a) the dimensionless spatially averaged friction velocity hu * i/U p , (b) the ratio u * ,max /hu * i, and (c) the dimensionless local maximum friction velocity u * ,max /U p . Both normalized friction velocities increase significantly with canopy density, while the ratio u * ,max /hu * i decreases with canopy density.
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Water Resources Research 3.2. The Applicability of the LSM in Vegetated Flows 3.2.1. Velocity Profile To assess the ability of the LSM to reproduce the near-bed flow characteristics, the modeled velocity profiles were compared to those predicted by the LSM (Figure 8 ). The LSM velocity formulation (described in equations (5) and (6)) was fitted to the temporally and spatially averaged streamwise velocity u h i for three canopy densities (λ = 0.016, 0.08, and 0.25). At a constant Reynolds number, the thickness of the viscous region H v (indicated by the dashed line in Figure 8 ) decreases with canopy density. This generates an increase in the spatially averaged friction velocity (normalized by U p ), as seen in Figure 7 . Note that the overshoot in the velocity profile just above H v is due to the formation of the secondary flow pattern near the base of the cylinders and is more pronounced at higher canopy densities.
Viscous Layer Thickness
The LSM suggests that the thickness of the viscous layer H v is required for calculating the friction velocity for any given flow velocity (equation (5)). H v decreases with Reynolds number Re p and canopy density λ, consistent with the trends in the friction velocities (Figure 9 ). For sparser canopies (λ ≤ 0.08), H v appears to strongly depend on canopy density, decreasing by approximately 50% as the canopy density increases from 0.016 to 0.08. However, for denser canopies (λ > 0.08) this dependence is greatly diminished.
Friction Velocity
As shown in Figure 10 , the friction velocity estimates from the LSM (hu * i LSM , equation (6)) agree very well with those calculated directly from the velocity gradient at the bed (hu * i, equation (3)). This agreement is excellent across all canopy densities. At the highest Reynolds number (Re p = 1,340), hu * i LSM is slightly less than hu * i.
Turbulent Kinetic Energy
In cylinder arrays, the turbulence intensity is often dominated by the production of turbulence in the wake of cylinders, except very near the bed (Nepf, 1999) . Based on turbulent and mean kinetic energy budgets, Tanino and Nepf (2008b) proposed a model to estimate the temporally and spatially averaged TKE in arrays of emergent cylinders (equation (8)). This model agrees very well with the numerical results of the present study (Figure 11 ). The increasing TKE at higher canopy densities is a result of a greater injection of wake turbulence by a greater number of cylinders per unit area. Note that the 
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Water Resources Research formulation used by Tanino and Nepf (2008b) to determine C form d;p is a function of canopy density only (i.e., equations (2.10) and (2.11) in their paper), while the formulation used here is a function of both canopy density and Reynolds number (equations (10) and (11)). This alternative model for the drag coefficient yields four curves in Figure 11 (6)) and (ii) using the velocity gradient at the bed hu * i (equation (3)). 
Discussion
Turbulent Kinetic Energy
For flow over a bare bed, the bed shear stress is directly related to the near-bed TKE as follows:
where C is a proportionality constant approximately equal to 0.19 (Biron et al., 2004; Kim et al., 2000) . On the other hand, turbulence in vegetated channels is dominated by the turbulence generated in the cylinder wakes (Nepf, 1999; Nepf & Vivoni, 2000) and, therefore, may not directly be related to the bed shear stress. This may explain why models that relate bed shear stress to TKE (from studies of open channel flow) do not work in vegetated channels (Tinoco & Coco, 2014; Yager & Schmeeckle, 2013) .
The ratio of bed shear stress to TKE in vegetated channels is generally lower than that of bare beds, with some dependence on canopy density and Reynolds number (Figure 12 ). At the lowest Reynolds number considered (Re p = 200), in which the wakes would be expected to be in the early stages of transition from the laminar to turbulent regimes (Posdziech & Grundmann, 2001) , the turbulence generated in the cylinder wakes is not significant and the proportionality constant C in equation (12) is close to that of bare beds, C = 0.19 (see inset in Figure 12 ). In sparse canopies (λ = 0.016 and 0.04) at moderate Reynolds number (Re p = 500), the wake-generated turbulence is not yet dominant, with the corresponding data points close to the bare bed line. However, as canopy density and Reynolds number increase, the wake-generated turbulence becomes more significant and the proportionality constant falls below 0.19 and approaches a limit of 0.05. These results confirm that a constant relationship between bed shear stress and TKE is not valid in vegetated channels.
Evaluating the LSM
The LSM provides a means of estimating the bed shear stress in vegetated channels by identifying a viscous layer at the bed, where the viscous stress decreases linearly with distance from the bed, thereby resulting in a parabolic velocity profile (Yang et al., 2015) . Above the viscous layer, the viscous stress is negligible and the mean streamwise velocity is assumed vertically uniform, consistent with observations from a number of studies of flow through emergent vegetation (Liu et al., 2008; Nepf, 1999; Stoesser et al., 2010) . Figure 10 demonstrated the excellent performance of the LSM in estimating the friction velocity of vegetated beds across the Reynolds numbers and canopy densities covered in this study. Even for the sparsest canopy Figure 11 . The numerical values of dimensionless temporally and spatially averaged turbulent kinetic energy ffiffiffiffiffiffiffi k q =U p (symbols) compare well to the proposed model of Tanino and Nepf (2008b; lines) . The discontinuity in model curves at λ ≃ 0.1 (d/s n = 0.56) corresponds to the transition point of the piecewise model (equation (8) The mean streamwise velocity in the upper layer U o is not known a priori, and replacing it with a reference velocity that can be readily specified or measured improves the applicability of equation (6). The numerical results conducted over a wide range of flow conditions and canopy densities demonstrate that U p is a good measure of U 0 , with the highest discrepancy of~10% for λ = 0.25 (see Figure 8 ) which is mostly due to excluding velocities from the near-cylinder regions in the spatial averaging. Note that even without removing near-cylinder regions data, U p is not exactly equal to U o due to the presence of the viscous layer in which the velocity magnitude approaches zero toward the bed. Replacing U 0 with U p in equation (6) yields
where Re p;Hv ¼ U p H v =ν: In equation (13), hu * i LSM has been replaced by hu * i (the actual bed shear stress) as these two friction velocities match very well (Figure 10 ). The friction velocities determined numerically hu * i and existing experimental data (from Yang et al., 2015) strongly collapse on the curve represented by equation (13) (Figure 13 ), confirming that the friction velocity can be conveniently expressed in terms of the newly defined Reynolds number Re p;Hv . Equation (13) allows the prediction of friction velocity hu * i provided that the thickness of the viscous layer H v is known, which according to the model proposed by Yang et al. (2015) can be specified as the minimum of the cylinder radius (d/2) and the value for bare beds (22ν/hu * i ). Yang et al. (2015) suggested that below a transition Reynolds number, a canopy with sufficient density (a ≥ 4.3 m À1 , equivalent to λ ≥ 0.034) can reduce H v to d/2. They argued that this is due to the coherent structures formed near the base of each stem that create strong vertical velocities that may lower H v to a scale comparable to d/2. However, the physical mechanisms that govern the thickness of the viscous layer are not well Figure 12 . The proportionality constant C relating bed shear stress ( τ b h i) to TKE (equation (12)) is close to that of bare beds (C = 0.19, dashed line) when wake-generated turbulence is small compared to bed shear-generated turbulence. This occurs for the lowest Reynolds number (Re p = 200) and for Re p = 500 in sparse canopies (λ = 0.016 and 0.04; inset). As the canopy density and Reynolds number increase, wake-generated turbulence becomes dominant and the proportionality constant approaches 0.05 (solid line).
understood. In addition, it is not clear if these coherent structures are effective in modifying the temporally and spatially averaged velocity profiles (and as a consequence H v ). This is due to the fact that the cylinder wake regions (where strongest coherent structures are formed) are within the near-cylinder region and excluded from the domain before performing the averaging procedure, that is, as recommended by Yang et al. (2015) and consistent with the observations shown in Figure 6 . The results of this study show that, except for λ = 0.04, the actual values of H v are considerably lower than the predictions of Yang et al. (2015) , with a significant dependence on canopy density (Figure 14) . This further suggests the limited validity of that model for prediction of H v . In the following section, a new model based on a balance between TKE production and viscous dissipation is introduced for predicting H v in vegetated beds across a wide range of canopy densities and Reynolds numbers. Figure 13 . Numerical and experimental data (from Yang et al., 2015) demonstrate that the dimensionless friction velocity (hu * i/U p ) is given by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2= Re p;Hv p , as per equation (13). 
A New Model for Predicting H v in Vegetated Flows
To obtain a more robust predictive formulation for estimating the viscous layer thickness H v , we consider the TKE budget near the bed: (Raupach & Shaw, 1982; Tanino & Nepf, 2008b) where¯″ denotes the deviation of the local (temporallyaveraged) value from the spatial average. We hypothesize that the viscous layer thickness H v is governed by a balance between TKE production in the cylinder wakes and the viscous dissipation of TKE near the bed represented by the first and second terms on the right-hand side of equation (14), respectively. In addition, it can be shown that the mean kinetic energy budget for flow within cylinder arrays reduces to (Raupach & Shaw, 1982; Tanino & Nepf, 2008b) , which implies that the TKE production in the cylinder wakes balances the rate of work done by form drag (the first term on the right-hand side of equation (15)). Note that i = 1 is the only nonzero component of u i h iF
. Therefore, given that the form drag forces imposed by cylinders can be described by F (10)). While previous studies have used a similar scaling with U p as the reference velocity (C form d;p aU 3 p ; e.g., Nepf, 1999, and Vivoni, 2000) , it has been recently shown that U c provides a more accurate means for predicting the drag forces on circular cylinders inside arrays (Etminan et al., 2017) . Furthermore, viscous dissipation of TKE (the second term on the right-hand side of equation (14)) near the bed is expected to scale on ν k =H 2 v . Combining equations (14) and (15), the thickness of the viscous layer can be estimated as
where c is a coefficient of proportionality.
Numerical results demonstrate that a strong correlation (R 2 = 0.81) exists between H v and
supporting the proposed scaling in equation (16) (Figure 15 ). The largest errors are observed for the lowest Reynolds number (Re p = 200), where wake-generated turbulence is not as dominant and the scaling of TKE production that leads to equation (16) 
Evaluating the Performance of the Revised LSM
Based on the scaling above and the linear fit to the numerical data (equation (16)), a revised LSM is proposed to estimate the bed shear stress in vegetated channels. In this new model, k , U c and C form d;c are determined using equations (8), (9), and (10), respectively, and substituted into equation (16) to determine the viscous layer thickness H v . Finally, equation (13) is used to estimate the spatially averaged friction velocity hu * i new (note that the subscript new denotes the friction velocity calculated using the revised LSM). Notably, this new LSM only requires a measure of the pore velocity (i.e., U p ) and canopy density (λ or a) in order to predict the friction velocity, emphasizing its practical utility.
To examine the performance of the proposed model, the friction velocity hu * i new was predicted for the numerical flow scenarios and the experimental flows of Yang et al. (2015) Water Resources Research is also excellent, despite these canopies falling outside the stated range of validity of the LSM (Yang et al., 2015) . This outcome can be attributed to the physically based model developed to predict H v in this study. Figure 16 shows that the proposed model slightly overestimates (~9% on average) the experimentally measured friction velocities. The likely reason for this overestimation is that part of the experimental transect was located in areas with locally diminished friction velocities, relative to the spatial average (compare the location of the experimental transect in Figure 3a and the friction velocity contours in Figure 5 ). 
Model Application to Real Channels
While the LSM has been proposed to predict the bed shear stress in emergent canopies, we posit that the LSM can also be used to estimate the bed shear stress in dense submerged canopies (ah ≫ 0.1) provided that the in-canopy pore velocity (which is different with the overall pore velocity) is taken as U p . In such dense submerged canopies, viscous layer dynamics should be largely unaffected by the canopy shear layer which is formed due to the difference between the above-canopy and in-canopy velocities. Therefore, the mean velocity profile deep within the canopy and above the viscous layer is near uniform similar to that of emergent canopies. However, the performance of the proposed model in predicting the bed shear stress in real canopies with (for example) a random stem arrangement, flexibility, and/or complex plant morphologies requires further investigation.
It is instructive to consider the discrepancies between the spatially averaged friction velocities hu * i calculated using equation (3) and those that result from the alternative method mentioned in section 2.2. For sparse canopies, the values of hu * i from equation (3) are very similar to those calcu-
, where τ by is the spanwise component of bed shear stress but diverge as canopy density and Reynolds number increase. The difference reaches 20% for λ = 0.25 and Re p = 1,340. Such a noticeable discrepancy is due to the fact that at denser canopies, the flow that is channeled between cylinders follows an increasingly tortuous path, which results in an increasing spanwise component of mean velocity and, thus, local bed shear stress. Therefore, if one is interested in taking into account the spanwise bed shear stress in calculating the spatially averaged friction velocity, then the proposed model in this study should be used with caution, especially at higher canopy densities.
Finally, it should be noted that if the results of this study (e.g., Figure 10 ) are not interpreted correctly, one may conclude that increasing vegetation density in channels increases the bed shear stress. However, for a channel with fixed flow rate, this is not the case. This is because higher vegetation density results in increased flow resistance, a greater flow depth, lower U p , and consequently lower friction velocity. As an example, we consider a channel with given flow rate Q (0.0095 m 3 /s), bed friction factor f (0.055), and channel bed slope s b (0.0005). Using the revised LSM combined with a momentum balance, the variation of flow depth h and spatially averaged friction velocity hu * i with canopy density λ are demonstrated in Figure 17 (details of the approach are given in Appendix A). For the densest canopy, the flow depth increases by a factor of~12 across the range of canopy densities considered here. This results in a corresponding decrease in the pore velocity U p . The resultant increase in hu * i/U p (Figure 7a) is not sufficient to counteract the reduction in channel velocity, such that the friction velocity in a λ = 0.25 canopy is less than half of that in a λ = 0.01 canopy. Indeed, the shear stress in this dense canopy is almost 80 times less than that over a bare bed in the same channel.
Conclusion
Numerical simulations of flow through emergent arrays of rigid cylinders (with solid fractions ranging from λ = 0.016 to 0.25) were conducted to investigate bed shear stresses in the presence of vegetation over a range of flow conditions. The spatial variability of the bed shear stress increases with array density, increasing the error associated with using point measurements within the canopy to define the average. The LSM recently proposed by Yang et al. (2015) to estimate the bed shear stress in vegetated flows was found to be a reliable tool across the wide and relevant range of flow and canopy characteristics. Based on a balance between TKE production in the canopy element wakes and the viscous dissipation of TKE near the bed, a physically based model for the thickness of the viscous layer at the bed was proposed and validated. This has significantly improved the accuracy and extended the range of validity of the LSM in estimating temporally and spatially averaged bed shear stresses in vegetated flows. The improved understanding and ability to predict bed shear stresses in the presence of canopies should support the development of more robust sediment transport models in vegetated coastal ecosystems.
flowrate and then U c , k , and H v using equations (9), (8), and (16), respectively. Finally, equation (13) can be used to calculate the spatially averaged friction velocity hu * i. Following this procedure, the variations of flow depth and spatially averaged friction velocity with canopy density λ have been presented in Figure 17 s cylinder spacing s b bed slope s n the surface-to-surface distance between a cylinder in the array and its nearest neighbor S ij strain rate tensor t time u i , u j local and instantaneous flow velocity components (i, j = 1 À 3) U c average flow velocity in the canopy constricted cross-sections, equation (11) U o average flow in the upper layer (z ≥ H v ) U p pore velocity (=Q/Wh(1 À λ)) u * friction velocity W channel width x i Cartesian coordinates aligned with the mean flow, perpendicular to the mean flow in the horizontal plane, and perpendicular to the horizontal bed, respectively (i = 1 À 3) λ canopy density or solid fraction (=(π/2)(d/s) 2 for a cylinder array) μ dynamic viscosity ν kinematic viscosity ρ fluid density τ b bed shear stress τ ij stress tensor b spatial filtering operator temporal averaging operator 0 instantaneous deviations from the local time averagē ″ deviation of the local (temporally-averaged) value from the spatial average hi Spatial averaging operator (in the horizontal plane)
