Introduction
A typical communications network in a battlefield consists of a moderate number of nodes that are broadcasting on a single low-bandwidth radio channel. Problems arise when more than one node tries t o access the channel at the same time. The ensuing message collisions can cause a breakdown of communications just at those times when information exchange is important.
T o ensure smooth communication and to enhance the information throughput rate, a control of network access is mandatory.
However, a hierarchical control is not practical in a battlefield environment for two reasons. First, the status of the network changes dynamically.
Therefore, a regulating node must be constantly supplied with information about the present status. Such information gathering would use up broadcasting time, and the received information might be outdated on arrival. Second, the concentration of control in a single node makes the communications network more vulnerable. modern -battlefield communicatibn system the nodes are computers, and the communication is in digital form among these computers. That is, each node has ample computing power t o analyze the network traffic and make decisions.
The inputs for the control procedures are obtained by passive listening that provides only approximate, albeit up-to-date, information about the network status. Therefore, the control rules must be of such type that allows approximate input. Also, the goal of the control is defined only approximately as "enhance the information throughput". The system has no set point and control rules that are based on error terms are not applicable. This suggests the use of fuzzy-logic control rules. This paper describes such control procedures that have been developed at the U.S. Army Research Laboratory.
Network access algorithm
following properties:
We are seeking access control procedures with the 1) All nodes have equal chances for access. 2) Information throughput is enhanced. 3) Priority messages have higher access chances. An algorithm that achieves these goals can be constructed around the following broadcast procedure. A monitor at each node constantly listens to the radio channel and informs the access manager program when the channel is free. At that time t, the manager determines which message from its message queue should be broadcast, chooses a random time interval A from a prescribed access delay interval range (O,D) , and sets a tentative broadcast time t + A for the message. If the channel is still free at the set time, then the message is broadcast. Otherwise, the manager aborts the procedure and waits for the next free time signal.
Obviously, the procedure satisfies the first property if all nodes use the same access delay interval D. The procedure would also prevent These can be avoided by using a distributed control where each node listens to the network traffic and makes independent decisions for U.S. Government Work Not Protected by U S . Copyrightinterval D. The procedure would also prevent message collisions, if the response time of the nodes would be zero and the propagation speed of radio signals infinite. In practice, however, the response times are finite, and it is estimated that messages from different nodes will be broadcast simultaneously and collide if their set times differ by less than 0.5 s. (A typical message length is of the order of one to ten seconds.) Collisions reduce the informafion throughput rate because collided messages must be repeated. The probability of collisions is reduced by increasing the size of the access delay interval D. On the other hand, a large D means long idle times for the network and the idle time is reduced by reducing D. Hence, there exists an optimal D that corresponds to a maximum throughput rate and somehow depends on the size and state of the network. The goal of the control procedure is to find an optimal D from information that can be obtained by monitoring the network traffic.
The third property is taken care of by reducing the global D for high-priority messages and increasing it for low-priority messages. The priorities are assigned automatically by the message-generating programs. (The messages are composed, encoded, and broadcast automatically from data such as unit strength, unit location, action orders, enemy activities, and atmospheric conditions that are entered into the node's computer.)
Input information
The state of a battlefield communications network is completely described by the number and sta1,e of the nodes, the message queue a t each node, and the characteristics of external noise. However, the current values of these state parameters are not available to the access managers at the nodes. Instead, the network conditions must be inferred from approximate information that is obtained by listening to the network traffic. We have chosen three groups of network parameters that can be obtained by listening. 
Control rules

Control of monitoring
The proper size of the monitoring and averaging (2) The control rule that was used can be expressed in terms of a fuzzy-rule table as follows:
where NL, N, Z, P, PL denote fuzzy sets that define the categories ''negative large*', "negative", "zero", "positive", and "positive large", respectively.
Control of access
The access to the radio channel is regulated by the size of the access delay interval D. In principle, the size of D can be efficiently controlled by the simple algorithm r,
where 6 is an output of the control rules. In practice, this simple procedure must be modified to ensure that after an initialization time all independent controllers indeed produce the same value of D, even when starting from different initial conditions. For clarity, we shall first describe the control rules in the context of Eq. 
This set of rules turns out to be very effective but it does not account for the possibly different message lengths. Thus, a single collision involving a very long message can increase the average collision time c as much as many collisions involving short messages, but in each of theses cases, the proper control strategy is different. Therefore, as a second input, the trend of the number of colliding accesses was used. Let 7, be the observed trend . Then the  rule table is To make the control more responsive to extreme conditions, two more inputs were considered: "idle time over a threshold" and "collision time over a threshold". The rule In extreme conditions this results in a drift of 1) to zero or infinity. We avoid such excursions by using the logarithm of the average idle time instead of the average itself. The average idle time is also subject to smaller oscillations between readings that are not conductive to access control. These oscillations were reduced by using a weighted average of the current and previous reading of the average idle time. The weighting was again done with an exponential factor that reduces the influence of old readings. Let v=exp(-At/300). Then the effective value of the average idle time is computed by iefl = (iold ' + inew) / $-1) .
(5) The final formula for the access delay time that replaces Eq. (3) is with these modifications D,e, = ( 0.01 + lOg(1 + i e~/ 4 -) ) F,,, (6)
Granulation
In all sets of rules five categories of input and output were found to be sufficient. The membership functions that define the categories were restricted to symmetric trapezoids. The utility programs that were developed and used for rule combinations and defuzzifications accept arbitrary forms of membership functions but it was found that more general functions are not needed to achieve optimal control. Numerous experiments were carried out to determine optimal definitions of input/output categories under different conditions. Results of these experiments indicate that the best membership functions are robust in the sense that similar functions perform well for a wide variety of networks, and that the corresponding minima are flat. If the control should be implemented in field equipment then special fuzzy-logic chips would be used for the fuzzy-logic operations. The results of the numerical experiments will provide guidance for the design of such chips.
Examples
Let the network conaist of n nodes and let us assume that the message generation rate is sufficiently high so that $1 nodes accumulate queues of messages for broaclcasting. Let further the message generation stop at a preset time. Then a good measure for the performance of access.contro1 is the time that is needed to empty all queues. Using different control strategies with the same set of message queues, one can compare the control performance by comparing the corresponding completion times. We present an example of a network with four nodes. The information content, measured by the total llength of all messages in a queue was approximately equal for all nodes but the average lengths of mlessages were different for different nodes. In Figure 1 
Conclusion
The distributed control of battlefield communications has been found effective and the optimal parameters of the investigated control algorithm were found to vary little under very different conditions. This result makes the design of an efficient general fuzzy-logic control of battlefield communications possible.
