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Abstract
The problem of approximating triples of commuting n×n matrices by triples of generic matrices is
equivalent to that whether the variety C(3, n) of triples of commuting matrices is irreducible. It is known that
the variety is irreducible for n  7 and reducible for n  30. Using simultaneous commutative perturbations
of pairs of matrices in the centralizer of the third matrix we prove that C(3, 8) is irreducible.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let C(3, n) denote the variety of triples of commuting n×n matrices over an algebraically
closed field F of characteristic zero. Gerstenhaber [1] proposed the question for which natural
numbers n this variety is irreducible. Guralnick proved in [2] that the answer is positive for
n  3 and negative for n  32. Using the results of Neubauer and Sethuraman [6], Guralnick
and Sethuraman [3] proved that C(3, n) is irreducible for n = 4. In [5] Holbrook and Omladicˇ
focused on the problem of approximating triples of commuting matrices by triples of generic
matrices (i.e. the matrices having n distinct eigenvalues). Let G(3, n) denote the set of triples of
commuting generic n×n matrices. Matrices of such triple are simultaneously diagonalizable and
each of them is a polynomial in any other. The problem when C(3, n) is irreducible is equivalent
to that when G(3, n) is equal to C(3, n) (where the overline denotes closure with respect to the
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Zariski topology on F 3n2 ). Holbrook and Omladicˇ proved that C(3, n) is irreducible for n = 5.
Extending the dimension argument in [2] they also proved that it is reducible for n  30. Using
perturbation by generic triples Omladicˇ [7] and Han [4] proved that C(3, n) is irreducible for
n = 6 and n = 7 respectively.
In the paper we study the variety C(3, 8). Using perturbation by generic triples we prove that
C(3, 8) is an irreducible variety. For the cases with three Jordan blocks we use the notation with
polynomials, introduced in [6], which enables us to generalize some of the results to other values
of n. We also improve the techniques of [7,4] and introduce some new ones. In many cases it is
also important that we use the block matrix notation. All these is helping us to obtain the results
for the dimension 8 in a shorter and clearer way even when compared to the analogous result for
dimension 7.
In Section 2 we give some results from the literature that we need in the sequel. In the Sections
from 3 to 9 we prove that the special cases of triples which occur in dimension 8 can be perturbed
by generic triples. The main result is Theorem 17 in Section 10.
2. Preliminaries
In this section we summarize some known results, which are used later in the paper. The first
two theorems follow from Theorems 1 and 2 of [7], the next one from Proposition 14 of [6], and
the lemmas follow from Lemmas 2.4, 2.5, and 2.7 of [4].
Theorem 1. If the radical of the algebra generated by matrices (A,B,C) of size n×n has square
zero then the triple belongs to G(3, n).
Theorem 2. If in a 3-dimensional linear space of nilpotent commuting matrices of size n×n there
is a matrix of maximal possible rank with only one nonzero Jordan block, then any basis of this
space belongs to G(3, n).
As introduced in [6], a matrix A ∈ Mn(F) is said to be r-regular if each eigenspace of A
is at most r-dimensional, or equivalently, if Fn is generated by at most r elements as a F [A]-
module.
Theorem 3. If in a 3-dimensional linear space of nilpotent commuting matrices of size n×n there
is a 2-regular matrix, then any basis of this space belongs to G(3, n).
Lemma 4. Assume that C(3,m) is irreducible for all m < n. If (A,B,C) ∈ C(3, n) and if A,
B and C commute with a matrix which has at least two distinct eigenvalues, then (A,B,C) ∈
G(3, n).
Lemma 5. Suppose that (A,B,C) ∈ G(3, n) and that the algebra generated by (A′, B ′, C′) is
contained in the algebra generated by (A,B,C). Then (A′, B ′, C′) ∈ G(3, n).
Lemma 6. Let J be a finite dimensional nil algebra generated by A1, . . . , Am and let B1, . . . ,
Bm ∈ J 2 be arbitrary. Then J is generated as an algebra by A1 + B1, . . . , Am + Bm.
The last two lemmas imply the following.
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Corollary 7. Let A, B and C be matrices of size n×n which span a 3-dimensional linear space
of nilpotent commuting matrices and let X, Y and Z be in the square of the algebra generated by
A, B and C. Then (A,B,C) ∈ G(3, n) if and only if (A + X,B + Y,C + Z) ∈ G(3, n).
3. 3-regular case with one zero Jordan block
In this and the following section we consider 3-dimensional linear spaces of nilpotent com-
muting matrices containing a 3-regular matrix. If either the 3-regular matrix has one zero Jordan
block or it has two Jordan blocks of order 2 and if the variety of commuting triples is irreducible
in lower dimensions, then we prove that any basis of the space can be perturbed by generic triples.
Let A be a nilpotent 3-regular, but not 2-regular matrix. Then Fn decomposes as F [A]-module
as V1 ⊕ V2 ⊕ V3 and we can assume that k1 = dim V1  k2 = dim V2  k3 = dim V3. Then the
ring F [A] is isomorphic to F [z]/zk1 , and V1 ∼= F [z]/zk1 , V2 ∼= F [z]/zk2 and V3 ∼= F [z]/zk3 as
F [A]-modules.
Lemma 8. Every element of Mn(F) commuting with A is uniquely described by a matrix⎡
⎣f1,1(z) z
e1f1,2(z) ze1+e2f1,3(z)
f2,1(z) f2,2(z) ze2f2,3(z)
f3,1(z) f3,2(z) f3,3(z)
⎤
⎦ ,
where the elements of the first row belong to F [z]/zk1 , the elements of the second row to F [z]/zk2
and the elements of the third row to F [z]/zk3 , and e1 = k1 − k2 and e2 = k2 − k3.
Proof. Let u, v and w be generators for V1, V2 and V3. If B ∈ Mn(F) is a matrix commut-
ing with A, then Bu = f1,1(z)u + f2,1(z)v + f3,1(z)w, Bv = f1,2(z)u + f2,2(z)v + f3,2(z)w
and Bw = f1,3(z)u + f2,3(z)v + f3,3(z)w, where f1,1, f1,2 and f1,3 are uniquely determined
in F [z]/zk1 , f2,1, f2,2 and f2,3 are uniquely determined in F [z]/zk2 and f3,1, f3,2 and f3,3
are uniquely determined in F [z]/zk3 . Since zk2 annihilates v and zk3 annihilates w, f1,2 has to
be divisible by ze1 , f2,3 has to be divisible by ze2 and f1,3 has to be divisible by ze1+e2 . The
multiplication of matrices in Mn(F) corresponds to the multiplication of matrices defined in the
lemma, from which the description of B follows. 
Theorem 9. Assume that C(3,m) is irreducible for all m < n. If in a 3-dimensional linear space
L of nilpotent commuting matrices of size n×n there is a 3-regular matrix with one zero Jordan
block, then any basis ofL belongs to G(3, n).
Proof. Let A ∈L be a 3-regular matrix with one zero Jordan block. If A is 2-regular, then any
basis ofL belongs to G(3, n) by Theorem 3. So we can assume that A is not 2-regular. Let B
and C be two elements ofL. They are nilpotent and we can add polynomials in A to them, so by
the previous lemma they are described by matrices
B =
⎡
⎣ 0 z
ef (z) αzk−1
g(z) zh(z) βzl−1
γ δ 0
⎤
⎦ and C =
⎡
⎣ 0 z
ef ′(z) α′zk−1
g′(z) zh′(z) β ′zl−1
γ ′ δ′ 0
⎤
⎦ ,
where the elements of the first rows of matrices belong to F [z]/zk , the elements of the second
rows to F [z]/zl and the elements of the third rows to F , and e = k − l  0. If l = 1, then the triple
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(A,B,C) belongs to G(3, n) by Theorem 2. So we can assume that l  2. The commutativity
relation BC = CB implies the following equations in F [z]/zl :
f (z)g′(z) + αγ ′zl−1 = f ′(z)g(z) + α′γ zl−1, (1)
zf (z)h′(z) + αδ′zl−1 = zf ′(z)h(z) + α′δzl−1, (2)
zh(z)g′(z) + βγ ′zl−1 = zh′(z)g(z) + β ′γ zl−1, (3)
zeg(z)f ′(z) + βδ′zl−1 = zeg′(z)f (z) + β ′δzl−1, (4)
and that β ′f0 = βf ′0 and δg′0 = δ′g0, and if k = l, then also that α′g0 = αg′0 and γf ′0 = γ ′f0
(where fi denotes the coefficient of zi in f (z)). We will consider three cases.
Case 1. Assume that there is B ∈L such that f0 /= 0 and g0 /= 0. We can assume that f0 = 1.
We can add a multiple of B to C, so we can assume that f ′0 = 0. Since f (z) is an invertible
element of F [z]/zl , it follows from (1) and (2) that
g′(z) = f (z)−1(f ′(z)g(z) + (α′γ − αγ ′)zl−1),
zh′(z) = f (z)−1(zf ′(z)h(z) + (α′δ − αδ′)zl−1).
This implies that g′0 = 0, therefore by the commutativity relation β ′ = δ′ = 0. From (3) then it
follows that βγ ′ = g0α′δ. We define
X =
⎡
⎣0 0 00 1 0
0 0 1
⎤
⎦ and Y =
⎡
⎢⎣
0 0 0
0 p(z) α′zl−1
0 γ
′
g0
0
⎤
⎥⎦ ,
where p(z) = f (z)−1
(
f ′(z) − αγ ′
g0
zl−1
)
. Then p0 = 0 and the matrices B + λX and C + λY
commute for all λ ∈ F . For λ /= 0 the matrix B + λX has two distinct eigenvalues, so by Lemma
4 the triple (A,B + λX,C + λY ) belongs to G(3, n) for all λ /= 0, which proves this case.
Case 2. Assume that f0g0 = 0 for all B ∈L, but that there exists B ∈L such that f0 and g0
are not both zero. We can transpose the matrices and exchange the ith with the (k + 1 − i)th
basis vector of Fn for i = 1, . . . , k and the (j + k)th with the (k + l + 1 − j)th basis vector of
Fn for j = 1, . . . , l, so we can assume that f0 = 1 and g0 = 0. Then g′0 = 0 for all C ∈L and
there is C ∈L such that f ′0 = 0. The commutativity relation implies that β ′ = 0 and since f (z)
is invertible in F [z]/zl , it follows from (1) and (2) that
g′(z) = f (z)−1(f ′(z)g(z) + (α′γ − αγ ′)zl−1),
zh′(z) = f (z)−1(zf ′(z)h(z) + (α′δ − αδ′)zl−1).
We will consider two subcases.
(1) Assume that β /= 0. Then it follows from (3) that γ ′ = 0. We define
X =
⎡
⎣0 0 00 1 0
0 0 1
⎤
⎦ and Y =
⎡
⎣0 0 00 p(z) α′zl−1
0 α′δ
β
0
⎤
⎦ ,
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where p(z) = f (z)−1(f ′(z) − αα′δ
β
zl−1). Then p0 = 0 and the matrices B + λX and C + λY
commute for all λ ∈ F . For λ /= 0 the matrix B + λX has two distinct eigenvalues, so the triple
(A,B + λX,C + λY ) belongs to G(3, n) for all λ /= 0, which proves this subcase.
(2) Assume that β = 0. If δ′ = 0, then the matrix
Z =
⎡
⎣0 0 00 −αzl−1 0
0 1 0
⎤
⎦
commutes with A and with B, so it suffices to prove that the triple (A,B,C + λZ) belongs to
G(3, n) for all λ /= 0. So we can assume that δ′ /= 0. We define
X =
⎡
⎣ 0 0 0γ ′
δ′ 1
δα′
δ′ z
l−1
0 0 1
⎤
⎦ and Y =
⎡
⎣ 0 0 0γ ′
δ′ f (z)
−1f ′(z) f (z)−1f ′(z) α′zl−1
0 0 0
⎤
⎦ .
The matrices B + λX and C + λY commute for all λ ∈ F , since the commutativity relation of B
and C implies that γ ′ = 0 if k = l. For λ /= 0 the matrix B + λX has two distinct eigenvalues,
so (A,B + λX,C + λY ) ∈ G(3, n) for all λ /= 0.
Case 3. Assume thatf0 = 0 and g0 = 0 for allB ∈L. Thenf ′0 = 0 and g′0 = 0. We will consider
two subcases.
(1) Assume that (γ, δ) and (γ ′, δ′) are linearly independent vectors. Then we can assume that
γ = 0, δ = 1, γ ′ = 1 and δ′ = 0. If f ′(z), g′(z) and h′(z) are zero polynomials, then it follows
from (4) that β ′ = 0. Then the matrix
X =
⎡
⎣0 0 00 1 0
0 0 0
⎤
⎦
commutes with A and with C. For λ /= 0 the matrix B + λX has two distinct eigenvalues, which
implies that (A,B + λX,C) ∈ G(3, n) for all λ /= 0, so (A,B,C) ∈ G(3, n).
If f ′(z), g′(z) and h′(z) are not all zero polynomials, then there exists s  l − 1 such that
f ′i = g′i = h′i−1 = 0 for all i < s and that at least one of f ′s , g′s and h′s−1 is nonzero. We define
polynomials p(z) = f ′(z)
zs
, q(z) = g′(z)
zs
and r(z) = h′(z)
zs−1 . Then p(z), q(z) and r(z) are elements
of F [z]/zl−s , at least one of them is invertible in F [z]/zl−s and Eqs. (1)–(4) are equivalent to the
following equations in F [z]/zl−s :
f (z)q(z) + αzl−s−1 = g(z)p(z), (5)
f (z)r(z) = zh(z)p(z) + α′zl−s−1, (6)
zh(z)q(z) + βzl−s−1 = g(z)r(z), (7)
zeg(z)p(z) = zef (z)q(z) + β ′zl−s−1. (8)
We define
X =
⎡
⎣ 0 z
ep(z) 0
q(z) r(z) 0
0 0 0
⎤
⎦ and Y =
⎡
⎣0 0 00 0 0
0 0 −zep0
⎤
⎦ .
If k > l, then Y = 0 and it follows from (5) and (8) that β ′ = 0, which implies that C and X
commute. However, if k = l, then it follows from (5) and (8) that β ′ = α. Moreover, multiplying
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(5) by r(z), (6) by q(z) and (7) by p(z) and then subtracting the second and the third equation
from the first one we get that αr0 + α′q0 − βp0 = 0. This implies that B + λX and C + λY
commute for all λ ∈ F . For λ /= 0 either the matrix B + λX has two distinct eigenvalues or it
satisfies the condition of Case 1 or of Case 2, since p0, q0 and r0 are not all zero. So the triple
(A,B + λX,C + λY ) belongs to G(3, n) for all λ /= 0.
(2) Assume that (γ, δ) and (γ ′, δ′) are linearly dependent vectors. Since we can transpose the
matrices and change the basis of Fn, we can assume that (α, β) and (α′, β ′) are also linearly
dependent. We can assume that γ ′ = δ′ = 0. If α′ = β ′ = 0, then projection
P =
⎡
⎣0 0 00 0 0
0 0 1
⎤
⎦
commutes with A and with C. For λ /= 0 the matrix B + λP has two distinct eigenvalues, so the
triple (A,B + λP,C) belongs to G(3, n) for all λ /= 0. However, if α′ and β ′ are not both zero,
then there exists a vector (ϕ, ψ) ∈ F 2, linearly independent from (α′, β ′). Then the matrix
X =
⎡
⎣0 0 ϕz
k−1
0 0 ψzl−1
0 0 0
⎤
⎦
commutes with A and with C and for λ /= 0 the triple (A,B + λX,C) satisfies the condition
of the previous subcase if we transpose the matrices and change the basis of Fn. So the triple
(A,B + λX,C) belongs to G(3, n) for all λ /= 0, which completes the proof of the theorem. 
4. 3-regular case with two Jordan blocks of order 2
Theorem 10. Assume that C(3,m) is irreducible for all m < n. If in a 3-dimensional linear space
L of nilpotent commuting matrices of size n×n there is a matrix with one Jordan block of order
n − 4 and two Jordan blocks of order 2, then any basis ofL belongs to G(3, n).
Proof. For n < 8 the theorem follows from the fact that C(3, n) is irreducible for n < 8. So we
can assume that n  8. Let A ∈L be a matrix with one Jordan block of order n − 4 and two
Jordan blocks of order 2. Let B and C be two matrices inL. They are nilpotent and we can add
polynomials in A to them, so by Lemma 8 they are described by matrices
B =
⎡
⎣ 0 z
n−6a(z) zn−6b(z)
c(z) d1z e(z)
f (z) g(z) h1z
⎤
⎦ and C =
⎡
⎣ 0 z
n−6a′(z) zn−6b′(z)
c′(z) d ′1z e′(z)
f ′(z) g′(z) h′1z
⎤
⎦ ,
where the elements of the first rows of matrices belong toF [z]/zn−4 and the elements of the second
and of the third rows belong to F [z]/z2. Since B is nilpotent, the constant term of e(z)g(z) has
to be 0. We can change the basis of Fn, so we can assume that g0 = 0. Since B + λC is nilpotent
for all λ /= 0, we can assume also that g′0 = 0. We will consider two cases.
Case 1. Assume that there is B ∈L, such that e0 = 1. We can add a multiple of B to C, so we
can assume that e′0 = 0. By Corollary 7 we can subtract e1AB from B and e′1AB from C, so we
can assume that e1 = e′1 = 0, so e(z) = 1 and e′(z) = 0. The commutativity relation of B and C
implies that g′(z) = 0, a′0 = 0, h′1 = d ′1 and a′1 = b0d ′1 − b′0h1. We define
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X =
⎡
⎣0 z
n−6b(z) 0
0 1 0
0 h1z 0
⎤
⎦ and Y =
⎡
⎣ 0 0 00 0 0
−c′(z) 0 0
⎤
⎦ .
For all λ ∈ F the matrices B + λX and C + λY commute. For λ /= 0 the matrix B + λX has two
distinct eigenvalues, so the triple (A,B + λX,C + λY ) belongs to G(3, n) for all λ /= 0, which
proves this case.
Case 2. Assume that e0 = 0 for all B ∈L. Then e′0 = 0. We will consider two subcases.
(1) Assume that there is B ∈L such that a0 = 1. We can add a multiple of B to C, so we can
assume that a′0 = 0. By Corollary 7 we can add multiples of AB to B and to C, so we can assume
that a1 = a′1 = 0, so a(z) = 1 and a′(z) = 0.
(a) Assume that f0 /= 0. Then f (z) is invertible in F [z]/z2. It follows from the commutativity
relation of B and C that c′(z) = b′(z)f (z) − b(z)f ′(z) (so c′0 = b′0f0 − b0f ′0) and that
d ′1 = b′0g1 − b0g′1, e′1 = b′0h1 − b0h′1, h′1 =
g1(b
′
0f0 − b0f ′0) + h1f ′0 − g′1c0
f0
and
b′0(d1f0 − c0g1 − f0h1 + b0f0g1) + f ′0(e1 − b0d1 + b0h1 − b20g1) = 0.
Ifb0c0g1 /= e1f0, then we can define r(z) = (b
′
0f0−b0f ′0)g1
e1f0−b0c0g1 and if d1f0 − c0g1 − f0h1 + b0f0g1 /=
0, then we can define r(z) = − g1f ′0
d1f0−c0g1+b0f0g1−f0h1 . (If r(z) can be defined both ways, then the
definitions coincide because of the commutativity relation.) Furthermore we define
X =
⎡
⎣0 0 00 1 0
0 0 1
⎤
⎦ and Y =
⎡
⎣0 0 00 p(z) q(z)
0 r(z) s(z)
⎤
⎦ ,
where
s(z) = f (z)−1(f ′(z) − c(z)r(z)), p(z) = −b(z)r(z) and q(z) = b′(z) − b(z)s(z).
Then the matrices B + λX and C + λY commute for all λ ∈ F and for λ /= 0 the matrix B + λX
has two distinct eigenvalues, which implies that (A,B + λX,C + λY ) ∈ G(3, n) for all λ /= 0,
so (A,B,C) ∈ G(3, n).
However, if b0c0g1 = e1f0 and d1f0 − c0g1 − f0h1 + b0f0g1 = 0, then the matrix
X =
⎡
⎣0 0 00 −b(z) f (z)−1b(z)c(z)
0 1 −f (z)−1c(z)
⎤
⎦
commutes with A and with B. For λ /= 0 either the matrix C + λX has two distinct eigenvalues
or it satisfies the condition of Case 1 if we change the basis of Fn. So the triple (A,B,C + λX)
belongs to G(3, n) for all λ /= 0.
(b) Assume that f0 = 0. We can add a multiple of C to B or change a basis of Fn (such that
a(z) remains invertible in F [z]/z2), so we can assume that f ′0 = 0 and c0 = 0. Then from the
commutativity relation of B and C it follows that c′0 = 0. Then we can choose a basis of Fn such
that b0 = 0 (and that a(z) does not change). From the commutativity relation then it follows that
c′1 = b′0f1 and d ′1 = b′0g1. If g′1 = 0, then the matrix
Z =
⎡
⎣0 0 00 0 0
0 z 0
⎤
⎦
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commutes with A and with B, so it suffices to prove that (A,B,C + λZ) ∈ G(3, n) for all λ /= 0.
So we can assume that g′1 /= 0. If e1(e1g′1 − g1h1b′0) = 0, then the matrix
Z =
⎡
⎣0 0 00 0 z
0 0 0
⎤
⎦
commutes with A and with C, so it suffices to prove that (A,B + λZ,C) ∈ G(3, n) for all except
finitely many λ ∈ F . So we can assume that e1 /= 0 and e1g′1 /= g1h1b′0. Then we define
X =
⎡
⎣0 0 0ϕ 1 0
0 0 1
⎤
⎦ and Y =
⎡
⎢⎣
0 0 0
ϕp(z) p(z) q(z)
ϕ
g1b
′
0
e1
g1b
′
0
e1
ψ
⎤
⎥⎦ , where ψ = b
′
0(h1 − d1)
e1
,
ϕ = e1f
′
1 − c1g1b′0 − f1h1b′0 + d1f1b′0
e1g
′
1 − g1h1b′0
, p(z) = −b1g1b
′
0
e1
z and q(z) = b′(z) − ψb1z.
The matrices B + λX and C + λY commute for all λ ∈ F and for λ /= 0 the matrix B + λX has
two distinct eigenvalues. So the triple (A,B + λX,C + λY ) belongs to G(3, n) for all λ /= 0,
which proves this subcase.
(2) Assume that a0 = 0 for all B ∈L. Then a′0 = 0 and since we can change the basis of Fn
or transpose the matrices and change the basis of Fn, we can assume that b0 = b′0 = c0 = c′0 =
f0 = f ′0 = 0. If e1 = 0, then the matrix
Z =
⎡
⎣0 0 00 0 z
0 0 0
⎤
⎦
commutes with A and with C, so it suffices to prove that the triple (A,B + λZ,C) belongs to
G(3, n) for all λ /= 0. So we can assume that e1 /= 0. Then the matrix
X =
⎡
⎣ 0 a1z
n−6 b1zn−6
c1 d1 e1
f1 g1 h1
⎤
⎦
commutes with A and with B. For λ /= 0 the matrix C + λX has two distinct eigenvalues or it
satisfies the condition of Case 1, so the triple (A,B,C + λX) belongs to G(3, n) for all λ /= 0,
which completes the proof of the theorem. 
5. 3+ 3+ 2 case
We prove that any basis of a 3-dimensional linear space of nilpotent commuting matrices of
size 8 × 8 containing a matrix with Jordan blocks of sizes 3 + 3 + 2 can be perturbed by generic
triples.
Theorem 11. If in a 3-dimensional linear spaceL of nilpotent commuting matrices of size 8 × 8
there is a matrix with two Jordan blocks of order 3 and one Jordan block of order 2, then any
basis ofL belongs to G(3, 8).
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Proof. Let A ∈L be a matrix with two Jordan blocks of order 3 and one Jordan block of order 2
and let B and C be two matrices inL. B and C are nilpotent, they commute with A and we can
add polynomials in A to them, so by Lemma 8 they are described by matrices
B =
⎡
⎣ 0 a(z) zb(z)c(z) zd(z) ze(z)
f (z) g(z) h1z
⎤
⎦ and C =
⎡
⎣ 0 a
′(z) zb′(z)
c′(z) zd ′(z) ze′(z)
f ′(z) g′(z) h′1z
⎤
⎦ ,
where the elements of the first and of the second rows belong to F [z]/z3 and the elements of the
third rows belong to F [z]/z2. The fact that B is nilpotent implies that a0c0 = 0. We can change
the basis of F 8 and add polynomials of A to B and to C, so we can assume that c0 = 0. For all
λ ∈ F the matrix B + λC is also nilpotent, so we can assume also that c′0 = 0. We will consider
two cases.
Case 1. Assume that there exists B ∈L such that a0 = 1. We can subtract a′0B from C, so we
can assume that a′0 = 0. By Corollary 7 we can subtract p(A)B from B and q(A)B from C for
any polynomials p and q with zero constant term, so we can assume that a(z) = 1 and a′(z) = 0.
The commutativity relation of B and C implies that
c′(z) = zb′(z)f (z) − zb(z)f ′(z), zd ′(z) = zb′(z)g(z) − zb(z)g′(z),
e′(z) = h1zb′(z) − h′1zb(z)
and
f ′(z) = h1zg′(z) − h′1zg(z) + zb′(z)g(z)2 − zb(z)g(z)g′(z) − zd(z)g′(z).
We define
X =
⎡
⎣ 0 0 0p(z) 1 0
−g(z) 0 1
⎤
⎦ and Y =
⎡
⎣ 0 0 0−zg(z)b′(z) 0 zb′(z)
0 0 0
⎤
⎦ ,
where p(z) = h1z − zd(z) − zb(z)g(z). The matrices B + λX and C + λY commute for all λ ∈
F . For λ /= 0 the matrix B + λX has two distinct eigenvalues, so the triple (A,B + λX,C + λY )
belongs to G(3, 8) for all λ /= 0, which proves this case.
Case 2. Assume that a0 = 0 for all B ∈L. Then a′0 = 0. We will consider two subcases.
(1) Assume that there is B ∈L such that b0 = 1. We can assume that b′0 = 0. By Corollary 7
we can subtract b1AB from B and b′1AB from C, so we can assume that b(z) = 1 and b′(z) = 0.
(a) Assume that g0 /= 0. Then the polynomial p(z) = a(z)2z e(z) − a(z)d(z) − g(z) + h1a(z)
is invertible in F [z]/z3, so we can define the following polynomials in F [z]/z3:
q(z) = p(z)−1
(
a(z)c(z)
z
e(z) − c(z)d(z) − e(z)f (z) + h1c(z)
)
and
r(z) = p(z)−1(a(z)d(z)e(z) + f (z) − e(z)g(z) − zd(z)2 + h1zd(z)).
Then the matrix
X =
⎡
⎣ 0 1 0q(z) r(z) zs(z)
c(z)
z
− a(z)
z
q(z) d(z) − a(z)
z
r(z) e(z) − a(z)s(z)
⎤
⎦ ,
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where s(z) = g(z)−1
(
d(z)e(z) + c(z)
z
− a(z)
z
q(z) − a(z)
z
e(z)r(z)
)
, commutes with A and with
B. For λ /= 0 either the matrix C + λX has two distinct eigenvalues or the matrix C + λX − λe0I
satisfies the condition of Case 1 if we change the basis of F 8. So the triple (A,B,C + λX) belongs
to G(3, 8) for all λ /= 0.
(b) Assume that g0 = 0. If f0 /= 0, then we can change the basis of F 8 (such that b(z) remains
invertible) and we get the previous subcase. So we can assume that f0 = 0. By the commutativity
relation g′0 and f ′0 are also 0, so we can change the basis of F 8 such that e0 = 0 (and b(z) = 1).
The commutativity relation of B and C is then equivalent to the following equations: f ′1 =
a′1c1 − a1c′1,g′1 = a′1d0 − a1d ′0,h′1 = −a1e′0, c′1 = d0e′0 − e′0h1, c1d ′0 = e′0(d20 − d0h1 − f1) and
c1a
′
1 = e′0(a1d0 − a1h1 + g1). If c1 /= 0, then c(z)z is invertible and we define
X =
⎡
⎣0 0 00 1 0
0 0 1
⎤
⎦ and Y =
⎡
⎢⎣
0 0 0
0 p(z) e1e
′
0
c1
z
0 q(z) − a1e1e′0
c1
z
⎤
⎥⎦ ,
where p(z) =
(
c(z)
z
)−1 (
c′(z)
z
− e1f1e′0
c1
z
)
and q(z) = a′(z)
z
− a(z)
z
p(z). The matrices B + λX and
C + λY commute for all λ ∈ F and for λ /= 0 the matrix B + λX has two distinct eigenvalues,
so the triple (A,B + λX,C + λY ) belongs to G(3, 8) for all λ /= 0.
If c1 = 0, then either e′0 = 0 or d20 − d0h1 − f1 = 0 and a1d0 − a1h1 + g1 = 0. If e′0 /= 0,
then e′(z) is invertible. We define
X =
⎡
⎣ 0 0 0e′0 1 0
p(z) q(z) 1
⎤
⎦ and Y =
⎡
⎣ 0 0 00 0 0
e′0
a′(z)
z
a′(z)
z
0
⎤
⎦ ,
wherep(z) = e′(z)−1
(
e1e
′
0a
′(z) + c′(z)
z
− e′0d ′(z)
)
andq(z) = e′(z)−1
(
e1a′(z) + e′0 a
′(z)
z
)
. The
matrices B + λX and C + λY commute for all λ ∈ F . For λ /= 0 the matrix B + λX has two
distinct eigenvalues, so the triple (A,B + λX,C + λY ) belongs to G(3, 8) for all λ /= 0.
However, if e′0 = 0, then we can assume that d20 − d0h1 − f1 /= 0, since the matrix
Z =
⎡
⎣0 0 00 0 0
z 0 0
⎤
⎦
commutes with A and with C and it suffices to prove that the triple (A,B + λZ,C) belongs to
G(3, 8) for all λ /= 0. So we can define the matrix
X =
⎡
⎣ 0 ϕ 0p(z) 1 ψz
q(z) r(z) s(z)
⎤
⎦ ,
where ϕ = d0a1−h1a1+g1
d20 −d0h1−f1
, ψ = c2+d0e1
d20 −d0h1−f1
, p(z) = ψzd(z) − ψh1z − e1z + ϕe21z2 − ψe1za(z),
q(z) = ϕc2z − a(z)z p(z), r(z) = ϕd(z) − a(z)z and s(z) = ϕe1z − ψa(z), which commutes with
A and with B. For λ /= 0 the matrix C + λX has two distinct eigenvalues, so the triple (A,B,C +
λX) belongs to G(3, 8) for all λ /= 0, which proves this subcase.
2016 K. Šivic / Linear Algebra and its Applications 428 (2008) 2006–2029
(2) Assume that b0 = 0 for all B ∈L. We can exchange B and C, change the basis of F 8 or
transpose the matrices and change the basis of F 8, so we can assume that e0 = f0 = g0 = b′0 =
e′0 = f ′0 = g′0 = 0. If a1 = a′1 = d0 = d ′0 = c1 = c′1 = 0, then the matrix
Z =
⎡
⎣0 z 00 0 0
0 0 0
⎤
⎦
commutes with A and with C, therefore it suffices to prove that (A,B + λZ,C) ∈ G(3, 8) for all
λ /= 0. So we can assume that there exists B ∈L such that a1, c1 and d0 are not all zero. Then
the matrix
X =
⎡
⎣ 0
a(z)
z
b1z
c(z)
z
d(z) e1z
f1 g1 h1
⎤
⎦
commutes with A and with B. For λ /= 0 either the matrix C + λX has two distinct eigenvalues
or (after transposing and changing the basis if necessary) it satisfies the condition of Case 1, so
the triple (A,B,C + λX) belongs to G(3, 8) for all λ /= 0, which completes the proof. 
6. 4-regular case with two zero Jordan blocks and one of order 2
In this section we consider 3-dimensional linear spaces of nilpotent commuting matrices con-
taining a matrix of maximal rank which is 4-regular and has two zero Jordan blocks and one of
order 2. If linear spaces containing a 3-regular matrix can be perturbed by generic triples and if
the variety of commuting triples is irreducible in lower dimensions, then we prove that any basis
of our space can be perturbed by generic triples.
Theorem 12. Assume that C(3,m) is irreducible for all m < n and that any triple of nilpotent
commuting matrices of size n×n, whose linear span contains a matrix with rank at least n − 3,
belongs to G(3, n). If in a 3-dimensional linear spaceL of nilpotent commuting matrices of size
n×n there is a matrix of maximal possible rank with one Jordan block of order n − 4 and one
Jordan block of order 2, then any basis ofL belongs to G(3, n).
Proof. If n  6, then any basis ofL belongs to G(3, n), since C(3, n) is irreducible for n  6.
So we can assume that n  7. We can write A ∈L of maximal rank in some basis as
A =
⎡
⎣J 0 00 K 0
0 0 0
⎤
⎦ ,
where J is a Jordan block of order n − 4 and K is a Jordan block of order 2. Let B and C be
two matrices inL. B and C are nilpotent, they commute with A and by Lemma 5 we may add
polynomials in A to them, so they look like
B =
⎡
⎣ 0 B e1b
T
B dK e1fT
gen−4T he2T D
⎤
⎦ , where B =
⎡
⎢⎢⎢⎣
a1 a2
0 a1
...
...
0 0
⎤
⎥⎥⎥⎦ , B =
[
0 · · · c1 c2
0 · · · 0 c1
]
,
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and
C =
⎡
⎣ 0 C e1b
′T
C d ′K e1f ′T
g′en−4T h′e2T D′
⎤
⎦ , where C =
⎡
⎢⎢⎢⎣
a′1 a′2
0 a′1
...
...
0 0
⎤
⎥⎥⎥⎦ , C =
[
0 · · · c′1 c′2
0 · · · 0 c′1
]
,
where XT denotes transpose of the matrix X, ei denotes the ith basis vector of Fn−4 or of F 2 and
where b, f, g, h, b′, f ′, g′, h′ ∈ F 2 and D,D′ ∈ M2(F ). The fact that rank(B + λA)  rank A
for all λ ∈ F implies that D = 0 and that
det
⎡
⎢⎢⎢⎢⎢⎣
λ a2 bi
.
.
. a1
λ
c1 c2 d + λ fi
gj hj
⎤
⎥⎥⎥⎥⎥⎦
= 0
for all λ ∈ F and for all i, j ∈ {1, 2} (where xi denotes the ith coordinate of the vector x). The
leading term of the determinant is fihjλn−5, so fihj = 0 for all i, j ∈ {1, 2}, which implies
that either f = 0 or h = 0. We may transpose the matrices and exchange the (n − 3)th with the
(n − 2)th basis vector and the ith with the (n − 3 − i)th basis vector of Fn for i = 1, . . . , n − 4.
So we can assume that h = 0. We can add a multiple of C to B, so we can assume that h′ = 0
and D′ = 0, too. Then we can assume that b and f are linearly dependent vectors, since we can
add any multiple of C to B. Therefore there exist x, y ∈ F 2\{0} such that bTx = fTx = yTg = 0.
This implies that the matrix
X =
⎡
⎣0 0 00 0 0
0 0 xyT
⎤
⎦
commutes with A and with B. For λ /= 0 either the matrix C + λX has two distinct eigenvalues or
the rank of (C + λX + μA) is greater than n − 4 for some μ ∈ F . By assumptions of the theorem
the triple (A,B,C + λX) belongs to G(3, n) for all λ /= 0, which proves the theorem. 
Remark. In the proof of Theorem 6.1 of [4] a matrix Z was defined having all elements divided
by t , so the rest of the argument claiming that it suffices to consider the triple (A,B,C + tZ) for
all t /= 0 seems to be questionable. However, the preceding theorem proves also the 3 + 2 + 1 + 1
case for n = 7.
7. 3+ 3+ 1+ 1 case
In this and the following section we consider two special cases of 3-dimensional linear
spaces of nilpotent commuting matrices of size 8 × 8. If the linear space contains a matrix
of maximal rank with Jordan blocks of sizes 3 + 3 + 1 + 1 or 3 + 2 + 2 + 1, then we prove
that any basis of the space can be perturbed by generic triples. The first case seems to be
crucial since all the known counterexamples in higher dimensions (e.g. [2,5]) are constructed
using direct sums of Jordan blocks of sizes 3 and 1. To prove this case we need the following
lemma.
2018 K. Šivic / Linear Algebra and its Applications 428 (2008) 2006–2029
Lemma 13. Let A,B ∈ M2(F ).
1. If the equation AX − XA = B has a solution, then Tr(B) = Tr(AB) = 0 (where Tr denotes
the trace of the matrix).
2. If Tr(B) = Tr(AB) = 0 and if A has two distinct eigenvalues, then
X = αI + βA + 1
Tr(A)2 − 4 det A(−Tr(A)B + 2AB),
where α, β ∈ F are arbitrary, is the solution of the equation AX − XA = B.
Proof. The first part of the lemma is obvious and the second part is a simple calculation using the
identities AB + BA = Tr(A)B (which is true since Tr(B) = Tr(AB) = 0) and A2 = Tr(A)A −
det(A)I . 
Theorem 14. If in a 3-dimensional linear spaceL of nilpotent commuting matrices of size 8 × 8
there is a matrix of maximal possible rank with two Jordan blocks of order 3, then any basis of
L belongs to G(3, 8).
Proof. We can write A ∈L of maximal rank in some basis as
A =
⎡
⎢⎢⎣
0 I 0 0
0 0 I 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where I is an identity 2 × 2 matrix and all 0 are zero 2 × 2 matrices. Let B be a matrix in L,
linearly independent from A. It commutes with A, so it looks like
B =
⎡
⎢⎢⎣
B1 B2 B3 B4
0 B1 B2 0
0 0 B1 0
0 0 B5 B6
⎤
⎥⎥⎦ .
The fact that rank(B + λA)  rank A = 4 for all λ ∈ F implies that B6 = 0. Let
C =
⎡
⎢⎢⎣
C1 C2 C3 C4
0 C1 C2 0
0 0 C1 0
0 0 C5 0
⎤
⎥⎥⎦
be another element ofL, linearly independent from A and B. We will consider two cases.
Case 1. Assume that there is a matrix B ∈L such that B1 /= 0. Since B1 is nilpotent, we can
assume that it is equal to J , a 2 × 2 Jordan block. Since B1 + λC1 is nilpotent for all λ ∈ F ,
C1 has to be equal to μJ for some μ ∈ F . We can subtract μB from C, so we can assume that
C1 = 0. The commutativity relation BC = CB implies that JC2 = C2J , so C2 = λI + μJ for
some λ,μ ∈ F . We may subtract λA + μAB from C, so we can assume that C2 = 0. Since
rank B  4, B2 has to be upper triangular. The matrix
X =
⎡
⎢⎢⎣
0 J T 0 0
0 0 J T 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
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commutes with C and for λ /= 0 the matrix B + λX has rank at least 5, so by one of the previous
theorems the triple (A,B + λX,C) belongs to G(3, 8) for λ /= 0, which proves the case.
Case 2. Assume that B1 = 0 for all B ∈L. Then C1 is also zero and the commutativity relation
BC = CB is equivalent to
B2C2 + B4C5 = C4B5 + C2B2. (9)
We will consider two subcases.
(1) Assume that for each triple (A,B,C) of linearly independent matrices in L the corre-
sponding matrices I , B2 and C2 are also linearly independent. This implies that B2C2 /= C2B2
and that there exists a matrix B ∈L such that the corresponding B2 has two distinct eigenvalues.
First we will prove that I , B2 and (2B2 − Tr(B2)I )(C2B2 − B2C2) are linearly independent
matrices. Assume that they are not. Then
(2B2 − Tr(B2)I )2(C2B2 − B2C2) = (2B2 − Tr(B2)I )(C2B2 − B2C2)(2B2 − Tr(B2)I ).
Since B2 has two distinct eigenvalues, Tr(B2)2 is not an eigenvalue of B2 and it follows that
(2B2 − Tr(B2)I )(C2B2 − B2C2) = (C2B2 − B2C2)(2B2 − Tr(B2)I ), so B2 and C2B2 − B2C2
commute. SinceB2 has two distinct eigenvalues, its nilpotent part in the Jodran–Chevalley decom-
position is zero. Therefore the nilpotent part of ad B2 is zero and the fact that (ad B2)2(C2) = 0 im-
plies that ad(B2)C2 = B2C2 − C2B2 = 0, which contradicts our assumption. Therefore I , B2 and
(2B2 − Tr(B2)I )(C2B2 − B2C2) are linearly independent. If I , B2, (2B2 − Tr(B2)I )(C2B2 −
B2C2) and B4B5 are linearly dependent, then there exist α, β, γ ∈ F such that B4B5 = αI +
βB2 + γTr(B2)2−4 det B2 (2B2 − Tr(B2)I )(C2B2 − B2C2).
Now we suppose that I , B2, (2B2 − Tr(B2)I )(C2B2 − B2C2) and B4B5 are linearly indepen-
dent. Then we can assume that I , B2, (2B2 − Tr(B2)I )(C2B2 − B2C2) and C4B5 +
1
Tr(B2)2−4 det B2 (2B
2
2 − Tr(B2)B2)(C2B2 − B2C2) are linearly independent, since we can add a
multiple of B to C. Therefore there are α, β, γ, δ ∈ F such that
B4B5 = αI + βB2 + γTr(B2)2 − 4 det B2 (2B2 − Tr(B2)I )(C2B2 − B2C2)
+ δ
(
C4B5 + 1Tr(B2)2 − 4 det B2 (2B
2
2 − Tr(B2)B2)(C2B2 − B2C2)
)
.
This equality is equivalent to
(B4 − δC4)B5 = αI + βB2 + 1Tr(B2)2 − 4 det B2 (2B2(γ I + δB2)(C2B2 − B2C2)
− Tr(B2)(γ I + δB2)(C2B2 − B2C2)).
The fact that Tr((γ I + δB2)(C2B2 − B2C2)) = Tr(B2(γ I + δB2)(C2B2 − B2C2)) = 0 by the
previous lemma implies thatB2(B4 − δC4)B5−(B4 − δC4)B5B2 =(γ I + δB2)(C2B2 − B2C2),
which together with (9) implies that
γ (B4C5 − C4B5) = B2B4(B5 − δC5) − (B4 − δC4)B5B2. (10)
(a) If B5 − δC5 or B4 − δC4 is invertible, then we define Z = (γC5 + B5B2)(B5 − δC5)−1
or Z = (B4 − δC4)−1(γC4 + B2B4) respectively. (If they are both invertible, then the definitions
of Z coincide because of (10).) Then we define
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X =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 γ I + δZ
⎤
⎥⎥⎦ and Y =
⎡
⎢⎢⎣
B2 B3 0 0
0 B2 B3 0
0 0 B2 0
0 0 0 Z
⎤
⎥⎥⎦ .
Because of (10) the matrices B + λX and C + λY commute for all λ ∈ F . Since for λ /= 0 the
matrix C + λY has at least two distinct eigenvalues, the triple (A,B + λX,C + λY ) belongs to
G(3, 8) for all λ /= 0 and therefore (A,B,C) ∈ G(3, 8).
(b) If B5 − δC5 and B4 − δC4 are both singular, then we may subtract δC from B, so we can
assume that B4 = xyT and B5 = zwT for some x, y, z, w ∈ F 2. Then there exist u, v ∈ F 2\{0}
such that yTu = vTz = 0 and therefore the matrix
X =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 uvT
⎤
⎥⎥⎦
commutes with B. For λ /= 0 either the matrix C + λX has two distinct eigenvalues or there
is μ ∈ F such that rank(C + λX + μA)  5, so by one of the previous theorems the triple
(A,B,C + λX) belongs to G(3, 8) for all λ /= 0, which completes the proof of this subcase.
(2) Assume that there are B,C ∈L, such that A, B and C are linearly independent, but I ,
B2 and C2 are linearly dependent. We can add a suitable linear combination of A and B to C (or
exchange B and C if B2 = 0), so we can assume that C2 = 0.
(a) Assume that C5C4 is not a multiple of an identity. Let λ be its eigenvalue. Then the matrix
X =
⎡
⎢⎢⎣
C4C5 − λI 0 0 C3C4
0 C4C5 − λI 0 0
0 0 C4C5 − λI 0
0 0 C5C3 C5C4 − λI
⎤
⎥⎥⎦
commutes with C. For μ /= 0 either the matrix B + μX has two distinct eigenvalues or it is
nilpotent and there is ν ∈ F such that rank(B + μX + νA)  5, so the triple (A,B + μX,C)
belongs to G(3, 8) for all μ /= 0 by one of the previous theorems.
(b) Assume that C5C4 = λI for some λ ∈ F . If C5 and C4 are both singular, then there are
x, y, z, w ∈ F 2 such that C4 = xyT and C5 = zwT. There exist u, v ∈ F 2\{0} such that yTu =
vTz = 0 and therefore the matrix
X =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 uvT
⎤
⎥⎥⎦
commutes with C. For μ /= 0 either the matrix B + μX has two distinct eigenvalues or rank(B +
μX + νA)  5 for some ν ∈ F , so the triple (A,B + μX,C) belongs to G(3, 8) for all μ /= 0
by one of the previous theorems.
It remains to consider the subcase when C4 and C5 are not both singular. Since we can transpose
the matrices and exchange the 1st with the 5th and the 2nd with the 6th basis vector of F 8, we
can assume that C4 is invertible. Let P ∈ M2(F ) be a projector of rank 1. Then the matrix
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X =
⎡
⎢⎢⎣
P 0 0 0
0 P 0 0
0 0 P 0
0 0 C−14 (PC3 − C3P) C−14 PC4
⎤
⎥⎥⎦
commutes with C. Since for μ /= 0 the matrix B + μX has two distinct eigenvalues, the triple
(A,B + μX,C) belongs to G(3, 8) for all μ /= 0, which completes the proof. 
8. 3+ 2+ 2+ 1 case
Theorem 15. If in a 3-dimensional linear spaceL of nilpotent commuting matrices of size 8 × 8
there is a matrix of maximal possible rank with one Jordan block of order 3 and two Jordan blocks
of order 2, then any basis ofL belongs to G(3, 8).
Proof. We can write A ∈L of maximal rank in some basis as
A =
⎡
⎢⎢⎣
J3 0 0 0
0 0 I 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ ,
where J3 is a Jordan block of order 3 and I is an identity 2 × 2 matrix. Let B and C be two
elements ofL, such that A, B and C are linearly independent. B and C commute with A and we
can add polynomials in A to them, so they look like
B =
⎡
⎢⎢⎣
0 e1aT e2aT + e1bT ψe1
ce2T + de3T D E f
ce3T 0 D 0
ϑe3T 0 gT 0
⎤
⎥⎥⎦
and
C =
⎡
⎢⎢⎣
0 e1a′T e2a′T + e1b′T ψ ′e1
c′e2T + d′e3T D′ E′ f ′
c′e3T 0 D′ 0
ϑ ′e3T 0 g′T 0
⎤
⎥⎥⎦ ,
where a, b, c, d, f, g, a′, b′, c′, d′, f ′, g′ ∈ F 2 and D,E,D′, E′ ∈ M2(F ). We will consider two
cases.
Case 1. Assume that there is B ∈L such that the corresponding D is nonzero. Since D is
nilpotent, we may assume that it is equal to J2, a 2 × 2 Jordan block. Then
(B + λA)2 =
⎡
⎢⎢⎣
(aTc)J3 + μJ 23 e1aTJ2 e2aTJ2 + e1xT e1aTf
J2ce2T + ye3T 0 2λJ2 + J2E + EJ2 + caT + fgT J2f
J2ce3T 0 0 0
gTce3T 0 gTJ2 0
⎤
⎥⎥⎦ ,
where μ = λ2 + aTd + bTc + ψϑ , xT = 2λaT + aTE + bTJ2 + ψgT and y = 2λc + J2d +
Ec + ϑf . The subdeterminant on rows 1 and 4, and columns 3 and 7 is a polynomial in λ of
degree 3 and with leading coefficient 1, so it is nonzero for some λ ∈ F . This implies that
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rank(B + λA)2  2. By the assumption of the theorem B + λA has rank at most 4, so B + λA
has Jordan blocks of sizes 5 + 1 + 1 + 1, 4 + 2 + 1 + 1, 3 + 3 + 1 + 1 or 4 + 1 + 1 + 1 + 1, so
in the first three cases the triple (A,B,C) belongs to G(3, 8) by Theorem 2, by Theorem 12 or
by Theorem 14. In the last case we can write the matrices in some basis as
B + λA =
[
J4 0
0 0
]
, A =
[
p(J4) e1aT
beT4 D
]
and C =
[
q(J4) e1a′T
b′eT4 D′
]
,
where J4 is a Jordan block of order 4, p and q are polynomials with zero constant term,
a, a′, b, b′ ∈ F 4 and D,D′ ∈ M4(F ). Since the rank of A + μ(B + λA) and of C + μ(B + λA)
is at most 4 for all μ ∈ F , the matrices D and D′ have to be of rank at most one. So D = cdT
and D′ = c′d′T for some c, c′, d, d′ ∈ F 4. If aTb /= 0, aTc /= 0, dTb /= 0 or dTc /= 0, then there
exist x, y ∈ F 4 such that aTx = dTx = yTb = yTc = 0 and xTy = 1. However, if aTb = aTc =
dTb = dTc = 0, then we can assume also that (a′ + μa)T(b′ + μb) = (a′ + μa)T(c′ + μc) =
(d′ + μd)T(b′ + μb) = (d′ + μd)T(c′ + μc) = 0 for all μ ∈ F . The commutativity relation of
A and C implies that aTb′ = a′Tb, so aTb′ = a′Tb = 0. Then either a = 0 or b, b′ and c are
linearly dependent. Similarly, either a′ = 0 or b′, b and c′ are linearly dependent. If a /= 0 and
a′ /= 0, then the vectors b, b′, c and c′ span a 2-dimensional linear space. Therefore for some linear
combination of A and C the corresponding b and c are linearly dependent. So we can assume
that either a and d are linearly dependent or b and c are linearly dependent. So there again exist
x, y ∈ F 4 such that aTx = dTx = yTb = yTc = 0 and xTy = 1. Then the projector of rank one
P =
[
0 0
0 xyT
]
commutes with B + λA and with A. For μ /= 0 the matrix C + μP has two distinct eigenvalues,
so the triple (B + λA,A,C + μP) belongs to G(3, 8) for all μ /= 0, which proves this case.
Case 2. Assume that D = D′ = 0. Then
(B + λA)2 =
⎡
⎢⎢⎣
(aTc)J3 + (λ2 + aTd + bTc + ψϑ)J 23 0 e1xT e1aTf
ye3T 0 caT + fgT 0
0 0 0 0
gTce3T 0 0 0
⎤
⎥⎥⎦ ,
where xT = 2λaT + aTE + ψgT and y = 2λc + Ec + ϑf . As in the previous case, we can assume
that rank(B + λA)2  1 for all λ ∈ F . So the first two rows of (B + λA)2 have to be linearly
dependent, which implies that aTc = 0. Since we may add any multiple of C to B, we can assume
that (a + μa′)T(c + μc′) = 0 for all μ ∈ F . We will consider two subcases.
(1) Assume that there exists B ∈L such that the corresponding a is nonzero. We can change
the basis of F 8, so we can assume that a = e1. We can add a multiple of B to C, so we can
assume that a′ = α′e2 for some α′ ∈ F . Since by Corollary 7 we may add multiples of AB to
B and to C, we can assume that b = βe2 and b′ = β ′e2 for some β, β ′ ∈ F . It follows from the
commutativity relation of B and C that aTc′ = a′Tc, so the fact that (a + μa′)T(c + μc′) = 0
for all μ ∈ F implies that c = γ e2 for some γ ∈ F and c′ = γ ′e2 for some γ ′ ∈ F , and that
α′γ = α′γ ′ = 0. If γ ′ /= 0, then α′ = 0 and we can assume that γ ′ = 1. We can subtract γC
from B, so we can assume that γ = 0. Since we can assume that rank(B + μC + λA)2  1
for all μ, λ ∈ F , it follows that the subdeterminant of (B + μC + λA)2 on rows 1 and 5, and
columns 3 and 6 has to be zero for all μ, λ ∈ F , in particular, the coefficients at λ2, λ2μ and λ2μ2
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have to be zero. So f2g1 = 0, f2g′1 + f ′2g1 = 3 and f ′2g′1 = 0. However, from the commutativity
relation of B and C it follows that fg′T = e2e1T + f ′gT, so f2g′1 = 1 + f ′2g1. It follows that
f2g
′
1 = 2 and f ′2g1 = 1, which contradicts f2g1 = f ′2g′1 = 0. So there exist μ, λ ∈ F such that
rank(B + μC + λA)2  2 and the triple (A,B,C) belongs toG(3, 8) by Theorem 2, by Theorem
12, by Theorem 14 or by the argument from Case 1.
So we can assume that γ ′ = 0. If γ /= 0, then the fact that rank B  4 implies that E is lower
triangular. Then the matrix
X =
⎡
⎢⎢⎣
0 0 0 0
0 0 J2 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with C. Since for λ /= 0 the matrix B + λX has rank at least 5, it follows from one
of the previous theorems that the triple (A,B + λX,C) belongs to G(3, 8) for all λ /= 0 and
therefore (A,B,C) ∈ G(3, 8).
So we can assume that γ is also zero. Since we can assume that rank(B + λA)2  1 for all
λ ∈ F , it follows that fgT = 0 and ϑf = 0. We can add a multiple of C to B, so we can assume
that either f = f ′ = 0 or g = g′ = 0 and ϑ = ϑ ′ = 0. We will consider two subcases.
(a) Assume that f /= 0 or f ′ /= 0. Then g = g′ = 0 and ϑ = ϑ ′ = 0. If α′ = 0, then the matrix
Z =
⎡
⎢⎢⎣
0 e1e2T e2e2T 0
e1e2Tde3T 0 e1e2TE e1e2Tf
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with A and with B, so it suffices to prove that the triple (A,B,C + λZ) belongs to
G(3, 8) for all λ /= 0. So we can assume that α′ = 1. We can add multiples of AC to B and to C,
therefore we can assume that β = β ′ = 0, so b = b′ = 0. The commutativity relation BC = CB
is then equivalent to e1Td′ = e2Td, e1TE′ = e2TE and e1Tf ′ = e2Tf . If f1 = 0, then the matrix
Z =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 e1
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with A and with C, which implies that it suffices to prove that (A,B + λZ,C) ∈
G(3, 8) for all λ /= 0. So we can assume that f1 /= 0. If f and f ′ are linearly dependent vectors,
then we define the matrices
Z =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 e2
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ and W =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 e1
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ .
For all λ ∈ F the matrices B + λZ and C + λW commute, therefore it suffices to prove that the
triple (A,B + λZ,C + λW) belongs to G(3, 8) for all except finitely many λ ∈ F . So we can
assume that f and f ′ are linearly independent. We define x = e1e2TEe2 + e2Tf ′e1Tf e2e1TEe2 − Ee1,
y = ψe1 + ψ ′e2 and Z = e1e2T + e2Tf ′e1Tf e2e1T. Let (η, η′) be the unique solution of the equation
EZx + η′f + d′ = Zd + E′x + ηf ′. We define the matrices
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X =
⎡
⎢⎢⎣
0 0 0 0
xe2T I 0 y
xe3T 0 I 0
ηe3T 0 0 0
⎤
⎥⎥⎦ and Y =
⎡
⎢⎢⎣
0 0 0 0
Zxe2T + (ηZy − η′y)e3T Z 0 Zy
Zxe3T 0 Z 0
η′e3T 0 0 0
⎤
⎥⎥⎦ .
For each λ ∈ F the matrices B + λX and C + λY commute. For λ /= 0 the matrix B + λX has
two distinct eigenvalues, which implies that the triple (A,B + λX,C + λY ) belongs to G(3, 8)
for all λ /= 0 and therefore (A,B,C) ∈ G(3, 8).
(b) Assume that f = f ′ = 0. If α′ = 0, then the matrix
Z =
⎡
⎢⎢⎣
0 e1e2T e2e2T 0
e1e2Tde3T 0 e1e2TE 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with A and with B, so it suffices to prove that the triple (A,B,C + μZ) belongs to
G(3, 8) for all λ /= 0. So we can assume that α′ = 1. We can add multiples of AC to B and to C,
therefore we can assume that β = β ′ = 0, so b = b′ = 0. We can multiply all matrices with P−1
from the left and with P from the right, where
P =
⎡
⎢⎢⎣
I 0 0 0
0 I 0 −ψe1 − ψ ′e2
0 0 I 0
0 0 0 I
⎤
⎥⎥⎦ ,
so we can assume that ψ = ψ ′ = 0. By Corollary 2.1 of [8] the linear space⎧⎨
⎩
⎡
⎣ λ μe1
T + νe2T
μd + νd′ λI + μE + νE′
μϑ + νϑ ′ μgT + νg′T
⎤
⎦ ; λ,μ, ν ∈ F
⎫⎬
⎭
contains a nonzero matrix of rank at most 2. This implies that there exist λ,μ, ν ∈ F , not all
zero, such that rank(λA + μB + νC)  3. Clearly μ and ν can not be both zero. Since we can
exchange B and C and change the basis of F 8, we can assume that μ /= 0. We can replace B with
λA + μB + νC, then multiply all matrices with P−1 from the left and with P from the right,
where
P =
⎡
⎢⎢⎣
μI 0 0 0
−λQe1e2T Q 0 0
−λQe1e3T 0 Q 0
0 0 0 1
⎤
⎥⎥⎦ and Q =
[
1 − ν −ν
μ μ
]
,
and then add λA − B to C, so we can assume that rank B  3. This implies that the 3rd and the
7th column of B are linearly dependent. If the 7th column of B is zero, then we can assume that
ϑ /= 0, since the matrix
Z =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
e3T 0 0 0
⎤
⎥⎥⎦
commutes with A and with C, so it suffices to prove that (A,B + λZ,C) ∈ G(3, 8) for all λ /= 0.
So we can define the matrix
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X =
⎡
⎢⎢⎣
0 0 0 0
ϕe2e2T e2e2T 0 − 1ϑ e2e2Td
ϕe2e3T 0 e2e2T 0
0 0 0 0
⎤
⎥⎥⎦ ,
where ϕ = −e2TEe1 + 1ϑ e2TdgTe1. Then X commutes with A and with B and for λ /= 0 the
matrix C + λX has two distinct eigenvalues. So (A,B,C + λX) ∈ G(3, 8) for all λ /= 0, which
implies that the triple (A,B,C) belongs to G(3, 8).
Assume now that the 7th column of B is nonzero. Then there is ϕ ∈ F such that d = ϕEe2
and ϑ = ϕgTe2. We can multiply the matrices with P−1 from the left and with P from the right,
where
P =
⎡
⎢⎢⎣
I 0 0 0
−ϕe2e2T I 0 0
−ϕe2e3T 0 I 0
0 0 0 1
⎤
⎥⎥⎦
and then add ϕA to C, so we can assume that d = 0 and ϑ = 0. The commutativity condition
BC = CB implies that e1TE′ = e2TE and that d′ = δ′e2 for some δ′ ∈ F . If g = 0, then the
matrix
Z =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 e2T 0
⎤
⎥⎥⎦
commutes with A and with C, so it suffices to prove that (A,B + λZ,C) ∈ G(3, 8) for all λ /= 0.
So we can assume that g /= 0. If g and g′ are linearly dependent vectors, let x ∈ F 2 be some
vector, linearly independent of g. Then the matrix
Z =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 xT 0
⎤
⎥⎥⎦
commutes with A and with B and it suffices to prove that (A,B,C + λZ) ∈ G(3, 8) for all λ /= 0.
So we can assume that g and g′ are linearly independent. Therefore there exist unique vectors
h, h′ ∈ F 2 such that gTh = 1, gTh′ = 0, g′Th = 0 and g′Th′ = 1. There exist y ∈ F 2 and ϕ ∈ F ,
not both zero, which solve the following two homogenous equations:
e1
TE(ϕe2e1
TE′e1 + e1yTE′e1 − ϕE′e2 − E′e1yTe1) + δ′yTe2
= e1TE′(E′e1yTe2 − ϕe2e1TE′e2 − e1yTE′e2)
and
gT(ϕe2e1TE′e1 + e1yTE′e1 − ϕE′e2 − E′e1yTe1) + ϑ ′g′T(ϕe2e1T + e1yT)h′
= g′T(E′e1yTe2 − e1yTE′e2 − ϕe2e1TE′e2).
We define
Z = e1yT + ϕe2e1T, χ = g′TZh′, χ ′ = ϕ − g′TZh,
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x = E′e1yTe2 − e1yTE′e2 − ϕe2e1TE′e2,
x′ = ϕe2e1TE′e1 + e1yTE′e1 − ϕE′e2 − E′e1yTe1
and
X =
⎡
⎢⎢⎣
0 0 0 0
xe2T Z 0 0
xe3T 0 Z 0
0 0 0 χ
⎤
⎥⎥⎦ , Y =
⎡
⎢⎢⎣
0 0 0 0
x′e2T ϕI 0 0
x′e3T 0 ϕI 0
0 0 0 χ ′
⎤
⎥⎥⎦ .
The fact that e1TE′ = e2TE implies that the matrices B + λX and C + λY commute for each
λ ∈ F . Since y and ϕ are not both zero, for λ /= 0 either the matrix B + λX has two distinct
eigenvalues or it satisfies the condition of Case 1, so the triple (A,B + λX,C + λY ) belongs to
G(3, 8) for all λ /= 0, which proves this subcase.
(2) Assume that a = a′ = 0. We can transpose the matrices and change the basis of F 8, so we
can assume that c = c′ = 0, too. Then
(B + λA)2 =
⎡
⎢⎢⎣
(λ2 + ϑψ)J 23 0 ψe1gT 0
ϑfe3T 0 fgT 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦ .
If rank(B + λA)2  2, then the triple (A,B,C) belongs to G(3, 8) by Theorem 2, by Theorem
12, by Theorem 14 or by the argument from the Case 1. So we can assume that rank(B + λA)2  1
for all λ ∈ F , which is equivalent to fgT = 0. We can transpose the matrices and change the basis
of F 8, so we can assume that g = 0. We can add a multiple of C to B, so we can assume also that
g′ = 0. If there is B ∈L such that ϑ /= 0, then the matrix
X =
⎡
⎢⎢⎣
0 0 0 1
ϑ
e1bTe1
e1e2T 0 0 1ϑ Ee1
e1e3T 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with A and with B. For all λ /= 0 the triple (A,B,C + λX) satisfies the condition
of subcase (1) if we transpose the matrices and change the basis of F 8, so the triple belongs to
G(3, 8).
Assume now thatϑ = ϑ ′ = 0. There isB ∈L such thatE21f 21 + (E22 − E11)f1f2 − E12f 22 =
0. This is equivalent to the fact that Ef and f are linearly dependent vectors. So there is λ ∈ F
such that Ef = λf . If ψ = 0, then the matrix
Z =
⎡
⎢⎢⎣
0 0 0 e1
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎦
commutes with A and with C, therefore it suffices to prove that (A,B + μZ,C) ∈ G(3, 8) for
all μ /= 0. So we can assume that ψ /= 0.
(a) Assume that E − 1
ψ
fbT is invertible matrix. If E is not a multiple of an identity, then we
define the matrix
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X =
⎡
⎢⎢⎣
0 e1xT e2xT 0
ye2T Z 0 0
ye3T 0 Z 0
ηe3T 0 0 ζ
⎤
⎥⎥⎦ ,
where xT = bT(E − λI)
(
E − 1
ψ
fbT
)−1
, Z =
(
1
ψ
xTf − λ
)
I + E, y =
(
E − 1
ψ
fbT
)−1 ·(
Z − 1
ψ
fxT
)
d, η = 1
ψ
(xTd − bTy) and ζ = 1
ψ
xTf . Then X commutes with A and with B. For
μ /= 0 either the matrix C + μX has two distinct eigenvalues or it satisfies the condition of Case
1, since E is not a multiple of an identity. Therefore the triple (A,B,C + μX) belongs to G(3, 8)
for all μ /= 0, so (A,B,C) ∈ G(3, 8).
However, if E = λI , then λ cannot be zero, since E − 1
ψ
fbT is invertible. Let Z ∈ M2(F ) be
any nonzero matrix that annihilates f . Then the matrix
X =
⎡
⎢⎢⎢⎣
0 1
λ
e1bTZ 1λe2b
TZ 0
1
λ
Zde2T Z 0 0
1
λ
Zde3T 0 Z 0
0 0 0 0
⎤
⎥⎥⎥⎦
commutes with A and with B. For μ /= 0 either the matrix C + μX has two distinct eigenvalues
or it satisfies the condition of Case 1, which implies that the triple (A,B,C + μX) belongs to
G(3, 8) for all μ /= 0.
(b) It remains to consider the subcase, when there is a nonzero x ∈ F 2 such that
(
E − 1
ψ
fbT
)
x =
0. Then the matrix
X =
⎡
⎢⎢⎣
0 0 0 0
xe2T 0 0 0
xe3T 0 0 0
− 1
ψ
bTxe3T 0 0 0
⎤
⎥⎥⎦
commutes with A and B. For μ /= 0 the matrix C + μX satisfies the condition of subcase (1), so
for all μ /= 0 the triple (A,B,C + μX) belongs to G(3, 8), which proves the theorem. 
9. The case with more zero than nonzero Jordan blocks
We prove that any basis of a 3-dimensional linear space of nilpotent commuting matrices
containing a matrix of maximal rank with more zero than nonzero Jordan blocks can be perturbed
by generic triples if any triple containing a matrix of greater rank can be perturbed by generic
triples and if the variety of commuting triples is irreducible in lower dimensions.
Theorem 16. Assume that C(3,m) is irreducible for all m < n and that any triple of nilpo-
tent commuting matrices of size n×n, whose linear span contains a matrix of rank at least
n − k − l + 1, belongs to G(3, n). If in a 3-dimensional linear spaceL of nilpotent commuting
matrices of size n×n there is a matrix of maximal possible rank with k nonzero Jordan blocks
and l zero Jordan blocks, where l > k, then any basis ofL belongs to G(3, n).
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Proof. We can write A ∈L of maximal rank in some basis as
A =
⎡
⎢⎢⎢⎣
Jm1
.
.
.
Jmk
0
⎤
⎥⎥⎥⎦ ,
where Jmi is a Jordan block of order mi for each i = 1, . . . , k. Let B be a matrix inL. It commutes
with A, so it looks like
B =
⎡
⎢⎢⎢⎣
B11 · · · B1k e1aT1
...
.
.
.
...
...
Bk1 · · · Bkk e1aTk
b1em1 T · · · bkemk T D
⎤
⎥⎥⎥⎦ ,
where a1, . . . , ak, b1, . . . , bk ∈ F l ,Bij ∈ Mmj×mi (F ) for each i, j ∈ {1, . . . , k} andD ∈ Ml(F ).
The fact that rank(B + λA)  rank A = n − k − l for all λ ∈ F implies that D = 0. Since l > k,
there exist x, y ∈ F l\{0} such that aiTx = 0 and yTbi = 0 for all i = 1, . . . , k. This implies that
the matrix
X =
⎡
⎢⎢⎢⎣
0 · · · 0 0
...
.
.
.
...
...
0 · · · 0 0
0 · · · 0 xyT
⎤
⎥⎥⎥⎦
commutes with A and with B. For each
C =
⎡
⎢⎢⎢⎣
C11 · · · C1k e1a′1T
...
.
.
.
...
...
Ck1 · · · Ckk e1a′kT
b′1em1 T · · · b′kemk T 0
⎤
⎥⎥⎥⎦ ∈L
and for each λ /= 0 either the matrix C + λX has two distinct eigenvalues or rank(C + λX +
μA)  n − k − l + 1 for some μ ∈ F , so by the assumptions of the theorem the triple (A,B,C +
λX) belongs to G(3, n) for all λ /= 0, which proves the theorem. 
10. The main result
Theorem 17. C(3, 8) is an irreducible variety.
Proof. We need to prove that every triple generating a 3-dimensional linear space L of nilpo-
tent commuting matrices belongs to G(3, 8). Let A ∈L be a matrix of maximal rank and let
rank A = k. The case when k  6 is done by Theorem 3. If k = 5, then A has Jordan blocks of
sizes 6 + 1 + 1, 5 + 2 + 1, 4 + 3 + 1, 4 + 2 + 2 or 3 + 3 + 2. The first case is done by Theorem
2, the second one and the third one are done by Theorem 9, the fourth one is done by Theorem 10
and the fifth one is done by Theorem 11. If k = 4, then A has Jordan blocks of sizes 5 + 1 + 1 + 1,
4 + 2 + 1 + 1, 3 + 3 + 1 + 1, 3 + 2 + 2 + 1 or 2 + 2 + 2 + 2. The first case is done by Theorem
2, the second one is done by Theorem 12, the third one is done by Theorem 14, the fourth one
is done by Theorem 15 and the fifth one is done by Theorem 1. If k  3, then either A has more
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zero than nonzero Jordan blocks or it has Jordan blocks of sizes 2 + 2 + 2 + 1 + 1. The first case
is done by Theorem 16 and the second one is done by Theorem 1. 
Corollary 18. If A, B and C are commuting matrices of size n×n with n  8, then the algebra
(with an identity) they generate has dimension at most n.
Proof. LetF [A,B,C]be the algebra with an identity generated by commuting matricesA,B,C ∈
Mn(F) where n  8. The condition that dim F [A,B,C]  n is a closed condition, so V =
{(A,B,C) ∈ C(3, n); dim F [A,B,C]  n} is a subvariety of C(3, n). However, V clearly con-
tains G(3, n) which is dense in C(3, n), so V is equal to C(3, n). 
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