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Abstract
In this paper we study convex subcomplexes of spherical buildings. We pay special
attention to fixed point sets of type-preserving isometries of spherical buildings. This
sets are also convex subcomplexes of the natural polyhedral structure of the building.
We show, among other things, that if the fixed point set is top-dimensional then it
is either a subbuilding or it has circumradius ≤ pi2 . If the building is of type An or
Dn, we also show that the same conclusion holds for an arbitrary (top-dimensional
in the Dn-case) convex subcomplex. This proves a conjecture of Kleiner-Leeb [KL06,
Question 1.5] in these cases.
1 Introduction
We are interested in the following geometric question about convex subsets of spherical
buildings.
Question 1.1. Let C be a convex subset of a spherical building B. Is it true that C is either
a subbuilding or it has circumradius ≤ pi
2
(i.e. it is contained in a ball of radius ≤ pi
2
centered
in C)?
This question was first asked by Kleiner and Leeb [KL06, Question 1.5] while studying
rigidity properties of convex subsets of symmetric spaces of higher rank. A closely related
(and weaker) question is Tits’ Center Conjecture, it is concerned with convex subsets, which
are also subcomplexes of the natural polyhedral structure of a spherical building, and fixed
points of their automorphism groups. We refer to [LRC11] for more information on the Center
Conjecture and its relationship with Question 1.1. This conjecture has been recently proven
(see [MT06], [LRC11], [RC13], [MW13]). This recent success with the Center Conjecture
suggests that there might be better prospects for getting an answer to Question 1.1 if we
restrict our attention to convex subcomplexes.
The first two of the main results in this paper investigate general convex subcomplexes.
If the building is of type An, then we can answer Question 1.1 for any convex subcomplex.
Theorem A. Let B be a (not necessarily thick) spherical building of type An. Let C ⊂ B
be a convex subcomplex. Then either C is a subbuilding or it has circumradius ≤ pi
2
.
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If the building is of type Dn, then we can treat the case of top-dimensional convex
subcomplexes.
Theorem B. Let B be a (not necessarily thick) spherical building of type Dn. Let C ⊂ B be
a top-dimensional convex subcomplex. Then either C is a subbuilding or it has circumradius
≤ pi
2
.
A prominent example (and Tits’ first motivation for the Center Conjecture, cf. [Tit62]) of
convex subcomplexes in spherical buildings are fixed point sets of type-preserving isometries.
We want to focus now our attention on these kind of convex subsets.
Our first main theorem about fixed point sets of isometries is a positive answer to Ques-
tion 1.1 in the top-dimensional case.
Theorem C. Let B be a spherical building and let g ∈ Isom(B) be an isometry whose fixed
point set Fix(g) ⊂ B is top-dimensional. Then either Fix(g) is a subbuilding or it has
circumradius ≤ pi
2
.
For fixed point sets of groups of isometries we have the following immediate corollary
(Corollary 6.2).
Corollary D. Let H ⊂ Isom(B) be a subgroup of isometries such that the fixed point set
Fix(H) is top-dimensional. Suppose that there is an element g ∈ H such that Fix(g) is not
a subbuilding. Then Fix(H) has circumradius ≤ pi
2
.
If the building has no factors of exceptional type, then we can drop the assumption of
top-dimensional fixed point set.
Theorem E. Let B be a spherical building without factors of type F4, E6, E7, E8 and let
g ∈ Isom(B) be a type-preserving isometry. Then either Fix(g) is a subbuilding or it has
circumradius ≤ pi
2
.
A main step in the proof of Theorems C and E is to show first the same result for a special
kind of isometries with top-dimensional fixed point sets, namely the unipotent isometries (see
Theorem 5.1).
As a motivation, let us consider first the example of a spherical building B = ∂TX which
is the Tits boundary of a symmetric space X = G/K of noncompact type. An isometry
g ∈ Isom0(X) ∼= G induces an isometry gT of the building B. If the isometry g is semisimple,
then its fixed point set Fix(g) ⊂ X is a totally geodesic subspace and its boundary at infinity
∂TFix(g) = Fix(gT ) is a subbuilding of B. If g is parabolic, then Fix(gT ) has circumradius
≤ pi
2
(see [Ebe96, Prop. 4.1.1], [BGS85, Lemma 3]). Hence, we obtain a positive answer
to Question 1.1 in this case. The fact above about the circumradius of the fixed point set
at infinity of a parabolic isometry holds in more generality, e.g. for any CAT(0) space X
of finite dimension, this is shown in [CL10] (see also [FNS06]). The proof of this result
goes roughly as follows: consider the displacement function dg(x) = d(x, gx), x ∈ X of
the parabolic isometry g. This function is convex and Lipschitz. Now we follow in X a
path in the direction of the greatest decrease of the function dg (e.g. if X is a Riemannian
manifold, then we just follow a flow line of minus the gradient of dg). Since g is parabolic, dg
does not attain its infimum in X and this path must have an accumulation point ξ ∈ ∂TX
at infinity. One then shows that ξ ∈ Fix(gT ) and for all ζ ∈ Fix(gT ) holds d(ξ, ζ) ≤ pi2 .
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Now suppose that the spherical building B = ∂TX is the Tits boundary of a Euclidean
building. An isometry g ∈ Isom(X) induces again an isometry of B. But in contrast to
the symmetric space case, a Euclidean building admits no parabolic isometries (see [Par00],
[RC14]). Further, the fixed point sets at infinity of semisimple isometries are not necessarily
subbuildings. Hence, we cannot apply the result above to give an answer to Question 1.1 in
this case.
We will nevertheless rescue the main idea in the proof mentioned above, that is, to follow
the direction of the greatest decrease of a convex function. For this purpose we forget about
the CAT(0) space X and work directly with convex functions defined in a convex subset C
of the building B. For a special family of convex functions, which we call nicely convex in
Section 2.3.1, we can assure the existence of a unique point x ∈ C where the function attains
its minimum and for this point holds d(x, y) ≤ pi
2
for all y ∈ C (Lemma 2.3). Thus, the
main work will go into finding such functions for the convex subsets in question. Actually,
a positive answer to Question 1.1 is equivalent to the existence of such convex functions for
convex subsets which are not subbuildings (see Proposition 2.5). This idea is inspired by the
approach to the Center Conjecture initiated in [BMR12] using Geometric Invariant Theory.
The functions that we will consider measure essentially the negative of the distance of a
point to the boundary of the convex subset (Section 2.4.3). It is easy to see that in the case
of convex subsets of spheres such functions satisfy the desired conditions for nice convexity.
However, in general, these functions will not be even convex. Our strategy will be as follows,
for a given convex subcomplex we find a family of apartments, which is big enough such that
any pair of points of the subcomplex is contained in an apartment of the family, and small
enough such that the value of the function above for a given apartment of this family at a
point of the subcomplex does not depend on the apartment containing the point. This will
define a convex function on the convex subcomplex which is nicely convex since its restriction
to any apartment of the family (which is just a sphere) is nicely convex. For instance, in the
case of fixed point sets of unipotent isometries we will see that we can take the collection of
all apartments of the building (Theorem 5.1).
Independently of our interest in Question 1.1 another motivation to study fixed point sets
is to investigate the relationship between algebraic properties of an isometry g ∈ Isom(B)
and the geometry of its fixed point set Fix(g) ⊂ B. This will be the main subject in Section 8.
For instance, we give a geometric proof of the well known fact (for algebraic groups) that
the product of two commuting unipotent elements is again unipotent (see Proposition 8.2).
Another question in this direction is to what extent we can read off the fixed point set the
Jordan decomposition of an element of an algebraic group. The Jordan decomposition will
be discussed in Section 8.3.
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2 Preliminaries
In this paper we consider spherical buildings from the CAT(1) viewpoint as presented in
[KL97, Section 3], we refer to it and [Tit74, Wei03, AB08] for the basic definitions and facts
about spherical Coxeter complexes and spherical buildings. For more information on CAT(1)
spaces in general we refer to [BH99].
2.1 Spherical joins
Consider the planes Ei := {x ∈ R2n | xk = 0 if k 6= 2i − 1, 2i} in R2n for i = 1, . . . , n,
and the corresponding unit circles S1i := S
2n−1 ∩ Ei. For a point y in the unit round
sphere S2n−1 ⊂ R2n, let ai ≥ 0 be the norm of the projection πi(y) to the plane Ei and let
yi := πi(y)/ai ∈ S1i if ai 6= 0, then y =
∑
i aiy
i. Hence S2n−1 can be thought of as a kind of
product of n copies of the unit circle S1 induced by the metric product Rn ∼= E1× · · · ×En.
The spherical join generalizes this construction to metric spaces.
4
Let Sn+ ⊂ Sn ⊂ Rn+1 denote the points on the round unit n-sphere Sn with all their
coordinates non-negative. Let Y1, . . . Yn be metric spaces of diameter ≤ π. The spherical
join Y = Y1 ◦ · · · ◦ Yn is the metric space, that as a set is Sn+ × Y1 × · · · × Yn modulo the
equivalence relation that identifies (a, y1, . . . , yn) ∼ (a′, y′1, . . . , y′n) if and only if a = a′ ∈ Sn+,
and yi = y
′
i whenever ai = a
′
i 6= 0. There is a natural identification (as sets) of S2n−1 and the
spherical join of n copies of S1 (see above). We define the metric on S1 ◦ · · · ◦ S1 such that
this identification is an isometry and use this metric to define the metric of general spherical
joins. Let y = (a, y1, . . . , yn), y
′ = (a′, y′1, . . . , y
′
n) be two points in Y = Y1 ◦ · · · ◦ Yn. Choose
points pi, p
′
i ∈ S1 such that d(yi, y′i) = d(pi, p′i). Then we define the distance between y, y′ as
the distance between the points (a, p1, . . . , pn), (a
′, p′1, . . . , p
′
n) ∈ S1 ◦ · · · ◦ S1 ∼= S2n−1.
There are natural isometric embeddings Yi →֒ Y . Thus, we may think of each Yi as a
subspace of Y .
Notice that this definition is made ad-hoc such that the Euclidean cone over Y is canon-
ically isometric to the product of the Euclidean cones over the Yi.
The next lemma follows directly from the definition.
Lemma 2.1. Let Y be a metric space of diameter ≤ π. Then the diagonal map Y →
Y ◦ · · · ◦ Y given by y 7→ [(( 1√
n
, . . . , 1√
n
), (y, . . . , y))] is an isometric embedding.
2.2 Circumradius and inradius
Let y be a point in a metric space Y . The circumradius of Y with respect to y is defined as
rad(Y, y) := supx∈Y d(x, y) and the circumradius of Y is rad(Y ) := infy∈Y rad(Y, y), that is,
rad(Y ) is the infimum of the radii of balls centered at Y and containing it. A point y ∈ Y ,
such that rad(Y, y) = rad(Y ) is called a circumcenter.
Let C ⊂ Y be a subset. The inradius of C with respect to y ∈ C is defined as
inrad(C, y) := sup{r ≥ 0 | Br(y) ⊂ C} and the inradius of C is inrad(C) := supy∈C inrad(C, y),
that is, inrad(C) is the supremum of the radii of balls contained in C. A point y ∈ Y , such
that inrad(Y, y) = inrad(Y ) is called an incenter.
2.3 CAT(1) spaces
A metric space is called a CAT(1) space if it is π-geodesic and geodesic triangles of perimeter
less than 2π are not thicker than those in the round unit sphere.
For points x, y in a CAT(1) space Y at distance < π, we denote by xy the unique segment
connecting both points. Two points at distance ≥ π are called antipodal. The link ΣyY at
a point y ∈ Y is the space of directions at y with the angle metric. It is again a CAT(1)
space. If y 6= x and y is not antipodal to x, we denote with −→xy ∈ ΣxX the direction at x of
the segment xy.
A subset C of a CAT(1) space is called convex, if for any x, y ∈ C at distance < π the
segment xy is also contained in C. A convex subset of a CAT(1) space is itself CAT(1). The
convex hull CH(A) of a subset A ⊂ Y is the smallest closed convex subset of Y containing
A.
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2.3.1 Convex functions on CAT(1) spaces
Let Y be a CAT(1) space. A function f : Y → R is said to be (strictly) convex if for any
geodesic segment c : [0, L] → Y of length L < π, the function f ◦ c : [0, L] → R is (strictly)
convex.
Suppose that f : Y → R is a nonpositive function such that
f(x) + f(y) ≥ 2 cos(d(x,y)
2
)f(m)
for all x, y ∈ Y at distance < π, where m ∈ Y is the midpoint of the segment xy. Notice that
since f(m) ≤ 0, the inequality already implies that f is convex and also that f is strictly
convex on the convex subset {f < 0}. Suppose further that {f < 0} does not contain pairs
of antipodal points. We say that a function with these properties is nicely convex.
Remark 2.2. Our motivation to consider this special kind of convex functions is the fol-
lowing. Suppose that Y ′ is the Tits boundary of a CAT(0) space X . Let h : X → R
be a continuous convex function. Let ρ be a geodesic ray in X with ρ(∞) = ξ. Then
slopeh(ξ) := limt→∞
h(ρ(t))
t
defines a function on Y ′, whose restriction to the convex subset
Y = {slopeh ≤ 0} ⊂ Y ′ satisfies the properties above. (cf. [KLM09, Section 3.1], [CL10,
Section 4.2].)
Let f : Y → R be nicely convex. If yn ∈ Y is a sequence with f(yn)→ inf f < 0, then the
inequality implies that (yn) is Cauchy. Hence, if Y is complete, then f attains its infimum
at a unique point yf ∈ {f < 0}.
Lemma 2.3. Let Y be a complete connected CAT(1) space and let f : Y → R be a
nonconstant nicely convex function. Then for the unique minimum yf ∈ Y of f holds
rad(Y, yf) = supy∈Y d(y, yf) ≤ pi2 .
Proof. Let y ∈ Y with d(y, yf) < π and let c : [0, L] → R be the geodesic segment with
c(0) = yf and c(L) = y. Write f¯ := f ◦ c. The inequality for nice convexity implies
f¯(t) + f¯(0) ≥ 2 cos( t
2
)f¯( t
2
) for all t ∈ [0, L].
Let g0(t) := 1 and gn+1(t) := 2 cos(
t
2
)gn(
t
2
)−1. We show inductively that f¯(t) ≥ f¯(0)gn(t)
for all n ≥ 0 and t ∈ [0, L]: For n = 0 this is clear since f¯(0) is the minimum of f . By
induction we have f¯(t) + f¯(0) ≥ 2 cos( t
2
)f¯( t
2
) ≥ 2 cos( t
2
)f¯(0)gn−1( t2) and this in turn implies
that f¯(t) ≥ f¯(0)(2 cos( t
2
)gn−1( t2)− 1) = f¯(0)gn(t).
Now we claim that gn(t) −−−→
n→∞
cos(t). Indeed, let us compute
| cos t− gn(t)| = |(2 cos2( t2)− 1)− (2 cos( t2)gn−1( t2)− 1)| = 2 cos( t2)| cos( t2)− gn−1( t2)| = . . .
= 2n cos t
2
cos t
4
. . . cos( t
2n−1
)(1− cos t
2n
) ≤ 2n(1− cos t
2n
).
But 2n(1− cos t
2n
)→ 0 as can be seen e.g. with L’Hoˆpital.
Therefore we obtain 0 ≥ f¯(L) ≥ f(0) cosL. Hence, cosL ≥ 0 and we conclude that
L ≤ pi
2
. Thus, for any y ∈ Y holds d(y, yf) ≤ pi2 or d(y, yf) ≥ π. Since Y is connected, we
conclude that supy∈Y d(y, yf) ≤ pi2 .
Remark 2.4. Let Y be a complete CAT(1) space and C ⊂ Y a connected, closed, convex
subset. Lemma 2.3 implies that if C admits a nonconstant nicely convex function, then
rad(C) = infx∈C rad(C, x) ≤ pi2 . Conversely, if rad(C) ≤ pi2 and C has finite dimension, then
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by [BL05, Lemma 3.3] C has a circumcenter x0, that is, rad(C, x0) = rad(C) ≤ pi2 . The
function − cos(d(·, x0)) is nicely convex in C by Lemma 2.6 and triangle comparison.
This observation applied to convex subsets of spherical buildings generalizes [BMR12,
Thm. 4.5]:
Proposition 2.5. A closed convex subset of positive dimension of a spherical building has
circumradius at most pi
2
if and only if it admits a nonconstant nicely convex function.
Now we see a special example of a nicely convex function on a sphere, that we will use
later.
Lemma 2.6. Let H ⊂ Sn ⊂ Rn+1 be a hemisphere of the round unit sphere Sn. The function
f : H → R given by f(x) = − sin(d(x, ∂H)) is nicely convex.
Proof. Let x0 be the center of the hemisphere H and let 〈, 〉 denote the standard scalar
product in Rn+1. Then f(x) = − sin d(x, ∂H) = − cos d(x, x0) = −〈x, x0〉. Let x, y ∈ H
with d(x, y) < π. Then f(x) + f(y) = −〈x+ y, x0〉 = −‖x+ y‖〈 x+y‖x+y‖ , x0〉 = ‖x+ y‖f(m) =
2 cos d(x,y)
2
f(m), wherem ∈ H is the midpoint of the segment xy ⊂ Sn. And since the interior
of H does not contain antipodal points, it follows that f is nicely convex. Alternatively, the
lemma follows from Remark 2.2 and the fact that f is the slope of the convex function
−〈·, x0〉 in Rn+1.
Corollary 2.7. [cf. [Whi67, Lemma 1]] Let C ( Sn ⊂ Rn+1 be a closed convex subset with
non-empty interior. Then C has a unique incenter. That is, there is a unique x0 ∈ C such
that d(x0, ∂C) = supx∈C d(x, ∂C). Moreover, rad(C, x0) ≤ pi2 .
Proof. The function − sin(d(·, ∂C)) = supx∈C{− sin(d(·, ∂Hx))}, where Hx is a hemisphere
with x ∈ ∂Hx and C ⊂ Hx, is nicely convex by the previous lemma. The unique minimum
of this function is the incenter of C.
Remark 2.8. The conclusion of Corollary 2.7 is not true anymore for convex subsets of
spherical buildings as we will see later. In general, the function − sin(d(·, ∂C)) is not even
convex.
2.4 Spherical Coxeter complexes
A spherical Coxeter complex (S,W ) is a pair consisting in a unit round sphere S = Sn ⊂ Rn+1
together with a finite group of isometries W , called the Weyl group, generated by linear
reflections at hyperplanes.
The spheres of codimension one in S, that are the fixed point sets of the reflections in W
are called the walls. The Weyl chambers or just chambers are the closures of the connected
components of S minus the union of all the walls. A Weyl chamber is a convex spherical
polyhedron, they are fundamental domains for the action of the Weyl group on S and
therefore isometric to the model Weyl chamber △mod := S/W . A root is a top-dimensional
hemisphere bounded by a wall. A singular sphere is an intersection of walls. A face is the
intersection of a Weyl chamber and a singular sphere. The codimension one faces of a Weyl
chamber are called panels. The center of a root is called a point of root-type.
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The geometry of a spherical Coxeter complex can be encoded in a graph, the so-called
Dynkin diagram. We say that (S,W ) is of simply-laced type if its Dynkin diagram has no
loops, that is, if its irreducible factors are of type An, Dn, En. A labelling by an index set I
of the vertices of the Dynkin diagram induces a labelling of the vertices of the model Weyl
chamber △mod. We say that a vertex in S is of type i or that it is an i-vertex for i ∈ I, if its
projection under S → S/W = △mod has label i.
Suppose (S,W ) is irreducible (i.e. its Dynkin diagram is connected). If (S,W ) is simply-
laced, then there is only one W -orbit of points of root-type. Their possible mutual distances
are 0, pi
3
, pi
2
, 2pi
3
, π. If (S,W ) is not simply-laced, then there are two W -orbits of root-type
points. Root-type points in different orbits have mutual distances pi
4
, pi
2
, 3pi
4
. If (S,W ) is of
type Bn, then the possible mutual distances between root-type points in one of the W -orbits
are 0, pi
3
, pi
2
, 2pi
3
, π, and in the other orbit are 0, pi
2
, π. If (S,W ) is of type F4, then root-
type points in the same orbits have mutual distances 0, pi
3
, pi
2
, 2pi
3
, π. For more information
on possible distances between vertices in a spherical Coxeter complex we refer to [LRC11,
Section 2.2] and [RC13, Section 3].
2.4.1 Root systems
Let Φ be an irreducible root system in Rk (we refer to [Bou02, Chapter VI] for the def-
inition). A root α ∈ Φ is called reduced if 2α /∈ Φ. A root system, whose roots are
all reduced is also called reduced. The reduced root systems of rank k ≥ 3 are of type
Ak, Bk, Ck, Dk, E6, E7, E8, F4. The non-reduced root systems are of type BCk. A root α ∈ Φ
is called divisible if α/2 ∈ Φ. Notice that for a root, non-reduced implies indivisible. We say
that a root α ∈ Φ is a short root if its length is minimal among roots in Φ and a long root
if its length is maximal. If Φ is non-reduced (i.e. of type BCk), then for a short root α it
holds that α is non-reduced and 2α is a long root.
We suppose that Φ is always so normalized that a short root α ∈ Φ has norm ‖α‖ = 1.
In particular, the possible norms of roots are {1,√2, 2}.
The reflections on hyperplanes orthogonal to roots in Φ generate a finite group of isome-
tries W of Rk. If we restrict the action of W to the unit sphere S = Sk−1 ⊂ Rk we obtain a
spherical Coxeter complex (S,W ).
Let α ∈ Φ be an indivisible root. We denote also with α ⊂ S the root (i.e. the hemisphere)
{x ∈ S | 〈α, ·〉 ≥ 0} ⊂ S. Conversely, if α ⊂ S is a root, then we denote again with α ∈ Φ
the corresponding indivisible root. There should be no confusion with this abuse of notation.
2.4.2 Convex subcomplexes of spherical Coxeter complexes
Let K ⊂ S be a convex subcomplex, that is, K is an intersection of roots in S. Let s ⊂ S
be the singular sphere of the same dimension as K containing K. We define ΛK to be the
set of the singular hemispheres h ⊂ s containing K. Then ΛK is the largest set of singular
hemispheres such that K =
⋂
h∈ΛK h. Let Λ
min
K ⊂ ΛK be the set of singular hemispheres
h ∈ ΛK such that (−h) ∩ K has codimension one in s, where −h is the other hemisphere
in s with ∂(−h) = ∂h. That is, each h ∈ ΛminK determines a boundary component in ∂K
of codimension one, hence, ΛminK is the minimal set of singular hemispheres in s such that
K =
⋂
h∈Λmin
K
h. Notice that if K is top-dimensional, then ΛK is a set of roots in S.
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2.4.3 Weighted incenter of a top-dimensional subcomplex
Let Φ be a (not necessarily irreducible) root system in Rn+1 and let (S = Sn,W ) be its
associated spherical Coxeter complex. We choose weights µα > 0 for each root α ⊂ S as
follows. If the corresponding indivisible root α ∈ Φ is reduced, then we set µα = ‖α‖. If
α ∈ Φ is non-reduced, then we can choose µα ∈ {1, 2}. Notice that we only have a flexibility
on the choice of the weights µα if the root system Φ is non-reduced.
For a root α ⊂ S, let xα ∈ S denote the center of α. If the corresponding indivisible root
α ∈ Φ is reduced, then µαxα = α ∈ Φ; if it is non-reduced, then µαxα ∈ {α, 2α} ⊂ Φ.
Let K ⊂ S be a proper top-dimensional convex subcomplex. We define the function fK
in K as
fK(x) := max
α∈ΛK
{−µα sin(d(x, ∂α))}.
The function fK is nicely convex by Lemma 2.6 and therefore has a unique minimum,
which we call the weighted incenter of K. Notice that if (S,W ) is of simply-laced type, then
µα = 1 for all roots and the weighted incenter is the same as the incenter of K.
Notice that µα sin(d(x, ∂α)) = µα cos(d(x, xα)) = 〈x, µαxα〉. Hence, the function fK(x)
is given by maxα∈ΛK{−〈x, µαxα〉}.
The next lemma shows that we can define the function fK using the smaller set of roots
ΛminK (or any set of roots between ΛK and Λ
min
K ).
Lemma 2.9. With the notation above, fK(x) = maxα∈Λmin
K
{−µα sin(d(x, ∂α))}.
Proof. Clearly fK(x) ≥ fminK (x) := maxα∈ΛminK {−µα sin(d(x, ∂α))}. For any root β ∈ ΛK −
ΛminK holds that d(x, ∂β) =
pi
2
; or, if d(x, ∂β) < pi
2
, then the segment between x and its
projection to ∂β must cross the boundary of K, in particular, it must intersect a wall ∂α0
for some α0 ∈ ΛminK . The next Lemma implies −µβ sin d(x, ∂β) ≤ −µα0 sin d(x, ∂α0) and
therefore fK(x) ≤ fminK (x).
Lemma 2.10. Let x ∈ S and let α, β ⊂ S be two roots containing x such that d(x, ∂β) = pi
2
;
or, d(x, ∂β) < pi
2
and the segment between x and its projection to ∂β intersects ∂α. Then
µβ sin d(x, ∂β) ≥ µα sin d(x, ∂α).
Proof. It follows from the conditions that d(x, ∂β) ≥ d(x, ∂α). If µβ ≥ µα, then the assertion
follows. So suppose that µβ < µα. In particular, (S,W ) is not of simply-laced type. If its
root system Φ is reduced this implies that (µα, µβ) = (
√
2, 1) and if Φ is non-reduced, then
(µα, µβ) = (2,
√
2), (2, 1), (
√
2, 1).
Notice that since the segment between x and its projection to ∂β intersects ∂α we must
have d(x, α ∩ ∂β) ≥ d(x, (−α) ∩ ∂β). Let C := {y ∈ β | d(y, α ∩ ∂β) ≥ d(y, (−α) ∩ ∂β)}.
Then x ∈ α∩C 6= ∅. This implies that 0 < d(xα, xβ) ≤ pi2 (where xα, xβ are the centers of the
respective roots). If d(xα, xβ) =
pi
2
, then x ∈ α ∩ C ⊂ ∂α and the assertion follows because
µα sin d(x, ∂α) = 0. Thus, we may assume 0 < d(xα, xβ) <
pi
2
. This in particular excludes
the case (µα, µβ) = (2, 1) because in this case Φ has a factor of type BCn and α, β ∈ Φ are
short roots, which all have mutual distances in {0, pi
2
, π}. In the remaining cases we have
that µα =
√
2µβ and α and β are of different type, hence, d(xβ , xα) ∈ {pi4 , pi2 , 3pi4 }. It follows
that d(xα, xβ) =
pi
4
. Then µαxα ∈ Φ and γ := µβxβ − µαxα = µβ(xβ −
√
2xα) ∈ Φ are long
roots as can be seen in the root system. Also notice that C = γ ∩ β.
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Since x ∈ C ⊂ γ ⊂ A, we obtain 0 ≤ 〈x, γ〉 = 〈x, µβxβ − µαxα〉. This in turn implies
µβ sin d(x, ∂β) = 〈x, µβxβ〉 ≥ 〈x, µαxα〉 = µα sin d(x, ∂α).
The following observation will be used in the proof of Theorem 6.1.
Lemma 2.11. Let K1 ⊃ K2 be two top-dimensional subcomplexes, then fK1(x) ≤ fK2(x)
for all x ∈ K2 whenever the weights defining the functions fKi coincide. This occurs in
particular if the root system is reduced.
On the other hand, if fK1(x) > fK2(x) for some x ∈ K2 and α ∈ ΛminK1 is a root such that
fK1(x) = −µα sin d(x, ∂α), then α ∈ ΛminK2 and the weight µi,α for the root α corresponding
to the function fKi must be µi,α = i.
Proof. The first assertion follows directly from ΛK1 ⊂ ΛK2.
For the second assertion let µi,β be the weights for the roots β ⊂ S defining the func-
tion fKi. Let f¯K2 be the function in K2 defined by the weights µβ := µ2,β if β 6= α
and µα := µ1,α. Notice that α ∈ ΛK1 ⊂ ΛK2. Then fK1(x) = −µα sin d(x, ∂α) ≤
maxβ∈ΛK2{−µβ sin d(x, ∂β)} = f¯K2(x). Lemma 2.9 implies
max
β∈Λmin
K2
{−µβ sin d(x, ∂β)} = f¯K2(x) ≥ fK1(x) > fK2(x) = max
β∈Λmin
K2
{−µ2,β sin d(x, ∂β)}.
Since µβ = µ2,β for all roots but α, it follows that α ∈ ΛminK2 and µα = µ1,α < µ2,α. In
particular, µi,α = i.
Let α ⊂ S be a root and let τ ⊂ ∂α be a face. Let y ∈ α and let z be the projection
of y to ∂α. Let x be the projection of y to the singular sphere s ⊂ S spanned by τ . Then
the sine rule of spherical triangles applied to the triangle (x, y, z) implies sin d(y, ∂α) =
sin d(y, z) = sin d(y, x) sin∠x(y, z) = sin d(y, s) sin d(
−→sy, ∂(Σsα)). We apply this observation
in the following situation. This will be used for an induction argument in Sections 4 and 7.
Let τ be a face in the boundary of the subcomplex K. The weights µα induce weights in
the spherical Coxeter complex (ΣτS, StabW (τ)). Thus, we have an induced convex function
fΣτK in ΣτK.
Lemma 2.12. Let τ be a face in the boundary of the subcomplex K and let s ⊂ S be the
singular sphere spanned by τ . Let y ∈ K. Then fCH(K,s)(y) = sin d(y, s)fΣsK(−→sy).
Proof. It follows directly from the observation above after noticing that CH(K, s) is the
intersection of the roots in ΛminK containing s in their boundaries.
The next lemmata describe the possible values of the function fK on vertices for the
Coxeter complexes of non-exceptional type. These results will be used in Sections 4.1, 4.2
and 7.
Lemma 2.13. Let (S,W ) be the spherical Coxeter complex of type An. Let α ⊂ S be a root
and let v ∈ α be a vertex in its interior. Then λv := sin d(v, ∂α) = cos d(v, xα) = 〈v, xα〉 > 0
depends only on the type of the vertex v. In particular, if K ⊂ S is a top-dimensional
subcomplex containing v in its interior, then fK(v) = −λv is independent of K.
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Proof. We use the vector space realization of the Coxeter complex of type An given in
[LRC11, Section 2.2.4]. Then modulo the action of the Weyl group, a vertex of type n − k
is v = 1√
k(n+1−k)(n+1)(n + 1 − k, . . . , n + 1 − k,−k, . . . ,−k) and the center of a root is
xα =
1√
2
(ei−ej) with i 6= j and where (ei) is the standard basis of Rn+1. If 0 ≤ d(v, xα) < pi2 ,
it readily follows that λv = 〈v, xα〉 =
√
n+1
2k(n+1−k) .
For n ≥ 4 we consider the Dynkin diagram of type Dn with the following labelling
n−14
1
2
3 n. Let λi :=
1√
2(n+1−i) for i 6= 2 and λ2 := λ1.
Lemma 2.14. Let (S,W ) be the spherical Coxeter complex of type Dn. Let α ⊂ S be a
root and let v ∈ α be a vertex of type i in its interior. Then sin d(v, ∂α) = cos d(v, xα) =
〈v, xα〉 ∈ {λi, 2λi}. Moreover, if i = n, then sin d(v, ∂α) = λn and if i ∈ {1, 2}, then
sin d(v, ∂α) = 2λ1 = 2λ2.
Proof. We use the vector space realization of the Coxeter complex of type Dn given in
[LRC11, Section 2.2.4]. Let (ei) be the standard basis of R
n. Then modulo the action
of the Weyl group, a vertex of type i is v = 1√
n+1−i(ei + ei+1 + · · · + en) if i 6= 2 and
v = 1√
n
(−e1 + e2 + e3 + · · · + en) if i = 2. The center of a root is a vertex of type n − 1
and therefore has the form xα =
1√
2
(±ej ± ek) for j 6= k. Since 〈v, xα〉 > 0, the assertion
follows.
Lemma 2.15. Let (S,W ) be the spherical Coxeter complex of type Dn. Let α ⊂ S be a root
and let vi, vj ∈ α be two adjacent vertices of type i < j. If j ≥ 3 and sin d(vj, ∂α) = 2λj,
then sin d(vi, ∂α) = 2λi.
Proof. With the notation in the proof of Lemma 2.14, the hypotheses imply vj =
1√
n+1−j (ej+
· · ·+ en) and xα = 1√2(ek + el) with k, l ≥ j > i. It follows: sin d(vi, ∂α) = 2λi.
For n ≥ 2 we consider the Dynkin diagram of type Bn with the following labelling
n−1 n1 2 3 . We have analogous results to Lemmata 2.14 and 2.15 for the Coxeter complex
of type Bn. Their proofs are similar and we omit them here.
Lemma 2.16. Let Φ be the root system of type Bn, Cn or BCn and let (S,W ) be its associ-
ated spherical Coxeter complex. Let α ⊂ S be a root and let v ∈ α be a vertex of type i in its
interior. Then µα sin d(v, ∂α) = µα cos d(v, xα) = 〈v, µαxα〉 ∈ {λi, 2λi}. Where λi depends
only on the type of the root system.
Lemma 2.17. Let Φ be the root system of type Bn, Cn or BCn and let (S,W ) be its as-
sociated spherical Coxeter complex. Let α ⊂ S be a root and let vi, vj ∈ α be two adjacent
vertices of type i < j. If µα sin d(vj , ∂α) = 2λj, then µα sin d(vi, ∂α) = 2λi.
The next Lemma provides a generalization of the Lemma 2.11 in the case of vertices in
subcomplexes of positive codimension of spherical buildings of non-exceptional type. This
Lemma will be used in the proof of Theorem 7.4.
Lemma 2.18. Let Φ be the root system of type An, Bn, Cn, Dn or BCn and let (S,W )
be its associated Coxeter complex. Let s ⊂ S be a singular sphere. Let K1, K2 6= S be two
top-dimensional convex subcomplexes, such that the interior of Ki ∩ s lies in the interior of
11
Ki and K2 ∩ s ⊂ K1 ∩ s. Let fKj for j = 1, 2 be the functions defined above (with possibly
distinct set of weights {µj,α} for the roots of S if Φ is non-reduced).
Let x be a vertex in K2 ∩ s. If fK2(x) < fK1(x) and α ∈ ΛminK1 is a root such that
fK1(x) = −µ1,α sin d(x, ∂α), then α ∩ s ∈ ΛminK1∩s ∩ ΛminK2∩s.
Proof. First notice that for Φ of type An, the inequality fK2(x) < fK1(x) cannot hold by
Lemma 2.13. Hence we may assume that Φ is not of type An.
Let i be the type of the vertex x. The inequality fK2(x) < fK1(x) implies fKj(x) = −jλi,
where λi takes the respective value depending on the type of Φ. We use again the usual
identification of S with the unit round sphere in Rn. Then modulo the action of the Weyl
group and normalization of the vector (for simplicity we will always omit the normalization
factors of the corresponding vectors), we have x = ei + · · · + en. Let xα be the center of
the root α. Then fK1(x) = −µ1,α cos d(x, xα) = −λi implies that xα = εeα1 + eα2 with
α1 < i ≤ α2 and ε = 0,±1 (ε = 0 occurs only in the cases Bn, BCn). After multiplying with
an element of the Weyl group, we may assume that xα = εei−1 + ei and ε = 0, 1.
Consider the sets of roots Π = {γ ⊂ S | µ2,γ cos d(x, xγ) = 2λi} and Υ = {γ ⊂ S | s ⊂ γ}.
Then s =
⋂
γ∈Υ γ. Let M :=
⋂
γ∈Π γ. Since fK2(x) = −2λi, we obtain M ⊂ K2, which in
turn implies the inclusions s ∩M ⊂ s ∩K2 ⊂ s ∩K1 ⊂ α. Observe that if γ ∈ Π, then xγ is
of the form ej or ej + ek for i ≤ j < k and if γ ∈ Υ, then 〈x, xγ〉 = 0 and therefore xγ is of
the form ej or ±(ej ± ek) for j < k < i or ±(ej − ek) for i ≤ j < k.
Suppose first that ε = 1, that is, xα = ei−1 + ei. Consider a point in S with (i − 1)-
coordinate negative and let y 6= 0 be its projection to the subspace {z ∈ Rn | 〈z, ej〉 =
0, j ≥ i}. Then y /∈ α and y ∈ M , therefore y /∈ s. It follows that for any point in s, its
(i− 1)-coordinate must be zero. Hence α ∩ s = {〈ei, ·〉 ≥ 0} ∩ s.
Let now y = −ei+ei+1+· · ·+en, then y /∈ α. It follows that y /∈ s or y /∈M . In the former
case, there is a root in Υ with center ei− ej for some j > i, then for the root β ∈ Π centered
at ei+ ej holds β∩s = {〈ei+ ej, ·〉 ≥ 0}∩s = {〈ei+ ei, ·〉 ≥ 0}∩s = {〈ei, ·〉 ≥ 0}∩s = α∩s.
In the latter case, there must be a root in Π not containing y, the only possibility is the root
β centered at ei. In this case we also get β ∩ s = {〈ei, ·〉 ≥ 0} ∩ s = α ∩ s.
We have found a root β ∈ Π such that β ∩ s = α ∩ s. Let now y be a point with
j-coordinate equal 0 if j ≤ i, or if ei − ej ∈ Υ and j > i, and with all other coordinates
equal 1. Suppose y 6= 0, that is, it defines a point in S. It follows that y ∈ s ∩M and
y ∈ {〈ei, ·〉 = 0} ∩ s = ∂(β ∩ s). If there is another root γ ∈ Π such that y ∈ ∂(γ ∩ s), then
it must hold ∂(γ ∩ s) = {〈ei, ·〉 = 0} ∩ s = ∂(β ∩ s). Therefore β ∩ s ∈ ΛminM∩s. If y = 0, then
∂(γ ∩ s) = {〈ei, ·〉 = 0}∩ s = ∂(β ∩ s) holds for any root γ ∈ Π. We can again conclude that
β ∩ s ∈ ΛminM∩s.
Since α∩ s = β ∩ s ∈ ΛminM∩s and we have the inclusions M ∩ s ⊂ K2 ∩ s ⊂ K1 ∩ s ⊂ α∩ s
it follows that α ∩ s = β ∩ s ∈ ΛminK1∩s ∩ ΛminK2∩s.
2.5 Spherical buildings
A spherical building B modelled on a spherical Coxeter complex (S,W ) is a CAT(1) space
together with an atlas of isometric embeddings S →֒ B (the images of these embeddings
are called apartments) with the following properties: any two points in B are contained in
a common apartment, the atlas is closed under precomposition with isometries in W and
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the coordinate changes are restrictions of isometries in W . We consider the empty set as a
spherical building.
The objects (walls, roots,... ) defined for spherical Coxeter complexes can be defined for
the building B as the corresponding images in B.
A spherical building has a unique decomposition as a join of spherical buildings and a
sphere, whose buildings factors cannot be decomposed further. We say that the building is
irreducible if it is not a sphere and this decomposition is trivial.
A building is called thick if every wall is the boundary of at least three different roots.
A spherical building has a canonical thick structure (depending only on its isometry type)
which results from restricting to a subgroup of its Weyl group ([KL97, Sec. 3.7]).
We say that an isometry of a spherical building is type preserving if it induces the identity
on the model Weyl chamber with respect to its thick structure. We denote with Isom0(B)
the group of type preserving isometries. It is a normal subgroup of the isometry group
Isom(B) and the quotient group Isom(B)/Isom0(B) naturally embeds as a subgroup of the
isometry group of the model Weyl chamber (in particular, it is finite if B does not split off
a spherical factor).
A subbuilding is a convex subset B′ of a building, such that any two points in B′ are
contained in a convex sphere s ⊂ B′ of the same dimension as B′. A subbuilding carries
a natural structure as a spherical building induced by its ambient building (cf. [LRC11,
Proposition 2.13]).
For any point x ∈ B, the link ΣxB is again a spherical building. It decomposes as the
join of a sphere of dimension dim(τ)− 1, where τ is the smallest face of B containing x, and
a spherical building ΣτB (which we call the link of the face τ).
Let K ⊂ B be a top-dimensional convex subcomplex (e.g. an apartment) and let τ ⊂ K
be a face. We denote with Stτ (K) ⊂ K the union of all chambers in K containing τ . We
call Stτ (K) the star of τ in K.
A point x ∈ C ⊂ B in a convex subset of a spherical building is said to be an interior
point if ΣxC ⊂ ΣxB is a subbuilding and a boundary point otherwise. The set of boundary
points is denoted with ∂C.
2.5.1 Root groups
Let B be a spherical building and let α ⊂ B be a root. The root group Uα associated to α
is the group of isometries of B fixing α pointwise and every chamber σ such that σ ∩ α is a
panel not contained in the boundary wall of α. Notice that Uα consists on type preserving
isometries.
The building B is calledMoufang if for all roots α ⊂ B, the root group Uα acts transitively
on apartments containing α.
It is a fundamental result of Tits [Tit74] that irreducible spherical buildings of dimension
at least 2 are Moufang. In this case, the root group Uα acts simply transitively on apartments
containing α.
Let σ ⊂ ∂α be a face in the boundary wall of a root α ⊂ B. The set Σσα is a root
of the building ΣσB. Then there is a natural restriction homomorphism Uα → UΣσα. This
homomorphism implies that the links of Moufang buildings are again Moufang. If B is
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irreducible, then by the simply transitivity of the action of Uα on apartments containing α,
this homomorphism must be injective. If ΣσB is irreducible, then by the simply transitivity
of the action of UΣσα the homomorphism must be surjective. In particular, if both B and
ΣσB are irreducible, then the root groups Uα and UΣσα are canonically isomorphic.
2.5.2 Commutator relations
The fact that root groups of B can be canonically identified with the root groups of the
links of B allows us to translate computations on the root groups in computations on root
groups of buildings of lower dimension. In particular, we can use the commutator relations
given in [Tit94] for Moufang polygons to deduce the commutator relations of root groups
of irreducible spherical buildings of dimension ≥ 2. These relations also follow from the
classification of spherical buildings, but this is a much stronger result.
Let B be a spherical building with associated spherical Coxeter complex (S = Sn,W ).
Let Φ in Rn+1 be a root system with the same associated Coxeter complex (S,W ). Let α ∈ Φ
be an indivisible root. Given a chart (S,W )
ι→֒ B for an apartment A = ι(S) ⊂ B, we also
denote with α the root ι(α) ⊂ B (cf. Section 2.4.1). Conversely, if α ⊂ B is a root, then we
denote again with α the corresponding indivisible root. There should be no confusion with
this abuse of notation.
We can now explain the commutator relations for the root groups of B (cf. [Tit94] and
[Tim00, Section 3]).
Theorem 2.19. For an irreducible spherical building B of dimension n ≥ 2, there exists
a (possibly non-reduced) root system Φ with the same associated Coxeter complex (S,W ) as
B, such that the following holds. If (S,W ) →֒ B is a chart for an apartment A ⊂ B, and
α, β ∈ Φ are two roots, then
[Uα, Uβ] ⊂ 〈Uγ | γ = aα + bβ ∈ Φ, a, b ∈ N〉.
If the root system Φ is non-reduced (i.e. Φ is of type BCn and (S,W ) is of type Bn) and
α ∈ Φ is a non-reduced root, then part of the assertion of the Theorem is the existence of
a subgroup U2α of the root group Uα such that 1 6= [Uα, Uα] ⊂ U2α ⊂ Z(Uα), where Z(Uα)
denotes the center of Uα.
Remark 2.20. As an application of our results we will see that we can define U2α ⊂ Uα
geometrically as the pointwise stabilizer of the ball of radius pi
2
containing α ⊂ B. (See
Proposition 8.1.)
2.5.3 Parabolic and unipotent subgroups
For the rest of this section, let B be an irreducible spherical building of dimension ≥ 2. We
denote with G = GB the group of isometries generated by the root groups of B. Then G
acts transitively on pairs (σ,A), where σ is a chamber contained in the apartment A ⊂ B.
Moreover, G is normal in Isom0(B) and Isom0(B) = G · Hˆ , where Hˆ = FixIsom(B)(A) is
the pointwise stabilizer in Isom0(B) of an apartment A ⊂ B (see e.g. [Tim00, 3.15], [Wei03,
Thm. 11.36]).
Let σ ⊂ B be a Weyl chamber and A ⊂ B an apartment containing σ. The set of positive
roots Λ+ with respect to (σ,A) is the set of roots contained in A containing σ. For a root
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α ⊂ A, we denote with −α the other root in A with the same boundary wall as α. Let
now τ ⊂ σ be a face. We call the stabilizer Pτ := StabG(τ) of τ in G the parabolic subgroup
associated to τ . We denote the group Uτ := 〈Uα | τ ⊂ α, τ 6⊂ (−α)〉 ⊂ Pτ the unipotent
subgroup associated to τ . The unipotent subgroup is independent of the chosen apartment
A. Notice that Uσ = 〈Uα | α ∈ Λ+〉. The unipotent subgroup Uσ acts simply transitively on
the apartments containing σ. Further, let Lτ = 〈Uα, U−α | τ ⊂ α ∩ (−α)〉 ⊂ Pτ . Observe
that Lσ is trivial. Finally, let Pˆτ := StabIsom0(B)(τ) be the stabilizer of τ in Isom0(B). We
have the following result relating these subgroups (see [Tim00, 3.12]).
Proposition 2.21. For a face τ of a Weyl chamber σ in an apartment A ⊂ B holds
(i) Uτ is normal in Pˆτ ;
(ii) Pτ = UτLτH, in particular, Pσ = UσH;
(iii) Pˆτ = UτLτ Hˆ, in particular, Pˆσ = UσHˆ,
where H = FixG(A) and Hˆ = FixIsom(B)(A).
Remark 2.22. The product decomposition g = ulh ∈ Pˆτ = UτLτ Hˆ depends on the apart-
ment A. We can read off the factor u ∈ Uτ from the action of g on A as follows. Let τ˘ ⊂ A
be the face in A antipodal to τ . By the definition of Uτ we see that Stτ (A) ⊂ Fix(u). Hence,
the convex hull of gτ˘ = ulhτ˘ = uτ˘ and Stτ (A) is the apartment A
′ = uA. Then u is the
unique element in Uτ ⊂ Uσ mapping the apartment A to CH(Stτ(A), gτ˘).
Consider now a unipotent isometry g, that is, g ∈ Uσ for some chamber σ ⊂ B. Let
again A ⊂ B be an apartment containing σ and let σˆ ⊂ A be the chamber in A antipodal
to σ. Let Γ = (σ0 = σ, σ1, . . . , σd = σˆ) be a minimal gallery between σ and σˆ, that is, a
sequence of chambers of minimal length such that σi∩σi+1 is a panel. The chambers σi must
be all contained in A. Then there is a unique representation g = g1 . . . gd as the product of
gi ∈ Ui := Uαi , where αi ⊂ A is the positive root such that the panel σi−1 ∩ σi is contained
in ∂αi (see [Wei03, Prop. 11.11]). We can say more about this product representation of g
if we consider its fixed point set, cf. Proposition 2.23.
Let K ⊂ A be a proper top-dimensional convex subcomplex. Recall the definitions of
the sets of roots ΛminK ⊂ ΛK in Section 2.4.2.
Proposition 2.23. Let g ∈ Uσ be a unipotent element and let A ⊂ B be an apartment
containing σ. Then g ∈ UΛFix(g)∩A := 〈Uα | α ∈ ΛF ix(g)∩A〉. More precisely, if g = g1 . . . gd
is the product representation with respect to the minimal gallery Γ (cf. above), then gj = 1
if αj /∈ ΛF ix(g)∩A. Moreover, if αi ∈ ΛminF ix(g)∩A then we can read off the i-coordinate gi from
the action of g on ΣµB, where µ is any panel contained in ∂αi ∩ Fix(g). In particular, the
i-coordinate gi is independent of the chosen minimal gallery Γ.
Proof. Let k ≥ 1 be the largest number such that gk /∈ UΛFix(g)∩A. In particular, αk /∈
ΛF ix(g)∩A and gk 6= 1. It follows that there exists a chamber ν ⊂ Fix(g)∩A such that ν ∩αk
is a panel. This implies that gk . . . gdν = gkν =: ν
′ 6⊂ A. Let Ψ = (ν0 = ν, ν1, . . . , νr = σ) be
a minimal gallery with ν ∩ ν1 ⊂ ∂αk. Since g1 . . . gkσ = σ and g1 . . . gkν = gν = ν we deduce
that g1 . . . gkΨ = Ψ.
For l = 1, . . . , k let sl be the length of the chain gl . . . gkΨ ∩ Ψ and write rl := r − sl.
Observe that gl . . . gkΨ ∩ Ψ = (νrl, . . . , νr). We have just seen that r1 = 0 and since gkΨ =
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(ν ′, ν1, . . . νr), we have rk = 1. We show now inductively that νrl−1∩νrl ⊂ ∂αt for some t ≥ l
and in the way we also show that rl−1 ≥ rl. This yields a contradiction to r1 = 0, rk = 1.
Let us prove the claim. As induction basis we take l = k. In this case we have rk = 1 and
ν0 ∩ ν1 ⊂ ∂αk. For the induction step let us consider l − 1. If αl−1 contains the chamber
νrl−1 then it also contains νrl and the isometry gl−1 ∈ Ul−1 must fix gl . . . gkνrl−1 6⊂ A. In
this case, it follows that rl−1 = rl and νrl−1−1 ∩ νrl−1 = νrl−1 ∩ νrl ⊂ ∂αt with t ≥ l > l− 1 by
induction. If αl−1 does not contain the chamber νrl−1, then there is a m with rl−1 ≤ m < r
such that νm 6⊂ αl−1 and νm+1 ⊂ αl−1, in particular, νm ∩ νm+1 ⊂ ∂αl−1. By induction
νrl−1 ∩ νrl ⊂ ∂αt with t ≥ l, thus, rl ≤ m. It follows that gl−1gl . . . gkνm = gl−1νm 6= νm and
therefore gl−1gl . . . gkΨ ∩Ψ = (νm+1, . . . , νr). In this case, it follows that rl−1 = m+ 1 > rl
and νrl−1−1 ∩ νrl−1 = νm+1 ∩ νm ⊂ ∂αl−1. This proves the claim and the first assertion of the
proposition, that is, gk ∈ UΛFix(g)∩A for all k = 1, . . . , d and g ∈ UΛFix(g)∩A.
For the second assertion, let ω be the chamber in A such that ω∩(Fix(g)∩A) = µ. Then
αi is the only root in ΛF ix(g)∩A that does not contain ω. The first part of the proposition
implies that if j 6= i, then gj fixes every chamber in B having µ as a face. Hence, gω =
g1 . . . gi . . . gdω = (g1 . . . gi−1)giω = giω. Therefore gi ∈ Uαi is the unique element of the root
group Uαi sending the apartment A to the unique apartment containing αi ∪ gω.
Corollary 2.24. Let g ∈ Uσ be a unipotent isometry. Then g ∈ Uσ′ for all chambers
σ′ ∈ Fix(g).
Proof. Take an apartment A containing σ and σ′. Then g ∈ UΛFix(g)∩A ⊂ Uσ ∩ Uσ′ by
Proposition 2.23.
Corollary 2.25. Let g be a unipotent isometry. Then whenever τ ⊂ Fix(g) is a panel not
contained in the boundary of Fix(g), it holds StτB ⊂ Fix(g).
Proof. The desired property follows from Proposition 2.23 because g is a product of root
elements for roots α such that τ 6⊂ ∂α and each root element fixes StτB by definition.
3 Reducing to the irreducible case
Let B = B1 ◦ · · · ◦ Bn be the decomposition of the spherical building B as a join of its
irreducible components. Notice that some of the factors of B may be isometric and can be
permuted by an isometry of B.
Let g ∈ Isom(B) be an isometry and let k ≥ 1 the smallest integer with gk(B1) = B1.
Then g induces an isometry of B′ = B1 ◦ g(B1) ◦ · · · ◦ gk−1(B1) ⊂ B. Let x ∈ B′ be a fixed
point of g and let (a, x0, . . . , xk−1) be its representation as element of the spherical join. Then
x = gx = · · · = gk−1x implies that aj = 1√k for j = 1, . . . , k, gix0 = xi for i = 0, . . . , k − 1
and gkx0 = x0. In particular, x0 ∈ B1 is a fixed point of gk. It follows from Lemma 2.1
that the fixed point set of g in B′ is isometric to the fixed point set of gk in B1. This shows
the following proposition, which allows us to restrict our attention to irreducible spherical
buildings.
Lemma 3.1. Let g be an isometry of a spherical building B. Then the fixed point set
Fix(g) ⊂ B decomposes as a spherical join, whose factors are isometric to fixed point sets
of isometries of irreducible spherical buildings.
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In particular, if Fix(g) is not a subbuilding, then at least one of the factors given by
the Proposition is not a subbuilding either. On the other hand, if one of these factors has
circumradius ≤ pi
2
, then the same is true for Fix(g).
4 Convex subcomplexes of spherical buildings
Let C ⊂ B be a convex subcomplex of a spherical building. We say that an apartment
A ⊂ B supports C if dim(C ∩ A) = dimC and ∂(C ∩ A) = ∂C ∩ A.
Lemma 4.1. Let C ⊂ B be a convex subcomplex and let C ′ ⊂ C be a spherical convex
subset. Then there is an apartment A supporting C such that C ′ ⊂ A. In particular, any
two points in C are contained in an apartment supporting C.
Proof. Let D ⊂ C be a maximal (under inclusion) spherical convex subcomplex containing
C ′. We claim that any apartment A containing D supports C: First observe that C∩A = D
by maximality. Since D is spherical, there is a singular sphere s of dimension k := dimD
containing D. If k < dimC =: m, there exists a m-dimensional face σ ⊂ C such that
D ∩ σ = s ∩ σ has dimension k. The subset s ∪ σ ⊂ C is contained in an apartment A′ and
D ( A′ ∩ C, contradicting the maximality of D. Thus k = m. If ∂D 6⊂ ∂C, then there
is a singular hemisphere h ⊂ s containing D and a m-dimensional face σ ⊂ C such that
h ∩ σ = D ∩ σ has dimension m− 1. There is an apartment A′ containing the subset h ∪ σ.
and D ( A′ ∩ C, contradicting again maximality.
4.1 Buildings of type An
In the case of buildings of type An we are able to prove that any subcomplex (not just a
fixed point set) which is not a subbuilding has circumradius ≤ pi
2
.
Theorem 4.2. Let B be a (not necessarily thick) spherical building of type An. Let C ⊂ B
be a convex subcomplex. Then either C is a subbuilding or it has circumradius ≤ pi
2
.
Proof. Let x ∈ C and let τ be the face containing x in its interior. Hence, τ ⊂ C because
C is a subcomplex. Let V = {v1 . . . , vk} be the set of vertices of τ , then after identifying τ
with a subset of the unit round sphere in Rk, we can write x =
∑k
i=1 aivi with ai ≥ 0.
Let A be an apartment supporting C containing x. Let L := C∩A and let K ⊂ A be the
smallest top-dimensional subcomplex such that the interior of L is contained in the interior
of K. Then a point y ∈ L is in the boundary of L if and only if it is in the boundary of K
and since A supports C, this is also equivalent to y being in the boundary of C.
Consider the function fK(x) defined in Section 2.4.3. If α ∈ ΛminK , then sin d(x, ∂α) =
cos d(x, xα) = 〈x, xα〉 =
∑k
i=1 ai〈vi, xα〉 =
∑
vi /∈∂α aiλi, where λi := λvi is the constant given
by Lemma 2.13. It follows that fK(x) = max
α∈Λmin
K
{− sin d(x, ∂α)} = max
α∈Λmin
K
{−∑
vi /∈∂α
aiλi} =
max{− ∑
vi∈V−F
aiλi}, where the last maximum is taken over all maximal subsets F ⊂ V such
that the face spanned by the vertices in F is contained in the boundary of K, or equivalently,
contained in the boundary of C. This implies that the function f(x) := fK(x) is independent
of the apartment A supporting C.
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The function f is nicely convex in C because for any two points x, y ∈ C there is
an apartment A supporting C and containing both of them by Lemma 4.1, the function
f |C∩A = fC∩A is nicely convex in A ∩ C by Lemma 2.6. It follows by Lemma 2.3 that f has
a unique minimum x0 ∈ C and radC ≤ rad(C, x0) ≤ pi2 .
Corollary 4.3. Let B be a spherical building of type An and g a type-preserving isometry.
Then either Fix(g) is a subbuilding or it has circumradius ≤ pi
2
.
4.2 Buildings of type Dn
In this section we will show that a top-dimensional subcomplex of a building of type Dn
is either a subbuilding or has circumradius ≤ pi
2
. More precisely, we prove that such a
subcomplex, if it is not a subbuilding, then it has a unique incenter. Unfortunately, the
argument used in Theorem 4.2 for subcomplexes of positive codimension of buildings of type
An does not work in this case as we will illustrate in Example 4.6.
Lemma 4.4. Let B be a (not necessarily thick) spherical building of type Dn. Let C ⊂ B be
a top-dimensional convex subcomplex which is not a subbuilding. Let x ∈ C be a vertex and
let A ⊂ B be an apartment supporting C and x ∈ A. Then the function f(x) := fC∩A(x) as
defined in Section 2.4.3 does not depend on the choice of the apartment A.
Proof. If x ∈ ∂C, then f(x) = 0 and the assertion follows. So we assume that x is in
the interior of C. Let A′ ⊂ B be another apartment containing x and supporting C. By
Lemma 4.1, we can find a sequence A = A0, . . . , Am = A
′ of apartments supporting C and
containing x such that Ai ∩Ai+1 is a root. Thus, we may assume that α := A∩A′ is a root.
Suppose that fC∩A′(x) > fC∩A(x). Let i be the type of the vertex x. Then by Lemma 2.14,
fC∩A′(x) = −λi > −2λi = fC∩A(x) and 3 ≤ i ≤ n − 1. We identity the apartments A,A′
simultaneously with the unit sphere Sn−1 ⊂ Rn such that the centers of roots correspond to
points 1√
2
(±ej±ek), the identifications coincide in α = A∩A′ and x corresponds to the point
1√
n+1−i(ei+ ei+1+ · · ·+ en). To simplify the notation, we omit the normalizing factor, so we
write x = ei + ei+1 + · · ·+ en. Observe that x ∈ α implies that the center xα of α is of the
form ej ± ek for i ≤ j, k and j 6= k; ±ej + ek for j < i < k; or ±ej ± ek for j < k < i. Since
fC∩A′(x) = −λi, there must be a root β ∈ ΛC∩A′ centered at xβ such that cos d(x, xβ) = λi. It
follows that xβ has the form ±er+es with 1 ≤ r < i and i ≤ s ≤ n. Suppose xβ = er+es, the
other case is similar. On the other hand, fC∩A(x) = −2λi implies that
⋂
γ∈Πi γ ⊂ C ∩A for
Πi := {〈ej+ ek, ·〉 ≥ 0 | i ≤ j < k}. It follows that α∩ (
⋂
γ∈Πi γ) ⊂ C ∩A∩A′ ⊂ C ∩A′ ⊂ β.
Notice that since A and A′ both support the subcomplex C, the roots α and β must be
different. This implies (see the different possibilities for xα above) that there exists a point
y ∈ α ∩ {(v1, . . . , vn) ∈ Sn−1 | vr = −2, vi = vi+1 = · · · = vn = 1} 6= ∅. Then y /∈ β and
y ∈ α ∩ (⋂γ∈Πi γ). We get a contradiction. Hence, fC∩A′(x) ≤ fC∩A(x). Interchanging the
roles of A and A′ we obtain the equality fC∩A′(x) = fC∩A(x).
Theorem 4.5. Let B be a (not necessarily thick) spherical building of type Dn. Let C ⊂ B
be a top-dimensional convex subcomplex which is not a subbuilding. Then − sin d(·, ∂C)
is a nicely convex function on K and K has a unique incenter x0. In particular, C has
circumradius ≤ pi
2
.
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Proof. Let x ∈ C and let τ ⊂ C be the face containing x in its interior. Let vi1 , . . . , vik be
the vertices of τ with vij of type ij and i1 < · · · < ik. After identifying τ with a subset of
the unit round sphere in Rk, we can write x =
∑k
j=1 ajvij with aj ≥ 0.
Let A ⊂ B be an apartment supporting C and x ∈ A. We want to prove that the
function f(x) := fC∩A(x) as defined in Section 2.4.3 does not depend on the choice of the
apartment A. The conclusion of the theorem then follows from Lemmata 4.1 and 2.6. So,
let A′ be another such apartment and suppose fC∩A(x) < fC∩A′(x).
Let α ∈ ΛC∩A′ be a root such that fC∩A′(x) = − sin d(x, ∂α). Suppose first that
there is a vertex v = vij of τ with v ∈ ∂α. Then by Lemma 2.12, we have fC∩A′ =
sin d(x, v)fΣv(C∩A′)(
−→vx). Since the links of a building of type Dn are spherical joins of build-
ings of type D and A, using induction on n and Theorem 4.2, we obtain fΣv(C∩A′)(
−→vx) =
fΣv(C∩A)(
−→vx). It follows again by Lemma 2.12 that fC∩A(x) ≥ sin d(x, v)fΣv(C∩A)(−→vx) =
sin d(x, v)fΣv(C∩A′)(
−→vx) = fC∩A′(x), contradicting our first assumption fC∩A(x) < fC∩A′(x).
Hence, τ is contained in the interior of α.
Recall that by Lemma 2.14, sin d(vij , ∂α) can only take at most the two values λij , 2λij .
Let r be the smallest number such that sin d(vir , ∂α) = λir . In particular, ir ≥ 3 by
Lemma 2.14. Then by Lemma 2.15, sin d(vij , ∂α) = λij for all j ≥ r. Therefore
fC∩A′(x) = − sin d(x, ∂α) = −
k∑
j=1
aj sin d(vij , ∂α) = −2
r−1∑
j=1
ajλij −
k∑
i=r
ajλij
> fC∩A(x) = max
β∈ΛC∩A
{− sin d(x, ∂β)} = max
β∈ΛC∩A
{−
k∑
j=1
aj sin d(vij , ∂β)}.
It follows that for each β ∈ ΛC∩A, there must be a j ≥ r such that sin d(vij , ∂β) = 2λij . Then
again by Lemma 2.15, sin d(vir , ∂β) = 2λir for all β ∈ ΛC∩A. Thus, fC∩A(vir) = −2λir <
−λir = − sin d(vij , ∂α) ≤ fC∩A′(vir), contradicting Lemma 4.4.
Example 4.6. Consider a building of type D4 and the convex subcomplex C consisting of
a segment c1 with vertices of type 31313 and a segment c2 with vertices 131, which intersect
in their midpoints. Let x be their common midpoint. Let Ai be apartments containing ci.
Then Ai supports C. Let Ki ⊂ Ai be the smallest top-dimensional subcomplex such that
the interior of ci is contained in the interior of Ki. Then K1 is a root and x is its center. It
follows that fK1(x) = −1 < fK2(x).
5 Fixed point sets of unipotent isometries
Let B be an irreducible spherical building of dimension at least 2 and let g 6= 1 be a unipotent
isometry. Let A ⊂ B be an apartment such that Fix(g) ∩ A is a top-dimensional subset.
Then by Corollary 2.7 Fix(g)∩A has a unique incenter. If B is of simply-laced type we will
prove that Fix(g) also has a unique incenter. However, this is no longer true for other types
of buildings. Nevertheless, we will show that Fix(g) has always a unique weighted incenter
in the sense of Section 2.4.3.
Let g be an unipotent isometry of B. Let Φ the root system associated to B by Theo-
rem 2.19. We consider now the top-dimensional convex subcomplex K := Fix(g) ∩ A ⊂ A
for some apartment A ⊂ B. We want to define the weighted incenter of K as in Section 2.4.3.
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For this, we have to define the corresponding weights for non-reduced roots. Let α ⊂ A be
a root such that the corresponding indivisible root α ∈ Φ is non-reduced. We define the
weight µα in dependency on g as follows. First, if α /∈ ΛK , we set µα := 2 = ‖2α‖; and if
α ∈ ΛK − ΛminK , we set µα := 1 = ‖α‖. Finally, if α ∈ ΛminK , we set the weight µα := 2,
if the α-coordinate gα of g (see Proposition 2.23) is in U2α (see Theorem 2.19); and we set
µα := 1, if gα ∈ Uα − U2α. Notice that by Proposition 2.23, the weights µα do not depend
on the apartment A containing α.
Theorem 5.1. Let B be an irreducible spherical building of dimension at least 2 and let
g 6= 1 be a unipotent isometry. Let x ∈ Fix(g) and let A ⊂ B be an apartment containing
x. Then the function f(x) := fF ix(g)∩A(x) as defined in Section 2.4.3 with the weights given
above does not depend on the choice of the apartment A. In particular, f defines a nicely
convex function in Fix(g) and it has a unique minimum x0 ∈ Fix(g), the weighted incenter
of Fix(g). Moreover, rad(Fix(g), x0) ≤ pi2 .
Proof. Let A′ ⊂ B be another apartment containing x. We may assume that there is a
chamber σ ⊂ Fix(g) with x ∈ σ ⊂ A ∩ A′. Then there is a unipotent element u ∈ Uσ such
that uA = A′. Let ΛK be the set of the positive roots in A containing K := Fix(g)∩A and
let ΛK ′ be the set of the positive roots in A
′ containing K ′ := Fix(g) ∩ A′.
Let Π′ be a set of positive roots in A′ such that g ∈ UΠ′ = 〈Uα | α ∈ Π′〉. Then
M =
⋂
α∈Π′ α ⊂ Fix(g) ∩ A′ = K ′ and by Lemma 2.9,
fM(x) = max
α∈Λmin
M
{−µα sin d(x, ∂α)} = max
α∈Π′
{−µα sin d(x, ∂α)}
= max
α∈ΛM
{−µα sin d(x, ∂α)} ≥ fK ′(x).
Our goal is to find a Π′ as above such that fK(x) ≥ −µα sin d(x, ∂α) for all α ∈ ΛminM ⊂ Π′.
From this, it follows that fK(x) ≥ fM(x) ≥ fK ′(x). Switching the roles of A,A′ we also
deduce fK ′(x) ≥ fK(x) and therefore we obtain the equality fK(x) = fK ′(x).
Without loss of generality we may assume that u =: g0 ∈ Uα0 for some positive root
α0 ⊂ A. Choose some minimal gallery from σ to its antipodal chamber in A and let
g = g1 . . . gd with gi ∈ Uαi be the product representation of g with respect to this gallery.
Then Proposition 2.23 implies that for i = 1, . . . , d, if αi /∈ ΛK then gi = 1. For i = 0, 1, . . . , d
write βi = 2αi if αi is non-reduced and gi ∈ U2αi (see Theorem 2.19) and βi = αi otherwise.
By Theorem 2.19 we have u−1giu = gihi with hi ∈ 〈Uγ | γ = aβ0 + bβi ∈ Φ, a, b ∈ N〉. Let
Π be the set of roots δ ⊂ A such that for the corresponding indivisible root δ ∈ Φ holds
that δ or 2δ is in {γ ∈ Φ | γ = aβ0 + bβi ∈ Φ; αi ∈ ΛK ; a ∈ Z≥0, b ∈ N}. It follows that
u−1gu ∈ 〈Uγ | γ ∈ Π〉. Notice that ΛK ⊂ Π.
Let Π′ = {uγ | γ ∈ Π}. Then Π′ is a set of roots in A′ and since Uuγ = uUγu−1, we
obtain g ∈ UΠ′ = 〈Uα | α ∈ Π′〉. We now verify that Π′ has the desired properties, that is,
fK(x) ≥ −µα sin d(x, ∂α) for all α ∈ ΛminM ⊂ Π′.
We give first the argument for Φ reduced because it is much simpler, although we could
just omit it, since the argument in the non-reduced case works in general. So suppose Φ is
reduced. Take uγ ∈ Π′. Let xγ, xαi be the centers of the respective roots. In the reduced
case we have βi = αi and γ = aα0 + bαj ∈ Φ for some αj ∈ ΛK . Further, µuγ = µγ.
Identify as usual the apartment A with the unit sphere. Then µuγxγ = γ, µαjxαj = αj ∈ Φ.
It follows that 〈x, µuγxγ〉 − 〈x, µαjxαj 〉 = 〈x, γ − αj〉 = 〈x, aα0 + (b − 1)αj〉 ≥ 0 because
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α0, αj are positive roots and a ≥ 0, b ≥ 1. This implies that fK(x) ≥ −µαj sin d(x, ∂αj) =
−〈x, µαjxαj〉 ≥ −〈x, µuγxγ〉 = −µuγ sin d(x, ∂γ) = −µuγ sin d(x, ∂(uγ)).
We consider now the general case. Take uγ ∈ ΛminM ⊂ Π′ and let xγ , xαi be the centers of
the respective roots. In this case we have several possibilities: µuγxγ , aβ0+bβj ∈ {γ, 2γ} ⊂ Φ
for some αj ∈ ΛK and µαjxαj , βj ∈ {αj, 2αj} ⊂ Φ. It follows that µuγxγ = c(aβ0 +
bβj) and µαjxαj = c
′βj for some c, c′ ∈ {12 , 1, 2}. Hence, fK(x) + µuγ sin d(x, ∂(uγ)) ≥−µαj sin d(x, ∂αj) + µuγ sin d(x, ∂(uγ)) = 〈x, µuγxγ〉 − 〈x, µαjxαj〉 = 〈x, caβ0 + (cb − c′)βj〉.
Since α0, αj are positive roots and a ≥ 0, b ≥ 1, it suffices to show that cb− c′ ≥ 0.
Suppose first that c′ = 2. Then αj ∈ Φ is non-reduced and µαjxαj = 2βj = 2αj. In
particular, µαj = 2. By the definition of the weights, it follows that αj /∈ ΛK ; or, αj ∈ ΛminK
and gαj = gj ∈ U2αj . The former cannot happen by the definition of Π and the latter implies
βj = 2αj by the definition of βj . We get a contradiction, thus, c
′ ≤ 1.
Suppose now that c = 1
2
. Then γ ∈ Φ is non-reduced and µuγxγ = γ = 12(aβ0 + bβj). In
particular, µuγ = 1. This implies that uγ ∈ ΛK ′−ΛminK ′ ; or, uγ ∈ ΛminK ′ and guγ ∈ Uuγ−U2uγ .
The former cannot happen because uγ ∈ ΛminM and M ⊂ K ′. Thus, uγ ∈ ΛminM ∩ ΛminK ′ . Let
τ ⊂ A′ be a panel in (−uγ) ∩ (M ∩ K ′). Then by Proposition 2.23, we can read off the
element guγ from the action of g on ΣτB. Since τ ⊂ (−uγ) ∩M lies on the boundary of M
and M =
⋂
α∈Π′ α, the only root group Uδ for δ ∈ Π′ that acts non-trivially on ΣτB is Uuγ.
Recall that g ∈ 〈uUδu−1 | δ = pβ0 + qβi ∈ Φ; αi ∈ ΛK ; p ∈ Z≥0; q ∈ N〉. Suppose that for
all k such that pβ0 + qβk ∈ {γ, 2γ} for some p ≥ 0, q ≥ 1 follows that pβ0 + qβk = 2γ. This
would imply that g is a product of elements in Uδ for δ ∈ Π′ − {uγ} and elements in U2uγ .
This in turn would imply that the action of g on ΣτB is given by the action of an element
in U2uγ on ΣτB. This contradicts the fact guγ ∈ Uuγ − U2uγ. Hence, there is a k such that
pβ0 + qβk = γ. From this we see that after replacing j with k we may assume that c ≥ 1.
Finally we can see that cb − c′ ≥ 1b − 1 ≥ 1 − 1 = 0 and conclude that fK(x) +
µuγ sin d(x, ∂(uγ)) ≥ 0. This is what remained to be proved.
The remaining assertions of the theorem are just a consequence of Lemma 2.3.
Remark 5.2. Although we are mainly interested in buildings of dimension ≥ 2, the results
of this section remain valid for Moufang generalized triangles and quadrangles with the
proofs unchanged. The reason is that the commutator relations are still valid in these cases
([Tit94], [Tim00]).
6 Top-dimensional fixed point sets
In this section let again B be an irreducible spherical building of dimension at least 2. Let
g ∈ Isom(B) be an isometry such that Fix(g) ⊂ B is a top-dimensional subcomplex which
is not a subbuilding. Let A ⊂ B be an apartment such that Fix(g) ∩ A is top-dimensional.
Then we can define the function fF ix(g)∩A in Fix(g) ∩ A as in Section 5, but it is no longer
true that fF ix(g)∩A(x) does not depend on the apartment A containing x ∈ Fix(g). However,
we can rescue the argument if we consider only some specials apartments.
If A is an apartment with Fix(g) ∩ A top-dimensional, we say that A supports g if A
supports Fix(g) (cf. Section 4) and additionally the following holds: if α ⊂ A is a non-
reduced root in ΛminF ix(g)∩A and τ ⊂ ∂α ∩ Fix(g) is a panel, then if there is an apartment A′
containing α such that the unique element in Uα sending ΣτA
′ to ΣτgA′ lies in U2α, then the
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unique element in Uα sending ΣτA to ΣτgA also lies in U2α. Lemma 4.1 readily generalizes
to apartments supporting g, since in the notation above clearly A′ also supports Fix(g).
Observe that if u is a unipotent isometry, then any apartment, which intersects Fix(u)
in a top-dimensional set, supports u.
Before we continue, let us explain our motivation to consider this special kind of apart-
ments. Let X = G/K be a symmetric space of noncompact type and let g ∈ G = Isom0(X)
be an isometry. Then g has a Jordan decomposition g = su such that s is semisimple,
u is unipotent and they commute with each other. The minimal set Min(s) (i.e. the set
where the displacement function of s attains its minimum) is a totally geodesic subspace.
The boundary at infinity ∂TMin(s) is a subbuilding of ∂TX and u acts on ∂TMin(s) as
a unipotent isometry. Further, Fix∞(g) = Fix∞(s) ∩ Fix∞(u) = ∂TMin(s) ∩ Fix∞(u),
where Fix∞ denotes the fixed point set in ∂TX . (see [Ebe96, Proposition 4.1.5] and the
discussion in Section 8.3). We can then apply Theorem 5.1 to the action of u on the building
∂TMin(s) to conclude that Fix∞(g) has circumradius ≤ pi2 . In general, we do not have a
Jordan decomposition, so we use the union of the apartments supporting g as a substitute
of the subbuilding ∂TMin(s).
We now return to our original discussion. Let now A be an apartment supporting g.
By Proposition 2.21 we can write g = uh with u ∈ Uσ for all σ ⊂ Fix(g) ∩ A and h ∈
Hˆ = FixIsom(B)(A). In particular, Fix(g) ∩ A = Fix(u) ∩ A and gA = uA. Now if
α ⊂ A is a non-reduced root, then we define the weight µα as the corresponding one for the
unipotent isometry u. With these weights we obtain the functions fF ix(g)∩A(x) as defined in
Section 2.4.3.
Theorem 6.1. Let B be an irreducible spherical building of dimension at least 2 and let
g ∈ Isom(B) be an isometry such that Fix(g) ⊂ B is a top-dimensional subcomplex which
is not a subbuilding. Let x ∈ Fix(g) and let A ⊂ B be an apartment containing x and
supporting g. Then the function f(x) := fF ix(g)∩A(x) does not depend on the choice of
the apartment A supporting g. In particular, f defines a nicely convex function in Fix(g)
and it has a unique minimum x0 ∈ Fix(g), the weighted incenter of Fix(g). Moreover,
rad(Fix(g), x0) ≤ pi2 .
Proof. Let A′ be another apartment supporting g and containing x ∈ Fix(g). We may
assume that A ∩ A′ contains a chamber x ∈ σ ⊂ Fix(g). Write g = uh with u ∈ Uσ and
h ∈ Hˆ = FixIsom(B)(A) and g = u′h′ with u′ ∈ Uσ and h′ ∈ Hˆ ′ = FixIsom(B)(A′).
Consider Fix(u) ∩ A′. We claim that it is contained in Fix(h) ∩ A′: Suppose not, then
there is a positive root α ⊂ A′ such that α ∈ ΛminF ix(h)∩A′ and α /∈ ΛF ix(u)∩A′. Let τ be a panel in
∂α ∩Fix(u)∩Fix(h). Let ν0, ν1 be the chambers in −α ⊂ A′ and α respectively containing
τ . Then ν1 ⊂ Fix(h) ∩ Fix(u), thus ν1 ⊂ Fix(g). Further, α /∈ ΛF ix(u)∩A′ implies that
ν0 ⊂ Fix(u), this in turn implies that u fixes every chamber containing τ by Corollary 2.25.
Also, α ∈ ΛminF ix(h)∩A′ implies that ν0 6⊂ Fix(h). It follows that gν0 = uhν0 = hν0 6= ν0 and
ν0 6⊂ Fix(g). Therefore τ ⊂ ∂(Fix(g) ∩A′) ⊂ ∂F ix(g) because A′ supports Fix(g). On the
other hand, Fix(h) ⊂ B is a subbuilding and therefore there exists a chamber ν ′ ⊂ Fix(h)
such that ν ′∩ ν1 = τ . But u must also fix ν ′, hence, g = uh fixes ν ′ as well. This contradicts
the fact that τ ⊂ ∂F ix(g). So we conclude that Fix(u)∩A′ ⊂ Fix(h)∩A′ and in particular
Fix(u) ∩ A′ ⊂ Fix(g) ∩ A′.
In the non-reduced case we have to pay special attention in how the weights are de-
fined. For β ⊂ A′, let µ¯β be the weight as defined for the unipotent isometry u and let
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f¯F ix(g)∩A′(x) := maxβ∈ΛFix(g)∩A′{−µ¯β sin d(x, ∂β)}. Then Theorem 5.1 applied to u implies
fF ix(g)∩A(x) = fF ix(u)∩A(x) = f¯F ix(u)∩A′(x).
By Lemma 2.9 and the fact Fix(u)∩A′ ⊂ Fix(g)∩A′ = Fix(u′)∩A (cf. Lemma 2.11), if we
want to show that f¯F ix(u)∩A′(x) ≥ fF ix(g)∩A′ = fF ix(u′)∩A′ , we just have to show that for every
root β ∈ ΛminF ix(u′)∩A′ ∩ΛminF ix(u)∩A′ holds µβ ≥ µ¯β. This is clear unless β is non-reduced. Let us
consider this case. Since Fix(u)∩A′ ⊂ Fix(h)∩A′, we can take a chamber ω ⊂ Fix(h) such
that ω ∩ β is a panel π. Let also ω′ ⊂ A′ ⊂ Fix(h′) be the chamber such that ω′ ∩ β = π.
Recall the definition of the weights: We have µβ = 2 if the element (ω
′ 7→ gω′ = u′ω′) ∈ Uβ
lies in U2β and µβ = 1 otherwise; similarly, µ¯β = 2 if the element (ω 7→ gω = uω) ∈ Uβ
lies in U2β and µ¯β = 1 otherwise. Therefore µ¯β = 2 implies µβ = 2 by the condition about
non-reduced roots in the definition of an apartment supporting g and because A′ supports
g. Hence, µβ ≥ µ¯β. So we can conclude
fF ix(g)∩A = fF ix(u)∩A = f¯F ix(u)∩A′ ≥ fF ix(g)∩A′ .
Exchanging the roles of A,A′ we obtain fF ix(g)∩A = fF ix(g)∩A′ . The second part of the
assertion follows from Lemmata 4.1 and 2.3.
Theorem C from the introduction follows directly from Theorem 6.1 and Lemma 2.1.
Corollary 6.2. Let H ⊂ Isom(B) be a subgroup of isometries such that the fixed point set
Fix(H) is top-dimensional. Suppose that there is an element g ∈ H such that Fix(g) is not
a subbuilding. Then rad(Fix(H)) ≤ pi
2
.
Proof. By Theorem 6.1, Fix(g) has a circumcenter x0 such that rad(Fix(g), x0) ≤ pi2 . Since
Fix(H) ⊂ Fix(g), it follows that Fix(H) ⊂ Bpi
2
(x0). The distance from x0 to points
in Fix(H) cannot be constant pi
2
because Fix(H) is top-dimensional. This implies that the
projection x¯0 of x0 into Fix(H) is well defined and rad(Fix(H)) ≤ rad(Fix(H), x¯0) ≤ pi2 .
7 Fixed point sets in non-exceptional buildings
In this section we consider fixed point sets of any codimension and show that fixed point sets
of isometries of spherical buildings without factors of exceptional type are either subbuildings
or have circumradius ≤ pi
2
. The proof relies on Lemma 2.18. This Lemma does not hold
for the Coxeter complex of type F4. We have not find counterexamples for the types Ek,
k = 6, 7, 8, but we also have no reason to believe that they do not exist. Hence, the proof of
Theorem 7.4 cannot be extended for the buildings of exceptional type.
Let again B be an irreducible spherical building of dimension ≥ 2. Let g ∈ Isom0(B)
be a type-preserving isometry with m-dimensional fixed point set Fix(g) which is not a
subbuilding.
Lemma 7.1. Let g = uk with u unipotent be the decomposition given in Proposition 2.21
with respect to an apartment A, that is, Fix(k) ∩ A = s is a singular sphere of the same
dimension as Fix(g) and Fix(g) ∩ A = Fix(u) ∩ s 6⊂ ∂F ix(u). Then g = uk is also the
decomposition of g with respect to any apartment containing Fix(k) ∩ A.
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Proof. Let A′ be an apartment containing s = Fix(k)∩A and let g = u′k′ be the decompo-
sition with respect to A′. Then Fix(k′) ∩ A′ = s and k−1k′ must fix s. On the other hand,
u and u′ fix a neighborhood of Fix(g) ∩ s by Proposition 2.21 and u−1u′ is unipotent by
Corollary 2.24. It follows that the unipotent isometry u−1u′ = k−1k′ fixes an apartment and
therefore must be the identity.
Let τ ⊂ B be a (m − 1)-dimensional face in ∂F ix(g). Let {ξ} := ΣτFix(g). The point
ξ is a vertex in ΣτB. Let ξˆ ∈ ΣτB be a vertex antipodal to ξ. Choose an apartment
A ⊂ B containing τ and such that ξ, ξˆ ∈ ΣτA. Let g = uk be the decomposition of g with
respect to the apartment A given in Proposition 2.21, that is, u is unipotent and Fix(k)∩A
is a singular sphere of the same dimension as Fix(g). The weights for roots in A defined
by the unipotent isometry u as in Section 5 induce weights for the roots in ΣτA and we
obtain a convex function fΣτ (F ix(u)∩A). We define λg,τ,ξˆ := −fΣτ (F ix(u)∩A)(ξ). Notice that
λg,τ,ξˆ depends only on ξˆ and not in the chosen apartment A, this follows from Lemma 7.1
and Theorem 5.1 applied to the isometry of ΣτB induced by g. We also define the number
λg,τ := max{λg,τ,ξˆ | ξˆ antipode of ξ in ΣτB}.
We say that an apartment A supports g if the following holds:
(i) A supports the convex subcomplex Fix(g).
(ii) Let s ⊂ A be the m-dimensional singular sphere containing Fix(g) ∩ A. If τ is a
(m − 1)-dimensional face in ∂(Fix(g) ∩ A) ⊂ ∂F ix(g), then with the notation above
holds λg,τ,ξˆ = λg,τ , where {ξ} := ΣτFix(g) and {ξ, ξˆ} := Στs .
Remark 7.2. Condition (ii) coincides with the condition about non-reduced roots in the
definition of apartments supporting g for top-dimensional fixed point sets in Section 6. Hence,
this definition generalizes the top-dimensional case.
Lemma 7.3. Any two points in Fix(g) are contained in an apartment supporting g.
Proof. By Lemma 4.1, for any two points in Fix(g) there is an apartment A supporting
Fix(g) containing them. Let τ be a (m − 1)-dimensional face in ∂(Fix(g) ∩ A) ⊂ ∂F ix(g)
and let {ξ} = ΣτFix(g). Let ξˆ ∈ ΣτB be an antipode of ξ such that λg,τ,ξˆ = λg,τ . Let h ⊂ A
be the singular hemisphere of dimension m containing Fix(g) ∩ A and such that τ ⊂ ∂h.
Notice that Στh = ΣτFix(g) = {ξ}. There exists an apartment A′ ⊂ B containing h and
such that ξˆ ∈ ΣτA′. Then A′ is an apartment supporting Fix(g) and satisfying condition
(ii) for the face τ .
Let s′ be the singular sphere of dimension m in A′ containing h. Suppose that τ ′ is a face
in a different codimension one boundary component of ∂(Fix(g) ∩ A) from τ , and observe
that Στ ′h = Στ ′s
′. Therefore if A already satisfied condition (ii) for τ ′, then A′ still satisfied
condition (ii) for τ ′. We can repeat the construction until we get an apartment supporting
Fix(g) satisfying condition (ii) for all codimension one faces.
Theorem 7.4. Let B be an irreducible spherical building of dimension at least 2 and not
of type F4, E6, E7, E8. Let g ∈ Isom0(B) be an isometry such that Fix(g) ⊂ B is not a
subbuilding. Let x ∈ Fix(g) and let A ⊂ B be an apartment containing x and supporting g.
Let u be the unipotent part of g with respect to A as in Proposition 2.21. Then the function
f(x) := fF ix(u)∩A(x) as defined in Section 5 does not depend on the choice of the apartment A
supporting g. In particular, f defines a nicely convex function in Fix(g) and it has a unique
minimum x0 ∈ Fix(g), the weighted incenter of Fix(g). Moreover, rad(Fix(g), x0) ≤ pi2 .
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Proof. Let A′ be another apartment supporting g and containing x ∈ Fix(g). Write g = uk
with respect to A and g = u′k′ with respect to A′. Let s = Fix(k)∩A and s′ = Fix(k′)∩A′.
As in the top-dimensional case, we want to show that Fix(u) ∩ s′ ⊂ Fix(k) ∩ A′ =
Fix(k) ∩ s′. The proof is the same, using the fact that A′ supports Fix(g): Suppose not,
then there is a face τ of full dimension in ∂(Fix(k)∩ s′) and two faces ν0, ν1 ⊂ Fix(u)∩ s′ of
full dimension in s′ such that ν0 ∩ ν1 = τ , ν0 6⊂ Fix(k) ∩ s′ and ν1 ⊂ Fix(k) ∩ Fix(u). This
implies that u fixes StτB pointwise. It follows, gν0 = u(kν0) = kν0 6= ν0, hence, ν0 /∈ Fix(g).
Therefore τ ⊂ ∂(Fix(g) ∩ A′) ⊂ ∂F ix(g) because A′ supports Fix(g). On the other hand,
Fix(k) ⊂ B is a subbuilding and therefore there exists a chamber ν ′ ⊂ Fix(k) such that
ν ′∩ν1 = τ . But u must also fix ν ′, hence, gν ′ = uhν ′ = ν ′ and ν ′ ∈ Fix(g). This contradicts
the fact that τ ⊂ ∂F ix(g). So we conclude that Fix(u) ∩ s′ ⊂ Fix(k) ∩ s′ and in particular
Fix(u) ∩ s′ ⊂ Fix(g) ∩A′ = Fix(u′) ∩ s′.
Let us consider first the case when x ∈ Fix(g) is a vertex. Suppose that fF ix(u′)∩A′(x) >
fF ix(u)∩A(x). Let fF ix(u)∩A′ be the function in Fix(u)∩A′ with the weights defined by u. Then
fF ix(u)∩A(x) = fF ix(u)∩A′(x) by Theorem 5.1. Now we apply Lemma 2.18 toK1 = Fix(u′)∩A′
and K2 = Fix(u)∩A′, let α ∈ ΛminK1 be a root such that fK1(x) = −µα sin d(x, ∂α), then the
Lemma implies that h := α ∩ s′ ∈ ΛminK1∩s′ ∩ ΛminK2∩s′.
Notice that α ∈ ΛCH(K1,∂h) and therefore fK1(x) ≥ fCH(K1,∂h) ≥ −µα sin d(x, ∂α). It
follows that fK1(x) = fCH(K1,∂h)(x). Let {ξ} := Σ∂h(Ki ∩ s′) = Σ∂h(Fix(g) ∩ A′) =
Σ∂hFix(g). By Lemma 2.12 we have fK1(x) = fCH(K1,∂h)(x) = sin d(x, ∂h)fΣ∂hK1(ξ) and
fK2(x) ≥ fCH(K2,∂h)(x) = sin d(x, ∂h)fΣ∂hK2(ξ). Our assumption fK1(x) > fK2(x) implies
fΣ∂hK1(ξ) > fΣ∂hK2(ξ).
Let τ be a face in ∂h∩(K1∩s′)∩(K2∩s′) ⊂ ∂F ix(g). Let ξ1 ∈ ΣτB be the vertex such that
Στs
′ = {ξ, ξ1}. Then −λg,τ,ξ1 = fΣτ (F ix(u′)∩A′)(ξ) = fΣ∂hK1(ξ). Since K2 ∩ s′ = Fix(u) ∩ s′ ⊂
Fix(k) ∩ A′ and Fix(k) is a subbuilding, we find an apartment A′′ ⊂ Fix(k) containing τ
and ξ ∈ ΣτA′′. Let ξ2 ∈ ΣτA′′ be the antipode of ξ. Then −λg,τ,ξ2 = fΣτ (F ix(u)∩A′′)(ξ) =
fΣτ (F ix(u)∩A′)(ξ) = fΣ∂hK2(ξ) (the second equality follows from Theorem 5.1). It follows
that λg,τ,ξ2 > λg,τ,ξ1. Since A
′ supports g, condition (ii) implies that λg,τ,ξ1 = λg,τ . Hence
λg,τ,ξ2 > λg,τ , contradicting the definition of λg,τ . Thus, fF ix(u′)∩A′(x) ≤ fF ix(u)∩A(x) and
interchanging the roles of A and A′, we obtain fF ix(u′)∩A′(x) = fF ix(u)∩A(x). We have shown
the theorem in the case when x ∈ Fix(g) is a vertex.
Now we proceed as in the proof of Theorem 4.5 to show the general case. Let x ∈ Fix(g)
and let τ ⊂ Fix(g) be the face containing x in its interior. Let vi1 , . . . , vik be the vertices of
τ with vij of type ij and i1 < · · · < ik. After identifying τ with a subset of the unit round
sphere in Rk, we can write x =
∑k
j=1 ajvij with aj ≥ 0. Suppose again that fF ix(u′)∩A′(x) >
fF ix(u)∩A(x).
Let α ∈ ΛF ix(u′)∩A′ be a root such that fF ix(u′)∩A′(x) = −µα sin d(x, ∂α). Suppose
first that there is a vertex v = vij of τ with v ∈ ∂α. Then by Lemma 2.12, we have
fF ix(u′)∩A′ = sin d(x, v)fΣv(F ix(u′)∩A′)(
−→vx). The link ΣvB has again no factors of exceptional
type, then using induction on the rank of the building applied to the isometry of ΣvB induced
by g, we obtain fΣv(F ix(u′)∩A′)(
−→vx) = fΣv(F ix(u)∩A)(−→vx). It follows again by Lemma 2.12 that
fF ix(u)∩A(x) ≥ sin d(x, v)fΣv(F ix(u)∩A)(−→vx) = sin d(x, v)fΣv(F ix(u′)∩A′)(−→vx) = fF ix(u′)∩A′(x),
contradicting our assumption fF ix(u)∩A(x) < fF ix(u′)∩A′(x). Hence, τ is contained in the
interior of α.
Recall that by Lemmata 2.16 and 2.14, µα sin d(vij , ∂α) can only take at most the two
values λij , 2λij . Let r be the smallest number such that µα sin d(vir , ∂α) = λir . Then by
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Lemmata 2.17 and 2.15, µα sin d(vij , ∂α) = λij for all j ≥ r. Therefore
fF ix(u′)∩A′(x) = −µα sin d(x, ∂α) = −
k∑
j=1
ajµα sin d(vij , ∂α) = −2
r−1∑
j=1
ajλij −
k∑
i=r
ajλij
> fF ix(u)∩A(x) = max
β∈ΛFix(u)∩A
{−µβ sin d(x, ∂β)}
= max
β∈ΛFix(u)∩A
{−
k∑
j=1
ajµβ sin d(vij , ∂β)}.
It follows that for each β ∈ ΛF ix(u)∩A, there must be a j ≥ r such that µβ sin d(vij , ∂β) =
2λij . Then again by Lemma 2.15, µβ sin d(vir , ∂β) = 2λir for all β ∈ ΛF ix(u)∩A. Thus,
fF ix(u)∩A(vir) = −2λir < −λir = −µα sin d(vij , ∂α) ≤ fF ix(u′)∩A′(vir), contradicting the case
for vertices in Fix(g). We conclude in the general case that fF ix(u′)∩A′(x) = fF ix(u)∩A(x).
8 Some special cases and applications
8.1 Long root subgroups
Recall from Theorem 2.19, that if α is a non-reduced root, then we have some flexibility
in defining the root group U2α ⊂ Uα. The next proposition implies that there is a unique
maximal such subgroup and it coincides with the pointwise stabilizer of the ball of radius pi
2
containing α ⊂ B. This gives a geometric definition of U2α.
Proposition 8.1. Let B be an irreducible spherical building of dimension at least two, a
Moufang generalized triangle or a Moufang generalized quadrangle with associated root system
Φ. Let α ⊂ B be a root and let xα be its center.
If Φ is reduced and α ∈ Φ is a long root, then Uα = FixIsom(B)(Bpi
2
(xα)).
If Φ is non-reduced and α ∈ Φ is a non-reduced root, then U2α ⊂ FixIsom(B)(Bpi
2
(xα)) ⊂ Uα.
Moreover, we can replace U2α with FixIsom(B)(Bpi
2
(xα)) and Theorem 2.19 remains valid.
Proof. By the definition of root subgroup, it is clear that FixIsom(B)(Bpi
2
(xα)) ⊂ Uα for any
root α. Let now 1 6= g ∈ Uα (or U2α in the non-reduced case) as in the statement of the
proposition. Let f be the function on Fix(g) given by Theorem 5.1. Let A be an apartment
containing the root α. Then f(xα) = fF ix(g)∩A(xα) = fα(xα) = −µα. By the hypothesis of
the proposition µα is the norm of the longest root in Φ. Now for any other apartment A
′
containing xα we have −µα = f(xα) = fF ix(g)∩A′(xα) = maxβ∈ΛFix(g)∩A′{−µβ sin d(xα, ∂β)} ≥
maxβ∈ΛFix(g)∩A′{−µβ} ≥ −µα. The equality implies that xα must be the center of every root
in ΛF ix(g)∩A′ . That is, Fix(g) ∩A′ = Bpi
2
(xα) ∩ A′. It follows that Fix(g) = Bpi
2
(xα).
Now we prove the second assertion. For a non-reduced root α, let U¯2α := FixIsom(B)(Bpi
2
(xα)).
We have to verify the commutator relations for these subgroups. Let β be another root and
let xβ be its center. Then d(xα, xβ) ∈ {0, pi4 , pi2 , 3pi4 , π}.
Case d(xα, xβ) =
pi
4
: Then [U¯2α, Uβ ] ⊂ [Uα, Uβ] = 1.
Case d(xα, xβ) =
pi
2
: Let g ∈ U¯2α and h ∈ Uβ. Then h fixes xα and therefore sta-
bilizes Bpi
2
(xα). Since g fixes Bpi
2
(xα) pointwise, it follows that [g, h] also fixes Bpi
2
(xα)
pointwise. Similarly, g fixes xβ and therefore stabilizes StxβB. On the other hand h
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fixes StxβB pointwise and it follows that [g, h] also fixes StxβB pointwise. We conclude
that Fix([g, h]) ⊃ Bpi
2
(xα) ∪ StxβB. But the convex hull of Bpi2 (xα) ∪ StxβB is B, hence
Fix([g, h]) = B and [g, h] = 1. We obtain [U¯2α, Uβ] = 1.
Case d(xα, xβ) =
3pi
4
: Let g ∈ U¯2α and h ∈ Uβ. Then [h, g] = g1g2 with gi ∈ Uβ+iα (see
e.g. [Wei03, Prop. 11.17]). By [Tit94, Lemma 2.1], g1 is conjugated to g and therefore it
fixes a ball of radius pi
2
. This implies that g1 ∈ U¯2(β+α). Hence [U¯2α, Uβ ] ⊂ 〈U¯2(β+α), Uβ+2α〉.
Case d(xα, xβ) = 0: Let g ∈ U¯2α and h ∈ Uα. Choose a root γ with d(xα, xγ) = pi4
and let u ∈ Uγ . Then by [Tit94, Lemma 2.1], there is a g′ ∈ Uα−γ conjugate to g (and
therefore g′ ∈ U¯2(α−γ)) and a k ∈ U2α−γ such that [u, g′] = gk. Since [Uγ, Uα] = 1 and
[U2α−γ , Uα] = 1, the elements u and k commute with h. Moreover, by the second case above
[U¯2(α−γ), Uα] = 1 and we also see that g′ commutes with h. It follows that [g, h] = 1 and
therefore [U¯2α, Uα] = 1, in other words, U¯2α ⊂ Z(Uα).
8.2 Commuting unipotent elements
The following result is well known in the setting of algebraic groups. We give here a geometric
proof that works for any spherical building.
Proposition 8.2. The product of two commuting unipotent isometries is again unipotent.
Proof. Let g1, g2 be two commuting unipotent isometries. Then gi stabilizes Fix(g3−i). Let
fi be the function on Fix(gi) given by Theorem 5.1 and let xi be the corresponding weighted
incenter of Fix(gi).
Let {i, j} = {1, 2}. Let A be an apartment containing x ∈ Fix(gi). Then fi(gjx) =
fF ix(gi)∩gjA(gjx) = fF ix(g−1j gigj)∩A(x) = fF ix(gi)∩A(x) = fi(x). Hence, the function fi is gj-
invariant. Therefore gj must fix the unique minimum xi and x1x2 ⊂ Fix(g1) ∩ Fix(g2).
Notice that xi is an interior point of Fix(gi) by definition. It follows that the midpoint x0 of
the segment x1x2 is interior in Fix(g1) and in Fix(g2). This implies that there is a chamber
σ ⊂ Fix(g1) ∩ Fix(g2) containing x0. Then, by Corollary 2.24, gi ∈ Uσ and in particular
g1g2 ∈ Uσ.
8.3 Jordan decomposition
In this section we want to consider special examples of spherical buildings that include
the buildings associated to algebraic groups and isometries for which there exists a Jordan
decomposition. First we will explain the setting that occurs in the algebraic groups and then
we state the results in a purely geometric manner forgetting the algebraic group structure.
Let G be a semisimple algebraic group defined over an algebraically closed field k. Let
BG,k denote the associated spherical building. The faces of BG,k correspond to parabolic
subgroups and the chambers to minimal parabolic subgroups, that is, Borel subgroups. An
apartment corresponds to a maximal torus, the faces contained in the apartment are the
parabolics containing the maximal torus. The group G(k) acts on BG,k by type-preserving
isometries. An element g ∈ G(k) has fixed point set a subbuilding if and only if it is a
semisimple element. Let s ∈ G(k) be semisimple, the fixed point set Fix(s) consists on all
apartments corresponding to maximal tori containing s. There is a torus S ⊂ G such that
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CG(S) = CG(s). The torus S corresponds to a singular sphere ς ⊂ BG,k and Fix(s) is the
union of the apartments containing ς. In particular Fix(s) is always top-dimensional.
Let now G be a semisimple algebraic group defined over an arbitrary field k. Suppose
further that G is k-split, that is, G contains a k-split (diagonalizable over k) maximal torus.
Let k¯ be the algebraic closure of k. We have that BG,k is a subbuilding of BG,k¯. Since
G is k-split, BG,k is top-dimensional in BG,k¯. Let s ∈ G(k) be a semisimple element. In
general, Fix(s) ⊂ BG,k is not top-dimensional anymore. Suppose first that Fix(s) ⊂ BG,k
is top-dimensional. Then by the above discussion, the apartments in the fixed point set of
the action sy BG,k¯ must contain the singular sphere ς ⊂ BG,k¯. This implies that the torus
S is k-defined and ς ⊂ BG,k. The fixed point set Fix(s) is the union of the apartments in
BG,k containing ς.
Suppose now that the field k is perfect. Let g ∈ G(k), then g has a unique Jordan
decomposition g = su with s ∈ G(k) semisimple, u ∈ G(k) unipotent and s, u commute
with each other. In the case of algebraically closed fields, this implies that Fix(g) is always
top-dimensional and therefore it is a subbuilding or has circumradius ≤ pi
2
by Theorem 6.1.
We generalize this conclusion to perfect fields and non-split groups in Propositions 8.5 and
8.6.
Motivated by this discussion, we make the following definition. We say that an isometry
g ∈ Isom(B) of a spherical building B is split if Fix(s) is the union of all apartments
containing a singular sphere ς ⊂ B. In particular, the fixed point set of a split isometry
factorizes as a spherical join Fix(k) ∼= ΣςB ◦ ς.
In the following results we consider isometries g of spherical buildings that admit a kind
of Jordan decomposition, that is, can be written as g = uk with u unipotent, Fix(k) is a
subbuilding and u and k commute.
Lemma 8.3. Let B be an irreducible spherical building. Let k be an isometry, whose fixed
point set is a subbuilding, and let u be a unipotent isometry. Suppose that u and k commute.
Then Fix(u) ∩ Fix(k) is a top-dimensional subcomplex of the building B′ = Fix(k) with its
thick structure.
Proof. Let x0 be the weighted incenter of Fix(u) given by Theorem 5.1. Then k fixes x0
because it commutes with u. By definition x0 must be an interior point of Fix(u), therefore
by Corollary 2.25, Stx0B ⊂ Fix(u). Since Fix(k) is a subbuilding, it follows that x0 is an
interior point of Fix(u) ∩ Fix(k) and Fix(u) ∩ Fix(k) is of full dimension in Fix(k).
Let τ ⊂ ∂(Fix(u) ∩ Fix(k)) be a face of full dimension and let σ, σ′ ⊂ Fix(k) be faces
of full dimension containing τ and such that σ ⊂ Fix(u), σ′ 6⊂ Fix(u). Observe that u
stabilizes Fix(k) because u and k commute. Then σ, σ′, uσ′ are three pairwise distinct faces
in Fix(k) containing τ . It follows that τ is contained in a wall with respect to the thick
structure of Fix(k).
Notice that if k is a split isometry with Fix(k) ∼= ΣςB ◦ ς, then a top-dimensional
subcomplex K ⊂ Fix(k) ⊂ B is a subcomplex with respect to the thick structure of Fix(k)
if and only if K contains the singular sphere ς. In the next result we see that the converse
of Lemma 8.3 is also true if the isometry k is split.
Lemma 8.4. Let B be an irreducible spherical building. Let k be a split isometry with
Fix(k) ∼= ΣςB ◦ ς. If the fixed point set of a unipotent isometry u contains the singular
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sphere ς, then u and k commute.
Proof. Let A ⊂ B be an apartment containing ς and such that K = Fix(u) ∩ A is top-
dimensional. Then by Proposition 2.23, g is a product of root elements of roots in ΛK =
{α ⊂ A | K ⊂ A} ⊂ {α ⊂ A | ς ⊂ A}. Hence, we may assume that u ∈ Uα for some α ⊂ A
containing ς. Then kuk−1 ∈ Uα because k fixes α. Further, the action of kuk−1 and u on
ΣςB is the same because k acts as the identity on ΣςB. Since B is irreducible, this implies
that kuk−1 = u.
The following proposition applies in particular to the buildings associated to algebraic
groups G defined over algebraically closed fields k and isometries g ∈ G(k).
Proposition 8.5. Let B be an irreducible spherical building. Let k be a split isometry and
let u be a unipotent isometry such that u and k commute. Let g = uk. Then Fix(g) =
Fix(u) ∩ Fix(k).
Proof. Clearly, Fix(g) ⊃ Fix(u)∩Fix(k). Let σ ⊂ B be a chamber such that σ∩ (Fix(u)∩
Fix(k)) is a panel τ ⊂ ∂(Fix(u) ∩ Fix(k)). By Lemma 8.3, τ is contained in a wall of the
thick structure of Fix(k) ∼= ΣςB ◦ ς. This implies that there is a panel ν ⊂ ΣςB such that
τ ⊂ ν ◦ ς ⊂ Fix(k) ∼= ΣςB ◦ ς. In particular, StτB ⊂ Stν(ΣςB) ◦ ς ⊂ Fix(k). This in turn
implies that σ ⊂ Fix(k). Since, σ 6⊂ Fix(u)∩Fix(k), it follows that σ 6⊂ Fix(g). Therefore,
we conclude that Fix(g) = Fix(u) ∩ Fix(k).
Let again G be a semisimple algebraic group defined over a field k, but we do not assume
that G is k-split. Let s ∈ G(k) be a semisimple element. Even if Fix(s) ⊂ BG,k is top-
dimensional, it may not be top-dimensional in BG,k¯. Thus, the isometry s of BG,k must not
be split. Nevertheless, we can use Proposition 8.5 applied to BG,k¯ to conclude that for a
perfect field k (that is, when we have a Jordan decomposition), the fixed point set Fix(g) is
either a subbuilding or it has circumradius ≤ pi
2
.
Proposition 8.6. Let B˜ be an irreducible spherical building Let k˜ be a split isometry and let
u˜ be a unipotent isometry such that u˜ and k˜ commute. Suppose further that u˜, k˜ stabilize a
subbuilding B ⊂ B˜, in particular, their restrictions to B induce isometries u, k ∈ Isom(B).
Assume also that u is unipotent. Let g = uk. Then Fix(g) = Fix(k)∩Fix(u) ⊂ B is either
a subbuilding or it has circumradius ≤ pi
2
.
Proof. By Proposition 8.5, Fix(g) = B∩Fix(u˜k˜) = B∩Fix(k˜)∩Fix(u˜) = Fix(k)∩Fix(u).
Theorem 5.1 implies that Fix(u) has a unique weighted incenter x0. Since u and k commute,
k fixes x0 and therefore x0 ∈ Fix(g). It follows that rad(Fix(g)) ≤ rad(Fix(g), x0) ≤
rad(Fix(u), x0) ≤ pi2 again by Theorem 5.1.
Remark 8.7. Proposition 8.6 in the case of semisimple Lie groups gives another proof of
[Ebe96, Proposition 4.1.5], see also [Mos73, Lemma 12.3].
Suppose we are in a setting where a Jordan decomposition always exists. It is a natural
question to ask for a geometric way of finding this decomposition. This is what [Ebe96,
Problem 2.19.11] is about in the case of symmetric spaces of noncompact type. Let us
rephrase the statement of the [Ebe96, Conjecture 2.19.11] in our notation. Let G be a
noncompact semisimple Lie group and let B be its associated spherical building. B is the
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Tits boundary of the symmetric space X = G/K, where K is a maximal compact subgroup.
Let g ∈ G be a parabolic isometry. Then the fixed point set Fix(g) of g in B has circumradius
≤ pi
2
(cf. Section 1). Let x0 be the unique circumcenter of the set of circumcenters of Fix(g)
and let τ ⊂ B be the face containing x0 in its interior. Let A ⊂ B be an apartment containing
τ . Let g = uk be the decomposition given by Proposition 2.21 with respect to the apartment
A, where u ∈ Uτ and k ∈ LτH . Then the conjecture asks if k is semisimple and g = uk is
the Jordan decomposition of g. As stated the conjecture cannot be true as we can see in the
following example.
Example 8.8. Let g =
(
a 1
a−2
a
)
∈ SL(3,R) with a 6= 1. Then the fixed point set Fix(g) in
B = ∂T (SL(3,R)/SO(3)) is a root α ⊂ B. The unipotent part u in the Jordan decomposition
of g = us is an element in the root group Uα. The center of α is the center of a chamber
σ. Let A be an apartment such that A ∩ α = σ. Then the decomposition g = u′k′ with
respect to this apartment cannot be the Jordan decomposition because Fix(u′)∩A = σ and
u′ cannot be a root element. On the other hand, the decomposition with respect to any
apartment containing α is the Jordan decomposition.
In the example above, the key to obtain the Jordan decomposition was to choose an
apartment supporting the fixed point set Fix(g). This works in general for a split algebraic
group G over a perfect field and g ∈ G with top-dimensional fixed point set. This is the
assertion of the following proposition, thus giving a solution of [Ebe96, Problem 2.19.11]
in this case. Notice that it is actually not important whether the apartment contains the
circumcenter of the fixed point set or not.
Proposition 8.9. Let B be an irreducible spherical building. Let g be an isometry admitting
a decomposition g = uk with u unipotent, k split and such that u and k commute. Then
g = uk is the decomposition as in Proposition 2.21 with respect to any apartment supporting
Fix(g).
Proof. By Lemma 8.3, Fix(g) is a subcomplex of Fix(k) ∼= ΣςB ◦ ς with respect to its thick
structure. It follows that any apartment A supporting Fix(g) must contain the singular
sphere ς. This in turn implies that A ⊂ Fix(k). Let g = u′k′ be the decomposition
with respect to A. Then u−1u′ = kk′−1 fixes A. By Proposition 8.5 we have Fix(g) =
Fix(u) ∩ Fix(k), hence, Fix(u) ∩ A = Fix(g) ∩ A = Fix(u′) ∩ A and it follows that
u−1u′ = kk′−1 is a unipotent isometry by Corollary 2.24. Then u−1u′ = kk′−1 must be the
identity.
Taking an apartment supporting Fix(g) does not work anymore in the general case.
Actually, it is not possible to extract the Jordan decomposition of g just by considering its
fixed point set as the following example shows.
Example 8.10. Let g =
(
R Id2
R
) ∈ SL(4,R), where Id2 ∈ SL(2,R) is the identity matrix
and ±Id2 6= R ∈ SO(2) is a rotation. The fixed point set of g consists of only one point. It
is the vertex of B = ∂T (SL(4,R)/SO(4)) corresponding to the plane 〈e1, e2〉 ⊂ R4.
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