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a b s t r a c t
Most complete binary prefix codes have a synchronizing string, that is a string that
resynchronizes the decoder regardless of its previous state. This work presents an upper
bound on the length of the shortest synchronizing string for such codes. Two classes of
codes with a long shortest synchronizing string are presented. It is known that finding a
synchronizing string for a code is equivalent to finding a synchronizing string of some finite
automaton. The Černý conjecture for this class of automata is discussed.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Huffman codes are the most popular variable length codes. In the presence of channel errors a large part of an encoded
message can be destroyed because of the loss of synchronization between the decoder and the coder. In the case of some
Huffman codes, under certain assumptions on the message source, the decoder will eventually resynchronize, and the
following symbols will be decoded correctly. These codes are called synchronizing. Capocelli et al. [3] proved that codes
are synchronizing if and only if they have a synchronizing string — a string such that when received by the decoder always
puts it into synchronization. Freiling et al. [8] proved that almost all Huffman codes have a synchronizing string. More
precisely, they proved that the probability of drawing randomly a code without a synchronizing string decreases to zero
with increasing code size.
Schützenberger [16] analyzed possible distribution of codeword lengths in synchronizing prefix codes. Rudner [14] gave
an algorithm for the construction of a synchronizing Huffman code for a given distribution of codeword lengths, that works
under some assumptions on the distribution. His work was further extended in [12,9]. Capocelli et al. [4] showed how to
modify a Huffman code by adding a little redundancy to create a synchronizing code. Ferguson and Rabinowitz [7] analyzed
codes whose synchronizing string is a codeword.
The synchronization recovery of a Huffman code can be modeled with a finite automaton whose states are proper
prefixes of codewords (or internal nodes of the code’s tree). This automaton will be called a Huffman automaton. Such an
automaton was used by Maxted and Robinson [11] to compute for a given code the average number of symbols lost before
resynchronization.
A lot of research has been done in the area of automata synchronization. A synchronizing string for a finite automaton
〈Q ,Σ, δ〉 is a string s that brings all states to one particular state. That is δ(q1, s) = δ(q2, s) for any states q1, q2 ∈ Q .
I This is an extended version of the paper that originally appeared in Edward Ochmanski, Jerzy Tyszkiewicz (Eds.), MFCS, in: Lecture Notes in Computer
Science, vol. 5162, Springer, 2008, pp. 120–131.∗ Corresponding author. Tel.: +48 600 253 491.
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An automaton will be called synchronizing if it has a synchronizing string. The famous Černý conjecture [5] states that a
synchronizing finite automaton with N states has a synchronizing string of length (N − 1)2.
Although there are proofs for certain classes of automata, for instance in [2,10], the problem remains open. There are some
bounds on the length of the shortest synchronizing string. For instance Pin [13] proved that 16 (N
3 − N) is an upper bound.
Some research has also been done to find automata with long shortest synchronizing strings. Černý [5] constructed a series
of automata with shortest synchronizing string of length (N−1)2. Ananichev et al. [1] considered how long a synchronizing
string can be if there is a letter that reduces the number of states by two. Trahtman [17] searched for worst-case automata.
Eppstein [6] gave an algorithm for testing whether an automaton is synchronizing and for the construction of a
synchronizing string of lengthO(N3) for a synchronizing automaton. His algorithm requiresO(N3) operations for a constant-
size alphabet. An overview of the area of automata synchronization is given in [15].
It is rather clear that a synchronizing string for a Huffman code is also a synchronizing string for the Huffman automaton
of the code, and vice versa. Nevertheless, it seems that so far both areas of research have not been related. This paper fills
this gap.
First, we explain that Huffman code synchronization is equivalent to Huffman automaton synchronization. Then, we
prove an upper bound on the length of the shortestmerging string for a set of two states of a Huffman automaton: the root
of the code’s tree and another internal node of the tree. A merging string for a set of states is a string that brings all states of
the set to the same state. The proof is constructive and an algorithm for the construction of the shortest merging string for
such nodes is given. The execution of this algorithm also suffices for answering whether a code is synchronizing.
Then, we present an upper bound on the length of the shortest synchronizing string of a Huffman automaton. For most
(but not all) codes the bound is better than the Černý conjecture. Also an algorithm for the construction of a synchronizing
string for a Huffman automaton is presented. To the authors’ best knowledge, this class of automata has not been studied
yet. The bounds presented here are better than the bounds O(N3) for general automata. Both algorithms are faster than the
one of Eppstein [6].
Afterwards, results of experimental search forworst-case codes are shown. Three classes of Huffman codes are presented.
The codes give a lower estimate on the possible upper bounds of the length of the shortest synchronizing or merging string.
It is conjectured (but, unfortunately, not proved) that these classes of codes are the worst-case codes. It is interesting that
the length of their synchronizing or merging strings is much lower than the bound proved.
2. Definitions and notation
Aword is a string of letters, for instancew = w0w1 . . . wk−1. The empty word is denoted by . The subword of a wordw
from the letter p to q−1 is denoted byw[p..q). The length of a wordw is denoted by |w|. A sequence of k letters a is denoted
ak. For instance, forw = ‘abc ’,w[1..2) = ‘b’,w[1..3) = ‘bc ’,w[0..1) = ‘a’, |w| = 3 and 04 = ‘0000’.
A proper binary tree is a tree with each node being either an internal node with two children, or a leaf node with no
children. Each left outgoing edge is labeled with 0 (0-edge). Each right outgoing edge is labeled with 1 (1-edge). The root of
a tree is denoted by ε.
The label of a node n in a proper binary tree is the string pi(n) formed of edge labels on the path from the root to n. Labels
of nodes in a given tree are unique and theywill be used to name the nodes.We havepi(ε) = , which explains the notation.
The label of the left child of the root is 0 and the label of the right child of the root is 1.
The number of leaves in a tree is denoted by N . The height of a tree is denoted by h. In this paper, a code C such that
C = {pi(n)|n is a leaf of T } for some proper binary tree T , is called a Huffman code. The tree T is called a Huffman tree.
Let a Huffman Automaton T be an automaton whose states are internal nodes of the Huffman tree T . The transition
function δ(n, b), b ∈ {0, 1}, brings an automaton from the node n to its b-edge child, if it is not a leaf, or to the root
otherwise. The function δ can be extended by induction to strings: δ∗(q, b0 . . . bk−1) = δ(δ∗(q, b0 . . . bk−2), bk−1) and
δ∗(q, ) = q. This extension δ∗ will also be denoted by δ. For a subset C of states of a Huffman automaton we denote,
δ(C , a) := {δ(q, a)|q ∈ C }.
We say that a word w brings a node n to a node n′ if n′ = δ(n, w). Then n′ is the result of applying w to n. In addition,
we say that w brings a node n to a leaf if δ(n, w) = ε and w is not empty. This is justified because the construction of the
Huffman automaton T may be seen as merging the leaves of the tree T with the root of T . We say thatw brings a node n to
n′ without loops if none of the nodes δ(n, w[0, 1)), δ(n, w[0, 2)), . . . , δ(n, w[0, |w| − 2)) is the root.
The values T , T , δ, N , h, ε, pi depend on the code C . We assume that it is always clear from the context which code (or,
equivalently, which Huffman tree) is being considered.
Definition 1 ([16]). A synchronizing string for a Huffman code is a string s such that ws is a sequence of codewords for any
binary wordw.
Equivalently, a synchronizing string is a string that brings any node of the Huffman automaton to the root.
Definition 2. Let A = 〈Q ,Σ, δ〉 be a finite automaton. A synchronizing string for A is a word w such that |δ(Q , w)| = 1.
Amerging string for a set of states R ⊆ Q of the automatonA is a wordw such that |δ(R, w)| = 1.
Definition 3. Let A = 〈Q ,Σ, δ〉 be a finite automaton. The power automaton for A is the automaton P (A) = (P (Q ),
Σ, δP ), where P (Q ) denotes the set of all subsets of Q and δP (R, a) = δ(R, a) for R ∈ P (Q ).
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The states of the power automatonP (A) are sets of states of the automatonA. They are called configurations and denoted
by capital script letters, e.g. A ,B, C , . . ..
The operation of the power automatonP (A) can be seen asmovements of coins that lie on some states of the automaton
A. If the power automaton is in configuration C , the coins lie on the states q ∈ C . Then, if the power automaton makes a
transition by a letter a, the coins move accordingly to the transition function δ for the automaton A — a coin on a state p
moves onto the state δ(p, a). If more than one coin goes to the same state, only one of them is kept.
It is easy to see that after applying the letter a to configuration C , the set of states with coins is exactly δP (C , a).
This analogy helps to visualize the operation of a power automaton and gives some intuition. For instance, the string w
is synchronizing if and only if applyingw to the automatonAwith a coin on each state results in just one coin remaining.
An automaton is synchronizing if it has a synchronizing string. A Huffman code is synchronizing if it has a synchronizing
string.
Theorem 4. A synchronizing string for a Huffman code C is a synchronizing string for the Huffman automaton T of the code.
A synchronizing string s for the Huffman automaton T , such that s brings all nodes to the root, is a synchronizing string for the
Huffman code.
The proof of the theorem is easy and may be omitted. The theorem states that a Huffman code is synchronizing if and
only if its Huffman automaton is synchronizing.
3. Merging string for a pair of states
Theorem 5. Let C be a synchronizing Huffman code of size N, let T and T be, respectively, the Huffman tree and the Huffman
automaton for C. For any node n of T there is a merging string sn for the set {n, ε} (ε is the root of T ), with
|sn| ≤
∑
p∈I(T )\{ε}
hp, (1)
where I(T ) is the set of the internal nodes of T and hp is the height of the subtree of T rooted at p.
Proof. C is synchronizing so T has a synchronizing string sT . Let us consider a merging string sn for n and ε of minimal
length. It exists, because sT merges ε and n, but it need not be unique. The string sn brings both nodes to the root, because
otherwise we could remove the last letter of sn and the result would still merge n and ε.
Let {ni,mi} be the unordered pairs of nodes that appear when consecutive prefixes of sn are applied to the initial
configuration {n, ε}:
{ni,mi} = δ ({n, ε}, sn[0..i)) , i = 0, . . . , |sn|. (2)
In particular, {n0,m0} = {n, ε} and {n|sn|,m|sn|} = {ε} (a singleton is also considered as a pair).
Consider the subsequence {nik , ε}k=0,...,` of {ni,mi}i=0,...,|sn| which is formed of pairs containing the root. Each node p,
appears in this subsequence as the partner of ε at most once, because pairs do not repeat in {ni,mi} (otherwise we could
shorten the string sn). The string sn[ik, ik+1), that brings {nik , ε} to {nik+1 , ε}, is a string that either brings the node nik to a leaf
without loops or that brings ε to a leaf without loops. In either case the length of sn[ik, ik+1) is at most hnik (note that in the
second case the node nik+1 is in the subtree of nik , unless nik+1 = ε). It follows that
|sn| =
`−1∑
k=0
|sn[ik, ik+1)| ≤
`−1∑
k=0
hnik ≤
∑
p∈I(T )\{ε}
hp. (3)
The last inequality follows from the fact that nik are different nodes of T . The value of hε is not counted in the sum because
the set {ε} appears only as the last element of the sequence {nik , ε}. 
Let HT be the value of the bound in Theorem 5. HT is the sum of heights of all the nontrivial subtrees of T apart from the
whole tree. We will compare HT withΠT — the sum of depths of all the internal nodes, withWT — the sum of depths of all
the leaves of T (that is the sum of codeword lengths), and with ST — the sum of the number of leaves in all subtrees of T .
The proof of Theorem 5 can be easily modified to prove that |sn| does not exceedΠT ,WT and ST . It turns out that the bound
|sn| ≤ HT is the best of the four.
Lemma 6. Let T be a proper binary tree, let I(T ) be the set of the internal nodes of T , let L(T ) be the set of leaves of T , let hn and
Nn be, respectively, the height and the number of leaves in the subtree rooted at the node n of T , let |pi(n)| be the distance from
the root to n and let NT be the number of leaves in T . Let us define:
HT =
∑
n∈I(T )\{ε}
hn, ΠT =
∑
n∈I(T )
|pi(n)|, (4)
WT =
∑
n∈L(T )
|pi(n)|, ST =
∑
n∈I(T )∪L(T )
Nn. (5)
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(a) Huffman tree 1. (b) Huffman tree 2. (c) Huffman tree 3.
Fig. 1. Illustration for Example 9.
Then the following holds:
ΠT = WT − 2NT + 2, (6)
WT = ST − NT , (7)
HT ≤ ΠT ≤ WT ≤ ST . (8)
Proof. Note that the index of N can be either a node or a tree. This should not cause confusion as there is a 1–1
correspondence between nodes and trees — a node n corresponds to the tree T rooted at nwith NT = Nn.
We prove the equations and the inequalities by induction. For a tree that consist of just the root node the values HT ,ΠT
andWT are equal to 0, ST and NT are equal to 1 and (6), (7), (8) are correct. If the tree T consists of two subtrees T1 and T2
joined in a common root, the following recurrences hold:
HT = HT1 + HT2 + hT1 + hT2 , (9)
ΠT = ΠT1 +ΠT2 + (NT1 − 1)+ (NT2 − 1), (10)
WT = WT1 +WT2 + NT1 + NT2 , (11)
NT = NT1 + NT2 , (12)
ST = ST1 + ST2 + NT1 + NT2 , (13)
where hTi is the height of the tree Ti.
Eq. (6) can be proved by induction, by substituting the induction hypothesis (6) for ΠT1 and ΠT2 to (10) and using (11)
and (12):
ΠT = ΠT1 +ΠT2 + NT1 + NT2 − 2
= (WT1 − 2NT1 + 2)+ (WT2 − 2NT2 + 2)+ NT1 + NT2 − 2
= (WT1 +WT2 + NT1 + NT2)− 2(NT1 + NT2)+ 2
= WT − 2NT + 2.
The recurrences forWT and ST − NT are identical:
ST − NT = (ST1 − NT1)+ (ST2 − NT2)+ NT1 + NT2 (14)
and the value of (ST − NT ) for the tree with one node is 0, so ST − NT = WT holds for all trees. The inequality hT ≤ NT − 1
together with the recurrences (9) and (10) prove the first inequality of (8). Other inequalities follow from (6) and (7). 
Corollary 7. Letwi be all the codewords of a Huffman code. Then
|sn| ≤
∑
i
|wi| and |sn| ≤ (N − 2)(h− 1). (15)
The result of Theorem 5 can be improved if we notice that the sequence {nik , ε}, defined in the proof of Theorem 5, cannot
contain two nodes nik and nik′ that are roots of identical subtrees of T . Indeed, otherwise we could shorten the string sn by
cutting off the substring that brings nik to nik′ . This gives the following result:
Corollary 8. The bound of Theorem 5 can be improved to:
|sn| ≤
∑
t∈T(T )\{T }
ht , (16)
where T(T ) is the set all distinct subtrees of T and ht is the height of the tree t.
Example 9. Let us consider the tree from Fig. 1(a). It has two distinct subtrees other than the whole tree: one of height 1
and one of height 2. It follows that for each node n there is a merging string with ε of length at most 3. For instance, for the
node 0 the merging string is 110.
The tree from Fig. 1(b), has exactly the same subtrees, so the bound on the length of its merging strings is the same. In
this case the node 01 requires a merging string of length at least 3, for instance 011.
Note that the bound is not sharp and for some trees all nodes have shorter merging strings. For instance, each node of
the tree from Fig. 1(c) can be merged with the root using a string of length 1 (the string ‘1’). The bound from Corollary 8 for
this tree is 3.
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(a) Huffman tree. (b) Minimized Huffman automaton.
Fig. 2. A Huffman tree and its minimized Huffman automaton.
The idea of identifying common subtrees can be formalized by introducing theminimized Huffman automaton. Although
this does not give here a better estimate of the length of the shortest merging string for the set {n, ε}, it is interesting in
itself. This construction will also be used later in this paper.
Definition 10. Aminimized Huffman automaton for a Huffman code C is an automaton made of the Huffman automaton for
C by merging the states that are roots of identical subtrees of the Huffman tree T for C .
It is easy to see that minimized Huffman automata have exactly two edges, labeled with 0 and 1, going out of each node,
thus their transition function is indeed a function. An example of a minimized Huffman automaton is presented in Fig. 2.
Wewill say that a setR of states of aHuffman automaton T corresponds to the setRm of states of theminimizedHuffman
automaton Tm if Rm is the smallest set satisfying: if q ∈ R and q is merged to a state q′ of Tm then q′ ∈ Rm.
Theorem 11. Let C be a synchronizing Huffman code, let T be the Huffman automaton for C and let Tm be theminimized Huffman
automaton for C. LetR be a set of states of T and letRm be the corresponding set of states of Tm. If s is a merging string forR then
s is a merging string forRm. If s′ is a merging string forRm that brings all nodes ofRm to the root then s′ is a merging string forR.
Proof. Let us consider coins on the states of the automata T and Tm. Moving coins according to a stringw and thenmerging
the states of T to get its minimized version (with removing duplicate coins on the same state) is equivalent to merging the
states first and then moving coins. This observation proves the theorem. Indeed, applying s to R leaves only one coin. Then
merging the states does not multiply the coins. Applying s′ toRm leaves only the coin in the root. Thus, applying s′ toR may
leave a coin only in the root ofA, because no other state was merged with the root of T to be the root of Tm. 
Note that the minimized Huffman automaton is implicitly used in Corollary 8, where we consider all non-identical
subtrees of a Huffman tree. The roots of such subtrees are states of the minimized Huffman automaton.
Theorem 5 leads to an algorithm for finding the shortest merging string for a set {n0, ε}, where n0 is any state of T . First a
graph G = (V , E) is created. The vertices of G are unordered pairs {n, ε}, where n is a state of T . The edges of G are weighted;
{n1, ε} → {n2, ε} is an edge if there is a stringw that brings {n1, ε} to {n2, ε}without passing through any other pair {n, ε}.
The weight of the edge is the length of the shortest such stringw (note that the stringw need not be unique).
Such a string w is also the label of the edge {n1, ε} → {n2, ε}, although it will not be stored explicitly. Instead, for
retrieving the label w, we will store a mark M . The mark will depend on the target pair of the edge. If the target is a pair
{n2, ε} with n2 6= ε, the mark is equal to either n1 if n2 = δ(n1, w), or to ε if n2 = δ(ε,w). In either case n2 = δ(M, w),
the node n2 is in the subtree of the nodeM and w is formed of labels on the path fromM to n2. If the target of an edge is a
singleton {ε}, that is n2 = ε, themarkM is the leaf δ(ε,w). In this case thewordw is formed of labels on the path from ε toM .
The construction of the graph requires DFS-traversing the Huffman tree with a pair of nodes {n1, n2}, starting at {n, ε}
and applying transitions of the Huffman automaton to both nodes of the pair. The traversal goes forward until a set {n′,m}
is reached, withm being a leaf. Then, the edge {n, ε} → {n′, ε} is added to the graph with the number of steps from {n, ε} to
{n′,m} as its weight. If such an edge has been added before, only the weight is updated to be the minimum of the previous
weight and the new one. Finally, the markM of the edge is set appropriately.
The cost of processing each pair {n, ε} during the construction of the graph G is proportional to the size of the subtree
rooted at n, because the DFS traversal is limited to the subtree of n. The size of a tree is proportional to the number of its
leaves. It follows that the construction of G uses the time proportional to the sum of the number of leaves in all subtrees of
T , ST . By Lemma 6, this is O(
∑ |wi|), wherewi are the codewords given by the tree T . The number of vertices in the graph is
|V | = N− 1. The number of edges is also bounded by the sum of sizes of all the subtrees of the tree, that is |E| = O(∑ |wi|).
The shortest merging string for a set {n, ε} is given by the lightest path from {n, ε} to {ε} in the graph G. The tree of the
lightest paths from any node to {ε} can be constructed using Dijkstra’s algorithm in O(|E| + |V | log |V |). Since |V | = O(N),
|E| = O(∑ |wi|) and∑ |wi| ≥ N logN , the lightest paths’ tree can be computed in O(∑ |wi|).
To print out the shortest merging string for a set {n, ε} it is necessary to reconstruct the labels of each edge. For an edge
{n, ε} → {n′, ε}, where n′ 6= ε, we may traverse the tree up from n′ until we reach the nodeM (the mark of the edge). The
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Fig. 3. The graph from the algorithm for finding the shortest merging strings for the code from Fig. 1(a); the markM is given in parenthesis.
string w is formed of labels on the path that goes from M down to n′. The word can be computed in the time proportional
to its length. For an edge {n, ε} → {ε}we do the same, but we traverse the tree fromM up to ε.
The properties of the algorithm can be summarized as follows.
Theorem 12. Let T be a Huffman automaton. The algorithm for computing the shortest merging string for a set {n, ε}, where n
is any state of T , requires O(
∑
i |wi|) preprocessing time. Then, the shortest merging string for each {n, ε} pair can be found in
time proportional to the length of the merging string.
Example 13. Fig. 3 presents the graph G for the code from Fig. 1(a). There are four internal nodes in the tree, so there are
four nodes in the graph. Each edge in the graph is markedwith the wordw that brings a state to the other one, and also with
the mark M , in parenthesis. The shortest merging strings can easily be read from the graph. For the set {0, ε} it is 110, for
{1, ε} — 10, and for {11, ε} — 110.
4. Length of a synchronizing string
In this section we give an upper bound on the length of the shortest synchronizing string for any synchronizing Huffman
code. We begin with a lemma that helps to prove the main theorem of this section (Theorem 16).
Lemma 14. Let T be a proper binary tree with N leaves. There exists a stringw of length at most dlogNe such that for each node
n of T some prefix ofw labels a path from n to a leaf.
Proof. Let us assume the contrary: for any string w of length |w| = dlogNe, there is a node nw such that no prefix of w
brings it to a leaf. Letmw = δ(nw, w). Thenmw is an internal node of the tree andw is a suffix of pi(mw).
For two strings, w1 6= w2, of length dlogNe the nodes mw1 and mw2 are different. Indeed, the suffixes of pi(mw1) and
pi(mw2) of length dlogNe are different as they are equal tow1 andw2, respectively. But there are N − 1 internal nodes of T
and 2dlogNe ≥ N stringsw. The contradiction proves that the initial assumption is wrong. 
Example 15. Lemma 14 states that there is a string of length at most dlog 5e = 3 that moves each node of the tree for the
code from Fig. 1(a) through a leaf. Indeed, the string 00 is such a string.
Theorem 16. For any synchronizing Huffman code of size N the length of the shortest synchronizing string s is at most
|s| ≤ dlogNe + (dlogNe − 1)X = O(Nh logN), (17)
where h is the length of the longest codeword, and
X =
∑
t∈T(T )\{T }
ht , (18)
and T(T ) is the set all different subtrees of T , and ht is the height of the tree t.
Proof (Sketch). We first find a stringw given by Lemma 14 and apply it to coins on all states of T . It reduces the number of
coins to at most dlogNe, because the final position of each coin is determined by some proper suffix of w. We may assume
that one of the coins is on the root of T (otherwise w could be shortened). Then, we pick a node n with a coin and we
construct the shortest string sn that merges n and the root (to get shorter synchronizing strings it is better to pick a node n
with the shortest merging string for {n, ε} among the nodes with a coin). By Corollary 8, |sn| ≤ X . This string applied to the
current set of coins reduces the number of coins by at least one. Repeating this procedure additional (dlogNe − 2) times
leaves us with just one coin. The length of the merging string does not exceed dlogNe + (dlogNe − 1)X . Finally, X < Nh
gives the asymptotic bound O(Nh logN). 
The proof of Theorem 16 is constructive and gives an algorithm for the construction of a synchronizing string for a
Huffman code. The algorithm works as follows.
First, a stringw from Lemma 14 is found. It is done by checking all the O(N) strings of length less than or equal to dlogNe
in the following way. For each node n of T , its subtree is DFS-traversed. Each time an internal node m that is not farther
than dlogNe steps below n is reached, the string w on the path from n to m is marked as bad. This means that no prefix of
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(a) A tree. (b) Strings of length≤ 3 presented on a full binary tree;
the strings that do not bring all nodes of the tree from
Fig. 4(a) through a leaf are marked with a star.
(c) The result of applying the
string 00 to the set of all states of
the tree.
Fig. 4. Illustration for the algorithm of finding a synchronizing string for a code.
w brings n to a leaf. The set of all strings of length less than or equal to dlogNe can be stored in a full binary tree of height
dlogNe.
After the traversal, the strings that have not been marked as bad bring any node through a leaf. By Lemma 14, there is at
least one such a string of length dlogNe or less. In fact, with this approach the shortest such string is found. The cost of this
phase is proportional to the sum of sizes of all subtrees of T , which is O(ST ) = O(∑i |wi|), by Lemma 6.
After finding the string w we can apply it to the set of all internal nodes of T . This takes O(N logN) time. Then, at most
logN merging strings for {n, ε}, with some node n, suffice to build a synchronizing string. Computing the merging strings
requires O(
∑
i |wi|) preprocessing time and then any string can be read in the time proportional to its length (Theorem 12).
The length of each merging string is bounded by X and there are at most logN vertices that have to be moved using each
such string. Thus the total cost of the algorithm is O(X log2 N +∑i |wi|).
Theorem 17. Let C be a Huffman code of size N. The time complexity for the algorithm that computes a synchronizing string for
C is
O(X log2 N +
∑
i
|wi|), (19)
where X is defined as in Theorem 16 andwi are codewords of C.
Example 18. Let us consider the tree from Fig. 4(a). There should be a string of length atmost 3 that brings all nodes through
a leaf. Such a string can be found with the algorithm just described. Fig. 4(b) shows the tree of strings of length at most 3.
The strings that were marked as bad are starred. The shortest nodes that are not starred are 00 and 10. Both strings bring all
nodes through a leaf. Let us chose 00.
Fig. 4(c) shows the coins that remain after applying the string 00 to the tree with coins on all states. These two nodes
with coins can be merged with a string of length at most 6, according to Corollary 8. In fact, the string 10 is the shortest
merging string for these two nodes. The synchronizing string for the tree found by the algorithm is 0010. This is not the
shortest synchronizing string, for instance 010 is a shorter synchronizing string for this tree.
From the proof of Theorem 16 it follows that if for each pair {n, ε} there is a merging string then the code has
a synchronizing string. This also gives an algorithm to test whether a synchronizing string for a code exists, because the
existence of the merging strings can be checked with the algorithm of Section 3.
Theorem 19. The complexity for the algorithm for testing if a code has a synchronizing string is O(
∑
i |wi|).
5. Worst-case trees
Numerical search was performed to find:
• the worst-case trees in terms of the length of the shortest synchronizing string,
• the worst-case trees in terms of the length of the shortest merging strings for a pair {n, ε}, where n is an internal node
of the tree.
All trees with the number of leaves, N , from 3 to 20 were analyzed first. Then the procedure was repeated for all trees of
heights, h, from 2 to 5.
5.1. Long synchronizing string
The worst-case trees for a fixed number of nodes, N , for N = 3 . . . 12, are shown in Fig. 5.
In most of the tested cases the worst-case trees for fixed N , were unique up to the reflection across the y axis (relabeling
0-edges to 1-edges and 1-edges to 0-edges). The exceptions were the trees with 7 nodes — three nonequivalent trees, 10
nodes — 5 trees, and 12 nodes — 2 trees. For trees with 9, 11 and from 13 to 20 nodes the uniqueworst-case tree corresponds
to one of the codes Ck, defined below. The codes Ck also form one of the worst-case trees with 7, 10 and 12 nodes. They can
be described by the following set of codewords:
Ck = {00, 010, 011, 110, 111} ∪ {10i1|i = 1, 2, . . . , k− 1} ∪ {10k}, k ≥ 1. (20)
The size of the code Ck is k+ 5. The structure of these trees is shown in Fig. 6(a) and examples can be found in Fig. 5(g), (i),
(m), (o), (p).
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(a) N = 3, s = 0. (b) N = 4, s = 00. (c) N = 5, s = 0110. (d) N = 6, s = 011100.
(e) N = 7, s = 11041. (f) N = 7, s = 0011010. (g) N = 7, s = 0010100. (h) N = 8, s = 001041.
(i) N = 9, s = 0410104 . (j) N = 10, s = 0(11100)2 . (k) N = 10, s = 001104110.
(l) N = 10, s = 11041103 . (m) N = 10, s = 05105 . (n) N = 10, s = 101041010.
(o) N = 11, s = 0610106 . (p) N = 12, s = 07107 . (q) N = 12, s = 014031403 .
Fig. 5. Trees with longest synchronizing string for a given number of nodes, N . The synchronizing string is denoted by s.
(a) A tree Ck . (b) N = 9, s = 0410104 . (c) N = 10, s = 05105 .
Fig. 6. The class Ck , of the worst-case trees in terms of the length of the shortest synchronizing string for a given number of nodes, N . The synchronizing
string is denoted by s. The triangle denotes a code {1, 01, 001, . . . , 0i1, 0i0}, i = 0, 1, . . ..
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Fig. 7. A fragment of the power automaton for the trees Ck . The coins on nodes of the automaton are marked with a star. Only selected three-state
configurations are shown.
Theorem 20. The shortest synchronizing string for the tree Ck, k ≥ 1, is s0 = 0k10k for odd k (even number of codewords) and
s1 = 0k1010k or s2 = 0k1110k for even k (odd number of codewords). The length of the shortest synchronizing string is 2N − 9
for even code size, N, and 2N − 7 for odd code size.
Proof. We will first find a merging string for the set of states A = {, 1, 11}. We will look at the power automaton by
placing coins on states of the automaton T for the code. Assume for a moment that k > 3. The transitions of coins under the
letters 0 and 1 for selected three-coin configurations are presented in Fig. 7. Configuration A is the initial configuration. All
strings that lead to a configuration with less than three coins have to pass through the configurationsB, C and E . The first
configuration with two coins that may appear after starting from A isL = {, 0}. The shortest string leading from A toL
is 0k and it is unique.
Fig. 8 shows a fragment of the power automaton with two-coin configurations. The strings that reduce the number of
coins to one have to pass through eitherN , for odd k, or throughP , for even k.
The shortest string leading fromL toN is 1000 and it is unique. Then, for odd k, the word 0k−3 merges the two coins of
the configurationN . The shortest merging string for the configuration A is then s0 = 0k10k.
There are two shortest strings fromL toP: 11100 and 10100. Then, for even k, the two coins ofP can be merged with
0k−2. The shortest merging strings for the configuration A are, in this case, s1 = 0k1010k and s2 = 0k1110k.
The proof is correct so far for k > 3, but it is easy to verify that s0 is the shortest merging string for the configuration A
for k = 1 and k = 3, and that s1 and s2 are the shortest merging strings for A if k = 2.
To finish the proof it is necessary to show that s0 is a synchronizing string for Ck if k is even, and that s1 and s2 are
synchronizing strings for Ck if k is odd. It is easy to see that applying 0k, which is a prefix of each of the strings s0, s1 and s2,
to the configuration with coins on all states always results in the configuration L , no matter if k is even of odd. This is the
same as applying 0k to A , so these strings synchronize Ck.
The length of the synchronizing string follows easily from its form and from k = N − 5. 
Theworst-case trees for fixed height, h, with h = 2, 3, 4 and 5, are shown in Fig. 9(a), (b), (c) and (d). These are full binary
trees with two edges in the lower-right corner removed. They can be described by the following set of codewords:
Dh =
({0, 1}h \ {1h−11, 1h−10}) ∪ {1h−1}, h ≥ 2. (21)
The general scheme for the trees Dh is depicted in Fig. 9(e). The number of codewords in the code Dh is 2h − 1. For
h = 2, 3, 4, 5, the trees Dh are unique worst-case trees up to the reflection across the y axis.
Theorem 21. The shortest synchronizing string for the tree Dh, h ≥ 2, is
s = (1h−10h)h−21h−1, (22)
with |s| = 2h2 − 4h+ 1 (however, the shortest synchronizing string is not unique).
The proof of Theorem 21 is long and will be split into several steps.
First, we will find the shortest merging string sLh for the set of nodes on the leftmost path of the tree, i.e. for the set
Lh = {, 0, 00, . . . , 0h−1}. No synchronizing string for the tree Dh can be shorter than sLh . We will later show that sLh is
also a synchronizing string for Dh.
Let Fh be the minimized Huffman automaton for Dh, constructed from the automaton for Dh by merging states with the
same subtrees. Let L ′h be the set of states of Fh that corresponds to Lh. From Lemma 21 we know that if s is a merging
string for the setL ′h in the automaton Fh and if smoves the coins to the root, it is also a merging string for the setLh in the
automaton Dh.
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Fig. 8. A fragment of the power automaton for the trees Ck . Coins are marked with a star. Only selected two-coin configurations are shown.
(a) h = 2, s = 1. (b) h = 3, s = 120312 . (c) h = 4, s = 1304130413 .
(d) h = 5, s = 14051405140514 . (e) The scheme for Dh .
Fig. 9. Trees with the worst-case length of a synchronizing andmerging string among trees of fixed height, h, for h = 2, 3, 4, 5, and a scheme of these trees.
The nodes nwith the longest merging string for {n, ε} are marked with a star.
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Fig. 10. The automaton F5 equivalent to the tree D5 .
The automaton F5 for the tree D5 is depicted in Fig. 10 (see also Fig. 9(d)).
It is easy to see that the general automaton Fh, h ≥ 3, has nodes ρ, α1, . . . , αh−1 and β1, . . . , βh−2 (see Fig. 10) and its
transitions are similar to the ones of F5. The nodes of Fh correspond to the following nodes of the Huffman tree.
ρ → {}
α1 → {0}
α2 → {00, 01, 10}
. . .
αi → {0+ 1}i \ {1i}, (i = 1 . . . , h− 1)
. . .
β1 → {1}
β2 → {11}
. . .
βj → {1j}, (j = 1, . . . , h− 2),
. . .
The setL ′h is equal to {ρ, α1, α2, . . . , αh−1}.
Let us fix h. Let the sets (configurations)Bi of states of Fh be defined by:
Bi = δFh(L ′h, 1i), i = 0, 1, . . . , h− 1, (23)
where δFh is the transition function for the automaton Fh. The sets B0, . . . ,B4 for the automaton F5 are shown in Fig. 11.
We see that
δFh(Bi, 1) = Bi+1 for i = 0, . . . , h− 2, (24)
δFh(Bh−1, 1) = Bh−1. (25)
Also δFh(Bi, 0) ⊆ B0 for any i < h (for i < h− 1 it is even δFh(Bi, 0) = B0). Let us consider a configuration C . If C ⊆ Bi
for some i then both δFh(C , 0) and δFh(C , 1) are subsets of some Bj and Bk. By induction, for all strings s, δFh(L
′
h, s) ⊆ Bi
for some i (but i need not be unique).
Now, let us consider a merging string sh for the set L ′h of Fh. If sh has a substring 01i0 with i < h− 1, this substring can
be substituted by 00i0 and the resulting string is still merging for L ′h. Indeed, after a 0 the automaton is in a configuration
C that is a subset of B0. Then the strings 1i0 and 0i0 both bring it to exactly the same configuration C ′ ⊆ B0. If we denote
α0 = ρ, the coin from αk goes in both cases to α(k+i+1) mod h (see also Figs. 10 and 11).
As a result, if s is a merging string for the setL ′h of Fh then there is a merging string s′ forL
′
h of the same length with no
substrings of the form 01i0, i < h− 1. We may also assume that the string s′ does not start with 1i0, i < h− 1 either.
The following operations form the strings s′ (the cost of each operation, i.e. the number of letters that form the operation,
is also given):
1. From a subset of B0, the string 1h−1 brings the automaton to a configuration that is a subset of Bh−1. The coins from ρ
and α1 are moved to ρ and from αi, i > 1, to βi−1 (Fig. 12(a)). The cost of this operation is h− 1.
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(a)B0 . (b)B1 . (c)B2 . (d)B3 . (e)B4 .
Fig. 11. The configurationsBi for the automaton F5 .
(a) Operation 1. (b) Operation 2. (c) Operation 3. (d) Operation 4.
Fig. 12.Movements of coins under the operations 1–4.
(a) C1: h positions. (b) C2: h− 1 positions.
Fig. 13. An automaton equivalent to F5 .
2. From a subset of B0, the letter 0 brings the automaton to another subset of B0. The coins from αi move to αi+1 for
i = 1, . . . , h− 2. The coin from ρ goes to α1 and from αh−1 to ρ (Fig. 12(b)). The cost of this operation is 1.
3. From a subset of Bh−1, the letter 1 brings the automaton to another subset of Bh−1. The coins from βi move to βi+1 for
i = 1, . . . , h− 3. The coin from ρ moves to β1 and from βh−2 to ρ (Fig. 12(c)). The cost of this operation is 1.
4. From a subset ofBh−1, the letter 0 brings the automaton to a subset ofB0. The coins from βi, i = 1, . . . , h−2, go to αi+1.
The coin from ρ moves to α1 (Fig. 12(d)). The cost of this operation is 1.
With these operations wemay forget about the setsB1, . . . ,Bh−2 and consider onlyB0 andBh−1. The setsB0 andBh−1
can be visualized as circles with marked positions ρ, α1, . . . , αh−1, for B0 (let us call it circle C1), and ρ, β1, . . . , βh−2, for
Bh−1 (let us call it circle C2), as in Fig. 13. Operations 2 and 3 move all the coins in the clockwise direction on circle C1 and
C2, respectively. Operation 1 transforms the circle C1 (Fig. 13(a)), to the circle C2 (Fig. 13(b)). This is done by merging ρ and
α1 in the new position ρ and then renaming αi to βi−1 for 0 < i < h. Operation 4 does the reverse. It first renames βi to
αi+1, then renames ρ to α1 and finally inserts a new empty position ρ between αh−1 and α1.
The initial configuration, L ′h, is the circle C1 with coins on all positions. Now, the goal is to find a sequence of the
operations 1–4 that merges the initial configuration, such that the total cost of the operations is minimal (the lightest
merging sequence). It is easy to see that any such sequence moves all the coins to ρ.
Let the distance between two positions, η and θ , of the circle Ci (i = 1, 2), d(η, θ), be the number of hops from η to θ in
clockwise direction. The distance between two coins is the distance between their positions. The distance between a coin
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(a) Coins on C1 . (b) Coins on C2 .
Fig. 14. Example of coins on circles C1 and C2 for h = 5.
c and a position η is the distance between the position of c and η, and similarly for the distance between a position and a
coin. We assume that d(η, η) = 0.
Let the value of a coin c , dc , be the largest distance to any other coin. The coin with the largest distance from c is denoted
by fc . We say that a coin (or a position) is between the coins (or positions) η and θ if it is on the path from η to θ in the
clockwise direction, but it is neither on η nor on θ .
Example 22. In Fig. 14(a) there are three coins on the circle C1. We have d(c, ρ) = d(c, x) = 1, d(c, fc) = 3 and fc is the
farthest coin from c. The position ρ is between c and fc , but is not between fc and c (only α3 is between fc and c).
For each coin, c , we define a function, Pc , called the potential of c . It depends on the position of the coin c and positions
of other coins. It also depends on whether the coins are in the circle C1 or C2.
The potential of a coin c in a configuration is defined for any configuration with at least two coins by:
Pc = P0c + P ′c, (26)
where:
P0c = (dc − 1)(2h− 1), (27)
and
P ′c =
{ case (i): d(c, ρ) if the coins are on C1,
case (ii): d(c, βh−2)+ 2 if the coins are on C2 and ρ is between fc and c or c is on ρ,
case (iii): d(c, βh−2)+ h+ 1 if the coins are on C2 and ρ is between c and fc or fc is on ρ.
(28)
The definition is valid if there are at least two coins. The value of P ′c is in {0, . . . , h − 1} in case (i), in {2, . . . , h} in case
(ii), and in {h+ 1, . . . , 2h− 1} in case (iii).
Example 23. In Fig. 14(a) the potentials are the following.
Pc = (d(c, fc)− 1) · (2h− 1)+ d(c, ρ) = 2 · 9+ 1 = 19
Px = (d(x, c)− 1) · (2h− 1)+ d(x, ρ) = 3 · 9+ 0 = 27
Pfc = (d(fc, x)− 1) · (2h− 1)+ d(fc, ρ) = 2 · 9+ 3 = 21.
In Fig. 14(b) the potentials are the following.
Pc = (d(c, fc)− 1) · (2h− 1)+ d(c, β3)+ h+ 1
= 1 · 9+ 0+ 5+ 1 = 15 (case (iii))
Px = (d(x, c)− 1) · (2h− 1)+ d(x, β3)+ 2
= 2 · 9+ 3+ 2 = 23 (case (ii))
Pfc = (d(fc, x)− 1) · (2h− 1)+ d(fc, β3)+ h+ 1= 2 · 9+ 2+ 5+ 1 = 26 (case (iii)).
Let the leader be the coin with the lowest potential (we do not assume that the leader is unique, but we will later see
that it is the case). The potential of a configuration is the potential of its leader.
In Fig. 14(a) the coin c is the leader. The potential of this configuration is equal to 19. In Fig. 14(b) also the coin c is the
leader. The potential of this configuration is now equal to 15.
Lemma 24. If c has minimal potential of all the coins in a given configuration then it also has minimal value dc . Moreover, if two
coins c1 and c2 have the same potential then they have the same value: dc1 = dc2 .
Proof. If the configuration is on C1 then 0 ≤ P ′c ≤ h−1. If the configuration is on C2 then 2 ≤ P ′c ≤ 2h−1. In both cases the
range of values of P ′c is less than 2h−1 and 2h−1 is the least difference in potential if dc differs. This proves both statements
of the Lemma. 
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Lemma 25. Each coin in a fixed configuration has a different potential.
Proof. Let us assume the contrary, that there are two coins c1 and c2 with the same potential. From Lemma 24 we know
that dc1 = dc2 , so P ′c1 = P ′c2 . If the configuration is on C1 then P ′ci is described by (i) and the coins have to be at the same
position on the circle, which contradicts the assumption that they are different. The same happens if both P ′c1 and P
′
c2 are
defined by case (ii) or both of them are defined by case (iii). On the other hand, the ranges of P ′c for cases (ii) and (iii) of (28)
are disjoint, so no other choice is possible. 
Lemma 26. After each operation 1–4, assuming that there are at least two coins after the operations, the potential of a
configuration decreases by at most the cost of the operation. Moreover, in each configuration there is an operation that decreases
the potential of the configuration by exactly the cost of the operation, as long as after each operation there are at least two coins.
Proof. Each possible operation will be considered separately. We will first show that the potential of any coin c decreases
by at most the cost of the operation. Then, for any coin c wewill find an operation Oc (not necessarily unique) that decreases
the potential of c by exactly the cost of Oc . This will prove the lemma, because the potential of the leader cL may decrease by
the cost of OcL . The leader will also be the leader after the operation OcL because the potential of no other coin can decrease
by a larger value after applying OcL and the leader had the lowest potential before the operation.
Let us consider the circle C1 first:
• Operation 1: If dc does not change then P ′c cannot decrease by more than h− 1. Otherwise, dc decreases by exactly one.
We have to show that in this case P ′c increases by at least h. Before the operation we had P ′c = d(c, ρ). As the distance
between c and fc decreased after the operation, there are two cases:
– The first one is that c is on ρ before the operation. Then it stays on ρ after the operation as well. The new value of P ′c
is described by case (ii) of (28), which means that it increased from 0 to d(ρ, βh−2)+ 2 = h.
– The second case is that c is not on ρ before the operation. As the distance, dc , decreased, fc must have been between ρ
and c . Thus, after the operation fc is between ρ and c or fc is on ρ. The new value of the potential is described by case
(iii) of (28): P ′c = d(c, βh−2)+ h+ 1. Since c is not on ρ, d(c, βh−2) = d(c, ρ)− 1 and P ′c increases by exactly h.
• Operation 2: The potential of a coin c either decreases by one, if c is not on ρ, or increases by h− 1, if c is on ρ. Thus, in
both cases the potential decreases by at most one.
If the coin c is not on ρ, operation 2 decreases the potential of c by 1. Otherwise, i.e. if c is on ρ, operation 1 decreases
the potential of c by h− 1.
For the circle C2:
• Operation 3: If P ′c before and after the operation are both described by the same case (ii) or (iii) of (28) then the potential
decreases by at most one. If before the operation the potential is described by case (ii) and afterwards by case (iii), it can
only increase (note that h ≥ 3). Finally, if the potential before the operation is described by case (iii) and afterwards by
case (ii) then at start c is on βh−2 and afterwards c is on ρ. Then the difference in the potential is:
{P ′c}after − {P ′c}before = d(ρ, βh−2)+ 2− d(βh−2, βh−2)− h− 1
= h− 2+ 2− 0− h− 1 = −1, (29)
which is correct.
• Operation 4: If dc increases after applying the operation then Pc increases as well. Otherwise initially c is on ρ or ρ is
between fc and c. In both circumstances P ′c is described by case (ii) of (28). At start P ′c = d(c, βh−2)+2. After the operation:
P ′c = d(c, ρ) (case (i) of (28)). As c cannot be on ρ after the operation, {d(c, βh−2)}before = {d(c, ρ)}after − 1, and
{P ′c}after − {P ′c}before = {d(c, ρ)}after − {d(c, βh−2)}before − 2 = −1, (30)
thus the potential decreased by exactly one.
Operation 4 decreases the potential of c by one if the potential is described by the case (ii) of the equation. Otherwise,
operation 3 decreases the potential of c by 1.
Note that in many cases the operation mentioned in the lemma is not unique. 
Proof of Theorem 21. The length of the shortest merging sequence s for the setL ′h of states of Fh is the cost of the lightest
merging sequence so of operations 1–4 for L ′h. The sequence s can be obtained from so by substituting the operations by
their corresponding string. We have already stated that such a sequence s also merges the setLh of states of Dh.
Operation 1 is the only one that reduces the number of coins. So the last operation of so is operation 1, that merges the
coins in ρ and α1. The cost of this final operation is h− 1. Let the configuration with coins just in ρ and α1 be denoted byF
(for almost-Final).
By Lemma 26 it is always possible to decrease the potential of a configuration by the cost of an operation as long as the
final configuration has at least two coins. The only configuration that may lead from a configuration with at least two coins
to a configurationwith just one coin is the configurationF , andF has the lowest potential of all configurations with at least
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(a) A tree Gk . (b) G4, s = 04 . (c) C4, s = 11104 or s = 10104 .
Fig. 15. The nodes with the longest merging string for the two families Ck and Gk .
two coins. It is then always possible to reach the configuration F starting from any configuration with at least two coins
and using only optimal operations, i.e. the operations that have the cost equal to the drop in the potential.
The potential of the initial configuration is
P0 = 0+ (h− 2)(2h− 1) = 2h2 − 5h+ 2. (31)
The potential of the configuration F is P1 = 0. There is a sequence so of operations 1–4 of cost P0 − P1 that leads from the
initial configuration to the configuration F . No sequence leading from the initial configuration to the configuration F can
have lower cost. Thus, the length of the shortest merging string s for the setL ′h of Fh is
|s| = P0 − P1 + h− 1 = 2h2 − 4h+ 1. (32)
The sequence s is also a synchronizing sequence for the automaton Fh. Indeed, any shortest merging string for the set
L ′h has to start with 1h−1. The application of 1h−1 to either the set of all states of Fh or to the set L
′
h results in the same
configuration: the coins on the states ρ, β1, . . . , βh−2.
Finally, by Theorem 11, the synchronizing string forFh we found is also a synchronizing string for Dh. Dh cannot have any
shorter synchronizing string, because it would also be a merging string for the setL ′h of states of Fh, which is impossible.
The minimized Huffman automaton for Dh has K = 2(h − 1) nodes. Even though it contains a letter that reduces
the number of coins by h − 2 = K2 − 1 (a letter of deficiency K2 − 1), its shortest synchronizing string is of length
2h2 − 4h+ 1 = K22 − 1, which is quadratic in K . This makes the automata Dh interesting in themselves.
The results of the search allow us to state the following conjecture.
Conjecture 27. The length of the shortest synchronizing string s for a code with N codewords, N ≥ 9, with h being the length of
the longest codeword, is at most:
|s| ≤ min(2N − a, 2h2 − 4h+ 1), (33)
where a is 7 for odd N and 9 for even N.
5.2. Long merging string
For trees of fixed number of leaves, N , the length of the shortest merging string for {n, ε} in the worst case is equal to
N − 2, for N = 3, . . . , 20, apart from N = 6. For N = 6 the worst-case length is equal to N − 1 = 5. Two families of trees
have the worst-case shortest merging strings. The first one corresponds to the code
Gk = {0, 10k} ∪ {10i1|i < k}, k ≥ 1, (34)
and gives the worst-case trees for N from 3 to 20, apart from N = 6. The number of leaves of the tree Gk is N = k+ 2. The
merging string for the set {1, ε} is of length N − 2. The structure of these trees is shown in Fig. 15(a). The tree G4 is shown
in Fig. 15(b). These figures also indicate the node whose merging string with ε is the longest.
The other family of trees is the family Ck (see (20) and Fig. 6(a)) with even k (odd number of codewords). The merging
string for the set {0, ε} is of length N − 2 and this is the worst case for N = 7, 9, 11, . . . 19. The node with the longest
merging string with ε is 0 (Fig. 15(c)).
There are also additional worst-case trees for N = 5, 6, 7, 9, 10, 12. They correspond to neither the trees Ck nor Gk. They
are presented in Fig. 16. The nodes with the longest merging string with the root are marked with a star.
The worst-case trees among trees of fixed height, h, are the trees Dh (Eq. (21) and Fig. 9).
Theorem 28. The upper bound on the length of the shortestmerging string for any pair {n, ε}, where n is a state of Dh, is dh2− 32he.
For odd h it is achieved by the pair {0(h−1)/2, ε}. For even h it is achieved by pairs {x, ε}, where x is any binary string of length h2
containing at least one 0.
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(a) N = 5. (b) N = 5. (c) N = 6. (d) N = 7. (e) N = 7.
(f) N = 7. (g) N = 7. (h) N = 9. (i) N = 9.
(j) N = 9. (k) N = 9. (l) N = 10. (m) N = 12.
Fig. 16.Worst-case trees in terms of the length of the shortest merging string. The nodes that require a merging string of the worst-case length are marked
with a star. The trees of the families Ck and Gk are omitted.
Proof. The length of the shortest merging string is given by the potential of the position plus h − 1 (see the proof of
Theorem 21). It is enough to find a two-coin configuration with one coin on ρ that has the largest potential.
For even h, themaximum of theminimal distance between the two coins is h/2 and it is possible only in the circle C1. The
second coin is then on αh/2. In this configuration the coin with minimal potential is the one on ρ. The length of the shortest
merging string is:
|s| = Pρ + (h− 1) = P0ρ + P ′ρ + (h− 1)
= (dρ − 1)(2h− 1)+ d(ρ, ρ)+ (h− 1)
= ( h2 − 1)(2h− 1)+ 0+ (h− 1)
= h2 − 32h.
For odd h, the maximum of the minimal distance between coins is (h − 1)/2. Such a configuration is possible on either
the circle C1 and C2. Let us assume for amoment that the coins are in C2. The second coinmust be β(h−1)/2 to get the distance
(h− 1)/2 between the coins. The coin with minimal potential is the one on ρ. The length of the shortest merging string is:
|s| = Pρ + (h− 1) = P0ρ + P ′ρ + (h− 1)
= (dρ − 1)(2h− 1)+ d(ρ, βh−2)+ 2
= ( h−12 − 1) (2h− 1)+ (h− 2)+ 2+ (h− 1)
= h2 − 32h+ 12 .
No potential of any position on C1 can be higher, because the value of P ′c on the circle C1 never exceeds h− 1. (It is equal to
h in the position on C2 analyzed above.) 
The results of the search allow us to state the following conjecture.
Conjecture 29. For any Huffman automaton T , corresponding to a code with N codewords, with h being the length of the longest
codeword, the length of the shortest merging string, sn, for a set {n, ε}, where n is any state of T is bounded by:
|sn| ≤ min(N − 2, dh2 − 32he), (35)
if N 6= 6, and |s| ≤ 5 for N = 6.
6. Summary
We presented a constructive upper bound on the length of the shortest merging string and the shortest synchronizing
string for a Huffman code.
We tested the lengths of the shortest merging and synchronizing string on all codes of size from 3 to 20 and on all codes
with the length of the longest codeword from 2 to 5. Three classes of worst-case codeswere found. The length of the shortest
synchronizing strings for these classes of codes is far from the boundproven before. This allowedus to formulate conjectures,
which remain open.
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