This paper investigates the formulation and implementation of Bayesian inverse problems to learn input parameters of partial differential equations (PDEs) defined on manifolds. Specifically, we study the inverse problem of determining the diffusion coefficient of a second-order elliptic PDE on a closed manifold from noisy measurements of the solution. Inspired by manifold learning techniques, we approximate the elliptic differential operator with a kernel-based integral operator that can be discretized via Monte-Carlo without reference to the Riemannian metric. The resulting computational method is mesh-free and easy to implement, and can be applied without full knowledge of the underlying manifold, provided that a point cloud of manifold samples is available. We adopt a Bayesian perspective to the inverse problem, and establish an upper-bound on the total variation distance between the true posterior and an approximate posterior defined with the kernel forward map. Supporting numerical results show the effectiveness of the proposed methodology.
Introduction
Partial Differential Equations (PDEs) on manifolds are used to model a variety of physical and biological phenomena including pattern formation on biological surfaces, phase separation in bio-membranes, tumor growth, and surfactants on fluid interfaces [26, 27, 15, 60] . In this paper we focus on the inversion of elliptic PDEs for two main reasons. First, elliptic PDEs are ubiquitous in applications and they are used, for instance, as simplified models for groundwaterflow and oil reservoir simulation. The need to specify uncertain input parameters of these models leads naturally to the inverse problem of determining the permeability from the pressure under a Darcy model of flow in a porous medium [45, 43, 38, 48] . Second, elliptic models are widely used to test algorithms for forward propagation of uncertainty [29, 16, 2] and Bayesian inversion [55, 21, 31] . Despite the applied importance of elliptic inversion, the manifold setting that we consider is largely unexplored and may allow for more realistic modelling in applications. For example, the variables of interest in the groundwaterflow problem may not be confined to a flat two-dimensional domain and knowledge of the underlying flow surface may be limited to a point cloud of landmark locations.
The aim of this paper is to study the formulation and implementation of Bayesian inverse problems to learn input parameters of PDEs defined on manifolds. Specifically, we study the inverse problem of recovering the diffusion coefficient of a second-order, divergence-form elliptic equation, given noisy measurements of the solution. While our interest lies in solving the inverse problem, most of our efforts are devoted to studying the approximation of the forward map (the operator that takes the input parameter to the solution of the PDE). Several techniques to approximate the forward map have been proposed in the extensive literature on numerical methods for PDEs on manifolds. For example, finite element methods [25, 14, 11] , level-set methods [7, 46] , closest point methods [50] , or mesh-free radial basis function methods [49] . The implementation detail of each of the existing methods is different, but a unifying theme is the need to have a representation of the manifold in order to approximate the differential operator. Unfortunately, these approaches are difficult to implement when one only has access to an unstructured point cloud of manifold samples and meshing is challenging, or when the dimension of the ambient space is large but the manifold dimension is moderate.
In this paper, we avoid the problems associated with the representation of the manifold by directly approximating the differential operator in the forward map with an appropriate kernel integral operator. With a consistent kernel approximation to the differential operator on the manifold, the numerical implementation can be performed naturally by discretizing the corresponding integral operator on a point cloud of manifold samples without further knowledge of the underlying manifold or its Riemannian metric. Building on this construction, we propose a fully discrete, mesh-free approach to the numerical solution of Bayesian inverse problems on point clouds. The idea of facilitating the discretization of PDEs on manifolds by an integral equation approximation can also be found in the recent papers [40, 41, 36] , all of which build on manifold learning techniques and analyses. Our perspective in this paper and in [36, 6] is in contrast to the one taken in [3, 4, 18, 17, 5] . Rather than identifying the limiting continuum operator of different normalizations of graph-Laplacians, our interest is to define a suitable kernel to approximate a given anisotropic diffusion operator on the underlying manifold.
We adopt a Bayesian approach to the inverse problem [39, 13, 55, 52] , where we set a prior distribution on the unknown PDE input parameter, and condition on observed data to find its posterior distribution. The Bayesian approach is largely motivated by the following advantages. First, the posterior covariance and posterior confidence intervals may be used to quantify the uncertainty in the parameter reconstruction. Second, the Bayesian formulation leads to a well-posed inverse problem [44, 55, 52] by which a small perturbation on the data, the prior distribution, or the forward map leads to a small perturbation in the posterior solution. Our main theoretical result is an example of the well-posedness of the Bayesian formulation: we deduce a total variation error bound between the true posterior distribution and its kernelbased approximation from a new error bound between the forward map and its kernel approximation. The new forward map error bound, with a dependence on the diffusion coefficient, builds on existing results on the point-wise convergence kernel approximations to elliptic operators [17, 5] .
The advantages of the Bayesian approach outlined above come with a cost: the need to specify a prior distribution on the unknown. The choice of prior is crucial as it determines the support of the posterior, but unfortunately this choice is often only guided by ad-hoc and computational considerations. In this paper we consider a two-parameter family of log-Gaussian field priors on manifolds, defining the covariance through the Laplace Beltrami operator on the manifold [42, 24] . The two prior parameters allow the specification of the smoothness and length-scale of prior (and hence posterior) draws, and the length-scale may be learned from data using a hierarchical approach as detailed in our numerical experiments. In addition to their flexibility, a further advantage of our choice of priors is that they allow the infusion of geometric information from the manifold on the reconstructed input by expressing it as a random combination of the first eigenfunctions of the Laplacian. Moreover, in the absence of a full representation of the manifold, these priors can be consistently discretized using a graph-Laplacian [58, 32] . We refer to [8, 30, 32, 33] for recent applications and references on Gaussian processes on manifolds. From a computational viewpoint, the use of log-Gaussian priors and the existence of a continuum limit facilitate the design of MCMC algorithms that scale well with the size of the point cloud, as shown in a linear inverse problem in [33] . In this regard, a simple but powerful idea is to use a proposal kernel that satisfies detailed balance with respect to the prior [20] .
Outline and Main Contributions
We close this introduction with an outline of the rest of the paper, summarizing the main contributions of each section.
• In Section 2 we give a brief introduction to the Bayesian formulation of inverse problems, and formulate the problem on a manifold. The main novel contributions of this section are: i) to introduce a kernel-based approximation to the forward map and an associated approximation to the posterior in the continuum (Subsection 2.2); and ii) to employ the kernel approximations to formulate a Bayesian solution to the inverse problems on point clouds (Subsection 2.3). These kernel and point cloud approximations are inspired by manifold learning and data analysis techniques.
• Section 3 contains the main theoretical contributions of this paper. Theorem 3.1 gives an error bound between the true and kernel-based forward maps, and Theorem 3.6 establishes a bound on the total variation distance between the posterior and its kernel-based approximation. The main novelty of Theorem 3.1 is to generalize the analysis in [17] to account for anisotropic diffusion and, more importantly, to explicitly track the dependence of the diffusion coefficient in the error bounds. Understanding this dependency is necessary in order to guarantee the closeness of the true and approximate posterior distributions shown in Theorem 3.6.
• In Section 4 we discuss the practical implementation of the methods, provide guidelines for the choice of tuning parameters and for the posterior sampling, and conduct three numerical experiments of increasing difficulty to illustrate the applicability of our approach. We also consider in Subsection 4.5 a hierarchical formulation of the inverse problem, where the prior length-scale is learned from the data, when in absence of such knowledge.
• We close in Section 5 with conclusions and open directions for research that stem from our work.
Notation and Setting Throughout this paper ℳ will denote an -dimensional smooth Riemannian manifold embedded in R . We will denote by := (ℳ) the space of -times differentiable functions on ℳ and by , := , (ℳ) the space of -times differentiable functions whose -th partial derivatives are Hölder continuous with exponent . We will assume that the manifold ℳ is compact and has no boundary, thus avoiding the technicalities necessary to deal with boundary conditions. The theoretical and computational investigation of point cloud approximation to PDEs supplemented with boundary conditions is a topic of current research [40, 41, 36] . Due to the lack of boundary conditions, the elliptic problem that we consider is unique up to a constant. We will enforce uniqueness by working on the space 2 0 := 2 0 (ℳ) of mean-zero square integrable functions on ℳ.
Bayesian Inverse Problems on Manifolds and Point Clouds
We start in Subsection 2.1 by recalling the Bayesian formulation of elliptic inverse problems in a given manifold. We then introduce in Subsection 2.2 a kernel-based approximation to the forward map and a corresponding approximation to the posterior, both of which will be analyzed in Section 3. Finally in Subsection 2.3 we introduce a point cloud approximation of the kernel forward map leading to a formulation of the elliptic problem on point clouds without reference to the underlying manifold. We will investigate numerically the implementation of elliptic Bayesian inverse problems on point clouds in Section 4.
Bayesian Elliptic Inverse Problems on Manifolds
We consider the elliptic equation
Here and throughout, the differential operators are defined with respect to the Riemannian metric inherited by ℳ from R . We are interested in the inverse problem of determining the diffusion coefficient from noisy measurements of of the form
where the observation map : 2 → R will be assumed to be known. Examples of observation maps will be discussed in Subsetion 2.1.2. We adopt a Bayesian perspective to the inverse problem, described succinctly in what follows; we refer to [39, 55, 52] for a more detailed account. In short, the Bayesian formulation of inverse problems involves specifying a prior distribution for the unknown PDE input and a distribution for the observation noise . Once these distributions have been specified, the solution to the inverse problem is the posterior distribution of the variable conditioned on the observed data . For simplicity of exposition, we will assume throughout that the observation noise is centered and Gaussian, ∼ (0, Γ) for given positive definite Γ ∈ R × . Writing = , we take a Gaussian prior for supported on a Banach space ℬ. A specific form of prior, widely used in applications, will be described in Subsection 2.1.1. Our assumptions on and in Section 3 will guarantee the existence of a unique solution to equation (2.1) in the space 2 0 of mean-zero square intergrable functions on ℳ. This, in turn, allows us to define a forward map ℱ : ∈ ℬ ↦ → ∈ 2 0 . Provided that the map := ∘ ℱ : ℬ → R is measurable and that the prior is supported on ℬ, the posterior can be written as a change of measure with respect to the prior
3) shows that the posterior distribution is defined by reweighting the prior, favoring unknowns that produce a good match with the data through a likelihood function (the right-hand term), implied by equation (2.2) and the assumed Gaussian distribution of the noise .
For our theoretical results in Section 3 we will take ℬ = 4 and assume that ∈ 3, , for 0 < < 1. These assumptions guarantee [37] that almost surely with respect to the prior, the diffusion coefficient is uniformly elliptic, and the unique solution of equation (2.1) in 2 0 lives in 5, , allowing us to establish a stability result for an approximation of the forward map. We believe, however, that these strong regularity conditions can be relaxed.
Matérn-type Prior
Here we describe a choice of prior that is widely used in applications in the geophysical sciences and spatial statistics [54] ; in Subsection 2.3.1 we will introduce a point cloud approximation to this prior used in our numerical experiments in Section 4. Since equation (2. 3) implies that the support of the prior determines the support of the posterior, it should both capture the geometry of the manifold ℳ and have enough expressivity to include a wide class of functions. This motivates to choose the prior from a flexible two-parameter family of Gaussian measures on 2 . Precisely, we will consider priors of the form
where Δ ℳ := −div(∇·) is the Laplace-Beltrami operator on ℳ, > 0, > 2 are two free parameters, whose intuitive interpretation will be given below, and ( ) is a normalizing constant. Let {( , )} ∞ =1 be eigenvalue-eigenvector pairs for Δ ℳ with 's increasing. Then by the Karhunen-Loéve expansion, random samples of admit a series expansion
∼ (0, 1). The eigenfunctions of the Laplacian contain geometric information on the underlying manifold, and therefore constitute a natural basis for functions on the manifold. By Weyl's law, ≍ 2/ and so the requirement > 2 is to ensure that samples from belong to 2 almost surely. Moreover, the parameter controls the rate of decay of the coefficients and hence characterizes the regularity of the samples. The role of is more delicate. If we write the coefficients as := ( + ) − /2 = − /2 (1+ ) − /2 , then we can see that the 's will converge to 0 quickly for 's that are much larger than . In particular, the only significant 's are those where the corresponding 's are on the same order of and hence determines the significant basis functions in the expansion (2.5). Since the eigenfunctions { } ∞ =1 represent increasing frequencies, can be interpreted as a length-scale parameter. It can be seen from (2.5) that also affects the amplitude of the samples and this motivates to choose the normalizing constant so that has a fixed variance, which we set to be 1:
(2.6) Such priors are widely used when ℳ is a domain in a Euclidean space and are related to the Whittle-Matérn distributions [24] . In [42] the authors also considered their extension to manifolds. It can be shown that for large enough, samples from belong to almost surely. And since the embedding of into 2 is continuous, the restriction of to is again a Gaussian measure [10] . Hence for our purpose, we choose so that is a Gaussian measure on 4 . In particular we will need later in Section 3 the result from Fernique's theorem [28] that there exists > 0 such that
Remark 2.1. Choosing a prior with parameter that is far from the true length-scale of the unknown parameter would lead to poor Bayesian inversion. This can be problematic if such prior knowledge is not available, but may be at least partially alleviated by considering a hierarchical formulation specifying a joint prior on both and , so that the length-scale is learned from data simultaneously with the unknown ; implementation details of the hierarchical formulation will be given in Subsection 4.5.
Observation Maps
Here we give two examples of observation maps that we shall consider. For theoretical considerations, we assume that the observation map is of the form ( ) = (ℓ 1 ( ), . . . , ℓ ( )) , where each ℓ is a bounded linear functional on 2 . A widely used example is the smoothed observation at a point :
where is a kernel such as the Gaussian kernel [9] ; this type of observations arise in practice when the data is gathered from a collection of spatially distributed sensors located in the vicinity of landmark points . Equally common is the pointwise evaluation [31, 23] : ℓ = ( ). Notice that pointwise evaluation is not a bounded linear functional on 2 but can be approximated by smoothed observation arbitrarily well for continuous 's. We remark that the boundedness assumption of ℓ is only a technical one and for the numerical experiments in Section 4 we will consider only pointwise evaluations.
Kernel Approximation of the Forward and Inverse Problem
In this subsection we introduce a kernel approximation ℒ to the operator ℒ . Instead of directly discretizing the differential operators on ℳ, the new kernel operator is defined by an integral that can be discretized by Monte-Carlo integration as described in the next subsection. Our kernel approximation is inspired by the following construction and result found in [17] . Let
where denotes the volume form inherited by ℳ from the ambient space R . Then Lemma 8 in [17] shows that, for sufficiently smooth,
Here, Δ ℳ := −div(∇·), and is a function that depends only on the embedding of ℳ. Now, note that by direct calculation
and that the expansion (2.7) for √ and
Substracting both equations and using (2.8) gives that
This equation motivates the following definition of the integral operator ℒ
We will make rigorous this formal derivation in Section 3. We next consider the following analogue to equation (2.1), defined by replacing the differential operator ℒ with the kernel approximation ℒ :
Lemma 3.2 below guarantees the existence of a unique weak solution ∈ 2 0 to equation (2.9) provided that ∈ 2 and that the original PDE is uniformly elliptic. In other words, the solution satisfies
We define ℱ as the map that associates = log( ) to the solution to (2.9). Denoting = ∘ ℱ , the approximate posterior has the following form
In Section 3 we will establish a bound on the total variation distance between the posterior distribution defined in equation (2.3) and its approximation . We note, however, that the sample-based discretization of the kernel operator ℒ -that we will introduce in the next subsection-will involve another layer of approximation not accounted for by the theory in Section 3, but necessary in practice.
As will be seen in Section 3, a weak solution to equation (2.9) is sufficient for all the results to hold. We remark that one can show, using Fredholm alternative, the existence of a unique mean zero strong solution with the additional condition that has mean zero.
Kernel-Based Elliptic Inverse Problem on a Point Cloud
In this subsection we assume that we are given a point cloud = { 1 , . . . , }, sampled independently according to an unknown density on ℳ, but that ℳ is otherwise unknown. In applications, may represent landmarks on the underlying manifold, that may correspond to sensor locations. We consider the inverse problem of determining the value of the unknown input parameter at the points ∈ ℳ given the observed data . Again we will follow a Bayesian perspective, defining a suitable prior over functions on the point cloud, as well as a sample-based approximation to the composition map = ∘ ℱ . We discuss the priors in Subsection 2.3.1 and the approximation to in Subsection 2.3.2.
Prior on Point Cloud Functions
We now present the choice of priors that we will use for our numerical experiments in Section 4. These will be defined in analogy to (2.4), replacing Δ ℳ by a graph Laplacian. More explicitly, given points 1 , . . . , , we set the prior to be
where Δ ∈ R × is a graph Laplacian constructed with 1 , . . . , and ( ) is a normalizing constant. We refer to [58] for a detailed account of graph Laplacians. Note that draws from are functions defined intrinsically in the point cloud ℳ rather than on the (unknown) manifold ℳ. The two paremeters and play the same role as discussed above in equation (2.5) . Again samples from can be expressed by Karhunen-Loéve expansion, ∼ (0, 1). Similarly as in equation (2.6), we normalize the draws so that the variance per node is 1:
For practical considerations, we advocate to set Δ as the self-tuning graph Laplacian proposed in [61] . To illustrate the idea, let = { 1 , . . . , } be the given point cloud. Then the symmetric graph Laplacian is constructed as the matrix
where ∈ R × is a similarity matrix and is a diagonal matrix with entries = ∑︀
=1
. We set the entries of the similarity matrix to be = exp
where ( ) is the distance from to its -th nearest neighbor, and is a tunable parameter. The idea is similar to the standard Gaussian similarities except that the local bandwidth parameter is allowed to change adaptively based on the density of points 's. Moreover, the bandwidth parameter is specified through , a positive integer, which can be easily tuned empirically.
Posterior on Point Cloud Functions
In this subsection we discuss how to discretize the posterior by constructing a point cloud approximation of . We first approximate ℒ by discretizing the integral
by a Monte-Carlo sum with a reweighting by an approximate density. Precisely, we have
where the approximate density, applying (2.7), is given by
The approximation in (2.14) can be interpreted as combining a kernel density estimation [59] with importance sampling [1, 51] . In Section 4 we will use this observation, where the point clouds come from uniform grids. Then ℒ evaluated at the point cloud is approximated by . Notice that the above construction resembles that of the unnormalized graph Laplacian. Indeed, if ≡ 1, then (2.16) is exactly the unnormalized graph Laplacian up to a factor of the density [17] .
Given the above discretization, we consider the following analogue to equation (2.9), by replacing ℒ with , and restricting to the point cloud:
where is the -dimensional vector with entries ( ), or an approximation thereof when is not smooth. One can see from (2.15 ) that , is self-adjoint and positive semi-definite under the weighted inner product ⟨ , ⟩ := 1 ∑︀ =1 ( ) ( ) ( ) −1 . Hence , admits a nonnegative spectrum { } =1 with 1 = 0 and an orthonormal basis of eigenfunctions { } =1 wih respect to ⟨·, ·⟩ , with 1 ≡ 1. We then set the solution to be
. Notice that the mean zero condition of translates into ⟨ , 1⟩ = 0, taking into account the density. By the orthogonality of the 's, we see that the solution in (2.18) satisfies ⟨ , 1⟩ = 0 and moreover, { 2 , . . . , } forms a basis for ℓ 2 0 = { : ⟨ , 1⟩ = 0}, which is the discrete analogue of 2 0 . One can also check that satisifies ⟨ , , ⟩ = ⟨ , ⟩ for all ∈ ℓ 2 0 , is consistent with equation (2.10). We remark that if in addition ⟨ , 1⟩ = 0, then given by equation (2.18) is a strong solution of equation (2.17) , in analogy to Remark 2.2.
Hence we can now define the discrete forward map , : R ↦ → R as the map that associates = log( ) := (︀ log( ( 1 )), . . . , log( ( )) )︀ to the solution . Approximating the pointwise observation map is straightforward. We may also approximate the smoothed observation map introduced in Subsection 2.1.2 by Monte-Carlo as follows:
In either case, denoting
and , = ∘ , , the graph posterior has the following form
A full analysis of the convergence of the sample-based posteriors , to the ground-truth posterior is beyond the scope of this paper. For a linear regression problem, the convergence of such graph-based posteriors has been established in [33] and [32] using spectral graph theory and variational techniques.
Analysis of Kernel Approximation to the Forward and Inverse Problem
In this section we study the error incurred by replacing the differential operator in the forward map by its kernel approximation, and the effect of such error in the posterior solution to the Bayesian inverse problem. The approximation of the forward map is analyzed in Subsection 3.1 and the approximation of the posterior in Subsection 3.2.
Forward Map Approximation
The main result of this subsection is the following theorem which bounds the difference between the solution to the PDE (2.1) and the solution to the kernel-based equation (2.9). = weakly in 2 0 . Then for 1 4 < < 1 2 and small enough depending on ,
where is a constant depending only on ℳ and
The novelty is to generalize previous analysis [17, 36] to the case of anisotropic diffusions and, more importantly, to keep track of the dependence ( ) of the error bound on the diffusion coefficient . As we will show in Subsection 3.2, understanding this dependence is a crucial ingredient in establishing an approximation result for the inverse problem.
The proof of Theorem 3.1 follows the classical numerical analysis argument of combining stability and consistency, coupled with an 4 norm estimate for solutions to PDE (2.1). Lemma 3.2 below establishes the stability of solutions to the kernel-based equation (2.9), Lemma 3.3 shows consistency, and Lemma 3.5 shows an 4 norm bound on solutions to (2.1). The proof of Theorem 3.1 will be given at the end of this subsection by combining these three lemmas. To streamline the presentation we postpone the proofs of the lemmas to an Appendix. 
The next lemma makes rigorous the argument in Subsection 2.2 and characterizes the error between ℒ and ℒ by accounting for its dependence on . 
Remark 3.4. In the proof of Lemma 3.3, found in the Appendix, we cannot set = 1 2 . However we can choose arbitrarily close to 1 2 so that the rate is essentially ( ). We remark that the proof of Lemma 3.3 suggests that the 3 assumption in [17] may not be sufficient.
The last lemma bounds the 4 norm of the solution to equation (2.1) in terms of the diffusion coefficient . Then
where is a constant that depends only on ℳ.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Recall that we need to show that
where solves ℒ = and solves ℒ = weakly, and ( ) is defined in the statement of Theorem 3.1. Notice that in the weak sense
Hence using Lemma 3.2 for the first inequality, and Lemma 3.3 for the second one noting that ∈ 3, implies that ∈ 5 [37] , we have
The result follows by combining this inequality with the bound on ‖ ‖ 4 derived in Lemma 3.5.
Posterior Approximation
In this subsection we characterize the total variation distance between the two posteriors:
where and are normalizing constants and recall that ( ) = (ℓ 1 ( ), . . . , ℓ ( )) and ( ) = (ℓ 1 ( ), . . . , ℓ ( )) where ℓ 's are bounded linear functionals on 2 .
The main result is Theorem 3.6 below. Its proof relies on Theorem 3.1 and a standard argument [55, 31, 52] for the analysis of approximations of Bayesian inverse problems. In particular, the proof makes use of the integrability of the function ( ) defined in Theorem 3.1 with respect to the prior , guaranteed by Fernique's theorem [28] . Theorem 3.6 (Posterior approximation). Let be a Gaussian measure on 4 , and suppose that ∈ 3, for 0 < < 1. Then for any 1 4 < < 1 2 and sufficiently small depending on ,
where is constant depending only on ℳ.
Proof. We have
Since > 0, by Lemma 3.7 below, > 2 for small enough. Hence we have
Then using Lemma 3.7 again it follows that
where is independent of .
The following lemma was used in the proof of Theorem 3.6. The proof can be found in the Appendix and makes use of the integrability of ( ) with respect to the prior. 
where is independent of . Remark 3.8. Similarly as for Lemma 3.3 our proof fails when = 1 2 . However one can choose arbitrarily close to 1 2 so that the rate in 3.6 is essentially ( ).
Numerical Experiments
In this section we investigate numerically the point cloud formulation of the inverse problem introduced in Subsection 2.3. We start in Subsection 4.1 by considering some aspects of the implementation. Then in Subsections 4.2, 4.3, and 4.4 we give three numerical examples, where the underlying manifold is chosen to be an ellipse, the torus, and a cow-shaped manifold. In Subsection 4.5, we study a hierarchical approach where the prior length-scale parameter is learned from data.
Implementation
When it comes to practical applications, care must be taken when one chooses the parameters. Central in our kernel method is the parameter . While Theorem 3.1 characterizes the error in approximating ℒ with ℒ and suggests the consistency of the estimator as goes to 0, in practice one cannot take too small as we explain now. One can indeed establish the consistency of , with ℒ , using the same discrete estimation technique as in [5, 6, 36] . We should point out that while the resulting discrete error bound in [5, 6, 36] does not show any dependence on , which is needed for proving the convergence of the discrete posterior density estimate in (2.19) to (2.11), this result is sufficient for understanding the consistency of , with ℒ . Specifically, for point cloud with distribution characterized by density ( ), defined with respect to the volume form inherited by ℳ ⊂ R , the discrete estimate for fixed-bandwidth Gaussian kernel (e.g., see Corollary 1 of [5] with = 1/2, = 0 in their setup) states that the sampling error for obtaining an order-2 of the density with is of order ( ( ) 1/2 −1/2 −(2+ /4) ) and the error between , and ℒ is of order −1/2 −(1/2+ /4) . The fact that appears in the denominator of these estimates suggests that one cannot take too small in practice and it also implies that should be adequately scaled with the size of the data, . Since a direct use of these estimates requires knowing the constants that depend on the volume of ℳ that are difficult to estimate, we instead adopt an automated empirical method for choosing . Precisely, we follow [19] and plot
as a function of and choose to be in the region where log (︀ ( ) )︀ is approximately linear. In the following three subsections we demonstrate the local kernel method for solving inverse problems through three numerical examples. In the first two examples, the embeddings are known and we set the model analytically, i.e., we first choose the ground truth † and † , and then compute the corresponding as
where is the Riemannian metric on ℳ. The third example will be an artificial surface where the embedding is unknown. We will then generate the truth using our kernel method. We will use the pCN algorithm to sample from the posterior [21, 8, 33] . This is a Metropolis-Hastings algorithm with proposal mechanism to move from to * given by
where ∈ (0, 1) is a tuning parameter. Note that if ∼ then * ∼ showing that the prior is invariant for this kernel. Moreover, it is not difficult to see that detailed balance holds, and as a consequence the Metropolis-Hastings accept/reject mechanism involves only evaluation of the likelihood function. The advantage of pCN in our setting over a standard random walk or Langevin algorithm is that the rate of convergence of pCN does not deteriorate with ; this has been established rigorously for a linear inverse problem in [33] . 
One-Dimensional Elliptic Problem on an Unknown Ellipse
In this subsection we take ℳ to be an ellipse with semi-major and semi-minor axis of length = 3 and 1, embedded through ( ) = (cos , sin ) , ∈ [0, 2 ], (4.3) and the Riemannian metric is
The truth is set to be † = 2 + cos , † = cos , and right-hand side in equation (2.1) is defined through equation (4.1). One can check that both † and have mean zero, i.e.,
We generate the point cloud { 1 , . . . , } according to (4.3) from a uniform grid of of size = 400. The observations are given as noisy pointwise evaluations at subsets of the point cloud:
where ∼ (0, 2 ) are assumed to be independent. We will take = 100, 200, 400 respectively with noise size varying as = 0.01, 005, 0.1. As discussed in Subsection 2.3.1, we construct the prior with a self-tuning graph Laplacian, using = 2 neighbors. We empirically discover that such choice of gives the best spectral approximation towards the Laplace-Beltrami operator on the ellipse, which has spectrum { 2 } ∞ =0 with eigenfunctions {sin( ), cos( )} ∞ =0 . We also tune empirically the parameters in (2.12) as = 0.05 and = 4.
In Figure 1 , we plot the posterior means as functions of ∈ [0, 2 ] and the 95% credible intervals for different and 's. While the point cloud Bayesian solution is only defined at the discrete point cloud, to ease the visualization we represent the outcome as continuous functions defined on ∈ [0, 2 ]. We see that the truth is mostly captured in the Bayesian confidence intervals. To quantify the error of reconstruction, we compute the relative ℓ 2 distances between the posterior mean¯and the truth † . Moreover, we compute the solution¯of (2.17) with¯and its relative ℓ 2 distance to the true solution † . As shown in Since our prior is on = log( ), we are actually approximating log(2 + cos ) with trigonometric functions and hence the truth † is not simply the combination of the first two eigenfunctions in the prior. In other words, although the truth † is in the support of the prior, the fact that its coordinates in the eigenbasis do not decay like that in the expansion (2.5) makes it difficult to reconstruct.
Regarding Remark 4.2, we consider another prior with self-tuning graph constructed with = 0.2 points. This new graph Laplacian gives a worse spectral approximation to the Laplace Beltrami operator in the underlying manifold, as its spectrum saturates instead of growing at the appropriate rate. In other words, the basis functions associated with the high frequencies will be given more weight in the expansion (2.5) . This can be beneficial in practical applications since it effectively enlarges the support of the prior. Below in Figure 2 , we solve the inverse problem using this new prior in the case = 0.1. The parameters are tuned empirically: = 0.75, = 8. It can be seen that although the reconstructions are rougher than those in Figure 1 , they capture better the shape of † , with the help of the higher frequencies. Essentially, larger (corresponds to more nontrivial modes in the representation in (2.5)) gives less bias but larger variance, which is consistent with the theory of nonparameteric statistical estimation (e.g, Section 1.7 of [57] ). Remark 4.3. We note that the inexact reconstruction is partially due to the ill-posedness of the elliptic inverse problem [47] . As can be seen in Table 4 .1, the reconstruction error for¯is much larger than that for¯: a wide range of 's around † give solutions which are "close enough" to † (within a range of order ) that the algorithm cannot distinguish. When is large, such tolerance is larger and the inverse problem becomes more difficult. This issue, together with Remark 4.2, explains why one cannot expect exact recovery of † as seen in Figure 1 . 
Two-Dimensional Elliptic Problem on an Unknown Torus
In this subsection we take ℳ to be T 2 embedded in R 3 through 4) and the Riemannian metric is
The truth is set to be † ( 1 , 2 ) = 2 + sin 1 sin 2 , † = sin 1 sin 2 , and is again specified through (4.1). One can check that both † and have mean zero, i.e., ∫︀ † √ det = ∫︀ √ det = 0. For computational reasons as in Remark 4.1, we generate the point cloud according to (4.4) from a 20×20 uniform grid on [0, 2 ] × [0, 2 ] and the observations are given as noisy pointwise evaluations at all points. The graph Laplacian for the prior is constructed with = 16 neighbors and again we empirically tune the parameters: = 0.08 and = 6. Unlike the ellipse case, we cannot get almost exact spectral approximation given that we are only discretizing each dimension by 20 points. For this reason, we need a large to ensure sufficient decay of the spectrum. In Figure 3 , we plot the posterior means and the standard deviations as functions on [0, 2 ] × [0, 2 ]; we note that the uncertainty is large when the function sin 1 sin 2 crosses 0. Table 4 .2 quantifies the reconstruction error as usual and the reconstruction error for † is again much smaller than the noise level, which are 2%, 10%, and 20% respectively. However, the reconstruction error for † decreases with decreasing while the error for † does the opposite, a manifestation of the ill-posedness.
The fact that has zero mean implies ⟨ , 1⟩ = 0 in the large limit. Then equation (2.17) has a strong solution as mentioned in Subsection 2.3.2 and so the characterization (4.5) implies that̂︀ is also a strong solution, with ∑︀ =1̂︀ = 0. Notice that the truth † also satisfies ∫︀ † = 0 and hence makeŝ︀ consistent. 0.01 0.05 0.1
10% 20% Table 4 .2 Relative error of † and¯for different noise level, 's. In the last row, the relative noise level is reported for diagnostic purpose. Particularly, note that the reconstruction error for † is much smaller than the relative noise level. 
Two-Dimensional Elliptic Problem on an Unknown Artificial Surface
In this subsection we consider an artificial dataset from Keenan Crane's 3D repository [22] . The dataset is made of 2930 points sampled from a cow-shaped surface homeomorphic to the two-dimensional sphere. The purpose of this subsection is to demonstrate that our kernel method can be applied to more complicated manifolds. To avoid an inverse crime [39] , we generate the truth using all 2930 points but solve the inverse problem on a subset of size = 1000.
To be more precise, we generate † from the Gaussian measure (0, ( + Δ 2930 )) − , where Δ 2930 is the self-tuning graph Laplacian constructed with = 100 neighbors and = 0.7, = 6. We then set † to be 10( 2 − ), where 2 is the second eigenvector of Δ 2930 and is a constant chosen below. The factor 10 in the definition of is only to match the order of magnitude with † . We then set = † ,2930 † . This would serve as our ground truth, and now we solve the inverse problem on a random subset of = 1000 points. On the point cloud , the truth becomes † | and † | . As mentioned above, the solution † | needs to have zero mean to be consistent with our theory. Since we do not have access to the Riemannian metric as in the previous two examples, we instead require ⟨ † | , 1⟩ = 0, which gives the choice of above. Again we consider noisy pointwise observations at all 1000 points. The inputs of the problem are now | and noisy † | . The noise level is 10%, which gives = 0.0186. The prior that we use has the same parameter as used to obtain our synthetic truth, but is defined using a graph Laplacian on . Namely, we consider
where Δ 1000 is constructed with = 80 neighbors. Figure 4 shows the plots of the posterior mean, the truth, the error, and the standard deviation. The reconstruction errors are ‖¯− † | ‖ 2 /‖ † | ‖ 2 = 9.73% and ‖¯− † | ‖ 2 /‖ † | ‖ 2 = 16.24%. We remark that the large relative error for † is partly due to the fact that the point cloud of size 1000 does not approximate the original one well and in particular † | ,1000 † | ̸ = | . When we solve for̂︀ in equation (4.6), i.e., solving † | ,1000̂︀ = | , we get ‖̂︀ − † | ‖ 2 /‖ † | ‖ 2 = 17.01% and this is the best one can hope for in terms of reconstructing † | . Hence we see that the above relative error has already reached the limit of the method.
Hierarchical Bayesian Formulation
As mentioned in Subsection 2.1.1, the choice of is crucial and would require some prior knowledge of the length-scale of the function to be reconstructed. In this section, we demonstrate how one can learn the parameter together with through a hierarchical Bayesian approach proposed in [24] . We emphasize that the hierarchical approach may not be able to find the precise length-scale of the parameter to be reconstructed, and hence should only be applied when little prior knowledge on the length-scale is available. We will only focus on the point-cloud inverse problem as in Subsection 2.3. We remark that our choice of priors in (2.4) and (2.12) differ from the ones used in [24] by the scaling constants. In the continuum space, the familiy of measures defined by equation (2.4) are mutually singular, which leads to technical difficulties when designing hierarchical methods. However, in the point cloud setting, the family of measures as in (2.12) are simply multivariate normal and are equivalent. The formulation in [24] then carries over.
The idea is to consider a joint prior on ( , ) that takes the form
where 0 is a distribution on R + and the conditional distribution is taken as in (2.12) . Recall that has the form
where ( ) normalizes the draws so that ∼ satisfies E| | 2 = . Now we can define the forward map : R × R + → R that associates a pair ( , ) with the unique mean-zero solution of equation (2.17) . We notice that is essentially the same as before except the additional that does not play a role in the definition. Denoting = ∘ , the joint posterior Π can be written as a change of measure with respect to the prior,
(4.7)
Sampling
To sample from the joint posterior , | , we will use a Metropolis within Gibbs sampling scheme by updating of | , and | , alternatingly. Sampling of | , reduces to the non-hierarchical setting, where we use the pCN algorithm. Sampling of | , is more delicate since one needs first to make sense of this conditional distribution. Instead of making the presentation too involved, we will only present the algorithm and refer to [24] for more details. The idea is to use symmetric random-walk Metropolis-Hastings, with acceptance probability to accept the proposal , given the current chain value as,
where,
Here, {( ( ), )} =1 are the eigenvalue-eigenfunction pairs of , .
From (4.8) , we see that the algorithm favors length-scales 's that give small values of ( ). As approaches 0, the first eigenvalue of ( + Δ ) − goes to infinity and so the normalizing constant ( ) approaches 0. However, the eigenvalues of ( + Δ ) − , except the first one, do not change much since is now a much smaller quantity. Hence when multiplied by ( ), they converge to 0. In other words ( ) approaches 0 as goes to 0 for ≥ 2, which then implies that ∑︀ =1 log ( ) → −∞. So the first term in is minimized at = 0, while the second term ⟨ , ⟩ 2 / ( ) favors large by a similar argument as above. Then the minimum of is attained by balancing the two sums, using the coefficients ⟨ , ⟩. Hence the algorithm will give a that is consistent with these coefficients, reflecting the length-scale of .
Numerical Experiments
To demonstrate the hierarchical approach, we focus on the ellipse case with three truths of different length-scales: † = cos( ) , cos (5 ) , cos(8 ) with a fixed = 1 5 sin . We fix so that we are solving the same inverse problem, with different underlying truth † 's. In this case we no longer have analytic solutions for and we use the MATLAB PDE toolbox . The point cloud is generated as in Subsection 4.2 with = 100, with pointwise observations with noise level = 0.01 at all points. We take 0 = (2, 1) and = 4. In the hierarchical setting, it takes longer for the chains to mix, where we run the chain for 3×10 7 iterations and use the last 5 × 10 6 samples for computations. We compare the hierarchical approach with the non-hierarchical one, where we use a same to reconstruct the three † 's. Figure 5 below shows the corresponding reconstructions.
The first row corresponds to the non-hierarchical approach where we fix = 2, which is finely tuned to match the length-scale of cos (5 ) , for all three problems. The reconstruction is then acceptable for cos (5 ) but is poorer for the other two. For cos( ) , the reconstruction still fits the shape of the truth, but since the prior now has a length-scale much larger than that of cos( ) , the reconstruction is oscillatory. On the other hand, the reconstruction of cos (8 ) fails to capture the shape of the truth. This is because the prior now has a smaller length-scale than that of cos (8 ) , so that frequencies high as cos (8 ) barely belongs to the prior. The second and third row corresponds to the reconstructions of the hierarchical approach and the corresponding sample paths for . We see that the credible intervals capture most of the truths and the reconstructions are much better for cos( ) and cos (8 ) than with the non-hierarchical approach. Table 4 .3 quantifies the reconstruction error. We notice that the hierarchical approach performs worse than the non-hierarchical one for cos (5 ) ; this is because we have chosen = 2 agrees with the length-scale of the true diffusion coefficient. This fact suggests that the hierarchical approach only improves the performance when little prior knowledge on the length-scale is known. From the sample paths for 's, we see that the chains have large variance and do not concentrate on a particular value. This is due to the ill-posedness of the inverse problem where 's of different length-scales give equally good reconstruction of , and hence the algorithm cannot distinguish between them. So in general the algorithm may not give the precise length-scale but a possible range of it. † cos( ) cos (5 ) Relative error of¯and¯for different truths. Here "NH" and "H" stand for non-hierarchical and hierarchical respectively. In the last row, the relative noise level for each is reported for diagnostic purposes.
Remark 4.5. Notice that in the above the noise level has been set to be small. When the noise level is large, the performance of the hierarchical approach may be worse, as shown in Figure 6 . The reason is that the algorithm sees only the noisy data, which is the truth † perturbed by noise. In other words, Figure 5 Posterior means and 95% credible intervals for different truths. Figure are arranged so that the first two rows correspond to non-hierarchical and hierarchical respectively, and the third row shows the sample paths for . The three columns represent the truths cos( ) , cos (5 ) , cos (8 ) respectively.
the length-scale of the data is corrupted by the noise, which has length-scale converging to 0 ( → ∞) in the large and limit if the noise is independent, i.e., Γ = . As shown in Figure 6 , the chain for oscillates in a wide range of values, suggesting that the data contains little information on this parameter.
Conclusions and Future Work
• This paper introduced kernel-based methods for the solution of inverse problems on manifolds.
We have shown through rigorous analysis that the forward map can be replaced by a kernel approximation while keeping small the total variation distance to the true posterior. Through numerical experiments we have shown that a point cloud discretization to the kernel approximation may allow to implement the inverse problem on point clouds, without reference to the underlying manifold.
• An important question of theoretical interest when solving the inverse problem on the point cloud is how to choose optimally the kernel bandwith in terms of the number of manifold samples. We conjecture that the convergence of the graph posteriors to the ground truth posterior, and guidelines on the choice of kernel bandwith, may be established by generalizing the spectral graph theory results in [12, 34] to anisotropic diffusions, and using the variational techniques introduced in [32, 33] . The analysis of these questions will be the subject of future work.
• We streamlined the presentation by working on a closed manifold with no boundary. We expect that the numerical and theoretical results may be extended to Neumann, Robin, and Dirichlet boundary conditions using the results and ideas in [36, 40, 53, 56 ].
• The practical success of the Bayesian approach is heavily dependent on the choice of prior. Here, we have used Matern-type priors that are flexible models widely used in spatial statistics and the geophysical sciences [54] . While the hierarchical approach to the inverse problem [24, 35] is effective for learning the prior length-scale from data in certain regimes as we have numerically shown, a more robust algorithm is needed and this merits an extensive further investigation.
• A topic of further research will be the extension of the kernel-based approximation to PDEs and inverse problems to other PDEs and ODEs beyond the elliptic model considered here.
Our proof follows the same argument as [17] [Lemma 8] but keeps track of the coefficients of the higher order terms. Let
Let 0 < < 1 2 . We can localize the integration near due to the exponential decay of − 2 :
where in the last inequality since 2 < 1, exp(− 2 −1 ) decays faster than any polynomial in and in particular for small enough it decays faster than Since the normalizing constant of is of the right order, its integral can be bounded by a constant that does not depend on . So
where is a constant that does not depend on or . Now following the same argument as in [17] and keeping track of the derivatives of , we have and rearranging terms, we get
Then we have
Differentiating further and applying a similar argument, gives that 
Proof of Lemma 3.7
By Lipschitz continuity of − when > 0, we have,
where ‖Γ −1 ‖ 2 is the operator 2-norm of Γ −1 . By Theorem 3.1, Lemma 3.2 and (A.6),
where and are the zero-mean solutions associated with , and ‖ℓ ‖ is the operator norm of ℓ . Here we have written as a function of and use the fact that min ≥ −‖ ‖∞ . So
