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1. INTRODUCTION 
The pushing-up problem involved in classifying the finite simple groups can 
be simply stated as follows. 
Let H be a p-local subgroup of the finite group G. Show that either H contains a 
p-Sylow normalizer of G or else H can be “pushed-up” to (i.e. is contained in) 
some larger p-local subgroup of G. 
A p-local subgroup of G is maximal if it is not contained in a larger p-local 
subgroup. Thus the pushing-up problem amounts to showing that a maximal 
p-local subgroup contains a p-Sylow normalizer. This is indeed the case in the 
Chevalley groups over a finite field of characteristic p. In fact, the maximal 
p-local subgroups of such groups are the maximal parabolic subgroups, which 
by definition contain a p-Sylow normalizer. On the other hand, the Chevalley 
groups over finite fields of characteristic different from p do not, in general, 
share this property. Furthermore, Ma, and PSLa(17) offer examples of chara- 
teristic p-type groups (i.e. groups in which F*(H) is a p-group for all p-local 
subgroups H) in which the property fails to hold for p = 2. We see, then, that 
the above statement of the pushing-up problem is somewhat oversimplified. 
If we survey the known counterexamples of the pushing-up problem, we will 
see that the p-local subgroup H is always in some sense, “small”. One can 
construct a large class of counterexamples G which are almost simple. This is 
done as follows. Let G, be a Chevalley group over a finite field of characteristicp, 
and assume G, admits a graph automorphism 01. Let G be the subgroup of 
Aut(G,,) generated by 01 and Tnn(G,) (which we will identify with G,), and let 
P E Syl,(G,,) be a p-Sylow subgroup of G, fixed by 01. Let H be a maximal 
parabolic subgroup of G,, which is not fixed by 01 and contains NGO(P). Then it 
is easy to see that H is a maximal p-local subgroup of G, but as a! E N,(P), H 
does not contain a p-Sylow normalizer of G. Thus we see that the maximal 
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parabolic subgroups of some of the Chevalley groups over fields of characteristic 
p can occur as maximal p-local subgroups not containing a p-Sylow normalizer. 
Although many other examples of such groups G are known, thep-local subgroup 
H in question always seems to be quite similar to one of the above examples 
where His a parabolic subgroup of a Chevalley group with a graph automorphism. 
Thus the pushing-up problem might be more accurately phrased as follows. 
Suppose G is a finite group and H is a maximal p-local subgroup of G. If H does 
not contain a p-Sylow normalizer of G then show that H is “similar” to a parabolic 
subgroup qf a Chevalley group with a graph automorphism. 
In this paper we verify a special case of this revised problem. This suggests 
that this formulation is correct in general. Using “Failure of Factorization”-type 
results one can usually see that H must involve SL,(p”) in some way. Thus the 
theorem we prove can be seen as a “minimal” case of the pushing-up problem. 
THEOREM A. Let G be a finite group and H a maximal p-local subgroup of G. 
Assume H does not contain a p-Sylow normalizer of G. Let M = Op’(H), and 
suppose M satisfies the following conditions. 
(4 F*(M) = O,(M), 
(b) M/O,(M) N SL,(p”), and 
(c) H is the only maximal p-local subgroup of G containing M. Then 
M N Op’(P) x E where E is an elementary abelian p-group, and P is a proper 
parabolic subgroup of one of the Chevalley groups A,( p”), B,(2”) (so that necessarily 
p = 2), or G2(3’“) (so that necessarily p = 3.) 
Remark. In a group G with a (B, N)-pair, a “proper” parabolic subgroup 
is one which is conjugate to a subgroup lying properly between B and G. In the 
Chevalley groups of the theorem, all such parabolic subgroups are isomorphic. 
There is a second, more general, kind of problem which is also referred to as a 
“pushing-up” problem: 
Let H be a finite group and S a Sylow p-subgroup of H. Suppose that S has no 
non-trivial characteristic subgroup which is normal in H. What can be said about 
the structure of H? 
The above situation can occur, for example, as follows. Let G be a group 
with O,(G) = 1. Let M be a maximal subgroup of G and H 4 M. Let 
SE Syl,(H), and suppose N,(S) 4 M. Then no non-trivial characteristic 
subgroup of S is normal in H, for otherwise it will be normal in M = H . N,(S) 
and in N,(S). 
In this paper we prove the following theorem. 
THEOREM B. Let H be a jinite group with a normal subgroup K such that 
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H/K ru PSL,(p”). SupposeF*(H) = O,(H) and that up-Sylow subgroup S of H 
lies in a unique maximal subgroup of H. Finally, assume that no non-trivial charac- 
teristic subgroup of S is normal in H. Then H/O,(H) ‘v SL,(p”), and one of the 
following holds. 
(1) S has class 2 and H has only one non-trivial chief factor zoithin O,(H) 
and that chief factor is the standard module of order pzn for H/O,(H). Furthermore, 
S has exponent p for p odd and exponent 4 when p = 2. 
(2) p = 3, S has class 3, H has two non-trivial chief factors zoithin O,(H), 
and both are the standard modules of order p2n for H/O,(H). Also S has exponent 9. 
Remark. Note that case (1) can occur when p = 3 as well. 
Theorems A and B are proved by reducing to a common, more elementary 
situation (see the Main Hypothesis in Section 2 and Theorem 6.9) in which H 
satisfies all the hypotheses of Theorem B except that S is assumed to have a 
single automorphism fixing no non-trivial normal subgroup of H. In this 
situation, we can actually enumerate the possibilities for the isomorphism 
class of H, which we can not do in Theorem B. 
It is likely that Theorem A could be extended to include some results about 
the structure of the group G in which E-I is embedded. Aschbacher has obtained 
such results when p = 2 and G is assumed to be simple of Characteristic 2-type 
[2]. Actually, he proved a theorem nearly equivalent to Theorem A in the case 
p = 2 (Theorem 1 in [2]), and then applied this to show that G must have 
sectional 2-rank at most 4. (Gorenstein and Harada have classified such simple 
groups [91 .I 
Baumann has obtained a theorem which is equivalent to Theorem B in the 
special case that p = 2 [3]. His proof was obtained independently from ours. 
and is very different and beautiful. 
Glauberman was the first to consider theorems of this sort. In [5] and [6], 
extending ideas of Sims [12], h e p roved results similar to Theorems A and B in 
the case that n = 1. The present paper is largely a generalization of those papers. 
Glauberman also did a large amount of work on the general problem (i.e. 
arbitrary n). His results were used by Aschbacher in [2] and are used heavily in 
this paper. I am very grateful to him for sharing these results with me. 
2. THE INTERSECTION DIAGRAM AND SOME PRELIMINARY LEMMAS 
LEMMA 2.1. Let G be a $n.ite group and H < G. Suppose that H is contained 
in a unique maximal p-local subgroup M of G, and that ) M : H j is prime to p. 
Suppose also that M does not contain a Sylow p-normalizer of G. Then a Sylow 
p-subgroup S of H admits an automorphism fixing no non-trivial subgroup of S 
which is normal in H. 
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Proof. The assumptions imply that No(S) < M. Choosing x E IVG(S) - M 
and letting x be the automorphism of S induced by conjugation by x, we see 
that x fixes no non-trivial subgroup of S which is normal in H. 
We now introduce a hypothesis which we will refer to as the “Main Hypo- 
thesis.” 
MAIN HYPOTHESIS. H is a finite group with a normal subgroup K such that 
H/K = PSL,(pn), and F*(H) = O,(H). S is a Sylow p-subgroup of H, and S 
lies in a unique maximal subgroup of H. S has an automorphism 01 which fixes no 
non-trivial subgroup of S which is normal in H. 
LEMMA 2.2. Let H be a fkite group such that a Sylow p-subgroup of H lies 
in a unique maximal subgroup of H. Then for any normal subgroup K of H such 
that H/K is not a p-group we have 
(1) k’ = O,>,W), 
(2) If H = L . K fey some L < H, then H = L O,(K). 
(3) K/O,(K) is nilpotent, 
(4) For S E Syl,(H), either (S, Sh) = Hfor some h E H, or else S a H and 
HIS is a cyclic r-group for some prime r. 
Proof. Let S E Syl,(H) and P = S n K. Then P E Syl,(K). To prove (1) it 
suffices to show P Q H. Assume otherwise. Then S < N,(P) < H. Let M 
be the unique maximal subgroup of H containing S. Thus N,(P) < M. Since 
N/K is not a p-group, K . S < H, and hence K < KS < M. On the other 
hand, the Frattini argument implies that H = N,(P) . K, a contradiction. 
Thus (1) holds. 
To prove (2) suppose H = L . K. By (1) we have that L . O,(K) contains 
a S, subgroup of H. This S, subgroup lies in a unique maximal subgroup M 
of H, and M K # H. Thus if L . O,(K) < H, then L . O,,(K) < M, and 
L . K < M < H, contrary to assumption. Thus L . O,(K) = H, proving (2). 
To prove (3) we may assume O,(K) = 1. Then let R E Syl,(K) for r c n(K). 
By the Frattini argument, H = NH(R) . K. By (2), H = N,(R), and R a H. 
Since r was arbitrary, K is nilpotent. 
For (4) assume (S, Sh) < H for all h E H. Since S lies in a unique maximal 
subgroup of H, say M, we have On’(H) = (9) < M. Applying (2) and the 
Frattini argument to K = O@(H) we obtain S a H. Thus H/S has a unique 
maximal subgroup. Thus H/S is a cyclic r-group for some prime r. 
LEMMA 2.3. Assume the Main Hypothesis. Then there is h E H such that 
H = (S, Sh). For any such h let T = Sh, and consider the map 4: S --f T given 
by 4: s ++ (s”)~. Then +$xes no non-trivial subgroup of S n T which is normal in S. 
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Proof. By (4) of L emma 2.2, there are such h. Suppose N 4 S, and 
4(N) = N. Then N = $(N) 4 d(S) = T. Thus N 4 (S, T) = H. But then 
jya = (jp)?? = N, so N = 1 by the Main Hypothesis. 
Remark. The isomorphism + given in Lemma 2.3 is a central feature in the 
arguments of this paper. In what follows we develop some notation which shows 
how C$ can be used. 
Let S and T be isomorphic subgroups of a group H with H = (S, T). Let 
4: S + T be an isomorphism. Let IV($) be the largest normal subgroup of T 
which is fixed by 4. Then N(4) = (N($))b a Sb = T, so N($) 4 (S, T) = H. 
(Note that by Lemma 2.3, if H satisfies the Main Hypothesis and S E Syl,(H), 
then N(4) = 1.) There is a general method due to Sims [12] by which one can 
study the group H/N(+). 
Define the subgroups Ti < T recursively as follows. 
T,, = T, 
T,+l = Tin T;-‘. 
Thus Ti is a descending sequence of subgroups of T. Also Tl = S n T. Next 
for integers Y and i we define 
K,,i is defined for Y > 0, and -1 < i < Y. (This is easily proved by induction 
on r.) We thus obtain the diagram of figure 1, which we will call the intersection 
diagram. 
LEMMA 2.4. Let H be a$nitegroup; S, T < H, and+: S + Tan isomorphism. 
Then there is a group G containing H, and some element g E G such that Sg = 
T = Hn Hgands” = @forallsES. 
Proof. This is Lemma 2.3 of [5]. 
LEMMA 2.5. Let notation be as in the deJinition of the Intersection Diagram. 
Assume Y < s, and that K,,i and Kssj are de$ned. Then 
K,W if j < i, 
fk n L = Kssj if i<j<i+s-r, 
K,,-i,? if j>i+s--r. 
Remark. Lemma 2.5 says that the intersection of two elements of the 
Intersection Diagram is the unique largest element of the Intersection Diagram 
lying in both. 
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S = KOJ Ko,o = T 
/ \ / \ 
KL--lo--l , \ ,Kl.O, ,Kl.l\ 
KG, K 2.0 K 2.1 K 2.2 
. . . . . . . . 
. . . . . . 
FIGURE 1 
Proof. Use Lemma 2.4. Then K,,i = Tgi-’ n ... n Tgi. The lemma is quite 
obvious from this statement. 
LEMMA 2.6. With notation as in Lemma 2.5, if i < j, then K,,i n K,,j = 
K,,i n K,,i+l n .‘. n K,,i . 
Proof. Again, this is obvious from K,,i = Tg’-’ n ... n Tg”. 
In using the intersection diagram to study H, the idea is to study the smaller 
groups K,,i . In order to obtain information about H from information about the 
K,,i , one must be able to “reconstruct” H from the subgroups K,,i . This idea 
of reconstruction is contained in the following definition. 
DEFINITION. We will say that the Intersection Diagram is a lattice down to 
the level w, if K,#< ’ K,,i+l = K,-,,i for all 1 < r < w, and all i for which this 
equation makes sense. 
Notice that if the Intersection Diagram is a lattice down to the level w, then 
for r < w, T = K,,, . Krsl . .‘. . KT3,, and S = K,,-, . ... . K,,r-l. Thus S 
and T can be “reconstructed” from the Krpi . Notice also that w is not unique. 
LEMMA 2.7. If 1 K,,, : K,,,,, j >, j K,,, : K,,, 1, then the Intersection Diagram 
is a lattice down to the level w. 
Proof. It is easily seen that 1 Kr,i : K,,,,, 1 is a decreasing function of Y, which 
has the same value for r - 1 and Y if and only if K,-,,i = K,,i . KTsi+, . 
Finally we include several lemmas which will be useful later. For the first 
of these we need the following number-theoretic result, which follows easily 
from Corollary 2 on page 358 of [I]. 
Letaandkbeintegerswitha > I,k >, l.Lete = lifaisevenand2ifaisodd. 
Then there is a prime q and an integer i such that 
qi I (a” + 1)/c and qi 7 a7 - 1 
for all r = I,2 ,..., 2k - 1, except when a = 3, and k = 1. 
To see how this follows from the quoted result, note that a2k - 1 = (a” + 1) . 
(ak - 1). Let m = 2k. The quoted result says that for any m > 1, am - 1 has 
4W5711-3 
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a prime divisor q not dividing ar - 1 for Y < m except when a = 2 and m = 6, 
or when a = 2” - 1 and m = 2. One only needs to check that the above result 
holds in all the exceptional cases but a = 3 and K = 1. 
LEMMA 2.8. Let H be a j&ite group with a normal #-subgroup K such that 
H/K N PSL,(p*) and such that a p-Sylow subgroup of H lies in a unique maximal 
subgroup of H. Let V be an F,H-module, and suppose there is a non-trivial p-subgroup 
A of H such that [V, A, A] = 1, 1 V/C,(A)1 < 1 A j, and C,(A) # C,(H). 
Then A E Syl,(H), H/C,(V) N SL,(p”), and V/C,(H) is the standard module of 
order pzn for H/C,(V). 
Proof. We may assume C,(H) = 1. We first show that (A, Ah) = H for 
some element h E H. By Lemma 2.2(2) it is enough to show that for some h E H, 
<A, Ah) covers H/K ‘v PSL2(pn). To do this we use Dickson’s list of subgroups 
of PSL,(p”), and find that there is such an element h except possibly whenp = 3, 
n = 2, and [ A / = 3, (see Gorenstein [8], p. 44) or when p = 2, n > 2, 
and 1 A j = 2, (see Dickson [4] pp. 26&276, especially Section 252 on page 274.) 
We will show that these two cases cannot occur in the present situation. For 
X<HletX=X.K/K.Tfp=2,n>2,and1AI=2 thereisanhEH 
such that (A, Ah) N D2(z”+l) . Ifp = 3, n = 2, and j A I = 3, there is an h E H 
such that (A, Ah) N A,. On the other hand, I V/C,(A)/ < I A 1, so if L = 
(A, Ah), I V/C,(L)1 < I A 12. But in neither case can L have a non-trivial F,L 
module of dimension at most 2. So these cases do not concern us and we have 
shown 
(A, Ah) = H for some h E H. (1) 
Next we show that A E Syl,(H). Since we are assuming C,(H) = 1 by (1) we 
havethatIV1 <IA12.AslH19=p” we only need to show that the smallest 
possible dimension of an F,H-module which is non-trivial is 2n. To see this we 
use the number theoretic result preceding this lemma. Let E = 1 if p = 2 and 
E = 2 ifp # 2. Then by Theorem 2.8.3 of Gorenstein [8], PSL,(p*) has a cyclic 
subgroup of order (p” + 1)/e. Thus H h as a cyclic subgroup X with 1 XK/K / 
divisible by (pa + 1)/e. The assumption that C,(H) # C,(A) implies that 
C,(V) < K. Thus I? = H/C,(V) h as a cyclic subgroup X of order divisible 
by (p” + 1)/c. Let q be a prime and i an integer such that qi 1 (p” + 1)/c but 
q” 7 (p’ - 1) for r < 2n. Thus fi has a cyclic subgroup Y of order qi acting 
faithfully on V. By the condition on q’ we see that Y itself has no faithful 
F,Y-module of dimension less than 2n, and so the same is true of H. This 
shows, then, that 
A E Syl,(H). (2) 
We are now in a position to apply Theorem 2 of [7], which we will state as we 
use it. Let G = I? = H/C,(V). Then A is a p-group lying in a unique maximal 
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subgroup of G by (2) and hypothesis. Also, O,(G) = 1, V is a faithful F,D- 
module, C,(G) = 1, [V, a, A] = 1, and 1 V/C,(A) 1 < 1 A j. Theorem 2 of [7] 
says that under these conditions, G = SL( V, K) where K = F,n, p” = 1 A /- 
This is precisely the conclusion of the lemma. 
LEMMA 2.9. Let H be a finite group with a normal subgroup K such that 
H/K N PSL2(pn). Let S E Syl,(H) an d assume S lies in a unique maximal subgroup 
of H. Suppose F*(H) = O,(H), and let Q = O,(H). Suppose no non-trivial 
characteristic subgroup of S is normal in H. Then for V = &(2(Q)) we have 
H/C,(V) N SL,(p”), and V/C,(H) is the standard module of order pzn for 
WGd V>. 
Proof. As V 3 J2,(Z(S)), if H acts trivially on V, then V = sZ,(Z(S)) char S 
and V a H, contradicting our hypothesis. In fact, C,(S) # C,(H) as C,(S) = 
J&(2(S)) char S so C,(S) 9 H. Thus 
c,(s) f G(H)- (1) 
Now l(s) + J(Q), as otherwise H k J(Q) char S, so a(S) $8. Choose 
A E a(S) with A n V as large as possible subject to A < Q. Suppose [V, A, A] 
# 1. Then the Thompson Replacement Theorem (see Gorenstein [8], p. 273) 
gives A* E ad(S) such that A* n V > A n V, and [A*, A, A] = 1. By choice 
of A, A* < Q, and so V ,( A*. Thus [V, A, A] = I, a contradiction. Thus 
[V, A, A] = 1. c-4 
Suppose C,(A) = C,(H). Then as H = (AH) and A centralizes V/C,(A) = 
V/C,(H), Op(H) t 1’ ten ra rzes V. As His non-trivial on V, we obtain OP(H) # H, 
and thus p = 2 or 3, and n = 1. So in this case S = Q . A, and C,(A) = 
C,(S) # C,(H) by (1) a contradiction. Thus 
C,(H) Z G(A). (3) 
Now A,=(AnQ).V is abelian. As AEG!(S), lA,I <IAl. Thus as 
C,(A) = V n A, by maximality of A we get 
IAnQIlVl lV/CdA)l= jAnQllAnvl = IJJ~~, < IAIAnQl. (4) 
Letting X = X . Q/Q for X < H, we get 
By (2), (3), and (5) along with Lemma 2.8 applied to g, we get AE Syl,(a), 
H/C,(H) N SL,(pn), and V/C,(H) is the standard module for H/C,(V). 
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3. CHARACTERIZATIONS OF THE PARABOLICS 
In this section we give characterizations of the parabolic subgroups of A,@“), 
B,(2”), and G&3’“). These parabolic subgroups appear in the conclusion of 
Theorem A. The proofs of these characterizations are rather pedestrian, and 
in particular do not lend much insight into the pushing-up problem in general. 
Thus we suggest that the reader skip these proofs on the first reading. The 
results of this section are as follows. 
THEOREM 3.1. Let H be afinitegroup with F*(H) = O,(H), and H/O,(H) N 
SL,(pn). Assume His indecomposable (i.e. cannot be decomposed into a non-trivial 
direct product.) Let T E Syl,(H) and Q = O,(H). Assume 
(1) T splits ozler Q, 
(2) Q is elementary abelian, 
(3) Q/Z(H) is the standard module for H/Q E SL,(p”), and 
(4) Z(T) = Z(T mod Z(H)), (see remark). 
Then one of the following occurs. 
(a) H N O@(P), where P . p p p b I’ zs a ro er ara o tc subgroup of A,(pn), or 
(b) p = 2, H N K/Z, where Z < Z(K) and K = O*‘(P), P a proper 
parabolic subgroup of B,(2%). 
Remark. When F is a “functor” on groups we define F(Xmod Y) to be the 
inverse image in X of F(X/Y). 
THEOREM 3.2. Let H be a$nitegroup withF*(H) = O,(H), and H/O,(H) N 
SL,(p”). Assume H is indecomposable. Let T E SyI,(H), and Q = O,(H). Assume 
(i) T splits over Q, 
(ii) Q/Z(Q) and Z(Q) are elementary abelian, 
(iii) If W = Q/Z(H), and X = Z(Q)/Z(H), then W/X and X are standard 
modules for H/Q N SL,(p”), 
(iv) T does not act puadraticaZZy on W (i.e. [W, T, T] # l), but C,(T) 
has order pzn, 
(v) There is a complement E to Z(H) in Z(Q) such that E is a direct factor 
of Q andQ/E is isomorphic to a S, subgroup of GL,(p”). 
(vi) There is A E 0l( T) with A Q Q such that 1 T : A / = p2n, and Ul(A)=l. 
Then p = 3, and HE 03’(P), P a proper parabolic subgroup of G,(3”). 
We first embark on a proof of Theorem 3.1. 
DEFINITION. Let G = GL,(2”). Let P be a proper parabolic subgroup of 
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Ba(2’“). Then O,(P) is elementary abelian, P/O,(P) F G. Thus O,(P) can be 
viewed as an F,G-module. We will call any FaG-module isomorphic to this one 
a “&module for G.” Note that for p = 2, B&P) has up to isomorphism only 
one proper parabolic subgroup since all of them are conjugate under inner or 
graph automorphisms of B,(p”). 
Remark. An easy calculation using the Chevalley commutator formula in 
B,(2”) shows that if I’ is a &-module for G = S&42”), then I’ can be con- 
sidered as a 3-dimensional F,,G-module with a basis {u, q w} such that if for 
&EF z,L , xE and ya are the elements 
c 01 1 0 1 ! and i 0 1 01 1 
respectively in G, then 
uxa z u, vxp” = u + 01v + lP2w, 
uya = u + OIV + al’*w, 2P = v, 
The reader unfamiliar with Chevalley groups can take this (modulo existence 
of V) as the definition of a &module for G. 
LEMMA 3.3. Let G = SL2(pn) and let V be an F,G-module such that V/C’,(G) 
is the standard F,G-module qf order p 2n. Assume also that for each A E Syl,(G), 
1 V/C,(A)1 = / A /. Then V = V,, @ V, , where V, is a trivial F,G-module 
and one of the following holds. 
(a) VI is the standard F,G-module, OY 
(b) p = 2, and V, is a homomorphic image of the B,-module for G. 
Proof. Ifp # 2, then G has a central involution t. Thus V = C,(G) @ [V, t] 
as G-module, and we see that (a) holds. Thus we may assume that p = 2. Let 
N be the monomial subgroup of G, i.e. 
Then N is isomorphic to a dihedral group of order 2(2” - 1). When the standard 
2n dimensional F,G-module is considered (by restriction) as an F,N-module, it 
becomes projective. Thus we can write V = C,(G) @ W, where W is an N- 
invariant subspace of I’. Now W is not necessarily G-invariant, but via the 
natural map V/C,(G) -+ W, W can be viewed as the standard module for G. 
Thus we can view Win this way as a 2-dimensional F,,G-module. Thus we can 
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choose elements u, v of W, and we can define an action of F,, on W, such that 
for an element 
we have, modulo C,(G), UQ = olu + /3v, and vg = yu + 6v. 
ForolEF 2n , let x, = (t T), andy, = (i T). Also define w, = (a~)% - (W + w). 
Then w, E C,(G) for all 01. In fact, a: + w, is an additive map from F,, to C,(G). 
Thus (OLV)% = olu + 01v + w, . Now let p gFZn, and let 6 = /3i/2. Then 
(; s!?l)-lxl (; s!Yl) = 33 a 
So conjuating the previous relation by the element (“0 $1) E iV, we obtain (since 
W is N-invariant) 
(s-‘cap = c&4 + cd& + w, . 
Then substituting OI’ = 6-h we get 
(cY’v)“~ = a’@ $ dv + wgof where 6 = 8”” (1) 
Conjugating by the element (y i) E N we get 
(du) 8 = a’pv + a’u + w,,! , where 6 = /l”“. 
Since I V/C,(A)! = j A / for A = {xb j 01 EF~~}, we get that 
(4 
Similarly, 
(ci’up = ci’u. (3) 
(a’zp = dv. (4) 
Now if we set Vi = W + (wa / 01 EF,,], then Vi = [G, V]. So if V, is an 
arbitrary complement to Vi n C,(G), then V = V,, @ I’, , and the remark 
preceding this lemma gives an F,G-homomorphism from the B,-module onto 
Vi . This proves the lemma. 
Proof of Theorem 3.1. Note that the assumptions (1) and (2) of the theorem 
imply that H splits over Q by Gaschutz’ Theorem ([lo], Satz 17.4.) Thus 
H = Q . G where G N SL,(p”). By Lemma 3.3, Q = Q0 x E where E is 
elementary abelian and centralized by G, and Q,, satisfies (a) or (b) of Lemma 3.3. 
Let HO = Q,, . G. Then H = HO x E. From Lemma 3.3 we see that H,, is 
determined up to isomorphism. It is routine to see that HO satisfies (a) or (b) of 
the theorem. Since H is assumed to be indecomposable, we get H = H,, . 
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Next we begin a proof of Theorem 3.2. The proof parallels that of Theorem 
3.1, but is much more difficult. We first begin by characterizing a certain 
module for SLa(39 which occurs in the proper parabolic subgroups of Ga(3”). 
LEMMA 3.4. Let G = SL,(p”) d pp an su ose Y is an F,G-module with a sub- 
module A’ satisfying 
(1) Y/X N X is the standard F,G-module, 
(2) .4 Sylow p-subgroup of G centralizes a 2n-dimensional subspace of Y, and 
(3) iz Sylow p-subgroup of G does not act quadratically on Y. Then p = 3, 
and Y can be considered as a four dimensional F,,G-module in such a way that if 
x,=(t$ andy,=(ii)for ol~F~,,, then Y has a basis relative to which x, 
and ye act on Y with matrices 
i 0 a1 0 I 0 1 0 
-a2 a a3 1 
respectively for all (Y E F,, . 
Proof. Let Y* = Y @ FD+, and X* = X@ F,*. We will identify X* as a 
submodule of Y*. Let U be the natural 2-dimensional F,,G-module. Then 
Y*/X* and X* are both isomorphic to the direct sum of the algebraic conjugates 
of U. Let r = Gal(F,,/F,). Th en f or any pair (u, V) E r x r, Y* involves a 
module ui(,,,, which is an extension of lJu by Uy and is defined as follows. Let 
Y,” be the inverse image in Y* of ?P’ via the map Y* + Y*/X* -xc, UY. Let 
Xz be the inverse image in X* of Cvzll UY via the map X* + C, Uv. Then 
WC,,~) is defined to be the module Y:/q. Then 
(1) For each pair (CL, v), WC,,~, is an extension of lJu by UY, 
(2) For each pair (CL, V) a Sylow p-subgroup of G centralizes a 2-dimen- 
sional subspace of WC,,~, . 
(3) For some pair (CL, V) a Sylow p-subgroup of G acts non-quadratically 
on WL,.) . 
The proof now proceeds as follows. We first show that a p-Sylow subgroup 
can act non-quadratically on WC,,“, only if ~-1” is the cubing map x --f x3 on 
F 9,, . Thus (3) will imply that p = 3. Then using this fact we can show that 
W(,,J = U” @ Uy when @V is not the Frobenius automorphism. From this 
it is easily shown that if @V is the Frobenius automorphism, then WC,,“) N Y 
as F,G-module. Thus Y can be considered as an F,,G-module. At this 
point enough information will have been generated to determine Y. 
Notice that (WC,,~,) = W(Vrr,VV) . Thus it will be no loss of generality to 
38 RICHARD NILES 
consider only the modules Wcl,~) for 7 E l7 Fix a r E r and set W = Wcl,~) .
Consider the elements 
1 0 
x, = ( 1 o! 1’ Ya = (:, ;“) > Act = (; i-1) > 0 --I no=1 ( 0 1 
of G. Then using (1) and (2) it is easily shown that W has a basis relative to 
which the elements X, , ya , h, , and no have respective matrices 
(;& ie ;T ;)(l ;@ ; g; i-l iT i)ii -; ; -;i) 
for some a, , b, , c, , and d, in F,, . Thus W = U @ V if and only if a, -- 
6, = c, = d, = 0 for all 01, and ap-Sylow subgroup of G acts non-quadratically 
on W if and only if b, # 0 for some 01. We can study the entries a, , b, , c, , and 
d, by exploiting certain relations which hold between the elements X, , yy , h, , 
and n, . 
First we have that x, . X~ = x,+s and yz . y0 = yaLB . Performing the 4 x 4 
matrix multiplications gives 
b a+a = 6, + 6, , c,+E = c, + cE , am+0 = a, + a, + Pb, , 
and (4) 
d n+E = 4 + d, + PC, . 
Using the fact that N + /3 = /3 + 0: we quickly derive from (4) 
b, = ab, , and c, = ccl . (5) 
Next we use the relations X~S = xmz and yt= = ya2 . These relations give 
aae = ciT+la 1’ bm, = aT-lb , cm2 = 01~-~c~ , da, = a7+ldl . (6) 
By (5), b, = 0 for some a: # 0 if and only if 6, = 0 for all CL Thus combining 
(5) and (6) we see that a7 = 01~ for all 01 unless b, = 0 for all 01. The only finite 
fields for which ol -+ 01~ is an isomorphism are the field of 2 elements and the 
ones of characteristic 3. But (4) and (6) g iveb,=b,=OifF,,=F,.Thusby 
(3) we obtain that p = 3. Thus translating W by p E r we get 
p = 3, and a S,-subgroup of G acts non-quadratically on W(,,J if 
and only if PL-% is the Frobenius automorphism. (7) 
We return again to the module W(,,,, for arbitrary 7. We use the relation 
xa”o = y-= ) which gives 
b, = c-, , and a, = -de, . (8) 
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Finally we use the relation (~iyr)~ = h-r . (Here we use p = 3, which implies 
2 = -1.) This gives 
a, = -4 ) and b, = -cl . (9) 
From (8) we have a-, = -4 . From (9) we have -di = a, . Thus a, = a_, . 
From (4), 0 = a, = a, + a-, - b, = a, + ai - b, , and so (as 2 = -l)u, = 
-b, . Together with (9) we get 
Now suppose b, = 0 = c, for all CX. Then by (4) 01++ uar and 01 H d, are 
additive maps. By (10) and (6), a,% = 0 = duz for all 0~. Since F,, is additively 
generated by its squares we get a, = d, = 0 for all 01. Thus 
If CL-IV is not the Frobenius automorphism then W’C,,~, cz lJ@ @ Uv. (1 I) 
Now suppose 7 is the Frobenius automorphism. Then OIL = 01~ for all 01. By 
(6) and (10) we get a,2 = cu4u, = -a4bl . Let S be the set of 01 EF~, such that 
a, = -a2b, . Then S contains the squares of Fan . Let 01, /3 E S. Then uafs = 
a, + a, + @b, by (4) and (5). Since 01, p E S and -2 = 1 we get u,+a = 
-a2b, + -j2b, + -2@b, = -(a + P)2b, . Thus S is closed under addition. 
and S = F,, . So a, = -z26, for all 0~. Letting b = b, , we get from (5) and (8) 
that 
a, = --a2b, b, = ab, c, = -ab, b, = a2b 
for all CX. Now if we conjugate all our matrices by the matrix 
1 0 0 0 
0 1 0 0 
i i 
0 0 b 0 
0 0 0 b 
we see that we may assume that a, = ---01~, b, = 01, c, = -OL, d, = ot2. Thus 
If p?v is the Frobenius automorphism, then WC,,~) has a basis 
relative to which X, and ya have matrices (12) 
Now an easy argument using (11) shows that if W = W(1,7) where T is the 
Frobenius automorphism, then Y* N ‘&- WY. On the other hand, Y* N 
Y @ ... @ Y is a direct sum of n copies of Y when considered as FgG-module. 
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By the Krull-Schmidt Theorem, WY N Y as F,G-module for all y E r. This 
along with (12) proves the lemma. 
LEMMA 3.5. Let p be an odd prime, and let Q,, be a Sylow p-subgroup of 
GL,(pn). Let G = SL,(p”). Then up to isomorphism there is only one group H 
satisfying 
(9 Q. 4 H, and H/Q0 = G, 
(ii) QO/Z(QO) is a standard module for H/Q,, N G, 
(iii) A p-Sylow subgroup of H splits over QO , 
(iv) If T E Syl,(H), then there is A E a(T) with A 6 Q,, and 1 T : A j = p”, 
and A is elementary abelian. 
Proof. There are two things to prove. First that H must split over QO , and 
second that up to equivalence, there is only one action of G on Q,, satisfying (ii). 
We prove the second of these assertions first. Suppose Q,, E Syl,(GL,(p”)) 
and G = SL,( p”). Let p, and p, be homomorphisms from G into Aut(Q,,) such 
that both p, and p, induce the standard module on Q,/Z(QO). Clearly, in both 
actions on Qa , G centralizes Z(Qa). W e wish to find an automorphism OL of Q,, 
such that a-lp+~ = p, . 
Since p is odd, G has a central involution, t, say. Since in both actions, t 
centralizes Z(Q,) and inverts Q,/Z(Q,,), for each i = 1,2, p,(t) inverts exactly 
one element of each non-trivial coset of Z(Q,,) in Q,, . Let 
Vi = {I} u {q E Q. j qpict) = q-l} for i-1,2. 
Let F = Z(Q,). We will write F as an additive group. We turn VI and I/, into 
additive groups in such a way that v + w is the unique element of VI lying in 
the coset v . w . Z(Q,,). Th en we can view p, as a homomorphism of G into 
Aut( Vi). We know that pi induces the standard G-module structure on Vi . 
Now the commutator in QO induces a bilinear map from Vi x Vi to F. We 
claim that if we can produce an isomorphism 01’: V, --+ V, and ol”: F + F of 
G-modules such that the commutator is preserved (i.e. [a’(V), a’(W)] = 
a’([V, WI).) then a’, 01” will lift to the desired automorphism of QO . We leave 
this as an exercise giving the hint that for v, w E Vi , v + w = v . w . [v, w]-(~/~) 
(recall p id odd). 
Now VI and V, are both standard G-modules and hence are isomorphic. 
Let (Y’: V, + V, be any G-isomorphism. We now show that the desired OL” 
can be found. 
Consider V, and V, as vector spaces over Fp, in such a way that they become 
F,,G-modules and 01’ is F,,-linear, and such that V, has a basis {wi , xi} for 
i = 1, 2 such that the action of g = (t z) E G is represented, relative to this 
basis, by its own matrix. 
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Let g = (‘0 y). Then 
[Wi )Xi] = [wig, Xi”] = [Wi + lx& , Xi] 
= [Wi ,Xi] + [w 3 %I. 
Thus [c+ , xi] = 0 for all 01 EF,,, . Similarly [awi , wi] = 0 for all 01 EF,” . 
Conjugating by various diagonal elements of G gives 
[Ui 3 B%l = 0; [rxW< ) /3Wi] =0 for CX,/~EF~~. (1) 
Now by the structure of Q,, we see easily that for v E Vi the map [v, -1: Vi + F 
is surjective. If we set w = xi , (1) tells us that the kernel of this map is the 
F,,-span of xi in Vi. Thus the map gives an isomorphism from Fpnwi to F. 
ForaEFpn, let the symbol 01y~ mean the element [awi , XJ E F. Thus [awi , q] = 
ayi all 01 E F,, . Conjugating by diagonals gives 
Thus we see that the map a”: F --f F given by 
is our desired isomorphism. This proves our second assertion. 
Now we prove the first assertion, which will give the lemma. Suppose that H 
does not split over Q,, . By (iii) and G asc h utz’ Theorem (see Huppert [lo], 
p. 121) H/Z(Q,) splits over Q,,/Z(Q,,). Thus there are subgroups of H which 
cover H/Q,, and which intersect Q,, in a subgroup of Z(Qa). Among these sub- 
groups, choose one, say, H,, of smallest possible order. Since H does not split 
over (2s , H,, is a non-split central extension of H,, n Z(Q,) by G. Since Z(Q,,) is 
elementary abelian, if pn = 3, then a p-Sylow subgroup of HO is cyclic of 
order 9. If pn i: 3, then G is non-solvable, and H,, must be a covering group 
of G. By Theorem 25.7 of Huppert [lo], ifp” # 3, thenpn = 9, and ap-Sylow 
subgroup of HO is non-abelian of exponent 3 and order 27. Let TO = T n HO 
where T is a Sylow p-subgroup of H. Then TO is cyclic of order 9 or non-abelian 
of order 27 and exponent 3. In either case T is a partial semidirect product of 
Q, with T,, (see Gorenstein pp. 27-28 [S]), and the action of TO on Q,, is deter- 
mined. Therefore T is determined up to isomorphism. When pn = 3, it can 
be checked that T fails to satisfy (iv), and when pn = 9, it can be checked that 
T fails to split over Q0 . This proves the lemma. 
Proof of Theorem 3.2. By (iii), (iv) and Lemma 3.4, we have p = 3. By (i) 
and (ii) and Gaschutz’ theorem (see Huppert [lo], page 121) H/Z(H) splits 
over Q/Z(H). By Lemma 3.4, we get that H/Z(H) is determined up to iso- 
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morphism. Thus if we let H* = 03’(P) where P is a proper parabolic subgroup 
of G,(3”), we have 
H/Z(H) N H*/Z(H*). (1) 
Let V = Z(Q). By Lemma 3.3, since p # 2, we have V = Z(H) @ V, as 
H/Q-module, where V,, = [V, H]. In particular V, 4 H. From (v), V0 is a 
direct factor of Q. In fact, let Q = Q,, x E, where Q,, is isomorphic to a Sylow 
3-subgroup of GL,(3”). Then Q’ = Z(QO). Now V, n Q. ,( V, n Q. n Z(Q) = 
I’, n Q’ = 1. So Q = Q0 x V,, . In particular, Q/V, is isomorphic to a 3-Sylow 
subgroup of GL,(3”). Thus H/V,, satisfies (i), (ii), and (iii) of Lemma 3.5. We 
claim it also satisfies (iv). From (vi) of the hypotheses of Theorem 3.2 we have 
an A E 02(T) with A z& Q such that 1 T : A j = pzn and A is elementary abelian. 
Letting A=A.V,/V,-,, and Y=T/Vo we have that jAl=:Al/p?z as 
A n I’, = I’, n Z(T) has order pn. Thus 2 satisfies (iv) of Lemma 3.5. By 
Lemma 3.5 we get that H/V, is uniquely determined. As V,, = [Z(O,(H)), H], 
we get 
WP(O,W)), HI - H*IMO,(H*)), H*l. (2) 
Let K = Z(H), K* = Z(H*), L = [Z(O,(H)), H] and L* = [Z(O,(H*)), H*]. 
Then K n L = 1, and K* n L* = 1. Therefore H and H* are the respective 
pullbacks of the diagrams in (3). Thus to prove that He H* it is only 
necessary to prove that these two diagrams in (3) are isomorphic. Statements 
(1) and (2) show that the ends are isomorphic. Let 4, and Y be isomorphisms 
4: H/L -+ H*/L*, and Y: H/K -+ H*IK*. We would like to complete the 
diagram in (4) to a commutative one. 
1 1 
H/K -+ H/KL H*IK* - H”IK*L* 
(3) 
H/L + H/KL +---- HIK 
4 1 l? 1 Y (4) 
H*/L* --+ H*IK*L* c H*IK” 
Since K . L = Z(H mod L) = Soc(H mod K), 4 determines an isomorphism 
+1: HIKL + H*IK*L*. 
Similarly Y determines an isomorphism 
‘PI: HIKL -+ H*IK*L*. 
To obtain a completion of the diagram (4) it is necessary that #1 = !Pr . 
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Let 01~ = #or o Y;r. Then a~~ is an automorphism of H/KL. We would like 
to lift this to an automorphism of H/K. H/K is a semidirect product of LK/K 
by H/KL. For 01~ to lift to an automorphism of H/K it is necessary and sufficient 
that the F,(H/KL)-module M = LK/K b e isomorphic to its ar,-conjugate MY 
By Lemma 3.4 MN_ Ma1 as F,(H/KL)-module. Thus let 01 be a lifting of 0~~ to 
H/K. Then 010 Y is an isomorphism from H/K to H*/K* which will allow a 
completion in (4). Th us the two diagrams in (3) are isomorphic. This com- 
pletes the proof of Theorem 3.2. 
4. RESULTS ON THE INTERSECTION DIAGRAM 
In this section we begin the analysis of a p-Sylow subgroup of a group H 
satisfying the Main Hypothesis. Because the Main Hypothesis assumes PSL,( p”) 
is involved in H, induction on His not feasable. If we restrict our attention to a 
p-Sylow subgroup, however, we will be able to extract hypotheses from the 
Main Hypothesis which lend themselves quite well to inductive arguments. 
DEFINITION. Let A be an elementary abelian p-group of order p”. An 
FDA-module V will be called an SL,-mod& for A if V is faithful and is the 
restriction to FDA of a 2-dimensional F,,A-module. 
LEMMA 4.1. Let A be an elementary abelian p-group of order p”. Let V be an 
SL,-module for A over F, , Then 
(i) ! V I = I A I’, 
(ii) [V, AI = G(A), 
(iii) For a E A, C,(A) = C,(a), and [V, u] = [V, A], 
(iv) For v E V - C,(A), [n, A] = [V, A], 
(v) I Cd4 = I[K All = I A I = I V : Cd4. 
Proof. By considering V as a 2-dimension F,,A-module where pn = ) A j 
we see that the elements of A can be represented as 2 x 2 matrices of the form 
All statements are obvious from this remark. 
We now introduce an hypothesis which is inductive and is a consequence of 
the Main Hypothesis. 
HYPOTHESIS 1. 
(a) S and T are p-groups, 
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(b) 4: 5’ -+ T is an isomorphism fixing no non-trivial normal subgroup 
of s, 
(c) Q = A n T a S, T, 
(4 SiQ and TiQ are elementary abelian, 
(4 v = QMQ>> involves SL,-modules for both of the groups S/Q and 
TIQ- 
LEMMA 4.2. Assume the Main Hypothesis. Then there exists h E H such that 
H = (S, Sh) (Lemma 2.2(4)). Let T = Sh, and dejine an isomorphism 4: S -+ 5” 
by 4: S t-+ (s”)~. Then S, T and + satisfy Hypothesis 1. 
Proof. (a) is trivial. (b) is given by Lemma 2.3. To prove (c) note that S,- 
subgroups of PSL,( p ) n are T.I. sets. Thus by Lemma2.2 (l), S n T = O,(H). 
Thus S n T a S, T. Also T/(S n T) N TK/K is elementary abelian and the 
same is true of S/S n T. Thus (d) holds. To prove (e), note that H satisfies the 
hypotheses of Lemma 2.9, and that (e) follows easily from that lemma. 
DEFINITION. For a group X, let d(X) = max{l A 1 1 A’ = 1, and A < X> 
Let a(X) = (A < X 1 1 A / = d(X), and A’ = l}. LetJ(X) = (A 1 AE~?(X))., 
LEMMA 4.3. Assume Hypothesis 1. Then the following hold. 
(a) For A E a(S) and A 4 Q, wehaveA *Q = Sand(AnQ) - VEG!(Q)~ 
(b) For A E 6!!(T) and A 4 Q, wehaveA*Q= Tand(AnQ)*VE6Y(Q), 
(c) d(Q) = d(S) = d(T), and 
(4 I Wv(T)l = I VG(s>l = I T/Q I = I s/Q I- 
Proof. Assume A E 0&‘(T) with A 4 Q. (There is such an A, as otherwise 
J(T) = J(Q) = J(s), and s h as a non-trivial normal subgroup fixed by q5 in 
violation of(b) of Hypothesis 1.) Then (A n Q) . Vis abelian, thus as A E 02(T),. 
INAnQP VI G I4 (1) 
On the other hand, \(A n Q) . V ] = I A n Q j I V/C,(A)\. So by (l), 
I W&V G I AI@ n Q)I = I A - Q/Q I G I T/Q I. (2) 
Now 2’ involves an SL,-module for T/Q. As A 6 T, I V/C,(A)] > I T/Q 1 
by Lemma 4.1 (v). Therefore (1) and (2) b ecome equality. This and symmetry 
between S and T give all parts of the lemma. 
Remark. Conditions (a), (b), and (c) of Lemma 4.3 were first considered by 
Glauberman. In his original work on the problem, he used a slightly weaker 
version of Hypothesis 1 with condition (e) replaced by the conditions (a), (b), 
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and (c) of Lemma 4.3. He proved the following proposition with his version of 
Hypothesis 1 replacing ours. 
PROPOSITION 4.4. Assume Hypothesis 1. Let T* = S n T, S* = (T*)Q-’ and 
$* = + Is* . Then one of the following occurs. 
(a) Hypothesis 1 holds with S*, T*, and +* replacing S, T, and $, or 
(b) Q = S n T is elementary abelian. 
Proof. Using (b) of Hypothesis 1 and conditions (a) and (c) of Lemma 4.3, 
one easily proves that S = S* *T*.IfN=N*gS*, thenNgS**=T*, 
soN4S*- T* = S. Thus N = 1. Thus (a) and (b) of Hypothesis 1 hold for 
S*, T*, and+*. Now S* = Q4-l a T”-’ = S, so S*, T* 4 S. Thus S* n T” 
4 S >, S*, T*. So (c) of Hypothesis 1 holds. Define Q* = S* n T*. Then 
P/Q* N S* . T*/T* = S/Q is elementary abelian. Also T*/Q* N S* . 
T*/S* = (T/Q)&-I. Thus (d) holds. It remains to prove that either (e) holds or 
Q is elementary abelian. We will see that (e) holds if d(Q*) = d(S), and that Q 
is elementary abelian if d(Q*) < d(S). 
Assume d(Q*) = d(S). Then let A E 6Y(Q*). Then A E a(Q), so V = 
J2r(Z(Q)) < A. In particular, I/’ < Q*. Also A E fl(Q”-‘), sold-’ < A, and 
V*-’ < Q*. Since Q* = Q n Q4-l, if we let V* = .$(Z(Q*)), then V, Vb-’ < 
V*. Since F/Q* N S* . T* = S/Q, V involves an SL,-module for F/Q*, 
and thus V* does also. Similarly, T*/Q* N S* . T*/S* = (T/Q)&-‘, and V”-’ 
involves an SL,-module for T*/Q*, so V* does also. Hence Hypothesis 1 holds 
for S*, T* and+* when d(Q*) = d(S). 
Now assume d(Q*) < d(S). We first show that if A E OZ(T*) then 
(A n S*)Vd-’ E @(S*). To see this, note that A* E 0!(T) and Am $ Q (otherwise 
Ad < T* n Q, and A < Q* contrary to d(Q) < d(T*)). Thus (A” n Q)V E 
a(Q). But then (A n S*)Vd-’ E a(S*) as desired. Similarly, if A E rY(S*), then 
(A n T*)V E a((*), for if A E 0!(S*), then A E C?(S), and A <Q, so 
(A n Q)V E O?(Q), i.e. (A n T*)V E 6Z( T*). 
Now start with A, E Ol(T*). Then A, = (A, n S*)V+-’ E Cl(S*). Since 
d(Q*) < d(S*), A, 4 Q = T*. Thus S = A, . Q = Q . (A, n S*)Vd-’ = 
Q - V4-‘, and hence S* = S n S* = Q . V”-’ n S* = Q*V4-l. On the other 
hand, A, = (A, n T*)V E G?(T*) = 62’(Q), and A, $ S*. So A,” Q S** = Q, 
and S = T”-’ = (QAJd-I. So again, S = S* . A, = S* . (A, n T*) . V = 
S* . V, and T* = T* n S = Q* . V. Hence 
S* = Q* . Vd-’ and T* =Q”. V. 
But V”-’ < .n,(Z(S*)), and V < .C$Z’(To)), so 
@(S*) = @(Q*) = @(T*) = (@(S*))+ < S. 
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By (b) of Hypothesis 1, @(S*) = @(T*) = Q(Q) = 1, and Q is elementary 
abelian. This proves the proposition. (The argument here is Glauberman’s). 
We will apply Proposition 4.4 to the situation of the Main Hypothesis. For 
the remainder of this section we will assume that H satisfies the Main Hypothesis, 
and that notation of the Intersection Diagram is as in Section 2. Thus S E Syl,(H), 
4 and Tare chosen as in Lemma 4.2, T, = T, T,+l = Ti n T$-‘, and K,,i = T$“. 
LEMMA 4.5. For some integer I, K7,0 is abelian. 
Proof. Suppose for all Y that K,,, is not abelian. By proposition 4.4 and 
induction, we get that for any r, K,,, , KT,l , and 4 jK satisfy Hypothesis 1 
~e;~;;o~fo&~e; $ IK,,o in place of S, T, and C$ respe&ely.) But His finite, 
- K+LO - 3 T.0 Thus K,o = &,I , contradicting (b) of 
Hypothesis 1. 
DEFINITION. We define TJ to be the smallest integer such K,,, is abelian. 
PROPOSITION 4.6. Under the present hypotheses, 
(a) For r < v, Hypothesis 1 holds with Krai , K,,i+l , and 4 IKr I in place 
of X T, and+, 
(b) K,,i~Ol(S)for -1 < i <v - 1, and K,,i~CY(T)for 0 < i <v, 
(c) For r 3 v, K,,i is elementary abelian, 
(4 v = G-u-l = Z(Q), 
(4 Z(S) = Kw,~-~, Z(T) = IL T 
(9 L-LO 3 Kzv-4 G Kv--l,v 3 
(g) The Intersection Diagram is a lattice down to the level w = 3v - 1. 
Proof. Assertions (a) and (c) follow from Proposition 4.4 and induction. By 
Lemma 4.3 (c), d(K,,$) = d(S). As K,,i is abelian, (b) holds. 
Now an easy argument shows that if Hypothesis 1 holds down to a given 
level t, say, then the Intersection Diagram is a lattice down to the level t + 1. 
By (a), we conclude that the Intersection Diagram is a lattice down to the level v, 
at least. Thus S = Ku,-, * Ku,o . ... . KV,,,-l . Since Z(S) < K,,i E a(S) for 
i = -I,..., v - 1 we get that 
z(s) = Ku,-, n -.. n Ku.v-l. 
By Lemmas 2.5 and 2.6 we get Z(S) = K2,,,V--l . Applying 4 we see that Z(T) = 
K 2u.v . This proves (e). Similarly, Q = K,,, . ... . KO,V-l, so V = Z(Q) = 
K2v-l,v-l proving (4. 
To prove (f) we show [KzV-l,V-l , Kzv-l,-l] < K3V--l,v--l , and then apply $. 
Now V = K2u--l,u-l 4 H. Thus [Kzv-l,-l , I&,,,-,] < I/ = Kzv-I,+1 . Also, 
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[Kzu-l,V-l, KzV-i,su-J < I/ = K2u--l,V+l . Applying +-” to this last inclusion 
we get [Kzv-1,-1 , fL-I,v-I1 < &v--1,--1 . Thus we have ~XZ~-~.-~ , ~z+~,,-I1 < 
K2V-1,-1 n K2u-l,u-l = K3u-l,v-l , which is what we wanted. 
To prove (g) we must first establish that the Intersection Diagram is a lattice 
down to the level 2v - 1. Let A = Ku,-, . Then by Lemma 4.3 (a) we have that 
(A n Q) . VE a(Q). Since Q = K,,, , and I’ = K2v-l,v-l , we get that 
K *+1.0 . Kzu-l,v-l E Wko). Since Kv+l,o . fL-l,v-l G Ku o E WCo) we get 
K v+l,O . K2v--l,v+l = K,,, . Using this, Lemma 2.4, and’ the fact that the 
Intersection Diagram is a lattice down to the level v, we obtain that it is a lattice 
down to the level 2v - 1. 
In particular, we see that S = K2v-1,--1 . Q, and so [K2u--1,--1 , Kz,-l,,_l] = 
[S, I’]. By (f) we get [S, V] < K3u-l,v-l . Now by Lemma 2.9, V/C,(H) is an 
SL,-module for S/Q. But C,(H) = Z(H), as F*(H) = Q, and I’ = Z(Q). As 
H = (S, T), Z(H) = Z(S) n Z(T) = K2v+l,v. Since V/K2v+l,v is an SL,- 
module for S/Q, we get that [S, V] covers Z(S)/K2v+l,v. Putting all this together, 
we get Z(S) = K2u,v-l G K3u-l,v-~ f&+~,~ . Since the reverse inclusion is 
obvious, we get K2v,v-l = K3v-l,u-l . Kzv+l,v. Thus I K3v-l,a-l : Ksv,* / = 
I f&v-l : %v+l,v 1 = / Z(S) : Z(H)1 = / S : Q 1 by Lemma 4.1 (v). By Lemma 
2.7, the intersection diagram is a lattice down to the level 3v - 1. This proves 
the proposition. 
Proposition 4.6 sets up the basic relationships between the elements of the 
Intersection Diagram and the structures of S and T. In the next section we will 
be studying interrelationships between the various elements of the Intersection 
Diagram. Our arguments will seldom use elements of the Intersection diagram 
below the 3v - 1 level. For this reason we change notation as follows. 
Consider intervals of integers. That is, for integers i < j, let [;,j] = (rz E Z / 
i < n <jj. We will calI such intervals integrut intervals. For each integral 
interval [;, j] < [- 1, 3v - l] we will define 
Then we get, for example, S = X[--1,32;--2~ , T = XC~,~~--~I t and Q = 40,3v--2~ . 
When I and J are integral intervals which meet, we have quite simply 
&n& = XInJt and x, . x, = x,,, . 
For an integral interval [i,j] we define its length, Z([i,j]) = j - i. Then using 
this language we prove a theorem containing the important results of this section. 
THEOREM 4.7. Assume the Main Hypothesis along with the above notation. 
Then 
(a) X, is elementary abelian if Z(I) < 2v. 
(b) V = &v--1.~v--l1 = Z(Q)- 
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(4 Z(S) = &42v-21 , m7 = ~~v,zv-11 , and -qff) = -qV,BC-21 . 
(d) If we write “Xi” for XC~,~~ , then [Xi, Xi+J < Xi+a . In fact, if 
x E Xi - Xf+l and y E Xi+Za - Xi+Bz,-l , then [x, y] # 1, and both of the groups 
cover both of the groups 
Xi+lJ/K+, n xi+s-1) 
Proof. Statements (a), (b), and (c) are simply translations of Proposition 4.6 
(c), (d), and (e), (note that Z(H) = Z(S) n Z(T), sinceF*(H) = Q = S n T.) 
To prove (d) we use (f) of Proposition 4.6 which translates to the statement 
L%,,I , 4v,zv~l < -K . Since X0 < -%,,v~ , and X2, < XC~,~~I , we get 
[X0 , X2,] < X, . Translating by 4 we get [Xi , XaV+J < XV+< , which is the 
first statement of (d). To prove the rest of (d) it will suffice to prove it when 
i = - 1, because we can translate by powers of 4 to obtain the result for other i. 
Assume x E X-r - X0, and y E Xzu-r - Xza-a . Thus x E S - Q, and 
y E V - Z(S). Since V/Z(H) is an S&-module for S/Q, and V : Z(S)1 = 
j Z(S) : Z(H)1 = 1 S/Q / we see that Z(S)/Z(H) = CVlz(&S) = Cvjz&x)= 
[V, x] Z(H)/Z(H) = [S, y] Z(H)/Z(H) by Lemma 4.1. In particular, [x, y] # 1, 
and [x, V] covers Z(S) modulo Z(H). Now V = X,-r . ... Xzs-r , and x 
centralizes X,-r ... . XzVe2 . Thus [x, V] = [x, X&J. Also S = X-i . Q, 
and y E Z(Q), so [S, y] = [X - 1, y]. Using (c) of the present theorem we get 
that both of [x, XzV-r] and [X-, , y] cover the factor X[v-1,2u-2-2~/X[v,lu-21 . 
Since the commutators lie in X,-r we can intersect with X,-r to get that 
[x, Xzl;-i] and [X-, , y] cover X,-r /X,-r n X, . Now we may translate by @+l 
to obtain that if x E Ci - X,,, and y E Xi+az;-r - X+sv-r , then [x, y] f 1, 
and Lx, &+zcl and [Xi , yl cover Xi+l/Xi+v n Xiivcl . 
To get that these groups cover X,+JX,+, n Xi+a-l as well, we must do a 
symmetric argument. That is, assume i = v - 1. Theny E T - Q, and x E V - 
Z(T). Then arguing as above, we obtain that [x, Xi+sV] and [Xz , y] cover 
Z( T)/Z(H) when i = v - 1. Then intersecting with XzV-r , we get that [x, Xi+ss] 
and [Xi , y] cover X2V-1/X27,-1 n Xzc-.2 w h en i = v - 1. Applying appropriate 
powers of + translates this result to the desired result for arbitrary i. 
5. STRUCTURE OF S AND T 
Throughout this section we assume the Main Hypothesis and the notation 
developed at the end of the previous section. Our analysis here focuses on the 
structure of S and T, and in particular on their nilpotence class. Most of this 
section involves straightforward generalization of Glauberman’s original 
paper PI. 
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DEFINITION. (a) t = 3~ - 1. 
(b) u = 2v. 
(c) k = t + 1 if T has nilpotence class <2, and otherwise k is the smallest 
integer such that [Xi , X,+J 4 Z(T) for some i E [0, t - k]. 
(d) If T has nilpotence class <3 we define m and n as follows: 
m = maxis i [A , X,1 < x~,~,d 
n = min{s I [X0, X,1 < XhdS. 
LEMMA 5.1. For i < j with j - i < t, we have [Xi , X,] < X[r~rl,j~ll . 
Proof. Let Y = t - (j - 1). By Proposition 4.6 (a) we have K,+,,i, 
K T+l,i+l 4 K,,i . Thus Xi Xitl ... X,-i and X;+i ... . Xjpl . Xj are 
normal subgroups of Xi . ... . X,, . Thus [Xi , Xj] < (XiXi+, ... X,-r) n 
(Xi+1 “’ Xj-IXj) = X[i+l,j-1] since the Intersection Diagram is a lattice down 
to the level t. 
LEMMA 5.2. For i = u, u $ l,..., t, we have 
C,(X,v,il) = X[i--u+l,ll * 
Proof. From Theorem 4.7 (a) it is easy to see that Xti-u+l,tl < Cr(XIz;,il). 
Suppose that x E C,(Xt,,J - Xtipll+l,tl . Let Y be maximal such that x E Xtr,tl . 
Then Y < i - u, so Y + u E [v, i] and X,,, < XL~,~~ . Thus since x E C,(Xt,,J, 
[x, Xr+J = I. But x E Xtr,tl = XT . X[r+l,t~ , so x = x0 x, with x0 E X, , and 
x1 E Xlr+l,tl . By (b) of Theorem 4.7, x1 centralizes Xr+U . So [x0 , X,,,] = I, 
contradicting (d) of Theorem 4.7. 
LEMMA 5.3. Suppose T has class 23. Then 
(a) m < v OY n > k - v. 
(b) If m < v then m = k - u. 
(c) If n > k - v then n = u. 
(d) k 3 u + +I. 
Proof. Suppose (a) is false. Then by definition of m and n, [X,, , X,] < 
X[m,tl n XC~,~I < XL~,~I n Xto,r+v~ . Thus for any i such that Xk+i is defined, 
[Xi , X,,,] < X[q,,t-al = Z(T), which contradicts the definition of k. This 
proves (a). 
Before proving (b) we need to show that k > u. Certainly k 3 u, for otherwise 
Theorem 4.7 (a) tells us that Xi and Xi+R commute. If k = U, then [Xi , Xi+J < 
X,,, by Theorem 4.7 (d). This is then true for any i such that X,+k is defined, 
i.e. since k = u, for i < t - u. Thus X,,, < X[v,t--al = Z(T), a contradiction. 
50 RICHARD NILES 
We now prove (b), and in the process, prove (d) under the assumption m < V. 
Thus assume m < a, and let N = Xtv,k--ll and C = C,(N). Since u < k - 1 < t, 
Lemma 5.2 gives C = Xtlc-U,tl . By Theorem 4.7 (a) and definition of k, 
[X, , N] < Z(T) for all i E [0, t], so [T, N] < Z(T). As R > U, Z(T) = 
XtV,U-ll < N. Thus N 4 T, and consequently, C 4 T. Since X, < C, 
[X0, X,] < C = XtkPu,~l . Thus m > R - u. 
Next we show that m = k - u. Let Y = [X, , X,J. We saw that k > u. 
In particular, Y ,( Z(T). Also notice that [C, X,] = Y by Theorem 4.7 (a). 
Thus X, . Y/Y < Z(C/Y). S ince C 4 T, [X0, X,] . Y/Y < Z(C/Y). Since 
X wl+u < C, we get 
[xl , Xk 3 -G+ul < y = FL , &I < -LA+, * 
Now by definition of m, there is x E XL~,~~ - X~~~+r,~l with x E [X, , X,] 
(recall that m < ZI, so that m + 1 < t.) We can write x = x, . y withy E X[m+l,tl 
and x, E X, . Thus x, E X,,, . Thus [x, X,,,] = [x, , X,,,] must cover the 
factor X,+,/X,+, n Xm+*-r by Theorem 4.7 (d). But [x, X,,,] < X,,, n 
X k--u+v t so if m > k - u, then by (1) [x, Xnz+J < Xm+V n X,+,-, , a con- 
tradiction. So m = k - u. 
Now still assuming m < o, we will show that k > u + 4~. Suppose not. 
Then since m = k - u, we get k + m < t. Thus X,,, is defined. Now we 
showed above that [X0, X,] . Y/Y < Z(C/Y). Thus 
[X0 1 Xk 1 xn+,l < y < Xm+a * (2) 
Let U = [X0, Xk]@n+l’. Then f; < Xt-l,n-m-lj, and U $ Xla,~ = T. Thus 
U < S - T. Since T lies in a unique maximal subgroup of H, H = (U, T). 
On the other hand, conjugating (2) by $+l+l) we get [U, X,-J < X,-i < I/. 
Also, by definition of k, we have [T, X,-r] < V. Thus [H, X,-J < V. In 
particular, [X-r , X,-i] < Xtz--l,U--ll . Conjugating by + we get [X,, , X,] < 
Xt,,,,] contradicting our assumption that m < v. Thus if m < v, then k > u+&v. 
A symmetric argument will give (c) and also (d) when n > k - v. By (a), we 
get that (d) holds in all cases and the lemma is proved. 
LEMMA 5.4. T has class at most 3, and 
T’ < Xtt-lc+l,rc-11 . 
Proof. Let Nr = Xt,,,+,l , C, = Xt,-,,,I . Symmetrically, let N2 = 
Xt,+,-,,,-,I , Cs = XtO,i+U-sl . As in the proof of Lemma 5.3 we see that 
Ni a T, Ci = C,(Ni) 4 T, for i = 1,2. 
Now let i <i E [0, t], and suppose [Xi , Xi] # 1. Then i - i < u, and 
j > u > k - u. Thus Xi < C, , and [Xi, XJ < Cr. Similarly, Xi < C, , 
and [Xi, Xi] < C, . Thus T’ < C, n C, < Xtk-u,t+ul . Now by Lemma 5.3 
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(4, k b u + iv, so T’ < &u,t-+vl . Againusingk > u + @,andt = 3v - 1, 
we get T’ < &-k+l.k--l~ . By definition of k we get [T’, T] < Z(T). This proves 
the lemma. 
PROPOSITION 5.5. (a) Assume T has class 2. Then the factors Q/V and C,(H) 
are elementary abelian and are centralized by H. The factor V/C,(H) is elementary 
abelian and is centralized by C,(V), and is a standard 2n-dimensional SL,(p”) E 
H/C& V)-module over F, . 
(b) Assume T has class 3. Let N = X[t--k+l,k--P~ , M = X[t--k,k--ll . Then 
M, N a H, and the factors Q/M, M/N, N/V, V/C,(H), and C,(H) are all 
elementary abelian. The factors Q/M, N/V, and C,(H) are centralized by H. The 
factors M/N and V/C,(H) are centralized by C,(V) and are standard 2n-dimen- 
sional modules for SL,(pn) N H/C,(V) over F, . 
Proof. If T has class 2, then [T, Q] < T’ < Z(T) < V. Also [S, Q] < V, 
so [H, Q] < V. As Q is generated by elementary abelian groups (Theorem 4.7) 
and Q/V is abelian, Q/V is elementary abelian. The remaining assertions in (a) 
have already been proved in Lemma 2.9. 
Suppose T has class 3. That N 4 (T, S) = H follows immediately from 
the definition of k. By Lemma 5.4, T’ < M, so M 4 T. Also S’ = T*-’ < M, 
so M 4 H = (S, T), and H centralizes Q/M. By definition of k, [X, N] < 
V 3 [T, N], so H centralizes N/V. Also by definition of k [Q, M] < Z(T) < 
V < N, so Q centralizes M/N. It is easily seen that all factors given are elemen- 
tary abelian. 
Let Ki = C,(V). Then V/C,(H) is a standard 2n-dimensional module for 
SL,(p”) ‘v H/K1 , by Lemma 2.9. 
Let K, = C,(M/N). Then Q < K, . We show that H/K, E SL,(p”). To do 
this we use Lemma 2.8. Now M/N = X,_, . N/N @ X,-i . N/N. Thus M/N 
is 2n-dimensional overF, . Also T centralizes X,-, . N/N. To apply Lemma 2.8, 
we need to know that H does not centralize X,-r . N/N. If it did, then On(H) 
would centralize X,-r . N/V, and then it would have to centralize M/V. But S 
centralizes X,-i . N/V. Thus H = OP(H) . S centralizes X,-, . N/V. But then 
H centralizes M/V, so that [X-i , X,-i] < V = XIU-l,U-ll . Translating by 4 
we see that m > v. But also [X,_, , X,] < V, so that translating by #V’ we 
see that n < k - v, contrary to (a) of Lemma 5.3. Thus by Lemma 2.8, H/K2 ‘V 
SL,(p”), and M/N is a standard 2n-dimensional module for H/K, . 
To complete the proof of the proposition, it remains to show that KI = K, . 
Let K be a normal subgroup of H such that H/K N PSL,(p”). We may assume 
KI < K. Suppose Kz < K. Then K, . K/K is a normal p’-subgroup of H/K N 
PSL,(p”). So n = 1 and p = 2 or 3, and T . K is a maximal subgroup of H. 
But then T . K, 4 T . K and T . K, < H, contradicting the assumption that 
T lies in a unique maximal subgroup of H. Thus K, < K. Hence if p = 2, we 
get KI = K = K, , so we may assume that p is odd. Let K,, = KI n K2. 
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Then if Ki # K, , we have K/K, ‘v 2, x 2, . Using that the Schur Multiplier 
of PSL,(p”) is cyclic [lo, Satz 25.71 and a separate argument whenpn = 3, we 
get that H/K, N SL,(p”) x Z, , contradicting the assumption that T lies in a 
unique maximal subgroup of H. Thus Kl = K, , and the proposition is proved. 
COROLLARY 5.6. If H satisjies the Main Hypothesis then H/O,(H) N SL,(pn). 
Proof. Letting V = Z(Q), let K,, be a complement to Q in C,(V). By the 
above proposition, K, centralizes Q = F*(H), so K,, = 1. 
We prove one final lemma which determines all parameters t, u, k, m, and 
n in terms of the parameter 21. 
LEMMA 5.7. If T h as class 3, then v is even, k = u + &I, m = k - u, and 
n = u. 
Prooj. Let M, N be as in Proposition 5.5. Since [M, S] $ N, we get 
[X-l, &-II 42 4--k+l.k--2l . Translating by+ we have [X0 , X,] $ X[t--lc+l,k--ll . 
By Lemma 5.4 we get that m = t - k + 1. Symmetrically, n = k - 1 - (t -k). 
But since k 3 u + &v, m = t - k + 1 < &G < v. So by Lemma 5.3, m = 
k - u. Similarly n = u. Finally we get t - k + 1 = m = k - u. Solving for k 
gives k = u + iv. 
6. DETERMINATION OF H 
In this section we continue our study of a group H satisfying the Main 
Hypothesis. In particular we will enumerate the possibilities for such a group. 
Throughout this section we assume the Main Hypothesis and will continue 
the notation of the previous section, 
Until now we have not had to use any special properties of the isomorphism 
$: S + T other than that it satisfied (b) of Hypothesis 1. We recall that 4 was 
defined in Lemma 4.2 to be given by 4: s + (s”)~, where h is any element of H 
satisfying H = (S, Sh). Now we wish to choose a particular element h, namely 
one which satisfies Sha = S. H has such an element by Corollary 5.6. Notice 
that the definition of the Intersection Diagram depends on the particular choice 
of h. Thus with different elements h, the Xi’s may be different, but they will 
always satisfy all properties proved up until now. 
LEMMA 6.1. H has an element h such that Sh = T and Th = S. 
Throughout this section we will assume that h is chosen with this property, 
that 4: s -+ (s*)~ is defined with this particular element h, and that all other 
notation comes from this particular #J, 
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LEMMA 6.2. For -1 < i < v - 2, let Zi = [Xi , Xi+J. Then ZiE = Zi+l 
for - 1 < i < v - 3, and Zz-,, = 2, . In particular, v divides j 01 /. 
Proof. For i = 0 ,..., v - 2, .Zi < X,,, < Z(H) by Theorem 4.7. Thus if 
-1 < i < v - 3, we have that .ZiE = .Zdh-’ = (Z,+i)“-’ = Z,+l . Now 2-r = 
[X-i , X,-r] = [X, Z(T)] by Theorem 4.7. By the same Theorem, Z,-a = 
[XV-, , X,-i] = [X,-i, X$+ = [Z(S), Tlb-‘. Thus Z;-, = [Z(S), Tlh-l = 
[S, Z(T)] = 2, as desired. 
From Lemma 6.2 we can obtain the following characterization of v. 
LEMMA 6.3. v is the smallest integer >0 such that [S, Z(T)luS 4 Z(H). 
Proof. As in the proof of the preceding proposition, [S, Z(T)] = Zpl . So 
[S, Z(T)]ai = Ziel < Z(H) for 0 < i < v. But [S, Z(T)]“” = 2, = [X-, , 
X,-r] 4 Z(H) by Theorem 4.7. 
DEFINITION. Let 
I V if T has class <3 w = v/2 if T has class 3. 
Define a new isomorphism +5*: S -+ T by 4*: s + (saw)*. Let Q* be the largest 
normal subgroup of S which is fixed by +*. (Note that Q* < S n T = Q.) 
LEMMA 6.4. If T has class 2, let Z = [X,-, , X,]. If T has class 3, let 
Z = [X,_, , X,, , X,]. Then in either case, Z 4 Q*, and Z < [Z(S), T]. 
Proof. This proof is a straightforward generalization of Lemma 5.3 in [5]. 
Suppose first that T has class 2. Then Z = [X,-, , X,] < [Z(S), T] by Theorem 
4.7. Also by Theorem 4.7 (d) with i = t - u = v - 1, Z < X,-, and 
Z $ X,-a . Thus Z*” < X, and Z*” 4 X,-r , and thus Z*’ < T but Z*” < Q. 
Ivow H centralizes Q/V by Proposition 5.5. So Zb = Z”lh = ZU (mod V). 
Conjugating by 4 we get Zb* = Z~” = Zazh (mod V+). Thus 2”’ = Za2 
(mod I’” V). Continuing in this manner we see that for i < v, Z”” < Q, and 
~4’ Fmt Zai (mod v . v6 . . Vb”-r). Applying 4 one more time we get 
Zd’ = Zach (mod Q). As d* = c?h, we get Z”* < T, but Z”* $ Q. In particular 
as Q* < Q = S n T, Z@ $ Q*. As $* fixes Q”, we conclude that Z < Q*. 
Now suppose T has class 3. Then Z = [X,-, , X, , X,]. By definition of m 
(Section 5) we have [Xr-, , X,] is contained in Xtt-k+m,t~ but not in XL,-,+,+,I . 
By Lemma 5.7, t - k + m = t - U. So [X,-, , X,] is contained in Xtt-u,tl 
but not in Xtt-u+t~ . By Theorem 4.7 (d), we see that Z is contained in X,-r but 
not in X,-, in this case as well. Thus Z < [Z(S), T] here also. To prove that 
Z + Q*, we will show that (zd*)“* < Q. To do this we show that (Zd*)d* = Z”* 
(mod Q). Thus as Zm’ is contained in X, but not in X,-r , the Lemma will be 
proved. We first show that Z”’ = Zbm (mod N) (where Nis as in Proposition 5.5.) 
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Now by induction we show easily that .Zdi = Za” (mod V . I’+ . ... . V4i-1) for 
i < w, because H centralizes N/V by Proposition 5.5. Applying $ we get 
zd* = @=‘h E zd” ( mod N). Next we use induction again and the fact that H 
centralizes Q/M to show that (Zd*)m* = (Z@‘)@ = Z@ (mod Q). This proves 
the lemma. 
LEMMA 6 5 
following hoid: 
Let 01* = @, and for X < H, let x = X. Q*/Q*. Then the 
(a) Q* 4 H, and Q* is$xed by 01*. 
(b) f7 satisJes the Main Hypothesis, and in fact, 01* induces an automorphism 
of s fixing no non-trivial normal subgroup of i7. 
(c) T has the same nilpotence class as T. 
Proof. (a) is proved easily using the fact that H = (S, T). To prove (b), 
we note that the definition of Q* implies that 01* fixes no non-trivial normal 
subgroup of H. Thus it will suffice to show that F*(g) = Q. To do this, it 
suffices to show that R has a composition factor W within Q for which & is the -- 
kernel of the action of i7 on W. By proposition 5.5 and Corollary 5.6, H/Q acts 
trivially or faithfully on each composition factor within &. Thus it suffices to 
show that H has a non-trivial composition factor within Q. If it didn’t, then 
Or(R) would centralize all of Q and thus Z(S) also. So Z(S) would be in the 
center of f7 = Or’(n) . s. But this is not the case since [Z(S), T] # 1 by 
Lemma 6.4. This proves (b). -- 
To prove (c) we note that Lemma 6.4 gives [T, T] # 1 when T has class 2, 
and [T, T, T] # 1 when T has class 3. As T has class at most that of T, (c) is 
proved. 
Since f7 satisfies the Main Hypothesis, it has a parameter V* associated with 
it which corresponds to the parameter v for H. (See the definition following 
Lemma 4.5.) Thus we make the following definition. 
DEFINITION. We define v* to be the smallest integer such that in the Inter- 
section Diagram for n, the group KO*,s is abelian. 
Thus, for example, v * = 1 if and only if s n T = Q is abelian. 
LEMMA 6.6. If T has class 2, then v* = 1. If T has class 3, then v* = 2. 
Proof. We use Lemma 6.3 applied to a rather than to H. This Lemma 
characterizes the parameter v* as the smallest number E > 0 such that 01*’ 
does not map [s, Z(T)] into Z(R). Let E = 1 if T has class 2, and =2 if T has 
class 3. Then 01*’ = czv in either case. By Lemma 6.2, [S, Z(T)] = .ZwI is fixed 
by OILY. 
-- 
Also [S, Z(T)] < [s, Z(T)], so if we can show that [s, Z(T)] < Z(H) 
we will know that o* < E. But by Theorem 4.7, [S, Z(T), T] = [Z(S), T]. By - - -- 
Lemma 6.4, [Z(S), T] # 1, and so [S, Z(T)] Q Z(R). So v* ,( E. 
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To prove the Lemma, then, it will suffice to show that ‘u* # 1 if T has class 3. 
But by Lemma 6.5 (c) T has class 3 if T does, and then using Lemma 5.7 
applied to i? rather than H, we see that D* is even. This proves the lemma. 
LEMMA 6.7. If we write H = H,, x U, where Uo is an elementary abeh’an 
direct factor of H of largest possible order, and T = T,, x Uo where T, = T n H,, , 
then Z( To) < TA . 
Proof. We have that V/Z(H) is the standard module for H/Q, and Z(T) = 
C,(T) = [V, T] . Z(H). Thus Z(T) = (Ti n Z( To)) Z(H). Therefore if Z( T,,) 
< Ti , we can enlarge U, to a complement U, of Ti n Z( T,) in Z(T) such that 
U,, < U, < Z(H). (Recall that Z(T) is elementary abelian.) Now U, n T’ = 1, 
and T/T’ is elementary abelian since T is generated by elementary abelian 
groups (Theorem 4.7). Thus U, is a direct factor of T. But U, < Z(H), so U, 
is a direct factor of H by Gaschutz’ Theorem [lo, Theorem 17.4 of Chapter I]. 
Thus U, = Uo by maximality of U,, , a contradiction. 
LEMMA 6.8. Suppose we write t?i = H/Q* = H,, x U, where Uo is an 
elementary abelian direct factor of if of largest possible order. Then H C! H, x 
Qo x U, where Q,, is the direct product of w - 1 copies of a Sylow p-subgroup of 
Ho > and U is an elementary abelian p-group, 
Remark. This lemma reduces the determination of the structure of H to 
the determination of the structure of ff. 
Proof. Let X = Q* n Q*O1 n ... n Q*“w-l. Then Xa = X. Since Q* 4 S 
and Sor = S we have Xg S. But also by Proposition 5.5 and Lemma 6.5, 
Q/Q* and Q have the same number of non-trivial composition factors of H. 
Thus H has only trivial composition factor in Q*. Thus Or(H) centralizes Q*. 
In particular, Op(H) normalizes X, so that X e 09(H) . S = H. Since X is 
also or-invariant, X = 1. Thus we obtain an injective homomorphism 
8: S + S/Q* x S/Q*” x .‘. x S/Q*““-’ 
ForO~i~w-l,defineF,=S/Q*ai.ThensetF=F,~...~F,_,.Now 
e(S) projects onto each component Fi of F. Thus 0(2(S)) = e(S) n Z(F), so that 
0: S/Z(S) -+ F/Z(F) is well defined and injective. (1) 
Set q = p”. Then we have that 1 XL~,~I : X~~,~-rl 1 = q for any i and j. By 
Theorem 4.7, we know that 1 S/Z(S)1 = q”. Since g = H/Q* satisfies the 
Main Hypothesis we get by the same reasoning and Lemma 6.6 that 1 F,/Z(F),)I 
= q”tw, so that 1 F/Z(F)1 = q” = 1 S/Z(S)l. Thus the map 8 in (1) is surjective. 
Therefore we get 
F = O(S) . Z(F), and F’ = e(S). (2) 
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Now write g = H/Q* = H,, x U, where U,, is an elementary abelian direct 
factor of largest possible order. Write S/Q* = S,, x U,, , where S, < H,, . By 
the previous lemma applied to f7 = H/Q* in place of H we get that .Z(S,,) ,( SL . 
Since Sa = S, we can consider (Y as an isomorphism from Fi to Fi+, . Thus 
define Si = Sg’ and Ui = U$. Thus Fi = Si x Ui and Z(S) < Sir for all i. 
Thus if U* = U,, x ... x U,-, , we have Z(F) <F’ U*. From (2) we 
conclude that F = 0(S) Z(F) = 0(S) U*. Now U* is elementary abelian, 
so if we choose a complement W to e(S) n U* in U*, we get F/W N B(S) ‘v S. 
Also we have F/W N S,, x ... x S’,-, x V/W. 
Let QT be the inverse image of U, in H (via H -+ H/Q*). Then 0(Q:) projects 
(via the projection F -+ F,,) to U, in F,, . (Note that the composite S +O F --f F, 
is just the quotient map S + S/Q*.) Thus e(QT) < S, x ... x S,-, x U* 
and so Qf-e(Q$. W/W<& x ... x S,-, x V/W. But / S:Qc 1 = 
/ S,, 1 = 1 F/W i/i S’, x ... x S,_, x U*/W(. Thus we find that Qf N 
S, x ... x Qw-i x U*jW. If we let Q0 = S, x ... x S,-, and U = U*IW 
we have 
QT N Q,, x U where Q,, is a direct product of w - 1 copies of a S, 
subgroup of H,, and U is elementary abelian. (3) 
Since H/Q? N Ho , the lemma will be proved if we show that Qt is a direct 
factor of H. If we identify S with S,, x ... x S,-, x U*IW we have that 
Qr = S, x ... x SW-, x U*jW, and we get the subgroup S, < S such that 
S = S’s x Qf. So Q$ is a direct factor of S. Let HI = 09(H) . S, . Then 
H = HI . Qf. Now S, centralizes QF, and OP(H) centralizes QF because it 
centralizes Q* (first paragraph) and Qt < Z(H mod Q*). Thus HI centralizes 
QT. Let T,, E Syl,(H,) with T,, < S. Since T, centralizes Qf, T,, projects into 
Z(Qf) in the projection of S = S, x Qc on QT. So T,, < S, x Z(QF). Since 
Z(Qt) is elementary abelian, (by Theorem 4.7 Z(S) is elementary abelian). T,, 
splits over HI n Z(QT) = HI n QT. By Gaschutz’ Theorem [lo, Satz 17.41 HI 
splits over HI n QT so that in fact Q: is a direct factor of H. This proves the 
lemma. 
Now we are a in position to prove the following theorem which determines 
the structure of H. 
THEOREM 6.9. Suppose H satisjies the Main Hypothesis. Then H = H,, x 
Q0 x E where E is an elementary abelian p-group, Q,, is a direct product of several 
copies of ap-Sylow subgroup of H, , and H, cz Op’(P), where Pis aproperparabolic 
subgroup of A,(P*), l&(2”) (and p = 2), or G,(3”) (and p = 3). 
Proof. By Lemmas 6.6 and 6.8 we may assume v = 1 or 2, and T has class 
v + 1. By Corollary 5.6, H/Q ‘v SL,(p”). We will use Theorems 3.1 and 3.2. 
Suppose v = 1. Then Q is elementary abelian by Theorem 4.7 (a). Thus a 
nilpotent direct factor of H is elementary abelian. So if we write H = H,, x E 
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with E a maximal direct factor which is a p-group, we will have that Ha is 
indecomposable and E is elementary abelian. Now t = 3u - 1 = 2, and 
T = Q . X, = Q . X, . As X, is elementary abelian, T splits over Q. Thus if 
To = Tn H,,, Q,, = H,nQ, then 
To splits over Q,, (1) 
Q0 is elementary abelian. (2) 
By Lemma 2.9, 
Q,,/.Z(H,) is a standard module for H,,/Qo . (3) 
Since T has class 2, by (3) we get 
Z( T,,) = Z( T,, mod Z(H,)). (4) 
By Theorem 3.1, we get that one of the following occurs. 
Ha ‘v O”‘(P) where P is a proper parabolic subgroup of A&P) or of B,(2”), (5) 
Ho = K/Z where Z < Z(K) and K E 02’(P), P a proper parabolic 
subgroup of B,(2”), and 1 < j K 1 < 2”. (If 1 Z 1 = 1 or 2” then we are (6) 
in case (5).) 
We now proceed to rule out the second of these possibilities. 
Suppose that (6) occurs. Then H is a semidirect product of a module I’ by 
SL,(2”). The module V is a direct sum V = V,, @ I’, where V,, is a trivial 
module and V, is a homomorphic image of the &-module (see Section 3). 
Now I’, is an extension of a trivial module of order 2”/1 Z / by the standard 
module of order 22n. We claim that the socle of Vi (i.e. the trivial submodule) is 
characteristic in T when / 2 / # 1 or 2”. To see this we will calculate that the 
socle of I’, can be identified as follows: (Sot I’,)# = T’ - ([tl , te] 1 ti E T, 
i = 1,2). 
Now the remark preceding Lemma 3.3 describes the B,-module explicitly. 
Let W be the B,-module for G = SL,(2”). Let A = {(‘, y) 1 01 E F,,}. Then using 
the notation in the remark we get 
([a, x] / a E A, x E W} = (~$3 f a1j2 . ,!3w 1 cy, ‘3 gF2,} 
= {av + /3w j ai, p EF,e}= (0). 
This set is easily seen to generate (v, w) < W, but excludes precisely the 
vectors in {CXV 1a EF,,P}~ {LUW I 01 sFPns}. But, the module V, is a non-trivial 
homorphic image of W, thus in V, some, but not all, of the CLW are identified 
with 0. Thus {[a, z~] I a E A, x E A, x E V,} = {aw + j3w / 01, /3 EF~-~} u (0) 
contains also the vectors oru for OL E F,, . But none of the OIW are identified with 0, 
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so the set does not contain any of the 01w. This proves the identification of the 
socle of V, and hence that (6) cannot occur. 
Now suppose that v = 2 and T has class 3. Then by Lemma 5.7 we have 
t=3v-1=5,~=2~=4,k=u+$v=5,m=k-u=l, andn= 
u = 4. Thus Q = XL~,~~ , and Q’ < Xa = Z(H). 
Now T = Q . X, , so T splits over Q. Also as Q is generated by elementary 
abelian groups, Q/Q’ is elementary abelian. Thus Q/Z(H) is elementary abelian. 
By Proposition 5.5, Z(Q)/.Z(H) and Q/Z(Q) are both standard modules for H/Q. 
Thus if we write H = H,, x E with E a p-group direct factor of H of largest 
possible order, then E < Q, and H centralizes E . Z(H)/Z(H). As H has only 
non-trivial composition factors in Q/Z(H) we conclude that E . Z(H)/Z(H) = 1 
and E < Z(H). In particular, E is elementary abelian. Thus H = Ho x E 
where Ho is indecomposable and E is elementary abelian. 
To prove the theorem it will suffice to show that Ho satisfies conditions (i)-(v) 
of Theorem 3.2. It is easy to see that if these conditions hold for H, then they 
also hold for H,, N H/E. Thus it will suffice to prove that conditions (i)-(v) 
hold for H. 
Since T = Q . X, and X, is elementary abelian we have 
We have already seen that 
T splits over Q. (7) 
Q/Z(H) and Z(Q) are elementary abelian, (8) 
and 
If W = Q/Z(H) and,X = Z(Q)/Z(H) then W/X and X are standard 
modules for H/Q N SL,(p”). (9) 
Now T = Q . X, and Z(H) = X, . By definition of m and n we have that 
[X0 , X,] is contained in Xu41 but not in X~a,~j . So by Theorem 4.7, [X0, Xj , X,] 
covers X,/X, n X, . Thus [Q, T, T] 4 X2 = Z(H). So 
T does not act quadratically on W. (10) 
Also T centralizes X, . Xa * X,/X, which has order p2”. By (9) this is as much 
as T can centralize in W, so 
C,(T) has order pzn. (11) 
By (9), (lo), and (11) we get thatp = 3 from Lemma 3.4. By (7), (8), (9), (IO), 
and (11) it will suffice to show that Q = Qa x F where Q,, is isomorphic to a 
Sylow p-subgroup of GL,(p”) and F is elementary abelian. 
NowQ = Xto,rl E X, . X2 . Xa . X, . X,. By Theorem 4.7, X1 . X2 . Xa . X, 
is elementary abelian, and V = X1 . X2 . Xa = Z(Q). Also V/Z(H) = X[1,3~/X2 
is a standard module for H/Q and Xa is a trivial module. Since p = 3 (in par- 
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titular p is odd), Lemma 3.3 gives that V = I’, @ Z(H) as H/Q-module where 
V,, is a standard module for H/Q. Thus if A is a complement for X, n X5 in X5, 
then A is a complement for Xu41 in Xu51 , and V, is an S&-module (see 
beginning of Section 4) for A. As X5 centralizes X, and X, , and X~i,~l = 
V, . X, . X, we see that Xu41 = V,, @ I’, as A-module, where V, is trivial 
and I’, is an S&-module for A. Thus Xtr,~ = Xu41 . A is a direct product of 
an elementary abelian group and a copy of the Sylow p-subgroup of GL,(p”). 
As Q z Xu51 , the theorem is proved. 
7. PROOFS OF THE Two MAIN THEOREMS 
In Section 6 we classified the groups H which satisfy the Main Hypothesis. 
We saw that H is essentially a direct product of a parabolic subgroup and a 
(possibly trivial) p-group. In Lemma 2.1 we saw that if H satisfies the hypotheses 
of Theorem A then H satisfies the Main Hypothesis. But the hypotheses of 
Theorem A are stronger than the Main Hypothesis. The major difference is 
that in Theorem A we can choose a: in such a way that any power of 01 will 
normalize a non-trivial normal subgroup of H. This “minimality” of 01 has the 
effect of eliminating the non-abelian part of the p-group direct factor of H. 
In the introduction we stated Theorem A in a slightly less general form than 
we can actually obtain. We prove a slightly stronger version of Theorem A here. 
THEOREM 7.1. Let G be a$nite group and M a maximal p-local subgroup of G. 
Assume that M does not contain a Sylow p-normalizer of T. Let H = Op’(M) 
and assume H satisfies the following conditions: 
(9 F*(H) = O,(H), 
(ii) H has a normal subgroup K such that H/K N PSL,(p”), 
(iii) A Sylow p-subgroup of H lies in a unique maximal subgroup of H. 
(iv) M is the only maximal p-local subgroup of G containing H. 
Then H e Or”(P) x E where E is an elementary abelian p-group and P is a 
proper parabolic subgroup of A,(p”), B,(2”) (so that p = 2), or G,(3”) (so that 
p = 3.) Furthermore, in the case that p = 3 and P is a parabolic subgroup of 
G,(39, H must contain a 3-Sylow subgroup of G. In fact, in this case, 02(No(S)) 
< M for S E Syl,(M). 
Proof. Let S E Syl,(H). Then No(S) $ H. Let x be an element of Nc(S) - M 
of smallest possible order. Then x has order qr for some prime q. If possible, 
choose x so that q # 2. (If this is not possible, then 02(NG(S)) < M for 
S E Syl,(H).) Now x induces an automorphism of S which fixes no non-trivial 
normal subgroup of H (see Lemma 2.1). Thus H satisfies the Main Hypothesis. 
By choice of x we have the further condition that C& fixes Q = O,(H) if i # 1 
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and i / 1 OL I. By Lemma 6.2, z’ divides 1 01 /. By definition of w (following 
Lemma 6.3), and Lemma 6.4, we get that w = 1. 
Now from Theorem 6.9 we get that H = H, x Q0 x E, where E is elementary 
abelian, Q0 is a p-group and H,, satisfies the conclusion of Theorem 6.9. Since 
w = 1, the proof of Theorem 6.9 shows that Q0 = 1. Thus H has the required 
form. If in addition we are in the case where p = 3 and H, E 03’(P) where P 
is a proper parabolic subgroup of G,(3”), then o = 2. So x2 E NG(Q), and 4 = 2. 
Thus 02(NG(S)) < M for SE Syl,(H). So the theorem is proved. 
Now we turn to the proof of Theorem B. It is the following theorem of 
Glauberman, which we prove after a series of Lemmas, which allows the 
connection between the situation of Theorem B and that of the XIain Hypo- 
thesis. 
THEOREM 7.2 (Glauberman). Let H be a$nitegroup such thatF*(H) = O,(H) 
and with a normal subgroup K such that H/K N PSL,(p”). Let 5’ E Syl,(H) and 
assume that S lies in a unique maximal subgroup of H. Finally assume that S has 
no non-trivial characteristic subgroup which is normal in H. Then H has a normal 
subgroup Z such that all chief factors of H in Z are central, and H/Z satis$es the 
Main Hypothesis. 
To make the proof more transparent we give it in a series of lemmas. Thus 
for Lemmas 7.3 to 7.6, assume the hypotheses of Theorem 7.2. 
DEFINITION. For any 01 E Aut(S), let N, be the largest normal subgroup of H 
(necessarily within S) which is a-invariant. 
Thus, H/N, satisfies the Main Hypothesis, and the theorem will be proved 
if we can find an 01 such that all chief factors of H within NE are trivial. 
LEMMA 7.3. Let Q = O,(H), V = Q1(Z(Q)). If V g N, then all chief factors 
of H within N, are central. 
Proof. LetL = C,(N,). ThenL 4 H. SupposeL A S < Q. Then L n S = 
LnQ4H,soLnS<NU.SinceN,isap-group,N,<Q.SoV<Z(Q),< 
C,(N,) = L n S < N, contrary to hypothesis. Thus L n S $ Q. Therefore 
L . K/K is a normal subgroup of H/K LZ! PSL,(p”) with order divisible by p 
(recallQ E Syl,(K) by Lemma 2.2). So L . K = H. By Lemma 2.2 (2), L Q = H. 
So N, has only central chief factors of H, proving the lemma. 
Thus to prove the theorem it is sufficient to find an (Y such that V < NE . We 
will fix the notation V and Q for the rest of the proof. 
LEMMA 7.4. a(S) < a(Q), and if A E 02(S) and A 4 Q, then A . Q = S, 
(AnQ). VEX?, and / V/An VI =p”. 
Proof. By Lemma 2.9, V/C,(H) is a standard module for H/C,(V) = 
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,X&P). Also J(S) <J(Q), so G!(Q). Let A E a(S) with A 4 Q. Then as 
V/C,(H) is a standard module for H/C,( I’), we get 
But C,(V) < C,(V) = Q, because I’ 4 Z(S). So C,( I’) = A n Q, and 
C,(A) = A n V. Thus 
l(A n Q) V / = i A n Q 1 j V i/i A n I/ I = : A n Q 1 1 V/C,(A)I > j A /. (2) 
But A E GE(S) and (A n Q) . I’ is abelian. So 1 A n Q) . I’ 1 < 1 A / so that 
equality holds in (1) and (2). This proves the lemma. 
Now we study the situation where V < N, . 
LEMMA 7.5. If V < N,, then there is A E 02(S) with A 4 Q such that 
AnQ=AnN,. 
PYOOf. Among all A E /X’(S) - 02(Q) choose one with A n N, as large as 
possible. Let A* = (A n Q) V. Then A* E 02(Q). Also V < A* n N, and 
VgAnNAi,,butAnN,<AnQnN,<A*nhT,.So 
In particular, P = (P E a(S) 1 j B n N, ~ > / A n NJ) is not trivial. By 
choice of A, P < Q. Thus as N, 4 H and is a-invariant, the same is true of P. 
SoP<N,.ThusA*<P<N,.ThusA*<P<N,.AsAnQ<A*, 
the lemma is proved. 
LEMMA 7.6. If V < N, then NE = naccd,QB. 
Proof. Let W = Qr(Z(N,)). As V < N, , V < W. Thus C,(W) < C,(V) 
= Q. So C,(W) = C,(W) n Q a H. But also C,(W) is a-invariant. So 
C,(W) < N, . Thus 
iv, = C,(W). (‘1 
Now take A as in Lemma 7.5. Then A n Q = A r\ N, , so (A n Q) . V < 
(AnQ)) W. By Lemma 7.4 we get I(AnQ). WI = IAl. Thus IAl = 
lAnQIIWI/~AnWl,and~W/C,(A)I=pn. 
Now by Lemma 2.2 (4), H = (S, 9) for some h G H. Fix this element h and 
let L = (A, Ah). Then L . K < (A . Q, (A Q)h) = (S, Sh) by Lemma 7.4. 
Thus L . K = H. By Lemma 2.2 (2), L . Q = H. Now C,(L) = C,(A) n 
C&Ah). By the above paragraph we get 1 W/C,(L)\ < pzn. But 1 V/C,(L)\ = p2n, 
and V < W. Thus W = V C,(L). In particular, [W, L] = [V, L]. As 
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H/C,(V) acts faithfully on j V,L], we get CH( V) = C&V, LI) = CII([F LI). 
In particular, 
CsW,-W = Q. (2) 
Now for /3 E (a), [W,L]s < We = W. Thus since L centralizes W/[W, L], 
we get that L normalizes U = ([W, L]e / ,8 E (a)). But then we get that L 
normalizes C,(U). On the other hand, C,(U) = nBe(a) Qs by (2). As Q 4 S, 
C,(U) d S. Thus C,(U) a S . L = H. But C,(U) is or-invariant, so C,(U) < 
N, . As U < W, N, = C,(U) = nBEca) Qs, proving the Lemma. 
Proof of Theorem 7.2. From Lemma 7.3 we saw that it is enough to show 
that V Z& N, for some 01. So suppose otherwise. Then V < naeAut(S) N, a H. 
On the other hand, by Lemma 7.6 we get noeAut(S) N, = norEAut(S) Q is 
characteristic in S. But we are assuming P is contained in this intersection, so 
it is not trivial. This contradicts our Hypothesis, and proves the Theorem. 
From Glauberman’s theorem we can prove Theorem B quite easily. 
Proof of Theorem B. By Theorem 7.2 there is a normal subgroup Z of H 
such that H/Z satisfies the Main Hypothesis and such that H has only trivial 
chief factors in 2. This second condition says that Or(H) centralizes 2. Thus 
any normal subgroup of S in 2 is normal in H = S . Or(H). Thus by Hypo- 
thesis, any characteristic subgroup of S which is contained in 2 is trivial. 
By Theorem 6.9 we know that H/Z is. Thus, for example, if p # 2 or 3, we 
get that [S, S, S] W(S) < 2. By the above paragraph we get [S, S, S] . 
W(S) = 1, so S has class 2 and exponent p. The proofs for the other cases 
are the same. 
THEOREM 7.7. Let H be a finite group with a normal subgroup K such that 
H/Kg PSL,(pn). Let S E Syl,(H), and assume that S lies in a unique maximal 
subgroup of H. Suppose Z(S) and J(S) are not normal in H. Let Q = O,(H). 
Finally, assume one of the following occurs. 
(i) p # 3 and Q contains more than one non-trivial H-chief factor, 
(ii) p = 3 and Q contains more than two non-trivial H-chief factors, 
(iii) Q contains an H-chief factor W such that [W, S, S] # 1. 
Let L = fLAut(s) Q”. Then 
(a) L char S. 
(b) L II H. 
(c) If 2 = 0,(2(L)), then 2 has a subgroup 2, which is normal in H and 
involves only trivial H-chief factor of H, and such that H/C,(Z/Z,,) g SL,(p”) 
and Z/Z,, is the standard module for H/C,(Z/Z,,). 
(d) All non-trivial H-chief factors in Q lie in L, in fact, S/L is elementary 
abelian. 
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Proof. For 01 E Aut(S) let Iv, be the largest or-invariant normal subgroup of H. 
Let I/ = sZ,(Z(Q)). By the proof of Lemma 7.3, V _C N, for all 01, for otherwise, 
for some (Y, N, has only trivial H-chief factors and H/hi@ satisfies the Main 
Hypothesis, and Theorem 6.9 gives a contradiction to (i), (ii), or (iii). Thus 
VClv, for all 01 E Aut(S). (1) 
Now proceeding exactly as in the proofs of Lemmas 7.4-7.6 we obtain 
This gives (a) and (b). 
Notice that S/Q is elementary abelian, and thus S/L is elementary abelian. 
Thus (d) follows easily from L a H. 
Let Z = i&(Z(L)). Again, proceeding exactly as in the proof of Lemma 7.5 
we obtain, 
There is A E a(S) - CY(Q) such that A n Q = A n L. (3) 
As (A n L) . Z is abelian, we get that / Z/C,(A)\ < pn. As H = (A, An) . Q 
for some h E H, we show as in the proof of Lemma 7.6 that Z = V * C,((A, An)). 
Let Z, = C,((A, An)). We claim Z, 4 H. Since Z,, = C,((A, A”) . L), it is 
enough to show that (A, An) . L 4 H. But H = (A, An)Q, and by (d), 
[H, Q] CL. Thus (A, A”) 9 L 4 H as d esired. The rest of (c) follows from the 
proof of Lemma 2.9. 
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