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Este trabajo presenta los diferentes métodos existentes para el cálculo la desigual-
dad en salud, asociado con una variable del Nivel Socioeconómico de la población,
aśı como las formulas y métodos para el cálculo de los errores estándar de dichas
estimaciones. Esencialmente esta tesis se centra en un método espećıfico, el desa-
rrollado por Erreygers (2009a), quien propone una nueva medida de desigualdad y
al que el autor de este trabajo le define las fórmulas para el cálculo de los errores
estándar, y realiza su evaluación para datos simulados y reales.
Palabras clave: Desiguldad en salud, desigualdad socioeconómica, ı́ndice de
concentración, errores estándar.
A continuación se presentan algunos ejemplos de tesauros que se pueden consultar
para asignar las palabras clave, según el área temática:
Abstract
Inference on the Erreygers Generalized Health Concentration Index .
This Thesis presents the different methods available for calculating health inequa-
lity, associated with a variable of socioeconomic level of the population, and the
formulas and methods for calculating the standard errors of this estimations. Es-
sentially this Thesis focuses on a specific method developed by Erreygers (2009a),
who proposed a new measure of inequality, for this measure, the author of this
work define the formulas for calculating standard errors, and performs its evalua-
tion using both simulated data also reals.
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El siguiente documento corresponde al trabajo de investigación que sobre el Índice
de Concentración Generalizado de Erreygers (Erreygers, 2009a) se ha realizado con
el propósito de organizar, complementar y robustecer los diferentes elementos que
hacen parte del uso de un ı́ndice como este. Además de complementar lo propues-
to para el ı́ndice, el objetivo del trabajo radica en la construcción de expresiones
para la estimación del error estándar del ı́ndice que no ha sido propuesto hasta el
momento.
Dentro de este trabajo, el lector podrá encontrar tres caṕıtulos principales. El
primero de ellos contiene los antecedentes necesarios para la comprensión del ı́ndi-
ce, sus propiedades y los trabajos anteriores que inspiraron, no solo la propuesta
realizada por Erreygers (2009a), sino algunos de los resultados que en esta tesis se
presentan.
El segundo caṕıtulo contiene los resultados y propuestas para la estimación de los
errores estándar del ı́ndice para diferentes escenarios. En esta sección se podrán
encontrar, las diferentes alternativas para el cálculo del ı́ndice, aśı como las dife-
rentes expresiones para la estimación del error estándar que han sido propuestas.
Finalmente se realizarán aplicaciones emṕıricas sobre datos simulados y reales. En
el primero de los casos se crearán diferentes escenarios de información y se eva-
luarán los resultados obtenidos al utilizar las distintas metodoloǵıas de estimación,
tanto del ı́ndice como de los errores estándar. Para la aplicación con datos reales,
se ha utilizado la Encuesta Nacional de la Situación Nutricional 2010 -ENSIN
2010-. Bajo esta aproximación se mostrarán algunas de las consecuencias del uso




El primero de los antecedentes que se debe mencionar es el de las curvas de con-
centración. Las curvas de concentración son una alternativa gráfica que permite
observar qué tan a favor o en contra de una población particular está una variable
particular de salud. El principio de la curva es sencillo, pues para su construcción
solo es necesario disponer de una variable de salud (como un ı́ndice nutrición de
menores de 5 años, cobertura en vacunación, etc.) y una del nivel socioeconómico
(como los ingresos del hogar o un ı́ndice compuesto de riqueza). Aśı, se graficarán
en un mismo plano los porcentajes acumulados de la variable de salud y de la
variable de nivel socioeconómico, teniendo en cuenta que para su cálculo toda la
población ha sido ordenada del más pobre al más rico. Aśı, en una población en
perfecta equidad la población que acumule el 10% de la variable de nivel socio-
económico, también acumulará el 10% de la variable de salud, la población que
acumule el 20% de la variable de nivel socioeconómico, también acumulará el 20%
de la variable de salud y aśı sucesivamente. Gráficamente, la situación descrita an-
teriormente corresponderá a una ĺınea de 45 grados, situación que se conocerá como
la de equidad total. Si por el contrario se trata de una distribución pro-pobre la
curva que se observará corresponderá a una por encima de dicha ĺınea de equidad
y de tratarse de una distribución pro-ricos la curva dibujada pasará por debajo de
la ĺınea de equidad. Esta medida gráfica de la desigualdad presenta como principal
desventaja el no contar con una medida exacta de la misma. Si se desean compa-
rar dos poblaciones a través de sus curvas de concentración, gráficamente podŕıa
presentarse que parcialmente una se encuentre por debajo de la otra, es decir que
se crucen entre ellas y no sea posible indicar en cuál de dichas poblaciones hay
mayor o menor desigualdad. Como alternativa a esta complicación surge el Índice
de Concentración de Salud, (Kakwani, 1980), correspondiente a dos veces el área
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Porcentaje acumulado de la variable de NSE
Curva de concentración pro−pobre Línea de equidad
Curva de concentración pro−ricos
Figura 1. Ejemplo de las diferentes curvas de concentración
Este ı́ndice cuantifica el grado de desigualdad o inequidad de una variable de salud
relacionada con la del Nivel Socio-Económico (NSE) de los individuos, y ha sido
citado ampliamente en la literatura relacionada con la medición de inequidades en
salud (O’donell, van Doorslaer, Wagstaff y Lindelow, 2009). El ı́ndice se encuentra
acotado entre -1 y 1 y cada uno de estos ĺımites indica que existe una concentración
total de la variable de salud en el individuo más pobre o más rico respectivamente.






hiri − 1 (1.1)
donde hi es la variable de salud, µh es su media, y ri =
i
N
es el rango fraccional
del individuo i de acuerdo a la distribución del NSE de la población o grupo de
estudio, con i = 1 para el más pobre e i = N para el más rico, N el tamaño de la
población. Al trabajo de Kakwani (1980), se le suma una de las más importantes
referencias para el desarrollo de este trabajo Kakwani, Wagstaff y van Doorslaer
(1997), en donde se presenta la estimación del ı́ndice de concentración en el caso de
una muestra, la estimación de la varianza y el cálculo del ı́ndice a través de Mı́nimos
Cuadrados Ordinarios (MCO). A continuación se presenta una breve descripción
de estos resultados aśı como algunas de sus caracteŕısticas o utilidades.
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1.1. Estimación del Índice de Concentración en
Salud






hir̃i − 1 (1.2)
donde hi es la variable de salud observada, µ̂h la media estimada de la variable
de salud y r̃i = (2i− 1)/2n construido a partir del rango i = 1, 2, . . . , n donde los
datos han sido ordenados de forma ascendente a partir de la variable de NSE, es
decir i = 1 para el más pobre e i = n para el más rico, y n el tamaño de la muestra.
Mediante algunas operaciones simples, es posible escribir de forma diferente a (1.2)
para que sea expresado en términos del rango fraccional ri, y no de r̃i, y aśı, obtener

























































Otra de las opciones para la escritura de Ĉh y que se muestra como un importante
recurso a la hora de realizar cálculos con grandes volúmenes de datos es la expresión
en términos de la covarianza (Kakwani, 1980) de h = (h1, h2 . . . , hn) y de r =
(r1, r2, . . . , rn) y que se presenta en la siguiente sección.
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1.2. El ı́ndice de concentración en términos de la
covarianza
El ı́ndice Ĉh puede ser escrito en términos de la covarianza entre la variable de





Si se define a r̄ =
∑n




























































































6 Caṕıtulo 1. Antecedentes
La expresión en términos de la covarianza hace evidente que el ı́ndice depende
únicamente de la relación ente la variable de salud y el rango de la variable del
NSE más no de la variable de NSE como tal. Por ejemplo, un cambio en la escala
de medición del NSE, como pasar de dólares a pesos, no modificaŕıa el valor de la
estimación del ı́ndice.
1.3. Estimación del Ĉh mediante regresión
De la expresión en términos de la covarianza es posible obtener una en términos
de una estimación v́ıa MCO. Precisamente esta expresión ha sido etiquetada como
conveniente (por ejemplo ver Kakwani et al. (1997) y O’donell et al.(2009) entre






= α + βri + ǫi (1.7)
donde σ2r es la varianza del rango fraccional, α y β los parámetros del modelo
anterior y ǫi un término de error aleatorio, sobre el cual no se harán supuestos
particulares, puesto que el único interés para la estimación de Ĉh radicará sobre la
estimación de β v́ıa MCO. Lo interesante de la expresión (1.7) es que la estimación
v́ıa MCO de β coincide con (1.3) siendo aśı una sencilla forma de realizar el cálculo















i=1 rihi − 2nσ
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que coincide con (1.6), quedando demostrado aśı, que la estimación por MCO de β
es equivalente a (1.3). De esta presentación se podŕıa esperar que el error estándar
de la estimación de β sea efectivamente el correspondiente de Ĉh, sin embargo
hay al menos dos aspectos que hacen que este error estándar no sea adecuado.
El primero de ellos es la autocorrelación de la variable dependiente, al ser esta
una función del rango. El segundo es debido a que este cálculo no tiene en cuenta
la variabilidad muestral de la estimación de la media de la variable de salud que
aparece en el lado izquierdo de la ecuación (1.7) (O’donell et al., 2009) Para dar
una alternativa a esta situación Kakwani et al. (1997) proponen una aproximación
a la estimación de la varianza del ı́ndice mediante el uso del método Delta.
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1.4. Error estándar de Ĉh



















y q̂0 = 0. Para la demostración de esta forma de expresión para (1.3), se parte la
escritura de q̂i + q̂i−1 como











si i = 2, 3, . . . , n
Por lo tanto la suma sobre n de los q̂i + q̂i−1corresponde a
n∑
i=1
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hj = h1 + (h1 + h2) + · · ·+ (h1 + h2 + · · ·+ hn−1)






























































































que coincide con la expresión (1.2) quedando aśı demostrada la equivalencia pro-
puesta.
El procedimiento utlizado por Kakwani et al. (1997) consiste en la aplicación de
la Linealización de Taylor para hallar una aproximación de la varianza, a partir
1.4. Error estándar de Ĉh 9
de la expresión propuesta en (1.8).
En el caso de una función del tipo




el procedimiento de Linealización de Taylor para hallar una aproximación de la
varianza se basa en encontrar una aproximación lineal de f(X, Y ) alrededor de un
punto particular (X0, Y0). Aśı
f(X, Y ) ≈ f(X0, Y0) + (X −X0)
∂f(X, Y )
∂X










− (Y − Y0)
X0
Y 20
Esta última expresión permite obtener una aproximación de la varianza, AV, dada
por


























V ar(Y )− 2
X0
Y 3
Cov(X, Y ) (1.11)
Si en (1.11) se reemplaza X = d̂, Y = 2µ̂h y evaluamos la expresión alrededor de

























V ar(d̂) + 4Ĉ2hV ar(µ̂h)− 4ĈhCov(d̂, µ̂h)
]
. (1.12)
Finalmente si en (1.12) se remplazan V ar(d̂); V ar(µ̂h) y Cov(d̂, µ̂h) por las esti-
maciones propuestas en Kakwani et al. (1997) se obtiene que la varianza estimada





V̂ ar(d̂) + 4Ĉ2hV̂ ar(µ̂h)− 4Ĉh ˆCov(d̂, µ̂h)
]
(1.13)





















(hi − µ̂h)(d̂i − d̂).
1.5. El Índice de Concentración de Erreygers
Dado el problema de la dependencia de la escala de los datos del Índice de Con-
centración propuesto por Kakwani (1980), Erreygers (2009a) propone un nuevo








donde h es la variable de salud, ah y bh los respectivos mı́nimo y máximo de la
variable hi, zi =
n+1
2
− λi; siendo λi = 1, 2, ...n donde 1 corresponde al individuo
con mayor NSE y n al de menor.
Este ı́ndice ha venido ganando gran aceptación en el análisis de desigualdades
en diferentes aspectos debido a las propiedades que le favorecen cuando se com-
para con el ı́ndice propuesto por Kakwani (1980). Entre los autores que hacen
uso de este ı́ndice se mencionan los trabajos prácticos de comparación o evalua-
ción de la desigualdad de Van de Poel, Hosseinpoor, Speybroeck, Van Ourti, y
Vega (2008); Monteiro, D’Aquino, Barros y Gomes (2010); Hernández-Quevedo
y Jiménez (2009); Van de Poel, Hosseinpoor, Speybroeck, Jehu-Appiah, y Vega
(2007); Ataguba, Akazili y McIntyre (2011); Hajizadeh, Connelly y Gerard (2012)
y los manuales metodológicos desarrollados por Glied y Smith (2011) y Hernández-
Quevedo, Masseira, y Mossialos (2010).
1.5.1. Propiedades deseables de un Índice de Concentra-
ción
Erreygers (2009a) presenta varias propiedades que debe satisfacer un ı́ndice de
concentración. El autor se refiere espećıficamente a la transferencia, la indepen-
dencia de nivel, la consistencia cardinal y la simetŕıa. A continuación se presentan
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estas propiedades.
Transferencia
Esta propiedad se refiere a que cualquier transferencia del ingreso (o de la variable
de NSE que se esté utilizando) de los individuos más ricos a los de más pobres de-
berá hacer decrecer la medida de desigualdad, mientras que, si ocurre lo contrario,
se observará un aumento.
Independencia del nivel
Para cualquier distribución de la variable de salud h, si sus niveles cambian en la
misma cantidad en todos los individuos, el ı́ndice de concentración debe permane-
cer constante.
Consistencia cardinal
El resultado del ı́ndice Eh obtenido a partir de los niveles de h = (h1, h2, ..., hn)
debe ser igual al que se obtiene con los niveles resultantes de una transformación
lineal h∗ = a+ bh, a y b son constantes y adicionalmente b > 0.
Simetŕıa
Aśı como el ı́ndice de concentración puede ser utilizado en la medición de una
variable que refleje un estado de salud deseable, también se puede utilizar para
calcular una variable de salud perjudicial o que denote negatividad. Si por ejemplo
es de interés la cobertura en algún servicio de salud, podemos calcular de igual
forma el ı́ndice para la no cobertura. Es deseable que en esta situación el ı́ndice
tenga signo contrario y valor absoluto igual, con relación al calculado tanto para
la variable de buena como de mala salud.
1.5.2. Otras propuestas de ı́ndices de concentración y sus
propiedades
En la literatura existente sobre medición de la concentración en salud, existen otros
ı́ndices de concentración como resultado de modificaciones del ı́ndice de Kakwa-
ni (1980), desarrollados para corregir algunas de las dificultades de este ı́ndice.
Clarke, Gerdtham, Johannesson, Bingefors y Smith (2002) proponen el ı́ndice V̂h
y Wagstaff (2005) el ı́ndice Ŵh. En esta sección se definirán estos ı́ndices y se
analizará el cumplimiento de las propiedades deseables del ı́ndice de Erreygers, el
de Kakwani aśı como de las modificaciones propuestas por Wagstaff y Clark.
Sobre el primero de los ı́ndices, el desarrollado por Kakwani (1980), es fácil de
comprobar que este no cumple con las propiedades de consistencia cardinal ni
12 Caṕıtulo 1. Antecedentes
independencia de nivel. Si se define a h∗i = k+mhi con k y m constantes y además













Lo anterior muestra claramente que Ĉh no es invariante ante transformaciones
lineales por lo que no cumple con la propiedad de consistencia cardinal. Ahora si




con lo que la independencia de nivel tampoco se satisface. De otra parte, la pro-
puesta realizada por Wagstaff (2005) consiste en una estandarización del ı́ndice
propuesto por Kakwani (1980) a partir de la media de la variable de salud µ̂h y
sus respectivos valores mı́nimo y máximo ah y bh. El ı́ndice Wh se define como
Ŵh ≡
µ̂h(bh − ah)
(bh − µ̂h)(µ̂h − ah)
Ĉh
A diferenia de Ĉh, Ŵh śı cumple con la independencia de nivel, aunque no es
aśı con la consistencia cardinal como se mostrará a continuación. Primero se pro-
bará que Ŵh cumple con la independencia de nivel. Sea h
∗
i = k + hi donde k es
una constante.De esta forma:
Ŵh∗ =
(k + µ̂h)((bh + k)− (ah + k))
((bh + k)− (µ̂h + k))((µ̂h + k))− (ah + k))
Ĉh∗
=
(k + µ̂h)(bh − ah)
(bh − µ̂h)(µ̂h − ah)
2
k + µ̂h
Cov(k + h, r)
=
(bh − ah)




(bh − µ̂h)(µ̂h − ah)
Ĉh.
= Ŵh (1.16)
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Para probar que Ŵh no cumple con la consistencia cardinal, se define nuevamente
a h∗i , esta vez como h
∗
i = k + mhi done k y m son constantes y adicionalmente
m > 0. Aśı, Ŵh∗ corresponde a:
Ŵh∗ =
(k +mµ̂h)((mbh + k)− (mah + k))
((mbh + k)− (mµ̂h + k))((mµ̂h + k))− (mah + k))
Ĉh∗
=
(k + µ̂h)(bh − ah)











Finalmente el ı́ndice propuesto por Clarke et al. (2002), consiste en multiplicar a
Ĉh por la media de la variable de salud, quedando el ı́ndice definido por:
V̂h ≡ µ̂hĈh.
Este ı́ndice no cumple con la consistencia cardinal, verificándose fácilmente al
definir h∗i = k +m con k y m constantes y m > 0.






Erreygers (2009a) justifica su propuesta de ı́ndice al contrastarla con la familia de
ı́ndices que él llama rango-dependientes, que consisten en ı́ndices de desigualdad
en salud (o en general ı́ndices socioeconómicos) que tienen como forma general




Es fácil verificar que los ı́ndices Ĉh, Ŵh y V̂h pueden ser expresados como miembros
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Para la demostración de la validez de la expresiones anteriores solo se requiere la
del ı́ndice Ĉh ya que las otras se pueden expresar en términos de este ı́ndice. Para












para iniciar la reescritura del ı́ndice es necesario escribir, un tanto diferente a λi,
expresándolo en términos del rango fraccional ri como:
λi = n+ 1− nri, (1.22)
con ri como se definió en (1.1). De esta forma se tiene que para el individuo más
pobre ri = n/n aśı:
λi = n+ 1− n
n
n
= n+ 1− 1
= 1
Para el caso del individuo más rico, ri = 1/n y aśı:
λi = n+ 1− n
1
n
= n+ 1− 1
= n
Aśı, (1.22) coincide con λi para los individuos más pobre y rico de la distribución.
Para un individuo cualquiera, por ejemplo el k más rico λi = k o, de manera




λi = n+ 1− n
n− k + 1
n
= n+ 1− n+ k − 1
= k
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quedando demostrado que la expresión para Ĉh propuesta por Erreygers (2009a)
como parte de la familia de ı́ndices rango-dependientes śı se satisface. Para probar
las otras dos expresiones para Ŵh y V̂h partimos de sus definiciones en términos
de Ĉh. Para Ŵh se tiene por definición que
Ŵh =
µ̂h(bh − ah)
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Adicionalmente Erreygers (2009a) propone y demuestra que un indicador de esta
familia cumple con las cuatro propiedades śı y solo śı




en donde g(n) es una función positiva de n. Finalmente propone la función g(n)
con base en una propiedad de Ĉh, y es que limita a que el ı́ndice se encuentre
entre -1 y 1 llegando a que, para que esta condición se cumpla, la función debe
corresponder con g(n) = 8/n2. Aśı, el ı́ndice propuesto por Erreygers queda com-
pletamente definido por la expresión (1.14) descrita más arriba.
Este resultado que expone Erreygers (2009a) y del cual demuestra las propiedades
mencionadas se queda corto en relación con el trabajo realizado por Kakwani et
al. (1997), en donde además de ilustrarse el cálculo del ı́ndice se obtienen expresio-
nes para el error estándar de dicha estimación. Precisamente el objetivo principal
de este trabajo es obtener los elementos necesarios para realizar la evaluación de
las estimaciones obtenidas y aśı robustecer los análisis que se realizan con esta
herramienta.
1.5.3. Una polémica alrededor del ı́ndice
A ráız de la publicación de Erreygers (2009a) y sus comentarios sobre las propie-
dades de los ı́ndices Ĉh; Ŵh y V̂h se ha suscitado una interesante discusión por
parte de Wagstaff (2009) en la cual hace algunas comparaciones y critica el uso
de Erreygers (2009a) de variables de intervalo como si fueran de razón al igual
que cuestiona la estandarización de Ĉh que este realiza. Por su parte, Erreygers
(2009b) contradice los argumentos de Wagstaff (2009) y proporciona nuevos ele-
mentos para justificar la propuesta de su ı́ndice. Para el caso de este trabajo se
destaca que entre los más recientes usos que se le ha dado a la propuesta realizada
por Erreygers (2009a) se opta por dicha alternativa basado en la consistencia car-
dinal que como virtud se destaca de este nuevo ı́ndice. Para el caso de esta tesis
esta discusión aun inconclusa no representa una dificultad, pues los aspectos bajo
cŕıtica no son sustantivos de esta propuesta aunque se reconoce la importancia de
las discusiones que d́ıa a d́ıa alimenten y perfeccionen este tipo de alternativas de
medición de fenómenos sociales.
Caṕıtulo 2
Cálculo del error estándar para el
Índice de Concentración
Generalizado de Erreygers
Para lograr los objetivos propuestos es necesario realizar trabajo previo con el fin
de obtener expresiones del ı́ndice que permitan una mejor comprensión del mismo,
aśı como mayores facilidades para su manipulación. Para esto se expresará a Êh
en términos de Ĉh y aśı aprovechar los resultados existentes para este último. En
su forma menos compacta Êh se puede expresar como:
Êh =
8






















n2 (bh − ah)
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n2 (bh − ah)
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En la fórmula anterior pueden utilizarse las expresiones alternativas de Ĉh, para
reescribir a Êh de formas más convenientes a la hora de estimar su varianza;






















se obtiene finalmente la varianza estimada para Êh, dada por
















La estimación de la varianza de Êh se expresa entonces en términos del promedio
de las desviaciones de la media de una nueva variable que incluye el efecto de la
variable de salud, el rango fraccional, y el porcentaje acumulado de la variable de
salud por los individuos de la población.
Una vez logrado este objetivo se continuará con otros resultados conducentes a
fortalecer el uso de Êh, inspirados o basados en los desarrollos que se han realizado
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alrededor de Ĉh. El primero de ellos, y tal vez el más sencillo es la expresión de














El siguiente resultado se deriva directamente del anterior y se convertirá en una de
las más útiles expresiones para el uso de Êh. Se trata de la “conveniente” regresión
para el caso de Êh, tal y como Kakwani et al. (1997) lo hicieron con Ĉh. Partiendo

























Si definimos a σ2r =
∑n
i=1(ri − r̄)

























= γ + θri + υi (2.8)
en la que γ es el intercepto y υi el término de error aleatorio sobre el que no se
hace ningún supuesto distribucional, pues la expresión (2.8), se usa para obtener
una estimación puntual de Êh más no para hacer interpretaciones o inferencias
particulares sobre la estimación de sus demás parámetros.
De esta forma se completa otro de los elementos que el trabajo de Kakwani et al.
(1997) referencia para Ch, pero en el contexto de Eh. El error estándar de θ̂ podŕıa
verse como una obvia alternativa para la inferencia estad́ıstica de Eh, sin embargo
tiene como inconveniente el hecho de la no independencia de las variables explica-
tivas en (2.8) pues se trata de expresiones que dependen del rango fraccional por
lo que se sugiere sea utilizada la expresión (2.3).
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2.1. Cálculo del error estándar de Êh para casos
espećıficos de datos muestrales
Como usualmente la estimación del ı́ndice de concentración se debe obtener a par-
tir de datos obtenidos por medio de encuestas por muestreo, (O’donell et al.,2009),
es necesario tener en cuenta esta consideración en el cálculo del error estándar de
(1.14). Para complementar las herramientas para la inferencia estad́ıstica de Eh se
presentarán alternativas basadas en los Mı́nimos Cuadrados Ponderados (MCP)
que se espera minimicen el sesgo en este tipo de análisis. Para este desarrollo se
utilizará el enfoque utilizado por Lohr (1999, p351) quien advierte:
“Si se utilizan los pesos wi en la estimación por MCP se obtendrán estimaciones
puntuales adecuadas de los coeficientes de la regresión; sin embargo, en las encues-
tas complejas, los errores estándar y las pruebas de hipótesis proporcionadas por
el software serán incorrectos y deben ignorarse”.
Los dos enfoques de Lohr (1999), para la estimación del error estándar de las
estimaciones de los parámetros en una regresión, v́ıa Linealización de Taylor y
jackknife, serán utilizados en el presente trabajo, no sin antes advertir, que exis-
te bibliograf́ıa adicional y extensa para el manejo de modelos lineales en encuestas
complejas. Primero se hará la aproximación v́ıa Linealización de Taylor para la
cual será necesario conocer de manera adecuada el diseño muestral utilizado en
la encuesta. Como una segunda aproximación se mostrará el enfoque jackknife,
en el que se considera el diseño muestral al tener en cuenta la estratificación y los
pesos de muestreo.
En (2.8) el estimador de θ correspondiente a (2.7) proviene de la estimación v́ıa
MCO, que no incluye o no tiene en cuenta los pesos muestrales disponibles en las
encuestas complejas por muestreo. Para considerar esta nueva situación se estima





























y wi es el respectivo peso de muestreo de la i-ésima observación.
Al ser una función de cuatro totales poblacionales se puede utilizar el método Delta
o de Linealización de Taylor (ver Särndal, Swensson y Wretman (1992) para más
detalles) para obtener una estimación de la varianza que tenga en cuenta el diseño
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muestral. Siguiendo a Lohr (1999) tenemos que la varianza estimada mediante el
















con ci = (h
∗
i − γ̂MCP − θ̂MCP ri)(ri − r̄), y γ̂MCP y θ̂MCP las estimaciones de MCP
de γ y θ en la regresión (2.8).
La formulación anterior presenta la dificultad de que para calcular en (2.9), se
requiere conocer el diseño muestral a detalle. Por ejemplo en el caso de un Muestreo




















2(h∗i − γ̂ − θ̂ri)
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El otro método referenciado por Lohr (1999) es el de jackknife. A continuación se
muestra cómo se utiliza este procedimiento para la estimación del error estándar
de Êh, a partir de la regresión (2.8). Como en el caso de las encuestas de hogares
en Colombia (DANE, 2007), esta técnica contempla la estimación de varianzas de
parámetros estimados para diseños muestrales con estratos y etapas para la selec-
ción de unidades.
Si se tienen T estratos cada uno con una muestra de tamaño nt Unidades Primarias
de Muestreo (UPM) para el estrato t, el método de jackknife calcula repetida-
mente la varianza estimada de la estimación de interés para al final obtener un
único dato como un promedio ponderado de los resultados de esta sucesión de
cálculos. Espećıficamente se realizan tantas estimaciones de estas pseudovarianzas
como UPM en el diseño. Para la j-ésima iteración en el estrato t se omiten todas
las unidades de observación en la UPM j y se calcula la estimación de interés me-
diante el mismo método que el usado para el total de la muestra, pero redefiniendo
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wi si la unidad de observación i no está en el estrato t,
0 si la unidad de observación i está en la UPM j del estrato t y
nh
nh−1
wi si la unidad de observación está en el estrato t pero no en la UPM j










donde θ̂(ht) es la estimación v́ıa MCP resultante de usar los pesos wi(tj)
Surge la pregunta de si es necesario explorar otras alternativas para la estimación
del error estándar en el caso de datos provenientes o con influencia por diseños
muestrales. Si bien es posible realizar ejercicios o propuestas sobre otro tipo de
diseños, la aproximación (2.9) cubre a todos los diseños muestrales posibles; esto
teniendo en cuenta que el numerador de dicha expresión corresponde a la varianza
estimada a partir del diseño muestral y el denominador incluye los pesos muestra-
les que se construyen con base en el mismo.
El interés particular que puede tener el uso del método jackknife radica en que en
Colombia las grandes encuestas que se llevan acabo regularmente tienen diseños
muestrales que incluyen estratificación y selección multietápica como es el caso de
las Encuestas de Hogares del DANE, la Encuesta Nacional de Demograf́ıa y Sa-
lud -ENDS-(Profamilia, 2011) y la Encuesta Nacional de la Situación Nutricional
-ENSIN- (MPS, 2011), entre otras.
En el siguiente caṕıtulo se usarán los enfoques presentado anteriormente en dos
ejercicios diferentes. En el primero de ellos, se trabajará con simulaciones de mues-
tras aleatorias que responden a un diseño que incluye estratificación y etapas, con
el fin de estimar mediante el uso de las diferentes aproximaciones mostradas has-
ta acá al error estándar de Eh. En el segundo se usará la encuesta ENSIN 2010




En este caṕıtulo se mostrará cómo realizar el cálculo de las estimaciones tanto
del ı́ndice de concentración de Erreygers como de las diferentes propuestas de
estimación de su varianza se han descrito en caṕıtulos anteriores. Se realizarán
también, algunos ejercicios de simulación con el fin de comparar las diferentes
propuestas para la estimación del error estándar en arreglos de datos que proveen
diferentes estimaciones de Êh.
3.1. Cómputo de Êh y V̂ ar(Êh) a partir de los
microdatos.
En esta sección se incluirán los códigos utilizados en el paquete Stata 12 ES para
el cálculo del ı́ndice Êh para los casos en los que se estima sin la inclusión de
pesos de muestreo y en para el caso en el que śı son utilizados. De igual forma se
mostrará la forma de cómputo para las expresiones que para la varianza estimada
de Êh se han presentado.
3.1.1. Caso de datos sin ponderar.
Para ilustrar el cómputo de Êh y V̂ ar(Êh) se utilizarán respectivamente al esti-
mador v́ıa MCO θ̂ de (2.8) y a (2.3). La rutina para realizar dichas estimaciones
se muestra a continuación.
*****************************************************************













sca var_rang_sp = r(Var)
*****************************************************************
*lize_eq_sp es la variable h* que se construye para utilizar *
*en el lado izquierdo del modelo de regresión del que se deriva *




La estimación obtenida para rango_frac_sp, es precisamente el *
Índice de Concentración de Erreygers de interés *
*****************************************************************
regr lize_eq_sp rango_frac_sp
gen E_1 = _b[rango_frac_sp]
*****************************************************************
* Estimación de la varianza del ı́ndice de Erreygers: *
*****************************************************************
*****************************************************************




sca mu_hi = r(mean)
sca sum_hi = r(sum)
gen q_i=cum_sal/sum_hi
gen q_i_1= q_i[_n-1]
replace q_i_1=0 if q_i_1==.
*****************************************************************
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sca d_mu = r(mean)
sca list d_mu
gen dif_d2 =(d_i-d_mu )^2
quietly sum dif_d2
gen var_e_e = 16/(r(n)^2*(bh-ah)^2)*r(sum)
gen st_e_e = sqrt(var_e_e)
3.1.2. Caso de datos ponderados.
Para el caso del cómputo incluyendo los pesos, se debe construir a ri para el caso
ponderado, siguiendo la propuesta realizada por O’donell et al. (2009, p.101). Aśı,













Esta medida de rango fraccional ponderado, corresponde a la suma de los pesos
muestrales (tras haber ordenado el conjunto de datos de forma ascendente desde
el más pobre hasta el más rico) hasta el i − 1, dividido por el total poblacional
estimado N̂ =
∑n
k=1 wk, más el i-ésimo peso muestral dividido por el total po-
blacional estimado y adicionalmente dividido entre dos. Esta propuesta de rwi es
la alternativa de cálculo para la inclusión de los pesos de muestreo, y que seŕıa
la correspondiente a ri en el caso de datos sin ponderar. Otra alternativa para la
estimación del rango fraccional o el rango fraccional ponderado, consiste en una
expresión similar a la anterior, en donde no se incluya el último término pi
2
y la







Entre estas posibilidades para el rango fraccional ponderado se utilizará a rwi,
principalmente por dos razones. La primera de ellas es que rwi tiene como media
ponderada a 0.5, que corresponde con el ĺımite cuando n → ∞ de
∑n
i=1 ri/n, esto
indica que entre mayor sea el valor de n más cercana será la coincidencia con la
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Esto teniendo en cuenta que la parte que se encuentra entre paréntesis de la fórmula
anterior equivalente a (
∑n
i=1 wi)
2 = N̂2; con lo que queda demostrada la primera
propiedad de rwi. La segunda de las razones o propiedades que inclinan el uso de
rwi sobre el de r
′
wi consiste en su suma ponderada. Mientras que la suma ponderada
del rango fraccional que corresponde a N̂/2 en el caso sin ponderar la suma de los
ri es igual a (n+ 1)/2. De otra parte, la suma ponderada de los r
′
wi es mayor a la
de rwi, con lo que parece una mejor aproximación el uso de este último como rango
fraccional ponderado. Con las consideraciones anteriores sobre el rango fraccional
ponderado, el cómputo en Stata del Êh cuando se utilizan los pesos wi puede
realizarse como:
*****************************************************************
*h es la variable de salud, fex el peso o ponderación: *
*****************************************************************
egen rango_normal=rank(h), unique






replace pj=0 if pj==.
gen rango_frac=pj+0.5*pi




de acuerdo a (2.8)
para luego por MCP calcular θ̂ = Êh
qui sum rango_frac [iw=fex]
*****************************************************************
*Se cacula la variaza y media ponderadas del rango fraccional: *
*****************************************************************
sca var_rango=r(Var)
sca mu_rango = r(mean)
gen ri_mean = mu_rango
qui sum salud_i
******************************************************************




sca bh = r(max)
sca list bh
*******************************************************************
* Se construye finalmente la variable respuesta *
* y se corre la regresión: *
*******************************************************************
gen lizq_eq=8*var_rango*salud_i/(bh-ah)
regr lizq_eq rango_frac [pw=fex]
*******************************************************************
* El ı́ndice de Erreygers corresponde a la estimación *




Para el cálculo de la varianza incluyendo los pesos muestrales es necesario usar los
métodos antes descritos, ya sea partir del pleno conocimiento del diseño muestral
para utilizar el enfoque de Linealización de Taylor o, al menos tener identificados
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los estratos en los que se divide la muestra y las UPM para poder realizar la es-
timación de la varianza v́ıa jackknife. Para el primero de los casos no se puede
proveer una programación genérica, pues cada diseño muestral posee sus propias
fórmulas para la estimación de V̂ ar (
∑n
i=1 wici) en (2.9); como alternativa se rea-
lizará un ejemplo particular, el caso de un diseño ESTMAS − MAS o de dos
etapas, en donde en la primera se utiliza una selección estratificada v́ıa Muestreo
Aleatorio Simple y en la segunda un Muestreo Aleatorio Simple; en ambas eta-
pas el diseño considerado se realizará sin remplazo. Teniendo en cuenta que este
trabajo no pretende mostrar particularidades sobre uno u otro diseño muestral se
selecciona el anterior por su simplicidad en los cálculos y por proveer los elemen-
tos necesarios para la estimación del error estándar v́ıa jackknife, al ser este, un
diseño que incluye estratos y etapas. La estimación del error estándar de Êh por
el método de la Linealización de Taylor requiere de las fórmulas adecuadas para la
estimación de la varianza del total t̂c, procedimiento que para el diseño propuesto
puede realizarse sin mayores complejidades. El estimador a utilizar en este ejemplo







donde yk son las observaciones de la variable de interés y πk la probabilidad de
que la unidad k esté en la muestra o simplemente, probabilidad de inclusión.
Para el estimador a utilizar y el diseño propuesto, la estimación de la varianza del




























en donde, T corresponde al número de estratos; t = 1, 2, . . . , T ; NIt es el total de
UPM en el estrato t; nIt es el total de UPM seleccionadas en el estrato t; Ni el
total de USM en la i-ésima UPM seleccionada; ni el total de USM seleccionadas

















Se inicia con el cálculo del denominador de la expresión (2.9)
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sort estrato
gen rf_2 = rango_frac^2
egen s1_denomi = sum(rf_2*fex)
egen s2_1_denomi= sum(rango_frac*fex)
egen s2_2_denomi= sum(fex)
gen denomi = (s1_denomi-(s2_1_denomi^2/s2_2_denomi))^2
gen ti = (lizq_eq-E_0-E_1*rango_frac)*(rango_frac-mu_rango)
by estrato cpm, sort : egen float s2ys2e = sd(ti)
by estrato cpm,:gen var2 = N_CSM^2/nmin_csm*(1-nmin_csm/N_CSM)*s2ys2e
by estrato cpm, sort : egen t_estim1e = sum(ti*sectores/nmin_cpm)
duplicates drop estrato cpm, force
by estrato, sort : egen s2ys1e = sd(t_estim1e)
by estrato, sort : egen s_var2 = sum(var2)
*********************************************************
* var_pe corresponde a las varianzas estimadas de cada *
* uno de los estratos. Para obtener la varianza total *
* solo es necesario realizar la suma *
*********************************************************
by estrato, sort: gen var_pe = \\
sectores^2/nmin_cpm*(1-nmin_cpm/sectores)*s2ys1e \\
+ sectores/nmin_cpm*s_var2
duplicates drop estrato, force
*****************************************************
*var_nume corresponde al numerados de la expresión *
*para la cual ya se calculó al inicio de esta rutina*
su denominador. *
****************************************************
collapse (min) E_U E_1 es_E_1 E_2 es_E_2 st_e_e \\
st_e_e_alt E_1_jk es_E_1_jk denomi (sum) var_nume=var_pe
*****************************************************
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* var_nume/denomi es la varianza estimada, su raı́z *
* cuadrada el error estándar *
*****************************************************
gen es_lt=sqrt(var_nume/denomi)
3.2. Comparación basada en simulaciones de es-
cenarios
3.2.1. Conformación de escenarios para el análisis de Êh y
su error estándar estimado
Para establecer las diferencias existentes entre las posibles estimaciones de Êh y
de las propuestas de estimación de su respectivo error estándar se inicia simulan-
do un universo que agrupa en 5 grupos disyuntos a todos sus integrantes. Dentro
de cada uno de estos grupos o estratos, las unidades de muestreo se encuentran
a su vez agrupadas en Unidades Primarias de Muestreo. Este universo simula-
do quedó conformado por 602.371 observaciones asociadas a los 5 estratos antes
mencionados. Para la realización de los ejercicios fue necesaria la creación de una
variable ficticia que permitiera la configuración de los escenarios salud-NSE. Esta
variable simulada, Xi, tiene como valor mı́nimo a 85; máximo 234; media 149.2 y
desviación estándar 36.3. El resumen de estad́ısticas por estrato son dados en el
siguiente cuadro.
Estrato Número de µ̄X σX Mı́nimo Máximo
observaciones
1 240.677 119,43 20,21 85 154
2 120.496 139,51 20,24 105 174
3 22.153 159,65 20,20 125 194
4 144.632 179,42 20,20 145 214
5 74.413 199,55 20,19 165 234
Cuadro 3.1: Resumen de estad́ısticas por estrato, para la variable simulada Xi
A partir de este universo simulado se construyeron diversas distribuciones de la
variable de salud y el del nivel socioeconómico de la población, con la intención
de obtener valores diferentes del ı́ndice. La premisa en la simulación buscaba que
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un cierto porcentaje de la población más pobre acumulará otro tanto de la va-
riable de salud. Para ello se generaron percentiles con la intención de construir
992 = 9, 801 escenarios diferentes de configuración, iniciando desde el caso en el
que el 1% de la población más pobre acumula el 1% de la variable de salud, hasta
en el que el 99% de la población más pobre acumula el 99% de la variable de salud.
Para cada una de las configuraciones simuladas se seleccionaron muestras estrati-
ficadas bietápicas, en donde en cada etapa se utilizó un diseño MAS sin remplazo.
Con base en estos escenarios, se calculó Êh y su respectiva estimación de error
estándar, utilizando la ráız cuadrada de (2.3), (2.9) y (2.10), según corresponda,
aśı como los obtenidos a partir de la estimación v́ıa MCP y MCO de (2.8). A
continuación se analizarán los resultados obtenidos.
3.2.2. Resultados obtenidos para Êh
En esta sección se compararán los resultados sobre Êh cuando es estimado hacien-
do uso de los pesos muestrales, y cuando no son tenidos en cuenta. Si se comparan
los resultados obtenidos para Êh con y sin factores de expansión, estos no difieren
de forma importante, pues de la totalidad de escenarios en el 99.5% las diferencias
porcentuales entre una y otra estimación son menores a ±3%. A pesar de que los
escenarios incluyeron situaciones extremas, como que el 1% de la población más
pobre acumulará el 99% de la variable de salud, los valores máximo y mı́nimo que
alcanzó el ı́ndice se pueden catalogar como lejanos a los teóricos: -1 y +1. Como
lo expresa Erreygers (2009a) los valores máximos y mı́nimos del ı́ndice se alcanzan
en situaciones bastante particulares y poco probables de ocurrir en la vida real.
En su trabajo establece que los ĺımites del ı́ndice vienen dados por
−
4(bh − µ̂h)(ah − µ̂h)
(bh − ah)2
≤ Ê(h) ≤ +
4(bh − µ̂h)(ah − µ̂h)
(bh − ah)2
. (3.2)
De la expresión anterior, se puede ver que cuándo µ̂h → ah ó µ̂h → bh lo ĺımites
tienen a cero, mientras que si µh =
(bh−ah)
2
los ĺımites son respectivamente -1 y 1,
situación que se podŕıa satisfacer solo cuando n es par y en la población observada
no hay personas que no sean ni ricas ni pobres.
Teniendo en cuenta cómo fueron generados los datos para el ejercicio, es de es-
perarse que no se satisfaga dicha condición. El ĺımite inferior encontrado en el
ejercicio para los casi 10,000 arreglos diferentes de las variables de salud e ingresos
es de −0, 668, mientras que el valor más alto encontrado se ubica en 0, 397. Estos
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ĺımites coincidieron en sus dos primeros decimales para el cálculo con y sin el uso
de los pesos muestrales.
Dentro de los resultados del ejercicio se observa que el signo que mostrará el ı́ndice
se puede deducir prácticamente con solo con ver las configuraciones utilizadas para
la construcción de cada escenario. Si llamamos PS = 1, 2, . . . , 99 a los porcentajes
acumulados de la variable de salud y PI = 1, 2, . . . , 99 a los porcentajes acumu-
lados de la variable de NSE, la pareja ordenada (PI;PS) indica que el PI por
ciento de la población más pobre acumula el PS por ciento de la variable de salud.
Regresando a los signos de los ı́ndices estimados se tiene que el signo del ı́ndice
es negativo y permanece constante siempre y cuando PI ≤ PS, en el caso en el
que no se cumpla esta condición el signo del ı́ndice cambiará por el opuesto. Es-
ta condición se cumple bastante bien para casi todos los escenarios, mostrandose
alguna excepción a la regla solo cuando PI y PS corresponden a escenario s de
poblaciones equitativas, y en donde los ı́ndices estimados son cercanos a cero.
Solo en tres de los casos los signos del ı́ndice ponderado y el ı́ndice sin ponderar
fueron diferentes. En el caso en el que el 29% de la población más pobre acu-
muló el 29% de la variable de salud; en el que el 30% de la población más pobre
tiene el 30% de la variable de salud, y el caso en el que el 50% de la pobla-
ción más pobre acumula el 50% de la variable de salud. Para cada uno de los
casos antes mencionados, los ı́ndices con ponderación o sin ella son respectiva-
mente 0,00000836 y -0,0000814 para el escenario (PI, PS) = (29, 29); 0,0000311 y
-0,0000587 para el escenario (PI;PS) = (30; 30), y, 0,000030 y -0,000018 para el
escenario (PI;PS) = (50; 50).
Las estimaciones de Êh obtenidas por MCO (ÊMCO) o por MCP, (ÊMCP ) deben
evaluarse más allá de las similitudes que entre estas se observen. El interés princi-
pal consiste en evaluar qué tan cercanas son estas dos alternativas de estimación
con relación al ı́ndice calculado para el universo simulado. Para realizar esta eva-
luación de las estimaciones ÊMCP y ÊMCO se tomaron algunos de los escenarios
(PI;PS) que dieran como resultado las diferentes magnitudes de Êh. Para cada
valor particular de (PI;PS) se calculó en el universo simulado al ı́ndice (1.14), EU ,
y se seleccionaron 100 muestras ESTMAS-MAS calculando en cada una de ellas los
valores de ÊMCO y ÊMCP . Aśı, cada configuración particular (PI;PS) arrojó un





EMCP respectivamente. Finalmente se compararon estos
promedios con el valor del ı́ndice en el universo simulado obteniendo los resultados
del Cuadro 3.2.





EMCP /EU − 1)100% ÊMCO (
¯̂
EMCO/EU − 1)100%
-0.6208 -0.6193 -0.2% -0.6174 -0.6%
-0.5761 -0.5752 -0.1% -0.5735 -0.4%
-0.5455 -0.5450 -0.1% -0.5451 -0.1%
-0.5185 -0.5188 0.0% -0.5140 -0.9%
-0.4800 -0.4791 -0.2% -0.4761 -0.8%
-0.4667 -0.4660 -0.1% -0.4617 -1.1%
-0.4286 -0.4297 0.3% -0.4341 1.3%
-0.4241 -0.4235 -0.1% -0.4166 -1.8%
-0.3809 -0.3802 -0.2% -0.3739 -1.8%
-0.3004 -0.3006 0.1% -0.3033 1.0%
-0.3000 -0.3002 0.1% -0.2945 -1.8%
-0.2527 -0.2546 0.7% -0.2491 -1.4%
-0.2397 -0.2393 -0.2% -0.2378 -0.8%
-0.2182 -0.2181 0.0% -0.2134 -2.2%
-0.1858 -0.1858 0.0% -0.1813 -2.4%
-0.1715 -0.1689 -1.5% -0.1648 -3.9%
-0.1078 -0.1078 0.1% -0.1063 -1.4%
-0.0998 -0.0994 -0.4% -0.0969 -3.0%
-0.0890 -0.0897 0.8% -0.0874 -1.8%
-0.0001 0.0002 -373.2% 0.0002 -385.2%
0.0001 -0.0004 -741.0% -0.0005 -799.2%
0.0001 0.0009 948.1% 0.0009 956.7%
0.0805 0.0817 1.5% 0.0819 1.7%
0.0936 0.0934 -0.2% 0.0919 -1.9%
0.0947 0.0932 -1.6% 0.0912 -3.7%
0.1203 0.1203 0.0% 0.1204 0.1%
0.1502 0.1513 0.7% 0.1517 1.0%
0.1605 0.1576 -1.8% 0.1578 -1.6%
0.1669 0.1684 0.9% 0.1686 1.1%
0.1714 0.1715 0.0% 0.1717 0.2%
0.2001 0.1994 -0.4% 0.2010 0.4%
0.2183 0.2186 0.1% 0.2199 0.7%
0.2354 0.2349 -0.2% 0.2355 0.1%
0.2402 0.2405 0.1% 0.2424 0.9%
0.2438 0.2442 0.2% 0.2420 -0.7%
0.2727 0.2743 0.6% 0.2771 1.6%
0.2796 0.2827 1.1% 0.2849 1.9%
0.2918 0.2919 0.0% 0.2942 0.8%
0.3103 0.3121 0.6% 0.3153 1.6%
0.3277 0.3277 0.0% 0.3311 1.0%
0.3314 0.3308 -0.2% 0.3298 -0.5%
0.3634 0.3614 -0.5% 0.3642 0.2%
0.3792 0.3795 0.1% 0.3816 0.6%
0.3915 0.3915 0.0% 0.3914 0.0%
Cuadro 3.2: Resultados de la simulación para ÊMCP y ÊMCO





proveen buenas estimaciones de EU pues las diferencias porcentuales obtenidas
son pequeñas para casi todos los casos. Sin embargo tres casos particulares mues-




EMCO. Particularmente se trata de valores del ı́ndice cercanos a cero, que indican
escenarios (PI;PS) de gran equidad y en los que las estimaciones realizadas sobre-
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estiman considerablemente al valor poblacional. Con base en este ejercicio no es
posible determinar si la tendencia de ÊMCP es a sobre o sub estimar a EU , puesto
que en 21 de los casos
¯̂
EMCP > EU y en los 23 restantes ocurre lo contrario. Por el
lado de ÊMCO son 19 casos en los que
¯̂
EMCO > EU contra 25 en los que ocurre lo
contrario, siendo aún arriesgado afirmar si ÊMCO tiende a subestimar a EU o no;
aunque quedando claro que los dos estimadores propuestos, ÊMCP y ÊMCO son
buenas opciones para EU , al menos para este escenario en particular y cuando la
población objeto no se encuentre en situación equidad perfecta o casi perfecta.
3.2.3. Comparación de las estimaciones del error estándar
de Êh para el universo simulado
En esta sección se realizarán las comparaciones de los diferentes métodos de esti-
mación del error estándar de Êh que se mostraron durante el desarrollo del trabajo.
Se hará referencia a la estimación del error estándar obtenido del paquete estad́ısti-
co Stata, al estimar v́ıa MCP a θ en (2.8) (SEMCP ) y v́ıa MCO (SEMCO); a la
estimación utilizando la ráız cuadrada de (2.3) sin tener en cuenta los pesos de
muestreo(SEKW ); a la estimación utilizando la ráız cuadrada de (2.3) teniendo en
cuenta los pesos de muestreo (SEKWP ); la estimación del error estándar de Êh con
el enfoque jackknife (SEJK) obtenido de estimar los parámetros de la regresión
utilizando los procedimientos svy de Stata, y la estimación del error estándar de Êh
cuando se utiliza el método de Linealización de Taylor (SELT ), que resulta en (2.9).
El caso de las estimaciones de los errores estándar es diferente al de la estimación
de los ı́ndices, pues las diferencias de las estimaciones obtenidas por los diferentes
métodos son más evidentes y recurrentes, que en el caso de las estimaciones de Êh
por MCO o MCP (ver Gráfico 1). Para este análisis, al igual que el realizado sobre
las estimaciones de Êh en la sección anterior, se estimarán los errores estándar
por los diferentes métodos mencionados a lo largo del trabajo, cada uno a partir
de las 100 muestras seleccionadas para los escenarios (PI;PS) que dieron como
resultado el Cuadro 3.2.
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Figura 2. ÊMCP y errores estándar SEMCP , SEMCO y SEKW
Como valores de referencia para medir qué tan buena es una u otra estimación del
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La estimación del error estándar de Êh obtenido como salida del paquete Stata
y en la que se usan los pesos de muestreo, generalmente resulta subestimado, al
menos para el caso particular que se viene trabajando en este caṕıtulo. El uso de
la alternativa que se denominó como SEKWP es a todas luces la menos adecuada,
al obtenerse diferencias porcentuales de más del 700% entre dicha estimación y
la desviación estándar de la varianza de las estimaciones de ÊMCP . La alternativa
de estimación jackknife, SEJK se muestra como la mejor, pues sus valores son




que los que se han podido observar con el
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uso de otros métodos de estimación del error. Finalmente, el error estándar SELT ,
obtenido a partir de la Linealización de Taylor generalmente es sobre estimado,
sin una tendencia clara de si esta sobre estimación ocurre en mayor medida en





S̄EMCP (B/A− 1)100% S̄EKWP (C/A− 1)100%
(A) (B) (C)
-0.6208 0.006 0.004 -34.9% 0.029 348.2%
-0.5761 0.005 0.004 -24.4% 0.027 422.6%
-0.5455 0.003 0.004 34.3% 0.025 792.1%
-0.5185 0.011 0.004 -59.4% 0.038 245.7%
-0.4800 0.007 0.004 -39.7% 0.032 371.4%
-0.4667 0.010 0.004 -57.9% 0.037 257.5%
-0.4286 0.019 0.005 -74.8% 0.046 144.8%
-0.4241 0.013 0.005 -57.5% 0.050 294.5%
-0.3809 0.012 0.005 -60.0% 0.045 268.9%
-0.3004 0.011 0.005 -51.7% 0.043 304.4%
-0.3000 0.010 0.005 -50.3% 0.046 351.6%
-0.2527 0.012 0.005 -56.4% 0.048 290.2%
-0.2397 0.006 0.005 -16.9% 0.041 557.6%
-0.2182 0.010 0.005 -47.2% 0.045 362.6%
-0.1858 0.011 0.005 -52.3% 0.047 310.8%
-0.1715 0.011 0.005 -52.6% 0.044 306.5%
-0.1078 0.006 0.005 -14.0% 0.040 586.9%
-0.0998 0.008 0.006 -24.9% 0.051 504.4%
-0.0890 0.007 0.004 -33.2% 0.036 447.3%
-0.0001 0.004 0.005 11.8% 0.039 786.9%
0.0001 0.004 0.004 6.5% 0.035 744.6%
0.0001 0.004 0.005 12.1% 0.038 789.2%
0.0805 0.009 0.004 -55.3% 0.034 269.7%
0.0936 0.006 0.005 -18.8% 0.042 549.5%
0.0947 0.007 0.006 -16.5% 0.047 570.6%
0.1203 0.010 0.004 -54.2% 0.037 285.9%
0.1502 0.010 0.005 -53.3% 0.039 295.2%
0.1605 0.012 0.005 -56.2% 0.043 276.1%
0.1669 0.012 0.005 -58.3% 0.045 260.6%
0.1714 0.013 0.005 -61.5% 0.045 234.1%
0.2001 0.011 0.005 -56.6% 0.042 270.3%
0.2183 0.007 0.005 -25.6% 0.039 489.3%
0.2354 0.016 0.005 -65.9% 0.047 203.8%
0.2402 0.015 0.005 -66.0% 0.045 196.4%
0.2438 0.007 0.005 -20.6% 0.042 537.9%
0.2727 0.012 0.005 -55.4% 0.044 283.5%
0.2796 0.015 0.005 -64.3% 0.047 218.7%
0.2918 0.009 0.005 -44.6% 0.041 349.2%
0.3103 0.014 0.005 -61.6% 0.045 236.7%
0.3277 0.014 0.005 -64.6% 0.045 214.7%
0.3314 0.006 0.005 -16.1% 0.040 549.6%
0.3634 0.009 0.005 -47.6% 0.041 331.0%
0.3792 0.007 0.005 -33.2% 0.038 424.2%
0.3915 0.005 0.005 -0.2% 0.035 651.0%
Cuadro 3.3: Resultados de la simulación para SEMCP , SEKWP
y





S̄EJK (D/A− 1)100% S̄ELT (E/A− 1)100%
(A) (D) (E)
-0.6208 0.006 0.008 29.7% 0.012 83.5%
-0.5761 0.005 0.008 49.8% 0.012 120.0%
-0.5455 0.003 0.006 122.2% 0.011 308.4%
-0.5185 0.011 0.010 -7.9% 0.012 8.8%
-0.4800 0.007 0.008 22.5% 0.012 75.6%
-0.4667 0.010 0.009 -8.9% 0.012 17.8%
-0.4286 0.019 0.013 -31.7% 0.012 -35.3%
-0.4241 0.013 0.011 -10.4% 0.013 2.3%
-0.3809 0.012 0.010 -17.1% 0.013 2.2%
-0.3004 0.011 0.008 -25.4% 0.013 17.9%
-0.3000 0.010 0.010 -6.2% 0.013 26.2%
-0.2527 0.012 0.010 -17.5% 0.013 3.3%
-0.2397 0.006 0.006 3.7% 0.013 107.1%
-0.2182 0.010 0.009 -7.1% 0.013 34.5%
-0.1858 0.011 0.010 -12.1% 0.012 5.7%
-0.1715 0.011 0.009 -14.2% 0.012 12.1%
-0.1078 0.006 0.005 -7.7% 0.013 115.5%
-0.0998 0.008 0.008 -8.5% 0.015 79.4%
-0.0890 0.007 0.006 -7.6% 0.011 71.2%
-0.0001 0.004 0.005 8.4% 0.012 174.5%
0.0001 0.004 0.004 5.2% 0.010 141.8%
0.0001 0.004 0.005 10.4% 0.011 167.1%
0.0805 0.009 0.008 -8.8% 0.009 3.5%
0.0936 0.006 0.006 -12.7% 0.013 104.0%
0.0947 0.007 0.007 -5.8% 0.014 104.4%
0.1203 0.010 0.007 -22.3% 0.011 9.0%
0.1502 0.010 0.008 -24.3% 0.011 11.5%
0.1605 0.012 0.010 -16.8% 0.011 -1.7%
0.1669 0.012 0.010 -18.8% 0.012 -6.9%
0.1714 0.013 0.010 -25.5% 0.012 -14.2%
0.2001 0.011 0.008 -28.3% 0.012 3.5%
0.2183 0.007 0.006 -16.0% 0.012 84.4%
0.2354 0.016 0.010 -33.5% 0.012 -22.5%
0.2402 0.015 0.009 -38.1% 0.012 -20.3%
0.2438 0.007 0.007 1.4% 0.013 97.8%
0.2727 0.012 0.009 -21.0% 0.012 6.6%
0.2796 0.015 0.010 -29.1% 0.012 -16.5%
0.2918 0.009 0.007 -25.4% 0.013 37.2%
0.3103 0.014 0.010 -25.2% 0.012 -8.0%
0.3277 0.014 0.010 -27.2% 0.012 -13.8%
0.3314 0.006 0.006 5.2% 0.013 112.6%
0.3634 0.009 0.007 -20.7% 0.013 34.1%
0.3792 0.007 0.007 -8.3% 0.013 74.8%
0.3915 0.005 0.006 26.2% 0.013 170.3%
Cuadro 3.4: Resultados de la simulación para SEJK y SELT
Como se pudo establecer antes, las estimaciones ÊMCP y ÊMCO son en general
similares, por lo que podŕıa pensarse en ignorar los pesos de muestreo en el cálculo




con los respectivos valores de S̄EKW y S̄EMCO se observa (ver Cuadro 3.5) la
tendencia de ambos métodos a subestimar los errores estándar; siendo en buena
parte de los casos menor el sesgo cuando se utiliza a SEKW . En todos los casos,
los errores estándar estimados no responden a la magnitud del ı́ndice Êh, es decir,
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no se observan sesgos sistemáticamente mayores o menores si se trata de una





S̄EMCO (B/A− 1)100% S̄EKW (C/A− 1)100%
(A) (B) (C)
-0.6208 0.007 0.005 -29.0% 0.004 -46.4%
-0.5761 0.006 0.005 -17.5% 0.004 -37.2%
-0.5455 0.003 0.004 59.8% 0.003 13.0%
-0.5185 0.011 0.005 -58.6% 0.005 -56.6%
-0.4800 0.007 0.005 -36.0% 0.004 -42.0%
-0.4667 0.010 0.005 -56.4% 0.005 -54.9%
-0.4286 0.018 0.005 -74.7% 0.006 -68.4%
-0.4241 0.013 0.005 -62.5% 0.006 -50.1%
-0.3809 0.012 0.004 -64.1% 0.006 -53.4%
-0.3004 0.010 0.005 -55.7% 0.005 -47.5%
-0.3000 0.010 0.004 -57.2% 0.006 -42.4%
-0.2527 0.012 0.004 -66.7% 0.006 -50.3%
-0.2397 0.006 0.006 -9.3% 0.005 -17.4%
-0.2182 0.010 0.004 -55.7% 0.006 -41.1%
-0.1858 0.011 0.004 -67.2% 0.006 -47.3%
-0.1715 0.011 0.004 -66.4% 0.006 -48.2%
-0.1078 0.006 0.006 -3.0% 0.005 -14.2%
-0.0998 0.008 0.006 -22.7% 0.006 -22.4%
-0.0890 0.006 0.003 -55.7% 0.004 -30.2%
-0.0001 0.004 0.006 24.5% 0.005 10.5%
0.0001 0.004 0.003 -17.9% 0.004 8.0%
0.0001 0.004 0.005 12.2% 0.005 11.5%
0.0805 0.009 0.003 -71.8% 0.004 -53.2%
0.0936 0.006 0.006 -6.6% 0.005 -17.4%
0.0947 0.007 0.006 -8.8% 0.006 -14.7%
0.1203 0.010 0.003 -69.0% 0.005 -51.0%
0.1502 0.010 0.003 -66.1% 0.005 -49.7%
0.1605 0.011 0.003 -69.6% 0.005 -51.8%
0.1669 0.012 0.004 -71.0% 0.006 -54.1%
0.1714 0.013 0.004 -73.2% 0.006 -57.6%
0.2001 0.011 0.004 -66.1% 0.005 -52.8%
0.2183 0.007 0.005 -28.4% 0.005 -23.9%
0.2354 0.015 0.004 -73.9% 0.006 -61.1%
0.2402 0.015 0.004 -72.5% 0.006 -61.8%
0.2438 0.007 0.006 -12.3% 0.005 -20.0%
0.2727 0.011 0.004 -61.4% 0.006 -50.5%
0.2796 0.015 0.004 -70.6% 0.006 -59.3%
0.2918 0.009 0.005 -47.0% 0.005 -41.3%
0.3103 0.013 0.004 -66.0% 0.006 -56.5%
0.3277 0.014 0.004 -68.3% 0.006 -59.6%
0.3314 0.006 0.006 -10.9% 0.005 -19.0%
0.3634 0.009 0.005 -47.5% 0.005 -43.5%
0.3792 0.007 0.005 -28.6% 0.005 -30.1%
0.3915 0.005 0.005 6.7% 0.004 -5.5%
Cuadro 3.5: Resultados de la simulación para SEMCO y SEKW
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3.3. Inequidad en nutrición a partir de la ENSIN
2010
Para ilustrar los resultados obtenidos en esta tesis se utilizarán los datos de la
Encuesta Nacional de la Situación Nutricional en Colombia 2010 (ENSIN-2010),
iniciativa de Profamilia, el Instituto Nacional de Salud, Bienestar Familiar y el
Ministerio de Protección Social. Se agradece al Instituto Colombiano de Bienestar
Familiar por facilitar los microdatos de la encuesta.
3.3.1. Descripción de la encuesta
La ENSIN 2010, es una encuesta a hogares que tiene como objetivo “el estimar la
prevalencia de los principales problemas nutricionales que afectan a la población
colombiana y algunos de sus determinantes, como insumo que brinde información
de gran importancia para apoyar la toma de decisiones poĺıticas y técnicas en su
intervención” (MPS, 2011). Esta encuesta recolecta información de personas en
hogares a través de una muestra probabiĺıstica, de conglomerados, estratificada y
polietápica. En la primera etapa se seleccionaron municipios; en la segunda man-
zanas o, secciones rurales; en la tercera etapa segmentos censales y el la cuarta
personas. La estratificación fue realizada teniendo en cuenta las caracteŕısticas
propias de los municipios, como tamaño de la población en la cabecera municipal,
relación urbano-rural, Índice de Necesidades Básicas Insatisfechas, proporción de
la población en nivel 1 del SISBEN y vecindad geográfica1.
La muestra recolectada corresponde a 50.670 hogares y 162.331 personas y recoge
información sobre seguridad alimentaria en el hogar; antropometŕıa; bioqúımica;
lactancia materna y complementaria; actividad f́ısica; ver televisión y jugar con
video juegos; autopercepción del peso corporal, y prácticas de alimentación de in-
terés en nutrición y salud pública. Para esta ilustración emṕırica se utilizarán los
datos antropométricos de la población encuestada. Los ejercicios a realizar tendrán
como base el Índice de Masa Corporal en población de 18 a 64 años. Esta medida
relaciona la estatura y el peso y determina si la persona se encuentra en bajo peso,
peso normal, sobrepeso y obesidad. No se tiene en cuenta a la población menor
de 18 años, ya que los IMC son particulares para la población joven, generando
inconvenientes en la medición.
1Las especificidades de los diseños muestrales en cada etapa, aśı como los métodos utilizados
para el cálculo de los factores de expansión no están disponibles en la documentación disponible,
por lo que no se pueden dar al lector las precisiones sobre estos aspectos técnicos en los que
pudiera estar interesado
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Como variable del Nivel Socio-Económico de la población se utilizará el Índice
de Riqueza, que ha sido calculado e incluido en las bases de datos oficiales de la
encuesta como alternativa a variables usuales como las de ingreso monetario.
El Índice de Riqueza fue construido para esta encuesta por el Measure Demograp-
hic and Health Surveys, entidad especializada en dar asistencia técnica a encuestas
cuyo propósito principal sea el de aportar al conocimiento de las tendencias de la
salud de la población en páıses en desarrollo.
A continuación se muestra una traducción libre de la descripción que del ı́ndice se
puede encontrar en la página Web de Measure DHS
http://www.measuredhs.com/topics/Wealth-Index.cfm
El ı́ndice ha sido definido como una medida compuesta del estándar de vida por
acumulación de los hogares. Este ı́ndice se calcula a partir de las propiedades o
tenencia de bienes de los hogares, tales como televisores y bicicletas; del material
usado en la construcción de la vivienda; el tipo de acceso al agua y los equipa-
mientos sanitarios.
Estas caracteŕısticas de los hogares son ponderadas posteriormente utilizando
análisis de componentes principales. Los puntajes obtenidos, son estandarizados
con base en una distribución normal de media cero y varianza uno, para finalmente
construir quintiles de riqueza.
A cada hogar se le asigna un puntaje estandarizado para cada activo, donde la
puntuación es diferente dependiendo de si posee o no el bien al que corresponde
la puntación o por otras condiciones del hogar como el número de personas por
cuarto. Estas calificaciones se suman para cada hogar y se generaliza para los in-
dividuos de acuerdo a la puntuación total del hogar en que residen.
El Índice de Masa Corporal -IMC- es un indicador que relaciona el peso con la
talla del individuo y que permite identificar el déficit, la normalidad y el exceso
de peso. Para la población sujeto de la medición, se cuenta con unos valores de
referencia únicos basados en la propuesta de la OMS (definición tomada de manera





Delgadez o desnutrición < 18, 5kg/m2,
Normal ≥ 18, 5− < 25, 0kg/m2
Sobrepeso o preobesidad ≥ 25, 0− 30, 0kg/m2
Obesidad ≥ 30kg/m2
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En la siguiente gráfica se puede establecer que la mayor parte de la población se
encuentra en valores adecuados de IMC. Es más probable, encontrar población con
sobrepeso y obesidad que delgadez o desnutrición. Para el ejercicio, se estimará a
Êh v́ıa MCP y MCO, y sobre dichas estimaciones se calcularán los respectivos















10 20 30 40 50 60
IMC
Figura 3. Distribución del IMC en la población y valores de referencia para su
interpretación
Se calcularon los valores de los ı́ndices con y sin los pesos de muestreo, y los errores
estándar fueron obtenidos v́ıa MCP, MCO y (2.3).
Región ÊMCP ÊMCO SEMCP SEMCO SEKW
Nacional 0.0395 0.0395 0.0008659 0.0007126 0.0006899
Atlántica 0.0556 0.0494 0.0018639 0.0016533 0.0016168
Oriental 0.0365 0.0398 0.0020189 0.0018785 0.0018452
Central 0.0377 0.0336 0.0018167 0.001477 0.0014437
Paćıfica 0.0413 0.0477 0.0020595 0.0020211 0.0020009
Bogotá 0.0288 0.0288 0.0029043 0.0029581 0.0029058
Antiguos territorios nacionales 0.0382 0.0435 0.0024187 0.0017166 0.0016578
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Cuadro 3.6: Resultados por región de Êh para IMC según método de cálculo
De izquierda a derecha en el Cuadro 3.6 se tiene al ı́ndice calculado con pesos de
muestreo, al valor obtenido al calcularlo sin el uso de los pesos, el error estándar
obtenido v́ıa MCP, el error estándar obtenido v́ıa MCO y el error estándar obte-
nido de (2.3).
Los valores del ı́ndice son en todos los casos positivos, lo que indica que existe un
concentración de la variable de salud, en este caso el IMC, hacia los ricos. Excepto
por la estimación para Bogotá, en todos los casos la estimación del error v́ıa MCP
es la mayor. Para el caso de la capital el error estándar mayor es el obtenido v́ıa
MCO. Las estimaciones del error estándar por MCO y por la fórmula propuesta
en este trabajo (2.3) son bastante similares pues coinciden para algunas de las
regiones hasta en el cuarto decimal.
En términos de interpretación del fenómeno social, las estimaciones de Êh muestran
para todas las regiones una concentración del IMC para la población más rica.
Las regiones en las que en mayor magnitud se observa esta concentración son la
Paćıfica y la Atlántica, mientras que Bogotá es la región en la que en menor medida
se observa esta concentración.
Conclusiones
La independencia de la media de la variable de salud que tiene el ı́ndice Êh
es una ventaja no solo en términos conceptuales sino a la hora del cálculo de
las expresiones para la varianza que la simplifican al ser comparada con las
obtenidas para Ĉh
Basándose en los ejercicios de simulación, la estimación Êh ya sea por MCP
incluyendo los pesos de muestreo o por MCO si se deciden ignorar, resultan
ser buenas estimaciones de EU . Las configuraciones del universo en las que
las estimaciones ÊMCP y ÊMCO son menos precisas ocurren cuando en la
población existe equidad casi perfecta y la estimación del ı́ndice resulta muy
cercana a cero.
De los ejercicios realizados, la estimación del error estándar por el método
de jackknife resulta ser la de menores diferencias porcentuales con el error
estándar estimado para el total de muestras de los ejercicios realizados. Si
bien los resultados obtenidos de los ejercicios de simulación para la estimación
del error estándar con el enfoque de Linealización de Taylor no presentan el
mismo comportamiento que los obtenidos por el jackknife, śı resultan siendo
de los mejores en precisión promedio. Por lo tanto se recomienda no ignorar
en ningún caso práctico los elementos propios de los diseños muestrales con
los que se trabaje y utilizar las metodoloǵıas que consideren no solo la pon-
deración obtenida de los pesos muestrales, sino elementos propios del diseño
como los estratos y las etapas .
La magnitud del ı́ndice por śı solo no es fácil de interpretar, pues no existen
reglas que determinen si un determinado valor de Êh resulta adecuado o
no para una población. En cambio, el signo del ı́ndice por śı solo indica
qué población concentra en mayor proporción a la variable de salud de interés,
si la población más rica o la más pobre. Para la interpretación de la magnitud,
es necesario realizar ejercicios de comparación, ya sea en el tiempo o entre
regiones, con el fin de identificar si las condiciones del territorio o la época




A.1. Programa en SAS para la generación de
universo simulado, la selección de muestra
y la configuración de las distribuciones de
la variable de salud e ingreso
***************************************************************
* La siguiente rutina crea un universo de 5 estratos cada uno*
* con un número determindo de upm, cada una de ellas con un *
* número de usm. La variable de interés X fue construida para *
* que al ser agrupada por estratos, se evidencie una menor *
* varianza que si no se estratifica.; *
***************************************************************
data genera (keep=estrato sectores cpm csm x z );
do estrato =1 to 5;
sectores = int(42+80*(ranuni(0)-0.5));
do cpm=1 to sectores;
secciones=int(3000+5000*(ranuni(0)-0.5));








*Se guarda la tabla con el universo:
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*la variable x no corresponde ni a la variable
*de salud ni a la de NSE pero será la base para
*configurarlas;






create table genera2 as select max(z) as z,
max(count) as lim from genera1;quit;





limper = lim / 100;





if num>limper then do;
num=1;
percentil+1;
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*********************************************************
* el paso que sigue es el de seleccionar una muestra, *
* hay que tener en cuenta que por estratos se debe *
* seleccionar una muestra. *
********************************************************;






create table mues_cpm2 as select max(estrato) as estrato,
max(cpm) as cpm from mues_cpm1 group by estrato, cpm;quit;
proc sql;
create table mues_cpm2_1 as select*, max(cpm) as n_cpm




if first.estrato then cuenta = 0;
cuenta +1;
p_cpm = 0.3; *este es el porcentaje de muestra de cpm a seleccionar;
nmin_cpm = int(n_cpm*p_cpm)+1;
if nmin_cpm = 1 then nmin_cpm = 2;
ale =ranuni(0);
run;




where cuenta <= nmin_cpm;
run;
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proc sort data =mues_cpm4;by estrato cpm;run;








create table mues_csm1 as select max(estrato) as estrato,
max(cpm) as cpm, max(csm) as csm from genera4





p_csm = 0.05; *porcentaje de muestra de csm;
run;
proc sql;
create table mues_csm3 as select*,
sum(z) as n_csm from mues_csm2 group by estrato, cpm;quit;









*Esta es la muestra de los csm;
data mues_csm5;




proc sort data = mues_csm5;by estrato cpm csm;
proc sort data = genera4;by estrato cpm csm;run;
data genera5;
merge genera4(in=a) mues_csm5(in=b);
by estrato cpm csm;
if b;
*fex es el factor de expansión
fex = n_cpm/nmin_cpm * n_csm/nmin_csm;
run;
*genera5 contiene la muestra seleccionada
*****************************************
* ahora es necesario generar los *






*&c1 estos se varian entre 1 y 99 caso1=x indica que el x% *
*de la población tiene el y% de los recursos caso2 =(100-y)*
************************************************************
caso1=&c1.;





Se inicia el ejercicio haciendo la variabe de salud
*igual para todos los individuos que pertenezcan al
*mismo grupo, el de pobres y el de no pobres;
***************************************************







create table salud_b as select*,
sum(a_i) as t_ai from salud_a group by grupo;quit;
proc sql;
create table salud_c as select*,





Se utilizan los valores de t_hi y t_hi para incluir
perturbaciones a la variable de salud y que no se
convierta en un escenario de solo 2 posibles valores
****************************************************






finalmente el universo con la configuración que
le corresponda se pega a la muestra antes seleccionada,
es decir la muestra siempre es igual en número de individuos
upm y usm seleccionadas, lo que cambian es las confi-
guraciones del universo
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************************************************************
proc sort data =salud;by estrato cpm csm;run;
data salud_final;
merge genera5(in=a)salud(in=b);




La tabla verifica se construye con la intención de verificar
que los escenarios construidos sı́ correspondan a las distribuciones
de la variable de salud y NSE que se querı́an construir
*******************************************************************
proc sql;
create table verifica as select max(percentil) as percentil,
sum(salud_i*fex) as tsalud from salud_final group by percentil;quit;
**********************************************************
Se exportan los resultados para ser trabajados en STATA
**********************************************************
proc export data= work.salud_final
outfile= "c:\cesar\tesis\estmas - mas\estratos_&c1._&c2..csv"
dbms=csv replace;
run;
proc export data= work.verifica





A.2. Programa en STATA para el cálculo de los
errores estándar y los ı́ndices de Erreygers
para la totalidad de escenarios del universo
simulado.
*********************************************************
* Programa para el cálculo de los errores estándar *
* del ı́ndice de concentración en salud de Erreygers *
*********************************************************
*Se importan los datos para los cálculos
cd "C:\Cesar\Tesis\ESTMAS - MAS"
set more off
forvalues i=1(1)99{
forvalues j = 1(1)99{
insheet using Estratos_‘i’_‘j’.csv, comma clear
*Lo primero que se realizará es el cálculo del ı́ndice de concentración*







replace wj=0 if wj==.
gen rango_frac=wj+0.5*wi
*Se construye el ı́ndice a partir de la regresión ponderada
qui sum rango_frac [iw=fex]
sca var_rango=r(Var)
sca mu_rango = r(mean)




sca bh = r(max)
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sca list bh
gen lizq_eq=8*var_rango*salud_i/(bh-ah)
regr lizq_eq rango_frac [pw=fex]
sca E_1 =_b[rango_frac]
sca E_0 = _b[_cons]
sca es_E_1=_se[rango_frac]
*********************************************************










*Ahora se calculará el ı́ndice y la varianza sin ponderar*








sca var_rang_sp = r(Var)
gen lize_eq_sp =8*var_rang_sp*salud_i/(bh-ah)
regr lize_eq_sp rango_frac_sp
gen E_2 = _b[rango_frac_sp]
gen es_E_2=_se[rango_frac_sp]
**********************************************************
*Ahora se calculará la varianza utilizando la fórmula que*





sca mu_hi = r(mean)
sca sum_hi = r(sum)
gen q_i=cum_sal/sum_hi
gen q_i_1= q_i[_n-1]
replace q_i_1=0 if q_i_1==.
gen d_i=2*salud_i*rango_frac_sp-mu_hi*(q_i+q_i_1)-(salud_i-mu_hi)
quietly sum d_i
sca d_mu = r(mean)
sca list d_mu
gen dif_d2 =(d_i-d_mu )^2
quietly sum dif_d2
gen var_e_e = 16/(r(N)^2*(bh-ah)^2)*r(sum)
gen st_e_e = sqrt(var_e_e)
**********************************************************
*Ahora se calculará la varianza utilizando la fórmula (3.4)*
*modificada para el uso de los pesos *
**********************************************************
gen cum_sal_alt=sum(salud_i*fex)
quietly sum(salud_i) [iw = fex]
sca mu_hi_alt = r(mean)
sca sum_hi_alt = r(sum)
gen q_i_alt=cum_sal_alt/sum_hi_alt
gen q_i_1_alt= q_i_alt[_n-1]
replace q_i_1_alt=0 if q_i_1_alt==.
gen d_i_alt=2*salud_i*rango_frac-mu_hi_alt*(q_i_alt+q_i_1_alt)\\
-(salud_i-mu_hi_alt)
quietly sum d_i_alt [iw=fex]
sca d_mu_alt = r(mean)
sca list d_mu_alt
gen dif_d2_alt =(d_i_alt-d_mu_alt )^2
quietly sum dif_d2_alt [iw=fex]
gen var_e_e_alt = 16/(r(N)^2*(bh-ah)^2)*r(sum)
gen st_e_e_alt = sqrt(var_e_e_alt)
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*****************************************************
* A continuación se hace la estimación jackknife *
*****************************************************
svyset cpm [pweight=fex], strata(estrato) vce(jackknife)\\
singleunit(missing) || csm
svy: regr lizq_eq rango_frac
sca E_1_jk =_b[rango_frac]
sca E_0_jk = _b[_cons]
*********************************************************









gen es_E_1_jk = es_jk
********************************************************
*Finalmente se trabajará con el enfoque dise~no muestral*
********************************************************
********************************************************
*Como este procedimiento demanda eliminar elementos,
*se va calcular el denominador primero:
********************************************************
sort estrato
gen rf_2 = rango_frac^2




gen denomi = (s1_denomi-(s2_1_denomi^2/s2_2_denomi))^2
gen ti = (lizq_eq-E_0-E_1*rango_frac)*(rango_frac-mu_rango)
by estrato cpm, sort : egen float s2ys2e = sd(ti)
by estrato cpm,:gen var2 = n_csm^2/nmin_csm*(1-nmin_csm/n_csm)*s2ys2e
by estrato cpm, sort : egen t_estim1e = sum(ti*n_cpm/nmin_cpm)
duplicates drop estrato cpm, force
by estrato, sort : egen s2ys1e = sd(t_estim1e)
by estrato, sort : egen s_var2 = sum(var2)
by estrato, sort: gen var_pe = n_cpm^2/nmin_cpm*(1-nmin_cpm/n_cpm)*s2ys1e\\
+ n_cpm/nmin_cpm*s_var2
duplicates drop estrato, force
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