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Non-Line-of-Sight (NLOS) imaging allows to observe objects partially or fully occluded from
direct view, by analyzing indirect diffuse reflections off a secondary, relay surface. Despite
its many potential applications1–9, existing methods lack practical usability due to several
shared limitations, including the assumption of single scattering only, lack of occlusions, and
Lambertian reflectance. We lift these limitations by transforming the NLOS problem into a
virtual Line-Of-Sight (LOS) one. Since imaging information cannot be recovered from the
irradiance arriving at the relay surface, we introduce the concept of the phasor field, a math-
ematical construct representing a fast variation in irradiance. We show that NLOS light
transport can be modeled as the propagation of a phasor field wave, which can be solved ac-
curately by the Rayleigh-Sommerfeld diffraction integral. We demonstrate for the first time
NLOS reconstruction of complex scenes with strong multiply scattered and ambient light,
arbitrary materials, large depth range, and occlusions. Our method handles these challeng-
ing cases without explicitly developing a light transport model. By leveraging existing fast
algorithms8, we outperform existing methods in terms of execution speed, computational
complexity, and memory use. We believe that our approach will help unlock the potential of
NLOS imaging, and the development of novel applications not restricted to lab conditions.
For example, we demonstrate both refocusing and transient NLOS videos of real-world, com-
plex scenes with large depth.
We have recently witnessed large advances in transient imaging techniques10, employing streak
cameras11, 12, gated sensors6, amplitude-modulated continuous waves13–15, or interferometry16. Ac-
cess to time-resolved image information has in turn led to advances in imaging of objects partially
or fully hidden from direct view1–5, 7, 17, 18. Figure 1.a shows the basic configuration of a NLOS
system, where light bounces off a relay wall, travels to the hidden scene, then goes back to the
relay wall and then finally the sensor.
Recent NLOS reconstruction methods can compute exact inverse operators of forward light trans-
port models2, 3, 5, 7, 9. However, they assume a discrete ray-based light propagation and do not take
into account multiply scattering, occlusions and clutter, or surfaces with anisotropic reflectance.
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Moreover, the depth range that can be recovered is also limited, due partially to the difference
in intensity between first- and higher-order reflections. As such, existing methods are limited to
carefully controlled cases, imaging isolated objects of simple geometry.
On the other hand, LOS imaging systems across all size and resolution scales provide methods to
image complex scenes including extreme amounts of MPI, large depth range, and varying scene
albedos. We show that the data collected by any band-limited, NLOS imaging system is funda-
mentally equivalent to the data collected by a conventional (virtual) LOS system, placed at the
diffuse relay wall towards the hidden scene, and can be described by the Rayleigh-Sommerfield
diffraction (RSD) integral19, 20. However, when an optical wavefront interacts with a diffuse sur-
face, phase information is lost, destroying valuable imaging information (Figure 1.b).
Instead, we introduce the virtual phasor field (Figure 1.c), a mathematical construct which rep-
resents the the light intensity deviation at a point in space from its long time average. Phasor
formalism has been used together with Fourier domain ranging in LOS imaging techniques14, 22 to
describe the modulated light signal emitted by specific imaging hardware. We show that a similar
description can be used to model the physics of light transport through the scene, which allows
us to formulate any NLOS imaging problem as a wave imaging problem. Since all wave-based
imaging systems (optical, LiDAR, ultrasound...) are based on the same mathematical principles of
wave propagation, this allows us to derive a class of methods that broadly links all NLOS imaging
systems to LOS wave imaging systems, and to transfer well-established insights and techniques
from classical optics into the NLOS domain.
The RSD integral describes the propagation of a monochromatic wave Pω(x, t) between a source
plane S and a destination plane D as
Pω(xd, t) = γ
∫
S
Pω(xs, t) e
ik|xd−xs|
|xd − xs|dxs, (1)
where xs and xd are points on S and D respectively, γ is a constant equal to 1/iλ, where λ repre-
sents wavelength, ω = c/λ is the frequency of the wave, c its propagation speed, and k = 2pi/λ is
the wave number.
A wave-based imaging system captures an incoming wavefront at points xd on its aperture as a
function of time t, and transforms it into an image of the scene as I(t) = Φ (Pω(xd, t)), where
the operator Φ denotes the image formation process, which depends on the particular imaging
system. The nature of Pω(x, t) depends on the particular imaging method under consideration,
e.g., acoustic pressure for ultrasound, electromagnetic field for optical and microwave imaging,
etc. In our work Pω(x, t) represents our virtual phasor field, which can be computed from the
electromagnetic field E by
Pω(x, t) =
∫ t+τ/2
t−τ/2
|E(x, t′)|2 dt′ − 1
T
∫ t+T/2
t−T/2
|E(x, t′)|2 dt′, (2)
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Figure 1: NLOS as a virtual LOS imaging system. a) Classic setup: A pulsed laser sequentially
scans a relay wall (a.1); the light reflected back from the scene onto the wall is recorded at the
sensor (a.2). b) The superposition of the signal from all the scanned points results in a planar
electromagnetic field E (b.1). After interacting with the scene, a spherical wavefront is reflected
back. Phase information is lost at the diffuse relay wall, hampering the imaging process (b.2). Ex-
isting NLOS techniques like filtered backprojection8 or deconvolution9 aim to reproduce a sharper
result from this suboptimal information. c) In our approach, we instead propagate a phasor field
P , representing the complex envelope of the electromagnetic field E (c.1). The phase of P re-
mains known and controllable at the relay wall, which now acts as a virtual lens from which the
image can be brought back to focus on a virtual sensor placed away from it (c.2). This approach
effectively creates a virtual LOS system, thus bringing all existing LOS imaging techniques into
the NLOS realm.
where |.| indicates absolute value (intensity magnitude for irradiance E), T represents a long term
average intensity of the signal as would be seen by a conventional photo-detector or camera pixel,
and τ << T . In the presence of a rough aperture such as diffuse wall, phase fluctuations in
the phasor field are negligible compared to the wavelength of the phasor field wave21. In the
supplemental material (section A.1), we show that light propagating from a diffuse surface S can
be described in terms of our phasor field by means of the RSD (Equation 1).
Multiply scattered light in the hidden scene can be sequentially described by the RSD operator.
Since this process is linear in space and time invariant23, 25, we can characterize light transport
through the scene as a linear transfer function H(xp → xc, t), where xp represents a point in
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the virtual projector aperture P emitting light, and xc a point in the virtual camera aperture C
capturing it (see the supplementary information A.2 for a detailed derivation). Any imaging system
can be posed as an inverse wave propagation operator attempting to reconstruct properties of the
scene from H , which can be measured in a NLOS imaging system by sequentially illuminating the
relay wall with short δ pulses from a femtolaser.
We first determine the outgoing illumination wavefront Pω(xp, t) used in the LOS imaging system
we seek to emulate; methods to determine the wavefront of known illumination systems are avail-
able in the literature24. We then compute the field Pω at the camera aperture C using the measured
scene response function H as
Pω(xc, t) =
∫
P
Pω(xp, t) ? H(xp → xc, t)dxp, (3)
where ? represents the convolution operator in the temporal domain. Finally, the image is obtained
as I = Φ (Pω(xc, t)), revealing the hidden scene encoded in H . In our virtual LOS system, the
wavefront Pω(xp, t) and the imaging operator Φ are implemented computationally, thus despite
being based on physical LOS systems24 they are not bounded by the limitations imposed by actual
hardware. In this work we apply this method by implementing three virtual imaging systems based
on three common LOS imaging systems. A conventional photography camera capable of capturing
2D NLOS imaging without knowledge of the timing or location of the illumination source, a femto
photography system capable of capturing transient videos of the hidden scene, and a confocal
imaging system robust to MPI. An in-depth description of the example imaging systems provided
in the supplemental material A.3.
Our capture system consists on a Onefive Katana HP laser (1 W at 532 nm, and a pulse width of
about 35 ps used at a repetition rate of 10 MHz), and a gated SPAD detector processed by a time-
correlated single photon counter (TCSPC, PicoQuandt HydraHarp) with a time resolution of about
30 ps and a dead time of 100 ns. The actual time resolution of our system is approximately 65 ps,
a combination of the pulse width of the laser, and the jitter of the system. The spatial resolution is
∆x = 0.61dλ/L, where d is the aperture diameter, and L is the imaging distance. The distance ∆p
between sample points xp in P (see Figure 1) has to be small enough to sample H at the phasor
field wavelength, which we fix at ∆p = λ/4. Our prototype implementation uses a single SPAD
sensor, which suffices to reconstruct complex hidden scenes. We plan to replace it with an array of
sensors to speed up capture times. Our algorithm is bounded by the cost of backprojection during
reconstruction, which we run on the GPU; this allows us to limit its cost to O(N3), as efficient as
state-of-the-art backprojection8, and faster than the recent confocal approach9. A comprehensive
survey of the cost of the different NLOS techniques can be found in the supplementary Section A.5.
We can describe novel NLOS imaging systems and applications, leveraging the wealth of tools
and processing methods available in LOS imaging. Figure 4 (top) demonstrates NLOS refocusing
an image of our virtual photography camera, both exact and using a faster Fresnel approximation,
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Figure 2: Reconstructions of a hidden, complex real scene. a Photograph of the scene as seen
from the relay wall. The scene contains occluding geometries, multiple anisotropic surface re-
flectances, large depth, and strong ambient and multiply scattered light. b 3D visualization of the
proposed reconstruction using phasor fields, revealing the geometry and spatial distribution of the
different objects in the scene, as well as its depth range. We include the relay wall location and the
coverage of the virtual aperture for illustration purposes. c Current techniques fail to reconstruct
the scene. d Frontal view of the proposed reconstruction using phasor fields.
Figure 3: Robustness of our technique. a Reconstruction in the presence of strong ambient
illumination (all the lights on during capture). b Hidden scene with a large depth range, leading to
very weak signals from objects farther away.
while the bottom line shows NLOS femtophotography. A description of the Fresnel approximation
as well as the LOS projector-camera functions used in these examples appear in the supplemental
(Sections A.6 and A.3.2).
Figure 2 shows the result of reconstructing a complex hidden scene with the virtual confocal cam-
era. The scene contains multiple objects with occlusions distributed over a large depth, a wide
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range of surface reflectances and albedos, and strong interreflections. For comparison purposes,
we show also the result of current techniques, including a Laplacian filter, which fail to recon-
struct most of the details (refer to Figure 1, b.2). We provide additional comparisons with previous
techniques in the supplemental Section A.7, making use of a public dataset9.
In Figure 3 we demonstrate the robustness of our method when dealing with challenging scenarios,
including strong multiply scattering and ambient illumination from ambient light sources (3.a), or
a high dynamic range from objects spanning large depths (3.b).
Figure 4: Additional novel NLOS imaging applications of our method. (Top) NLOS refocus-
ing: The hidden letters (left) are progressively brought in and out of focus as seen from a virtual
camera at the relay wall, using the exact lens integral (middle, in blue) and the Fresnel approx-
imation (right, in red). Each set of images shows the scene focused at different depths. The
reconstruction is performed without knowledge of the locations and timing of the laser illumina-
tion used in the capture process. (Bottom) NLOS femto-photography: Example frames of light
traveling through the hidden office scene shown in Figure 2 when illuminated by a pulsed laser.
Numbers indicate the propagation time from the relay wall. The first four frames (green) show how
light first illuminates the chair, then it propagates to the shelf, then the boxes far on the right, and
finally the back wall three meters away. Moreover, our technique is able to reconstruct higher-order
scattering beyond the first interaction. The last two frames (in orange) show how the pulse of light
travels from the wall back to the scene. Refer to the supplementary video for the full animations.
These scenes are significantly more complex than any NLOS reconstruction shown so far in the
literature, and highlight the primary benefit of our approach: By turning NLOS into a virtual LOS
system, the intrinsic limitations of previous approaches no longer apply.
By bringing NLOS into the real of virtual LOS, our work enables a new class of NLOS imaging
methods that leverage existing wave-based imaging methods. It provides superior robustness in the
presence of noise, ambient illumination and interreflections, anisotropic reflectance, and overall
scene complexity, leading to higher reconstruction quality with respect to previous methods. In
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addition, our approach is fast, memory-efficient, and lacks computational complexity since it does
not require inverting a light transport model. Working in a virtual LOS domain, we foresee other
advances in the near future, such as looking around a second corner, or selection and manipulation
of individual light paths to isolate specific aspects of the light transport in different NLOS scenes.
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A Supplemental material
A.1 The phasor field Rayleigh-Sommerfeld integral
Here we derive the Rayleigh-Sommerfeld diffraction integral for the phasor field. Consider a
point light source at a location xs that emits light with a sinusoidal time varying intensity L(t) =
L0 (e
iωt + 1) with amplitude L0 and modulation frequency ω. More formally, L(t) and L0 relate
with the electromagnetic fieldE(x, t) asL(x, t) =
∫ t+τ/2
t−τ/2 |E(x, t′)|2dt′ andL0(x) =
∫ +∞
−∞ |E(x, t′)|2dt′,
with τ a sufficiently small value. We define the phasor field P(x, t) at a point in space as
P(x, t) = L(x, t)− L0(x). (4)
Let us now consider the phasor field wave of a monochromatic point light source at location xs
oscillating at at a frequency ω,
Pω(xs, t) = P0(xs)eiωt. (5)
To determine the light intensity and thereby the phasor field at any point in space and time (xd, t)
we have to account for the travel time from xs to xd defined as tp = |xd − xs|/c, with c the
propagation speed, and the radial drop off in light intensity,
Pω(xd, t) = P0 e
iω(t+tp)
|xd − xs|2 = P0
eiω(t+|xd−xs|/c)
|xd − xs|2 = P0
eiωt+ik|xd−xs|
|xd − xs|2 (6)
where k is the wave number. If instead of a single light source we have a collection of incoherent
sources comprising a surface S, we have
Pω(xd, t) =
∫
S
P0 e
iωt+ik|xs−xd|
|xs − xd|2 dxs. (7)
This equation looks like the Rayleigh-Sommerfeld propagator, except for the squared denominator.
We approximate |xs − xd|2 ≈ |xs − xd|| < S¯ > −xd| where < S¯ > is the average position of all
source points. Pulling this constant term out of the integral, we obtain
Pω(xd, t) ≈ 1| < S¯ > −xd|
∫
S
P0 e
iωt+ik|xs−xd|
|xs − xd| dxs
=
1
| < S¯ > −xd|
∫
S
Pω(xs, t) e
ik|xs−xd|
|xs − xd|dxs (8)
which is the RSD (Equation (1)) for γ = 1/| < S¯ > −xd|. This approximation does not affect
the phase term, causing only a slow-varying error in amplitude. Given a known source plane, this
error can be precomputed. In the interest of brevity, the propagation model is analyzed in more
detail in a separate manuscript21, which also investigates the effect of the approximation made in
Equation 8. As we show in Section A.3.1, most real imaging systems do not invert the 1/r term in
the RSD propagator. Further research may also lead to alternative formulations of the phasor field
that deal with this error in a more elegant way.
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A.2 Linearity of the RSD integral
Our objective is to show that propagation of a wave P(xs, t) as defined by the RSD diffraction
integral
P(xd, t) = R(P(xs, t)) = γ
∫
S
P(xs, t) e
ik|xd−xs|
|xd − xs|dxs (9)
is linear in the sense that for two waves P1 and P2 propagating between surfaces S and D, we can
write
R(aP1(xs, t) + bP2(xs, t)) = aR(P1(xs, t)) + bR(P2(xs, t)) (10)
which can be seen by writing out the integral:
R(P(xs, t)) = γ
∫
S
[aP1(xs, t) + bP2(xs, t)] e
ik|xd−xs|
|xd − xs|dxs =
a γ
∫
S
P1(xs, t) e
ik|xd−xs|
|xd − xs|dxs + b γ
∫
S
P2(xs, t) e
ik|xd−xs|
|xd − xs|dxs.
(11)
From the integral it can also be seen that a convolution with a kernel in time k(t) applied to the
argument ofR is equal to a convolution applied to its value,
R([P ? k]t) = [R(P) ? k]t. (12)
Multibounce light propagation through a NLOS scene can be expressed in terms of multiple appli-
cations of the RSD operator (one for each bounce):
S(P(xs, t)) = R(R(P(xs, t))) +R(R(R(P(xs, t)))) + ... (13)
To obtain H we measure the output of S for a set of functions Pn(xs,n, t) = δ(xs,n)δ(t), being δ
negligibly small pulses in space and time. Any function P(xs, t) can be written as a superposition
of Pn as
P(xs, t) =
∑
n
[δ(xs,n)δ(t) ? P(xs,n, t)]t. (14)
To compute the scene response of any arbitrary field P(xs, t) we can then write:
S(P(xs, t)) = S(
∑
n
[δ(xs,n)δ(t) ? P(xs,n, t)]t)
=
∑
n
[S(δ(xs,n)δ(t)) ? P(xs,n, t)]t)
=
∑
n
[H ? P(xs,n, t)]t =
∫
S
[H ? P(xs, t)]tdxs
(15)
where the integral is understood as a continuous version of the sum over points xs,n.
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A.3 Projector and camera functions
A.3.1 Phase operator of an ideal lens
We define an ideal lens as an element that focuses a planar wavefront into a point at the focal
distance f from the lens. This is equivalent to converting light coming from a point xf and turning
it into a planar wave, i.e. a wave with a phase φ that is independent from the position xl on the
plane of the lens. Light leaving from a point at xf creates spherical wavefronts, i.e. the phase at a
plane perpendicular to the z-direction at a distance f from xf is
eiφ = eiω
|xf−xl|
c (16)
The lens phase shift has to cancel this phase term and thus the lens acts on a wavefront Pω(x) as
follows
P ′ω = Pω(x) eiω
|xf−xl|
c (17)
Consider a wave P(x, t) expressed as a superposition of monochromatic waves
P(x, t) =
∫ +∞
−∞
Pω(x)dω =
∫ +∞
−∞
P0(x)eiωtdω; (18)
Applying the phase shift of the lens (Eq.16) to this wavefront yields∫ +∞
−∞
P0(x)ei(ωt−ω
|xf−xl|
c
)dω = P(x, t− |xf − xl|
c
). (19)
The phase shift of an ideal lens can thus also be described as a shift in time.
Note that the lens only cancels the phase term of the RSD propagator and completely ignores the
1/r falloff. Our phasor field RSD propagator differs from the physical wave RSD operator in the
modeling of this falloff. Since most real imaging systems do not invert this falloff, we choose to
also not correct for it. Such a correction is possible, but would add complexity to our method and
may only be warranted if quantitative albedo information is to be reconstructed.
A.3.2 Example Projector and Camera Functions
Our theoretical model allows us to implement any arbitrary (virtual) camera system by defining the
projector function P(xp, t) and camera operator Φ(P(xc, t)). Methods for modeling such function
using Fourier optics are available in the literature24. In our work we implement three of them (see
Table A.3.2). Each has capabilities never before demonstrated in NLOS imaging:
(1) A conventional photography camera system with a monochromatic illumination source at fre-
quency ω. It reconstructs the hidden scene with low computational effort. Like a LOS photography
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camera it does not require knowledge of the position or timing of the light source and only requires
that one or more light sources be active wile the image data is collected. In other words, recon-
struction is independent on the xp argument in H . The projector function P(xp, t) in this case
can be anything. However, like in conventional imaging, the resolution of the image is determined
by the temporal bandwidth of P(xp, t). We thus have to choose a function with a fast temporal
component or a short phasor field wavelength; eiωt for a chosen phasor field wavelength λ fulfills
this requirement. The camera operator is a lens that creates an image on a set of detector pixels
that record the absolute value (actually the absolute value squared) of the field. Implementing the
lens using the time shift property (Eq. 19) yields | ∫
C
P(xc, t− 1c |xv − xc|)dxc|. Note that this
expression will be constant with time just like the intensity in the sensor of a LOS photography
camera, so it can be evaluated at any time t.
The second system (2) is a femtophotography transient image capture system11, which can capture
videos of light transport through the NLOS scene. In this case we model a monochromatic point
light source at a single point xls which illuminates the scene with a short flash of width σ at time t0.
The camera captures a frame at time tf . We assume the camera focus follows the pulse such that
the camera is always focused at the depth that is currently illuminated by the pulse. Like its LOS
counterpart, this camera can visualize the propagation of the illumination pulse through the scene
and reveal complex multibounce light transport phenomena. As a consequence this virtual camera
may be used to separate light transport into direct and global components. A straight-forward
implementation of this concept has two problems: Because of the large camera aperture, the depth
of field of the camera is smaller than the width of the illumination pulse. This means we can see
objects go in and out of focus as they are illuminated. In addition, since we have to compute
backprojections for the entire scene at each frame, generating this type of video is computationally
very expensive. We can solve both problems simultaneously by realizing that most voxels in the
scene do not contain any object surface and thus have a zero value throughout the video. We
therefore can limit ourselves to only reconstruct all time points for the voxels in the volume that
have the maximum intensity along the depth or z dimension in the reconstructed volume. This is
indicated in the table as imaging system (2b).
Finally we implement (3) a confocal imaging system9 that images specific voxels xv of a volumetric
space, illuminated with a focused ultrashort pulse of width σ.
Note that in our case the virtual imaging system is confocal, while the data for H is not necessarily
captured with a confocal arrangement. In the design of this system we can choose the phasor
field pulse width σ. As this width increases, the depth resolution of the virtual imaging system
worsens, although the signal-to-noise ratio improves. In practice, we found that a pulse width of
about σ = 6ω yields the best results. Ideally, we would apply this camera to an H that is captured
sampling both xp ∈ P and xc ∈ C with a set of points. In our current setup we only have a single
SPAD detector and thus only obtain a single point for xc. Using Helmholz Reciprocity we can
interpret these datasets as having a single xp and and array of xc. Improved results are anticipated
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System P(xp, t) Φ (P(xc, t))
(1) Photo Camera eiωt | ∫
C
P(xc, t− 1c |xv − xc|)dxc| (t is arbitrary)
(2a) Transient Camera eiωtδ(xp − xls)ei
(t−t0)2
2σ2 | ∫
C
P(xc, tf − 1c |xv − xc|)dxc|
(2b) Corrected Transient Camera eiωtδ(xp − xls)ei
(t−t0)2
2σ2 [| ∫
C
P(xc, tf − 1c |xv − xc|)dxc|]max:z
(3) Confocal eiωteik|xv−xp|ei
(t−t0)2
2σ2 | ∫
C
P(xc,−1c |xv − xc|)dxc|
Table 1: Functions needed to implement the three example cameras. The evaluation functions
essentially describe the imaging transform of a lens with the resulting image being read out at
different times with respect to the illumination.
when we capture a full H which is left for future work as it is hard to implement without an array
sensor (currently under development).
Following Helmholz reciprocity any linear optical system the path of light can be reversed without
otherwise affecting the system. This is a manifestation of the time invariance of the wave equation.
In practice this means that in a captured function H(xp → xc, t) the sets xp and xc are interchange-
able. We make use of this property since our current imaging hardware scans the laser and only
uses one stationary SPAD. We consider the array of laser positions to be our camera points xc and
the SPAD position the location of our light source xp. The choice of capture arrangement is made
for convenience since it is easier to calibrate the position of the laser spot on the wall. In future
systems multiple SPADs will be used to eliminated the need for scanning or to provide more data
points.
A.4 Resolution Limits
Resolution limits for a NLOS imaging system with aperture diameter d at imaging distance L have
been proposed7 to be the Rayleigh diffraction limit ∆x = 1.22cτd/L, with c the speed of light, for
a pulse of full width at half maximum τ . A derivation of a resolution limit is provided by O’Toole et
al.9 (Equation 27 in the supplement), resulting in a similar formula of ∆x = 0.5cτd/L ≈ 0.5λd/L.
However, this criterion for a resolvable object is based on the separability of the signal in the raw
data and not in the reconstruction. Using our insight into the virtual camera, we can formulate a
resolution limit that ensures a minimum contrast in the reconstruction. We also find that the details
of the resolution limit depend of the particular choice of virtual projector and camera.
To estimate the resolution of a NLOS imaging system we use well-known methods that establish
the resolution of wave based imaging system. For an imaging system that uses focusing only on
the detection or illumination side, this limit is approximated by the Rayleigh criterion. For a virtual
imaging system that provides focusing both on the light source and the detector side, the resolution
doubles (as it does for example in a confocal or structured illumination microscope) and becomes
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Method FBP3 CNLOS9 Fast FBP8 Ours
Complexity N5 N3 log(N3) N3 N3
Table 2: Complexity of NLOS reconstruction methods: Filtered back-projection3 (FBP), confocal
setup9 (CNLOS), fast filtered back-projection8 (Fast FBP), and our method (Ours).
∆x = 0.61dλ/L.
A.5 Complexity analysis
We compare the complexity of our point-scanner system for 3D NLOS reconstructions, which
is the most complex of our three example systems, against previous works. For this system the
algorithm can be divided into two steps: A set of 1D convolutions, and a back-projection.
Let us consider a dataset H with Np discrete samples for xp ∈ P , Nc samples for xc ∈ C, and
Nt temporal samples, and a 1D convolution kernel modeling the source phasor field P(xs, t) of
constant size Nk. The 1D convolutions H(xs → xc, t) ? P(xs, t) have a cost linear with respect
to the size of the dataset H , and therefore O(NpNcNtNk) = O(NpNaNt) where the constant Nk
has been dropped. Note that complexity in this case is not reduced when replacing the discrete
Fourier transform with a fast Fourier transform due to the constant and relatively small size of the
convolution kernel.
The second operation is the back-projection. If we assume that the total number of samples in the
reconstruction Nv equals approximately the total number of samples in the data we can choose a
voxel grid with side length Nx,y,z such that NpNaNt ≥ Nv = NxNyNz. We also assume that we
have more samples along the time dimension than any of the other dimensions ofH (Nt ≥ Np, Na).
This is true for existing datasets. A naive backprojection3 has a complexity of O(NpNcNv) =
O(N2pN
2
cNt), which dominates over the convolution. Using the faster back-projection method
described by Arellano et al.8 reduces this complexity to O(NpNaN
1/3
v ) ≤ O(NpNaNt) if Nt ≥
Np, Na. In this case, the complexity of both convolution and backprojection is the same, leaving
the complexity of our method as O(NpNaNt). We compare the complexity of our method against
previous work in Table 2 (we assume Np = Na = Nt = Nx = Ny = Nz = N ).
A.6 Fresnel Approximation
Using the RSD propagator we can formulate a point-to-point imaging operator like the ones shown
in Table A.3.2. Although this operator provides an exact solution of the wave equation, this prop-
agator is rarely employed in optics due to its high computational cost and complexity. The Fourier
optics framework provides multiple more efficient methods that we can utilize in our camera oper-
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ators, from which we will employ the widely used Fresnel approximation.
If we constrain the operator to propagation between two parallel planes S and D separated by
a distance z we can write a plane-to-plane RSD operator with individual Cartesian components
(xs, ys) ∈ S and (xd, yd) ∈ D as
P(xd, yd) = 1
iλ
∫∫
S
P(xs, ys) e
ik
√
(xs−xd)2+(ys−yd)2+z2√
(xs − xd)2 + (ys − yd)2 + z2
dxsdys. (20)
We then make the assumption that z >> (xs − xd) and z >> (ys − yd), and since the factor
1/
√
(xs − xd)2 + (ys − yd)2 + z2 is a monotonous slowly varying function we can safely approxi-
mate it by 1/z. The term in the argument, however, is much more sensitive since eik
√
(xs−xd)2+(ys−yd)2+z2
is rapidly oscillating. To approximate it we perform a binomial expansion of the square root as
√
1 + b = 1 +
1
2
b− 1
8
b2 + ...; (21)
Neglecting all but the first two terms of the expansion leads to
√
(xs − xd)2 + (ys − yd)2 + z2 = z
√
1 +
(
xs − xd
z
)2
+
(
ys − yd
z
)2
≈ z
(
1 +
(
xs − xd
z
)2
+
(
ys − yd
z
)2)
.
(22)
The RSD operator can thus be approximated to be
P(xd, yd) ≈ 1
iλ
∫∫
S
P(xs, ys)e
ikz
(
1+(xs−xdz )
2
+( ys−ydz )
2)
z
dxsdys
=
1
iλ
eikz
z
∫∫
S
P(xs, ys)eik
(xs−xd)2+(ys−yd)2
2z dxsdys.
(23)
which can be interpreted as a 2D convolution
P(xd, yd) ≈ P(xs, ys) ?
(
eikz
iλz
eik
x2s+y
2
s
2z
)
. (24)
We can use this approximation for the RSD propagator in all our camera operators. Reconstruction
of a single focal plane can then be computed as a 2D convolution. The criteria for the validity of
the Fresnel approximation is well known20, 24 and given by
d4
4L3λ
<< 1 (25)
where d is the effective aperture radius of the virtual camera, L is the distance between the aperture
and the focal plane, and λ is the wavelength.
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A.7 Comparison with other methods using the confocal dataset
In this section we show a comparison or different NLOS methods using the publicily available
confocal dataset9, which was captured using co-located transmission and detection spots on the
relay wall (xp = xc). This set can be reconstructed using different NLOS methods, comparing their
performance in simple scenes: the cone beam transform proposed by the original authors9, filtered
backprojection2, 3, 7, and our proposed virtual wave method. For this kind of confocal measurement
datasets, backprojection steps can be expressed as a convolution with a pre-calculated kernel, and
thus all three methods are using the same backprojection operator.
Note that neither our method nor filtered backprojection are limited to confocal data, and can be
acquired making use of simpler devices and capture configurations. They can thus can be applied
to a broader set of configurations and considerably more complex scenes.
For the CNLOS deconvolution method9, we leave the optimal parameters unchanged. For our
proposed virtual wave method, we use the aperture size and its spatial sampling grid published
in the supplementary materials9 to calculate the optimal phasor field wavelength. For the filtered
backprojection method it is important to choose a good discrete approximation of the Laplacian
operator in the presence of noise. Previous works implicitly do the denoising step by adjusting
the reconstruction grid size to approximately match the expected reconstruction quality2, 3, 7, or by
downsampling across the measurements9. All of them can be considered as proper regularizers. To
provide a fair comparison without changing the reconstruction grid size, we convolve a Gaussian
denoising kernel with the Laplacian kernel, resulting in a LOG filter, which we apply over the
backprojected volume.
From this dataset, which contains isolated objects of simple geometries, all methods deliver re-
constructions approaching their resolution limits, with improved contrast and cleaner contours in
our wave camera method (see Figure 5). The improved contrast in our method is due to better
handling multiply scattered light, which polutes the reconstructions in the other methods. While
this scattering can be ameliorated in simple datasets by thresholding, this strategy fails in more
complex scenes like the ones shown in the main paper.
In the noisy datasets (Figure 6), filtered backprojection fails. CNLOS includes a Wiener filter that
performs well at removing uniform background noise, although a noise level must be explicitly
estimated. Our phasor-field virtual wave method, on the other hand, performs well automatically,
without the need to explicitly estimate a noise level. This is particular important in complex scenes
with MPI where background is rarely uniform across the scene.
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Figure 5: Public data comparison. Each row represents a different dataset. From left to right
column, each represents CNLOS deconvolution, filter (LOG) backprojection, and our proposed
virtual wave imaging method. All methods use the same datasets without any preprocessing and
visualize in the same way.
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Figure 6: Public data comparison (cont.). Each row represents a different dataset. From left to
right column, each represents CNLOS deconvolution, filter (LOG) backprojection, and our pro-
posed virtual wave imaging method. All methods use the same datasets without any preprocessing
and visualize in the same way.
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