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The realization problem for sampled, recursive, multidimensional filters used 
in image processing is solved by taking a new point of view which has its origin 
in mathematical physics (functional path integrals). A filter now assigns a value 
to each path (or line). The value for a point P is then obtained by adding the  
values assigned to all the paths that end at P. Since the space is discretized, it is 
possible to code each path as a word of a free monoid. Hence the input-output 
behaviour of the filter is completely specified by a non-commutative formal 
power series. This makes it possible to develop arealization theory which exhibits 
similar mathematical features to that of regular (i.e., (internally) bilinear) 
systems and which parallels some of the methods used in syntactic pattern 
recognition. 
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points. (e) Filtres invariants. II. R6alisations de filtres non lin6aires ~ entr6es 
multiplicatives. (a) Description interne. (b) S6ries g6n6ratrices. (c) R6duction, 
accessibilit6 et observabilit6. (d) Dimension finie. (e) Variantes. III. Filtres 
lin6aires invariants. (a) Caract6risation des s6ries g6n6ratrices. (b) S6ries 
g6n6ratrices percussionnelles t fonctions de eransfert. (c) Un module g~n6ral 
d'espace d'6tat. (d) R6duction, accessibilit6 et observabilit6. (e) Dimension 
finie. Appendices. A. Le module d'Attasi. B. Lien avec les m6thodes syntaxiques. 
INTRODUCTION 
Le succ~s de l 'approche par espace d'6tat en automatique, d r  5 Kalman 
(cf. Kalman, Falb et Arbib, 1969), a 6t6 tel qu' i l  est naturel de vouloir le 
prolonger au traitement des images. Le passage d 'une seule dimension, le 
temps, 5 plusieurs suscite de graves diffieult6s que l 'on trouvera analys6es, 
entre autres, par Kung,  Lfvy,  Mor f  et Kailath (1977), Sontag (1978) et Wil lsky 
(1979). 
I1 semble, en fair, que le probl~me 6tait real pos6. Alors que l 'automatique 
traditionnelle est li6e aux 6quations diff6rentielles ordinaires, la th6orie des 
images l'est, sans doute, aux 6quations aux d6riv6es partielles. De faqon quelque 
peu pol6mique, on pourrait  pr6tendre que l 'on a voulu r6soudre des probl~mes 
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d'6quations aux d6riv6es partielles par des m6thodes et concepts trop exclusive- 
ment rattach6s aux 6quations diff6rentielles ordinaires. D'ofl 6chec dans la 
majorit6 des cas! 1 
La modification propos6e est de consid6rer le filtre multidimensionnel 
r6current non plus comme fonction de points, mais de chemins ou de lignes. 
La fonctionnelle ainsi d~finie assoeie une valeur num6rique 5 tout chemin 
allant de l'origine 0 ~t un point P. La valeur du filtre au point Pes t  6gale 
la somme des valeurs prises sur les chemins 0P. Comme l'espace st dis'cr6tis6, 
il n 'y  a qu'un nombre fini de chemins possibles, ce qui lib+re de toute question 
6pineuse quant 5 leur sommation. 
D 'un point de vue pratique, la pr~6minence donnde ~ la ligne, ou au contour, 
sur le point fait sens puisque la vision semble la confirmer. 2 D'un point de vue 
math6matique, on r6soud de mani~re simple et 6conomique le probl~me de 
r6alisation de filtres multidimensionnels, ~chantillonn6s, r6currents, non 
n6cessairement lin6aires. Comme l'avait d6j?~ remarqu6 Freeman (1961, 1974), 
tout chemin discr6tis6 peut 6tre cod6 par une suite de symboles, c'est-5-dire 
par un mot d'un monoide libre. Le comportement entr6e-sortie du filtre est 
ainsi caract6ris6 par une s6rie formelle en plusieurs ind6termin6es non commu- 
tatives. 3 R6alisation, r6duction, commandabilit6, observabilit6 se traitent alors 
comme pour les syst~mes r6guliers (ou bilin6aires) 6chantillonn6s (cf. l 'auteur, 
1976, 1978b). 4La parent6 des s6ries formelles non commutatives avec la th6orie 
des langages, grammaires et automates (cf. Chomsky et Schiitzenberger, 1963, 
Gross et Lentin, 1970, Salomaa et Soittola, 1978) permet de jeter un pont 
avec les m6thodes yntaxiques en reconnaissance des formes (Fu, 1974), ce 
qui n'est pas le moindre attrait de notre approche. 
La g6n6ralisation aux filtres continus semble complexe. Les chemins reliant 
deux points 6tant alors en hombre infini, elle rejoint une question real 6claircie 
de la math~matique contemporaine, le rapport entre intfgration fonctionnelle 
et 6quations aux d6riv6es partielles. Cette prob16matique, n6e en m6canique 
quantique avec l'int6grale de Feynman, a 6t6 d6veloppfe n m6canique statistique 
et probabilit6s avec la mesure de Wiener (cf. Feynman et Hibbs, 1965, Blanc- 
1 A l'exception du module d'Attasi (1973, 1975), discut~ en appendice. Dans le cas 
bidimensionnel, il est courant de se ramener ~ une seule dimension par balayage parall~le 
Fun des axes de coordonn~es. C'est la d6marche d'Eising (1978) qui considbre les 
fonetions de transfert en deux variables comme des s6ries en l'une des variables, 
coefficients dans l'anneau des s~ries en l'autre. On applique alors la th6orie des syst~mes 
lin6aires ur les anneaux. 
2 Certaines m6thodes de restauration de contours par 6quations aux diff6rences (cf. 
Pratt, 1978, chap. 17, section 4) ne sont pas sans rapport avec notre approcbe. 
a I1 faut noter que ce n'est pas la premiere lois que les s6ries formelles non commutatives 
interagissent avec des repr6sentations graphiques; elles ont d~j~ t6 utilis~es 5l'6num3ra- 
tion de graphes planaires (el. Cori, 1975). 
4 De m~me, Kamen (1979), rattaehe certains filtres lin6aires multidimensionnels ~ des 
syst~mes non lin6aires ordinaires. 
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Lapierre et Fortet, 1953, chap. VII ,  section I I I ,  Gel' land et Yaglom, 1956). 
Ces deux derniers auteurs ~crivent: " I t  may be thought that the possibility 
of representing the solution . . .  in the form of a functional integral . . .  has a 
very general character. I f  we first replace the differential equation by a difference 
equation and solve it step by step starting from the initial values, then the value 
of the solution at the point (X, t) appears in a sum extending over all preceding 
points of the net; this sum may be considered as the sum of the contributions 
to the solution from the  individual broken curves connecting the region of 
initial values with the point (X, t) through a sequence of neighboring points 
of the net. The final expression of the solution in the form of a functional 
integral can be considered as a similar sum, obtained after a limiting process, 
of contributions to the solution from all possible continuous paths connecting 
the region of initial values with the final point." Cette citation 6claire aussi 
notre d6marche dans le cas discret. 
La compr6hension de cet article exige la lecture d'un pr6c6dent (l'auteur, 
1978b), dont nous suivons scrupuleusement terminologie t notations. Faire 
autrement nous aurait contraint ?~ en reprendre la majeure partie. 
Des versions pr61iminaires ont 6t6 pr6sent6es ~des Colloques AFCET- IR IA  
et IEEE (l'auteur, 1978a, 1979). 
I. FILTRES MULTIDIMENSIONNELS Rt~CURRENTS ET IND]~TERMINEE$ 
NON COMMUTATIVES 
a) Le fi ltre comme fonctionnelle 
Le r6seau N a = N ×""  × N (d fois) est l'espace g6om&rique discret des 
points h coordonn6es enti~res, positives ou nulles. Le point 0 = (o,..., o) est 
Forigine. 
:La diff6rence de deux points P = (Pl  ..... Pa), P '  = (P[ ..... P'a) de N a est 
P - -  P '  -~ (Pl  - -  P~,.. . ,  Pa - -  P'a), qui appartient ?~ Z a (Zest  l'anneau des entiers 
relatifs). P '  est dit antdrieur 5 Ps i  P -- P '  ~ Na; Pes t  alors dit postdrieur 
~p' .  
P '  est dit contigu ~ Ps i  P '  -~ Pet  sip1 - -P ' I  .... , Pav -P 'a  valent 0 ou ~=1. 
Tout point ~t coordonn6es strictement positives poss+de 3a --  1 points contigus 
dans N a. 
: Un  chemin (ou une ligne) de N a est une suite finie de points PoP~ "" P,  telle 
que Pk (k = 1,..., v) soit post6rieur et contigu ~ Pc-1.5 
K d6signant un corps commutatif, soient n fonctions u~ ,..., u~: Na-+ K, 
appel6es entr3es. 6 
Le point de vue traditionnel d6termine un filtre r6current de la mani+re 
suivante: la valeur en un point d6pend des valeurs prises par lui et les entr6es 
: 5 I1 s'agit, en fait, d'une ligne polygonale aseendante. 
6 Darts la pratique du traitement des images, K7 est le corps des r6els. 
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aux points ant~rieurs. Notre d6finition est la suivante: 5 tout chemin 0P 1 "-" P, 
et aux entr6es ud0), u~(P~),..., u,(P,) (i = 1 .... , n), le filtre associe une valeur. 
La valeur au point P, les entr6es aux points ant6rieurs 6tant donn6es, est 6gale 
5 la somme des valeurs prises pour les chemins joignant 0 ~t P. Notons que 
deux filtres peuvent diff6rer sur les chemins, tout en prenant m6mes valeurs 
en tous les points. 
b) Codage des ehemins 
PROPOSITION 1.1. I I  y a bijection canonique entre l'ensemble des chemins 
d'origine donnde et les roots d'un monofde fibre. 
Ce fait, 616mentaire, a d6j5 6t6 utilis6 en traitement des images fi la suite 
de Freeman (1961, 1974). Pour le d6montrer, introduisons l'alphabet 
C = {x ~m) J m ~ {0, l}alO}, 
off xl~) d6note le point m de N a, contigu ~ l'origine 0. Soit un chemin 0P~ -" P, ; 
il est en correspondance biunivoque avec le mot x (p"-~"-~) "" x~e~-e~lx~P~l. 7 
Au mot vide, correspond le chemin trivial r6duit h l'origine. 
On confrondra d6sormais mots du monoide libre C* et chemins d'origine 0. 
c) Codage des fi#res 
Soit l'alphabet: 
X = ~x ~) ]j = 0, 1,..., n; n ~ {0, 1}~/0}. - j 
A toute s6rie g ~ K<<X}), on assoeie un filtre multidimensionnel, r6current: 
- -A  l'origine 0, le filtre prend la valeur (g, 1). 
--Soit y: X* --> C* l'@imorphisme canonique xI'° x (~). _j ~ A tout chemin 
0P1 "'" P~, cod6 par x (P~-P~-I) "--x ~P~) ~ C*, et pour les entr6es ui(0), u~(P1),..., 
u~(P~_a) (i = 1 ..... n), le filtre associe la valeur 
(g, x (P~-P~-I) (P~) j~_~ "" Xjo ) u~_~(P~_~)'" Ujo(O ), (1) 
J0'" "" ' iv-1 =0 
off l'on introduit, pour sym&riser la formule, l'entr6e fictive u0: N a -~ K 
identiquement 6gale ~ 1: u o ~ 1. 
Par construction, il vient: 
PROPOSITION 1.2. Deux sgries de K<< X)} ddfinissent le m(me fi ltre si et seulement 
si elles sont @ales. 
g est dite s6rie gdndratrice du filtre qu'elle d&ermine (el. l'auteur, 1978b). 
Le mot  est lu de dro i te ~ gauche,  de faqon & respecter  un  usage commode en temps  
cont inu  (cf. l 'auteur ,  1976). 
643[43/3-7 
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Remarque. Si le filtre 6tait fi valeurs vectorielles et non scalaires, il faudrait 
prendre un vecteur de s~ries g6n~ratrices. 
d) Le filtre comme fonction de points 
Soit ~: C*- -~ N a l '6pimorphisme canonique de C* sur le monoide addit i f  
N a d~fini par x I~0 ~ m. 
EXEMPLE. Si d = 2, ~x(1.°lxa,t)x a,°) = (1, 0) + (1, 1) @ (1, 0) = (3, 1). Pour 
tout chemin 0P, cod6 par w ~ C*, aw figale P. 
Conform6ment au point de rue  d6velopp6 en a), la valeur du filtre, d6fini 
par g ~ K((X)),  est, au point P, 
xt'~-P~-Pj~_~ ... xj otPg,) uj ~_~(P~-I) "'" Ujo(0) ] ~ x(P"-P" 1) . . . .  (P1)  = p}. 
j0 ..... ~_~=0 (2) 
Soient les alphabets: 
X o = (X~o~l [m e {0, 1)a\0), 
X+ = X \X  o = {x~ ) [ i = 1,..., n; m e {0, 1}a\0}, 
z = {z~,..., z~}. 
Soit c: K(<X)) ~ K(<X+ k3 Z/C~)) l '6pimorphisme de K-alg~bres d6fini par: s 
X~o,~ ...... ~1 ~_~ z~l ... z ~ , (s~ ....  , s  d :Oou l ) ,  
La formule (2) implique: 
PROPOSITION 1.3. Deux sdries gdndratrices 81, g2 ~ K((X}} ddterminent des 
filtres dgaux en tout point si et seulement si cg 1 = cg 2 , 
Le comportement  ponctuel d6termine donc la s6rie g6n6ratrice modulo 
le noyau de c, qui est un id6al bilat~re de K((Xo) . En particulier, s'i l  n 'y  a 
aucune occurrence des lettres de 2( o dans le support  des deux s6ries g6n6ratrices, 
les filtres sont 6gaux en tout point, ss'i l  en va de m6me des fonctionnelles. 
e) Filtres invariants 
Un filtre est invariant (ou stationnaire) ss'i l  est invariant par translation 
dans N a. En d'autres termes, il y a invariance si la sortie y(OP 1 -'- P~ ; ui(0), 
ui(P1) ..... ui(P~_l) est identique, pour  tout point M ~ N a, ~ celle correspondant ~: 
s K<(X+ ~ Z/cCz)) d6signe la K -a lg~bre  des s6ries formel les  en les ind6termin6es  
associat ives x ~ X+,  z c Z,  avec les re lat ions de commutat ion  c~ z = {zz '  = z ' z  [ z, z '  ~ Z}  
(cf. l 'auteur ,  1974a). 
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- -un  chemin quelconque de 0 5 M, puis 6gal fi M(M + P1)"'" (M + P~), 
- -des entr6es nulles entre 0 et M, puis, aux points M, M + P1 ,..., M + P , - I ,  
6gales h u~(0), u~(Pa),..., u~(P,_~) (i -~ 1,..., n). 
Comme en automatique ordinaire (cf. l'auteur, 1978b, chap. I I I ,  section I I )  
la formule (1) permet d'6noncer: 
PROPOSITION 1.4. Une s~rie g~n~ratrice g c K(( X)) d~termine un filtre invariant 
si et seulement sipour tout w e X*,  v E X*o, on a (g, w) = (g, wv). 
Remarque. Pour tout v c Xo* , on a (g, v) = (g, 1). 
I~. REALISATIONS DE FILTRES NON LINIqAIRES A ENTREES MULTIPLICATIVES 
a) Description interne 
I1 s'agit de d6finir la repr6sentation par espace d'&at d'une classe de filtres 
r6currents, 5 entr6es multiplicatives analogues, aux syst~mes r6guliers (0 u 
bilin6aires) (of. l'auteur, 1978b). Soit: 
+ = z ° '  + + 
me{O,a}a\O \ i=1 / 
y(k )  = Aq(k), 
off k = (k 1 ,..., ka) , 1 = (1,..., 1) sont des points de N a. Le vecteur q(k) appar- 
tient au K-espace vectoriel d'6tat Q, non n6cessairement de dimension finie 
(q(0) est donn@ Les applications A}'~): Q--+ Q ( j  = 0, 1,..., n; m ~{0, 1}a/0), 
A: Q --+ K sont K-lin6aires. u 1 ,..., un: N a --+ K sont les entr6es. 
La valeur de la sortie y pour le therein 0P1 "" P v, et les entrdes uio(O )..... 
uiv_l(Pv_l)  (i0 ....  , i~_~ = 1,.. . ,  n) est:  
i=1 i=l 
ConformSment 5 la section I.a, la valeur de la sortie au point Pes t  somme 
des valeurs prises sur tousles chemins 0P. 
On utilise donc (3) de fa~on normaIe, sauf aux points (0,..., 0, ks, 0,..., 0) 
(a : 1,..., d), car on ne tient pas compte des points h coordonnSes nSgatives. 
D'apr~s (4), on a alors, un syst~me rSgulier ordinaire: 
q(0,..., k~ + 1,..., 0) 
(A(O ..... 1 ..... o) ~_ ~ ui(O,... ' ka ..... O) A~ 0 ..... 1 ..... o)) q(O,..., k .... ,0)  
\ i=l / 
y(O, . . . , k  . . . . .  , o )=~q(o  ..... k . . . . .  , o ) .  
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Remarques. (i) Le probl6me des conditions aux limites n'est pas &udi6 ici. 
(ii) Le mod61e (3) n'est peut-&re pas sans int6r& pour les praticiens, 
certains, comme Stockham (1972), ayant sugg6r4 la presence de non lin4arit6s 
multiplicatives. 
b) Sdries gdndratrices 
Le filtre (3) a pour s6rie g6n6ratrice g ~ K(fX)),  off X = {x~. ) I J ~ O, 1,..., n; 
m e {0, 1}a\0}, 
(~/l(raj ) (mj) (m~) x(mJo) g = Aq(O) + E E ~----J, ~ "'" A;o o q(O) x~. , ... ;o ]Jo ,...,J~ 
v~>o 
= 0, 1 ..... n; mjo ,..., m# ~ {0, 1}al0}. 
R6ciproquement, soit g ~ K((X))  une s6rie donn& par un K(X)-module 
s6riel gauche (E, c, l) (cf. l'auteur, 1974a, 1978b). On lui associe un filtre (3), 
od Q = E, q(O) = c, A -- l et od A~ ~) ( j  = 0, 1,..., n; m ~ {0, 1}a\0} est 1'applica- 
tion induite par "(~)" Xj  . 
Voq, Al~)q . (m)~ • ~- xj q.  
Comme pour les syst~mes r6guliers (cf. l'auteur, 1978b, chap. II, section II.a, 
thdorbme 2), il vient: 
PROPOSITION II.1. II y a bijection canonique entre sdries formelles non com- 
mutatives et filtres de type (3), ddfinis h une indiscernabilitg 9 pr~s. 
c) Rgduction, accessibilitd et observalitd 
Pour tout q ~ Q, soit le filtre (~q) identique 5 (3), 5 ceci pr6s qu'il est initialis6 
en q. 
Soient ql, q2 ~ Q. q2 est dit accessible h partir de ql ss'il existe un chemin 
OP 1 "-' P~ et des entr6es ui(O), ui(P1),..., ui(P~_l) faisant passer (~ql) de ql 5 q2. 
Un espace d'&at sous-tendu par l'ensemble des vecteurs accessibles ~ partir 
de l'&at initial est dit semi-accessible. 
(3) est dit compl~tement observable si, pour tout couple ql, q2 ~ Q, on a: 
--soit Aql :A ~q2 ; 
--soit un chemin OP 1 ""P~, des entr6es ui(O), ui(P1),..., ui(Pv-1) telles que 
les sorties correspondantes de (~) ,  (~2%) different. 
Soit (/~, g, Dle K(X)-module s6riel gauche T6duit (cf. l'auteur, 1974a, 1978b) 
de la s6rie g6n6ratrice g du filtre (3). 
9 Comme pour les syst~mes ordinaires (cf. l'auteur, 1978b), deux filtres sont dits 
indiscernables ss'ils ont m~me comportement entr6e-sortie. 
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Associons-lui le filtre: 
q(k  1)= ~ (A~ m) ~ui (k - - l - -m)  A l" ) )q(k l - -m)  
rae{O,l}a\O i= I  
y(k) __ ~q(k), (5) 
d'espace d'ftat Q = L" (q(0)-= g, ,~ = l), or) AJ m) est l'application induite 
par x~): 
Un filtrc de type (3), associ(}, comme (5), ~ un module s6riel r6duit, est dit 
rgduit (ou minimal). 
Comme pour les svstbmes r6guliers (el. l'auteur, 1978b, chap. II, section II.b), 
on peut 6noncer: 
PROPOSITION II.2. (i) Tout filtre de type (3) est rddu# si et seulement s'il 
est semi-accessible et complktement observable. 
(ii) Tout filtre de type (3) est indiscernable d'un filtre (5) rgduit. Soit: 
c~(k-f-1) ..... ~ ( f t~)+ ~ ui(k +1- -m)A lm) j~(k - - , -1  - m) 
m~{0,1}a\0 , i~ l  ¢ 
y(k)  = ~q(k), 
un filtre rdduit, d'espace d'Hat Q, indiscernable du prgcgdent. II existe un iso- 
morphisme i: Q c__~+ 0 tel que: 
iA~ '~) .- A)~)i, i~(O) = q(O), Ai .:-~. 
Deux filtres r6duits sont dits isomorphes. 
PROPOSITION II.3. Left#re (3) est: 
--semi-accessible si et seulement si la famille infinie de vecteurs 
{q(0), A~'~) q(O),..., A ("~) "- ~,(r%)~tn, Jv "r~Jo qktY) ' ' ' 'S  
sous-tevd l 'espace d' dtat; 
• - complktement observable si et seulement si la famille infinie 
{~ ~n(,n) ~,,(m s ) ... Z/(m>0 ) ~. A, Ax"lj ~...~ A~j j  v ~Jo ' " ' )  
sous-tend le dual algdbrique de l'espace dYtat. 
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Remarque. Entre semi-aeeessibilit6 et compl&e observabilit6, il existe une 
dualit6 canonique similaire ~ celle d6crite par l'auteur (1978b), chap. II, 
section II.c. 
Comme pour les syst~mes r6guliers tafionnaires (of. l'auteur, 1978b, chap. I I I ,  
section II, proposition 3), la forme r6duite permet de caract6riser les filtres 
invariants (cf. section I.e): 
PROPOSITION 11.4. Une condition suffisante pour qu'un filtre de type (3) soit 
invariant est que le veeteur d' dtat initial soit point d' dquilibre. Pour le filtre rdduit (5), 
cette condition est ndcessaire. 
d) Dimension finie. 
Un filtre de type (3) est dit rdalisable ss'il est indiscernable d'un filtre de 
m6me type ~ espace d'&at de dimension finie. Le th6or~me de KIeene- 
Schiitzenberger et la proposition II.1 conduisent ~ 6noncer: 
PROPOSITION II.5. Un filtre de type (3) est rdalisable si et seulement si sa 
sdrie gdndratrice st rationnelle. 
La matrice de Hankel et le rang du filtre (3) sont, par d6finition, ceux de la 
s6rie g6n6ratrice. I1 vient (cf. l'auteur, 1974a, 1978b): 
PROPOSITION II.6. La dimension de l'espace d'dtat d'un filtre de type (3) 
rdduit rdalisable est finie, ~gale au rang. 
Remarque. Une description pr6cise du filtre r6duit en fonction de la matrice 
de Hankel se d6duit du th6or~me 4 du chap. I de l'auteur (1978b). 
La proposition II.3 devient: 
PROPOSITION II.7. Le filtre (3), suppos~ d'espace d'dtat de dimension finie N, 
est: 
--semi-accessible si et seulement si la famille 
n(m)_tt~\ a(rnj ) (mj ) {q(0), ~j  qkv),..., ~j~ v -." Ajo o q(0),... [ 0 ~< v ~< N -- 2} 
est de rang N. 
--complbtement observable si et seulement si la famille: 
{A, ~)  kA ~-~) • ~ J  ) "--~" " ' "  ,~ " ' 'o  o .... [0~v~N- -2)  
est de rang N. 
Remarque. Tarn et Oei (Tam et Oei, 1977, Oei, 1978) ont introduit un 
module analogue ~ (3), off la diff6rence essentielle r6side en la nullit6 des 
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d&ives A(0 m). De la proposition 1.3, il r6sulte que deux tels mod61es ont 6gaux 
en tout point ss'ils sont indiscernables en rant que fonctionnelles des chemins. 
Par cons6quent, les r6sultats de Tam et Oei, qui consid6rent les filtres comme 
fonctions ponctuelles, d4coulent des n6tres. 
e) Variantes 
On modifie (3) de fagon ~t introduire des termes uppl6mentaires (of. l'auteur, 
1978b, 1978e): 
me{0,1}a\0 i=1 
+ b~)q - ~ ui(k q-l--m)b~'~)J 
i=1 
y(k) =hq(k)+c .  
(6) 
Les h (~) sont des 616ments du K-espace vectoriel d'dtat Q, c ~ K une constante. vy 
I1 vient (cf. l'auteur, 1978b), chap. II, section I, proposition 1): 
PROPOSITION II.8. Le filtre (6) est indiscernable d'un filtre de type (3). Si 
l'espace d'dtat de (6) est de dimension finie N, on peut choisir (3) de dimension 
N+I .  
Les propri6t6s de r6duction de (6) sont identiques a celles de la variante 
correspondante des syst6mes r6guliers (el. l'auteur, 1978c). Aussi ne les 
r6p6terons-nous pas. 
Une autre variante autorise la multiplication des entr6es, mais non celles 
des composantes du vecteur d'6tat. On a alors 
q(k + 1) 
( (m)) = 2 A m'+ ,,j(k + 1 -  + 1-- m)&...,, 
ms{O,1}a\o s=O io , . . . i j= l  
× q(k + 1 -- m) 
y(k) = Aq(k). 
Pour se ramener au cas usuel, on peut, avec Sontag (1979), consid6rer les 
u~j-" u~o comme des entr6es ind6pendantes et les coder par les nouvelles 
ind6termin6es - ('~) / '~ij... i  o • 
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I I I .  FILTRES LINEAIRES INVARIANTS 
a) Caract&isation des sdries gdndratrices 
Un filtre est dit lin6aire ss'il d6finit une application lin6aire entre les K-espaces 
vectoriels des entr6es et des sorties, c'est&-dire si le principe de superposition 
s'applique. 
En conservant les notations de la section I.c, on peut 6noncer d'apr&s la 
d6finition m6me des s6ries g6n&atriees (cf. l'auteur, 1978b, chap. I I I ,  section 
II I .a, proposition 5): 
PROPOSITION III.1. Une sdrie gdndratrice g ~ K((X))  ddtermine un filtre 
lindaire si et seulement si tout mot w ~ X*,  de coefficient non nul, contient une 
et une seule occurrence prise dam l' ensemble de lettres: 
X+ ={x~)  I i=  1,...,n;m@{0, 1}a\0}. 
Remarque. La condition prgc6dente se rggcrit sous forme: 
supp g _C U X*x~ '~'X*. 
i= l , . . . ,n  
me{0,1}\0 
Propositions 1.4 et III.1 caract6risent les s6ries ggngratrices des filtres lin6aires, 
invariants. 
b) Sdries gdndratrices percussionnelles t fonctions de transfert 
En automatique, le comportement entr6e-sortie d'un syst~me lin6aire, 
stationnaire, est enti~rement caract6ris6 par ses r6ponses aux instants t ~ 1 
des impulsions ~ l'instant z6ro, ou ce qui revient au m6me, par sa fonction 
ou matrice de transfert. De m~me ici, le comportement entr6e-sortie d'un 
filtre lin6aire, invariant ~- est caract6ris6 par ses r6ponses, pour divers chemins 
0P, ~ des entr6es non nulles en la seule origine 0. En d'autres termes, la s6rie 
g6n&atrice g est, en vertu des propositions 1.4 et III.1, d6termin6e par la seule 
connaissance des coefficients (g, wx~)), off x~ ~) ~ X+,  w c X~o. Soit p ~ K((X)) 
d6finie par: 
p = Y~ {(9, wx"~q~ . ~x~'~'i I x ~'~ ~ x+,  w c x*} .  
est la s6rie g6n6ratrice percussionnelle (ou impulsionnelle) de ~- dont elle 
d6termine le comportement entr6e-sortie. 
A ~, on associe les s6ries p~)  E K((Xo)): 
p'~' = F~ {(g, wx '~)  w I w ~ Xo*}. i i 
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PROPOSITION II I .2. Les trois conditions suivantes sont dquivalentes: 
(i) la sdrie gdndratrice g est rationnelle; 
(ii) la s&ie gdn&atrice percussionnelle pes t  rationnelle; 
(iii) chaque sdrie p~)  est rationnelle. 
Preuve. i ~ ii: Consid6rons la transduction rationnelle r: K ( (X) )  -+ K( (X) )  
(cf. l 'auteur, 1974b) d~finie, pour tout w ~ X*, par: 
lO si . ~ Xo*X + 
rw = sinon. 
Comme p = rg, pes t  rationnelle quand g l'est. 
ii ~ iii: Soit la transduction rationnelle {~)" r i . K ( (X) )  --~ K( (Xo)  d6finie, 
pour tout w ~ X*, par: 
r i -w = sinon. 
Comme p~m) = rp~ m), p~') est rationnelle quand p l'est. 
iii ~ i: Comme 
i=1,. . .  ,~z x~X 0 
m~{0 1}a\0 
9 est rationnelle quand les p~m) le sont. | 
Comme en la section I.d, introduisons Z = {z 1 .... , za} et la K-alg~bre 
K[[Z]] des s~ries formelles en les ind&ermin6es eommutatives z 1 ,..., z a . Soit 
~: K(<X}} -+ K[[Z]] l '@imorphisme x~q ..... sd) ~-~ z~ . . . .  zSa ~ (sl ..... Sd = 0 ou 1). 
Soit T i ~ K[[Z]] d6finie par: 
T~ ~ . ra (m) 
o~i  X i , 
meio,1}a\0 
et T = (T  1 .... , T~). Par construction, le coefficient de Zl ~1 "" z~a dans T i est 
la sortie de ~ au point (k 1 ..... kd), pour des entr6es nulles, sauf ui(O ) = 1. 
On peut donc 5noncer: 
PROPOSITION II I .3. Test  la matrice de transfert TM du filtre: 
lo Nous ne respectons pas l'usage courant qui veut que les fonctions de transfert 
soient 6crites en les variables 1/zl .... , 1/zd. 
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c) Un module gdndral d'espace d'gtat 
Le mod61e lin4aire, invariant, suivant est un cas particulier de (6). 11 Soit: 
q(k + l )=  ~ (F(~)q(k +1- -m> + ~ ui(k q - l - -m)g~ m>] 
m~{O,1}d\O  i=1 / 
y(k) = Hq(k) (7) 
Le vecteur q(k), ainsi que les g~¢~), appartiennent auK-espace vectoriel d'6tat Q, 
non n6cessairement de dimension finie (q(0) est donn6 nul). Les applications 
F(~): Q ~ Q, H: Q ~ K sont K-lindaires. 
PROPOSITION 111.4. H existe une bijection canonique ntre les s&ies gdn&atrices 
percussionnelles t les filtres de type (7), ddfinis h une indiscernabilitd prgs. 
Preuve. (i) Supposons (7) donn4. La s4rie p~) (cf. section III.b) est 
donn6e par 
~-  " "  ~ g i  Xo "'" • 
v~>0 m o ..... rove(o,1} a \o 
(ii) R6ciproquement, soit la s4rie p ~ K((X}} donn6e, de K(X}-module 
s4rM gauche (E, e, l). Le filtre (7), off Q ~- K.((X}}c, 12 g~) ~ x~mlc, H = l 
et off F ¢~J est l'application i duite par X~o~): 
Voq, F(~)q = x~'~)q, 
admet p comme s4rie g6n4ratrice percussionnellc. | 
Remarque. A tout d-uple T = (T 1 ..... Ta) d'614ments de K[[Z]], on peut 
done, en vertu des propositions III.3 et III.4, associer une infinit6 de filtres 
de type (7) l'admettant eomme matriee de transfert. 
d) Rdduction, accessibilitd et observabilitd 
Accessibilit6 
section II.c. 
Soit (E, G i) 
percussionnelle 
q(k + 1)= ~ (F(~)~(k +1- -  m)+ ~ ui(k +l - -  m)g~ m)) 
m~{O,1}a\O \ i=l 
y(k) = ~¢(k) (8) 
11 Un mod61e analogue a d6j~ 6t6 propos~ par Fornasini et Marchesini  (1976). 
12 K , (X)  C K(X)  d6signe l' id6al bilat6re maximal,  form6 des polyn6mes de terme 
constant nul. 
et observabilit6 se d6finissent pour le filtre (3) comme en la 
le K(X)-module s6riel gauche r6duit de la s6rie g6n6ratrice 
p de (7). Assoeions-lui le filtre: 
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d'espace d'4tat Q = K. (X)c  (~"~) = x~)g, H = l), off F (~) est l'application 
induite par x~'~): 
V - F ('~)- ~)q .  oq, q= 
Un filtre de type (7), associ6, comme (8), h un module s6riel r6duit, est dit 
rdduit (on minimal). 
Comme pour la proposition II.2, on 6nonce: 
PROPOSITION III.5. (i) Tout filtre de type (7) est rdduit si et seulement s'il 
est semi-accessible etcompl~tement observable. 
(ii) Tout filtre de type (7) est indiscernable d'un filtre (8) rdduit. Soit: 
~(k + 1)= ~ (P(~)~(k +l - -m)+ i ui(k +1- -m)g{~)  1 
me{0,1}a\0  i=1 / 
y(k) = ~q(k), 
un filtre rdduit d'espace d'dtat O, indiscernable du prdcddent. II existe un iso- 
morpkisme i: 0 c ) • ~ tel que: 
iF (~) -- F('~)i, ig} ~) = g}m), hi = ~. 
Deux filtres r6duits sont dits isomorphes. 
PROPOSITION III.6. Lefiltre (7) PSI: 
--semi-accessible si et seulement si la )Camille infinie de vecteurs 
{g~), F(~°) g~), ..., F(~'') "'" F(m'°)g}~), "." I i = 1,..., n} 
sous-teud l'espace d' dtat; 
--compl~tement observable si et seulement si la famille infinie 
{H, HF(~°),..., HF ('~Sv) ... F(~% ),...} 
sous-tend le dual algdbrique de l'espace d'dtat. 
Remarque. Iei aussi, il y a dualit6 canonique ntre semi-accessibilit6 et
complete observabilit6. 
e) Dimension finie 
Un filtre de type (7) est dit r6alisable ss'il est indiscernable d'un filtre de 
m~me type ~ espace d'6tat de dimension finie. Le th6or~me de Kleene- 
Schiitzenberger t la proposition III.4 conduisent h 6noncer: 
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PROPOSITION III.7. Un filtre de type (7) est rdalisable si et seulement si sa 
sdrie gdndratrice (percussionnelle) st rationnelle. 
PROPOSITION III.8. La dimension de l'espace d'dtat d'un filtre de type (7) 
rdduit, rdalisable, est finie, @ale au rang moins un. 
Preuve. En effet, la construction de (8) montre que le vecteur initial g du 
module s6riel r6duit n'appartient pas 7t l'espace d'6tat. | 
PROPOSITION III.9. Le filtre (6), supposd 'espace d'dtat de dimension finie N, 
est: 
--semi-accessible si et seulement si la famille de vecteurs: 
{g~m), F(m)_(~) F (~)  F(mJ0)_ (~) gi ,..., "'" gi .... [ i= l  .... ,n ;0~v~N- -2}  
est de rang N; 
--compl~tement observable si et seulement si la famille 
{H, HFfm°),..., HF  ('~jv) ... F(m°),... I o <~ v <~ N -- 2} 
est de rang N. 
Remarques. (i) La remarque finale de la section I I I .c peut-Stre pr6eis6e: 
tout d-uple T = (T 1 ..... Td) d'6l~ments rationnels de K[[Z]], on peut 
associer, en vertu de la proposition III.7, un filtre r6alisable de type (7). 
(ii) Fornasini (1978) a aussi utilis6, pour la r6alisation de modules analogues 
(7), les s6ries rationnelles non commutatives, ?t savoir celles ayant pour image 
commutative la fonction de transfert. Aucune interpr6tation g6om~trique 
n'est cependant donn6e. 
APPENDICES 
A. Le module d'Attasi 
Alors que la rationalit6 des s6ries en plusieurs ind6termin6es non eom- 
mutatives pr6sente bien des caract6ristiques communes avec celles des s6ries 
en une seule (repr6sentations matricielles, matrices de Hankel), il n'en va 
pas de m6me pour les s6ries en plusieurs ind6termin6es commutatives. C'est une 
fagon d'expliquer les difficult6s mathfmatiques rencontr~es en filtrage multi- 
dimensionnel quand on utilise les fonctions de transfert. 
Pour les s6ries commutatives de K[[z 1 ,..., za]], repr6sentations matricielles 
d'ordre fini et finitude du rang de la matrice de Hankel sont le propre d'une 
sous-classe des rationnelles, 5 savoir les s6ries reconnaissables (l'auteur, 1970, 
1974a). Une s6rie de K[[z 1 ..... za] ] est dite reconnaissable si elle est d6veloppe- 
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ment  de Taylor ~ l 'origine d 'une fonction rationnelle P(Zl,... ,za)/Q~(zl)''' Qa(Za), 
oa P ~ K[ [~ ..... ~11, Q~ e g[ [zd]  ..... Q~ ~ K[[~]], QI(0) " Q~(0) ~ 0. 
Le filtre propos~ par Attasi (1973, 1975), qui est un  cas particulier de celui 
de type (7), est de forme: la 
q(k 1~- 1, k 2 @ 1) 
= F(°,l)q(kl 4- 1, k2) ~- F(1,°)q(kl, k 2 4- 1) - -  F (°,1) F(1,°)q(kl, k2) 
4- i 7;i(ki , k2)g~l.1) 
i=1 
y(k l  , k~) = Hq(kl  , k2) 
avec la relation de commutat ion F(°. I )F (1.°) = F(1.°)F (°,1). 
La s6rie gSn6ratrice percussionnelle est: 
~(0,1)n(1,0) (1,1)x--1 (1,1) (1,1) H(1 - -  F(°'l)x~ 1'0) - -  F(l'°)x~ 0'1) @/* /* X 0 ) gi Xi 
i=l 
I1 en r6sulte (cf. section I I I .b)  que chaque 616ment de la matrice de transfert 
est donn6 par: 
H(1 - -  F(°'l) Zl -- F(l"°)z2 + F(°'l) F(l"°) ZlZ2)-lzlz2g}l"l) 
= H(1 -- F (°' 1)zl) - lz I ( 1 -- F (1" O)ze) z2g~ 1' 1). 
D'oh factorisation du d6nominateur et reconnaissabilitg, la 
B. Lien avec les mdthodes syntaxiques 
Ce lien est 6vident une fois rappel6 comment les s&ies rationnelles non 
commutatives sont solutions de syst~mes d'6quations unilat~res, g~n6ralisant 
les grammaires de Kleene (cf. Chomsky et Schfitzenberger, 1963, Gross et 
Lentin, 1970, Salomaa et Soittola, 1978). 
Une s6rie de K((X))  est rationnelle si elle est composante du vecteur solution 
d 'un  syst~me d'~quations 5 droite en les inconnues ~:1 ,..., {:N, 
, 
off ~1 ,..., aN et les 616ments de la matrice carr6e A, d'ordre AT, sont, respective- 
ment, des polyn6mes de K(X)  et K. (X) ,  c'est-5-dire de terme constant nul. 
13 Comme Attasi, on se limite au cas d ~ 2. Toute g~nfiralisation est immediate. 
1~ Avec les notations habituelles, on aurait H(zl --Fi°'lI)-l(z2 - -F I l ' °})  -1 g~l,1). 
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Soit la s~rie rationnelle r donn6e par (cL l 'auteur, 1974a): 
off /~: X* - -~ NKX est une repr6sentation du monoide libre par des matrices 
carr6es d'ordre AT, et off A ~ ~VK et ~, ~ K u sont des matrices ligne et colonne 
d'ordre N.  On lui associe le syst~me d'6quations 
I1 vient: 
= r + (~x)x) . 
Si, au lieu d 'un  corps K, on a un semi-anneau commutat i f  quelconque, 
ces r6sultats restent valables. Avec le semi-anneau de Boole .~ = {0, l}, oil 
1 + 1 = 1, on retrouve les langages rationnels (ou r6guliers) et les grammaires 
de Kleene. 
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