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a b s t r a c t
In this work we apply Dykstra’s alternating projection algorithm for minimizing ‖AX − B‖
where ‖ · ‖ is the Frobenius norm and A ∈ Rm×n, B ∈ Rm×n and X ∈ Rn×n are
doubly symmetric positive definite matrices with entries within prescribed intervals. We
first solve the constrained least-squares matrix problem by using the special structure
properties of doubly symmetric matrices, and then use the singular value decomposition
to transform the original problem into a simpler one that fits nicely with the algorithm
originally developed by [R. Escalante, M. Raydan, Dykstra’s algorithm for a constrained
least-squares matrix problem, Numer. Linear Algebra Appl. 3 (1996) 459–471].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let A ∈ Rm×n be a data matrix obtained by performing a certain set of experiments, and let B ∈ Rm×n be another matrix.
Let Jn be the n×n order flipmatrixwith ones on the secondary diagonal and zeros elsewhere.We are interested in solving the
constrained least-squares rectangularmatrix problems. More precisely, we consider the following constrained optimization
problems:
min ‖AX − B‖2 (1.1)
subject to
XT = X, JnXJn = X,
L ≤ X ≤ U,
λmin(X) ≥ ε > 0,
(1.2)
where m ≥ n, rank(A) = n, and X is the n× n doubly symmetric matrix that we wish to find. L and U are given n× n real
matrices, and λmin(X) is the smallest eigenvalue of X . Throughout this paper, the notation A ≤ B, for any two real n × n
matrices, means that Aij ≤ Bij for all 1 ≤ i, j ≤ n. ‖A‖ denotes the Frobenius norm of a real matrix A, defined as
‖A‖2 = 〈A, A〉 =
n∑
i,j=1
(Aij)2,
where the inner product is given by 〈A, B〉 = trace(ATB).
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A matrix X ∈ Rn×n is said to be doubly symmetric if XT = X and JnXJn = X , i.e.,
xj,i = xi,j = xn−j+1,n−i+1, 1 ≤ i, j ≤ n.
Below we always denote the set of all n× n real doubly symmetric matrices by DSn×n. We also denote the sets of n× n real
matrices, real symmetric matrices, and real orthogonal matrices by Rn×n, Sn×n, and On×n, respectively.
Doubly symmetric matrices arise, for example, in the numerical solution of some differential equations [1], physics and
engineering problems [8], information theory [12], linear system theory [17] and some Markov processes [20]. Symmetric
Toeplitz matrices, centrosymmetric Hankel matrices, and symmetric circulant matrices are important examples of doubly
symmetric matrices. For important discussions of Doubly Symmetric matrices, we refer to [13,22] and the references
contained therein.
Problems involving positive definite and bounded constrained least-squares estimation ofmatrices arise inmathematical
economics and statistics. A classical example, discussed by Dantzig [7], is the problem of deriving utility functions in a
dynamic-equilibrium model of the economy. In this case, the fitting matrix X has to be a symmetric and bounded matrix,
whose smallest eigenvalue must be greater than a specified positive number. Simplified versions of problems (1.1)–(1.2)
have recently been studied. In particular, if we drop the bounds in the second equation of (1.2) and replace ε by zero, then
problems (1.1)–(1.2) reduces to the least-squares problem for doubly symmetric positive semidefinite matrices. Methods
for solving such problems have received attention in the recent literature [21–23]. In all these cases, at least one constraint is
not taken into account. However, for the general case, the problemhas received little attention. To the best of our knowledge,
problems (1.1)–(1.2) have been considered by only Hu [14] and more recently by Escalante and Raydan [11]. These authors
studied the symmetric positive semidefinite (definite) with bounded constrained least-squares estimation problems in two
totally different ways. The approach in [14] is to transform the problem into an equivalent convex quadratic program with
infinitely many linear constraints and solve the latter by generating and solving a sequence of ordinary convex quadratic
programs. The approach in [11] is to apply a modification of Dykstra’s alternating projection algorithm, the authors also
propose a new and improved implementation of the projected algorithm onto the ε-positive definite set of the matrices.
The alternating projection method dates back to von Neumann [18], who treated the problem of finding the projection
of a given point in a Hilbert space onto the intersection of two closed subspaces. Later, Cheney and Goldstein [5] extended
the analysis of von Neumann’s alternating projection scheme to the case of two closed and convex sets. In particular, they
established convergence under mild assumptions. However, the limit point need not be the closest in the intersection.
Therefore, the alternating projection method, proposed by von Neumann, is not useful for problem (1.1) when m = n
and A = I . Fortunately, Dykstra [9] found a clever modification of von Neumann’s scheme for which convergence to the
solution point is guaranteed. For a recent application of Dykstra’s algorithm, see [10,11], and for complete discussion on
alternating projection methods, see [6].
In this paper we extend the results in [11] to the classes of doubly symmetric positive definite matrices. We first study
the doubly symmetric least-squares problem by using the special structure properties of doubly symmetric matrices. Then
we apply the modification of Dykstra’s alternating projection method to solve problems (1.1)–(1.2). Our approach is based
on the use of the singular value decomposition (SVD) to transform the original problem into a simpler one that fits with the
algorithms develop in [10] and [11]. Finally, we present preliminary numerical results to illustrate the performance of the
proposed algorithm.
2. The doubly symmetric Procrustes problem
In this section we use the special properties of doubly symmetric matrices and the SVD to analyse the doubly symmetric
Procrustes problem. This problem consists of finding the doubly symmetric matrix X which minimizes the Frobenius (or
Euclidean) norm of AX − B, where A and B are given rectangular matrices.
Let k = [n/2] the maximum integer not greater than n/2. Define Dn as
Dn = 1√
2
(
Ik Ik
Sk −Sk
)
(n = 2k), Dn = 1√
2
 Ik 0 Ik0 √2 0
Sk 0 −Sk
 (n = 2k+ 1).
It is easy to verify that Dn is orthogonal.
Lemma 1 ([22]). A matrix X ∈ R2k×2k is doubly symmetric if and only if there exist M, N ∈ Sk×k such that
X =
(
M NSk
SkN SkMSk
)
= D2k
(
M + N 0
0 M − N
)
DT2k.
A matrix X ∈ R(2k+1)×(2k+1) is doubly symmetric if and only if there exist M, N ∈ Sk×k, u ∈ Rk and α ∈ R such that
X =
 M u NSkuT α uT Sk
SkN Sku SkMSk
 = D2k+1
M + N √2u 0√2uT α 0
0 0 M − N
DT2k+1.
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Furthermore, when n = 2k, let X̂1 = M + N, X̂2 = M − N, and when n = 2k+ 1, let
X̂1 =
(
M + N √2u√
2uT α
)
, X̂2 = M − N,
then X ∈ Rn×n is doubly symmetric if and only if there exist X̂1 ∈ S(n−k)×(n−k) and X̂2 ∈ Sk×k, whether n is odd or even, such that
X = Dn
(
X̂1 0
0 X̂2
)
DTn . (2.1)
Partition matrices ADn and BDn as
ADn = (A1, A2), BDn = (B1, B2), A1 ∈ Rm×(n−k), B1 ∈ Rm×(n−k). (2.2)
Let the SVDs of A1 ∈ Rm×(n−k) and A2 ∈ Rm×k be, respectively,
A1 = U1
(
Σ1 0
0 0
)
V T1 , A2 = U2
(
Σ2 0
0 0
)
V T2 , (2.3)
where U1 = (U11,U12) ∈ Om×m, V1 = (V11, V12) ∈ O(n−k)×(n−k), q1 = rank(A1), U11 ∈ Rm×q1 , V11 ∈ R(n−k)×q1 ;
Σ1 = diag(σ (1)1 , . . . , σ (1)q1 ), σ (1)i > 0 (i = 1, . . . , q1), U2 = (U21,U22) ∈ Om×m, V2 = (V21, V22) ∈ Ok×k, q2 = rank(A2),
U21 ∈ Rm×q2 , V21 ∈ Rk×q2 ,Σ2 = diag(σ (2)1 , . . . , σ (2)q2 ), σ (2)i > 0 (i = 1, . . . , q2). Define
Φ1 =
(
φ
(1)
i,j
)
∈ Rq1×q1 , φ(1)i,j =
1
(σ
(1)
i )
2 + (σ (1)j )2
, 1 ≤ i, j ≤ q1, (2.4)
Φ2 =
(
φ
(2)
i,j
)
∈ Rq2×q2 , φ(2)i,j =
1
(σ
(2)
i )
2 + (σ (2)j )2
, 1 ≤ i, j ≤ q2, (2.5)
Higham [15] has solved the symmetric Procrustes problem. However, the proof of the following lemma is different from
his.
Lemma 2. Given A1, B1 ∈ Rm×(n−k), rank(A1) = q1. Let the SVD of A1 be (2.3) and Φ1 be (2.4). If S1 ≡ {X1 ∈ S(n−k)×(n−k)|f1
(X1) = ‖A1X1 − B1‖ = min}, then the elements of S1 can be expressed as
X1 = V1
(
Φ1 ∗ (Σ1UT11B1V11 + V T11BT1U11Σ1) Σ−11 UT11B1V12
V T12B
T
1U11Σ
−1
1 G1
)
V T1 , ∀ G1 ∈ S(n−k−q1)×(n−k−q1). (2.6)
Specially, if matrix A1 is full column rank, then S1 is unique, and the unique solution is given by
X∗1 = V1
(
Φ1 ∗ (Σ1UT11B1V1 + V T1 BT1U11Σ1)
)
V T1 . (2.7)
Proof. By using the singular value decomposition (2.3) of A1, we have
‖A1X1 − B1‖2 =
∥∥∥∥(Σ1 00 0
)
V T1 X1V1 − UT1 B1V1
∥∥∥∥2 . (2.8)
If
V T1 X1V1 =
(
X11 X12
XT12 X22
)
q1 n−k−q1
q1
n− k− q1 , U
T
1 B1V1 =
(
B11 B12
B21 B22
)
q1 n−k−q1
q1
m− q1 , (2.9)
then (2.8) becomes
‖A1X1 − B1‖2 = ‖Σ1X11 − B11‖2 + ‖Σ1X12 − B12‖2.
Therefore, for arbitrary X1 ∈ S1, the submatrices X11 ∈ Sq1×q1 and X12 ∈ Rq1×(n−k−q1) should satisfy
‖Σ1X11 − B11‖ = min, ‖Σ1X12 − B12‖ = min. (2.10)
For X11 = (x(11)ij ) ∈ Sq1×q1 , B11 = (b(11)ij ) ∈ Rq1×q1 , we have
‖Σ1X11 − B11‖2 =
q1∑
i=1
(
σ
(1)
i x
(11)
ii − b(11)ii
)2
+
∑
1≤i<j≤q1
[(
σ
(1)
i
2 + σ (1)j
2)
x(11)ij
2 − 2
(
σ
(1)
i b
(11)
ij + σ (1)j b(11)ji
)
x(11)ij +
(
b(11)ij
2 + b(11)ji
2)]
.
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The left item of the above equality is a continuously differentiable function of q1(q1−1)2 variables of x
(11)
ij (1 ≤ i ≤ j ≤ n).
From the necessary conditions for minimizing a function at a point, we obtain the following expressions
x(11)ij =
σ
(1)
i b
(11)
ij + σ (1)j b(11)ji
σ
(1)
i
2 + σ (1)j
2 ,
withΦ1 as in (2.4), so the solution of the first minimization problem of (2.10) is
X11 = Φ1 ∗ (Σ1B11 + BT11Σ1) = Φ1 ∗ (Σ1UT11B1V11 + V T11BT1U11Σ1). (2.11)
The solution of the second minimization problem of (2.10) can be computed directly as
X12 = Σ−1B12 = Σ−11 UT11B1V12. (2.12)
Combining this with (2.11) and (2.12) and (2.9), we obtain (2.6). If A has full column rank, it is easy to conclude that S1 is
unique, and can be written as (2.7). 
Theorem 1. Given A, B ∈ Rm×n, partition ADn and BDn as (2.2). Assume that the SVDs of A1, A2 be (2.3). Set
X10 = V1
(
Φ1 ∗ (Σ1UT11B1V11 + V T11BT1U11Σ1) Σ−11 UT11B1V12
V T12B
T
1U11Σ
−1
1 0
)
V T1 ,
X20 = V2
(
Φ2 ∗ (Σ2UT21B2V21 + V T21BT2U21Σ2) Σ−12 UT21B2V22
V T22B
T
2U21Σ
−1
2 0
)
V T2 .
(2.13)
If S2 ≡ {X ∈ DSn×n|f2(X) = ‖AX − B‖ = min}, then the elements of S2 can be expressed as
X = Dn
(
X10 + V12G1V T12 0
0 X20 + V22G2V T22
)
DTn,
∀ G1 ∈ S(n−k−q1)×(n−k−q1),
∀ G2 ∈ S(k−q2)×(k−q2). (2.14)
Specially, if A has full column rank, then the unique solution is given by
X = Dn
(
X∗1 0
0 X∗2
)
DTn . (2.15)
where X∗1 defined by (2.7) and
X∗2 = V2
(
Φ2 ∗ (Σ2UT21B2V2 + V T2 BT2U21Σ2)
)
V T2 . (2.16)
Proof. From Lemma 1, we know that a doubly symmetric matrix X can be expressed as
X = Dn
(
X1 0
0 X2
)
DTn, with X1 ∈ S(n−k)×(n−k) and X2 ∈ Sk×k.
Combining this with (2.2), we have
‖AX − B‖2 =
∥∥∥∥ADn (X1 00 X2
)
− BDn
∥∥∥∥2 = ‖A1X1 − B1‖2 + ‖A2X2 − B2‖2,
Therefore, minimizing ‖AX − B‖2 over all X ∈ DSn×n, is equivalent to minimizing simultaneously ‖A1X1 − B1‖2 over all
X1 ∈ S(n−k)×(n−k), and ‖A2X2 − B2‖2 over all X2 ∈ Sk×k. From Lemma 2, we know the solution of min
X∈DSn×n
‖AX − B‖ can be
expressed as (2.14). If A has full column rank than the unique solution is given by (2.15). 
The following lemma gives the solution to the symmetric ε-positive definite approximation of an arbitrary symmetric
matrix.
Lemma 3. Let Z ∈ Sn×n and Z − εI = UH be a polar decomposition (UTU = I, H = HT ≥ 0). Then MF = Z+εI+H2 is the unique
symmetric ε-positive definite approximation of Z in the Frobenius norm, and
min
M∈εpd ‖Z −M‖ =
∑
λi(Z)<ε
(λi(Z)− ε)2.
Proof. Let Z ′ = Z−εI andN = M−εI . Then the original problem reduces to finding the unique symmetric positive definite
approximation of Z ′. Let N be symmetric positive semidefinite (psd) and Z ′ = VΛV T [V TV = I,Λ = diag(λi)] be a spectral
decomposition, and Y = V TNV . Then
‖Z ′ − N‖2 = ‖Λ− Y‖2 =
∑
i6=j
y2ij +
∑
i
(λi − yii)2 ≥
∑
λi<0
(λi − yii)2 ≥
∑
λi<0
λ2i ,
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since yii ≥ 0 because Y is psd. This lower bound is attained the unique matrix Y = diag(di), where
di =
{
λi, λi ≥ 0,
0, λi < 0,
that is
NF = Vdiag(di)V T .
The representationMF = Z ′+H2 + εI follows, since H = Vdiag(|λi|)V T . 
3. The application of Dykstra’s alternating projection algorithm
The feasible region of problems (1.1)–(1.2) is the intersection of two sets denoted by Box(B) and doubly symmetric
ε-positive definite (Dεpd) , given
B = {X ∈ Rn×n : L ≤ X ≤ U}, and
Dεpd =
{
X ∈ Rn×n : XT = X, JnXJn = X, λmin(X) ≥ ε > 0
}
.
Problems (1.1)–(1.2) can be stated as follows:
min
{‖AX − B‖2 : X ∈ B ∩Dεpd} . (3.1)
We observe that the feasible region of problem (3.1) is the intersection of closed and convex sets in the inner product
space Rn×n, and so it is also a closed and convex set.
The authors in [10] solve problem (1.1)–(1.2), whenm = n and A = I , bymeans of amodification of Dykstra’s alternating
projection method [3,9]. More explicitly, they solve this problem by projecting cyclically onto every one of the closed and
convex sets whose intersection is the feasible region of (3.1). They present two alternating projection algorithms [[10],
Algorithms (3.5) and (4.1)], and characterize the projection onto every one of the sets involved in the algorithms, and use
the convergence result established by Boyle and Dykstra [[3], Theorem 2], to obtain convergence in the Frobenius norm to
the unique solution of problem (3.1). In this contribute, we will use the same strategy to solve problem (1.1)–(1.2).
Let A in (3.1) has the singular value decomposition
A = P
[
Σ
0
]
Q T , (3.2)
where P ∈ Rm×m and Q ∈ Rn×n are orthogonal and
Σ = diag(σ1, σ2, . . . , σn), σ1 ≥ · · · ≥ σn > 0.
Then, in accordance with [15],
‖AX − B‖2 = ‖ΣY − D1‖2 + ‖D2‖2,
where
Y = Q TXQ , D =
[
D1
D2
]
= PTBQ , D1 ∈ Rn×n.
Thus, the problem reduces tominimizing ‖ΣY−D1‖2. Therefore, if X is constrained to be doubly symmetric, then thematrix
Y will be constrained to be in set
D′ = {Y ∈ Rn×n : Y T = Y , QYQ T = JnQYQ T Jn} .
In order to study the transformed feasible region, we now define two sets in Rn×n. The first set is denoted byDεpd′′, and
is given by
Dεpd
′′ = {Z ∈ Rn×n : Z = ΣY , Y ∈ D′, λmin(Y ) ≥ ε > 0} ,
where Y = Q TXQ . It is evidently that, minimizing ‖ΣY −D1‖, over all Y ∈ D′ and λmin(Y ) ≥ ε > 0, is equivalent to solving
the problem
min
Z∈Dεpd ′′
‖Z − D1‖. (3.3)
Since
min
Y∈D′
‖ΣY − D1‖ ⇔ min
X∈DSn×n
∥∥∥∥[P1, P2](Σ0
)
Q T − [P1, P2]
(
D1
0
)
Q T
∥∥∥∥⇔ minX∈DSn×n ‖AX − B˜‖
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where B˜ = [P1, P2]
(
D1
0
)
Q T , from Theorem 1, the unique doubly symmetric solution of min ‖AX − B˜‖ can be expressed as
X = Dn
(
X˜1 0
0 X˜2
)
DTn,
where X˜1 is defined by (2.7), X˜2 is defined by (2.16), and [B1, B2] = Dn˜B. From Lemma 3, using polar decomposition to X˜1−εI
and X˜2−εI , we can obtain the unique symmetric ε-positive definite approximations of X˜1 and X˜2, denoted respectively by X˜1∗
and X˜2
∗
. We observe that λmin(Y ) ≥ ε > 0 if and only if λmin(X) ≥ ε > 0, then the unique solution of minZ∈Dεpd ′′ ‖Z − D1‖
can be expressed as
Z = ΣQ TDn
(
X˜1
∗
0
0 X˜2
∗
)
DTnQ . (3.4)
The second set corresponds toB and is given by
B′ = {Z ∈ Rn×n : L ≤ QΣ−1ZQ T ≤ U} .
It is also clear that minimizing ‖ΣQ TXQ − D1‖, over all X ∈ B is equivalent to solving the problem
min
Z∈B′
‖Z − D1‖. (3.5)
Consequently, using (3.3) and (3.5), problem (3.1) can now be stated as follows:
min
{‖Z − D1‖2 : Z ∈ Dεpd′′ ∩B′} . (3.6)
We observe that the feasible region of problem (3.6) is the intersection of closed and convex sets in Rn×n. As in [10], we
denote by PDεpd ′′ and PB′ , the projections ontoDεpd
′′ andB′, respectively.
The following lemma from [[10], Theorem 3.1] characterizes the projection ontoB.
Lemma 4. If W ∈ Rn×n then the unique solution to the problem minX∈B ‖X −W‖ is given by the n × n matrix PB(Z), whose
ij-entry is defined as follows
(PB(W ))ij =
{Wij if Lij ≤ Wij ≤ Uij
Uij if Wij > Uij
Lij if Wij < Uij.
We now present our version of Dykstra’s alternating projection algorithm to solve problem (3.6).
Algorithm 1. Given D1 ∈ Rn×n, set (D1)0 = D1, and I0Dεpd ′′ = I0B′ = 0.
For i = 0, 1, 2, . . . ,
(D1)i = PB′(D1)i − I iDεpd ′′ ,
I i+1
Dεpd ′′ = PDεpd ′′(D1)i − (D1)i,
(D1)i+1 = PDεpd ′′(D1)i − I iB′ ,
I i+1
B′ = PB′(D1)i+1 − (D1)i+1.
(3.7)
Here I i
Dεpd ′′ and I
i
B′ play the role of the increments introduced by Dykstra [9]. Using [3], we obtain the following convergence
result for Algorithm 1.
Theorem 2. If the closed and convex set Dεpd′′ ∩ B′ is not empty, then for any D1 ∈ Rn×n the sequences {PDεpd ′′(D1)i} and{PB′(D1)i}, generated by Algorithm 1, converge in the Frobenius norm to the unique solution of problem (3.6).
Remark 1. (1) To project D1 ontoB′, i.e., to solve problem (3.5), we first project the matrix QΣ−1C1Q T onto the boxB to
obtain a matrix X ∈ [L,U] (see [10] for details). Then, PB′(D1) = ΣQ TXQ .
(2) To project D1 ontoDεpd′′ (problem (3.3)), we first compute the unique solution X using (2.15), then project X˜1 and X˜2 to
εpd to obtain X˜1
∗
and X˜2
∗
. Finally, PDεpd ′′(D1) can be written as (3.4).
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Table 1
Results for Experiment 5.1.
n TOL IT TIME Error1 Error2
20 10−3 16 0.113345 9.2709× 10−4 7.9784× 10−4
10−6 36 0.216776 7.7000× 10−7 6.6288× 10−7
10−8 48 0.275899 8.7284× 10−9 7.5140× 10−9
50 10−3 31 0.976587 9.9763× 10−4 0.0023
10−6 97 3.168075 9.7992× 10−7 2.4726× 10−6
10−8 147 4.814513 9.2094× 10−9 2.3238× 10−8
100 10−3 78 11.849786 9.9763× 10−4 0.0041
10−6 503 76.680008 9.4231× 10−7 1.3621× 10−5
10−8 1247 342.980854 9.7686× 10−9 1.1676× 10−6
4. Numerical results
In this section we present numerical examples to illustrate the efficiency of the proposed iteration method. All the tests
are performed using MATLAB (version 7.0) with the machine precision 10−16 on a Pentium IV personal computer. The
required projection onto the set εpd, were computed by the subroutine poldec.m (polar decomposition) from Higham’s
Test Matrices [25]. We set ε = 0.1, for all experiments. In practice, the algorithm is usually stopped whenever the
distance between two consecutive projections onto the same set reaches a pre-established tolerance. In our experiments,
the iterations in both cases were stopped when
Error1 = ‖PDεpd ′′(D1)i+1 − PDεpd ′′(D1)i‖ ≤ TOL
for different values of TOL, where TOL is a given positive number.
Experiment 4.1. In this experiment A = [Aij]where
Aij =

i
i+j−1 + 10, if i = j,
i
i+j−1 , if i 6= j.
for i, j = 1, . . . , n and
B =
(
hilb(n/2) ones(n/2)
hankel(1 : n/2) zeros(n/2)
)
where n is a constant that determines the magnitudes of the dimension of the system, hilb(n) denotes the nth order Hilbert
matrix, hankel(1 : n) denotes the nth order Hankel matrix which first row is (1, 2, . . . , n), and ones(n) and zeros(n)
respectively denote the n × n matrices whose all elements are one and zero. We also define the matrix L as ones(1) and
U as 2 ∗ ones(1). In this case, problem (3.1) is feasible.
Table 1 shows the dimension of the problem (n), the CPU time in second (TIME), the number of iterations (IT) required
for different tolerances, and the distance (Error2) between consecutive projections onto Dεpd′′ and B′, i.e., Error2 =
‖PDεpd ′′(D1)i − PB′(D1)i‖.
To save space, we shall not report the data of PB′(D1)i and PD′′(D1)i, butwill make them available upon request. In Figs. 1–
4, we characterize the convergence curves for different values of n and TOL. The results in these figures show clearly that
the distance between consecutive projections onto the two closed sets (Error2) is monotonically decreasing, which is in
accordance with the theory of alternating projections method established in [2,3,16,24].
5. Concluding remarks
In this contribution, we have studied the doubly symmetric positive definite and boundedmatrix least-squares problem.
Our approach is based on the modification of Dykstra’s alternating projection method initially proposed by Escalante [10]
and [11]. Some numerical results have confirmed the efficiency of the proposed algorithm. Moreover, we have obtained the
doubly symmetric Procrustes problem for a by-product.
We have only considered the linear pattern doubly symmetric. We observe that a more constrained pattern, such as
reflexive/ antireflexive (defined in [4]), (R, S)-symmetric/ (R, S)-skew symmetric (defined in [19]), would involve a similar
treatment. Since these particular pattern matrices could be partitioned by specified nontrivial involutions to obtain an
expression similar to Lemma 1 (see [19] for details).
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Fig. 1. Y axis: convergence curves for Error1 and Error2 when n = 20, TOL = 10−8 .
Fig. 2. Y axis: convergence curves for Error1 and Error2 when n = 50, TOL = 10−8 .
Fig. 3. Y axis: convergence curves for Error1 and Error2 when n = 100, TOL = 10−3 .
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Fig. 4. Y axis: convergence curves for Error1 and Error2 when n = 100, TOL = 10−6 .
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