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Abstract
We study various aspects related to boundary regularity of complete properly
embedded Willmore surfaces in H3, particularly those related to assumptions on
boundedness or smallness of a certain weighted version of the Willmore energy. We
prove, in particular, that small energy controls C1 boundary regularity. We examine
the possible lack of C1 convergence for sequences of surfaces with bounded Willmore
energy and find that the mechanism responsible for this is a bubbling phenomenon,
where energy escapes to infinity.
1 Introduction
In our previous paper [1] we studied the renormalized area, RenA(Y ), as a functional
on the space of all properly embedded minimal surfaces Y in H3 with a sufficiently
smooth boundary curve at infinity. Area or volume renormalization of a properly
embedded minimal submanifold of arbitrary dimension or codimension in hyperbolic
space was introduced by Graham and Witten [9]; the renormalization is accomplished
by an Hadamard regularization of the asymptotic expansion of areas (or volumes) of
a family of compact truncations of the submanifold. The renormalized area of such
a minimal surface in H3 turns out to be a classical quantity. The first result in [1] is
that
RenA(Y ) = −2πχ(Y )− 1
2
∫
Y
|A˚|2 dµ, (1.1)
where χ(Y ) is the Euler characteristic and A˚ the trace-free second fundamental
form of Y . Since Y is minimal, A˚ equals the full second fundamental form, and so∫
Y
|A˚|2 dµ is the same as the total curvature ∫
Y
|A|2 dµ of the surface Y . In other
words, up to the topological contribution, RenA(Y ) is essentially the same as the
Willmore energy E(Y ) := ∫
Y
|A|2 dµ of Y .
We can also relate E(Y ) to the Willmore energy of Y , regarded as a surface
with boundary in the upper half-space R3+ with the Euclidean metric. Indeed, the
density |A˚|2 dµ is well-known to be invariant with respect to conformal changes of
the ambient space. If Y is C2 up to its boundary, then it meets ∂R3+ orthogonally
and one may form a closed surface by doubling Y across this boundary. Decorating
all quantities computed with respect to the Euclidean metric with bars, then a short
calculation using the Gauss-Bonnet theorem yields the relationship∫
Y
|A¯|2 dµ¯ =
∫
Y
| ˚¯A|2 dµ¯+ 4πχ(Y ) =
∫
Y
|A˚|2 dµ+ 4πχ(Y ). (1.2)
∗
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Based on these observations, it is natural to regard this Willmore energy E as
a functional on the space of complete minimal surfaces in H3 (with C2 asymptotic
boundary); henceforth we refer to this simply as the energy functional. Although
minimal surfaces are always critical points of E , it has many other critical points
as well. These are the so-called Willmore surfaces. The Willmore equation, i.e. the
Euler-Lagrange equation for E , is conformally invariant, hence we may simply talk
about Willmore surfaces for either the hyperbolic or the Euclidean metric on the
upper half-space. In any case, the objects of study in this paper are the Willmore
surfaces in the upper half-space which meet ∂H3 orthogonally, and the energy E as a
functional on this class of surfaces. It is important to note that the Willmore energy
is not conformally invariant. As we prove below, the finiteness of the (hyperbolic)
Willmore energy of a Willmore surface Y necessitates that Y ⊥ ∂H3, so this condition
can be dropped. Although we primarily work using the ambient hyperbolic metric,
it is useful to recall the Euclidean perspective occasionally too.
Our aim is to study sequences Yj of Willmore surfaces with fixed genus and num-
ber of ends, and in particular, to examine how the boundedness of E(Yj) regulates
convergence of the Yj at their boundaries. It turns out that the natural energy func-
tional E does not seem to control boundary regularity in a sufficiently strong manner,
but that one does obtain such control using an appropriately weighted version Ep of
this energy. This new functional is defined by inserting an extra weight factor in the
integral of |A˚|2:
Ep(Y ) :=
∫
Y
|A˚|2f2p dµ,
where p > 1 is fixed and f : Y → R+ is the intrinsic distance in Y to a given finite
collection of points in Y , called poles. These poles are in the interior of Y so that
near ∂∞H
3 = {x = 0} (in the upper half-space model), f ∼ | log x|. For brevity we
refer to Ep(Y ) as the weighted energy of Y .
We shall study the following problem: If Yj is a sequence of Willmore surfaces
with Ep(Yj) ≤ C < ∞, then does some subsequence of the Yj converge in C1 up
to the boundary? In fact, we show that C1 convergence may fail at a finite set of
points at the boundary, but we are able to understand this phenomenon via the loss
of energy in the limit. Since convergence of Willmore surfaces in any compact set
of H3 is well understood, we focus almost entirely on the behavior of these surfaces
near and at their asymptotic boundaries.
Before stating our results, we put this into a broader context. The study of failure
of compactness for variational problems goes back at least to [26] and has now been
explored in a wide variety of settings; we refer to [24] for a good overview of results
and methods. Particularly relevant to our problem are the many deep advances in
understanding the analytic aspects of the Willmore functional; we refer in particular
to the fundamental paper of L. Simon [27], the more recent work by Kuwert and
Scha¨tzle [14] and the powerful new approach developed by Rivie`re [23], see also [20].
However, none of these papers (on Willmore or otherwise), to our knowledge, deal
with this loss of compactness due to bubbling at the boundary. Often this failure of
compactness at the boundary is excluded by imposing apriori bounds on boundary
regularity. Our particular geometric problem presents a natural situation where it is
unnatural to impose such boundary control, and where this bubbling phenomenon
occurs. We note, however, that regularity at a free boundary for submanifolds with
prescribed mean curvature has been studied in [13].
The second context in which to view our work is slightly more tenuous. To explain
it we first recall the computation from [1] which gives the first variation of E at a
minimal surface Y . If γ = ∂∞Y is the boundary curve at infinity, then there is
function u3 associated to Y such that
D E|Y (ψ) = 6
∫
γ
u3ψ0 ds. (1.3)
2
Here ψ is a Jacobi field along Y , i.e. an infinitesimal variation of Y amongst minimal
surfaces and ψ0 its boundary value at γ, and s is the arclength parameter along γ.
A case was made in [1] that the pair (γ, u3) should be regarded as the Cauchy data
of Y . It follows from the basic regularity theory for such surfaces, due to Tonegawa
[28], that if the ‘Dirichlet data’ γ is C∞, then Y is C∞ up to the boundary. Based
on classical elliptic theory, one might also expect that control on the Neumann data,
u3, should also yield regularity of Y up to the boundary. In particular, if Yj is
a Palais-Smale sequence for E (or Ep), then the functions u(j)3 converge to zero in
some weak sense, and the question then becomes whether quantitative measures of
smallness on these functions yield greater control on the boundary curves γj . We do
not emphasize this point of view, however, since it is difficult to make precise.
Results: We first prove an ǫ-regularity result: if the weighted energy of a Will-
more surface in a Euclidean half-ball in the upper half-space model around some
point P ∈ ∂∞Y is small, then the C1 norm of the surface is controlled uniformly up
to the boundary. This has the following analytic content: regarding Y as a horizon-
tal graph over a vertical half-plane, then finiteness of the weighted energy is slightly
weaker than bounding the graph function in W 2,2, with a logarithmic weight. Hence
C1 regularity shows that this graph function exhibits better behavior near the bound-
ary than would follow from the Sobolev embedding theorem. This C1 regularity is
nearly optimal. Indeed, the energy Ep is dilation-invariant, since dilations are hy-
perbolic isometries, but if we take a blow-down limit of a given surface, then the
C1,α norm of the boundary curve diverges, so we could not expect that norm to be
controlled by the weighted energy. It is not clear how to characterize the optimal
regularity associated with finiteness of weighted energy, nor is is it obvious whether
there is an optimal weight function that guarantees C1 regularity.
One application of this first result is that if Yj is a sequence of Willmore surfaces
with Ep bounded, and with well-separated boundary components, then some subse-
quence converges to a Willmore surface Y∗, the boundary at infinity of which is a
priori Lipschitz except at a finite number of bad points. We then show that except
possibly at these exceptional points, the limit curve is C1. This is a gain of regularity
compared to Sobolev embedding. We note that the convergence of γj = ∂∞Yj to
γ∗ = ∂∞Y∗ need not be C1; in fact we construct counterexamples to this at the end
of this paper: Using fairly simple gluing arguments, we obtain a sequence Yj with
energy Ep(Yj) ≤ C which converges to a totally geodesic hemisphere, but where the
convergence is not C1 at a finite number of boundary points. At each of those points,
one sees a sequence of increasingly strong blow-downs of a fixed Willmore surface,
which carries a fixed positive amount of energy, shrink to a point; we regard this
as a type of bubbling. However, unlike the various ‘interior’ bubbling phenomena
mentioned earlier which only occur when the energy is above a certain threshold, in
this setting arbitrarily small amounts of energy can disappear in these limits.
Our final result is that the phenomenon exhibited by these examples above is the
only mechanism through which the convergence Yj → Y∗ can fail to be C1 near the
boundary, at least in regions of small energy. In such regions we show that if Pj ∈ γj ,
Pj → P∗ ∈ γ∗, but the tangent lines TPjγj fail to converge to TP∗γ∗, then there exist
a sequence of hyperbolic isometries ϕj which dilate away from Pj and are such that
ϕj(Yj)→ Y˜∗, where E(Y˜∗) > 0. Finally, we show that such a bubble of energy (which
is already receding to infinity before applying the dilations ϕj) carries with it one of
the poles used to define the weight function f . The investigation of regularity gain
and bubbling in regions of large energy presents various technical difficulties (some
of which are already apparent in [15]) which are beyond the scope of this paper. We
intend to return to this in the future.
We now provide a brief outline of some of the key ideas and arguments in this
paper. The preamble to each section contains more extensive discussion of the main
idea in that section.
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Outline: The argument commences in §2, where we prove two “soft” results
about boundary regularity for Willmore surfaces with finite energy. Together, these
show that any such surface must meet ∂∞H
3 orthogonally and have a good local
graphical representation over a vertical plane provided the boundary curve has a
corresponding graphical representation over a line. This relies only on interior regu-
larity results for Willmore surfaces and simple Morse-theoretic arguments.
ǫ-regularity: In our first “hard” result, we prove that for (local) Willmore surfaces
with sufficiently small weighted energy, one obtains C1 control on the boundary
curve. Indeed, we argue that if this were to fail, then one could construct a sequence
of Willmore surfaces, the energies of which vanish in the limit, but such that there is
a jump in the tangent lines in the limit. To reach a contradiction, we wish to relate
the slope of the tangent line at the boundary to information on a parallel curve in
the interior of the surface and then use the known C∞ convergence in the interior.
The relationship between derivative information in the interior and at the bound-
ary, i.e. the difference between the ‘horizontal’ derivatives at height 0 and 1, say, is
given by integrating the mixed second derivative of the graph function along a ver-
tical line and showing that this is controlled by the energy. To do this we must use
a choice of ‘gauge’, which is a special isothermal coordinate system for which we
have explicit pointwise control of the conformal factor. Using some deep results in
harmonic analysis, such coordinate systems have been obtained for related problems,
e.g. for embedded spheres by De Lellis and Mu¨ller [8], following an earlier and very
influential paper by Mu¨ller and Sverak [22], see also He´lein [11]; We must modify
those arguments to our setting, which requires a ‘preparation’ of our surface in a
couple of ways. We first locally graft our surfaces into a round sphere so that the
resulting non-round sphere has two reflection symmetries. We then apply an appro-
priate Mo¨bius transformation to normalize the positioning of this surface so as to be
in a position to apply the results in [8], [22]. Throughout this whole procedure we
must be careful that none of these alterations change the fact that there is a jump in
first derivatives at the origin. Note that this requires the finiteness of the unweighted
energy only. This boundedness of the conformal factor, along with the boundedness
of the weighted energy allow us to obtain pointwise control of the mixed component
of the 2nd derivative of the graph function and bounding its line integral. This
pointwise bound relies on a realization of Willmore surfaces as harmonic maps into
the deSitter space; a mean value inequality for this map yields a bound on a specific
component of the second fundamental form, which in turn implies our desired point-
wise bounds. It is at this point that the finiteness of the weighted Willmore energy
is essential. In this argument there is a second line integral which it is necessary to
control in terms of the energy of Yj in a half-ball. This second line integral (which
can be controlled by the regular rather than the weighted energy) plays a crucial role
in the later analysis of bubbling.
These arguments occupy §3-6. In §7 we use the techniques developed up to that
point to derive the regularity gain for the limit surface Y∗ in regions of small energy.
Bubbling: Section 8 contains the argument that if the convergence Yj → Y∗ is not
C1 at some sequence of boundary points Pj → P∗ ∈ ∂∞Y∗, then we can perform a
sequence of blowups near those boundary points to produce a sequence of Willmore
surfaces Y˜j which converge to a limit surface Y˜∗ of non-zero energy; prior to the
blow-up the surfaces Y˜j are disappearing in the limit towards P∗. In other words,
the C1 loss of compactness is due to portions of Yj with fixed (but arbitrary) nonzero
energy disappearing at infinity. Unlike similar arguments for bubbling in the interior,
since our surfaces have infinite area, it is not initially clear that we can find points
Yj ∋ Qj → ∂∞H3 on which |A˚|g is bounded below; the rescalings we wish to perform
should be centered at such points. Their existence is proved indirectly, by arguing
that it is impossible for all possible blowups near the points Pj ∈ Yj to converge
to surfaces of zero energy. This argument makes essential use of the second line
integral mentioned above. The key point is to show that this line integral can be
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controlled by the energy of Yj in a conical region emanating from (rather than a
half-ball containing) Pj .
Further questions: There are several questions and problems which are closely
related to the themes in this paper and which seem particularly interesting. We hope
to return to some of these soon.
Despite the fact that the problems which led us to the current investigations
involve Willmore surfaces of finite weighted energy in H3, one could equaly study
Willmore surfaces in the Euclidean ball, with boundaries lying on the boundary S2.
In fact, the present work makes clear that only a weighted version of the traceless part∫
Y |A˚|2f2pdµ of the total curvature is needed for our results; in view of the conformal
invariance of the form |A˚|2dµ, this suggests that the results here may also hold in a
Euclidean ball, assuming an upper bound on the weighted energy
∫
Y
| ˚¯A|2f2pdµ and
imposing bounds on the angle of intersection between Y and S2 = ∂B3. Indeed,
many of the methods developed here transfer to that more general setting with no
difficulty.
Another question, which was a motivation for this work but not studied explicitly
here, concerns the analysis of sequences of Willmore surfaces Yj which are Palais-
Smale for the functional E . Recall that this means that E(Yj) tends to a critical
value and DE|Yj converges to 0. The goal would be to find critical points for E .
Our results show that critical sequences may converge to surfaces with strictly lower
genus, and this convergence often occurs only in a weak norm at the boundary, but
it may still be possible to produce E-critical surfaces this way.
Finally, one other set of problems we wish to mention involve an analogous though
more complicated problem of studying sequences of Poincare´-Einstein metrics in four
dimensions. Recall that (M, g) is said to be Poincare´-Einstein if M is a compact
manifold with boundary, and g is conformally compact (hence is complete on the
interior ofM) and Einstein, see [18, 3] for more details and further references. These
objects can be studied in any dimension, but it is known that dimension 4 is critical
in the same way that dimension 2 is critical for Willmore surfaces. This is reflected
in two formulæ due to Anderson [2]: the first is an explicit local integral expression
for the renormalized volume of a four-dimensional Poincare´-Einstein space as the
sum of an Euler characteristic and the squared L2-norm of the Weyl curvature,
while the second describes the differential of renormalized volume with respect to
Poincare´-Einstein deformations. These are entirely analogous to (and indeed were
the motivatations for) the corresponding formulæ here. It is therefore reasonable
to ask whether results like the ones here can be proved in that Poincare´-Einstein
setting. Slightly more generally, reflecting the passage from minimal to Willmore,
one should study these questions in the setting of Bach-flat metrics. More specifically,
suppose that (M4, gj) is a sequence of Poincare´-Einstein (or Bach-flat) metrics such
that
∫ |Wj |2 dVgj ≤ C < ∞, where Wj is the Weyl tensor of gj . The specific issue
is to determine how this uniform energy bound (or some suitably weighted version
of such a bound) controls the regularity of the sequence of conformal infinities of
gj . This is related to the questions studied by Anderson [3] and more recently by
Chang-Qing-Yang [4].
1.1 Notation and terminology
Almost all of the results below are local, so we always work in the upper half-space
model R3+ of H
3, with vertical (height) coordinate x, and with linear coordinates
(y, z) on R2 = {x = 0}.
All of the surfaces studied here are assumed to be smooth and Willmore (or
minimal, if noted explicitly). We always assume that any such Y is connected and
has closure Y ⊂ H3, a compact surface with boundary curve γ = ∂∞Y ⊂ R2 which
is embedded and closed, but possibly disconnected. We assume that Y is at least C2
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unless explicitly stated otherwise. Since H3 has many isometries, including dilation
and horizontal (R2) translation, it is convenient to fix a normalization and scale. We
say that Y is normalized if the length of its boundary curve (measured with respect
to the Euclidean metric on R2) satisfies |γ| = 100π and if the center of mass of γ in
R2 is 0. The class of all Willmore surfaces with k ends and genus g, normalized in
this way, and which meet ∂R3+ orthogonally, is denoted Mk,g, and M =
⋃
k,gMk,g.
For each Y ∈M, Y is the closure of Y in R3+.
Many of the arguments below use the interplay between the metrics g and g¯ on a
surface Y induced from the ambient hyperbolic and Euclidean metrics, respectively.
We denote by A and A¯, and A˚ and ˚¯A the corresponding second fundamental form
and trace-free second fundamental forms of Y and by dµ, dµ the area elements. As
noted earlier,
|A˚|2g dµ = | ˚¯A|2g¯ dµ¯. (1.4)
If Y is minimal (rather than just Willmore) with respect to g, then A = A˚ and
|A|2g dµ = |A˚|2g dµ = | ˚¯A|2g¯ dµ¯ (1.5)
For brevity, the subscripts g, g¯ are often omitted when the meaning is clear.
For any Y ∈M, the (Willmore) energy of Y equals E(Y ) := ∫Y |A|2 dµ. In all the
results below we restrict to the subset of surfaces Y ∈Mk,g with E(Y ) ≤M for some
fixed M < ∞. We prove later that any complete Y with finite energy necessarily
meets ∂H3 orthogonally, so we can omit this condition from the definition of elements
of M.
1.2 Results
As explained earlier, we shall need to consider surfaces which satisfy a slightly
stronger condition than finiteness of Willmore energy. This involves a weighted
version of the Willmore energy which we now define.
Definition 1.1. Fix a number N ∈ N. Given any finite set of points O = {O1, . . . , ON},
where each Oj ∈ Y , let fO(P ) := dist(P,O) + 5. We call the points Ok the poles
of fO. If P ∈ Y and Ok is the pole nearest to P , we write P ∼ Ok. We frequently
write f instead of fO for brevity; thus f is the distance function from some set of N
points which may be anywhere on Y .
Now define the weighted energy
Ep(Y,O) :=
∫
Y
|A˚|2f2pO dµ;
we sometimes write this simply as Ep(Y ).
Definition 1.2. Fix Y ∈M and γ = ∂∞Y . Writing B(P,R) as the open Euclidean
half-ball centered at P of radius R, for any P ∈ γ and R > 0, then denote by
Y ′B(P,R) the path component of Y ∩ B(P,R) which contains P in its closure and
γ′B(P,R) = Y
′
B(P,R) ∩ ∂R3+. The weighted and unweighted localized energies of Y ′B(P,R)
are given by
EB(P,R)p (Y,O) :=
∫
Y ′
B(P,R)
|A˚|2f2pO dµ, EB(P,R)(Y ) :=
∫
Y ′
B(P,R)
|A|2 dµ. (1.6)
Definition 1.3. The ζ-Lipschitz radius of a normalized, closed embedded C1 curve
γ ⊂ R2 is defined as follows. If P ∈ γ and ℓγ(P ) = TPγ, then let γP ⊂ γ be the
largest open connected arc containing P which is a graph over ℓγ(P ). Thus if P = 0
and ℓP = {(0, y, 0)}, then γP = {(y, f(y)) : a < y < b} for some maximal a < 0 < b.
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We then define LipRadζγ(P ) to be the largest number M such that (−M,M) ⊂ (a, b)
and |f(y)−f(y
′)|
|y−y′| < ζ for every y, y
′ ∈ (−M,M). Finally, we set
LipRadζ(γ) = inf
P∈γ
LipRadζγ(P ). (1.7)
Since γ is compact, the easily verified lower semicontinuity of LipRadζ implies that
the infimum is attained at some point and LipRadζ(γ) > 0.
Theorem 1.1. There is a ζ0 ∈ (0, 1/20) with the property that for any ζ ∈ (0, ζ0),
there exists an ǫ(ζ, p) > 0 such that if Y ∈ Mk,g and EB(P,R)p (Y ) < ǫ for some
P ∈ γ = ∂∞Y and R ≤ 1, then
LipRadζγ(Q) ≥ ζ ·
R− |PQ|
10
for all Q ∈ γ′B(P,R).
From this and Lemma 2.4 below, we can deduce the
Corollary 1.1. In the setting of Theorem 1.1, there exists ǫ′(ζ, p) ≤ ǫ(ζ, p) such that
if EB(P,R)p [Y ] < ǫ′(ζ, p), then Y ′B(P,R/2) is a horizontal graph z = u(x, y) over the half-
disc D(P,R/2) in the vertical half-plane R+ × ℓP , and |∇u| ≤ 2ζ in D(P,R/2).
The Lipschitz radius is a reasonable measure of regularity on the space of nor-
malized embedded curves γ. Note that if γj is a sequence of such curves with
LipRad(γj) ≥ C > 0, then there are uniform Lipschitz parametrizations around
each point of every γj , hence in particular some subsequence of the γj converge in
C0,α for any α < 1 to a limit curve γ which is itself Lipschitz.
We also state, for future use, a slightly modified version of this result. LetM′ be
the space of properly embedded Willmore surfaces Y ⊂ H3 meeting ∂H3 orthogonally
and with with C1 boundary curves γ = ∂Y . Thus Y ′B(P,R) and EB(P,R)p (Y ) still make
sense if Y ∈ M′. The modification deals with surfaces Y ∈ M′ for which γ′B(P,R)
intersects ∂B(P,R).
Theorem 1.2. For some ζ0 > 0 and every ζ ∈ (0, ζ0) there exists an ǫ(ζ, p) > 0
such that if Y ∈ M′, EB(P,R)p ≤ ǫ(ζ) and γ′B(P,R) intersects ∂B(P,R) for some
P ∈ γ = ∂∞Y and if γ′B(P,R) is C1 up to its endpoints, then
LipRadζγ(Q) ≥ ζ ·
R− |PQ|
10
for all Q ∈ γ′B(P,R).
Theorem 1.1 leads to the following characterization of the possible limits of se-
quences of Willmore surfaces with weighted energy bounded above.
Theorem 1.3. Let Yj ∈Mk,g and suppose that Ep(Yj) ≤M for some M > 0. Sup-
pose too that the distance between the various components of γj = ∂∞Yj is uniformly
bounded away from 0. Then if 0 < ζ ≤ ζ0, there is a subsequence, again relabelled
as Yj, which converges to a finite multiplicity (but possibly disconnected) Willmore
surface Y∗ with boundary curve γ∗. The convergence Yj → Y∗ is smooth away from
{x = 0}, except at a finite number of interior points, where Y∗ may fail to be smooth.
In this limit, the set of poles O(j) ⊂ Yj converges to a set of poles O∗ ⊂ Y∗.
Furthermore, there exist points P1, . . . , PΛ ∈ γ∗, Λ = Λ(ζ), and corresponding
sequences P
(j)
i ∈ γj, i = 1, . . . ,Λ, with P (j)i → Pi for all i, such that the convergence
of γj to γ∗ is C0,α for every α < 1 away from the points P (j)i . Finally, if P ∈
γ \ {P1, . . . , PΛ}, then there is a line ℓP such that Y∗ is the graph of a Lipschitz
function with Lipschitz constant 2ζ over some disc in the half-plane R+ × ℓP .
7
The convergence in the interior relies on now standard results for Willmore
surfaces, while the behaviour at the boundary follows directly from Theorem 1.1
and Corollary 1.1. Indeed, let δ(Q) be the largest radius such that the half-ball
B(Q, δ(Q)) centered at Q ∈ γj satisfies EB(Q,δ(Q))p (Y ′j ) ≤ ǫ′(ζ). Letting t be the
arc-length parameter on any component of γi, then the upper bound on Ep(Yj) im-
plies that for all but those finitely many values of t corresponding to the points
Q
(j)
i , lim infj δ(γj(t)) > 0. From this and a diagonalization argument we deduce the
asserted convergence near the boundary. The interior convergence follows from the
usual interior ǫ-regularity results for smooth Willmore surfaces, (see Theorem I.5 in
[23]) together with a covering argument and a further diagonalization. Hence, up
to a subsequence, the Yj converge to a Willmore surface Y∗ which is smooth away
from a finite number of points. It remains to prove that Y∗ has finite multiplicity.
However, if some component of Y∗,a of Y∗ has infinite multiplicity, then the upper
bound on energy implies that Y∗ must be totally geodesic, which would force the
length of ∂Y∗,a (counted with multiplicity) to be infinite. This is impossible.
Our next result shows that the limit curve γ∗ is C1, rather than just Lipschitz,
away from a finite set of points.
Theorem 1.4. In the setting of Theorem 1.3, the curve γ∗ = ∂∞Y∗ is piecewise C1,
with singularities occuring (at most) at the set {P1, . . . , PΛ} ⊂ γ∗.
Remark 1.1. A modification of the proof of Lemma 2.4 below shows that Y ∗ is then
C1 up to γ∗ \ {P1, . . . , PΛ}.
We also describe bubbling in this setting by showing that away from points where
the convergence γj → γ∗ is not C1, the loss of compactness is due to some portion of
the Willmore suraces with non-zero energy escaping to infinity:
Theorem 1.5. Let Yj be a sequence inMk,g, Ep(Yj) ≤M <∞, with Yj → Y∗ where
Y∗ is C1 up to γ∗ \ {P1, . . . , PΛ}. After rotating and translating, we write each Yj as
a horizontal graph z = uj(x, y) over the half-disc {x2 + y2 ≤ δ2}, with |∇uj | ≤ 2ζ
and uj → u∗ in C∞ away from {x = 0} and in C0,α up to {x = 0}. Suppose too
that for some y0 ∈ (−δ, δ), limj→∞ ∂yuj(y0, 0) 6= ∂yu∗(y0, 0). Then there exists a
sequence of interior points Qj ∈ Y ′j
⋂
B(0, δ) with Qj → Aj := (0, y0, uj(y0, 0)) and
a sequence of hyperbolic isometries ψj mapping Qj to (1, 0, 0) so that ψj(Yj) → Y ′∗
for some complete Willmore surface Y ′∗ with E(Y ′∗) > 0.
At most N non-isometric blow-ups can be obtained in this way, and there exists a
number M ′ > 0 such that for each sequence Qj there is a sequence of poles O(j) ∈ Yj
such that distYj (Qj , O
(j)) ≤M ′.
This Theorem actually proves that the convergence ∂Yj → ∂Y∗ is C1 near all
points P ∈ ∂Y∗ \ (∂Y∗
⋂{P1, . . . , PΛ}) except at those points on ∂∞Y∗ which are
limits of the poles O
(j)
i :
Corollary 1.2. Assume that for some point P ∈ ∂Y∗ \ (∂Y∗
⋂{P1, . . . , PΛ}) there
exists a relatively open set Ω ⊂ R3+ such that Oi /∈ Ω for all poles Oi ∈ Yj and for all
j large enough. Then the curves ∂Yj converge to ∂Y∗ in the C1 norm in the domain
Ω.
Indeed, if this were not the case at some point Q ∈ ∂Y∗
⋂
Ω, then for p′ ∈ (1, p)
and any ǫ > 0 there exists an open half-ball B(P, δ) such that EB(P,δ)p′ (Yj) ≤ ǫ for all
j large enough. If ǫ is small enough, this implies a lower bound on LipRad(γj) in
the half-balls B(P, δ/2).
Applying Theorem 1.5, we obtain a blow-up limit ϕj(Yj)→ Y ′∗ with E(Y ′∗) > 0,
where the ϕj are hyperbolic isometries centered at Q ∈ ∂∞H3. The C∞ convergence
away from the boundary of ϕj(Yj) implies that there exist balls B(Pj , 1) ⊂ Yj of
(intrinsic) radius 1 in Yj with Pj → Q and with EB(Pj ,1)(Yj) ≥ ǫ0 > 0. (Indeed, it
suffices to let ǫ0 < EB(P,1)(Y ′∗) where B(P, 1) ⊂ Y ′∗ is any intrinsic ball where the
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energy is non-zero). Now, Pj → Q readily implies that fj,O(Qj) → ∞ (fj,O is the
weight function for the surface Yj), so that EB(P,δ)p′ (Yj)→∞. This is a contradiction.
In the last section of this paper, we construct examples where bubbling to infinity
does occur. These are sequences of minimal (and thus Willmore) surfaces Yj ∈ M
with E(Yj) ≤ M < ∞ and with Y j converging smoothly away from a finite number
of points on the boundary. At these points, the convergence fails to be C1, despite
the fact that the curves γj and γ∗ are all C∞.
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2 Some geometric lemmas
We begin with some geometric results, pertaining primarily to fixed complete Will-
more surfaces Y with E(Y ) < ∞ and with γ = ∂∞Y a finite union of compact
embedded Lipschitz curves. We prove first that any such Y meets ∂∞H
3 orthog-
onally, which is the well-known behaviour when Y is C2 up to the boundary, We
then show that if some segment of γ is graphical with a bounded Lipschitz constant,
then a portion of the Willmore surface directly above this segment is also graphical,
with bounded gradient. The proofs are almost entirely geometric, involving blowup
arguments, though we rely on one analytic fact which is the ǫ-regularity theorem for
(interior) Willmore discs. The finiteness of energy is used crucially at several places.
Lemma 2.1. Let Y be a complete properly embedded Willmore surface such that
γ = ∂∞Y is a finite collection of embedded Lipschitz curves. Let Pj be a sequence of
points in Y converging to a point on ∂∞Y . If ν¯ denotes the Euclidean unit normal
to Y , then 〈∂x, ν¯〉g(Pj)→ 0 as j →∞.
Proof. Since Y has finite energy, then
∫
Y ∩{x≤Cx(Pj)}
|A|2 dµ → 0 for any C > 0.
Now suppose that the assertion is false. Thus, passing to a subsequence if necessary,
〈∂x, ν¯〉g(Pj) → β 6= 0. Let B1(Pj) be the ball of radius 1 around Pj with respect
to the metric g. Passing to a further subsequence, we may assume that B1(Pj) ∩
B1(Pk) = ∅ for j 6= k. Then
∫
B1(Pj)
|A|2 dµ → 0, since otherwise E(Y ) would be
infinite.
Now translate Y horizontally and dilate by the factor 1/x(Pj) so that Pj is
mapped to (1, 0, 0) and denote by Yj the resulting sequence of surfaces. Since each
Yj passes through the fixed point (1, 0, 0) and
∫
Yj∩{x≤M}
|A|2 dµ→ 0 for anyM > 0,
we can invoke the a priori pointwise bounds for |∇pAj | on a ball of any fixed radius
around this fixed point using [23, Theorem I.5]. These show that yet a further
subsequence of the Yj converge in the C∞ topology on compact sets to a complete
Willmore surface Y∗.
Since EBR(Pj)(Yj) → 0 for any R > 0, we see that Y∗ is totally geodesic, and
hence is either a vertical plane or a hemisphere; its slope at (1, 0, 0) equals β 6= 0, so
we must be in the latter case. This shows that there is a fixed constant R = R(β) > 0
such that if j is large, then the ball BR(Pj) in Y contains a point Qj where TQjY is
horizontal, i.e. parallel to {x = 0}.
We can assume (passing again to a further subsequence) that x(Qj) is strictly
monotone decreasing, so a standard minimax argument shows that we may choose
a sequence of points Q′j ∈ Yj which are critical points of index one for the function
x. In other words, writing Yj as a graph x = v(y, z) near Q
′
j, then v has a saddle
at Q′j . We can therefore translate horizontally and dilate by the factor 1/x(Q
′
j)
to obtain a sequence Y ′j of Willmore surfaces which converge locally in C∞ to a
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complete Willmore surface Y ′∗ passing through the point (1, 0, 0). By construction,
for any M > 0, ∫
Y ′
j
∩{x≤M}
|Aj |2 dµj → 0. (2.1)
Using the interior curvature estimates that follow from the ǫ-regularity in [23] again,
we see that the convergence of Y ′j to Y
′
∗ is C∞ near the point (1, 0, 0), hence Y ′∗ has
a horizontal tangent plane at this point. Furthermore, the two principal curvatures
at Q′j relative to the ambient Euclidean metric are κ1 ≥ 0 and κ2 ≤ 0, and these
inequalities must persist in the limit. This means that Y ′∗ cannot be a hemisphere.
However, (2.1) implies that E(Y ′∗) = 0, which yields a contradiction.
An almost identical argument proves the
Lemma 2.2. Let Y be a fixed Willmore surface in H3 with E(Y ) <∞. Let Pj be a
sequence of points in ∂∞Y and choose δj ց 0. Denote by B+δj (Pj) the Euclidean half-
ball centered at Pj and with radius δj. Assume that the sequence of dilated translates
δ−1j (Y ∩B+1 (Pj)−Pj) converges to a Willmore surface Y˜ . Then Y˜ must be a vertical
half-plane.
We next turn to proving local graphicality of any Willmore surface of finite energy
near points where the boundary curve is Lipschitz.
Lemma 2.3. Let Y be a complete properly embedded Willmore surface in H3 with
finite energy and such that ∂∞Y = γ is a finite union of closed embedded rectifiable
loops. Define SB to be the set of all points P ∈ γ for which there exists a connected
subarc γP ⊂ γ which is a graph over a straight line ℓP ⊂ R2 containing P which,
if we rotate and translate so that ℓP is the y-axis, has graph function z = f(y),
|y| ≤ δ(P ), satisfying Lip(f) ≤ B.
Then there exists an h > 0, independent of P , such that the portion Y ′B(P,h δ(P ))
of the surface Y is graphical over the half-disc {
√
x2 + y2 ≤ h δ(P ), z = 0} with
graph function z = u(x, y), where u satisfies |∇u| ≤ 2B.
Proof. If this were false, then there would exist a sequence Pj ∈ γ, lines ℓj and
graph functions fj : [−δj, δj ]→ R for γ with Lipschitz constant B, and sequences of
numbers hj → 0 and points Qj ∈ Y ′B(Pj ,hjδj) with coordinates (xj , yj , zj) (using coor-
dinates (x, y, z) where Pj is the origin and ℓPj is the y-axis), such that angle between
the unit (Euclidean) normal ν¯(Qj) to Y at Qj and ∂z is greater than arctan(2B).
Since Y has finite energy, we have that EB(Pj ,hjδj)(Y )→ 0, so a contradiction can
be drawn by a blow-up argument. Translate so that yj = 0, then dilate by the factor
1
xj
to obtain a sequence of surfaces Y˜j . By construction, ∂∞Y˜j is graphical over the
y-axis at least over the interval |y| ≤ 1hj , with Lipschitz constant B. Furthermore,
the angle between ν¯ and ∂z at (1, 0, 0) is greater than π/2−arctan(2B). However, Yj
converges to a vertical half-plane Y∗, and since the convergence is C∞ away from the
boundary by [6], the angle condition at (1, 0, 0) is preserved in the limit. However
by Lemma 2.2, from the Lipschitz bound on the graph function fj, we see that
Y∗ = {z = αy + β, x > 0} for some α with |α| ≤ B. This contradicts the angle
condition at (1, 0, 0).
We also need a slight variant of this.
Lemma 2.4. Consider a sequence of complete Willmore surfaces Yj, the closures
of which pass through the (0, 0, 0). Assume that the subdomains Y ′j,B(0,3) satisfy
EB(0,3)(Yj)→ 0, and that γj = ∂∞Y ′j,B(0,3) is a graph z = fj(y) over the interval |y| ≤
2 with fj ∈ C1 and |f ′j(y)| ≤ δ for some δ > 0. Then there exists an ǫ0(δ) > 0 such
that Y ′j,B(0,3) is a graph z = uj(x, y) over the rectangle R := {0 ≤ x ≤ ǫ0(δ), |y| ≤ 2},
and |∇uj| ≤ 2δ on R.
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Proof. This is proved essentially as before. We pick ǫ0(δ) small enough so that
all functions uj(x, y) with (x, y) ∈ [0, ǫ0(δ)] × [−2, 2] whose graphs are portions
of upper half-spheres and satisfy |∂yuj|x=0| ≤ δ also satisfy |∇uj(x, y)| ≤ 3δ2 for
(x, y) ∈ [0, ǫ0(δ)] × [−2, 2]. If the claim were to fail for this ǫ0(δ), we could choose
points Pj ∈ Yj contained in the portion of Yj which is graphical over this rectangle
where |∇uj(Pj)| > 2δ. Since Yj → Y∗ smoothly away from x = 0 and Y∗ must be a
portion of a hemisphere, we must have x(Pj)→ 0. Now dilate by the factor x(Pj)−1;
this produces a sequence of Willmore surfaces Y˜j which converge to a vertical half-
plane Y∗ which meets the xy-plane at a small angle bounded above by | arctan(δ)|,
but such that the corresponding graph functions u˜j satisfy |∇u˜j | > 2δ at a fixed
point (0, 0, 1). However, convergence in this dilated setting is still smooth away from
x = 0 by [23], so this is a contradiction.
3 The ǫ-regularity results: Small energy controls
boundary regularity.
3.1 Vanishing energy implies C1 boundary convergence.
We first state a key proposition, and then deduce Theorems 1.1 and 1.2 from it.
For any ζ ∈ (0, 1], consider the (unique) circle Cζ∗ in the yz-plane which is tangent
to the y-axis at the origin and whose graph function f ζ∗ (y) over the interval [−1, 1]
satisfies (f ζ∗ )
′(1) = ζ. Pick ζ0 small enough so that for each ζ ∈ (0, ζ0] the circle Cζ∗
is contained in the open ball B(0, 5ζ ) ⊂ R2.
Proposition 3.1. Let ζ and ζ0 be as above. Suppose that Yj is a sequence of con-
nected Willmore surfaces in H3
⋂
B(0, 2) with boundaries at infinity ∂∞Yj = γj, and
the remaining boundary components on the outer boundary of this half-ball. Assume
E(Yj) ≤M <∞. We assume furthermore that:
a) Each γj is the graph of a function fj over [−1, 1], which satisfies |fj(y) −
fj(y
′)| ≤ ζ|y − y′| for all y, y′ ∈ [−1, 1] and fj(0) = 0, f ′j(0) = 0, f ′j(1) = ζ;
b) LipRadζγj (P ) ≥ 2−|P |A , for some fixed A > 0;
c) EB(0,2)p (Yj)→ 0 as j →∞.
Then fj → f ζ∗ in C1([−1, 1]).
In other words, if the weighted energies of a sequence of Willmore surfaces con-
verge to zero in some fixed half-ball, and if the boundaries at infinity of these Will-
more surfaces are uniformly Lipschitz in the qualitative sense above, then these
boundaries must converge to a particular circular arc defined by the normalization,
and the convergence is actually in C1.
For future reference, we state another proposition which guarantees C1 con-
vergence of boundary curves under slightly different assumptions on the boundary
curves. This will be used in the proof of the Theorem 1.4 above.
Proposition 3.2. Assume that Yj is a sequence of connected Willmore surfaces in
H3
⋂
B(0, 2), with boundaries at infinity ∂∞Yj = γj, and with all other boundaries
contained in the outer boundary of the half-ball B(0, 2). Assume E(Yj) ≤ M < ∞.
Assume further that:
a) Yj is the graph of a function z = uj(x, y) over the half-disc {x2+y2 ≤ 2, z = 0}.
b) |∇uj | ≤ 2ζ ≤ 1/10 for x > 0 and fj(y) := uj(0, y) is a Lipschitz function with
Lipschitz constant ζ.
c) Ep(Yj)→ 0, and Yj converges to the upper half-disc {z = 0, x2 + y2 < 2}.
d) All fj are differentiable at y = 0.
Then limj→∞ f
′
j(0) = 0.
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3.2 Proposition 3.1 implies ǫ-regularity
We now show that Theorems 1.1 and 1.2 can be deduced from Proposition 3.1.
The argument is by contradiction. Assume that for every j ≥ 1 there exist
surfaces Yj ∈ M, points Pj ∈ γj := ∂Yj (and radii Rj ≤ 1 in the context of
Theorem 1.1) such that EB(Pj ,Rj)p (Yj) < 1j , yet LipRadζγj (Qj) < ζ Rj−|PjQj |10 for some
Qj ∈ γj ∩B(Pj , Rj). Observe that the points Qj must lie in the open ball B(Pj , Rj)
since LipRadζ(γj) > 0.
Select a point Zj in the open ball B(Pj , Rj) so that
inf
Q
LipRadζγj (Q)
(Rj − |PjQ|) =
LipRadζγj (Zj)
(Rj − |PjZj |) ,
and note that this ratio is less than ζ/10. Let δj := LipRad
ζ
γj (Zj). By translation
and rotation, assume that Zj = 0 and TZjγj is the y-axis. Now dilate by δ
−1
j .
Denote the rescaled surface by Y˜j and the rescaled boundary curve by γ˜j ; note that
|γ˜j | = 100πδ−1j . Thus γ˜j is a graph z = fj(y) over [−1, 1], with fj(0) = 0, f ′j(0) = 0
and |fj(y)− fj(y′)| ≤ ζ|y− y′|. Moreover, because [−1, 1] is the maximal interval on
which the Lipschitz norm of fj is bounded by ζ, we must have either |f ′j(−1)| = ζ
or |f ′j(1)| = ζ, and to be definite we suppose that f ′j(1) = ζ for each j.
The translated and rescaled ball B˜j contains B(0,
5
ζ ). Furthermore, by the choice
of Zj and the dilation, we see that there exists an η > 0 such that for each P ∈
γ˜j
⋂
B(0, 5ζ ), LipRad
ζ
γ˜j
(P ) ≥ η.
We claim that γ˜j → Cζ∗ in C1. Assuming this for the moment, we show that this
leads to a contradiction in Theorems 1.1 and 1.2.
For Theorem 1.2, the contradiction is immediate. Indeed, the curves γ˜j intersect
the circle ∂B˜j , which contradicts the fact that γ˜j → Cζ∗ , which lies strictly in the
interior of B˜j .
As for Theorem 1.1, let gj : [−50πδ−1j , 50πδ−1j ] → R2 parametrize γ˜j by ar-
clength, so the length along the curve between gj(0) and gj(s) is |s|; similarly, let
g∗ : [−50πδ−1j , 50πδ−1j ]→ Cζ∗ be a (multi-covering) arclength parametrization of Cζ∗ .
Observe that |Cζ∗ | = 2πRζ , with Rζ =
√
1 + 1ζ2 . Our claim gives that gj(s) →
g∗(s) in C1([−πRζ , πRζ ]), so in particular,
lim
j→∞
gj(−πRζ) = lim
j→∞
gj(πRζ), lim
j→∞
g′j(−πRζ) = − lim
j→∞
g′j(πRζ).
This shows that limj→∞ |γ˜j | = |Cζ∗ |. On the other hand, we know that |γ˜j | =
100πδ−1j , which is impossible since |Cζ∗ | = 2πRζ .
Proof that Proposition 3.1 implies γj → Cζ∗ in C1: Let 2ζ′ be the length of the arc in
Cζ∗ which is a graph over the interval y ∈ [−1, 1]. By Proposition 3.1, gj(s)→ g∗(s)
for s ∈ [−ζ′, ζ′]. Let M > 0 be the largest number in [0, πRζ ] such that gj(s) →
g∗(s) in C1([−M,M ]). We must prove that M = πRζ , and moreover, for any small
ǫ > 0 and j sufficiently large, that there exists an ǫj > 0 with limj→∞ ǫj = ǫ and
gj(−πRζ − ǫj) = gj(πRζ − ǫ). The first claim ensures that γj([−πRζ , πRζ ]) → Cζ∗ ,
while the second implies that γj(s) closes up on a small extension of the interval
[−πRζ , πRζ ].
The first part is proved by contradiction: Assume M < πRζ , and consider the
pairs (gj(M), g
′
j(M)). These converge to (g∗(M), g
′
∗(M)), so for j large they lie in
the open set U where LipRad is bounded below by some η > 0. Now let ℓj be the
tangent line to γ˜j at gj(M). Consider the intervals of length η centered at gj(M)
on each ℓj. After translation, rotation and dilation by the factor η
−1, the rescaled
γ˜j can be written as the graphs of functions φj on [−1, 1]. Applying Proposition 3.1
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to these functions, we see that φj → f∗ in C1. Hence gj → g∗ on a larger interval
[−M ′,M ′], which contradicts the maximality of M .
As for the second part of the claim, note that the argument above shows that for
|τ | ≤ η we have
lim
j→∞
(gj(−πRζ − τ), g′j(−πRζ − τ)) = lim
j→∞
(gj(πRζ − τ),−g′j(πRζ − τ)),
because of the lower bound LipRadζ ≥ η and the C1 convergence of the gj on [−πRζ−
τ,−πRζ + τ ] to an arc of Cζ∗ .
Now, assume that for some fixed ǫ > 0, there exists a subsequence in j such that
gj(−πRζ − ǫ) 6= gj(πRζ − s) for any s ∈ (0, 2ǫ). In particular this says that gj(t)
does not “close up” for t ≤ −πRζ and t ≥ πRζ .
This gives a sequence of values τj ∈ [−50πδ−1j ,−πRζ ]
⋃
[πRζ , 50πδ
−1
j ] such that
τj → τ∗, gj(−τj) → P , with P ∈ Cζ∗ , yet g′j(τj) → T∗ for some vector T∗ which is
transverse to the tangent vector T of Cζ∗ at P . However, if j is large enough, then
gj(τj) ∈ U , and hence LipRadζγj (gj(τj)) ≥ η > 0. But this implies that γj must
self-intersect near P , which contradicts that the boundary curves are embedded. ✷
3.3 An overview of the strategy
In the next two sections, we prove Propositions 3.1 and 3.2. In a nutshell, both
results show, in slightly different settings, that if the weighted energies of portions
of the Willmore surfaces Yj ⊂ H3 converge to zero, then γj = ∂∞Yj must converge
in the C1 norm to the boundary curve γ∗ of a totally geodesic surface Y∗. We stress
that the convergence of the graphical portions of the sufaces Yj to Y∗ is C∞ away
from {x = 0}; the novelty here is the C1 convergence at the boundary.
Since the argument has several steps, we now provide a moderately detailed
outline of the strategy. If the results were false, we could find a sequence of Willmore
surfaces Yj satisfying the hypotheses but for which the C1 convergence fails at some
boundary point. Thus, having written the boundary curves graphically, we assume
that there exists y0 ∈ [0, 1] such that limj→∞ f ′j(y0) = b1 6= b2 = f ′∗(y0). Because the
local energy converges to zero, the limit Y∗ is totally geodesic, and the convergence
is C∞ away from {x = 0}. Furthermore, at {x = 0}, fj → f∗ in Cβ where the graph
of f∗ is a circular arc.
Compose with a suitable sequence of rotations, reflections and inversions so that
we can assume that (y0, fj(y0)) = (0, 0) and (maintaining the names of all surfaces
and curves) that Y∗ is a portion of the vertical plane {z = 0}. By assumption b)
of Proposition 3.1, each γj is the graph of a functions fj defined on a fixed interval
[−1, 1], and the limiting curve γ∗ is the graph of f∗ = 0 on this same interval. The
hypothesis is that limj→∞ f
′
j(0) = α > 0, although f
′
∗(0) = 0.
The argument proceeds in two steps. We first show that there exists a sequence
of hyperbolic isometries ϕj such that the surfaces ϕj(Yj) satisfy all the assumptions
of Propositions 3.1 and 3.2 (including the jump in the limit of the first derivatives),
but so that some fixed portion of ϕj(Yj) is covered by isothermal coordinates, the
associated conformal factor of which is uniformly bounded. This construction relies
crucially on ideas in [8], many of which go back to the influential paper [22]. The
work here will involve modifying some arguments in [8], which is possible because of
some special features of our setting, to ensure that the jump in the first derivative
has a fixed size α− β > α2 .
However, we then use particular properties of these isothermal cordinate systems
to prove that no such jump in the limit of the first derivatives can occur. Writing
ϕj(Yj) as the graphs of functions uj , and denoting the isothermal coordinates by
(qj , wj), the idea is to control ∂wjuj |(0,0) using that ∂wjuj → 0 as j →∞ uniformly
along {x = 1}. The relationship between these derivatives at x = 0 and x = 1
is obtained using two integrals, the first of the mixed component of the second
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fundamental form of ϕj(Yj) with respect to the Euclidean metric, and the second
depends on a derivative of the conformal factor. We show that these integrals are
bounded in terms of Ep(ϕj(Yj)) and hence converge to 0. The estimate for the first
integral uses a realization of Willmore surfaces as harmonic maps into the (3 + 1)-
dimentional deSitter space. In Euclidean coordinates, the energy integrand for this
map turns out precisely to be the trace-less second fundamantal form | ˚¯A|2. This,
together with the harmonic map equation and the strong subharmonicity of the
distance function on our surfaces yield bounds on | ˚¯A| which are integrable in x. It is
at this point exactly that the boundedness of weighted Willmore energy (as opposed
to the regular Willmore energy) is used. The control of the second integral follows
from interpreting it as one term in a flux formula whose interior term is controlled
by E(ϕj(Yj)).
Remark 3.1. The jump of the first derivative of γj can also be described in terms
of the Euclidean coordinate function z restricted to the surface Yj. Indeed, the jump
condition is the same as
| lim
j→∞
ν¯j(z)− ν¯∗(z)| = α > 0, (3.1)
where ν¯j and ν¯∗ are the Euclidean unit tangent vectors to ∂∞Yj and ∂∞Y∗ at (0, 0, 0).
4 Uniform isothermal parametrizations
We now choose a sequence of hyperbolic isometries ϕj which map the surfaces Yj
to a new sequence of surfaces which satisfy the assumptions of our propositions (in
particular they converge to a vertical half-plane) but such that some fixed portions of
these rescaled surfaces admit isothermal coordinates (qj , wj), the conformal factors
of which are uniformly bounded in C0, W 2,1 and W 1,2. We must also ensure that
the transformed surfaces still exhibit a jump in first derivative at the origin.
Let us put this into context. In their well-known paper [22] (see also [11]),
Mu¨ller and Sverak show that surfaces of finite total curvature in R3 admit isothermal
parametrizations with bounded conformal factors. This argument was extended by
DeLellis and Mu¨ller [8] to obtain a uniformization of spheres Σ ⊂ R3, proving in
particular that if
∫
Σ | ˚¯A|2 dµ < 8π, then one can find a conformal map Ψ : S2 → Σ
for which the conformal factor is controlled by this energy. In order to deal with the
noncompactness of the conformal group, which implies the existence of such maps
with conformal factor having arbitrarily large supremum, they impose a normalizing
balancing condition for the total curvature restricted to certain hemispheres. Our
argument below follows this idea, with one key difference: we obtain this balancing
not intrinsically by precomposing with conformal maps of S2, but extrinsically, by
post-composing by Mo¨bius transformations of R3. This is necessary for ensuring
that the jump in first derivative still occurs in these isothermal coordinates. This
extrinsic balancing may not be viable for arbitary spheres Σ ⊂ R3 close to S2, but
the surfaces we consider already have two reflection symmetries so only one extra
balancing condition needs to be attained.
This construction is used in the proofs of Propositions 3.1 and 3.2 in slightly
different settings, so we prove the present result in two different settings as well.
These involve different hypotheses on the boundary curves γj = ∂∞Yj (assumed
as always to pass through the origin). The γj are C1 or Lipschitz, respectively,
with uniform control on the norms, and in the second setting, we assume that γj
is differentiable at the origin. Let us now describe these more carefully. In the
following, and throughout the rest of this section, we write
D+(a) = {(x, y, 0) : x2 + y2 ≤ a2, x ≥ 0}, D(a) = {(x, y, 0) : x2 + y2 ≤ a2}
for the half-disk or disk of radius a in the vertical plane {z = 0}.
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Setting 1: Yj is a sequence of incomplete Willmore surfaces, where each Yj is a
horizontal graph z = uj(x, y) over D+(3) with uj ∈ C2, ||uj ||W 2,2 ≤ M < ∞,
uj(0, 0) = 0 and ∂yuj(0, 0) = α > 0. We assume that |∇uj |g ≤ ζ ≤ 1/20, and finally
that E(Yj) ≤ µ < 2π and Yj → Y∗ = D+(3).
Setting 2: Yj is a sequence of incomplete Willmore surfaces which are again hori-
zontal graphs z = uj(x, y) over D+(3) with uj(0, 0) = 0 and uj ∈ W 2,2, ||uj||W 2,2 ≤
M < ∞, and uj ∈ C2 away from {x = 0}. We assume that (0, 0) is a point of
differentiability for uj and ∂yuj(0, 0) = α > 0. We also assume that y 7→ uj(0, y) is
Lipschitz with constant ζ ≤ 1/20, and furthermore, |∇uj | ≤ 2ζ for x > 0. Finally,
suppose that E(Yj) ≤ 2π and Yj → Y∗ = D+(3).
Recalling that α is the jump in the derivative, choose any number β with 0 < β ≪
α. Consider the straight line ℓβ = {z = βy} in the horizontal plane {x = 0}. Since
the curves γj converge to a segment in the y-axis containing the subinterval [−1, 1],
then for j large, there must exist values −1 < y−j < 0 < y+j < 1 such that the two
points F±j = (0, y
±
j , uj(y
±
j )) both lie on the line ℓβ. We assume that y
+
j is chosen as
large as possible in the interval (0, 1), and similarly for y−j . Since γj = Graph(uj |x=0)
converges to the line ℓ0 = {z = 0}, it is necessarily the case that |F±j | → 0. Let R−β
denote the rotation of the yz-plane by the small negative angle which sends ℓβ to ℓ0;
thus R−β(F
±
j ) = (±|F±j |, 0).
Suppose, to be definite, that |F+j | ≥ |F−j |. Dilating the entire surface by the factor
|F+j |−1 pushes the point F+j to (1, 0). The key observation is that this dilation of
R−βYj converges to a vertical plane (since it must be totally geodesic and graphical
over {z = 0}), and since this plane contains the two points (0, 0) and (1, 0), it must
be {z = 0, x ≥ 0}. This holds even though, before dilating, the sequence R−βYj
converges to the vertical plane {y = −βz, x ≥ 0}. Denote this dilated, rotated surface
by R˜−β(Yj). Note also that our assumed W
2,2 bound implies that
∫
Yj
|A¯|2dµ ≤ M ,
and hence given γ > 0 and fixing 0 < β− < β+ ≪ α, then for j large enough there
exists some β ∈ (β−, β+) such that∫
R˜−βj (Yj)
⋂
{1/4≤x2+y2+z2≤9}
|A¯|2dµ ≤ γ.
Remark 4.1. By this observation, we can pick a sequence βj , 0 < β− ≤ βj < β+ ≪
α such that: ∫
R˜−β(Yj)
⋂
{1/4≤x2+y2+z2≤9}
|A¯|2dµ = o(1). (4.1)
We make this choice hereafter.
For simplicity, now reset the notation and write the rotated dilated surfaces as
Yj , with boundary curves γj , graph functions uj, etc.
Lemma 4.1. Consider a sequence of incomplete Willmore surfaces Yj which are
graphs z = uj(x, y) over D+(3) with |∇uj | ≤ 2ζ, Lip(uj |x=0) ≤ ζ, 8E(Yj) ≤ π,∫
Yj∩{1/4≤x2+y2+z2≤9}
|A¯|2dµ → 0, uj(0, 0) = 0, uj(0, 1) = 0 and uj → 0, where the
convergence is in C∞ away from {x = 0} and in C0,α up to x = 0. Assume further
that there is a jump in the first derivative at the origin:
lim
j→∞
∂yuj(0, 0)− ∂yu∗(0, 0) ≥ α− 2βj > 1
2
α. (4.2)
Then there exist Mo¨bius transformations ϕj and open sets Uj ⊂ Yj such that Y˜j =
ϕj(Uj) are graphs z = u˜j(x, y) over D+(2) with |∇u˜j | ≤ 4ζ, u˜j(0, 0) = 0, u˜j(0, 1) = 0
and
lim
j→∞
∂yu˜j(0, 0)− ∂yu˜∗(0, 0) ≥ α− 2βj > 1
2
α. (4.3)
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Furthermore, there exist isothermal coordinate charts (qj , wj) centered at the origin
and covering the region ϕj(Uj) with qj = 0 along γj, such that C′−1 ≤ |∇qj |g ≤ C′
for some constant C′ > 0 which depends only on supj E(Yj). Finally, the conformal
factor φj associated with the coordinates qj , wj satisfies the estimates:
||φj ||C0(ϕj(Uj))+||φj ||W 1,2(ϕj(Uj))+||φj ||W 2,1(ϕj(Uj)) ≤ C
∫
ϕj(Uj)
| ˚¯Aj |2 dµ+o(1). (4.4)
Remark 4.2. Note, for future reference, that we actually prove that the surfaces
ϕj(Uj) are subregions of complete, smooth graphical surfaces Y ♭j in R3 which are
reflection-symmetric across {x = 0}. If u♭j(x, y) is the graph function of Y ♭j , then
the (distorted) annular regions {(x, y, u♭j(x, y)), 2 ≤
√
x2 + y2 ≤ 4} of these larger
surfaces are not Willmore with respect to the hyperbolic metric. On the other hand,
u♭j(x, y) = 0 for
√
x2 + y2 ≥ 5; we denote this portion of Y ♭j by Y ♯j . The isothermal
coordinates (qj , wj) cover the entire surface Y
♭
j , and the associated conformal factor
φj satisfies (4.4) on all of Y
♭
j and φj → 0 as
√
x2 + y2 → ∞. In the first setting
above, E(Y ♭j )→ 0.
Remark 4.3. The pointwise bound on |∇qj |g follows from the C0 bounds on φj.
Indeed, dropping the subscript j momentarily, we have
g = e2φ(dq2 + dw2) = (1 + (ux)
2)dx2 + 2uxuydxdy + (1 + (uy)
2)dy2, (4.5)
so in particular
g(∂x, ∂x) + g(∂y, ∂y) = 2 + u
2
x + u
2
y = e
2φ(|∂xq|2 + |∂yq|2 + |∂xw|2 + |∂yw|2).
Using |ux|, |uy| ≤ 1/10 and |dq|g = |dw|g , dq ⊥ dw, the equivalence of pointwise
bounds on φj and |∇qj |g follows directly.
Proof. The main work is to establish the existence of the isothermal parametrization,
so we concentrate on this; properties of the graphical representation are derived at
the end.
As described earlier, we apply a theorem of DeLellis and Mu¨ller [8], but there
are a few technical points that must be addressed before we can do so. First, the
surfaces in the statement of this theorem are local, so we must extend them to closed
topological spheres. This is done by first reflecting each Yj across the horizontal
plane, then extending the resulting perturbed disk to a surface which agrees with the
vertical plane {z = 0} outside a large ball, then stereographically projecting. Next,
to obtain a balanced configuration as described above (and in more detail below),
we can arrange for the perturbed S2 to have two reflection symmetries immediately,
then obtain the third balancing condition by composing with an appropriate Mo¨bius
transformation in R3.
The upshot is that we obtain isothermal coordinates (q, w) which still detect the
jump in the first derivative, and with 0 < C1 ≤ |∇q|, |∇w| ≤ C2.
Reflection: We first reflect Yj across the horizontal plane to obtain a surface Y
′
j in
R
3 invariant with respect to the vertical reflection x 7→ −x. The doubled surface is
graphical over D(3), and has graph function u˜j ∈ W 2,2(D(3)). This is straightfor-
ward to check using Lemma 2.1. We change notation, denoting the doubled surface
Y ′j by Yj again.
Extension: We now claim that the doubled incomplete surface Yj can be extended
to a complete surface Y extj which is a graph over the entire vertical plane {z = 0}
with graph function uextj which vanishes when x
2 + y2 ≥ 25 and also satisfies
E(Y extj ) ≤ 2E(Yj) + o(1). (4.6)
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Notice that Y extj is no longer Willmore in the transition annulus 4 ≤ x2 + y2 ≤ 9.
Since this construction is a bit lengthy, we defer it to §4 below, so let us grant it
for the time being.
Mollification: Since we apply the uniformization theorem later, it is convenient
mollify these surfaces. We check convergence properties of the uniformization map
for the mollified surfaces momentarily. The mollification is standard: Choose ψ ∈
C∞c (R2) with
∫
ψ = 1 and set ψǫ(x, y) := ǫ
−2ψ(x/ǫ, y/ǫ). Then Y extj,ǫ is the graph of
uextj,ǫ (x, y) = u
ext
j ∗ ψǫ(x, y).
It is standard that for each ǫ ∈ (0, 1], uextj,ǫ ∈ C∞ and ||uextj,ǫ ||W 2,2 → ||uextj ||W 2,2 .
Furthermore, given a priori C1 or Lipschitz bounds on uextj , there are uniform C1
bounds (independent of ǫ and j) on uextj,ǫ . In particular,∫
Y ext
j,ǫ
|A¯j,ǫ|2dµ¯→
∫
Y ext
j
|A¯j |2dµ¯ (4.7)
as ǫ→ 0.
Patching into a sphere with symmetries: Let I be the Mo¨bius transformation
of R3 which maps the plane {z = 0} to the sphere S1(0), normalized by requiring
that I((0, 0, 0)) = (0, 0,−1) := S (the south pole), I(∞) = (0, 0, 1) := N (the north
pole), and so that I carries the y-axis to the great circle C := {z = 0}∩S1(0) minus
N . This map is fully determined by requiring that the image of the disc D(2) equals
the spherical cap in S1(0) of radius 1/10 centered at S.
Now let Y ′j,ǫ := I(Yj,ǫ∪{∞}); this is a slightly distorted sphere, where the distor-
tion is localized near S. This surface has one reflection symmetry, across the plane
x = 0, corresponding to the original vertical reflection symmetry. By construction,
Y ′j,ǫ coincides with standard unit sphere in a neighbourhood of the closed northern
hemisphere S1(0) ∩ {z ≥ 0}, so we can form a new surface Yˆj,ǫ by discarding this
northern hemisphere and replacing it with a reflection of the southern hemisphere of
Y ′j,ǫ. The surface we obtain this way is smooth near its intersection with the horizon-
tal plane {z = 0}, and has two reflection symmetries, one across the plane {z = 0}
and the other across {x = 0}.
Now, consider a uniformizing map ψj,ǫ from the round sphere to (Yˆj,ǫ, gj,ǫ), where
gj,ǫ is the metric on Yˆj,ǫ induced from R
3. Because of the symmetries of Yˆj,ǫ, the map
ψj,ǫ can be chosen to be reflection-symmetric across the xy- or yz-planes. We can
also assume that the conformal maps ψj,ǫ converge inW
1,∞ to a conformal map ψj as
j →∞. This is done using an inversion, coupled with the graphicality property and
[22]. Indeed, first consider the inversion I˜ of R3 which sends (1, 0, 0) to infinity and
fixes (−1, 0, 0). It follows (by the same argument as in the graphicality discussion
below) that I˜(Yˆj,ǫ) is a graph over the plane {x = 0}. We thus obtain a graph
function x = fj,ǫ(y, z) such that fj,ǫ = 0 for y
2 + z2 ≥ M , where M can be chosen
independent of ǫ. By the first paragraph in the proof of Theorem 5.2 in [22], there
exists a 1-parameter family of smooth conformal parametrizations ψˆj,ǫ : R
2 → I˜(Yˆj,ǫ)
with ψˆj,ǫ → 0 at ∞, such that ψˆj,ǫ converges in W 1,∞ to a parametrization ψˆj :
R2 → I˜(Yˆj). Since the conformal factor φˆj,ǫ associated to ψˆj,ǫ(y, z) is harmonic with
respect to the flat metric on y2+z2 ≥M , standard asymptotics results for harmonic
functions on exterior domains give that |∂2φˆj,ǫ| = o((x2+y2)−1), uniformly in ǫ for j
fixed. This implies that the conformal maps ψj,ǫ := I˜
−1◦ ψˆj,ǫ◦ I˜ : S2 → Yˆj,ǫ converge
in W 1,∞ to a conformal map ψj : S
2 → Yˆj . We consider these ψj,ǫ hereafter.
Balancing the total curvature: This is the key step in the derivation of our
estimates. As already mentioned, [8] requires that we find a conformal map ψj,ǫ :
S2 → Yˆj,ǫ which satisfies three separate balancing conditions: if H±,b, b = x, y, z,
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denote the three pairs of hemispheres in S2 centered along the coordinate axes with
the same labels, then we demand that∫
ψj,ǫ(H+,b)
|Aj,ǫ|2 dµ¯ =
∫
ψj,ǫ(H−,b)
|Aj,ǫ|2 dµ¯, (4.8)
for all three choices of b. Our conformal map ψj,ǫ : S
2 → Yˆj,ǫ clearly respects the
two reflection symmetries of this target surface, and for this map, (4.8) is satisfied
for b = x and z.
To obtain the third balancing condition, we modify ψj,ǫ by composing it with a
Mo¨bius transformation Mt which is a hyperbolic dilation with source (0,−1, 0) and
sink (0, 1, 0). Notice that ψj,ǫ fixes these two points already. Each Mt preserves the
unit sphere S1(0). Now consider the family of surfaces Mt(Yˆj,ǫ). These all have the
two original reflection symmetries simply because Mt respects those reflections. We
claim that for each j, ǫ, there exists a unique tj,ǫ such that∫
Mtj,ǫ◦ψj,ǫ(H+,y)
|A¯j,ǫ|2 dµ¯ =
∫
Mtj,ǫ◦ψj,ǫ(H−,y)
|A¯j,ǫ|2 dµ¯.
To prove this, first note that if Σ is a smooth closed surface in R3 diffeomorphic
to the sphere, then |A¯Σ|2 = 2| ˚¯AΣ|2 + 2KΣ, where KΣ is the Gauss curvature of Σ,
hence ∫
Σ
|A¯Σ|2 dµ¯ = 2
∫
Σ
| ˚¯AΣ|2 dµ¯+ 8π.
The two terms on the right are conformally invariant, and hence preserved if we
apply any one of the maps Mt to Σ; therefore so is the left side. We also remark
here that by construction, 8π ≤ ∫
Yˆj,ǫ
|A¯j,ǫ|2 dµ¯ ≤ 10π for j large. Now, Yˆj,ǫ agrees
with the standard round sphere in a small neighbourhood around the two points
W = (0,−1, 0) and E = (0, 1, 0). Recall also that ψj,ǫ : S2 → Yˆj,ǫ maps the points
W = (0,−1, 0), E = (0, 1, 0) in S2 to W , E in Yˆj,ǫ. Choose a small disk centered
at W; its image under ψj,ǫ will then be a small cap around W . Now, the image
of this cap under Mt with t ≫ ∞ is a large spherical cap which covers almost the
entire sphere except a small neighbourhood of E, hence the integral of |A¯|2 over this
region is very close to 8π. Analogously, at t≫ −∞ its image is a tiny spherical cap
centered at W , hence the integral of |A¯|2 over this region is very close to 0. Since
the total energy of Yˆj,ǫ is just slightly larger than 8π, this gives the existence of the
value tj,ǫ, as claimed. Since
∫
K |A¯j,ǫ|2 →
∫
K |A¯j |2 and the conformal maps ψj,ǫ → ψj
uniformly in all of S2 as ǫ→ 0 for each fixed j, where K is any fixed closed subset,
this argument shows that there is a bound |tj,ǫ| ≤ Tj which is uniform in ǫ.
The preferred conformal transformation is now given by
Ψj,ǫ =Mtj,ǫ ◦ ψj,ǫ : S1(0) = S2 −→Mtj,ǫ(Yˆj,ǫ).
If g0 is the standard round metric on S1(0) and gˆj,ǫ is the metric on Mtj,ǫ( ˆYj,ǫ)
induced from the Euclidean metric in R3, then define φj,ǫ by
Ψ∗j gˆj,ǫ = e
2φj,ǫg0.
Proposition 3.2 and Theorem 3.3 in [8] and the W 2,1 estimates in their proof now
give that
||φj,ǫ||C0 + ||φj,ǫ||W 1,2 + ||φj,ǫ||W 2,1 ≤ C
∫
Mtj,ǫ (Yˆj,ǫ)
| ˚¯Aj,ǫ|2 dµ¯. (4.9)
As a brief hint of the idea of the proof of this fact, φj,ǫ is a solution of the semilinear
elliptic PDE, ∆g0φj,ǫ = 1− Kˆj,ǫe2φj,ǫ , where Kˆj,ǫ is the Gauss curvature function on
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Mtj,ǫ(Yˆj,ǫ). The main term Kˆj,ǫe
2φj,ǫ on the right has a ‘determinant structure’, since
it can be expressed via the pullback of the area form on S2 by the Gauss map. After
appropriately modified stereographic projections (localized to be trivial in certain
regions of the sphere) this allows one to conclude that the right hand side lies in the
Hardy space H1(R2), and from there the estimates follows from some important and
well-known theorems in harmonic analysis. We refer to [8] and for further details.
We now pass to the limit as ǫ → 0. Because tj,ǫ is bounded uniformly in ǫ for
each j we can pass to a subsequence (in ǫ) and assume that tj,ǫ → tj ; with no
loss of generality, and possibly taking a reflection, we assume that tj ≥ 0 for all j.
Following the argument in Mu¨ller-Sverak [22], we obtain limiting functions ψj,ǫ → ψj
and φj,ǫ → φj , where
||φj ||C0 + ||φj ||W 1,2 + ||φj ||W 2,1 ≤ C
∫
Mtj (Yˆj,ǫ)
| ˚¯Aj |2 dµ¯ ≤ 4CE(Yj) + o(1). (4.10)
The second inequality here follows from (4.6), (4.7) and the assumption that the
total curvature in an annular region converges to zero.
Undoing the stereographic projection: For brevity, set Y j = Mtj(Yˆj). The
points Pj and Qj which correspond to the points of intersection (0, 0, 0) and (0, 1, 0)
of the boundary curve and the y-axis in the original (dilated and rotated) surface
Yj correspond under Mtj ◦ ψj to new points, which we still label as Pj and Qj , on
Y j
⋂{x = 0}. These lie on the circle S1(0)⋂{x = 0}.
We have denoted by E andW the points (0, 1, 0) and (0,−1, 0) in S2, respectively;
the corresponding points (0,±1, 0) in Y j have been labelled E and W . Let B be
the Mo¨bius transformation of R3 which induces the stereographic projection fromW
onto the plane {y = 1}. Let B♯ be the stereographic projection from S2 \W to R2,
which sends E to 0 ∈ R2 and W to ∞.
If Y˜j := B(Y j), then define
Ψ˜j : R
2 → Y˜j , Ψ˜j := B ◦Ψj ◦ (B♯)−1.
This map is conformal, and determines the functions qj , wj as the push-forwards of
the flat coordinates q, w on R2, so that Ψ˜∗j (g) = e
2φ˜j (dq2j + dw
2
j ). The points Pj , Qj
are mapped to points P˜j , Q˜j on the line {y = 1, x = 0}
If B(P˜j , |P˜jQ˜j |) denotes the ball in R3 centered at P˜j and with radius |P˜jQ˜j |,
then on Y˜j
⋂
B(P˜j , |P˜j , Q˜j |), the conformal factor φ˜j is obtained by adding to φj
a smooth function wj which is a priori bounded since it the conformal factor for
a stereographic projection restricted to the domain Y˜j ∩ B(P˜j , |P˜j , Q˜j|) which is
uniformly bounded away from the point that is mapped to infinity. It is not hard to
see that since Y˜j ∩ B(P˜j , |P˜j , Q˜j|) converges to a vertical half-plane through P˜j , Q˜j ,
|wj |C2 = o(1). Thus we obtain isothermal coordinates (qj , wj) on Y˜j and a conformal
factor eφj which satisfies (4.4).
The final dilation and the jump in the derivative: Set Y˜j := B
♯ ◦ Mtj ◦
I(Y extj )
⋂{x ≥ 0}; this is a surface with boundary γ˜j = B♯ ◦Mtj (Y ′j )⋂{x = 0}.
Write Pj := Ψ˜j(0, 0) and Qj := Ψ˜j(1, 0); these both lie on the line {y = 1, x = 0},
and since all maps here are conformal, γ˜j makes an angle bigger than α/2 with this
line at Pj . Translate and rotate so that Pj is the origin and Qj = (0, dj , 0).
Let Fj be the Euclidean dilation from the origin by the factor d
−1
j , so that
Fj(Qj) = (0, 1, 0). Note that Fj(γ˜j) still makes an angle bigger than α/2 with
the y-axis at (0, 0, 0). Pre- and postcomposing Ψ˜j by Fj gives a conformal map
Ψ̂j := Fj ◦ Ψ˜j ◦ F−1j : R2 −→ Fj(Y˜j),
which leaves the conformal factor φ˜j unchanged.
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Since Y˜j converge to a vertical plane, the curves Fj(γ˜j) converge in Cα to the
y-axis as j → ∞. The required hyperbolic isometries ϕj are then just Ψ̂j , and the
domains Uj are the preimages of the graph of the unit disc under these maps.
Graphicality: We return finally to the claim that the surfaces Y˜j remain graphical.
Recall first that Yj is graphical over the disc {x2+y2 ≤ 9, z = 0}, and that |∇uj | ≤ 2ζ.
Consider the family of straight lines z 7→ (x0, y0, z) parallel to the z-axis. Each of
these meet Y˜j at an angle Ω(x0, y0) which satisfies |Ω − π/2| < arctan(2ζ). Under
the Mo¨bius transformation I, this family is transformed to a family of circles CN ,
each passing through (0, 0, 1) and meeting S1(0) orthogonally. By conformality, if
C is one of these circles which intersects I(Y˜j) at a point Q with angle Φ(Q), then
|Φ(Q)− π/2| ≤ arctan(2ζ).
Now consider the set of circles CE passing through (0, 1, 0) and intersecting S1(0)
orthogonally. For any point Q ∈ I(Dj), consider the circles CN (Q) ∈ CN and
CE(Q) ∈ CE which pass through Q. Since dist(Q,S) ≤ arctan(1/10), the angle
between CN (Q) and CE(Q), is at most arctan(2ζ). Hence for every Q ∈ I(Dj),
the angle Φ′(Q) between CE(Q) and the surface I(Y˜j) satisfies |Φ′(Q) − π/2| ≤
2 arctan(2ζ).
Finally, note that the dilations Mt preserve the family CE . By conformality,
for each point Q ∈ Mtj (I(Y˜j)), the surface Mtj (I(Y˜j)) makes an angle Φ′(Q) with
CE(Q), where |Φ′(Q)−π/2| ≤ 2 arctan(2ζ). Recall thatB♯ maps each CE(Q) to a line
parallel to the z-axis. By conformality again, these lines make an angle Φ′(Q) with
B♯ ◦Mtj (I(Y˜j)) at the point of intersection Q, where |Φ′(Q)− π/2| ≤ 2 arctan(2ζ).
But this means precisely that B♯ ◦Mtj (I(Y˜j)) is a graph over a disk of some graph
function u˜j satisfying |∇u˜j| ≤ 4ζ.
Construction of the extension.
We now prove the fact claimed in the proof of Lemma 4.1 that the reflected surface
Y ′j can be extended to a graph over the entire plane {z = 0} in such a way that
the increase of energy is controlled. This is straightroward using mollification. The
point is that each of our surfaces is graphical with bounded tilt, so the total curvature
is equivalent to the L2-norm of the Hessian of its graph function. In particular, if
Y = Graph(u) for u ∈ C2(D′), D′ = {1/4 ≤ x2 + y2 ≤ 9}, with |∇u| ≤ 2ζ, then
1
(1 + 4ζ2)
∫
D′
|∂2u|2dxdy ≤
∫
Y ′
|A¯|2dµ ≤ (1 + 4ζ2)
∫
D′
|∂2u|2dxdy. (4.11)
Lemma 4.2. Let u be aW 2,2 function defined on the half-disc D+(3) := {
√
x2 + y2 ≤
3, x > 0}. If Y = Graph(u) then write∫
Y
| ˚¯A|2dµ¯ := E ,
∫
Y ∩1/2≤
√
x2+y2≤3
|A¯|2dµ¯ := E ′
and assume that |∇u| ≤ 1, and in addition
1. There exist ǫ, δ > 0 such that |∇u(P )| ≤ δ for all P ∈ D′⋂{x ≥ ǫ};
2. For any P ∈ D′ ∩ {x = 0}, and any sequence Pj ∈ D′ with Pj → P we have
limj→∞ ∂xu(Pj) = 0.
Let U be the even extension of u to D = {
√
x2 + y2 ≤ 3}. Then there exists a
function u such that u = U on {
√
x2 + y2 ≤ 1}, u = 0 on {
√
x2 + y2 ≥ 5} and if
we let Y := Graph(u) then
∫
Y | ˚¯AY |2 ≤ 2E + 1000(δ + ǫ) + 10E ′.
By Remark 4.1 and the fact that the Yj converge locally in C∞ to a vertical
half-plane away from {x = 0}, this Lemma then implies the claim on extension from
above.
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Proof. First note that if u ∈ W 2,2, then using the fact that ∂xu = 0 on {x = 0}, we
have U ∈W 2,2. Furthermore, using the formula for the second fundamental form of
a graph z = U(x, y), we have ∫
Y ′
| ˚¯A|2dµ = 2E .
To construct the extension, fix a smooth cutoff function χ(x, y) ∈ C∞0 (B1(0))
with
∫
R2
χdxdy = 1, and such that |∂χ| ≤ 10, |∂2χ| ≤ 100. Given any ρ > 0 we let
χρ := ρ
−2χ(xρ ,
y
ρ ). We work in polar coordinates r :=
√
x2 + y2, θ := arctan(y/x).
Define a function u♯(r, θ) which equals u(r, θ) for r ≤ 5/2, and which vanishes
for r > 5/2. In addition, let ψ(r) be a C∞ function which vanishes when r ≤ 1,
equals 2 for r ≥ 3, is strictly monotone increasing in the interval [1, 3] and satisfies
|ψ′(r)| ≤ 10, |ψ′′(r)| ≤ 100. Then define the function
u(r, θ) := (u♯ ∗ χψ(r))(r, θ),
where χ0 is understood as the δ function. It is straightforward that u is C2 away
from {x = 0}, and it is also obvious that u(r, θ) = 0 for r ≥ 5 and that |∇u| ≤ 1
throughout R2. What remains is to show that the surface Y = Graph(u) satisfies
the claims of our Lemma.
To do this, we recall some facts about the Hardy-Littlewood maximal functions.
For χ ∈ C∞0 and f ∈ L1loc(R2), define
M(f)(x) := sup
ρ>0
|(f ∗ χρ)(x)|.
Then (for an appropriate choice of cutoff function χ),
||M(f)||L2 ≤ 10||f ||L2. (4.12)
Using (4.12) and (4.11) we derive:∫
Y
⋂
{1≤r≤2}
|A¯|2dµ ≤ 20E ′.
This implies immediately that∫
Y
⋂
{r≤2}
| ˚¯A|2dµ ≤ 2E + 20E ′.
Thus matters are reduced to estimating
∫
Yj
⋂
{r≥2}
| ˚¯A|2dµ. Given (4.11), it suffices
to control: ∫
{r≥2}
|∂2u|2dxdy.
We use the formula ∂2u(P ) = [∂2(χψ(r(P ))) ∗ u♯](P ). Using the pointwise bounds on
∂jχr, ∂
jψ, j = 0, 1, 2 and on |u|, we directly derive that:∫
Y
⋂
{2≤r≤5}
|A¯|2dµ ≤ 1000
∫
R2
⋂
{2≤r≤5}
|u|2dxdy ≤ 1000(ǫ+ δ)
Finally, using the definition of u♯ we deduce that
∫
Y
⋂
{5≤r} |A¯|2dµ = 0.
21
5 The key estimates: Small weighted energy in a
half-ball controls C1 regularity
We now prove Propositions 3.1 and 3.2. In both cases, consider the sequence of
(incomplete, graphical) Willmore surfaces furnished by Lemma 4.1, but dilate these
further so that they are all graphical over D+(3). We denote by Yˆj the image of the
original surfaces under the Mo¨bius transformation in the previous subsection.
Recall also the connection between the bounds on the conformal factor φj and
on |dqj |g and |dwj |g, as explained in Remark 4.3. The bounds ||φj ||C0 ≤ C1 and
E(Yj) ≤ ǫ′(ζ) ≪ 1 imply that the image of the entire rectangle 0 ≤ qj ≤ 1, |wj | ≤ 1
lies in Yj . Furthermore, since Y
♭
j converges to a vertical plane Y∗ (see Remark 4.2),
and since qj has gradient bounded above and below and vanishes along {x = 0},
and ∆gjqj = 0, there is a subsequence of the qj converging to a harmonic function
of linear growth which vanishes at x = 0. The only possible limit is λx for some
λ ∈ [C−1, C]. As before, the convergence is C∞ away from {x = 0}.
Next, using the C0 and W 1,2 bounds for φj in (4.10), we may replace coordinate
derivatives by covariant derivatives in these bounds, at worst only increasing the
constant.
We can now prove the main analytic estimate, which shows that the energy of Yj
controls the jump in the first derivative of the boundary curve of Yj at the origin.
In the following, we often write ∂1 and ∂2 for the coordinate vector fields ∂qj , ∂wj
on Yj , and also set A¯j(∂1, ∂2) = (A¯j)12, or simply A¯12. Since the coordinate function
z equals uj on Yj , we have
(A¯j)12∇νz = ∇12uj = ∂12uj − ∂1uj ∂2φj − ∂1φj ∂2uj. (5.1)
The two equalities are just specializations of basic definitions to this situation. Now
drop the subscript j for simplicity. Multiply the equation by e−φ. Noting that
e−φ(∂12u−∂1φ∂2u) = ∂1(e−φ∂2u), then integrating along the line segment 0 ≤ q ≤ 1,
w = 0 gives
(e−φ∂2u)(1, 0)−(e−φ∂2u)(0, 0) =
∫ (1,0)
(0,0)
e−φA¯12∇νu dq+
∫ (1,0)
(0,0)
e−φ∂2φ∂1u dq. (5.2)
We now state our main estimate.
Proposition 5.1. Set Ej := E(Yj) and Ej,p = Ep(Yj). Then there exist constants
C,C′ such that∫ (1,0)
(0,0)
∣∣(A¯j)12e−φj ∣∣ dqj + ∫ (1,0)
(0,0)
e−φj∂2φj∂1z dqj ≤ C
√Ej,p + C′√Ej + o(1). (5.3)
Before proving this, let us explain how it leads to a contradiction, thus establishing
Propositions 3.1 and 3.2. In view of the C∞ convergence of uj → u∗ and (qj , wj)→
(q∗, w∗) (both for x > 0),
|e−φj∂wjuj(1, 0)− e−φ∗∂w∗u∗(1, 0)| ≤ α/10 (5.4)
for j sufficiently large. Furthermore,
e−φj∂wjuj(1, 0)− e−φj∂wjuj(0, 0) =
∫ 1
0
∂1(e
−φj∂2uj) dqj , (5.5)
and since Y∗ lies in the plane {z = 0}, we also have
e−φ∗∂w∗u∗(1, 0)− e−φ∗∂w∗u∗(0, 0) = 0. (5.6)
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Proposition 5.1 then yields that for large enough j∫ (1,0)
(0,0)
∂qj (e
−φj∂wjuj) dqj ≤ α/10. (5.7)
Combining these facts along with |e−φj∂wjuj − ∂yuj| ≤ 110 |∂yuj |, which holds since|∇uj | < 2ζ ≤ 1/10 and |∂wj − ∂y|g is also small, we conclude that
|∂yuj(0, 0)− ∂yu∗(0, 0)| ≤ α/3 (5.8)
when j is large, which contradicts (4.2).
5.1 Regularity from the interior: the two line integrals
Proposition 5.1 is a consequence of the following two results:
Proposition 5.2. With all notation as above, suppose that ||φj ||C0(Yj) ≤ K for all
j. Then there exists a constant C(K) > 0 such that for each point P ∈ Yj with
qj(P ) ∈ [0, 1] and wj(P ) = 0 we have
|( ˚¯Aj)12|(P ) ≤ C(K)
√∫
B2(P ) | ˚¯Aj |2f2pj dµ¯
Uj(qj)
, (5.9)
where B2(P ) is the (intrinsic) ball of radius 2 centered at P and the functions Uj(qj)
satisfy
∫ 1
0
dqj
Uj(qj)
≤M ′ <∞ for some uniform constant M ′.
Proposition 5.3. For some constants C,C′ independent of j, we have∫ (1,0)
(0,0)
e−φj∂2φj∂1uj dqj ≤ C
∫
Yj
| ˚¯Aj |2 dµ¯+ C′
√∫
Yj
| ˚¯Aj |2 dµ¯+ o(1); (5.10)
These are proved in the remaining subsections of §5.
Remark 5.1. In our setting, the ǫ-regularity result [23, Theorem I.5] applied to
intrinsic discs of radius 1 in Yj (with respect to gj) yields that |A˚j | ≤ C
√Ej, which
implies that x| ˚¯Aj | ≤ C
√Ej. Using that 0 < C1 ≤ qj/x < C2, which we have already
noted follows from the upper and lower bounds on ||φh||C0 , we see that qj | ˚¯Aj | ≤
C′
√Ej. Therefore, Proposition 5.2 actually shows that assuming bounded weighted
energy yields a stronger pointwise decay estimate for | ˚¯Aj |.
5.2 Proof of the Proposition 5.2:
The argument relies on obtaining pointwise control on | ˚¯A| at each point on the
segment {0 ≤ qj ≤ 1, wj = 0} using the weighted energy of Yj on a ball of (hyperbolic)
radius 1 around that point.
To this end, we use a well-known realization of Willmore surfaces as harmonic
maps into the (3 + 1)-dimensional deSitter space (dS1,3, h), which we regard as a
hypersurface in the (4 + 1)-dimensional Minkowski space R1,4. This is useful since
the norm of this map, |dΦ|2, is precisely equal to | ˚¯A|2.
Willmore surfaces as harmonic maps: Consider the (incomplete) Willmore sur-
faces Yj ⊂ R3+ ⊂ R3, equipped with the isothermal coordinates qj ∈ [0, 1], wj ∈
[−1, 1]. For simplicity, denote Yj as Y for the moment. Let g, ∇ and ∆ be the
induced Euclidean metric, connection and corresponding Laplacian. The Willmore
surface in R3 determines a unique conformal harmonic map
Φ : Y → (dS1,3, h) ⊂ R1,4.
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Using coordinates (t, x1, x2, x3, x4) so that gMink := −dt2 +
∑
(dxj)2, then dS1,3 =
{−t2 +∑(xj)2 = 1}. We recall first that
1
2
| ˚¯A|2 = (dΦ)iα(dΦ)jβgαβhij := |dΦ|2. (5.11)
Since harmonic maps from 2-dimensional domains are conformally invariant, we
may as well use the flat metric gE2 := dq
2 + dw2 on Y rather than e2φ(dq2 + dw2).
Observe that |dΦ|2
E2
= e−2φ|dΦ|2, so if φ is bounded above and below, then |T |E2
and |T | are comparable; in particular, if e|φ| ≤ √2, then
1
2
| ˚¯A|2 ≤ |dΦ|2
E2
≤ 2| ˚¯A|2; (5.12)
Now recall that
∆E2 |dΦ|2E2 = 2|∇dΦ|2E2 +(RiemdS)ijkl(dΦ)iα(dΦ)jβ(dΦ)kγ(dΦ)lδ(gE2)αγ(gE2)βδ, (5.13)
which is the special case of the Bochner-type formula for any harmonic map [12,
Eqn. (8.7.13)]). We recall the Riemann curvature tensor of deSitter space:
(RiemdS)ijkl = (hikhjl − hilhjk).
Also, since Φ is conformal (and the metric induced by h on Φ(Y ) is Riemannian),
then dΦ(∂q), dΦ(∂w) are orthogonal and have the same length, hence
hikhjl(dΦ)
i
α(dΦ)
j
β(dΦ)
k
γ(dΦ)
l
δ(gE2)
αγ(gE2)
βδ
= 2hilhjk(dΦ)
i
α(dΦ)
j
β(dΦ)
k
γ(dΦ)
l
δ(gE2)
αγ(gE2)
βδ.
From this, (5.13), and the pointwise bounds on φ and q/x, we obtain that
∆H(e
−2φ| ˚¯A|2) = (qj)2∆E2 |dΦ|2E2 = 2(qj)2|∇dΦ|2E2 − (qj)2|dΦ|2E2 |dΦ|2E2 , (5.14)
where ∆H is the Laplacian with respect to the hyperbolic metric q
−2
j gE2 . Hence,
assuming pointwise bounds on q2j |dΦ|2E2 (which in fact hold for the surfaces Yj , see
Remark 5.1), e.g. q2j |dΦ|2E2 ≤ 1, we see finally that
∆H(|dΦ|2E2) = (qj)2∆E2 |dΦ|2E2 ≥ 2(qj)2|∇dΦ|2E2 − 2|dΦ|2E2 . (5.15)
Modified weight function and the isothermal parametrization: We now
recall the weight function f . After isolating the part of each Yj in the original
Willmore surface Yˆj which admits good isothermal coordinates, some poles lie Yj
and others lie in Yˆj \ Yj . We shall modify the weight function f to omit those poles
which do not lie in Yj , but to justify how we do this we require some preliminary
estimates.
Lemma 5.1. Consider Y ⊂ H3, and assume that the connected component of
Y
⋂
B+(0, 3) containing the origin is a graph z = u(x, y) over the half-disc D+(3),
with |∇u| ≤ 1. Then for points B ∈ Y \ Graph(u) and Ax := (x, 0, u(x, 0)) ∈
Graph(u), Ax, we have
dg(B,Ax) ≥ | log x|.
Proof. The proof is elementary: if B = (x0, y0, z0), then set B˜ = (x0, y0, 0) and
A˜x = (x, 0, 0). It suffices to check that dH3(B˜, A˜x) ≥ | log x|. The geodesic γ(B˜, A˜x)
joining B˜, A˜x is a circular arc. If x0 ≥ 1, the claim is obvious since dH3(B˜, A˜x) ≥
dH3((x0, 0, 0), A˜x) ≥ | log x|. If x0 ≤ 1, however, then since (x0)2 + (y0)2 ≥ 4,
this circular arc must intersect the line {x = 1, z = 0}, we can apply the previous
argument.
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As an immediate consequence, if B /∈ D+(0, 2), then dH2(B,Ax) ≥ | log x|.
Now consider the hyperbolic metric gH := q
−2
j ((dqj)
2 + (dwj)
2) on Yj . This is
conformal to the metric gj induced by the embedding Yj ⊂ H3; indeed,
x2e−2φj
(qj)2
gj = gH.
Quantities computed with respect to this metric will be labelled with a H. In par-
ticular, with Bj = {0 ≤ qj ≤ 1,−1 ≤ wj ≤ 1} ⊂ Yj , then for any P ∈ Bj , we write
BR(P ) and BR
H
(P ) for the balls around P of radius R with respect to dgj and dH.
The bounds on sup |φj | and sup |∇qj | give upper and lower bounds on qj/x, which
imply that
|dH(P,Q)− dgj (P,Q)| ≤ 1 ∀ P,Q ∈ Yj . (5.16)
Lemma 5.1 implies that after rebalancing, then for each point P ∈ {0 ≤ qj ≤
1, wj = 0} and each pole Ok ∈ Yˆj \ Yj , we have
dgj (Ok, P ) ≥ | logx(P )|, (5.17)
and hence also
dgj (Ok, P ) + 1 ≥ | log qj(P )|, (5.18)
using the upper and lower bounds on
qj
x in Bj.
These considerations make it natural to modify the weight function f slightly.
Thus, define the new function f˜j on Bj by setting f˜j(Q) = fj(Q) if Q ∼ Ok, provided
Ok ∈ Bj , and f˜j(Q) := | log(qj(Q))| + 5 otherwise. Denote the weighted energy
associated to f˜ by E˜p, and observe that by (5.17) and (5.18),
E˜p[Yj ] =
∫
| ˚¯Aj |2f˜2j dµj ≤ 2Ep[Yj ].
Proposition 5.4. On the segment {0 ≤ qj ≤ 1, wj = 0}, we have
| ˚¯Aj |E2(P ) ≤ 4
√
E˜B1H(P )p [Yj ]
f˜pj (P )qj(P )
.
This will be proved in the next subsection.
We now check how this proposition implies (5.9). Assume (passing to a subse-
quence) that there are K poles Oi in Bj. There is an obvious bound
1/f˜pj (P ) ≤
N −K
(− log qj(P ) + 5)p +
1
(mini≤K dgj (P,Oi) + 5)
p
≤ N −K
(− log qj(P ) + 5)p +
K∑
i=1
1
(dgj (P,Oi) + 5)
p
.
(5.19)
Observe that ∫ 1
0
1
q(| log q|+ 5)p dq =
51−p
p− 1 .
Hence it suffices to obtain uniform bounds for the individual integrals∫ 1
0
1
qj [dgj (·, Oi) + 5]p
dqj , i ≤ K.
Consider the poles Oi ∈ Bj and set qj(Oi) := δj,i ∈ (0, 1]. Equation (5.16) implies
that dgj (P,Oi) + 5 ≥ | log qj(P )− log δj,i|+ 4, so we finish the proof by noting that∫ 1
0
1
qj(| log qj − log δj,i|+ 4)p dqj ≤
2
p− 1 .
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5.3 Proof of Proposition 5.4
We begin by recalling a mean value inequality
Lemma 5.2 ([21]). There exists a constant C > 0 such that if F is any positive C2
function on the ball B1
H
(P ) ⊂ H satisfying ∆HF ≥ −2F , then
F (P ) ≤ C
∫
B1
H
(P )
F dµH.
To use this, we modify f˜j slightly further: suppose that P ∈ Yj and P ∼ Ok;
if Ok ∈ Bj we define f j(Q) := dH(Q,Ok) + 5 for Q ∈ B1H(P ), while if Ok /∈ Bj (so
f˜j(P ) = − log(qj(P )) + 5) then f j(Q) = − log(qj(Q)) + 5 for Q ∈ B1H(P ). In other
words, if Q ∈ B1
H
(P ), then f j(Q) either equals the H-distance to the pole closest to
P , or else, if the nearest pole does not lie in Bj, it equals − log qj + 5.
Observe that f˜ ≤ f +1 ≤ 2f on B1
H
(P ). To compare these functions in the other
direction, suppose Q ∈ B1
H
(P ), with P ∼ Ok and Q ∼ Or. Using (5.16) and the
triangle inequality, we find
f(Q)− 5 = dH(Q,Ok) ≤ dH(Q,P ) + dH(P,Ok) ≤ 2 + dgj (P,Ok)
≤ 2 + dgj (P,Or) ≤ 2 + dgj (P,Q) + dgj (Q,Or) ≤ 3 + dgj (Q,Or) ≤ f˜(Q),
and hence
f j(Q) ≤ 2f˜j(Q). (5.20)
One consequence is that∫
B1
H
(P )
|Aj |2f2pj dµH ≤ 4
∫
B1
H
(P )
|Aj |2f˜2pj dµH. (5.21)
In any case, we have proved that 1/2 ≤ |f j/f˜j| ≤ 2 in B1H(P ), and so it suffices to
prove Proposition 5.4 with f j replacing f˜j.
We now prove the Proposition. We first claim that (∆Hf j)f j − 3|∇f j |2H ≥ 0.
Indeed, in the region where f j = dH(Ok, ·) + 5, then |∇f j |H = 1, and the differential
inequality follows from the standard formula ∆Hf j = coth(f j − 5). On the other
hand, when f j = − log qj + 5 then it follows by calculating that
(∆Hf j)f j − 3|∇f j |2H = (− log qj + 5− 3) ≥ 0,
since qj ∈ (0, 1]. In any case, by (5.15) and Cauchy-Schwarz, since p ∈ (1, 2],
∆H(|dΦj |2E2f
2p
j ) = q
2
j∆E2(|dΦj |2E2f
2p
j )
= q2j f
2p−2
j
(
∆E2(|dΦj |2E2)f
2
j + 2p|dΦj|2E2(∆E2f j)f j
+ 2p(2p− 1)|dΦj |2E2 |∇f j |2E2 + 8p∇s(dΦj)αr (dΦj)βt hαβ(gE2)rt∇sf jf j
)
≥ pf 2p−2j
(− 6|dΦj |2E2 |∇f j |2H + 2|dΦj|2E2(∆Hf j)f j)− 2|dΦj|2E2f 2pj
≥ −2|dΦj |2E2f
2p
j .
(5.22)
Using Lemma 5.2 and (5.12), there exists a universal constant C > 0 such that
1
4
| ˚¯Aj(P )|2E2f
2p
j (P ) ≤ |dΦj(P )|2E2f
2p
j (P )
≤ C
∫
B1
H
(P )
|dΦj |2E2f
2p
j dµH ≤ 4C
∫
B1
H
(P )
| ˚¯Aj |2E2f
2p
j dµH.
(5.23)
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Now, since e−2 ≤ qj(Q)qj(P ) ≤ e2 for Q ∈ B1H(P ) and |φ| is uniformly bounded, then
| ˚¯Aj |2E2 =
e−2φj
q2j
|A˚j |gj , and dµH = e−2φj
x2
q2j
dµj
implies that
| ˚¯Aj(P )|E2 ≤ C
√∫
B1
H
(P )
| ˚¯Aj |2Hf
2p
j dµH
qj(P )f
p
j
≤ C
√∫
B2(P ) | ˚¯Aj |2Hf
2p
j dµH
qj(P )f
p
j
. (5.24)
This finishes the proof of the proposition 5.2.
5.4 Proof of Proposition 5.3: the second line integral
The analysis of the second line integral in (5.3) differs from that of the first one. In
particular, rather than deriving pointwise control for the integrand (which appears
hopeless), we express the entire integral as a flux of a suitable vector field across the
line {0 ≤ qj ≤ 1, wj = 0} using Stokes’ theorem. The bound is then obtained by
controlling the integral of the divergence over boxes adjacent to this line.
Since e2φj = gj(∂1, ∂1), we obtain that for j large enough, |φj | ≤ 1/10, and hence
e|φj| ≤ 2, and 1/2 ≤ |∂1|gj ≤ 2.
From these bounds we also obtain
|∇1uj| ≤ 4ζ =⇒ −1
2
≤ ∂1uj ≤ 2. (5.25)
Recall also the basic equation, which follows from the Codazzi formulæ,
−∆g φ = 4H
2 − |A¯|2
4
=
4H
2 − | ˚¯A|2
8
, (5.26)
as well as the identity
∆g e
−φ = −∆gφe−φ + |∇φ|2g e−φ. (5.27)
The key for proving (5.10) is to express the integral I on the left in that formula
as one of the boundary flux terms of an integration of the divergences of two vector
fields over the two rectangles D1 := {0 ≤ qj ≤ 1, 0 ≤ wj ≤ 1} and D2 := {0 ≤ qj ≤
1,−1 ≤ wj ≤ 0}. To do this, introduce a cutoff function χ(w) such that χ ∈ C2 with
0 ≤ χ ≤ 1, χ(0) = 1, χ(−1) = χ(1) = 0, and such that |χ′| ≤ 4.
By Stokes’ formula, and with summation over s implied,
I =
∫
D1
∆gje
−φj(∂1uj + 1)χdµj +
∫
D1
∂se
−φj∂s(∂1uj + 1)χdqjdwj
+
∫
D1
∂s(e
−φj )(∂1uj + 1)∂
sχdµj −
∫
∂1e
−φj(∂1uj + 1)χdwj
∣∣∣∣qj=1
qj=0
+
∫
D2
∆gj e
−φjχdµj +
∫
D2
∂se
−φjeφj∂sχdqjdwj −
∫
∂1e
−φjeφχdwj
∣∣∣∣qj=1
qj=0
(5.28)
Some of these integrals are expressed with respect to the dµ¯j others with respect to
the volume form dqjdwj , but the difference is not large since dµ¯j = e
2φjdqjdwj .
Since Yj → Y∗ smoothly away from {x = 0}, then for any η ∈ (0, 1], ∂qj |x=η →
∂q∗ |x=η and φj |x=η → φ∗|x=η smoothly. The bounds on |∂1|g and the fact that
φ∗ = const shows that ∫ 1
−1
|∂1φj | dwj
∣∣∣∣
qj=1
= o(1). (5.29)
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On the other hand, by (4.4),∫ 1
0
∫ 1
−1
|∂12φj |dwjdqj ≤ Ej + o(1). (5.30)
Combining these last two equations, we see that if η ∈ (0, 1], then for −1 ≤ a ≤ w ≤
b ≤ 1, ∣∣∣∣∣
∫ b
a
∂1φj dwj
∣∣∣∣∣
qj=η
≤
∣∣∣∣∣
∫ b
a
∂1φj dwj
∣∣∣∣∣
qj=1
+
∫ 1
η
∫ b
a
|∂12φj | dwjdqj . (5.31)
Since this is true for all subintervals [a, b], then for each η we can divide the integral
on the left into subintervals [a, b] where ∂1φj |qj=η has constant sign, and then add
these subintervals, to obtain that∫ 1
−1
|∂1φj | dwj
∣∣∣∣
qj=η
≤ Ej + o(1), (5.32)
where the error term is independent of η. Letting η → 0 gives∫ 1
−1
|∂1φj | dwj
∣∣∣∣
qj=0
≤ Ej + o(1). (5.33)
Now consider the interior integral terms in (5.28). By (5.27), the first interior
integral can be written as∫
D1
−∆gjφj(e−φj )(∂1uj + 1)χdµ¯+
∫
D1
|∇φj |2gj e−φj (∂1uj + 1)χdµ¯.
The first term on the right here is controlled using (5.26):
−
∫
D1
∆gjφje
−φj (∂1uj + 1)χdµ¯ =
∫
D1
| ˚¯Aj |2 − 4H2j
8
(∂1uj + 1)χe
−φj dµ¯
≤ 4
∫
D1
(
2| ˚¯Aj |2 −
H
2
j
64
)
χe−φj dµ¯.
(5.34)
Next, define
T :=
∫
D1
|∇φj |2gje−φj (∂1uj + 1)χdµ¯+
∫
D1
∂se−φj∂s1ujχdµ¯.
Replace ∂1suj by ∇1suj using ∇abuj = ∂abuj − Γtab∂tuj, where
Γ121 = ∂1φj ,Γ
2
22 = ∂2φj ,Γ
2
21 = −∂2φj ,Γ122 = ∂1φj ,Γ112 = ∂2φj ,Γ212 = ∂1φj , (5.35)
to get that T equals∫
D1
|∇φj |2gje−φj(∇1uj + 1)χdµ¯+
∫
D1
∂se−φj∇s1ujχdµ¯
+
∫
D1
∂se−φjΓts1∂tujχdµ¯ =
∫
D1
(
∂se−φj∇s1ujχ+ |∇φj |2gje−φjχ
)
dµ¯.
(5.36)
Applying Cauchy-Schwarz, (4.4) and |∇abuj|gj ≤ 2|(A¯j)ab|gj we derive:
T ≤ 100
∫
D1∪D2
|∇φj |2χdµ¯+ 1
100
∫
D
|A¯j |2χdµ¯ ≤ C200 Ej + 1
50
∫
D
|Hj |2dµ¯+ o(1).
(5.37)
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As for the third bulk term, using (4.4) again, we derive
Z :=
∫
D1
e−2φj∂2e
−φj (∂1uj + 1)∂2χdµ¯ =
∫
D1
∂2e
−φj (∂1uj + 1)∂2χdqdw
≤ 4
√
2
∫
D1
|∇φj |2gjdµ¯ ·
√∫
D1
dqdw ≤ 10C
√
Ej + o(1).
(5.38)
We control the last two bulk terms by∫
D2
(−∆gjφe−φj + |∇φj |2gje−φj )χdµ¯ ≤
∫
D2
| ˚¯Aj |2 −H2j
4
|χ| dµ¯+ 2CEj + o(1).
(5.39)
Finally, the Cauchy-Schwarz inequality together with (4.4) one last time gives
∫
D2
e−2φj ∂2φj∂2χdµ ≤ 2
√∫
D
|∇e−φj |2 dµ¯
√∫
D2
dqdw ≤ 2
√∫
D2
| ˚¯Aj |2 dµ¯. (5.40)
Taken together, these estimates complete the proof. The only thing to observe is
that the terms
∫
D
H
2
j dµ¯ appears with a negative coefficient in the end, and so can
be discarded, since our proposition only claims an upper bound on I. ✷
6 Regularity gain for the limit surface in the small
energy regions
We now turn to a closer look at the relationship between finiteness of the weighted
energy and the regularity of the boundary curve at infinity, and prove Theorem 1.4.
In fact we prove the C1 regularity for all Willmore surfaces with finite weighted total
curvature near points where the boundary curve is locally graphical and Lipschitz.
Definition 6.1. Consider a rectifiable, closed, embedded loop γ ⊂ R2, with arclength
parametrization t → (y(t), z(t)) = γ(t). We say that γ is locally Lipschitz at P =
γ(t0) if there exists a δ(t0) > 0 and a constant M(t0) < ∞ such that (after a
rotation), the portion of γ parametrized by (t0 − δ, t0 + δ) coincides with the graph
z = f(y) over an interval of length η(t0) centered at γ(t0). Thus γ((t0− δ, t0+ δ)) =
Graph(f) and |f(y1)− f(y2)| ≤M(t0)|y1 − y2|.
Our main result in this section is the
Theorem 6.1. Let Y ⊂ H3 be a complete Willmore surface with γ = ∂∞Y a possibly
disconnected embedded rectifiable curve. Suppose that there exists a set of poles O =
{O1, . . . , OK} ⊂ Y such that Ep(Y ) < ∞ (the weight function f relative to O is
implicit) and that γ is locally graphical and Lipschitz except at a finite number of
points {P1, . . . , PΛ}. Assume finally that if γ(t0) 6= Pj for any j, M(t0) = ζ and
EB(γ(t0),δ(t0))p (Y ) ≤ ǫ′(ζ). Then γ \ {P1, . . . , PΛ} is a C1 curve.
In the setting in Theorem 1.4, the assumption that the boundary curve is locally
Lipschitz away from {P1 . . . , PΛ} holds for the curve ∂∞Y∗ which is the limit of the
∂∞Yj . Indeed, Corollary 1.1 ensures the graphicality and Lipschitz bound away from
the bad points P1, . . . PΛ. We distinguish two further cases. Either there exists a
sequence of poles O
(j)
k converging to an interior point O∗ ∈ Y∗, or else any sequence
of poles O
(j)
k diverges to infinity in the limit. In the first case, without precluding
that some poles disappear to infinity, suppose that the limits of the poles occur at
O∗,1, . . . , O∗,K ∈ Y∗. We can also assume that the poles O(j)k ∈ Yj converge to
O∗,k ∈ Y∗. Also, using the weight function f∗ on Y∗ corresponding to the poles
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{O∗,1, . . . , O∗,K}, the weighted Willmore energy is finite. To see this, note that for
all ǫ > 0
Ep(Yj ∩ {x ≥ ǫ})→ Ep(Y∗ ∩ {x ≥ ǫ}).
This follows readily since all poles other than O1, . . . , OK disappear towards infinity,
thus fj → f∗ over the portion of the surfaces contained in {x ≥ ǫ}. So consider
the second case, where O
(j)
k → ∂∞H3 for all k. We claim that Y∗ must then be a
finite union of half-spheres; this implies Theorem 1.4 immediately. To prove this
assertion, just note that if all poles disappear towards infinity then | ˚¯A| = 0 on all
of Y∗: If this were false, then there would exist an interior point P ∈ Y∗ and a ball
B1(P ) ⊂ Y∗ such that
∫
B1(P )
|A˚|2dµ = ǫ > 0. But then, since all the O(j)k diverge to
infinity, f |B1(P ) → ∞ on B1(P ), which implies that Ep[Yj ] → ∞ as well. This is a
contradiction.
Therefore we have reduced to proving Theorem 6.1. This, in turn, is a conse-
quence of the following result.
Proposition 6.1. Let γk(t), 0 < t < Mk, be an arclength parametrization of the k
th
connected component of γ. Suppose that γ(t∗) /∈ {P1, . . . , PΛ}. Choose any Cauchy
sequence tj ∈ (0,Mk) where γk is differentiable at tj, with tj → t∗ ∈ (0,Mk). Then
γ˙(tj) is a Cauchy sequence.
Proof. Since γ(t∗) is not equal to one of the bad points Pj , there exists a line ℓ
through γk(t∗) and a number δ such that γ|(t∗−δ,t∗+δ) is a graph over the interval of
length δ in ℓ centered at γ(t∗) with graph function z = f(y) having Lipschitz constant
ζ. Lemma 2.3 guarantees graphicality of Y ′B(γ(t0),h δ) over the region
√
x2 + y2 ≤ hδ
in the vertical half-plane ℓ×R+ (where we take ℓ as the y-axis), with graph function
z = u(x, y), where |∇u| ≤ 2ζ.
Since tj is Cauchy, it lies in (t∗ − h δ, t∗ + h δ) for j large, so if we write γ(tj) =
(yj , u(0, yj)), then yj → 0.
Now, argue by contradiction and assume that γ˙(tj) is not Cauchy. Then there
exists θ > 0 and a subsequence jk such that |f ′(yjk−1)− f ′(yjk)| ≥ θ. Reset notation
so that the index is simply j again. Translate and rotate so that (yj−1, f(yj−1)) =
(0, 0) and (yj , f(yj)) lies on the y-axis, then dilate by the factor λj := |yj − yj−1|−1.
Denote the resulting Willmore surface by Y˜j and write ∂Y˜j = γ˜j .
This surface is still graphical with Lipschitz norm no larger than ζ, and fur-
thermore, EB(0,λjhδ)(Y˜j) ≤ ǫ′(ζ). By Lemma 2.2, Yj must converge to a vertical
half-plane Y∗, and since ∂∞Y∗ passes through the origin and (0, 1, 0), necessarily
Y∗ = {z = 0}. Thus Y∗ ∩ {x = 1} must converge to the line {z = 0, x = 1} for some
α with |α| ≤ 2ζ. But now, since |f ′j(0) − f ′j(1)| ≥ θ, it follows that for at least one
of the two values y = 0, y = 1 there is a jump in the derivative of size at least θ/2
between the heights x = 0 and 1. We can assume that this jump occurs at y = 0.
However, this contradicts Proposition 3.2. The graphicality and Lipschitz bound
in that Proposition still hold by virtue of the assumption and Lemma 2.3. The fact
that the weighted energy goes to zero follows from the dilation invariance of Ep, and
the fact that after dilation, the graphs satisfy Ep(Graph(uj)) ≤ Ep(Y ∩B(P, 2hλ−1j )],
and λ−1j = |yj−yj−1| → 0. This proves the Proposition and Theorem 6.1 as well.
7 Bubbling in the small energy regions.
We now turn to a closer examination of how bubbling occurs, aiming toward the
proof of Theorem 1.5.
The argument leading to the fact that bubbling occurs is indirect. We first
construct a sequence of Mo¨bius transformations ϕj to obtain uniform isothermal
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parametrizations for the surfaces ϕj(Yj). If the surfaces ϕj(Yj) converge to a non-
trivial surface, we are done. Otherwise, we must prove that one can take a further
sequence of dilations to obtain a nontrivial limit.
The idea is to use the jump in the first derivative coupled with the bounds (5.1)
to argue that one of the two line integrals on the right side of that equation must be
bounded below. In particular, with 4ǫ0 := limj→∞∂yuj(0, 0) − ∂yu∗(0, 0), then by
(5.1), either ∫ 1
0
| ˚¯A12|e−φj dqj ≥ ǫ0 or (7.1)∣∣∣∣∫ 1
0
∂2e
−φj∂quj dqj
∣∣∣∣ ≥ ǫ0. (7.2)
These cases are treated separately in the next two subsections. We also show, in
§7.3, that each bubble remains at finite distance from one of the poles.
7.1 The integral
∫
1
0
| ˚¯A12|e−φjdqj bounded below implies bub-
bling.
Assuming (7.1), from Proposition 5.2, we derive that
sup
j
sup
P∈{0≤qj≤1,wj=0}
Ep(B1H(P )) ≥
(p− 1)
C(K)M ′
ǫ0.
Consider the set of points P ∈ {0 ≤ qj ≤ 1, wj = 0} where Ep(B1H(P )) ≥ (p−1)ǫ010C(K)M ′ .
We know that such points exist when j is large. We then ask whether there exists
a constant M and points Pj ∈ {0 ≤ qj ≤ 1, wj = 0} with Ep(B1H(Pj)) ≥ (p−1)ǫ010C(K)M ′
such that fj(Pj) ≤ M . (The requirement fj(Pj) ≤ M is equivalent to the existence
of M <∞ such that dist(Pj , O(j)k ) ≤M , where Pj ∼ O(j)k ).
If such a sequence Pj exists, then consider the isometry ϕj of H
3 which maps Pj
to P∗ = (1, 0, 0). The surfaces ϕj(Yj) converge (in a large closed ball around P∗) to
a Willmore surface Y∗ with E(B1H(P∗), Y∗) ≥ ǫ0/10M2, and this would be the desired
‘bubble’.
It suffices then to show that (7.1) must fail if no such sequence Pj exists. Indeed,
observe that if 1 < p′ < p, then Proposition 5.4 gives the new bound
| ˚¯Aj |E2(P ) ≤
Cp′
√
EB1H(P )p′ (Yj)
qj(P )(f˜
p′
j (P ))
, whence
∫ 1
0
| ˚¯Aj |E2 dq ≤ C′p′ sup
P∈lj
√
EB1H(P )p′ [Yj ].
However, observe that lim supj→∞ supP∈lj Ep′(B1H(P )) = 0; this holds because by
definition EB1H(P )p′ (Yj) ≤ 2fp
′−p
j (P )EB
1
H
(P )
p (Yj), and EB
1
H
(Pj)
p (Yj) ≤M ′′, while fj(Pj)→
∞. Taken together, this all shows that
lim sup
j→∞
∫ 1
0
| ˚¯Aj |E2 dqj = 0,
contradicting (7.1), as claimed.
7.2 A lower bound on the flux (7.2) implies bubbling
Our goal is to show that such a lower bound (7.2) implies the existence of further
blow-ups ϕj : H
3 → H3 such that ϕj(Yj) → Y∗ with E [Y∗] > 0. Unlike in the
final subsection of §5, it is not enough to bound the line integral | ∫ 10 ∂2e−φj∂qujdqj |
by the energy in a box. Fortunately, we can bound it in terms of the energy in a
sector |wq | ≤ 1 emanating from the distinguished boundary point in the isothermal
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coordinates (q, w). This bound can then be used to show the existence of a sequence
of points where either |xA¯j | or |∇φj |g are bounded away from zero. Either alternative
provides the points around which we can recenter the rescalings. In the first case,
we obtain a limit surface with non-zero curvature at one interior point, which must
therefore be nontrivial. In the second we obtain a complete Willmore surface for
which the canonical isothermal coordinates have non-constant conformal factor, are
therefore the surface must be nontrivial. The key difficulty in bounding the left side
of (7.4) in terms of the energy in a sector is that the cutoff function depends on
w/q, so a derivative of this cutoff function produces a power of 1/x. The resulting
integral is controlled by using the specific algebraic form of the integrand on the left
in (7.4). This somewhat remarkable fact is further evidence of the delicate nature of
the blow-up procedure.
Proof. First, by translating and dilating, assume that y0 = 0, and that the Yj and Y∗
are graphical over the vertical half-disc {x2+y2 ≤ 1000, z = 0}, with graph functions
uj and u∗, where |∇uj|, |∇u∗| ≤ 2ζ << 1. We can also assume that ∂yuj(0, 0) = α >
0 and ∂yu∗(0, 0) = 0. Now, consider any subinterval [β−, β+] ⊂ [0, α] with β+ ≪ α.
For any sequence βj ∈ [β−, β+], βj → β∗, the line z = βjy intersects γj = ∂∞Yj at a
point (yj , uj(0, yj)), yj > 0, and just as in §4, we have limj→∞ yj = 0.
Now dilate Yj by ρj :=
1
yj
to obtain a new surface Y˜j which converges to Y
′,
where Y ′ is graphical over the entire vertical half-plane {z = 0} and passes through
the fixed point (1, β∗). If, for any such sequence βj , E(Y ′) 6= 0, then the proof is
complete.
Otherwise, E(Y ′) = 0 so Y ′ is totally geodesic and graphical over a half-plane,
hence is the half-plane {z = β∗y, x > 0}. Rotating again to make this the xy-plane,
the original graph function uj must satisfy ∂yuj(0, 0) = 0 while ∂yu∗(0, 0) ∼ α−β∗ >
α
2 > 0. All of this is true for any β∗ ∈ [β−, β+]. Using Remark 4.1, there exists a
sequence βj such that
∫
Y˜j∩{1/4≤
√
x2+y2+z2}≤4
|A¯j |2dµ¯→ 0.
By Lemma 4.1, there exists a sequence of hyperbolic isometries ϕj such that
ϕj(Y˜j) have all the properties listed there, and in particular admit isothermal coor-
dinates (qj , wj) for which the conformal factor φj satisfies
||∇2φj ||L1(ϕn(Y˜j)) + ||∇φj ||L2(ϕj(Y˜j)) + ||φj ||C0(ϕj(Y˜j))
≤ E(ϕj(Y˜j)) + o(1) < 2ǫ′(ζ) + o(1).
(7.3)
Moreover, there is still a jump of α− β∗ in the first derivative at the origin in these
coordinates. The ϕj(Y˜j) are graphical over the disc {x2 + y2 ≤ 10, z = 0} (for
simplicity, we denote the graph function by uj) with |∇uj | ≤ 4ζ and the image of
the rectangle 0 ≤ qj ≤ 1, |wj | ≤ 1 is entirely contained in Graph(uj). Recall from
Remark 4.2 that the surfaces ϕj(Y˜j) admit an extension Y
♭
j which is a graph over
the xy-plane with graph function uj, where uj = 0 for
√
x2 + y2 ≥ 50. The bounds
(7.3) continue to hold for this extended surface.
Using Remark 4.3 and the smallness of the energy we derive that |y|/x ≤ 10 and
x2 + y2 ≤ 10 at all points in the sector
Sj := {(qj, wj) ∈ Yj , |wj |/qj ≤ 1, q2j + w2j ≤ 4},
We now claim that one of the following must be true:
a) Either ϕn(Y˜j) converge to a nontrivial limit Y˜∗, or else
b) there exists a sequence ωj →∞ such that the dilates ωj · ϕn(Y˜j) converge to a
non-trivial limit Y˜∗.
The theorem will be proved once we show that these are the only possibilities.
As many times before, write ϕj(Y˜j) as just Yj . If alternative a) does not occur,
then Yj converges to a vertical half-plane Y∗. We claim that for some µ > 0, there
exists a sequence Pj ∈ Sj such that either |∇φj |g(Pj) ≥ µ or else x |A¯|g(Pj) ≥ µ.
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Observe that either of these two possibilities imply our theorem. Indeed, suppose
the former of these is true and consider the dilated surfaces 1x(Pj) Yj . The images P˜j
of the points Pj have height xj = 1 and |yj| ≤ 10. Setting λj := 1x(Pj) , consider the
isothermal coordinates
q˜j(λjx, λjy) = λjqj(x, y), w˜j(λjx, λjy) = λjwj(x, y),
and the corresponding conformal factor φ˜j(λjx, λjy) = φj(x, y) on λjYj . Clearly,
|∇φ˜j |g(P˜j) ≥ µ. Also, passing to a subsequence, P˜j → P˜∗ where x(P˜∗) = 1, |y(P˜∗)| ≤
10 and |z(P˜∗)| ≤ 10ζ.
Using the estimates in [23, Thm. I.5], some subsequence of the surfaces λjYj must
converge, smoothly in the interior and in C0,α up to the boundary, to a surface Y˜∗,
and this limit surface admits isothermal coordinates (q˜∗, w˜∗) where q˜∗ = 0 on {x = 0}
and 1/10 ≤ |q˜|/|x| ≤ 10. The convergence (q˜j , w˜j , φ˜j) → (q˜∗, w˜∗, φ˜) is smooth away
from {x = 0}. We claim that Y˜∗ can not be a vertical half-plane. Indeed, if it were,
then following the same argument as in the second paragraph of §5, q˜∗ = Cx for some
1/10 ≤ C ≤ 10, and in that case, the corresponding conformal factor φ˜∗ would be
constant. This contradicts the smooth convergence and the fact that |∇φ˜j(P˜j)|g ≥ µ.
The proof that x|A¯|g(Pj) ≥ µ implies the result is even simpler. Indeed, the same
sequence of dilations of Yj converges to a Willmore surface with |A¯|g(P˜∗) ≥ µ, and
this must be nontrivial since we know that it is graphical over the half-plane {z = 0}
and hence cannot be a sphere.
We have therefore reduced the proof to showing that conditions i) - vi) below
lead to a contradiction.
i) Each Yj is a graphical Willmore surface, with graph function uj, over {x2+y2 ≤
10, x > 0, z = 0}, with E(Yj) ≤ ǫ′(ζ) and
∫
Yj
|A¯j |2dµ¯ ≤ M for some fixed
M < ∞. The surface Yj extends to a (non-Willmore) graphical surface Y ♭j .
The region 30 ≤
√
x2 + y2 is denoted Y ♯j and uj = 0 there.
ii) Each Yj , and its extension Y
♭
j too, admits an isothermal coordinate chart
(qj , wj) with conformal factor φj satisfying (7.3).
iii) Yj → Y∗ := {x2 + y2 ≤ 10, z = 0}.
iv) The conformal factors φj satisfy |∇φj |g → 0 uniformly in Sj .
v) x · |A¯j |g → 0 uniformly in Sj .
vi) | ∫ 1
0
∂2e
−φj∂qujdqj | ≥ ǫ0 > 0.
To reach the contradiction it suffices to prove that conditions i) - v) contradict
condition vi). In other words, we need to show that i) -v) imply:
lim
j→∞
∣∣∣∣∣
∫ (1,0)
(0,0)
∂2e
−φj∂1uj dqj
∣∣∣∣∣ = 0. (7.4)
Proof of (7.4): Recall that since the conformal factor φj is bounded, the quantities
|∂q| and |∂x|, and |∂y|, |∂w| are comparable. In the following, | · | denotes the norm
with respect to dq2 + dw2. In many expressions below, we suppress the subscripts j
for simplicity.
The strategy is to express the second integral
∫ (1,0)
(0,0) ∂2e
−φj∂1u dq as the flux of
the integral of a divergence over some part of the circular sector Sj . Introduce polar
coordinates rj =
√
q2j + w
2
j and θj with tan(θj +
π
2 ) =
wj
qj
, so that Sj := {0 ≤ rj ≤
1, π/4 ≤ θj ≤ 3π/4} ⊂ Yj . Let Sl denote the region where π/2 ≤ θ ≤ 3π/4, and
define χl(θ) = (3− 4θπ ) in Sl.
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By the divergence theorem,∫ (1,0)
(0,0)
∂2e
−φj∂1u dq =
∫
Sl
∆ge
−φj∂1uχ
l dµ+
∫
Sl
∇se−φj∇s(∂1u)χl dµ
+
4
π
∫
Sl
e−2φj∂θe
−φj 1
r2
∂1u dµ+
∫ 3π/4
π/2
(∂1u)∂1e
−φj (1, θ) dθ.
(7.5)
(The coefficient 4π arises from ∂θχ
l.) The final boundary term tends to zero since
Yj converges to a vertical half-plane, so in particular |∂uj|, |∂φj | → 0 away from
{x = 0}.
Now consider the bulk terms. First, observe that the pointwise bounds on φj and
on |∇u|g imply that |∂1u|g ≤ 3ζ. This uses the formula for the second fundamental
form for a graph in R3 and implies that:∫
Sl
|∂2u|2 dµ ≤ 10
∫
Sl
|A¯|2 dµ ≤ 10M. (7.6)
Using (5.26) and |∂ru|g ≤ 3ζ, we have∣∣∣∣∫
Sl
∆ge
−φ∂1uχ
l dµ¯
∣∣∣∣
≤ 4
∫
Sl
e−φH
2|∂1u| dµ¯+
∫
Sl
| ˚¯A|2e−φ|∂1u| dµ¯+
∫
Sl
|∇φ|2e−φ dµ¯.
(7.7)
Clearly, ∫
Sl
H
2|∂1u| dµ¯+ 4
∫
Sl
| ˚¯A|2e−φ|∂1u| dµ¯ ≤ 10
∫
Sl
|A¯|2|∂1u| dµ¯. (7.8)
In addition, using (7.3) and (7.6),∣∣∣∣∫
Sl
∇se−φ∇s(∂1u)χl dµ¯
∣∣∣∣ = ∣∣∣∣∫
Sl
e−2φ∂se
−φ∂s(∂1u)χ
l dµ¯
∣∣∣∣
≤ 4
(∫
Sl
|∇φ|2 dµ¯
) 1
2
(∫
Sl
|∂2u|2 dµ¯
) 1
2
≤ 100
√
M
(∫
Sl
|∇φ|2 dµ¯
) 1
2
.
(7.9)
The main issue is to control the term
T2 :=
∣∣∣∣∫
Sl
1
r2
e−2φ∂θe
−φ∂1u dµ¯
∣∣∣∣ .
Recall that by Lemma 2.1, ∂1u = 0 on {q = 0} = {x = 0}, and also |∂1u|
2
r2 ≤ |∂1u|
2
q2 .
The Hardy inequality now gives∫
Sl
|∂1u|2
r2
dqdw ≤ 10
∫
B
|∂1u|2
q2
dqdw ≤
∫
D
|∂2u|2dqdw ≤ 100
∫
Yj
|A¯|2gdµ ≤ 100M.
(7.10)
where B := {0 ≤ w ≤ 1, 0 ≤ q ≤ 1}. Thus
T2 ≤ 10
∫
Sl
r−2|∂θφ∂1u| dµ¯ ≤ 10
(∫
Sl
|∇φ|2g dµ¯
) 1
2
(∫
Sl
r−2|∂1u|2 dµ¯
) 1
2
≤ 100
(∫
Sl
|∇φ|2g dµ¯
) 1
2
(∫
B
|∂2u|2 dµ¯
) 1
2
≤ 100
√
M
(∫
Sl
|∇φ|2g dµ¯
) 1
2
.
(7.11)
We then claim that
lim
j→∞
∫
Sl
|∇φj |2g dµ¯ = 0, (7.12)
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and
lim
j→∞
∫
Sl
|A¯j |2|∂1uj| dµ¯ = 0. (7.13)
These estimates will prove (7.4), and thus our theorem.
Proof of (7.12): We assert first that on the family of lines ℓθ0 := {0 ≤ r ≤ 1, θ = θ0},
π
2 ≤ θ ≤ 3π4 , there is a uniform bound∫
ℓθ0
|∂φj |dr ≤ ǫ′(ζ) +M ′. (7.14)
Before proving (7.14), let us see how it proves the estimate.
Since 1/10 ≤ q/x ≤ 10 in Sl, we have
r|∇φj |g ≤ 100|∇φj|g
in this sector, so that∫
Sl
|∇φj |2g dµ¯ =
∫ 3π/4
π/2
∫ 1
0
|∂φj ||∂φj |r drdθ
≤ 100 sup
Sl
|∇φj |g sup
θ∈[π/2,3π/4]
∫
ℓθ
|∂φj | dr.
Since the first factor tends to 0 by the assumption v) above and the second one is
bounded, we obtain (7.12).
Thus matters are reduced to showing (7.14). Recall from (7.3) that ||∂2φj ||L1(R2) ≤
ǫ′(ζ) + o(1), where ∂ is differentiation with respect to (qj , wj). Given any ray ℓθ0 ,
consider the right-angle rectangle Rθ0 ⊂ Y ♭j which is defined by four straight (with re-
spect to the coordinates qj , wj) line segments: ℓθ0 is one segment, then s
1, s2 are two
line segments of length 50, emanating from the endpoints (0, 0) and (cos θ0, sin θ0) of
ℓθ0 and normal to it; finally ℓ
′
θ0
joins the other endpoints of s1, s2. Thus ℓ′θ0 is parallel
to ℓθ0 (with respect to the flat coordinates qj , wj) and lies in the portion Y
♯
j of Y
♭
j
defined in Remark 4.2. Let n be the unit vector field (with respect to dq2 + dw2)
normal to ℓθ0 , so n is also normal to ℓ
′
θ0
and tangent to the lines s1, s2.
Integrating ∂n(∂φj) over the rectangle Rθ0 and decomposing ℓθ0 into sets where
a given component of ∂φj has constant sign, we obtain that∫
ℓθ0
|∂φj | ≤
∫
Rθ0
|∂2φj | dqdw +
∫
ℓ′
θ0
|∂φj |
The first integral on the right is bounded above by (7.3). We obtain a uniform upper
bound on
∫
ℓ′
θ0
|∂φj | by proving that ∂φj is bounded above pointwise over ℓ′θ0 , which
is true because in Y ♯j we have ∆φj = 0 and |φj | is uniformly bounded. This proves
(7.14). ✷
Proof of (7.13): Recall that condition vi) implies that limj→∞ supSl r|A¯j | = 0; using
Cauchy-Schwarz, the Hardy inequality and (7.6), we get∫
Sl
|A¯j |2|∂1uj| dµ¯ =
∫
Sl
r|A¯j | · |A¯j | · 1
r
|∂1uj | dµ¯
≤
(
sup
Sl
r|A¯j |
)(∫
Sl
|A¯j |2 dµ¯
) 1
2
(∫
Sl
r−2|∂1uj |2 dµ¯
) 1
2
≤ 10
(
sup
Sl
r|A¯j |
)
M → 0.
(7.15)
This proves (7.4), and hence completes the proof of our theorem.
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7.3 Finitely many bubbles
We conclude by showing that there can exist at most N nontrivial nonisometric
limits in the sequence Yj , which completes the proof of Theorem 1.5. In other words,
given Yj and any sequence of isometries ϕj such that ϕj(Yj) converges to a limiting
Willmore surface Y∗ with E(Y∗) > 0, there can be at most N distinct possible limits
Y∗.
Arguing as usual by contradiction, assume there exist N +1 non-isometric limits,
Y∗,1, . . . , Y∗,N+1, with induced metrics g∗,k, k ≤ N + 1. Since the limits Y∗,k are
non-trivial, there exist points Ak on each Y∗,k such that the intrinsic balls B
1
g∗,k(Ak)
have non-zero energy.
The fact that the Y∗,k arise as limits of ϕj(Yj) (with C∞ convergence on compact
sets) gives balls B1gj (Cj,k) ⊂ Yj with ϕk(B1gj (Cj,k)) → B1g∗,k(Ak). In particular we
may assume that there is an ǫ > 0 such that E [B1gj (Cj,k)] > ǫ for all j, k. We then
claim that for any pair of distinct values k 6= l the points Cj,k, Cj,l ∈ Yj drift infinitely
far apart, i.e.
distgj (Cj,k, Cj,l)→∞. (7.16)
If we can prove this, then using the triangle inquality, there is a sequence of points
Cj,k(j) ∈ Yj with minr distgj (Or , Cj,k(j))→∞. But this cannot hold since then
Ep(Yj) ≥
∫
B1gj (Cj,k)
[min
r
distgj (Or , Cj,k(j))]
2p|Aj |2 dµj
≥ [min
r
distgj (Or, Cj,k(j))]
2pǫ2 →∞.
(7.17)
We have reduced to proving (7.16). But if this were not true, then a large enough
ball centered at Cj,k must contain Cj,l, which would imply that the limit surfaces
Y∗,k and Y∗,l coincide up to a hyperbolic isometry; this contradicts our assumption.
8 Examples
In this final section we show that the putative modes of convergence described above
actually occur. Namely, we exhibit sequences Yj of complete, properly embedded
minimal (and therefore Willmore) surfaces in H3 with fixed genus which lose energy
in the limit because some portions separate and disappear toward infinity. These Yj
have energy tending to zero and converge smoothly away from a finite number of
points on the boundary curve at infinity. The limit is another complete, properly
embedded surface Y∗, and we find such sequences where the genus of Y∗ is strictly
less than that of each of the Yj . In other words, there can be a loss of genus in the
limit. The construction of these surfaces proceeds by a fairly standard gluing result.
There are many very similar ways to prove such theorems, and we follow a method
used in the papers [19, 17, 18]. Since this method is well documented in these papers,
we provide only a sketch of the argument.
Theorem 8.1. Choose a finite number, Y1, . . . , Yk, of complete, properly embedded
minimal surfaces, each with finite energy. Suppose that each γr = ∂∞Yr, r = 1, . . . , k
is a C2 curve, and assume also that each Yr, r = 1, . . . , k is nondegenerate in the sense
that it admits no Jacobi fields which decay at γr. Then there is a family of complete,
properly embedded minimal surfaces Yt with boundary curves ∂∞Yt = γt a small
perturbation of the unit circle. These boundary curves converge in C2 to the unit
circle away from k distinct points q1, . . . , qk. Furthermore, there exist rescalings of
Yt at qj which converge to an isometric copy of Yr. Finally,
E(Yt) =
k∑
r=1
E(Yr) + o(1)
as t→∞.
36
Proof. There are three steps: we first construct a family of approximate solutions
Y ′t which are approximately minimal and have the stated concentration properties;
we next analyze the mapping properties of the Jacobi operators on these surfaces,
focusing on estimates which are uniform in the parameter t; the final step is to
perturb Y ′t to a minimal surface Yt when t is sufficiently large.
Approximate solutions: First, choose two separate collections of points p1, . . . , pk
and q1, . . . , qk on the unit circle S
1 in the boundary at infinity {x = 0}, such that
no two of these points coincide. For simplicity of notation, assume that pr = −qr
below. Next, fix points p′r, q
′
r ∈ γr, r = 1, . . . , k, and choose a hyperbolic isometry
Fr which carries p
′
r to pr and q
′
r to qr, and set Y
′
r = Fr(Yr). Finally, let Mr,t be the
family of hyperbolic dilations with source pr and sink qr, and set Yr,t =Mr,t(Y
′
r ).
As t → +∞, the surfaces Yr,t converge locally uniformly in C2 in the region
H3 \ {qr} to the totally geodesic hemisphere H bounded by the unit circle, and this
convergence is C∞ away from {x = 0}. In particular, γr,t := ∂∞Yr,t converges in C2
away from the point qr. Applying the inverse dilations Mr,−t, we see that rescalings
of Y ′t converge to Y
′
r , which is an isometric copy of Yr.
For each r, choose a closed spherical cap Ar (intersected with the half-space
x ≥ 0) centered at qr in the unit hemisphere H . We can do this so that these caps
are disjoint from one another, and we then let Br = H \Ar. Choose a slightly larger
spherical cap B′r ⊃ Br, so B′r ∩ Ar is diffeomorphic to a rectangle. Let A′r be the
complement of B′r in H . By the convergence explained in the last paragraph, some
portion B′r,t ⊂ Yr,t is a normal graph over B′r with graph function ur,t converging to
0 in C2(B′r) ∩ C∞(B′r \ (B′r ∩ {x = 0}). Finally, choose a smooth nonnegative cutoff
function χr which has support in Ar \ (Ar ∩B′r) and which equals 1 in A′r. Let Y ′r,t
be the surface which agrees with Yr,t over A
′
r and which has graph function χrur,t
over B′r.
By construction, each Y ′r,t coincides with the totally geodesic hemisphere in the
region Br, and this region is disjoint from all of the other regions Ai, i 6= r. This
means that we may define the surface Y ′t to be the superposition of these k sepa-
rate surfaces, since they all agree on the complement of the union of the Ar in the
hemisphere H .
Observe that these surfaces are minimal in H \(A1∪ . . .∪Ak) and in A′1∪ . . .∪A′k,
and the discrepancy from being minimal in the overlap regions tends to 0 as t→∞.
Analysis of the Jacobi operator Consider the Jacobi operator
Lr = ∆Yr + |Ar|2 − 2
on the surface Yr. This operator has continuous spectrum filling out the half-line
(−∞,−9/4] and a finite number of L2 eigenvalues above that ray. The assumption
that Yr is nondegenerate means that Lr : H
2(Yr) → L2(Yr) is an isomorphism, i.e.
0 is not an L2 eigenvalue. It is also the case, cf. [1], that under this condition, Lr
is an isomorphism on other function spaces better suited for the gluing argument.
In particular, let xδCk,α denote the intrinsic Ho¨lder space (relative to the metric
on Yr induced from the hyperbolic metric) weighted by the function x
δ, where x
is the upper half-space coordinate restricted to Yr. As described carefully in [1], if
0 < δ < 3, then
Lr : x
δC2,δ(Yr) −→ xδC0,α(Yr)
is an isomorphism. Denote its inverse by Gr. It is very important that we do not
just know the existence of this operator abstractly, but realize that it is a pseudod-
ifferential operator for which we have a rather explicit description of the asymptotic
behaviour of its Schwartz kernel.
Let us now define a family of weighted Ho¨lder spaces on the surfaces Y ′t . We have
already defined the cutoff functions χr, r = 1, . . . , k, and it is clearly possible to add
one extra smooth nonnegative function χ0 which equals 1 on H \ (A1 ∪ . . .∪Ak) and
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is supported away from A′1 ∪ . . . , A′k, such that {χ0, . . . , χk} is a partition of unity
on Y ′t . (We suppress the dependence on t in the χr.) Now define
Cℓ,αδ,t (Y ′t ) = {u =
k∑
r=0
χrur, where ur = (Mt◦Fr)∗vr , vr ∈ xδCℓ,δ(Yr), r = 1, . . . , k,
and u0 ≡ v0 ∈ xδCℓ,α(H)},
endowed with the norm
||u||δ,t =
k∑
r=0
||vr ||ℓ,α,δ.
Notice that the elements of Cℓ,αδ,t (Y ′t ) coincide with those in xδCℓ,α(Y ′t ), but the norm
in which there is a hidden extra t dependence, so in particular this norm is not
uniformly equivalent as t ր ∞ to the standard norm on xδCℓ,α(Y ′t ), which is given
by an expression similar to the one above, but using the summands ur instead of vr.
Next, we can transfer the inverse Gr on Yr using the mapping Mt ◦ Fr to an
operator Gr,t on Y
′
r,t, and then define
G˜t =
k∑
r=0
χ˜rGr,tχr.
Here each χ˜r is a nonnegative smooth cutoff function which is equal to 1 on the
support of χr and vanishes outside a larger neighbourhood. We compute that if Lt
denotes the Jacobi operator on Y ′t , then
LtG˜t = Id−
k∑
r=0
[Ltχ˜r]Gr,tχr := Id−Kt.
The operator Kt is a smoothing operator; this is because the supports of [Lt, χ˜r] and
χr are disjoint from one another, and because Gr is a pseudodifferential operator, the
Schwartz kernel of which is necessarily singular only along the diagonal. Moreover,
it is possible to choose the supports of these two functions, [Lt, χ˜r] and χr, very far
from one another. On the other hand, the Schwartz kernel of Gr,t has a decay profile
equivalent to the one of Gr; namely, Gr(z, z
′) ≤ C exp(−3 dYr(z, z′)). Taking these
facts together, and arguing exactly as in [22], we conclude that the norm of Kt as a
mapping on Cℓ,αδ,t for any fixed δ ∈ (0, 3), can be made as small as desired, uniformly
in t, by choosing the supports of these cutoff functions appropriately. We conclude
from this that
Lt : C2,αδ,t (Y ′t ) −→ C0,αδ,t
is an isomorphism for all t > 0 whenever 0 < δ < 3, and the norm of its inverse is
uniformly bounded in t as t→∞.
The gluing construction If ν is the (hyperbolic) unit normal to Y ′t and φ is any
function on Y ′t , then define the normal graph
Yt,φ = {expz(φ(z)ν(z)) : z ∈ Y ′t }.
Let M denote the minimal surface operators on Y ′t , i.e. M(φ) is the (hyperbolic)
mean curvature function of Yt,φ, viewed as a graph over Y
′
t . This is a second order
quasilinear operator which can be written as a small perturbation of the minimal
surface operators for normal graphs on Yr,t and H , but the main thing we need to
know about it is that its linearization at φ = 0 is simply the Jacobi operator Lt.
The perturbation argument is standard. SetM(0) = f . It is not hard to see that
||f ||0,α,δ → 0 as t→∞. ExpandM(φ) = 0 as
f + Ltφ+Qt(φ) = 0 =⇒ Ltφ = −f −Qt(φ);
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here Qt is quadratic remainder term involving the terms φ, ∇φ and ∇2φ which
satisfies
||Qt(φ)||0,α,δ ≤ C||φ||22,α,δ
and
||Qt(φ) −Qt(ψ)||0,α,δ ≤ C(||φ||2,α,δ + ||ψ||2,α,δ)||φ − ψ||2,α,δ.
The equation
φ = −Gt(f +Qt(φ)),
can then be solved using the estimates above by a straightforward contraction map-
ping argument.
It is easy from the construction to see that if t is quite large, then ||φ||2,α,δ is
small and the surface Yt := Yt,φ is embedded. Since φ→ 0 at ∂∞Y ′t , we see that the
new surface has the same boundary curve at infinity. The fact that Yt converges in
C2 away from the points q1, . . . , qk follows directly from the construction.
References
[1] S. Alexakis, R. Mazzeo Renormalized area and properly embedded minimal sur-
faces in hyperbolic 3-manifolds Comm. Math. Phys. 297 (2010), no. 3, 621-651.
[2] M. Anderson L2 curvature and volume renormalization of AHE metrics on 4-
manifolds, Math. Research Lett. 8 (2001), 171–188.
[3] M. Anderson Topics in conformally compact Einstein metrics, CRM Proc. Lec-
ture Notes, (2006), 1–26.
[4] S. Y. A. Chang, J. Qing, Jie, P. Yang, On the topology of conformally com-
pact Einstein 4-manifolds Noncompact problems at the intersection of geom-
etry, analysis, and topology, 49–61, Contemp. Math., 350, Amer. Math. Soc.,
Providence, RI, (2004).
[5] S. S. Chern Simple proofs of two theorems on minimal surfaces Enseig. Math.
(2) 15 1969 53–61.
[6] H. Choi R. Schoen The space of minimal embeddings of a surface into a three-
dimensional manifold of positive Ricci curvature Invent. Math. 81 (1985), no.
3, 387–394.
[7] B. Coskunuzer, Asymptotic Plateau Problem, arXiv:0907.0552.
[8] C. De Lellis, S. Mu¨ller Optimal rigidity estimates for nearly umbilical surfaces
J. Differential Geom. 69 (2005), no. 1, 75–110.
[9] C.R. Graham, E. Witten Conformal Anomaly Of Submanifold Observables In
AdS/CFT Correspondence Nucl.Phys. B 546 (1999) 52–64.
[10] R. Hardt, F. Lin Regularity at infinity for area minimizing hypersurfaces in
hyperbolic space, Invent. Math. 88, (1987) 217-224.
[11] F. He´lein Harmonic maps, conservation laws and moving frames Cambridge
Tracts in Mathematics, 150 Cam. Univ. Press, (2002).
[12] J. Jost Riemannian geometry and geometric analysis, fourth edition. Universi-
text. Springer, Heidelberg, 2005.
[13] N. Korevaar, L. Simon, Equations of mean curvature type with contact angle
boundary conditions, Geometric analysis and the calculus of variations, 175–
201, Int. Press, Cambridge, (1996).
[14] E. Kuwert, R. Scha¨tzle Removability of point singularities of Willmore surfaces,
Ann. of Math. (2) 160 (2004), 315–357.
[15] Y. Li, Weak limit of an immersed surface sequence with bounded Willmore func-
tional, arXiv:1109.1472.
39
[16] F.H. Lin On the Dirichlet problem for the minimal graphs in hyperbolic space,
Invent. Math. 96, 593-612 (1989).
[17] F. Martin, R. Mazzeo and M. Rodriguez Minimal surfaces with positive genus
and finite total curvature in H2 × R, to appear, Geom. and Top.
[18] R. Mazzeo, F. Pacard Maskit combinations of Poincare´-Einstein metrics Adv.
Math. 204 (2006), no. 2, 379–412.
[19] R. Mazzeo, M. Saez Multiple-layer solutions to the Allen-Cahn equation on hy-
perbolic space arXiv:1201.6170.
[20] A. Mondino, T. Rivie`re Willmore Spheres in Compact Riemannian Manifolds,
arXiv:1203.5501.
[21] C. B. Morrey Multiple integrals in the calculus of variations Classics in Mathe-
matics. Springer-Verlag, Berlin, 2008.
[22] S. Mu¨ller, V. Svera´k On surfaces of finite total curvature J. Differential Geom.
42 (1995), no. 2, 229–258.
[23] T. Rivie`re, Analysis aspects of Willmore surfaces, Invent. Math. 174 (2008), no.
1, 1–45.
[24] T. Rivie`re Bubbling and regularity issues in geometric non-linear analysis
Proc. ICM, Vol. III 197–208, Higher Ed. Press, Beijing, (2002).
[25] A. Ros Compactness of spaces of properly embedded minimal surfaces with finite
total curvature Ind. Univ. Math. J. 44 (1995), no. 1, 139–152.
[26] J. Sacks, K. Uhlenbeck, The existence of minimal immersions of 2-spheres
Ann. of Math. (2) 113 (1981), no. 1, 1–24.
[27] L. Simon Existence of surfaces minimizing the Willmore functional, Comm.
Anal. Geom. 1 (1993), no. 2, 281-326.
[28] Y. Tonegawa, Existence and regularity of constant mean curvature hypersurfaces
in hyperbolic space, Math. Z. 221, (1996) 591-615.
40
