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Abstract: We describe min-max formulas for the principal eigenvalue of a V -drift
Laplacian defined by a vector field V on a geodesic ball of a Riemannian manifold
N . Then we derive comparison results for the principal eigenvalue with the one of a
spherically symmetric model space endowed with a radial vector field, under pointwise
comparison of the corresponding radial sectional and Ricci curvatures, and of the radial
component of the vector fields. These results generalize the known case V = 0.
1 Introduction
Given a vector field V on am-dimensional Riemannian manifold (N, g), the V -drift Laplacian
∆V u = ∆u − g(V,∇u) can be introduced in the context of Riemannian geometry with
torsion. If ∇V is a metric connection with vectorial torsion defined by V , ∆V u is the trace
of the covariant derivative of du. If V = 0, ∆0u is the usual Laplacian for the Levi-Civita
connection. The purpose of this work is twofold. First, to prove the existence of a principal
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eigenvalue of the operator −∆V , λ∗V , for any vector field V on a regular domain M¯ of N ,
under the Dirichlet boundary condition. Second, to establish a variational principle for λ∗V ,
and use it to obtain comparison results when M¯ is a geodesic ball.
In Lemma 4, we show that there is a weight function f , such that ∆V is self-adjoint
with respect to the L2 space with measure weighted by e−f if and only if V = ∇f . In
this case, ∆V is the Bakry-E´mery f -Laplacian ∆f . If M¯ = M ∪ ∂M is a compact domain
of N with smooth boundary ∂M , the spectrum for the eigenvalue problem of −∆f with
Dirichlet boundary condition is a discrete sequence of positive real values converging to
infinity. Furthermore, each eigenvalue has a variational characterization of Rayleigh type,
as shown in [19]. On the other hand, any vector field, V , which is not a gradient gives rise
to an operator ∆V for which there is no canonically associated Hilbert space on which this
operator is self-adjoint. As a consequence, standard arguments used to establish a variational
principle for an eigenvalue may not be applied.
We obtain existence of a principal eigenvalue λ∗V using Krein-Rutman theory for com-
pact operators on C1,α0 (M¯). This eigenvalue is a distinguished one, simple, with a positive
eigenfunction ωV , only vanishing on ∂M . The eigenvalue λ
∗
V is positive by a maximum prin-
ciple argument. In Proposition 6, we show that −∆V and its formal adjoint operator −∆∗V
have the same set of eigenvalues, which form a discrete set that may only accumulate at
infinity. Furthermore, they have the same principal eigenvalue. As a consequence, the weak
maximum principle also holds for ∆∗V .
In Theorem 9, using principal eigenfunctions, we give a simple proof of Barta’s type
inequalities (20)-(21) for λ∗V on a regular domain M¯ . This is a well known inequality for the
case V = 0 ([6], III.2., Lemma 1), and it is a useful tool for estimating principal eigenvalues.
It consists of a min-max formula for the ratio −∆V u/u, taken over all functions u on a
positive cone of H10 (M).
In Theorem 12, we describe a Rayleigh type variational principle for λ∗V on a regular
coordinate chart M¯ . This variational principle was initially due to Holland [18] for a certain
type of second-order linear elliptic equations on domains of Euclidean space. Later, it was
reformulated by Godoy, Gossez and Paczka in [11], using suitable weighted Sobolev spaces.
This provided an alternative proof of the formula. Instead of Holland’s method which uses
ergotic measures to obtain a positive solution, GV , of a related degenerate elliptic second
order differential equation, it consits of applying Krein-Rutman theory for compact, positive
and irreducible operators on weighted L2 spaces. It thereby requires less regularity conditions
on the domain and coefficients of the operator. We follow this second approach, taking
weighted Sobolev spaces on M¯ weighted by the square of the intrinsic distance function to
∂M , d∂M(p) = infx∈∂M d(p, x), for p ∈ M¯ , defined in (22)-(23). In Lemma 11(3) we obtain
Sobolev embedding theorems in case M¯ is a global chart domain, generalizing the known
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Euclidean case. The variational principle is given by
λ∗V = inf
{u∈D∂ : ‖u‖L2=1}
(L(u, u)− inf
v∈H1∂(M)
Qu(v)),
where { L(u, u) = ∫
M
(|∇u|2 + u g(V,∇u))dM,
Qu(v) =
∫
M
u2(|∇v|2 − g(V,∇v))dM.
Here, the infimum is taken over all L2-unit functions of the class
D∂ := {u ∈ H1(M) : u(p)
d∂M(p)
∈ [C1, C2] for some constants Ci > 0}. (1)
This infimum is achieved at a function uV ∈ D∂, L2-normalized, and given by the product
uV = ωV ·
√
GV , where GV is a bounded, positive, weak solution of the degenerate elliptic
differential equation, div0(ω2V (∇G + GV )) = 0, that is, a solution of the integral equation
(25). Furthermore, it is unique in the weighted Sobolev space (23), up to a multiplicative
constant. In Proposition 13, we show that, when V is the gradient of a function f , it
turns out that GV = e
−f , and this variational principle reduces to the Rayleigh vartiational
principle for the first eigenvalue λf , given in equation (10).
These formulas allow us to obtain comparison results for the principal eigenvalue on
geodesic balls, under pointwise comparison of the radial curvatures and the radial component
of V , with the ones of model spaces. On N , the radial direction from a point p0 is defined
by ∂t(p) = ∇r(p), where t = r(p) = d(p, p0) is the intrinsic distance of p to p0. The
exponential map of N defines the spherical geodesic parametrization of a closed geodesic
ball M¯ = B¯r0(p0). Namely, p = expp0(tξ) =: Θˆ(t, ξ), with ξ in the unit sphere of Tp0N , and
0 ≤ t ≤ r0. The radial component of V is given by its projection onto the radial direction,
h1(t, ξ) = g(V (p), ∂t(p)). Our model spaces are geodesic balls M¯
ρ of spherically symmetric
spaces, Nρ = [0, l) ×ρ Sm−1, endowed with a radial vector field, V ρ = h(t)∂t. The warping
function ρ is chosen based on pointwise comparison of the radial curvatures with the ones of
N . The function h(t) is chosen based on pointwise comparison with h1(t, ξ) of V . Comparison
theorems for the first eigenvalue of −∆0 on a geodesic ball were obtained by Cheng in [7],
using space forms as model spaces. These theorems were generalized by Freitas, Mao and
the second author in [9], taking as model spaces the larger class of spherically symmetric
spaces.
Next, we state our two main theorems on a closed geodesic ball M¯ = B¯r0(p0), endowed
with a vector field V . We are assuming r0 < min{inj(p0), l}, where inj(p0) is the injectivity
radius of p0 ∈ N . The ballMρ in the model space is centered at the origin and has radius r0.
The radial sectional curvature of Nρ is given by −ρ′′(t)/ρ(t). This curvature is a constant
κ in the case of space forms. Namely, the spheres when ρ(t) = (
√
κ)−1 sin
√
κt, for κ > 0,
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the Euclidean space when ρ(t) = t, for κ = 0, and the hyperbolic spaces when ρ(t) =
(
√−κ)−1 sinh√−κt, for κ < 0. The radial vector field on the model space, V ρ, depends on t
only, with initial condition h(0) = 0. The principal eigenvalue is the first eigenvalue λρ,H of
the Bakry-E´mery H-Laplacian ∆ρH on M¯
ρ, with Dirichlet boundary condition, where H ′(t) =
h(t). In Section 4, we describe properties of the corresponding principal eigenfunction ωρ,H .
We also describe the whole spectrum of −∆ρ,H , relating to a family of one-dimensional
eigenvalue problems and the spectrum of the (m− 1)-sphere.
Theorem 1. We assume the radial sectional curvatures of M , K(∂t, X), and the radial
component of V satisfy at each point p = Θˆ(t, ξ),
K(∂t, X) ≤ −ρ
′′(t)
ρ(t)
, (2)
h1(t, ξ) ≤ h(t), (3)
for all 0 ≤ t ≤ r0, and unit vectors ξ ∈ Tp0M and X ∈ TpM orthogonal to ∂t(p). Then, we
have, λ∗V ≥ λρ,H . Furthermore, equality of the eigenvalues holds if and only if M is isometric
to Mρ and h1(t, ξ) = h(t), for all (t, ξ). In this case, the principal eigenfunctions are the
same, that is, ωV = ωρ,H.
If V = 0 and H = 0, this is Theorem 4.4 of [9]. Applying Theorem 1 to vector fields V on a
geodesic ball of a model space Nρ, we conclude that the principal eigenvalue λ∗V is just λρ,H , if
the radial component of V depends on t only. Therefore, in this case, the principal eigenvalue
does not depend on the non-radial component of V , and the principal eigenfunction ωV of
the V -drift Laplacian is the radial first eigenfunction ωρ,H for the H-Laplacian.
Theorem 2. We are given radial vector fields, V (p) = h1(t, ξ)∂t on M¯ , and V
ρ = h(t)∂t on
M¯ρ. We assume that h(t) ≥ 0, and h1(0, ξ) = h(0) = 0 holds for all unit vectors ξ ∈ Tp0M .
We also assume that the radial Ricci curvatures of M and V satisfy the following inequalities
Ricci(∂t, ∂t) ≥ −(m− 1)ρ
′′(t)
ρ(t)
, (4)
div0(V )(t, ξ)− 1
2
|V |2(t, ξ) ≥ div0ρ(V ρ)(t)−
1
2
|V ρ|2(t), (5)
for all t, ξ, with t ≤ r0. Then λ∗V ≤ λρ,H , and equality of the eigenvalues holds if and only
if M is isometric to Mρ and equality holds in (5), for all 0 ≤ t ≤ r0. In this case, the
principal eigenfunctions are related by the formula, ωV (t, ξ) = ωρ,H(t)e
−H(t)+H1(t,ξ)
2 , where
dH1
dt
(t, ξ) = h1(t, ξ), and H
′(t) = h(t). If, additionally, ρ(t), h(t), and h1(t, ξ) are analytic on
t ∈ [0, r0], then h1 = h and ωV = ωρ,H .
Ferreira – Salavessa 5
The above theorem, in case V = V ρ = 0 coincides with Theorem 3.6 of [9]. The assump-
tion r0 < inj(p0) can be dropped if the min-max formula in Theorem 12 is valid on domains
with less boundary regularity. Inequality (5) at t = 0 means h′1(0, ξ) ≥ h′(0), for all ξ.
In [14, 15, 16], comparison results are obtained on an open domain Ω of Euclidean space,
where the infimum and the supremum of λ∗V are searched among all vector fields V with
‖V ‖ ≤ τ , for a fixed constant τ ≥ 0. The model space is the Euclidean disk with volume
|Ω|, endowed with the bounded radial vector field τ x/|x|, not defined at x = 0. In [17],
τ is allowed to be a radial function τ(|x|), and a suitable symmetric rearrangement of the
drift-Laplacian on the disk is taken. The results are obtained under comparison of L∞ or L2
norms of the vector field. Presently, we allow our model spaces to be geodesic disks of any
spherically symmetric space, endowed with any smooth radial vector field V (r(x)), vanishing
at the origin. Our method is based on comparing pointwise the radial part of the vector
fields and the radial curvatures. Radial curvature comparison conditions, as stated in the
above theorems, can be translated into comparison conditions between volumes of geodesic
balls of N and Nρ of radius t ≤ r0. Namely, (2) and (4) correspond to nondecreasing and
nonincreasing ratio volume elements θ(t, ξ), defined in (33), respectively (see [9]).
A simple application of the min-max formulas leads to some comparison results between
λ0 and λ
∗
V in Proposition 15. In Corollary 16 we conclude that, if div
0(V ) ≤ 0, then λ0 ≤ λ∗V .
In the particular case V = ∇f , we get the following conclusion for a variation on the first
eigenvalue λf .
Proposition 3. If f ∈ C∞(M¯) has constant 0-Laplacian, ∆0f = 2c0, then ddǫ |ǫ=0λǫf exists
and it is equal to −c0.
We may question geometric properties of eigenvalues of −∆V , real or complex; not only
the principal eigenvalue. Another natural development will be the study, in the Riemannian
context, of the variation of the principal eigenvalue for domain variations under variational
constraints. An extension of the variational principle for λ∗V to any regular Riemannian
domain could be obtained by extending to such domains the embedding results on weighted
Sobolev spaces given in Lemma 11(3), and main result of [22].
2 The V -Laplacian
We consider M¯ = M ∪ ∂M a smooth, compact domain with boundary, which is contained
in a smooth m-dimensional Riemannian manifold (N, g). Denote by ∇0 its Levi Civita
connection. We will use the subscript or superscript 0 on geometric objects that are defined
with respect to ∇0. Given a smooth vector field V on M¯ , we define a new connection by
∇VXY = ∇0XY + 1m−1(g(X, Y )V − g(V, Y )X). (6)
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This is a metric connection, i.e. 0 = ∇VZg(X, Y ) = Z · (g(X, Y ))− g(∇VZX, Y )− g(X,∇VZY ).
The torsion is given by
T (X, Y ) = 1m−1(g(V,X)Y − g(V, Y )X),
and it is one of the two distinguished types out of the three torsion types for metric connec-
tions, namely the vectorial torsion as named by Cartan [5]. For each function u : M → R of
class C2, the Laplacian of u with respect to the affine connection ∇V is given by
∆V u := tr(∇V du) = ∆0u− g(V,∇u), (7)
where ∇u is the g-gradient of u. This is the so-called Laplacian with drift the vector field
V . In case V is the gradient of a function f , this is the Bakry-E´mery f -Laplacian,
∆fu = ∆0u− g(∇f,∇u) = efdiv0(e−f∇u).
The f -Laplacian is self-adjoint for the e−f -weighted L2 space, L2e−f (M), that is∫
M
v∆fu e
−fdM =
∫
M
u∆fv e
−fdM, ∀u, v ∈ C∞c (M),
where Ckc (M) is the space of functions of class C
k (0 ≤ k ≤ +∞) with compact support in
the interior of M . Equivalently, ∆f is L
2-self-adjoint for the conformally equivalent metric
gˆ = e−
2
m
fg. Note that ∆ˆu = e
2
m
f∆V u, where V = −2(m−1)m ∇f is of gradient type.
Lemma 4. The V -Laplacian is L2
e−f
-self-adjoint for some density function e−f if and only
if V = ∇f .
Proof. Let u, v ∈ C2c (M). Applying Stokes’s theorem to div0(e−f(u∇v − v∇u)) we get,∫
M
(u∆V v − v∆V u)e−fdM =
∫
M
g(∇f − V, u∇v − v∇u)e−fdM. (8)
Assume ∆V is L
2
e−f -self-adjoint. Hence (8) = 0 holds. Take any u ∈ C2c (M). Let v ∈ C2c (M)
with v = 1 on a neighbourhood of the support of u. The above equality implies
∫
M
g(∇f −
V,∇u)dM = 0. Thus, for any u, v ∈ C2c (M), we have
∫
M
g(∇f − V,∇(vu))dM = 0. From
∇(uv) = u∇v+v∇u and (8)= 0 we obtain ∫
M
2vg(∇f−V,∇u)dM = 0. Since v is arbitrary,
then g(∇f − V,∇u) = 0 for all p ∈M , and V = ∇f , necessarily.
The formal adjoint of ∆V : C
2
c (M) → C0c (M) is the operator ∆∗V : C2c (M) → C0c (M),
given by
∆∗V v = ∆0v + g(V,∇v) + div0(V )v. (9)
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It can be extended as an operator defined on H10 (M) (see notations in Section 3), which
satisfies for all u, v ∈ C2c (M) ∫
M
v∆V u dM =
∫
M
u∆∗V v dM.
If V = ∇f , for some function f ∈ C2(M¯), it is known that the Dirichlet eigenvalue
problem ∆fu + λu = 0, u = 0 on ∂M , consists of a discrete sequence 0 < λ1 < λ2 ≤
λ3 . . .→ +∞, [19]. Furthermore, assuming each eigenvalue is repeated the number of times
equal to its multiplicity, we may take {φ1, φ2, . . .} a complete orthonormal basis of L2e−f (M),
composed of the corresponding eigenfunctions. The first eigenvalue λf := λ1 is positive, of
multiplicity one, and satisfies a Rayleigh variational principle:
λf = inf
u∈H10 (M)
∫
M
|∇u|2e−fdM∫
M
u2e−fdM
= inf
u∈C∞c (M)
∫
M
−u∆fu e−fdM∫
M
u2e−fdM
. (10)
The infimum is achieved at u if and only if u is the λf -eigenfunction ωf . All eigenvalues
satisfy a similar variational principle (cf. [19]).
3 The principal eigenvalue
As in the previous section, we are assuming M¯ = M ∪ ∂M is a smooth compact domain
with boundary contained in a complete Riemannian manifold N . We consider the Sobolev
space
H1(M) = {u ∈ L2(M) : ∃∇u ∈ L2(TM)},
endowed with the H1-norm ‖u‖21 = ‖u‖2L2+‖∇u‖2L2, where ‖u‖2L2 =
∫
M
u2 dM and ‖∇u‖2L2 =∫
M
‖∇u‖2g dM . Here, ∇u ∈ L2(TM) means the weak gradient of u (cf. [6], I.5, Definition 4).
The subspace H10 (M) is the H
1-closure of C∞c (M), and C
∞
c (M) is L
2-dense on L2(M). We
recall that H10 (M) ∩ C(M¯) ⊂ C0(M¯), where C(M¯) is the space of continuous functions on
M¯ and C0(M¯) its subspace of functions that vanish on ∂M . Conversely, C
1(M¯)∩C0(M¯) ⊂
H10 (M) ([2], 3.50 and Remark). A more recent result (cf. [22]), guarantees that if M is
diffeomorphic to a Euclidean domain with boundary of class C1, then H1(M) ∩ C0(M¯) ⊂
H10 (M).
Let H10 (M)
′ be the dual space of H10 (M) of the bounded linear functionals on H
1
0 (M)
with supremum norm, ‖F‖ := sup‖u‖1=1|F (u)|, ∀F ∈ H10 (M)′. By the Riez representation
theorem, J : H10 (M) → H10 (M)′, J(u)(v) := (u, v)1, is a continuous isomorphic surjective
isometry with continuous inverse J−1. The linear operator I : L2(M) → H10 (M)′, If(v) :=
Ff (v) :=
∫
M
fv dM , defines a continuous embedding of L2(M) into H10(M)
′ with ‖If‖ ≤
‖f‖L2. The usual embedding H1(M) ⊂ L2(M) is compact for m ≥ 2 ([2], Kondrakov
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Theorem 2.34), inducing a compact operator I : H10 (M) → H10 (M)′. We have ‖Ff‖ =
‖uf‖1 ≤ ‖f‖L2, where uf = J−1(Ff), and (f, v)L2 = Ff (v) = (uf , v)1 for v ∈ H10 (M).
For each constant ǫ, we consider theH1-continuous bilinear functionals Lǫ, L∗ǫ : H10 (M)×
H10 (M)→ R,
Lǫ(u, v) =
∫
M
g(∇u,∇v)dM +
∫
M
g(V,∇u)v dM + ǫ
∫
M
uv dM,
L∗ǫ(u, v) =
∫
M
g(∇u,∇v)dM −
∫
M
g(V,∇u)v dM +
∫
M
(ǫ− div0(V ))uv dM.
The norm of a multilinear operator that is considered is the supremum norm, ‖Lǫ‖ =
sup‖u‖1=‖v‖1=1 |Lǫ(u, v)|. We have L∗ǫ(u, v) = Lǫ(v, u), and continuous operators Lǫ, : H10 (M)→
H10 (M)
′, and Lˆǫ : H
1
0 (M) → H10 (M) (similarly L∗ǫ and Lˆ∗ǫ ), defined by Lǫ(u, v) = Lǫu(v) =
(Lˆǫu, v)1. We can naturally extend the operators Lǫ(u, v) and L∗ǫ(u, v), for u ∈ H1(M) and
v ∈ H10 (M).
Given continuous functions f ∈ C(M) and φ ∈ C(∂M), a strong solution is a function
u ∈ C2(M)∩C(M¯ ) that satisfies −∆V u+ ǫu = f at every p ∈M and u = φ at any p ∈ ∂M .
Given F ∈ H10 (M)′, a weak solution of −∆V u + ǫu = F , u = 0 on ∂M , is an element
u ∈ H10 (M) that satisfies Lǫ(u, v) = F (v), for all v ∈ H10(M). We have Lˆǫu = Lˆu+ ǫJ−1Iu,
Lǫu = Lu+ ǫIu, or in simplified notation, Lǫu = Lu+ ǫu = −∆V u+ ǫu.
Using local coordinate charts on M , we apply theorems of Chapter 8 of [10], Section
3.6 of [2], or Section 6.3 of [8], to determine regularity of solutions on open domains M . If
u ∈ H10 (M) is a weak solution of −∆V u + ǫu = f ∈ L2(M) ⊂ H10 (M)′, then u ∈ H2(M).
Furthermore, under additional conditions, we have the following conclusions. If f ∈ Hk(M),
then u ∈ Hk+2(M) and ‖u‖k+2 ≤ C(‖u‖L2 + ‖f‖k). If f ∈ Ck,α(M) (resp. C∞(M)), then
u ∈ Ck+2,α(M) (resp. C∞(M)). For regularity up to the boundary we have the Sobolev
theorem on any smooth Riemannian manifolds with boundary ([2], Theorem 2.30). Namely,
if u ∈ Hk(M) and 2k ≥ n + 2s, where s ≥ 0, then u ∈ C2s(M¯). In this case, since
we are assuming u ∈ H10 (M), u = 0 on ∂M . Furthermore, if s ≥ 2, then u satisfies
(−∆V u + ǫu, φ)L2 = (f, φ)L2 , ∀φ ∈ C∞c (M). Hence, u is a strong solution of Lǫu = f . In
particular, all weak solutions u ∈ H10 (M) of −∆V u + ǫu = 0 are in C∞(M¯) and vanish on
∂M . The same conclusions hold for ∆∗V − ǫ. If ǫ = 0 we omit the number in Lǫ. There is
uniqueness of weak solutions u ∈ H10 (M) of ∆V u − ǫu = f , for all ǫ ≥ 0. The same holds
for ∆∗V − ǫ if div0(V ) ≤ ǫ. They are consequences of uniqueness of generalized Dirichlet
problems (cf. [10] Corollary 8.2 and Theorem 8.3, whose arguments are valid in any regular
Riemannian compact domain). Uniqueness results can be derived from maximum principles,
and existence results from Fredholm theory for compact operators on Hilbert spaces. Both
theories are used to prove the existence of a principal eigenvalue. We recall some maximum
principles that we need (cf. [2], Theorem 3.74).
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Theorem 5. Assume M compact with boundary, and let ν be the unit outer normal to ∂M .
Let u ∈ C2(M) such that ∆V u ≥ 0.
(a) (weak maximum principle) If u ∈ C(M¯) and u|∂M ≤ 0, then u ≤ 0.
(b) (Hopf maximum principle) If u achieves a nonegative maximum T ≥ 0 at p ∈ M , then
u is constant.
(c) (boundary condition) Assume u ∈ C(M¯) and u ≤ 0. If u is not constant, and u(p1) = 0
at p1 ∈ ∂M , then ∂u∂ν (p1) > 0, provided this derivative exists.
The same holds for ∆V − ǫ for any constant ǫ ≥ 0, and for ∆∗V − ǫ if ǫ ≥ div0(V ).
We will see that the weak maximum principle holds for ∆∗V in Proposition 6.
Next we recall how the Fredholm alternative theorem describes the spectrum of −∆V . If
V is not of gradient type, the set of eigenvalues Λ(−∆V ) may have complex numbers, with
complex eigenfunctions. Moreover, a non self-adjoint V -Laplacian for any L2-inner product
does not have an L2-diagonalization process that splits L2(M) into eigenspaces. A long
computation can show that, in general, ∆V is not a normal operator unless V is a parallel
vector field.
From the Rayleigh principle for V = 0, we can take ǫ sufficiently large such that coer-
civeness of Lǫ is satisfied, that is, Lǫ(u, u) ≥ β‖u‖21, for a positive constant β. Hence, the
bounded linear operators Lǫ and L
∗
ǫ are isomorphisms with bounded inverses. The contin-
uous operator Tǫ = L
−1
ǫ ◦ I : L2(M) → H10 (M) satisfies Lǫ(Tǫf, v) = (f, v)L2 , and it is a
compact operator as an operator on L2(M) (as well as on H10 (M)). Similarly, we define a
compact operator Hǫ from L
∗
ǫ . Then we have, for any u, v ∈ C∞0 (M),
(u, v)L2 = Iu(v) = Lǫ(Tǫu, v) = L∗ǫ(v, Tǫu)
= L∗ǫ(HǫH−1ǫ v, Tǫu) = (H−1ǫ v, Tǫu)L2 = (T ∗ǫ H−1ǫ v, u)L2,
where T ∗ǫ is the adjoint operator of Tǫ for the L
2-norm. Thus, Hǫ is just T
∗
ǫ . Consequently,
Hǫ and Tǫ have the same spectrum (µ = 0 included). Moreover, u is an eigenfunction
of Tǫ for a nonzero eigenvalue µ, i.e. Tǫu = µu, if and only if u is an eigenfunction of
−∆V for the eigenvalue λ = µ−1 − ǫ. From the Fredholm theory applied to the compact
operator Tǫ and its adjoint on L
2(M) (as in [8]) (we can also use H10 (M) as in [10]), the
set of eigenvalues of Tǫ is the same of its adjoint. It is either a finite set or a sequence
converging to zero, and the dimension of each eigenspace is finite. Among these eigenvalues
there is a distinguished one, the principal eigenvalue, that can be described using Krein-
Rutman theory. This theory only requires ∂M to be of class C2,α, and the metric g and
the vector field V of class C1,α on M¯ . One considers Tǫ as a compact operator on C
1,α
0 (M¯),
Tǫ : C
1,α
0 (M¯) → C1,α0 (M¯). In this case K = {v ∈ C1,α0 (M¯) : v ≥ 0} is a solid cone, whose
interior is given by Ko = {v ∈ K : v > 0 on M, ∂v/∂ν < 0}. This cone Ko is not empty
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since ∂M is of class C1, as we can see from Lemma 11. We can build a function v ∈ Ko
gluing a constant function v0 with d∂M , using a partition of unity. If v ∈ K\{0}, applying
the maximum principle with respect to ∆V − ǫ, u = Tǫv ∈ K, and by the Hopf maximum
principle we get u ∈ Ko. Thus, Tǫ is strongly positive with respect to K. Then, the Krein-
Rutman theory states that the spectral radius r(Tǫ) of Tǫ is a simple eigenvalue of Tǫ, with
eigenfunction vǫ ∈ K. Hence, ωV := r(Tǫ)vǫ = Tǫvǫ ∈ Ko is a principal eigenfunction of
−∆V for the principal eigenvalue λV = r(Tǫ)−1 − ǫ, that is,
∆V ωV + λV ωV = 0.
This means the pair (λV , ωV ) satisfies the following conditions (1)-(4). Moreover, if we
choose ǫ sufficiently large so that the maximum principle also holds for ∆∗V − ǫ, then we have
a similar construction of a pair (λ∗V , ω
∗
V ) satisfying the same conditions:
(1) λV is a simple eigenvalue, ωV > 0 on M , ωV = 0 on ∂M .
(2) λV < Re(λ), ∀λ 6= λV (complex) eigenvalue of ∆V .
(3) No other eigenvalue has a positive eigenfunction on M .
(4) ∂ωV /∂ν < 0, that is, ωV ∈ Ko.
It is known that (cf. [4], and [20] for any compact Riemannian domain M¯ with smooth
boundary):
(5) λV > 0 if and only if the weak maximum principle holds.
This is the case of ∆V as we stated in Theorem 5. On the other hand, we have equality of
the spectral radius r(T ∗ǫ ) = r(Tǫ) and we may conclude that λ
∗
V = λV , and so λ
∗
V is also
positive. Note that ωV , ω
∗
V ∈ C1,α0 (M¯) ⊂ H10 (M), and so they are in C∞(M) ∩ C0(M¯) as
well. Furthermore, applying the Fredholm alternative theorem to Tǫ ([10], Theorem 5.11),
we obtain, in the following proposition, a description of the eigenvalues of ∆V and ∆
∗
V , as
operators on L2(M).
Proposition 6. The Laplacians −∆V and −∆∗V have the same set Λ of eigenvalues, a
discrete set that can be either a finite set or a sequence |λk| → +∞. The corresponding
eigenspaces are finite dimensional subspaces of L2(M). The principal eigenfunctions ωV and
ω∗V lie in C
1,α
0 (M¯) ⊂ H10 (M), and are smooth on M , and vanish on ∂M . The weak maximum
principle also holds for ∆∗V , independently of div
0(V ) ≤ 0 holding or not.
The common positive principal eigenvalue of −∆V and of −∆∗V will be denoted by λ∗V .
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4 Model spaces
A spherically symmetric space is a warped product space, Nρ = [0, l)×ρ Sm−1, endowed with
the warped metric,
gρ = dt
2 + ρ2(t)dσ2,
where ρ ∈ C∞([0, l)) satisfies ρ > 0 on (0, l), ρ(0) = ρ′′(0) = 0, and ρ′(0) = 1. Here, dσ2
denotes the usual metric on the unit (m−1)-sphere. The origin of Nρ is the point pρ defined
by identifying all pairs (0, ξ), where ξ ∈ Sm−1. The metric is smooth away from the origin,
and smooth at pρ if we assume all even derivatives of ρ vanish at t = 0. The distance function
to pρ is given by r(t, ξ) = t. Hence, t∂t =
1
2
∇r2 is a smooth vector field. We consider closed
geodesic balls M¯ρ := B¯r0(pρ), centered at pρ and of radius r0 < l. The radial sectional
curvature, and the radial Ricci curvature of Nρ are defined at each point p = (t, ξ), (cf. [9])
by
Kρ(∂t,W ) = −ρ
′′(t)
ρ(t)
, Ricciρ(∂t, ∂t) = −(m− 1)ρ
′′(t)
ρ(t)
,
respectively, where W ∈ TξSm−1 has unit gρ-norm.
A function F (t, ξ) is said radial if it only depends on t, that is, F (t, ξ) = F (t). We will
consider vector fields in the radial direction, depending on t only, that is, V ρ = h(t)∂t = ∇H ,
where H ∈ C∞([0, r0]), and h(t) = H ′(t). We are always assuming that h(t) is of the form
h(t) = th˜(t) for t near 0, and for some smooth function h˜. Hence, h(0) = 0 and V ρ = h˜(t)(t∂t)
is smooth on [0, r0]. This vector field is of gradient type, and so it defines a Bakry-E´mery
model space (Nρ, gρ, e
−HdV ). We will denote the V ρ-Laplacian ∆Vρ , by the H-Laplacian
∆ρH . Fixing a gρ-orthonormal basis ∂t, ei, with ei ∈ TξSn−1, for 1 ≤ i ≤ m− 1, we have
∇0∂tV ρ = h′(t)∂t, ∇0eiV ρ = ρ′(t)h(t)ρ(t) ei,
div0(V ρ) = h′(t) + (m− 1)h(t)
ρ(t)
ρ′(t).
Thus, limt→0+ div
0(V ρ)(t) = mh′(0). Consider the function
p(t) = ρm(t)e−H(t), where H(t) = h′(t). (11)
The Laplacian for the Levi-Civita connection has the following expression (cf. [9]),
∆ρ0u =
d2u
dt2
+ (m− 1)ρ
′
ρ
du
dt
+
1
ρ2
∆Sm−1u.
Hence, the H-Laplacian of a function u(t, ξ) is given by,
∆ρHu =
d2u
dt2
+
p′
p
du
dt
+
1
ρ2
∆Sm−1u. (12)
In the following proposition we describe the properties of the principal eigenvalue ωρ,H of
the H-Laplacian on Mρ, with Dirichlet boundary conditions:
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Proposition 7. Let V ρ = h(t)∂t, with h(0) = 0. Then, ωρ,H is radial, and for each t ∈ (0, r0)
it satisfies
ω′′ρ,H(t) +
p′(t)
p(t)
ω′ρ,H(t) + λρ,Hωρ,H(t) = 0. (13)
Furthermore, ωρ,H(t) > 0 and ω
′
ρ,H(t) < 0 on (0, r0), ωρ,H(r0) = 0 = ω
′
ρ,H(0), and ω
′
ρ,H(r0) <
0.
Proof. In this proof we will denote Sm−1 by S. Let 0 < λ1 < λ2 ≤ . . . ≤ λl ≤ . . . → +∞
be the set of eigenvalues of ∆ρH on M
ρ with Dirichlet boundary conditions. Let u(t, ξ) ∈
C∞0 (M
ρ) be an eigenfunction for one of the eigenvalues λ = λl. As in [6], p. 40-43 (forH = 0),
we will decompose u(t, ξ) in a sum of products of an eigenfunction of a one-dimensional
eigenvalue problem, with a homogeneous harmonic polynomial. Let νk = k(k + m − 1),
k = 0, 1, . . ., be the eigenvalues of the Laplacian −∆S on the (m − 1)-sphere for the closed
eigenvalue problem. There is a complete orthornormal system of eigenfunctions Gk,α of −∆S ,
defining a basis of L2(Sm−1). The index k corresponds to the eigenvalue νk, and α runs from
1 to Nk, the multiplicity of νk. If we fix t, then
u(t, ξ) =
∑
k
∑
α
ak,α(t)Gk,α(ξ), (14)
for some constants ak,α(t) = (u(t, ·), Gk,α)L2(S). We have
‖u2(t, ·)‖2L2(S) =
∑
k,α
a2k,α(t), a
(s)
k,α(t) =
(
dsu
dts
(t, ·) , Gk,α
)
L2(S)
, s = 0, 1, 2, . . . .
Since νkGk,α = −∆SGk,α, using (12) and ∆ρHu = −λu, we have
νkak,α(t) = −(u(t, ·),∆SGk,α)L2(S) = −(∆Su(t, ·), Gk,α)L2(S)
= ρ2(− λu+
∑
l,β
a′′l,β(t)Gl,β +
∑
l,β
p′(t)
p(t)
a′l,β(t)Gl,β , Gk,α)L2(S)
= ρ2[− λak,α(t)− 1
p(t)
(pa′k,α)
′(t)].
Hence, for each k, if ak,α 6= 0 for some α, then λ = λl is a solution of the one-dimensional
eigenvalue problem
(pa′)′(t) + (λ− ρ−2νk)p(t)a(t) = 0, (15)
or equivalently, a solution of
a′′(t) +
(
(m− 1)ρ(t)
ρ(t)
− h(t)
)
a′(t) + (λ− νkρ−2)a(t) = 0. (16)
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From the Dirichlet boundary conditions on u, and smoothness of u at t = 0, we must impose
the following boundary conditions on a(t),
a(r0) = 0 = a
′(0). (17)
Therefore, we conclude that each eigenvalue λl of the H-Laplacian arises as a solution of
at least one of the eigenvalue problems (16), with boundary condition (17), with respect to
some k. Moreover, each ak,α lies in the eigenspace Ek,λ of the eigenvalue problem (16), when
k is fixed.
Reciprocally, let us we fix an eigenfunction on the (m−1)-sphere, Gk(ξ), with eigenvalue
νk, and an eigenfunction ak(t) of the eigenvalue problem (16)–(17), with respect to νk and
with eigenvalue λ. Set u(t, ξ) := ak(t)Gk(ξ). It satisfies u = 0 on ∂M
ρ, and for any 0 < t < r0
and ξ ∈ S, we have
∆ρHu(t, ξ) + λu(t, ξ) = −ρ−2ak(t)νkGk(ξ) +
ak(t)
ρ2(t)
νkGk(ξ) = 0.
Thus, u(t, ξ) is an eigenfunction of−∆ρH with eigenvalue λ. In particular, for each k, the set of
eigenvalues of the one-dimensional eigenvalue problem (16)–(17) is a subset {λk,1, . . . λk,2 . . .}
of {λ1, λ2, . . .}.
Now we consider k fixed, and two solutions of (16), ak,i, ak,j, with eigenvalues λk,i and
λk,j, respectively. Then
∫ r0
0
(pa′k,i)
′ak,jdt = −
∫ r0
0
(pa′k,ja
′
k,i)dt . On the other hand,∫ r0
0
(pa′k,i)
′ak,jdt = −λk,i
∫ r0
0
p ak,iak,jdt+ νk
∫
ρ−2pak,iak,jdt.
Hence, (λk,j − λk,i)
∫ r0
0
p ak,iak,j dt = 0. That is, if i 6= j, ak,i and ak,j are L2p(t) orthogonal on
[0, r0]. For i = j we have,∫ r0
0
p(a′k,i)
2dt = λk,i
∫ r0
0
p (ak,i)
2dt− νk
∫ r0
0
ρ−2p (ak,i)
2 dt.
We also note that, if k = 0, (15) gives
p(t)a′0,i(t) = −λ0,i
∫ t
0
p(τ)a0,i(τ)dτ. (18)
Similarly, if ak(t) and as(t) are solutions of (16) for the same eigenvalue λ, associated with
νk and νs, respectively, then (νk − νs)
∫ r0
0
pρ−2akasdt = 0. Hence, for k 6= s, ak and as are
L2pρ−2-orthogonal on [0, r0]. Now, the volume element of (N
ρ, gρ) is given by ρ
m−1dt ∧ dS,
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where dS is the volume element of Sm−1. Thus, the norm of the eigenfunction u(t, ξ) on the
e−H-weighted L2-space on Mρ is given by
‖u‖2L2
e−H
(Mρ) =
∫ r0
0
ρm−1(t)e−H(t)
(∫
S
u2(t, ξ)dS
)
dt
=
∑
k,α
∫ r0
0
p(t)a2k,α(t)dt =
∑
k,α
‖ak,α‖2L2
p(t)
.
The arguments given in [6], pp. 41, are valid concerning the eigenvalue problem (16), since
p(t) = ρ(t)m−1e−H(t) is qualitatively the same as H = 0 (see also [24], p. 209). Thus, for each
k = 0, 1, . . ., the solutions of the eigenvalue problem (16), with boundary condition (17),
consists of an increasing sequence λk,i, converging to infinity when i → +∞. Each λk,i is
simple, and the corresponding eigenfunction ak,i (L
2
p(t)-normalized) has i−1 zeros on (0, r0).
Now, u in (14) is a −∆ρH -eigenfunction for at least one of the eigenvalues λk,i = λl. Then, for
each α, ak,α(t) = ck,i,αak,i(t), for some constants ck,i,α. Consequently, we have the following
representation of a λl-eigenfunction u as a L
2
e−H (M
ρ)-convergent series
u(t, ξ) =
∑
{k,i:λk,i=λl}
ak,i(t)Gk,i(ξ), where Gk,i(ξ) =
∑
α
ck,i,αGk,α(ξ).
Moreover,
∑
α ‖ak,α‖2L2
p(t)
=
∑
α c
2
k,i,α= ‖Gk,i‖2L2(S), and so
‖u|2L2
e−H
(Mρ) =
∑
{k,i:λk,i=λl}
‖Gk,i‖2L2(S) =
∑
{k,i:λk,i=λl,α}
c2k,i,α.
Note that the only eigenfunction Gk,α that does not change of sign in S is the constant
function G0,1 = 1. Now, the principal eigenvalue of −∆ρH , is the lowest eigenvalue λρ,H , and
the first eigenfunction, ωρ,H , is positive on M
ρ, only vanishing along the boundary. Hence,
ωρ,H(t, ·) corresponds to the lowest eigenvalue of (16) with k = 0. Consquently, λρ,H = λ0,1,
and ωρ,H(t, ξ) = a1,0(t), up to a multipicative positive constant. It is radial, positive for
t ∈ [0, r0), vanishes at t = r0, and satisfies (16), and thus, (13). From (18), and since
a0,1(s) > 0, we conclude that the sign of a
′
0,1(t) is the same of −λ1, and a′0,1(r0) < 0. This
completes the proof.
In the above proof, we also have obtained the following conclusions.
Proposition 8. (1) For each k fixed, the one-dimensional eigenvalue problem (16) with
boundary condition (17), consists of an increasing sequence of simple eigenvalues, 0 < λk,1 <
λk,2 < . . .→ +∞. Furthermore, eigenfunctions ak,i and ak,j, with respect to different eigen-
values λk,i and λk,j, are L
2
p(t)-orthogonal. This means (ak,i, ak,j)L2p(0,r0) :=
∫ r0
0
ak,iak,jp dt = 0,
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for all i 6= j. Moreover, if k = 0, ‖a′0,i‖2L2p(0,r0) = λ0,i‖a0,i‖2L2p(0,r0).
(2) The discrete set of eigenvalues λl → +∞ of −∆ρH on the ball of radius r0, Mρ, with
Dirichlet boundary condition, consists of the set {λk,i, k = 0, 1, 2, . . . , i = 1, 2, . . .}. Further-
more, each function F ∈ L2e−H (Mρ) can be expressed as an L2e−H (Mρ)-convergent sum of
−∆ρH-eigenfunctions ul(t, ξ), and so, as a convergent sum whose terms consists of products
of an eigenfunction of (16) with an eigenfunction of −∆Sm−1 .
5 Min-max formulas for the principal eigenvalue
We first extend to the Riemannian case a min-max formula obtained by Protter-Winberger
[21] in 1966 (see also [4]), for open regular domains of Rn. We assume that M¯ is a compact
regular domain of a complete Riemannian manifold (N, g). We consider the following cone
of H10 (M),
D+0 = {u ∈ C2(M) ∩ C(M¯) ∩H10 (M) : u > 0 on M,u∂M = 0}. (19)
Theorem 9 (Min-Max formula). The following min-max formula holds for the principal
eigenvalue of ∆V ,
λ∗V = sup
u∈D+0
inf
p∈M
−∆V u(p)
u(p)
= inf
u∈D+0
sup
p∈M
−∆V u(p)
u(p)
.
We have the same formula with respect to ∆∗V .
Proof. We take ωV , ω
∗
V ∈ D+0 ∩C∞(M¯), principal eigenfunctions of −∆V and −∆∗V , respec-
tively. Then,
λ∗V = −
∆V ωV
ωV
= inf
M
−∆V ωV
ωV
≤ sup
u∈D+0
inf
M
−∆V u
u
.
On the other hand, for any u ∈ D+0 ,
inf
M
(− ∆V u
u
)
∫
M
uω∗V dM ≤
∫
M
−∆V u
u
uω∗V dM = −
∫
M
(∆V u)ω
∗
V dM
= −
∫
M
u(∆∗V ω
∗
V )dM = λ
∗
V
∫
M
uω∗V dM.
Thus infM(−∆V uu ) ≤ λ∗V . Similarly, we have supM(−∆V uu ) ≥ λ∗V .
The above theorem is just a Barta’s type result (for V = 0 see [3], or [6], III.1, Lemma
1).
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Corollary 10 (Generalized Barta’s type inequality). For any u ∈ D+0 ,
inf
M
(
−∆V u
u
)
≤ λ∗V ≤ sup
M
(
−∆V u
u
)
(20)
inf
M
(
−∆
∗
V u
u
)
≤ λ∗V ≤ sup
M
(
−∆
∗
V u
u
)
. (21)
Equalities hold in (20) (in (21), respectively) if and only if u = ωV (u = ω
∗
V , respectively).
The min-max formula we will describe next is due to Holland [18] on Euclidean domains.
This formula was reformulated by Godoy, Gossez and Paczka [11], using weighted Sobolev
spaces. We give a sketch of the proof, valid at least for the case M¯ a coordinate chart, which
formally follows the same steps as in [11]. We also provide some formulas that we will need.
The weighted Sobolev spaces with weight the square of the distance function to ∂M ,
d∂M(p) = infx∈∂M d(p, x), for p ∈ M¯ , are defined by
L2∂(M) =
{
u : M → R measurable :
∫
M
d2∂Mu
2dM < +∞
}
, (22)
H1∂(M) =
{
u ∈ H1loc(M) :
∫
M
d2∂M(u
2 + |∇u|2)dM < +∞
}
, (23)
with the weighted Sobolev norms,
‖u‖2L2∂ =
∫
M
d2∂Mu
2dM, ‖u‖2H1∂ =
∫
M
d2∂M(u
2 + |∇u|2)dM,
respectively. If M¯ is a smooth Euclidean domain, it is shown in [11] that H1∂(M) is contin-
uously embedded into L2(M) and compactly embedded into L2∂(M). In Lemma 11(3), we
show this is also true when M¯ is a smooth compact Riemannian domain that is diffeomor-
phic to an Euclidean domain. This is clear when M is a geodesic ball Br0(p0) of N with
r0 < inj(p). The exponential map of N defines a diffeomorphism expp0 : D¯r0 → B¯r0(p0) from
the Euclidean closed m-ball D¯r0 of radius r0. For each t < r0, and ξ ∈ Sm−1 the distance
functions to the boundaries are related by d∂M(expp0(tξ)) = r0 − t = d∂Dr0 (tξ). We also
show in the following lemma that the principal eigenfunction ωV lies in D∂. Let O be a
small tubular neighbourhood of ∂M in N such that normal minimizing geodesics starting
from ∂M are unique.
Lemma 11. Assume ∂M is a smooth hypersurface of N and ν is its unit outer normal with
respect to M¯ . We have the following:
(1) The distance function, d∂M : M¯ → [0,+∞), lies in C∞(M¯ ∩ O) ∩ C0(M¯) and satisfies
d∂M
∂ν
(p) = −1, for all p ∈ ∂M ;
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(2) ωV ∈ D∂ ∩ D+0 ∩H10 (M);
(3) If Φ : D¯ → M¯ is a diffeormorphism from an Euclidean domain D¯ onto M¯ , then we can
find some constants ci > 0 such that,
c1deuc(x, ∂D) ≤ d∂M(Φ(x)) ≤ c2deuc(x, ∂D),
holds for all Φ(x) ∈ O∩M¯ . Furthermore, H1∂(M) is continuously embedded into L2(M) and
compactly embedded into L2∂(M). Moreover, D∂ ⊂ H10 (M).
Proof. (1) and (2). Locally, ∂M is the hyperplane of Rm, {0} × Rm−1, M¯ is the half
space {x1, x2, . . . , xm} with x1 ≤ 0, and d∂M(x1, . . . , xm) = −x1. Hence, locally, d∂M
has smooth extensions on a neighbourhood of each point p1 ∈ ∂M in N . Therefore,
d∂M ∈ C∞(M¯ ∩ O). Now, normal geodesics starting from ∂M are of the form γ(t) =
expp1(∓tν(p1)), for t ∈ [0, ǫ), with p1 ∈ ∂M . The − sign corresponds to a geodesic lying in
M¯ ∩ O. We only consider these geodesics. Then we have, ∇d∂M(γ(t)) = γ′(t). This can
be shown using Fermi coordinates on O ([12], Lemma 2.7, Lemma 2.8 (2.25)). Therefore,
∇d∂M(p1) = limt→0+ ∇d∂M(γ(t)) = −ν(p1). It follows that d∂M∂ν (p1) = −1. Consequentely,
limp→p1 ωV (p)/d∂M(p) = −(∂ωV /∂ν)(p1). This equality and the fact that ωV ∈ Ko implies
ωV ∈ D∂ .
(3). Coordinates charts on ∂D are transported by Φ into coordinate charts on ∂M . Hence,
we may build simultaneously a Farmi coordinate system on a tubular neighbourhood Oeuc of
∂D and another on O, such that, for each x ∈ ∂D and t1 ∈ [0, ǫ), d(−t1νeuc(x), ∂D) = t1 =
d∂M(expΦ(x)(−t1ν(Φ(x))), ([12], Chapter 2, Section 2.1., (2.4)). Now, the first statement
follows naturally. Obviously, the metric g is equivalent to the one induced by the Euclidean
one via Φ. These two facts imply that the weighted Sobolev norms defined for functions
u on M and for functions u˜ = u ◦ Φ on D are equivalent. This implies the second last
statement of (3) is true for M , knowing it is true for D ([11], Lemma 4.1). Finally, we have
D∂ ⊂ H1(M) ∩ C0(M¯). In case M¯ is a global chart the latter set is contained in H10 (M),
[22].
For each u ∈ D∂ we consider the continuous functional Qu : H1∂(M)→ R, given by
Qu(v) :=
∫
M
u2(|∇v|2 − g(V,∇v))dM.
Now we may present the Holland-Godoy-Gossez-Paczka formula ([18, 11]).
Theorem 12 (Min-max integral formula). If M¯ is a regular compact domain of a coordinate
chart, then
λ∗V = inf
{u∈D∂ : ‖u‖L2=1}
(L(u, u)− inf
v∈H1
∂
(M)
Qu(v)). (24)
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Equality is achieved at uV = ωV
√
GV (normalized). Here, GV ∈ H1∂(M) is the unique
solution, up to a multiplicative constant, of the integral equation∫
M
g(∇G+GV,∇φ)ω2V dM = 0, ∀φ ∈ H1∂(M), (25)
satisfying 0 < c1 ≤ GV ≤ c2, for some positive constants ci. In particular uV ∈ D∂ ∩H10 (M)
and
λ∗V = inf
{u∈D∂∩H
1
0 (M): ‖u‖L2=1}
(L(u, u)− inf
v∈H1
∂
(M)
Qu(v)).
The proof is based on two existence results, (A) and (B), and makes use of the completing
of a square algebraic inequality (C), described below:
(A) Given u ∈ D∂, there exists wu ∈ H1∂(M) such that Qu(wu) = infv∈H1∂(M)Qu(v). It is
unique on H1∂(M) up to an additive constant (a.e.). Computing the Euler Lagrange equation
we see that,
Qu(wu) = −
∫
M
|∇wu|2u2dM = −1
2
∫
M
g(V,∇wu)u2dM ≤ 0. (26)
In case V = 0 we must have wu = 0 up to a constant (a.e.), and the min-max formula is the
usual Rayleigh formula for the first eigenvalue of the 0-Laplacian.
(B) Given u ∈ D∂, there exists Gu ∈ H1∂(M) such that
B(Gu, φ) :=
∫
M
g(∇Gu +GuV,∇φ)u2dM = 0, ∀φ ∈ H1∂(M). (27)
It is unique up to a multiplicative positive constant, satisfying 0 < c1 ≤ G ≤ c2 for some
positive constants ci.
(C) For all X,Z ∈ TpM ,
− |X|2 − g(V,X) ≤ g(X,Z) + 1
4
|V + Z|2. (28)
Equality holds if and only if Z = −2X − V .
The proof of (A) on the existence of a unique minimum wu relies on the strict convexity of
the integrand F (P, v, p) = u2(|P |2 − g(V (p), P )) in the variable P , and on the coerciveness
of Qu on the subspace H
1
∂,B(M) = {u ∈ H1∂(M) :
∫
B
u = 0}. Here, B is some fixed
small ball in the interior of M . Coerciveness of Qu can be shown using the compactness
of the embedding H1∂(M) into L
2
∂(M), given in Lemma 11. A minimum wu is a critical
point of Qu. It is a (weak) solution of the degenerate elliptic second order differential
equation div0(u2(2∇w − V )) = 0, for w ∈ H1∂(M). A critical point wu satisfies Qu(wu) =
− ∫
M
u2|∇wu|2 ≤ 0. The proof of the second existence result (B) is more complex because one
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has to find a positive solution. A solution is a weak solution of the degenerate elliptic second
order differential equation div0(u2(∇G + V G)) = 0, that is, it satisfies B(G, φ) = 0 for all
φ ∈ H1∂(M). In [18], Holland proved the existence of G ≥ 0 by finding an ergodic measure
with probability density G. The alternative proof in [11] consists of taking ǫ sufficiently
large such that Bǫ(G, φ) = B(G, φ) + ǫ
∫
M
Gφu2dM is coercive for the H1∂ -norm. Its inverse
operator Td,ǫ : L
2
∂(M) → L2∂(M) can be shown to be compact, and satisfies the following
property: if 0 6= f ≥ 0, then ess infB Td,ǫf > 0, for any open domain B with compact closure
in the interior ofM . This implies that the compact operator Td,ǫ is a positive and irreducible
operator on L2 spaces, in the sense of Schwartz [23], which forces the spectral radius of Td,ǫ
to be positive. This is a sufficient condition for the existence of a principal eigenvalue,
and a principal eigenfunction Gu ≥ 0. Performing a Moser type iteration technique from
B(Gu, φ) = 0, leads to the conclusion that Gu is uniformly bounded for all weighted L
p
∂-
norms. Consequently, Gu is bounded from above by a positive constant c2. Coerciveness
of a related modified operator implies Gu ≥ c1 > 0. The divergence of the vector field
U = −u2∇ log ωV is given by
−div0(U) = g( 2u
ωV
∇u− u
2
ω2V
∇ωV ,∇ωV )− u2λ∗V +
u2
ωV
g(V,∇ωV ).
Integrability of div0(U) on M follows from the properties of ωV /d∂M and u/d∂M near ∂M .
On the other hand, U continuously extends to zero on ∂M . Considering for each ǫ > 0,
Mǫ = {p ∈M : d∂M(p) ≥ ǫ}, and νǫ the outward unit of its boundary, we have∫
M
div0(U)dM = lim
ǫ→0
∫
Mǫ
div0(U)dM = lim
ǫ→0
∫
∂Mǫ
g(U, νǫ)dM = 0.
This fact, and following [11], taking the u2dM integration of the algebraic inequality (28) in
(C) with, X = −∇ logωV , Z = −V + 2∇(log(u) + wu), gives the inequality λ∗V
∫
M
u2dM ≤
L(u, u)−Qu(wu). Equality holds at
u = uV := ωV
√
GV , (29)
where GV is the solution Gu given in (B) with respect to u = ωV , with
wuV = −(logGV )/2. (30)
This solution uV lies in H
1
0 (M). To see this we first recall that ωV ∈ D∂ . Now, GV is a weak
solution of an elliptic operator of second order with smooth coefficients on any subdomain Ω
with smooth compact closure in the interior ofM . Moreover, GV ∈ H1(Ω) and it is bounded.
Hence, GV ∈ C∞(Ω) (cf. [2], Theorem 3.55). In particular, GV ∈ C(M). From
|∇(ωV
√
GV )|2 ≤ 2|∇ωV |2|GV |+ 1
2
|ωV |2
d2∂M
|∇GV |2
G2V
d2∂M ,
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we conclude that uV ∈ H1(M), and so uV ∈ D∂ ∩ C0(M¯). Consequentely, uV ∈ H10 (M) (cf.
[22]).
In the particular case of the Bakry-E´mery Laplacian, straightforward computations prove
the following.
Proposition 13. If V = ∇f , then for any u ∈ D∂, wu = f/2 and Gu = e−f . Moreover
λ∗V = inf
u˜∈D∂
L(u˜, u˜)− infvQu˜(v)∫
M
u˜2dM
= inf
u˜∈D∂
∫
M
|∇u˜+ u˜1
2
∇f |2dM∫
M
u˜2dM
.
The infimum is achieved at u˜ = ωfe
−f/2 ∈ D∂∩H10 (M). Writing u = u˜ef/2, and recalling that
C2c (M) ⊂ D∂ is dense in H10 (M), we obtain the Rayleigh variational characterization for the
first eigenvalue of the f -Laplacian given in (10). That is, λ∗V = λf , and u = ωf ∈ D∂∩H10 (M)
is the λf -eigenfunction for −∆f .
Corollary 14. If V = 0, the min-max formula in Theorem 12 reduces to the Rayleigh
variational characterization of the first eigenvalue of −∆0.
6 Comparison results
Let M¯ be a smooth compact domain endowed with a smooth vector field V for which the
min-max formulas of Section 5 hold. This is the case when M¯ is the domain of a smooth
coordinate chart. Our first proposition is a straightforward application of the min-max
integral formula for the principal eigenvalues λ∗V and λ
∗
0, the second one for V = 0. Let ωV
and ω0 be the respective L
2-unit principal eigenfunctions, and wω0 ∈ H1∂(M) the function
that realizes infv Qω0(v) in the integral inequality (24).
Proposition 15. The following inequalities hold:
λ∗V +
1
2
∫
M
(div0(V )− 2|∇wω0|2)ω20 dM ≤ λ∗0 ≤ λ∗V +
1
2
∫
M
div0(V )ω2V dM.
Furthermore, equality holds for the right hand side inequality if and only if ωV = ω0. In this
case, λ∗V − λ∗0 = g(V,∇ logω0) on M , g(V, ν) = 0 on ∂M , and
∫
M
div0(V )dM = 0, where ν
is the unit outer normal of ∂M . Equality holds for the left hand side inequality if and only
if ωV = αω0e
wω0 , where α is a normalizing constant.
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Proof. Using the Rayleigh characterization of λ∗0 applied to ωV , and Stokes’s theorem,
λ∗0 ≤
∫
M
‖∇ωV ‖2dM
= λ∗V
∫
M
ω2V dM −
1
2
∫
M
g(V,∇ω2V )dM = λ∗V +
1
2
∫
M
div0(V )ω2V dM.
Equality holds if and only if ωV = ω0. In this case,
λ∗V ωV = −∆V ωV = −∆V ω0 = −∆0ω0 + g(V,∇ω0) = λ∗0ω0 + g(V,∇ω0).
Thus, (λ∗V − λ∗0)ω0 = g(V,∇ω0). Consequentely, along ∂M , g(V,∇ω0) = ∂ω0∂ν g(V, ν) must
vanish. This is possible only if g(V, ν) = 0. Now, applying the min-max integral formula
for λ∗V with respect to ω0 we get the left hand side inequality. Equality holds if and only if
ω0 = α
−1uV = α
−1ωV
√
GV , as seen in (29), for α
2 =
∫
M
u2V dM . Since QuV = α
2Qω0 , then
wuV = wω0 . By (30),
√
GV = e
−wuV = e−wω0 .
As a consequence of the previous proposition and its proof, and of Proposition 13, we
have the following two corollaries:
Corollary 16. If div0(V ) ≤ 0, then λ∗0 ≤ λ∗V . Equality of the eigenvalues holds if and only
if div0(V ) = 0 and ωV = ω0. In this case V⊥∇ω0 on M and V⊥ν along ∂M .
Corollary 17. Let us suppose V = ∇f , for some f ∈ C∞(M¯).
(1) Assume ∆0f ≤ 0. Then λ∗0 ≤ λf , and equality holds if and only if f is a harmonic
function and ω0 = ωf . In this case, ∇f⊥∇ω0 pointwise on M .
(2) Assume for some constant ǫ > 0, ∆0f ≥ ǫ2 |∇f |2 holds. Then λ∗0 ≥ λǫf , and equality
holds if and only if ∆0f =
ǫ
2
|∇f |2.
Proposition 15 with V = ǫ∇f , and ǫ > 0 a constant, give us
ǫ
2
∫
M
(∆0f − ǫ
2
|∇f |2)ω20 dM ≤ λ∗0 − λǫf ≤
ǫ
2
∫
M
∆0f ω
2
ǫf dM.
Similar reasoning for ǫ < 0 leads to the following consequence for the Bakry-E´mery first
eigenvalue.
Corollary 18. If for some sequence ǫi → 0, the limit λ′f = limǫi→0 1ǫi (λǫif − λ∗0) exists, then
−1
2
(supM ∆0f) ≤ λ′f ≤ −12(infM ∆0f). Consequently, if f ∈ C∞(M¯) is a harmonic function
on M , or more generally, ∆0f = 2c0 a constant, then
d
dǫ
|
ǫ=0
λǫf exists and it is equal to −c0.
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Next we will define suitable models spaces, based on pointwise estimates of the radial
curvatures and of the radial component of V . These model spaces will establish estimates
for the principal eigenvalue of a geodesic ball of N by comparing it with the corresponding
ones of the model spaces.
The exponential map of N from a given point p0 is a smooth diffeomorphism expp0 :
Dp0 → N\C(p0) from the star-shaped open set Dp0 = {tξ : 0 ≤ t ≤ dξ, ξ ∈ Sm−1p0 ⊂ Tp0N},
onto the open dense set N\C(p0) of N , where C(p0) is the cut locus at p0 and dξ is the largest
t for which γξ(s) = expp0(sξ) is a minimizing geodesic for all 0 < s ≤ t. This diffeomorphism
defines on N\C(p0) the geodesic coordinate chart, Θˆ(t, ξ) = expp0(tξ). In these coordinates
the metric g can be expressed as
g(Θˆ(t, ξ)) = dt2 + |A(t, ξ)dξ|2, ∀tξ ∈ Dp0.
Here, A(t, ξ) : ξ⊥ → ξ⊥ is the linear operator given by A(t, ξ)η = τ−1t Yη, where Yη(t) =
d(expp0)(tξ)(tη) is the Jacobi field along the geodesic γξ(t), with initial conditions, Yη(0) = 0,
∇∂tYη(0) = η, and τt : Tp0M → Tγξ(t) is the parallel transport along γξ. It satisfies the
Jacobi equation A′′ +RA = 0, with A(0, ξ) = 0, A′(0, ξ) = Id, where R(t) : ξ⊥ → ξ⊥ is the
self-adjoint operator, R(t)η = (τt)−1R(γ′ξ(t), τtη)γ′ξ(t). The trace of R(t) is the radial Ricci
tensor, Ricci(γξ(t))(γ
′
ξ(t), γ
′
ξ(t)). We define a non-negative smooth function J on Dp0, such
that
Jm−1 = detA.
Let dS be the volume element of Sm−1, and r(p) = d(p, p0) the intrinsic distance of p to
p0 in N . The square r
2(p) is smooth on N\C(p0) (cf. [12], Section 3.2), and the gradient
∇r is a unit vector field. For t > 0, it satisfies the equality, ∇r(p) = γ′ξ(t), for p = γξ(t),
and defines the radial direction ∂t(p) = ∇r(p) at each p 6= p0. In these geodesic coordinates
(t, ξ), dVM = J
m−1(t, ξ) dt dS expresses the volume element of M . The function J satisfies
the following equations and inequalities (cf.[9])
∆0r = ∂t ln(J
m−1), ∂t∆0r + ‖Hess r‖2 = −Ricci(∂t, ∂t),{
(m− 1)J ′′(t, ξ) + Ricci(γ′ξ(t), γ′ξ(t))J(t, ξ) ≤ 0,
J(0, ξ) = 0, J ′(0, ξ) = 1.
Note that r∆0r =
1
2
(∆0r
2 − 1) is smooth, and applying L’Hoˆpital’s rule,
lim
t→0+
r∆0r(t, ξ) = lim
t→0+
(m− 1) t
J(t, ξ)
J ′(t, ξ) = (m− 1). (31)
We are assuming r0 < inj(p0), so that M¯ ⊂ N\C(p0), and dξ ≥ inj(p0), ∀ξ. The restriction
of the geodesic coordinates, Θˆ : [0, r0]×Sm−1 → M¯ , defines the spherical geodesic coordinate
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of M centered at p0. It satisfies
dΘˆ
dt
= ∇r. We have the following identities holding for any
function φ ∈ C1(M),
dφ
dt
= φ′(t, ξ) =
d(φ ◦ Θˆ)
dt
= g(∇φ,∇r) = ∂tφ.
For any radial function F on M , i.e F (p) = T (r(p)), where T : [0, r0] → R is of class C2,
satisfying T ′(0) = 0, we have (cf. [6])
∇F (p) = T ′(r(p))∇r = T ′∂t
∆0F (p) = T
′′(r(p)) + (∂r log J
m−1)T ′(r(p)) = T ′′ +∆0r T
′.
(32)
We decompose the vector field V as V = Vrad + Vs, where Vrad = h1(t, ξ)∇r, with
h1(t, ξ) := g(V,∇r) the radial component of V , and Vs the g-orthogonal complement of Vrad.
We say V is a radial vector field if V = Vrad. It is smooth if h(0, ξ) = 0 for any ξ, to be
more precise, if h(t, ξ) = th˜(t, ξ) for some smooth function h˜. If V is not radial, Vrad is not
assumed to be smooth.
As in [9], we consider a model space Nρ = [0, l)×ρSm−1, and a geodesic ball Mρ centered
at the origin pρ with radius r0. We are assuming r0 < min{l, inj(p0)}, and take a radial
vector field V ρ = h(t)∂t = ∇H , where H ′(t) = h(t) and h(0) = 0. On the model space,
A(t, ξ) = ρ(t)Id, J = ρ, and d((t, ξ), ∂Mρ) = r0−t, for t ≤ r0. The properties of the positive
principal eigenfunction ωρ,H(r) on M
ρ are described in Proposition 7.
The ratio of the volume elements ofM andMρ is a fundamental tool to derive comparison
results based on relations between radial curvatures:
θ(t, ξ) =
dM(p)
dMρ(p)
=
[
J(t, ξ)
ρ(t)
]m−1
, θ(0, ξ) = 1, (33)
where p = Θˆ(t, ξ). Comparison on radial curvatures corresponds to nondecreasing or nonin-
creasing θ(t, ξ) on [0, r0), and consequent inequality on the volumes of the geodesic balls of
radius t < r0 (see [9], generalized Bishop’s comparison Theorems 4.2 and 3.3). We start by
recalling the comparison result of [9] for the first eigenvalue of ∆0 on a geodesic ball with
radial sectional curvatures bounded from above by those of the model space.
Theorem 19. Assume the radial sectional curvatures of M¯ = B¯r0(p0) are bounded from
above by the ones of the model space (M¯ρ, H = 0), that is, K(∂t, X) ≤ −ρ
′′(t)
ρ(t)
, for all unit
X ∈ TpM orthogonal to ∂t(p). Then λ∗0 ≥ λρ,H=0, and equality holds if and only if M is
isometric to Mρ.
This is an extension of Cheng’s comparison result reduced to the case −ρ′′(t)
ρ(t)
= constant, the
case of a space form [7]. We now extend this result to the V -Laplacian, obtaining Theorem
1.
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Theorem 20. On M¯ = B¯r0(p0) it is given a vector field V , where Vrad = h1(t, ξ)∂t. Assume
the radial sectional curvatures are bounded from above by the one of the model space (M¯ρ, V ρ),
that is, K(∂t, X) ≤ −ρ
′′(t)
ρ(t)
. Additionally, assume h1(t, ξ) ≤ h(t). Then λ∗V ≥ λρ,H . If
equality holds on the eigenvalues, then M is isometric to Mρ and h1(t, ξ) = h(t). In that
case ωV = ωρ,H .
Proof. By the curvature conditions and the generalized Rauch-Bishop’s comparison theorem
([9], Theorem 4.2) θ′(t, ξ) ≥ 0, where θ is defined in (33). Equivalently,
∆0r = (m− 1)(log J)′ ≥ ∆ρ0r = (m− 1)(log ρ)′,
with equality if and only if A = ρ(t)Id, that is M is isometric to Mρ. On the spherical
geodesic coordinates ofM , we define ω˜(t, ξ) := ωρ,H(t) extending the principal eigenfunction
of the model space for the ∆ρH -Laplacian to a radial function on M . Recall that ω
′
ρ,H(t) < 0
on (0, r0] and ωρ,H(r0) = ω
′
ρ,H(0) = 0. It is clear that ω˜ ∈ D+0 on M . Then by (32) and
Proposition 7,
−∆V ω˜
ω˜
= −∆0ω˜ − g(V,∇ω˜)
ω˜
= − 1
ωρ,H(t)
(
ω′′ρ,H(t) + ((log(Jm−1)(t))′ − h1(t, ξ))ω′ρ,H(t)
)
(34)
≥ − 1
ωρ,H(t)
(
ω′′ρ,H(t) + ((m− 1)
ρ′(t)
ρ(t)
− h(t))ω′ρ,H(t)
)
(35)
= λρ,H .
From the generalized Barta’s inequality in Corollary 10 for the V -Laplacian,
λ∗V ≥ inf
M
−∆V ω˜
ω˜
≥ λρ,H .
Equality holds if and only if M is isometric to Mρ, h1 = h and ωV = ωρ,H .
The radial sectional curvatures do not depend on the vector field V . The following
corollary is an immediate consequence of the proof of the above theorem.
Corollary 21. On a geodesic ball Mρ of a model space Nρ, if the radial part of a vector
field V satisfies h1(t, ξ) = h(t) = H
′(t) for a smooth function h ∈ C∞([0, r0]), with h(0) = 0,
then λ∗V = λρ,H and ωV (t, ξ) = ωρ,H(t).
Proof. As in the previous proof, we get equality of (34) with (35), where the last is constant.
Thus, we have −∆V ω˜ = λρ,Hω˜, and ω˜ > 0 on M = Mρ, ω˜ = 0 on ∂M , that is, ω˜ is a
principal eigenvalue on M for the V -Laplacian. Consequently, ωV (t, ξ) = ω˜(t, ξ) = ωρ,H(t)
and λ∗V = λρ,H .
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Now we recall the comparison theorem in [9] for ∆0 with radial Ricci curvature bounded
from below.
Theorem 22. Assume the radial Ricci curvature of a geodesic ball M of radius r0 is bounded
from below by the one of the model space Mρ, i.e Ricci(∂t, ∂t) ≥ −(m − 1)ρ
′′(t)
ρ(t)
. Then
λ∗V ≤ λρ,H=0, and equality holds if and only if M is isometric to Mρ.
Next we extend the above results to the V -Laplacian when V is a radial vector field, but
not necessarily a gradient one. That is, V = h1(t, ξ)∂t, where h1(t, ξ) may depend on ξ.
Theorem 23. Let h(t) = H ′(t), where h ∈ C∞([0, r0]), h(t) ≥ 0 and h(0) = 0. Assume
V (t, ξ) = h1(t, ξ)∂t for a function h1 ∈ C∞(M¯), satisfying h1(0, ξ) = 0, ∀ξ, and the following
inequalities take place at each (t, ξ),
Ricci(∂t, ∂t) ≥ −(m− 1)ρ
′′
ρ
,
h′1 −
h21
2
+ h1∆0r ≥ h′ − h
2
2
+ h∆ρ0r. (36)
Then λ∗V ≤ λρ,H , and equality holds if and only if M is isometric to Mρ and equality holds
in (36). In the latter case, ωV (t, ξ) = ωρ,H(t)e
(−H(t)+H1(t,ξ))/2, where H ′1(t, ξ) = h1(t, ξ).
Additionally, if ρ(t), h(t) and h1(t, ξ) are analytic functions on t ∈ [0, r0], then h1(t, ξ) = h(t)
and ωV = ωρ,H .
The second inequality of (36) is just (5) in Theorem 2. We need the following lemmas to
prove the theorem:
Lemma 24. If V (t, ξ) = h1(t, ξ)∂t, then div
0(V ) = h′1(t, ξ) + h1(t, ξ)∆
0r. In this case, for
any u ∈ H1∂(M) the solution wu is described as follows:
wu(t, ξ) =
1
2
∫ t
0
h1(τ, ξ)dτ,=:
1
2
H1(t, ξ), (37)
Qu(wu) = inf
v
Qu(v) = −1
4
∫
M
u2h21dM. (38)
Proof. We prove the two equations. For any v ∈ H1∂(M),
Qu(v) =
∫
M
u2(|∇v|2 − h1(t, ξ)dv
dt
)dM ≥
∫
M
u2(|dv
dt
|2 − h1(t, ξ)dv
dt
)dM.
Hence,
inf
v
Qu(v) ≥ inf
v
∫
M
u2(|dv
dt
|2 − h1(t, ξ)dv
dt
)dM. (39)
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The infimum on the right hand side of (39) is achieved when dv
dt
(t, ξ) = h1(t, ξ)/2, that is,
v(t, ξ) = 1
2
∫ t
0
h1(τ, ξ)dτ + c(ξ), giving an equality in (39). We may choose c(ξ) = 0, defined
a.e. on M . In this case it must be wu.
Remark 1. In the above Lemma, if h1(t, ξ) ≥ 0, then div0(V ) ≤ 0 is only possible if h1 ≡ 0.
Indeed, if we assume div0(V )(t, ξ) ≤ 0 is possible for a fixed ξ and all t ∈ [0, t2], then
(log h1)
′ ≤ (log(J1−m))′ on that interval. Integration of this inequality on t1 < t2, gives
h1(t2, ξ)/h1(t1, ξ) ≤ Jm−1(t1, ξ)/Jm−1(t2, ξ), that is (h1(t, ξ)Jm−1(t, ξ))′ ≤ 0 on [0, t2]. Since
h1(t, ξ)J
m−1(t, ξ) vanishes at t = 0, h1(t, ξ)J
m−1(t, ξ) ≤ 0. By assumption h1 ≥ 0, hence
we must have h1 ≡ 0. Thus, we have the following conclusion, where (b) is proved using a
similar reasoning.
Lemma 25. Let V = h1(t, ξ)∂t be a radial vector field with h1(t1, ξ) = 0. The following
statements hold:
(a) If h1(t, ξ) ≥ 0 on [t1, t2], and div0(V ) ≤ 0 then h1 ≡ 0 on [t1, t2].
(b) If h1(t, ξ) ≥ 0 on [t1, t2], then div0(V ) ≥ 0 if and only if h1Jm−1 is a nondecreasing on
[t1, t2].
Lemma 26. Given functions, u ∈ C10 (M¯), and φ ∈ C1(M¯) satisfying φ(p0) = 0, where
M¯ = B¯r0(p0), we have ∫
M
φ
du
dt
dM = −
∫
M
u(
dφ
dt
+ φ∆0r) dM.
Proof. The vector field W = uφ∇r is continuous on M¯ , of class C1 onM\{p0}, and vanishes
at ∂M . On the other hand,
div0(W ) = g(∇(uφ),∇r) + uφ div0(∇r) = φdu
dt
+ u
dφ
dt
+ uφ∆0r.
By L’Hoˆpital’s rule, for each ξ, and using (31)
lim
t→0+
φ∆0r(t, ξ) = lim
t→0+
φ(t, ξ)
t
r(t, ξ)∆0r(t, ξ) = (m− 1)dφ
dt
(0, ξ).
Thus, div0(W ) ∈ L1(M). Applying Stokes’s theorem on Mǫ := M\Bǫ(p0), for all ǫ > 0
small, and using the fact that ∂Mǫ = ∂M ∪ ∂Bǫ(p0) we get,∫
M
div0(W )dM = lim
ǫ→0
∫
Mǫ
div0(W )dM =
∫
∂M
g(W, ν)dS − lim
ǫ→0
∫
∂Bǫ(p0)
g(W, νǫ)dS.
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Here, νǫ is the outward unit of ∂Bǫ(p0) and dS is the volume element of hypersurfaces. The
area |∂Bǫ(p0)| converges to zero when ǫ→ 0. Hence,∣∣∣∣
∫
∂Bǫ(p0)
g(W, νǫ)dS
∣∣∣∣ ≤ |∂Bǫ(p0)| sup
M
|W | → 0, when ǫ→ 0.
Since W vanish on ∂M ,
∫
M
div0(W )dM = 0, which proves the lemma.
Proof of Theorem 23 Let ωρ,H be a positive principal eigenvector for the H-drift Laplacian
on the geodesic ballMρ of radius r0 and center at the origin. We take w˜(t) = ωρ,H(t)e
−H(t)/2.
Using the spherical geodesic coordinates, we extend it as a function on M , w˜(t, ξ) := w˜(t),
and normalize the extension to have
∫
M
w˜2dM = 1. Since d∂M(p) = r0−r(p), for p = Θˆ(t, ξ)
with r(p) = t, and ωρ,H(t)/(r0 − t) is bounded from below and above by positive constants,
we see that w˜ ∈ D∂ on M¯ . We apply the min-max formula (24) for the principal eigenvalue
of M to the radial function w˜. Thus,
λ∗V + inf
v
Qw˜(v) ≤
∫
M
(‖∇w˜‖2 + g(V,∇w˜)w˜)dM.
We express the integrals using the spherical geodesic coordinate Θˆ, giving
∫
M
g(V,∇w˜)w˜dM =
∫
ξ∈Sm−1
[
r0∫
0
g(V, ∂t)
dw˜
dt
w˜(t)ρ(t)m−1θ(t, ξ)dt]dS,
and ∫
M
‖∇w˜‖2dM =
∫
Sm−1
[
∫ r0
0
(
dw˜
dt
)2ρm−1(t)θ(t, ξ)dt ] dS =
=
∫
Sm−1
{wdw˜
dt
ρm−1(t)θ(t, ξ)]
r0
0
−
∫ r0
0
w˜
ρm−1θ
d
dt
[ρm−1θdw˜
dt
]ρm−1θdt}dS
=
∫
Sm−1
{w˜dw˜
dt
ρm−1θ(t, ξ)]
r0
0
(40)
−
∫ r0
0
w˜ · (d
2w˜
dt2
+ (m− 1)[ρ
′
ρ
+
ρ
J
(J
ρ
)
′]dw˜
dt
)ρm−1θdt}dS.
From equation (13) we have,
w˜′′ + (m− 1)ρ
′(t)
ρ(t)
w˜′ + (B(t) + λρ,H)w˜(t) = 0, (41)
where
B(t) :=
1
2
h′(t)− 1
4
(h(t))2 +
(m− 1)
2
ρ′(t)
ρ(t)
h(t).
Ferreira – Salavessa 28
Furthermore, Proposition 7 and the assumption h ≥ 0 imply that for t > 0,
w˜′(t) = e−
H(t)
2 (ω′ρ,H(t)−
h(t)
2
ωρ,H(t)) < 0,
and w˜′(0) = w˜(r0) = 0. Hence, the term (40) vanishes. Under the curvature conditions, we
apply the generalized Bishop’s comparison theorem I (see [9], Theorem 3.3) to get
(J/ρ)′(t, ξ) ≤ 0, (42)
with equality if and only if A = ρ(t)Id and M isometric to Mρ. Consequently,
∆0r = (m− 1)(log J)′ ≤ ∆ρ0r = (m− 1)(log ρ)′. (43)
From (41) and (42), and using the fact that w˜′ ≤ 0, we arrive at
λ∗V + inf
v
Qw(v) ≤
≤ −
∫
Sm−1
[
∫ r0
0
w˜{d2w˜
d2t
+ ((m− 1)ρ
′
ρ
− g(V, ∂t))dw˜
dt
}Jm−1dt]dS
= −
∫
M
w˜{− λρ,Hw˜ − Bw˜ − h1dw˜
dt
}dM. (44)
In the last integral the function B(t) is considered extended as a radial function on M via
Θˆ. Applying Lemma 24, we have infvQw˜(v) = −14
∫
M
w˜2h21dM . Applying Lemma 26 on the
last term of (44), with φ = h1
2
and u = w˜2, we obtain the inequality
λ∗V ≤ λρ,H +
∫
M
w˜2(h
2
1
4
+
h′
2
− h
2
4
+ ∆ρ0r
h
2
− h
′
1
2
−∆0r h1
2
)dM.
The assumption (36) imples λ∗V ≤ λρ,H . Equality holds if and only if J/ρ ≡ 1, M is
isometric to Mρ, equality holds in (36), and the min-max formula is achieved at w˜. In this
case uV = ωV
√
GV = w˜ = ωρ,H(t)e
−H(t)
2 = uH , where uH = u∇H. As we have seen in (30),
wuV = −12 logGV , and by Lemma 24, wuV = 12H1. Thus
√
GV = e
−
H1
2 , which proves the
relation between ωV and ωρ,H stated in the theorem.
Now we assume M¯ is isometric to M¯ρ, and for each ξ, h1(t, ξ), h(t), and ρ(t) are analytic
functions on [0, r0]. Next we show that under these conditions, and the initial condition
h1(0, ξ) = h(0) = 0, equality in (36) implies h1(t, ξ) = h(t), ∀t, ξ, and consequently ωV =
ωρ,H . For each fixed ξ ∈ Sn−1, we define a Riccati equation on h1(t, ξ),
h′1 = q0 + q1h1 + q2h
2
1, (45)
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with initial condition h1(0, ξ) = 0, where the coefficients are given by
q0 = h
′ − h
2
2
+ h∆ρ0r, q1 = −∆ρ0r, q2 =
1
2
. (46)
From ∆ρ0r = (m− 1) ddt log ρ, we conclude that q1 has a simple pole at t = 0. Since h(0) = 0,
the coefficient q0 is analytic at t = 0 with q0(0) = mh
′(0). Equality in (36) is equivalent to h1
satisfing (45) with (46). The function h trivially solves (45) with the same initial condition
h(0) = 0. We use the Frobenius method to show there is uniqueness of solutions of equation
(45) with the same initial condition at the regular singular point t = 0. We set
h1 = − 1
q2
u′
u
= −2u
′
u
, (47)
assuming u(0) = 1 without loss of generality, and equation (45) turns into{
u′′ − q1u′ + q02 u = 0,
u(0) = 1, u′(0) = 0.
(48)
The indicial equation is given by I(α) := α2 + (P (0) − 1)α + Q(0) = 0, where P (0) =
limt→0−tq1(t) = m − 1 and Q(0) = limt→0 t2q0 = 0. Hence I(α) = α(α +m − 2) = 0. The
roots are α1 = 0, and α2 = 2 −m. If m = 2 we have a double root αi = 0, and so a unique
analytic solution u(t) exists, uniquely determined by its value at t = 0 (cf. the detailed
exposition in [13]). Now, H1(t, ξ) = log(u
−2(t)) + C ′. We fix u0 the solution corresponding
to h, with u0(0) = 1, and u
′
0(0) = 0. Any other solution u1(t) must be u0. This corresponds
to h1(t, ξ) = h(t). If m ≥ 3, then α1 − α2 = m− 2. One of the solutions is given by u1 as in
case m = 2. The other type of solution is of the form u2(t) = c log t u1(t) + t
2−mσ(t), with c
a constant and σ(t) an analytic function satisfying σ(0) 6= 0, giving a corresponding solution
h2(t, ξ) unbounded at t = 0, thus it cannot satisfy the initial condition. This completes the
uniqueness proof.
Remark 2. The radial function w˜ in the previous proof is in C∞(M¯) and vanishes on the
boundary ∂M . We could apply Lemma 26 to φ = dw˜
dt
and u = w˜ to get∫
M
‖∇w˜‖2dM =
∫
M
(
dw˜
dt
)2dM = −
∫
M
w˜
(
d2w˜
dt2
+
dw˜
dt
∆0r
)
dM.
This is just the same expression as in the proof using the spherical geodesic coordinates. We
choose to explicitly use the coordinate chart to see that, if r0 is not smaller than inj(p0),
we still can get (40) ≤ 0 as in [9], by using dξ instead r0. If the min-max formula is valid
on domains M¯ with less regular ∂M , we can obtain the same conclusion in Theorem 23 for
geodesic balls with radius exceeding the injectivity radius.
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Remark 3. The study of the spectrum of the Laplacian with respect to a metric connection
∇ is only interesting if B(X, Y ) = ∇XY −∇0XY has a nonzero symmetric part, as it is the
present case. For instance, connections with skew torsion (see definition in [1]) have the
same Laplacian as the Levi-Civita connection one.
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