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Рассматривается использование динамических моделей кооперации науки и производства в про-
мышленно развитом регионе, в частности использование ARIMA-модели кооперации науки и производ-
ства в Удмуртской Республике. Представлены прогнозные кривые и предсказываемые значения времен-
ного ряда изменений для динамики удельного веса инновационных товаров, работ, услуг в общем объеме 
отгруженных товаров, выполненных работ, услуг и динамики относительного количества средств, на-
правляемых на НИОКР, а также динамики относительной численности персонала, занятого НИОКР с 
2000 по 2011 год в Удмуртской Республике. 
 
Научно-производственная кооперация – это один из наиболее широко распространённых и эффек-
тивных вариантов использования ресурсов крупных, средних, мелких фирм и государства по достиже-
нию требуемого экономического результата. Возможность быстро и результативно реагировать на бы-
строе изменение рыночной конъюнктуры является стратегическим условием обеспечения инновационно-
го типа экономического роста. 
Изучение функционирования научно-производственной кооперации в любых формах ее проявле-
ния возможно с использованием динамической модели (1) во всех возможных точках этой модели. Для 
этого необходимо найти все стационарные точки (1) и изучить динамику переходов из одной стационар-
ной точки в другую при изменении параметров, входящих в уравнение (1). Для этой цели необходимо  
разложить правые части уравнений, входящих в (1), с точностью до членов более высокого порядка ма-
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Статистические методы прогнозирования позволяют выявлять закономерности на фоне случайно-
стей, делать обоснованные прогнозы и оценивать вероятность их появления. 
Следует отметить, что процесс построения прогнозных моделей сложен и неоднозначен. Это свя-
зано с тем, что противоречивые силы, действующие в стохастических условиях экономической конъ-
юнктуры, с трудом поддаются формализации. Данное обстоятельство является объективной причиной, 
не позволяющей достичь удовлетворительной точности любых прогнозов. 
Довольно часто экономические показатели, представленные временными рядами, имеют настоль-
ко сложную структуру, что моделирование таких рядов путем построения модели тренда, сезонности и 
применения других традиционных подходов не приводит к приемлемым результатам. Во временном ря-
ду ошибок остаются статистические зависимости, которые можно моделировать. 
Распространенным приемом при выявлении и анализе тенденции развития является сглаживание 
временного ряда, то есть замена фактических уровней временного ряда расчетными уровнями, которые в 
меньшей степени подвержены колебаниям. Это способствует более четкому проявлению тенденции развития.  
Для прогнозирования будущих значений временного ряда по имеющимся данным необходимо 
идентифицировать модель ряда. Идентификация ряда подразумевает определение внешних характери-
стик ряда, таких как наличие тренда и его вида, наличие сезонности и ее параметров и т. п.; после преоб-
разования ряда к стационарному определяем внутренние его характеристики – наличие взаимовлияния 
членов ряда друг на друга. 
Любой временной ряд можно преобразовать в стационарный с помощью операций сдвига, а лю-
бой стационарный ряд описать с помощью процессов авторегрессии и скользящего среднего. Таким об-
разом, временной ряд можно представить в виде суммы двух процессов: авторегрессии порядка p 
и скользящего среднего порядка q.   
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Анализ внутренней структуры временных рядов основан на сравнении пробного ряда с белым 
шумом, имеющим среднее значение E(Zt) = 0 и дисперсию D(Zt) = const. Поэтому нужно добиться того, 
чтобы среднее для анализируемого ряда было равно нулю. 
Такая модель временных рядов называется в русскоязычных источниках АРПСС  (авторегресии и 
проинтегрированного скользящего среднего), а в англоязычной – ARIMA.  
Впервые систематический подход к построению модели ARIMA (модель авторегрессии – проин-
тегрированного скользящего среднего) был изложен Боксом и Дженкинсом [2]. 
Модель ARIMA позволяет исключить тренд путем перехода к разностям исходного ряда. Поря-
док разности, при котором ряд становится стационарным случайным процессом, определяет параметр d, 
который является (наряду с p и q) третьей неизвестной величиной, необходимой при моделировании 
ARIMA (p, d, q).  
Для определения вида и порядка процессов, порождающих стационарный временной ряд, исполь-
зуют аппарат автокорреляционных функций (АКФ): обычной (АКФ) и частной (ЧАКФ). 
Автокорреляция – корреляция ряда самим с собой, с задержкой на k наблюдений (k обычно назы-
вают лагом).  
Частная автокорреляционная функция представляет собой углубление понятия обычной автокор-
реляционной функции. В ЧАКФ устраняется зависимость между промежуточными наблюдениями (на-
блюдениями внутри лага). Другими словами, частная автокорреляция на данном лаге аналогична обыч-
ной автокорреляции, за исключением того, что при вычислении из нее удаляется влияние автокорреля-
ций с меньшими лагами (см. [2]). 
Сезонные составляющие временного ряда могут быть найдены с помощью коррелограммы. Кор-
релограмма показывает численно и графически коэффициенты автокорреляции (и их стандартные ошибки) 
для последовательности лагов из определенного диапазона (например, от 1 до 40). На каррелограмме 
обычно отмечается диапазон в размере двух стандартных ошибок на каждом лаге. 
Методология построения ARIMA-модели для исследуемого временного ряда включает следующие 
основные этапы:  
- идентификацию пробной модели;  
- оценивание параметров модели и диагностическую проверку адекватности модели;  
- использование модели для прогнозирования. 
Модели ARIMA устанавливаются (выбираются) путем анализа исследуемого ряда и сравнения 
структуры его функций выборочной автокорреляции и частичной автокорреляции с известной теорети-
ческой структурой процессов ARIMA. Самые простые виды моделей ARIMA:  
- авторегрессионная функция (1, 0, 0);  
- скользящая средняя (0, 1, 0);  
- комбинированная модель авторегрессии и скользящей средней (1, 0, 1);  
- экспоненциальная средняя (0, 1, 1);  
- нестационарный процесс с линейным трендом (1, 1, 1) [3]. 
В качестве изучаемого объекта моделирования кооперации науки и производства рас-
смотрим промышленно развитый регион России – Удмуртскую Республику.  
Прогнозирование изменения степени технологического развития Удмуртской  Республики на ос-
нове исходных данных можно производить следующим образом. Рассмотреть временной ряд, отражаю-
щий изменения степени технологического развития Удмуртской Республики за определенный период, 
например, с 2000 по 2011 год (рис. 1). Степень технологического развития рассчитана как отношение ко-
личества новых передовых наукоемких технологий к общему числу технологий, используемых в Уд-




Рис. 1. Изменения степени технологического развития Удмуртской Республики за период с 2000 по 2011 год   
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Первым шагом анализа рассматриваемого ряда является его проверка на стационарность, посколь-
ку практически вся теория прогнозирования линейных моделей хорошо работает именно на стационар-
ных рядах. Рассматриваемый ряд не является стационарным, что подтверждает анализ выборочных авто-
корреляционной и частной автокорреляционной функций ряда остатков, представленных на рисунке 2 и 
рисунке 3 соответственно. Для стационарных рядов автокорреляционные коэффициенты должны стре-




Рис. 2. Автокорреляционная функция для степени технологического развития Удмуртской Республики  




Рис. 3. Частная автокорреляционная функция для степени технологического развития Удмуртской Республики  
за период с 2000 по 2011 год (с уровнями значимости для частных автокорреляций) 
 
В связи с тем, что исследуемый ряд короткий, коррелограммы являются смазанными, а идентифи-
кация более сложной, так как сами функции АКФ и ЧАКФ вычислены с меньшей точностью.  
Проанализируем полученные АКФ и ЧАКФ: АКФ убывает, демонстрируя наличие автокорреля-
ций, а ЧАКФ имеет только один пик, выходящий за уровень случайных колебаний («белого шума»).  
Такая картина диагностируется как чистая авторегрессионная модель. Учитывая, что на ЧАКФ есть пик  
только в первой позиции (лаг = 1), порядок авторегрессии p равен единице. Порядок скользящего средне-
го q равен нулю. Получаем модель следующего вида: ARIMA (1, 0, 0).  
На следующем шаге для проверки модели на адекватность анализируется ее ряд остатков с 95 % 
доверительными границами.  
После того как для исходного ряда подобран наилучший коэффициент авторегрессии (f1 = 0,997591) 
и ряд с таким коэффициентом авторегрессии вычтен из исходного, остатки прогноза не показывают ни-
каких внутренних корреляций. И обычная, и частная автокорреляционные функции целиком находятся 
внутри границ «белого шума» (рис. 4, 5).   





















я Автокорреляционная функция АКФ()
 
Рис. 4. Автокорреляционная функция для остатков прогноза степени технологического развития  






















я Частная автокорр. функция ЧАКФ()
 
 
Рис. 5. Частная автокорреляционная функция для остатков прогноза степени технологического развития  
Удмуртской Республики за период с 2000 по 2011 год (с уровнями значимости для частных автокорреляций) 
 
Модель авторегрессии и проинтегрированного скользящего среднего считается адекватной исход-
ным данным в том случае, если остатки модели являются некоррелированными нормально распределен-
ными случайными величинами. Таким образом, сам ряд идентифицирован верно.  
Следует отметить, что если бы модель была подобрана не верно, ряд остатков, несомненно, указал 
бы на этот факт.  
Полученные оценки параметров модели используются на последнем этапе исследования для того, 
чтобы вычислить новые значения ряда. 
На рисунке 6 представлена прогнозная кривая и предсказываемое значение временного ряда на 
следующий год: 0,0010927 (как правило, подобные методы дают корректный прогноз только на один ин-















Рис. 6. Прогнозная кривая и предсказываемое значение временного ряда на следующий год 
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Считаем необходимым оговорить, если мы сможем указать примерное значение для 2012 года и 
сравнить с прогнозным, безусловно будет возможность продлить прогноз еще на один шаг. 
Аналогичным образом при проведении исследования было выполнено моделирование с помощью 
ARIMA для последующих рассматриваемых рядов. 
Рассмотрим динамику затрат на научные исследования и разработки в Удмуртской Республике с 
2000 по 2011 год в абсолютных значениях. 
Относительное количество средств, направляемых в исследуемом объекте на НИОКР, рассчитано 
как отношение величины внутренних затрат на научные исследования и разработки к валовому регио-
нальному продукту. Временной ряд динамики представлен на рисунке 7. 
 
 
Рис. 7. Временной ряд динамики относительного количества средств,  
направляемых на НИОКР в Удмуртской Республике 
 
Исследуемый ряд был идентифицирован как чистая авторегрессионная модель с параметрами p = 4 
(оценки коэффициентов модели f1 = 0,4954782; f2 = 0,473512; f3 = –0,09686; f4 = –0,529225), d = 0, q = 0. 
На рисунке 8 представлена прогнозная кривая и предсказываемое значение временного ряда на 














Рис. 8. Прогнозная кривая и предсказываемое значение временного ряда динамики относительного количества 
средств, направляемых на НИОКР в Удмуртской Республике на следующий год 
 
Рассмотрим временной ряд, отражающий изменения относительной численности персонала, заня-
того НИОКР, с 2000 по 2011 год в Удмуртской Республике (рис. 9). Относительная численность персо-
нала, занятого НИОКР, рассчитана как отношение численности персонала, занятого НИОКР, к общей 
численности персонала. Исследуемый ряд был идентифицирован как чистая авторегрессионная модель с 
параметрами p = 1 (оценка коэффициента модели f1 = 0,9488976), d = 0, q = 0. 





Рис. 9. Изменения относительной численности персонала, занятого НИОКР,  
с 2000 по 2011 год в Удмуртской Республике 
 
На рисунке 10 представлена прогнозная кривая и предсказываемое значение временного ряда на 


















Рис. 10. Прогнозная кривая и предсказываемое значение временного ряда динамики 
 относительной численности персонала, занятого НИОКР, с 2000 по 2011 год в Удмуртской Республике 
 
На рисунке 11 представлен временной ряд, отражающий изменения удельного веса инновацион-
ных товаров, работ, услуг в общем объеме отгруженных товаров, выполненных работ, услуг, с 2000 по 
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Рис. 11. Изменения удельного веса инновационных товаров, работ, услуг в общем объеме отгруженных товаров,  
выполненных работ, услуг, с 2000 по 2011 год в Удмуртской Республике 
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Исследуемый ряд был идентифицирован как чистая авторегрессионная модель с параметрами p = 2 
(оценка коэффициента модели f1 = 0,0425627; f2 = 0,0596187), d = 0, q = 0. 
На рисунке 12 представлена прогнозная кривая и предсказываемое значение временного ряда на 













Рис. 12. Прогнозная кривая и предсказываемое значение временного ряда изменений удельного веса 
инновационных товаров, работ, услуг в общем объеме отгруженных товаров,  
выполненных работ, услуг, с 2000 по 2011 год в Удмуртской Республике 
 
Заключение. Построенная модель функционирования научно-производственной кооперации 
описывает динамику переменных, характеризующих данный вид деятельности. Поэтому эта модель 
может быть взята в качестве основы постановки и решения задач оптимального управления научно-
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THE USING DYNAMIC MODELS OF COOPERATION  




ARIMA-model of cooperation of science and industry of the Udmurt Republic is recommended. Forward 
curves and the predicted values of the time series of changes in the dynamics of the share of innovation of goods 
and services in the total volume of shipped goods, works and services, the dynamics of the relative amount of re-
sources devoted to research and development activities, the dynamics of the relative number of staff of research 
and development since 2000 by 2011 in the Udmurt Republic are built. 
 
 
 
