Fusion and Analysis of Multidimensional Medical Image Data by Peter, Roman
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH 
TECHNOLOGIÍ 
ÚSTAV BIOMEDICÍNSKÉHO INŽENÝRSTVÍ  
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION 
DEPARTMENT OF BIOMEDICAL ENGINEERING 
 
FUSION AND ANALYSIS OF MULTIDIMENSIONAL 
MEDICAL IMAGE DATA 
FÚZE A ANALÝZA MULTIDIMENSIONÁLNÍCH MEDICÍNSKÝCH OBRAZOVÝCH DAT 
DOKTORSKÁ PRÁCE 
DOCTORAL THESIS 
AUTOR PRÁCE   ING. ROMAN PETER 
AUTHOR 
VEDOUCÍ PRÁCE  PROF. ING. JIŘÍ JAN, CSC. 
SUPERVISOR 








Analýza medicínských obrazů je předmětem základního výzkumu již řadu let. Za tu dobu 
bylo v této oblasti publikováno mnoho výzkumných prací zabývajících se dílčími částmi jako 
je rekonstrukce obrazů, restaurace, segmentace, klasifikace, registrace (lícování) a fúze. 
Kromě obecného úvodu, pojednává tato disertační práce o dvou medicínsky orientovaných 
tématech, jež byla formulována ve spolupráci s Philips Netherland BV, divizí Philips 
Healthcare.  
První téma je zaměřeno na oblast zpracování obrazů subtrakční angiografie dolních 
končetin člověka získaných pomocí výpočetní X-Ray tomografie (CT). Subtrakční 
angiografie je obvykle využívaná při podezření na periferní cévní onemocnění (PAOD) nebo 
při akutním poškození dolních končetin jako jsou fraktury apod. Současné komerční metody 
nejsou dostatečně spolehlivé už v předzpracování, jako je například odstranění pacientského 
stolu, pokrývky, dlahy, apod. Spolehlivost a přesnost identifikace cév v subtrahovaných 
datech vedoucích v blízkosti kostí je v důsledku Partial Volume artefaktu rovněž nízká. 
Automatické odstranění kalcifikací nebo detekce malých cév doplňujících nezbytnou 
informaci o náhradním zásobení dolních končetin krví v případě přerušení hlavních 
zásobujících cév v současné době rovněž nesplňují kritéria pro plně automatické zpracování. 
Proto hlavním cílem týkající se tohoto tématu bylo vyvinout automatický systém, který by 
mohl současné nedostatky v CTSA vyšetření odstranit. 
Druhé téma je orientováno na identifikaci patologických změn na páteři člověka v CT 
obrazech se zaměřením na osteolytické a osteoblastické léze u jednotlivých obratlů. Tyto 
změny obvykle nastávají v důsledků postižení metastazujícím procesem rakovinového 
onemocnění. Pro detekci patologických změn je pak potřeba identifikace a segmentace 
jednotlivých obratlů. Přesnost analýzy jednotlivých lézí však závisí rovněž na správné 
identifikaci těla a zadních segmentů u jednotlivých obratlů a na segmentaci trabekulárního 
centra obratlů, tj. odstranění kortikální kosti. Během léčby mohou být pacienti skenováni 
vícekrát, obvykle s několika-mesíčním odstupem. Hodnocení případného vývoje již 
detekovaných patologických změn pak logicky vychází ze správné detekce patologií v 
jednotlivých obratlech korespondujících si v jednotlivých akvizicích. Jelikož jsou příslušné 
obratle v jednotlivých akvizicích obvykle na různé pozici, jejich fúze, vedoucí k analýze 
časového vývoje detekovaných patologií, je komplikovaná. Požadovaným výsledkem v tomto 
tématu je vytvoření komplexního systému pro detekci patologických změn v páteři, 
především osteoblastických a osteolytických lézí. Takový systém tedy musí umožnovat jak 
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segmentaci jednotlivých obratlů, jejich automatické rozdělení na hlavní části a odstranění 
kortikální kosti, tak také detekci patologických změn a jejich hodnocení.  
Ačkoliv je tato disertační práce v obou výše zmíněných tématech primárně zaměřena na 
experimentální část zpracování medicínských obrazů, zabývá se všemi nezbytnými kroky, 
jako je předzpracování, registrace, dodatečné zpracování a hodnocení výsledků, vedoucími 
k možné aplikovatelnosti obou systému v klinické praxi. Jelikož oba systémy byly řešeny 
v rámci týmové spolupráce jako celek, u obou témat jsou pro některé konkrétní kroky 




Analysis of medical images has been subject of basic research for many years. Many research 
papers have been published in the field related to image analysis and focused on partial 
aspects such as reconstruction, restoration, segmentation and classification, registration 
(spatial alignment) and fusion. Besides the introduction of related general concepts used in 
medical image processing, this thesis deals with two specific medical problems formulated in 
cooperation with Philips Netherland BV, Philips Healthcare division.  
The first topic is focused on subtraction angiography in patients’ lower legs utilizing image 
data from X-Ray computed tomography (CT). CT subtraction angiography (CTSA) is 
typically used for indication of the Peripheral Artery Occlusive Disease (PAOD) and for 
examination of acute injuries of lower legs such as acute fractures, etc. Current methods in 
clinical praxis are not sufficient regarding the pre-processing such as masking of patient desk, 
cover, splint, etc. The subtraction of blood vessels adjacent to neighboring bones in lower legs 
is of low accuracy due to the Partial Volume artifact. Masking of calcifications and detection 
of tiny blood vessels complementing necessary information about the alternative blood supply 
in lower legs in case of obstruction in main arteries is also not reliable for fully automated 
process presently. Therefore, the main aim regarding this topic was to develop an automated 
framework that could overcome current shortcomings in CTSA examination. 
The second topic is oriented on the identification and evaluation of pathologic changes in 
human spine, focusing on osteolytic and osteoblastic lesions in individual vertebrae in CT 
images. Such changes occur typically as a consequence of metastasizing process of cancerous 
disease. For the detection of pathologic changes, an identification and segmentation of 
individual vertebrae is necessary. Moreover, the analysis of individual lesions in vertebrae 
depends also on correct identification of vertebral body and posterior segments of each 
vertebra, and on segmentation of their trabecular centers. Patients are typically examined 
more than once during their therapy. Then, the evaluation of possible tumorous progression is 
based on accurate detection of pathologies in individual vertebrae in the base-line and 
corresponding follow-up images. Since the corresponding vertebrae are in mutually different 
positions in the follow-up images, their fusion leading to the analysis of the lesion progression 
is complicated. The main aim regarding this topic is to develop a complex framework for 
detection of pathologic lesions on spine, with the main focus on osteoblastic and osteolystic 
lesions. Such system has to provide not only reliable segmentation of individual vertebrae and 
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detection of their main regions but also the masking of their cortical bone, detection of their 
pathologic changes and their evaluation. 
Although this dissertation thesis is primarily oriented at the experimental part of medical 
image processing considering both the above mentioned topics, it deals with all necessary 
processing steps, i.e. preprocessing, image registration, post-processing and evaluation of 
results, leading to the future use of both frameworks in clinical practice. Since both 
frameworks were developed in a team, there are some chapters referring to the dissertation 
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1  INTRODUCTION  
 
Image fusion plays a crucial role in different fields of our life such as air craft, automotive 
industry, geodesy, astronomy, etc. There has been significant progress in the development 
also in medical science and respective clinical applications during last two decades, 
particularly in utilizing multidimensional image diagnostic computational systems. The 
research area concerning medical image fusion plays crucial role in the observation of 
detailed individual anatomy and dynamic processes in biological tissue, e.g., concerning 
lesion development and treatment progression, blood perfusion, tissue classification, etc. via 
mono- or multimodal imaging, contrast-enhanced examination, accurate volume subtraction, 
tissue and shape classification, etc. Image registration that is a substantial component in 
image fusion also enables segmentation of various tissues using predefined deformable 
models and fusion of information provided by mono-modal tomographic systems, e.g. 
positron emission tomography (PET) with computed tomography (CT) or magnetic resonance 
(MR) imaging. 
 
1.1 SCOPE AND CONTRIBUTION OF THIS THESIS 
This dissertation thesis is aimed at the development of clinically applicable methodology 
based on utilizing modern approaches, experimentally modified with respect to the specific 
problems and data properties, and finally suitably combined in a routinely usable 
computational process. Within this thesis, two practical frameworks are proposed. The 
considerable part of this thesis is focused on preprocessing of medical image data (in wider 
sense, i.e. segmentation of regions of interest, pre-registration, subdividion of massive data 
for processing and later fusion, etc.), additional post-processing, and analysis and evaluation 
of results.  
The main contribution in the first topic is in the design and development of novel 
compound registration-based computational framework for CT based 3D subtraction 
angiology (CTSA) aimed at visualising the vessels tree in legs in detail, which is able to 
reliably overcome current limitations and shortcomings of so far published methods, as well 
as limits of the commercial Advanced Vessel Analysis package (AVA) run on the Extended 
Philips Brilliance Workspace (EBW) currently considered one of the reference methods 
among clinical applications. 
The main contribution in the second topic is the development of a framework for detection 
of pathologic changes in human vertebral column. Compared to so far published methods and 
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results in this field, pathologies can be detected in the whole vertebrae, not only in vertebral 
bodies. Moreover, the proposed framework enables segmentation also of significant 
pathologies. 
 
1.2 THESIS ORGANIZATION 
The content of this thesis is distributed into five main chapters. After this Introduction, the 
second chapter gives a brief theoretical overview on the general concepts for image fusion 
and analysis, including the relevant references. For better understanding of medical image 
data, the Chapter 2.1 describes what medical images physically represent and how they can be 
mathematically described. For processing of medical images, it is necessary to store them in a 
consistent form. Therefore, also the main standards for medical image formats are shortly 
described. Since image registration (geometric alignment) forms an essential condition for 
image fusion, the chapter 2.3 is aimed at presentation of the main ideas in this process. 
Chapter 2.4 mentions some of the metrics used for evaluation of registration results. 
Automated evaluation of processed clinical image data is usually not precise as visual 
evaluation by expert observers. Therefore, methods for evaluation of inter-observer agreement 
are also mentioned within this chapter. 
The chapters 3  and 4  correspond to the two medically defined projects mentioned in the 
scope of this thesis. Since both projects are not related to one another, each of the chapters 
consists of specific theoretical background, methodological part, experimental results, and 
discussion.  
In the chapter 3 , a novel complex registration-based framework for CT angiography of 
lower legs is introduced. Compound preprocessing and post-processing are the main two parts 
of the proposed framework described in this thesis. The first part deals with the high amount 
of data to be processed and, after specific modifications, converts them into manageable 
section volumes, submitted to detailed locally based registration. The part presenting the 
methods used for the detailed registration of the preprocessed and initially aligned individual 
corresponding volume sections of lower legs is described in the thesis of Malinsky. The 
second part of the present chapter 3 then formulates the methods of fusion of the section data 
into consistent volumes of lower legs including necessary postprocessing to enable the 
required visualization.  
A complex framework for detection of pathological changes in human vertebral column is 
proposed in the chapter 4 . In this thesis, the main aim is the pre-processing of human 
vertebral column in order to enable the detection and analysis of pathologic changes 
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(described in Malinsky’s doctoral thesis). Thus, the preprocessing part describes namely the 
segmentation and marking of individual possibly distorted vertebrae in the vertebral column, 
besides further analysis.  
The chapter 5 contains concluding remarks on the intended and attained aims.  
 
 
2  GENERAL CONCEPTS 
Automatic analysis of medical images has become an important part of modern 
tomographic examination methods. Image reconstruction, restoration, filtering, enhancement, 
segmentation, classification, feature extraction, texture analysis and image fusion are the main 
areas of image analysis [1]. Image registration provides the possibility to compare, combine, 
fuse and complement the information on an imaged region contained in one or more images 
acquired at different time points (longitudinal / intra-subject study), of partially different 
scene (pre/post contrast application), from different aspect (stereo-vision), by different 
scanning modalities (CT, MR, PET, etc.) and of different subjects (inter-subject study / 
creation of atlases). Preprocessing of medical images is an important step applied before 
image registration. It typically includes image standardization, segmentation and 
classification of objects of interest. Image registration is the essential ingredient of image 
fusion and is the field of interest in this thesis.  
 
2.1 MEDICAL IMAGE DATA  
Medical images represent the distribution of a concrete physical primary parameter (PPP) 
related to the anatomyand/or physiology/function of a specific tissue in a measured scene. 
Various modern imaging techniques allow measuring of different PPP. The absorption of 
short electromagnetic waves (X-Ray) is measured using computed X-ray tomography (CT), 
density and molecular binding of selected atoms is depicted by magnetic resonance imaging 
(MRI), the distribution of radioactive tracer by single-photon emission computed tomography 
(SPECT) and positron emission tomography (PET). Reflections and diffraction at the 
boundaries between and within tissues with different acoustic impedances is measured using 
ultrasound imaging/sonography [2].  
As mentioned in [3], images can be described by a simple model formulated as continuous  
mapping from a spatial domain onto real numbers :B  , thus assigning every spatial 
point x belonging to a certain set, d a gray value b(x), where d  denotes the spatial 
dimensionality of the image B. A light-intensity function b: d   is then called a d-
dimensional image, if: 
1. b is compactly supported, 
2. 0 ≤ b(x) < ∞ for all dx , 
3. ( )
d




The set of all images is then denoted by  
Img(d) = { b: d   | b is d-dimensional image} 
 
Images generated by tomographic imaging devices are discretized on a discrete grid Ωd 
into image elements called pixels (d = 2) or voxels (d = 3). The digital representation of a d-




j jdB x x
   , where 
1 ... dn n   represents d-dimensional regular grid 
1 2 2 1 2( , ) ...( , )d d dd    
     
consisting of congruent cells with centers 1 ,..., d dj j jx x x    , where j = 1,..., n.  
As shown on Fig. 1 ([4]), The i-th component of a difference between two grid points is a 
multiple of a constant grid width 2 2 1( ) /i i i ih m    , where 1,..., dh h h    and image size 
is 1,..., dm m m    . For accessing elements of higher-dimensional arrays, the cell centered 
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Fig. 1. Discretization of a 2D domain 
 
2.1.1 CT image data 
Linear attenuation coefficient 1cm     is the metric for quantitative evaluation of matter 
structure and it is the result of several interaction phenomena between penetrating radiation 
and the matter, i.e. photoelectric absorption (τ), the incoherent Compton scattering (σ), and 
pair production (κ). Since biological tissue is generally inhomogeneous (of various density 𝜌), 
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Acquisition of image data in Computed Tomography is based on projection reconstruction 
(e.g. Filtered Back Projection [5], [6]) allowing for spatial discretization of scene into 
elementary image elements – represented by the mean of mass attenuation of photons with 
certain energy in the imaged matter (absorber). For instance, the intensity I(y) of mono-
energetic radiation penetrating a matter of certain thickness D in x direction is formulated as: 
 0
0
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where m denotes the number of voxels, i = 1,2,…, m. 
 
For qualitative representation of image modulation by M , a relative Hounsfield scale (HU) 







    (4) 
where K represents contrast/scaling factor (typically K=1000, which provides the accuracy of 
0.1% / 1HU), -1water 0.19 cm   is relative value defined for energy E = 73keV of mono-
energetic radiation.   
 





In CT medical imaging, the number of discrete CT values (HU) is typically in the range of 
4095 units, thus each voxel is coded by 12 bits (4096 gray levels). The range is defined by the 
minimum attenuation -1024 HU and the maximum attenuation +3071 HU. Since human 
observer can typically discern up to a maximum of 60 to 80 gray levels, the complete scale is 
assigned to an interval (windowing), see Fig. 2 ([7]).  
 
2.1.2 Medical image standards  
The expansion of modern medical imaging systems produced by individual manufacturers 
(e.g. Philips, Siemens, Toshiba, General Electric, etc.) during last two decades initialized the 
need to unify the standardization for compatible transfer of medical image data, their 
visualization and backup on various external storages. Standard DICOM being developed 
since 1983 (released in 1993) by the American College of Radiology (ACR) and the National 
Electrical Manufactures Association (NEMA) and further updated with the association to the 
DICOM Standard, the NEMA Committee provides publicly accessible set of such standards. 
Each DICOM file consists of a collection of fields organized into two two-byte sequences 
(group, element) forming tags. The structure of a DICOM object comprises two main 
elements - the DICOM header and the DICOM image. Information about the image 
acquisition (field of view, dose, etc.), subject’s personal identification data (ID, surname, date 
of birth, etc.), and about the image (image size, pixel spacing, etc.) are stored in the DICOM 
header. Image data are stored within the pixel data tag (7FE0, 0010). For more details see [8], 
[9], [10] and [11]. 
DICOM standard provides interoperability across hardware; however, it was not designed 
to facilitate further image processing and additional analysis, neither for efficient data 
organizing. Modern tomography systems may produce thousands of DICOM files (usually 
involving a single slice
1
) for each subject. Therefore, efficient storing of such amount of data 
became necessary for further exploration and processing. 
 Medical image data are nowadays mostly three-dimensional; however, more dimensions 
may be required for dynamic studies (3D+t), functional studies (DTI, fMRI), etc. For this 
purpose, other formats for storing such growing amount of information are available. NIfTI-1 
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data format (DFWG, 2000) adapted from the ANALYZE 7.5 format
2
 is well supported by the 
image analysis community. It allows efficient storing of up to seven dimensional data together 
with their metadata into a single file (.nii) or a dual file (.hdr & .img). Apart from the imaging 
data, one can store to a single NIfTI file also statistical values, vectors, matrices or meshes. 
The NIfTI header is organized in 348 bytes (inherited from the ANALYZE data format) plus 
additional 4 bytes differentiating whether the NIfTI file contains the image data or not.  The 
NIfTI format contains an implicit generalized spatial transform from the data coordinate 
system (i, j, k) into a real-space right-handed co-ordinate system. In the real-space system, the 
(x, y, z) axes are usually set such that x increases from left to right, y increases from posterior 
to anterior and z increases from inferior to superior [10].  The NIfTI standard has been 
implemented in various software packages for image processing such as FreeSurfer, AFNI, 
BrainVoyager, FSL, MIPAV, SPM, etc. Data conversion between DICOM and NIfTI is 
possible using a standalone software, e.g. XMedCon [12], MRIConvert [13], FreeSurfer [14]. 
 
2.2 PRE-PROCESSING OF MEDICAL IMAGES  
Medical image analysis is usually specific for concrete anatomical regions of interest (ROI) 
presenting a biological tissue with various properties regarding e.g. its spatial deformation. 
Therefore, pre-processing of medical image data is an important processing step, which is 
based on: 
1. a priori knowledge about the anatomy and the biological tissue in the ROI  
2. a priori knowledge about the properties and possible variability of the tissue  
3. possible pathologies and their effect on the tissue property 
 
In general, the main goal of preprocessing is to automatically identify and segment the ROI(s) 
in original images, to eliminate redundant information in the ROI, to enhance the information 
about the biological tissue, and simultaneously to avoid any irreversible changes of the 
original information about the tissue.  
A typical preprocessing step is image segmentation dividing the image into disjunctive 
possibly reasonable (anatomical, etc.) regions. Methods used for segmentation are usually 
based on area homogeneity (threshold [15], watershed [16], region growing [17], [18]), on 
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lines and edges (Canny [19], Hough transform [20], etc.), on active contours [21], on texture 
(e.g. Markov random fields [22]), on artificial models [23], etc. Based on the segmentation 
results, objects in a ROI may be automatically classified (based on its area and shape, other 
features, mutual positions, etc.).  
For particular applications, original inconsistent image data may need to be standardized 
with the aim to suppress or eliminate the main factors degrading the image analysis 
performance, i.e. noise present in images ([24], [25] and [26]), intensity/illumination non-
uniformities ([27], [28], [29], [30]), and interpolation artifacts ([31], [32] and [33]). Therefore, 
image standardization is considered a necessary pre-processing step, particularly when 
different scanners or different scan protocols are used to obtain the image data for e.g. 
longitudinal and inter-subject studies [34]. 
 
2.3 IMAGE REGISTRATION 
During last two decades, various image registration methods and approaches were 
introduced generally and for medical images particularly. Maintz and Viergever ([35], [36]) 
summarized many of the approaches and subsequently classified nine salient criteria leading 
to optimal choice of the appropriate registration model for a particular problem:  
1) Image dimensionality – spatial dimensions / + time series 
2) Nature of registration basis – extrinsic (i.e. based on foreign objects) / intrinsic (i.e. 
based on the image information as generated by the subject – landmarks, models) / 
non-image based (calibrated multimodal scan systems, e.g. MR+PET, etc.) 
3) Nature of the transform – rigid / affine / projective / curved 
4) Domain of geometric transform – local / global 
5) Interaction – interactive / semi-automatic / automatic 
6) Optimization procedure for transform parameters – deterministic  / stochastic  
7) Modalities involved – monomodal / multimodal / modality to a model 
8) Subject – intrasubject / intersubject / atlas 
9) Anatomical part to be registered – head / thorax / abdomen / pelvis and perineum / 
limbs / spine and vertebrae 
Other distinguished overviews and logical classification of methods used for image 
registration are [1], [37], [38] and [39]. In the following text, general methodology for image 




algorithms used for the purpose of the two practical solutions within this thesis are mentioned 
in detail.  
2.3.1 General model 
General model of image registration may be formulated as looking for a reasonable 
geometric transform such that transformed version of a moving (template) image M can be 
considered similar to a fixed (reference) image F: 
  argmin ; , ,
T
T C T F M  (5) 
where M, F are the moving and fixed images, C is the cost function (joint objective function) 
composed of the transform T, the transformed image M, the distance measure D, and a α-
weighted regularization R restricting the geometric transform by measuring its reasonability
3
 
[3], [4]:  
    ; , ; , ( )C T F M D T F M R T     (6) 
According to the transformation model, registration methods can be grouped into two 
classes – parametric and non-parametric. Parametric registration methods are either based on 
parametric transform T  (i.e. expanded in terms of some basis functions), or on external 
features (e.g. landmarks). For the non-parametric registration methods, the transform T is split 
into the trivial identity part and the so-called deformation or displacement : d du  . 
 
2.3.2 Geometric transforms 
A geometric transform may be understood as a resampling, which loops over all voxels x 
in ΩF, computes its mapped position   ,y T x  interpolates M at y, and fills in this value at x 
in the output image. If the transformation would be defined from M to F, not all voxels would 
be mapped (e.g. for rotation), and holes or multiple fillings would occur in the deformed 
moving image. Therefore, it is preferable to use the Euler frame (7), where the transform is 
defined as a coordinate mapping from the fixed image domain to the moving image domain 
(8) [40]: 
 1( , ) ( ( , ))EulerB i j B T i j   (7) 
 : d dT F M     (8) 
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where T is a transform and T
-1
 is inverted T [3]. 
Geometric transforms have to be smooth or even diffeomorphic, i.e. continuous, one-to-
one and differentiable [41]. According to [3], [4], [36], there are two classes of geometric 
transforms – parametric and non-parametric.  
 
Parametric transform  
Parametric transform is a function ( ) ( , )T T x  , where components are linear combinations 
( )T Q x 
 
of certain set of basis functions 1( ) [ ( ),... ( )],lQ x q x q x
 
and 
parameters 1( ) [ ( );... ( )]lx x x   , where l denotes the number of parameters representing the 
degrees of freedom (DOF) of a concrete transform model. For low-dimensional transform 
spaces, the regularization by S can be either neglected or transferred to the coefficient space. 
The general optimization framework for parametric registration is then formulated as: 
  argmin ; , ,
T
T C T F M

   (9) 
which can be simplified from the space of functions T to the optimization problem over the 
elements of the parameter vector μ 
  argmin ; , ,C F M

    (10) 
Typical geometric transforms are translation [DOF = d], rotation [DOF = d], rigid 
transform [DOF = 2d], affine transform [DOF = d(d+1)], spline-based transform, landmark-
based (affine linear [3], thin-plate-spine [42], geodesic spline [43], [44]), feature based 
(template matching [45–47]), etc. [4]. Below are described the transformation models used 
within this thesis. 
 
Rigid transformation  
Rigid transformation allows for translations and rotations in d-dimensional space:  
 ( ) ( ) ,T x R x c t c      (11) 
where R denotes the rotation matrix (i.e. orthonormal and proper) in Euler angles (rad), c is 
the center of rotation, and t is the translation. The rotation matrix R can be formulated as:  
 
1 2 3
1 0 0 0 cos 0 sin 0 cos sin 0 0
0 cos sin 0 0 1 0 0 sin cos 0 0
0 sin cos 0 sin 0 cos 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1
y y z z
x x z z
x x y y
R R R R
   
   
   
     
     
      
     
     
     























  (13) 
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  (14) 
where r’s form the rotation. 
The transform vector to be determined for d = 3 is then ( , , , , , ) .Tx y z x y zt t t     Rigid 
transformations are used for solid objects, i.e. not changing their geometric properties during 
motion, e.g. compact bones in human body.  
 
B-spline transformation  
B-spline transformation is a type of non-rigid flexible transform parameterized by B-splines 
as formulated in [48], [40] allowing for higher degree of deformation of objects.  










   
 
   (15) 
where kx  are the control points defined on a regular grid, overlaid on the image F, 
3( )x  

































  (16) 
kp is the B-spline coefficient vectors forming the transform parameter vector μ  and x  is the 
set of control points within the compact support of the B-spline at x [48]. The number of 
control points  1,..., dP P P  determines the number of parameters  1 ... .dM P P d     
/ ,i i iP s   where s denotes the image size, and  1,..., d    denotes the B-spline (control 
point) grid spacing. For 3D case:
1 2 31 2 , 1 2 1 2( , ,..., , ,.... , , ,.... ) .
T





The non-parametric transforms are not based on parameters. In contrast to the parametric 
model, the non-parametric transforms are based on a specific and for particular registration 
problem reasonable regularization R. Also, in contrast to the parametric transforms, the 
discretization depends on the chosen regularizer. The optimization is defined as  
  argmin ; , ,
T
T C T F M   (17) 
where the transformation T can be split into the trivial identity part and the so-called 
deformation or displacement : d du  , i.e.  
 ( ) ( ), and  ( ) ( ( )).uT x x u x M x M x u x      (18) 
 
2.3.3 Image interpolation  
Interpolation allows an assignment of image intensity values ,( )I B x  at any spatial 
position d
n
x . The typical interpolation schemes are: 
 Next-neighbor interpolation, which is not continuous and thus not differentiable 
   ( , ) ,NNI B x B x   (19) 
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  (20) 
 Global methods based on basis function ( , 1,... )j j N  , e.g. B-splines [50], 









I B x x   

   (21) 
where N is the number of grid points
4
, x is an arbitrary point,  x is the corresponding 
closest grid point, and x   is the corresponding closest grid point smaller than x [3]. 
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2.3.4 Distance (similarity) measure 
The aim of image registration is to retain the differences occurring
 
between M and F due to 
the variations of the different objects in the scene. An ideal similarity metric measuring the 
distance D of images M and F is supposed to indicate only the desired match and should be 
specific for particular registration problem [4]. In general, D can be formulated as: 
 [ , ] ( ( ), ( )) ,D M F M x F x dx

    (22)  
Typical  distance metrics are usually based on: intensity (e.g. [38]), correlation (e.g. [52],  
[53]), mutual information (e.g. [54]) and its modifications (e.g. [55], [56], [57–59]), native 
and user supplied image features (so-called landmarks) (e.g. [37], [60–62], [63]), normalized 
gradient fields [64], etc. Particular registration problems are usually based on one specific 
metric. However, one can also simultaneously optimize more metrics including their mutual 
weighted combinations [40]. 
 
Normalized cross-correlation coefficient  
For the purpose of the registration problems mentioned in this thesis, normalized cross-
correlation coefficient is suitable choice.  
 
2 2
( ( ) )( ( ( )) )
[ ; , ] ,
( ( ) ) ( ( ( )) )
i F
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 , where 
F denotes the domain of the fixed image F, and F the number of voxels. The measure is 
implemented as a looping over the voxels in the fixed image, taking ( )iF x  and calculating 
( ( ))iM T x utilizing a suitable interpolation scheme. 
 
2.3.5 Regularization 
In image registration, the direct minimization of the distance measure (5) might be ill-
posed  because the found transform for a particular registration problem may be not unique or 
may be not preserving the physical properties of co-registered objects of certain biological 
matter or do not satisfy spatial smoothness of the transform [65]. By adding a regularizing 




transform is expected to be reasonable for the particular registration problem, which then 
becomes well-posed and practically solvable. The most common regularizers are variants of 





R u B u dx


    (24)  
where B is a differential operator,    is a Euclidian norm, and 𝛼 > 0 is the regularization 
parameter. 
Commonly applied regularizers are for instance thin-plate-spline [3], [42], [63], curvature 
[4], [66], elastic [3], [67], hyperelastic [68–71], diffusion [72–74], rigidity constraints [75], 
fluid [3], [76], [77], preserving volumes [78], etc. Regularization may be weighed against 
chosen distance measure D by the additional parameter α in order to provide optimal 
reasonability of T.  
 
2.3.6 Optimization strategy 
The main aim of the optimization in image registration is to enable an automatic 
identification of optimal geometric transform for a particular solution. For practical 
applications, optimization scheme has to be fast, accurate and robust. Since distance measures 
allow for local extremes usually, the efficiency of searching for optimum transform depends 
on the chosen optimization scheme, stopping criteria, and the starting point. To overcome 
local extremes, multiresolution/hierarchical (multiscale or multilevel) strategies are usually 
implemented in the process of image registration – typically Gaussian, Laplacian [79] or 
wavelet based pyramids [80], [81]. Another possibility is to employ successively more 
degrees of freedom of the geometric transform in each level (e.g. rigid model followed by 
Bspline) or to use denser grid of control points in each level.  
Various optimization methods have been introduced for searching of global optimum in a 
multi-parameter space [82]. Generally, there are two main classes of optimization strategies – 
deterministic [83], [84] and stochastic [85]. Typical deterministic optimization schemes for 
medical image registration are for instance Gradient descent method [86], quasi/Gauss-
Newton [87], [88], etc. Stochastic optimization schemes used for medical image registration 
are for instance Adaptive stochastic gradient descent [89], Kiefer-Wolfowitz [90], Robbins-
Monro [91], Controlled random search [92], [93], Simulated annealing [94], [95], etc. 





According to [97], optimization for parameterized coordinate transformation 
( , ) : PF MT x      can be formulated as the minimization  
 argmin ( , ),C F M T

    (25) 
where P  represents the vector of transformation parameters, C denotes the cost 
function. To determine the optimal  , an iterative optimization strategy is employed: 
 1 , 0,1,..., ,k k k kg k K        (26) 
where k is iteration, ( )k k kg g     denotes an approximation of the true derivative 
/g C     at k  determining the search direction k is the approximation error, k is a 
scalar gain factor controlling the step size along the search direction, thus the optimization 
convergence and stability.  
Fig. 3 shows an example for registration with a translation transform model. The arrows 
indicate the steps k kg taken in the direction of the optimum, which is the minimum of the 
cost (joint) function C defined as  






C F x M T x  

 
    
   (27) 
with   :    and  , :u v    continuous, differentiable 
functions, F F  the discrete set of voxel coordinates ix of the fixed image and F  the 
cardinality of this set,   denotes the distance measure. 
 
Fig. 3. An iterative optimization [97] 
Since derivatives are the essential for efficient numerical optimization techniques, 




different in each level of a multilevel optimization strategy enables decreasing of the 
computation costs. According to [4], discretization can be formulated using structured grids of 
cells with centers xi and grid width h as 
 2( ) ( ) O( ) andif x dx h f x h    (28) 
   21( 0.5) ( ) / ( ),i i if x f x x h h       (29) 
where O  indicates errors of order 2h .  
 
Adaptive stochastic gradient descent 
Adaptive stochastic gradient descent (ASGD) is a robust optimization method used for the 
registration tasks described in this thesis. The ASGD algorithm is described in the following 
text according to [89]. The general algorithm of ASGD is defined as: 




   (30) 
  1 1 1Tk k k kt t f g g 

       (31) 
where  x

means  max ,0 ,x and  f  denotes a sigmoid function 
 MAX MINMIN /
MAX MIN
( ) , (0) 0,
1 ( / ) x
f f
f x f f





  (32) 
0 0 1, andt t  are user defined initial conditions, γ  function is evaluated at the “time” kt , 
which is adapted depending on the inner product of the gradient kg  and the previous 
gradient 1kg  . When the gradients in two consecutive steps point in the same direction, 
the time kt is reduced and larger step size  1kt   is applied.  
 
As mentioned in [89], an often used choice for the estimation of the gain factor k is  
 ( ) / ( ) ,k k a k A
      (33) 
with user-specified constants 0, 1,a A  and 0 1  . The factor a has no unit and it is 
crucially dependent on the C function. Therefore, it may be difficult to choose its appropriate 
value for particular image registration problem. In ASGD, 1  and the step size function γ is 
formulated as:  




The constant a is adaptively estimated by an additional constant δ equal to the average voxel 
spacing of F and M, and thus having a unit (mm).  
Assuming that the function  C   is continuous and twice differentiable everywhere and it 
has no other extreme than  , there exists a constant 0   such that the maximum eigenvalue 
of Hessian 2 / TH C       is smaller than or equal to  for all  , and the minimization 
problem (25) can be solved as  
  1 ,k k kg       (35) 
for each 0 and (0)  .  
The displacement kd  of voxel jx between iteration k  and 1k   is defined as: 
      1 1 1( ) ( , ) ( , ) ,k j j k j k j k k k j k k
T




      

  (36) 
 The substitution of (35) then gives 
  ( ) .k j j kd x J g     (37) 
















   (38) 
where  
 0( , ) ( , ), Y, ,
V
i i i i F
T T
J x x x  
 
 
    
 
  (39) 
















  (40) 
Step C Generate N instances of n  and for each compute the exact derivative g, the 
approximate derivative kg , and the approximation error .k kg g    
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 Detailed overview and clarification of ASGD method is out of the scope of this thesis, more details can be 
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    (43) 
where V
k FS   is a set of samples, randomly selected in every iteration k, { }iz are mutually 
independent random vectors, identically distributed according to 2(0, ),iz I with  some  
constant. 
 












    
 
     (44) 
where N denotes the number of instances of n ,  tr  stands for the matrix trace.  
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    
  
  (45) 
where   denotes the maximum allowed magnitude of the voxel displacements ( )k jd x , 
02 /   
 

















1E tr( )g C and 
2 2
1E tr( )e C , MAXa is maximum value of a 
 
Step G Set fMAX = 1 and compute fMIN 
 MIN MAX 1f f       (47) 
 




  1Var ,k k       (48) 
 
where  the variance may be substituted by 
  
24
31ar ,V k k FC      (49) 
with 
F
  the Frobenius norm. 
Step I Start the ASGD iterative optimization routine by computing (30), (31), (34), and (32) 
Convergence is assumed after K iterations: .K   
 
The default values of the constant parameters used in the algorithm are set within this thesis 
according to the author’s experimental results and recommendations mentioned in [89] and 
[97]: 10N  , 1/10  , 100,A   0 1 0,t t   and 1mm.   
 
2.3.7 Current software tools for image registration 
Several software tools for image analysis and registration have been introduced, tested and 
optimized by a wide community of users during last years. The following two are non-
commercial and distinguished tools for image registration. Both may be also considered 
references and serve as comparative tools for newly developed image registration algorithms, 
or used as a set of tools for the registration based practical implementations. 
 
1) Insight Segmentation and Registration Toolkit (ITK) - so far the most complex open-
source and cross-platform software for image registration, filtering and segmentation 
([98], [99] and [100]). ITK supports many of image file formats. 
2) Elastix - a toolbox for rigid and non-rigid registration of images based on ITK and 
implemented under the BSD license [101]. Thanks to the collection of algorithms for 
image registration, number of configurable parameter files and verified registration 
approaches, Elastix may serve as one of the reference registration software tools when 
new algorithms are developed or applied to concrete registration issue. 
 
Some image registration software tools are developed for specific areas, i.e. neuroscience: 
FreeSurfer - a software library developed at Martinos Center for Biomedical Imaging [102], 




Software Library (FSL, [104]) utilizing Linear (FLIRT) and Nonlinear Image Registration 
Tool (FNIRT) – both used for intra- and inter-modal brain image registration. 
 
2.4 EVALUATION OF IMAGE REGISTRATION 
Since the point-wise correspondence from one image to another is usually not known 
(might be even not unique), and there is not a widely-accepted gold standard for evaluation of 
image registration results, no single mathematically based metric alone is sufficient to 
automatically evaluate the performance of a registration algorithm [105]. However, by 
combining different metrics, a good indication of the image registration performance may be 
achieved [105–109]. Various metrics can be based on the overlap ratio (Dice similarity 
coefficient or Tannimoto coefficient [110], overlap of eigenvalue–eigenvector pairs [111], 
etc.), intensity variance, Hausdorff distance [112], inverse consistency [41], [113], [114], 
surface distance, transitivity [11], etc. 
However, visual evaluation of registration results (e.g. corresponding slices of 3D data) by 
experienced observers or medical specialists (observers) is still essential for further decisions, 
especially in case of clinical applications. One of the typical approaches used for visual 
evaluation of registration is the so called checkerboard method. This method is based on 
regular combination of the transformed (moving) image and the reference image and provides 
good overview on the registration accuracy and local continuity of regions and edges in 
registered images.  
 
2.4.1 Inter-observer agreement 
In order to eliminate the influence of the observers’ subjectivity, the results have to be 
evaluated by more observers and validated by assessing the inter-observer variability. Since 
the interpretation of results in the rating systems depend on the observer’s subjectivity (expert 
knowledge, motivation, fatigue etc.), results have to be mutually validated among different 
observers (raters). The assessment of the inter-observer agreement numerically validates such 
evaluations, thus, provides information about the reliability of the evaluations by different 
observers [115].  In general, three classes of inter-observer agreement estimates may be 
evaluated [116].  
The first class is the consensus, which measures agreement between observers, each 
classifying N subjects into C mutually exclusive categories. The agreement can be estimated 
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where pe is the percentage of the observations that are expected to agree by chance (the 
relative observed agreement among observers) and po is the overall agreement on the 
categorization of observed data as formulated in [117]. SE(κ) denotes an approximation to the 
standard error of κ. 
As suggested in [118], κ = 1 for complete agreement among the observers, κ = 0 for no 
agreement other than what would be expected by chance (pe), 0.41, 0.60   for moderate 
agreement, whereas 0.61, 0.80   means a substantial consensus.  
Consistency is the second class of inter-observer agreement estimates and it is applicable 
when raters share the meaning of the rating scale and are consistent in classifying the 
situation. Pearson correlation coefficient [119], [120] is popular for the estimation of the 
consistency among observers. According to [121], r > 0.7 are typically acceptable meaning 
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where  sx and sy are the standard deviations of intensities x, y in the respective compared areas  
and sxy denotes their covariance, as defined below 
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Measurement is the third class of inter-observer agreement estimates. It allows for a direct 
comparison of the observers severity and preserves as much evaluation information of their 
evaluations as possible. Principal components analysis, Facet rater severity indices and fit 
statistics are typical members representing this class. 
3  REGISTRATION-BASED FRAMEWORK FOR CT 
ANGIOGRAPHY IN LOWER LEGS 
 
3.1 INTRODUCTION AND STATE OF THE ART 
Subtraction angiography (SA) is a diagnostic imaging method aimed at precise masking of non-
contrasted tissues (including high-density ones) from the contrast enhanced (CE) objects – vessels 
filled with the blood containing a contrast agent. This process should lead to detailed visualization 
of the blood vessel tree. SA is commonly used for a pre-surgery examination as well as for the 
diagnostics of the Peripheral Arterial Occlusive Disease (PAOD [122] and [123]), which has 
prevalence in the elderly and the incidence more than 4% ([124], [125] and [126]).  
The general principle of the CT subtraction angiography (CTSA) based on two image 
acquisitions – before and after the contrast administration – is well known. Assuming the 
examined area does not change its spatial position and structure between and/or during the pre-
contrast and the post-contrast acquisitions, only the simple difference between the native and the 
contrast-enhanced (CE) images is required. In order to eliminate movements of the scanned region, 
the patient is fixed to the patient’s table usually. Although the CT acquisition process can be 
considered fast (~30 sec), due to usual muscle tension in lower legs (from knees to toes), the 
flexibility of ankle joints, and the number of influenced bones, the above mentioned assumption of 
fixed scene is not practically fulfilled. In the area of lower legs, muscle tension causes a slight 
mutual misalignment of bones, calcifications, muscles, fat and blood vessels. The large differences 
between compact bones and contrast enhanced arteries (both around 100 - 1200HU) and low-
intensity soft tissue (10 - 50HU) also affect the quality of blood vessels extraction and may 
negatively influence diagnosis and treatment. 
Different approaches were introduced for the segmentation of bones in lower legs - utilizing 
contours detection [127], [128], region growing [129], graph cuts [130] or a simple thresholding. 
However, these methods are not suitable for the CTSA due to the partial volume effect in blood 
vessels adjacent to bones. Therefore, two other main approaches are generally used for automated 
extraction of blood vessels in lower extremities: (i) approach based on advanced tracking methods  
[131], [132], and (ii) approach masking bones based on spatial alignment of either native image or 
an atlas image to the corresponding contrast enhanced (CE) image [133], [134] and [135].  
Raman et al. [132] described a semi-automated tracking method that is capable to interactively 
display a curved planar reformation of any vessel. According to Chin [136] and Fleischmann 
[122], it is possible to use this method in combination with other 3D-overview techniques to assess 
the vascular flow channel in lower leg. Straka et al. [134] published a method for semi-automatic 
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segmentation of bony structures in CTSA images based on a probabilistic atlas and a non-rigid 
elastic registration. Here, the registration optimization scheme was based on the maximization of 
mutual information and a manually defined set of landmark points. Maksimov et al. [133] 
presented a method of removing bones and calcifications from CE images based on segmentation 
by constant threshold and classification of segmented structures into two groups by a volume 
criterion. Locally rigid (globally non-rigid) registration based on the Iterative closest point 
algorithm [137] was used for the match of all classified objects. All segmented and registered 
objects in the native image formed a mask applied to the CE-image. Such mask was subsequently 
locally modified (dilated or eroded) in order to eliminate the segmentation and registration 
inaccuracies (due to partial volume artifact). Lee et al. [135] proposed a multi-segmented volume 
subtraction of lower extremities based on the 3D rigid registration. Both the native and CE images 
were split into 3 segments along the z-axis and registered bones segmented from the native scan 
were partially dilated to eliminate possible bony residues. Practical experience with commercial 
clinical software Advanced Vessel Analysis (AVA version 4.5) run on the Philips Extended 
Brilliance Workspace (EBW) has shown multiple false interruptions of main arteries, and 
unreliable masking of bones as well as of calcifications in the subtraction images. 
Due to the partial volume artifact, so far published methods were insufficient in the areas where 
contrast enhanced arteries were very close to bones. Although some missing segments of main 
arteries in the subtraction images can be semi-automatically reconstructed, and residual bones and 
calcified plagues can be removed by additional expert assisted post processing such as volume 
filtering, such post-processing may be very time consuming and primarily highly dependent on the 
previous experience and knowledge of the operator. Current methods for CTSA based on local 
warping of the native image to the CE image were also unable to sufficiently mask calcifications 
and extract small blood vessels (diameter less than 2mm), importantly complementing the 
overview of alternative supplying arterial system in areas with significant calcifications and 
occlusions. These facts formulated the main aims of the proposed framework. 
 
Lower legs anatomy 
Human lower leg consists of two long bones (fibula and tibia), seven tarsal bones (calcaneus, 
talus, navicular, cuboid and medial, middle and lateral cuneiforms), five metatarsal bones and 14 




Fig. 4. Bones and main arteries of human lower leg. Maximum intensity projection of subtraction image with 
contrast enhanced blood vessels is on the left side. The contrast enhanced image visualized using volume rendering 
on the right side shows typical structure of bones to be masked out.  
The popliteal, anterior tibial (ATA), posterior tibial (ATP) and peroneal (Afib) arteries are 
considered the main arteries in lower legs. 
 
Imaging modalities 
Digital Subtraction Angiography (DSA) and Dual-phase Contrast Enhanced Magnetic 
Resonance Angiography (CE-MRA) both allow visualization of the peripheral arterial system with 
good and comparable results and are considered the golden standards for the subtraction 
angiography (SA) [138]. However, SA based on multi-detector Computed Tomography 
(CT/MDCT) proved more accurate in spatial areas of vessel calcifications and mural thickness. 
Since it provides short examination time and good financial accessibility, it is generally used for 
the examination of lower legs [139], [140] in spite of the radiation dose to the patient that is 
considered reasonable. The sensitivity and specificity of masking of bones via the alternative dual-
energy CT (DE-CT) is generally better than the classical CT subtraction angiography (CTSA) 
[141]. However, DE-CT has a low signal to noise ratio, which results in lower image quality, 
lower accuracy of thin blood vessel extraction and worse reproducibility than the CTSA.  
 
3.2 IMAGE DATASET 
The dataset consisted of image data of 78 patients with significant calcifications and occlusions 
in the area of lower legs. The mean age was 66.1 ± 10.7 years (range 44-89), where 55 patients 
were men (mean age of 62.9 ± 7.4 years; range 48-79 years) and 23 women (mean age of 73.7 ± 
 43 
 
12.9 years; range 44-89 years). The CTSA input data of each patient was acquired by low dose CT 
in one native and one post-contrast acquisition, providing two image datasets each consisting of 
different number (1200 to 2600) of 2D CT standard DICOM® files containing slices with the 
resolution of 512 × 512px.  
Two Philips Brilliance scanners with 64-channel multi-detector row (46 patients) and 40-
channel multi-detector row (32 patients) were used for the data collection. All 78 patients were 
scanned with the following protocol setup: slice thickness 0.9, space between slices 0.45 mm, 
pitch 0.82, rotation time 0.5s. The voltage setting was 120kV for both native and CE scans. The 
tube current and CTDI values were 112.78 ± 73.64 mA and 4.55 ± 3.28 mGy for native scan 
respectively and 341.71 ± 98.74 mAs and CTDI=16.24 ± 2.69 mGy for CE scans respectively. 
There were 50 patients in our dataset scanned with the same B/B reconstruction filter in both 
native and contrast-enhanced acquisitions and 28 patients with the filter combination of A/A and 
A/B (A=soft, B = hard). The pixel spacing (mean 0.735 ± 0.125, range 0.580-0.977) was identical 
in both CT scans for 54 patients and different for 34 patients, for which the native images (mean 
0.840 ± 0.101, range 0.684-0.971) were linearly interpolated to the pixel spacing (mean 0.884 ± 
0.085, range 0.705 – 0.977) of CE image. Nineteen couples of native and corresponding CE 
images were in significantly different mutual positions (≥15px);  
Metal artifact was present in four patients (two in the knee region and two in the ankle region). 
Fractures and other various abnormalities were present in four patients. Two patients had one 
lower leg partly amputated. All patients were included in the evaluation. 
 
3.3 THE PROPOSED FRAMEWORK 
Since the arterial system in lower legs may be affected by large calcifications and even 
fractures, tracking methods usually fail for unhealthy subjects. Therefore, the proposed CTSA 
framework is based on the approach masking bones with the use of an advanced registration 
strategy. As mentioned in the introduction the motion between both CTSA acquisitions of lower 
legs may be very complex due to the muscle tension, ankle joints and the number of bones in this 
area of lower extremity. To compensate for the motion between the native and CE images, some 
prior knowledge has to be utilized, as follows:  
(i) all bones are basically individual rigid objects each allowing only shift and rotation,  
(ii) muscles and fat tissues are flexible and always deformed locally,  
(iii) the factual bone shapes in the images, however, may be distorted by slight subject’s 
movements during each of the CT acquisitions (helical scans) and thus may partly 
violate the rigidity assumption (i). 
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Considering these facts, application of proper preprocessing and effective registration 
algorithms combining rigid and non-rigid spatial transforms is necessary. The presented CTSA 
framework is described in the successive parts as it corresponds to the chain of processing 








The 3D image dataset for each patient usually consists of different numbers of 2D native and 
CE image slices (~1400 and ~2300, respectively) saved as DICOM® files. In the initial step, these 
2D slices are converted into corresponding 3D images called the native image and the CE image in 
the following text. Vice versa, the final resulting 3D subtraction image is converted back into the 
set of standard 2D DICOM® files and saved with the meta-information of the original CE 
DICOM® file for the 3D visualization on EBW.  
The following multistep preprocessing is essential for the subsequent precise motion correction 
between the native and the CE images. For each subject, the preprocessing includes the following 
steps:  
 
3.3.1 Definition of corresponding lower leg sections 
The whole volume of the CE image that would not – together with auxiliary fields – fit into the 
working memory of the considered workstations is split in axial direction, resulting in a number of 

























3.3.2 Masking of redundant objects and identification of legs 
The regions of interest for the following registration process are patients’ lower legs. Other 
structures such as patient’s table, patient’s cover, etc., have to be masked, see Chyba! Nenalezen 











Various muscle tensions in individual lower legs may cause their movements in different 
directions. Therefore, individual legs have to be appropriately identified and mutually pre-aligned.  
 
In order to prevent mutual connections of lower legs in the examined area, there is an artificial 
barrier put usually between knees (Chyba! Nenalezen zdroj odkazů.). However, mutual 
connections of legs in the image dataset were found also in the regions of calves, see Chyba! 
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Nenalezen zdroj odkazů.. Since one leg may be amputated and a part of the patient’s table may 
remain after initial masking of redundant objects, several cases may occur in individual sections of 
legs: 
(1) If there are three and more objects identified in single image section, one or two of these 
objects represent legs. Other identified objects represent the patient’s table.  
(2) If there are two objects identified in a single image section, these two objects represent 
either two legs, or one leg and the patient table, or two mutually connected legs and the 
patient table. 
(3) If there is one object identified in a single section, this object represents either one leg, or 




















































Differing subject-specific CT intensities in joints and varying shapes of cartilages as well as the 
partial volume artifact in blood vessels adjacent to neighboring bones may slightly complicate the 




































































































3.4 ANALYSIS OF EXTRACTED BLOOD VESSEL TREES 
The previously proposed methods were evaluated primarily with respect to the masking of 
bones. However, also other criteria have to be considered for the complete and medically relevant 
evaluation of CTSA methods. For this purpose, the reliability of the proposed framework with the 
two alternative registration cores is assessed for precise masking of bones and calcifications, and – 
on the other hand – for the capability to simultaneously preserve continuous main arteries even in 
vicinity of bones and visualize thin blood vessels.  
 
Masking of bones 
Masking of bones is essential for the visualization and evaluation of the main arteries and thin 
blood vessels. The efficiency of removing bones from the CE image is visually categorized into 
five groups as suggested by Lee et al. [135], and considered the first evaluated criterion: 
C I. – all bones were removed, 
C II. – faint visualization of the bony outline without any interference of image interpretation,  
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C III. – moderate bony residues without significant interference of image interpretation,  
C IV. – moderate bony residues that significantly interfere with image interpretation,  
C V. – large bony residues that completely mask overlaying arteries. 
 
Fig. 5.  Categories representing the degree of bone masking in the ankle region (MIP)  
Masking of calcifications 
Vessel wall calcification may completely obscure the vascular flow channel and may lead to an 
overestimation of a vascular stenosis or suggest a spurious occlusion [136]. In general, the 
presence of vessel calcifications reduces diagnostic performance of CT. Therefore, the second 
proposed criterion evaluates the masking of calcifications in each of the anatomical ROIs by a 
visual assessment and classification into categories: 
C I. (95% ≤ N < 100%),  
C II. (75% ≤ N < 95%),  
C III. (40% ≤ N < 75%),  
C IV. (25% ≤ N < 40%), 
C V. (0% < N < 25%),  
where N is the percentage of successfully removed calcifications. The regions with bones 
residues representing categories C IV. and C V. (Fig. 5) are excluded from this evaluation due to 
their low recognizability. 
 
The ability to preserve main arteries 
The popliteal, anterior Tibial (ATA), posterior Tibial (ATP) and peroneal (Afib) arteries are 
considered the main arteries in lower legs. The ability to preserve these arteries as continuous is 
highly dependent on precise masking of neighboring bones and is crucial for correct diagnosis. 
Due to the partial volume artifact occurring in locations where arteries and bones are in a close 
contact, preserving of the main arteries may fail if bone masking is based only on segmentation, 
rigid alignment or non-rigid warping. Results of all three methods are compared in 3D mode by 
successive measurements of missing arterial segments according to the subtraction image 
containing the maximum of visible arteries, Fig. 6. The Line tool integrated in AVA package 
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allowing successive manual tracking is used for this purpose. Due to not clearly recognizable end 
of the ATA, ATP and Afib, their dorsal parts are included in the measurement as well as their 
hypertrophies. 
 
Fig. 6. The evaluation of missing arterial segments  
The visibility of thin blood vessels 
Thin blood vessels (of the 1st to 3rd sub-branch classes) in lower legs complement the complex 
overview of possible alternative supplying arterial system in areas with significant calcifications 
and occlusions. Due to highly contrasted bones, calcifications and significantly less injected 
contrast media in thin blood vessels than in the main arteries, their visibility in CE images is 
basically very low. Precise registration of all structures in the native and CE images including 
deformable muscles may, however, help to enhance their visibility. Thin blood vessels are 
evaluated visually in the result visualization in 360° of different views up to the third level of sub-
branches relatively as follows: For each individual patient and region, the method with the best 
visibility of thin blood vessels is found (and set to 100%), and the other methods are 
proportionally compared to it. Areas without thin blood vessels in all subtractions are excluded 
from the statistical evaluation. 
The criteria are evaluated in four medically recommended anatomical regions of interest (ROIs) 
– Knee, Fibula-Tibia, Ankle and Metatarsal bones. Examples of volume rendering of data, MIP 




Fig. 7. Approximate regions for the evaluation of results  
 
So far, none of the authors compared their proposed methods with any commercial software. 
Since such comparison is considered valuable for clinical experts, subtraction images provided by 
the proposed framework were compared with commercial software AVA regarding all the criteria. 
Cohen’s kappa coefficient (κ) with its standard error (SE) is calculated for the bone masking 
and the calcification masking criteria. Pearson´s correlation coefficient (r) as defined in (51) was 
used for the assessment of agreement on the evaluation of visibility of thin blood vessels and on 
the preserving of main arteries criterion. 
 
3.5 EXPERIMENTAL RESULTS 
Each subtraction of all three methods was visualized on the Philips extended BrillianceTM 
Workspace version 4.0.2 (Philips Medical System Nederland B.V.) by maximum intensity 
projection (MIP) and volume rendering. A group of two experienced technical observers and a 
group of two medical specialists independently evaluated each of the four regions for each patient 
according to the four criteria.   
 
Masking of bones 
There were 151 knee regions, 155 Fibula-Tibia and Ankle regions, and 153 Metatarsal bones 
regions evaluated in the patient dataset for the masking of bones. The assessment of analyzed 
subtractions has shown that both registration based approaches (ICRA and RCA) were able to 
remove bones significantly better than AVA in areas where arteries were adjacent to their 
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neighboring bones. In such areas, AVA either left some bone residua rather than removing 
adjacent arteries or removed bones completely together with their adjacent arterial sections.  
 
Category (C) 
Knee (mean [%]) Fibula  – Tibia (mean [%]) Ankle (mean [%]) Metatarsal bones (mean [%]) 
AVA ICRA RCA AVA ICRA RCA AVA ICRA RCA AVA ICRA RCA 
C I. 43,7 98,0 99,3 60,0 87,1 98,1 67,7 96,1 99,4 54,2 85,0 99,3 
C II. 41,1 1,3 0,7 18,7 11,0 1,9 21,3 1,9 0,6 32,7 7,2 0,7 
C III. 9,3 0,7 0,0 18,1 0,6 0,0 4,5 0,0 0,0 5,2 3,9 0,0 
C IV. 4,0 0,0 0,0 1,3 1,3 0,0 1,9 1,9 0,0 3,9 2,0 0,0 
C V. 2,0 0,0 0,0 1,9 0,0 0,0 4,5 0,0 0,0 3,9 2,0 0,0 
Number of regions 151 155 155 153 
Table 1. Masking of bones  
The bone segments remaining in the subtractions and partly covering arteries were measured in 
order to quantitatively represent the categories II, III and IV. The measured lengths were: 17.92 
mm ± 9.25 mm in the category II, 30.28 mm ± 17.40 mm in the category III and 78.20 mm ± 68.71 
mm in the category IV. The inter-observer agreement represented by κ was 0.74 (SE = 0.012) in 
this criterion for the two observer groups.  
 
Masking of calcifications 
Calcifications were found in totally 100 knee regions, 134 Fibula-Tibia, 47 Ankle regions, and 
15 Metatarsal bones regions in the patient dataset. 
 
Category (C) 
Knee (mean [%]) Fibula  – Tibia (mean [%]) Ankle (mean [%]) Metatarsal bones (mean [%]) 
AVA ICRA RCA AVA ICRA RCA AVA ICRA RCA AVA ICRA RCA 
C I. 79,0 87,0 97,0 29,9 67,2 89,6 21,3 93,6 97,9 53,3 100,0 93,3 
C II.  8,0 8,0 1,0 25,4 29,1 10,4 14,9 2,1 0,0 13,3 0,0 0,0 
C III.  5,0 2,0 1,0 17,9 3,0 0,0 17,0 4,3 2,1 6,7 0,0 0,0 
C IV. 3,0 2,0 0,0 11,9 0,7 0,0 23,4 0,0 0,0 20,0 0,0 0,0 
C V.  5,0 1,0 1,0 14,9 0,0 0,0 23,4 0,0 0,0 6,7 0,0 6,7 
Number of regions 100 134 47 15 
Table 2. The masking of calcifications 
Regarding this criterion, there were found differences between RCA, ICRA and AVA in the 
evaluated regions. According to the visual assessment and the defined categories, RCA was able to 
reliably remove calcifications that became part of arteries and preserve lumens where 
calcifications surrounded arteries. As shown on Fig. 8 and Fig. 9, automated evaluation of the 
reliability in masking calcifications may be very difficult in some cases. Navigating from the left 
side – both figures show axial slice in native image, corresponding slice in the CE image, a 




Fig. 8. High-intensity calcification on the side of an artery; see detailed description in text above  
 
Fig. 9. Low-intensity calcification surrounding artery; see detailed description in text above  
The inter-observer agreement represented by κ was estimated 0.68 (SE = 0.007) for the two 
observer groups regarding this criterion. 
 
The ability to preserve the main arteries 
With respect to the criterion concerning the ability to preserve the main arteries, RCA and 
ICRA did not remove the main arteries in any region, even in a complicated case (Fig. 10). AVA 
falsely removed sections of main arteries with the statistical distribution 179.45±151.14mm in 62 
patients. Maximal length of removed segments within one patient including both lower legs was 
even 873,1mm. AVA falsely removed arteries mainly in the Fibula-Tibia region and the region of 
metatarsal bones, where arteries were adjacent to their neighboring bones. ICRA and RCA didn’t 
falsely remove any arterial section adjacent to their neighboring bones even in the distal area 
including the ankle metatarsal bones. From the total length of arteries removed by AVA, the 
Poplietal artery was removed in 1.3%, the Anterior tibial artery in 74.8%, the Posterior tibial artery 
in 20.4% and the Peroneal artery in 3.5%. 
 
Fig. 10. Two series of final subtractions: AVA, ICRA, and RCA, respectively 
Some of the main arteries were originally missing or not recognizable due to their significant 
degree of calcifications and some of these sections were substituted by a complicated thin vessel 
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tree supplying blood to their distal regions. These sections were not included in measurements and 
statistical evaluation regarding this criterion but in the evaluation of the thin blood vessel 
visibility. The inter-observer agreement represented by r was 0.91 in this criterion for the two 
observer groups. 
 
The visibility of thin blood vessels 
Regarding the criterion of thin blood vessel visibility, both ICRA and RCA methods showed 
comparable and better results than AVA, see Fig. 11 (AVA, ICRA and RCA subtractions, 
respectively) and Table 3. The mean ± STD values in the Table 3 show average visibility of thin 
blood vessels in each region. Both RCA and ICRA methods allowed visualization of even 
especially small vessels of diameters around 1 mm. The differences between AVA and both ICRA 
and RCA based methods were most obvious in the regions of ankle and metatarsal bones. The 
inter-observer variability represented by r was 0.86 in this criterion for the two observer groups. 
 
ROI 
 AVA ICRA RCA 
mean ± STD [%] mean ± STD [%] mean ± STD [%] 
Knee 77,1 ± 30,6 96,8 ± 17,1 99,0 ± 4,0 
Fibula - Tibia 71,1 ± 30,7 96,4 ± 17,1 98,6 ± 5,3 
Ankle 46,4 ± 36,2 95,9 ± 19,9 98,7 ± 10,4 
Metatarsal bones 45,7 ± 35,6 88,6 ± 31,0 98,9 ± 10,6 
Table 3. The evaluation of thin blood vessels visibility 
 
 
Fig. 11. The visibility of thin blood vessels (MIP): AVA, ICRA, and RCA, respectively 
 
3.6 IMPLEMENTATION ASPECTS 
All processing blocks except RCA registration core were implemented in MATLAB 
environment.  RCA algorithm was used as implemented under the BSD license in Elastix - a 
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toolbox for rigid and non-rigid registration of images [101], appropriately configured and linked to 
the main program. Parallelized version of the program was run on a workstation with Intel i7 CPU 
running at 2.80 GHz, having 8GB of RAM. AVA bone masking process took around 6 minutes for 
each subject. The computation times of RCA and ICRA methods using 8 CPU threads were 
approximately 10-15 minutes and 50 minutes per subject, respectively. The longer processing time 
of ICRA core was obviously caused by not fully optimized implementation in Matlab.  
 
3.7 DISCUSSION 
The development in CT subtraction angiography of lower legs during last few years was 
focused on more accurate spatial transform model, and lower computational time demands for 
applications in clinical practice. There have been various methods proposed for the CTSA of lower 
legs. When summarizing the most important recent results, the method proposed by Raman et al. 
[132] was not sufficient in masking of calcifications and for detection of small vessels. The 
method proposed by Maksimov et al. [133] provided robust results as published. However, it 
showed shortcomings where arteries were close to bones. Due to the accuracy limitations of the 
used rigid registration, calcifications caused either interruption of arteries or stayed as a part of the 
subtraction image. Therefore, the authors recommended solving these issues with a better non-
rigid matching strategy and object-specific segmentation. Lee et al. [135] proposed a subtraction 
method based on multi-segment rigid registration of lower legs. This method was considered 
sufficient in most regions. However, authors suggested implementation of more sophisticated 
registration model and focusing on each bone separately. The registration-based strategy for the 
extraction of blood vessel tree in lower legs with registration cores implemented as alternatives 
was able to overcome all these shortcomings published in the previous papers. As there is no 
significant difference in signal intensities of CE arteries and some calcifications in lower legs, the 
spatial deformation of calcifications and their alignment into CE arteries is theoretically possible. 
RCA applied the regularization of the deformation of all rigid objects, hence, also in the areas of 
calcifications. This fact excluded any shape modification of calcifications considered rigid and 
thus any deformation into their adjacent arteries. Assessing the overall efficiency, both registration 
cores implemented as alternatives within the proposed CTSA strategy were successfully compared 
to a commercial standard that was clearly inferior on average. As presented on Fig. 7, with proper 
pre-processing of the CTA data, our approach was successfuly applied to complicated cases such 
as fractures and other distortions of lower legs as well. 
Fully automatic processing of various CTA data of lower legs is very important with respect to 
saving the human effort, providing that the computational time requirements are reasonable. 
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However, each patient is specific regarding his/her anatomy. Straka et al. [134] proposed a 
technique relying on manual definition of the landmark points for the registration, which could not 
be efficiently used in daily routine due to the necessity of a human operator involvement. The 
framework described in this paper is fully automated and the total computational demands for a 
single patient are already presently well acceptable when utilizing RCA core (10-15 min). 
However, additional optimization of the current code may lead to further shortening of the 
processing time to 5-7min to be even more clinically useful. This is expected to be achievable by 
implementing also the pre-processing part into the C++ code.  
The previously published methods were evaluated primarily with respect to the masking of 
bones. However, also other criteria, as treated above, have to be considered for the complete 
medically relevant evaluation of the newly proposed CTSA strategies. For this purpose, new 
complex evaluation scheme consisting of the four different criteria was defined.  
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4  DETECTION OF PATHOLOGICAL CHANGES IN HUMAN 
VERTEBRAL COLUMN 
 
4.1 INTRODUCTION AND STATE OF THE ART 
Various pathologies and degenerative changes such as fractures, osteoporosis, neoplasms etc., 
may occur in human vertebral column due to aging or some disease [148]. With increasingly older 
populations, the incidence of spinal tumors (neoplasms) has rapidly increased and vertebral 
column became the most common site for bony metastases in patients with systemic malignancy 
[149]. Over 70% of patients examined for cancer have spinal metastases, and 10% of cancer 
patients develop metastatic cord compression [150]. Once cancer spreads to the bones or to other 
sites in the body, it is rarely  curable , but often it can still be treated to shrink, stop, or slow its 
growth [151].  
Several studies described the occurrence of various spinal tumors in vertebral column and its 
regions. Although the most symptomatic is usually the thoracic region (70%), metastases occur 
mostly in the lumbar region and the least in the cervical region (10%), [152]. Due to the arterial 
and venous pathway system in human body ensuring blood supply, spine is typically affected by 
metastasizing from specific organs [153–156]. Vertebral bodies are usually more affected by 
spinal metastases (80%) than the posterior segments (14%) and epidural space [157]. Furthermore, 
several studies correlated specific spinal tumors with the anatomical regions of single vertebrae 
[157–161].  
In order to help clinicians to decide on optimal treatment strategy, various prognostic score 
systems were introduced [162–166]. The main parameters providing also the prognosis of patient’s 
survival are: the rate of growth of the primary tumor, number of extra-spinal bone metastases, 
number of bone metastases and visceral metastases, the anatomy of vertebra and the anatomical 
staging of primary bone tumors. Considering the above mentioned facts, segmentation of 
individual vertebrae and detection of their pathologic changes is essential for evaluation of 
patient’s health, and for any decision on possible treatment. Manual segmentation requires very 
extensive and time-consuming interaction of clinical operator. Automated identification, 
segmentation and analysis of individual vertebrae may shorten the processing time necessary for 
detection of pathologic changes, evaluation of their progression, and perhaps leading to their 
automated classification and analysis of their origin.  
There were several approaches proposed for the identification and segmentation of individual 
vertebrae in CT images. They were based either on manually placed landmarks [167] [168], on 
affine and demon registration of their atlases [169], [170], application of level sets [169], [171], or 
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on constrained adaptation of triangulated vertebra surface models [172]. Among these, the 
automated framework proposed by Klinder et al. [172] may be considered the current state of the 
art for identification, classification, and segmentation of individual vertebrae. The main succesive 
processing steps within this framework were: (1) identification of spine canal and its extraction 
based on adaptation of small tube-shaped segments, (2) curved planar reformation and detection of 
individual vertebrae using generalized Hough transform models of all vertebra, (3) identification 
of vertebrae based on their average intensity models and rigid registration of these appearance 
models, and (4) adaptation of triangulated shape models of individual vertebrae to the original 
image utilizing two energy terms – external force attracting the mesh triangles to image features 
and internal constraint preserving the model shape. Because of possible local variability of 
individual vertebrae among patients and due to various pathologies that may have an impact on the 
anatomy of vertebrae, reliable identification and segmentation of vertebrae is still very 
challenging.  
Detection of osteoblastic and osteolystic lesions in vertebral bodies based on segmentation of 
vertebral bodies of vertebrae Th4 – L5, extraction of their trabecular centers (spongious bone), and 
on evaluation of their intensity distribution was introduced by Hardisty [169], Whyne [174] and 
Wu [173]. Since various pathologies may occur also in posterior segments, i.e. spinous and 
articular processes, their appropriate segmentation is required as well. Due to different distribution 
of intensities in posterior segments and vertebral bodies (e.g. thickness of their cortical shells), 
detection and evaluation of pathologic changes in vertebrae has to account for the anatomy of 
individual vertebrae. Therefore, also the main vertebral regions [169] – body and posterior 
segments – should be automatically identified. 
In this thesis, a framework for segmentation of individual vertebrae and their main regions is 
proposed with particular focus on pathologically affected vertebrae. The following phase of 
analysis – the detection of metastatic lesions in individual vertebrae complementing the proposed 
framework is in^troduced in the doctoral thesis of Milos Malinsky. 
 
Imaging modalities 
Multidetector Computed tomography (MDCT) and magnetic resonance imaging (MRI) are 
considered modern imaging techniques for the examination of vertebral column and for the 
detection of spinal tumors [175]. Although contrast-enhanced MRI of the entire spinal axis is the 
current standard for the diagnosis and evaluation of spinal column metastases, and it is the first 
choice for the detection of the spinal cord and nerve fibers compressions, it is the second choice to 
MDCT as the surgical planning concerns. MDCT provides detailed overview on vertebrae 
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anatomy and on the stability and skeletal integrity of the whole vertebral column. MDCT can 
detect early trabecular destructions and has been found to be more accurate than MR regarding the 
detection of myeloma involvement in the spine [176]. Other imaging modalities used for the 
detection of neoplasms are radionuclide bone scan (BS), SPECT, and PET. BS does not accurately 
distinguish between pathologic and non-pathologic fractures generally. Moreover, almost 50% of 
BS results are false-negative for bone metastases. SPECT and PET are usually not a part of the 
standard evaluation because of their limited availability and resources [177]. 
 
Vertebral column 
Human vertebral column (lat. columna vertebralis) is typically constructed of 24 articulating 
vertebrae: seven cervical (C1-C7), twelve thoracic (Th1-Th12), five lumbar (L1-L5), and nine to 
ten vertebrae fused into sacrum and coccyx.  
 
Fig. 12. Whole vertebral column – the 2D sagittal plane  
Each vertebra consists of a compact bone (cortical shell) and a spongious bone (trabecular 
center), which may be modified or damaged due to various pathologies. 
 
Fig. 13. From left to right: healthy vertebra (cortical shell - red arrow, trabecular center – green arrow),  
significant sclerotic lesion, significant lytic lesion affecting cortical shell and trabecular center  
As described in [178], cervical, thoracic and lumbar vertebrae consist of: 
 
1) Vertebral body (lat. Corpus vertebrae) 
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2) Arch of vertebra (lat. Arcus vertebrae) - including two laminas (lat. Lamina arcus vertebrae) 
and two pedicles (lat. Pediculus arcus vertebrae) 
3) Processes (spinous, transverse, etc.) 




















1 – spinous process (proc. spinosus), 2 – arch of vertebra (arcus vertebrae), 3 – transverse process (proc. 
transversus), 4 – vertebral body (corpus vertebrae), 5 – anterior tubercle (tub. anterius), 6 – (sulcus nervi 
spinalis), 7 – posterior tubercle (tub. posterius), 8 – foramen transversarium (for. proc. transversi), 9 – superior 
articular facet (proc. articularis sup.), 10 – vertebral foramen (foramen vertebrale), 11 – inferior vertebral notch 



















1 – spinous  process (processus spinosus), 2 – arch of vertebra (arcus vertebrae), 3 – vertebral body (corpus 
vertebrae), 4 – superior costal facet (fovea costalis sup.), 5 – superior articular process (proc. articularis sup.), 6 
– transverse costal facet (fovea costalis proc.transv.), 7 – vertebral foramen (foramen vertebrale), 8 – superior 
vertebral notch (incisura vertebralis sup.), 9 – inferior vertebral notch (incisura vertebralis inf.), 10 – inferior 



















1 – spinous process (proc. spinosus), 2 – mamillary process (proc. mamillaris), 3 – Accessory process (proc. 
accessories), 4 –  transverse process (proc. costarius) , 5 – arch of vertebra (arcus vertebrae), 6 – vertebral body 
(corpus vertebrae), 7 – vertebral foramen (foramen vertebrale), 8 – superior articular process (proc. articularis 
sup.), 9 – inferior vertebral notch (incisura vertebralis inf.), 10 – inferior (fac. articularis inf.), 11 – superior 
vertebral notch (incisura vertebralis sup.) 





Tumor (neoplasm) is a solid or fluid-filled cancerous (malignant) or noncancerous (benign) 
abnormal growth (lesion) of neoplastic cells that may develop also within or near the spinal cord 
or vertebrae. Spinal tumors can be categorized according to the following criteria:  
 
The origin within whole body 
 Primary – from spine, significantly less (5%) than secondary tumors (95%), however affecting 
the adult as well as the pediatric group. Benign, locally aggressive, or malignant [179]. 
 Secondary (metastatic) – from different part of body than spine (lung, breast, prostate, etc.) and 
utilizing metastasizing process (considered malignant). Prostate, breast, lung, kidney, bladder 
and thyroid cancers are responsible for more than 80% of skeletal metastases [180]. The 
survival rate at five years in metastatic tumors treated from 1996 to 2002 was of 56% in 
thyroid cancer, 33% in prostate cancer, 26% in breast cancer, 10% in renal cancer and 2% in 
lung cancer [181]. 
 
The ability to spread to other tissue  
 Benign - invading only normal bone tissue, thus classified as not cancerous 
 Malignant - with the ability to spread from normal bone tissue, thus classified cancerous 
 
The neoplasm’s location and histology within a vertebra  
 Intramedullary – arise from the spinal cord, approximately 25% of all spine tumors; 90% to 
95% of them are malignant; Typical members of this group are Ependymoma, Ganglioglioma, 
Astrocytoma, Hemangioblastoma, Lymphoma, and Rare tumors – such as lipoma, 
glioblastoma multiforme, primitive neuroectodermal tumor (PNET), melanoma and germ cell 
tumors. 
 Intradural/Extramedullary - that do not originate from the spinal cord but the sack surrounding 
the cord and nerve fibers; Typical members of this group are Nerve sheath tumors, 
Meningioma, Paragangliomas, Developmental lesions (lipoma and dermoid/epidermoid cysts) 
 Extradural - the most frequent of the spinal tumors (50-55%); They typically arise from the 
osseous spine, intervertebral disk or adjacent soft tissue. They are either primary (5%) or 
secondary (95%) [159]. Among benign tumors belong Hemangioma, Osteoid osteoma, 
osteoblastoma, Aneurysmal bone cysts, Giant cell tumors (GCTs) and Osteochondroma. 
Typical malignant tumors are Chordomas, Chondrosarcoma, Osteosarcoma, and Ewing 
Sarcoma/PNET. [175]  
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The type of lesions 
The process of bone remodeling driven by osteoclasts and osteoblasts is balanced in healthy 
vertebrae. A misbalanced activity of these bone cells may lead to the development of the following 
lesion types: 
 
 Osteolytic – the activity of osteoclasts is heightened whereas the activity of osteoblasts is 
reduced; this causes the destruction of normal bone tissue and results in low bone density. 
 Osteoblastic – osteoblast’s activity is higher than the activity of osteoclasts; this results in areas 
of high bone density, 
 Heterogeneous – both osteoblastic and osteolytic types of lesions. 
 
The mechanisms of osteolytic and osteoblastic metastases as well as the role of bone 
microenvironment are described in detail in [182], [183] and [184]. 
 
4.2 EXPERIMENTAL IMAGE DATASET 
Total 17 image CT scans were acquired using Philips Brilliance CT scanner with 256-channel 
multi-detector row at the Istituto Scientifico Romagnolo per lo Studio e la Cura dei Tumori 
(I.R.S.T.) S.r.l., Meldola, Italy. The following setup was used for all the image acquisitions: slice 
thickness 0.67 mm, spacing between slices 0.335 mm, accelerating voltage 140kV, and exposure 
400 mAs. Two image scans in the experimental image dataset were acquired with pixel spacing 
0.5 mm and X-ray tube current 281 mA, whereas 15 image scans were acquired with pixel spacing 
0.651 mm and X-ray tube current 232 mA. Contrast agent was present in seven image scans. 
Depending on the number of investigated vertebrae, individual 3D CT image scans consisted of 
approximately 890 to 2200 standard 2D DICOM® files containing image data with the resolution 
of 768 × 768px. Three men (65-73 years) and seven women (60-77 years) were identified in the 
image dataset; the information about patient age and sex was anonymized in seven image scans. 
The numbers of individual vertebrae in the experimental dataset are in Table 5 below. 
 
Vertebra C2 C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 Th12 L1 L2 L3 L4 
Total 10 10 10 10 12 14 16 17 17 17 17 17 17 17 17 17 17 17 17 15 15 15 




4.3 BRIEF OVERVIEW OF THE USED SEGMENTATION 
METHODOLOGY 
Since the framework proposed in this chapter consists of several successive processing steps,  
a brief processing workflow of the segmentation algorithm is introduced. The segmentation 
approach proposed here utilizes a-priori models 
MODEL
iV  of individual vertebrae. These vertebrae 
models (as defined in chapter 4.4) are then succesively registered to concrete vertebral column 
sections (
ROI
iVC ) extracted from the whole vertebral column. The processing workflow of the 
proposed framework consists of the following main processing blocks (see also Chyba! 






























































4.4 DEFINITION OF VERTEBRA MODELS 
Compact bone in normal vertebrae visibly differentiates the cortical shell of vertebrae from the 
soft tissue surrounding them. In pathologic vertebrae, the compact bone as well as trabecular bone 
may be significantly damaged due to the abnormal growth of osteolytic lesions leading to a certain 
level of disruption of vertebrae. Abnormal activity of osteoblastic cells may have significant 
















































































































4.5 SEGMENTATION OF INDIVIDUAL VERTEBRAE 
In the present phase of the project, segmentation of individual vertebrae requires elementary 
user interaction. This interaction consists of initial identification of the region of patient’s vertebral 
column ROIVC  and of identification of centroids of vertebral bodies VB
iC  of the 
 I 1RO , ,... .i i NV V VC V  In both cases, simple pointing to the respective areas is required. All 
further processing steps of the segmentation of individual vertebrae are fully automated. The 
segmentation of individual vertebrae is based on rigid and locally formulated flexible B-spline 
registrations. In order to properly segment thoracic vertebrae, also the segmentation of individual 
ribs is employed in the framework. The whole process optimized for multi-core CPUs is described 




































































































































































































































































































































4.6 EVALUATION CRITERIA OF SEGMENTATION RESULTS 
The approach for segmentation of vertebrae proposed in this chapter is highly dependent on two 
main assumptions about any individual vertebrae – the average shape and approximate intensity 
distribution in this type of vertebrae when healthy. Significant number of the analyzed vertebrae 
present in this study is affected by various pathologies. In fact, there is no single patient without 
pathologic lesions in the tested dataset. Since some pathologic lesions may significantly influence 
the compactness of cortical shells and the intensity distribution of individual vertebrae, the 
analysis of segmentation results should account for this. Also, the evaluation of segmentation 
results should take into account the main vertebral regions separately. Therefore, the dataset 





H  – healthy vertebrae without visible pathologic regions,  
P1 – pathologic regions not significantly affecting the shape of the inspected region, 

















































































4.7 EXPERIMENTAL RESULTS  
 
Analysis of the dataset 
Pathologies found in posterior segments of vertebrae do not significantly affect the compactness 
of this region. This is probably a consequence of the thickness of the cortical shell (represented by 
compact bone) in this region and the pathways of the blood supply in vertebrae. Posterior 
segments (NPS = 147) are less affected by pathologies than vertebral bodies (NVB = 266) of the 
vertebrae in the tested dataset. The number of pathologically affected vertebrae (NP = 273) in the 
dataset is significantly higher that the number of healthy vertebrae (NH = 58). In the dataset, there 
were NP2 = 75 vertebrae, whose compactness of their anatomy was significantly affected by 
pathology. 
 
Vertebra C2 C3 C4 C5 C6 C7 Th1 Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9 Th10 Th11 Th12 L1 L2 L3 L4 
H - VB 5 3 5 5 2 4 6 3 6 3 3 0 4 3 1 2 3 4 1 1 1 0 
H - PS 9 9 10 9 7 8 9 12 7 7 7 5 9 12 7 7 6 9 11 8 7 9 
P1 – VB  5 5 5 5 9 9 10 14 8 11 9 10 9 7 10 8 9 9 12 9 8 10 
P2 – VB 0 2 0 0 1 1 0 0 3 3 5 7 4 7 6 7 5 4 4 5 6 5 
P1 – PS 1 1 0 1 5 6 7 5 10 10 10 12 8 5 10 10 11 8 6 7 8 6 
Table 5. Individual vertebrae in the tested dataset , P1-P2 represents the degree of pathology in ver tebrae and their 
























































































































The results of segmentation of various pathologic vertebrae can be seen in appendix 0. 
 
4.8 DISCUSSION 
The main aim of the segmentation of individual vertebrae is to provide uniquely identified 
regions of vertebral columns suitable for further detection of pathologies. Since the shape of, and 
intensity distribution in, pathologically affected vertebrae may be significantly different from those 
of healthy vertebrae (Fig. 13), the segmentation of pathologic vertebrae, crucial for the success of 
the subsequent lesion detection, is very challenging.  
Since the processing chains addressed in these papers were limited only to specific data or 
region, the framework for automated identification, classification and segmentation of individual 
vertebrae based on adaptation of triangulated mesh models as proposed by Klinder et al. [172] can 



























































































5  CONCLUSION 
This dissertation thesis was aimed at the development of clinically applicable methodologies 
based on utilizing modern approaches, suitably chained and experimentally modified with respect 
to the specific problems and data properties, and finally combined in a routinely usable 
computational process basically applicable in clinical practice. The considerable part of this thesis 
was focused on preprocessing of medical image data (i.e. segmentation of regions of interest, 
initial and fine registration, subdividion of massive data for processing, etc.), their analysis,  
additional post-processing (e.g. fusion of results of different types of analyses, merging of partial 
volumes, etc.) and evaluation of results. Within this thesis, two practically oriented frameworks 
developed in a team were proposed: 
1. Registration-based framework for CT Angiography in lower legs, 
2. Framework for detection of pathologic changes in human vertebral column. 
In this thesis, the ideas and aspects primarily designed and treated by its author are presented. To 
obtain complete picture of the projects, the information might be complemented by the thesis of 
the other team member, M.Malinsky  
 
Registration-based framework for CT Angiography in lower legs 
A novel fully automated CTSA framework enabling better visibility of thin blood vessels, 
visibility of vessel sections being in close contact with bones, prevention of displaying 
interruptions of continuous vessels due to calcified vessel sections, and high efficiency of 
suppression of all non-contrasted tissues including bones has been designed and implemented. 
The main part of the registration-based framework for CT Angiography in lower legs presented 
in this thesis is focused on the initial steps of the algorithm, aimed at subdividion of massive data 
for processing, initial segmentation and identification of bones, initial alignment of lower legs 
corresponding in native and contrast enhance CT images, extraction of the vessel tree, and 
evaluation of their quality. In the framework, two different image registration cores, RCA and 
ICRA used for local spatial alignment of individual preprocessed sections of lower legs (see 
Chyba! Nenalezen zdroj odkazů.), were implemented as alternatives and the performance of 
both versions of the resulting software was tested on the image set consisting of CT image data of 
78 patients. These methods are presented in the doctoral thesis of M. Malinsky. The commercial 
Advanced Vessel Analysis package (AVA) on the Extended Philips Brilliance Workspace (EBW) 
was considered an up-to-date reference method clinically used for the CTA of lower legs. Results 
of all the three tested methods were evaluated in cooperation with medical experts visually and 
further statistically with respect to the proposed criteria assessing the reliability of precisely 
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removing bones  
and calcifications, and the capability to simultaneously preserve main arteries and to visualize thin 
blood vessels.  
According to the experimental results and statistical evaluations, both RCA and ICRA 
registration cores produced mutually comparable results in extraction of blood vessel tree, and 
both showed significant improvement compared to the contemporary commercial AVA package 
with respect to all the tested criteria. The RCA registration core implemented in the framework has 
shown slightly better registration adaptability to the variability of the tested patients than ICRA, 
and has proven to be the most robust for the motion detection and most effective on average in all 
the evaluation criteria. The inter-observer variability in the evaluation phase has shown very good 
agreement among the two groups of evaluators regarding all the tested criteria thus confirming the 
reliability of the evaluation. According to the medical specialists, the proposed CTSA framework 
may be considered suitable for clinical use. 
 
Detection of pathologic changes in human vertebral column 
The main part of the semi-automated framework presented in this thesis is focused on the 
segmentation of healthy and pathologic vertebrae, allowing further analysis aimed at detection and 
evaluation of cancerous lesions in the spine (as presented in the doctoral thesis of M. Malinsky). 
The introduced approach for segmentation of individual vertebrae is based on twenty two differing 
models of human vertebrae (six cervical, twelve thoracic and four lumbar) and on combination of 
several processing steps requiring only minor initial user interaction. Moreover, the thoracic 
models were complemented with the models of their adjacent ribs, enabling more accurate local 
refinement of the segmentation of these vertebrae. 
In comparison with the recently published methods for segmentation of human spine [167–
169], [172], which primarily worked for standard (healthy) vertebrae, the method presented in this 
thesis allowed reliable segmentation also in frequent cases of vertebrae changed by the oncological 
processes, which is a crucial condition for the following detection of the lesions. Furthermore, the 
framework enabled identification of vertebral bodies and posterior segments in individual 
vertebrae, which may improve the detection of pathologies as well as their additional analysis and 
evaluation. The evaluation of the segmentation results of all types of the processed vertebrae was 
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A.1. SEGMENTATION OF PATHOLOGIC VERTEBRAE 
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