The Turing-Hopf type spatiotemporal patterns in a diffusive Holling-Tanner model with discrete time delay is considered. A global Turing bifurcation theorem for τ = 0 and a local Turing bifurcation theorem for τ > 0 are given by the method of eigenvalue analysis and prior estimation. Further considering the degenerated situation, the existence of Bogdanov-Takens bifurcation and Turing-Hopf bifurcation are obtained. The normal form method is used to study the explicit dynamics near the Turing-Hopf singularity, and we establish the existence of various self-organized spatiotemporal patterns, such as two nonconstant steady states (stripe patterns) coexist and two spatially inhomogeneous periodic solutions (spot patterns) coexist. Moreover, the Turing-Turing-Hopf type spatiotemporal patterns, that is a subharmonic phenomenon with two spatial wave numbers and one temporal frequency, are also found and theoretically explained, when there is another Turing bifurcation curve which is relatively closed to the studied one.
Introduction
The term pattern usually refers to a discernible regularity. Such as the spiral, tree, stripe, spot and the oscillations with spatial structure that have been observed in nature, chemical reaction and ecology could all be view as one types of spatiotemporal patterns, see [5; 11; 20; 25; 26] . One of the seminal works to study the pattern formation was given by Turing [35] in 1952, he demonstrated that a simple reactiondiffusion-activation-inhibition mechanism in early embryo could generate complex spatial patterns of the epidermis of animals. These patterns usually have the structure of strip or spot, and also commonly known as Turing patters. After that, various reaction diffusion systems, including chemical reaction models, predator-prey models and ecological models, are widely used to explain the formation of patterns, see [15; 18; 23; 29; 38] .
Study on spatiotemporal patterns of predator-prey system is conducive to understand the reasons of the spatial and temporal oscillation of species, see [7; 24; 30; 39; 40] . In this work, we revisit the classical Holling-Tanner models which was first proposed by May [21] . It incorporated the self-regulation of prey and a Holling type II functional response function of predator, and it is used to describe the real ecological systems such as mite and spider mite, lynx and hare, sparrow and sparrow hawk, etc., (see Tanner [34] and Wollkind et al. [36] ). Taking spatial dispersal into account within a fixed bounded domain Ω ∈ R n , after a scaling as in [2] , this system is rewritten as follows:
x ∈ Ω, t > 0,
u(x, 0) = u 0 (x), v(x, 0) = v 0 (x), x ∈ Ω.
(1.1)
Here u, v respectively, represent the species densities of the prey and predator, and all the parameters appearing in (1.1) are assumed to be positive. For more detailed biological implications of the model, please refer to [2; 13; 21] . This model has been investigated widely at the pattern formation, such as the Hopf bifurcation and Turing instability in [16] , the Turing and non-Turing patterns in [3] , the steady state bifurcation of simple and double eigenvalues in [19] , the degenerated Turing-Hopf bifurcation in [2] . In particular, Chang, L. et al [6] unveiled six types of patterns exist in (1.1) with a time delay in the negative feedback of the predator density by the numerical method and the eigenvalue analysis of the Turing and Hopf bifurcation. It is worth noting that the Turing-Hopf bifurcation can be considered as the simplest mechanism to form the patterns that are periodic oscillated in both spatial and temporal. Meanwhile, this interaction between Hopf bifurcation and Turing bifurcation can bring many interesting dynamics, such as the bistable structure and the space-time chaos. Much previous work has focus on Turing-Hopf bifurcations of reaction diffusion systems (see [4; 22; 30; 31; 33] ), but there are few related theoretical research for the time-delay systems to the best of our knowledge.
The normal form method [8] and centre manifold theorem [9; 17; 37] are the effective tools to study the bifurcation dynamics, see [28; 39] . The advantage here is that they can give a complete division to the parameter space according to the different dynamics of the original system. Meanwhile, the mathematical approximation of spatial or temporal patterns are clear by using this method, see [1; 8; 12; 14; 32] . In order to simplify the calculation of the normal form, Jiang et al. [1; 14] give a relevant formula for the delayed reaction diffusion system with a Turing-Hopf bifurcation singularity. This formula only involves some simple algebraic operations and can be applied to computer program.
Motived by the work of [2; 6] , we investigate the following delayed system in a one-dimensional spatial region Ω = (0, lπ):
x ∈ (0, lπ), t > 0, u x (0, t) = v x (0, t) = 0, u x (lπ, t) = v x (lπ, t) = 0, t > 0, u(x, t) = ϕ(x, t), v(x, t) = ψ(x, t), x ∈ (0, lπ), t ∈ [−τ, 0]
(1.2)
Different from the exiting work [6] , we will first establish the conditions for the existence of the Turing pattern, and then further consider the effect of the time delay on the Turing pattern. By applying the normal form method, the parameter region near the Turing-Hopf bifurcation is divided into several parts with different dynamics. Some interesting phenomena such as two non-constant steady state coexist and two spatially inhomogeneous periodic solutions coexist will be found. We will show that large delay may induce the oscillation of the Turing pattern. Of particular interest here, is the discovery of the Turing-Turing-Hopf type spatiotemporal patterns, that is a subharmonic phenomenon with two spatial wave numbers and one temporal frequency, which usually exist when there is another Turing bifurcation close to the studied one. We claim that the second Turing bifurcation would contribute a cosine function cos( n I l x) to affect the spatial distribution of the Turing-Hopf type patterns, but it have no impact on the division of the parameter plane. This paper is organized as follows. In Section 2, we devote to the bifurcation analysis of the Holling-Tanner system (1.2) with and without delay. The conditions for the existence of Turing, Bogdanov-Takens and Turing-Hopf bifurcation are given. In Section 3, the normal form near the Turing-Hopf critical point up to the third order are given by using the method present in [1] . Then in Section 4, by analyzing the normal forms, we show that the Holling-Tanner models exhibits various spatiotemporal patterns. Appropriate simulations are carried out to illustrate the theoretical results. Finally a brief conclusion completes the paper.
Stability and bifurcation analysis
First of all, we define the following real-value Hilbert space
and the corresponding complexification X C := {x 1 + ix 2 :
denote the phase space with the sup norm. We write ϕ t ∈ C τ for ϕ t (θ) = ϕ(t + θ), −τ ≤ θ ≤ 0.
It is easy to check that system (1.2) has a unique coexistence equilibrium point
Taking the transformation u → u + u 0 and v → v + u 0 in (1.2), we obtain an equivalent abstract equation in phase space C τ :
2)
function and given by
for ϕ = (ϕ 1 , ϕ 2 ) ∈ C τ , and satisfies F (r, τ, 0) = 0, D φ F (r, τ, 0) = 0. The corresponding characteristic equation of the linearized system of (2.1) is
for some y ∈ dom(∆)\{0}, which is equivalent to the sequence of characteristic equations
with n is identified as the wave number, and
Turing bifurcation and Bogdanov-Takens bifurcation
We, firstly, investigate the dynamics of (1.2) when τ = 0 and always assume that a > (b+1) 2 2(1−b) , if not, the constant steady state (u 0 , v 0 ) is locally asymptotically stable (see [2] ). Define
which satisfy T n (λ, r H n , 0) = 0 and D n (λ, r T n , 0) = 0, respectively. The following results was proved by An and Jiang in [2] .
. Define r * := max
,
And M 1 (l), M 2 (l) ∈ N are the two non-negative integers, such that l
Applying the Lemma 2.1 when system parameters of (1.2) satisfy (A6 ), we obtain D n T (λ, r * , 0) = 0, T n T (λ, r * , 0) < 0 and D n (λ, r * , 0) > 0, T n (λ, r * , 0) < 0 for n = n T . Furthermore, it means that the characteristic equation (2.4) has just one simple zero eigenvalue when r = r * , and other eigenvalues have strictly negative real parts. We claim the following global Turing bifurcation theorem. (1) The coexistence equilibrium E = (u 0 , v 0 ) is locally asymptotically stable when r > r * , and unstable when r < r * .
(2) The system (1.2) undergoes a Turing bifurcation at r = r * . Moreover, there is a smooth curve Γ of positive steady state of (1.2) bifurcating from (r * , u 0 , v 0 ), with Γ contained in a global branch B ∈ R + × X of the positive steady state of (1.2).
Either B contains another bifurcation point (r T n , u 0 , v 0 ), or the projection of B onto r-axis contains the interval (0, r * ) or (r * , ∞).
with M given by (2.8), then the projection of B onto r-axis can not contain the entire interval (0, r * ).
In order to prove the Theorem (2.1), we need to introduce two lemmas at first. 
From the maximum principle for weak solutions (see [27] ), we obtain
u(x)+b and then we have |c 1 (x)| ≤ 2 + a b . Using the Harnack inequality for weak solutions (see [27] ), there exists a positive constant M 1 , depending on a, b, Ω such that
A similar method deal with v(x), we can obtain the uniformly lower bound M = M(a, b, Ω) and complete the proof. Proof. Let (u, v) be a positive steady state solution of (1.2), and denotē
Multiplying the equation of u in (1.2) by (u −ū) and integrating over Ω. According to Lemma 2.2, we have
for any ε = ε(a, b, Ω) > 0. Similarly to deal with the equation of v in (1.2), we obtain
Summing up the above two estimates and using the Poincáre inequality, we get
2) has only the positive constant solution (u, v) = (u 0 , v 0 ) when r < R. The proof is completed.
Based on the above lemmas, we prove the Theorem 2.1 as follows.
Proof of Theorem 2.1. Since D n (λ, r, 0) and T n (λ, r, 0) about r are the increasing and decreasing function respectively, we have D n (λ, r, 0) > 0, T n (λ, r, 0) < 0 for r > r * , n ∈ N 0 and D n T (λ, r, 0) < 0 for r < r * . That proved the result of (1). Now, we prove (2) . Assume that γ(r) is the eigenvalue of the characteristic equation (2.4) with τ = 0, which satisfies γ(r * ) = 0 and G n T (γ(r), r, 0) = 0 with r close to r * . Due to the fact that
we conclude that the system (1.2) undergoes a Turing bifurcation at r = r * . For the remainder part, we use the global bifurcation theory (see [39] ) and take I = (0, ∞). Form the Lemma (2.2) and the elliptic regularity theory, any positive steady state of (1.2) are uniformly bounded in X. Hence the global branch B is bounded in X and
we have the projection of B onto r-axis cannot contains the interval (0, r * ), which completes the proof of Theorem 2.1.
When τ > 0, since G n (0, r, τ ) = D n (λ, r, 0) = 0, we obtain that zero is always a eigenvalue of the characteristic equation (2.4) with r = r * . We can get a deeper conclusion in the following theorem.
and the condition (A6 ) hold in the Holling-Tanner system (1.2). Let
We have the following results.
(1) The characteristic equation (2.4) has a simple zero eigenvalue when r = r * and 0 ≤ τ = τ 0 . Moreover, if other eigenvalues have non-zero real part, then the system (1.2) undergoes a Turing bifurcation at (r * , τ ).
(2) The characteristic equation (2.4) has a double zero eigenvalues when (r, τ ) = (r * , τ 0 ). Moreover, if other eigenvalues have non-zero real part, then the system (1.2) undergoes a Bogdanov-Takens bifurcation at (r * , τ 0 ).
we have zero is a eigenvalue of (algebraic) multiplicity two of the characteristic equation (2.4). When τ = τ 0 and r close to r * , apply the implicit function theorem to G n T (λ, r, τ ) = 0, we can assume that γ(r, τ ) is the eigenvalue of the characteristic equation (2.4) and satisfies γ(r * , τ ) = 0 and G n T (γ(r, τ ), r, τ ) = 0. Then we have
which satisfies the transversal condition. We complete the proof. 
Turing-Hopf bifurcation
In the following, we further investigate the impact of time delay on dynamics of system (1.2). Assume that iω(ω > 0) is a pure imaginary eigenvalue of (2.4) and substitute it into (2.5). After the separation of the real and imaginary parts, we obtain that ω satisfies the following equations for some n ∈ N 0 ,
The existence of positive roots of (2.12) can be characterized as: (1) if one of the
is hold, then (2.12) has two positive roots.
Firstly, we define two auxiliary functions
They are satisfy P ( n 2 l 2 , r) = P n (r) and Q(
. The zero roots of the equations P (x, r) = 0 and Q(x, r) = 0 are
respectively. We can get the following result about the existence of the pure imaginary eigenvalues.
and (A6 ) hold in the Holling-Tanner system (1.2). Then there exist two positive integers N 1 ≤ N Q (r) such that
The characteristic equation (2.4) has N Q (r)+ 1 pairs of of pure imaginary eigenvalues when r > r * , and at most N 1 + N Q (r) + 1 pairs of of pure imaginary eigenvalues when r < r * . More precisely, the characteristic equation (2.4) has card(S 0 ) pairs of pure imaginary eigenvalues ±iω n (r * ), when (r, τ ) = (r * , τ
n (r * )) and n ∈ S 0 . Here
, and
16)
and S 0 is a set defined by
.
Proof. Our proof based on the existence of the positive roots of (2.12), one can refer to Table 1 to get a more intuitive understanding. First of all, we declare (2.12) has no positive root. Adopting the same method for 0 ≤ n ≤ N Q (r), we obtain that there exist N Q (r) + 1 pairs of of pure imaginary eigenvalues when r > r * , since Q n (r) < 0. Meanwhile, there exist at most N 1 + N Q (r) + 1 pairs of of pure imaginary eigenvalues when r < r * , since Q n (r) ≥ 0 only when 1 ≤ n ≤ N 1 .
If r = r * , more accurately, we have that Q n T (r * ) = 0, P n T (r * ) > 0 when l > n T 1 x P (r * ) , and Q n T (r * ) = 0, P n T (r * ) ≤ 0 when l ≤ n T 1 x P (r * ) . Thus the characteristic equation (2.4) has card(S 0 ) pairs of pure imaginary eigenvalues ±iω n when (r, τ ) = (r * , τ n (r * )), with ω n (r) and τ n (r) are obtained by (2.12). The proof is completed.
In fact, we can learn from the proof of the Lemma 2.4 that ±iω n (r), n ≤ N Q (r) are the entire pure imaginary eigenvalues of the characteristic equation (2.12), when r > r * . After a few straightforward calculations, we have the following transversality conditions.
and (A6 ) hold in the Holling-Tanner system
Proof. Taking λ n,± (r, τ ) into (2.4) and doing the partial derivative about τ , we have
and
n (r))
Due to the fact that
we complete the proof.
For convenience, we denote 18) in the remainder of this article. Based on the analysis above, we obtain the following Turing-Hopf bifurcation theorem. n (r * )), with n ∈ S 0 and k ∈ N 0 . The stable bifurcating solutions can only bifurcated from (r, τ ) = (r * , τ * ). 
0 (r * ) = 0.7014, τ
1 (r * ) = 1.9291, τ
3 (r * ) = 12.1121, τ
4 (r * ) = 84.0058.
Moreover, we get n H = 0 and τ * = τ
0 (r * ) = 0.7014 < τ 0 . Therefore, the system undergoes a Turing-Hopf bifurcation at (r * , τ * ) and a Bogdanov-Takens bifurcation at (r * , τ 0 ).
Normal form of Turing-Hopf bifurcation
In order to further study the detailed dynamics properties of the Holling-Tanner system with (r, τ ) near the Turing-Hopf singularity (r * , τ * ), we adopt the framework of [1] to get the normal forms at (r * , τ * ) up to three orders in this section. We assume that n H = 0 and n T = 0, which is the most common case.
Taking the time scale t → t/τ and rewriting (2.1) into an equivalent system in
with F 0 (r, τ, φ) = τ F (r, 1, φ) for φ ∈ C, and
The characteristic equation of the linearized system of (3.1) is
with T n , D n are given by (2.6). According to Theorem 2.2 -Theorem 2.3, we have the following result. Holling-Tanner system (3.1). Then the system (3.1) undergoes a Turing-Hopf bifurcation at (r * , τ * ). In addition, if τ * < τ 0 , then except the simple zero eigenvalue and a pair of pure imaginary eigenvalues ±iω * τ * , the rest eigenvalues of the characteristic equation (3.3) with (r, τ ) = (r * , τ * ) have strictly negative real parts.
Remark 3.1. We have done a great deal of numerical experiments, but the case when τ * ≥ τ 0 has not been found yet. It implies that τ * < τ 0 is a usual case in this Holling-Tanner system.
Expanding the phase space C into
Then after the parameters transformation (α 1 , α 2 ) = (r − r * , τ − τ * ), the system (2.1) can be written as an abstract ordinary system in BC ,
A : C 1 0 ⊂ BC → BC, is defined by
We adopt the notations in [1] with (µ 1 , µ 2 ) = (r, τ ), µ 0 = (r * , τ * ) and n 1 = n H , n 2 = n T . Assume that {φ 1 (θ)β n H , φ 2 (θ)β n T } and {ψ 1 (s)β n H , ψ 2 (s)β n T } are the eigenfunctions of A and its dual A * corresponding to the eigenvalues {iω * τ * , 0}, respectively. According to the Theorem 3.1 in [1] , we obtain that
with
Decomposing BC into the direct sum of the center subspace P which is spanned by {φ 1 (θ)β n H ,φ 1 (θ)β n H , φ 2 (θ)β n T }, and its complement space,
Here π : BC → P is the projection operator. Then U t ∈ C 1 0 ⊂ BC can be divided as
with y ∈ C 1 0 ∩ kerπ := Q 1 . After a series of coordinate transformations (z, y)
) as shown in [1] , the normal forms for (1.2) (or (2.1)) relative to Λ = {±iω * τ * , 0} up to three order are obtaineḋ The formulas of f 11
, g 11 102 , g 13 111 , g 13 003 can be accurately given by the help of Matlab. The specific calculation process are based on the formulas in [1; 14] and will be shown in the following.
Step 1. First of all, we need calculate the second and third derivatives of F(α 1 , α 2 , U t ) with respect to u(t), v(t), u(t − 1), v(t − 1) at (α 1 , α 2 , U t ) = (0, 0, 0). Denote u, v, u τ , v τ as the simplified form of u(t), v(t), u(t − 1), v(t − 1), respective. From calculation, the non-zero partial derivatives are listed as follows.
with F uu = ∂ ∂u F(0, 0, 0), and so forth.
Step 2. Secondly, the coefficient vectors F mnk of the terms z m 1z n (3.10)
Step 3. Further more, the linear operators S yz i (i = 1, 2), S yz 1 : Q 1 → X C are defined by
F y 2 (0)z 1 = 2(F uv +F vuτ e −iω * τ * +F vvτ k 1 e −iω * τ * ),
Step 4. Next, we will calculate U 2 2 (·) ∈ V 3 2 (Q 1 ). In fact, it is enough to get the following formulas.
Here ω 0 = ω * τ * . L 0 : C → X C is a linear operator and given by L 0 (φ) = τ * L(r * , 1)(φ).
Step 5. In finally, according to Theorem 3.2-Theorem 3.3 in [1] , we get the formulas of the coefficients in the normal forms (3.7). If n H = 0 and n T = 0, then the quadratic and cubic terms in the normal forms (3.7) of the system (1.2) relative to (r * , τ * ) are 
Turing-Hopf and Turing-Turing-Hopf type spatiotemporal patterns
Through a large number of numerical experiments, we have observed the widespread existence of two types of spatiotemporal patterns in the vicinity of the Turing-Hopf bifurcation point. In more detail, these two types of patterns follow two different spatial distribution laws. One of them can be portrayed as
where ρ, h are constants (see Group 1 below), and the formation mechanism of it can be completely interpreted by Turing-Hopf bifrucation. The other can be characterized as
where ρ, h 1 , h 2 are constants and h 1 , h 2 are zero or non-zero at the same time (see Group 2 below), and we believe that its formation is due to the further impact of the Turing-Turing-Hopf bifurcation, although the parameters are valued near Turing-Hopf singularity. For detailed explanations and intuitive understanding, please refer to the following two groups of numerical experiments. The bifurcation diagram in r−τ plane has been shown in Figure 1(a) . The intersection of the colored Hopf curve and the dotted Turing curve, which is marked by TH1, TH2, TH3, are the Turing-Hopf bifurcation points. A stable region (i.e., r > r * , τ < τ 0 0 (r)) of the equilibrium (u 0 , v 0 ) is painted pale green and labeled as "Stable Region" in Figure 1(a) .
Turing-Hopf type spatiotemporal patterns
Using the Theorem 3.2, we obtain the second and third order coefficients in the normal forms (3.7) for system (1.2) near (r * , τ * ): After the cylindrical coordinate transformation
and a re-scaling ρ = |Re(g 11 210 )| 6 R, v = |g 13 003 | 6 V, we get an equivalent planner system
with (α 1 , α 2 ) = (r − r * , τ − τ * ) and 1 (α) = −0.2273α 1 − 1. 2) undergoes a Turing-Hopf bifurcation at (r * , τ * ) with n T = 2 and n H = 0. The parameter plane near the critical value is divided into six regions (see Figure 1(b) ). The dynamics of each region D 1 − D 6 are:
• In D 1 , the constant steady state (u 0 , v 0 ) is locally asymptotically stable (see Figure 2 ), but it lost its stability when the parameters passing the Turing bifurcation line L 2 .
• In D 2 , two stable non-constant steady states are coexistence (see Figure 3 - Figure  4 , the spatial distribution follows to the function: h cos( n T l x)). Moreover, they undergo a Turing bifurcation at L 3 , and lost their stability in D 3 .
• Two stable spatially non-homogeneous periodic orbits are generated in D 3 (see Figure 5 - Figure 6 , the spatial distribution follows to the function: h cos(
• In D 4 , a unstable spatially homogeneous periodic orbits bifurcating form (u 0 , v 0 ), since a Hopf bifurcation occurs at L 4 .
• L 5 is another Turing bifurcation curve of the constant steady state (u 0 , v 0 ), it eliminate the two non-constant steady states in D 5 .
• In D 6 , the spatially non-homogeneous periodic orbits becomes stable through the Turing curve L 6 and two spatially non-homogeneous periodic orbits are disappeared (see Figure 7) . In addition, it lost its stability in D 1 since the existence of the Hopf bifurcation line L 1 . • In D 2 , two stable non-constant steady states are coexistence (see Figure 9 - Figure  10 ), the spatial distribution follows to the function: h 1 cos(
Turing-Turing-Hopf type spatiotemporal patterns
• In D 3 , two stable spatially non-homogeneous periodic orbits are coexistence (see Figure 11 - Figure 12 ).
• In D 4 , two stable spatially non-homogeneous periodic orbits are coexistence.
• In D 5 , two stable spatially non-homogeneous periodic orbits are coexistence (see Figure 13-Figure 14) , the spatial distribution follows to the function:
. In contrast to D 3 − D 4 , the solutions in this region have been oscillation for a long time before reaching the target patterns.
• In D 6 , a spatially non-homogeneous periodic orbits is stable. We have done a lot of numerical experiments on the Case IVa and observed that when the first Turing critical point (for example, r = r * in Group 2) is relatively close to the second Turing critical point (for example, r = r T 1 in Group 2), the dynamics of the system (1.2) are similar to those of Group 2. That is to say, it's not an accident. More accurately, the second Turing bifurcation has no effect on the division of the (r, τ ) parameter plane, it only contributes a superposition function h 2 cos( n I l x) to the spatial distribution of the system (1.2). If we properly adjust the third system parameters (for example, the space size l), then the Turing-Hopf bifurcation points TH1 and TH3 as shown in Figure 8 (a) will collide into a Turing-Turing-Hopf bifurcation point. Therefore, the (r, τ ) plane we have actually studied can be considered as a cross section of the three-dimensional parameter space of the Turing-Turing-Hopf bifurcation. The dynamics observed in our experiments can reflect part of the dynamics caused by Turing-Turing-Hopf bifurcation.
Conclusion
A rigorously mathematical analysis of the Turing-Hopf bifurcation of the delayed ratio-dependent diffusive Holling-Tanner system is given in this work. 2(1−b) (i.e., for example, that means the predators have a strong ability to consume prey or the inherent growth rate of prey is relatively small) and (A6 ) (i.e., for example, that means the predator must moves faster than prey, the carrying capacity of the prey should be large and the saturation value of predator should be small), the birth ratio r and time delay τ are taken out as the main parameters to study the spatiotemporal patterns. We claim that the large birth ratio is beneficial to the stability of the system and small birth ratio could lead to the non-uniform distribution of the two populations in space. In addition, large time delay could make the system oscillating as common case.
The Turing-Hopf bifurcation is selected as the main object to study the synergies of the two parameters (r, τ ) to the system (1.2) by the normal form method, and the complete formula of the normal forms up to the third order is given near the Turing-Hopf singularity. In both theoretical and numerical experiments, we have proved that the Turing-Hopf bifurcation could generate a wealth of self-organized spatiotemporal patterns. Form the the plane of time and space, the patterns are actually striped and spotted.
More noticeable, we also observed the existence of the spatiotemporal patterns with the form of ρ î φ 1 (0)e iω * τ * t +φ 1 (0)e −iω * τ * t ó + h 1 cos( n T l x) + h 2 cos( n I l x) in the Holling-Tanner system (1.2). Turing-Turing-Hopf bifurcation could be seen as the mechanism to produce them. But these patterns only reflect partial dynamics brought by Turing-Turing-Hopf bifurcation, for a more complete structure, further research is necessary.
