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Abstract
Say that Y has the strong random anticupping property if there is a set A such that for every Martin–Löf
random set R
Y T AR ⇒ Y T R
(in this case A is an anticupping witness for Y). Nies has shown that every random 02 set has the strong
random anticupping property via a promptly simple anticupping witness. We show that every 02 set has the
random anticupping property via a promptly simple anticupping witness. Moreover, we prove the following
stronger statement: for every non-computable Y T ∅′ there exists a promptly simple A such that
Y T AR ⇒ AT R
for all Martin–Löf random sets R.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In classical computability theory of c.e. sets and degrees we say that a c.e. set Y has the
anticupping property via an anticupping witness A <T Y if for all B <T Y , ABT Y (see
[10]). If the condition B <T Y is replaced by BT Y we get the strong anticupping property and
witness; these notions extend naturally to the c.e. degrees. Cooper andYates (unpublished notes
of Cooper from the 1970s) showed that 0′ has the anticupping property. Then Harrington followed
with a proof that every high c.e. degree has the strong anticupping property with a high strong
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anticupping witness. Finally, Ladner and Sasso [9] showed that below any non-computable c.e.
degree there is a non-computable low2 predecessor with the anticupping property. In the following
we discuss a randomized version of anticupping in the 02 degrees. Kucˇera was probably the ﬁrst
to ask about cupping below 0′ with random degrees and Nies [13] gave the ﬁrst results. The
general question of which 02 degrees can be cupped to 0′ by random 02 degrees also appears in
[11] where the following terminology is used.
Deﬁnition 1 (Miller and Nies [11]). A set A is weakly ML-cuppable if AZT ∅′ for some
Martin–Löf random set Z
T
∅′. Also, A is ML-cuppable if one can choose Z <T ∅′.
In accordance with the terminology in the classical case, and since this notion was not deﬁned
explicitly in [13] we adopt the following deﬁnition.
Deﬁnition 2. We say that Y has the strong random anticupping property if there is a set A such
that for every Martin–Löf random set R
Y T AR ⇒ Y T R.
In this case we say that A is a (randomized) strong anticupping witness for Y.
We prefer not to use the term ‘random anticupping witness’ in order to avoid confusion, since
such a witness is not necessarily (and in fact it cannot be, see [13]) Martin–Löf random. Note
that A is a randomized strong anticupping witness for ∅′ iff it is not weakly ML-cuppable. For a
discussion on questions related to cupping with random reals we refer to [6]. Nies’main result in
[13] was the following theorem.
Theorem 1 (Nies [13]). Every random 02 set has the strong random anticupping property and
a promptly simple anticupping witness.
We present the following generalization of Nies’ non-cupping result.
Theorem 2. Every 02 set has the strong random anticupping property via a promptly simple
anticupping witness. That is, for every 02 set Y there is a promptly simple set A such that
Y T AR ⇒ Y T R
for every random set R.
Let K(x) be the preﬁx-free complexity of the string x. That is, K(x) is the length of the shortest
string which produces x via a ﬁxed universal preﬁx-free machine. A set A ⊆ N is K-trivial if (up
to a constant) the initial segments of A have minimum complexity. That is,
(∀n) K(An)K(n) + O(1)
(wherewe suitably identify numberswith strings).Note that this notion is opposite to 1-randomness
(randomness from now on) since A is random iff there is a constant c such that
(∀n) K(An)n − c,
that is, the initial segments of A have nearly maximal complexity. The class K of K-trivial sets is
known to be equal to the class of low for random sets; that is, those setsA for whichA-randomness
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(i.e. randomness relativized in a standardway to oracleA) coincideswith (oracle-free) randomness.
For background on algorithmic randomness we refer to [2,4,12].
Note that the proof below is just a cost-management construction,much like a direct construction
of a K-trivial or a low for random set. However, our cost function cost is somewhat different from
the cost functions used for the construction of K-trivials or low for random sets (see [8,12,4]).
The reader should notice that the cost functions used in the proof of Theorem 2 are essentially
the following:
C(n, s) = { | ∃, t < s((A, = )[t] ∧  ⊂ Yt ∧ (At = As)u ∧ n < u)},
where  is a Turing functional, Y is a non-computable 02 set (with a role as in Deﬁnition 2), A
is the set being constructed, u is the use of the computation mentioned and  is the Lebesgue
measure. The difference is that, although they still have (at least when  is a typical functional,
in the sense of Lemma 1) the vital property
lim
n
sup
s
cost (n, s) = 0 (1)
which allows us to get a chance to diagonalize, we may have cost (n, s) < cost (n, s + 1) while
cost (m, s) = cost (m, s + 1) for some m < n and some s. We note that K-trivials and low for
random sets are exactly those which can be constructed via cost functions (a result of Nies, for
more details see [12]) and that any c.e. set A which is not ML-cuppable is K-trivial (see [13]).
Our proof is largely based on Nies’; the new ingredient is that we deal directly with the cost
functions C and show that they have the property (1) with the help of a generalization of Sacks’
theorem on the measure of upper cones in the Turing degrees (Theorem 1). Thus, we avoid the
assumption that Y is random: incomputability sufﬁces and in fact, if Y is computable the claim
holds trivially. Nies followed an indirect approach: he explicitly required the set A to be K-trivial
and used this along with the randomness ofY to ensure that the cost (associated with non-cupping)
from the enumeration into A is bounded.
Proof of Theorem 2. We may assume that Y is non-computable (otherwise the claim is triv-
ial). Assume a computable approximation (Ys) of Y. We consider any one-oracle Turing func-
tional  as a consistent c.e. set of axioms 〈, 〉 where ,  are strings. Consistent means that if
〈1, 1〉, 〈2, 2〉 ∈  and 1, 2 are comparable (i.e. one is a preﬁx of the other) then 1, 2 are
comparable. An axiom 〈, 〉 means that all reals which are preﬁxed by must be mapped (via)
to a real which is preﬁxed by . Analogous deﬁnitions hold for functionals of more oracles (e.g.
a two-oracle functional will be a consistent set of axioms 〈, , 〉).
Moreover, we say that a (for example) two-oracle Turing functional  (with enumeration (s))
does not enumerate any superﬂuous axioms if for any stage s of its enumeration the following
holds: if 〈1, 1, 〉 ∈ s then no axiom 〈2, 2, 〉 with 2 ⊇ 1 and 2 ⊇ 1 is going to be
enumerated into  at a later stage. Such an axiom is called superﬂuous since it does not add any
information about the map  to what we already know at stage s. It is obvious that given any
Turing functional  we can effectively get a Turing functional  which does not enumerate any
superﬂuous axioms and is identical to , as a map from reals to reals. Let  be the Lebesgue
measure. We often identify strings with basic open sets of the Cantor space 2 (e.g.  is the set of
reals whose binary expansion extends ) and sets of strings with the union of the corresponding
sets of reals. Thus, for example, we can consider the measure of a set of strings.
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Lemma 1. Suppose that  is a two-oracle Turing functional which does not enumerate any
superﬂuous axioms and A is a set. Then for every string  and e > 0 there is some stage t such
that
{ | (∃, )[ ⊂ A ∧ || > u ∧  ⊆  ∧ 〈, , 〉 ∈ − t ]} < 2−e,
where u is the length of the longest  such that 〈, , 〉 ∈ t for some , .
Proof. Obviously it is enough to show that for every string  and e > 0 there is some stage t such
that
{ | (∃)[ ⊂ A ∧ || > u ∧ 〈, , 〉 ∈ − t ]} < 2−e. (2)
Consider the set S of all strings  such that there exists  ⊂ A with 〈, , 〉 ∈  and no ′ ⊂ 
has this property. Note that the set of reals corresponding to S (i.e. the reals which are extensions
of the strings in S) is the set of reals corresponding to
G = { | (∃)[ ⊂ A ∧ 〈, , 〉 ∈ ]}.
Consider the approximation (St ) → S where  ∈ St if  ∈ S and 〈, , 〉 ∈ t for some  ⊂ A.
Since limt St = S we can choose a stage t0 such that
S − St < 2−e
for all t > t0. We claim that (2) holds for t = t0. Indeed, it is enough to show that any real  of
the set in (2) belongs to S − St0 . We know that  belongs to S (since S and G contain the same
reals). If it belonged to St0 then there would be a  ⊂  such that  ∈ St0 and 〈, , 〉 ∈ t0 for
some  ⊂ A. But since  belongs to the set in (2) there must be some ′ ⊂ A, ′ ⊂ ′ such that
〈′, ′, 〉 ∈ − t0 and |′| > u > ||. Then  ⊂ ′ and, by the properties of S,  ⊆ ′. This is
a contradiction since we assumed that  does not enumerate any superﬂuous axioms. 
For each two-oracle partial computable functional  we will construct a consistent 02 set of
axioms  (in particular, a one-oracle functional) such that the following requirement holds:
N : [〈, , 〉 ∈  ∧  ⊂ A ∧  ⊂ Y ] ⇒ 〈, 〉 ∈ 
and if I(s) is the set of uses (as strings ) of the axioms that are removed from  at stage s then
∑
s
I(s) < ∞. (3)
The relation (3) asserts that (I(s)) is a Solovay test. We recall that a real  is Solovay random
(which is equivalent to Martin–Löf random, see [2]) if for every sequence of intervals which
is a Solovay test, only ﬁnitely many intervals contain . So (3) says that for any Martin–Löf
random R only ﬁnitely many axioms with use comparable to R will ever be extracted from .
From the discussion above we can restrict the functionals  to those which do not enumerate
any superﬂuous axioms (something we will assume from now on without special notice) without
losing any generality. Of course, we also have the prompt simplicity requirements for A:
PW : |W | = ∞ ⇒ ∃s, n[n ∈ Ws − Ws−1 ∧ n ∈ As],
where W runs over all c.e. sets. The functionals  will be fed tagged axioms of the form 〈, 〉
where 〈, , 〉 belongs to . We use tags in order to reduce consistency of  to the consistency
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of . In particular, at any stage we will only allow in  axioms whose tags agree with the current
approximation to A. This way  will be consistent so long as  is consistent.
The requirements above are sufﬁcient to guarantee the claim. Indeed, ifA,R = Y thenR = Y
(by the satisfaction of N). If R is random then we can computeY as follows: after some stage no
axiom with use an initial segment of R is going to be extracted from  (otherwise, by (3) R would
not be random). So we can run the approximation to  after that stage and every axiom which
applies to R will be indeed in  and will give us the correct answer about Y. The cost function
(for requirement N) will be as follows:
cost(n, s) = { | (∃, )(〈, 〉 ∈ ,s−1 ∧ n < ||)}. (4)
Assume an effective ordering of the requirements of the form
P0 > N0 > P1 > N1 > · · ·
and say that the eth P-strategy requires attention at stage s if there is some n such that
n ∈ Ws − Ws−1 ∧ cost(n, s)2−e
for all N-requirements of higher priority than P. Such a number n is called P-suitable. The
construction is as follows:
Construction: At stage s,
(1) For each N-requirement (of priority order < s) do the following:
• (removing from ) Remove from  every axiom 〈, 〉 such that  /⊂ As .
• (adding to ) For every 〈, , 〉 ∈ s such that  ⊂ As and  ⊂ Ys add 〈, 〉 to .
(2) Find the least P-strategy (of priority order < s) requiring attention (if such exists) and enu-
merate the least P-suitable number into A.
Veriﬁcation: For the veriﬁcation, ﬁrst note that every  tends to a limit since (As) tends to a
limit. Also every  is consistent since it is consistent at each stage (due to the consistency of 
and the tags). Note that all requirements N are satisﬁed by the construction.Also, the condition on
I is satisﬁed since there is a stage s0 such that for all t > s0 no P-requirement of higher priority
than N acts and
∑
t>s0
I(s)
∑
s
2−e
(because every P acts at most once and only with suitable witnesses). Now if we show that for
every N and e there exists some n0 such that
(∀n > n0)(∀s > n) cost(n, s)2−e, (5)
the satisfaction of all P follows and we are done. Fix N = Nt , e > t and consider
Tn = { | (A, = Y )n}
i.e.
Tn = { | (∃, )(〈, , 〉 ∈  ∧  ⊂ A ∧  ⊇ Y n)}.
Then Tn+1 ⊆ Tn and if T = limn Tn then
T = { | A, = Y }.
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Fig. 1. s and its partition.
Notice thatY
T
A. Indeed, otherwisewe can choose a randomR
T
Y (sinceY is non-computable)
and we would have Y T AR which contradicts the satisfaction of the N-requirements that we
showed above. The following is a generalization of Sacks’ theorem that the measure of non-trivial
upper cones of Turing degrees is 0.
Theorem 3 (Stillwell [17]). If Y
T
A then { | Y T A} = 0.
So T = 0 and limn Tn = 0. Choose some m such that Tm < 2−e−2 and a stage t0 after Y m
has settled (in the approximation of Y that we have). Recall Lemma 1 and choose a stage t1 such
that if
M = { | (∃, )[ ⊂ A ∧ || > u ∧  ⊆ Y m ∧ 〈, , 〉 ∈ − t1 ]},
where u is the length of the longest  such that 〈, , 〉 ∈ t1 for some , , then
M < 2−e−2. (6)
If t2 is the last stage where some Pi , ie + 1 acts and n0 > t0, t1, t2, u then (5) holds. Indeed,
consider any n > n0, s > n. Thens ⊆ B∪C∪D (we drop the subscript from for simplicity)
where
(1) B is the set of axioms 〈, 〉 with  ⊂ A such that 〈, , 〉 ∈ t1 .
(2) C is the set of axioms 〈, 〉 with  ⊂ A,  ⊆ Y m or  ⊃ Y m (i.e.  is comparable to
Y m), and such that 〈, , 〉 ∈  − t1 . Let C1 be the set of those axioms 〈, 〉 ∈ C that
have  ⊆ Y m and C2 = C − C1.
(3) D is the set of axioms ofs which are going to be removed in stages> s (i.e. those 〈, 〉 ∈ s
such that  /⊂ A).
This partition is illustrated in Fig. 1. Note that B,C1, C2,D are pairwise disjoint as sets of
tagged axioms. If B, Ci,D are the sets of uses of the axioms in B,Ci,D, respectively, then
C2 ⊂ Tm, C2 < 2−e−2 and by the choice of t2, D < 2−e−1. Also, C12−e−2 by (6) and
the choice of t1. If
E = {〈, 〉 ∈ s | n < ||}
and E the set of uses of the axioms in E then E ⊆ B ∪ C1 ∪ C2 ∪ D and E ∩ B = ∅ (since n
bounds the lengths of the tags of all axioms in B). So E ⊆ C1 ∪ C2 ∪ D and by (4),
cost(n, s) = EC1 + C2 + D < 2−e
which concludes the proof of Theorem 2. 
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After the submission of this paper, the referee suggested that the proof of Theorem 2 (with a
minor modiﬁcation) actually shows the following stronger statement.
Theorem 4. For every 02 non-computable set Y there is a promptly simple set A such that
Y T AR ⇒ AT R
for every random set R.
The only modiﬁcation we have to do is that we require the functionals  to have the following
two properties (instead of just the ﬁrst one):
•  does not enumerate superﬂuous axioms,
• if 〈, , 〉 ∈  then || ||.
It is not hard to show that each partial computable functional  can be effectively ﬁltered so
that we get a partial computable functional ′ which has these two properties and gives exactly
the same reductions as the functional it came from. Indeed, stage by stage we pour the axioms
appearing in  into ′ with the following exceptions:
• if an axiom is superﬂuous we do not enumerate it in ′,
• if 〈, , 〉 with || < || appears in  we consider the set of extensions (i ) of  such that
|i | = || and enumerate 〈i , , 〉 into ′ for each i unless this axiom is superﬂuous for ′.
Now one can inductively verify that ′ has the required properties. So we have an effective list
of all such typical functionals which we can use without loss of generality (since they give all
possible reductions). The proof proceeds exactly as before and we only need to verify that
Y T AR ⇒ AT R
for every random set R. Assuming that AR = Y we show how to compute A given R. Every
time that an axiom 〈, 〉 appears in  with  ⊂ R we enumerate  into a set M. Now by the
assumptions M contains strings of unbounded length. Moreover, if inﬁnitely many of these strings
are not preﬁxes of A, the set R must be a member of inﬁnitely many terms of the Solovay test I
(by the same argument as in the proof of theorem 2). Since R is random almost all strings in M
are preﬁxes of A and thus AT R.
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