Abstract. For a completely non-unitary contraction T , some necessary (and, in certain cases, sufficient) conditions are found for the range of the H ∞ calculus, H ∞ (T ), and the commutant, {T } , to contain non-zero compact operators, and for the finite rank operators of {T } to be dense in the set of compact operators of {T } . A sufficient condition is given for {T } to contain non-zero operators from the Schatten-von Neumann classes S p .
(i) (Sz.-Nagy, [SN74] ) Always, {T } ∩ S ∞ = {0}, but it may happen that H ∞ (T ) ∩ S ∞ = {0}.
(ii) (Nordgren, [Nor75] ) If I − T * T ∈ S ∞ then H ∞ (T ) ∩ S ∞ = {0}; and moreover, there exists a sequence (ϕ n ) n≥1 ⊂ H ∞ such that ϕ n ∞ ≤ 1, ϕ n (T ) ∈ S ∞ for n ≥ 1, and (WOT)-lim ϕ n (T ) = I. Here I denotes the identity operator and WOT stands for Weak Operator Topology.
Before answering the above questions, we recall some elements of the Sz.-Nagy-Foiaş model. First, it is worth mentioning that every Hilbert space contraction is an orthogonal sum of a unitary operator and a c.n.u. contraction, and that for the unitary part the questions related to the commutant and functional calculus can be easily answered via the von Neumann spectral theorem. In what follows, T is the unit circle of the complex plane, T = {z ∈ C : |z| = 1}, and D is the unit disc, D = {z ∈ C : |z| < 1}.
For a given c.n.u. contraction T , the main object of the functional model approach is the characteristic function Θ = Θ T defined by More details on the model operators are given in Section 1 below and a complete exposition can be found in the book [SNF67] . In principle, the notation here follows that of this book.
Some of our answers are valid for the general situation of an arbitrary c.n.u. contraction T , others for particular classes of contractions, mainly in the case when the characteristic function has a scalar multiple. The following theorems are the main results of this paper. T is always a c.n.u. contraction. Inner and outer functions and the different classes of contractions are defined in Subsection 2.2 below.
Theorem. Assume that H ∞ (T ) ∩ S ∞ = {0}. Then Θ T is a two-sided inner function. In the case when T is an (SM)-contraction and I −T * T ∈ S ∞ the converse is also true.
This theorem reflects a feeling that the outer factor of Θ T corresponds to a part of the operator similar in some sense to a unitary one. It is well known that, when a unitary operator has absolutely continuous spectrum, the only compact operator in the commutant is zero.
The following result means that only the trace-class smoothness of D 2 T can guarantee the existence of non-zero compact H ∞ functions of T . Here σ(T ) denotes the spectrum of T , and σ p (T ) the point spectrum of T , that is, the set of eigenvalues of T .
Theorem. Let S ⊂ S ∞ be a symmetrically normed ideal of L(H). The following are equivalent:
(i) For every c.n.u. contraction T ∈ C 00 such that D\σ(T ) is non-empty and I − T * T ∈ S, we have
(ii) S = S 1 .
Passing to the commutant {T } we first prove that if I − T * T ∈ S ∞ and D \ σ(T ) = ∅, then {T } ∩ F = {0} if and only if D ∩ σ(T ) is non-empty.
Next, we obtain the following criterion.
, then the converse is also true, and in fact, {T } ∩ S ∞ = {0} implies that T ∈ C 11 (equivalently, Θ T is two-sided outer ).
In particular, if Θ ∈ H ∞ is a non-zero contractive-valued (scalar) function, then {M Θ } ∩ S ∞ = {0} if and only if Θ is outer, and H
Next, we pass to the question of the density of
It can be formulated in terms of the restriction T 0 of T to the invariant subspace H 0 (T ) = {x ∈ H : T n x → 0}. Then T 0 is a C 0 -contraction and density holds if and only if T 0 is complete (equivalently m T 0 is a Blaschke product). In this case we always have a linear approximation process, and H 0 (T ) coincides with E T = clos( {XH :
It is likely that H 0 (T ) = E T for any (SM)-contraction with I −T * T ∈ S ∞ . But at the moment we can only prove that
The last result deals with operators in the Schatten-von Neumann ideals S p .
as soon as one of the following properties is satisfied :
(ii) There exists a Beurling-Carleson set σ ⊂ T such that H(σ) = {0}, where H(σ) stands for the maximal spectral subspace over σ (see Section 5 for definitions).
The techniques used for the proofs of the above results are mostly based on the Commutant Lifting Theorem (CLT for short), the cornerstone of the theory of model operators. Via the CLT, the problems are reduced to certain questions about vector-valued Hankel operators. In the case of twosided inner characteristic functions this reduction was known long ago (see [Nik86] ). For a more general case, a new formula is established below to link compact operators in the commutant and Hankel operators (see Lemma 4.4). Then Muhly's and Peller's theories of smooth Hankel operators are used.
The paper is organized as follows. Section 2 contains necessary prerequisites on the Sz.-Nagy-Foiaş functional model. Section 3 is devoted to smooth operators in H ∞ (T ). Section 4 deals with compact and finite rank operators in {T } , and Section 5 is devoted to the Schatten-von Neumann classes S p . 
Some facts about the canonical model. Let
be a contractive-valued function, and M Θ be defined as in Section 1. Then M Θ is a c.n.u. contraction and the characteristic function of M Θ coincides with the pure part of Θ.
The commutant lifting theorem (CLT). Here T is identified with
when Θ is a scalar inner function [Sar67] . In general, this is not the case. The characterization of the c.n.u. contractions T such that H ∞ (T ) = {T } seems to be unknown and is a delicate problem. However the above lifting formula extends to operators from {M Θ } thanks to the CLT due to Sz.-Nagy and Foiaş [SNF67] . Namely, X ∈ {M Θ } if and only if there exists an operator Y acting on
Then Y is called a lifting of X. The space
is actually the space of the minimal isometric dilation of M Θ .
Notice that in the case when Θ is a two-sided inner function (see below) the two lifting conditions are equivalent to 
where
are operator-valued functions satisfying the following relations:
Any lifting of the zero operator is of the form
where Y 0 is any lifting of Y ; the infimum is always attained. Notice that a lifting of a function of
Another parametrization of the liftings of the operators in {M Θ } is
Classes of contractions
C αβ classes. Let T be a c.n.u. contraction. Then T is of class C 0. if T n tends SOT (Strong Operator Topology) to zero (i.e. lim n→∞ T n x = 0 for every x ∈ H), and T is C 1. if T n x does not tend to 0 for every x = 0. For 
It is the only decomposition of T satisfying (3). Applying the result to T * , we find that T admits a unique triangular decomposition of the form
where 
Recall that the spectrum σ(ϕ) of a contractive-valued function ϕ ∈ H ∞ is defined by 
Scalar multiples and (SM)-contractions. A function
such that ΩΘ = δI and ΘΩ = δI. Obviously, we then have dim H 1 = dim H 2 and Θ is invertible at every point z ∈ D such that δ(z) = 0, and then
) be a contractive-valued function having a scalar multiple δ. If Θ = Θ inn Θ out is the canonical inner-outer factorization of Θ, then Θ inn and Θ out admit respectively δ inn and δ out as scalar multiples, where δ inn and δ out are the inner and outer parts of δ. In particular, Θ inn is two-sided inner and Θ out is two-sided outer. Similarly Θ admits an outerinner factorization, Θ = Θ out Θ inn , where δ out and δ inn are scalar multiples of Θ out and
For T ∈ (SM), the components T 0 , T 1 of the C 0. -C 1. decomposition (3) are (SM)-contractions and the C 0. -C 1. decomposition is in fact a C 0 -C 11 decomposition. If δ is a scalar multiple of Θ T , then δ inn and δ out are scalar multiples of T 0 and T 1 . Then m T 0 is the minimal scalar multiple of T 0 . For this reason a scalar multiple δ of Θ T is called minimal if its inner part δ inn coincides with m T 0 . Similarly, the C .1 -C .0 decomposition (4) of T is in fact a C 11 -C 0 decomposition and T 1 , T 0 ∈ (SM). Moreover, the invariant subspaces H 0 and H 1 defined by (3) and (4) satisfy H 0 ∩ H 1 = {0} and span(H 0 , H 1 ) = H; and we have σ( 
Smooth operators in H ∞
(T ). In this section we first find some necessary conditions for the spaces H ∞ (T ) ∩ S ∞ not to be reduced to {0}. Then we explore in which cases these conditions are sufficient. All contrac-tions will be supposed to be c.n.u. Therefore we may work equivalently with T or its canonical model M Θ , Θ = Θ T , as T and M Θ are unitarily equivalent.
(H 1 ), we have
where P + denotes the Riesz projection (i.e. onto the analytic part), and
Proof. The well known block decomposition of P Θ ,
and the fact that ∆ is a positive selfadjoint operator satisfying ∆
and
; and therefore w(−n) → 0 from the RiemannLebesgue lemma. Thus, for every c.n.u. contraction T ∈ L(H), T n and T * n tend WOT to 0.
Proof of Lemma 3.2. Let ϕ ∈ H
g . This follows from the facts that
2 converges to the same limit as
where the last equality comes from Lemma 3.1. As ∆ϕg ∈ L 2 (H 1 ), the term
, we have ϕg = 0, which implies that g = 0. It remains to show that this result forces ∆ to be identically 0. Indeed, we then have
and therefore
.
(H 1 ) contains no non-zero z-invariant subspace, we necessarily have ∆ = 0. 
Θ tends SOT to 0. From Lemma 3.2 we deduce that Θ is an inner function.
We are now interested in a converse to Theorem 3.3. Some additional assumptions are necessary to prevent the spectrum from behaving badly. The following lemmas concerning C 0 -contractions will be useful.
Proof. For an outline of proof, see [SNF67, Section III.7.1].
Now we consider C 0 -contractions T with compact defect D T (equivalently I − T * T ∈ S ∞ ). Such contractions are said to be essentially uni-tary with respect to Fredholm theory (because T ∈ C 0 , or more generally D \ σ(T ) = ∅, and I − T * T ∈ S ∞ imply that T = U + K, where U is unitary and K is compact).
Notice that for any c.n.u. contraction T such that D \ σ(T ) = ∅ and I − T * T ∈ S ∞ , σ(T ) ∩ D coincides with σ p (T ) and consists of an at most countable sequence of normal (finite multiplicity) eigenvalues tending to T. In particular, the set of so-called normal eigenvalues, σ np (T ), coincides with σ p (T ) and σ(T ) ∩ D. H 2 ) ), where C(T, X) stands for the space of X-valued continuous functions on T (see [Muh69] , [Muh71] , [BP75] ). Recall that H Φ is defined by 
is compact, and then so is
Therefore it suffices to show that f Θ * 1
considered as a function on T is continuous at every point of T, as this fact implies that K ∈ C(S ∞ (D T , K)). As σ(Θ
has a holomorphic continuation at every ξ ∈ T \ γ, and so does Θ 1 . It follows that f Θ * 1 is bounded on T, the continuity of f implies that of f Θ * 1 at ξ. Before giving a direct consequence of Lemma 3.6 we deduce the following fact which will be useful later on (see Subsection 4.2).
Lemma 3.7. Let T ∈ (SM), T ∈ C 11 , be such that
More precisely, we can take ψ = f δ/m 1 , where δ is a minimal scalar multiple of T , m 1 is any non-trivial inner factor of δ such that σ(m 1 ) ∩ T is of Lebesgue measure zero, and f is any outer function in C
Proof. Denote by T 0 the C 0 -part of T appearing in the C 0 -C 11 decomposition of T . This T 0 is the restriction of T to H 0 = {0} as T ∈ C 11 . Therefore σ(T 0 ) ⊂ σ(T ) and I − T *
On the other hand, the characteristic function of T 0 is the pure part of Θ inn (see [SNF67, Theorem VII.1.1 and Proposition VII.
2.1]). If there exists h ∈ H
∞ \ {0} such that h(T ) = 0, then T is in fact C 0 (i.e. T coincides with T 0 ), and the result is given by Lemma 3.6. Thus we can suppose that h(T ) = 0 for every h ∈ H ∞ \ {0}. 
Therefore, ψ = δ out m T 0 /m 1 is a scalar multiple of Θ T , which is impossible since δ out m T 0 is a minimal scalar multiple.
The first part of the following theorem is mostly known [Nor75] but we give a proof for the sake of completeness.
Proof. To prove the first assertion we use Lemma 3.6 and get a function ϕ ∈ H 
Yet another proof is to observe directly that
and ker b λ (T ) is finite-dimensional as λ is necessarily of finite type. Here b λ denotes the elementary Blaschke factor,
and only if Θ T is a two-sided inner function.
Proof. If Θ T is inner, then T ∈ C 0 and the result follows from Theorem 3.8. The converse is a consequence of Theorem 3.3. Now, we consider C 00 -contractions T (that is, contractions having a twosided inner characteristic function) subject to restrictions of "smoothness" of 
We refer to [GK69] for properties of symmetrically normed ideals of L(H). For the proof of Theorem 3.10 we need the following notion. Let
The following lemma is a result by N. K. Nikolski and S. A. Vinogradov (see [Nik71] ).
Lemma 3.11. Suppose 0 < r n < 1 (n ≥ 1) satisfy lim r n = 1. There exists a determining sequence for D, say (λ n ) n≥1 , such that |λ n | = r n (n ≥ 1) if and only if n≥1 (1 − r n ) = ∞. Proof of Theorem 3.10. The fact that property (i) is true when S = S 1 can be deduced from Theorem 3.8. Indeed, in this case T is a weak contraction in C 00 , and therefore T ∈ C 0 . To prove that (i) implies (ii) suppose that S = S 1 . Take A ∈ S \ S 1 and let A = n≥0 s n ·, x n y n be a Schmidt decomposition of A, that is, (s n ) n≥0 is a sequence of positive numbers decreasing to 0, and (x n ) n≥0 and (y n ) n≥0 are orthonormal families in H. As A ∈ S 1 , we have n≥0 s n = ∞, and hence s n = 0 for all n ≥ 0. With S being an ideal, we can suppose that (x n ) n≥0 and (y n ) n≥0 coincide with the same orthonormal basis (e n ) n≥0 of H. Define T = diag(λ n ) n≥0 with respect to this basis, where we choose (λ n ) n≥0 ⊂ D to be a determining subset for D satisfying |λ n | 2 = 1 − s n , which is possible due to Lemma 3.11, where we take r n = √ 1 − s n . Under these conditions, T is a c.n.u. C 00 -contraction and 
Smooth operators in the commutant

Finite-rank operators in the commutant
Then λ is also an eigenvalue of T and has to be in D.
there exists λ ∈ D which is a normal eigenvalue of T . Consequently, the corresponding Riesz projection P λ = 0 is of finite rank. As P λ belongs to {T } , we deduce that {T } ∩ F cannot be reduced to {0}.
Finally, consider the case when T = S, the shift operator on H
(S) obviously contains no non-zero finite-rank operator, and even no non-zero compact operator. 
Compact operators in the commutant
= Θ T . If X ∈ {M Θ } is represented via the CLT by X = P Θ Y | K Θ , then X
is compact if and only if the operator P Θ Y acting on
Proof. This is an immediate consequence of the condition
According to Lemma 3.1 we have
g is compact, which implies that C 1 (ξ)∆(ξ) = 0 for a.e. ξ ∈ T. Indeed, if there exists g 0 such that δ(ξ)C 1 (ξ)g 0 (ξ) ≥ ε > 0 on a set of positive measure then the operator h → δC 1 g 0 h cannot be compact.
where P * stands for the orthogonal projection from
Proof. Suppose X ∈ {M Θ } ∩ S ∞ and Y is a lifting of X with parameters A, A * and B given by (2). The fact that C 1 = 0 in (1) means that ∆A∆ = BΘ. As T ∈ (SM), Θ is invertible a.e. on T and we can write B = ∆A∆Θ −1 . Then we use the following two intertwining relations:
−1 A * and Y has the following form:
We compute P Θ Y using the block matrix decomposition (5) and the following identities:
The result follows. The converse is clear because Y , as defined by (7), with
, satisfies the required conditions for Y to be a lifting.
Proof. If X is compact we get the expression of X by Lemmas 4.2 and 4.4. As the operator Θ ∆ is an isometry the compactness of such an X is equivalent to the compactness of H Θ −1 A * and also to For T ∈ (SM), the following theorem gives a necessary and sufficient condition for {T } ∩ S ∞ = {0} in terms of Θ T , namely Θ T must be neither outer nor * -outer.
the converse is also true, and in fact, {T } ∩ S
Proof. To prove the first assertion suppose that there exists a non-zero K ∈ {T } ∩ S ∞ . As T n tends WOT to 0, we deduce that KT n tends SOT to 0. But KT n = T n K for all n ≥ 0. Therefore T n | Im K tends SOT to 0. As Im K = {0}, T ∈ C 1. . The same reasoning applies to T * , thus T * ∈ C 1. , or equivalently T ∈ C .1 . Now suppose that T ∈ (SM), I − T * T ∈ S ∞ and T ∈ C 11 . As T ∈ (SM), that means T ∈ C 1. ∪ C .1 . Therefore Θ = Θ T is not outer. By Corollary 4.5, it remains to find
. The choice of A * = uI gives the result.
Finite-rank approximation of compact operators in the commutant.
In this subsection we are interested in the density of finite-rank operators in the commutant of a given c.n.u. contraction T ∈ L(H) in the space {T } ∩S ∞ of compact operators from the commutant.
If B ∈ L(H) and λ ∈ σ p (B), we denote by C λ (B) = N ≥1 ker(B − λ) N the root manifold corresponding to the eigenvalue λ of B. We denote by
the set consisting of all generalized eigenvectors (root vectors) of B. Now B is said to be complete if the family of generalized eigenvectors of B is total in X, so that X = clos C(B). Let T ∈ L(H) be a c.n.u. contraction, and define E T to be the total image of {T } ∩ S ∞ , that is,
Then E T is hyperinvariant for T , that is, invariant for every X ∈ {T } . We
Proof. Let X ∈ {T } ∩S ∞ and (X n ) n≥1 ⊂ {T } ∩F be such that X n x → Xx for all x ∈ H. For every n ≥ 1, X n H is a finite-dimensional subspace of E T , invariant for T and T E . Therefore, X n H is generated by some generalized eigenvectors of T E . Thus X n H ⊂ span C(T E ) and E T ⊂ span C(T E ).
and for every λ ∈ σ p (T ), the Riesz projection P λ is of finite rank and C λ (T ) = P λ H.
The following corollary is an obvious consequence of Lemmas 4.8 and 4.9.
, that is, E T is generated by the generalized eigenvectors of T .
Recall that for a c.n.u. contraction T ∈ L(H),
is the pure part of the inner factor Θ inn of Θ T and the minimal function m T 0 of T 0 is the minimal scalar multiple of Θ inn .
Lemma 4.11. Let T ∈ L(H) be an (SM)-contraction. Let E T and H 0 (T ) be defined by (10) and (11).
Proof. Let X ∈ {T } ∩ S ∞ . We know that T n tends WOT to 0. But
The following theorem is a completed version of the theorem given in Section 1.
, and let Θ = Θ out Θ inn be the outer-inner factorization of Θ. Let E T and H 0 (T ) be defined by (10) and (11), and
The following are equivalent: We shall see now that (vi)⇒(i). Let
and each C λ k (T E ) is finite-dimensional (all eigenvalues are of finite type). This also proves the last assertion of the theorem. (i)⇒(ii) is obvious. Now, we show that (ii)⇒(iv). Suppose (ii) and suppose that the minimal scalar multiple of Θ has a non-trivial singular part. We shall work with the model M Θ of T to show that this leads to a contradiction. We know that if A ∈ {T } ∩ F, then AH is a finite-dimensional invariant subspace of T , and hence AH ⊂ C(T ) and B(T )A = 0, where C(T ) is defined according to (9). Condition (ii) implies that B(M Θ )A = 0 for every A ∈ {M Θ } ∩ S ∞ . Let δ be a minimal scalar multiple of Θ. Assuming that δ contains a nontrivial singular inner factor we obtain a contradiction to the above property of B(M Θ ). Let m 1 be a non-trivial singular factor of δ such that σ(m 1 ) has Lebesgue measure zero, and f ∈ C A an outer function equal to zero on σ(m 1 ). According to Lemma 3.7, if we set ψ = f δ/m 1 then H ψΘ −1 is compact. Then, Corollary 4.5 says that the operator X = 
Schatten-von Neumann operators in the commutant.
The following theorem contains some sufficient conditions for {T } ∩ S p = {0}. The meaning of these conditions is that there exist some part of the operator T which has "thin" spectrum. To express this "thinness" we make use of the notions of maximal spectral subspace and of Beurling-Carleson subsets of the unit circle. Recall that, for a compact set σ ⊂ C, the maximal spectral subspace H(σ) over σ is defined by the following requirements: 
where ψ is defined as in Lemma 5.3. Then, as in the proof of Theorem 4.7, X is a compact operator in {T } which is also non-zero and in S p due to Lemma 5.3.
In the case when Θ is a scalar H ∞ function, Theorem 5.1 extends to all p, 0 < p < ∞, as the characterization of Hankel operators of class S p is valid for 0 < p < ∞ in the case when the symbols are scalar-valued (see [Pel83] ).
