Abstract-This paper studies three related algorithms: the (traditional) Gradient Descent (GD) Algorithm, the Exponentiated Gradient Algorithm with Positive and Negative weights (EG¦ algorithm) and the Exponentiated Gradient Algorithm with Unnormalized Positive and Negative weights (EGU¦ algorithm). These algorithms have been previously analyzed using the "mistake-bound framework" in the computational learning theory community. In this paper we perform a traditional signal processing analysis in terms of the mean square error.
Different algorithms use different methods to update the weight vector. Three such algorithms are considered in this paper; the Gradient Descent (GD) Algorithm, the Exponentiated Gradient Algorithm with Unnormalized Positive and Negative Weights (EGU¦ Algorithm) and the Exponentiated Gradient Algorithm with Positive and Negative Weights (EG¦ Algorithm). As described in [1] , the GD algorithm takes the form Û Ø·½ Û Ø Ö ÛØ Ä´Ý Ø Ý Ø µ (1) or, with the given definition of Ä´¡ ¡µ,
In these expressions is the learning rate. The greater , the more the algorithm adjusts to discrepancies between a prediction and an actual result, hence the more the algorithm learns from a particular trial.
Kivinen and Warmuth [1] also introduce and describe the derivation of the EG¦ algorithm which requires the mainte- The derivation of an algorithm known as the Exponentiated Gradient algorithm with unnormalized weights (EGU Algorithm) is also described in [1] . This algorithm maintains a vector of non-negative weights. By maintaining two such vectors, as for the EG¦ algorithm, a more generally useful algorithm is (5) It is the aim to relate the learning rate of algorithms to their final accuracy. The measure of final accuracy used is the mean squared error (MSE) ( ´Ý Ø Ý Ø µ ¾ where ¡ signifies time average) of predictions. As the loss function is defined to be the squared error then, by definition, the MSE obtained from predictions made by Ù is a minimum, denoted Ñ Ò . The MSE of an algorithm after initial convergence is affected by noise and choice of learning rate. Noise will cause elements of the weight vector, Û Ø , to jiggle about elements of Ù. The higher the learning rate the more influence the noise will have hence the higher the MSE.
By assuming is very small it is possible to derive an (approximate) theoretical relationship between MSE and . This was done in the 1970s for the GD algorithm [6] , [7] . The final relationship takes the form, MSE Ñ Ò´½ · Tr´Êµµ (6) where,
and Tr´Êµ denotes the trace of Ê.
This paper generalizes, with some constraints, the above result across to all three algorithms. Trials are then conducted with the algorithms learning in identical environments to the same final accuracy. These trials demonstrate that the EG¦ algorithm learns more quickly than the other two, given a target vector predominately made up of zeroes.
Thus the general conclusion of the analysis in [1] is recovered albeit in a different framework.
II. ALGORITHM REPARAMETERISATION
The GD, EGU¦ and EG¦ algorithms can be shown to have some distinctive similarities in their updates. To see the similarities requires reparameterisation of the algorithms. Reparameterisation involves the introduction of a new -length vector Þ Ø and a parameterisation function, ´¡µ, through which Û Ø is related to Þ Ø , Û Ø ´Þ Ø µ (8) For each algorithm considered in this paper ´¡µ can be chosen such that, in each case, updates to Þ Ø take the form
The case of the GD algorithm is a trivial one:
Reparameterisation, as described, of the EGU¦ algorithm cannot immediately be done due to the complete independence 
For both the EG¦ and the EGU¦ algorithms future discussion will assume that the described parameterisations are possible, i.e. the initial condition constraints given hold. A suitable start-
Þ ¼ ¼ is the starting estimation used in [1] and also satisfies the applicable initial conditions. From these results it is clear that the three (possibly constrained) algorithms belong to a greater family of algorithms, all of which can be seen to have an additive update at their heart. The reparametrisation used is similar in spirit, but not in detail, to the general link functions in [8] (cf. [9] ).
III. MSE / LEARNING RATE RELATIONSHIPS
In realizing a generalized expression for relating learning rate to MSE first consider continuous time on-line learning algorithms. Recall the form of the updates to Þ Ø , Þ Ø·½ Þ Ø Ö ÛØ Ä´Ý Ø Ý Ø µ (13) A continuous time equivalent to this exists, [10] . In this case Ø is a continuous time index, updates take the form
An alternative way of considering discrete on-line learning algorithms is to consider them found by replacing Þ Ø by its Euler discretisation,´Þ Ø· Þ Ø µ . With the usual discrete time notation then equation (14) becomes (13) .
The technique of using an Euler discretisation to derive an additive discrete time algorithm from a continuous time expression can be applied to a general case of the family of algorithms just discussed. Consider the original starting point, equation (14 an additive approximation to an update of a general algorithm. As previously mentioned, a relationship between learning rate and MSE exists for the GD algorithm (which is of the same form as (15) with the Jacobian replaced by the identity matrix). The derivation of this relationship can be generalized across algorithms with diagonal Jacobians provided the elements of the input, Ü Ø are uncorrelated and zero mean. The general relationship between learning rate and MSE is presented in theorem 1 (the proof of which is in the appendix). Of the three algorithms considered in this paper, the GD and EGU¦ algorithms have diagonal Jacobians. For the GD algorithm the Jacobian is the identity matrix and equation (16) Recall that Í Ù ½ . Even with the constraint that Í is of a similar magnitude to Ù ½ then typically it would be expected that Í Ù . In this case the Jacobian is diagonally dominant with the Ù components of the diagonal terms being the largest in the entire expression. In order to apply theorem 1 to the EG¦ algorithm Â´ ¦´Þ £ µµ is approximated by Â ´ ¦´Þ £ µµ which is a diagonal matrix with the diagonal components of Â´ ¦´Þ £ µµ.
It would be strange for an algorithm such as the GD, EGU¦ or EG¦ not to be diagonally dominant. This can be seen by considering the form of the update to Þ Ø ,
This update is based on the variation of Ä´Ý Ø Ý Ø µ with Û Ø . It is logical to expect that, subsequently, Û Ø·½ will be strongly dependent on Þ Ø·½ . If this is not the case then the updates of Û Ø are dependent on aspects of Ä´Ý Ø Ý Ø µ with which it has no connection, an approach seemingly lacking in logic.
IV. EXPERIMENTAL RESULTS
Experiments have been conducted to investigate the comparative predictive ability of theorem 1 across the three algorithms. Two cases have been investigated, that of a sparse target vector (a sparse vector contains mostly zero elements) and that of a non-sparse target. Each element of Ü Ø was generated as an independent Gaussian random variable with mean 
from equation (16) and the Jacobian. The trials conducted saw the sparse target being [(36 zeroes),-2,3,0,1,(50 zeroes)], the non-sparse [0,0,(34 ones),-2,3,0,-3,(50 twos)]. Each steady state MSE result obtained with a particular algorithm learning a particular target with a particular learning rate was averaged over 300,000 trials, the results can be seen in figure 1 .
Generally the predictions illustrated appear of similar quality, accurate at low learning rate but less so as the learning rate increases. This is not surprising as the derivation of the relationship assumes a low learning rate. The most reassuring aspect of figure 1 is that, from a casual observation at least, the predictions for the EGU¦ and EG¦ algorithms appear of a similar quality to those made for the GD algorithm. This is comforting as the GD prediction is commonly acknowledged as suitably accurate for many applications, despite its obvious failings at high learning rates.
A quantitative comparison of predictions is given by the percentage squared error in prediction (PSEP). The PSEP corresponding to the results in figure 1 is plotted for the three algorithms in figure 2 . Figure 2 reinforces the impression obtained from figure 1, namely that at low learning rates the predictions are all of a similar quality. An indicator of approximate accuracy obtainable from figure 2 is that the prediction of MSE appears accurate to within 10± for MSE up to 30± greater than the minimum for all algorithms.
PSEP ´Actual MSE -Predicted MSEµ
Note from figure 2 that the accuracy of the prediction of the MSE of the EG¦ algorithm in learning a sparse target is clearly worse than for other cases. This is likely due, in part at least, to the decreasing accuracy of the approximation of Â´ ¦´ÞØ µµ by Â ´ ¦´ÞØ µµ.
A. Algorithm Comparison
By having an expression for steady-state MSE the algorithms can be compared through experiment. The comparison is straightforward; a desired final steady-state MSE result is chosen, from this and the MSE / learning rate relationships corresponding learning rates are derived. Experiments are then conducted and the algorithm to converge most quickly to the desired final accuracy is taken to be the better algorithm for that particular case.
According to [1] , the EG¦ algorithm appears likely to out- 
. Percentage squared error in MSE predictions vs MSE The percentage squared error in an MSE prediction is the actual MSE minus the predicted MSE divided by the actual MSE minus the minimum MSE, all squared. The GD results are indicated by 'AE', EG¦ by '*' and EGU¦ by ' '
perform the GD algorithm when targets are sparse and when the comparison of performance is made by that paper's, slightly different, basis of comparison. This method of comparison centers around the cumulative loss function. The result motivated the development of theory presented in this paper such that the algorithms could be compared in an acoustic echo cancellation context. Impulse responses typical of an acoustic echo, when sampled and expressed in a vector, generally create sparse vectors. Unfortunately the condition that elements of Ü Ø (which is now a vector containing a history of sampled input sound) be uncorrelated does not really sit well with a problem potentially involving speech. In such a case there will be some correlation between elements and so Ê cannot be assumed diagonal. Regardless theorem 1 will still be used to attempt to gain some insight into the operation of the algorithms. Example impulse responses have been generated using the image method [11] . The image method generates impulse responses of a signal traveling from a particular speaker to a particular microphone based on room dimensions and wall, floor, and ceiling reflection coefficients. The amount of energy reflected at each time depends on a material-dependent coefficient, ¬ [12] .
Impulse responses for idealized rooms, with given ¬ everywhere, of (½¼¢ ¢¾ )m with a microphone at position´½ ½ ¾µ and speaker at´ ½µ are shown in figure 3 . These impulse responses have been generated for signals containing frequencies between 100 and 3000Hz and using a sampling rate of 10kHz. The impulse responses vary from the reasonably sparse case to the decidedly non-sparse. In each case reflections were considered until the contribution from a single image from a further reflection dropped below 2% of the direct path strength.
Average MSE values corresponding to the learning of the impulse responses are shown in figure 4 against iteration. The input to the algorithm to produce these results saw Ü ¼, Ü ¿, Ò ¼, Ò ¼ ¼½, and the learning rate set to achieve a target MSE 20± greater than the minimum. The whole learning process was conducted 30 times to obtain an average result. Also lots of 300 iterations were averaged together. From the resulting plots it is clear that the EG¦ algorithm performs far better than the other two algorithms in the sparse case, as anticipated.
An interesting outcome is that the GD and EGU¦ results are virtually identical. This is likely due to the very small size of the updates and the linear nature of Í¦´ÞØ µ about zero.
Simulation results of experiments conducted in attempts to generate more realistic rooms can be found in figures 5 and 6. The only difference between these experiments and the previous experiments is a more realistic choice of the absorption coefficients of the walls, floor and ceiling and the choice of room size [12] . Three room extremes have been chosen, a concrete cell with all six sides concrete, an office with carpeted floor, wood paneling and a plaster ceiling, and a recording studio with carpet on the floor and walls and a plaster ceiling. In each case the room is (¿ ¢ ¿ ¢ ¾ )m with a microphone at positioń ½ ½ ¾µ and speaker at´¾ ¾ ½µ.
It is apparent from figure 5 that the impulse responses of realistic rooms do not approach the sparseness suggested in figure  3 . Subsequently the vastly superior performance of the EG¦ algorithm seen in the top graph of figure 4 can be seen only as an example of this algorithm's ability with sparse targets but not as a result with much relevance to acoustic echo cancellation. Regardless it would appear that the EG¦ algorithm may well be a better choice algorithm in an acoustic echo cancellation setting considering its consistently faster initial convergence as also evidenced in figure 6 . This is perhaps more so given that there will be the additional (variable) delay due to the network which will cause extra sparseness; see the examples and the discussion in [5] . An experiment has also been conducted to find the impulse response of a (quite reverberant) real room, measuring approximately´ ¢ ¢ ¿µm. This is shown in figure 7 . This impulse response was also used in trials identical to those described previously except that, instead of 30 trials only 3 were used. The resulting plots of convergence serve to further illustrate that the EG¦ algorithm could well be a preferred algorithm in learning such an impulse response.
V. CONCLUSION
The GD, EGU¦ and EG¦ algorithms have been seen to belong to a family of algorithms which have an additive update at their heart. This has led to the derivation of a general expression relating MSE in predictions made at steady-state by the algorithms in the family to the learning rate or step size used. This general expression requires that the elements of the input vector be uncorrelated and zero-mean and also that the Jacobian relating rates of change of the parameterising vector to rates of change of the weight vector be diagonal. Although the latter is not always the case it was shown that it would be strange for the Jacobian not to be at least diagonally dominant.
Trials have demonstrated the ability of the generalized expression to predict MSE across the three algorithms with comparative accuracy. Further trials have also shown that in learning sparse targets, the EG¦ algorithm appears able to learn to the desired accuracy more quickly than the other two algorithms which performed reasonably similarly to each other. This ability deteriorates with decreasing sparseness.
Simulations of rooms performed using the image method demonstrated that the echo characteristics are typically sufficiently sparse such that the EG¦ algorithm will converge to some final MSE more quickly than the other two algorithms. Even though the generalized expression calls for an input vector containing uncorrelated elements, which is not accurate in an acoustic echo scenario, it is expected that these trials provide some insight into relative performance generally..
We believe that the range of different nonlinear parametrisations of the LMS algorithm being studied in [8] , [10] , [9] , [13] offer many opportunities in signal processing for algorithms more closely tailored to specific problems. The present paper is but one step along this route. We expect further developments and more refined analyses to provide an improved toolkit for designing online adaptive algorithms in situations where one has some prior knowledge of the target weight vector.
APPENDIX I. THE PROOF OF THEOREM 1
The starting point is the definition of the mean squared error.
Recall that the error signal is given by Ø Ý Ø Ý Ø . The estimate Ý Ø is given by Ý Ø Û Ø ¡ Ü Ø . An alternative expression is Ý Ø Û Ì Ø Ü Ø . The mean squared error for a given Û Ø is given by
To simplify this expression [6] introduces È E Ý Ø Ü Ø ℄ and Substituting equation (21) into equation (20) gives, from [6] ,
Substituting (22) into (20) gives As stated the condition in theorem 1 that elements of Ü Ø be uncorrelated is a necessary one for a proof of this type. The proof in [6] finds a result for more general Ê. This is through diagonalisation of Ê. A similar approach cannot be taken here due to the Jacobian. The Jacobian appears in the equations in such a way that diagonalisation of Ê or ÂÊ or any combination of Ê and Â does not provide the desired solution.
