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Inverse resonance problems for the Schro¨dinger operator
on the real line with mixed given data
Xiao-Chuan Xu1 and Chuan-Fu Yang2
Abstract. In this work, we study inverse resonance problems for the Schro¨dinger
operator on the real line with the potential supported in [0, 1]. In general, all
eigenvalues and resonances can not uniquely determine the potential. (i) It
is shown that if the potential is known a priori on [0, 1/2], then the unique
recovery of the potential on the whole interval from all eigenvalues and reso-
nances is valid. (ii) If the potential is known a priori on [0, a], then for the
case a > 1/2, infinitely many eigenvalues and resonances can be missing for the
unique determination of the potential, and for the case a < 1/2, all eigenvalues
and resonances plus a part of so-called sign-set can uniquely determine the po-
tential. (iii) It is also shown that all eigenvalues and resonances, together with
a set of logarithmic derivative values of eigenfunctions and wave-functions at
1/2, can uniquely determine the potential.
Keywords: Schro¨dinger operator; Inverse resonance problem; Scattering the-
ory; Mixed data; Interior data
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1. Introduction and results
We consider the Schro¨dinger operator L(q)y := −y′′ + q(x)y acting on the
Hilbert space L2(R), where the real-valued potential q bleongs to the class Q1,
namely, q ∈ L1(R) with suppq ⊂ [0, 1] and does not vanish almost everywhere
in a left neighborhood of 1 and right neighborhood of zero.
Let ψ±(x, k) be the Jost solutions of the equation −y
′′+ q(x)y = k2y, which
satisfy ψ+(x, k) = e
ikx for x ≥ 1 and ψ−(x, k) = e
−ikx for x ≤ 0. Denote
{f, g} := fg′ − f ′g. It is easy to prove that {ψ−(x,±k), ψ+(x, k)} do not
depend on x. Denote
ω(k) := {ψ−(x, k), ψ+(x, k)}, s(k) := −{ψ−(x,−k), ψ+(x, k)}. (1.1)
The functions ω(k) and s(k) are related to the transmission coefficient T (k) and
the reflection coefficients R±(k): ω(k) = 2ik/T (k) and s(±k) = 2ikR±(k)/T (k).
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2It is known [9] that ω(k) is an entire function of k, which has infinitely many ze-
ros in C, denoted by {kj}j≥1 with |kj+1| ≥ |kj|, among which there are finitely
many ones in the upper half-plane C+ (all of them lie on the imaginary axis)
and infinitely many ones in C−, and there is no one on R \ {0}. If Imkj > 0
(Imkj ≤ 0), then k
2
j is an eigenvalue (resonance) of the operator L(q) with the
eigenfunction (wave-function) ψ+(x, kj).
The function s(k) is also an entire function of k. Let {ζj}j≥1 be all zeros
of s(k), and denote σj =sign(Imζj) and σ0 =sign(i
us(u)(0)/u!), where u is the
multiplicity of s(k) at k = 0.
Inverse resonance problem for the Schro¨dinger operator consists in deter-
mining the potential q from the eigenvalues and resonances and/or other ob-
servable data, which is an important part of inverse scattering theory [2, 3, 11].
Let’s mention that inverse resonance problem for the Schro¨dinger operator on
the half line has been studied (see, for example, [7, 8, 12, 14, 15, 17] and the
references therein). In the half line case, the unique recovery of the potential
from the eigenvalues and resonances is valid [7, 14]. Moreover, if the potential
is known a priori on a subinterval then infinitely many resonances and eigen-
values can be missing for the unique determination of the potential on the
whole interval (see [17]). However, in the full line case, the inverse resonance
problem remains open for a long time. It is known [9, 20] that the poten-
tial can not be determined by the eigenvalues and resonances. Specifically,
Zworski [20] proved the uniqueness theorem for the symmetric potentials (i.e.,
q(x) = q(1− x)) when ω(0) 6= 0, and non-uniqueness when ω(0) = 0. In 2005,
Korotyaev [9] used the complex analysis method to prove that all eigenval-
ues and resonances and the set of signs {σj}j≥0 can uniquely determine the
potential. When the potential is symmetric, then it is enough to specify all
eigenvalues and resonances and only a sign σ0. Moveover, if k = 0 is not a res-
onance (i.e., ω(0) 6= 0), then σ0 is not necessary. In 2012, Bledsoe [1] studied
the stability of the inverse resonance problem, and it was shown that that all
compactly supported potentials, which have reflection coefficients whose zeros
and poles (i.e., zeros of s(k) and ω(k)) are close enough in some disc centered
at the origin, are close. We also mention that the asymptotic behaviour of the
resonances for the Schro¨dinger operator L(q) has been given in [16].
In this paper, we shall give a further discussion for the inverse resonance
problems for the Schro¨dinger operator on the real line, and provide the follow-
ing main results.
The condition (C): q ∈ Q1 ∩ Cm[0, δ) ∩ Cn(1 − δ, 1] for some δ ∈ (0, 1) and
m,n ∈ N with q(u)(0) = 0 = q(v)(1) for u = 0, m− 1 and v = 0, n− 1, and
q(m)(0)q(n)(1) 6= 0.
3Theorem 1. Let the potential q satisfy the condition (C). If q(x) is known
a priori a.e.on [0, 1/2], then the set {kj}j≥1 (namely, all the eigenvalues and
resonances) uniquely determines q(x) a.e. on [0, 1].
Let Nω(r) be the number of zeros {kj}j≥1 of the function ω(k) in (1.1) in
the disk |k| ≤ r, namely, Nω(r) := #{j : |kj| ≤ r}. It is known [9, 19] that
Nω(r) =
2r
pi
[1 + o(1)], r → +∞. Let Ω be a subset of {kj}j≥1, and denote
NΩ(r) := #{j : kj ∈ Ω, |kj| ≤ r}.
Theorem 2. Let q ∈ Q1. If q(x) is known a priori a.e. on [0, a] with a > 1/2,
then any subset Ω satisfying NΩ(r) =
2γr
pi
[1+o(1)] as r → +∞ with γ > 2(1−a)
uniquely determines q(x) a.e. on [0, 1].
Remark 1. Theorem 1 is analogous to Hochstadt-Lieberman’s theorem [5],
and Theorem 2 is similar to the theorem 1.3 of Gesztesy and Simon [4].
Let S be a subset of the set {ζj}j≥1 of zeros of the function s(k) in (1.1),
and denote Σ := {σj : ζj ∈ S} and NΣ(r) := #{j : σj ∈ Σ, |ζj| ≤ r}.
Theorem 3. Let q ∈ Q1. If q(x) is known a priori a.e. on [0, a] with a < 1/2,
then the set {kj}j≥1 ∪ Σ satisfying NΣ(r) =
2βr
pi
[1 + o(1)] as r → +∞ with
β > 1− 2a uniquely determines q(x) a.e. on [0, 1].
Remark 2. Roughly speaking, when the number a is close enough to 1/2, then
β is close enough to zero, which implies NΣ(r) tends to zero. This illustrates
that for the case a being close to 1/2, the given set {kj}j≥1 can uniquely recover
the potential q on [0, 1]. Similarly, when a is close enough to zero, the given
sets {kj}j≥1 and {σj}j≥0 can give a unique recovery of the potential.
The inverse problem for a differential operator with interior spectral data
consists in reconstruction of this operator from the known eigenvalues and some
information on eigenfunctions at some internal point, which has been studied
by some authors (see [13, 18] and other works). In this paper, we also formulate
a uniqueness theorem for reconstructing the potential from the following data:
all eigenvalues and resonances, together with a set of logarithmic derivative
values of eigenfunctions and wave-functions at the middle point.
Denote
τk :=
d
dx
logψ+(x, k)|x=1/2 =
ψ′+(
1
2
, k)
ψ+(
1
2
, k)
.
Theorem 4. Under the condition (C), if ki 6= kj for i 6= j, then q(x) a.e. on
[0, 1] is uniquely determined by {kj , τkj}j≥1.
Remark 3. If kj (j ≥ 1) possesses multiplicities mj, then Theorem 4 is also
true provided that d
iτk
dki
|k=kj with i = 0, mj − 1 are given.
42. Preliminaries
To prove Theorems 1-4 we need some preliminaries. In this section, let us
first recall some relations between the function ω(k) and Jost solutions ψ±(x, k)
(see [9, 11]), and then provide four lemmas.
It is known that the Jost solution ψ+(x, k) satisfies the integral equation
ψ+(x, k) = e
ikx +
1
2ik
∫ 1
x
[
eik(t−x) − e−ik(t−x)
]
q(t)ψ+(t, k)dt, (2.1)
and the asymptotics
ψ+(x, k) = e
ikx[1 + o(1)], |k| → ∞, k ∈ C+ := C+ ∪ R. (2.2)
Here the asymptotic estimate (2.2) is uniform for x ≥ 0. Taking x = 0 in the
first equation in (1.1) and noting that ψ−(0, k) = 1 and ψ
′
−(0, k) = −ik, we
obtain
ω(k) = ψ′+(0, k) + ikψ+(0, k). (2.3)
Substituting (2.1) with x = 0 into (2.3), one obtains
ω(k) = 2ik −
∫ 1
0
q(x)e−ikxψ+(x, k)dx. (2.4)
Substituting (2.2) into (2.4), one gets
ω(k) = 2ik +O(1), |k| → ∞, k ∈ C+. (2.5)
Lemma 1. Under the condition (C), there exists a nonvanishing constant c0
such that
ω(iτ)=
{
− 2τ +O(1), τ → +∞
c0
τm+n+3
e−2τ [1 + o(1)], τ → −∞.
(2.6)
Proof. The first equation in (2.6) follows directly from the asymptotic equation
(2.5). We next provide the proof of the second one.
It is known [11] that
ψ+(x, k) = e
ikx +
∫ 2−x
x
K(x, t)eiktdt, 0 ≤ x ≤ 1,
where K(x, t) is a two-variable function with first-order partial derivatives.
This implies ψ+(x, iτ) = O(e
τ(x−2)) as τ → −∞. Let ε ∈ (0, δ) be sufficiently
small. It follows from (2.4) that
ω(iτ) = −
∫ ε
0
q(x)eτxψ+(x, iτ)dx+O(e
2τ(ε−1)), τ → −∞. (2.7)
5We shall next investigate the asymptotics of ψ+(x, iτ) for x ∈ [0, ε] as τ → −∞.
Taking k = iτ in (2.1), we have
ψ+(x, iτ) = e
−τx −
1
2τ
∫ 1
x
[
e−τ(t−x) − eτ(t−x)
]
q(t)ψ+(t, iτ)dt, 0 ≤ x ≤ 1.
Denote
ψ0(x, iτ) = e
−τx, ψj(x, iτ) =
1
−2τ
∫ 1
x
[
e−τ(t−x) − eτ(t−x)
]
q(t)ψj−1(t, iτ)dt,
then (see, for example, [3, p.103])
ψ+(x, iτ) =
∑
j≥0
ψj(x, iτ), 0 ≤ x ≤ 1. (2.8)
By a direct calculation, we get
ψ1(x, iτ) =
e−τx
2τ
∫ 1
x
q(t)dt−
eτx
2τ
∫ 1
x
e−2τtq(t)dt, 0 ≤ x ≤ 1. (2.9)
Since q ∈ Cn[1− ε, 1] and q(v)(1) = 0 for v = 0, n− 1, by integration by parts,
we have∫ 1
x
e−2τtq(t)dt =
(∫ 1−ε
x
+
∫ 1
1−ε
)
e−2τtq(t)dt
=
1
(2τ)n
∫ 1
1−ε
e−2τtq(n)(t)dt+O(e2τ(ε−1)), τ → −∞.
(2.10)
By virtue of q(n)(1) 6= 0, without loss of generality, assume q(n)(1) > 0, then
q(n)(x) > 0 for all x ∈ [1− ε, 1]. Thus, by the mean value theorem of integral,
we have that there exists ξ ∈ [1− ε, 1] such that∫ 1
1−ε
e−2τtq(n)(t)dt = q(n)(ξ)
∫ 1
1−ε
e−2τtdt =
q(n)(ξ)
2τ
[
e−2τ(1−ε) − e−2τ
]
. (2.11)
Substituting (2.11) into (2.10), we obtain∫ 1
x
e−2τtq(t)dt = −
q(n)(ξ)e−2τ
(2τ)n+1
[1 + o(1)], τ → −∞. (2.12)
Substituting (2.12) into (2.9), we obtain that, for all x ∈ [0, ε],
ψ1(x, iτ) =
q(n)(ξ)eτ(x−2)
(2τ)n+2
[1 + o(1)], 0 ≤ x ≤ 1, τ → −∞. (2.13)
Using (2.13) and successive iteration, we get that for τ → −∞,
|ψj(x, iτ)| ≤
ceτ(x−2)Qj−1(x)
|τ |n+j+1(j − 1)!
, c > 0, Q(x) :=
∫ 1
x
|q(t)|dt, j ≥ 1,
6which implies from (2.8) and (2.13) that
ψ+(x, iτ) = ψ1(x, iτ)[1 + o(1)] =
q(n)(ξ)eτ(x−2)
(2τ)n+2
[1 + o(1)], τ → −∞. (2.14)
The above asymptotic estimate is uniform respect to x ∈ [0, ε]. Substituting
(2.14) into (2.7), we get
ω(iτ) = −
q(n)(ξ)e−2τ
(2τ)n+2
∫ ε
0
q(x)e2τx[1+o(1)]dx+O(e2τ(ε−1)), τ → −∞. (2.15)
Since q ∈ Cm[0, ε] with q(u)(0) = 0 for u = 0, m− 1 and q(m)(0) 6= 0, without
loss of generality, we assume q(m)(0) > 0, then q(m)(x) > 0 and q(x) ≥ 0 for
all x ∈ [0, ε]. Thus,∫ ε
0
q(x)e2τx[1 + o(1)]dx =
∫ ε
0
q(x)e2τxdx[1 + o(1)], τ → −∞. (2.16)
Following the similar arguments to Eqs.(2.10)−(2.12), we have∫ ε
0
q(x)e2τxdx=
q(m)(η)
(−2τ)m+1
[1 + o(1)], η ∈ [0, ε], τ → −∞. (2.17)
Using (2.15)−(2.17) we obtain the second equation in (2.6). 
Lemma 2. (See [6, p.28]) Let G(k) be analytic in C+ and continuous in C+.
Suppose that
(i) log |G(k)| = O(k) for |k| → ∞ in C+,
(ii) |G(x)| ≤ C for some constant C > 0, x ∈ R,
(iii) lim
τ→+∞
log |G(iτ)|/τ = A.
Then, for k ∈ C+, there holds
|G(k)| ≤ CeAImk.
Lemma 3 (See Chapter IV in [10]). For any entire function g(k) 6≡ 0 of
exponential type, the following inequality holds,
lim
r→∞
Ng(r)
r
≤
1
2pi
∫ 2pi
0
hg(θ)dθ,
where Ng(r) is the number of zeros of g(k) in the disk |k| ≤ r and hg(θ) :=
lim
r→∞
ln |g(reiθ)|
r
with k = reiθ.
Together with the operator L(q) we consider another operator L(q˜) of the
same form but with different potential q˜. We agree that if a certain symbol
δ denotes an object related to L(q), then δ˜ will denote an analogous object
related to L(q˜).
7Lemma 4 (See [14]). For the arbitrary function h ∈ L1[b, 1] with b ∈ [0, 1), if∫ 1
b
h(x)ψ+(x, k)ψ˜+(x, k)dx = 0, ∀k > 0,
then h(x) = 0 a.e. on [b, 1].
3. Proofs
This section deals with proofs of Theorems 1-4.
Proof of Theorem 1. Suppose that there are two potential functions q and q˜
corresponding to the same set {kj}j≥1 and q = q˜ a.e. on [0, 1/2], we shall try
to prove q = q˜ a.e. on [0, 1]. Define
g(k) :=g1(k)g1(−k), g1(k) :=
∫ 1
1
2
[q˜(x)−q(x)]ψ+(x, k)ψ˜+(x, k)dx. (3.1)
Then g(k) is an entire function of k of exponential type. Since
e−ikψ+(x, k) = e
ik(x−1) +
∫ 2−x
x
K(x, t)eik(t−1)dt,
then, for x ∈ [1/2, 1] there holds |e−ikψ+(x, k)| ≤ ce
|Imk|(1−x) for some constant
c > 0, which implies
|g(k)| ≤ ce2|Imk|, ∀k ∈ C. (3.2)
Due to q = q˜ a.e. on [0, 1/2], we have
g1(k) =
∫ 1
0
[q˜(x)−q(x)]ψ+(x, k)ψ˜+(x, k)dx = (ψ˜
′
+ψ+ − ψ
′
+ψ˜+)(x, k)|
1
0. (3.3)
Note that ψ+(x, k) = ψ˜+(x, k) = e
ikx for x ≥ 1, which implies that
(ψ˜′+ψ+ − ψ
′
+ψ˜+)(1, k) = 0, ∀k ∈ C. (3.4)
It follows from (2.3) and (3.3) that
g1(k) = ψ
′
+(0, k)ψ˜+(0, k)− ψ˜
′
+(0, k)ψ+(0, k)
= [ψ′+(0, k) + ikψ+(0, k)]ψ˜+(0, k)−[ψ˜
′
+(0, k) + ikψ˜+(0, k)]ψ+(0, k)
= ω(k)ψ˜+(0, k)− ω˜(k)ψ+(0, k).
(3.5)
From [9] we see that
ω(k) = cωe
ikP (k), P (k) = ks lim
r→+∞
∏
0<|kj |≤r
(
1−
k
kj
)
, (3.6)
8where cω is some constant and s = 0 or 1 (if k = 0 is a zero of ω(k) then it
must be simple). Since ω(k) = 2ik + O(1) as k → +∞ in R, we obtain that
the constant cω can be uniquely determined by all zeros {kj}j≥1. Namely,
cω = 1/ lim
k→+∞
P (k)eik
2ik
. (3.7)
By virtue of (3.6) and (3.7) and the assumption on the given {kj}j≥1, we have
ω(k) = ω˜(k). Therefore,
g1(k) = ω(k)[ψ˜+(0, k)− ψ+(0, k)].
It follows from (3.1) that
g(k) = ω(k)ω(−k)[ψ˜+(0, k)− ψ+(0, k)][ψ˜+(0,−k)− ψ+(0,−k)],
which implies that the function
G(k) :=
g(k)
ω(k)ω(−k)
(3.8)
is an entire function of k of finite exponential type.
Now we shall prove G(k) ≡ 0. If it is true, then g(k) := g1(k)g1(−k) ≡ 0,
which yields g1(k) ≡ 0. It follows from Lemma 4 and (3.3) that q = q˜ a.e.
on [0, 1], and the proof is complete. If G(k) is not the zero function, let us
show the contradiction. (i) Assume that G(k) 6≡ 0 and has no zero, then
log |G(k)| = O(k) for |k| → ∞ in C+. By Lemma 1, we get that
ω(iτ)ω(−iτ) =
c1
τm+n+2
e2τ [1+o(1)], c1 6= 0, τ → +∞, (3.9)
Together with (3.2), (3.8) and (3.9), it yields |G(iτ)| ≤ Cτm+n+2 for some
constant C > 0 as τ → +∞. Thus, lim
τ→+∞
log |G(iτ)|/τ := A ≤ 0. Observe
that Eqs.(2.5), (3.2) and (3.8) imply
G(k) = O
(
1
k2
)
, |k| → ∞, k ∈ R, (3.10)
which yields that |G(k)| ≤ C for k ∈ R for some constant C. It follows from
Lemma 2 that
|G(k)| ≤ CeAImk ≤ C, ∀k ∈ C+. (3.11)
Since the entire function G(k) is an even function of k, it follows from (3.11)
that |G(k)| ≤ C for all k ∈ C, which implies that G(k) identically equals to a
constant for all k ∈ C by Liouville’s theorem. Note that Eq.(3.10) also implies
G(k) → 0 as |k| → ∞ on R. It yields G(k) ≡ 0, which is a contradiction.
(ii) Assume G(k) 6≡ 0 and has zeros {k0n}, then replace the above G(k) by
G0(k) := G(k)/G1(k), where G1(k) :=
∏
n(1 −
k
k0n
) which is also an entire
9function of k of finite exponential type. By similar arguments, we can also
prove G0(k) ≡ 0 and so G(k) ≡ 0, which yields the contradiction. 
Proof of Theorem 2. By virtue of q = q˜ a.e. on [0, a] with a > 1/2, the integral
interval in Eq.(3.1) becomes [a, 1]. Thus,
|g(k)| ≤ ce4(1−a)|Imk|, ∀k ∈ C. (3.12)
Since |Imk| = r| sin θ|, where k = reiθ, it follows from (3.12) that
hg(θ) := lim
r→∞
ln |g(reiθ)|
r
≤ 4(1− a)| sin θ|,
which implies
1
2pi
∫ 2pi
0
hg(θ)dθ ≤
2(1− a)
pi
∫ 2pi
0
| sin θ|dθ =
8(1− a)
pi
. (3.13)
From (3.1) and (3.5) we get g(k) = 0 at ±kj, kj ∈ Ω, thus,
Ng(r) ≥ 2NΩ(r) =
4γr
pi
[1 + o(1)], r →∞.
It follows from Lemma 3 and (3.13) that if the entire function g(k) 6≡ 0 then
4γ
pi
≤ lim
r→∞
Ng(r)
r
≤
1
2pi
∫ 2pi
0
hg(θ)dθ ≤
8(1− a)
pi
,
which yields γ ≤ 2(1 − a). However, now γ > 2(1 − a), it yields g(k) ≡ 0.
Thus, from Lemma 4, we conclude that q = q˜ a.e. on [0, 1]. 
Proof of Theorem 3. Taking x = 0 in the second equation in (1.1) and noting
that ψ−(0,−k) = 1 and ψ
′
−(0,−k) = ik, we obtain
s(k) = −ψ′+(0, k) + ikψ+(0, k).
It follows from (3.5) that
g1(k) = ψ
′
+(0, k)ψ˜+(0, k)− ψ˜
′
+(0, k)ψ+(0, k)
=[ψ′+(0, k)− ikψ+(0, k)]ψ˜+(0, k)−[ψ˜
′
+(0, k)− ikψ˜+(0, k)]ψ+(0, k)
= −s(k)ψ˜+(0, k) + s˜(k)ψ+(0, k).
(3.14)
Note the fact that the function ω(k) and the set of signs Σ uniquely deter-
mine the set S. It is shown in [9], for the convenience of readers, we give a
simple description. Actually, since s(k)s(−k) = 4k2 − ω(k)ω(−k) and ω(k)
is known, it yields that all zeros of the function s(k)s(−k) are known. Note
that s(k) = s(−k), and so all zeros of the function s(k)s(−k) are symmetric
with respect to the real and imaginary axes. Using the set of signs Σ, one can
distinguish which one is the zero of s(k) and which one is the zero of s(−k).
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Let NS(r) be the number of ζj ∈ S in the disk |k| ≤ r, then NΣ(r) = NS(r).
Note that {kj}j≥1 ∩ S = ∅. From (3.1), (3.5) and (3.14) we see that g(k) = 0
at k = ±kj , j ≥ 1 and k = ±ζj, ζj ∈ S, which yields
Ng(r) ≥ 2Nω(r) + 2NS(r) =
4(1 + β)r
pi
[1 + o(1)], r →∞.
From similar arguments to the proof of Theorem 2, we arrive at that q = q˜
a.e. on [0, 1]. 
Proof of Theorem 4. From (3.1) and (3.4) we get
g1(k) = {ψ+(x, k), ψ˜+(x, k)}|
1
1
2
= ψ+(
1
2
, k)ψ˜+(
1
2
, k)(τk − τ˜k). (3.15)
Since kj = k˜j and τkj = τ˜kj (j ≥ 1), we get that kj (j ≥ 1) are zeros of g1(k).
Since all zeros of ω(k) are simple (if kj is some zero of ω(k) with multiplicity
mj then the condition in Remark 3 is added), the function
G(k) :=
g(k)
ω(k)ω(−k)
is an entire function of k of finite exponential type. Following the same ar-
gument as the proof of Theorem 1, we obtain g1(k) ≡ 0, which implies from
Lemma 4 that q(x) = q˜(x) a.e. on [1/2, 1].
To prove q = q˜ almost everywhere on [0, 1/2], we consider the supplementary
Schro¨dinger operator L(q1)y := −y
′′ + q1(x)y with q1(x) = q(1 − x). Let
ψ1±(x, k) be solutions of the equation−y
′′+q1(x)y = k
2y satisfying ψ1+(x, k) =
eikx for x ≥ 1 and ψ1−(x, k) = e
−ikx for x ≤ 0.
Let us first show that all eigenvalues and resonances corresponding to L(q)
are the same as that corresponding to L(q1). Taking x = 0 in (1.1) for ω1(k)
corresponding to q1, and noting that ψ1−(0, k) = 1 and ψ
′
1−(0, k) = −ik, we
obtain
ω1(k) = ψ
′
1+(0, k) + ikψ1+(0, k). (3.16)
By a direct calculation we get
ψ1+(x, k) = e
ikψ−(1− x, k). (3.17)
Taking x = 1 in (1.1) for ω(k) and noting that ψ+(1, k) = e
ik and ψ′+(1, k) =
ikeik, we have
ω(k) = eik[ikψ−(1, k)− ψ
′
−(1, k)]. (3.18)
Together with Eqs.(3.16)-(3.18), we get ω(k) = ω1(k).
Now, note that q1(x) = q˜1(x) a.e. on [0, 1/2] and ω1(k) = ω˜1(k). It follows
from Theorem 1 that q1(x) = q˜1(x) a.e. on [0, 1]. That is, q(x) = q˜(x) a.e. on
[0, 1]. The proof is complete. 
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