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PROOF OF HALIN’S NORMAL SPANNING TREE CONJECTURE
MAX PITZ
Abstract. Halin conjectured 20 years ago that a graph has a normal spanning tree if and
only if every minor of it has countable colouring number. We prove Halin’s conjecture. This
implies a forbidden minor characterisation for the property of having a normal spanning tree.
§1. Introduction
1.1. Halin’s conjecture. A rooted spanning tree T of a graph G is called normal if the ends
of any edge of G are comparable in the natural tree order of T . Normal spanning trees are the
infinite analogue of the depth-first search trees. All countable connected graphs have normal
spanning trees, but uncountable graphs might not, as demonstrated by uncountable cliques.
A graph G has countable colouring number if there is a well-order 6∗ on V (G) such that
every vertex of G has only finitely many neighbours preceding it in 6∗. Every graph with a
normal spanning tree has countable colouring number: simply well-order level by level. The
naïve converse fails, however, as witnessed by uncountable cliques with all edges subdivided.
In [8], Halin observed that the property of having a normal spanning tree is minor-closed, i.e.
preserved under taking connected minors. Recall that a graph H is a minor of another graph
G, written H 4 G, if to every vertex x ∈ H we can assign a (possibly infinite) connected set
Vx ⊆ V (G), called the branch set of x, so that these sets Vx are disjoint for different x and G
contains a Vx − Vy edge whenever xy is an edge of H.
Hence, graphs with normal spanning trees have the property that also all their minors have
countable colouring number. In [8, Conjecture 7.6] Halin conjectured a converse to this obser-
vation. The purpose of this paper is to prove Halin’s conjecture.
Theorem 1.1. A connected graph has a normal spanning tree if and only if every minor of it
has countable colouring number.
1.2. A forbidden minor characterisation for normal spanning trees. In the same pa-
per [8], Halin asked for an explicit forbidden minor characterisation for the property of having a
normal spanning tree [8, Problem 7.3]. Using the recent forbidden subgraph characterisation for
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the property of having countable colouring number by Bowler, Carmesin, Komjath and Reiher
[1], such a forbidden minor characterisation can be deduced from Theorem 1.1.
These forbidden minors come in two structural types: First, the class of (λ, λ+)-graphs,
bipartite graphs (A,B) such that |A| = λ, |B| = λ+ for some infinite cardinal λ, and every
vertex in B has infinite degree. And second, the class of (κ, S)-graphs, graphs whose vertex
set is a regular uncountable cardinal κ such that stationary many vertices s ∈ S ⊆ κ have
countably many neighbours that are cofinal below s.
Theorem 1.2. A graph G has a normal spanning tree if and only if it contains neither a
(λ, λ+)-graph nor a (κ, S)-graph as a minor with countable branch sets.
A surprising consequence of Theorem 1.2 is that a graph of singular uncountable cardinality
κ has a normal spanning tree as soon as all its minors of size strictly less than κ admit normal
spanning trees. This is not the case when κ is regular [11, Theorem 5.1].
That it suffices to forbid minors with countable branch sets in Theorem 1.2 has an immediate
application: From it, we deduce a proof of Diestel’s normal spanning tree criterion from [5],
that a graph has a normal spanning tree provided it contains no subdivision of a ‘fat’ Kℵ0 , a
complete graph in which every edge has been replaced by uncountably many parallel edges.
1.3. Relation to work by Diestel and Leader. Halin’s conjecture would have followed
from Diestel and Leader’s proposed forbidden minor characterisation of graphs having a normal
spanning tree [6]. Unfortunately, their result is not correct, as shown by the author in [11].
Diestel and Leader [6] asserted that the forbidden minors for the property of having a normal
spanning tree are (ℵ0,ℵ1)-graphs, and Aronszajn tree-graphs, graphs whose vertex set is an
Aronszajn tree T such that the down-neighbourhood of any node t ∈ T is cofinal below t.
Well-ordering an Aronszajn tree-graph level by level shows that it contains an (ω1, S)-
subgraph. However, [11, Theorems 3.1 and 5.1] show that there exist (ω1, S)-graphs and also
larger (κ, S)-graphs that contain neither an (ℵ0,ℵ1)-graph nor an Aronszajn tree-graph as a
minor.
1.4. Organisation of this paper. In Section 2, we recall all facts about normal trees, T -
graphs for order-theoretic trees (T,6), as well as stationary sets that are needed in this paper.
Section 3 contains a decomposition result from which we prove Theorem 1.1 by a cardinal
induction in Section 4. When tackling Halin’s conjecture, one naturally faces the question how
to best exploit the assumption that no minor of G has countable colouring number. Besides
extending a number of ideas from [1] to the minor setting, the key ingredient is to take advantage
of the countable colouring number of one particular minor G˙ 4 G that has the structure of a
T -graph, provided by the theory of normal tree orders of Brochet and Diestel [2].
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Section 5 contains the proof of our forbidden minor characterisation as stated in Theorem 1.2.
Finally, in Section 6 we use this forbidden minor characterisation to give a corrected proof of
Diestel’s normal spanning tree criterion.
1.5. Acknowledgements. I would like to thank Reinhard Diestel for stimulating discussions
and an insight simplifying the construction of the normal spanning trees in Theorem 1.1.
§2. Preliminaries
We follow the notation in [4]. Given a subgraph H ⊆ G, write N(H) for the set of vertices
in G−H with a neighbour in H. A tour is a walk that may repeat vertices but not edges.
2.1. Normal spanning trees. If T is a graph-theoretic tree with root r, we write x ≤ y for
vertices x, y ∈ T if x lies on the unique r–y path in T . A rooted tree T ⊆ G contains a set U
cofinally if U ⊆ V (T ) and U is cofinal in the tree-order (T,6).
A rooted tree T ⊆ G is normal (in G) if the end vertices of any T -path in G (a path in G
with end vertices in T but all edges and inner vertices outside of T ) are comparable in the tree
order of T . If T is spanning, this reduces to the requirement that the ends of any edge of G
are comparable in the tree order on T . For a normal tree T ⊆ G, the neighbourhood N(D) of
every component D of G− T forms a chain in T .
A set of vertices U ⊆ V (G) is dispersed (in G) if every ray in G can be separated from U
by a finite set of vertices. The following theorem of Jung [9, Satz 6] characterises vertex sets
U ⊆ V (G) that are cofinally contained in a normal tree of G. See also [12] or [3, Theorem 3.5].
Theorem 2.1 (Jung). Let G be a connected graph and r any vertex of G. A set of vertices
U ⊆ V (G) is cofinally contained in some normal tree of G with root r if and only if U is a
countable union of dispersed sets in G.
2.2. Normal tree orders and T -graphs. A partially ordered set (T,≤) is called an order
tree if it has a unique minimal element (called the root) and all subsets of the form ⌈t⌉ =
⌈t⌉T := {t
′ ∈ T : t′ ≤ t} are well-ordered. Our earlier partial ordering on the vertex set of a
rooted graph-theoretic tree is an order tree in this sense.
Let T be an order tree. A maximal chain in T is called a branch of T ; note that every branch
inherits a well-ordering from T . The height of T is the supremum of the order types of its
branches. The height of a point t ∈ T is the order type of ⌈˚t⌉ := ⌈t⌉ \ {t}. The set T i of all
points at height i is the ith level of T , and we write T<i :=
⋃{
T j : j < i
}
.
The intuitive interpretation of a tree order as expressing height will also be used informally.
For example, we may say that t is above t′ if t > t′, call ⌈X⌉ = ⌈X⌉T :=
⋃
{⌈x⌉ : x ∈ X} the
down-closure of X ⊆ T . And we say that X is down-closed, or X is a rooted subtree, if X = ⌈X⌉.
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If t < t′, we write [t, t′] = {x : t 6 x 6 t′}, and call this set a (closed) interval in T . (Open
and half-open intervals in T are defined analogously.) A subset of T that is an order tree under
the ordering induced by T is a subtree of T if along with any two comparable points it contains
the interval in T between them. If t < t′ but there is no point between t and t′, we call t′ a
successor of t and t the predecessor of t′; if t is not a successor of any point it is called a limit.
An order tree T is normal in a graph G, if V (G) = T and the two ends of any edge of G
are comparable in T . We call G a T -graph if T is normal in G and the set of lower neighbours
of any point t is cofinal in ⌈˚t⌉. An ω1-graph is a T -graph for the well-order T = (ω1,6). For
detailed information on normal tree orders, we refer the reader to [2]. If G is a T -graph, then
every interval [t, t′] in T (and hence every subtree of T ) is connected in G, because only t can be
a minimal element of any of its components. For later use we note down the following standard
results about T -graphs, and refer the reader to [2, §2] for details.
Lemma 2.2. Let (T,6) be an order tree and G a T -graph.
(1) For incomparable vertices t, t′ in T , the set ⌈t⌉ ∩ ⌈t′⌉ separates t from t′ in G.
(2) Every connected subgraph of G has a unique T -minimal element.
(3) If T ′ ⊆ T is down-closed, the components of G − T ′ are spanned by the sets ⌊t⌋ for t
minimal in T − T ′.
2.3. Stationary sets and Fodor’s lemma. We denote ordinals by i, j, k, ℓ, and identify i =
{j : j < i}. Let ℓ be any limit ordinal. A subset A ⊆ ℓ is unbounded if supA = ℓ, and closed if
sup(A ∩m) = m implies m ∈ A for all limits m < ℓ. The set A is a club-set in ℓ if it is both
closed and unbounded. A subset S ⊆ ℓ is stationary (in ℓ) if S meets every club-set of ℓ. For
the following standard results about stationary sets see e.g. [10, §III.6].
Lemma 2.3. (1) If κ is a regular uncountable cardinal, S ⊆ κ is stationary and S =
⋃
{Sn : i ∈ N},
then some Sn is stationary.
(2) [Fodor’s lemma] If κ is a regular uncountable cardinal, S ⊆ κ stationary and f : S → κ
is such that f(s) < s for all s ∈ S, then there is i < κ such that f−1(i) is stationary.
§3. Decomposing graphs into subgraphs of finite adhesion
3.1. Statement of the decomposition result. The aim of this section is to prove a decom-
position lemma which allows us to prove Halin’s conjecture by cardinal induction. To state the
decomposition lemma, we need a definition.
Definition 3.1 (Subgraphs of finite adhesion). Given a subgraph H ⊆ G, a set of vertices
A ⊆ V (H) of the form A = N(D) for some component D of G − H is an adhesion set. A
subgraph H ⊆ G has finite adhesion if all adhesion sets in H are finite.
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Remark 3.2. An increasing ω-union of subgraphs of finite adhesion may fail to have finite
adhesion. An increasing ω1-union of subgraphs of finite adhesion has itself finite adhesion.
Our main decomposition result reads as follows.
Lemma 3.3 (Decomposition lemma). Let G be a connected graph of uncountable size κ with
the property that all its minors have countable colouring number. Then G can be written as
a continuous increasing union
⋃
i<σ Gi of infinite, <κ-sized connected induced subgraphs Gi of
finite adhesion in G.
To see how to obtain a normal spanning tree from this result, the reader may wish to skip
to Section 4 immediately.
3.2. Normal partition trees. Instead of proving Lemma 3.3 directly, we prove a technical
strengthening using the notion of normal partition trees due to Brochet and Diestel from [2,
§4]:
Let G be a graph and {Vt : t ∈ T} be a partition of V (G) into non-empty sets Vt. If the index
set T of this partition is an order tree (T,6), we call (T,6) a partition tree for G. For vertices
v ∈ G, we write t(v) for the node t ∈ T such that v ∈ Vt. Whenever we speak of a partition
tree T for G, we shall assume that it comes with a fixed partition of V (G); the sets Vt and the
map v 7→ t(v) will then be well-defined.
If T is a partition tree for G, we denote by G˙ = G/T the graph obtained from G by
contracting the sets Vt for t ∈ T . We may then identify T with the vertex set of G˙; thus, two
points t, t′ ∈ T become adjacent vertices of G˙ if and only if G contains a Vt–Vt′ edge. We call
T a normal partition tree for G if the following properties hold:
(a) G˙ is a T -graph,
(b) for every t ∈ T , the set Vt is connected in G (so G˙ is a minor of G),
(c) for every t ∈ T , we have either |Vt| = cf(height(t)) or |Vt| = 1.
For a subtree T ′ ⊆ T , we write G(T ′) := G[
⋃
{Vt : t ∈ T
′}] for the corresponding connected
induced subgraph of G. We use the following result by Brochet & Diestel, see [2, Theorem 4.2].
Theorem 3.4 (Brochet & Diestel). Every connected graph has a normal partition tree.
The intuition behind the last of the above requirements for a normal partition tree is that
T should approximate G as best as possible, which happens if the partition sets Vt are small.
For the normal normal partition trees T considered in this paper, the branch sets Vt are always
at most countable, see Lemma 3.5 below. Indeed, graphs G all whose minors have countable
colouring number cannot contain an uncountable clique minor.
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Lemma 3.5. Let G be a connected graph not containing an uncountable clique minor. Then
all branches of a normal partition tree T for G are at most countable; in particular all branch
sets Vt in G are at most countable.
Proof. If T contains an uncountable branch, then by (a) and (b) the minor G˙ of G contains an
ω1-graph as a subgraph. But by [6, Proposition 3.5], every ω1-graph contains a K
ω1 minor, a
contradiction. In particular, height(t) < ω1 for all t ∈ T , and so the second assertion follows
from property (c) of normal partition trees. 
We can now state the decomposition result in the form we want to prove it:
Lemma 3.6 (Decomposition Lemma, T -graph variant). Let G have uncountable size κ with
the property that all its minors have countable colouring number. Then any normal partition
tree T for G can be written as a continuous increasing union
⋃
i<cf(κ) Ti of infinite, <κ-sized
rooted subtrees Ti such that all graphs G(Ti) have finite adhesion in G.
Indeed, it follows from Lemma 3.5 that Gi := G(Ti) are as desired for Lemma 3.3.
3.3. A closure lemma. The proof of Lemma 3.6 relies on a closure lemma. In it, we use
that the following two types of graphs have uncountable colouring number and therefore cannot
appear as minors of G:
(i) A barricade, i.e. a bipartite graph with bipartition (A,B) such that |A| < |B| and every
vertex of B has infinitely many neighbours in A, cf. [1, Lemma 2.4].
(ii) An Aronszajn tree-graph, i.e. a T -graph for an Aronszajn tree T , cf. [6, Theorem 7.1].
Lemma 3.7. Let G have uncountable size κ with the property that all its minors have countable
colouring number, and let T be a normal partition tree for G. Then every infinite X ⊆ T is
included in a rooted subtree T ′ ⊆ T with |X| = |T ′| such that G(T ′) has finite adhesion in G.
Proof. For a connected subgraph D ⊆ G write tD for the by Lemma 2.2(2) unique T -minimal
element of {t(v) : v ∈ D}. We recursively build a ⊆-increasing sequence {Ti : i < ω1} of rooted
subtrees of T by letting T0 = ⌈X⌉T , defining
Ti+1 = Ti ∪ {tD : D a component of G−G(Ti) with |N(D) ∩G(Ti)| = ∞}
at successor steps, and Tℓ =
⋃
i<ℓ Ti for limit ordinals ℓ < ω1. Finally we set T
′ =
⋃
i<ω1
Ti.
Clearly, T ′ is a rooted subtree of T including X.
To see that G(T ′) has finite adhesion in T , suppose for a contradiction that there is a
component D of G − G(T ′) with |N(D) ∩ G(T ′)| = ∞. Then there is some i0 < ω1 such
that |N(D) ∩ G(Ti0)| = ∞. Hence for all i0 6 i < ω1, the unique component Di of G −G(Ti)
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containing D also satisfies |N(Di)∩G(Ti)| = ∞. Then {tDi : i0 6 i < ω1} forms an uncountable
chain in T , contradicting Lemma 3.5.
To see that |T ′| = |X|, observe that since T contains no uncountable chains by Lemma 3.5,
we have |T0| = |X|. We now prove by transfinite induction on i < ω1 that |Ti| = |X|. The
cases where i is a limit are clear, so suppose i = j +1. By the induction hypothesis, |Tj | = |X|.
If |Tj+1| > |Tj |, then the bipartite minor of G obtained by contracting all components D of
G−G(Tj) with tD ∈ Tj+1 \ Tj to form the B-side, and all vertices in G(Tj) forming the A-side
would be a barricade (A,B) by the second part of Lemma 3.5, contradicting (i).
If X is uncountable, then |T ′| = |
⋃
i<ω1
Ti| = ℵ1 · |X| = |X|. So suppose for a contradiction
that X is countable and |T ′| = ℵ1. Contracting the rooted subtree T0 to a vertex r in T
′ gives
rise to an order tree T ′′ with root r. Since T0 ⊆ T
′ is a rooted subtree and so G˙[T0] is connected,
this contraction results in a minor G′′ of G˙ which is a T ′′ graph. By construction, nodes in
Ti \
⋃
j<i Tj for i > 1 belong the the ith level of T
′′, and hence all levels of T ′′ are countable.
Finally, since T ′′ like T ′ and T contains no uncountable chains, it follows that T ′′ is an Aronszajn
tree. Since G′′ 4 G˙ 4 G, we have found an Aronszajn tree minor of G, contradicting (ii). 
3.4. Proof of Lemma 3.6. We are now ready to prove our Decomposition Lemma 3.6. The
proof will be divided into two cases depending on whether κ = |G| is regular or singular.
Proof of Lemma 3.6 for regular uncountable κ. Let 6˙ be a well-order of V (G˙) witnessing that
G˙ has countable colouring number, i.e. so that every vertex has only finitely many neighbours
preceding it in 6˙. We may choose 6˙ to be of order type |G˙|, see e.g. [7, Corollary 2.1].
By the ‘in particular part’ of Lemma 3.5, we have κ = |G| = |G˙| = |T |. Fix an enumeration
V (T ) = {ti : i < κ}. We recursively define a continuous increasing sequence {Ti : i < κ} of
rooted subtrees of T with
(1) ti ∈ Ti+1 for all i < κ,
(2) each G(Ti) has finite adhesion in G,
(3) the vertices of Ti form a proper initial segment of (V (G˙), 6˙)
Let T0 = ∅. In the successor step, suppose that Ti is already defined. Let T
0
i := Ti ∪ ⌈ti⌉. At
odd steps, use Lemma 3.7 to fix a rooted subtree T 2n+1i of T including T
2n
i of the same size
as T 2ni so that G(T
2n+1
i ) has finite adhesion in G. At even steps, let T
2n+2
i be the smallest
subtree of T including the down-closure of T 2n+1i in (V (G˙), 6˙). Define Ti+1 =
⋃
n∈N T
n
i . By
construction, Ti+1 is a rooted subtree of T with ti ∈ Ti+1, and Ti+1 forms an initial segment
of (V (G˙), 6˙). To see that this initial segment is proper, one verifies inductively that |T ni | < κ;
since κ has uncountable cofinality, this gives |Ti+1| < κ, too.
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Hence, it remains to show that G(Ti+1) has finite adhesion in G. Suppose otherwise that
there exists a component D of G − G(Ti+1) with infinitely many neighbours in G(Ti+1). If
we let d = tD, then t(N(D)) ⊆ ⌈˚d⌉T holds by definition of a normal partition tree. We claim
that d must be a limit of T . Indeed, for any x <T d, Lemma 2.2(3) implies that x ∈ T
2n+1
i
for some n ∈ N. Since G(T 2n+1i ) has finite adhesion, it follows that N(D) ∩G(T
2n+1
i ) is finite.
In particular, only finitely many neighbours v ∈ N(D) satisfy t(v) 6T x. Hence, at least one
neighbour v ∈ N(D) satisfies x <T t(v) <T d; so d is a limit.
By the definition of a T -graph, d has infinitely many G˙-neighbours below it, and hence in
Ti+1. However, since Ti+1 forms an initial segment in (V (G˙), 6˙) not containing d, it follows
that d is preceded by infinitely many of its neighbours in 6˙, contradicting the choice of 6˙.
For limits ℓ < κ we define Tℓ =
⋃
i<ℓ Ti. One verifies as above that Tℓ is a rooted subtree
of T that forms a proper initial segment in (V (G˙), 6˙) such that G(Tℓ) has finite adhesion in
G. 
Proof of Lemma 3.6 for singular uncountable κ. This case follows [1, §4], where we replace the
notion of robustness from [1, Definition 4.1] by our notion of having finite adhesion from Defi-
nition 3.1, and use Lemma 3.7 and Remark 3.2 instead of [1, Lemma 4.3] and [1, Remark 4.2].
The complete argument follows for convenience of the reader.
Let us enumerate V (T ) = {ti : i < κ} and fix a continuous increasing sequence {κi : i < cf(κ)}
of cardinals with limit κ, where κ0 > cf(κ) is uncountable. We build a family
{Ti,j : i < cf(κ), j < ω1}
of rooted subtrees of T with G(Ti,j) of finite adhesion in G, with each Ti,j of size κi. This will
be done by a nested recursion on i and j. When we come to choose Ti,j, we will already have
chosen all Ti′,j′ with j
′ < j, or with both j′ = j and i′ < i. Whenever we have just selected
such a subtree Ti,j, we fix immediately an arbitrary enumeration
{
tki,j : k < κi
}
of this tree. We
impose the following conditions on this construction:
(1) {tk : k < κi} ⊆ Ti,0 for all i,
(2)
⋃{
Ti′,j′ : i
′ 6 i, j′ 6 j
}
⊆ Ti,j for all i and j,
(3)
⋃{
tki′,j : k < κi
}
⊆ Ti,j+1 for all i < i
′ < cf(κ) and j.
These three conditions specify some collection of κi-many vertices which must appear in Ti,j.
By Lemma 3.7 we can extend this collection to a subtree Ti,j of the same size such that G(Ti,j)
has finite adhesion in G. This completes the description of our recursive construction.
Condition (3) ensures that
(4) Tℓ,j ⊆
⋃
i<ℓ Ti,j+1 for all limits ℓ < cf(κ) and all j.
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Indeed, since κℓ =
⋃
i<ℓ κi by continuity of our cardinal sequence, it follows Tℓ,j =
{
tkℓ,j : k < κℓ
}
=
⋃
i<ℓ
{
tkℓ,j : k < κi
}
⊆
⋃
i<ℓ Ti,j+1. Now for i < cf(κ), the set Ti =
⋃
j<ω1
Ti,j yields a subgraph
G(Ti) of finite adhesion in G by Remark 3.2. Further, the sequence {Ti : i < cf(κ)} is increasing
by (2) and continuous by (4). This completes the proof. 
§4. From finite adhesion to normal spanning trees
4.1. Normal spanning trees. In this section we complete the proof of our main result:
Theorem 1.1. A connected graph has a normal spanning tree if and only if every minor of it
has countable colouring number.
Proof. The forwards implication follows from the fact that graphs with normal spanning trees
have countable colouring number, and that the property of having a normal spanning tree is
closed under taking connected minors. We prove the backwards implication by induction on
κ = |G|. We may assume that κ is uncountable, and that the statement holds for all graphs G′
with |G′| < κ. Let {Gi : i < σ} be a continuous chain of subgraphs of finite adhesion in G from
Lemma 3.3 with |Gi| < κ for all i < σ.
We construct by recursion on i < σ a sequence of normal trees {Ti : i < σ} in G extending
each other all with the same root, such that each tree Ti contains V (Gi) cofinally.
1 Once the
recursion is complete, T =
⋃
i<σ Ti is the desired normal spanning tree for G.
It remains to describe the recursive construction. At limits we may simply take unions. So
assume that we have already defined a normal tree Ti in G that cofinally contains V (Gi) (the
same argument applies to the base case by setting T−1 = ∅). In order to extend Ti to a normal
tree Ti+1, we rely on the following two claims, to be proved below.
Claim 4.1. Every rooted tree Ti containing V (Gi) cofinally has finite adhesion in G.
Claim 4.2. Every V (Gi) is a countable union of dispersed sets in G.
Resuming our construction, since Ti is normal in G, the neighbourhood of every component
D of G − Ti forms a chain in Ti. By Claim 4.1, this chain is finite, so there exists a maximal
element tD ∈ N(D) in the tree order of Ti. Choose a neighbour rD of tD in D. By Claim 4.2,
the set V (Gi+1) and hence V (Gi+1)∩D is a countable union of dispersed sets in G. By Jung’s
Theorem 2.1, there is a normal tree TD ⊆ D with root rD cofinally containing V (Gi+1) ∩ D.
Then the union of Ti together with all TD and edges tDrD for all components D of G−Ti with
V (Gi+1) ∩D 6= ∅, is a normal tree Ti+1 in G containing V (Gi+1) cofinally. 
1The trees Ti are graph theoretic subtrees of G and not to be confused with the normal partition trees from
Section 3.
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With a similar proof, one obtains the perhaps interesting result that if a connected graph
G has a tree decomposition of finite adhesion such that that all torsos have normal spanning
trees, then G itself has normal spanning tree.
4.2. Proof of Claim 4.1. For the proof, we need a simple lemma.
Lemma 4.3. Let H ⊆ G be a subgraph of finite adhesion. If T is a rooted tree containing V (H)
cofinally, then any component D of G−H satisfies |D ∩ T | <∞.
Proof. Suppose for a contradiction that some component D of G −H meets T infinitely. We
recursively construct disjoint dn − hn paths Pn in ⌊dn⌋T from a vertex dn ∈ D ∩ T to a
vertex hn ∈ V (H). Suppose that paths P1, . . . , Pn ⊆ T have already been constructed. As
X = ⌈
⋃
m6n V (Pm)⌉T is finite, there exists dn+1 ∈ (D ∩ T ) \ X. Since V (H) is cofinal in T ,
there is a vertex hn+1 ∈ V (H) above dn+1. Let Pn+1 be the unique path in T from dn+1 to
hn+1. Since X is down-closed, we have ⌊dn+1⌋ ∩X = ∅. Since Pn+1 ⊆ ⌊dn+1⌋, it follows that
Pn+1 is disjoint from all earlier paths.
However, the existence of infinitely many pairwise disjoint paths fromD toH in G contradicts
that H has finite adhesion in G. 
Proof of Claim 4.1. Since V (Gi) ⊆ V (Ti), any component D of G−Ti is contained in a unique
component D˜ of G−Gi.
Now the neighbours in N(D) ⊆ Ti come in two types. First, those in N(D) ∩Gi, but these
must then also belong to N(D˜), and there are only finitely many of these, as Gi has finite
adhesion in G. And second, neighbours N(D) \Gi, but then must then belong to Ti ∩ D˜, and
there are only finitely many of those by Lemma 4.3. 
4.3. Proof of Claim 4.2. By our main induction, all Gi have normal spanning trees. However,
we need to wrest the stronger assertion from our induction assumption that each V (Gi) is
contained in a normal (not necessarily spanning) tree of G, which by Jung’s Theorem 2.1 is
precisely the assertion of Claim 4.2. For the proof, we need two definitions and lemma.
Definition 4.4 (Dominated torsos). For an adhesion set A in Gi, let DA be the set of com-
ponents of G − Gi with N(D) = A. The dominated torso Gˆi of Gi is the minor Gˆi 4 G,
where
(T1) for adhesion sets A with DA finite, we contract each D ∈ DA to a single vertex vD, and
(T2) for adhesion sets A with DA infinite, we choose a partition DA =
⊔
a∈ADa and contract
each connected graph G[{a} ∪
⋃
Da] to a single vertex, identified with a.
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With these identifications we naturally have Gi ⊆ Gˆi. Every adhesion set A ⊆ Gi of the
second type induces a clique in Gˆi, and every adhesion set of the first type has a dominating
vertex vD.
Definition 4.5 (Canonical projection). Let P ⊆ G be a path with end vertices in Gi or a ray
which meets Gi again and again. A Gi-fragment Q of P is a connected component Q˚ of P −Gi
together with its two edges from Q˚ to Gi and their ends (so every P -fragment is Gi-path). The
canonical projection of P to Gˆi is the tour Pˆ ⊆ Gˆi obtained by replacing every Gi-fragment
Q = xPy of P by
• the path xvDy, if Q˚ is contained in a component D of G−Gi as in (T1), or by
• the edge xy, if Q˚ is contained in a component D of G−Gi as in (T2).
Lemma 4.6. Let P ⊆ G be a path with end vertices in Gi or a ray meeting Gi again and again.
(1) The canonical projection Pˆ of P to Gˆi satisfies V (P ) ∩Gi = V (Pˆ ) ∩Gi.
(2) The canonical projection Pˆ of P to Gˆi is a locally finite tour.
(3) Let X ⊆ V (Gi) be a finite set of vertices, and v,w ∈ V (Gi) \X. If X separates v from
w in Gˆi, then it also separates v from w in G.
Proof. Assertion (1) is immediate. Assertion (2) holds as the only vertices in Pˆ used more than
once are of the form vD as in (T1), but these have finite degree in Gˆi. Assertion (3) follows,
since if P is a v−w path in G avoiding X, then Pˆ is a v−w tour by (2) avoiding X by (1). 
Proof of Claim 4.2. Since Gi has finite adhesion in G, the number of vertices vD in Gˆi as in
(T1) is at most |Gi|. Therefore, we have |Gˆi| = |Gi| < κ, and so inductively, every dominated
torso Gˆi has a normal spanning tree. By Jung’s Theorem 2.1, the set of vertices V (Gi+1) in
the graph Gˆi+1 is a countable union of sets {Un : n ∈ N} which are dispersed in Gˆi+1.
It remains to show that each Un is also dispersed in G. Consider an arbitrary ray R in G.
If R is eventually contained in a component D of G − Gi+1, then N(D) separates Un from a
tail of R. Otherwise, R meets Gi+1 again and again. Let Rˆ be the canonical projection of R
to Gˆi, which is an infinite, locally finite tour by Lemma 4.6(1)&(2). Since Un is dispersed in
Gˆi+1, there is a finite set of vertices Xˆ ⊆ V (Gˆi+1) separating Rˆ from Un in Gˆi+1. Let X denote
the finite subset of V (Gi) where we replace every vertex in Xˆ of the form vD as in (T1) by all
vertices in N(D). Then X ⊆ V (Gi+1) separates Rˆ from Un in Gˆi. By Lemma 4.6(3), the set
X then also separates R from Un in G. Hence, Un is dispersed in G as desired. 
§5. A forbidden minor characterisation for normal spanning trees
The main result of [1] is a forbidden subgraph characterisation for the property of “having
colouring number 6 µ”. The forbidden subgraphs for the case µ = ℵ0 are the following:
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Definition 5.1. (1) A (λ, λ+)-graph for some infinite cardinal λ is a bipartite graph (A,B)
such that |A| = λ, |B| = λ+, and every vertex in B has infinite degree (and without loss of
generality, every vertex in A has degree λ+, [1, Lemma 2.4]).
(2) A (κ, S)-graph for some regular uncountable cardinal κ and some stationary set S ⊆ κ
of cofinality ω ordinals is a graph with vertex set V (G) = κ such that N(s)∩ {v ∈ κ : v < s} is
countable with supremum s for all s ∈ S.
Theorem 1.2. A graph G has a normal spanning tree if and only if it contains neither a
(λ, λ+)-graph nor a (κ, S)-graph as a minor with countable branch sets.
Proof. It is proved in [1] that a graph G has countable colouring number if and only if G does
not contain a (λ, λ+)-graph nor a (κ, S)-graph as a subgraph. Hence, this forbidden subgraph
characterisation for countable colouring number translates, via Theorem 1.1, to a forbidden
minor characterisation for normal spanning trees.
It remains to argue that for the backwards implication it suffices to exclude these obstructions
as minors with countable branch sets. Lemma 3.5 implies that G˙ 4 G has all branch sets
countable. In Lemma 3.7, two futher minors of G and G˙ respectively are considered:
• A barricade minor of G; in the proof, a number of components D where contracted.
However, for each component is suffices to contract a countable subtree TD ⊆ D so that
the resulting vertex has infinite degree in the barricade.
• An Aronszajn tree minor of G˙, obtained by contracting the countable subset X0 of G˙.
Next, in the proof of Lemma 3.6 for regular κ, we chose a well-order of V (G˙) witnessing that
G˙ has countable colouring number. By [1], this requires that there are no (λ, λ+)-graphs or
(µ, S)-graphs contained in G˙ as subgraphs, which is again fine as G˙ 4 G has all branch sets
countable.
Finally, we consider minors Gˆi 4 G in Section 4. Since Gi ⊆ G has finite adhesion, these
minors can be realised using finite branch sets; so any forbidden minor occurring with countable
branch sets in Gˆi also occurs as minor with countable branch sets in G. 
§6. Diestel’s normal spanning tree criterion
The original proof of Diestel’s sufficient condition from [5], that graphs without fat TKℵ0
have normal spanning trees, relied on the incorrect forbidden minor characterisation from [6].
This section contains a proof of Diestel’s criterion based on the obstructions from Theorem 1.2.
A graph G is an IX (an inflated X) if X 4 G such that V (G) =
⋃
Vx. We say an IX graph
G is countably inflated if Vx ⊆ V (G) is countable for all x ∈ X.
Theorem 6.1. All graphs not containing a fat TKℵ0 as subgraph have normal spanning trees.
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Proof. By Theorem 1.2 it suffices to show: Every countably inflated version IX of a (λ, λ+)-
graph or a (κ, S)-graph X contains a fat TKℵ0.
We first deal with (λ, λ+)-graphs. Let (A,B) be the bipartition for X with |A| = λ and
|B| = λ+, and suppose that H is a countably inflated IX. Construct, inductively, an infinite
set {a1, a2, a3, . . .} ⊆ A and a nested sequence B1 ⊇ B2 ⊇ · · · of λ
+ sized subsets of B such
that for each an there is a vertex hn ∈ Van which sends edges in H to all branch sets of
b ∈ Bn. Suppose the construction has proceeded to step n. Fix a new vertex an+1 whose
X-neighbourhood B′n+1 in Bn has size λ
+. To see that this is possible, note that if there is
no vertex a ∈ A \ {a1, a2, . . . , an} as claimed, then each vertex a ∈ A \ {a1, a2, . . . , an} has as
most λ many neighbours in Bn. As A \ {a1, a2, . . . , an} has size λ, this means that Bn \N(A \
{a1, a2, . . . , an}) 6= ∅. But every vertex in this set has all its neighbours in {a1, a2, . . . , an}, and
thus has finite degree, a contradiction. Since Van+1 is countable and λ
+ is regular uncountable,
there is a vertex hn+1 ∈ Van+1 which receives edges from λ
+ branch sets of distinct vertices in
B′n+1, and we call this set of vertices Bn+1. This completes the inductive construction.
Since we may enumerate the edges needed for a fat TKℵ0 in order type ω1 and λ
+ > ω1, it
is then routine to construct a fat TKℵ0 with branch vertices h1, h2, h3, . . . in H.
Next, we deal with (κ, S)-graphs X. Suppose that H is a countably inflated IX. Let us
enumerate the down-neighbours of s ∈ S in X by vs1, v
s
2, . . .. We construct, inductively, an
infinite set {v1, v2, v3, . . .} ⊆ X and a nested sequence S1 ⊇ S2 ⊇ · · · of stationary subsets of S
such that for each vn there is a vertex hn ∈ Vvn which sends edges to all branch sets of s ∈ Sn,
and each s ∈ Sn satisfies v
s
i = vi for all i 6 n. By applying Fodor’s Lemma 2.3(2), find a vertex
vn+1 and a stationary subset S
′
n+1 ⊆ Sn such that v
s
i = vi for all i 6 n + 1 and all s ∈ S
′
n+1.
Since Vvn+1 is countable and S
′
n+1 is stationary, by Lemma 2.3(1) there is a vertex hn+1 ∈ Van+1
which receives edges from stationary many distinct branch sets of vertices in S′n+1, and we call
this set of vertices Sn+1. This completes the inductive construction.
Once again, it is then routine to construct a fat TKℵ0 with branch vertices some infinite
subset of {h1, h2, h3, . . .} in H. 
§7. Further problems on normal spanning trees and forbidden minors
Problem 1. Is there a list of forbidden minors for the property of having a normal spanning
tree consisting of all (λ, λ+)-graphs, and a list of T -graphs?
Problem 2. Is it consistent with the axioms of set theory ZFC that it suffices in Theorem 1.2
to forbid minors of cardinality ℵ1?
An earlier result of the author [11, Theorem 5.1] shows that the opposite assertion is consistent
with ZFC as well, that one needs to forbid minors of arbitrarily large cardinality in Theorem 1.2.
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Problem 3. Is it true that a graph has a normal spanning tree if and only if its vertex set is
the countable union of fat TKℵ0-dispersed sets? Here, a set of vertices U is fat TKℵ0-dispersed
if every fat TKℵ0 can be separated from U by a finite set of vertices.
An affirmative result to the last problem would both generalise Jung’s Theorem 2.1 as well
as a result by the author [12].
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