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Abstract
The paper studies derivative asset analysis in structural
credit risk models where the asset value of the ﬁrm is not
fully observable. It is shown that in order to determine the
price dynamics of traded securities, one needs to solve a
stochastic ﬁltering problem for the asset value. We trans-
form this problem to a ﬁltering problem for a stopped dif-
fusion process and apply results from the ﬁltering literature
to this problem. In this way, we obtain an stochastic par-
tial diﬀerential equation characterization for the ﬁlter den-
sity. Moreover, we characterize the default intensity under
incomplete information and determine the price dynamics
of traded securities. Armed with these results, we study
derivative assets in our setup: We explain how the model
can be applied to the pricing of options on traded assets and
we discuss dynamic hedging and model calibration. The
paper closes with a small simulation study.
KEYWORD S
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1 INTRODUCTION
Structural credit risk models such as the ﬁrst-passage-time models proposed by Black and Cox (1976)
or Leland (1994) are widely used in the analysis of defaultable corporate securities. In these models,
a ﬁrm defaults if a random process 𝑉 representing the ﬁrm's asset value hits some threshold 𝐾 that is
typically linked to value of the ﬁrm's liabilities. First-passage-time models oﬀer an intuitive economic
interpretation of the default event. However, in the practical application of these models, a number
of diﬃculties arise: To begin with, it might be diﬃcult for investors in secondary markets to assess
precisely the value of the ﬁrm's assets. Moreover, for tractability reasons, 𝑉 is frequently modeled as a
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diﬀusion process. In that case, the default time 𝜏 is a predictable stopping time, which leads to unreal-
istically low values for short-term credit spreads. For these reasons, Duﬃe and Lando (2001) propose
a model where secondary markets have only incomplete information on the asset value 𝑉 . More pre-
cisely, they consider the situation where the market obtains at discrete time points 𝑡𝑛 a noisy accounting
report of the form 𝑍𝑛 = ln𝑉𝑡𝑛 + 𝜀𝑛; moreover, the default history of the ﬁrm can be observed. Duﬃe
and Lando show that in this setting, the default time 𝜏 admits an intensity that is proportional to the
derivative of the conditional density of the asset value at the default threshold 𝐾 . This well-known
result provides an interesting link between structural and reduced-form models. Moreover, the result
shows that by introducing incomplete information, it is possible to construct structural models where
short-term credit spreads take reasonable values. The subsequent work of Frey and Schmidt (2009)
discusses the pricing of the ﬁrm's equity in structural models with unobservable asset value. More-
over, it is shown that the valuation of the ﬁrm's equity and debt leads to a stochastic ﬁltering problem:
One needs to determine the conditional distribution of the current asset value 𝑉𝑡 given the 𝜎-ﬁeld 𝑡
representing the available information at time 𝑡. Frey and Schmidt (2009) consider this problem in the
setup of Duﬃe and Lando where new information on the asset value arrives only at discrete points in
time. Working with a Markov-chain approximation approximation for 𝑉 , they derive a recursive updat-
ing rule for the conditional distribution of the approximating Markov chain via elementary Bayesian
updating; the discrete nature of the information-arrival is crucial for their arguments.
Neither Duﬃe and Lando (2001) nor Frey and Schmidt (2009) study the price dynamics of traded
securities under incomplete information. Hence, in these papers, it is not possible to analyze the pricing
and the hedging of derivative securities such as options on corporate bonds or on the stock. The main
goal of this paper is therefore to develop a proper theory of derivative asset analysis for structural credit
risk models under incomplete information.
More precisely, wemake the following contributions. First, in order to obtain realistic price dynamics
for the traded securities, we model the noisy observations of the asset value by a continuous time
process of the form 𝑍𝑡 = ∫ 𝑡0 𝑎(𝑉𝑠)ds +𝑊𝑡 for some Brownian motion 𝑊 independent of 𝑉 . We show
that this leads to price processes with nonzero instantaneous volatility, whereas the discrete information
arrival considered by Duﬃe and Lando (2001) or Frey and Schmidt (2009) generates asset prices that
evolve deterministically between the news-arrival dates. Moreover, modeling 𝑍 as a continuous time
processes is in line with the standard literature on stochastic ﬁltering such as Bain and Crisan (2009).
Second, in order to derive the price dynamics of traded securities we determine the dynamics of the
conditional distribution of 𝑉𝑡 given 𝑡 . This is a challenging stochastic ﬁltering problem, as under
full observation, the default time 𝜏 is predictable, so that standard ﬁltering techniques for point process
observations (see, e.g. Brémaud, 1981) do not apply. We therefore transform the original problem to a
new ﬁltering problem where the observations consist only of the process 𝑍; the signal process in this
new problem is, on the other hand, given by the asset value process stopped at the ﬁrst exit time of the
solvency region (𝐾,∞). Using results of Pardoux (1978) on the ﬁltering of stopped diﬀusion processes,
we derive a stochastic partial diﬀerential equation (SPDE) for the conditional density of 𝑉𝑡 given 𝑡 ,
denoted by 𝜋(𝑡, ⋅), and we discuss the numerical solution of this SPDE via a Galerkin approximation.
Extending the work of Duﬃe and Lando (2001) to our more general information structure, we show
that 𝜏 admits an intensity process (𝜆𝑡)𝑡≥0 such that the intensity at time 𝑡 is proportional to the spatial
derivative of 𝜋(𝑡, 𝑣) at 𝑣 = 𝐾 . Armed with these results, we ﬁnally study derivative assets in our setup:
We identify the price dynamics of the traded securities, we consider the pricing of options on traded
assets, we derive risk-minimizing dynamic hedging strategies for these claims, and we discuss model
calibration. The paper closes with a small simulation study illustrating the theoretical results.
Incomplete information and ﬁltering methods have been used before in the analysis of credit risk.
Structural models with incomplete information were considered among others by Kusuoka (1999),
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Duﬃe and Lando (2001), Jarrow and Protter (2004), Coculescu, Geman, and Jeanblanc (2008), Frey
and Schmidt (2009), and Cetin (2012). The last contribution is related to the present paper. Working
in a similar setup as ours, Cetin uses probabilistic arguments to establish the existence of a default
intensity with respect to 𝔽 and to derive the corresponding ﬁlter equations. He does not study the
existence of the conditional density 𝜋(𝑡, ⋅) and ﬁnancial applications are discussed only in a peripheral
manner. From a purely mathematical point of view, our paper is also closely related to Krylov and
Wang (2011) who deal with the ﬁltering of partially observed diﬀusions up to the ﬁrst exit time of a
domain. The relation between our results and those of Krylov and Wang is best explained once the
mathematical details of our setup have been introduced, and we refer to Section 4, Remark 4.5, for a
deeper discussion of similarities and diﬀerences between the two papers.
Reduced-form credit risk models with incomplete information have been considered previously by
Duﬃe, Eckner, Horel, and Saita (2009), Frey and Runggaldier (2010), and Frey and Schmidt (2012),
among others. The modeling philosophy of this paper is inspired by Frey and Schmidt, but the mathe-
matical analysis diﬀers substantially. In particular, in Frey and Schmidt, the default times of the ﬁrms
under consideration do admit an intensity under full information. Hence, the ﬁltering problem that
arises in the pricing of credit derivatives can be addressed via a straightforward application of the
innovations approach to nonlinear ﬁltering.
The remainder of the paper is organized as follows. In Section 2, we introduce the model; the relation
between traded securities and stochastic ﬁltering is discussed in Section 3; Section 4 is concerned with
the stochastic ﬁltering of the asset value; in Section 5, we derive the dynamics of corporate securities;
Section 6 is concerned with derivative asset analysis; and the results of numerical experiments are
given in Section 7. Some proofs and additional material can be found in the appendix of an extended
working paper version of this paper; see Frey, Rösler, and Lu (2017).
2 THE MODEL
We begin by introducing the mathematical structure of the model. We work on a ﬁltered probability
space (Ω,,𝔾 = (𝑡)𝑡≥0, 𝑄) and we assume that all processes introduced below are 𝔾-adapted. As we
are mainly interested in the pricing of derivative securities, we assume that𝑄 is the risk-neutral pricing
measure. We consider a company with nonnegative asset value process 𝑉 = (𝑉𝑡)𝑡≥0. The company is
subject to default risk and the default time is modeled as a ﬁrst passage time, that is,
𝜏 = inf{𝑡 ≥ 0 ∶ 𝑉𝑡 ≤ 𝐾} (2.1)
for some default threshold 𝐾 > 0. In practice, 𝐾 might represent solvency capital requirements
imposed by regulators (see Example 2.3) or it might correspond to an endogenous default threshold as
in Duﬃe and Lando (2001) (see Example 2.4). By 𝑌𝑡 = 1{𝜏≤𝑡}, we denote the default state of the ﬁrm
at time 𝑡, that is, 𝑌𝑡 = 1 if and only if the ﬁrm has defaulted by time 𝑡; the associated default indicator
process is denoted by 𝑌 = (𝑌𝑡)𝑡≥0.
Assumption 2.1 (Dividends and asset value process).
(1) The risk-free rate of interest is constant and equal to 𝑟 ≥ 0.
(2) The ﬁrm pays dividends at equidistant deterministic time points 𝑡1, 𝑡2,… (e.g., semiannual div-
idend payments). The set of dividend dates is denoted by  𝐷. The dividend payment at 𝑡𝑛 is a
random percentage of the surplus (𝑉𝑡𝑛− −𝐾)
+ (the part of the asset value that can be distributed
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to shareholders without sending the company into immediate default). Denoting by 𝑑𝑛 the dividend
payment at 𝑡𝑛, it holds that
𝑑𝑛 = 𝛿𝑛(𝑉𝑡𝑛 −𝐾)
+, (2.2)
here (𝛿𝑛)𝑛=1,2,… is an i.i.d. sequence of noise variable that are independent of 𝑉 , take values in
(0, 1), and that have density function 𝜑𝛿 . We assume that 𝜑𝛿 is bounded and twice continuously
diﬀerentiable on [0, 1] with 𝜑𝛿(1) = 0. For 𝑉𝑡𝑛− > 𝐾 , the conditional distribution of 𝑑𝑛 given the
history of the asset value process is thus of the form 𝜑(𝑦, 𝑉𝑡𝑛−)dy where
𝜑(𝑦, 𝑣) = 1
(𝑣 −𝐾)
𝜑𝛿
(
𝑦
(𝑣 −𝐾)
)
1{𝑣>𝐾}. (2.3)
Let 𝐷𝑡 =
∑
{𝑛∶𝑡𝑛≤𝑡} 𝑑𝑛 so that 𝐷 = (𝐷𝑡)𝑡≥0 is the cumulative dividend process. In the sequel, we
denote by 𝜇𝐷(dy, dt) the random measure associated with the sequence (𝑡𝑛, 𝑑𝑛)𝑛∈ℕ.
(3) The asset value process 𝑉 = (𝑉𝑡)𝑡≥0 has the following dynamics:
𝑉𝑡 = 𝑉0 + ∫
𝑡
0
𝑟𝑉𝑠ds + ∫
𝑡
0
𝜎𝑉𝑠dB𝑠 − 𝜅𝐷𝑡 (2.4)
for a constant volatility 𝜎 > 0, a standard 𝑄-Brownian motion 𝐵, and a random variable 𝑉0. The
parameter 𝜅 takes values in {0, 1}. For 𝜅 = 1 (the most relevant case), the asset value is reduced at
a dividend date by the amount 𝑑𝑛 distributed to shareholders; 𝜅 = 0 corresponds to the case where
we view the 𝑑𝑛 merely as noisy signal of the asset value and not as a payment to shareholders (see
Example 2.4). We assume that 𝑉0 has Lebesgue density 𝜋0(𝑣) for a continuously diﬀerentiable
function 𝜋0 ∶ [𝐾,∞)→ ℝ+ with 𝜋0(𝐾) = 0 such that 𝑉0 has ﬁnite second moment.
The second assumption reﬂects the fact that in reality, there is a positive but noisy relation between
asset value and dividend size. Note that it follows from (2.3) that 𝑑𝑛 < (𝑉𝑡𝑛− −𝐾)
+. This restriction
on the dividend size can be viewed as implicit protection for debtholders, as it ensures that the ﬁrm
will not default at a dividend date due to an overly large dividend. Together with our assumptions on
𝜑𝛿 , (2.3) implies that for a given 𝑑 > 0, 𝜑(𝑑, 𝑣) is zero for all 𝑣 such that 𝑑∕(𝑣 −𝐾) ≥ 1, that is, for
𝑣 ≤ 𝑑 +𝐾 . Moreover, it holds that
sup
𝑣≥𝐾 𝜑(𝑑, 𝑣) ≤
1
𝑑
max
𝛿∈[0,1]
𝜑𝛿(𝛿). (2.5)
Note that the dividend policy (2.2) is not the outcome of a formal optimization process. In fact, as
shown, for instance, in Jeanblanc and Shiriayev (1995), it might be optimal to pay out a larger fraction
of the available surplus if 𝑉𝑡𝑛 is large. While the ﬁltering results in Section 4.3 could be extended to
such a setup, provided that the conditional density𝜑(⋅, 𝑣) of the dividend size satisﬁes certain regularity
conditions, the pricing of the ﬁrm's stock would become more involved. Moreover, dividend policies
adopted, in practice, are guided to a large extent by market conventions and rules of thumb. For these
reasons, we stick to the simple rule (2.2).
The 𝔾-compensator of the random measure 𝜇𝐷 associated with the sequence (𝑡𝑛, 𝑑𝑛)𝑛∈ℕ is given by
𝛾𝐷(dy, dt) =
∑∞
𝑛=1 𝜑(𝑦, 𝑉𝑡𝑛−)dy 𝛿{𝑡𝑛}(dt). Note that for 𝑔 ∶ [0,∞) × [0,∞) → ℝ
+, it holds that
∫
∞
0 ∫
∞
0
𝑔(𝑡, 𝑦)𝛾𝐷(𝑑𝑦, dt) =
∞∑
𝑛=1
∫
∞
0
𝑔(𝑡𝑛, 𝑦)𝜑(𝑦, 𝑉𝑡𝑛−)dy.
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The assumption that between dividends, the asset value is a geometric Brownian motion is routinely
made in the literature on structural credit risk models such as Leland (1994) or Duﬃe and Lando
(2001). For empirical support for the assumption of geometric Brownian motion as a model for the
asset price dynamics, we refer to Sun, Munves, and Hamilton (2012). Note that the assumption that 𝑉
follows a geometric Brownian motion does not imply that the stock price follows a geometric Brownian
motion. In fact, our analysis in Section 5 shows that in our setup, the stock price dynamics can be much
“wilder” than geometric Brownian motion. Note ﬁnally that 𝑉 is not a traded asset so that its drift
under𝑄might, in principle, be diﬀerent from the risk-free rate 𝑟. However, setting the drift of 𝑉 equal
to 𝑟 enables us to interpret 𝑉 as value of all future dividend payments of the ﬁrm (up to 𝑡 = ∞); see
Lemma 3.2 below.
In our setting, the asset value 𝑉 is not directly observable. Instead, we assume that prices of corporate
securities are determined as conditional expectations with respect to some ﬁltration 𝔽 = (𝑡 )𝑡≥0
that is generated by the default history, by the dividend payments of the ﬁrm, and by observations of
functions of 𝑉 in additive Gaussian noise.
Assumption 2.2. It holds that 𝔽 = 𝔽 𝑌 ∨ 𝔽𝐷 ∨ 𝔽𝑍 , where 𝔽 𝑌 denotes the ﬁltration generated by the
default indicator process 𝑌 , where 𝔽𝐷 denotes the ﬁltration generated by 𝐷 and where the ﬁltration
𝔽𝑍 is generated by the 𝑙-dimensional process 𝑍 with
𝑍𝑡 = ∫
𝑡
0
𝑎(𝑉𝑠)ds +𝑊𝑡. (2.6)
Here,𝑊 is an 𝑙-dimensional 𝔾-Brownian motion independent of 𝐵, and 𝑎 = (𝑎1,… , 𝑎𝑙) is a bounded
and continuously diﬀerentiable function from ℝ+ to ℝ𝑙 with 𝑎(𝐾) = 0. Note that the assumption
𝑎(𝐾) = 0 is no real restriction as the function 𝑎 can be replaced with 𝑎 − 𝑎(𝐾) without altering the
information content of 𝔽.
In the sequel, 𝔽 is called modeling ﬁltration, because it represents the ﬁctitious ﬂow of information
that is employed in the construction of the model. In particular, we will not associate the process 𝑍
with publicly observable economic data; it is simply a mathematical device that generates the diﬀusive
component in the asset price dynamics. As explained in the next section, for the application of the
model, that is, for pricing and hedging of derivative securities, it is suﬃcient to observe the price
processes of traded assets and the default history of the ﬁrm. This is important as pricing formulas and
hedging strategies need to be computed in terms of publicly available information.
We use martingale modeling to construct the price processes of traded securities and we deﬁne
the ex-dividend price of a generic traded security with 𝔽-adapted cash ﬂow stream (𝐻𝑡)0≤𝑡≤𝑇 and
maturity date 𝑇 ∈ (0,∞] by
Π𝐻𝑡 = 𝐸
𝑄
(
∫
𝑇
𝑡
𝑒−𝑟(𝑠−𝑡)dH𝑠 |𝑡 ) , 𝑡 ≤ 𝑇 , (2.7)
provided, of course, that the discounted cash ﬂow stream is 𝑄 integrable. The use of the risk-neutral
pricing formula (2.7) ensures that the discounted gains from trade of every traded security are martin-
gales, which is suﬃcient to exclude arbitrage opportunities. Hedging arguments within the martingale
modeling paradigm are presented in Section 6.2.
Finally, we describe two economic settings that can be embedded in our framework.
Example 2.3. Our ﬁrst example is that of a ﬁnancial institution that is subject to ﬁnancial regulation.
We assume that the institution has issued shares to outside shareholders. It is run by a management
team that knows the asset value 𝑉 . Management is prevented from actively trading the shares of the
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institution, for instance, because of insider trading regulation. Outside stock and bond investors, on the
other hand, are unable to discern the exact asset value from public information. The dividend policy
of the ﬁrm is of the form (2.2). In this example, we let 𝜅 = 1 so that dividend payments do reduce
the asset value of the ﬁrm. We assume that the institution is subject to capital adequacy rules such as
the Basel III or the Solvency II rules. Loosely speaking these rules require that the ratio of the equity
capital of the ﬁrm over its total asset value must be larger than a given threshold 𝛾 ∈ (0, 1). If we denote
by ?̃? the value of the ﬁrms liabilities, this translates into the condition that (𝑉𝑡 − ?̃?)∕𝑉𝑡 > 𝛾 and hence
that
𝑉𝑡 > 𝐾 ∶= ?̃?∕(1 − 𝛾). (2.8)
We assume that regulators actively monitor that the state of the ﬁrm is in accordance with the capital
adequacy rule (2.8) and that management provides them with correct information about the asset value.
If 𝑉 falls below 𝐾 , regulators shut down the ﬁnancial institution and there is a default. Hence, the
default time is a ﬁrst passage time with default threshold 𝐾 given in (2.8). Note that in this setting,
default is enforced by regulators with privileged access to information.
Example 2.4. The well-known model of Duﬃe and Lando (2001) can be embedded in our setup as
well. Duﬃe and Lando consider a ﬁrm that is operated by risk-neutral equity owners who have complete
information about 𝑉 . The ﬁrm issues some debt in the form of a consol bond in order to proﬁt from
the tax shield of debt, but there are no traded shares and no dividend payments to outside investors.
Equity owners are prohibited from trading in bond markets by insider trading regulation. In this setup,
the owners of the ﬁrm have the option to stop servicing the ﬁrm's debt, in which case the ﬁrm defaults.
Following Leland and Toft (1996), Duﬃe and Lando show that the optimal default time (for the equity
owners) is a ﬁrst passage time, but now with endogenously determined default threshold 𝐾 .
Note that in this example, the random variables 𝑑𝑛 can be viewed as additional information on 𝑉
that arrives at discrete time points, such as earnings announcements. This interpretation corresponds
to a value of 𝜅 = 0 for the parameter 𝜅 in (2.4). Moreover, the rvs 𝑑𝑛 do not have to be of the special
form (2.2); it suﬃces that for ﬁxed 𝑑, the mapping 𝑣 → 𝜑(𝑑, 𝑣) is smooth and bounded.
3 PRICES OF TRADED SECURITIES AND STOCHASTIC
FILTERING
In this section, we explain the relation between the prices of traded securities and stochastic ﬁltering
and we discuss several examples.
3.1 Traded securities
The set of traded securities consists so-called basic debt securities and of the stock of the ﬁrm. We now
describe the payoﬀ stream of these securities in more detail. First, we refer to an asset as a basic debt
security if its cash-ﬂow stream can be expressed as a linear combination of the following two building
blocks:
i) A survival claim with generic maturity date 𝑇 . This claim pays one unit of account at 𝑇 , provided
that 𝜏 > 𝑇 .
ii) A payment-at-default claim with generic maturity date 𝑇 . This claim pays one unit directly at 𝜏,
provided that 𝜏 ≤ 𝑇 .
90 FREY ET AL.
It is well known that bonds issued by the ﬁrm and credit default swaps on the ﬁrm can be expressed
as linear combinations of these building blocks; see, for instance, Lando (1998).
Next, we discuss the modeling of the ﬁrm's stock. The shareholders of the ﬁrm receive the dividend
payments made by the ﬁrm at dividend dates 𝑡𝑛 < 𝜏. Hence, the cumulative cashﬂow stream received by
the shareholders up to time 𝑡 equals𝐻 stock𝑡 = 𝐷𝑡∧𝜏 . The risk-neutral pricing formula (2.7) thus implies
that the value of the ﬁrm's stock1 is given by
𝑆𝑡 = 𝐸𝑄
( ∑
{𝑛∶𝑡𝑛>𝑡}
1{𝜏>𝑡𝑛}𝑒
−(𝑡𝑛−𝑡)𝑑𝑛 |𝑡
)
. (3.1)
Note that the cash ﬂow stream of a basic debt security and of the stock is adapted to 𝔽 𝑌 ∨ 𝔽𝐷 and hence
also to the modeling ﬁltration 𝔽.
3.2 Relation to stochastic filtering
Consider now a traded security with cash ﬂow stream (𝐻𝑡)0≤𝑡≤𝑇 and ex-dividend price Π𝐻𝑡 =
𝐸𝑄(∫ 𝑇𝑡 𝑒−𝑟(𝑠−𝑡)dH𝑠 ∣ 𝑡 ). In the sequel, we mostly consider the predefault value of the security given
by 1{𝜏>𝑡}Π𝐻𝑡 (pricing for 𝜏 ≤ 𝑡 is largely related to the modeling of recovery rates that is of no concern
to us here). Using iterated conditional expectations, we get that
1{𝜏>𝑡}Π𝐻𝑡 = 𝐸
𝑄
(
𝐸𝑄
(
1{𝜏>𝑡} ∫
𝑇
𝑡
𝑒−𝑟(𝑠−𝑡)dH𝑠 |𝑡) |𝑡 ) . (3.2)
By the Markov property of 𝑉 , for basic debt securities and for the stock, the inner conditional expec-
tation can be expressed as a function of time and of the current asset value 𝑉𝑡, that is,
𝐸𝑄
(
1{𝜏>𝑡} ∫
𝑇
𝑡
𝑒−𝑟(𝑠−𝑡)dH𝑠 |𝑡) = 1{𝜏>𝑡}ℎ(𝑡, 𝑉𝑡). (3.3)
The function ℎ is called the full-information value of the security. In Section 4, we show that on the
𝑡 -measurable set {𝜏 > 𝑡}, the conditional distribution of 𝑉𝑡 given 𝑡 admits a density 𝜋(𝑡, ⋅) ∶
[𝐾,∞)→ ℝ+ and we derive an SPDE for this density. Substituting (3.3) into (3.2) gives that
1{𝜏>𝑡}Π𝐻𝑡 = 1{𝜏>𝑡}𝐸
𝑄
(
ℎ(𝑡, 𝑉𝑡) ∣ 𝑡 ) = 1{𝜏>𝑡} ∫ ∞𝐾 ℎ(𝑡, 𝑣)𝜋(𝑡, 𝑣)𝑑𝑣. (3.4)
Relation (3.4) provides an important relationship between prices of traded securities and stochastic
ﬁltering, which is used in two ways. First, at any given time point 𝑡0, an estimate of 𝜋(𝑡0) is backed out
from the price of traded securities at time 𝑡0, so that 𝜋(𝑡0) can be viewed as a function of observed prices
(the necessary calibration methodology is described in Section 6.3). Moreover, in Section 6.1, we show
that the price at time 𝑡0 of an option on the traded assets is a function of 𝜋(𝑡0). Hence, option prices
can be evaluated using observable quantities (prices of traded securities) as input. Second, in order
to derive the price dynamics of traded securities under the risk-neutral measure 𝑄 , we determine the
dynamics of 𝜋(𝑡) using ﬁltering methods; using (3.4), this gives the dynamics of the predefault value
1{𝜏>𝑡}Π𝐻𝑡 of the traded securities.
This approach is akin to the use of factor models in term structure modeling where prices of traded
securities are used to estimate the current value of the factor process and where bond price dynamics
are derived from the dynamics of the factor process. In fact, our model can be viewed as a factor model
with inﬁnite-dimensional factor process 𝜋(𝑡).
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Remark 3.1. Our modeling strategy leads to ﬁltering problems under𝑄 and diﬀers from the “classical”
application of stochastic ﬁltering in statistical inference. A typical problem in the latter context would
be as follows: The process 𝑍 is identiﬁed with a speciﬁc set of economic data that contain noisy
information of 𝑉 , and ﬁltering techniques are employed to estimate the conditional distribution of 𝑉𝑡
under the historical measure 𝑃 given the observed trajectories of 𝑍, 𝐷, and 𝑌 up to time 𝑡. Such an
approach could be used to estimate the ﬁrm's real-world default probability, similar in spirit to the
well-known public ﬁrm EDF model in Sun et al. (2012). It is worth mentioning that the mathematical
results developed in Sections 4 and 5 cover also applications of this type.
3.3 Full-information value of traded securities
Next, we discuss the computation of the full-information value ℎ for basic debt securities and for the
stock. We concentrate on the case 𝜅 = 1, so that there is a downward jump in 𝑉 at the dividend dates;
for 𝜅 = 0, the asset value is a geometric Brownian motion and the ensuing computations are fairly
standard.
We begin with a survival claim with payoﬀ 𝐻𝑇 = 1{𝜏>𝑇 } and associated full-information value
ℎsurv(𝑡, 𝑉𝑡). Because 𝑒−𝑟𝑡ℎsurv(𝑡, 𝑉𝑡) is a 𝔾-martingale, we get the following PDE characterization of
ℎsurv: ﬁrst, between dividend dates, ℎsurv solves the boundary value problem 𝑑dtℎ
surv + ℎsurv = 𝑟ℎsurv
with boundary condition ℎsurv(𝑡, 𝐾) = 0 for 0 ≤ 𝑡 ≤ 𝑇 , where we let for 𝑓 ∈ 2(0,∞)
𝑓 (𝑣) = rvdf(𝑣)
dv
+ 1
2
𝜎2𝑣2
𝑑2𝑓 (𝑣)
𝑑𝑣2
; (3.5)
second, at a dividend date 𝑡𝑛 ≤ 𝑇 , it holds that
ℎsurv(𝑡𝑛−, 𝑣) = ∫
𝑣−𝐾
0
ℎsurv(𝑡𝑛, 𝑣 − 𝑦)𝜑(𝑦, 𝑣)dy; (3.6)
ﬁnally, one has the terminal condition ℎsurv(𝑇 , 𝑣) = 1 for 𝑣 > 𝐾 . These conditions can be used to com-
puteℎsurv numerically by a backward induction over the dividend dates; see, for instance, Vellekoop and
Nieuwenhuis (2006) for details. Moreover, we will need the PDE characterization of ℎsurv to derive the
price dynamics of a survival claim under incomplete information in Section 5.2. Recall that a payment-
at-default claim with maturity 𝑇 pays one unit directly at 𝜏, provided that 𝜏 ≤ 𝑇 . The PDE characteri-
zation is similar to the case of a survival claim; however, now the boundary condition is ℎdef(𝑡, 𝐾) = 1,
0 ≤ 𝑡 ≤ 𝑇 and the terminal value is ℎdef(𝑇 , 𝑣) = 0, 𝑣 > 𝐾 . By deﬁnition, the full information value of
all basic debt securities can be computed from ℎsurv and ℎdef.
Next we consider the stock of the ﬁrm. It follows from (3.1) that the full-information value of the
ﬁrm's stock is given by
ℎstock(𝑡, 𝑣) = 𝐸𝑄
( ∑
𝑛∶𝑡𝑛>𝑡
1{𝜏>𝑡𝑛}𝑒
−𝑟(𝑡𝑛−𝑡)𝑑𝑛 |𝑉𝑡 = 𝑣
)
. (3.7)
The next lemma whose proof is given in Frey et al. (2017, appendix B) shows that 𝑉𝑡 can be interpreted
as value of all future dividend payments (up to 𝑇 = ∞).
Lemma 3.2. Under Assumption 2.1, it holds that 𝐸𝑄(∑𝑡𝑛≥𝑡 𝑒−𝑟(𝑡𝑛−𝑡)𝑑𝑛 ∣ 𝑉𝑡) = 𝑉𝑡.
Note that Lemma 3.2 implies that ℎstock(𝑡, 𝑣) < 𝑣. It follows that the stock price 𝑆𝑡 is ﬁnite as well
(this is not a priori clear as 𝑆𝑡 is the expected value of an inﬁnite payment stream). Using the fact that
𝑒−𝑟𝑡ℎstock(𝑡, 𝑉𝑡) + ∫ 𝑡0 1{𝜏>𝑠}𝑒−𝑟𝑠𝑑𝐷𝑠 is a 𝑄 martingale, we obtain the following PDE characterization
92 FREY ET AL.
for ℎstock: between dividend dates, ℎstock solves the PDE 𝑑dtℎ
stock + ℎstock = 𝑟ℎstock with boundary
condition ℎstock(𝑡, 𝐾) = 0; at the dividend date, 𝑡𝑛 ℎstock satisﬁes the relation
ℎstock(𝑡𝑛−, 𝑣) = ∫
𝑣−𝐾
0
(
ℎstock(𝑡𝑛, 𝑣 − 𝑦) + 𝑦
)
𝜑(𝑦, 𝑣)dy. (3.8)
Because we assumed equidistant dividend dates, it holds that ℎstock(𝑡, 𝑣) = ℎstock(𝑡 + Δ𝑡, 𝑣) for Δ𝑡 =
𝑡𝑛 − 𝑡𝑛−1 so that it is enough to compute ℎstock(𝑡, 𝑣) for 0 ≤ 𝑡 ≤ 𝑡1. An explicit formula for ℎstock is not
available; the main problem is the fact that the downward jump in 𝑉 at a dividend date combines arith-
metic and geometric expressions. There are essentially two options for computing ℎstock numerically.
On the one hand, one can rely on Monte Carlo methods. In order to speed up the simulation, explicit
pricing formulas for ℎstock in a Black–Scholes model with continuous dividend stream can be used as
control variates. Alternatively, it is possible to use PDE methods in order to compute ℎstock. We omit
the details as the numerical computation of option prices is not central to our analysis.
4 STOCHASTIC FILTERING OF THE ASSET VALUE
Fix some horizon date 𝑇 , for instance, the largest maturity date of all outstanding derivative securities
related to the ﬁrm. Recall from the previous section that in order to derive the price dynamics of traded
securities, we need to determine the dynamics of the conditional density 𝜋(𝑡), 0 ≤ 𝑡 < 𝜏 ∧ 𝑇 . This
problem is studied in the present section.
4.1 Preliminaries
Following the usual approach in stochastic ﬁltering, we start with a characterization of the conditional
distribution of 𝑉𝑡 given 𝑡 (the ﬁlter distribution) in weak form. More precisely, given a function ℎ
on [𝐾,∞) such that 𝐸(|ℎ(𝑉𝑡)|) <∞ for all 𝑡 ≤ 𝑇 , we want to derive the dynamics of the conditional
expectation
1{𝜏>𝑡}𝐸𝑄
(
ℎ(𝑉𝑡) |𝑡 ) , 𝑡 ≤ 𝑇 . (4.1)
This is suﬃcient for our purposes as we are only interested in the dynamics of the ﬁlter distribution
prior to default.
The problem (4.1) is a challenging ﬁltering problem because the default time 𝜏 does not admit an
intensity under full information. Hence, standard ﬁltering techniques for point process observations as
in Brémaud (1981) do not apply. This issue is addressed in the following proposition where, loosely
speaking, (4.1) is transformed to a ﬁltering problem with respect to the background ﬁltration 𝔽𝑍 ∨ 𝔽𝐷.
Proposition 4.1. Denote by 𝑉 𝜏 = (𝑉𝑡∧𝜏 )𝑡≥0 the asset value process stopped at the default bound-
ary, by ?̃?𝑡 = ∫ 𝑡0 𝑎(𝑉 𝜏𝑠 )ds +𝑊𝑡 the observation of 𝑉 𝜏 in additive Gaussian noise, and by ?̃?𝑡 =∑
{𝑛∶𝑡𝑛≤𝑡} 𝛿𝑛(𝑉 𝜏𝑡𝑛− −𝐾)
+ the cumulative dividend process corresponding to 𝑉 𝜏 . Then, we have for
ℎ ∶ [𝐾,∞)→ ℝ such that 𝐸𝑄(|ℎ(𝑉𝑡)|) < ∞ for all 𝑡 ≤ 𝑇
1{𝜏>𝑡}𝐸𝑄
(
ℎ(𝑉𝑡) |𝑡 ) = 1{𝜏>𝑡}𝐸𝑄
(
ℎ(𝑉 𝜏𝑡 )1{𝑉 𝜏𝑡 >𝐾} |  ?̃?𝑡 ∨  ?̃?𝑡 )
𝑄
(
𝑉 𝜏𝑡 > 𝐾 | ?̃?𝑡 ∨  ?̃?𝑡 ) . (4.2)
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Proof. For notational simplicity, we ignore the dividend observation in the proof so that 𝔽 = 𝔽𝑍 ∨
𝔽 𝑌 . The ﬁrst step is to show that
𝐸𝑄
(
ℎ(𝑉𝑡)1{𝜏>𝑡} |𝑡 ) = 𝐸𝑄 (ℎ (𝑉 𝜏𝑡 ) 1{𝜏>𝑡} |  ?̃?𝑡 ∨ 𝑌𝑡 ) , (4.3)
where the ﬁltration 𝔽 ?̃? is generated by the noisy observations of the stopped asset value process; the
proof of this identity is given in appendix B of Frey et al. (2017).
Second, using the Dellacherie formula (see, e.g., lemma 3.1 in Elliott, Jeanblanc, & Yor, 2000) and
the relation {𝜏 > 𝑡} = {𝑉 𝜏𝑡 > 𝐾}, we get
𝐸𝑄
(
ℎ
(
𝑉 𝜏𝑡
)
1{𝜏>𝑡} | ?̃?𝑡 ∨ 𝑌𝑡 ) = 1{𝜏>𝑡}𝐸𝑄
(
ℎ
(
𝑉 𝜏𝑡
)
1{𝜏>𝑡} | ?̃?𝑡 )
𝑄
(
𝜏 > 𝑡 | ?̃?𝑡 )
= 1{𝜏>𝑡}
𝐸𝑄
(
ℎ
(
𝑉 𝜏𝑡
)
1{𝑉 𝜏𝑡 >𝐾} | ?̃?𝑡 )
𝑄
(
𝑉 𝜏𝑡 > 𝐾 | ?̃?𝑡 ) ,
as claimed. □
With the notation 𝑓 (𝑣) ∶= ℎ(𝑣)1{𝑣>𝐾}, Proposition 4.1 shows that in order to evaluate the right
side of (4.2), one needs to compute for generic 𝑓 ∶ [𝐾,∞)→ ℝ such that 𝐸𝑄(|𝑓 (𝑉 𝜏𝑡 )|) <∞ for all
0 ≤ 𝑡 ≤ 𝑇 conditional expectations of the form
𝐸𝑄
(
𝑓 (𝑉 𝜏𝑡 ) | ?̃?𝑡 ∨  ?̃?𝑡 ) . (4.4)
This is a stochastic ﬁltering problem with signal process given by 𝑉 𝜏 (the asset value process stopped
at the ﬁrst exit time of the half-space (𝐾,∞)). In the sequel, we study this problem using results of
Pardoux (1978) on the ﬁltering of diﬀusions stopped at the ﬁrst exit time of some bounded domain, ﬁrst
for the case without dividends and in Section 4.3 for the general case. In order to apply the results of
Pardoux, we ﬁx some large number𝑁 and replace the unbounded half-space (𝐾,∞) with the bounded
domain (𝐾,𝑁). For this, we deﬁne the stopping time 𝜎𝑁 = inf{𝑡 ≥ 0 ∶ 𝑉𝑡 ≥ 𝑁} and we replace the
original asset value process 𝑉 with the stopped process 𝑉 𝑁 ∶= (𝑉𝑡∧𝜎𝑁 )𝑡≥0. Applying Proposition 4.1
to the process 𝑉 𝑁 leads to a ﬁltering problem with signal process 𝑋 ∶= (𝑉 𝑁 )𝜏 . More precisely, one
has to compute conditional expectations of the form
𝐸𝑄
(
𝑓 (𝑋𝑡) |𝑍𝑁𝑡 ∨ 𝐷𝑁𝑡 ) , (4.5)
where, with a slight abuse of notation, 𝑍𝑡 = ∫ 𝑡0 𝑎(𝑋𝑠)ds +𝑊𝑡 and 𝐷𝑡 = ∑𝑡𝑛≤𝑡 𝛿𝑛(𝑋𝑡𝑛− −𝐾)+. Note
that 𝜏 ∧ 𝜎𝑁 is the ﬁrst exit time of 𝑉 from the domain (𝐾,𝑁). Moreover, it holds by deﬁnition that
𝑋𝑡 = 𝑉𝑡∧𝜏∧𝜎𝑁 , so that 𝑋 is equal to the asset value process 𝑉 stopped at the boundary of the bounded
domain (𝐾,𝑁). Hence, the state space of 𝑋 is given by 𝑆𝑋 ∶= [𝐾,𝑁] and the analysis of Pardoux
applies to the problem (4.5).
In the next proposition, we show that the reduction to a bounded domain (𝐾,𝑁), which is the
use of the stopped process 𝑉 𝑁 as underlying asset value process instead of the original process 𝑉 ,
does not aﬀect the ﬁnancial implications of the analysis, provided that 𝑁 is suﬃciently large. In
order to state the result, we need to make the dependence of the model quantities on 𝑁 explicit.
Let 𝑍𝑁𝑡 = ∫ 𝑡0 𝑎(𝑉 𝑁𝑠 )ds +𝑊𝑡, 𝐷𝑡 = ∑{𝑛∶𝑡𝑛≤𝑡} 𝛿𝑛(𝑉 𝑁𝑡𝑛− −𝐾)+, and 𝜏𝑁 = inf{𝑡 ≥ 0 ∶ 𝑉 𝑁𝑡 ≤ 𝐾}, and
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denote by 𝔽,𝑁 the modeling ﬁltration in the model with asset value 𝑉 𝑁 , which is the ﬁltration gen-
erated by 𝑍𝑁 , 𝐷𝑁 , and by the default indicator 1{𝜏𝑁≤𝑡}.
Proposition 4.2.
1. Fix some horizon date 𝑇 > 0 and let 𝔽 be an arbitrary subﬁltration of 𝔾. Then, for 𝜖 > 0, it holds
that
𝑄
(
sup
0≤𝑡≤𝑇
𝑄(𝜎𝑁 ≤ 𝑡 |𝑡) > 𝜖) ≤ 1𝜖𝑄(𝜎𝑁 ≤ 𝑇 )→ 0 as 𝑁 → ∞.
2. The price process of the traded securities in the model with asset value process 𝑉 𝑁 converges in
uniformly on compacts in probability (ucp) to the price process in the model with asset value 𝑉 .
More precisely, consider a function ℎ ∶ [0, 𝑇 ] × [𝐾,∞)→ ℝ such that |ℎ(𝑡, 𝑣)| ≤ 𝑐0 + 𝑐1𝑣. Then,
it holds that for 𝑁 → ∞,
sup
0≤𝑡≤𝑇
|1{𝜏𝑁>𝑡}𝐸𝑄 (ℎ (𝑡, 𝑉 𝑁𝑡 ) |,𝑁𝑡 ) − 1{𝜏>𝑡}𝐸𝑄 (ℎ (𝑡, 𝑉𝑡) |𝑡 ) | 𝑄←→ 0. (4.6)
The proof of the proposition is given in appendix B of Frey et al. (2017).
We continue with a few comments. Denote by ?̄?𝑁 = inf{𝑡 ≥ 0 ∶ 𝑉𝑡 > 𝑁} the ﬁrst exit time of the
cum-dividend asset value process from (0, 𝑁). Clearly, ?̄?𝑁 ≤ 𝜎𝑁 as 𝑉𝑡 ≤ 𝑉𝑡 and thus 𝑄(𝜎𝑁 ≤ 𝑇 ) ≤
𝑄(?̄?𝑁 ≤ 𝑇 ). Hence, the conditional probability that 𝑉 reaches the upper boundary 𝑁 is controlled
uniformly for all subﬁltrations 𝔽 of 𝔾 by the ﬁrst exit time of a geometric Brownian motion from
(0, 𝑁); this can be used to choose 𝑁 when implementing of the model. The ucp convergence in the
second statement ensures that the diﬀerence between the prices of traded securities in the model based
on 𝑉 𝑁 and in the original model can be controlled uniformly in 𝑡 ∈ [0, 𝑇 ], which is stronger than
convergence in probability for ﬁxed 𝑡.
4.2 The case without dividends
In this section, we consider the ﬁltering problem (4.5) without dividend information; dividends will be
included in Section 4.3.
4.2.1 Reference probability approach and Zakai equation
As in Pardoux (1978), we adopt the reference probability approach to solve the problem (4.5). Under
this approach, one considers the model under a so-called reference probability measure 𝑄∗ with 𝑄 <<
𝑄∗ such that𝑍 and𝑋 are independent under𝑄∗ and one reverts to the original dynamics via a change
of measure. It will be convenient to model the pair (𝑋,𝑍) on a product space (Ω,,𝔾, 𝑄∗). Denote by
(Ω2,2,𝔾2, 𝑄2) some ﬁltered probability space that supports an 𝑙-dimensional Wiener process 𝑍 =
(𝑍𝑡(𝜔2))𝑡≥0. Given some probability space (Ω1,1,𝔾1, 𝑄1) supporting the process𝑋, we letΩ = Ω1 ×
Ω2,  = 1 ⊗ 2, 𝔾 = 𝔾1 ⊗ 𝔾2, and𝑄∗ = 𝑄1 ⊗𝑄2, and we extend all processes to the product space
in the obvious way. Note that this construction implies that under𝑄∗,𝑍 is an 𝑙-dimensional Brownian
motion independent of𝑋. Consider a Girsanov-type measure transform of the form𝐿𝑡 = (𝑑𝑄∕𝑑𝑄∗)|𝑡
with
𝐿𝑡 = 𝐿𝑡(𝜔1, 𝜔2) = exp
(
∫
𝑡
0
𝑎(𝑋𝑠(𝜔1))⊤dZ𝑠(𝜔2) −
1
2 ∫
𝑡
0
|𝑎(𝑋𝑠(𝜔1))|2 ds) . (4.7)
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As 𝑎 is bounded, 𝐿 is a true martingale by the Novikov criterion. Girsanov's theorem for Brownian
motion therefore implies that under 𝑄, the pair (𝑋,𝑍) has the correct joint law. Using the abstract
Bayes formula, one has for 𝑓 ∈ 𝐿∞(𝑆𝑋) that
𝐸𝑄
(
𝑓 (𝑋𝑡) ∣ 𝑍𝑡 ) = 𝐸𝑄∗
(
𝑓 (𝑋𝑡)𝐿𝑡 |𝑍𝑡 )
𝐸𝑄∗
(
𝐿𝑡 |𝑍𝑡 ) . (4.8)
We concentrate on the numerator. Using the product structure of the underlying probability space, we
get that
𝐸𝑄
∗ (
𝑓 (𝑋𝑡)𝐿𝑡 |𝑍𝑡 ) (𝜔) = 𝐸𝑄1 (𝑓 (𝑋𝑡)𝐿𝑡(⋅, 𝜔2)) =∶ Σ𝑡𝑓 (𝜔). (4.9)
In theorems 1.3 and 1.4 of Pardoux (1978), the following characterization of Σ𝑡 is derived.
Proposition 4.3. Denote by (𝑇𝑡)𝑡≥0 the transition semigroup of the Markov process 𝑋, that is, for
𝑓 ∈ 𝐿∞(𝑆𝑋) and 𝑥 ∈ 𝑆𝑋 , 𝑇𝑡𝑓 (𝑥) = 𝐸
𝑄
𝑥 (𝑓 (𝑋𝑡)). Then, the following holds:
(1) Σ𝑡𝑓 as deﬁned in (4.9) satisﬁes the equation
Σ𝑡𝑓 = Σ0(𝑇𝑡𝑓 ) +
𝑙∑
𝑖=1
∫
𝑡
0
Σ𝑠
(
𝑎𝑖 𝑇𝑡−𝑠𝑓
)
dZ𝑠,𝑖. (4.10)
(2) Let Σ̃ be an 𝔽𝑍 adapted process taking values in the set of bounded and positive measures on
𝑆𝑋 . Suppose that for 𝑓 ∈ 𝐿∞(𝑆𝑋), Σ̃𝑡𝑓 ∶= ∫𝑆𝑋 𝑓 (𝑥)Σ̃𝑡(𝑑𝑥) satisﬁes equation (4.10) and that,
moreover, Σ0 = Σ̃0. Then, for all 0 ≤ 𝑡 ≤ 𝑇 , Σ𝑡 = Σ̃𝑡 a.s.
4.2.2 An SPDE for the density of 𝚺𝒕
Next, we derive an SPDE for the density 𝑢 = 𝑢(𝑡, ⋅) of the solution Σ𝑡 of the Zakai equation (4.10). We
begin with the necessary notation. First, we introduce the Sobolev spaces
𝐻𝑘(𝑆𝑋) =
{
𝑢 ∈ 𝐿2(𝑆𝑋) ∶ 𝑑
𝛼𝑢
dx𝛼
∈ 𝐿2(𝑆𝑋) for 𝛼 ≤ 𝑘} ,
where the derivatives are assumed to exist in the weak sense. Moreover, we let 𝐻10 (𝑆
𝑋) = {𝑢 ∈
𝐻1(𝑆𝑋) ∶ 𝑢 = 0 on the boundary 𝜕𝑆𝑋}. For precise deﬁnitions and further details on Sobolev spaces,
we refer to Adams and Fournier (2003). The scalar product in 𝐿2(𝑆𝑋) is denoted by (⋅ , ⋅)𝑆𝑋 . Consider
for 𝑓 ∈ 𝐻2(𝑆𝑋) the diﬀerential operator ∗ with
∗𝑓 (𝑥) = 1
2
𝑑2
𝑑𝑥2
(𝜎2𝑥2𝑓 )(𝑥) − 𝑑
dx
(𝑟𝑥𝑓 )(𝑥). (4.11)
∗ is adjoint to in the following sense: one has (𝑓,𝑔)𝑆𝑋 = (∗𝑓, 𝑔)𝑆𝑋 whenever 𝑓, 𝑔 ∈ 𝐻2(𝑆𝑋) ∩
𝐻10 (𝑆
𝑋). Next, we deﬁne an extension of −∗ to the entire space 𝐻10 (𝑆𝑋). For this, we denote by
𝐻10 (𝑆
𝑋)′ the dual space of 𝐻10 (𝑆
𝑋) and by ⟨⋅, ⋅⟩ the duality pairing between 𝐻10 (𝑆𝑋)′ and 𝐻10 (𝑆𝑋).
Then, we may deﬁne a bounded linear operator∗ from 𝐻10 (𝑆𝑋) to 𝐻10 (𝑆𝑋)′ by
⟨∗𝑓, 𝑔⟩ = 1
2
(
𝜎2𝑥2
df
dx
,
dg
dx
)
𝑆𝑋
+
(
(𝜎2 − 𝑟)𝑥𝑓,
dg
dx
)
𝑆𝑋
. (4.12)
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Partial integration shows that for 𝑓 ∈ 𝐻2(𝑆𝑋) ∩𝐻10 (𝑆
𝑋) and 𝑔 ∈ 𝐻10 (𝑆
𝑋), one has ⟨∗𝑓, 𝑔⟩ =
−(∗𝑓, 𝑔)𝑆𝑋 , so that∗ is, in fact, an extension of −∗.
We will show that the density of Σ𝑡 can be described in terms of the SPDE
du(𝑡) = −∗𝑢(𝑡)dt + 𝑎⊤𝑢(𝑡)dZ𝑡, 𝑢(0) = 𝜋0. (4.13)
This equation is to be understood as an equation in the dual space 𝐻10 (𝑆
𝑋)′, that is, for every 𝑣 ∈
𝐻10 (𝑆
𝑋), one has the relation
(𝑢(𝑡), 𝑣)𝑆𝑋 = (𝑢(0), 𝑣)𝑆𝑋 − ∫
𝑡
0
⟨∗𝑢(𝑠), 𝑣⟩ds + 𝑙∑
𝑖=1
∫
𝑡
0
(𝑎𝑖𝑢(𝑠), 𝑣)𝑆𝑋dZ𝑠,𝑖 . (4.14)
In the sequel, we will mostly denote the stochastic integral with respect to the vector process 𝑍 by
∫ 𝑡0 (𝑎⊤𝑢(𝑠), 𝑣)𝑆𝑋dZ𝑠.
Theorem 4.4. Suppose that Assumptions 2.1 and 2.2 hold and that the initial density 𝜋0 belongs to
𝐻10 (𝑆
𝑋). Then, the following holds.
1. There is a unique 𝔽𝑍 -adapted solution 𝑢 ∈ 𝐿2(Ω × [0, 𝑇 ], 𝑄∗ ⊗ dt;𝐻10 (𝑆𝑋)) of (4.13).
2. The solution 𝑢 has additional regularity: It holds that 𝑢(𝑡) ∈ 𝐻2(𝑆𝑋) a.s. and that the trajecto-
ries of 𝑢 belong to 𝐶([0, 𝑇 ],𝐻10 (𝑆
𝑋)), the space of 𝐻10 (𝑆
𝑋)-valued continuous functions with the
supremum norm. Moreover, 𝑢(𝑡, ⋅) ≥ 0 𝑄∗ a.s.
3. The process 𝑢(𝑡) describes the solution of the measure-valued Zakai equation (4.10) in the following
sense: for 𝑓 ∈ 𝐿∞(𝑆𝑋), one has
Σ𝑡𝑓 = (𝑢(𝑡), 𝑓 )𝑆𝑋 + 𝜈𝐾 (𝑡)𝑓 (𝐾) + 𝜈𝑁 (𝑡)𝑓 (𝑁), where (4.15)
0 ≤ 𝜈𝐾 (𝑡) = ∫
𝑡
0
1
2
𝜎2𝐾2
du
dx
(𝑠, 𝐾)ds, (4.16)
0 ≤ 𝜈𝑁 (𝑡) = −∫
𝑡
0
1
2
𝜎2𝑁2
du
dx
(𝑠,𝑁)ds + ∫
𝑡
0
𝑎⊤(𝑁)𝜈𝑁 (𝑠)dZ𝑠. (4.17)
Comments. As 𝑢(𝑡) belongs to 𝐻2(𝑆𝑋) ∩𝐻10 (𝑆𝑋), (4.14) can be written as
(𝑢(𝑡), 𝑣)𝑆𝑋 = (𝑢(0), 𝑣)𝑆𝑋 + ∫
𝑡
0
(∗𝑢(𝑠), 𝑣)𝑆𝑋ds + ∫
𝑡
0
(𝑎⊤𝑢(𝑠), 𝑣)𝑆𝑋 dZ𝑠; (4.18)
moreover, an approximation argument shows that (4.18) holds for 𝑣 ∈ 𝐿2(𝑆𝑋) (and not only for 𝑣 ∈
𝐻10 (𝑆
𝑋)).
Statement 3 shows that the measureΣ𝑡 has a Lebesgue-density on the interior of𝑆𝑋 and a point mass
on the boundary points𝐾 and𝑁 . In view of Proposition 4.2, the point mass 𝜈𝑁 (𝑡) is largely irrelevant;
the point mass 𝜈𝐾 (𝑡), on the other hand, will be important in the analysis of the default intensity in
Section 5.
The assumption that 𝑆𝑋 is a bounded domain is needed in the proof of Statement 2; given the
existence of a suﬃciently regular nonnegative solution of equation (4.13), the proof of Statement 3 is
valid for an unbounded domain as well.
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Proof. Statements 1 and 2 follow directly from theorems 2.1, 2.3, and 2.6 of Pardoux (1978). We give
a sketch of the proof of the third claim, as this explains why (4.13) is the appropriate SPDE to consider;
moreover, our arguments justify the form of 𝜈𝐾 and 𝜈𝑁 .
The Sobolev embedding theorem (see, e.g., Adams & Fournier, 2003, theorem 4.12, parts II and III)
states that the space𝐻𝑚(𝑆𝑋) ∶= 𝐻𝑚,2(𝑆𝑋) can be embedded into the Hölder space 𝑘,𝛼(𝑆𝑋) for any
𝑘 ∈ ℕ, 0 < 𝛼 < 1 such that 𝑚 − 1∕2 ≥ 𝑘 + 𝛼. It follows that𝐻2(𝑆𝑋) can be embedded into 1,𝛼(𝑆𝑋)
for 0 < 𝛼 < 1∕2; this ensures, in particular, that the derivatives of 𝑢 at the boundary points of 𝑆𝑋 exist.
Moreover, as 𝑢(𝑡, 𝑥) ≥ 0 on 𝑆𝑋 , we have dudx (𝑡, 𝐾) ≥ 0 and thus 𝜈𝐾 (𝑡) ≥ 0. Similarly, as dudx (𝑡,𝑁) ≤ 0,
we get from the standard comparison theorem for SDEs that 𝜈𝑁 (𝑡) is bigger than the solution ?̃? of
the stochastic diﬀerential equation (SDE) ?̃?𝑡 = ∫ 𝑡0 𝑎⊤(𝑁)?̃?𝑠dZ𝑠. Now ?̃? is clearly equal to zero so that
𝜈𝑁 (𝑡) ≥ 0 as well.
Denote by Σ̃𝑡 the measure-valued process that is deﬁned by the right side of (4.15). In order to show
that Σ̃𝑡 solves the mild-form Zakai equation (4.10), ﬁx some continuous function 𝑓 ∶ 𝑆𝑋 → ℝ and
some 𝑡 ≤ 𝑇 , and denote by ?̄?(𝑠, 𝑥) the solution of the terminal and boundary value problem
?̄?𝑠 + ?̄? = 0, (𝑠, 𝑥) ∈ (0, 𝑡) × (𝐾,𝑁),
with terminal condition ?̄?(𝑡, 𝑥) = 𝑓 (𝑥), 𝑥 ∈ 𝑆𝑋 , and boundary conditions 𝑢(𝑠, 𝐾) = 𝑓 (𝐾), 𝑢(𝑠,𝑁) =
𝑓 (𝑁), 𝑠 ≤ 𝑡. It is well known that ?̄? describes the transition semigroup of𝑋, that is, ?̄?(𝑠, 𝑥) = 𝑇𝑡−𝑠𝑓 (𝑥),
0 ≤ 𝑠 ≤ 𝑡. As ?̄?(𝑡) = 𝑓 , we obtain from the deﬁnition of Σ̃𝑡 and the dynamics of 𝜈𝐾 (𝑡) and 𝜈𝑁 (𝑡) that
Σ̃𝑡𝑓 = (𝑢(𝑡), ?̄?(𝑡))𝑆𝑋 + ∫
𝑡
0
1
2
𝜎2𝐾2
du
dx
(𝑠, 𝐾)𝑓 (𝐾)ds
− ∫
𝑡
0
1
2
𝜎2𝑁2
du
dx
(𝑠,𝑁)𝑓 (𝑁)ds + ∫
𝑡
0
𝑎⊤(𝑁)𝜈𝑁 (𝑠)𝑓 (𝑁) dZ𝑠.
Next, we compute the diﬀerential of (𝑢(𝑡), ?̄?(𝑡))𝑆𝑋 . We get, using the Ito product formula, (4.18), and
the relation 𝑑?̄?(𝑠) = −?̄?(𝑠)ds, that
(𝑢(𝑡), ?̄?(𝑡))𝑆𝑋 = (𝑢(0), ?̄?(0))𝑆𝑋 + ∫
𝑡
0
(∗𝑢(𝑠), ?̄?(𝑠))𝑆𝑋ds + ∫
𝑡
0
(𝑎⊤𝑢(𝑠), ?̄?(𝑠))𝑆𝑋dZ𝑠
+ ∫
𝑡
0
(𝑢(𝑠),−?̄?(𝑠))𝑆𝑋ds.
Partial integration gives, using the boundary conditions satisﬁed by ?̄?,
∫
𝑡
0
(𝑢(𝑠),−?̄?(𝑠))𝑆𝑋 ds = −∫
𝑡
0
(∗𝑢(𝑠), ?̄?(𝑠))
𝑆𝑋
ds + ∫
𝑡
0
[1
2
𝜎2𝑥2
du
dx
(𝑠, 𝑥)𝑓 (𝑥)
]𝑁
𝐾
ds.
Hence, we get
Σ̃𝑡𝑓 = (𝑢(0), ?̄?(0))𝑆𝑋 + ∫
𝑡
0
(
𝑎⊤𝑢(𝑠), ?̄?(𝑠)
)
𝑆𝑋
+ 𝑎⊤(𝑁)𝜈𝑁 (𝑠)𝑓 (𝑁) dZ𝑠.
Now note that for 𝑥 ∈ [𝐾,𝑁], ?̄?(𝑠)(𝑥) = 𝑇𝑡−𝑠𝑓 (𝑥). Using that 𝑎(𝐾) = 0 by Assumption 2.2, we obtain
that the stochastic integral with respect to 𝑍 can be written as
∫
𝑡
0
{(
𝑎⊤𝑢(𝑠), 𝑇𝑡−𝑠𝑓
)
𝑆𝑋
+ 𝑎⊤(𝐾)(𝜈𝐾 (𝑠)𝑇𝑡−𝑠𝑓 (𝐾)) + 𝑎⊤(𝑁)(𝜈𝑁 (𝑠)𝑇𝑡−𝑠𝑓 (𝑁))
}
dZ𝑠.
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Hence, it holds that Σ̃𝑡𝑓 = Σ̃0(𝑇𝑡𝑓 ) + ∫ 𝑡0 Σ̃𝑠(𝑎⊤𝑇𝑡−𝑠𝑓 ) 𝑑𝑍𝑠. Moreover, Σ0𝑓 = (𝜋0, 𝑓 )𝑆𝑋 = Σ̃0𝑓 . An
approximation argument shows that these properties also hold for 𝑓 ∈ 𝐿∞(𝑆𝑋) (see, e.g., Pardoux,
1978), so that Σ𝑡 = Σ̃𝑡 by Proposition 4.3. □
Remark 4.5. It is interesting to compare our results to the related paper Krylov and Wang (2011).
Krylov and Wang consider a signal process 𝑋 that is a nondegenerate diﬀusion on 𝑆𝑋 . Denoting by
𝜏𝑆𝑋 the ﬁrst exit time of 𝑋 from 𝑆
𝑋 (in our notation, 𝜏𝑆𝑋 = 𝜏 ∧ 𝜎𝑁 ), the observation ﬁltration is
given by 𝔽𝑍 and by the ﬁltration generated by the indicator 1{𝜏𝑆𝑋≤𝑡}. Krylov and Wang then derive
an SPDE for the conditional density of 𝑋𝑡 given 𝑍𝑡 and the information {𝜏𝑆𝑋 > 𝑡} and they show
that
𝑄(𝑋𝜏𝑆𝑋 = 𝐾 ∣ 𝜏 = 𝑡) =
𝜈𝐾 (𝑡)
𝜈𝑁 (𝑡) + 𝜈𝐾 (𝑡)
, 𝑄(𝑋𝜏𝑆𝑋 = 𝑁 ∣ 𝜏 = 𝑡) =
𝜈𝑁 (𝑡)
𝜈𝑁 (𝑡) + 𝜈𝐾 (𝑡)
,
where 𝜈𝐾 and 𝜈𝑁 are given by similar expressions as in Theorem 4.4. However, they do not compute the
dynamics of the conditional probability𝑄(𝜏 ≤ 𝑡 ∣ 𝑍𝑡 ), an expression that is crucial for the computation
of default intensities (see Theorem 5.1).
4.3 Conditional distribution with respect to 𝔽
In this subsection, we compute the conditional distribution of 𝑋 with respect to the ﬁltration 𝔽 =
𝔽𝑍 ∨ 𝔽𝐷 ∨ 𝔽 𝑌 . The key part is to include the dividend information 𝔽𝐷 and the jumps of the asset
value process at the dividend dates in the analysis. We recall some notation: The dividend dates
are denoted by 𝑡𝑛, 𝑛 ≥ 1; 𝑑𝑛 denotes the dividend paid at 𝑡𝑛 and the conditional density of 𝑑𝑛
given 𝑋𝑡𝑛− = 𝑥 is 𝜑(𝑦, 𝑥)1{𝑥>𝐾}. In the sequel, we let 𝑡0 = 0 for notational convenience. More-
over, we let 𝜑(𝑦,𝐾) = 𝜑∗(𝑦) for some smooth and strictly positive reference density on ℝ+ that we
use in the construction of the model via a change of measure. Note that the choice of 𝜑(𝑦,𝐾) has
no economic implications, as we are only interested in the distribution of the asset value prior to
default.
We use an extension of the reference probability argument from Section 4.1. Consider a prod-
uct space Ω = Ω1 × Ω2,  = 1 ⊗ 2, 𝔾 = 𝔾1 ⊗ 𝔾2, and 𝑄∗ = 𝑄1 ⊗𝑄2 so that Ω1 supports a 𝑄1-
Brownian motion 𝐵. Suppose that (Ω2,2,𝔾2, 𝑄2) supports a Brownian motion𝑍 and an independent
random measure 𝜇𝐷(dy, dt) with compensating measure equal to
𝛾𝐷,∗(dy, dt) =
∞∑
𝑛=1
𝜑∗(𝑦)dy𝛿{𝑡𝑛}(dt).
Let 𝐷𝑡 ∶= ∫ 𝑡0 ∫ℝ+ 𝑦 𝜇𝐷(dy, dt), 𝑡 ≥ 0. Denote by 𝑉 = 𝑉𝑡(𝜔1, 𝜔2) the solution of the SDE 𝑑𝑉𝑡 =
1{𝑉𝑡>0}𝑟𝑉𝑡dt + 1{𝑉𝑡>0}𝜎𝑉𝑡𝑑𝐵𝑡 − 𝜅𝑑𝐷𝑡 and deﬁne the state process 𝑋 by 𝑋𝑡 = 𝑉𝑡∧𝜏∧𝜎𝑁 . The indica-
tor function in the dynamics of 𝑉𝑡 is included as under𝑄
∗, the asset value 𝑉 may become negative due
to a downward jump at a dividend date. Note that under the measure 𝑄 that we construct next, such
jumps have probability zero.
In order to revert to the original model dynamics, we introduce the density martingale 𝐿 =
(𝐿1𝑡 𝐿
2
𝑡 )0≤𝑡≤𝑇 where 𝐿1𝑡 is as in (4.7) and where 𝐿2𝑡 = 𝐿2𝑡 (𝜔1, 𝜔2) satisﬁes
𝐿2𝑡 = 1 + ∫
𝑡
0 ∫ℝ+ 𝐿
2
𝑠−
(
𝜑(𝑦,𝑋𝑠−)
𝜑∗(𝑦)
− 1
)
(𝜇𝐷 − 𝛾𝐷,∗)(dy, ds) , 0 ≤ 𝑡 ≤ 𝑇 . (4.19)
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Using that 𝜑(⋅, 𝑥) and 𝜑 are probability densities, we get
∫ℝ+
(
𝜑(𝑦, 𝑥)
𝜑∗(𝑦)
− 1
)
𝜑∗(𝑦)dy = ∫ℝ+(𝜑(𝑦, 𝑥) − 𝜑
∗(𝑦))dy = 1 − 1 = 0. (4.20)
Hence, ∫ 𝑡0 ∫ℝ+(𝜑(𝑦,𝑋𝑠−)𝜑∗(𝑦) − 1) 𝛾𝐷,∗(dy, ds) ≡ 0 and we obtain that
𝐿2𝑡 = 1 + ∫
𝑡
0 ∫ℝ+ 𝐿
2
𝑠−
(
𝜑(𝑦,𝑋𝑠−)
𝜑∗(𝑦)
− 1
)
𝜇𝐷(dy, ds) =
∏
𝑡𝑛≤𝑇
𝜑(𝑑𝑛,𝑋𝑡𝑛−)
𝜑∗(𝑑𝑛)
. (4.21)
As 𝐿1 and 𝐿2 are orthogonal, we get that
dL𝑡 = 𝐿𝑡−𝑎(𝑋𝑡)⊤𝑑𝑍𝑡 + ∫ℝ+ 𝐿𝑡−
(
𝜑(𝑦,𝑋𝑡−)
𝜑∗(𝑦)
− 1
)
(𝜇𝐷 − 𝛾𝐷,∗)(dy, dt).
The next lemma, whose proof is given in appendix B of Frey et al. (2017), shows that 𝐿 is, in fact, the
appropriate density martingale to consider (𝑇 is the horizon date ﬁxed at the beginning of Section 4).
Lemma 4.6. It holds that 𝐸𝑄∗ (𝐿𝑇 ) = 1. Deﬁne the measure 𝑄 by (𝑑𝑄∕𝑑𝑄∗)|𝑇 = 𝐿𝑇 . Then, under
𝑄, the random measure 𝜇𝐷 has 𝔾-compensator 𝛾𝐷(dy, dt) =
∑∞
𝑛=1 𝜑(𝑦,𝑋𝑡𝑛−)dy𝛿{𝑡𝑛}(dt). Moreover,
the triple (𝑋,𝑍,𝐷) has the joint law postulated in Assumption 2.1.
Similarly as in (4.8), we get from the generalized Bayes rule (Jacod & Shiryaev, 2003, proposi-
tion III.3.8) that
𝐸𝑄
(
𝑓 (𝑋𝑡) |𝑍𝑡 ∨ 𝐷𝑡 ) (𝜔) = Σ𝑡𝑓 (𝜔2)Σ𝑡1(𝜔2) , (4.22)
where Σ𝑡𝑓 (𝜔2) = 𝐸𝑄
1 (𝑓 (𝑋𝑡(⋅, 𝜔2)𝐿𝑡(⋅, 𝜔2)).
4.3.1 Dynamics of the unnormalized density
The form of 𝐿𝑡 in (4.21) suggests the following dynamics of the unnormalized density 𝑢(𝑡, ⋅): Between
dividend dates, that is, on (𝑡𝑛−1, 𝑡𝑛), 𝑛 ≥ 1, 𝑢(𝑡) solves the SPDE (4.13) with initial value 𝑢(𝑡𝑛−1); at 𝑡𝑛,
the density 𝑢(𝑡𝑛−) is ﬁrst updated to
?̃?(𝑡𝑛, 𝑥) = 𝑢(𝑡𝑛−, 𝑥)
𝜑(𝑑𝑛, 𝑥)
𝜑∗(𝑑𝑛)
; (4.23)
second, for 𝜅 = 1, there is a shift to account for the downward jump in the asset value, that is,
𝑢(𝑡𝑛, 𝑥) = ?̃?(𝑡𝑛, 𝑥 + 𝜅𝑑𝑛), (4.24)
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where we let ?̃?(𝑡𝑛, 𝑧) = 0 for 𝑧 > 𝑁 . In Theorem 4.7 below, we show that this is, in fact, correct. As a
ﬁrst step, we describe the dynamics of 𝑢 by means of an SPDE. Denote for 𝑦 > 0 and 𝑣 ∈ 𝐻10 (𝑆
𝑋) by
𝑆𝑦𝑣 the function 𝑆𝑦𝑣(𝑥) = 𝑣(𝑥 + 𝑦), where we let 𝑣(𝑧) = 0 for 𝑧 > 𝑁 . Consider the SPDE
du(𝑡) = −∗𝑢(𝑡)dt + 𝑎⊤𝑢(𝑡)dZ𝑡 + ∫ℝ+
{
𝑆𝜅𝑦
(
𝑢(𝑡−)𝜑(𝑦, ⋅)
𝜑∗(𝑦)
)
− 𝑢(𝑡−)
}
𝜇𝐷(dy, dt), (4.25)
with initial condition 𝑢(0) = 𝜋0. The interpretation of (4.25) is analogous to the previous section: For
𝑣 ∈ 𝐻10 (𝑆
𝑋), it holds that
(𝑢(𝑡), 𝑣)𝑆𝑋 = (𝑢(0), 𝑣)𝑆𝑋 − ∫
𝑡
0
⟨∗𝑢(𝑠), 𝑣⟩𝑑𝑠 + ∫ 𝑡0 (𝑎⊤𝑢(𝑠), 𝑣)𝑆𝑋 dZ𝑠
+ ∫
𝑡
0 ∫ℝ+
(
𝑆𝜅𝑦
(
𝑢(𝑠−)𝜑(𝑦, ⋅)
𝜑∗(𝑦)
)
− 𝑢(𝑠−) , 𝑣
)
𝑆𝑋
𝜇𝐷(dy, ds). (4.26)
The next result extends Theorem 4.4 to the case with dividends.
Theorem 4.7.
1. There is a unique positive solution 𝑢 ∈ 𝐻10 (𝑆𝑋) ∩𝐻2(𝑆𝑋) of the SPDE (4.25).
2. Deﬁne 𝜈𝐾 (𝑡) = ∫ 𝑡0 12𝜎2𝐾2 dudx (𝑠, 𝐾)ds and
𝜈𝑁 (𝑡) = − ∫
𝑡
0
1
2
𝜎2𝑁2
du
dx
(𝑠,𝑁)ds + ∫
𝑡
0
𝑎⊤(𝑁)𝜈𝑁 (𝑠)dZ𝑠
+ ∫
𝑡
0 ∫ℝ+ 𝜈𝑁 (𝑠−)
(
𝜑(𝑦,𝑁)
𝜑∗(𝑦)
− 1
)
𝜇𝐷(dy, ds).
Then, it holds that Σ𝑡𝑓 = (𝑢(𝑡), 𝑓 )𝑆𝑋 + 𝜈𝐾 (𝑡)𝑓 (𝐾) + 𝜈𝑁 (𝑡)𝑓 (𝑁).
The proof is given in appendix B of Frey et al. (2017).
4.3.2 Filtering with respect to 𝔽
Finally, we return to the ﬁltering problem with respect to the ﬁltration 𝔽.
Corollary 4.8. Deﬁne the norming constant 𝐶(𝑡) by 𝐶(𝑡) = (𝑢(𝑡), 1)𝑆𝑋 + 𝜈𝑁 (𝑡) and let 𝜋(𝑡, 𝑥) =
𝑢(𝑡, 𝑥)∕𝐶(𝑡) and 𝜋𝑁 (𝑡) = 𝜈𝑁 (𝑡)∕𝐶(𝑡). Then, it holds for 𝑓 ∈ 𝐿∞(𝑆𝑋) that
1{𝜏>𝑡}𝐸𝑄
(
𝑓 (𝑋𝑡) |𝑡 ) = 1{𝜏>𝑡} ((𝜋(𝑡, ⋅), 𝑓 )𝑆𝑋 + 𝜋𝑁 (𝑡)𝑓 (𝑁)) . (4.27)
Proof. Combining Proposition 4.1 and Theorem 4.7, we get
1{𝜏>𝑡}𝐸𝑄
(
𝑓 (𝑋𝑡) |𝑡 ) = 1{𝜏>𝑡} Σ𝑡(𝑓1(𝐾,∞))Σ𝑡1(𝐾,∞) = 1{𝜏>𝑡} (𝑢(𝑡), 𝑓 )𝑆𝑋 + 𝜈𝑁 (𝑡)𝑓 (𝑁)𝐶(𝑡) . (4.28)
□
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4.4 Finite-dimensional approximation of the filter equation
The SPDE (4.13) is a stochastic partial diﬀerential equation and thus an inﬁnite-dimensional object.
In order to solve the ﬁltering problem numerically and to generate price trajectories of basic corpo-
rate securities, one needs to approximate (4.13) by a ﬁnite-dimensional equation. A natural way to
achieve this is the Galerkin approximation method. We ﬁrst explain the method for the case without
dividend payments. Consider 𝑚 linearly independent basis functions 𝑒1,… , 𝑒𝑚 ∈ 𝐻10 (𝑆
𝑋) ∩𝐻2(𝑆𝑋)
generating the subspace (𝑚) ⊂ 𝐻10 (𝑆𝑋), and denote by pr(𝑚) ∶ 𝐻10 (𝑆𝑋)→ (𝑚) the projection on
this subspace with respect to (⋅, ⋅)𝑆𝑋 . In the Galerkin method, the solution 𝑢(𝑚) of the equation
𝑑𝑢(𝑚)(𝑡) = pr(𝑚)◦∗◦pr(𝑚)𝑢(𝑚)(𝑡)dt + pr(𝑚)(𝑎⊤pr(𝑚)𝑢(𝑚)(𝑡)) dZ𝑡 (4.29)
with initial condition 𝑢(𝑚)(0) = pr(𝑚)𝜋0 is used as an approximation to the solution 𝑢 of (4.13). Projec-
tions are self-adjoint and we get that for 𝑣 ∈ 𝐻10 (𝑆
𝑋)
𝑑(𝑢(𝑚)(𝑡), 𝑣)𝑆𝑋 = (∗◦pr(𝑚)𝑢(𝑚)(𝑡), pr(𝑚)𝑣)𝑆𝑋dt + (𝑎⊤pr(𝑚)𝑢(𝑚)(𝑡), pr(𝑚)𝑣)𝑆𝑋dZ𝑡. (4.30)
Hence, 𝑑(𝑢(𝑚)(𝑡), 𝑣)𝑆𝑋 = 0 if 𝑣 belongs to ((𝑚))⊥ (the orthogonal complement of (𝑚)). As, more-
over, 𝑢(𝑚)(0) = pr(𝑚)𝜋0 ∈ (𝑚), we conclude that 𝑢(𝑚)(𝑡) ∈ (𝑚) for all 𝑡. Hence, 𝑢(𝑚) is of the form
𝑢(𝑚)(𝑡) =
∑𝑚
𝑖=1 𝜓𝑖(𝑡)𝑒𝑖, and we now determine an SDE system for the 𝑚-dimensional process Ψ
(𝑚)(𝑡) =
(𝜓1(𝑡),… , 𝜓𝑚(𝑡))′. Using (4.30), we get for 𝑗 ∈ {1,… , 𝑚}
𝑑
(
𝑢(𝑚)(𝑡), 𝑒𝑗
)
𝑆𝑋
=
𝑚∑
𝑖=1
𝜓𝑖(𝑡)
(∗𝑒𝑖, 𝑒𝑗)𝑆𝑋 dt + 𝑙∑
𝑘=1
𝑚∑
𝑖=1
(𝑎𝑘𝑒𝑖, 𝑒𝑗)𝑆𝑋𝜓𝑖(𝑡)𝑑𝑍𝑘𝑡 . (4.31)
On the other hand,
𝑑
(
𝑢(𝑚)(𝑡), 𝑒𝑗
)
𝑆𝑋
=
𝑚∑
𝑖=1
(𝑒𝑖, 𝑒𝑗)𝑑𝜓𝑖(𝑡). (4.32)
Deﬁne now the 𝑚 × 𝑚 matrices 𝐴, 𝐵, and 𝐶1,… , 𝐶𝑙 with 𝑎𝑖𝑗 = (𝑒𝑖, 𝑒𝑗)𝑆𝑋 , 𝑏𝑖𝑗 = (∗𝑒𝑖, 𝑒𝑗)𝑆𝑋 , and
𝑐𝑘𝑖𝑗 = (𝑎𝑘𝑒𝑖, 𝑒𝑗)𝑆𝑋 . Equating (4.31) and (4.32), we get the following system of SDEs for Ψ
(𝑚):
𝑑Ψ(𝑚)(𝑡) = 𝐴−1𝐵⊤Ψ(𝑚)(𝑡)dt +
𝑙∑
𝑘=1
𝐴−1𝐶𝑘Ψ(𝑚)(𝑡)dZ𝑘𝑡 (4.33)
with initial condition Ψ(𝑚)(0) = 𝐴−1((𝜋0, 𝑒1)𝑆𝑋 ,… , (𝜋0, 𝑒𝑚)𝑆𝑋 )′. Equation (4.33) can be solved with
numerical methods for SDEs such as a simple Euler scheme or the more advanced splitting up method
proposed by Le Gland (1992). Further details regarding the numerical implementation of the Galerkin
method are given, among others, in Frey, Schmidt, and Xu (2013) or in chapter 4 of Rösler (2016).
Conditions for the convergence 𝑢(𝑚) → 𝑢 are well understood (see, e.g., Germani & Piccioni, 1987):
The Galerkin approximation for the ﬁlter density converges for 𝑚→ ∞ if and only if the Galerkin
approximation for the deterministic forward PDE
𝑑𝑢
dt (𝑡) = ∗𝑢(𝑡) converges.
In the case with dividend information, the Galerkin method is applied successively on each interval
(𝑡𝑛−1, 𝑡𝑛), 𝑛 = 1, 2,… . Denote by 𝑢
(𝑚)
𝑛 the approximating density over the interval (𝑡𝑛−1, 𝑡𝑛). Following
(4.25), the initial condition for the interval (𝑡𝑛, 𝑡𝑛+1) is then given by
𝑢(𝑚)(𝑡𝑛) = pr(𝑚)
(
𝑆𝜅𝑦
(
𝑢(𝑚)𝑛 (𝑡𝑛, ⋅)
𝜑(𝑑𝑛, ⋅)
𝜑∗(𝑑𝑛)
))
,
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that is, by projecting the updated and shifted density 𝑢(𝑚)𝑛 (𝑡𝑛, 𝑥 + 𝜅𝑑𝑛)(𝜑(𝑑𝑛, 𝑥 + 𝜅𝑑𝑛)∕𝜑∗(𝑑𝑛)) onto(𝑚).
5 DYNAMICS OF CORPORATE SECURITY PRICES
In this section, we identify the price process of traded corporate securities. It turns out that these price
processes are of jump-diﬀusion type, driven by a Brownian motion 𝑀𝑍 (the martingale part in the
𝔽 semimartingale decomposition of 𝑍), by the compensated random measure corresponding to the
dividend payments, and by the compensated default indicator process.
5.1 Default intensity
As a ﬁrst step, we derive the 𝔽-semimartingale decomposition of the default indicator process 𝑌 and
we show that 𝑌 admits an 𝔽-intensity.
Theorem 5.1. The 𝔽-compensator of 𝑌 is given by the process (Λ𝑡∧𝜏 )𝑡≥0 where Λ𝑡 = ∫ 𝑡0 𝜆𝑠−ds and
where the default intensity 𝜆𝑡 is given by
𝜆𝑡 =
1
2
𝜎2𝐾2
𝑑𝜋
dx
(𝑡, 𝐾). (5.1)
Here, 𝜋(𝑡, 𝑥) is conditional density of 𝑋𝑡 given 𝑡 introduced in Corollary 4.8.
We mention that a similar result was obtained in Duﬃe and Lando (2001) for the case where the
noisy observation of the asset value process arrives only at deterministic time points.
Proof. We use the following well-known result to determine the compensator of 𝑌 (see, e.g., section 2.3
of Blanchet-Scalliet & Jeanblanc, 2004).
Proposition 5.2. Let 𝐹𝑡 = 𝑄(𝜏 ≤ 𝑡 ∣ 𝑍𝑡 ∨ 𝐷𝑡 ) and suppose that 𝐹𝑡 < 1 for all 𝑡. Denote the Doob–
Meyer decomposition of the bounded 𝔽𝑍 ∨ 𝔽𝐷-submartingale 𝐹 by 𝐹𝑡 =𝑀𝐹𝑡 + 𝐴
𝐹
𝑡 . Deﬁne the pro-
cess Λ via
Λ𝑡 = ∫
𝑡
0
(1 − 𝐹𝑠−)−1dA𝐹𝑠 , 𝑡 ≥ 0.
Then, 𝑌𝑡 − Λ𝑡∧𝜏 is an 𝔽-martingale. In particular, if 𝐴𝐹 is absolutely continuous, that is, if 𝑑𝐴𝐹𝑡 =
𝛾𝐴𝑡 dt, 𝜏 has the default intensity 𝜆𝑡 = 𝛾
𝐴
𝑡 ∕(1 − 𝐹𝑡−).
In order to apply the proposition, we need to compute the Doob–Meyer decomposition of the sub-
martingale 𝐹 . Here, we get
𝐹𝑡 = 𝑄
(
𝜏 ≤ 𝑡 |𝑍𝑡 ∨ 𝐷𝑡 ) = 𝑄 (𝑋𝑡 = 𝐾 |𝑍𝑡 ∨ 𝐷𝑡 ) = Σ𝑡1{𝐾}Σ𝑡1 .
Theorem 4.7 gives Σ𝑡1{𝐾} = 𝜈𝐾 (𝑡) and 𝑑𝜈𝐾 (𝑡) =
1
2𝜎
2𝐾2 dudx (𝑡−, 𝐾)dt.
Next, we consider the term (Σ𝑡1)−1. By deﬁnition, it holds that Σ𝑡1 = 𝐸𝑄
∗ (𝐿𝑡 ∣ 𝑍𝑡 ∨ 𝐷𝑡 ) =
(𝑑𝑄∕𝑑𝑄∗)|𝑍𝑡 ∨𝐷𝑡 . Hence, we get that (Σ𝑡1)−1 is a 𝑄-local martingale; see, for instance, Jacod and
Shiryaev, 2003, corollary III.3.10. Itô's product rule therefore gives that
𝐴𝐹𝑡 = ∫
𝑡
0
1
Σ𝑠−1
1
2
𝜎2𝐾2
du
dx
(𝑠−, 𝐾) ds.
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Furthermore, we have
1 − 𝐹𝑡 = 𝑄
(
𝑋𝑡 > 𝐾 |𝑍𝑡 ∨ 𝐷𝑡 ) = 1Σ𝑡1 ((𝑢(𝑡), 1)𝑆𝑋 + 𝜈𝑁 (𝑡)). (5.2)
The claim thus follows from Proposition 5.2 and from the deﬁnition of 𝜋(𝑡, 𝑥) in Corollary 4.8. □
5.2 Asset price dynamics
In this section, we derive the dynamics of the traded security prices. In line with standard notation, we
denote for 𝑓 ∶ ([0, 𝑇 ] × 𝑆𝑋)→ ℝwith𝐸𝑄(|𝑓 (𝑡, 𝑋𝑡)|) < ∞ for all 𝑡 ≤ 𝑇 the optional projection of the
process (𝑓 (𝑡, 𝑋𝑡))0≤𝑡≤𝑇 on the modeling ﬁltration by 𝑓𝑡 = 𝐸𝑄(𝑓 (𝑡, 𝑋𝑡) ∣ 𝑡 ). For smooth functions 𝑓
on 𝑆𝑋 , we deﬁne the operator 𝑋𝑓 (𝑥) = 1(𝐾,𝑁)(𝑥)𝑓 (𝑥) (𝑋 is the generator of𝑋 between dividend
dates).
Using Corollary 4.8 and the fact that 𝑋𝑡 = 𝐾 on {𝜏 ≤ 𝑡}, one obviously has
𝑓𝑡 = 1{𝜏≤𝑡}𝑓 (𝑡, 𝐾) + 1{𝜏>𝑡} (𝜋(𝑡), 𝑓 (𝑡, ⋅))𝑆𝑋 + 𝜋𝑁 (𝑡)𝑓 (𝑡,𝑁). (5.3)
Hence, a crucial step in the derivation of asset price dynamics is to compute the dynamics of 𝜋𝑡𝑓 ∶=
(𝜋(𝑡), 𝑓 (𝑡, ⋅))𝑆𝑋 + 𝜋𝑁 (𝑡)𝑓 (𝑡,𝑁). This is done in the following proposition.
Proposition 5.3. With 𝜆𝑡 = 12𝜎
2𝐾2 𝑑𝜋(𝑡,𝐾)
𝑑𝑥
, it holds that
𝑑𝜋𝑡𝑓 =
(
𝜋𝑡
(
𝑑𝑓
dt
+ 𝑋𝑓
)
− 𝜆𝑡(𝑓 (𝑡, 𝐾) − 𝜋𝑡𝑓 )
)
dt +
(
𝜋𝑡(𝑎⊤𝑓 ) − 𝜋𝑡𝑎⊤𝜋𝑡𝑓
)
𝑑(𝑍𝑡 − 𝜋𝑡𝑎 dt) (5.4)
+ ∫ℝ+
(
𝜋𝑡−(𝑓 (⋅ − 𝜅𝑦)𝜑(𝑦, ⋅))
𝜋𝑡−𝜑(𝑦, ⋅)
− 𝜋𝑡−𝑓
)
𝜇𝐷(dy, ds) .
The proof is essentially a tedious application of the Itô formula; it is given in appendix B of Frey
et al. (2017).
Now we are in a position to derive the price dynamics of the traded securities introduced in Section 3.
We begin with some notation. Let
𝑀𝑍𝑡 =𝑀
𝑍,𝔽
𝑡 = 𝑍𝑡 − ∫
𝑡
0
𝑎𝑠ds , 𝑡 ≥ 0. (5.5)
It is well known that 𝑀𝑍 is a (𝑄, 𝔽) Brownian motion and hence the martingale part in the
𝔽-semimartingale decomposition of 𝑍. Next, we deﬁne the 𝔽-martingale 𝑀𝑌 by 𝑀𝑌𝑡 = 𝑌𝑡 −∫ 𝑡∧𝜏0 𝜆𝑠ds. Finally, we will use the shorthand notation (𝜑(𝑦))𝑡 for the optional projection of 𝜑(𝑦,𝑋𝑡) on
𝔽 and we denote the 𝔽 compensator of 𝜇𝐷 by
𝛾𝐷,𝔽
(dy, dt) =
∞∑
𝑛=1
(𝜑(𝑦))𝑡𝑛−dy 𝛿{𝑡𝑛}(dt) . (5.6)
Theorem 5.4. Denote by Πsurv, by Πdef, and by 𝑆 the ex-dividend price (the price value of the future
cash ﬂow stream) of the survival claim, of the default claim, and of the stock of the ﬁrm. Then, it holds
that
Πsurv𝑡 = Π
surv
0 + ∫
𝑡∧𝜏
0
𝑟Πsurv𝑠 ds + ∫
𝜏∧𝑡
0
(ℎ̂surv𝑎⊤)𝑠− − Πsurv𝑠− 𝑎
⊤
𝑠− dM
𝑍,𝔽
𝑠 (5.7)
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− ∫
𝑡∧𝜏
0
Πsurv𝑠− dM
𝑌
𝑠 + ∫
𝜏∧𝑡
0 ∫ℝ+
( ̂ℎsurv𝜑(𝑦))𝑠−
(𝜑(𝑦))𝑠−
− Πsurv𝑠− (𝜇
𝐷 − 𝛾𝐷,𝔽)(dy, ds),
Πdef𝑡 = Π
def
0 + ∫
𝑡∧𝜏
0
𝑟Πdef𝑠 − 𝜆𝑠ds + ∫
𝜏∧𝑡
0
(ℎ̂def𝑎⊤)𝑠− − Π
def
𝑠− 𝑎
⊤
𝑠− dM
𝑍,𝔽
𝑠 (5.8)
− ∫
𝑡∧𝜏
0
Πdef𝑠− dM𝑌𝑠 + ∫
𝜏∧𝑡
0 ∫ℝ+
( ̂ℎdef𝜑(𝑦))𝑠−
(𝜑(𝑦))𝑠−
− Πdef𝑠− (𝜇𝐷 − 𝛾𝐷,𝔽
)(dy, ds),
𝑆𝑡 = 𝑆0 + ∫
𝑡∧𝜏
0
𝑟𝑆𝑠ds − ∫
𝑡∧𝜏
0 ∫𝑅+ 𝑦𝛾
𝐷,𝔽(dy, ds) + ∫
𝜏∧𝑡
0
(ℎ̂stock𝑎⊤)𝑠− − 𝑆𝑠− 𝑎⊤𝑠− dM
𝑍,𝔽
𝑠 (5.9)
− ∫
𝑡∧𝜏
0
𝑆𝑠− dM𝑌𝑠 + ∫
𝜏∧𝑡
0 ∫ℝ+
( ̂ℎstock𝜑(𝑦))𝑠−
(𝜑(𝑦))𝑠−
− 𝑆𝑠− (𝜇𝐷 − 𝛾𝐷,𝔽
)(dy, ds).
Proof. We begin with the survival claim. It follows from relations (3.4) and (5.3) that
Πsurv𝑡 = 1{𝜏>𝑡}(ℎ̂surv)𝑡 = 1{𝜏>𝑡}𝜋𝑡ℎ
surv,
so that 𝑑Πsurv𝑡 = (1 − 𝑌𝑡−)𝑑𝜋𝑡ℎ
surv − Πsurv𝑡− dy𝑡. Now recall that
𝑑
dtℎ
surv + 𝑋ℎsurv = 𝑟ℎsurv and that
ℎsurv(𝑡, 𝐾) ≡ 0. Substituting these relation into the dynamics of 𝜋𝑡ℎsurv gives
𝑑𝜋𝑡ℎ
surv =
(
𝑟𝜋𝑡ℎ
surv + 𝜆𝑡𝜋𝑡ℎsurv
)
dt +
(
𝜋𝑡(𝑎⊤ℎsurv) − 𝜋𝑡𝑎⊤𝜋𝑡ℎsurv
)
𝑑(𝑍𝑡 − 𝜋𝑡𝑎 dt)
+ ∫ℝ+
(
𝜋𝑡−(ℎsurv(⋅ − 𝜅𝑦)𝜑(𝑦, ⋅))
𝜋𝑡−𝜑(𝑦, ⋅)
− 𝜋𝑡−ℎsurv
)
𝜇𝐷(dy, dt). (5.10)
Now, using the deﬁnition of 𝛾𝐷,𝔽

and Fubini, we get at a dividend date 𝑡𝑛 < 𝜏 that
∫ℝ+
𝜋𝑡−(ℎsurv(⋅ − 𝜅𝑦)𝜑(𝑦, ⋅))
𝜋𝑡−𝜑(𝑦, ⋅)
𝛾𝐷,𝔽
(dy, {𝑡𝑛}) = 𝜋𝑡𝑛−
(
∫ℝ+(ℎ
surv(⋅ − 𝜅𝑦)𝜑(𝑦))𝑡𝑛−dy
)
. (5.11)
Relation (3.6) implies that the right-hand side of (5.11) is equal to 𝜋𝑡𝑛−ℎ
surv(𝑡𝑛, ⋅). This shows that in
(5.10), the integral with respect to 𝜇𝐷(dy, ds) can be replaced with an integral with respect to (𝜇𝐷 −
𝛾𝐷,𝔽
)(dy, ds). Now for generic functions 𝑓 ∶ [0, 𝑇 ] × 𝑆𝑋 → ℝ, it holds that 𝑓𝑡 = 𝜋𝑡𝑓 on {𝑡 < 𝜏}, so
that we ﬁnally obtain the result for Πsurv. Mutatis mutandis these arguments also apply to the default
claim and to the stock price. The additional term −𝜆𝑠ds in the drift of Πdef stems from the fact that
ℎdef(𝑡, 𝐾) = 1; the additional integral with respect to 𝛾𝐷,𝔽(dy, ds) in the dynamics of the stock price is
due to the diﬀerent behavior of ℎstock at a dividend date; see (3.8). Of course, this term is quite intuitive:
The expected downward jump in the stock price at a dividend date is just equal to the expected dividend
payment. □
Theorem 5.4 formalizes the idea that the prices of traded corporate securities are driven by the arrival
of new information on the value of the underlying ﬁrm, because the processes that drive the asset price
dynamics are closely related to the generators of 𝔽.
In order to study dynamic hedging strategies, we need the dynamics and the predictable quadratic
variation of the cum dividend price or gains process of the traded assets. The survival claim
has no intermediate cash ﬂows and we have 𝑑𝐺surv𝑡 = 𝑑Π
surv
𝑡 ; for the default claim, it holds that
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𝑑𝐺def𝑡 = 𝑑Π
def
𝑡 + dy𝑡; for the stock, we have 𝑑𝐺
stock
𝑡 = ds𝑡 + (1 − 𝑌𝑡−) 𝑑𝐷𝑡. Note that Theorem 5.4
implies that the discounted gains processes of all three assets are martingales—as they have to be
given that we work directly under a martingale measure 𝑄. To compute the quadratic variations note
that from Theorem 5.4, the discounted gains process of the 𝑖th traded asset has a martingale represen-
tation of the form
𝐺𝑖𝑡 = 𝐺
𝑖
0 + ∫
𝑡∧𝜏
0
(
𝜉𝑀
𝑍
𝑠,𝑖
)⊤
dM𝑍𝑠 + ∫
𝑡∧𝜏
0
𝜉𝑌𝑠,𝑖 dM
𝑌
𝑠 + ∫
𝑡∧𝜏
0 ∫ℝ+𝜉
𝐷
𝑖 (𝑠, 𝑦)(𝜇
𝐷 − 𝛾𝐷,𝔽)(dy, ds),
and the integrands are explicitly given in the theorem. Deﬁne a measure 𝑏 on [0,∞) by letting
𝑏([0, 𝑡]) = 𝑏(𝑡) ∶= 𝑡 +
∑∞
𝑛=1 𝛿{𝑡𝑛}([0, 𝑡]) (𝑏 is the sum of the Lebesgue measure and the counting mea-
sure on the set of dividend dates  𝐷). Then, the predictable quadratic variation with respect to 𝔽
of the discounted gains processes of asset 𝑖 and asset 𝑗 is of the form ⟨𝐺𝑖, 𝐺𝑗⟩𝑡 = ∫ 𝑡∧𝜏0 𝑣𝑖𝑗𝑠 𝑑𝑏(𝑠) with
instantaneous quadratic variation 𝑣𝑖𝑗𝑠 given by
𝑣𝑖𝑗𝑠 = 1([0,∞)⧵ 𝐷)(𝑠)
((
𝜉𝑀
𝑍
𝑠,𝑖
)⊤ (
𝜉𝑀
𝑍
𝑠,𝑗
)
+ 𝜉𝑌𝑠,𝑖𝜉
𝑌
𝑠,𝑗𝜆𝑠
)
+ 1 𝐷 (𝑠)∫ℝ+ 𝜉
𝐷
𝑖 (𝑠, 𝑦)𝜉
𝐷
𝑗 (𝑠, 𝑦)(𝜑(𝑦))𝑠− dy .
(5.12)
6 DERIVATIVE ASSET ANALYSIS
In this section, we discuss the pricing and the hedging of securities related to the ﬁrm that are not
liquidly traded such as bonds with nonstandard maturities or options on the traded assets. We assume
that the risk-neutral pricing formula (2.7) also applies to nontraded securities so that the price at time
𝑡 of a security with 
𝑇
-measurable integrable payoﬀ 𝐻 is given by
Π𝐻𝑡 = 𝐸
𝑄
(
𝑒−𝑟(𝑇−𝑡)𝐻|𝑡 ) . (6.1)
Note that while very natural in our framework, (6.1) is, in fact, an assumption. In our model, markets
are typically not complete so that the martingale measure is not unique and an ad hoc assumption on
the choice of the pricing measure has to be made. This is an unpleasant but unavoidable feature of most
models where asset prices follow diﬀusion processes with jumps. A second issue with (6.1) is the fact
that prices are deﬁned as conditional expectations with respect to the ﬁctitious modeling ﬁltration 𝔽,
whereas prices should be computable in terms of quantities that are observable for the model user. In
Section 6.1, we therefore show that for the derivatives common in practice,Π𝐻𝑡 deﬁned in (6.1) is given
by a function 𝐶𝐻 (𝑡, 𝜋(𝑡)) of time and the current ﬁlter density 𝜋(𝑡) and we discuss the evaluation of
𝐶𝐻 . In Section 6.3, we, moreover, explain how to determine an estimate of 𝜋(𝑡) from prices of traded
securities observed at time 𝑡. Section 6.2 is concerned with risk-minimizing hedging strategies.
6.1 Derivative pricing
Most derivative securities related to the ﬁrm fall in one of the following two classes.
6.1.1 Basic debt securities
Examples of nontraded basic debt securities are bonds or CDSs with nonstandard maturities. The pric-
ing of these securities is straightforward. Let ℎ be the full-information value of the security. A similar
argument as in Section 3 shows that
1{𝜏>𝑡}Π𝐻𝑡 = 1{𝜏>𝑡}𝐸
𝑄
(
ℎ(𝑡, 𝑉𝑡) ∣ 𝑡 ) = ∫ ∞𝐾 ℎ(𝑡, 𝑣)𝜋(𝑡, 𝑣)𝑑𝑣;
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that is, Π𝐻𝑡 can be computed by averaging the full-information value with respect to the current ﬁl-
ter density 𝜋(𝑡) (which is determined by calibrating the model to the prices of traded securities; see
Section 6.3).
6.1.2 Options on traded assets
In its most general form, the payoﬀ of an option on a traded asset with maturity 𝑇 is of the form
𝐻 = 𝑔(Π1
𝑇
,… ,Π𝓁
𝑇
) where Π1,… ,Π𝓁 are the ex-dividend price processes of 𝓁 traded risky assets
related to the ﬁrm. Examples for such products include equity and bond options or certain convertible
bonds. Note that 𝐻 is 
𝑇
-measurable as the random variables Π1
𝑇
,… ,Π𝓁
𝑇
are 
𝑇
- measurable by
(2.7).
Our goal is to show that the price of an option on traded assets can be written as a function of the
current ﬁlter density 𝜋(𝑡). We consider an option on the stock with payoﬀ 𝐻 = 𝑔(𝑆𝑇 ); other options
can be handled with only notational changes. We get for the price of the option that
Π𝐻𝑡 = 𝐸
𝑄
(
𝑒−𝑟(𝑇−𝑡)1{𝜏>𝑇 }𝑔(𝑆𝑇 ) | 𝑡 ) + 𝑒−𝑟(𝑇−𝑡)𝑔(0)𝑄 (𝜏 ≤ 𝑇 |𝑡 ) .
The second term is the price of a basic debt security. In order to deal with the ﬁrst term, we now give
a general result that shows that the computation of 𝐸𝑄(𝑒−𝑟(𝑇−𝑡)1{𝜏>𝑇 }𝑔(𝑆𝑇 ) ∣ 𝑡 ) can be reduced to
the problem of computing a conditional expectation with respect to the reference measure 𝑄∗ and the
𝜎 ﬁeld 𝑍𝑡 ∨ 𝐷𝑡 from the background ﬁltration.
Lemma 6.1. Consider some integrable,𝑍
𝑇
∨ 𝐷
𝑇
measurable random variable𝐻 such as𝐻 = 𝑔(𝑆𝑇 ).
Then, it holds for 𝑡 ≤ 𝑇 that
𝐸𝑄
(
1{𝜏>𝑇 }𝐻 |𝑡 ) = 1{𝜏>𝑡}𝐸𝑄∗
(
𝐻
(
(𝑢(𝑇 ), 1)𝑆𝑋 + 𝜈𝑁 (𝑇 )
) |𝑍𝑡 ∨ 𝐷𝑡 )
(𝑢(𝑡), 1)𝑆𝑋 + 𝜈𝑁 (𝑡)
. (6.2)
Proof. As in the proof of Theorem 5.1, we let𝐹𝑡 = 𝑄(𝜏 ≤ 𝑡 ∣ 𝑍𝑡 ∨ 𝐷𝑡 ). Then, the Dellacherie formula
gives
𝐸𝑄
(
1{𝜏>𝑇 }𝐻 |𝑡 ) = 1{𝜏>𝑡}𝐸𝑄
(
(1 − 𝐹𝑇 )𝐻 |𝑍𝑡 ∨ 𝐷𝑡 )
1 − 𝐹𝑡
. (6.3)
For generic 𝑠 ∈ [0, 𝑇 ], one has Σ𝑠1 =
𝑑𝑄
𝑑𝑄∗
|𝑍𝑠 ∨𝐷𝑠 . Hence, the abstract Bayes formula yields
𝐸𝑄
(
(1 − 𝐹𝑇 )𝐻 |𝑍𝑡 ∨ 𝐷𝑡 ) = 1Σ𝑡1𝐸𝑄∗ ((Σ𝑇 1) (1 − 𝐹𝑇 )𝐻 |𝑍𝑡 ∨ 𝐷𝑡 ) .
Moreover, using (5.2), we have for 𝑠 ∈ [0, 𝑇 ] that (Σ𝑠1)(1 − 𝐹𝑠) = ((𝑢(𝑠), 1)𝑆𝑋 + 𝜈𝑁 (𝑠)) . Substituting
these relations into (6.3) gives the result. □
Now we return to the stock option. For simplicity, we ignore the point mass 𝜈𝑁 at the upper boundary
of 𝑆𝑋 . Recall that 𝑆𝑇 = (𝑢(𝑇 ), ℎstock)𝑆𝑋∕(𝑢(𝑇 ), 1)𝑆𝑋 Using Lemma 6.1, we get that
𝐸𝑄
(
𝑒−𝑟(𝑇−𝑡)1{𝜏>𝑇 }𝑔(𝑆𝑇 ) |𝑡 ) = 1{𝜏>𝑡}𝐸
𝑄∗
(
𝑔
(
(𝑢(𝑇 ),ℎstock)𝑆𝑋
(𝑢(𝑇 ),1)𝑆𝑋
)
(𝑢(𝑇 ), 1)𝑆𝑋 |𝑍𝑡 ∨ 𝐷𝑡 )
(𝑢(𝑡), 1)𝑆𝑋
.
FREY ET AL. 107
Standard results on the Markov property of solutions of SPDEs such as theorem 9.30 of Peszat and
Zabczyk (2007) imply that under𝑄∗, the solution 𝑢(𝑡) of the SPDE (4.25) is a Markov process. Hence,
1
(𝑢(𝑡), 1)𝑆𝑋
𝐸𝑄
∗
(
𝑔
( (𝑢(𝑇 ), ℎstock)𝑆𝑋
(𝑢(𝑇 ), 1)𝑆𝑋
)
(𝑢(𝑇 ), 1)𝑆𝑋 ∣ 𝑍𝑡 ∨ 𝐷𝑡
)
= 𝐶𝐻 (𝑡, 𝑢(𝑡)) (6.4)
for some function𝐶𝐻 of time and of the current value of the unnormalized ﬁlter density. Moreover,𝐶𝐻
is homogeneous of degree 0 in 𝑢(𝑡), as we now explain. The SPDE (4.25) is linear, so that the solution of
(4.25) over the time interval [𝑡, 𝑇 ]with initial condition 𝛾𝑢(𝑡) (𝛾 > 0 a given constant) is given by 𝛾𝑢(𝑠),
𝑠 ∈ [𝑡, 𝑇 ]. If we substitute this into (6.4), we get that𝐶𝐻 (𝑡, 𝛾𝑢(𝑡)) = 𝐶𝐻 (𝑡, 𝑢(𝑡)) as 𝛾 cancels out. Hence,
we may, without loss of generality, replace 𝑢(𝑡) by the current ﬁlter density 𝜋(𝑡) = 𝑢(𝑡)∕(𝑢(𝑡), 1)𝑆𝑋 , and
we get
𝐸𝑄
(
𝑒−𝑟(𝑇−𝑡)1{𝜏>𝑇 }𝑔(𝑆𝑇 ) |𝑡 ) = 1{𝜏>𝑡}𝐶𝐻 (𝑡, 𝜋(𝑡)) . (6.5)
The actual computation of𝐶𝐻 is best done using Monte Carlo simulation, using a numerical method
to solve the SPDE (4.25). The Galerkin approximation described in Section 4.4 is particularly well
suited for this purpose because most of the time-consuming computational steps can be done oﬄine.
Note that (6.5) is an expectation with respect to the reference measure𝑄∗. Hence, one needs to sample
from the SDE (4.25) under 𝑄∗, that is, the driving process 𝑍 is a Brownian motion and the random
measure 𝜇𝐷 has compensator 𝛾𝐷,∗(dy, dt). Alternatively, one might evaluate directly the expected value
𝐸𝑄(𝑒−𝑟(𝑇−𝑡)1{𝜏>𝑇 }𝑔(𝑆𝑇 ) ∣ 𝑡 ), using the simulation approach sketched in Section 7 below.
6.2 Hedging
Hedging is a key aspect of derivative asset analysis. In this section, we therefore use our results on the
price dynamics of traded securities to derive dynamic hedging strategies. We expect the market to be
incomplete, as the prices of the traded securities follow diﬀusion processes with jumps. In order to deal
with this problem, we use the concept of risk minimization introduced by Föllmer and Sondermann
(1986). A similar analysis was carried out in Frey and Schmidt (2012) in the context of reduced-form
credit risk models.
6.2.1 Risk minimization
We ﬁrst introduce the notion of a risk-minimizing hedging strategy. We assume that there are 𝓁-traded
securities related to the ﬁrm with ex-dividend price process Π = (Π1𝑡 ,… ,Π
𝓁
𝑡 )
⊤
𝑡≤𝑇 and gains processes
𝐺 = (𝐺1𝑡 ,… , 𝐺
𝓁
𝑡 )
⊤
𝑡≤𝑇 ; moreover, there is a continuously compounded money market account with
value 𝑒𝑟𝑡, 𝑡 ≥ 0. The discounted price and gains processes are denoted by Π̃ and 𝐺. Recall that the
predictable quadratic variation of the gains process of the traded assets is of the form ⟨𝐺𝑖, 𝐺𝑗⟩𝑡 =∫ 𝑡∧𝜏0 𝑣𝑖𝑗𝑠 𝑑𝑏(𝑠) with 𝑣𝑖𝑗 and 𝑏 given in Section 5.2 (see equation (5.12)) and let 𝐯𝑡 = (𝑣𝑖𝑗𝑡 )1≤𝑖,𝑗≤𝓁 .
Denote by 𝐿2(𝐺1,… , 𝐺𝑛, 𝔽) the space of all 𝓁-dimensional 𝔽-predictable processes 𝜃 such that
𝐸(∫ 𝑇0 𝜃⊤𝑠 𝐯𝑠𝜃𝑠ds) < ∞.
An admissible trading strategy is given by a pair 𝜙 = (𝜃, 𝜂) where 𝜃 ∈ 𝐿2(𝐺1,… , 𝐺𝑛, 𝔽) and 𝜂
is 𝔽-adapted; 𝜃𝑡 gives the position in the risky assets at time 𝑡 and 𝜂𝑡 the position in the money
market account. The value of this strategy at time 𝑡 is 𝑉 𝜙𝑡 = 𝜃
⊤
𝑡 Π𝑡 + 𝜂𝑡𝑒
𝑟𝑡 and the discounted value is
𝑉 Φ𝑡 = 𝜃
⊤
𝑡 Π̃𝑡 + 𝜂𝑡. In the sequel, we consider strategies whose value tracks a given stochastic process. In
an incomplete market, this is only feasible if we allow for intermediate in- and outﬂows of cash. The size
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of these in- and outﬂows is measured by the discounted cost process 𝐶𝜙 with 𝐶𝜙𝑡 = 𝑉
𝜙
𝑡 − ∫ 𝑡0 𝜃⊤𝑑𝐺𝑠.
We get that
𝐶𝜙
𝑇
− 𝐶𝜙𝑡 = 𝑉
𝜙
𝑇
− ∫
𝑇
0
𝜃⊤𝑠 𝑑𝐺𝑠 −
(
𝑉 𝜙𝑡 − ∫
𝑡
0
𝜃⊤𝑠 𝑑𝐺𝑠
)
= 𝑉 𝜙
𝑇
−
(
𝑉 𝜙𝑡 + ∫
𝑇
𝑡
𝜃⊤𝑠 𝑑𝐺𝑠
)
;
that is, 𝐶𝜙
𝑇
− 𝐶𝜙𝑡 gives the cumulative capital injections or withdrawals over the period (𝑡, 𝑇 ]. In partic-
ular, for a self-ﬁnancing strategy, it holds that 𝐶𝜙
𝑇
− 𝐶𝜙𝑡 = 0 for all 𝑡. Finally, we deﬁne the remaining
risk process 𝑅(𝜙) of the strategy by
𝑅𝑡(𝜙) = 𝐸
(
(𝐶𝑇 − 𝐶𝑡)2|𝑡 ) , 0 ≤ 𝑡 ≤ 𝑇 . (6.6)
Consider now a claim with square integrable 
𝑇
-measurable payoﬀ 𝐻 and an admissible strategy 𝜙
with 𝑉 𝜙
𝑇
= 𝐻 (note that this condition can always be achieved by a proper choice of the cash position
𝜂𝑇 ). Then, 𝑅(𝜙) is a measure for the precision of the hedge, in particular, 𝑅(𝜙) ≡ 0 if 𝜙 is a self-
ﬁnancing hedging strategy for𝐻 . An admissible strategy 𝜙∗ is called risk-minimizing if 𝑉 𝜙
∗
𝑇
= 𝐻 and
if, moreover, for any 𝑡 ∈ [0, 𝑇 ] and any admissible strategy 𝜙 satisfying 𝑉 𝜙
𝑇
= 𝐻 , we have 𝑅𝑡(𝜙∗) ≤
𝑅𝑡(𝜙). Risk minimization is well suited for our setup as the ensuing hedging strategies are relatively
easy to compute and as it suﬃces to know the risk-neutral dynamics of the traded securities.
Next, we give a general characterization of risk-minimizing hedging strategies. Let Π𝐻𝑡 =
𝐸𝑄(𝑒−𝑟(𝑇−𝑡)𝐻 ∣ 𝑡 ) so that the discounted price process Π̃𝐻 is a square integrable 𝔽 martingale.
It is well known that the predictable covariation ⟨Π𝐻,𝐺𝑖⟩ is absolutely continuous with respect to⟨𝐺𝑖⟩ and hence with respect to the measure 𝑏 introduced before (5.12), and we denote the density by
𝑑⟨Π𝐻,𝐺𝑖⟩∕𝑑𝑏(𝑡); ﬁnally, 𝑑⟨Π̃𝐻,𝐺⟩∕𝑑𝑏(𝑡) stands for the vector process (𝑑⟨Π̃𝐻,𝐺1⟩∕𝑑𝑏 (𝑡),… , 𝑑⟨Π̃𝐻,𝐺𝓁⟩∕𝑑𝑏 (𝑡))⊤.
Proposition 6.2. A risk-minimizing strategy 𝜙∗ = (𝜃∗, 𝜂∗) for a claim 𝐻 ∈ 𝐿2(Ω,
𝑇
,𝑄) exists. It
can be characterized as follows: 𝜃∗𝑡 is a solution of the equation 𝐯𝑡𝜃
∗
𝑡 =
𝑑⟨Π̃𝐻,𝐺⟩∕𝑑𝑏 (𝑡); the cash position
is 𝜂∗𝑡 = Π̃
𝐻
𝑡 − (𝜃
∗
𝑡 )
⊤Π̃𝑡; and it holds that 𝑉
𝜙∗
𝑡 = Π
𝐻
𝑡 .
Proof. First, we recall the Kunita Watanabe decomposition of the martingale Π̃𝐻 with respect to the
gains processes of the traded securities. This decomposition is given by
Π̃𝐻𝑡 = Π̃
𝐻
0 +
𝓁∑
𝑖=1
∫
𝑡
0
𝜉𝐻𝑠,𝑖 𝑑𝐺
𝑖
𝑠 +𝐻
⊥
𝑡 , 0 ≤ 𝑡 ≤ 𝑇 ; (6.7)
here, 𝜉𝐻𝑖 ∈ 𝐿
2(𝐺1,… , 𝐺𝑛, 𝔽) and the martingale 𝐻⊥ is strongly orthogonal to the gains processes
of the traded securities, that is, ⟨𝐻⊥,𝐺𝑖⟩ ≡ 0 for all 1 ≤ 𝑖 ≤ 𝓁. As shown in Föllmer and Sondermann
(1986), risk-minimizing hedging strategies relate to the Kunita Watanabe decomposition (6.7) as fol-
lows: It holds that 𝜃∗ = 𝜉𝐻 , that 𝑉 𝜙 = Π̃𝐻 , and that 𝐶 = 𝐻⊥. Next, we identify 𝜃∗. As ⟨𝐻⊥,𝐺𝑖⟩ ≡ 0,
the Kunita Watanabe decomposition gives ⟨Π̃𝐻,𝐺𝑖⟩𝑡 = ∑𝓁𝑗=1 ∫ 𝑡0 𝜃∗𝑠,𝑗𝑑⟨𝐺𝑗,𝐺𝑖⟩𝑠 or equivalently
∫
𝑡∧𝜏
0
𝑑⟨Π̃𝐻,𝐺𝑖⟩
db
(𝑠) db(𝑠) = ∫
𝑡∧𝜏
0
𝓁∑
𝑗=1
𝜃∗𝑠,𝑗𝑣
𝑗𝑖
𝑠 db(𝑠),
which shows that 𝐯𝑡𝜃∗𝑡 =
𝑑⟨Π̃𝐻,𝐺⟩
𝑑𝑏
(𝑡). The remaining statements are clear. □
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As an example, suppose that we want to hedge a stock option with payoﬀ𝐻 = 𝑔(𝑆𝑇 ) using the stock
as hedging instrument. In that case, we get from Proposition 6.2 that
𝜃𝐻𝑡 =
𝑑⟨Π𝐻,𝐺stock⟩∕db (𝑡)
𝑑⟨𝐺stock⟩∕db (𝑡) .
6.2.2 Computation of 𝜽∗
The crucial task in applying Proposition 6.2 is to compute the instantaneous quadratic variations
𝑑⟨Π̃𝐻,𝐺⟩∕𝑑𝑏 (𝑡), and we now explain how this can be achieved for the claims considered in Sub-
section 6.1. If 𝐻 represents a nontraded basic debt security, an argument analogous to the proof of
Theorem 5.4 gives the representation of Π̃𝐻 as stochastic integral with respect to the martingales𝑀𝑍 ,
𝑀𝑌 , and 𝜇𝐷 − 𝛾𝐷,𝔽(dy, dt), and 𝑑⟨Π̃𝐻,𝐺⟩∕𝑑𝑏 (𝑡) can be read oﬀ from this representation.
Next we turn to the case where𝐻 is an option on a traded assets with payoﬀ 𝑔(Π1
𝑇
,… ,Π𝓁
𝑇
) and we
assume for simplicity that 𝑔(0) = 0. In order to compute 𝑑⟨Π̃𝐻,𝐺⟩∕𝑑𝑏 (𝑡) , we need to ﬁnd the martingale
representation of Π̃𝐻 with respect to 𝑀𝑍 , 𝑀𝑌 , and 𝜇𝐷 − 𝛾𝐷,𝔽(dy, dt). Standard arguments can be
used to show that such a representation exists; see, for instance, the proof of lemma 3.2 in Frey and
Schmidt (2012). However, identifying the integrands is more diﬃcult. A possible approach is to use
the Itô formula for SPDEs from Krylov (2013); see appendix A of Frey et al. (2017) for details.
6.2.3 Risk-minimizing strategies via regression
In order to circumvent the problem of ﬁnding the martingale representation of Π̃𝐻 , one may use strate-
gies with ﬁxed discrete rebalancing dates and apply the results of Föllmer and Schweizer (1989); this is
suﬃcient for most practical purposes. Consider a ﬁxed set of trading dates 0 = 𝑡0 < 𝑡1 <⋯ < 𝑡𝑚 = 𝑇 .
The space of admissible discrete trading strategies consists of all strategies 𝜙(𝑚) = (𝜃(𝑚), 𝜂(𝑚)) with
𝜃(𝑚)𝑡 =
∑𝑚−1
𝑗=0 𝜃𝑗1(𝑡𝑗 ,𝑡𝑗+1](𝑡) and 𝜂
(𝑚)
𝑡 =
∑𝑚−1
𝑗=1 𝜂𝑗1[𝑡𝑗 ,𝑡𝑗+1)(𝑡) + 𝜂𝑚1{𝑡=𝑇 } such that 𝜃𝑗 and 𝜂𝑗 are 𝑡𝑗 -
measurable. Moreover, for all 0 ≤ 𝑗 ≤ 𝑚 − 1, the random variable 𝜃⊤𝑗 (𝐺𝑡𝑗+1 − 𝐺𝑡𝑗 ) is square integrable.
Note that 𝜃(𝑚) is left continuous and that 𝜂(𝑚) is right continuous. Föllmer and Schweizer (1989) show
that the strategy (𝜙(𝑚))∗ that minimizes the remaining risk over all admissible discrete trading strate-
gies with terminal value 𝑉𝑇 = 𝐻 can be described as follows: For 0 ≤ 𝑗 ≤ 𝑚 − 1, the random vector
𝜃∗𝑗 is determined from the regression equation
Π̃𝐻𝑡𝑗+1 − Π̃
𝐻
𝑡𝑗
=
𝓁∑
𝑖=1
(
𝜃∗𝑗
)⊤ (
𝐺𝑡𝑗+1 − 𝐺𝑡𝑗
)
+ 𝜖𝑗+1,
where 𝐸(𝜖𝑗+1 ∣ 𝑡𝑗 ) = 0 and where 𝐸(𝜖𝑗+1(𝐺𝑡𝑗+1 − 𝐺𝑡𝑗 ) ∣ 𝑡−1) = 0. The cash position is given by
𝜂 ∗𝑗+1= Π̃𝑡𝑗 − (𝜃
∗
𝑗 )
⊤Π̃𝑡 so that 𝑉
𝜙(𝑚)
𝑡𝑗
= Π𝐻𝑡𝑗 for all 𝑗. In order to compute (𝜃𝑗)
∗, one may therefore
generate realizations of Π̃𝐻𝑡𝑗+1 − Π̃
𝐻
𝑡𝑗
and of 𝐺𝑡𝑗+1 − 𝐺𝑡𝑗 via Monte Carlo; 𝜃
∗
𝑗 can then be computed
from these simulated data via standard regression methods.
6.2.4 Further comments
Note that the hedging strategies for options on traded assets can be expressed as functions of the current
ﬁlter density 𝜋(𝑡).
In the case where the asset value jumps downward at the dividend dates, that is, for 𝜅 = 1, the
model is inevitably incomplete. For 𝜅 = 0, it is possible to give conditions that ensure that the market
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is complete: Loosely speaking, the number of traded risky securities must be equal to 𝑙 + 1, where 𝑙 is
the dimension of the process𝑍. For details on both issues, we refer to appendix A of Frey et al. (2017).
6.3 Calibration of the filter density
In our setup, pricing formulas and hedging strategies depend on the current ﬁlter density 𝜋(𝑡). Hence,
an investor who wants to use the model needs to estimate of 𝜋(𝑡) from prices of traded securities at time
𝑡. In this section, we explain how this can be achieved by means of a quadratic optimization problem
with linear constraints. We assume that a Galerkin approximation of the form 𝜋(𝑚)(𝑡) =
∑𝑚
𝑖=1 𝜓𝑖𝑒𝑖 with
smooth basis functions 𝑒1,… , 𝑒𝑚 is used to approximate the ﬁlter density 𝜋(𝑡) and that we observe
prices Π∗1,… ,Π
∗
𝓁 of 𝓁-traded securities with full information value ℎ𝑗(𝑡, 𝑣), 1 ≤ 𝑗 ≤ 𝓁. In order to
match the observed prices perfectly, the vector of Fourier coeﬃcients 𝝍 = (𝜓1,… , 𝜓𝑚)′ needs to sat-
isfy the following 𝓁 + 1 linear constraints:
𝑚∑
𝑖=1
𝜓𝑖(𝑒𝑖, 1)𝑆𝑋 = 1 and
𝑚∑
𝑖=1
𝜓𝑖(𝑒𝑖, ℎ𝑗(𝑡, ⋅))𝑆𝑋 = Π∗𝑗 , 1 ≤ 𝑗 ≤ 𝓁 ; (6.8)
moreover, it should hold that 𝝍 ≥ 0 in order to prevent 𝜋(𝑚)(𝑡) from becoming negative. Typically,
𝑚 > 𝓁 so that the constraints (6.8) do not determine the Fourier coeﬃcients uniquely. In that case, one
needs to apply a regularization procedure. Following Hull and White (2006) who face a similar issue
in the calibration of the implied copula model to tranche spreads of collateralized debt obligations
(CDOs), we propose to minimize the 𝐿2-norm of the second derivative of 𝜋𝑚(𝑡, ⋅) over all nonnegative
𝝍 that satisfy the constraints (6.8); this produces a maximally smooth initial density.
Denote by 𝑒′′𝑖 the second derivative of 𝑒𝑖 and deﬁne the symmetric and positive deﬁnite matrix Ξ by
Ξ𝑖𝑗 = (𝑒′′𝑖 , 𝑒
′′
𝑗 )𝑆𝑋 . As
∫𝑆𝑋
(
𝑑2𝜋(𝑚)(𝑡, 𝑥)
dx2
)2
dx =
𝑚∑
𝑖,𝑗=1
𝜓𝑖𝜓𝑗
(
𝑒′′𝑖 , 𝑒
′′
𝑗
)
𝑆𝑋
= 𝝍 ′Ξ𝝍 ,
minimization of the 𝐿2-norm of 𝑑
2
𝑑𝑥2
𝜋(𝑚)(𝑡, 𝑥) thus leads to the quadratic optimization problem
min
𝝍≥0𝝍
′Ξ𝝍 such that 𝝍 satisﬁes (6.8).
This problem can be solved with standard optimization software; a numerical example is discussed in
Section 7.
For a full calibration of the model, one needs to determine also the volatility 𝜎 of 𝑉 and (parameters
of) the function 𝑎. A natural approach is to determine these parameters by calibration to observed
option prices; details are left for future research.
7 NUMERICAL EXPERIMENTS
In this section, we illustrate the model with a number of numerical experiments. We are particularly
interested in the asset price dynamics under incomplete information. We use the following setup for
our analysis: Dividends are paid annually; the dividend size is modeled as 𝑑𝑛 = 𝛿𝑛(𝑉𝑡𝑛 −𝐾)
+ where
𝛿𝑛 is beta-distributed with mean equal to 2% and standard deviation equal to 1.7%. The process 𝑍
is two-dimensional with 𝑎1(𝑣) = 𝑐1 ln 𝑣 and 𝑎2(𝑣) = 𝑐2(ln𝐾 + 𝜎 − ln 𝑣)+ 2; for 𝑐2 > 0, this choice of
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TABLE 7.1 Parameters used in simulation study
𝑲 𝒓 𝝈 (vol of GBM) 𝜿 Initial filter distribution 𝝅𝟎
20 0.02 0.2 1 𝑉 −𝐾 ∼ 𝐿𝑁(ln 15, 0.2)
F IGURE 7 . 1 A simulated path of the full information value ℎstock(𝑉𝑡) of the stock (dashed line) and of the stock
price 𝑆 (normal line, label SHat) for 𝑐1 = 𝑐2 = 0 (only dividend information)
𝑎2 models the idea that prices are very informative as soon as the asset value is less than 1 standard
deviation away from the default threshold, perhaps because the ﬁrm is monitored particularly closely
in that case. The remaining parameters are given in Table 7.1.
In order to generate a trajectory of the ﬁlter density 𝜋(𝑡) with initial value 𝜋0 and related quantities
such as the stock price 𝑆𝑡, we proceed according to the following steps:
1. Generate a random variable 𝑉 ∼ 𝜋0, a trajectory (𝑉𝑠)𝑇𝑠=0 of the asset value process with 𝑉0 = 𝑉 ,
and the associated trajectory (𝑌𝑠)𝑇𝑠=0 of the default indicator process.
2. Generate realizations (𝐷𝑠)𝑇𝑠=0 and (𝑍𝑠)𝑇𝑠=0, using the trajectory (𝑉𝑠)𝑇𝑠=0 generated in Step 1 as input.
3. Compute for the observation generated in Step 2 a trajectory (𝑢(𝑠))𝑇
𝑠=0 of the unnormalized ﬁlter
density with initial value 𝑢(0) = 𝜋0, using the Galerkin approximation described in Section 4.4.
Return 𝜋(𝑠) = (1 − 𝑌𝑠)(𝑢(𝑠)∕(𝑢(𝑠), 1)𝑆𝑋 ) and 𝑆𝑠 = (1 − 𝑌𝑠)(𝜋(𝑠), ℎstock)𝑆𝑋 , 0 ≤ 𝑠 ≤ 𝑇 .
For details on the numerical methodology including the choice of the basis functions, numerical
methods to solve the SDE system (4.33) arising from the Galerkin method and tests for the accuracy
of the numerical implementation, we refer to chapter 4 of Rösler (2016).
Next, we describe the results of our numerical experiments. In Figure 7.1, we plot a trajectory of
the stock price 𝑆 and of the corresponding full information value ℎstock(𝑉𝑡) for the case where the
modeling ﬁltration consists only of the dividend information (𝑐1 = 𝑐2 = 0). This can be viewed as an
example of the discrete noisy accounting information considered in Duﬃe and Lando (2001). We see
that 𝑆 has very unusual dynamics; in particular, it evolves deterministically between dividend dates.
112 FREY ET AL.
F IGURE 7 . 2 A simulated path of the full information value ℎstock(𝑉𝑡) of the stock (dashed line) and of the stock
price 𝑆𝑡 (normal line, label SHat) for 𝑐1 = 4, 𝑐2 = 0
Next, we show that more realistic asset price dynamics can be obtained by adding the ﬁltration
𝔽𝑍 to the modeling ﬁltration. In Figure 7.2, we plot a typical stock price trajectory together with the
full-information value ℎstock(𝑉𝑡) for the parameter values 𝑐1 = 4 and 𝑐2 = 0. Clearly, 𝑆𝑡 has nonzero
volatility between dividend dates. A comparison of the two trajectories, moreover, shows that the stock
price jumps to zero at the default time 𝜏; this reﬂects the fact that the default time has an intensity
under incomplete information so that default comes as a surprise. For comparison purposes, we ﬁnally
consider the parameter set 𝑐1 = 4, 𝑐2 = 25. For these parameter values, default is “almost predictable”
and the model behaves similarly to a structural model. This can be seen from Figure 7.3 where we plot
F IGURE 7 . 3 A simulated path of the default intensity for 𝑐1 = 4, 𝑐2 = 0 (dashed) and for 𝑐1 = 4, 𝑐2 = 25 (straight
line)
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F IGURE 7 . 4 Result of a calibration of the ﬁlter density to 5-year CDS spreads of LehmanBrothers prior to default
of the bank. In this example, the default threshold is 𝐾 = 1 [Color ﬁgure can be viewed at wileyonlinelibrary.com]
the default intensity for both parameter sets. Note that for 𝑐1 = 4, 𝑐2 = 25, the default intensity is close
to zero most of the time and very large immediately prior to default (in fact, almost twice as large as
in the case where 𝑐2 = 0).
In Figure 7.4, we ﬁnally present the result of a small calibration exercise, where 𝜋(𝑡)was calibrated to
5-year CDS spreads of Lehman Brothers using the methodology described in the previous section. The
data range over the period September 2006–September 2008 (Lehman ﬁled for bankruptcy protection
on September 15, 2008). Because under full information, CDS spreads are homogeneous of degree 0
in 𝑉 and 𝐾 , we took the default threshold equal to 𝐾 = 1 so that the numbers on the 𝑥-axis can be
viewed as ratio of asset over liabilities. It can be seen clearly that prior to default, the mass of 𝜋(𝑡) is
concentrated close to the default threshold.
8 OUTLOOK AND CONCLUSION
This paper has developed a theory of derivative asset analysis for structural credit risk models under
incomplete information using stochastic ﬁltering techniques. In particular, we managed to derive the
dynamics of traded securities that enabled us to study the pricing and the hedging of derivatives. To
conclude, we brieﬂy mention a couple of ﬁnancial problems where this theory could prove useful.
To begin with, it might be interesting to study contingent convertible bonds, also known as CoCos,
in our setup. A CoCo is a convertible bond that is automatically triggered once the issuing com-
pany (typically a ﬁnancial institution) enters into ﬁnancial distress. At the trigger event, the bond is
either converted into equity or into an immediate cash payment that is substantially lower than the
nominal value of the bond. Modeling the trigger mechanism adequately is a crucial part in the anal-
ysis of CoCos. The CoCos that have been issued so far have a so-called accounting trigger based
on capital adequacy ratios. It is diﬃcult to include this directly into a formal pricing model; many
pricing approaches therefore model the conversion time 𝜏CoCo as a ﬁrst passage time of the form
𝜏CoCo = inf{𝑡 ∈  ∶ 𝑉𝑡 ≤ 𝐾CoCo} for a conversion threshold𝐾CoCo > 𝐾 and a set of monitoring dates ⊂ [0,∞). This valuation approach is, however, diﬃcult to apply in practice, as investors are not able
to track the asset value continuously in time; see, for instance, Spiegeleer and Schoutens (2012). Our
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setup where 𝑉 is not fully observable is well suited for dealing with this issue in a consistent manner.
First results in this direction can be found in chapter 5 of Rösler (2016).
Our framework could also be used to study derivative asset analysis for sovereign bonds. Several
fairly recent papers have proposed structural models with endogenous default for sovereign credit risk;
see, for instance, Andrade (2009) or Mayer (2013). Roughly speaking, in these models, default is given
by a ﬁrst passage time
𝜏 = inf
{
𝑡 ≥ 0 ∶ 𝑉𝑡 ≥ ?̃?𝑡} = inf {𝑡 ≥ 0 ∶ 𝑉𝑡 ∶= 𝑉𝑡∕?̃?𝑡 ≤ 1} ,
where the process 𝑉 is a measure of the expected future economic performance of the sovereign and
where the threshold process ?̃? is chosen by the sovereign in an attempt to balance the beneﬁts accruing
from lower debt services against the adverse economic implications of a default such as reduced access
to capital markets. It is reasonable to assume that 𝑉 and ?̃? are not fully observable for outside investors,
for instance, because it is hard to predict the outcome of the sovereign's decision process in detail.
Hence, one is led to a model of the form (2.1) with “asset value 𝑉 = 𝑉 ∕?̃? and default threshold
𝐾 = 1.” The results of this paper can be used to derive the dynamics of sovereign credit spreads in
this setup; this is important for the pricing of options on sovereign bonds and for risk management
purposes.
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ENDNOTES
1 Note that strictly speaking 𝑆𝑡 gives the market capitalization of the ﬁrm at time 𝑡, which is the value of the entire
outstanding stock. We assume that the number of outstanding shares is constant so that we use the symbol 𝑆 also for
the price process of a single share.
2 We smooth 𝑎2 around the kink at ln 𝑣 = ln𝐾 + 𝜎; details do not matter.
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