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UNIQUENESS AND TRAVELING WAVES IN A CELL MOTILITY
MODEL
MATTHEW S. MIZUHARA AND PENG ZHANG
Abstract. We study a non-linear and non-local evolution equation for curves obtained as
the sharp interface limit of a phase-field model for crawling motion of eukaryotic cells on
a substrate. We establish uniqueness of solutions to the sharp interface limit equation in
the so-called subcritical parameter regime. The proof relies on a Gro¨nwall estimate for a
specially chosen weighted L2 norm.
Next, as persistent motion of crawling cells is of central interest to biologists we study
the existence of traveling wave solutions. We prove that traveling wave solutions exist in
the supercritical parameter regime provided the non-linear term of the sharp interface limit
equation possesses certain asymmetry (related, e.g., to myosin contractility).
Finally, we numerically investigate traveling wave solutions and simulate their dynamics.
Due to non-uniqueness of solutions of the sharp interface limit equation we simulate a re-
lated, singularly perturbed PDE system which is uniquely solvable. Our simulations predict
instability of traveling wave solutions and capture both bipedal wandering cell motion as
well as rotating cell motion; these behaviors qualitatively agree with recent experimental
and theoretical findings.
1. Introduction
Motility of eukaryotic cells has been long studied by both biologists and mathematicians
due to its importance in various biological processes such as wound healing [35] and the im-
mune response [24]. The motion of these crawling cells is driven by an evolving cytoskeleton
which creates protrusion forces against the surrounding cell membrane. Various model-
ing efforts have studied a large variety of phenomena including persistent motility (see, e.g.,
[1, 30, 37, 39, 41, 44]), turning cells [7], spontaneous division of cells [20], symmetry breaking
and 3D models of cell motility [1, 23, 41], hydrodynamic interactions with the cell cytoplasm
[30], interaction with non-homogeneous substrates [43], and collective cell migration [8, 27].
Specifically, recent phase-field models have had great success in capturing various modes of
motility as well as their dependence on physical parameters. The main feature of phase-field
models is a diffuse interface which approximates the location of the cell membrane sepa-
rating two phases (e.g., interior and exterior of cell). As the width of the diffuse interface
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tends to zero, one recovers the so-called sharp interface limit equation: a geometric evolution
equation for planar curves which is amenable to analysis and subsequent numerics.
In this work we analytically and numerically study the following evolution equation for a
family of curves Γ(t):
V (s, t) = κ(s, t) + Φβ(V (s, t))− λ(t). (1.1)
Here, s ∈ I is any parametrization of Γ(t), V (s, t) denotes the inward pointing normal
velocity of the curve Γ(t) at location s, κ(s, t) is the signed curvature of the curve Γ(t) at
location s, Φβ(·) is a known non-linear function depending on a physical parameter β ≥ 0,
and λ(t) is chosen so that the area enclosed by Γ(t) is constant for all t:
λ(t) =
1
|Γ(t)|
∫
Γ
Φβ(V (s, t)) + κ(s, t)ds, (1.2)
where |Γ(t)| denotes the length of the curve Γ(t).
Equation (1.1) is volume preserving curvature motion with additional non-linearity due to
Φβ. The problem of mean curvature type motion was extensively studied by mathematicians
from both PDE and geometry communities for several decades, see, e.g., [6, 19, 22]. Further-
more viscosity solution techniques have been efficiently applied in the PDE analysis of such
problems [12, 17]. Analysis of mean curvature motions with volume preservation constraints
was continued in, e.g., [10, 15, 16, 18]. Existence and uniqueness results of modified mean
curvature motions have additionally been recently studied [5, 10, 15]. Analogous problems
have resurfaced in the novel context of biological cell motility problems, after a phase-field
model was introduced in [44] and its sharp interface limit (1.1) derived in [4]. In a certain so-
called subcritical regime, existence of solutions and traveling waves of (1.1) were studied in
[29]. In this work we prove uniqueness of solutions in the subcritical regime. We additionally
study traveling waves in the supercritical regime both analytically and numerically.
Here we summarize the results of each section. First, we provide the necessary biological
and mathematical background related to the model of crawling cell motility. In Section 2
we establish uniqueness of solutions to (1.1) in the subcritical regime. The main difficulties
are the non-linearity and non-locality in the sharp interface limit equation; we will establish
a Gro¨nwall inequality on a specially chosen weighted L2 norm which allows for necessary
estimates on both the non-linear and non-local terms.
In Section 3 we study traveling wave solutions in the supercritical regime. We prove
that if Φβ is symmetric (i.e. Φβ(V ) = Φβ(−V )) then the only traveling wave solution is a
stationary circle. This requires new estimates due to lack of monotonicity of the operator
(c.f., subcritical regime [29]). We also prove a sufficient condition on Φβ for the existence of
non-trivial traveling wave solutions.
In Section 4 we present numerical results. We first introduce an algorithm which searches
for and constructs the profiles of traveling wave solutions. We next study the stability of
traveling wave solutions via dynamic simulations. Due to non-uniqueness of solutions to (1.1)
we require introduction of a regularization term. Our simulations capture both wandering
cells [43] as well as a recent experimentally observed phenomenon of rotating cells [28].
Moreover we observe the switch between these two regimes depending on parameter values.
1.1. Biological background. Fish keratocyte cells are commonly used in experiments due
to their ability to undergo persistent motion with essentially constant shape and direction
for many cell lengths after an initial polarization. Moreover they may spontaneously polarize
from non-motile, circular states and begin traveling persistently even without external stimuli
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[1]. Crawling keratocytes on flat substrates are several microns in length and width, but have
heights of only ∼.1-.2 µm, making them amenable to 2D modeling and simulation [34].
The biological mechanisms involved in crawling cell motion are complicated and provide an
ongoing source of research. An overview for such mechanisms can be found in, e.g., [33]. We
recall the following key components: consider the cell membrane to be an inextensible bag
and assume that a directional preference has been established. A crawling cell has the ability
to maintain self-propagating motion via internal forces generated by actin polymerization.
Actin monomers are polarized so as to bind together forming filaments which create a dense
network at the leading edge of the cell, known as the lamellipod. The cell’s front protrudes
via growth of actin filaments at the leading edge and degradation of the filaments towards
the interior of the cell, a process known as actin treadmilling. Adhesions of the cell to the
substrate creates traction forces which generate cell motion.
Myosin is a molecular motor which interacts with actin filaments creating contractile
forces. Actomyosin interaction leads to contraction of the rear part of the cell in steadily
moving cells. Recent models also suggest that myosin-driven contraction of the cytoskeleton
is sufficient to drive persistent motion of the cell [37] or spontaneously switch a cell from a
symmetric, non-motile state to asymmetric, motile states [1].
There are various modes of motility which are observed in both experiments and sim-
ulations. First, keratocytes may move with essentially the same shape and direction for
many cell lengths. Such persistent motion is described mathematically by traveling wave
solutions. In [2] so-called “bipedal motion” was observed wherein the cell exhibited periodic
lateral out-of-phase oscillations. These oscillations were explained by the effect of elastic
coupling between the rear and front of the cell membrane. This motion was additionally
captured by phase-field simulations in [26].
A final mode, so-called “rotating cells,” was recently observed in [28] where cells remain
essentially stationary but experience laterally periodic protrusions of the membrane. In
this case, these transient protrusions are generated by actin polymerization fronts which
experience short protrusion lifetimes. This decrease is due to expression of a particular
kinase (MLCK) leading to an increase of myosin activity in the cell’s lamellipod ultimately
limiting actin protrusions globally.
1.2. Phase-field model of crawling cell motion and sharp interface limit. Equation
(1.1) is the sharp interface limit of the 2D phase-field model of crawling cell motility first
studied in [4] and subsequently in [29].
The phase-field model consists of a system of two PDEs: one for the phase field function
and another for the orientation vector due to polymerization of actin filaments inside the
cell. Let Ω ⊂ R2 be a smooth bounded domain, then
∂ρε
∂t
= ∆ρε − 1
ε2
W ′(ρε)− Pε · ∇ρε + λε(t) in Ω, (1.3)
∂Pε
∂t
= ε∆Pε − 1
ε
Pε − β∇ρε in Ω, (1.4)
where
λε(t) =
1
|Ω|
∫
Ω
(
1
ε2
W ′(ρε) + Pε · ∇ρε
)
dx
is a Lagrange multiplier term responsible for total volume preservation of ρε, and W is a
double well potential (e.g., W (z) = 1
4
z2(1 − z)2). The shape of W is determined, e.g.,
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by effects of myosin motors (see Remark 1). The quantity β ≥ 0 is a physical parameter
which characterizes actin polymerization strength and rate as well as adhesion strength.
System (1.3)-(1.4) is a simplified version of a more general phase-field model introduced in
[44]. These simplifications retain key features of qualitative behavior and is suitable for
asymptotic analysis.
Details of the model terms and sharp interface limit analysis can be found in [4]. Here we
briefly describe the terms of the phase-field model. The phase-field parameter ρε : Ω → R,
roughly speaking, takes values 1 and 0 inside and outside, respectively, a subdomain Dε(t) ⊂
Ω occupied by the moving cell with a thin interface layer of width O(ε). The first two terms
on the right hand side of (1.3) are recognized from the classic Allen-Cahn equation. Together
they enforce preservation of a thin interface layer and drive the interface layer to move by
curvature motion, e.g., modeling surface tension. The drift term Pε · ∇ρε models advection
due to actin polymerization. The vector valued function Pε : Ω → R2 models the polar
orientation of actin filaments inside the cell. The magnitude of Pε is a measure of the degree
of ordering of the filaments. In addition to spatial diffusion we include degradation of actin
filaments via the exponential decay term −ε−1Pε and polymerization of actin filaments at
the boundary via the source term −β∇ρε.
In the limit ε → 0, the ρε converge to time-dependent characteristic functions: D(t) =
limε→0Dε(t) with sharp boundary Γ(t) := ∂D(t). Indeed, given a closed, non self-intersecting
curve Γ(0) ⊂ R2, consider the initial profile
ρε(x, 0) = θ0
(
dist(x,Γ(0))
ε
)
where dist(x,Γ(0)) is the signed distance from the point x to the curve Γ(0) and θ0 = θ0(z)
solves:
θ′′0(z) = W
′(θ0(z)), θ0(−∞) = 0, θ0(∞) = 1. (1.5)
For example, if W is the classical Allen-Cahn potential: W (z) = 1
4
z2(1− z)2, then θ0 is the
standing wave solution:
θ0(z) =
1
2
(
tanh
(
z
2
√
2
)
+ 1
)
.
It was shown in [4] that as ε→ 0 (i.e., in the sharp interface limit), ρε(x, t) has the asymptotic
form
ρε(x, t) = θ0
(
dist(x,Γ(t))
ε
)
+O(ε)
where the family of curves Γ(t) evolves by (1.1) with Φβ defined by
Φβ(V ) :=
∫
R
ψ(z;V )(θ′0(z))
2dz (1.6)
where ψ(z) = ψ(z;V ) is the solution of
ψ′′(z) + V ψ′(z)− ψ(z)− βθ′0 = 0, ψ(±∞) = 0. (1.7)
Note that Φβ depends on the function θ0 and thus on the potential W . In particular, if W is
a symmetric, equal double-well potential, e.g., the Allen-Cahn potential W (z) = 1
4
z2(1−z)2,
then Φβ is even: Φβ(V ) = Φβ(−V ) for all V ∈ R. If W possesses some asymmetry then Φβ
may be asymmetric.
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Remark 1. Asymmetric potential wells arise in the original phase-field model [44] due to
interaction of myosin with actin. Indeed, in [44] the potential is of the form W ′(z) = (1 −
z)(δ − z)z, where
δ :=
1
2
+ µ
(∫
ρdx− V0
)
− σ|Pε|2. (1.8)
The integral term represents volume preservation with stiffness parameter µ, represented
as the Lagrange multiplier in (1.3)-(1.4). The term σ|Pε|2 models contractile stress due to
myosin motors, see [44] for details. It follows that if δ 6= 1
2
, then the double-well potential is
asymmetric.
The analysis and the behavior of solutions of (1.1) crucially depends on the parameter β
in (1.7). Define
βcrit := sup{β | ‖Φ′β‖L∞(R) < 1}. (1.9)
The subcritical regime consists of all β < βcrit. In this regime, V − Φβ(V ) is monotone
and so (1.1) is uniquely solvable for V . Note the particular case β = 0 in (1.3)-(1.4) leads to
Pε ≡ 0 reducing the PDE system to the volume preserving Allen-Cahn equation. Properties
of this equation were studied in [11, 21] and it was proved that the sharp interface limit as
ε → 0 recovers volume preserving mean curvature motion: V = κ − 1|Γ|
∫
Γ
κds. Short time
existence of solution curves for any subcritical β < βcrit was proved in [29] for a general class
of initial data.
In the supercritical regime, β > βcrit, complicated phenomena such as non-uniqueness
and hysteresis arise, even in 1D (see [4]). The non-uniqueness of solutions of (1.1) in the
supercritical regime is the result of “losing information” in the sharp interface limit. To
resolve this we consider an intermediate system (between the full phase-field model and the
sharp interface limit) which still defines a geometric evolution but remains uniquely solvable.
In 1D the system is:
c0Vε =
∫
(θ′0(z))
2fε(z, t)dz − F (t) (1.10)
ε∂tfε = ∂
2
zzfε + Vε∂zfε − fve− βθ′0, fε(±∞) = 0 (1.11)
where F (t) is a given function replacing the effects of curvature and the Lagrange multiplier
terms.
This intermediate system will be beneficial for numerical simulations and linear stability
analysis. In particular it is proved in [4] that a necessary condition for stability of a steady
state (V ∗, f ∗) solving (1.10)-(1.11) is that Φ′β(V
∗) < c0. It is expected (and verified numeri-
cally in 1D) that this is also a sufficient condition. We thus call V ∗ such that Φ′β(V
∗) < c0
a stable velocity and an unstable velocity otherwise.
In 2D the analogous intermediate system is
Vε(s, t) = κε(s, t) +
∫
R
Aε(s, z, t)(θ
′
0(z))
2dz − λε(t) (1.12)
ε∂tAε(s, z, t) = ∂zzAε + Vε∂zAε − Aε − βθ′0(z), Aε(±∞) = 0. (1.13)
It is clear that the formal limit ε → 0 yields (1.1). Passing to the limit rigorously has
been done in 1D in [4].
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2. Uniqueness
In [29] it was proved that if ‖Φ′β‖L∞(R) < 1 (subcritical regime) then given any initial curve
Γ0 ∈ W 1,∞, there exists a time T > 0 and a family of continuous in time curves Γ(t) ∈ H2
evolving by (1.1) for all t ≤ T . Under additional regularity assumptions we prove uniqueness
of solutions:
Theorem 1. Let Φβ ∈ W 3,∞(R) satisfy ‖Φ′β‖L∞(R) < 1 and let Γ0 ∈ W 3,∞. There exists a
time T > 0 such that any solution Γ(t) ∈ H2 satisfying (1.1) on [0, T ] with initial condition
Γ(0) = Γ0 is unique.
Remark 2. Recalling the definition of Φβ above, it is clear that Φβ ∈ C∞ so the regularity
assumptions on Φβ in Theorem 1 are natural and biologically relevant.
In order to prove Theorem 1 we first recast the geometric evolution equation as an equiv-
alent PDE, see [15, 29].
Fix an initial curve Γ0 ∈ W 3,∞. Let Γ˜ ∈ C∞ be a fixed reference curve close to Γ0
parametrized by arc length σ ∈ I, with signed curvature κ0(σ) and inward pointing normal
vector ν(s). Consider the tubular neighborhood
Uδ0 := {x ∈ R2| dist(x, Γ˜) < 2δ0}. (2.1)
For sufficiently small δ0, there exists a well defined diffeomorphism
Y : I × (−2δ0, 2δ0)→ Uδ0 , Y (σ, u) := Γ˜(σ) + u(σ)ν(σ). (2.2)
That is, for a function u : I × [0, T ] → [−δ0, δ0], periodic in σ, we have a well-defined
correspondence
Γ(σ, t) = Γ˜(σ) + u(σ, t)ν(σ) (2.3)
between Γ(t) and u(·, t). In particular, there exists periodic u0 ∈ W 3,∞(I) which parametrizes
Γ0:
Γ0(σ) = Γ˜(σ) + u0(σ)ν(σ). (2.4)
We assume without loss of generality that δ0 chosen in (2.1) is sufficiently small so that
δ0‖κ0‖L∞ < 1. (2.5)
Using the Frenet-Serre formulas we express the normal velocity V of Γ(t) as
V = V (u) =
1− uκ0
S
ut (2.6)
where S = S(u) =
√
u2σ + (1− uκ0)2. Curvature of Γ(t) is given by
κ(u) =
1
S3
(
(1− uκ0)uσσ + 2κ0u2σ + (κ0)σuσu+ κ0(1− uκ0)2
)
. (2.7)
Thus, we rewrite (1.1) as the following PDE for u:
1− uκ0
S
ut − Φβ
(
1− uκ0
S
ut
)
= κ(u)− 1
L[u]
(∫
I
Φβ
(
1− uκ0
S
ut
)
Sdσ + 2pi
)
, (2.8)
where L[u] :=
∫
I
S(u)dσ. Since the non-local term in (2.8) is independent of σ, for simplicity
we may rewrite (2.8) as
1− uκ0
S
ut − Φβ
(
1− uκ0
S
ut
)
= κ(u)− λu(t) (2.9)
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for some function λu(t) ∈ L∞(R) which depends on u.
In [29] short time existence of solutions u to (2.8) was proved for a general class of initial
conditions:
Theorem 2. Let u0 ∈ W 1,∞(I). Then, there exists a time T > 0 and a u ∈ L2(0, T ;H2(I))
with ut ∈ L2(0, T ;L2(I)) so that u solves (2.8) with u(σ, 0) = u0(σ).
Remark 3. The time of uniqueness in Theorem 1 may be less than the time of existence in
Theorem 2; in fact, the proof of Theorem 1 establishes uniqueness so long as Γ(t) ∈ W 3,∞.
We recall the following lemma proved in [29] which will be useful in the sequel:
Lemma 1. Let u be a solution of (2.8) (with initial value u0) on the interval [0, T ] satisfying
‖u(t)‖L∞(I) ≤ δ0 for all t < T . Then
‖u(t)‖L∞(I) ≤ ‖u0‖L∞(I) +Rt (2.10)
where R ≥ 0 is a constant independent of u0. Furthermore, the following inequality holds
‖uσ(t)‖L∞(I) ≤ a1(t), (2.11)
where a1(t) is the solution of
da1
dt
= P1a
2
1 +Q1a1 +R1, a1(0) = ‖(u0)σ‖L∞(I) (2.12)
(continued by +∞ after the blow-up time) and P1, Q1, R1 are positive constants independent
of u0.
We first utilize the additional smoothness on initial conditions and Φβ in order to establish
analogous uniform estimates on uσσ and uσσσ.
Lemma 2. Suppose that Φβ ∈ W 3,∞(R) is a Lipschitz function satisfying
‖Φ′β‖L∞(R) < 1. (2.13)
Then for any u0 ∈ W 3,∞(I) with ‖u0‖L∞(I) < δ0, then there exists a time T > 0 such that a
solution u of (2.8) exists on [0, T ] satisfying
‖u(t)‖W 3,∞(I) <∞ (2.14)
for all t < T .
Proof. Theorem 2 and Lemma 1 imply that there exists a time T > 0 so that any solution of
(2.8) satisfies supt∈[0,T ] ‖u(t)‖L∞(I) < δ0 and supt∈[0,T ] ‖uσ(t)‖L∞(I) ≤ C <∞, so to establish
the claim we need only prove uniform estimates on uσσ and uσσσ. This will be done via a
bootstrapping argument, establishing a maximum principle first for uσσ and subsequently
for uσσσ.
First write (2.8) as
V (u) = Φβ(V (u)) + κ(u)− λu(t) (2.15)
and take a derivative in σ. After rearranging terms:
Vσ =
1
1− Φ′β(V )
κσ, (2.16)
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Thus, taking a σ derivative of (2.8) and using (2.16):
uσt =
S(u)
1− uκ0
(
1
1− Φ′β(V (u))
κσ −
(
1− uκ0
S(u)
)
σ
ut
)
. (2.17)
Taking two σ derivatives of (2.15) (recalling the definition (2.6)):(
1− uκ0
S(u)
)
σσ
ut + 2
(
1− uκ0
S(u)
)
σ
uσt +
(
1− uκ0
S(u)
)
uσσt (2.18)
= Φ′′β(V (u))(V (u)σ)
2 + Φ′β(V (u))Vσσ + κσσ. (2.19)
Plug (2.8), (2.16) and (2.17) into (2.18) to write
uσσt =
uσσσσ
S2(u)(1− Φ′β(V (u)))
+ f, (2.20)
where f = f(u, uσ, uσσ, uσσσ,Φβ(V ),Φ
′
β(V ),Φ
′′
β(V )). Due to the smoothness of the initial
conditions u0, solutions of (2.20) exist. Indeed, consider (2.20) as a semilinear parabolic
equation for uσσ:
uσσt =
uσσσσ
S2(u˜)(1− Φ′β(V (u˜)))
+ f(u˜, u˜σ, u˜σσ, uσσσ,Φβ(V (u˜), . . . )), (2.21)
where u˜ = u˜(x, t) is the solution of (2.8). Solutions of (2.21) are guaranteed by classical
theory for parabolic PDEs, e.g., [25]. The compatibility condition that uσσ = u˜σσ follows
from the formulation.
We note that f has the form:
f(u, uσ, uσσ, uσσσ) = f1 + f2uσσ + f3u
2
σσ (2.22)
+ f4u
3
σσ + f5u
4
σσ + uσσσf6(u, uσ, uσσ, uσσσ), (2.23)
where the fi = fi(u, uσ,Φβ,Φ
′
β,Φ
′′
β) are uniformly bounded by positive constants, Ci >
‖fi‖L∞ .
Let bε(t) satisfy
b˙ε = P1 + P2bε + P3b
2
ε + P4b
3
ε + P5b
4
ε (2.24)
with Pi ≥ Ci fixed constants independent of u0 and ε, with initial condition bε(0) =
‖uσσ(0)‖L∞(I) + ε. Define T ∗ε := sup{t ≥ 0: bε(t) <∞} and
t0 = sup{t ≥ 0;uσσ(σ, τ) ≤ bε(τ), ∀0 ≤ τ ≤ t,∀σ ∈ I}, (2.25)
the maximal time such that uσσ(σ, τ) ≤ bε(τ) for all σ. Note that t0 > 0 for all ε > 0.
If t0 ≤ min{T ∗ε , T} then choose σ0 so that uσσ(σ0, t0) = ‖uσσ(t0)‖L∞(I). At the point
(σ0, t0) we have uσσσσ(σ0, t0) ≤ 0, and uσσσ(σ0, t0) = 0. Moreover, uσσt(σ0, t0) ≥ b˙ε(t0) and
uσσ(σ0, t0) = bε(t0). Then
b˙ ≤ uσσt = uσσσσ
S2(u)(1− Φ′β(V (u)))
+ f (2.26)
< C1 + C2uσσ + C3u
2
σσ + C4u
3
σσ + C5u
4
σσ. (2.27)
However, (2.26) contradicts (2.24), thus t0 > min{T ∗ε , T}. Taking the limit ε→ 0 we recover
uσσ(σ, t) ≤ b0(t) (2.28)
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for all σ ∈ I and all t ≤ T ∗0 . The reverse inequality follows similarly, and thus
‖uσσ(t)‖L∞(I) ≤ b(t) (2.29)
for all t < T ∗0 . Note that this result relies on continuity of t 7→ ‖uσσ‖L∞ ; this property holds
for smooth initial data and smooth approximations of coefficient functions. Relaxing to the
general case is done in the usual way by use of an approximating sequence.
Using a bootstrapping argument, we can prove a similar maximum principle to establish
uniform estimates on uσσσ on some (possibly shorter) time interval [0, T
∗∗]; we omit the
details here. 
Although solutions of (2.8) do not necessarily satisfy a Poincare´ inequality we prove that
the difference between solutions does.
Lemma 3. Let u and v be solutions of (2.8) with the same initial condition u0 ∈ W 1,∞(I)
on some shared interval [0, T ]. Then, their difference w := u− v satisfies
‖w(t)‖L2(I) ≤ C‖wσ(t)‖L2(I) (2.30)
for all t ∈ [0, T ].
Proof. We prove that for each time t ≤ T there is a point σ0 where the curves u and v
intersect. To that end, suppose to the contrary that there exists some moment of time t such
that u(σ, t) > v(σ, t) for all σ ∈ I. Let R(u) be the region enclosed by the curve defined by
u (see equation (2.3)) and likewise for R(v). By continuity of u and v and the assumption
that u > v, there exists a ball B with sufficiently small radius so that B ⊂ R(v) \ R(u).
Then,
µ{R(u)} < µ{R(u)}+ µ{B} ≤ µ{R(v)}, (2.31)
where µ is the 2 dimensional Lebesgue measure. This contradicts preservation of volume.
Thus for each moment of time, there exists a point σ0(t) ∈ I such that u(σ0(t), t) = v(σ0(t), t).
We can thus write
|w(σ, t)| ≤
∫ σ
σ0(t)
|wσ(s)|ds ≤ |σ − σ0(t)|1/2‖wσ‖L2(I) ≤ |I|1/2‖wσ(t)‖L2(I) (2.32)
Squaring and integrating over I yields the desired inequality. 
We are now prepared to prove Theorem 1. A natural approach is to assume the existence
of two solutions u and v and to use equation (2.8) to write an equation for w := u − v.
Multiplying by an appropriate factor (e.g., wt) and integrating over the space domain one
expects that both principal terms containing wt (i.e., local term and non-local term) to have
appropriate signs in order to establish a Gro¨nwall inequality for the growth of ‖wσ(t)‖L2(I).
However, due to non-linearity, we can only guarantee that one of the two principal terms
(say, the local term) containing wt appears in the Gro¨nwall estimate with correct sign. Thus,
the main difficulty of the proof is to estimate the non-local term which contains a non-linear
function of wt; the key to resolve this difficulty is a manipulation of the volume constraining
condition: as a result one can exchange non-local terms containing wt for non-local terms
containing w. This manipulation relies on special choice of multiplication factor.
Proof of Theorem 1. Suppose there exist two solutions of (2.8), u, v ∈ L2(0, T ;H2(I)) with
ut, vt ∈ L2(0, T ;L2(I)) satisfying the same initial condition u0 ∈ W 3,∞(I) with ‖u0‖L∞ < δ0.
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By Lemma 2 we have u, v ∈ L∞(0, T ;W 3,∞(I)) (on some possibly shorter time interval,
which we denote with the same T ). Then
1− uκ0
S(u)
ut − 1− vκ0
S(v)
vt = Φβ
(
1− uκ0
S(u)
ut
)
− Φβ
(
1− vκ0
S(v)
vt
)
(2.33)
+
1− uκ0
S3(u)
uσσ − 1− vκ0
S3(v)
uσσ (2.34)
+ f(u, uσ)− f(v, vσ)− λu + λv, (2.35)
for some function f . There exists some z ∈ L2(I × [0, T ]) so that
(1− Φ′β(z))
(
1− uκ0
S(u)
ut − 1− vκ0
S(v)
vt
)
=
1− uκ0
S3(u)
uσσ − 1− vκ0
S3(v)
vσσ (2.36)
+ f(u, uσ)− f(v, vσ)− λu + λv. (2.37)
Let w := u− v. Upon rearrangement of terms:
(1− Φ′β(z))(1− uκ0)
S(u)
wt − 1− uκ0
S3(u)
wσσ = f1w + f2wσ − λu + λv, (2.38)
where fi = fi(u, uσ, uσσ, ut, v, vσ, vσσ, vt,Φβ(V ), κ0) are uniformly bounded by virtue of Lemma
2. Multiply (2.38) by (1− uκ0)wt and integrate over I:∫
I
(1− Φ′β(z))(1− uκ0)2
S(u)
w2t dσ −
∫
I
(1− uκ0)2
S3(u)
wσσwtdσ =
∫
I
f1wwtdσ (2.39)
+
∫
I
f2wσwtdσ − (λu − λv)
∫
(1− uκ0)wtdσ, (2.40)
where f1 and f2 have been updated accordingly. Note that since ‖Φ′β‖L∞(R) < 1 then the
first term on the left hand side of (2.39) is strictly positive.
Integrating by parts
−
∫
I
(1− uκ0)2
S3(u)
wσσwtdσ =
∫
I
(
(1− uκ0)2
S3(u)
)
σ
wσwtdσ +
∫
I
(1− uκ0)2
S3(u)
wσwσt (2.41)
We note that∫
I
(1− uκ0)2
S3(u)
wσwσt =
1
2
d
dt
∫
I
(1− uκ0)2
S3(u)
w2σ −
1
2
∫
I
(
(1− uκ0)2
S3(u)
)
t
w2σ (2.42)
Note that the term ((1−uκ0)2S−3(u))t contains terms of the form ut, uσt, which are uniformly
bounded by Lemma 2. Using Young’s inequality on the first two terms on the right hand
side we then establish
c
∫
I
w2t dσ +
1
2
d
dt
∫
I
(1− uκ0)2
S3(u)
w2σdσ ≤ C
(∫
I
w2dσ +
∫
I
w2σdσ
)
(2.43)
− (λu − λv)
∫
(1− uκ0)wtdσ, (2.44)
for some c, C > 0.
We require an estimate on the last term on the right hand side of (2.43). To that end
first multiply (2.9) by S(u) and integrate over I, using the definition of λu and the fact that
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1
L[u]
∫
I
κ(u)S(u)dσ = 1|Γ|
∫
Γ
κds = 2pi (see, e.g., [9]) to deduce that
∫
I
V (u)S(u)dσ = 0. That
is, ∫
I
(1− uκ0)utdσ = 0, (2.45)
and similarly for v. Thus, it follows that∫
I
(1− uκ0)wtdσ =
∫
I
κ0vtwdσ (2.46)
and so we have
(λu − λv)
∫
(1− uκ0)wtdσ ≤ ξ|λu − λv|2 + Cξ
∫
I
w2dσ, (2.47)
for any ξ > 0. However, immediate calculations show that
|λu − λv|2 ≤ C1
∫
I
w2dσ + C2
∫
I
w2σdσ + C3
∫
I
w2t dσ, (2.48)
where constants Ci can be chosen independent of u and v.
Combining (2.43) with (2.48), we conclude that for ξ > 0 sufficiently small:
d
dt
∥∥∥∥(1− uκ0)S3/2(u) wσ
∥∥∥∥2
L2(I)
≤ Cξ
(
‖w‖2L2(I) + ‖wσ‖2L2(I)
)
(2.49)
By Lemma 3, w satisfies the Poincare´ inequality and so
d
dt
∥∥∥∥(1− uκ0)S3/2(u) wσ
∥∥∥∥2
L2(I)
≤ Cξ‖wσ‖2L2(I) ≤ C˜ξ
∥∥∥∥(1− uκ0)S3/2(u) wσ
∥∥∥∥2
L2(I)
(2.50)
Since wσ(σ, 0) ≡ 0 and (1−uκ0)S3/2(u) > 0 we apply the Gro¨nwall inequality to conclude that wσ ≡ 0.
Thus, u and v differ only by a function which is constant in space: u(σ, t) = v(σ, t) + g(t).
However due the volume preservation constraint and the fact that g(0) = 0, it follows that
g ≡ 0 and uniqueness is proved. 
3. 2D traveling wave solutions
A traveling wave solution is a family of smooth curves which translate with constant shape
and velocity. That is:
Definition 1. A traveling wave solution of (1.1) is a smooth (C2) family of curves Γ(σ, t)
evolving by (1.1) which satisfies
Γ(σ, t) = Γ(σ, 0) + V0t, (3.1)
for some initial curve Γ(σ, 0) (the traveling wave profile) and V0 ∈ R2.
From the point of view of cell motility, traveling wave solutions correspond to persistently
moving cells. We note that stationary (V = 0) circular solutions of (1.1) always trivially
exist. These solutions correspond to non-motile cells.
In [29] it was proved that in the subcritical regime there are no traveling wave solutions of
(1.1) other than stationary circles. Since the parameter β is related to the internal biophysics,
this was interpreted as a regime where the physical mechanisms of actin polymerization and
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adhesion were too weak to overcome the membrane tension and give rise to persistent mo-
tion. The proof relied on the fact that V − Φβ(V ) is a monotone increasing function of V .
In this section we will prove a result for non-existence of (non-trivial) traveling wave
solutions as well as a sufficient condition for the existence of traveling wave solutions.
3.1. Non-existence of traveling waves for symmetric Φβ. We now prove that if Φβ
is symmetric over the y-axis (Φβ(V ) = Φβ(−V )), then there are no non-trivial traveling
wave solutions of (1.1). In particular there are no traveling wave solutions in the case that
W is symmetric even when β > βcrit. This result was established in [4] for the 1D case;
however the 2D case is not immediately clear since there is additional (geometric) freedom
in 2D compared to 1D. This theorem extends the results of [29] to the supercritical β regime;
symmetry of Φβ replaces the role that monotonicity of V − Φβ(V ) had in the subcritical β
regime.
Theorem 3. Let Φβ ∈ W 1,∞(R) be symmetric: Φβ(V ) = Φβ(−V ) for all V ∈ R. If Γ(σ, t)
is a traveling wave solution of (1.1) then V0 = 0 and Γ(σ, 0) is a circle.
Proof. Assume there exists a non-trivial traveling wave solution with non-zero V0 ∈ R2. By
rotation and translation we may assume that V0 = (0, v) with v > 0 and that Γ(σ, t) is
contained in the upper half plane for all t ≥ 0. Let σ0 be such that Γ(σ0, 0) is the closest
to the x-axis. By translating we may assume that Γ(σ0, 0) = (0, 0). Locally we represent
Γ(σ, t) as a graph over the x-axis, y = y(x) + ct, where y solves
y′′ = f vλ(y
′) (3.2)
with y(0) = y′(0) = 0 and
f vλ(z) := (1 + z
2)3/2
(
v√
1 + z2
− Φβ
(
v√
1 + z2
)
+ λ
)
. (3.3)
Setting w := y′ we see that solving (3.2) is equivalent to the first order equation
w′ = f vλ(w) (3.4)
with w(0) = 0. If w has a global solution then it cannot describe part of a smooth closed
curve, so we may assume that the parameters λ and v are such that the solution wB(x)
has finite blow-up wB → ∞ as x → x∗B > 0. Note that (3.4) is uniquely solvable on its
interval of existence by Lipschitz continuity and moreover exhibits symmetry over the y-axis
by definition of f vλ . In particular the interval of existence of wB is (−x∗B, x∗B). Defining
yB(x) :=
∫ x
0
wB(s)ds we see that yB has a vertical tangent at x
∗
B.
The subscript B suggests that yB represents the “back” portion of the curve. To form
the front of the curve we consider wF (where F stands for the “front” portion of the curve),
where wF solves (3.4) with right hand side f
−v
λ and initial condition wF (0) = 0. As above
we assume that wF has a blow-up at 0 < x
∗
F < ∞. Defining yF (x) :=
∫ x
0
wF (s)ds we have
the transformation
yˆF (x) := −yF (x− (x∗B − x∗F )) + yB(x∗B) + yB(x∗F ), (3.5)
which permits a smooth gluing of yˆF to yB at the point (x
∗
B, yB(x
∗
B)). It was proved in [29]
that this is the unique, smooth extension of yB at x
∗
B; we omit the proof here.
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We will prove that x∗F > x
∗
B, which guarantees that the graphs of yB(x) and yˆF (x) cannot
smoothly meet at −x∗B. To that end, we first note that wB(0) = wF (0) = 0 implies that
w′B(0)− w′F (0) = v − Φβ(v)− (−v − Φβ(−v)) = 2v > 0, (3.6)
by the symmetry of Φβ. Thus, w
′
B(0) > w
′
F (0). By continuity of w
′
B and w
′
F we deduce that
wB(x) > wF (x) for all x > 0 sufficiently small. Suppose that there exists x˜ < min{x∗F , x∗B}
such that wB(x˜) = wF (x˜). Necessarily at this point w
′
F (x˜) ≥ w′B(x˜). However, using (3.4)
(and the symmetry of Φβ) we deduce that at x˜:
0 ≤ w′F (x˜)− w′B(x˜) = −2v(1 + wB(x˜)2), (3.7)
implying that v ≤ 0, a contradiction. Thus wB(x) > wF (x) for all x < min{x∗F , x∗B} and so
x∗F ≥ x∗B.
Take xˆF > 0 and xˆB > 0 be such that wF (xˆF ) = wB(xˆB). Clearly xˆF > xˆB. Since
w′B(xˆB)− w′F (xˆF ) = 2v(1 + wB(xˆB)2) > 0, (3.8)
then w′B(xˆB) > w
′
F (xˆF ). Consider wnew which solves
w′new = f
v
λ(wnew) (3.9)
with initial condition wnew(xˆF ) = wF (xˆF ) (see Figure 3.1 for a sketch of wB, wF , and wnew).
From (3.8) and the initial condition of wnew we deduce that w
′
new(xˆF ) > w
′
F (xˆF ). Moreover,
repeating the estimates as above we see that wnew(x) > wF (x) for all x > xˆF . Since
wnew(x) = wB(x− (xˆF − xˆB)) (3.10)
then we conclude that
x∗B ≤ x∗F − (xˆF − xˆB) < x∗F (3.11)
completing the proof. 
wB
wF
wnew
xFxB xB*
Figure 1. Sketch of functions wB, wF and wnew from the proof of Theorem 3
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3.2. Existence of traveling waves for asymmetric Φβ. As motile cells exhibit persistent
motion, it is desirable to capture non-trivial traveling wave solutions. We prove the existence
of non-trivial traveling wave solutions to (1.1) in the case that Φβ(V ) possesses a sufficient
level of asymmetry, namely that Φ′β(0) > 1.
Remark 4. The condition Φ′β(0) > 1 guarantees that
2V = Φβ(V )− Φβ(−V ) (3.12)
has a positive solution V . Solvability of (3.12) is both necessary and sufficient for the ex-
istence of traveling waves in the 1D case. This is not the case in 2D, where solvability of
(3.12) is necessary but not sufficient.
As in the previous subsection, we construct graphs of the form y(x) + V t where y solves
y′′B = f
λ
V (y
′
B), yB(0) = y
′
B(0) = 0 (3.13)
with fλV as defined in (3.3). Then, y corresponds to a (non-closed) curve which evolves with
constant velocity V . Equation (3.13) has a maximal interval of existence IB. Likewise we
consider
y′′F = f
λ
−V (y
′
F ), yF (0) = y
′
F (0) = 0. (3.14)
Equation (3.14) has a maximal interval of existence IF . The graphs yB and yF represent the
rear and front parts of the traveling wave curve, respectively. Here, V and λ are parameters
which must be chosen appropriately so as to ensure the intervals of existence, IB = (−xB, xB)
and IF = (−xF , xF ), are equal. In the case that IB = IF , it is clear that y˜F (x) = −yF (x) +
yB(xB) and the subsequent gluing of y˜F to yB gives rise to a smooth curve which is a traveling
wave profile.
Letting wB = y
′
B we have
w′B = f
λ
V (wB), wB(0) = 0, (3.15)
and likewise
w′F = f
λ
−V (wF ), wF (0) = 0. (3.16)
Define
λ(V ) := 2‖Φβ‖L∞(R) + V. (3.17)
Then f
λ(V )
V (z) > 0 and likewise f
λ(V )
−V (z) > 0 for all V and all z. We then consider
w′B = f
λ(V )
V (wB), wB(0) = 0, (3.18)
and likewise
w′F = f
λ(V )
−V (wF ), wF (0) = 0. (3.19)
We first prove the following lemma which states that IB and IF are finite intervals, ensuring
the finite blow-up of wB and wF .
Lemma 4. The maximal intervals of existence IB and IF , corresponding to the ODEs (3.18)-
(3.19), are finite for any value of V .
Proof. Define
c(V ) := min
0≤V˜≤V
{V˜ − Φβ(V˜ ) + λ(V )} (3.20)
and
d(V ) := min
0≤V˜≤V
{−V˜ − Φβ(−V˜ ) + λ(V )} (3.21)
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By definition of λ(V ), it follows that c(V ) ≥ ‖Φβ‖L∞(R) > 0 and d(V ) ≥ ‖Φβ‖L∞(R) > 0 for
any V . Thus, we may bound the growth of wB and wF below:
w′B ≥ c(V )(1 + w2B)3/2 (3.22)
and likewise
w′F ≥ d(V )(1 + w2F )3/2. (3.23)
Let A = min{c(V ), d(V )} and consider the ODE
v′ = A(1 + v2)3/2, v(0) = 0. (3.24)
Its solution
v(x) =
Ax√
1− A2x2 (3.25)
has blow-up limx→1/A− v(x) = +∞. Due to the point-wise estimate wB ≥ v and wF ≥ v for
all x, we have established the blow-up of wB and wF . 
We have the following identities for the times of blow-up of wB and wF :
xB =
∫ ∞
0
dz
f
λ(V )
V (z)
(3.26)
and
xF =
∫ ∞
0
dz
f
λ(V )
−V (z)
. (3.27)
By Lemma 4, xB and xF are finite, so we may define
I(V ) :=
∫ ∞
0
(
1
f
λ(V )
−V (z)
− 1
f
λ(V )
V (z)
)
dz (3.28)
Making the substitution z 7→ V/(1 + z2)1/2 in (3.28):
I(V ) =
1
V
∫ V
0
z(2z + Φβ(−z)− Φβ(z))√
V 2 − z2(z − Φβ(z) + λ(V ))(−z − Φβ(−z) + λ(V ))
dz (3.29)
It is clear that zeros of the function I correspond precisely to smooth traveling wave solutions.
Theorem 4. Let Φβ satisfy Φ
′
β(0) > 1. Then there exists a non-zero velocity traveling wave
solution to (1.1).
Proof. Choose V ∗ > 0 such that V ∗ > 2‖Φβ‖L∞(R). The condition that Φ′β(0) > 1 implies
that 2V < Φβ(V )−Φβ(−V ) for all V which are sufficiently small. We conclude that I(V ) < 0
for V sufficiently small. We will prove I(V ) > 0 for V sufficiently large. Thus, by continuity
of I there exists a positive velocity V¯ which is a zero of I, corresponding to a traveling wave
velocity. Assume now that V > V ∗. Then,
V I(V ) =
∫ V ∗
0
·dz +
∫ V
V ∗
·dz = I1(V ) + I2(V ). (3.30)
Let K := max0≤z≤V ∗{|z(2z + Φβ(−z)− Φβ(z))|}. Then,
|I1(V )| ≤ K‖Φβ‖2L∞(R)
∫ V ∗
0
1√
V 2 − z2 =
K
‖Φβ‖2L∞(R)
arctan
(
V ∗√
V 2 − (V ∗)2
)
(3.31)
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Note that I1(V )→ 0 as V →∞.
We now estimate I2(V ) from below:
I2(V ) ≥
∫ V
V ∗
2z2 − z(Φβ(z)− Φβ(−z))
V (2V + 2‖Φβ‖L∞(R))2
≥
∫ V
V ∗
z2
V (2V + 2‖Φβ‖L∞(R))2
=
1
3V (2V + 2‖Φβ‖L∞(R))2 (V
3 − (V ∗)3)
Upon taking the limit, V →∞ we see that
lim
V→∞
I2(V ) ≥ 1
12
. (3.32)
We conclude that for V sufficiently large, we have I(V ) > 0, completing the proof. 
Remark 5. For example, in [4], an asymmetric double-well potential W (z) = 1
4
z2(1−z)2(1+
z2) is considered in the phase-field system (1.3)-(1.4) and it is seen that in the sharp interface
limit, where Φ′β(0) > 0. It follows that if β is sufficiently large, then βΦ
′
β(0) > 1. Thus,
asymmetry in the double-well potential for the phase-field model is sufficient to give rise to
persistent motion; physically, we recall that asymmetric potentials can be the result of myosin
contraction.
4. Numerical results
4.1. Constructing traveling waves. We numerically determine parameters V and λ cor-
responding to traveling wave solutions, i.e., such that solutions of (3.13)-(3.14) have the
same interval of existence. In the spirit of the proof of Theorem 4 we may define the integral
I(V, λ) =
∫ ∞
0
(
1
fλ−V (z)
− 1
fλV (z)
)
dz (4.1)
whose zeros correspond to parameters yielding traveling wave solutions. However, due to
the unbounded domain and singularities of the integrand, solving (4.1) may accumulate sig-
nificant numerical error. Thus, we introduce the following algorithm to search for traveling
wave solutions:
Algorithm 1. (I) Solve y′′B = f
λ
V (y
′
B), with yB(0) = y
′
B(0) = 0 until y
′
B(xB) ≈ 1.
(II) Rotate the plane clockwise by pi
2
. In this frame, the traveling wave moves with velocity
vx = V , vy = 0, and can be locally represented as the graph x = x(y) + V t, x(y)
solving
x′′ = gλV (x
′) (4.2)
with
gλV (z) :=
( −V z√
1 + z2
− Φβ
( −V z√
1 + z2
)
+ λ
)
(1 + z2)3/2. (4.3)
In this frame, solve y′′R = g
λ
V (y
′
R) with yR(0) = 0, y
′
R(0) = −y′B(xB) until y′R(xR) ≈ 1.
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(III) Again rotate the plane clockwise by pi
2
. In this frame, the traveling wave moves with
velocity vx = 0, vy = −V . In this frame solve y′′F = fλ−V (y′F ), with yF (0) = 0,
y′F (0) = −y′R(xR).
(IV). Define I2(V, λ) := y
′
F (xB − yR(xR)). Then I2(V, λ) = 0 if and only if the pair
(V, λ) corresponds to a traveling wave solution.
For steps (I)− (III) we use standard numerical packages to solve the ODEs. By assump-
tion the algorithm avoids blow-up of derivatives and thus standard differential equations
solvers are sufficiently accurate for subsequent numerical simulations.
As a toy example we define Φ˜β(V ) = −β(1−tanh(V ))e−V 2 . We note that this choice of Φ˜β
is qualitatively similar to the function resulting from the phase-field model with asymmetric
potential well. In particular, Φ˜β has the property that Φ˜
′
β(0) > 1 for sufficiently large β and
has exponential decay at x→ ±∞. The plot of I2(V, λ) with β = 100 is in Figure 2.
I2(V,λ)
V
λ
Figure 2. (Left) Plot of I2(V, λ) with Φ˜β(V ) and β = 100 (Right) Traveling
wave profile for Φ˜β(V ), β = 100, V ≈ 2.15 (in positive y direction), λ ≈ 9.75.
We take the particular values V ≈ 2.15, λ ≈ 9.75 and plot the resultant traveling wave
profile in Figure 2.
In order to relate the traveling wave analysis to the original phase-field model, we take
the asymmetric potential well:
W (z) =
1
4
z2(1− z)2(1 + 150z2), (4.4)
and solve for Φβ(V ) using (1.5)-(1.7). Again, taking β = 100 we plot I2(V, λ) in Figure 3.
As expected, we observe that V = 0 corresponds to a family of non-motile circular so-
lutions. We also observe a distinct family of motile solutions. Taking V ≈ 1.7, λ ≈ 0
corresponds to the traveling wave solution plotted in Figure 3.
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I2(V,λ)
V λ
Figure 3. (Left) Plot of I2(V, λ) with Φβ(V ) derived from (1.5)-(1.7) with
W as in (4.4); β = 100. (Right) Traveling wave profile with V ≈ 1.7, λ ≈ 0.
4.2. Algorithm for dynamic simulation of the sharp interface limit equation. In
the case β = 0 (corresponding to volume preserving curvature motion), efficient techniques
such as level-set methods [36, 40] and diffusion generated motion methods [31, 38] can be
used to accurately simulate the evolution of curves by (1.1). Furthermore, other modern
numerical schemes (e.g., [3, 13, 14, 32]) are well suited to solve more general geometric flow
problems. However, there is no straightforward way to implement these methods when β > 0
since V may not be uniquely defined by (1.1).
We propose an algorithm to numerically investigate the dynamics of curves evolving via
(1.1) in order to study stability of traveling wave solutions as well as search for new modes
of motion. Due to non-uniqueness of solutions of (1.1) we require a mechanism to choose
the most “physically relevant” solution. Recall the intermediate system (1.12)-(1.13):
Vε(s, t) = κε(s, t) +
∫
R
Aε(s, z, t)(θ
′
0(z))
2dz − λε(t) (4.5)
ε∂tAε(s, z, t) = ∂zzAε + ∂zAεVε − Aε − βθ′0(z), Aε(±∞) = 0. (4.6)
The intermediate system (between the full phase-field model and the sharp interface limit)
is uniquely solvable and can be used as an evolution equation for planar curves. Moreover,
(formally) taking the limit ε→ 0 yields (1.1).
Note that ε represents the time scale for convergence of Aε to equilibrium. Recalling that
Aε is the normal component (to leading order) of the actin filament orientation and that ε
represents the width of the diffuse interface where actin polymerization occurs, we interpret
ε as the scale of inertial forces of actin filament protrusion.
In order to numerically simulate the system (4.5)-(4.6) we first truncate the domain of
Aε(z, s, t) to z ∈ [−L,L] and assume Dirichlet boundary conditions Aε(±L, s, t) = 0. For
subsequent numerical simulations we take L = 20. Due to exponential decay of Aε(z, ·, ·) this
approximation introduces negligible error. We use centered finite differences to approximate
spatial derivatives and an (explicit) forward in time discretization for (4.5). However, due
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to the singular perturbation in the time derivative of Aε, it is beneficial to use backward
in time discretizations in (4.6) as it yields an unconditionally stable algorithm. We use the
Thomas algorithm to invert the resultant tridiagonal system.
We recall the following standard notations. Let pi = (xi, yi), i = 1, . . . , N be a discretiza-
tion of a curve. Then h := 1/N is the grid spacing and the first and second derivatives are
defined
Dpi :=
−pi+2 + 8pi+1 − 8pi−1 + pi−2
12h
and D2pi :=
−pi+2 + 16pi+1 − 30pi + 16pi−1 − pi−2
12h2
(4.7)
with p−j := pN−j due to periodicity.
Our algorithm is modified from the algorithm introduced in [29]:
Algorithm 2. (I) (Pre-computation) Given a double-well potential, W = W (z), solve
for θ0 by solving
θ′0(z) =
√
2W (θ0(z)), θ0(0) =
1
2
. (4.8)
This problem is equivalent to (1.5) but avoids solving a boundary value problem at
±∞.
(II) (Initialization) Input a closed curve Γ discretized by N points s0i = (x
0
i , y
0
i ). For each
point s0i there is an associated function A(s
0
i , z) on the interval [−L,L] discretized by
a0i,j, j ∈ {1, . . . ,M}. Then ∆zM = 2L/M is the space step on the interval [−L,L].
For all time, fix θ′0 which is discretized by (θ
′
0)j.
Use the shoelace formula to calculate the area of Γ(0):
Ao =
1
2
∣∣∣∣∣
n−1∑
i=1
x0i y
0
i+1 + x
0
ny
0
1 −
n−1∑
i=1
x0i+1y
0
i − x01y0n
∣∣∣∣∣ . (4.9)
(III) (time evolution) Calculate the curvature at each point, κi using the formula
κi =
det(Dpti, D
2pti)
‖Dpti‖3
, (4.10)
where ‖ · ‖ is the standard Euclidean norm. Compute
Φiβ =
∑
j
ai,j · (θ′0)2j∆xM (4.11)
and compute λ = 1|Γ|
∫
Γ
κ + Φβds using a trapezoidal rule and the discretizations
(4.10)-(4.11). Define
V tempi = κi + Φ
i
β − λ. (4.12)
Define the temporary curve
ptempi := p
t
i + V
temp
i νi∆t,
where νi = (Ds
0
i )
⊥/‖Ds0i ‖ is the inward pointing normal vector.
Use Thomas algorithm to update a0i,j 7→ a∆ti,j for each i.
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(IV) (area adjustment) Calculate the area of the temporary curve Atemp using the shoelace
formula (4.9) and compute the discrepancy
∆A := (Atemp − Ao) · (Ao)−1,
If |∆A| is larger than a fixed tolerance δ > 0, adjust λ 7→ λ + ∆A and solve (4.12)
with updated λ. Otherwise define p∆ti := p
temp
i and
Γ(∆t) := {p∆ti }.
We highlight that the area enclosed by the curve may have large deviation in long time
simulation due to accumulation of errors. Part (IV ) is introduced precisely to punish such
changes in the area. Simulations by this algorithm qualitatively agree with those conducted
in [29] in the case that β is subcritical. We implement the above algorithm in C++ and
visualize the data using Scilab. We choose the time step ∆t and spatial discretization step
h =
1
N
, so that
∆t
h2
= O(10−3), (4.13)
in order to ensure stability. Further, we take an error tolerance err = 10−8 in Part (IV ).
In the sequel, we consider the asymmetric potential (4.4). In particular, using β = 100 we
use the traveling wave profile depicted in Figure 3 as initial condition in (4.5)-(4.6). Taking
the traveling wave velocity V ≈ 1.7, we initialize Aε(s, z, 0) to be the solution to
0 = ∂zzAε + Vε∂zA− A− βθ′0, (4.14)
where we emphasize that Vε = Vε(s) is the normal velocity of the traveling wave solution at
each point of the curve and not the total velocity.
4.3. Simulation results. Simulations of (4.5)-(4.6) show that all traveling wave solutions
(including steady circles) are unstable: a small perturbation (e.g., due to numerical error)
of any traveling wave solution results in large deviations in the curve profile. In general we
observe:
Observation 1. Traveling wave solutions of (4.5)-(4.6) are unstable.
Observation 2. The long time behavior of curves evolving by (4.5)-(4.6) is (i) rotating so-
lutions if ε < .005 and (ii) wandering cells if ε > .005.
Behavior (i): Rotations. If ε < .005, then traveling wave solutions immediately change
shape and exhibit a periodic wave of protrusion which laterally traverses the curve. These
curves appear to be near circular with a rotating protrusion; we call such solutions rotating
solutions (see Figure 4 for a sketch). We conjecture that this behavior is governed by
stable/unstable velocities Vε (as defined in Section 1.2): on small intervals on either side of the
protrusion wave there are unstable velocities. These are sketched in Figure 4 as red intervals.
The fact that simulations suggest that all traveling wave solutions are unstable is expected
since linear stability analysis of the 1D intermediate problem (1.10)-(1.11) established that
a velocity V is stable if and only if Φ′β(V ) < c0 [4]. Using this criterion and our choice of Φβ,
it is the case that V = 0 is unstable; since there necessarily must be at least two points on a
traveling wave curve with normal velocity V = 0, intervals of unstable velocities are expected
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in the 2D traveling waves. Indeed fixing a point on the curve and tracking its velocity over
time we observe a hysteresis phenomenon similar to the 1D case [4]. We plot the results in
Figure 5.
We observe that as ε → 0 then the resultant rotation solutions have smaller protrusions
and smaller period. To quantify this we plot the isoperimetric inequality
Q =
4piArea(Γ)
|Γ|2 . (4.15)
of several rotating solutions over time in Figure 4.
Q
time
Figure 4. (Left) Sketch of rotating cell; intervals in red represent unstable
velocities (Right) Graph of the isoperimetric inequality Q over time for various
ε
The isoperimetric quotient is a measure of how far a curve is from a perfect circle: in
general Q ≤ 1 and Q = 1 if and only if Γ is a circle. We indeed observe that as ε → 0
that the resulting periodic solutions converge to circles and that the period and amplitude
both decrease as ε → 0. These rotating curves are in qualitative agreement with recent
experimental data which observed rotating cells as a result of myosin activation [28]. In
particular our simulations capture the experimental finding that protrusion size is correlated
to protrusion lifetime, i.e., duration of time that a region remains protruded.
Behavior (ii): Wandering cells. If ε > .005 then traveling wave solutions evolving by
(4.5)-(4.6) travel several times their own lengths before perturbations in the cell shape result
in a turning or wandering cell. For example, in the case that ε = .01 the cell undergoes a
period of transitional turning and then walks in “zig-zags” indefinitely, see Figure 5. These
simulations are similar to the bipedal motion described in [26, 2], wherein cells undergo
shape oscillations resulting in non-straight line trajectories.
As suggested by Figure 4 the period of the intervals of unstable velocities is much longer
than in the case that ε < .005 resulting in the speed of curve deformation to be of similar
order to the speed of the intervals of unstable velocities. We conjecture that the balance of
these two effects are responsible for the turning and wandering behavior of cells. Indeed in
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V
V-
Φ β
(V
)
Figure 5. (Left) Plot of V − Φβ(V ) tracked for a point on a curve evolving
by system (4.5)-(4.6) shows approximate hysteresis jumps. (Right) Trajectory
of center of curve in (4.5)-(4.6) when ε = .01; after short transience period,
convergence to “zig-zag” motion
[2] the authors suggest a hysteresis loop as a mechanism for bipedal motion very similar to
the results of Figure 5.
Biological interpretation: Recall that ε represents the inertial scale of actin filament pro-
trusion. Our results predict that ε must be sufficiently large to induce persistent bipedal
motion. Otherwise the membrane protrusion lifetime generated by actin filament polymer-
ization is too small to overcome visco-elastic membrane effects. In this latter case, the short
lifetime results in lateral waves of protrusion (as observed in [28]).
We predict that the lack of (numerically) stable traveling wave solutions is due to the lack
of spatially varying myosin contractility in the SIL. The effects of myosin are incorporated
in (1.3)-(1.4) via an asymmetric double well potential W leading to an asymmetric function
Φβ. By varying Φβ along the curve we can incorporate spatially varying myosin effects, e.g.,
in experiments myosin contractility is more prevalent in the rear part of the cell than in the
front (lamellipod).
5. Conclusion
We have presented both analytical and numerical results of the geometric evolution equa-
tion (1.1) arising as the sharp interface limit of a phase-field model for crawling cell motility
(1.3)-(1.4). The key biophysical parameter β captures the effect of actin polymerization
strength and adhesion strength. In the case of subcritical β the equation (1.1) is uniquely
solvable for normal velocity and thus is amenable to analytical study. We have proved
uniqueness of solutions of (1.1) relying on a Gro¨nwall estimate of specially weighted L2
norms. Moreover, we have proved that for both subcritical and supercritical β regimes, if
the nonlinearity Φβ(V ) is an even function then no traveling wave solutions to (1.1) ex-
ist. However if Φ′β(0) > 0 then we have proved that traveling waves exist for sufficiently
large supercritical β. These results are crucial to understand the persistence of motile cells
UNIQUENESS AND TRAVELING WAVES IN A CELL MOTILITY MODEL 23
in experiments. Numerical simulation of (1.1) in the case of supercritical β requires a se-
lection criterion from multiple solutions due to non-unique solvability of normal velocity.
As such, we utilize an intermediate equation representative of both the phase-field model
and the sharp interface limit equation. Our simulations revealed two phenomena which are
both experimentally relevant: lateral protrusion waves (rotating cells) and bipedal cell mo-
tion (wandering cells) depending on the value of ε, representing the inertial scale of actin
protrusion forces.
An open question is to analytically study the stability of traveling waves, e.g., via linear
stability analysis. Linear stability analysis in 2D is much more difficult due to coupling of
geometry (i.e. curvature) with the dynamic PDE (4.6). We conducted preliminary numerical
investigation of the linearized operator of (4.5)-(4.6) around circular solutions. Using finite
difference methods we found that some eigenvalues of the finite-dimensional approximation
of the linearized operator have positive real part. This is evidence of instability of circular
steady states yet it is well known that convergence of the spectrum of finite-dimensional
approximations to the full linearized operator is not well-behaved (see e.g., [42]). Rigorous
spectral analysis will be a future work of the authors.
Acknowledgments. The authors would like to thank Leonid Berlyand and Lei Zhang
for their hospitalities, guidance, and fruitful discussions.
References
[1] E. Barnhart, K.-C. Lee, G. M. Allen, J. A. Theriot, and A. Mogilner, Balance between
cell-substrate adhesion and myosin contraction determines the frequency of motility initiation in fish
keratocytes, PNAS, 112 (2015), pp. 5045 – 5050.
[2] E. L. Barnhart, G. M. Allen, F. Ju¨licher, and J. A. Theriot, Bipedal locomotion in crawling
cells, Biophys J., 98 (2010), pp. 933–942.
[3] J. W. Barrett, H. Garcke, and R. Nu¨rnberg, The approximation of planar curve evolutions
by stable fully implicit finite element schemes that equidistribute, Numer. Methods Partial Differential
Equations, 27 (2011), pp. 1–30.
[4] L. Berlyand, M. Potomkin, and V. Rybalko, Sharp interface limit in a phase field model of cell
motility, submitted, (2016).
[5] A. Bonami, D. Hilhorst, and E. Logak, Modified motion by mean curvature: local existence and
uniqueness and qualitative properties, Differential Integral Equations, 13 (2000), pp. 1371–1392.
[6] K. A. Brakke, The motion of a surface by its mean curvature, Princeton University Press and Uni-
versity of Tokyo Press, 1978.
[7] B. A. Camley, Y. Zhao, B. Li, H. Levine, and W.-J. Rappel, Crawling and turning in a minimal
reaction-diffusion cell motility model: Coupling cell shape and biochemistry, Phys. Rev. E, (2016).
[8] B. A. Camley, J. Zimmermann, H. Levine, and W.-J. Rappel, Collective signal processing in
cluster chemotaxis: Roles of adaptation, amplification, and co-attraction in collective guidance, PLoS
Comput Biol., 12 (2016), p. e1005008.
[9] M. P. D. Carmo, Differential geometry of curves and surfaces, Pearson, 1976.
[10] X. Chen, The Hele-Shaw problem and area-preserving curve-shortening motions, Arch. Rational Mech.
Anal., 123 (1993), pp. 117–151.
[11] X. Chen, D. Hilhorst, and E. Logak, Mass conserving Allen-Cahn equation and volume preserving
mean curvature flow, Interfaces Free Bound., 12 (2010), pp. 527–549.
[12] Y. G. Chen, Y. Giga, and S. Goto, Uniqueness and existence of viscosity solutions of generalized
mean curvature flow equations, J. Differential Geom, 33(3) (1991), pp. 749–786.
[13] K. Deckelnick and G. Dziuk, On the approximation of the curve shortening flow, in Calculus of
variations, applications and computations (Pont-a`-Mousson, 1994), Longman Sci. Tech., 1995.
[14] K. Deckelnick, G. Dziuk, and C. M. Elliott, Computation of geometric partial differential equa-
tions and mean curvature flow, Acta Numerica, 14 (2005), pp. 139–232.
24 MATTHEW S. MIZUHARA AND PENG ZHANG
[15] C. M. Elliott and H. Garcke, Existence results for diffusive surface motion laws, Adv. Math. Sci.
Appl., 7 (1997), pp. 467–490.
[16] J. Escher and G. Simonett, The volume preserving mean curvature flow near spheres, Proc. Amer.
Math. Soc., 126 (1998), pp. 2789–2796.
[17] L. C. Evans and J. Spruck, Motion of level sets by mean curvature i, 33(3) (1991), pp. 635–681.
[18] M. Gage, On an area-preserving evolution equation for plane curves, Contemp. Math., 51 (1986),
pp. 51–62.
[19] M. Gage and R. S. Hamilton, The heat equation shrinking convex plane curves, J. Differential
Geom., 23 (1986), pp. 69–96.
[20] L. Giomi and A. DeSimone, Spontaneous division and motility in active nematic droplets, Physical
review letters, 112 (2014), p. 147802.
[21] D. Golovaty, The volume-preserving motion by mean curvature as an asymptotic limit of reaction-
diffusion equations, Quart. Appl. Math, 55 (1997), pp. 243–298.
[22] M. A. Grayson, The heat equation shrinks embedded plane curves to round points, J. Differential
Geom., 26 (1987), pp. 285–314.
[23] R. J. Hawkins, R. Poincloux, O. Be´nichou, M. Piel, P. Chavrier, and R. Voituriez, Spon-
taneous contractility-mediated cortical flow generates cell migration in three-dimensional environments,
Biophysical journal, 101 (2011), pp. 1041–1045.
[24] M. F. Krummel, F. Bartumeus, and A. Ge´rard, T cell migration, search strategies and mecha-
nisms, Nature Reviews Immunology, 16 (2016), pp. 193–201.
[25] O. A. Ladyzenskaja, V. A. Solonnikov, and N. N. Ural’ceva, Linear and quasi-linear equations
of parabolic type, The American Mathematical Society, 1968.
[26] J. Lo¨ber, F. Ziebert, and I. S. Aranson, Modeling crawling cell movement on soft engineered
substrates, Soft Matter, 9 (2014), pp. 1365–1373.
[27] , Collisions of deformable cells lead to collective migration, Scientific Reports, 5 (2015).
[28] S. S. Lou, A. D.-M. noz, O. D. Weiner, D. A. Fletcher, and J. A. Theriot, Myosin light
chain kinase regulates cell polarization independently of membrane tension or rho kinase, J. Cell Biol.,
209 (2015), pp. 275–288.
[29] V. R. M. S. Mizuhara, L. Berlyand and L. Zhang, On an evolution equation in a cell motility
model, Physica D, 318-319 (2016), pp. 12–25.
[30] W. Marth, S. Praetorius, and A. Voigt, A mechanism for cell motility by active polar gels,
Journal of The Royal Society Interface, 12 (2015), p. 20150161.
[31] B. Merriman, J. Bence, and S. Osher, Diffusion generated motion by mean curvature motion, in
AMS Select Lectures in Mathematics: The Computational Crystal Grower’s Workshop, J. Taylor, ed.,
Am. Math. Soc., 1993.
[32] K. Mikula and D. Sevcˇovicˇ, Computational and qualitative aspects of evolution of curves driven by
curvature and external force, Comput. Visual Sci., 6 (2004), pp. 211–225.
[33] A. Mogilner, Mathematics of cell motility: have we got its number?, J. Math. Biol., 58 (2009),
pp. 105–134.
[34] A. Mogilner and K. Keren, The shape of motile cells, Curr. Biol., 19 (2009), pp. R762–R771.
[35] R. R. Mohan, A. E. K. Hutcheon, R. Choi, J. Hong, J. Lee, R. R. Mohan, R. A. Jr., J. D.
Zieske, and S. E. Wilson, Apoptosis, necrosis, proliferation, and myofibroblast generation in the
stroma following LASIK and PRK, Exp. Eye. Res., 76 (2003), pp. 71–87.
[36] S. Osher and J. A. Sethian, Fronts propagating with curvature dependent speed: algorithms based
on Hamilton-Jacobi formulations, J. Comput. Phys., 79 (1988), pp. 12–49.
[37] P. Recho, T. Putelat, and L. Truskinovsky, Mechanics of motility initation and motility arrest
in crawling cells, Journal of the Mechanics and Physics of Solids, 84 (2015), pp. 469 – 505.
[38] S. J. Ruuth and B. T. R. Wetton, A simple scheme for volume-preserving motion by mean curva-
ture, J. Sci. Comput., 19 (2003), pp. 373–284.
[39] D. Shao, W. J. Rappel, and H. Levine, Computational model for cell morphodynamics, Phys. Rev.
Lett., 105 (2010), p. 108104.
[40] P. Smereka, Semi-implicit level set methods for curvature and surface diffusion motion, J. Sci. Com-
put., 19 (2003), pp. 439–456.
UNIQUENESS AND TRAVELING WAVES IN A CELL MOTILITY MODEL 25
[41] E. Tjhung, A. Tiribocchi, D. Marenduzzo, and M. E. Cates, A minimal physical model captures
the shapes of crawling cells, Nature communications, 6 (2015).
[42] L. N. Trefethen and M. Embree, Spectra and pseudospectra, Princeton University Press, 2005.
[43] F. Ziebert and I. S. Aranson, Effects of adhesion dynamics and substrate compliance on the shape
and motility of crawling cells, PLoS ONE, 8 (2013), p. e64511.
[44] F. Ziebert, S. Swaminathan, and I. S. Aranson, Model for self-polarization and motility of kera-
tocyte fragments, J. R. Soc. Interface, 9 (2012), pp. 1084–1092.
E-mail address: msm344@psu.edu
E-mail address: zhangpengmath@sjtu.edu.cn
