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Intenziven razvoj informacijskih in komunikacijskih tehnologij, ki smo mu priča v zadnjih 
letih, povzroča na področju proizvodnje nastajanje velikih količin podatkov. Pojavljajo pa 
se tudi novi pristopi, metode, tehnike in orodja za napredno podatkovno analitiko, kar ponuja 
nove možnosti za uporabo velikih količin kompleksnih podatkov oz. velepodatkov za 
doseganje večje konkurenčnosti. Vendar apliciranje napredne podatkovne analitike na 
področju proizvodnje v primerjavi z drugimi področji ni tako prodorno in raznoliko, podatki, 
ki so na voljo, pa največkrat ostanejo neizkoriščeni. V delu je razvit okvir za informacijsko 
podporo procesom v proizvodnih sistemih in predstavljena njegova uporaba. Okvir je 
zastavljen kot konceptualno orodje, ki olajšuje uvajanje analitike velepodatkov v 
proizvodnih sistemih. Namen okvira je po korakih predstaviti postopek uvedbe analitike 
velepodatkov v proizvodnih sistemih ter sistematično predstaviti, katera znanja in spretnosti, 
referenčni modeli, orodja in drugi elementi so za to potrebni. Razvoj okvira temelji na 
rešitvah za podatkovno analitiko, razvitih in preučevanih v okviru te študije, ter na drugih 
obstoječih rešitvah iz literature in prakse. Demonstrirani in potrjeni sta izvedljivost in široka 
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Due to the intensive development of information and communication technologies in the 
domain of production, large amounts of data are being generated. Many new approaches, 
methods, techniques, and tools for advanced data analytics are being developed and, 
consequently, additional possibilities of using large amounts of complex data - also referred 
to as big data, are emerging. However, the application of advanced data analytics in the 
production domain lags behind in penetration and diversity in comparison to other domains, 
and the data available often remains unexploited. This work presents the development and 
demonstrates the use of a framework for information support for processes in manufacturing 
systems. The framework is a conceptual tool that facilitates the introduction of big data 
analytics into manufacturing systems. The objective of the framework is to present a step-
by-step procedure of introducing big data analytics into manufacturing systems and to 
systematically show what knowledge and skills, reference models, software and hardware 
tools, etc., are needed. The framework is based on the development and research of several 
data-analytics solutions developed during the course of this study, as well as on other 
existing applications and conceptual solutions from literature and practice. The feasibility 
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Seznam uporabljenih simbolov 
Oznaka Pomen 
  
𝑐𝑖 𝑖-ti procesni cikel 
𝑐𝑖
𝑖𝑑 unikatno identifikacijsko število 𝑖-tega procesnega cikla 
𝑐𝑖
_
 vrednost lastnosti _ 𝑖-tega procesnega cikla 
𝑐𝑖
𝑃,𝑗
 vrednost 𝑗-tega procesnega parametra za 𝑖-ti procesni cikel 
𝑐𝑖
𝑂,𝑗
 vrednost 𝑗-tega drugega (ang. other) parametra za 𝑖-ti procesni cikel 
𝑐𝑖𝑘𝑙𝑖 množica procesnih ciklov 
𝐶𝑖𝑘𝑙𝑖 število ciklov identifikacije omrežja 
𝑪𝑴𝑚,𝑡 matrika zamenjav (ang. confusion matrix) za delovni sistem 𝑚 in 𝑡-ti prag 
odzivnosti (ang. discrimination threshold) 
〈𝑐𝑛〉𝑗−𝑘 povprečna vrednost procesnega parametra od 𝑘-tega do 𝑗-tega cikla pred 
opazovanim 𝑛-tim ciklom 
𝑑 Oddaljenost, določena s številom zaporednih procesnih ciklov 
𝑒 povezava v omrežju 
𝒆𝑘 𝑘-ti bitni vektor 
𝑒𝑘,𝑗 vrednost 𝑗-tega elementa v 𝑘-tem bitnem vektorju 
𝐸 a) pri referenčni metodi analize podatkov cikličnega proizvodnega procesa: 
množica bitnih vektorjev 
b) pri referenčni metodi za identifikacijo omrežij: množica povezav 
𝐸𝑖 množica povezav 𝑖-tega cikla identifikacije omrežja (𝑖 ∈ ℕ) 
𝑓𝑓𝑣 funkcija za izračun vektorja značilk (ang. feature vector) 1 
𝑓𝑡 funkcija za izračun vektorja značilk 2 
𝑓𝑡𝑟 funkcija za izračun vektorja značilk 3 
𝐹𝑁 število napačnih negativnih napovedi pri klasifikaciji (ang. false negatives) 
𝐹𝑃 število napačnih pozitivnih napovedi pri klasifikaciji (ang. false positives) 
𝐺 omrežje 
𝑮 urejena množica, ki vsebuje podmnožice unikatnih identifikacijskih števil 
procesnih ciklov 
𝐺𝑘 𝑘-ta množica unikatnih identifikacijskih števil procesnih ciklov 
𝐺1 skupina meta podatkov 
𝐺2 podatki, značilni za proces 
𝐺3 podatki, značilni za napake 
𝐺4 drugi podatki o proizvodnem procesu 
𝐻 hierarhična kategorizacija skupin 
𝑰 končna urejena množica unikatnih identifikacijskih števil, ki pripadajo primerom 
procesnih ciklov za učenje in testiranje napovednega modela 
𝐼𝐷 množica vrednosti unikatnih identifikacijskih števil, ki pripadajo množici 
procesnih ciklov 
𝑰𝑫 urejena množica vrednosti unikatnih identifikacijskih števil, ki pripadajo množici 
procesnih ciklov 
𝐾 število delov pri metodi 𝐾-kratnega navzkrižnega preverjanja (ang. 𝐾-fold cross-
validation) 
𝐾′ sekundarno število delov pri metodi 𝐾-kratnega navzkrižnega preverjanja 
𝑀 stroj (ang. machine) 
𝑚𝑡𝑒𝑠𝑡 podmnožica delovnih sistemov za testiranje 
 xxii 
𝑚𝑢č𝑒𝑛𝑗𝑒 podmnožica delovnih sistemov za učenje 
m-_ razlika povprečnih vrednosti procesnega parametra med dvema skupinama 
zaporednih ciklov 
𝑛 vozlišče v omrežju 
𝑛_ lastnost _ vozlišča 𝑛 v omrežju 
𝑛𝑖 vozlišče v omrežju, ki je bilo identificirano v 𝑖-tem ciklu identifikacije 
𝑛1 prvo vozlišče v dvojici vozlišč iz omrežja 
𝑛2 drugo vozlišče v dvojici vozlišč iz omrežja 
𝑁 množica vozlišč omrežja 
𝑁𝑖 množica vozlišč 𝑖-tega cikla identifikacije omrežja (𝑖 ∈ ℕ) 
𝑁𝑐 množica kandidatov 
𝑁𝑤 število čakajočih operacij na delovnem sistemu 
𝑁𝐶 število procesnih ciklov 
𝑁𝑊𝑆 število delovnih sistemov (ang. work systems) 
𝑃𝑐 kandidatni profili 
𝒑𝑖
𝑖𝑚𝑒𝑛𝑎 vektor imen procesnih parametrov za 𝑖-ti procesni cikel 
𝑝𝑖,𝑗
𝑖𝑚𝑒 ime 𝑗-tega procesnega parametra za 𝑖-ti procesni cikel 
𝒑𝑖
𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡𝑖 vektor vrednosti procesnih parametrov za 𝑖-ti procesni cikel 
𝑝𝑖,𝑗
𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡 vrednost 𝑗-tega procesnega parametra za 𝑖-ti procesni cikel 
𝑺 urejena množica, ki vsebuje podvzorčene (ang. under-sampled) podmnožice 
unikatnih identifikacijskih števil procesnih ciklov 
𝑆𝑘 𝑘-ta podvzorčena množica unikatnih identifikacijskih števil procesnih ciklov 
sl-_ povprečni naklon vrednosti procesnega parametra za skupino zaporednih ciklov 
std-_ razlika vrednosti standardnih deviacij procesnega parametra med dvema 
skupinama zaporednih ciklov 
[𝑠𝑛]𝑗−𝑘 povprečni naklon vrednosti procesnega parametra od 𝑘-tega do 𝑗-tega cikla pred 
opazovanim 𝑛-tim ciklom 
𝑡ℎ𝑟 prag odzivnosti (ang. discrimination threshold) 
𝑡ℎ𝑟𝑚
∗  najboljša vrednost pragu odzivnosti za delovni sistem 𝑚 
𝑡ℎ𝑟𝑝𝑝 prag, ki določa delež ciklov, pri katerih mora biti posneta vrednost nekega 
procesnega parametra, da je obravnavan kot skupni parameter 
𝑡𝑖 trajanje 𝑖-te operacije 
𝑇𝑁 število pravilnih negativnih napovedi pri klasifikaciji (ang. true negatives) 
𝑇𝑃 število pravilnih pozitivnih napovedi pri klasifikaciji (ang. true positives) 
𝑤𝑠 delovni sistem (ang. work system) 
𝑊𝑆𝑂 prekomerna zasedenost delovnega sistema (ang. Work System Work Overload) 
𝒙𝑛 𝑛-ti vektor značilk 
𝑥𝑛,𝑗 vrednost 𝑗-te značilke 𝑛-tega vektorja značilk 
𝑋 množica vektorjev značilk 
𝑦 vrednost ciljne spremenljivke 
𝑦𝑛 𝑛-ta vrednost v množici vrednosti ciljnih spremenljivk 
𝑌 množica vrednosti ciljnih spremenljivk 
I-z pojav alarma prve stopnje v opazovanem ciklu 
I-_ pojav alarma prve stopnje _ ciklov pred opazovanim 
II-z pojav alarma druge stopnje v opazovanem ciklu 
II-_ pojav alarma druge stopnje _ ciklov pred opazovanim 
𝛼 relativna frekvenca [%] 
𝜶 vektor relativnih frekvenc 
𝜂 skupina slabih procesnih ciklov 
 xxiii 
(𝜎𝑛)𝑗−𝑘 standardna deviacija vrednosti procesnega parametra od 𝑘-tega do 𝑗-tega cikla 








Seznam uporabljenih okrajšav 
Okrajšava Pomen 
ADS avtonomni delovni sistem 
API aplikacijski programski vmesnik (ang. Application Programming Interface) 
CAE računalniško podprt inženiring (ang. Computer-Aided Engineering) 
CART vrsta algoritma odločitvenih dreves (ang. Classification and Regression 
Trees) 
CP čistejša proizvodnja (ang. Cleaner Production) 
CPPS kibernetsko-fizični proizvodni sistemi (ang. Cyber-Physical Production 
Systems) 
CRISP-DM standardni postopek za podatkovno rudarjenje v industriji (ang. Cross-
Industry Standard Process for Data Mining) 
EDS elementarni delovni sistem 
EU Evropska unija 
EPT specifični algoritem za razporejanje (ang. Earliest-Planned-Time) 
ETO izdelava po naročilu (ang. Engineer-to-Order) 
FIFO specifični hevristični algoritem za razporejanje (ang. First-In-First-Out) 
ID identifikator/identifikacijski 
IIoT industrijski internet stvari (ang. Industrial Internet-of-Things) 
IP internetni ponudnik (ang. Internet Provider) 
KDD odkrivanje znanja v podatkovnih bazah – standardni postopek (ang. 
Knowledge Discovery in Databases) 
MAE povprečna absolutna napaka (ang. Mean Absolute Error) 
MES sistem za operativno vodenje proizvodnje (ang. Manuf. Execution System) 
M2M stroj stroju (ang. Machine-to-Machine) 
NIST Nacionalni inštitut za standarde in tehnologijo (ang. National Institute of 
Standards and Technology) 
NoSQL ena izmed vrst podatkovnih baz 
OEM proizvajalec originalne opreme (ang. Original Equipment Manufacturer) 
PC osebni računalnik (ang. Personal Computer) 
PCTs specifična metoda strojnega učenja (ang. Predictive Clustering Trees) 
PLM upravljanje življenjskega cikla izdelka (ang. Product Lifecycle 
Management) 
RDBMS sistem za upravljanje relacijskih podatkovnih baz (ang. Relational Database 
Management System) 
RMSE kvadratni koren povprečne kvadratne napake (ang. Root Mean Square 
Error) 
SCADA sistem za nadzor in zajemanje podatkov (ang. Supervisory Control and Data 
Acquisition) 
SEMMA standardni postopek vzorči, razišči, modificiraj, modeliraj, oceni (ang. 
Sample, Explore, Modify, Model, Assess) 
SL.AWS samoučeči avtonomni delovni sistem (ang. Self-Learning Autonomous Work 
System) 
SMOTE specifični algoritem za nadvzorčenje (ang. Synthetic Minority Over-sampling 
Technique) 
URL enolični krajevnik vira (ang. Uniform Resource Locator) 
USB univerzalno serijsko vodilo (ang. Universal Serial Bus) 








1.1. Opredelitev raziskovalnega problema 
Cilj proizvodnje je proizvajati čim hitreje, bolje in ceneje. Da bi uspešno sledili temu cilju, 
je treba obvladovati kompleksnost proizvodnih sistemov, to pa postaja zaradi njenega 
stalnega naraščanja vse zahtevnejša naloga. Globalizacija trga, vse večja konkurenca ter 
gospodarska in politična nihanja so dejavniki, ki povečujejo kompleksnost v proizvodnji. 
Posledično se večajo zahteve po odzivnosti, fleksibilnosti, robustnosti in prilagodljivosti 
proizvodnih sistemov. 
 
Eden izmed pomembnih izvorov kompleksnosti v proizvodnji je nepopolnost informacij 
(Peklenik 1995) in znanja (Suh 2005). Še do nedavnega je ta problem izhajal predvsem iz 
pomanjkanja informacijskih virov. Danes pa se soočamo z obratnim problemom. Intenziven 
razvoj informacijskih in komunikacijskih tehnologij omogoča nastajanje številnih novih 
izvorov, ki ustvarjajo velike količine raznolikih podatkov. Ker premalo poznamo in 
razumemo ustrezne pristope, pogosto ne znamo izluščiti koristnih informacij in znanja ali 
celo ne prepoznamo potenciala, ki je skrit v teh podatkih. Na podlagi teh spoznanj je zdaj 
čas za nadgradnjo proizvodnih sistemov s pristopi in metodami, ki bodo pomagali izkoristiti 
potencial podatkov. Cilj tega bo ne le zmanjšati nepopolnost informacij, ampak tudi 
odkrivati novo znanje, kar bo omogočilo boljše obvladovanje proizvodnih sistemov. 
 
V prihodnosti moramo utreti pot novim aplikacijam, ki bodo namenjene učinkovitemu 
upravljanju in uporabi podatkov (Wang L. et al. 2015). V času Industrije 4.0 ima napredna 
podatkovna analitika pomembno vlogo (Lee et al. 2014; Rüßmann et al. 2015; Wang L. & 
Wang G. 2016). Da bomo lahko izkoristili vrednost v podatkih, ki so nam na voljo, bo treba 
modernizirati načine njihove uporabe in upravljanja. Za zdaj ostaja še veliko neobravnavanih 
problemov in priložnosti za razvoj in uvedbo napredne analitike podatkov v proizvodnih 
sistemih, kar bi lahko izboljšalo kakovost procesov prek pametne uporabe podatkov 
(Babiceanu & Seker 2016; Wu et al. 2017). V nadaljevanju so predstavljeni problemi, ki 
izhajajo iz razvoja informacijskih in komunikacijskih tehnologij ter ki so obravnavani v tem 
doktorskem delu. 
 
Poslovni informacijski sistemi, ki so pogosto implementirani v proizvodnih podjetjih, zaradi 
svojega transakcijskega značaja niso primerni za operativno odločanje v realnem času ne na 




ne ustrezajo dejanskim potrebam. Standardni sistemi praviloma ne vključujejo sodobnih 
metod analize podatkov, ki bi omogočale odkrivanje kompleksnih vzorcev, pridobivanje in 
združevanje dragocenih informacij ter pridobivanje interpretativnih modelov, ki bi 
učinkovito predstavili pridobljene informacije ciljnim subjektom in jim s tem omogočili 
sprejemanje odločitev na podlagi dejstev. Trenutno se odločitve pogosto sprejemajo kar 
neposredno iz surovih podatkov in ne na podlagi informacij, zaradi česar so odločitve 
napačne ali slabše. Z večjo količino in raznolikostjo podatkov se bo problem le še povečeval. 
Implementacija več različnih informacijskih sistemov, kot so sistemi CAD/CAM, sistemi za 
upravljanje življenjskega cikla proizvoda (PLM) ali sistem za operativno vodenje 
proizvodnje (MES, ang. Manufacturing Execution System), je težavna, saj podatki niso 
enotni in celoviti. Za objektivno odločanje pa potrebujemo natančne in ažurne podatke iz 
heterogenih virov, ki so ustrezno obdelani in vizualizirani v realnem času. 
 
Čedalje bolj narašča potreba po zanesljivih in točnih podatkih (Rihtaršič & Sluga 2017). Cilj 
različnih poslovnih, inženirskih in proizvodnih informacijskih sistemov, ki so bili 
implementirani in integrirani v proizvodna podjetja, je zmanjšati nepopolnost informacij, 
zagotoviti boljše odločanje, izboljšati vpogled v delavnice, izboljšati sledljivost itd. Vsi ti 
informacijski sistemi ustvarjajo in shranjujejo podatke o procesih, proizvodih, proizvodnih 
virih, vzdrževanju, kakovosti, proizvodnem okolju, upravljanju energije itd. Prav tako je v 
digitalni obliki na voljo vrsta inženirskih podatkov o proizvodih (modeli CAD, programi 
CNC, rezultati kontrole kakovosti, testiranj ipd.) ter poslovnih podatkov o naročilih, 
dobavah, rokih, cenah itd. Vsi ti podatki pomenijo velik potencial za analizo in odkrivanje 
znanja, ki bi lahko prispevalo k učinkovitejšemu delovanju proizvodnih sistemov in njihovih 
elementov, kot so procesi, delovne naprave, orodja in seveda ljudje (Esmaeilian et al. 2016). 
Rešitve, ki temeljijo na podatkih, so se izkazale za močno orodje pri več študijah, vendar so 
za visoko zmogljivost in zanesljivost takih rešitev pogosto potrebne tudi velike količine 
učnih podatkov. Pogosto sicer imamo velike količine podatkov, vendar spadata njihova slaba 
kakovost ter pomanjkanje modelov za upravljanje in uporabo podatkov med trenutno 
najpomembnejše izzive (Esmaeilian et al. 2016). 
 
Vzporedno z nastajanjem podatkov so se na področju informatike in računalniške znanosti 
razvili različni koncepti, metode in orodja za podatkovno analitiko, ki omogočajo učinkovito 
obdelavo podatkov. S tem so se pojavile nove možnosti za analizo podatkov in nadgradnjo 
obstoječih informacijskih sistemov z novimi orodji za podatkovno analitiko. 
 
Na splošno se na področju proizvodnje povečuje zavedanje o vrednosti in potencialih 
podatkovne analitike, zlasti zaradi paradigme Industrija 4.0, vendar še vedno obstaja velik 
razkorak med možnostmi napredne podatkovne analitike in zmožnostmi industrije za 
pridobivanje vrednosti iz podatkov. To je posledica po eni strani pomanjkanja razumevanja, 
znanja in idej o tem, kako uporabiti razpoložljive podatke, ter po drugi strani pomanjkanja 
spretnosti in znanja o napredni podatkovni analitiki. Zaradi takih razmer so potrebne 
namenske, sistemske raziskave, ki bi prispevale k zapolnitvi te vrzeli. 
 
Obstaja že precej pristopov, metod, tehnik in orodij, ki so kos velikosti, dimenzionalnosti, 
dinamiki in drugim težavnim lastnostim podatkov, vendar so potrebni njihova prilagoditev 
za področje proizvodnje, nove integracijske arhitekture in nadzorni algoritmi ter 





V zadnjem času se je zaradi vsesplošne problematike obvladovanja in uporabe podatkov kot 
posledice razvoja informacijskih in komunikacijskih tehnologij pojavila nova paradigma, tj. 
Velepodatki (ang. Big Data). Analitiko velepodatkov (ang. big data analytics) si lahko 
predstavljamo kot širok okvir (ang. framework) za pridobivanje vrednosti iz velikih in 
kompleksnih podatkov. Analitika velepodatkov ponuja pristope, metode, tehnike in orodja, 
ki skupaj tvorijo učinkovite podatkovnoanalitične sisteme. Analitiko velepodatkov lahko v 
proizvodnih sistemih uporabimo za zmanjševanje nepopolnosti informacij in odkrivanje 
novega znanja. Za uspešno uporabo analitike velepodatkov v proizvodnih sistemih pa je 
treba integrirati znanja in spretnosti s področij informacijskih in komunikacijskih tehnologij, 
inženirsko poznavanje proizvodnih sistemov ter ekspertno poznavanje proizvodnih 
procesov. 
 
Analitika velepodatkov se na področju proizvodnje uporablja manj prodorno in raznoliko 
kot na drugih področjih, kot so informacijska znanost, politika in odločanje, marketing, 
zdravstvo ter poslovni procesi (Babiceanu & Seker 2016), podatki, ki so nam na voljo, pa 
največkrat ostanejo neizkoriščeni. Pomanjkanje praktičnih, učinkovitih, robustnih, 
generičnih in celostnih analitičnih rešitev, ki bi omogočale enostaven razvoj, implementacijo 
in uporabo naprednih podatkovnoanalitičnih sistemov, je trenutno eden izmed 
najaktualnejših problemov v industriji. Vzrok za tako stanje je po naših ocenah predvsem 
problem povezovanja znanj o informacijskih in komunikacijskih tehnologijah in 
informacijske znanosti z inženirskim in ekspertnim poznavanjem proizvodnih sistemov in 
procesov pri razvoju podatkovnoanalitičnih sistemov. 
 
 
1.2. Namen in cilji 
Cilj je razviti in predstaviti konceptualni okvir, ki vsebuje vse potrebne elemente za razvoj 
in implementacijo rešitev za analitiko velepodatkov v proizvodnih sistemih. Cilj je preučiti 
možnosti analitike velepodatkov ter prikazati potencial uporabe predlaganega 
konceptualnega okvira v proizvodnih sistemih prek razvoja in implementacije praktičnih 
rešitev za uporabo podatkov; s tem bi se zmanjšala nepopolnost informacij ter odkrila nova 




1.3. Raziskovalna hipoteza 
V prihodnosti bosta kompleksnost in količina podatkov le še naraščali. Temu se bodo stalno 
prilagajale in se s časom razvijale informacijske in komunikacijske tehnologije in 
informacijska znanost, kar pomeni, da bo ves čas treba posodabljati načine upravljanja in 
uporabe podatkov. S tem bo omogočeno doseganje novih vpogledov, razumevanj, spoznanj 
in možnosti ukrepanja ter posledično doseganje večje konkurenčnosti. Pomanjkanje 
generičnih rešitev za podatkovno analitiko oz. referenčnih modelov, ki bi omogočali uporabo 
velepodatkov, je trenutno eden od najaktualnejših problemov v industriji. Gre za 
interdisciplinaren problem, pri katerem morajo rešitve združiti znanje o ciljnem področju in 




izvorov, načine modeliranja, tehnologije, tehnike in metode upravljanja, shranjevanja in 
analize podatkov ter namene in načine uporabe razvitih analitičnih sistemov v praksi. Iz teh 





Z razvojem in uporabo okvira za informacijsko podporo procesom v proizvodnih 
sistemih na osnovi velepodatkov bo mogoče zmanjšati nepopolnost informacij in 
imaginarno kompleksnost na vseh treh osnovnih nivojih proizvodnega sistema. Z 
okvirom bo mogoče razvijati in implementirati generične analitične rešitve1za 
specifične namene v proizvodnih sistemih. V tem kontekstu bodo konkretno 
obravnavane naslednje tematike: 
1.1. Na operativnem nivoju bo razvita generična analitična rešitev za 
informacijsko podporo pri krmiljenju delovnih sistemov na podlagi procesnih 
podatkov s poudarkom na obvladovanju napak pri izvajanju cikličnih 
proizvodnih procesov. 
1.2. Na koordinacijskem nivoju bo razvita analitična rešitev za podporo pri 
vodenju proizvodnih operacij na podlagi analize proizvodnih podatkov 
informacijsko-krmilnega sistema za spremljanje in krmiljenje proizvodnje2 s 
ciljem izboljšanja operativnega načrtovanja proizvodnje. 
1.3. Na strateškem nivoju bo razvita generična analitična metoda3 za odkrivanje 
mrežnih povezav med proizvodnimi podjetji, institucijami znanja in 





V kontekstu disertacije razumemo okvir kot okolje, ki zajema ustrezne koncepte, metode, 
orodja in referenčne modele za razvoj in implementacijo rešitev za informacijsko podporo 
procesom v proizvodnih sistemih na podlagi velepodatkov. Razvoj okvira bo vključeval 
izbor in opis potrebnih elementov, definiranje generične metodologije za razvoj analitičnih 
rešitev (oz. rešitev za podatkovno analitiko) ter opis in demonstracijo uporabe okvira prek 
razvoja in implementacij generičnih rešitev za podatkovno analitiko. 
 
Izraz generična analitična rešitev označuje rešitev za podatkovno analitiko, ki ni uporabna 
samo za konkreten proces oz. podatke, ampak je širše uporabna za neko vrsto procesov oz. 
podatkov in se lahko implementira v konkretnem industrijskem okolju. Generične rešitve za 
podatkovno analitiko bodo namenjene pridobivanju modelov znanja, ki bodo uporabljeni za 
boljše razumevanje in obvladovanje kompleksnosti v proizvodnji. 
 
                                                 
1 V tem delu je izraz analitična rešitev (ali rešitev za podatkovno analitiko) opredeljen kot sistem, ki v 
delujočo celoto povezuje konceptualne, metodološke, programske in/ali strojne komponente, namen tega 
sistema pa je prek upravljanja in analiziranja podatkov iz njih pridobiti vrednost. 
2 Sistem za operativno vodenje proizvodnje (MES). 




Kompleksni proizvodni sistem lahko razdelimo na tri osnovne nivoje: (1) strateški, (2) 
koordinacijski in (3) operativni nivo (Peklenik 1995; Sluga et al. 2005). S primeri razvoja in 
implementacij generičnih rešitev podatkovne analitike za tri zgoraj omenjene osnovne nivoje 
proizvodnega sistema bomo prikazali, kako široko uporaben je okvir, ter opisali in 
demonstrirali njegovo uporabo. 
 
Za operativni nivo bodo razvite rešitve za podatkovno analitiko, ki bodo namenjene 
informacijski podpori izvajanja cikličnega proizvodnega procesa. Tipična primera 
cikličnega proizvodnega procesa sta brizganje plastike in visokotlačno litje. Pri takih 
delovnih procesih se različne serije izdelkov izdelujejo s ponavljanjem iste sekvence 
korakov, ki tvorijo t. i. procesni cikel. Posledično se z vsakim ciklom ustvarijo podobno 
strukturirani podatki. Taki industrijski podatki pomenijo velik potencial za iskanje novih 
koristnih načinov njihove uporabe. 
 
Za razvoj in validacijo rešitev podatkovne analitike in s tem za potrditev podane raziskovalne 
hipoteze bodo poleg realnih industrijskih podatkov uporabljeni tudi prosto dostopni 
internetni podatki. Rešitev za podatkovno analitiko, razvita z uporabo predstavljenega 
okvira, potrdi raziskovalno hipotezo, če pomeni nov način uporabe realnih podatkov, ki je 
koristen za zmanjševanje nepopolnosti informacij ter s tem za obvladovanje imaginarne 
kompleksnosti ali odkrivanje novega znanja, ali če omogoča učinkovitejše zmanjšanje 
nepopolnosti informacij ali odkrivanje novega znanja, kot ga omogočajo obstoječi 
konvencionalni pristopi v proizvodnji.  
 
 
1.4. Metodologija raziskave 
Razvoj konceptualnega okvira je potekal hkrati z razvojem in raziskavami rešitev za 
podatkovno analitiko na različnih nivojih proizvodnega sistema. Na podlagi opažanj med 
razvojem in raziskavami teh rešitev ter na podlagi drugih obstoječih rešitev v literaturi in 
praksi smo razvili splošni konceptualni okvir, ki omogoča sistematičen razvoj in 
implementacijo rešitev za podatkovno analitiko za informacijsko podporo procesom v 
proizvodnih sistemih. Poleg pregleda obstoječih rešitev, ki se navezujejo na opredeljeni 
raziskovalni problem, smo za iskanje, razvoj in opis novih rešitev uporabili metode 
proizvodne kibernetike in mehatronike, rudarjenja podatkov ter zajema, shranjevanja, 
upravljanja in analize podatkov. 
 
 
1.5. Pregled strukture disertacije 
Disertacijo sestavlja sedem poglavij. Slika 1.1 prikazuje strukturo disertacije. 
 
V drugem poglavju so na podlagi obstoječe literature predstavljeni temeljni pojmi analitike 
velepodatkov, paradigma Velepodatki, analitika velepodatkov v proizvodnji ter koncepti in 





V tretjem poglavju je predstavljen konceptualni okvir za razvoj in implementacijo rešitev za 
podatkovno analitiko v proizvodne sisteme. Poleg opisa posameznih elementov je uporaba 
okvira demonstrirana tudi na študiji primera iz tipičnega ETO (ang. Engineer-to-Order) 
podjetja. 
 
V četrtem poglavju so predstavljeni razvoj in raziskave rešitev za podatkovno analitiko na 
vseh nivojih proizvodnega sistema. Rešitve so predstavljene v zaporedju glede na zadevni 
nivo proizvodnega sistema, in sicer od najnižjega, operativnega (podpoglavja 4.1−4.3), prek 
vmesnega, koordinacijskega (podpoglavje 4.4), do najvišjega, strateškega (podpoglavje 4.5). 
Te rešitve so podlaga za razvoj in potrjevanje konceptualnega okvira, ki je predstavljen v 
prejšnjem poglavju. 
 
V petem poglavju sta prek povezovanja elementov okvira s posameznimi študijami, ki so 
predstavljene v prejšnjem, četrtem poglavju, prikazani izvedljivost in široka uporabnost 
predlaganega okvira. V petem poglavju je tudi pojasnjeno, kako je potrjena raziskovalna 
hipoteza, nato pa sledi diskusija o možnostih uporabe in nadgraditve razvitih rešitev. 
 
Šesto poglavje zaključuje disertacijo s pregledom opravljenega dela in izvirnih prispevkov 








Slika 1.1: Struktura disertacije. 
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2. Analitika velepodatkov 
Pojem velepodatki (ang. big data) označuje podatke, ki jih s konvencionalnimi pristopi 
zaradi njihovih značilnosti, kot so nestrukturiranost, variabilnost, hitrost, porazdeljenost, 
raznolikost, pomanjkljivost, neverodostojnost in nepreverljivost, ni mogoče učinkovito 
upravljati in uporabljati (Babiceanu & Seker 2016; Boyd & Crawford 2012; Esmaeilian et 
al. 2016; Gartner Inc.; Hitzler & Janowicz 2013; Hurwitz et al. 2013; Laney 2001; Villars & 
Olofson 2011; Wang L. et al. 2015). 
 
Analitika velepodatkov je širok okvir za pridobivanje vrednosti iz velepodatkov. Analitika 
velepodatkov zajema tehnike, orodja, metode in koncepte, ki v praktičnih aplikacijah 
sinergijsko tvorijo uspešne in učinkovite sisteme za upravljanje in uporabo velepodatkov. 
Tipični sistem za analitiko velepodatkov lahko razdelimo na štiri faze, ki skupaj tvorijo t. i. 
verigo vrednosti (ang. value chain): (1) nastanek, (2) zajem, (3) shranjevanje in (4) analizo 
podatkov (Chen et al. 2014; Hu et al. 2014). V fazi analize je še posebej pomembno 
razumevanje področja, na katerem bo aplikacija uporabljena. Nastanek, zajem in 
shranjevanje podatkov brez pametnega načrtovanja te faze nimajo uporabne vrednosti 
(Babiceanu & Seker 2016). 
 
V nadaljevanju sledi splošni opis paradigme Velepodatki, ki temelji na izbranih preglednih 
delih (Chen et al. 2014) in (Hu et al. 2014), za tem pa pregled analitike velepodatkov v 




2.1. Paradigma Velepodatki 
2.1.1. Ozadje 
V zadnjih letih se je velikost ustvarjenih podatkov na mnogih področjih nepredstavljivo 
povečala. Že v letu 2011 je velikost vseh ustvarjenih podatkov4 na svetu presegla vrednost 
1,8 ZB (1,8 milijard GB) (Gantz & Reinsel 2011). Napovedujejo, da se bo velikost 
                                                 
4 Podatki, ki so ustvarjeni, zajeti ali podvojeni v podatkovnih centrih, infrastrukturah podjetij ter z 




ustvarjenih podatkov s 33 ZB v letu 2018 povečala na 175 ZB v letu 2025 (Slika 2.1) (Reinsel 
et al. 2018). 
 
 
Slika 2.1: Naraščanje velikosti vseh ustvarjenih podatkov (ocena in napoved IDC). 
 
Pred nekaj leti se je začel pojavljati pojem velepodatki, ki je bil najpogosteje uporabljen za 
opis ogromnih količin podatkov. Velepodatki drugače kot tradicionalne podatkovne množice 
tipično vključujejo velike količine nestrukturiranih podatkov, ki jih je treba analizirati v 
realnem času (Chen et al. 2014). Velepodatki prinašajo nove priložnosti za odkrivanje 
vrednosti v podatkih prinašajo pa tudi nove izzive, kot so: 
• kako zbirati in združevati velike količine podatkov iz porazdeljenih virov; 
• kako učinkovito organizirati, shranjevati in upravljati podatkovne množice; 
• kako učinkovito analizirati take podatkovne množice, da bi v podatkih odkrili 
vrednost in izboljšali sprejemanje odločitev. 
 
Tudi industrija se je začela zanimati za velik potencial, ki ga imajo velepodatki. Mnoge 
vladne agencije so naznanile načrte o pospeševanju raziskav in aplikacij na področju 
velepodatkov. Velepodatkom so pozornost namenili tudi socialni mediji in nekatere 
vrhunske znanstvene revije (Chen et al. 2014). 
 
Tradicionalni sistemi za upravljanje in analizo podatkov temeljijo na sistemih za upravljanje 
relacijskih podatkovnih baz (RDBMS, ang. Relational Database Management Systems) 
(Chen et al. 2014). RDBMS lahko upravljajo le strukturirane podatke, ne pa tudi delno 
strukturiranih in nestrukturiranih, poleg tega pa zahtevajo tudi čedalje zmogljivejšo in dražjo 
strojno opremo. Tradicionalni RDBMS ne ustrezajo zahtevam velikih količin heterogenih 
podatkov. Predlaganih je bilo nekaj rešitev. Uporaba računalništva v oblaku lahko npr. 
ustreza potrebam glede infrastrukture sistemov za analitiko velepodatkov, za trajno 
shranjevanje in upravljanje podatkov pa so bili predlagani porazdeljeni datotečni sistemi in 
NoSQL podatkovne baze. Na podlagi takih inovativnih tehnologij in platform je mogoče 
razviti različne aplikacije na podlagi velepodatkov, vendar uvajanje in uporaba sistemov za 
analitiko velepodatkov ni trivialna naloga. Chen et al. (2014) v preglednem delu na podlagi 




• Predstavitev podatkov. Mnoge podatkovne množice so heterogene glede na tip, 
strukturo, semantiko, organiziranost in dostopnost. Cilj predstavitve podatkov je 
narediti podatke bolj pomenljive za računalniško analizo in interpretacijo 
uporabnika. Neustrezna predstavitev podatkov zmanjša vrednost, pridobljeno iz 
podatkov, in oteži učinkovito izvajanje analize. Učinkovita predstavitev podatkov 
naj bi odražala strukturo in druge lastnosti podatkov ter omogočala učinkovite 
operacije s podatkovnimi množicami. 
• Zmanjšanje redundantnosti in zgoščevanje podatkov. Na splošno je stopnja 
redundantnosti v podatkovnih množicah zelo visoka. Zmanjšanje redundantnosti in 
zgoščevanje podatkov lahko učinkovito zmanjšata posredne stroške celotnega 
sistema, čeprav se potencialna vrednost v podatkih ne zmanjša. Veliko podatkov, ki 
jih ustvarjajo senzorske mreže, je npr. redundantnih, lahko pa jih filtriramo in 
komprimiramo. 
• Upravljanje življenjskega cikla podatkov. Medtem ko sistemi za shranjevanje 
relativno napredujejo, vsepovsod razširjeno senzoriranje in računalništvo dnevno 
generirata nepredstavljivo velike količine podatkov. Trenutni sistemi za shranjevanje 
niso kos takim količinam podatkov. Kakšna je vrednost v podatkih, je pogosto 
odvisno od tega, kako sveži so podatki. Zato bo treba razviti načela za ugotavljanje 
uporabnosti podatkov, ki bodo določala, katere podatke se splača shranjevati in 
katerih ne. 
• Analitični mehanizmi. Sistemi za analitiko velepodatkov morajo biti zmožni 
procesirati velike količine heterogenih podatkov v sprejemljivem času. Tradicionalni 
RDBMS niso skalabilni in razširljivi, zaradi česar ne morejo ustrezati zahtevam 
velepodatkov. Nerelacijske podatkovne baze so pokazale edinstveno prednost pri 
procesiranju nestrukturiranih podatkov in postale značilna orodja za analitiko 
velepodatkov; še vedno je nekaj težav z nerelacijskimi podatkovnimi bazami v 
smislu zmogljivosti in pri specifičnih aplikacijah. Potrebne so torej raziskave in 
razvoj podatkovnoanalitičnih  mehanizmov, ki bodo omogočali učinkovito delovanje 
sistemov za analitiko velepodatkov. 
• Zaupnost podatkov. Večina lastnikov in ponudnikov storitev velepodatkov zaradi 
pomanjkanja kapacitet ne more učinkovito vzdrževati in analizirati tako velikih 
podatkovnih množic. Uporabiti morajo zunanje strokovnjake in orodja, ki so kos 
analizi takih podatkov, kar lahko poveča varnostno tveganje. Tako npr. transakcijske 
podatkovne množice na splošno vsebujejo celotne operacijske podatke, ki so gonilo 
za izvajanje poslovnih procesov. Taki podatki vsebujejo podrobne in občutljive 
informacije, npr. številke bančnih kartic. Zato mora biti analiza velepodatkov 
prepuščena tretjim osebam le, če so zagotovljeni ustrezni preventivni ukrepi, ki 
zavarujejo občutljive podatke in s tem zagotovijo varnost. 
• Upravljanje energije. Energija, ki jo porabijo računalniški sistemi, je pritegnila 
veliko pozornosti tako z ekonomskega kot okoljskega vidika. S povečevanjem 
količine podatkov in podatkovnoanalitičnih zahtev bodo procesiranje, shranjevanje 
in prenos velepodatkov zahtevali vse več električne energije, zato bodo potrebni 
ustrezni krmilni in upravljalni mehanizmi. 
• Prilagodljivost. Sistemi za analitiko velepodatkov morajo biti kos sedanjim in 
prihodnjim podatkovnim množicam. Podatkovnoanalitični algoritmi morajo biti 
sposobni procesirati podatkovne množice, ki postajajo vse večje in kompleksnejše. 
• Sodelovanje. Analiza velepodatkov je interdisciplinarno raziskovalno področje, ki za 
izkoriščanje potenciala velepodatkov zahteva strokovnjake z različnih področij. 




različnih področij dostopati do podatkov in ki bodo omogočali izkoriščanje 




2.1.2. Povezane tehnologije in koncepti 
Paradigma Velepodatki je tesno povezana z nekaterimi drugimi dobro uveljavljenimi 
tehnologijami oz. koncepti, kot sta npr. računalništvo v oblaku (ang. cloud computing) in 
internet stvari (ang. internet of things). 
 
Velepodatki so predmet računsko intenzivnih operacij sistemov, ki temeljijo na 
računalništvu v oblaku. Princip računalništva v oblaku je združiti in uporabiti računske in 
pomnilniške kapacitete. Ta visoko zmogljiva računska sredstva so pogosto na voljo kot 
storitev. Razvoj sistemov računalništva v oblaku zagotavlja rešitve za shranjevanje in 
procesiranje velepodatkov, po drugi strani pa pojav velepodatkov pospešuje razvoj 
računalništva v oblaku. Porazdeljena pomnilniška tehnologija računalništva v oblaku lahko 
učinkovito upravlja velepodatke. Kapacitete vzporednega procesiranja (ang. parallel 
computing) sistemov računalništva v oblaku lahko izboljšajo učinkovitost zajema in analize 
velepodatkov (Chen et al. 2014). 
 
Pri konceptu internet stvari gre za to, da je v različne naprave in stroje vgrajeno ogromno 
število različnih senzorjev. Senzorji zbirajo različne vrste podatkov, kot so npr. okoljski, 
geografski in logistični podatki. Naprave za zajemanje podatkov v internetu stvari so lahko 
npr. mobilna oprema, transportne naprave, javne naprave in gospodinjski aparati. Obstaja 
velika potreba po uvajanju rešitev velepodatkov za aplikacije interneta stvari, medtem ko je 
razvoj na področju velepodatkov že zaostal. Ti tehnologiji sta medsebojno odvisni in ju je 
treba razvijati sočasno. Po eni strani zaradi razširjene uporabe interneta stvari podatki hitro 
količinsko naraščajo in so vse bolj raznoliki, kar zagotavlja možnost uporabe in razvoja 
sistemov velepodatkov; po drugi strani pa uporaba tehnologij velepodatkov za internet stvari 
pospešuje raziskave in poslovne modele interneta stvari (Chen et al. 2014). 
 
 
2.1.3. Nastanek in zajem podatkov 
Nastanek podatkov je prvi korak pri analitiki velepodatkov. To lahko ponazorimo z 
internetnimi podatki: pri vnosih za iskanje, pri objavljanju na spletu, spletnih straneh itd. se 
ustvari ogromno podatkov. Ti podatki imajo lahko visoko vrednost. Morda so posamično 
brez vrednosti, vendar se lahko z akumulacijo velepodatkov prepoznajo koristne 
informacije, kot so navade in hobiji uporabnikov; mogoče je celo napovedati ravnanje 
uporabnikov in njihovo čustveno razpoloženje. Na splošno so nekateri glavni viri 
velepodatkov podatki o delovanju in trgovanju podjetij, logistični podatki in podatki iz 
senzorjev v internetu stvari, internetni podatki o interakcijah in lokacijski podatki 
uporabnikov, podatki s spletnih strani, podatki, pridobljeni v znanstvenih eksperimentih, 
biomedicinski podatki, podatki zdravstvenega varstva, podatki o opazovanju vesolja itd. 





Druga faza sistema za analitiko velepodatkov vključuje zbiranje podatkov, prenos podatkov 
in predobdelavo (oz. predprocesiranje) podatkov. Ko zberemo neobdelane podatke, 
uporabimo učinkovit prenosni mehanizem in pošljemo podatke v ustrezen sistem za 
shranjevanje, ki nato podpira različne podatkovnoanalitične aplikacije. Zbrani nabori 
podatkov včasih vključujejo veliko odvečnih ali neuporabnih podatkov, ki po nepotrebnem 
povečujejo zasedeni prostor pri shranjevanju in negativno vplivajo na analizo podatkov. 
Visoka redundanca je npr. zelo pogosta med podatkovnimi množicami, ki jih zberejo 
senzorji za spremljanje okolja. Za zmanjšanje redundance lahko uporabimo tehnologije 
zgoščevanja podatkov. Predobdelava podatkov je nujna za zagotovitev učinkovitega 
shranjevanja in uporabe podatkov (Chen et al. 2014). Primeri tehnologij, metod in konceptov 
za zajem podatkov so dnevniški zapisi (ang. logfiles), spletni pajek (ang. web crawler), 
združevanje podatkov, prečiščevanje podatkov, zgoščevanje podatkov, deduplikacija, 
radiofrekvenčna identifikacija itd. (Hu et al. 2014). 
 
 
2.1.4. Shranjevanje in upravljanje podatkov 
Za shranjevanje in upravljanje velepodatkovnih množic veljajo strožje zahteve kot za 
tradicionalne množice. Shranjevanje velepodatkov pomeni shranjevanje in upravljanje 
obsežnih in heterogenih podatkovnih množic ob doseganju zanesljivosti in učinkovitega 
dostopa do podatkov. Po eni strani mora infrastruktura za shranjevanje zagotoviti zanesljivo 
in učinkovito shranjevanje podatkov, po drugi strani pa zmogljiv dostopni vmesnik za 
poizvedovanje in analizo (Chen et al. 2014). 
 
Primeri tehnologij za shranjevanje in upravljanje velepodatkov so NoSQL podatkovne baze 
in shranjevalni sistemi MongoDB, Dynamo, Voldemort, Redis, SimpleDB, BigTable, 
CouchDB, Cassandra, Hbase in Hypertable ter programski modeli MapReduce, Dryad, 
Pregel, GraphLab in Dremel (Hu et al. 2014). 
 
 
2.1.5. Tipične metode obdelave velepodatkov 
Tipične metode obdelave velepodatkov so (Chen et al. 2014): 
• Indeksiranje je učinkovita metoda za zmanjšanje stroškov pri branju in pisanju na 
disku ter za izboljšanje hitrosti vstavljanja, brisanja, spreminjanja in poizvedb v 
tradicionalnih relacijskih bazah podatkov, ki upravljajo strukturirane podatke, in v 
drugih tehnologijah, ki upravljajo delno strukturirane in nestrukturirane podatke. 
Vendar ima indeksiranje tudi pomanjkljivost: potrebno je dodatno shranjevanje 
indeksnih datotek, ki jih je treba dinamično vzdrževati, ko se podatki posodabljajo. 
• Razprševanje (ang. hashing) je metoda, ki podatke z uporabo razprševalne funkcije 
pretvarja v krajše numerične vrednosti fiksne dolžine ali vrednosti indeksa. Prednosti 
razprševanja so hitro branje, pisanje in visoka hitrost poizvedb, vendar je težko 
poiskati ustrezno razprševalno funkcijo. 
• Bloomov filter je sestavljen iz niza razpršitvenih (ang. hash) funkcij. Načelo 
Bloomovega filtra je shranjevanje razpršitvenih vrednosti namesto same vrednosti 




prostorska učinkovitost in visoka hitrost poizvedb, pomanjkljivosti pa nepravilno 
prepoznavanje in brisanje. 
• Triel (tudi ang. triel tree) je različica razprševalnega drevesa (ang. hash tree). Glavna 
ideja je izkoristiti skupne predpone znakovnih nizov, da bi dosegli čim boljšo 
učinkovitost poizvedb. 
• Vzporedno procesiranje. V primerjavi s tradicionalno serijsko računalniško obdelavo 
se vzporedno procesiranje nanaša na hkratno uporabo več računskih virov za 
dokončanje računske naloge. Osnovna ideja je razgraditi problem na več ločenih 
procesov, ki se samostojno zaključijo. 
 
 
2.1.6. Tradicionalne metode analize 
Analiza podatkov pomeni zgoščevanje in luščenje informacij, skritih v podatkovnih 
množicah (Chen et al. 2014). Analiza podatkov je v konceptu verige vrednosti zadnji korak 
pri pridobivanju vrednosti iz podatkov. Analiza podatkov je bistvena npr. za države pri 
izdelavi razvojnih načrtov, za trgovce pri razumevanju zahtev strank in za podjetja pri 
predvidevanju tržnih trendov. Analiza velepodatkov je v bistvu analiza posebne vrste 
podatkov. Za analizo velepodatkov se še vedno lahko uporabljajo številne tradicionalne 
metode analize podatkov. V nadaljevanju je navedenih in na kratko opisanih več primerov 
tradicionalnih metod analize, ki jih lahko uporabimo za analizo velepodatkov: 
• Gručenje (ang. clustering) je metoda za združevanje objektov v homogene skupine 
oz. razvrščanje objektov v skupine glede na opazovane lastnosti, tako da je 
homogenost objektov v isti skupini visoka. 
• Faktorska analiza se uporablja za opisovanje odnosov med mnogimi elementi z 
majhnim številom faktorjev, tj. grupiranje nekaj tesno povezanih spremenljivk v 
faktor, nato pa se le nekaj faktorjev uporabi za nadaljnje razkrivanje informacij iz 
podatkov. 
• Korelacijska analiza je metoda za preučevanje soodvisnosti med opazovanimi pojavi 
oz. spremenljivkami.  
• Regresijska analiza je matematično orodje za razkrivanje korelacij med eno 
spremenljivko in (običajno) nekaj drugimi spremenljivkami. Na podlagi npr. 
eksperimentov ali opazovanih podatkov je mogoče z regresijsko analizo na podlagi 
vrednosti drugih spremenljivk ugotoviti numerične vrednosti opazovane 
spremenljivke. 
• A/B testiranje je metoda za določanje, kako izboljšati ciljne spremenljivke s 
primerjavo testnih skupin. Primerjamo dve varianti neke spremenljivke in 
ugotavljamo, katera od njiju je učinkovitejša. 
• Statistična analiza temelji na statistični teoriji, kjer sta naključnost in negotovost 
modelirani z verjetnostno teorijo. Statistična analiza lahko v analitiki velepodatkov  
zagotavlja opisovanje in sklepanje. Opisna statistična analiza lahko povzame in opiše 
množice podatkov, medtem ko lahko inferenčna statistična analiza na podlagi 
podatkov pripelje do spoznanj. 
• Podatkovno rudarjenje je metoda za pridobivanje skritih, vendar potencialno 
koristnih informacij in znanja iz velikih, nepopolnih, mehkih (ang. fuzzy) in 
zašumljenih podatkov. Omogoča odkrivanje vzorcev iz podatkov, ki jih z drugimi 
metodami ni mogoče odkriti oz. zaznati. Algoritmi podatkovnega rudarjenja so 




analizo in rudarjenje povezav. Primeri najbolj značilnih algoritmov podatkovnega 




Analitika velepodatkov lahko omogoči pridobivanje vrednosti prek presoje, predlogov, 
podpore in odločitev. Analiza podatkov se uporablja pri velikem številu raznovrstnih 
aplikacij, ki pa se s časom pogosto spreminjajo in so lahko zelo zapletene. Primeri vrst 
analize in ključnih področij apliciranja analitike velepodatkov so analiza strukturiranih 
podatkov, analiza besedil, analiza internetnih podatkov, analiza multimedijskih podatkov, 
analiza mrež in analiza mobilnih podatkov ter apliciranje analitike velepodatkov v podjetjih 
(marketing, predvidevanje obnašanja uporabnikov, iskanje novih poslovnih modelov, 
načrtovanje prodaje, management operacij, analiza dobavnih verig, logistika, finance itd.), 
aplikacije interneta stvari, spletna socialna omrežja, zdravstvo, biomedicina, kolektivna 
inteligenca in pametne energetske mreže (Chen et al. 2014). 
 
 
2.2. Analitika velepodatkov v proizvodnji 
Orodja, tehnike, metode in pristopi analitike velepodatkov omogočajo ali olajšajo 
upravljanje in uporabo podatkov pri razvoju in implementaciji rešitev za podatkovno 
analitiko. Tako lahko analitika velepodatkov pripomore k boljšemu obvladovanju 
kompleksnosti v proizvodnji, posledično pa se to odraža v boljših zmogljivostih proizvodnih 
sistemov. V nadaljevanju (v podpoglavju 2.2.1) je najprej predstavljen precej splošen 
koncept uvajanja analitike velepodatkov v proizvodnih sistemih. 
 
 
2.2.1. Informacijska podpora procesom v proizvodnih sistemih 
Analitika velepodatkov pripomore k boljši zmogljivosti proizvodnih sistemov s tem, da 
omogoča razvoj in implementacijo t. i. rešitev za podatkovno analitiko. Slika 2.2 v grobem 
prikazuje, kako lahko razvijemo rešitve za podatkovno analitiko in jih nato implementiramo 







Slika 2.2: Odnos med analitiko velepodatkov in proizvodnim sistemom: a) ustvarjanje rešitev za 
podatkovno analitiko in b) umestitev rešitev za podatkovno analitiko v proizvodni sistem. Osnovni 
koncept, na katerem temelji interpretacija, predstavlja Žapčević (2013). 
 
 
Analitika velepodatkov torej zagotavlja pristope, metode, tehnike in orodja, s katerimi se 
razvijejo in implementirajo rešitve za podatkovno analitiko v proizvodnem sistemu (Slika 
2.2-a). Te rešitve se nato uporabijo kot informacijska podpora za temeljni proizvodni proces 
in povratne učne zanke, ki so ključne za razvoj proizvodnega sistema (Slika 2.2-b). 
 
Rešitve za analitiko velepodatkov so največkrat sestavljene iz številnih posameznih delov 
oz. segmentov; to so različna orodja, platforme, metode itd. Zaradi raznolikosti, variabilnosti 




in zaradi problema integracije znanja in spretnosti z različnih področij uvajanje analitike 
velepodatkov v proizvodnih sistemih ni enostavno. 
 
 
2.2.2. Pregled dosedanjih raziskav 
2.2.2.1. Razdelitev in področja apliciranja 
Dosedanje raziskave na področju uporabe analitike velepodatkov v proizvodnji lahko v 
splošnem razdelimo na: 
1. raziskave, v katerih se generično uvede analitika velepodatkov v proizvodnih 
sistemih, iščejo konceptualne rešitve in pregleduje obstoječe stanje v industriji (npr. 
Adhikari et al. 2016; Babiceanu & Seker 2015; Babiceanu & Seker 2016; Bilal et al. 
2016b; Crespino et al. 2016; Dubey et al. 2016; Dutta & Bose 2015; Gölzer et al. 
2015; Hammer et al. 2017; Hazen et al. 2014; Huber et al. 2016; Ismail et al. 2019; 
Kazuyuki et al. 2016; Kong et al. 2014; Lee et al. 2013, 2014, 2015a, 2015b; Marini 
& Bianchini 2016; O’Donovan et al. 2015a; O’Donovan et al. 2015b; Shao et al. 
2012; Shin et al. 2014; Stark et al. 2014; Tao et al. 2018; Thompson & Kadiyala 
2014; Wang & Alexander 2016; Wang L. & Wang G. 2016; Wang et al. 2016; Xiang 
et al. 2016; Zhang et al. 2017a; Zhang et al. 2017b; Zhong et al. 2016b), ter na 
2. raziskave in razvoj specializiranih namenskih rešitev, ki se med seboj razlikujejo z 
vidika področja uporabe, generalizacije, uporabe tipičnih elementov analitike 
velepodatkov ter namembnosti in celovitosti predstavljenih rešitev. Objave med 
drugim opisujejo rešitve za: 
• diagnosticiranje napak (npr. Arnold 2016; Bastani 2016; Hu et al. 2015; 
Huber et al. 2016; Ing et al. 2017; Kumar et al. 2016; Lei et al. 2016; Mangal 
& Kumar 2016; Mohanty et al. 2015; Tsuda et al. 2015; Yin & Zhao 2016; 
Yu 2016), 
• nadzor stanj sistemov (Butte & Patil 2016; D’Oca & Hong 2015; Fan et al. 
2015; Kaewunruen 2014; Kang et al. 2016; Kohlert & König 2016; Koo et al. 
2015; Liu & Jiang 2016; Phillips et al. 2015; Thompson & Kadiyala 2014; 
Tsuda et al. 2015), 
• iskanje ključnih značilk (Wang & Zhang 2016; Xu S. et al. 2016; Yu 2016), 
• napovedovanje porabe energije (Grolinger et al. 2016; Shin et al. 2014), 
• napovedovanje obrabe orodja (Han & Chi 2016), 
• napovedovanje topologije površine (Wang M. et al. 2015), 
• napovedovanje časov proizvodnega cikla (Wang & Zhang 2016), 
• analizo podatkov eksperimentov (Green 2015), 
• podporo pri snovanju izdelkov (Afshari & Peng 2015), 
• ugotavljanje vzrokov za izboljšanje učinkovitosti delovanja sistemov (Chien 
et al. 2015; Zhong et al. 2015a), 
• analizo dobavnih verig (Hazen et al. 2014), 
• modeliranje proizvodnih podatkov (Gölzer et al. 2015; Marini & Bianchini 
2016; Shin et al. 2014), 
• vizualizacijo podatkov (Zhong et al. 2016a), 




• preučevanje vplivov velikosti in hitrosti podatkov na učinkovitost sistemov 








Podatki, ki se uporabljajo v raziskavah oz. so predvideni za uporabo z razvitimi rešitvami za 
podatkovno analitiko, izvirajo iz proizvodnega okolja in od drugod, npr. z interneta (Chae 
2015; Xu W. et al. 2016), vozil v obratovanju in senzorskih mrež na krajih dogodkov. 
 
 
Uporaba tipičnih konceptov analitike velepodatkov 
 
Raziskavam je skupna uporaba tipičnih konceptov analitike velepodatkov, kot so 
identifikacija novih potencialno uporabnih izvorov podatkov, združevanje podatkov in 
njihova inovativna uporaba, da bi se izboljšala učinkovitost delovanja sistemov. 
 
 
Uporaba tipičnih tehnologij velepodatkov 
 
V literaturi so predstavljene študije, v katerih se v proizvodnih sistemih implementira in 
praktično predstavi uporaba tipičnih tehnologij velepodatkov, kot so npr. napredne NoSQL 
podatkovne baze in programski okvir Hadoop. Primeri takih raziskav so opisani v naslednjih 
delih: Hu et al. 2015; Kang et al. 2016; Karapetyan 2016; Kumar et al. 2016; Lin et al. 2016; 




Poudarek glede na tipično strukturo sistema za analitiko velepodatkov 
 
Največkrat je glede na koncept verige vrednosti poudarjena faza analize, premalo pozornosti 
pa je posvečene drugim fazam (nastanek, zajem, shranjevanje), ki bi v praksi pospešile 




Problem redundantnosti rešitev 
 
Današnji pristopi ločenega in redundantnega uvajanja rešitev za podatkovno analitiko 
postajajo čedalje večji problem, vendar se pojavljajo tudi že nekatere rešitve. Tako Lenz et 
al. (2018) v raziskavi predlagajo koncept, v katerem je obravnavan zgoraj omenjeni problem 







Uporaba inteligentnih metod 
 
Uporaba inteligentnih hevrističnih pristopov in tehnik analize podatkov (npr. rudarjenje 
podatkov, strojno učenje) je pogosto posledica zahtev po hitrosti in avtomatizaciji. Te 
metode se na splošno izkažejo za učinkovite pri diagnosticiranju napak v kompleksnih 
proizvodnih procesih, kjer so stanja procesov opisana z netrivialnimi kombinacijami 
velikega števila parametrov (Precup et al. 2015). Inteligentne hevristične metode analize 
omogočajo visoko stopnjo avtomatizacije in prepoznavanje zapletenih vzorcev, ki presegajo 
človekovo zmogljivost. Na tem področju izkazuje izjemno dobre rezultate metoda 
globokega učenja (ang. deep learning) (Wang et al. 2018). Vsekakor pa se te metode v praksi 
zaenkrat le redko uporabljajo. Razlog za to je najverjetneje pomanjkanje študij o celostnih 
rešitvah, ki bi z vključevanjem poznavanja inženirskega okolja opisovale tudi praktične 
načine predstavitev rezultatov analiz in njihovo dejansko uporabo v realnem industrijskem 
okolju ter ki bi končnemu uporabniku zagotavljale dovolj veliko stopnjo zaupanja. 
 
 
Pomanjkanje uporabnih rešitev 
 
Raziskave, v katerih bi bil predstavljen razvoj celovitih in generičnih rešitev za podatkovno 
analitiko in v praksi uporabnih referenčnih modelov za uvajanje analitike velepodatkov v 
proizvodnih sistemih, so v literaturi maloštevilčne. 
 
O’Donovan et al. (2015a) v preglednem delu, v katerem je sistematično predstavljena 
literatura o uporabi velepodatkov v proizvodnji, analizirana dela uvrstijo v štiri dimenzije: 
(1) vrsta raziskave (potrjevanje, vrednotenje, rešitev, t. i. filozofska raziskava5, mnenje in 
izkušnja), (2) področje proizvodnje (dizajn, proces in planiranje, obvladovanje kakovosti, 
vzdrževanje in diagnoza, načrtovanje proizvodnje, krmiljenje, okolje/zdravje/varnost ter 
virtualna proizvodnja), (3) vrsta prispevka (arhitektura, okvir, teorija, metodologija, model, 
platforma, proces in orodje) ter (4) vrsta analitike (opisna, napovedna in predpisna). 
Nekatere izmed ugotovitev tega preglednega dela so naslednje: 
• opazen je porast literature na analiziranem raziskovanem področju; 
• glede na vrsto raziskav prevladujejo t. i. filozofske raziskave, nato pa sledijo 
raziskave, poimenovane »rešitev« (reševanje določenega problema in predstavitev 
manjšega primera rešitve v praksi); 
• glede na vrsto prispevka prevladujejo dela, opredeljena kot »teoretična« (raziskave, 
v katerih je predstavljen razvoj visokonivojskih smernic in načrtov za nek problem), 
nato sledijo dela, katerih doprinos k znanosti je mogoče razumeti kot »okvir« 
(raziskave, ki opisuje združitev več programskih knjižic, ki rešujejo določen problem 
in omogočajo tudi razširitev), ter dela, opredeljena kot »platforma« (raziskave, ki 
opisuje sistem s strojnimi in programskimi komponentami, ki omogočajo izvršljivo 
aplikacijo); 
• najpogostejša vrsta analitike v preučenih delih je napovedna analitika. 
 
Ismail et al. (2019) v preglednem delu ugotavljajo, da v obstoječi literaturi (1) pogosto niso 
navedene zahteve za podatkovnoanalitične sisteme pred samim načrtovanjem teh sistemov, 
da (2) izbire in odločitve glede orodij za podatkovno analitiko pogosto niso upravičene ter 
                                                 








2.3. Koncepti in referenčni modeli pri uvedbi analitike 
velepodatkov 
2.3.1. Koncepti in referenčni modeli na področju proizvodnje 
V literaturi so že predstavljeni nekateri koncepti in referenčni modeli za razvoj in 
implementacijo rešitev za analitiko velepodatkov za različne namene v proizvodnji. Primeri 
takih konceptov in modelov so omenjeni v nadaljevanju. 
 
Zhang et al. (2017a) predlagajo splošno arhitekturo analitike velepodatkov za sprejemanje 
boljših odločitev PLM (ang. Product Lifecycle Management) in CP (ang. Cleaner 
Production) v celotnem življenjskem ciklu izdelka. Zhang et al. (2017b) predlagajo okvir za 
upravljanje življenjskega cikla proizvoda na podlagi velepodatkov. Wang et al. (2016) 
opisujejo precej splošna okvira za pametno tovarno (ang. smart factory), ki temeljita na 
računalništvu v oblaku in velepodatkih. Shao et al. (2012) predlagajo okvir, ki olajša razvoj 
platform za podatkovno analitiko in informacijskih modelov za trajnostno proizvodnjo z 
omogočanjem integracije komponent simulacijskih in optimizacijskih modelov za analizo 
procesov na različnih operacijskih nivojih. Xiang et al. (2016) v kontekstu velepodatkov 
predstavljajo okvir za združevanje in delitev proizvodnih virov. Yang et al. (2014) 
predlagajo arhitekturo sistema za analizo proizvodnih podatkov s tehnikami rudarjenja 
procesov (ang. process mining techniques). Huber et al. (2016) se ukvarjajo s porazdeljeno 
arhitekturo, ki temelji na računalništvu v oblaku in velepodatkih ter je namenjena razvoju 
rešitev za odkrivanje napak pri izvajanju procesov in iskanju izvornih vzrokov. Gölzer et al. 
(2015) opisujejo pristop apliciranja tehnik velepodatkov kot razširitev obstoječih metod za 
implementacijo procesov odločanja pri načrtovanju in delovanju globalnih proizvodnih 
mrež. Dutta & Bose (2015) predstavljajo okvir za implementacijo projektov velepodatkov 
(ang. big data projects) v podjetjih. Babiceanu & Seker (2015) med drugim predlagata okvir 
proizvodnih kibernetsko-fizičnih sistemov, kot pomemben element pa poudarjata tudi 
kibernetsko varnost takih sistemov. Kong et al. (2014) predlagajo okvir »mrežne 
proizvodnje« (ang. network manufacturing) v »okolju velepodatkov«. Shin et al. (2014) 
predstavljajo funkcionalno arhitekturo za pridobivanje modelov za podatkovno analitiko. 
Hammer et al. (2017) predstavijo metodo za spremljanje učinkovitosti proizvodnje, ki 
upošteva tudi aktualno problematiko velepodatkov. Krumeich et al. (2014) obravnavajo 
arhitekturo za implementacijo napovednih sistemov v podjetjih. Predlagana arhitektura za 
doseganje funkcionalnosti vključuje tudi elemente analitike velepodatkov. Lechevalier et al. 
(2014) opisujejo okvir za aplikacije napovedne analitike v proizvodnji glede na specifična 
področja. Glavni prispevek v O’Donovana et al. (2015b) je nabor podatkov in sistemskih 
zahtev za implementacijo aplikacij za vzdrževanje opreme v industrijskem okolju ter model 
informacijskega sistema, ki zagotavlja skalabilno in robustno združevanje, procesiranje in 
analizo podatkov industrijske opreme. Tao et al. (2018) predlagajo okvir za pametno 
proizvodnjo, ki je sestavljen iz štirih modulov: proizvodni modul, podatkovno gnan modul, 





V zgoraj navedenih delih so z uporabo različnih abstrakcij opisani vloga in načini uporabe 
velepodatkov in implementacije aplikacij analitike velepodatkov v proizvodnji. Ker gre za 
relativno novo raziskovalno področje, terminologija še ni usklajena; tako je lahko npr. pojem 
»okvir« različno razumljen in opredeljen. To je prikazano v preglednem delu O’Donovana 
et al. (2015a), v katerem je sistematično opisana literatura o uporabi velepodatkov v 
proizvodnji in v katerem so analizirana dela uvrščena glede na vrsto doprinosa v osem 
kategorij (arhitektura, okvir, teorija, metodologija, model, platforma, proces in orodje). Ena 
izmed teh kategorij je torej »okvir«, ki je v tem primeru opredeljen kot raziskava, ki opisuje 
združitev več programskih knjižic, ki rešujejo določen problem in omogočajo tudi razširitev. 
V kontekstu okvira, katerega razvoj in uporaba sta predstavljena v tej disertaciji, je pojem 
»okvir« definiran širše. 
 
Razvoj referenčnih modelov analitike velepodatkov je vsebina raznih projektov, kot je npr. 
projekt NIST-a (ang. National Institute of Standards and Technology) z naslovom »Data 
Analytics for Smart Manufacturing Systems«. Dejavnosti v tem projektu zajemajo tudi razvoj 
večnivojskega okvira, ki bo olajšal integracijo orodij podatkovne analitike v operacijske 
tehnologije. Tak okvir bo uporabniku omogočal vzdrževanje operacijskih specifikacij v 
združenem in koherentnem repozitoriju ter dostop do različnih storitev podatkovne analitike 
za izvajanje analiz in vrednotenj. 
 
 
2.3.2. Splošni koncepti in referenčni modeli 
Obstajajo tudi splošnejši referenčni modeli in koncepti, s katerimi si lahko pomagamo pri 
razvoju in implementaciji rešitev za analitiko velepodatkov. Primer za to je od tehnologije 
neodvisna referenčna arhitektura za sisteme velepodatkov (Pääkkönen & Pakkala 2015), v 
kateri je podana tudi klasifikacija tehnologij, produktov in storitev velepodatkov. 
Demchenko et al. (2014) predlagajo celostni arhitekturni okvir analitike velepodatkov, ki 
vsebuje infrastrukturo, analitiko, referenčne modele in strukture podatkov, upravljanje 
življenjskega cikla velepodatkov (ang. big data lifecycle management) in tudi varnostne 
elemente. Wang et al. (2014) predlagajo okvir za zbiranje, shranjevanje in analizo 
»masivnega znanja« v sistemih računalništva v oblaku. Chen et al. (2014) ter Hu et al. (2014) 
pa so opisali splošni koncept za predstavitev arhitekture tipičnih sistemov za analitiko 
velepodatkov, tj. verigo vrednosti. 
 
Pri razvoju rešitev za podatkovno analitiko na področju proizvodnje se uporabijo tudi 
splošnejši referenčni modeli z drugih sorodnih področij, npr. referenčni model iz dela Bilala 
et al. (2016a), v katerem je predlagana arhitektura za analizo velepodatkov za podporo pri 
zmanjševanju količine gradbenih odpadkov. 
 
Pri razvoju rešitev za podatkovno analitiko so uporabljeni tudi splošni poznani modeli, ki 
niso značilni izključno za analitiko velepodatkov. Primeri takih modelov so KDD (ang. 
Knowledge Discovery in Databases), SEMMA (ang. Sample, Explore, Modify, Model, 





KDD je splošen postopek, ki vključuje uporabo metod podatkovnega rudarjenja6 (Slika 2.3). 
Ta postopek se začne z izbiro podatkov, ki naj bodo po možnosti iz več virov. Izbrane 
podatke je treba predhodno obdelati in preoblikovati tako, da so primerni za proces 
podatkovnega rudarjenja. Izhod iz procesa podatkovnega rudarjenja so napovedni modeli 
in/ali opisni vzorci. Razlaga teh modelov ali vzorcev lahko pripelje do odkrivanja novega in 




Slika 2.3: Postopek KDD (Fayyad et al. 1996). 
 
 
SEMMA je metodologija, ki jo je razvil inštitut SAS. Pojasnjuje, kako izvajati proces 
podatkovnega rudarjenja. Metoda SEMMA razdeli podatkovno rudarjenje na pet faz: (1) 
vzorčenje – priprava statistično reprezentativnega vzorca podatkov; (2) raziskovanje – 
apliciranje raziskovalnih, statističnih in vizualizacijskih tehnik; (3) modifikacija – izbira in 
transformacija spremenljivk, ustvarjanje dodatnih spremenljivk, identifikacija osamelcev 
(ang. identifying outliers), nadomestitev manjkajočih vrednosti itd.; (4) modeliranje – 
ustvarjanje modelov za napovedovanje izhodnih spremenljivk; in (5) ocena – potrditev 
natančnosti modelov. SEMMA je ciklični proces; koraki se po potrebi lahko izvedejo 
iterativno (Obenshain 2004). 
 
Model CRISP-DM (Chapman et al. 1999; Chapman et al. 2000) zagotavlja pregled nad 
izvajanjem projekta apliciranja metode rudarjenja podatkov. Projekt je sestavljen iz šestih 
faz (Slika 2.4). Sekvenca faz ni striktna. Pogosto je potrebno prehajanje med fazami. 
Prehajanje je odvisno od faze in naloge znotraj faze. Puščice (Slika 2.4) prikazujejo 
najpomembnejše in najpogostejše prehode med fazami. Zunanji krog simbolizira ciklično 
naravo rudarjenja podatkov. V procesu pridobljeno znanje in implementirana rešitev lahko 
sprožita nova, pogosto bolj fokusirana vprašanja. Pri poznejših procesih rudarjenja podatkov 
bodo uporabljene izkušnje, pridobljene pri predhodnih procesih. Tabela 2.1 podaja opise 
posameznih faz modela CRISP-DM. 
 
 
                                                 






Slika 2.4: Faze modela CRISP-DM (Chapman et al. 1999).  
 
 
Tabela 2.1: Faze modela CRISP-DM (Chapman et al. 1999). 




Faza razumevanja področja apliciranja se osredotoča na cilje projekta in zahteve z 
vidika področja apliciranja, uporabo tega razumevanja za definicijo problema 
podatkovnega rudarjenja ter dizajniranje preliminarnega načrta za doseganje ciljev. 
Razumevanje 
podatkov 
Faza razumevanja podatkov se začne z začetno zbirko podatkov in nadaljuje z 
dejavnostmi za spoznavanje podatkov, prepoznavo problemov, povezanih s 
kakovostjo podatkov, pridobivanjem prvih vpogledov v podatke itd. 
Priprava 
podatkov 
Faza priprave podatkov zajema dejavnosti za sestavo končne množice podatkov 
(množica podatkov, ki bo posredovana modelirnim orodjem) iz začetnih surovih 
podatkov. Naloge priprave podatkov so izvedene večkrat in ponavadi ne po 
predpisanem zaporedju. Naloge vključujejo izbiro tabel, posnetkov in atributov ter 
transformacijo in čiščenje podatkov. 
Modeliranje V fazi modeliranja se izberejo in uporabijo različne tehnike modeliranja ter izberejo 
oz. poiščejo ustrezne nastavitve pripadajočih parametrov. Ponavadi več tehnik 
ustreza istemu tipu problema podatkovnega rudarjenja. Nekatere tehnike imajo 
specifične zahteve glede vhodnih podatkov, zato je pogosto potrebno vračanje v fazo 
priprave podatkov. 
Evalvacija V fazi evalvacije je treba zgraditi napovedni ali opisni model (ali modele), za katere 
se zdi, da so z vidika analize visoko kakovostni. Pred končno fazo uvajanja je 
pomembna skrbna evalvacija modela in pregled korakov pri izgradnji modela, da se 
prepričamo, da smo korektno dosegli zastavljene cilje. Ključni cilj je ugotoviti, ali 




Na koncu te faze naj bi se oblikovala odločitev o uporabi rezultatov podatkovnega 
rudarjenja. 
Uvajanje Izgradnja modela na splošno ne pomeni konca projekta. Namen modela je povečati 
znanje, pridobljeno iz podatkov. Pridobljeno znanje mora biti organizirano in 
predstavljeno tako, da to razume končni uporabnik. Faza uvajanja je lahko preprosta, 
npr. priprava poročila, ali pa bolj zapletena, npr. implementacija ponavljajočega se 
avtomatiziranega procesa rudarjenja podatkov. Pogosto vodi korake uvajanja 
uporabnik in ne strokovnjak s področja informatike. Čeprav bo korake uvajanja 
izvajal uporabnik, je pomembno, da razume, katera dejanja bo moral izvesti pred 
dejansko uporabo zgrajenih modelov. 
 
 
Pri uvajanju analitike velepodatkov gre za problem, ki je širši od tistega, ki ga obravnavajo 
posamezni modeli, npr. zgoraj opisani KDD, SEMMA in CRISP-DM. Te modele je mogoče 
skupaj z drugimi elementi kljub temu uporabiti pri reševanju te problematike in so v bistvu 
del širšega koncepta za uvajanje analitike velepodatkov v proizvodnih sistemih, ki bo 
predstavljen v naslednjem poglavju. 
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3. Konceptualni okvir 
Nabor orodij za podatkovno analitiko in količina ustvarjenih podatkov postajata vse večja in 
vse bolj raznolika. Cilj deležnikov je iz podatkov pridobiti čim večjo vrednost. Na eni strani 
je skupina deležnikov, ki ima znanje in spretnosti, ki jim omogočajo uporabo naprednih 
pristopov, metod, tehnik in orodij za podatkovno analitiko. Na drugi strani pa je skupina 
deležnikov s področja proizvodnje, ki jo sestavljajo subjekti s praktičnim in ekspertnim 
poznavanjem proizvodnih procesov ter inženirskim poznavanjem proizvodnih sistemov. 
Kako uporabiti pristope, bogat nabor metod, tehnik in orodij za podatkovno analitiko na 
podatkih (1) ter kako povezati raznolike skupine deležnikov, da bi povečali pridobljeno 
vrednost iz podatkov (2)? Na ti vprašanji sistematično odgovarja v nadaljevanju 
predstavljeni konceptualni okvir. 
 
 
3.1. Osnova in splošni opis 
Razvoj konceptualnega okvira temelji: 
1. na opazovanju, upoštevanju in uporabi obstoječih pristopov in rešitev iz literature in 
prakse, to so: 
a. pristopi ter razvoj in implementacija rešitev za podatkovno analitiko na 
področju proizvodnje in 
b. drugi splošnejši pristopi in rešitve uvajanja napredne podatkovne analitike 
(tudi z drugih področij, ne le iz proizvodnje), ter 
2. na razvoju in raziskavah različnih aplikacijskih rešitev, ki so predstavljene v četrtem 
poglavju. 
 














Tabela 3.1: Opredelitev ključnih izrazov. 
Izraz Opredelitev 
Okvir Okvir razumemo kot okolje, ki vsebuje vse potrebne elemente za nek namen. 
Namen predlaganega okvira je razvoj in implementacija rešitev za analitiko 
velepodatkov v proizvodnih sistemih, da bi se iz podatkov izluščila vrednost 





Izraz rešitev za podatkovno analitiko (ali analitična rešitev) je opredeljen kot 
sistem, ki v delujočo celoto povezuje konceptualne, metodološke, programske 
in/ali strojne komponente, njegov namen pa je prek upravljanja in analiziranja 
podatkov iz podatkov pridobiti vrednost. Rešitev za podatkovno analitiko je 
bodisi v obliki implementiranega ponavljajočega se procesa analize podatkov 
bodisi v obliki odkritega novega znanja. Njen namen je pridobiti vrednost iz 
podatkov v obliki informacijske podpore procesom v proizvodnih sistemih, 
kar bo omogočilo boljše obvladovanje kompleksnosti v proizvodih sistemih 
in posledično izboljšalo njihovo zmogljivosti. Opredeljuje metode za zajem, 
shranjevanje in/ali analizo podatkov, nabor strojne in programske opreme, 




Cilj je izboljšati zmogljivost proizvodnega sistema. V skladu z zgornjima opredelitvama je 
za doseganje tega cilja treba razviti in implementirati rešitve za podatkovno analitiko v 
proizvodnih sistemih. Torej, kako razviti in implementirati te rešitve (1) in kakšni gradniki 
so za to potrebni (2)? Razviti okvir vsebuje temeljni konceptualni orodji, in sicer abstrakciji, 
ki prikazujeta, (1) kako oz. po kakšnem postopku se take rešitve lahko razvijejo in 
implementirajo v proizvodnih sistemih in (2) kaj vse je za to potrebno. Ti temeljni orodji sta 
(1) urejen kontrolni seznam potrebnih elementov (Slika 3.1-a) ter (2) referenčni postopek 
razvoja in implementacije rešitev za podatkovno analitiko, ki ga Slika 3.1-b prikazuje v 










Slika 3.1: Ključni abstraktni orodji predlaganega okvira: a) seznam potrebnih elementov in b) 





Predlagani konceptualni okvir opredeljuje vse pomembne elemente, ki so potrebni za razvoj 
in implementacijo rešitev za podatkovno analitiko v proizvodnih sistemih. Elementi okvira 
so v seznamu (Slika 3.1-a) (1) v eni dimenziji razporejeni glede na to, kako močno so 
povezani s primarnima področjema: (a) analitika velepodatkov in (b) proizvodni sistemi; (2) 
v drugi dimenziji pa so elementi razporejeni v tri nivoje abstrakcije (od spodaj navzgor, od 
najmanj do najbolj abstraktnega nivoja): (a) implementacijski nivo, (b) referenčni modeli ter 
(c) znanja in spretnosti. 
 
Referenčni postopek (Slika 3.1-b), prikazan kot funkcijski diagram, predlaga postopek, kako 
po korakih razviti in implementirati rešitve za podatkovno analitiko. Za vsako fazo (na sliki 
prikazano s pravokotnikom z imenom faze v sredini) so označeni vhodi in izhodi (vhodne in 
izhodne puščice na levi in desni strani pravokotnika) ter najverjetneje potrebni krmilni vhodi 
(navzdol usmerjene puščice na zgornji strani pravokotnika) in mehanizmi/sredstva (navzgor 
usmerjene puščice na spodnji strani pravokotnika). Ta referenčni postopek je osrednji 
element okvira, saj je povezan z vsemi drugimi elementi in medsebojno povezuje vse 
elemente okvira. 
 




3.2. Elementi okvira 
3.2.1. Implementacijski nivo 
Proizvodni sistem 
 
Osnovni element na implementacijskem nivoju okvira je opazovani proizvodni sistem, 






Upravljanje znanja je pomemben element, saj omogoča upravljanje obstoječega znanja ter 






Realni podatki so praktično vselej pogoj za izvajanje raziskav na področju analitike 
velepodatkov ter za razvoj, implementacijo in delovanje rešitev za podatkovno analitiko. 
Podatki lahko izvirajo iz proizvodnega sistema ali od drugod. Primeri podatkov, ki izvirajo 
iz proizvodnega sistema, so podatki o izvajanju delovnih procesov, podatki o proizvodih in 
sredstvih, rezultati kontrole kakovosti, testiranj ter poslovni podatki o naročilih, dobavah, 
rokih in cenah. Podatki lahko izvirajo iz podatkovnih baz, kjer se hranijo podatki o izvajanju 




enotah krmilnikov itd. Drugi del podatkov pa ne izvira (neposredno) iz proizvodnega 





Projektni tim je skupina posameznikov, ki upravlja in realizira procesa razvoja in 
implementacije rešitev za podatkovno analitiko. Projektni tim mora zaradi kompleksnosti 
delovanja proizvodnih sistemov ter zaradi relativno zahtevnega področja informacijskih in 
komunikacijskih tehnologij zagotavljati veliko interdisciplinarnost, ki jo posameznik oz. 
majhna skupina posameznikov težko doseže. Za zagotovitev potrebne interdisciplinarnosti 
morajo člani projektnega tima izhajati z več nivojev in iz več delov proizvodnega sistema in 
najverjetneje tudi od drugod, npr. iz raziskovalnih institucij, ki sodelujejo s proizvodnim 
podjetjem. Dobra komunikacija in sodelovanje znotraj projektnega tima je pogoj za uspešen 
razvoj in implementacijo rešitev za analitiko velepodatkov. 
 
 
Strojna in programska oprema 
 
Ena od skupin elementov na implementacijskem nivoju je skupina strojnih in programskih 
orodij, ki jih potrebujemo za implementacijo podatkovne analitike. 
 
Programska orodja lahko razdelimo na: 
1. orodja za shranjevanje in drugo upravljanje velepodatkov, kot so npr. NoSQL 
podatkovne baze (MongoDB, BigTable, Dynamo itd.), programski okvir Hadoop, 
2. orodja za rudarjenje in drugo analizo podatkov, npr. programski jezik R, programska 
orodja in programske knjižnice: Rapidminer, Weka, ClowdFlows, Orange, 
Scikit-learn, Keras, Matlab itd., 
3. programski jeziki: Python, Java, C itd., 
4. druga orodja, kot so npr. orodja za vizualizacijo, zajem podatkov. 
 
 
Referenčne rešitve za podatkovno analitiko 
 
Če lahko rešitev za podatkovno analitiko, ki jo razvijemo in implementiramo, uporabimo 
tudi v drugih primerih, gre za referenčno rešitev. 
 
 
3.2.2. Znanja in spretnosti 
Znanja in spretnosti na področju proizvodnje 
 
Ključna znanja in spretnosti na področju proizvodnje so: 
1. inženirsko poznavanje proizvodnih sistemov, tj. poznavanje delovanja proizvodnih 
sistemov in njihovih elementov, gradnikov, sredstev, težav itd., 
2. poznavanje trenutnega stanja proizvodnega sistema, 




4. praktično poznavanje proizvodnih procesov, 
5. praktične izkušnje iz proizvodnega okolja, 
6. poznavanje trenutnih stanj delovnih sistemov znotraj opazovanega proizvodnega 
sistema, 
7. poznavanje informacijskih sistemov znotraj opazovanega proizvodnega sistema. 
 
Nabor znanj in spretnosti, ki izhajajo s področja proizvodnje, je torej zelo širok. Ta znanja 
in spretnosti ponavadi izhajajo (oz. so dostopna) subjektom, ki delujejo na različnih nivojih 
in v različnih delih proizvodnega sistema, ali pa celo izven proizvodnega sistema. 
 
 
Znanja in spretnosti analitike velepodatkov 
 
Znanja in spretnosti s področja analitike velepodatkov lahko po zgledu Chen et al. (2014) 
ter Grobelnik & Jaklič (2017) razdelimo na: 
1. programiranje, 
2. poznavanje tehnologij za shranjevanje in drugo upravljanje podatkov, 
3. poznavanje tipičnih metod za obdelavo velepodatkov (npr. Bloomov filter, 
razprševanje, indeksiranje, triel in paralelno procesiranje), 
4. metode analize (npr. gručenje, faktorska analiza, korelacijska analiza, regresijska 
analiza, A/B testiranje, statistična analiza in algoritmi za podatkovno rudarjenje). 
 
Nabor znanj in spretnosti s področja analitike velepodatkov je prav tako zelo obsežen ter 
zahteva heterogenost subjektov v projektnem timu in dobro medsebojno komunikacijo, 
koordinacijo in sodelovanje. Za razvoj in implementacijo uporabnih in učinkovitih rešitev je 
treba povezati znanja in spretnosti, ki izhajajo s področja analitike velepodatkov, z znanji in 
spretnostmi, ki izhajajo s področja proizvodnih sistemov. 
 
 
Znanja in spretnosti presečnega področja 
 
Del znanj in spretnosti v presečnem področju (med analitiko velepodatkov in proizvodnimi 
sistemi) so znanja in spretnosti uvedbe analitike velepodatkov v proizvodnih sistemih, ki so 
pridobljena med razvojem in implementacijo rešitev za podatkovno analitiko. Pomembno je, 
da s tem znanjem ustrezno upravljamo in ga uporabljamo v naslednjih projektih. 
 
 
3.2.3. Referenčni modeli 
Referenčni modeli proizvodnih sistemov 
 
Da lahko razvijemo in implementiramo rešitve za podatkovno analitiko v proizvodnih 
sistemih na podlagi velepodatkov, mora biti napredna podatkovna analitika ustrezno 
povezana z razumevanjem struktur ter delovanja proizvodnih sistemov in njihovih 
elementov. Obstaja več modelov in pristopov k modeliranju proizvodnih sistemov. Primeri 
najprodornejših in najuspešnejših modelov so fraktalne tovarne, holonski proizvodni 




proizvodni sistemi in proizvodne mreže (Tharumarajah, Wells & Nemes 1998; Ueda et al., 
2001; Vrabič 2012). Za potrebe tega okvira morajo referenčni modeli proizvodnih sistemov 
dobro ustrezati trenutnim razmeram v industriji ter omogočati celovit vpogled v proizvodnih 
sistemih in njihovo razumevanje. Dalje morajo omogočiti identifikacijo proizvodnih 
procesov, katerih učinkovitost bi lahko izboljšali z zmanjšanjem nepopolnosti informacij oz. 
odkrivanjem novega znanja, prepoznavanje tokov informacij, virov podatkov itd. 
 
 
Referenčni modeli proizvodnih procesov 
 
Poleg referenčnih modelov proizvodnih sistemov, ki nam omogočajo razumevanje strukture 
in delovanja proizvodnih sistemov, okvir zajema še eno skupino referenčnih modelov, ki so 
pomembni za razvoj rešitev za podatkovno analitiko in izhajajo s področja proizvodnih 
sistemov; to so referenčni modeli proizvodnih procesov. Referenčni model proizvodnega 
procesa opredeljuje, kako se izvaja nek proizvodni proces, procesne korake oz. faze, katera 
orodja oz. sredstva so potrebna ipd. Referenčni modeli proizvodnih sistemov nam pri razvoju 
rešitev za podatkovno analitiko pomagajo predvsem pri identifikaciji proizvodnih procesov, 
pri katerih je mogoče izboljšati učinkovitost prek zmanjšanja nepopolnosti informacij in 
odkrivanja novega znanja, referenčni modeli proizvodnih procesov pa se uporabljajo za 
prepoznavanje delov proizvodnih procesov, kjer je mogoče izboljšati učinkovitost z 
(dodatnim) uvajanjem podatkovne analitike, ter za iskaje praktičnih načinov za zmanjšanje 
nepopolnosti informacij in odkrivanje novega znanja. 
 
 
Referenčne arhitekture rešitev za podatkovno analitiko 
 
Namen referenčnih arhitektur je olajšati načrtovanje strukture in obnašanja 
podatkovnoanalitičnega sistema. Referenčne arhitekture olajšajo razumevanje struktur, 
obnašanja in medsebojnih povezav med elementi podatkovnoanalitičnega sistema, ki so 
lahko npr. strojna in programska orodja, podatkovni modeli, metode za upravljanje 
podatkov, shranjevanje podatkov, metode analize, orodja za vizualizacijo. Primer referenčne 
arhitekture je veriga vrednosti. V konceptu verige vrednosti je v skladu s sistemskim 
inženirskim pristopom tipični sistem za podatkovno analitiko razdeljen v štiri faze: (1) 
nastanek podatkov, (2) zajem podatkov, (3) shranjevanje podatkov in (4) analiza podatkov 
(Chen et al. 2014; Hu et al. 2014). Če se ta referenčna arhitektura uporabi pri razvoju rešitve 
za podatkovno analitiko, moramo za vsako izmed teh faz določiti in povezati ustrezna orodja, 
metode, tok podatkov itd. 
 
Sistem za podatkovno analitiko lahko strukturiramo tudi v večnivojsko strukturo, kot 
predlagajo Hu et al. (2014). Predlagana struktura ima tri nivoje: (1) infrastrukturni nivo, (2) 
računski nivo in (3) aplikacijski nivo. 
 
Primer referenčne arhitekture je tudi od tehnologije neodvisna referenčna arhitektura za 
sisteme analitike velepodatkov, ki jo predstavljata Pääkkönen & Pakkala (2015). Ta 
referenčna arhitektura temelji na analizi primerov implementacij sistemov za analitiko 
velepodatkov. Zasnovana je tako, da olajša oblikovanje arhitekture sistema ter izbiro 






Referenčni modeli tipičnih metod za obdelavo velepodatkov 
 
Načine in principe tipičnih metod za obdelavo velepodatkov (npr. Bloomov filter, 
razprševanje, indeksiranje, triel in paralelno procesiranje) opisujejo referenčni modeli v 
obliki psevdokod, zaporedij korakov/operacij, tekstovnih opisov itd. Ti referenčni modeli so 
lahko implementirani v strojni in programski opremi (implementacijska raven), v 
referenčnih modelih rešitev za podatkovno analitiko ali pa v že implementiranih rešitvah. 
 
 
Referenčne metode analize 
 
Referenčni modeli opisujejo tipične metode obdelave velepodatkov, pa tudi načine in 
principe metod za analizo podatkov (npr., gručenje, faktorska analiza, korelacijska analiza, 
regresijska analiza, A/B testiranje, statistična analiza in algoritmi za podatkovno rudarjenje). 
Te referenčne modele je mogoče implementirani v elementih na implementacijski ravni ali 
kot del referenčnih modelov rešitev za podatkovno analitiko. 
 
 
Referenčni postopki za podatkovno analitiko 
 
Drugi splošni postopki ali modeli, kot sta npr. KDD (Fayyad et al. 1996) in SEMMA, so 
lahko uporabljeni znotraj posameznih faz ali med fazami postopka razvoja in implementacije 
rešitev za podatkovno analitiko. Odločitev o uporabi teh modelov pri posameznih korakih 
razvoja in implementacije je odvisna od obravnavanega problema in vrste rešitve. 
 
 
Referenčni modeli rešitev za podatkovno analitiko 
 
Pri razvoju in implementaciji rešitev za podatkovno analitiko je v nekaterih primerih mogoče 
uporabiti modele rešitev analize podatkov, ki niso koristne le za določen proizvodni sistem 
oz. proces oz. podatke, temveč jih lahko uporabimo tudi za druge podobne proizvodne 
sisteme, procese ali podatke. Take modele imenujemo referenčni modeli rešitev za 
podatkovno analitiko. Referenčne rešitve, ki lahko vključujejo definicije arhitekture sistema, 
infrastrukturo, kombinacijo strojne in programske opreme, nabor metod analize itd., so lahko 
v celoti opredeljene ali pa so določeni samo nekateri segmenti. 
 
 
Referenčni postopek razvoja in implementacije rešitev za podatkovno analitiko 
 
Referenčni postopek razvoja in implementacije rešitev za podatkovno analitiko, ki ga v 
obliki funkcijskega diagrama prikazuje Slika 3.1-b, je osrednji element predlaganega okvira. 
Ta postopek je sestavljen iz zaporedja korakov in temelji na standardnemu procesu 
CRISP-DM (Chapman et al. 1999; Chapman et al. 2000). 
 
V referenčnem postopku za razvoj in implementacijo rešitev analitike velepodatkov v 
proizvodnih sistemih morajo biti upoštevani naslednja dejstva in zahteve: 
• trenutne (splošne) razmere v proizvodnih sistemih:  





o subjekti, ki upravljajo informacijske sisteme v podjetju, ponavadi niso 
strokovnjaki na drugih področjih informatike, na primer za napredne metode, 
kot so strojno učenje in umetna inteligenca; 
o končni uporabniki, ki bi uporabljali razvite in implementirane rešitve ter 
imeli neposredno interakcijo s podatkovnoanalitičnimi sistemi, ponavadi ne 
poznajo zgradbe in delovanja informacijskih sistemov, naprednih metod 
analize podatkov ter možnosti in potenciala analitike velepodatkov; 
o subjekti, ki dobro poznajo tehnologije analitike podatkov, in drugi 
strokovnjaki s področja informatike običajno ne poznajo dovolj dobro 
delovanja proizvodnih sistemov in njihovih procesov; 
o nabor znanj, potrebnih za razumevanje delovanja proizvodnih sistemov, 
njihovih elementov in proizvodnih procesov, je preobsežen, da bi ga lahko v 
praksi v sprejemljivem času in zadostni meri osvojil podatkovni analitik v 
fazi razumevanja ciljnega področja itd.; 
• izrazita interdisciplinarnost pri razvoju in implementaciji. Postopek naj bi omogočil 
integracijo raznolikega znanja, ki najverjetneje izhaja od več posameznikov z 
različnih področij z omejenimi komunikacijskimi možnostmi; 
• v primeru analitike velepodatkov (za razliko od bolj konvencionalne podatkovne 
analitike) je izbira tehnologije in tehnik za shranjevanje in upravljanje podatkov 
pogosto močno odvisna od uporabljenih metod in tehnik v fazi analize podatkov ter 
lastnosti obravnavanih podatkov; 
• velikost in kompleksnost podatkov onemogočata hitro in preprosto spreminjanje 
podatkovnoanalitičnega sistema za shranjevanje in upravljanje podatkov; 
• predlagani referenčni postopek mora biti cikličen, saj se novi viri podatkov pojavljajo 
znova in znova, s tem pa se pojavljajo tudi nove možnosti za zmanjšanje 
nepopolnosti informacij in odkrivanje novega znanja; 
• v proizvodnih sistemih je poleg temeljnih in samoumevnih težav, povezanih z 
nepopolnostjo informacij, težava tudi to, da natančneje opredeljenih problemov in 
potencialno uporabnih podatkovnih analitičnih rešitev pogosto ni mogoče določiti, 
ne da bi razumeli razpoložljive podatke, ne da bi integrirali znanje in ne da bi poznali 
možnosti, ki jih ponuja analitika velepodatkov. 
 
Predlagamo referenčni model za postopek razvoja in implementacije rešitev (Slika 3.1-b, na 
strani 27) kot prilagoditev metodologije CRISP-DM. Na podlagi zgornjih dejstev in zahtev 
so v predlaganem postopku nekatere faze spremenjene ali pa natančneje opredeljene (glede 
na model CRISP-DM). 
 
Predlagani postopek začnemo s fazo definiranje problema in razumevanjem razpoložljivih 
virov podatkov (faza pregled in razumevanje podatkov). V fazah pregled in razumevanje 
podatkov ter določitev načina in ciljev s povezovanjem heterogenega znanja najdemo 
inovativne ideje o načinih za zmanjšanje nepopolnosti informacij in za odkrivanje novega 
znanja ali pa odkrijemo probleme, ki so povezani z nepopolnostjo informacij in s 
pomanjkanjem znanja in za katere morda sploh nismo vedeli, da obstajajo, ali pa smo mislili, 
da take rešitve niso mogoče. V fazi določitev načina in ciljev moramo opredeliti tudi cilje 
razvojnega in implementacijskega cikla. 
 
Zaradi velikosti in heterogenosti podatkov ter varnostih in drugih razlogov pogosto ne 
moremo izvesti faz razvoja rešitev z uporabo podatkov neposredno na lokacijah, kjer so 




podatkov moramo torej zagotoviti dostop do podatkov ali, če je mogoče, pridobiti 
reprezentativen vzorec podatkov, ki ga bomo kasneje uporabili za razvoj (in delovanje) 
rešitve. 
 
Prototipna rešitev za podatkovno analitiko ima v razvoju rešitve pomembno vlogo. Osrednji 
del razvoja prototipne rešitve je razdeljen na dve fazi: 
1. razvoj arhitekture in implementacija osnove prototipne rešitve, 
2. razvoj analize. 
 
Razlog za to je vpliv izbora metod analize na učinkovitost delovanja podatkovnoanalitičnega 
sistema ter relativno zahtevna razvoj in implementacija referenčne arhitekture sistemov za 
analitiko velepodatkov v primerjavi z bolj konvencionalno podatkovno analitiko. V fazi 
razvoja in implementacije osnove za prototipno rešitev smo osredotočeni na tehnologijo in 
tehnike za shranjevanje in upravljanje podatkov, upoštevamo pa tudi potencialne metode 
analize, ki bodo uporabljene v fazi razvoj analize. V fazi razvoj analize se osredotočamo na 
iskanje končnih modelov analize, ki bodo podatkom dali pomen. Po fazi razvoj analize 
sledita fazi evalvacija in implementacija rešitve. 
 
Novi viri podatkov se vedno znova pojavljajo, pojavljajo se novi pristopi, metode, tehnike 
in orodja za podatkovno analitiko, s tem pa posledično nove možnosti za zmanjšanje 
nepopolnosti informacij in odkrivanje novega znanja. Z izvajanjem povratne zanke od faze 
implementacija nazaj na fazo pregled in razumevanje podatkov nenehno iščemo, razvijamo 
in uvajamo nove rešitve za podatkovno analitiko ter s tem izkoriščamo možnosti, ki jih 
prinaša razvoj informacijskih in komunikacijskih tehnologij ter informacijske znanosti. 
 
Tabela 3.2 nekoliko podrobneje opisuje posamezne faze referenčnega postopka. Za prikaz 
izvedljivosti predlaganega referenčnega postopka podaja Tabela 3.2 za vsako izmed faz tudi 
študijo primera, ki izhaja iz tipičnega ETO proizvodnega podjetja, ki proizvaja industrijsko 
in energetsko opremo. 
 
Tabela 3.2: Faze referenčnega postopka razvoja in implementacije rešitev. 
Ime faze Splošni opis in implementacija faze v študiji primera 
Definiranje 
problema 
Splošni opis: Namen faze definiranje problema je določiti specifično težavo, ki naj 
jo reši razvita in implementirana rešitev za podatkovno analitiko. Primeri specifičnih 
težav so npr. nenačrtovane zaustavitve stroja med proizvodnimi postopki, netočna 
ocena trajanja projekta, dolgotrajno konvencionalno iskanje in vpogled v 
dokumentacijo preteklih inženirskih projektov, da bi uporabili pridobljene izkušnje in 
znanje iz preteklih projektov. Znanje in referenčni modeli, ki so potrebni v tej začetni 
fazi, izhajajo večinoma s področja proizvodnje. 
Študija primera: V opazovanem proizvodnem podjetju so projekti za proizvodnjo 
razčlenjeni po standardnem načelu razčlenitve dela na manjše komponente7 (dele, 
module, podsklope ali višjenivojske naloge). Vsaki izmed teh komponent pripada en 
ali več delovnih nalogov. Vsak delovni nalog opredeljuje zaporedje operacij, ki jih je 
treba izvesti na različnih delovnih postajah oz. delovnih sistemih. Običajno se v 
podjetju v nekem trenutku izvaja več ducatov projektov in približno tisoč delovnih 
nalogov. Ena izmed težav, ki so povezane z upravljanjem operacij, je, da dejansko 
                                                 




zaporedje operacij delovnega naloga ni vedno enako kot načrtovano zaporedje, kar 
pomeni, da so informacije o načrtovanem zaporedju operacij nepopolne. Specifični 
problem, ki ga mora rešiti v nadaljevanju razvita in implementirana rešitev za 
podatkovno analitiko, je v tem primeru naslednji: načrtovana zaporedja operacij 




Splošni opis: Največkrat ni preprostega in hitrega načina za spoznavanje in 
razumevanje vseh podatkovnih virov. Zato je v praksi poleg razumevanja podatkov 
potreben celovit, sistematičen in učinkovit pregled vseh razpoložljivih podatkovnih 
virov. V tem kontekstu je treba vključiti obe skupini subjektov, torej (1) subjekte, ki 
poznajo informacijske sisteme v proizvodnem sistemu in z njimi vsakodnevno 
upravljajo, ter (2) subjekte, ki so inženirsko, strokovno in praktično seznanjeni s 
proizvodnim sistemom, sredstvi, procesi itd. V tej fazi so lahko uporabni tudi znanja 
in izkušnje, pridobljeni v prejšnjih ciklih izvajanja procesa razvoja in implementacije 
rešitev za podatkovno analitiko. Podatki lahko izhajajo iz podatkovnih baz, lahko jih 
v realnem času ustvarjajo procesne naprave ali pa je njihov izvor zunaj okolja 
proizvodnega sistema, npr. z interneta, iz izdelkov v uporabi. Izhod iz te faze, tj. 
seznam in razumevanje razpoložljivih virov podatkov, je treba učinkovito predstaviti 
ter ključne ugotovitve in razumevanja posredovati strokovnjakom za podatkovno 
analitiko ter subjektom, ki imajo znanje in spretnosti na področju shranjevanja in 
upravljanja podatkov ter metod in tehnik analize podatkov. 
Študija primera: Opazovano podjetje ima na voljo več virov podatkov, npr. sistem 
ERP, MES, sistem SCADA. Prilagojeni MES so v podjetju razvili in implementirali 
pred približno desetimi leti za vzpostavitev neodvisnega informacijskega in 
nadzornega sistema. MES vključuje numerične, kategorične in tekstovne opise 
proizvodnih operacij, delovnih nalogov, delovnih sistemov itd. Od začetka zbiranja 
teh podatkov do danes so bile ustvarjene in shranjene velike količine podatkov. 
Obstaja več težav, ki jih je treba upoštevati pri nadaljnji uporabi teh podatkov, to so 
npr. manjkajoči vpisi operacij, nenamerne in namerne napake ter težave, povezane z 
varnostjo in zasebnostjo ter razkritjem poslovnih skrivnosti. 
Določitev 
načina in ciljev 
Splošni opis: V tej fazi moramo identificirati proizvodne procese, pri katerih je 
mogoče izboljšati učinkovitost prek zmanjšanja nepopolnosti informacij ali prek 
odkrivanja novega znanja, in določiti potencialno koristne in praktične načine, kako 
konkretno bi to storili. Dalje, identificirati moramo potencialno uporabne vire 
podatkov, da predvidimo dimenzionalnost in velikost obravnavanih podatkov, možne 
metode analize, metode za vrednotenje in validacijo, tehnologije in metode za 
upravljanje podatkov itd. V tej fazi moramo uporabiti večino znanj in spretnosti z 
obeh osnovnih področij okvira. Na tej točki je ključno timsko delo. Pomembno vlogo 
bi imeli t. i. podatkovni znanstveniki (Davenport & Patil 2012; Grobelnik & Jaklič 
2017), ki bi olajšali sodelovanje in komunikacijo med posamezniki z različnih 
področij in s tem omogočili povezovanje heterogenih znanj, izkušenj in idej. Za 
iskanje in prikazovanje idej je na tej stopnji mogoče razviti tudi »demo« rešitve za 
podatkovno analitiko, ki temeljijo na manjših vzorcih podatkov. Na podlagi 
poznavanja težav, pogojev in možnosti moramo opredeliti cilje tega razvojno-
implementacijskega cikla. 
Študija primera: V opazovanem podjetju se v zadnjih letih kopičijo velike količine 
podatkov, v katerih so informacije o načrtovanih in dejanskih zaporedjih operacij ter 
ki vsebujejo opise teh operacij in pripadajočih delovnih nalogov. Predvidevamo, da 
so vzorci, ki kažejo, ali se bo zaporedje operacij spremenilo ali ne, v numeričnih in 
tekstovnih opisih delovnih nalogov in operacij, vendar teh vzorcev ni mogoče razkriti 
s preprostimi poizvedbami v bazi podatkov, in sicer predvsem zaradi velikosti in 
dimenzionalnosti podatkov. Glede na naravo problema in lastnosti teh podatkov se 
zdi, da so tehnike strojnega učenja (ang. machine learning) obetavna rešitev. Končna 
aplikacija bi bila lahko v obliki dodatnega programskega orodja. Naj ponazorimo: ko 
načrtovalec določi nov delovni nalog, obvesti načrtovalca, če to programsko orodje 
ugotovi veliko verjetnost, da se bo dejansko zaporedje operacij delovnega naloga 




ali je mogoče predvideti spremembe vrstnega reda operacij, in katere so metode 




Splošni opis: V tej fazi je treba ob podpori subjektov, ki poznajo IT-sisteme v 
opazovanem proizvodnem sistemu, in/ali tistih, ki poznajo opazovane vire podatkov, 
zagotoviti dostop do ciljnih podatkov, na podlagi katerih bo razvita arhitektura rešitve 
podatkovne analitike v naslednjih fazah. Na tej točki se lahko soočimo tudi z vprašanji 
in omejitvami, povezanimi z zasebnostjo, varnostjo, razkrivanjem poslovnih 
skrivnosti ipd. V tej fazi lahko morda dobra predstavitev in utemeljitev načina in 
namena uporabe podatkov pripomoreta k pridobitvi dostopa do podatkov. 
Študija primera: Člani projektnega tima niso vsi zaposleni v opazovanem 
proizvodnem podjetju. Del projektnega tima je zaposlen v raziskovalni instituciji, ki 
občasno sodeluje s podjetjem. Zaradi težav, povezanih z zasebnostjo in razkritjem 
poslovnih skrivnosti, dostop do podatkov nekaterim osebam v projektnem timu ni 
dovoljen brez soglasja odgovornih v podjetju. Na podlagi predstavitve raziskovalnih 
načrtov, kompetenc in referenc projektne skupine se je po pogajanjih le pridobil 
dostop do podatkov. Pridobila se je varnostna kopija baze MES podatkov za obdobje 
18 mesecev (od januarja 2010 dalje). Ti podatki vključujejo tudi numerične, 
kategorične in tekstovne opise približno 60.000 proizvodnih operacij, 14.000 
delovnih nalogov in 352 delovnih sistemov. Za boljše razumevanje podatkov so 
potekali sestanki s ključnimi osebami, ki so v podjetju odgovorne za podatke in 
informacijske sisteme, kar je pripomoglo k boljšemu razumevanju pridobljenih 









Splošni opis: V praksi je pred dejansko implementacijo takih rešitev za analitiko 
podatkov treba preveriti izvedljivost rešitve, predstaviti način uporabe, oceniti 
zmogljivost, stroške implementacije in vzdrževanja itd. Zato se najprej razvije in 
implementira prototipna rešitev. V tej fazi je treba uporabiti znanje, ki izhaja 
predvsem s področja analitike velepodatkov. Določiti je treba ustrezno arhitekturo 
prototipnega sistema za podatkovno analitiko in ga nato implementirati. Koncept, na 
podlagi katerega se razvije arhitektura osnove prototipne rešitve, je lahko npr. koncept 
verige vrednosti (Chen et al. 2014; Hu et al. 2014). Morda je treba uporabiti vire 
podatkov, pri katerih podatki sproti nastajajo, pa ti podatki niso shranjeni v 
podatkovnih bazah. V takem primeru je treba najprej zbrati zadostno količino 
podatkov za potrebe razvoja in implementacije rešitve za podatkovno analitiko. Ko 
se določa arhitektura prototipne rešitve, je treba upoštevati potencialne metode 
analize, ki bodo testirane v naslednji fazi, in metode, ki bodo uporabljene za 
evalvacijo rešitve. Izbira tehnologij za shranjevanje in drugo upravljanje podatkov je 
lahko odvisna od metod analize, ki bodo uporabljene v naslednji fazi postopka razvoja 
in implementacije. Osnova prototipne rešitve za podatkovno analitiko se uporabi v 
naslednji fazi, kjer se testirajo metode analize in izvedljivost take rešitve. Prototipna 
rešitev mora v naslednji fazi omogočiti učinkovit razvoj analize. Zagotavljati mora 
hiter in enostaven dostop do podatkov ter s tem hitro in enostavno testiranje različnih 
metod analize in nastavitev parametrov. Modeliranje podatkov je lahko pomemben 
del te faze. Modeliranje podatkov lahko močno vpliva na zmogljivost sistema za 
podatkovno analitiko. Razvoj učinkovitejše arhitekture prototipa rešitve za 
podatkovno analitiko je mogoče doseči z integracijo znanja z izvornega področja 
proizvodnje in modeliranja podatkov ter tipičnih metod obdelave velepodatkov. 
Študija primera: Za razvoj arhitekture osnove prototipne rešitve je bila izbrana 
referenčna arhitektura koncepta verige vrednosti. V prejšnji fazi pridobljeni vzorec 
MES podatkov za eksperimente se shrani in upravlja s prototipnim sistemom za 
podatkovno analitiko, ki je iz praktičnih in varnostnih razlogov ločen od 
informacijskih sistemov v podjetju. Velikost in dimenzionalnost podatkov v povezavi 
z razpoložljivim časom za izvajanje eksperimentov dovoljuje implementacijo 
prototipne rešitve v obliki konzolne aplikacije na običajnem osebnem računalniku. 
Glede na format, strukturo in velikost podatkov smo izbrali MySQL-sistem za 




kot osrednje orodje uporabili programski jezik Python. Da smo zagotovili učinkovito 
upravljanje podatkov, smo pogosto uporabili metodo razprševanja. Za 
implementacijo pristopa strojnega učenja smo uporabili programsko knjižnico Scikit-
learn (Pedregosa et al. 2011). 
Razvoj analize Splošni opis: V fazi razvoj analize se za razvoj in implementacijo metod analize ter 
testiranje metod analize in njihovih nastavitvenih parametrov uporabijo znanja in 
spretnosti o metodah analize, ki lahko izhajajo z obeh osnovnih področij okvira, v 
poštev pa lahko pridejo tudi tipične metode obdelave velepodatkov. Rezultat te faze 
so modeli analize, to so izbrane, implementirane in integrirane tehnike s 
pripadajočimi nastavitvami. 
Študija primera: Že v fazi določitev načina in ciljev smo omenili, da bi lahko za 
napovedovanje uporabili tehnike strojnega učenja. V tem kontekstu gre za 
klasifikacijo, kar pomeni, da moramo za posamezni delovni nalog napovedati, ali (a) 
se bo dejansko zaporedje operacij razlikovalo od načrtovanega ali (b) pa bo zaporedje 
enako. Podatki, ki jih opazujemo, so shranjeni v obliki relacijske podatkovne baze, ki 
je sestavljena iz treh tabel: 
• delovni nalogi (posamezna vrstica v tabeli pripada posameznemu 
delovnemu nalogu; atributi: ID delovnega naloga, ID materiala oz. 
pripadajočih sestavnih delov, koda WBS, količina itd.), 
• operacije (posamezna vrstica v tabeli pripada posamezni operaciji; atributi: 
ID operacije, delovni sistem, ID pripadajočega delovnega naloga, načrtovani 
čas začetka dela, dejanski čas začetka dela, tekstovni opis dela itd.), 
• materiali oz. sestavni deli (posamezna vrstica pripada posameznemu 
materialu oz. sestavnemu delu oz. skupini sestavnih delov; atributi: ID, ime 
oz. kratek tekstovni opis itd.) 
Glede na naravo problema, strukturo in lastnosti podatkov se zdi obetavna metoda 
wordification. Glavna ideja te metode je transformacija iz relacijske podatkovne baze 
v t. i. vreče besed (ang. bag-of-words) (Perovšek et al. 2015). Predstavljajmo si, da je 
za posamezno vrstico glavne tabele podan vektor značilk, ki je kombinacija različnih 
besed s pripadajočimi frekvencami. Vhod je relacijska podatkovna baza, izhod pa je 
množica vektorjev značilk − množica tekstovnih dokumentov, v kateri posamezni 
dokument opisuje posamezno vrstico v glavni tabeli. Osnovno idejo tehnike 
wordification smo uporabili za razvoj metode analize v eksperimentih te študije. V 
našem primeru je glavna tabela delovni nalogi. Vsakemu delovnemu nalogu pripada 
množica besed, ki opisujejo ta delovni nalog in pripadajoče operacije. Vrednost ciljne 
spremenljivke določa, ali se je dejansko zaporedje operacij delovnega naloga 
razlikovalo od načrtovanega ali ne. Analiza je razvita generično, kar pomeni, da se 
značilke (vrste besed, ki opisujejo delovni nalog) lahko enostavno dodajo ali 
odstranijo, s tem pa se omogoči enostavno testiranje različnih kombinacij besed, ki 
opisujejo posamezni delovni nalog. Atributi, na podlagi katerih so tvorjene besede za 
posamezni delovni nalog, so: ID delovnega naloga, tekstovni opis dela pri operaciji, 
mesto dela operacije, informacije o materialu oz. pripadajočih delih itd. Primer 





Uporabili smo multinomialni naivni Bayesov (ang. multinomial naïve Bayes) 
klasifikator, ki je primeren za klasifikacijo tekstovnih dokumentov. Uporabili smo 
transformacijo tf-idf (ang. term frequency – inverse document frequency). 
Evalvacija Splošni opis: V tej fazi moramo izbrati ustrezne metode za celovito evalvacijo 
rešitve. Rešitev za podatkovno analitiko je treba skrbno evalvirati (1) s teoretičnega 
vidika analize ter (2) praktičnega vidika aplikabilnosti in izvedljivosti njene 
implementacije v realnem proizvodnem okolju. V tem koraku je treba vključiti večino 
projektnega tima in uporabiti znanje z obeh osnovnih področij okvira. Natančno je 
treba preučiti in kritično oceniti vse ukrepe in dejanja, ki smo jih izvedli v razvojnih 
fazah. Na koncu te faze je treba oblikovati odločitev o uporabi razvite rešitve. Če je 
glavni namen implementacija rešitve za podatkovno analitiko v realnem proizvodnem 
sistemu v obliki npr. avtonomnega ponavljajočega se postopka analize podatkov in 
če se bodo lastnosti podatkov za analizo ter tehnologije in infrastruktura končne 
rešitve razlikovale od lastnosti podatkov ter tehnologij in infrastrukture prototipne 
rešitve, je treba biti posebej pozoren na možno diferenciacijo učinkovitosti 
analitičnega podsistema za shranjevanje in drugo upravljanje podatkov. 
Študija primera: Za evalvacijo zmogljivosti napovednih (klasifikacijskih) modelov 
smo uporabili metodo ločenih množic za učenje in testiranje (ang. separate training 
and test set method). Učna množica je vsebovala 7053 delovnih nalogov, katerih 
zadnja operacija se je začela pred 1. oktobrom 2010, testna množica pa 6317 delovnih 
nalogov, katerih prva operacija se je začela po 1. oktobru 2010. V opazovani skupni 
(testna in učna) množici delovnih nalogov v obdobju 18 mesecev je razmerje števila 
delovnih nalogov, katerih načrtovano zaporedje operacij je enako kot dejansko, in 
števila delovnih nalogov, katerih načrtovano zaporedje operacij se razlikuje od 
dejanskega, 3,77 : 1. Zaradi te neuravnoteženosti primerov v učni in testni množici 
podatkov smo za mere zmogljivosti izbrali mere F-mera, natančnost (ang. precision) 
in priklic (ang. recall). Rezultirajoče vrednosti mer zmogljivosti so: 
• 𝐹 = 0,54 




• 𝑝𝑟𝑖𝑘𝑙𝑖𝑐 = 0,42 
Rezultirajoča matrika zamenjav (ang. confusion matrix) pa je: 





operacij 4968 167 
Drugačno 
zaporedje operacij  683 499 
Rezultati kažejo, da bi lahko za 42 % delovnih nalogov, katerih dejansko zaporedje 
operacij se razlikuje od načrtovanega, s 75-odstotno natančnostjo napovedali 
spremembe vrstnega reda operacij. Pri teh rezultatih moramo biti pozorni na 
naslednje: lastnosti opazovanih podatkov se morda v času spreminjajo. Rezultati na 
eksperimentalnem vzorcu podatkov izpred približno osmih let niso nujno enaki, kot 
bi bili, če bi uporabili novejše podatke, ki so se zbirali kasneje ali se še zbirajo. Zaradi 
izgube nekaterih informacij pri izvozu podatkov iz baze v fazi pridobitev dostopa do 
podatkov – v obravnavanem primeru je to izguba informacije o natančnejših 
načrtovanih časih začetka operacij (zdaj imamo samo datum začetka) – so morda 
načrtovani časi začetka nekaterih operacij v zaporedju nekega delovnega naloga lahko 
enaki, čeprav v izvornih podatkih morda niso bili itd. 
Implementacija Splošni opis: Rezultati faze implementacija imajo lahko različno obliko. 
Implementacija razvite rešitve za podatkovno analitiko v realnem proizvodnem 
sistemu je lahko npr. v obliki ponavljajoče se analize podatkov ali v obliki poročila o 
odkritem novem znanju. V primeru implementacije sistema za podatkovno analitiko 
v obliki dodatne programske (in strojne) opreme v realnem proizvodnem sistemu si 
je smiselno prizadevati za uporabo obstoječih elementov informacijskega sistema 
znotraj opazovanega proizvodnega sistema. Končna rešitev za podatkovno analitiko, 
ki je nato implementirana v realnem proizvodnem sistemu, je lahko po strukturi zelo 
podobna prototipni rešitvi, lahko uporabi vse ali pa samo nekatere dele prototipne 
analitične rešitve. 
Študija primera: V okviru študije so rezultati v obliki poročila o odkritem novem 
znanju. Ugotovili smo, da je za zaporedje operacij delovnih nalogov mogoče 
napovedati spremembe vrstnega reda operacij na zgoraj predstavljeni način. To je 
lahko uporabno v več primerih, npr. kot del opozorilnega sistema pri procesu 
načrtovanja delovnih nalogov ali pri napovedovanju scenarija proizvodnje, kot je 
prikazano v delu (Kozjek et al. 2018b), kjer je napovedovanje proizvodnega scenarija 
uporabljeno za napovedovanje prekomerne zasedenosti delovnih sistemov. 
 
 
Z opisom referenčnega postopka razvoja in implementacije rešitev za podatkovno analitiko 
zaključujemo poglavje, v katerem smo predstavili konceptualni okvir za informacijsko 
podporo procesom v proizvodnih sistemih na podlagi velepodatkov. V naslednjem poglavju 
bodo predstavljene študije, na katerih temelji razvoj predstavljenega konceptualnega okvira; 
pozneje v delu pa bodo omenjene študije, ki so bile poleg zgoraj predstavljene študije 
primera iz ETO-proizvodnje uporabljene za validacijo in prikaz široke uporabnosti 
predlaganega konceptualnega okvira. 
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4. Razvoj in raziskave rešitev za 
podatkovno analitiko 
Z okvirom, predstavljenim v prejšnjem poglavju, je mogoče razvijati in implementirati 
rešitve za podatkovno analitiko, ki se lahko uporabijo za specifične namene v proizvodnih 
sistemih. V tem poglavju so predstavljeni razvoj in raziskave takih rešitev. To so rešitve, na 
podlagi katerih je bil razvit konceptualni okvir, na podlagi teh rešitev pa je potrjena in 
prikazana široka uporabnost predlaganega okvira. Vrstni red opisanih rešitev v tem poglavju 
sledi nivojem proizvodnega sistema, na katerega se posamezna rešitev pretežno nanaša, in 
sicer od najnižjega, operativnega (rešitve v podpoglavjih 4.1−4.3), prek koordinacijskega 













4.1. Identifikacija neustreznih razmer v cikličnem 
proizvodnem procesu 
4.1.1. Uvod 
Računalniško krmiljeni proizvodni sistemi postajajo čedalje bogatejši viri podatkov. Primera 
takega proizvodnega sistema sta sistem za injekcijsko brizganje plastike in sistem za tlačno 
litje. 
 
Injekcijsko brizganje plastike in tlačno litje sta tipična primera t. i. cikličnega proizvodnega 
procesa. Ciklični proizvodni proces je opredeljen kot proizvodni proces, pri katerem se kosi 
proizvajajo s ponavljanjem iste sekvence korakov, ki sestavljajo proizvodni cikel. Za vsak 
cikel se ustvarijo podobno strukturirani podatki, ki opisujejo stanje procesa. To je zelo 
primerno za apliciranje tehnik strojnega učenja in drugih naprednih tehnik analize podatkov, 
ker je zaradi ciklične narave procesa običajno potreben minimalen trud za definiranje 
skupnih značilk, ki opisujejo posamezen cikel. 
 
V študiji, ki je predstavljena tudi v delu (Kozjek et al. 2017b), smo razvili metodo za 
sistematično analizo podatkov cikličnega proizvodnega procesa. Predlagana metoda analize 
podatkov integrira dobro znane hevristične algoritme, tj. odločitvena drevesa in gručenje, za 
namen identifikacije vrst neustreznih operacijskih razmer. Potek predlagane analize je 
sestavljen iz dveh faz. V prvi fazi so z uporabo algoritma odločitvenih dreves in ekspertnega 
poznavanja opazovanega proizvodnega procesa identificirana pravila, ki opisujejo 
operacijske razmere (npr. »Temperatura v cilindru je presegla 251 C« ali »Danes je 
sobota«). Po prvi fazi dobimo bitne vektorje (vektorji, ki vsebujejo le vrednosti 0 in 1), ki 
določajo kombinacijo pravil za vsak slab proizvodni cikel (oz. cikel, pri katerem so razmere 
procesa neustrezne). V drugi fazi z uporabo identificiranih pravil in tehnik gručenja 
razkrijemo različne vrste neustreznih operacijskih razmer in njihove značilnosti. Rezultat 
analize je interpretativni model za podporo pri odločanju, ki je lahko uporabljen za 
identifikacijo napak, za iskanje izvornih vzrokov in kot dodatna podpora pri razvoju 
napovednih sistemov. Rezultirajoči interpretativni model je razumljiv za ciljnega 
uporabnika, ki je dnevno vključen v opazovani proizvodni proces; tipično so to operaterji 
strojev, procesni inženirji, nadzorniki itd. 
 
Cilj te študije je prikazati uporabnost velikih količin podatkov, ki nastanejo pri izvajanju 
zelo razširjenih vrst proizvodnih procesov, za pridobivanje dragocenih informacij in 
odkrivanje novih modelov znanja, kar pripomore k boljšemu razumevanju proizvodnega 
procesa in neustreznih razmer med delovanjem. 
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V nadaljevanju je podrobneje opisana predlagana metoda analize. Metoda je umeščena v 
splošni potek podatkovne analitike, podani so opis kombinacije in sekvence korakov 
predlagane metode, vključno s predlogi, kako organizirati in uporabiti podatke, prav tako pa 
so opisane značilnosti metode, ki se nanašajo na njeno implementacijo in apliciranje. 
Vsebina se nato nadaljuje z apliciranjem predlagane metode na realnih industrijskih podatkih 
iz procesa injekcijskega brizganja plastike. Predstavljeni so potek ter rezultati apliciranja 




4.1.2. Metoda analize 
Predlagana metoda analize opredeljuje kombinacijo in sekvenco korakov analize podatkov 
ter smernice za apliciranje podatkov, ki običajno nastanejo ob izvajanju cikličnih 
proizvodnih procesov. 
 
Slika 4.1 prikazuje umestitev predlagane metode v splošni potek podatkovne analitike: 
heterogeni podatki se lahko ustvarijo na različnih lokacijah, ustvarijo jih delovni sistemi, 
MES itd. Z ustreznimi metodami za zajem in shranjevanje podatkov lahko zmanjšamo 
količino in dimenzionalnost podatkov, pri tem pa težimo k minimalni izgubi informacij. 
Shranjene podatke nato analiziramo. Ena izmed možnosti analize podatkov je analiza z 




Slika 4.1: Umestitev metode v splošni potek postopka podatkovne analitike. 
 
Glavni objekt predlagane analize je torej množica ciklov proizvodnega procesa. Cikel je 
lahko (1) normalen (ustrezne operacijske razmere), (2) slab (neustrezne operacijske razmere) 
ali (3) drugo. Metoda predpostavlja, da je lahko cikel slab iz različnih razlogov, npr. zaradi 
prevelikega odstopanja dimenzij proizvedenega kosa od zahtevanih mer, nenačrtovanega 
zastoja stroja. Drugi cikli pa so tisti, ki ne spadajo ne v skupino normalnih ciklov ne v 
skupino slabih ciklov. To so npr. cikli, ki so (časovno) blizu slabih ciklov, ali cikli z 
manjkajočimi podatki. Vsak cikel 𝑐𝑖 ima unikatno identifikacijsko število, datum in čas, 
pripadajoči delovni sistem, vrednosti procesnih parametrov itd., kot je prikazano v enačbi 
(4.1). 
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𝑐𝑖 = { 𝑐𝑖
𝑖𝑑 , 𝑐𝑖
𝑑𝑎𝑡𝑢𝑚Č𝑎𝑠, 𝑐𝑖




𝑝𝑟𝑜𝑐𝑒𝑠𝑛𝑖𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟3, … , 𝑐𝑖
𝑣ℎ𝑜𝑑𝑛𝑖𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 , … , 𝑐𝑖
𝑎𝑙𝑎𝑟𝑚𝐾𝑟𝑚𝑖𝑙𝑛𝑖𝑘𝑎1, 𝑐𝑖




𝑑𝑒𝑙𝑜𝑣𝑛𝑎𝐼𝑧𝑚𝑒𝑛𝑎 , . . . }
 (4.1) 
 
Pristop metode je sledeč: (1) opisati vsak slab cikel s kombinacijo (a) pravil, ki so značilna 
za napake (npr. »Temperatura v cilindru je presegla 251 C«), to so pravila ki neposredno 
opisujejo lastnosti neustreznih operacijskih razmer, in (b) drugih pravil (npr. »Danes je 
sobota«), to so pravila, ki niso nujno povezana s fiziko proizvodnega procesa ali napakami, 
vendar bi njihova vključitev potencialno vodila k razkritju izvornih vzrokov za pojav 
neustreznih operacijskih razmer; (2) na podlagi kombinacij pravil, značilnih za napake, 




4.1.2.1. Vhodni podatki 
Podatki, ki so običajno na voljo, so na različne načine povezani s proizvodnim procesom in 
z neustreznimi operacijskimi razmerami. Zato jih je treba različno obravnavati, ko iz njih 
ugotavljamo pravila, ki so nato uporabljena za identifikacijo in opis neustreznih operacijskih 
razmer. Različni podatki (ID, datum in čas, pripadajoči delovni sistem itd.) se razlikujejo 
glede na tip – so npr. cela števila, realna števila, števila kategoričnega tipa. Podatki so za 
namen te metode klasificirani v štiri skupine: (1) meta podatki (oznaka 𝐺1), (2) podatki, 
značilni za proces (G2), (3) podatki, značilni za napake (𝐺3), in (4) drugi podatki (𝐺4). 
Metapodatki (𝐺1) podpirajo računske operacije ter omogočajo učinkovito shranjevanje in 
drugo upravljanje. Iz podatkov, ki so značilni za proces (𝐺2), in podatkov značilnih za 
napake (𝐺3), so izluščena pravila, ki so značilna za napake oz. neustrezne operacijske 
razmere, ta pravila pa so nato uporabljena za identifikacijo različnih vrst neustreznih 
operacijskih razmer. Ta pravila so skupaj z drugimi pravili (pridobljenimi iz drugih (𝐺4) 
podatkov) uporabljena tudi za opis lastnosti posameznih identificiranih vrst neustreznih 
operacijskih razmer. Tabela 4.1 prikazuje klasifikacijo vhodnih podatkov. V nadaljevanju je 
podrobneje opisana posamezna vrsta vhodnih podatkov. 
 
Tabela 4.1: Klasifikacija vhodnih podatkov. 
Meta podatki (𝐺1) Podatki, značilni za 
proces (𝐺2) 
Podatki, značilni za 
napake (𝐺3) 




kakovost (normalen / 
















                                                 
8 Nekateri vhodni podatki so lahko uvrščeni v več skupin, kar pomeni, da bodo kasneje v analizi 
uporabljeni na več mestih oz. na več različnih načinov. 






Meta podatki (𝑮𝟏) 
 
Ta skupina podatkov 𝐺1 vsebuje podatke, ki lokacijsko in časovno identificirajo proizvodni 
cikel. Vrste podatkov, ki pripadajo tej skupini, so unikatno identifikacijsko število, datum in 
čas začetka cikla, pripadajoči delovni sistem, kakovost cikla (normalen/slab/drugo) itd. V 
koraku shranjevanja podatkov je vsakemu ciklu dodeljeno unikatno identifikacijsko število. 
Dobro premišljena določitev unikatnega identifikacijskega števila lahko izboljša 
učinkovitost procesiranja v naslednjih korakih analize podatkov. Identifikacijsko število 
cikla 𝑐𝑖
𝑖𝑑 je celoštevilska vrednost, zaporedno definirana za posamezni delovni sistem 
(Enačba (4.2)). 
∀𝑖, 𝑗 ∈ [1, 𝑁𝐶]  ∧  ∀𝑘, 𝑙
∈ [1, 𝑁𝑊𝑆]: (𝑐𝑖
𝑑𝑒𝑙𝑜𝑣𝑛𝑖𝑆𝑖𝑠𝑡𝑒𝑚 = 𝑤𝑠𝑘  ∧  𝑐𝑗
𝑑𝑒𝑙𝑜𝑣𝑛𝑖𝑆𝑖𝑠𝑡𝑒𝑚 = 𝑤𝑠𝑙  ∧  𝑘




kjer je 𝑾𝑺 = [𝑤𝑠1, 𝑤𝑠2, 𝑤𝑠3, . . . , 𝑤𝑠𝑁𝑊𝑆] množica delovnih sistemov, 𝑁𝑊𝑆 število vseh 
delovnih sistemov in 𝑁𝐶 število procesnih ciklov. Znotraj razpona identifikacijskih števil 
ciklov za posamezni stroj so vrednosti 𝑐𝑖
𝑖𝑑 urejene glede na kronološko zaporedje (Enačba 
(4.3)). 
∀𝑖, 𝑗 ∈ [1, 𝑁𝐶] ∶  (𝑐𝑖
𝑑𝑎𝑡𝑢𝑚Č𝑎𝑠 < 𝑐𝑗









Podatki, značilni za proces (𝑮𝟐) 
 
Skupina 𝐺2 vsebuje podatke, ki so neposredno povezani s procesom, vendar iz njih niso 
neposredno razvidne lastnosti neustreznih operacijskih razmer; to so npr. numerične 
vrednosti procesnih parametrov, kategorični ali numerični podatki o vhodnem materialu. 
 
 
Podatki, značilni za napake (𝑮𝟑) 
 
Tipični primeri podatkov skupine 𝐺3 so alarmi krmilnikov strojev, opisi defektnih kosov itd. 
Podatki, značilni za napake 𝐺3, imajo očitno različne vrednosti za slabe cikle od vrednosti 
za normalne cikle. 
 
 
Drugi podatki (𝑮𝟒) 
 
Ti podatki so v analizo vključeni zaradi identifikacije povezav med vzorci v podatkih, ki 
niso nujno neposredno povezani s fiziko opazovanega proizvodnega procesa, ampak bi 
njihova vključitev potencialno vodila k odkritju izvornih vzrokov za pojave neustreznih 
operacijskih razmer. 





4.1.2.2. Potek analize 
Slika 4.2 prikazuje diagram poteka analize. Vhodna množica 𝑐𝑖𝑘𝑙𝑖 je sestavljena iz urejene 
serije podatkov za posamezne cikle (Enačba (4.4)). 
𝑐𝑖𝑘𝑙𝑖 = {𝑐1, 𝑐2, 𝑐3, . . . , 𝑐𝑖, . . . , 𝑐𝑁𝐶} (4.4) 
Iz podatkov, značilnih za proces 𝐺2, podatkov, značilnih za napake 𝐺3, in drugih podatkov 
𝐺4 so pridobljene množice 𝐸𝐺2, 𝐸𝐺3 in 𝐸𝐺4. Množice 𝐸𝐺2, 𝐸𝐺3 in 𝐸𝐺4 so sestavljene iz 
bitnih vektorjev, ki opredeljujejo kombinacijo pravil, ki pripadajo posameznemu slabemu 
ciklu. Na podlagi kombinacij pravil, ki so značilna za neustrezne operacijske razmere (𝐸𝐺2 
in 𝐸𝐺3), so v koraku Identifikacija vrst neustreznih operacijskih razmer hierarhično razkrite 
homogene skupine slabih ciklov (𝜂1, 𝜂2, 𝜂3,...). V zadnjem koraku, tj. Obogatitev 
hierarhičnega modela, je identificirana hierarhija različnih skupin slabih ciklov 𝐻, 
obogatena z ugotovljenimi značilnostmi posameznih skupin v obliki relativnih frekvenc 
pravil (𝜶1, 𝜶2, 𝜶3,...). Izhod analize je Interpretativni model v obliki hierarhične 
kategorizacije skupin slabih ciklov, ki pomenijo različne vrste neustreznih operacijskih 
razmer in imajo pripadajoče značilne kombinacije pravil. 
 
Potek analize je sestavljen iz dveh faz. V prvi fazi se identificirajo kombinacije pravil, ki 
veljajo za posamezne slabe cikle. Druga faza vključuje identifikacijo in opis različnih vrst 
neustreznih operacijskih razmer. Druga faza temelji na ideji metode PCTs (ang. Predictive 
Clustering Trees). 
 








Slika 4.2: Potek analize. 






Namen tega koraka je transformirati podatke, ki so značilni za proces (𝐺2), v množico bitnih 
vektorjev, ki določajo kombinacijo pravil, ki opisujejo različne neustrezne operacijske 
razmere za vsak slab cikel. Ta transformacija je sestavljena iz dveh zaporednih delov: (1) 
izračun značilk in (2) hevristična ekstrakcija pravil. 
 
Izračun značilk. Cikli so eden za drugim izvedeni na delovnem sistemu. Na stanje procesa 
trenutnega opazovanega cikla lahko vpliva stanje v predhodnem ciklu, stanje procesa v 
trenutnem ciklu pa lahko vpliva na stanja naslednjih ciklov na opazovanemu delovnem 
sistemu. Zato značilke (značilke, ki so uporabljene za hevristično ekstrakcijo pravil) morda 
morajo opisovati stanje v predhodnih in naslednjih ciklih opazovanega cikla. Pomembno je, 
da dobro razumemo opazovani proizvodni proces in na podlagi tega znanja definiramo 
značilke, ki so zmožne opisati napake in anomalije v tem procesu. V primeru numeričnih 
vrednosti (npr. procesni parametri, kot so razne temperature, tlaki in hitrosti) so značilke 
lahko vrednosti pri opazovanem ciklu, lokalne spremembe povprečnih vrednosti, lokalne 
spremembe standardnih deviacij, nakloni naraščanja oz. padanja itd. Na podlagi podatkov, 
ki so značilni za proces (𝐺2), sta pridobljeni množica vektorjev značilk 𝑋 in pripadajoča 
množica vrednosti ciljne spremenljivke 𝑌 (Enačbi (4.5) in (4.6)).  
𝑋 = {𝒙1, 𝒙2, 𝒙3, . . . , 𝒙𝑛, . . . } (4.5) 
𝑌 = {𝑦1, 𝑦2, 𝑦3, . . . , 𝑦𝑛, . . . } (4.6) 
Vsak vektor značilk 𝒙𝑛 je sestavljen iz vrednosti posameznih značilk (𝑥𝑛,1, 𝑥𝑛,2, 𝑥𝑛,3,...), ki 
na podlagi podatkov, značilnih za proces (𝐺2), opisujejo procesne razmere pri nekem ciklu 
𝑐𝑖. Vsakemu vektorju značilk 𝒙𝑛 pripada vrednost ciljne spremenljivke 𝑦𝑛, ki opredeljuje, 
ali vektor značilk pripada normalnemu (𝑦𝑛 = 0) ali slabemu (𝑦𝑛 = 1) ciklu (enačba (4.7)). 
𝒙𝑛 = [𝑥𝑛,1, 𝑥𝑛,2, 𝑥𝑛,3, . . . ] → 𝑦𝑛 (4.7) 
Značilke vektorja 𝒙𝑛 se izračunajo s funkcijo 𝑓
𝑓𝑣, ki kot vhodno vrednost sprejme 
identifikacijsko število 𝑐𝑖




Pri računanju vrednosti značilk so torej verjetno potrebni podatki predhodnih ali prihodnjih 
ciklov glede na opazovani cikel 𝑐𝑖. Način določevanja vrednosti 𝑐𝑖
𝑖𝑑, ki je predstavljen v 
enačbah (4.2) in (4.3), omogoča učinkovit dostop do teh podatkov. 
 
Glede na običajna stanja v proizvodnji, kjer se izvaja ciklični proizvodni proces, lahko 
pričakujemo neuravnoteženost števila normalnih in števila slabih ciklov ter veliko število 
primerov, zato predlagamo, da se pred izračunom značilk uporabi metoda podvzorčenja9 
(ang. under-sampling). 
                                                 
9 Podvzorčenje je metoda, ki zmanjša neravnovesje razredov z zmanjšanjem števila primerov večinskega 
razreda. 
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Hevristična ekstrakcija pravil. Na podlagi množice vektorjev značilk 𝑋 in pripadajoče 
množice vrednosti ciljne spremenljivke (množica 𝑌) z uporabo hevrističnih algoritmov 
dobimo množico 𝐸𝐺2, ki je sestavljena iz kombinacij pravil, ki opisujejo neustrezne 




𝐺2, . . . , 𝒆𝑘
𝐺2, . . . } (4.9) 
kjer je 𝒆𝑘






𝐺2 , . . . , 𝑒𝑘,𝑗
𝐺2, . . . ]; 𝑒𝑘,𝑗
𝐺2 ∈ {0, 1} (4.10) 
Vrednost 𝑒𝑘,𝑗
𝐺2 določa, ali 𝑗-to pravilo pripada 𝑘-temu slabemu ciklu (𝑒𝑘,𝑗




Pravila so lahko pridobljena iz modela odločitvenega drevesa, ki je induciran s hevristiko 
ločevanja slabih od normalnih primerov ciklov. Odločitvena drevesa (ang. decision trees) so 
vrsta algoritmov stojnega učenja, ki so sposobni procesirati numerične in kategorične 
podatke in so pogosto uporabljeni za reševanje problema klasifikacije. Zaradi relativno 
dobre sposobnosti interpretacije induciranih modelov lahko te algoritme uporabimo za 
identifikacijo anomalij neustreznih operacijskih razmer v obliki kombinacij pravil, 
pridobljenih iz vozlišč modela odločitvenega drevesa. Primer, kako so pravila lahko 
pridobljena iz modela odločitvenega drevesa, je podan spodaj. 
 
Slika 4.3 prikazuje primer odločitvenega drevesa. Numerične vrednosti parametrov čas 
brizganja in tlak brizganja so uporabljene za induciranje tega modela. Pravila, pridobljena 
iz vozlišč tega odločitvenega drevesa, bi bila: (1) »čas brizganja  1,21 sekund« → 𝑒𝑘,1
𝐺2  in 
(2) »tlak brizganja  2333 bar« → 𝑒𝑘,2
𝐺2 . Če je pri 𝑘-tem ciklu čas brizganja  1,21 s, potem 
𝑒𝑘,1
𝐺2 = 1, drugače pa 𝑒𝑘,1
𝐺2 = 0, in če je pri 𝑘-tem ciklu tlak brizganja  2333 bar, potem 
𝑒𝑘,2
𝐺2 = 1, drugače pa 𝑒𝑘,2




Slika 4.3: Primer odločitvenega drevesa.  




Pri implementaciji oz. vključevanju algoritmov odločitvenih dreves je treba uporabiti 
metode omejevanja rasti odločitvenih dreves, da se prepreči prekomerno prilagajanje modela 
učnim podatkov (ang. overfitting). Pozorni moramo biti tudi na pričakovano neravnovesje 
(ang. imbalance) števil normalnih in slabih ciklov. Model je morda mogoče izboljšati tudi z 
metodo detekcije (in eliminacije) osamelcev (ang. outlier detection) na množici primerov 
normalnih ciklov ter z metodo izbora značilk (ang. feature selection) pred začetkom 





Ker so podatki skupine 𝐺3 očitno povezani z neustreznimi operacijskimi razmerami, ni 
potrebe po zgoraj opisani ekstrakciji pravil, ki temelji na razlikovanju med normalnimi in 
neustreznimi operacijskimi razmerami. Izhod Transformacije G3 je množica 𝐸𝐺3, ki je 








𝐺3, . . . , 𝒆𝑘





𝐺3 , . . . , 𝑒𝑘,𝑗
𝐺3, . . . ]; 𝑒𝑘,𝑗
𝐺3 ∈ {0, 1} (4.12) 
Vsak bitni vektor 𝒆𝑘
𝐺3 pripada istemu 𝑘-temu slabemu ciklu kot 𝒆𝑘
𝐺2 (v enačbi (4.10)). Kako 
podrobneje je ta transformacija izvedena, je odvisno od konkretnega primera uporabe 
metode. Pravila morajo biti definirana na podlagi ekspertnega znanja opazovanega 
proizvodnega sistema in praktičnega poznavanja stanj na mestih dela. Primer pravila, ki se 
določi na tem mestu, je »Alarm POMANJKANJE VHODNEGA MATERIALA se je pojavil 1 






Izhod Transformacije G4 je množica 𝐸𝐺4, ki je sestavljena iz pravil na podlagi drugih (𝐺4) 




𝐺4, . . . , 𝒆𝑘





𝐺4 , . . . , 𝑒𝑘,𝑗
𝐺4, . . . ]; 𝑒𝑘,𝑗
𝐺4 ∈ {0, 1} (4.14) 
Vsak bitni vektor 𝒆𝑘
𝐺4 pripada istemu 𝑘-temu ciklu kot 𝒆𝑘
𝐺2 in 𝒆𝑘
𝐺3 (v enačbah (4.10) in 
(4.12)). Množica 𝐸𝐺4 je lahko pridobljena na podoben način kot množica 𝐸𝐺2 ali 𝐸𝐺3. 
Pravila, pridobljena iz drugih (𝐺4) podatkov, so npr. »Dan = sobota« ali »Delovna izmena 
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Identifikacija vrst neustreznih operacijskih razmer 
 
V tem koraku je vhod množica 𝐸𝐺2+𝐺3 (združeni množici 𝐸𝐺2 in 𝐸𝐺3), katere posamezni 
bitni vektor 𝒆𝑘
𝐺2+𝐺3 določa kombinacijo pravil, ki opisujejo neustrezne operacijske razmere 




𝐺2+𝐺3, . . . , 𝒆𝑘





𝐺2 , . . . , 𝑒𝑘,1
𝐺3 , 𝑒𝑘,2
𝐺3 , 𝑒𝑘,3
𝐺3 , . . . ] (4.16) 
Vhodna množica 𝐸𝐺2+𝐺3 je hierarhično razdeljena na podskupine z uporabo algoritmov 
gručenja. Pred začetkom gručenja so vsi primeri slabih ciklov v eni skupini. Ta skupina se 
potem ponavljajoče deli vsakokrat na dve podskupini z algoritmom gručenja. Brez kriterija 
ustavitve tega hierarhičnega razdeljevanja bi dobili toliko končnih skupin, kolikor je 
primerov slabih ciklov, zato je treba definirati ustrezen kriterij ustavitve postopka delitve na 
podskupine. Za to lahko uporabimo statistične metode za ugotavljanje razlikovanja skupin 
primerov: pri vsaki iteraciji razdelitve v dve podskupini najprej preverimo, ali bi se ti skupini 
signifikantno razlikovali glede na vsaj eno pravilo, in če bi se, je ta razdelitev smiselna, v 
nasprotnem primeru pa se rast te veje hierarhične strukture konča pred razdelitvijo. Pravila 
so lahko tudi različno utežena glede na pomembnost. Izhod tega koraka je hierarhična 
kategorizacija 𝐻, tj. hierarhična kategorizacija vozlišč (oz. skupin slabih ciklov) 𝜂1, 𝜂2, 𝜂3 
itd., ki pomenijo različne vrste neustreznih operacijskih razmer. 
 
 
Obogatitev hierarhičnega modela 
 
Vloga tega koraka je razkriti značilnosti identificiranih vrst neustreznih operacijskih razmer 
v obliki kombinacij pogostih pravil za posamezno identificirano skupino slabih ciklov. Vhod 
pri tem koraku sta množica 𝐸𝐺2+𝐺3+𝐺4 (enačbi (4.17) in (4.18)) ter hierarhična kategorizacija 




𝐺2+𝐺3+𝐺4, . . . , 𝒆𝑘





𝐺2 , . . . , 𝑒𝑘,1
𝐺3 , 𝑒𝑘,2
𝐺3 , 𝑒𝑘,3
𝐺3 , . . . , 𝑒𝑘,1
𝐺4 , 𝑒𝑘,2
𝐺4 , 𝑒𝑘,3
𝐺4 , . . . ] (4.18) 
Na podlagi hierarhične kategorizacije skupin slabih ciklov 𝐻 in integrirani kombinaciji 
pravil 𝐸𝐺2+𝐺3+𝐺4 se lahko razkrijejo značilnosti posamezne vrste neustreznih operacijskih 
razmer kot kombinacije pravil, ki imajo visoke vrednosti relativne frekvence, izračunane na 
podlagi pogostosti veljavnosti posameznega pravila znotraj posamezne skupine. Izračunani 
so vektorji relativnih frekvenc pravil 𝜶1, 𝜶2, 𝜶3 itd., ki pripadajo posameznim skupinam 
slabih ciklov 𝜂1, 𝜂2, 𝜂3 itd. (Enačba (4.19)). 
𝜶𝑖 = [𝛼𝑖,1, 𝛼𝑖,2, 𝛼𝑖,3, . . . , 𝛼𝑖,𝑗, . . . ] → 𝜂𝑖 (4.19) 
kjer je 𝜶𝑖 vektor relativnih frekvenc 𝑖-te skupine slabih ciklov (𝜂𝑖) in 𝛼𝑖,𝑗 je relativna 
frekvenca 𝑗-tega pravila za 𝑖-to skupino slabih ciklov. Rezultirajoči interpretativni model je 
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hierarhična kategorizacija (𝐻) vrst neustreznih operacijskih razmer (𝜂1, 𝜂2, 𝜂3 itd.) s 




4.1.2.3. Implementacija in aplikabilnost 
Operacijske lastnosti predlagane metode analize podpirajo uporabo tipičnih tehnologij in 
metod analitike velepodatkov za shranjevanje in poizvedovanje, kar omogoča npr. zelo hitro 
poizvedovanje in pridobivanje iz velikih zbirk podatkov. Predlagana metoda analize je lahko 
implementirana v proizvodnem sistemu kot ponavljajoči se proces podatkovnega rudarjenja 
(ang. data mining), ki se z visoko stopnjo avtonomije izvaja in prilagaja aktualnim 
podatkom. S to metodo lahko pripomoremo k izboljšanju zmogljivosti proizvodnega procesa 
prek dodatne podpore pri odločanju, da bi odpravili neustrezne operacijske razmere, 
omogočimo lahko pripravo na dovolj zgodnje ukrepanje, če se pojavijo, izvajamo 
preventivne ukrepe itd. 
 
Predstavljeni celostni pristop – vključno s predlogi o pripravi in uporabi vhodnih podatkov, 
ki so običajno na voljo – je mogoče neposredno uporabiti za ciklične proizvodne procese, 
kot sta npr. injekcijsko brizganje plastike in tlačno litje. Apliciranje predlagane metode pri 
drugih vrstah proizvodnih procesov (npr. pri kontinuiranem proizvodnem procesu) bi 
zahtevala redefinicijo objekta analize ter celovit pregled in razmislek o načinu priprave in 
apliciranja podatkov takega proizvodnega procesa. 
 
 
4.1.3. Študija primera injekcijskega brizganja plastike 
V tem podpoglavju je predstavljen primer apliciranja predlagane metode analize na realnih 
industrijskih podatkih procesa injekcijskega brizganja plastike. 
 
Injekcijsko brizganje plastike je zelo razširjen proces v proizvodnji plastičnih izdelkov. Gre 
za ciklični proizvodni proces, pri katerem se vroča talina pod visokim tlakom vbrizga v 
orodje (oz. kalup), vbrizgani material se v orodju ohladi in v zadnji fazi izvrže iz orodja. 
 
Nenačrtovani zastoji strojev so pri tem procesu zelo nezaželeni. Nenačrtovan zastoj je 
nenačrtovana prekinitev procesa, ki zmanjša razpoložljivost sredstev, posledično se zmanjša 
produktivnost, poslabša se kakovost izdelkov. Ko se pojavi nenačrtovan zastoj, je treba 
proces ponovno zagnati. Začetni kosi so ponavadi neustrezni in pomenijo izmet, poveča pa 
se tudi variabilnost lastnosti kosov ter šele čez nekaj časa se spet vzpostavijo stabilne 
operacijske razmere. 
 
Obstaja več razlogov za nenačrtovane zastoje strojev. Informacije o ciklih, pri katerih so se 
pojavili nenačrtovani zastoji, je mogoče relativno enostavno pridobiti iz empiričnih 
podatkov. Po drugi strani pa je težko pridobiti informacije o različnih vrstah in izvornih 
vzrokih takih zastojev. 
 
Cilj je čim bolj zmanjšati število nenačrtovanih zastojev strojev. Pri tem si lahko pomagamo 
s poznavanjem izvornih vzrokov ali anomalij v podatkih, ki se ob tem procesu ustvarijo. V 
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nadaljevanju je predstavljen primer, kako si pri doseganju tega cilja pomagamo s predlagano 
metodo analize.  
 
 
4.1.3.1. Podatki o izvajanju procesa injekcijskega brizganja plastike 
Injekcijsko brizganje plastike (ang. plastic injection moulding) je eden izmed najbolj 
razširjenih procesov za proizvodnjo plastičnih izdelkov. Gre za ciklični proces, pri katerem 
se pod visokim pritiskom in z visoko hitrostjo kalup (ki mu pravimo tudi orodje) napolni z 
vročo talino. Temu sledi ohlajanje vbrizganega materiala v orodju, v zadnji fazi pa se 
ohlajeni kos plastike izvrže iz orodja (Rosato D.V. & Rosato M.G. 2012). En cikel tipično 
traja okoli 20 sekund. Čas cikla je v splošnem odvisen od geometrije izdelka, konstrukcije 
orodja in uporabljenega plastičnega materiala. 
 
Nastavitve procesnih parametrov na programabilnem logičnem krmilniku (ang. 
programmable logic controller) strojev za brizganje morajo biti ustrezne in natančne, da se 
doseže stabilnost postopka in ustrezna kakovost izdelkov. Spremljanje procesnih parametrov 
se lahko uporabi za povratne informacije in predlaganje ukrepov za izboljšanje. Nastavitve 
parametrov običajno empirično določi procesni inženir ali pa so določene s CAE (ang. 
Computer-Aided Engineering) simulacijami. 
 
Nastavitve parametrov procesa vplivajo na produktivnost, kakovost in stroške proizvodnje 
(Kashyap & Datta 2015; Dang 2014). Ko se po menjavi orodja začne nova serija izdelkov, 
začetno nastavljanje krmilnih parametrov in začetne operacije zahtevajo dolgotrajno in 
zahtevno delo operaterjev; običajno v tej fazi nastane veliko izdelkov z napako (izmet). 
Običajno je potrebnih več ciklov, da se proces stabilizira in se proizvedejo izdelki z 
zahtevano kakovostjo. Do takih pojavov ne pride le takrat, ko se uvede novo orodje, temveč 
tudi, ko se serija ponovi in za to uporabi obstoječe orodje, predhodno optimizirane in 
shranjene vrednosti parametrov pa se pri vnovičnem nastavljanju uporabijo za izhodišče. 
 
Na področju optimizacije procesnih parametrov pri injekcijskem brizganju plastike so bili 
uporabljeni različni pristopi, npr. umetne nevronske mreže (ang. artificial neural networks), 
genetski algoritmi (ang. genetic algorithms), metodologija odzivne površine (ang. response 
surface methodology), model Kriging in hibridni pristopi (Dang 2014). Kvazi-optimalne 
konfiguracije parametrov običajno izhajajo iz številnih predpostavk in poenostavitev v 
simulacijah pred začetkom dejanskega proizvodnega procesa. Nadaljnja optimizacija na 
podlagi empiričnih podatkov in strokovnega znanja se lahko izvede med proizvodnim 
procesom. Kakovost procesa se lahko poslabša zaradi variacij stanja vhodnega materiala, 
spreminjanja procesnih pogojev, ki jih povzroča obraba stroja ali orodja, sprememb okolja 
ali utrujenosti upravljavca, načrtovanih in nenačrtovanih zastojev, sprememb serije 
materiala itd. Zaradi prepletanja številnih pojavov, nelinearnosti in manipulacije številnih 
procesnih parametrov je proces injekcijskega brizganja plastike težko dobro upravljati. 
 
Krmilniki strojev omogočajo operaterjem krmiljenje in spremljanje stanja naprave, dodatnih 
podsistemov in procesa kot celote. Ena od nalog operaterjev je preprečiti dodatno škodo, ko 
krmilnik prepozna grožnjo, npr. ko vrednost nekaterih procesnih parametrov presega 
določene meje odstopanja in je treba ustaviti delovni proces. Ko se naprava zaustavi, 
krmilnik prikaže in začasno shrani alarme, ki vsebujejo informacije o vrsti zaustavitve 
naprave in morda tudi o vzrokih za to. Nenačrtovani zastoji strojev so zelo nezaželen pojav. 




Krmilniki običajno omogočajo, da se začasno shranijo vrednosti procesnih parametrov in 
drugi podatki, ki opisujejo delovni proces in posamezni cikel, omogočajo pa tudi izvoz teh 
podatkov. Operacije proizvodnega sistema ponavadi podpira sistem MES, v katerem so 
shranjene informacije o delovnih nalogih, operacijah, izdelkih, orodjih, operaterjih ipd. Z 
inovativnim združevanjem podatkov, transformacijo in uporabo naprednih pristopov za 
analizo podatkov lahko pridobimo nove vpoglede in spoznanja. 
 
Podatki, ki smo jih uporabili pri eksperimentih, so realni podatki o izvajanju procesa 
injekcijskega brizganja plastike in izhajajo iz slovenskega podjetja, ki proizvaja plastične 
izdelke predvsem za elektrotehnično in avtomobilsko industrijo. Podatki opisujejo 
proizvodni proces za obdobje šestih mesecev. Podatki so zajeti iz krmilnikov petih strojev 
za injekcijsko brizganje plastike in sistema MES v podjetju. Podatki opisujejo stanje procesa 
za približno 2,2 milijona ciklov. Na opazovanih strojih in v opazovanem obdobju so 
uporabili 83 različnih orodij. 
 
Zbrane podatke lahko razdelimo v tri skupine: (1) procesni parametri, (2) pojavi alarmov ter 
(3) izdelki in orodja. V nadaljevanju je vsaka izmed teh skupin podrobneje opisana. 
 
 
Podatki o procesnih parametrih 
 
Podatke o procesnih parametrih lahko predstavimo v obliki tabele, v kateri so v posamezni 
vrstici za posamezen cikel podani vrednosti procesnih parametrov, zaporedno število ter ura 
in datum cikla (Tabela 4.2). 
 
Tabela 4.2: Posnetki procesnih parametrov. 











... ... ... ... ... ... ... 
12/08/15  11:01:48  3922  21,84  1,35  2553 ... 
12/08/15  11:02:10  3923  21,83  1,35  2553 ... 
12/08/15  11:02:32  3924  21,81  1,34  2553 ... 
12/08/15  11:02:54  3925  21,84  1,35  2553 ... 
12/08/15  11:03:16  3926  21,83  1,35  2553 ... 
... ... ... ... ... ... ... 
 
 
Pri izvozu podatkov iz krmilnikov strojev sta nabor in vrstni red procesnih parametrov v 
datotekah izvoza odvisna od nabora in vrstnega reda parametrov, izbranih za prikaz na 
zaslonu krmilnika ob času izvoza. Ugotovili smo, da je v zbranih podatkih 26 skupnih 
procesnih parametrov, za katere so posnete vrednosti za praktično vse cikle v opazovanem 
obdobju in na opazovanih strojih. 
 
Procesni parametri, ki jih lahko beležijo krmilniki stroja, so (Kralj 2016): 
- čas, v katerem orodje opravi zapiralni hod, 
Razvoj in raziskave rešitev za podatkovno analitiko 
 
56 
- maksimum krivulje sile zapiranja orodja, 
- pot zapiranja orodja, pri kateri je bila dosežena maksimalna sila, 
- čas naraščanja zapiralne sile pri zapiranju orodja, 
- čas pomikanja brizgalnega agregata nazaj v končni položaj, 
- čas pomikanja brizgalnega agregata naprej v začetni položaj, 
- čas, potreben za prehod polža od začetnega do končnega položaja, po nastavljenem 
profilu tlaka in hitrosti brizganja, 
- površina krivulje brizgalne hitrosti, 
- maksimum krivulje brizgalne hitrosti, 
- površina krivulje specifičnega tlaka v cilindru pri brizganju, 
- maksimum krivulje specifičnega tlaka v cilindru pri brizganju, 
- površina krivulje brizgalne poti, 
- maksimum krivulje brizgalne poti, 
- maksimalni specifični tlak brizganja v cilindru pri brizganju, 
- temperature grelcev 1–8 v toplokanalnem sistemu ali orodju, 
- temperatura hidravličnega olja v sistemu, 
- pozicija polža, pri kateri stroj preklopi z brizgalnega na naknadni tlak, 
- vrednost specifičnega tlaka, pri kateri stroj preklopi z brizgalnega na naknadni tlak, 
- čas delovanja naknadnega tlaka za kompenziranje skrčkov taline v kalupu orodja, 
- volumen ostanka taline v brizgalnem cilindru po zaključku delovanja naknadnega tlaka, 
- čas hlajenja izdelka v orodju, 
- čas pavze med dvema cikloma, 
- celotni čas enega cikla brizganja, 
- maksimalni odvzem moči zadnjega cikla, 
- temperature grelcev 1–13 cilindra (gledano od lijaka do orodja), 
- pot, ki jo opravi polž za nadoziranje volumna taline za naslednji brizg, 
- čas, v katerem plastificirni polž nadozira ustrezen volumen taline za naslednji brizg, 
- temperatura prirobnice pri vstopu materiala v brizgalni cilinder, 
- čas, v katerem orodje opravi odpiralni hod, 
- čas zniževanja zapiralne sile pri odpiranju orodja, 
- čas, ki je potreben za izmetavanje izdelka iz orodja. 
 
 
Podatki o alarmih 
 
Tudi podatke o alarmih lahko predstavimo v obliki tabele (Tabela 4.3), v kateri sta za vsak 
alarm podana datum in ura, ko se je pojavil, ter vrsta (koda) alarma. 
 
Tabela 4.3: Posnetki alarmov. 
Datum Ura Zap. štev. cikla Koda alarma ... 
... ... ... ... ... 
18/07/15  04:44:50  1985  A 00510 Z1 ... 
18/07/15  04:44:58  1985  A 00510 Z11 ... 
18/07/15  04:45:33  1985  A 00510 Z3 ... 
18/07/15  04:45:56  1985  A 00510 Z2 ... 
... ... ... ... ... 
19/07/15  06:48:43  2003  A 00145 ... 
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19/07/15  07:01:36  2038  A 00306 ... 
... ... ... ... ... 
 
 
V opazovanem proizvodnem procesu se pojavlja več kot sto različnih vrst alarmov. Alarme 
lahko razdelimo v dve skupini: 
• alarme prve (1.) stopnje, ki povzročajo takojšnjo zaustavitev delovnega procesa, 
• alarme druge (2.) stopnje, ki so v bistvu samo opozorila, npr. o prekoračitvah 
tolerančnih mej za vrednosti procesnih parametrov ali glede vzdrževanja stroja, kar 
pa ne povzroči takojšnje zaustavitve delovnega procesa. 
 
Nekateri ključni alarmi, ki se pojavljajo med procesom brizganja na opazovanih strojih za 
injekcijsko brizganje plastike, so (Kralj 2016): 
- A00007: Zapiranje orodja ni uspelo. Sila zapiranja prenizka ali pa je v orodju ostal 
izdelek. (2. stopnja), 
- A00009: Zapiranje orodja ni uspelo. Sila zapiranja prenizka ali pa je v orodju ostal 
izdelek. Števec števila poskusov ponovitve zapiranja je prekoračen. (1. stopnja), 
- A00010: Prenizka ali previsoka sila zapiranja orodja. (1. stopnja), 
- A00013: Čas celotnega cikla je prekoračen. (1. stopnja), 
- A00061: Robot je v nevarnem območju stroja. (1. stopnja), 
- A00063: Doseženo število izdelanih kosov glede na nastavljeno vrednost števca. (1. 
stopnja), 
- A00064: Nadzorni čas brizganja je presežen. Preklopna točka na naknadni čas ni bila 
dosežena. (1. stopnja), 
- A00088: Grelne cone cilindra se krmilijo z zagonsko vrednostjo. (2. stopnja), 
- A00112: Grelne cone toplokanalnega sistema se krmilijo z zagonsko vrednostjo. 
(2. stopnja), 
- A00140: Število ciklov izven toleranc parametrov kakovosti je preseženo glede na 
nastavljeno vrednost. (1. stopnja), 
- A00142: Velikost blazine mase odstopa od nastavljenih toleranc. (2. stopnja), 
- A00145: Čas brizganja odstopa od nastavljenih toleranc. (2. stopnja), 
- A00146: Čas plastificiranja odstopa od nastavljenih toleranc. (2. stopnja), 
- A00147: Čas cikla odstopa od nastavljenih toleranc. (2. stopnja), 
- A00306: Po določenem številu obratovalnih ur je potreben pregled stroja. (2. stopnja), 
- A00321, A00322 in A00323: Proces izven statističnega nadzora glede na kontrolno 
karto, ki jo ustvari krmilnik. (2. stopnja), 
- A00350: Pot preklopa na naknadni tlak odstopa od nastavljenih toleranc. (2. stopnja), 
- A00406: Gretje toplokanalnega sistema okvarjeno. (1.stopnja). 
 
 
Izdelki in orodja 
 
V eksperimentih smo uporabili tudi podatke, ki opisujejo menjave orodij za različne izdelke 
na strojih za brizganje. Ti podatki so ročni vnosi delavcev v sistem MES. Tudi te podatke 
lahko predstavimo v obliki tabele (Tabela 4.4). Za vsako uporabo posameznega orodja 
imamo zabeležene podatke o tem, na kateremu stroju se je orodje uporabljalo, o pripadajoči 
kodi izdelka ter o približnem času vpenjanja in izpenjanja orodja.  
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Tabela 4.4: Podatki o menjavah orodij. 
ID stroja ID orodja Koda izdelka Datum in ura 
vpenjanja 
Datum in ura 
izpenjanja 
... 
... ... ... ... ... ... 
KM80  685  2630614  11/09/2015 12:10  14/09/2015 20:50 ... 
KM80  0955  2650084  14/09/2015 20:50  22/09/2015 16:43 ... 
KM80  0933  2570904  22/09/2015 16:43  23/09/2015 19:29 ... 




4.1.3.2. Apliciranje metode analize 
Predlagana metoda analize je implementirana v programskem sistemu, ki smo ga zgradili na 
podlagi programskega jezika Python. Za implementacijo korakov analize smo uporabili tudi 
programske knjižnice SciPy in Scikit-learn (Jones et al. 2001; Pedregosa et al. 2011). 
 
Surove podatke (opisani v prejšnjem podpoglavju) smo združili in tako dobili urejeno 
množico ciklov, kjer je vsak cikel 𝑐𝑖 opisan z datumom in uro (ura:minuta:sekunda) začetka 
cikla, podatkom o tem, na katerem stroju je bil izveden, vrednostmi 26 skupnih procesnih 
parametrov, pripadajočimi alarmi in pripadajočim orodjem. 
 
Vrednosti 𝑐𝑖
𝑖𝑑 so bile določena na način, ki ga opisujeta enačbi (4.2) in (4.3). 
 
V opazovanem obdobju se je pojavilo 890 zastojev strojev, ki niso bili načrtovani in niso bili 
posledica zagonskih razmer. Pri teh nenačrtovanih zaustavitvah strojev se je pojavilo 328 
različnih kombinacij 197 različnih tipov alarmov. Poleg alarmov, ki morda indicirajo izvorni 
vzrok za zaustavitev, so se običajno pojavili še alarmi, ki so le posledica zaustavitve. Zaradi 
zapletenih kombinacij alarmov in velikosti podatkov ni mogoče enostavno (npr. samo z 
enostavnim pregledom surovih podatkov) identificirati različnih vrst neustreznih 
operacijskih razmer, katerih posledica je bila nenačrtovana prekinitev procesa. 
 
Identifikacija normalnih in slabih ciklov. Na začetku smo za potrebe predlagane metode 
identificirali normalne in slabe cikle. V študiji primera smo slab cikel opredelili kot cikel, 
pri katerem se je pojavil nenačrtovan zastoj stroja po ustaljenem in stabilnem operacijskem 
režimu. Normalni cikli so tisti cikli, ki so dovolj oddaljeni od ciklov, pri katerih so se pojavili 
nenačrtovani zastoji, alarmi krmilnika ali pa so se izvedli zagoni procesa. 𝑐𝑖
𝑖𝑑 vrednosti 
slabih ciklov smo identificirali na podlagi podatkov o pojavih alarmov in zagonov procesa. 
Slab cikel je opredeljen kot cikel, pri katerem se je pojavil ustrezen alarm prve stopnje po 
vsaj 50 ciklih, pri katerih se ni izvedel kakršen koli (ponovni) zagon procesa. Niso vsi alarmi 
prve stopnje alarmi, ki določajo nenačrtovano zaustavitev, tako npr. alarm prve stopnje 
»A_00063 Število proizvedenih kosov je doseglo nastavljeno vrednost« ni alarm, ki bi 
indiciral nenačrtovano zaustavitev. Normalni cikli so opredeljeni kot cikli, ki so dovolj, vsaj 
100 ciklov, oddaljeni od pojava katerega koli alarma ali zagona. Cikli, ko se je izvedel zagon 
procesa, so lahko identificirani na podlagi podatkov o pojavih alarmov prve stopnje ter na 
podlagi podatkov o zabeleženih datumih in urah menjave orodij. 
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Klasifikacija vhodnih podatkov. Različne vrste nenačrtovanih zastojev strojev želimo 
identificirati na podlagi kombinacij pojavov alarmov in značilnih anomalij v vrednostih 
procesnih parametrov v bližini (v časovnem smislu) pojava nenačrtovanega zastoja. 
Ugotovili bi radi tudi, ali obstaja povezava med identificiranimi vrstami neustreznih 
operacijskih razmer in različnimi lokacijami pojava (različnimi stroji) in časi glede na dnevni 
in tedenski proizvodni ciklus. Glede na zgoraj našteto smo vhodne podatke kategorizirali, 
kot prikazuje Tabela 4.5. 
 
Tabela 4.5: Klasifikacija vhodnih podatkov – študija primera. 
Meta podatki (𝐺1) Podatki, značilni za 
proces (𝐺2) 
Podatki, značilni za 
napake (𝐺3) 




kakovost (normalen / 














Transformacija G2. Množico normalnih ciklov smo enakomerno – glede na njihovo časovno 
zaporedje na posameznem stroju – podvzorčili s prvotnih 1.896.154 na končno število 
18.961 ciklov. Za značilke smo določili lokalne spremembe povprečnih vrednosti in 
standardnih deviacij ter povprečne naklone naraščanja oz. padanja vrednosti procesnih 
parametrov v ciklih pred začetkom opazovanega cikla. Naj bodo povprečna vrednost in 
standardna deviacija vrednosti procesnega parametra od 𝑘-tega do 𝑗-tega cikla pred 
opazovanim 𝑛-tim ciklom označena z 〈𝑐𝑛〉𝑗−𝑘 in (𝜎𝑛)𝑗−𝑘 ter povprečni naklon od 𝑘-tega do 
𝑗-tega cikla pred opazovanim 𝑛-tim ciklom označen z [𝑠𝑛]𝑗−𝑘 in definiran z enačbo (4.20). 




Izračun vektorja značilk za 𝑛-ti cikel je definiran z enačbo (4.21), v kateri je prikazan izračun 
značilk za samo en procesni parameter. Za ostale procesne parametre se vrednosti značilk 
izračunajo na isti način. 
𝒙𝑛 = [. . . , 〈𝑐𝑛〉1−1 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉1−2 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉1−3
− 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉1−5 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉1−10 − 〈𝑐𝑛〉15−30, (𝜎𝑛)1−5
− (𝜎𝑛)25−30, (𝜎𝑛)1−10 − (𝜎𝑛)20−30, (𝜎𝑛)1−15
− (𝜎𝑛)15−30, [𝑠𝑛]1−1 , [𝑠𝑛]1−2 , [𝑠𝑛]1−3 , [𝑠𝑛]1−5 , [𝑠𝑛]1−10, . . . ]  
(4.21) 
Na ta način smo definirali 338 značilk na podlagi 26 procesnih parametrov. V Tabela 4.6 so 
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Tabela 4.6: Oznake značilk. 
Oznaka      Značilka Oznaka      Značilka 
                     m-1              〈𝑐𝑛〉1−1 − 〈𝑐𝑛〉15−30 
                     m-2              〈𝑐𝑛〉1−2 − 〈𝑐𝑛〉15−30 
                     m-3              〈𝑐𝑛〉1−3 − 〈𝑐𝑛〉15−30 
                     m-5              〈𝑐𝑛〉1−5 − 〈𝑐𝑛〉15−30 
                     m-10            〈𝑐𝑛〉1−10 − 〈𝑐𝑛〉15−30 
                     std-5            (𝜎𝑛)1−5 − (𝜎𝑛)25−30 
                     std-10          (𝜎𝑛)1−10 − (𝜎𝑛)20−30 
                     std-15          (𝜎𝑛)1−15 − (𝜎𝑛)15−30 
                     sl-1              [𝑠𝑛]1−1 
                     sl-2              [𝑠𝑛]1−2 
                     sl-3              [𝑠𝑛]1−3 
                     sl-5              [𝑠𝑛]1−5 
                     sl-10            [𝑠𝑛]1−10 
 
 
Uporabili smo metodo empirične kovariance (ang. empirical covariance) (Pedregosa et al. 
2011) za detekcijo osamelcev na podlagi Mahalanobisove razdalje. 17 % najbolj 
decentraliziranih primerov je bilo izločenih iz množice normalnih ciklov. Pred apliciranjem 
algoritma odločitvenih dreves smo za nadaljnjo analizo izbrali 139 najboljših značilk z 
uporabo modelsko osnovanega algoritma izbora značilk (ang. feature selection) (Pedregosa 
et al. 2011). Nato smo za induciranje modelov odločitvenih dreves uporabili optimizirano 
verzijo CART (Breiman et al. 1984; Pedregosa et al. 2011) algoritma (kot ločitveni kriterij 
je uporabljena mera nečistoče po Giniju, ang. Gini impurity). Zmogljivost modelov 
odločitvenih dreves smo ocenili z metodo 10-kratnega navzkrižnega preverjanja (ang. 
10-fold cross-validation) za različne kombinacije nastavitvenih parametrov algoritma, ki 
določajo velikost induciranega odločitvenega drevesa: maksimalna globina (ang. maximum 
depth) in minimalno število primerov v listu (ang. minimum number of samples in a leaf). 
Ker smo odločitvena drevesa inducirali na podlagi neuravnotežene množice podatkov, smo 
za mero zmogljivosti namesto točnosti (ang. accuracy) izbrali F-mero (ang. F-measure, 
F-score, ali F1-score) razreda slabih ciklov. Pri iskanju ustrezne velikosti odločitvenega 
drevesa smo uporabili tudi metodo prilagajanja pragu odzivnosti (ang. discrimination 
threshold). Izračunane mere vrednosti F-mere zmogljivosti pri različnih nastavitvah 
parametrov velikosti odločitvenih dreves prikazuje Slika 4.4. 
 
 




Slika 4.4: Ocenjevanje zmogljivosti induciranih modelov na podlagi F-mere in iskanje vrednosti 
nastavitvenih parametrov maksimalna globina in minimalno število primerov v listu, ki določata 
velikost induciranega odločitvenega drevesa.10 
 
Izbrali smo tiste nastavitvene parametre algoritma za induciranje odločitvenih dreves, pri 
katerih je bila vrednost F-mere najvišja. Najvišja vrednost F-mere znaša 0,44 pri meri 
natančnosti (ang. precision) 0,51 in priklica (ang. recall) 0,39. Izbrani nastavitveni parametri 
za indukcijo drevesa so: maksimalna globina = 20, minimalno število primerov v listu = 5 
in prag odzivnosti = 0,11. Z omenjenimi nastavitvami smo inducirali končno odločitveno 
drevo, iz katerega smo v nadaljevanju analize identificirali 89 pravil. V identificiranih 
pravilih je 63 različnih značilk ter 15 različnih procesnih parametrov. Tabela 4.7 podaja 
seznam teh procesnih parametrov s pripadajočimi oznakami za kasnejšo interpretacijo 
končnega izhodnega modela analize, Slika 4.5 pa prikazuje najbolj informativni del 
induciranega odločitvenega drevesa (izpis iz programa). 
 
Tabela 4.7: Procesni parametri v induciranih pravilih. 
Procesni parameter Enota Oznaka 
Čas cikla s Cikel_cas_C_s_ 
Čas brizganja s Brizg_cas_C_s_ 
Čas plastificiranja s Plast_cas_C_s_ 
Blazina mase mm Masa_blazin_mm 
Preklopni tlak mase bar PreklMasaTlZ_bar_ 
Maksimalni tlak mase bar MaxMasaTl_bar_ 
Maksimum krivulje specifičnega tlaka v cilindru pri brizganju bar Max_PoMasaTl_bar_ 
                                                 
10 Izberejo se tiste vrednosti nastavitvenih parametrov maksimalna globina in minimalno število primerov 
v listu, pri katerih je vrednost F-mere najvišja. 
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Čas odpiranja orodja s OrOdpircas_C_s_ 
Čas naraščanja zapiralne sile pri zapiranju orodja s ZS_vzpcas_C_s_ 
Maksimum krivulje brizgalne hitrosti  mm/s Max_PoHitBriz_mms_ 
Površina krivulje brizgalne hitrosti  (mm/s)∙s PovraHitBriz_mms_s_ 
Površina krivulje brizgalne poti mm∙s PovraPotBriz_mm_s_ 
Površina krivulje specifičnega tlaka v cilindru pri brizganju bar∙s PovraMasaTl_bar_s_ 
Temperatura grelca 1 cilindra C Cilind_Z_1_C_ 






Slika 4.5: Najbolj informativni del induciranega odločitvenega drevesa (programski izpis). 
 
Transformacija G3. V tem koraku smo vsak primer slabega cikla opisali s kombinacijo 
alarmov, ki so se pojavili tako pri opazovanem ciklu kot tudi v ciklih do 30 ciklov pred 
opazovanim. Oznake teh značilk prikazuje Tabela 4.8. 
 
Tabela 4.8: Oznake značilk na podlagi alarmov. 
Oznaka Značilka 
I-z Alarm prve stopnje se je pojavil v opazovanem ciklu. 
II-z Alarm druge stopnje se je pojavil v opazovanem ciklu. 
II-1 Alarm druge stopnje se je pojavil en cikel pred opazovanim ciklom. 
II-2 Alarm druge stopnje se je pojavil dva cikla pred opazovanim ciklom. 
II-3 Alarm druge stopnje se je pojavil tri cikle pred opazovanim ciklom. 
... ... 
II-29 Alarm druge stopnje se je pojavil 29 ciklov pred opazovanim ciklom. 
II-30 Alarm druge stopnje se je pojavil 30 ciklov pred opazovanim ciklom. 





Transformacija G4. Druge (𝐺4) podatke smo transformirali v množico bitnih vektorjev, ki 
pripadajo posameznim slabim ciklom in nosijo informacijo, na katerem stroju 
(𝑀1, 𝑀2, 𝑀3, 𝑀4 ali 𝑀5), kateri dan (ponedeljek, torek, sreda, ... ali nedelja) in v katerem 
delu dneva (ponoči, zjutraj, popoldne ali zvečer) je prišlo do posameznega slabega  cikla. 
 
Identifikacija vrst neustreznih operacijskih razmer. Uporabili smo aglomerativni (ang. 
agglomerative) algoritem gručenja (Pedregosa et al. 2011), kjer smo pri vsakem koraku 
razdelitve trenutno skupino primerov razdelili v dve podskupini. Uporabili smo povezovalni 
kriterij Ward. Pravila smo utežili tako, da je skupna informacija na podlagi procesnih 
parametrov imela enako težo kot skupna informacija na podlagi podatkov o alarmih. Za 
omejevanje rasti hierarhične strukture smo uporabili statistični metodi t-test za neodvisne 




Rezultat analize je interpretativni model v obliki hierarhične kategorizacije različnih vrst 
nenačrtovanih zastojev strojev s pripadajočimi značilnimi kombinacijami pravil. 
Vizualizacijo tega končnega modela prikazuje Slika 4.6 (velikost vozlišč je sorazmerna s 
številom primerov v posameznem vozlišču). 
 
 




Slika 4.6: Končni interpretativni model. 
 
 
Hierarhična kategorizacija se začne pri vozlišču 0. Primeri slabih ciklov v tem vozlišču so 
razdeljeni v dve skupini, to sta skupini vozlišče 1 in vozlišče 2. Vozlišče 1 je nato naprej 
razdeljeno na primere v vozliščih 3 in 4, vozlišče 2 pa na vozlišči 5 in 6 itd. Lastnosti 
identificiranih vrst oz. vozlišč so opisane s kombinacijami pogostih pravil, ki se navezujejo 
na anomalije v procesnih parametrih, pojave alarmov, stroj, dan v tednu in del dneva. Ti 
opisi so lahko podani v obliki seznama pravil za posamezno vozlišče. Na seznamih lahko 
določimo pragove za filtriranje pravil tako, da so na seznamih prikazana le pravila z visoko 
relativno frekvenco. Primera takih seznamov pravil za vozlišči 40 in 12 sta prikazana v 
Tabela 4.9 in Tabela 4.10. 
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Za demonstracijo interpretativne moči takega modela bomo v nadaljevanju interpretirali dve 
identificirani vrsti neustreznih operacijskih razmer: (1) nenačrtovani zastoji zaradi 
pomanjkanja vhodnega materiala in (2) »sobotno-nočni« zastoji. 
 
 
Tabela 4.9: Seznam pravil za vozlišče 40. 
Vozlišče 40 








100,0  I-z A_00859_POMANJKANJE_MATERIALA G3 
86,5  m-2 Plast_cas_C_s_ > 0,0915 [s]  G2 
82,7  sl-3 Plast_cas_C_s_ > 0,0233 [s/cikel]  G2 
78,9  sl-5 Plast_cas_C_s_ > 0,0280 [s/cikel]  G2 
69,2  std-10 Plast_cas_C_s_ > 0,0458 [s]  G2 
65,4  std-15 Plast_cas_C_s_ > 0,0389 [s]  G2 
80,8  std-15 Plast_cas_C_s_ > 0,0065 [s]  G2 
88,5  m-2 Masa_blazin_mm_ <= -0,0005 [mm]  G2 
78,9  m-2 PreklMasaTlZ_bar_ <= -0,45 [bar]  G2 
80,8  m-1 MaxMasaTl_bar_ <= -1,05 [bar]  G2 
86,5  m-1 PovraHitBriz_mms_s_ > 0,0350 [(mm/s)∙s]  G2 
78,9  m-2 PovraHitBriz_mms_s_ > 0,0550 [(mm/s)∙s]  G2 
67,3  std-10 PovraHitBriz_mms_s_ > 0,0079 [(mm/s)∙s]  G2 
67,3  std-15 PovraHitBriz_mms_s_ > 0,0170 [(mm/s)∙s]  G2 
73,1  m-3 PovraPotBriz_mm_s_ <= -0,0400 [(mm∙s)]  G2 
69,2  std-10 PovraPotBriz_mm_s_ > 0,0075 [(mm∙s)]  G2 
61,5  sl-10 PovraMasaTl_bar_s_ <= -1,6500 [(bar∙s/cikel)] G2 
67,3  std-15 PovraMasaTl_bar_s_ > 1,8295 [(bar∙s)]  G2 
48,1 stroj 1  G4 
0,0 stroj 2  G4 
0,0 stroj 3  G4 
23,1 stroj 4  G4 
28,8 stroj 5  G4 
 
Tipi podatkov in pragovi prikaza pravil na seznamu 
𝐺2 Podatki, značilni za proces (prag = 60 %) 
𝐺3 Podatki, značilni za napake (prag = 60 %) 
𝐺4 Drugi podatki/dan v tednu (prag = 30 %) 
𝐺4 Drugi podatki/del dneva (prag = 50 %) 




Pomanjkanje vhodnega materiala. Vozlišče 40 (seznam pogostih pravil za to vozlišče 
prikazuje Tabela 4.9) vsebuje 52 primerov slabih ciklov. Pri vseh teh primerih se pojavi 
alarm prve stopnje: pomanjkanje vhodnega materiala. Ta dogodek se kot pogost dogodek ne 
pojavi nikjer drugje v induciranem končnem modelu. Primerom v tem vozlišču je skupno 
relativno veliko število anomalij na podlagi procesnih parametrov. Pri primerih v tem 
vozlišču je pogosto (1) povečanje lokalnih povprečij, naklonov in standardnih deviacij časa 
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plastifikacije, (2) zmanjšanje ostanka materiala v cilindru po vbrizgu, (3) zmanjšanje 
vrednosti specifičnega tlaka, pri kateri stroj preklopi z brizgalnega na naknadni tlak itd. 
Kombinacija identificiranih pogostih anomalij je smiselna. Zaradi pomanjkanja vhodnega 
materiala v cilindru je potrebnega več časa, da se nabere dovolj materiala za vbrizg. 
Razumljivo je tudi, da so vrednosti tlakov zmanjšane, kadar ni dovolj materiala pri 
vbrizgavanju in v podobnih primerih. Ta vrsta nenačrtovanega zastoja stroja pa se pojavi le 
na treh od petih opazovanih strojev. To dejstvo je že lahko povod za ugotavljanje, zakaj se 
ti nenačrtovani zastoji pojavljajo le na teh treh strojih. Če kljub tem spoznanjem še vedno ne 
moremo ugotoviti izvornih vzrokov za to vrsto nenačrtovanih zastojev oziroma jih odpraviti, 
bi lahko zgradili predikcijski sistem, ki bi operaterje strojev opozarjal na nevarnost pojava 
te vrste zastojev. Relativno veliko število pogostih anomalij procesnih parametrov nakazuje, 
da bi bilo mogoče zgradili takšen predikcijski sistem. Interpretativni model nakazuje, kateri 
parametri in katere vrste anomalij bi bili lahko uporabljeni za napovedovanje te vrste 
zastojev. Če bi bilo npr. mogoče nenačrtovan zastoj pravočasno napovedati, bi se morda 
lahko relativno enostavno izognili neustreznim operacijskim razmeram, npr. z višjo stopnjo 
dovajanja vhodnega materiala. 
 
Sobotno-nočni zastoji. Vozlišče 12 (seznam pogostih pravil za to vozlišče prikazuje Tabela 
4.10) vsebuje 27 primerov slabih ciklov. Ti slabi cikli se pojavljajo praktično samo na dveh 
od petih opazovanih strojev. Alarmi krmilnika, ki se pogosto pojavljajo pri ciklih te vrste 
zastojev, se nanašajo na temperaturo hidravličnega olja, prirobnice in grelnih con cilindra. 
Glede na pogoste anomalije procesnih parametrov sklepamo, da so temperature presegle 
zgornje tolerančne meje. Na podlagi kombinacij pravil z značilkami, ki opisujejo dinamiko 
procesnih parametrov integralnih vrednosti površin krivulj brizgalne hitrosti in brizgalne 
poti, bi lahko sklepali, da se je pred temi zastoji povečala brizgalna hitrost. Višja temperatura 
grelnih con cilindra povzroči zmanjšanje viskoznosti taline, talina lahko steče v orodje 
(kalup) z manj upora in posledično se skrajša čas vbrizga. Zaradi nizke viskoznosti taline se 
lahko kalup preveč napolni, s tem pa se zmanjša ostanek materiala v cilindru. Pogosta 
pravila, ki se navezujejo na čas pojava teh zastojev, razkrijejo nekaj zelo zanimivega: več 
kot 96 % teh zastojev se je zgodilo v soboto in 78 % ponoči. 
 
Tabela 4.10: Seznam pravil za vozlišče 12. 
Vozlišče 12 






100,0 I-z A_00642_MIN_MAX_TEMPER_OLJA_HIDRAVL_ G3 
100,0  II-z A_00650_TEMP_PRIROBNICE_TOL_MEJ_ G3 
100,0  II-z A_00510_GRELNA_CONA_1_TOL_MEJ_ G3 
100,0  II-z A_00510_GRELNA_CONA_2_TOL_MEJ_ G3 
100,0  II-z A_00510_GRELNA_CONA_3_TOL_MEJ_ G3 
100,0  II-z A_00510_GRELNA_CONA_4_TOL_MEJ_ G3 
100,0  II-z A_00510_GRELNA_CONA_11_TOL_MEJ_ G3 
74,1  II-z A_00710_GRETJE_ORODJA_CONA_1_TOL_MEJ_ G3 
74,1  II-z A_00710_GRETJE_ORODJA_CONA_2_TOL_MEJ_ G3 
85,2  II-z A_00640_TEMP_OLJA_HIDRAVL_TOL_MEJ_ G3 
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63,0  std-10 Cikel_cas_C_s_ > 0,0038 [s] G2 
70,4  std-15 Plast_cas_C_s_ > 0,0065 [s] G2 
77,8  m-2 Masa_blazin_mm_ <= -0,0005 [mm] G2 
70,4  m-1 PovraHitBriz_mms_s_ > 0,035 [(mm/s)∙s] G2 
63,0  m-2 PovraHitBriz_mms_s_ > 0,055 [(mm/s)∙s] G2 
66,7  m-3 PovraPotBriz_mm_s_ <= -0,04 [(mm∙s)] G2 
66,7  std-10 PovraPotBriz_mm_s_ > 0,0075 [(mm∙s)] G2 
77,8  ponoči G4 
96,3  sobota G4 
0,0  stroj 1 G4 
66,7  stroj 2 G4 
33,3  stroj 3 G4 
0,0  stroj 4 G4 
0,0  stroj 5 G4 
 
Tipi podatkov in pragovi prikaza pravil na seznamu 
𝐺2 Podatki, značilni za proces (prag = 60 %) 
𝐺3 Podatki, značilni za napake (prag = 60 %) 
𝐺4 Drugi podatki/dan v tednu (prag = 30 %) 
𝐺4 Drugi podatki/del dneva (prag = 50 %) 




Splošni opis končnega modela. Na način, kot smo to storili za vozlišči 40 in 12 (opisano 
zgoraj), smo pregledali še ostala vozlišča induciranega interpretativnega modela. Slika 4.6 
prikazuje skupine slabih primerov oz. vrste nenačrtovanih zastojev strojev, ki smo jih tako 
ugotovili iz hierarhičnega modela. Ugotovili smo 17 skupin primerov, za katere bi lahko 
rekli, da pomenijo posamezne vrste nenačrtovanih zastojev strojev. Iz začetnega vozlišča 0, 
ki vsebuje vseh 890 slabih primerov, se v prvi razdelitvi v podskupine loči skupina primerov 
nenačrtovanih zastojev, za katere so značilna odstopanja temperatur prirobnice in grelnih 
con cilindra ter defektno gretje orodja. Drugi primeri (primeri vozlišča 1) se naprej ločijo v 
dve večji veji. Skupna lastnost ene veje (vozlišča 4-9-20-35-46-49-51) je, da pri ciklih 
zastoja ni bila dosežena preklopna točka na naknadni tlak. Iz druge veje (vozlišča 3-7-15-
29) se v nadaljnjih korakih ločijo nekoliko bolj raznolike skupine nenačrtovanih zastojev 
strojev. Primeri v vozlišču 39 pa nimajo skupnih pravil, na podlagi katerih bi lahko določili 
izstopajoče značilnosti te skupine. 
 
 
4.1.3.4. Ugotovitve študije primera 
Identificirali smo obvladljivo število vrst nenačrtovanih zastojev strojev. Združevanje 
numeričnih podatkov o vrednosti procesnih parametrov in podatkov o pojavih alarmov nam 
je omogočilo boljše razumevanje identificiranih vrst neustreznih razmer, katerih posledica 
so nenačrtovani zastoji strojev. Obogatitev modela hierarhične kategorizacije vrst 
nenačrtovanih zastojev strojev z drugimi (𝐺4) podatki pripomore k ugotavljanju dodatnih 
smernic za iskanje izvornih vzrokov. Identificirali smo anomalije v vrednostih procesnih 
parametrov, ki ločujejo neustrezne operacijske razmere od ustreznih. Rezultirajoči 
interpretativni model lahko relativno enostavno interpretiramo. Ni nujno, da končni 
uporabnik tega modela v vseh podrobnostih razume proces indukcije modela, da bi si z njim 
lahko pomagal pri analizi podatkov. 
 




4.1.4. Zaključki raziskave 
V okviru te raziskave je bila razvita inovativna metoda za analizo podatkov, ki običajno 
nastanejo ob cikličnih proizvodnih procesih. Predlagana metoda integrira dobro znane 
tehnike strojnega učenja, tj. odločitvena drevesa in gručenje. Ti algoritmi so v kombinaciji s 
konvencionalnimi pristopi diagnosticiranja napak v predlagani metodi analize uporabljeni 
za luščenje ključnih informacij iz velikih količin heterogenih proizvodnih podatkov. 
Rezultirajoča hierarhična kategorizacija vrst neustreznih operacijskih razmer je lahko 
uporabljena za podporo pri določanju ravnanj, ki bi odpravila oz. zmanjšala število napak v 
procesu. 
 
Aplikabilnost predlagane metode je prikazana z apliciranjem metode na realnih industrijskih 
podatkih procesa injekcijskega brizganja plastike. Ključni rezultati so: 
• razkrili smo obvladljivo število vrst nenačrtovanih zastojev strojev (opazovana vrsta 
neustreznih operacijskih razmer) s pripadajočimi značilnostmi, ki izkazujejo 
fizikalni smisel, 
• pristop združevanja podatkov nam je omogočil boljše razumevanje identificiranih 
vrst nenačrtovanih zastojev strojev in določitev dodatnih smernic za iskanje izvornih 
vzrokov, 
• da bi lahko končni uporabnik uporabil metodo, ni nujno, da v vseh podrobnostih 










4.2. Podatkovno-gnan celostni pristop k napovedovanju 
napak v cikličnem proizvodnem procesu 
V tej drugi raziskavi, ki se pretežno navezuje na operativni nivo proizvodnega sistema in je 
opisana v tem podpoglavju, smo na primeru procesa injekcijskega brizganja plastike 
celostno preučevali izgradnjo napovednih modelov za napovedovanje redkih napak. Ta 
raziskava dopolnjuje raziskavo, opisano v prejšnjem podpoglavju. Raziskava, opisana v 
prejšnjem podpoglavju, je osredotočena na to, kako si lahko pri izvajanju cikličnih 
proizvodnih procesov z naprednimi metodami analize pomagamo pri razumevanju napak oz. 
slabih razmer in pri iskanju njihovih izvornih vzrokov. Raziskava, ki bo opisana v tem 
podpoglavju, pa se osredotoča na to, kako zasnovati učinkovit sistem za analitiko podatkov 
cikličnega proizvodnega procesa in kako ugotoviti možnosti za napovedovanje napak oz. 
slabih razmer na podlagi velikih količin proizvodnih podatkov. 
 
4.2.1. Uvod 
Injekcijsko brizganje plastike je tipičen primer cikličnega proizvodnega procesa, v katerem 
se kosi proizvajajo s ponavljanjem iste sekvence korakov, ki tvorijo t. i. proizvodni cikel. 
Zaradi teh lastnosti cikličnega proizvodnega procesa imajo podatki, ki se običajno ustvarijo 
pri takih procesih, podobno strukturo za vsak cikel, zato lahko relativno enostavno 
definiramo skupne značilke, ki opisujejo dinamiko procesnih razmer. To je še posebej 
pomembno, kadar preučujemo napake z nizko frekvenco pojavljanja, ker lahko zaradi 
omenjene značilnosti cikličnih proizvodnih procesov združujemo podatke, ki so nastali pri 
različnih serijah in na različnih delovnih sistemih, ter s tem zagotovimo dovolj veliko število 
primerov napak iz preteklosti, da lahko uporabimo empirične metode. 
 
Kontrola kakovosti procesa injekcijskega brizganja plastike je zaradi velikega števila 
procesnih parametrov, kompleksnih orodij itd. zahteven proces. Nenačrtovani zastoji strojev 
so pri tem procesu zelo nezaželeni. Te nenačrtovane prekinitve procesa negativno vplivajo 
na stabilnost in zmogljivost proizvodnega procesa ter na kakovost izdelkov. Nenačrtovani 
zastoji strojev povzročijo zmanjšano razpoložljivost sredstev, povečanje izmeta in povečanje 
variabilnosti značilnosti izdelkov. 
 
Moderni računalniško krmiljeni delovni sistemi ustvarjajo podatke, ki opisujejo procesne 
razmere. Pristop, ki smo ga preučevali v tej raziskavi, naj bi z uporabo teh podatkov ustvaril 
modele za napovedovanje nenačrtovanih zastojev strojev. Realni industrijski podatki so 
lahko (količinsko) zelo veliki in kompleksni. Zato potrebujemo napredne pristope za 
luščenje vrednosti iz takih podatkov. 
 
Razvoj in raziskave rešitev za podatkovno analitiko 
 
70 
V tej raziskavi, ki je predstavljena tudi v delu (Kozjek et al. 2017a), smo preučevali uporabo 
naprednih metod za napovedovanje redkih napak pri izvajanju cikličnih proizvodnih 
procesov. Celostno smo preučevali primer procesa injekcijskega brizganja plastike, kar je 
vključevalo faze nastanek, zajem, shranjevanje, procesiranje podatkov in napovedovanje. 
Uporabili smo realne industrijske podatke, ki so se ustvarili (1) na petih strojih za injekcijsko 
brizganje plastike in (2) s sistemom MES za obdobje približno šestih mesecev. Preučevali 
smo, kako se soočiti z velikimi količinami in visoko dimenzionalnostjo podatkov. Razvili in 
implementirali smo prototipni sistem za pridobivanje in evalvacijo napovednih modelov za 
napovedovanje nenačrtovanih zastojev strojev. 
 
 
4.2.2. Razvoj in implementacija prototipnega sistema za 
podatkovno analitiko 
Pri izgradnji prototipnega sistema za podatkovno analitiko smo uporabili tipični koncept 
analitike velepodatkov, tj. verigo vrednosti, ki pomeni referenčno arhitekturo sistemov za 
podatkovno analitiko. Glede na ta koncept se sistem za podatkovno analitiko obravnava po 
štirih osnovnih delih: (1) nastanek, (2) zajem, (3) shranjevanje in (4) analiza podatkov.  
 
Slika 4.7 prikazuje IDEF0 diagram poteka izgradnje in evalvacije napovednih modelov ter 









Slika 4.7: IDEF0 diagram celostnega pristopa izgradnje in evaluacije napovednih modelov. 
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V nadaljevanju so z uporabo tipičnega koncepta verige vrednosti po korakih (1) nastanek, 
(2) zajem, (3) shranjevanje in (4) analiza podatkov predstavljeni razvoj in implementacija 
ter referenčna arhitektura prototipnega sistema za podatkovno analitiko. 
 
 
4.2.2.1. Nastanek podatkov 
Podatke, na katerih temelji sistem za podatkovno analitiko, je ustvarilo pet krmilnikov 
strojev za injekcijsko brizganje plastike in sistem MES. 
 
Krmilniki strojev ustvarjajo posnetke o vrednostih procesnih parametrov in morebitnih 
pojavih alarmov za vsak izvedeni cikel. Tipični čas cikla je 20 sekund. Podatki iz sistema 
MES vsebujejo informacije o montaži in demontaži različnih orodij na strojih. Ti podatki so 
bili ročno vneseni v bazo podatkov ob menjavah orodij. Izvorni podatki so podrobneje 
predstavljeni v podpoglavju 4.1.3.1. 
 
V opazovanem obdobju, ki je tajalo šest mesecev, se je na petih opazovanih strojih izvedlo 




Podatki o menjavah orodij so bili ročno izvoženi iz sistema MES. Posnetki vrednosti 
procesnih parametrov ter pripadajoči podatki o pojavih alarmov so bili prek USB-ključa iz 
krmilnikov strojev dnevno preneseni v urejeno zbirko datotek na osebnem računalniku. 
Zbrani podatki o procesnih parametrih in pojavih alarmov so shranjeni v več kot tisoč 
datotekah. Struktura teh datotek variira še celo za isto vrsto datotek, npr. nabor in zaporedje 
zapisa vrednosti procesnih parametrov v teh datotekah se razlikuje glede na to, kako so bili 
v časih izvoza podatkov nastavljeni krmilniki. Posnetki nekaterih ciklov se podvajajo. 
 
Če bi poleg te študije hoteli zgraditi sistem ponavljajočega se procesa podatkovnega 





Velikost in kompleksnost zbranih podatkov presegata zmožnosti običajnih relacijskih 
sistemov za shranjevanje in upravljanje podatkov. NoSQL podatkovne baze so učinkovito 
orodje za obvladovanje velepodatkov (Hu et al. 2014; Chen et al. 2014). NoSQL podatkovne 
baze so razdeljene v štiri osnovne tipe: (1) podatkovne baze ključ-vrednost (ang. key-value), 
(2) stolpčno usmerjene podatkovne baze (ang. column-oriented), (3) dokumentne 
podatkovne baze (ang. document oriented) in (4) grafne podatkovne baze (ang. graph 
databases). Izbor vrste podatkovnih baz je odvisen predvsem od lastnosti podatkov ter od 
namena in zahtev aplikacije. 
 
Struktura zbranih podatkov je kompleksna zaradi variabilnosti in heterogenosti, vendar je 
glavni subjekt jasno opredeljen: to je proizvodni cikel. Zato je smiselno uporabiti 
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dokumentno NoSQL podatkovno bazo. V dokumentni podatkovni bazi so podatki, ki 
opisujejo glavni subjekt, shranjeni v obliki dokumenta, za katerega ni nujno, da ima fiksno 
oz. vnaprej točno določeno strukturo. V našem primeru smo uporabili dokumentno 
podatkovno bazo MongoDB. MongoDB med drugim omogoča deljenje (ang. sharding) in 
indeksiranje (ang. indexing), kar pa omogoča skalabilnost in učinkovitost procesiranja 
velikih količin podatkov. Za združevanje in učinkovito shranjevanje 2,2 milijona ciklov v 
podatkovno bazo smo napisali in uporabili program v programskem jeziku Python. Podatke, 
ki se nanašajo na posamezni cikel, smo shranili kot posamezen dokument v zbirko 
dokumentov z imenom 𝑐𝑖𝑘𝑙𝑖. 
 
Slika 4.8 prikazuje primer shranjenih podatkov enega cikla v dokumentni podatkovni bazi 
MongoDB. Podatki o posameznem ciklu so shranjeni z uporabo različnih tipov 
spremenljivk; tako je unikatno identifikacijsko število cikla (id_cikla) shranjeno kot 
celoštevilska vrednost, vrednosti procesnih parametrov so shranjene kot števila s plavajočo 
vejico itd. Uporabljeni so tudi drugi tipi spremenljivk, ki omogočajo učinkovito procesiranje 
v nadaljnjih korakih analize: datum in čas začetka cikla (datum_cas) je shranjen z uporabo 
tipa spremenljivke, ki je namenjen prav tej vrsti podatkov. Vrednosti procesnih parametrov 
in informacije o alarmih so shranjene kot vgnezdeni (ang. embedded) dokumenti. To v 
nadaljnjih korakih omogoča enostavno identifikacijo normalnih in slabih ciklov ter drugih 
nalog, ki jih je treba izvesti pri izgradnji napovednih modelov. Slika 4.8 prikazuje podatke 
cikla, v katerem so se pojavili alarmi prve in druge stopnje. Če se alarmi pri ciklu ne pojavijo, 
dokument tega cikla nima vgnezdenih dokumentov alarmi_I in alarmi_II. Nabor 
procesnih parametrov v vgnezdenih dokumentih se lahko za različne cikle razlikuje, vendar 
so imena shranjenih procesnih parametrov (cas_cikla, cas_brizganja, maks_briz_tlak, 
...) označena vedno z isto besedo oz. sekvenco znakov. To ni edini način strukturiranja 
podatkov v fazi shranjevanja v tovrstno podatkovno bazo; zavedati se je treba, da struktura 




   _id: 57cd1591c43f2b5670c35e3a, 
   id_cikla: 10722, 
   stevilo_cikla: 61, 
   izdelek: EG55051001, 
   stevilka_izvorne_datoteke: 150824, 
   del_dneva: jutro, 
   datum_cas: 2015-08-24 09:55:23, 
   ime_dneva: ponedeljek, 
   stroj: KM69, 
   procesni_parametri: 
   { 
      cas_cikla: 10.47, 
      cas_brizganja: 0.9, 
      maks_briz_tlak: 1237, 
      ... 
   }, 
   alarmi_I: 
   { 
      A_00064: true 
   }, 
   alarmi_II: 
   { 
      A_00152: true, 
      A_00145: true 
   } 
} 
Slika 4.8: Združeni podatki enega cikla v dokumentni podatkovni bazi. 




Po združevanju podatkov je vsak cikel 𝑐𝑖 v zbirki ciklov 𝑐𝑖𝑘𝑙𝑖 = {𝑐1, 𝑐2, 𝑐3, . . . , 𝑐𝑖, . . . , 𝑐𝑁𝐶}, 
opisan z unikatnim identifikacijskim številom, zaporednim številom cikla pri izvozu, 
imenom izvorne datoteke, pripadajočim strojem, datumom in časom začetka cikla, dnevom 
v tednu, delom dneva (ponoči, dopoldan, popoldan, zvečer), kodo izdelka, vrednostjo 
procesnih parametrov ter alarmi prve in druge stopnje (Enačba (4.22)). 
 















Uporabili smo način določitve vrednosti unikatnega identifikacijska števila cikla 𝑐𝑖
𝑖𝑑, ki je 
določeno z enačbami (4.2) in (4.3). To omogoča učinkovito procesiranje v nadaljnjih korakih 








𝑖𝑚𝑒 , . . . , 𝑝𝑖,𝑗





𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡, . . . , 𝑝𝑖,𝑗
𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡, . . . ], 
kjer vsaka 𝑗-ta vrednost 𝑝𝑖,𝑗





Faza analize se začne z (1) identifikacijo normalnih in slabih ciklov, nadaljuje z (2) 
identifikacijo skupnih procesnih parametrov in (3) identifikacijo različnih izdelkov ter konča 
s (4) koraki induciranja in evalvacije napovednih modelov z uporabo tehnik strojnega učenja 
in tehnik za klasifikacijo neuravnoteženih (ang. imbalanced) množic podatkov (Chawla 
2005; Ganganwar 2012; Longadge et al. 2013; Provost 2000). 
 
Napovedni model je naučen in testiran na podatkih o vrednosti procesnih parametrov, na 
podatkih o dnevnem in tedenskem proizvodnem ciklu, o pripadajočem stroju in kodi 
pripadajočega izdelka. Uporabljeni so samo tisti procesni parametri, ki so skupni praktično 
vsem posnetkom ciklov. Napovedni sistem smo zgradili tako, da en cikel pred opazovanim 
ciklom napove, ali bo v opazovanem ciklu prišlo do napake, tj. do nenačrtovanega zastoja 
stroja, ali ne. Slab cikel je za naš primer tisti cikel, pri katerem je prišlo do nenačrtovanega 
zastoja stroja. 
 
Korake analize smo realizirali kot program v programskem jeziku Python. Način pisanja 
programa vpliva na učinkovitost izvajanja korakov analize. Uporabili smo napredne metode 
za upravljanje podatkov. Tako je npr. za poizvedovanje, ali je cikel v veliki skupini primerov 
ali ne, bolje uporabiti podatkovno strukturo množice (ang. set) kot seznama (ang. list), ker 
struktura množice uporablja metodo razprševanja, ki znatno pospeši proces poizvedovanja 
ipd. 
 










Identifikacija normalnih in slabih ciklov 
 
Normalni in slabi cikli so identificirani s poizvedovanjem skupin 𝑐𝑖
𝑖𝑑 vrednosti iz zbirke 
𝑐𝑖𝑘𝑙𝑖. Slab cikel je v našem primeru opredeljen kot cikel, pri katerem je prišlo do 
nenačrtovanega zastoja stroja. Nenačrtovane zastoje lahko identificiramo prek poznavanja 
kombinacij pojavov alarmov in prek menjav orodij. Normalni cikli so tisti, ki so dovolj 
oddaljeni (merjeno s številom zaporednih ciklov na nekem stroju) od kakršnih koli 
(ponovnih) zagonov in drugih izrednih razmer. Da lahko identificiramo 𝑐𝑖
𝑖𝑑 vrednosti skupin 
normalnih (𝐼𝐷𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖) in slabih (𝐼𝐷𝑠𝑙𝑎𝑏𝑖) ciklov, moramo narediti poizvedbe, s katerimi 
najprej identificiramo naslednje skupine 𝑐𝑖
𝑖𝑑 vrednosti: (1) vsi cikli (𝐼𝐷𝑣𝑠𝑖), (2) cikli, pri 
katerih so se pojavili ustrezni (tisti ki določajo nenačrtovani zastoj stroja) alarmi prve stopnje 
(𝐼𝐷𝑎𝑙𝑎𝑟𝑚𝑖_𝐼), (3) cikli pojavov alarmov druge stopnje (𝐼𝐷𝑎𝑙𝑎𝑟𝑚𝑖_𝐼𝐼), (4) ko so se pojavili drugi 
alarmi (𝐼𝐷𝑎𝑙𝑎𝑟𝑚𝑖𝐷𝑟𝑢𝑔𝑖), (5) cikli, pri katerih se je pojavil alarm »A_00063 Število 
proizvedenih kosov je doseglo nastavljeno vrednost« (𝐼𝐷𝑎𝑙𝑎𝑟𝑚Š𝑡𝐾𝑜𝑠𝑜𝑣) in (6) cikli ob menjavi 
orodij na stroju (𝐼𝐷𝑚𝑒𝑛𝑗𝑎𝑣𝑎𝑂𝑟𝑜𝑑𝑗𝑎). Za identifikacijo skupin 𝐼𝐷𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 in 𝐼𝐷𝑠𝑙𝑎𝑏𝑖 je treba 
nastaviti vrednosti parametrov (1) 𝑑𝑧𝑎𝑔𝑜𝑛, ki definira, koliko ciklov mora biti zaporedno 
izvedenih na stroju pred opazovanim ciklom, ne da bi se pojavil kateri koli alarm prve 
stopnje, preden opazovani cikel lahko pripišemo skupini 𝐼𝐷𝑠𝑙𝑎𝑏𝑖, in (2) 𝑑𝑛𝑜𝑘, ki definira 
koliko ciklov mora biti pred in za opazovanim ciklom zaporedno izvedenih na stroju brez 
pojava katerega koli alarma, da opazovani cikel lahko pripišem skupini 𝐼𝐷𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖. Ta korak 
identifikacije normalnih in slabih ciklov je lahko učinkovito izveden npr. zaradi pametnega 
načina pripisovanja 𝑐𝑖
𝑖𝑑 vrednosti ciklom, ki ga opisujeta enačbi (4.2) in (4.3). V našem 
primeru smo na zgoraj opisan način identifikacije normalnih in slabih ciklov identificirali 




Identifikacija skupnih procesnih parametrov 
 
Identificirati je treba, kateri procesni parametri so skupni praktično vsem ciklom. Določili 
smo prag 𝑡ℎ𝑟𝑝𝑝, ki določa delež ciklov, pri katerih mora biti posneta vrednost nekega 
procesnega parametra, da ta procesni parameter lahko pripišemo skupini skupnih 
parametrov. V našem primeru smo vrednost praga 𝑡ℎ𝑟𝑝𝑝 nastavili na 0,99. Tako smo 
ugotovili 26 skupnih procesnih parametrov: (1-3) časi cikla, brizganja in plastificiranja, (4) 
blazina mase, (5, 6) tlak in pozicija polža pri preklopu na naknadni tlak, (7) maksimalni tlak 
mase, (8) maksimum krivulje specifičnega tlaka v cilindru pri brizganju, (9, 10) čas 
odpiranja in čas zapiranja orodja, (11) čas naraščanja zapiralne sile pri zapiranju orodja, (12) 
čas zniževanja zapiralne sile pri odpiranju orodja, (13) maksimum krivulje brizgalne hitrosti, 
(14) maksimum krivulje brizgalne poti, (15) površina krivulje brizgalne hitrosti, (16) 
površina krivulje brizgalne poti, (17) površina krivulje specifičnega tlaka v cilindru pri 
brizganju, (18) plastificirni hod, (19) čas hlajenja izdelka v orodju, (20) temperatura 
prirobnice, (21-24) temperature grelnih con cilindra (cone 1, 2, 3 in 11), (25) čas naknadnega 
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Identifikacija različnih izdelkov 
 
Podatki o tem, kateri cikli oz. kosi pripadajo kateremu izdelku, bodo v nadaljnjih korakih 
analize uporabljeni za dodatne značilke za napovedovanje, zato se v tem koraku iz zbirke 
𝑐𝑖𝑘𝑙𝑖 identificira množica vseh različnih izdelkov. 
 
 
Induciranje in evalvacija napovednih modelov 
 
Predstavljeni pristop napovedovanja napak temelji na tehnikah strojnega učenja za 
klasifikacijo. Inducirani napovedni model poda napoved na podlagi hevristike ločevanja 
slabih ciklov od normalnih. Razreda (ang. classes) (1) normalen in (2) slab sta zelo 
neuravnotežena. Za demonstracijo nekaterih pristopov k reševanju problema 
neuravnoteženosti razredov pri klasifikaciji smo v analizi uporabili tehnike podvzorčenja 
(ang. under-sampling), nadvzorčenja (ang. over-sampling) in prilagajanja pragu odzivnosti 
(ang. discrimination thresholds). Zaradi velike neuravnoteženosti smo za mero zmogljivosti 
napovednih modelov izbrali F-mero razreda slabih ciklov. Pri določanju kombinacije in 
zaporedja izvajanja korakov analize moramo upoštevati veliko število ciklov. Algoritmi in 
nastavitve so pri tej študiji izbrani na podlagi preliminarnih testov, v katerih smo uporabili 
omejen nabor kandidatnih enostavno izvedljivih algoritmov in nastavitev. Na koncu smo 
uporabili algoritme in nastavitve, ki so se izkazali za nekoliko boljše od ostalih. Optimizacija 
zmogljivosti napovednega modela ni glavni namen te študije. V praksi bi zahtevala veliko 
časa in znanja s področja informatike. 
 
Zmogljivost napovednih modelov je ocenjena z metodo 𝐾-kratnega navzkrižnega 
preverjanja (ang. 𝐾-fold cross-validation). Parameter 𝐾 je nastavljen na 10. Vrednost tega 
parametra smo izbrali glede na zanesljivost ocene zmogljivosti in razpoložljivi čas 
procesiranja. Za ocenjevanje zmogljivosti modelov in prilagajanje pragu odzivnosti se vsaka 
izmed množic 𝐼𝐷𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 in 𝐼𝐷𝑠𝑙𝑎𝑏𝑖 razdeli na 𝐾 približno enakih delov, ki so urejeni v 
kronološkem zaporedju (v enem delu so cikli iz enega časovnega obdobja, v naslednjem delu 
pa cikli iz naslednjega časovnega obdobja). Pri vsaki iteraciji navzkrižnega preverjanja je 
napovedni model naučen na podvzorčeni množici normalnih in nadvzorčeni množici slabih 
primerov (ciklov), testiran pa na nevzorčenih množicah. 
 
Zaradi velikega števila posnetkov ciklov in visoke neuravnoteženosti razredov se množica 
normalnih ciklov podvzorči. Podvzorčenje se izvede na delno naključen način: v vsakem 
izmed 𝐾-delov s primeri za učenje modela so normalni primeri približno enakomerno 
porazdeljeni glede na pripadajoči stroj, dan v tednu in del dneva. Podvzorčena množica 
vsebuje približno 20.000 normalnih primerov. 
 
Napovedni model se nauči in testira na podlagi vektorjev značilk, ki opisujejo procesne 
razmere. Funkcijo 𝑓𝑡, ki za 𝑛-ti cikel 𝑐𝑛 izračuna vektor značilk 𝒙𝑛, smo določili glede na 
napovedovanje slabih ciklov. Izračun vektorjev značilk je prikazan v enačbi (4.23). 
𝒙𝑛 = 𝑓𝑡(𝑐𝑛
𝑖𝑑)  = [… , 〈𝑐𝑛〉1−1 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉2−2 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉3−3
− 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉4−4 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉5−5 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉5−10
− 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉10−15
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kjer 〈𝑐𝑛〉𝑗−𝑘 označuje povprečno vrednost procesnega parametra od 𝑘-tega do 𝑗-tega cikla 
pred opazovanim 𝑛-tim ciklom na nekem stroju in 𝑦𝑛 ciljni razred, ki opredeljuje, ali vektor 
značilk pripada normalnemu (𝑦𝑛 = 0) ali slabemu (𝑦𝑛 = 1) ciklu. Vektorji značilk so 
sestavljeni iz (1) numeričnih značilk (npr. 〈𝑐𝑛〉1−1 − 〈𝑐𝑛〉15−30), ki opisujejo dinamiko v 
vrednostih procesnih parametrov v ciklih, izvedenih na istem stroju pred opazovanim 
ciklom, in (2) kategoričnih značilk, ki nosijo informacijo o dnevu v tednu, delu dneva, 
pripadajočem stroju in pripadajočem izdelku. V enačbi (4.23) so značilke, katerih vrednosti 
so izračunane na podlagi numeričnih vrednosti procesnih parametrov, prikazane samo za en 
procesni parameter. Za vseh 26 skupnih procesnih parametrov so značilke izračunane na 
enak način. Tudi tu pametna določitev vrednosti unikatnega identifikacijskega števila cikla 
𝑐𝑛
𝑖𝑑 omogoča učinkovit dostop do podatkov ciklov, ki so bili izvedeni na istem stroju 
neposredno pred opazovanim ciklom. 
 
Za nadvzorčenje smo uporabili SMOTE-algoritem (Chawla et al. 2002; Lemaître et al. 2017) 
na množici vektorjev značilk slabih primerov. Parameter SMOTE-algoritma, ki določa 
število najbližjih sosedov za ustvarjanje sintetičnih primerov, smo nastavili na vrednost 5. 
Nastavljena je bila taka stopnja nadvzorčenja, da je bilo število normalnih in slabih primerov 
v učni množici približno enako. 
 
Za učenje modelov je bil uporabljen meta-algoritem AdaBoost-SAMME.R (Freund & 
Schapire 1995; Pedregosa et al. 2011) na podlagi enonivojskih odločitvenih dreves (ang. 
decision stumps) optimizirane verzije CART-algoritma (kot ločitveni kriterij je uporabljena 
mera nečistoče po Giniju). Da bi se izognili prekomernemu prilagajanju modela učnim 
podatkov, smo določili ustrezne vrednosti parametrov algoritma AdaBoost (1) maksimalno 
število »ocenjevalcev« (ang. estimators), nastavljeno na vrednost 300, in (2) hitrost učenja 
(ang. learning rate), nastavljeno na vrednost 1. Za izbor najboljših značilk za učenje smo 
pred učenjem modelov uporabili na modelu-temelječo metodo (ang. select-from-model) 
(Pedregosa et al. 2011) izbora značilk. Prag izbora značilk je bil nastavljen na način srednje 
vrednosti (ang. mean mode). 
 
Ko je napovedni model naučen, je, ko ga uporabimo za napovedovanje, izhod iz modela 
numerična vrednost v območju od 0 do 1. Na tem mestu je treba določiti prag odzivnosti, ki 
bo določal, ali je cikel normalen ali slab. Končni odločitveni pragovi so določeni ločeno za 
posamezne stroje z variiranjem vrednosti odločitvenega pragu od 0 do 1 po koraku 0,001 in 
s sprotnim izračunavanjem (po metodi 𝐾-kratnega navzkrižnega preverjanja) vrednosti 
F-mere razreda slabih ciklov. Končna vrednost odločitvenega pragu je vrednost, pri kateri je 
vrednost F-mere razreda slabih ciklov najvišja. Skupna zmogljivost napovedovanja je 
ocenjena s skupno (za vse primere ciklov z vseh petih opazovanih strojev) F-mero slabega 
razreda ter pripadajočima mero natančnosti in mero priklica. 
 
Izhod iz analize je model za izračun napovedi, namreč ali bo opazovani cikel normalen ali 





F-mera slabega razreda je v našem primeru ocenjena na vrednost 0,082, pripadajoči 
vrednosti natančnosti in priklica pa na 0,117 in 0,063. Ta rezultat v praksi pomeni naslednje: 
zgrajeni napovedni model lahko en cikel pred opazovanim napove 6,3 % nenačrtovanih 
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zastojev strojev z 11,7-odstotno natančnostjo (ko napovedni sistem napove nenačrtovani 
zastoj stroja, bo v 11,7 % primerov dejansko prišlo do nenačrtovane zaustavitve). Pri teh 
rezultatih se je treba zavedati visokega razmerja števila normalnih ciklov proti številu slabih 
ciklov v testni množici, ki znaša 1484 : 1. Brez kakršnega koli naprednega napovedovanja 
je tako znana le verjetnost nenačrtovanega zastoja pri naključno izbranem ciklu, ki je 0,07 %. 
 
Razviti sistem za napovedovanje je bil testiran tudi na množici podatkov 23.672 normalnih 
in slabih ciklov, ki pripadajo bolj problematičnemu izdelku. Za ta izdelek je razmerje števil 
normalnih in slabih ciklov 262 : 1 ter ocenjena zmogljivost napovednega modela 
F-mera = 0,230, natančnost = 0,565 in priklic = 0,144, kar pomeni, da je 14 % nenačrtovanih 
zastojev mogoče napovedati s 57-odstotno natančnostjo.  
 
Koraki analize za induciranje in evalvacijo modelov napovedovanja so bili izvedeni na 
osebnem računalniku v približno dveh urah. Optimizacija časa procesiranja ni bila središče 
te študije. Učinkovitost procesiranja bi se dalo izboljšati. 
 
Predstavljeni sistem za napovedovanje pripomore k boljšemu napovedovanju zelo redkih 
napak v proizvodnem procesu. Rezultati kažejo, da obstajajo v podatkih anomalije, ki jih je 
mogoče uporabiti za napovedovanje nenačrtovanih zastojev strojev. Kljub temu je še dovolj 
prostora za veliko dela in izzivov za nadaljnje raziskave, v katerih bo mogoče preučevati 
številne vplive na zmogljivost napovednih modelov in iskati načine, kako bi izboljšali 
napovedovanje: (1) konfiguracija parametrov algoritmov, analize ipd., (2) izbira algoritmov 
in tehnik za indukcijo napovednega modela, (3) določanje funkcije za izračun vektorjev 
značilk, (4) število in selekcija učnih primerov, (5) kombinacija različnih strojev in izdelkov 
v testnih množicah podatkov, tj. ali je npr. boljše naučiti model na podatkih samo nekaterih 
strojev ali pa je bolje uporabiti podatke vseh strojev hkrati, (6) ločevanje primerov na 
morebitne različne vrste nenačrtovanih zastojev strojev itd. V tem delu predstavljeni 
prototipni sistem za ustvarjanje napovednih modelov je zasnovan tako, da omogoča 
enostavno rekonfiguracijo korakov analize za namen preučevanja vplivov na zmogljivost 
napovedovanja, omogoča enostavno zamenjavo algoritmov strojnega učenja in spreminjanje 
njihovih nastavitev, spremembo načina filtriranja primerov v učni in testni množici podatkov 
glede na stroje ali izdelke, vključitev podatkov iz zgolj določenega obdobja itd.  
 
Z razvitim napovednim sistemom smo izvedli tudi eksperimente, pri katerih smo testirali 
izbrane tehnike globokega učenja za napovedovanje nenačrtovanih zastojev strojev v 
procesu injekcijskega brizganja plastike. V fazi analize so bile opravljene naslednje 
spremembe glede na zgoraj opisani eksperiment: (1) zmanjšana stopnja podvzorčenja za 
faktor 5 (približno 100.000 učnih normalnih primerov), (2) vektorji značilk vsebujejo le 
numerične značilke, ki opisujejo dinamiko procesnih parametrov (182 značilk), (3) 
izključeno nadvzorčenje in korak izbora najboljših značilk, (4) uporaba sekvenčne 
polnopovezane nevronske mreže (Chollet 2015) s petimi skritimi nivoji, TensorFlow 
backend-a, RMSprop optimizacijski algoritem in binarna križna entropija (ang. binary cross 
entropy) kot funkcija napake (ang. loss function). Rezultati so: (a) za množico podatkov, ki 
vključuje vse izdelke v opazovanem obdobju šestih mesecev: F-mera = 0,119, 
natančnost = 0,185 in priklic = 0,087, ter (b) za množico podatkov, ki vključuje le cikle 
zgoraj omenjenega bolj problematičnega izdelka ob dodatni izključitvi podvzorčenja iz 
postopka indukcije napovednega modela: F-mera = 0,353, natančnost = 0,857 in 
priklic = 0,222, kar pomeni, da smo 22 % nenačrtovanih zastojev strojev zmožni napovedati 
s 86-odstotno natančnostjo. 





4.2.3. Zaključki raziskave 
V tej raziskavi smo preučevali celostni pristop k izgradnji sistema za napovedovanje redkih 
napak pri izvajanju cikličnih proizvodnih procesih. Utemeljili smo ga z realnim primerom 
procesa injekcijskega brizganja plastike. Razvili in implementirali smo sistem za 
napovedovanje nenačrtovanih zastojev strojev. Prikazali smo, kako je takšen pristop kos 
kompleksnosti in velikosti podatkov, ki običajno nastanejo pri izvajanju cikličnih 
proizvodnih procesov. Študija primera kaže, da je potrebna velika interdisciplinarnost pri 
razvoju takih sodobnih rešitev za podatkovno analitiko v proizvodnji. Uporaba konceptov, 
metod, tehnik in orodij analitike velepodatkov nam je omogočila, da smo učinkovito in v 
sprejemljivem času izvedli analizo na podlagi realnih industrijskih velepodatkov. Rezultati 
evalvacije napovednih modelov kažejo, da v zbranih podatkih obstajajo anomalije, ki bi jih 
lahko uporabili za napovedovanje nenačrtovanih zastojev strojev pri izvajanju proizvodnega 
procesa injekcijskega brizganja plastike. 
 
V diskusiji se pojavlja tudi vprašanje, ali lahko združevanje podatkov, ki izhajajo iz več 
strojev za brizganje plastike, pripomore k boljši zmogljivosti napovednih modelov. Na to 
vprašanje, med drugimi, odgovarja raziskava, opisana v naslednjem podpoglavju, ki je tretja 














4.3. Odkrivanje znanja za diagnosticiranje napak pri 
injekcijskem brizganju: primer komunikacije M2M 
Pri večini proizvodnih procesov je stopnja pojavljanja napak zelo nizka. Včasih je defektnih 
samo nekaj na milijon proizvedenih kosov. Zato se diagnosticiranje napak sooča z ekstremno 
neuravnoteženimi množicami podatkov in zahteva velike količine podatkov za doseganje 
sprejemljivih učinkov. Raziskava, ki je predstavljena v tem podpoglavju in ki je opisana tudi 
v delu (Vrabič et al. 2017), preučuje uporabo pristopa M2M (ang. Machine-to-Machine), pri 
katerem več delovnih sistemov med seboj deli procesne podatke zaradi izboljšanja 
zmogljivosti modelov za napovedovanje napak. Modeli temeljijo na tehnikah strojnega 
učenja in so uporabljeni za realne industrijske podatke, ki opisujejo približno dva milijona 




V proizvodnih delavnicah krmilniki strojev, sistemi za spremljanje, terminali za vnos 
podatkov itd. zbirajo velike količine podatkov, ki opisujejo proizvodni proces. Vendar se za 
analizo teh podatkov – razen osnovne statistike in standardne kontrole kakovosti – redko 
uporabijo druge metode, kot so npr. kontrolne karte. Z novimi tehnologijami in koncepti, kot 
so industrijski internet stvari (IIoT, ang. Industrial Internet-of-Things) (Xu et al. 2014) in 
kibernetsko-fizični proizvodni sistemi (CPPS, ang. Cyber-Physical Production Systems) 
(Monostori et al. 2016), bo velikost digitalnih podatkov v prihodnosti še naprej naraščala. 
Osnovna statistika in preproste vizualizacije zaradi velikosti, dimenzionalnosti in 
kompleksnosti podatkov ne bodo zadostovale za zaznavo zapletenih povezav med 
opazovanimi parametri (Precup et al. 2015). Odkrivanje teh povezav je ključ do izboljšanja 
sistemov in procesov. 
 
Računska orodja in metode, ki temeljijo na novih paradigmah, kot so Velepodatki ter metode 
za podatkovno rudarjenje, strojno učenje in druge tehnike umetne inteligence (ang. artificial 
intelligence), ponujajo nove pristope za pridobivanje znanja. To je še posebej relevantno na 
področju kontrole kakovosti, kjer je cilj odkriti odnose med parametri procesa in kakovostjo 
izdelkov. Z močnimi računalniško ustvarjenimi modeli je mogoče napovedati napake, še 
preden se pojavijo, in z interpretacijo, ki jo podajo strokovnjaki, poiskati izvorne vzroke za 
napake; to pa vodi do nadaljnjega izboljšanja procesa. 
 
Dejstvo, da je kakovost za večino vrst proizvedenih izdelkov že precej visoka, vsekakor 
pomeni izziv. Frekvenca pojavljanja defektov je le nekaj na milijon. Modeliranje tako redkih 
dogodkov je izziv za računalniško ustvarjanje modelov. Zato so potrebne velike količine 
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podatkov, preden je zmogljivost modelov dovolj visoka za uporabo v praksi. Pristop, ki se 
ukvarja s tem izzivom, si prizadeva vzpostaviti komunikacijske kanale med krmilniki 
identičnih ali podobnih delovnih sistemov (npr. obdelovalnih sistemov), ki izvajajo podobne 
procese. Z deljenjem in združevanjem procesnih podatkov lahko povečamo velikost učne 
množice podatkov in s tem morda izboljšamo zmogljivost naučenih modelov. Ko pa se 
delovni sistem nauči, kakšne so povezave med procesnimi parametri in parametri kakovosti, 
lahko nato to znanje deli z drugimi delovnimi sistemi, da bi se preprečili podobni defekti in 
napake. 
 
Cilj te raziskave je (1) razviti postopek modeliranja napak v proizvodnih procesih na podlagi 
ekstremno neuravnoteženih in velikih množic podatkov, na podlagi tega (2) preučiti, kako 
deljenje in združevanje množic podatkov iz več podobnih delovnih sistemov prek 
komunikacije M2M vpliva na zmogljivost modelov, ter (3) preučiti, ali je model napak 
mogoče uporabiti za delovni sistem, katerega podatki niso vključeni v učno množico 
podatkov za učenje tega modela oz. za delovni sistem brez predhodnega znanja.  
 
Komunikacijo M2M razumemo kot vsakršno komunikacijo med napravami, ki so med seboj 
žično ali brezžično povezane, ta komunikacija pa podpira sodelovalne odločitve brez 
človekovega posredovanja (Wan et al. 2013). Na področju proizvodnje je ta pojem pogosto 
uporabljen v kontekstu sistemov za nadzor in zajemanje podatkov (sistem SCADA, ang. 
Supervisory Control and Data Acquisition System), v katerem so naprave medsebojno 
povezane zaradi spremljanja in krmiljenja proizvodnega procesa (Verma et al. 2016). V tem 
kontekstu je M2M hrbtenica, ki zagotavlja sredstva za prenos podatkov in komunikacijo v 
realnem času. Več avtorjev poudarja pomembnost komunikacije M2M v kontekstu 
vsepovsodne proizvodnje (ang. ubiquitous manufacturing) (Kim et al. 2009) in proizvodnje 
v oblaku (ang. cloud manufacturing); navajajo pomen skalabilnosti (Putnik et al. 2013) in 
to, da so podatki, ki so bili pridobljeni zaradi podpore napovedovanju, uporabljeni skupaj z 
naprednimi metodami za podatkovno analitiko (Gao et al. 2015). 
 
Slika 4.9 prikazuje vlogo komunikacije M2M znotraj širšega konteksta pridobivanja znanja: 
podatki se izmenjajo med delovnimi sistemi prek informacijskega sistema delavnice, ki je 
del celotnega informacijskega sistema podjetja. Podatke lahko delimo tudi s proizvajalci 
delovnih sistemov. Na omenjeni sliki sta predstavljeni dve zanki učenja: (1) učna zanka 
M2M, katere namen je pridobivanje znanja iz procesnih podatkov prek deljenja podatkov in 
znanja med delovnimi sistemi, ter (2) proizvajalčeva učna zanka, ki jo uporablja proizvajalec 
delovnih sistemov za učenje na podlagi združenih podatkov iz njihovih delovnih sistemov 
iz različnih podjetij. V raziskavi smo preučevali uporabo učne zanke M2M v kontekstu 
diagnosticiranja napak pri procesu injekcijskega brizganja plastike. 
 
 




Slika 4.9: Vloga M2M v širšem kontekstu pridobivanja znanja.  
 
4.3.2. Razvoj eksperimentalne metode  
Diagnosticiranje napak vpliva na kakovost izdelkov in razpoložljivost sistema prek 
odkrivanja napak in analize izvornih vzrokov. Običajno se uporablja modelno zasnovan 
(ang. model based) pristop, pri katerem se definirajo normalna in slaba stanja. Vsekakor je 
pri dobro preučenih procesih od neke točke dalje zelo težko izboljšati odkrivanje napak, 
poleg tega pa so modelsko zasnovani pristopi precej specifični za posamezni proces in jih je 
težko generalizirati (Teti et al. 2010). Obetaven pristop je uporaba tehnik učenja (Colledani 
et al. 2014), kjer se povezave med procesom in parametri kakovosti nauči na podlagi realnih 
podatkov. V mnogih primerih je lahko to zahtevno zaradi neuravnoteženosti podatkov. Ker 
se običajno pojavi zelo malo defektov na milijon kosov, imamo veliko več informacij o 
normalnih procesnih razmerah kot o slabih (Hu et al. 2017; Kumar et al. 2016). 
Komunikacija M2M pripomore k izboljšanju zmogljivosti naučenih modelov prek deljenja 
podatkov med podobnimi delovnimi sistemi, da bi se povečala količina podatkov za učenje. 
 
4.3.2.1. Postopek analize podatkov 
Predlagan potek analize integrira cilje koncepta M2M in tehnike strojnega učenja za 
klasifikacijo neuravnoteženih podatkovnih množic (Ganganwar 2012). 
 
Slika 4.10 prikazuje postopek analize podatkov, ki smo ga predlagali v okviru te raziskave. 
Zbrani podatki so predprocesirani in učinkovito shranjeni npr. v NoSQL podatkovno bazo. 
Z pozornostjo na nepristransko potrjevanje in evalvacijo se izvede razdelitev primerov v 
množicah podatkov na validacijske skupine oz. dele in podvzorčenje. Za učenje modelov so 
množice podatkov filtrirane tako, da vsebujejo primere le od izbranih delovnih sistemov. Za 
vsako kombinacijo učnih delov posebej se izračunajo vektorji značilk, skupina primerov 
slabih ciklov se nadvzorči in izbere najboljše se značilke. Model je za namen pridobitve 
ocene njegove zmogljivosti prečno preverjen (ang. cross-validated) na podlagi testnih 
množic podatkov, ki so filtrirane tako, da vsebujejo le primere, ki pripadajo drugi podskupini 
delovnih sistemov, testne množice podatkov pa niso ne podvzorčene ne nadvzorčene. 
Izračunane so matrike zamenjav binarnega (normalen/slab) klasifikatorja za različne 
vrednosti praga odzivnosti. Rezultat je združena matrika zamenjav pri najboljših vrednostih 
pragov odzivnosti, ki so nato uporabljeni za izračun ocene zmogljivosti klasifikatorja, npr. 
vrednosti F-mere. 





Slika 4.10: Predlagan postopek analize. 




Predlagani diagnostični model temelji na podatkih množice ciklov procesa, ki jo označimo 
s 𝑐𝑖𝑘𝑙𝑖 (Enačba (4.24)). 
𝑐𝑖𝑘𝑙𝑖 =  {𝑐1, 𝑐2, 𝑐3, . . . , 𝑐𝑖, . . . } (4.24) 
Za vsak cikel podatki vsebujejo unikatno identifikacijsko število (𝑖𝑑), podatke o 
pripadajočem stroju, datumu in času začetka cikla, parametrih procesa (𝑃), drugih 
parametrih (𝑂) in vrednosti ciljne spremenljivke 𝑦𝑖 (Enačba (4.25)). Vrednost ciljne 
spremenljivke označuje, ali je cikel normalen (0) ali slab (1). 





𝑃,2, . . . , 𝑐𝑖
𝑂,2, 𝑐𝑖
𝑂,2, . . . } → 𝑦𝑖  (4.25) 
 
Skupina identifikacijskih števil normalnih ciklov je označena z 𝑰𝑫𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, skupina 
identifikacijskih števil slabih ciklov pa z 𝑰𝑫𝑠𝑙𝑎𝑏𝑖. 𝑐𝑖
𝑖𝑑 vrednosti ciklov so določene 
zaporedoma, kar pomeni, da so vrednosti ciklov, izvedenih na istem stroju, grupirane in 
kronološko urejene v naraščajoče zaporedje glede na datum in čas začetka izvajanja cikla, 
kot določata enačbi (4.2) in (4.3). 
 
Zaradi neuravnoteženosti normalnih in slabih primerov moramo podatke za učenje in 
testiranje modelov pripraviti zelo pazljivo. Če bi npr. učno množico podatkov naključno 
vzorčili, bi razmerje števil slabih in normalnih ciklov lahko preveč variiralo, kar bi imelo za 
posledico nezanesljivost modelov. Zato so podatki grupirani v 𝐾 skupin normalnih in slabih 
ciklov znotraj urejenih množic skupin 𝑮𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 in 𝑮𝑠𝑙𝑎𝑏𝑖 (Enačbi (4.26) in (4.27)).  
𝑮𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖  = [𝐺1
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, 𝐺2
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, 𝐺3
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 , . . . , 𝐺𝐾




𝑠𝑙𝑎𝑏𝑖, . . . , 𝐺𝐾
𝑠𝑙𝑎𝑏𝑖] (4.27) 
Vsaka skupina znotraj množic 𝑮𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 in 𝑮𝑠𝑙𝑎𝑏𝑖 vsebuje približno enako (znotraj 
posamezne množice skupin, npr. št. primerov v 𝐺1
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 ≈ št. primerov v 𝐺2
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖) 
normalnih in slabih ciklov. 
 
Da se pri učenju modelov bolj uravnoteži število primerov slabih in normalnih ciklov, 
podvzorčimo skupine normalnih ciklov. 𝑘-to podvzorčeno skupino bomo označili s 
𝑆𝑘
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖 (Enačba (4.28)). 
𝑺𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖  = [𝑆1
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, 𝑆2
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, 𝑆3
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖, . . . , 𝑆𝐾
𝑛𝑜𝑟𝑚𝑎𝑙𝑛𝑖]; 









𝑖𝑑) = [𝑥𝑛,1, 𝑥𝑛,2, 𝑥𝑛,3, . . . ]  (4.29) 
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Učna množica primerov slabih ciklov je nadvzorčena, kar lahko dodatno pripomore 
zmanjšanju neuravnoteženosti podatkov pri učenju. Preostali del postopka sledi pogosti 
metodologiji strojnega učenja in je sestavljen iz korakov izbora značilk in učenja modela z 
uporabo standardnih algoritmov za strojno učenje. 
Zmogljivost klasifikacijskih modelov je ocenjena s 𝐾′-kratnim prečnim preverjanjem z 
izbranim številom 𝐾′ izmed 𝐾 prednastavljenim številom delov (Enačbe (4.26)–(4.28)). Za 
vsak 𝑘-ti testni del je model naučen s podvzorčeno množico normalnih in z nadvzorčeno 
množico slabih ciklov, pri učenju pa so seveda izključeni primeri 𝑘-te množice, ki kot testna 
množica ni vzorčena (Enačbi (4.30) in (4.31)). 
𝑰𝑘




















4.3.2.2. Navzkrižna evalvacija M2M 
Cilj navzkrižne evalvacije je ocena zmogljivosti modelov, naučenih s primeri, ki pripadajo 
eni podskupini delovnih sistemov, in testiranih na primerih iste ali druge podskupine 
delovnih sistemov. Metodologija je sestavljena iz filtriranja učnih in testnih podatkov tako, 
da ti podatki vsebujejo primere iz podmnožic delovnih sistemov (𝑚𝑢č𝑒𝑛𝑗𝑒 in 𝑚𝑡𝑒𝑠𝑡). 
Množice s 𝑐𝑖
𝑖𝑑 vrednostmi so po filtriranju označene z 𝐹𝑘
𝑢č𝑒𝑛𝑗𝑒
 in 𝐹𝑘
𝑡𝑒𝑠𝑡. Rezultat vsakega 
testa so matrike zamenjav za vsako kandidatno vrednost praga odzivnosti 𝑡ℎ𝑟𝑡, tj. prag 
odzivnosti za binarni klasifikator, ki določa ali je cikel normalen ali slab. Matrika zamenjav 
za delovni sistem vključuje števila pravilno pozitivnih 𝑇𝑃 (ang. true positives), napačno 
pozitivnih 𝐹𝑃 (ang. false positives), napačno negativnih 𝐹𝑁 (ang. false negatives) in 𝑇𝑁 
pravilno negativnih (ang. true negatives) klasificiranih primerov, kot prikazuje enačba 
(4.32). Za vsako konfiguracijo 𝑚𝑢č𝑒𝑛𝑗𝑒, 𝑚𝑡𝑒𝑠𝑡 in izbrano število delov navzkrižnega 





]  (4.32) 
Najboljša vrednost praga odzivnosti 𝑡ℎ𝑟𝑚
∗  je določena za vsak delovni sistem 𝑚 z 
maksimalno vrednostjo izbrane mere zmogljivosti (npr. F-mera). Končni rezultat je skupna 
zmogljivost, izračunana na podlagi skupne matrike zamenjav pri najboljših vrednostih 
pragov odzivnosti za posamezni delovni sistem. 
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4.3.3. Apliciranje na proces injekcijskega brizganja plastike 
Predlagano metodo smo aplicirali v proizvodnem procesu injekcijskega brizganja plastike. 
Pri tej študiji primera smo uporabili realne industrijske podatke, ki so podrobneje opisani v 
podpoglavju 4.1.3.1. Podatki vključujejo informacije o orodjih, datumih in časih, procesnih 
parametrih in alarmih za približno 2 milijona procesnih ciklov, izvedenih na petih delovnih 
sistemih oz. strojih za injekcijsko brizganje plastike v obdobju šestih mesecev. Nenačrtovani 
zastoji strojev bodo v tej študiji pomenili napake, to pomeni, da so cikli, pri katerih je prišlo 
do nenačrtovane zaustavitve, slabi cikli, normalni cikli pa so tisti cikli, ki niso »v bližini« 
ciklov nenačrtovanih zastojev, katerega koli alarma ali ciklov zagona procesa. 
 
Vektorji značilk (Enačba (4.29)) v tej študiji primera vsebujejo (1) vrednosti značilk, ki 
opisujejo relativne spremembe vrednosti procesnih parametrov in s tem dinamiko procesa, 
ter (2) vrednosti drugih kategoričnih značilk, ki opisujejo posamezni cikel glede na ime 
dneva v tednu, del dneva, stroj in izdelek. Vektorji značilk za posamezni procesni parameter 
vključujejo po več značilk o relativnih spremembah povprečnih vrednosti. Naj bo povprečna 
vrednost parametra od 𝑘-tega do 𝑗-tega cikla pred opazovanim 𝑛-tim ciklom označena z 
〈𝑐𝑛〉𝑗−𝑘. Vektorji značilk vsebujejo spremembe vrednosti procesnih parametrov v območju 
tik pred opazovanim 𝑛-tim ciklom glede na povprečno vrednost 𝑘 = 30 do 𝑗 = 15 ciklov 
pred opazovanim 𝑛-tim ciklom (Enačba (4.33)). 
𝒙𝑛 = [… , 〈𝑐𝑛〉1−1 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉2−2 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉3−3
− 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉4−4 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉5−5 − 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉5−10
− 〈𝑐𝑛〉15−30, 〈𝑐𝑛〉10−15







kjer so značilke, ki opisujejo dinamiko vrednosti procesnih parametrov, prikazane za samo 
en procesni parameter. Za vse procesne parametre je ta nabor značilk enak. 
 
Razlog, da smo značilke opredelil na tak način, je v tem, da mora sistem za diagnosticiranje 
napak napovedati napake, še preden se pojavijo. Zato relativne spremembe vrednosti 
procesnih parametrov opisujejo dinamiko v predhodnih ciklih, ne pa tudi sprememb v 
opazovanem ciklu. 
 
Vrednost 𝑦𝑛 (Enačba (4.25)) je izračunana na podlagi podatkov o menjavah orodij in pojavih 
alarmov. 
 
Algoritme za podvzorčenje, nadvzorčenje, izbor značilk in učenje smo izbrali na podlagi 
preliminarnih testiranj kandidatnih algoritmov. Stopnjo pod- in nadvzorčenja smo nastavili 
tako, da je v posameznem validacijskem delu približno 2000 normalnih in 2000 slabih 
ciklov. Podvzorčenje normalnih ciklov je delno naključno in smo pri njem težili k temu, da 
so nominalne vrednosti (delovni sistemi, dnevi v tednu itd.) približno enakomerno 
zastopane. Za nadvzorčenje smo uporabili algoritem SMOTE (Chawla et al. 2002; Lemaître 
et al. 2017). Pri izračunu sintetičnih primerov je upoštevanih pet najbližjih sosedov. Za izbor 
značilk smo uporabili na modelu temelječ algoritem (Pedregosa et al. 2011) (ang. select-
from-model). Prag izbora značilk je bil nastavljen na način srednje vrednosti (ang. mean 
mode). Kot učni algoritem smo uporabili meta-algoritem AdaBoost-SAMME.R z 
enonivojskimi odločitvenimi drevesi (optimiziran CART alg.; Gini-impurity odločitveni 
kriterij) kot osnovnimi »ocenjevalci« (ang. base estimators) (Freund & Schapire 1995; 
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Pedregosa et al. 2011). Da bi preprečili prekomerno prilagajanje, smo določili ustrezne 
vrednosti parametrov algoritma AdaBoost, in sicer je bil parameter (1) maksimalno število 




Navzkrižna evalvacija M2M pri tej študiji primera primerja zmogljivost: 
• modela, ki je naučen na podatkih vseh delovnih sistemov in tudi testiran na podatkih 
vseh delovnih sistemov (VSI), 
• modela, ki je naučen na podatkih posameznega delovnega sistema in testiran na 
podatkih istega delovnega sistema (PS), 
• modela, ki je naučen na podatkih delovnih sistemov razen enega in testiran na 
podatkih preostalega delovnega sistema (S-1). 
 
Cilji analize so (1) evalvirati predlagani postopek modeliranja napak, (2) preučiti vplive 
komunikacije M2M na zmogljivost modelov (VSI in PS modela) in (3) ugotoviti, ali se je 
mogoče česar koli naučiti o delovnem sistemu, ne da bi uporabili njegove podatke (S-1). 





Slika 4.11: Navzkrižna evalvacija M2M za različna števila validacijskih delov 𝐾′. 
 
Število validacijskih delov 𝐾′ neposredno vpliva na količino uporabljenih podatkov. Ta se 
giblje od 174 slabih in 228.150 normalnih ciklov za 𝐾′ = 2 do 1042 slabih in 1.546.456 
normalnih ciklov za 𝐾′ = 10. Modeli, ki so naučeni na majhnih količinah, imajo ponavadi 
slabo zmogljivost. Zmogljivost se izboljša pri več kot 100 napakah na delovni sistem. 
 
(1) Pri 𝐾′ = 2 ni dovolj podatkov za učenje uporabnega modela s predlaganim postopkom 
in temi nastavitvami. Skupna mera zmogljivosti, tj. F-mera razreda slabih ciklov, modela 
VSI pri 𝐾′ = 10 je 0,082 s pripadajočima mero natančnosti = 0,117 in mero 
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priklica = 0,063.11 Rezultati kažejo, da se modele napak lahko učimo iz nastalih procesnih 
podatkov. 
 
(2) Model VSI je boljši od drugih dveh (PS in S-1) ne glede na število uporabljenih 
validacijskih delov in količino podatkov. Model PS je za primere 𝐾′ > 2 v povprečju dosega 
78,6 % zmogljivosti modela VSI. To pomeni, da model za diagnosticiranje napak lahko 
izboljšamo, če pri učenju modelov poleg podatkov posameznega delovnega sistema 
uporabimo še podatke drugih delovnih sistemov, kar kaže, da je komunikacija M2M 
koristna. 
 
(3) Zmogljivost napovedovanja je slabša, ko podatki testiranega delovnega sistema niso 
uporabljeni za učenje (S-1), takšen model doseže 49,7 % zmogljivosti modela VSI (v 
povprečju za 𝐾′ > 2). Kljub temu rezultati eksperimenta kažejo na potencial vgrajenega 
generičnega znanja skozi proizvajalčevo učno zanko (Slika 4.9). 
 
Rezultati so bili preverjeni tudi z nekaterimi drugimi algoritmi, in sicer s takimi, ki se precej 
razlikujejo (npr. nevronske mreže) od tistih, ki so predstavljeni zgoraj. Razmerja med 




4.3.4. Zaključki raziskave 
V okviru te raziskave smo predlagali koncept učne zanke M2M in študijo primera, ki 
demonstrira njeno uspešno implementacijo za diagnosticiranje napak v procesu 
injekcijskega brizganja plastike. Rezultati so obetavni in kažejo, (1) da je na podlagi 
procesnih podatkov mogoče naučiti model za diagnosticiranje napak z uporabo tehnik 
strojnega učenja, (2) da je model mogoče izboljšati z deljenjem podatkov med delovnimi 
sistemi (M2M) in (3) da je do neke mere mogoče generalizirati odkrito znanje o procesu in 
ga uporabiti na nekem drugem delovnem sistemu (brez predhodnega znanja). 
 
Predstavljeni pristop predvideva uporabo podatkov, ki jih običajno ustvarijo krmilniki 
strojev in ga zato lahko relativno enostavno in poceni implementiramo. 
 
Analiza ne zajema učenja iz podatkov z uporabo vseh proizvajalčevih strojev. Opazili smo, 
da povečanje količine podatkov lahko izboljša zmogljivost modelov za diagnosticiranje 
napak. Proizvajalci bi lahko uporabili podoben pristop in vgradili modele znanja v krmilnike 




                                                 
11 Za 𝐾′ = 10 in VSI so nastavitve in rezultati identični nastavitvam testov, ki so bili izvedeni v okviru 
predhodne raziskave, predstavljene v podpoglavju 4.2, podrobnejša interpretacija in pomen teh rezultatov pa 
sta podana v delu 4.2.2.4 Analiza. 
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4.4. Analitika velepodatkov za management operacij v 
ETO proizvodnji 
Raziskave, opisane v prejšnjih podpoglavjih (podpoglavja 4.1−4.3), preučujejo in 
demonstrirajo načine za zmanjšanje nepopolnosti informacij in odkrivanje novega znanja 
predvsem na operativnem nivoju proizvodnega sistema. Raziskava, opisana v tem 
podpoglavju, pa se nanaša na koordinacijski nivo. V njej smo preučevali in demonstrirali, 
kako uporaba napredne podatkovne analitike pripomore k bolj učinkovitemu upravljanju 




ETO oz. izdelava po naročilu je projektno usmerjen tip proizvodnje, v kateri se običajno 
proizvajajo kompleksni izdelki, kot je industrijska ali energetska oprema. Na splošno se 
zaradi specifičnih zahtev naročnikov za vsak projekt razvijejo in implementirajo edinstvene 
konstrukcijske in tehnološke rešitve. Za razvoj se vsak projekt po principu WBS (ang. Work 
Breakdown Structure) razčleni na manjše komponente, to so posamezni deli, moduli, 
podsestavi ali višjenivojske naloge. Za vsako od teh komponent je določen en ali več 
delovnih nalogov. Vsakemu delovnemu nalogu pripada skupina opravil ali, v primeru 
proizvodnje, sekvenca operacij, ki morajo biti izvedene na delovnih postajah ali sistemih. Z 
drugimi besedami, sekvenca operacij definira pot v delavnici, tj. npr. pot oz. zaporedje 
delovnih sistemov pri transformaciji surovca v končni izdelek. 
 
V današnjem času se ETO-podjetja soočajo z izzivi in težavami dinamičnega in 
nepredvidljivega poslovnega okolja, močnim vplivom globalizacije, netočnim 
napovedovanjem povpraševanja, zahtevami po hitrem razvoju kompleksnih izdelkov, 
spremembami v razvojnem procesu, kratkimi dobavnimi roki, netočnimi ocenami časov 
zaključka itd. ETO podjetja se soočajo tudi z nepopolnimi informacijami, pomanjkanjem 
znanja, stohastično naravo virov, težavami v dobavi in drugimi motnjami. Vse te težave 
morajo obvladati, da izpolnijo naročila, zadovoljijo kupce in ostanejo konkurenčna. V tem 
kontekstu je učinkovito vodenje operacij v delavnici in toka materiala eden izmed ključnih 
faktorjev pri obvladovanju operacijske kompleksnosti tako dinamičnih proizvodnih 
sistemov. Zanesljivost in točnost podatkov postajata čedalje pomembnejši (Rihtaršič & 
Sluga 2017). 
 
V raziskavi, ki je predstavljena v tem podpoglavju, in v delu (Kozjek et al. 2018b) smo 
preučevali možnosti podatkovne analitike v ETO proizvodnji, v kateri sta ključni kakovost 
izdelkov in dosledno upoštevanje rokov. Cilj raziskave je preučiti proizvodne podatke, ki jih 
je v opazovanem tipičnem ETO podjetju sistem MES ustvaril med izvajanjem proizvodnih 
operacij, in razviti orodja za pomoč pri vodenju operacij in orodja za sprejemanje odločitev 
za razporejanje operacij (ang. scheduling of operations). Razvili smo orodja za simulacijo 
proizvodnje in napovedovanje preobremenitve sredstev. 
 
V predhodnih raziskavah (Sluga et al. 2005; Butala & Sluga 2006) je bilo prikazano, da je 
proizvodno podjetje lahko strukturirano v avtonomne enote, poimenovane avtonomni 
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delovni sistemi (ADS, ang. Autonomous Work System), ki so povezani v mrežo. Kot 
prikazuje Slika 4.12, je ADS sestavljen iz več elementarnih delovnih sistemov (EDS), na 
katerih se izvajajo proizvodne operacije. Poleg teh so vključene funkcionalnosti za potrebe 
managementa in krmiljenja, kar ADS omogoča avtonomijo. Da se sklene krmilna zanka, je 
vključena funkcionalnost spremljanja (monitoring), ki zbira podatke iz vhodov in izhodov 
EDS prek senzoriranja, komunikacije krmilnikov ali ročnih vnosov, ki jih opravijo 
operaterji. Zbrani podatki so shranjeni v lokalni bazi podatkov. Poleg krmilne povratne 
zanke sta vpeljani tudi performančna zanka in zanka samoučenja (Žapčević & Butala 2013). 
Da se zagotovi avtonomnost, mora ADS imeti neodvisen informacijsko-krmilni sistem v 
obliki sistema MES. Na tej konceptualni podlagi je bil razvit in implementiran sistem MES 
v opazovanem podjetju, ki proizvaja industrijsko in energetsko opremo (Butala & Sluga 





Slika 4.12: Model samoučečega avtonomnega delovnega sistema − SL.AWS (Žapčević 2013; 
Žapčević & Butala 2013). 
 
Eden izmed problemov v opazovanem podjetju se navezuje na načrtovanje proizvodnje in 
razporejanje (ang. scheduling). Rezultat pomanjkljivega načrtovanja so dolgi pretočni časi, 
nizka časovna zanesljivost, neizkoriščenost sredstev, ozka grla pri ključnih sredstvih itd. To 
so tipični problemi v ETO podjetjih, saj so izdelki zelo raznoliki, serije majhne, obstaja 
pomanjkanje redundantnih sredstev, obremenitev proizvodnje je neenakomerno, materialni 
tok neustrezen ipd. 
 
V tej pilotni študiji smo analizirali podatke opazovanega ETO podjetja s ciljem, (1) da 
razvijemo in implementiramo orodje za simulacijo proizvodnih operacij, (2) da to orodje 
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uporabimo za testiranje različnih hevrističnih algoritmov za razporejanje operacij, (3) da 
razvijemo napovedno orodje, ki omogoča zaznavanje ozkih grl v proizvodnji, in (4) da 
implementiramo napovedno orodje kot element performančne povratne zanke ADS. 
 
Slika 4.13 prikazuje potek eksperimentov te pilotne študije. V prvem koraku smo izvedli 
predprocesiranje podatkov MES. Na tej podlagi smo razvili in implementirali simulacijsko 
orodje. Uporaba simulacijskega orodja je demonstrirana na primeru testiranja različnih 
hevrističnih algoritmov za razporejanje. V zadnjem koraku sta s simulacijskim orodjem 





Slika 4.13: Potek eksperimentov pilotne študije primera ETO proizvodnje. 
 
Združevanje simulacijskih metod in optimizacijskih modelov se v mnogih študijah izkaže 
za obetaven način reševanja problemov pri načrtovanju proizvodnih dejavnostih v okoljih, 
kjer je povpraševanje negotovo (Esmaeilian et al. 2016). Predvidljivost, dinamika, 
fleksibilnost, prilagodljivost in razširljivost so ključne značilnosti podatkovno-gnanih 
pristopov, kakršni so pristopi v tej študiji. Predvidljivost pomeni, kot sta prikazala Ji & Wang 
(2017), velik potencial za proizvodnjo prihodnosti, kot je pametna proizvodnja (ang. smart 
manufacturing) in inteligentna proizvodnja (ang. intelligent manufacturing). Dinamika, 
fleksibilnost in prilagodljivost so najpomembnejše značilnosti modernih sistemov za 
razporejanje (Ji & Wang 2017). Da se zagotovi visoka zmogljivost in zanesljivost 
podatkovno-gnanih rešitev, je pogosto potrebna velika količina podatkov. Vendar so na  
splošno velike količine podatkov že na voljo; izzivi, s katerimi se sooča industrija, pa so 
slaba kakovost podatkov, pomanjkanje modelov analize, pomanjkanje integracijskih 
arhitektur in prilagoditev naprednih podatkovnoanalitičnih orodij za proizvodnjo. 
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4.4.2. Podatki za eksperimente: podatki MES tipičnega ETO 
podjetja 
Pri raziskavah smo uporabili realne podatke, ki se navezujejo na izvajanje proizvodnih 
operacij v delavnici tipičnega ETO podjetja, ki proizvaja industrijsko in energetsko opremo. 
Opazovano podjetje je podjetje z dolgo tradicijo in je eno v svetovnem merilu med vodilnimi 
na področju izdelave vodnih turbin za hidroelektrarne.  
 
Značilnost tipa proizvodnje ETO je, da se pri vsakem projektu razvijajo in implementirajo 
edinstvene konstrukcijske in tehnološke rešitve. Projekti so razčlenjeni na manjše 
komponente, kot so deli, moduli, podsestavi ali pa višjenivojske naloge. Vsaki izmed teh 
komponent pripada en ali več delovnih nalogov, vsakemu nalogu pa zaporedje operacij, ki 
se morajo izvesti na različnih mestih dela oz. delovnih sistemih. 
 
V opazovanem podjetju je v nekem trenutku tipično aktivnih nekaj deset projektov in okoli 
tisoč delovnih nalogov. Za potrebe eksperimentov smo uporabili varnostno kopijo MES  
podatkovne baze. Ta varnostna kopija zajema podatke MES za obdobje 18 mesecev, začenši 
z januarjem 2010. Eksperimentalni podatki zajemajo numerične, kategorične in tekstovne 
opise 58.865 proizvodnih operacij, 14.421 delovnih nalogov in 352 delovnih sistemov. 
 
 
4.4.3. Predprocesiranje podatkov 
Surove podatke smo najprej predprocesirali. Rezultat tega koraka so tri relacijske tabele brez 
manjkajočih, nesmiselnih in ekstremnih vrednosti. Tabela 4.11 prikazuje strukturo 
predprocesiranih podatkov. 
 
Tabela 4.11: Struktura predprocesiranih podatkov. 
Ime tabele Atributi Število posnetkov 
Operacije ID operacije 
Ime pripadajočega delovnega sistema 
Načrtovani datum začetka 
Dejansko trajanje operacije 
ID pripadajočega delovnega naloga 
Pripadajoča koda WBS 
58.865 
Delovni nalogi ID delovnega naloga 
Datum in ura začetka 
Načrtovani datum začetka 
Načrtovani datum konca 
Zaporedje operacij 
14.421 
Delovni sistemi12 Ime delovnega sistema (oz. mesta dela) 
Seznam podobnih mest dela 
352 
                                                 
12 Mesta dela oz. delovni sistemi, kot jih imenujemo v tem opisu raziskave v podpoglavju 4.4, so po 
konceptu avtonomnega delovnega sistema (ADS) elementarni delovni sistemi (EDS). 





Dejansko trajanje operacij je izračunano kot razlika med časom dejanskega konca in časom 
dejanskega začetka operacije. Težava pri izračunu dejanskega trajanja operacij so 
manjkajoče vrednosti datuma in ure dejanskega zaključka operacij (41.437 takih operacij), 
nesmiselne vrednosti, npr. če je zabeleženo dejansko trajanje operacije 0 (3426 takih 
operacij), in ekstremno dolgo dejansko trajanje operacij. Trajanja, ki presegajo vrednost 10 
dni smo v eksperimentih te študije obravnavali kot ekstremno dolge (1257 takih operacij). 
 
Da smo za potrebe eksperimentov te študije lahko izračunali vrednosti trajanja operacij, 
katerih vrednosti manjkajo, so nesmiselne ali ekstremne, smo uporabili podatke o datumih 
in urah dejanskih začetkov naslednjih operacij na mestih dela, dejansko trajanje ostalih 
operacij ter druge podatke, ki opisujejo operacije, delovne naloge, pripadajoče dele (ali 
sestave ali višjenivojske naloge) in delovne sisteme. Uporabili smo tudi tehnike tekstovnega 
rudarjenja. Za operacije, katerih dejansko trajanje je 0, in za operacije z manjkajočim 
datumom in uro dejanskega konca operacije se trajanje operacije, če je le možno, izračuna 
kot razlika vrednosti časa dejanskega začetka naslednje operacije (torej operacije, ki sledi 
opazovani) na istem delovnem sistem in vrednosti časa dejanskega začetka opazovane 
operacije. Za preostalo množico operacij in za operacije z ekstremno dolgim trajanjem 
izračunamo trajanje operacije na podlagi informacij o pripadajočih delovnih sistemih in 
podatkov o najbolj podobnih operacijah glede na tekstovni opis dela pri operaciji ter z 
uporabo informacij o pripadajočem delu (ali sestavu ali višjenivojski nalogi).   
 
Čeprav je v tabeli 352 delovnih sistemov, je za izvajanje operacij v tabeli operacije v 
opazovanem časovnem obdobju uporabljenih le 160 izmed njih. 
 
Sistem za predprocesiranje podatkov smo implementirali z uporabo programskega jezika 
Python in MySQL sistema za upravljanje relacijskih podatkovnih baz. 
 
 
4.4.4. Programsko orodje za simulacijo proizvodnje 
Na podlagi predprocesiranih podatkov MES smo razvili programsko orodje za simuliranje 
proizvodnje. Simulacijsko orodje smo implementirali v programskem jeziku Python, 
dokumentno NoSQL podatkovno bazo MongoDB pa smo uporabili za shranjevanje in 
upravljanje rezultirajočih simulacijskih scenarijev za nadaljnje analize in vizualizacije. 
 
Zaradi nepopolnosti informacij in da bi poenostavili izvajanje eksperimentov pilotne študije, 
smo uporabili naslednje predpostavke in poenostavitve: 
• 24/7 proizvodni proces, ni dela prostih dni; 
• na posameznem mestu dela se lahko naenkrat izvaja samo ena operacija; 
• med izvajanjem operacij ni prekinitev, kar pomeni, da operacije ni mogoče prekiniti 
in je nato nadaljevati kasneje; 
• vsi delovni sistemi so obravnavni, kot da so vsak na svoji lokaciji, material oz. kosi 
pa se transportirajo od enega na drugi delovni sistem, kjer se nato izvede naslednja 
operacija po delovnem nalogu. Ker ni informacij o transportu, je čas, ki je potreben 
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za transportiranje materiala iz enega v drug delovni sistem, določen naključno v 
območju od 30−90 minut; 
• za vsako operacijo je potreben transport, preden se lahko začne naslednja operacija 
po delovnem nalogu; 
• prekinitve dela, odmori, okvare, odpravljanje težav itd. so že upoštevani v trajanju 
operacij; 
• vzdrževanja ni; 
• ne upošteva se odvisnost med delovnimi nalogi, kar pomeni, da zaključek enega 
delovnega naloga ni pogoj za začetek drugega. 
 
Kljub nepopolnosti informacij, drugim težavam v obravnavanih podatkih ter upoštevanim 
predpostavkam in poenostavitvam verjamemo, da so simulacijsko orodje in nadaljnje analize 
rezultatov simulacij dragoceni za pridobivanje širše slike, novih vpogledov in idej, pa tudi 
za identifikacijo težav in nadaljnjih izzivov. 
 
Nekateri od izzivov za nadaljnje raziskovanje primera so upoštevanje drugih specifik 
proizvodnje, npr. vključevanje hierarhije delovnih nalogov, (zaporedno) združevanje 
podobnih operacij na delovnih sistemih ter razvoj metod, ki bi zagotovile zanesljivo oceno 
o natančnosti in zanesljivosti takega simulacijskega orodja. 
 
 
4.4.4.1. Primer uporabe simulacijskega orodja: testiranje hevrističnih 
algoritmov za razporejanje 
Za demonstracijo primera uporabe orodja za simulacijo proizvodnje je v tem podpoglavju 
predstavljen primer testiranja hevrističnih algoritmov za razporejanje operacij. Testirali smo 
dva preprosta algoritma: 
• FIFO (ang. First-In-First-Out). Operacija, ki je izbrana, da se bo prva izmed vseh 
čakajočih operacij izvajala na opazovanem mestu dela, je operacija z najdaljšim 
čakanjem na tem mestu dela, 
• EPT (ang. Earliest-Planned-Time). Izbrana operacija, ki se bo prva izvajala na 
opazovanem mestu dela, je operacija z najzgodnejšim načrtovanim začetkom. 
 
Izbrana mera za primerjavo simulacijskih rezultatov dveh različnih hevristik razporejanja je 
porazdelitev časov zamujanja delovnih nalogov. Za izračun zamujanj delovnih nalogov smo 
poleg izhodov simulacije uporabili tudi načrtovane datume delovnih nalogov in operacij. 
 





Slika 4.14 prikazuje rezultirajoče porazdelitve zamujanja delovnih nalogov za testirana 
hevristična algoritma. Na splošno želimo, da se delovni nalogi ne končajo prepozno, ne pa 
tudi zelo prezgodaj. Glede na te cilje so rezultati v prid hevristike EPT. Z namenom, da 
nakažemo natančnost in zanesljivost simulacijskega orodja, je prikazana tudi porazdelitev 
dejanskega zamujanja delovnih nalogov, ki so izračunani na podlagi izvornih podatkov 
MES.  






Slika 4.14: Primerjava zamujanja delovnih nalogov. 
 
 
4.4.5. Orodje za napovedovanje prekomerne zasedenosti 
delovnih sistemov 
Ena izmed težav, ki se navezuje na management operacij v delavnici, je prekomerna 
zasedenost delovnih sistemov, tj. akumulacija dela, ki čaka in mora biti opravljeno na mestih 
dela oz. na delovnih sistemih. V tem podpoglavju je predstavljeno orodje za napovedovanje 
prekomerne zasedenosti delovnih sistemov. 
 
Prekomerna zasedenost delovnega sistema v nekem danem trenutku WSO (ang. Work System 
Work Overload) je opredeljena kot vsota trajanja operacij, ki v tem trenutku čakajo, da bodo 
na opazovanem delovnem sistemu izvedene (Enačba (4.34)). 




kjer 𝑡𝑖 označuje trajanje čakajoče operacije, 𝑁
𝑤 pa število čakajočih operacij pri 
opazovanem delovnem sistemu. 
 
Da lahko napovemo vrednosti prekomerne zasedenosti delovnih sistemov, moramo torej 
napovedati trajanje operacij, lokacije (na katerih delovnih mestih bodo katere operacije oz. 
delovni nalogi izvedeni) in stanja delovnih nalogov (v čakanju, transportiranje ali v delu). 
Razvoj in raziskave rešitev za podatkovno analitiko 
 
98 
Razvili in uporabili smo funkcionalnosti za podatkovno-gnano napovedovanje trajanja 
operacij in za učenje hevristike razporejanja na podlagi podatkov iz preteklosti. Uporabili 
smo tehnike strojnega učenja. Implementirani algoritmi strojnega učenja temeljijo na 
Pythonovi programski knjižnici Scikit-learn (Pedregosa et al. 2011). Uporabili smo 
algoritme naključnih gozdov (ang. random forests). Izbrali smo jih zaradi enostavnosti 
nastavljanja parametrov učenja, predikcijske moči, ki je primerljiva z drugimi metodami, kot 
so nevronske mreže, in skalabilnosti metode. 
 
Algoritem, ki napove, katera operacija se bo prva izvedla na mestu dela, je sestavljen iz dveh 
zaporednih korakov: 
• 1. korak: za vsako operacijo v množici čakajočih operacij za izvajanje na mestu dela 
naredi predikcijo s prediktorjem OPSEL (ang. OPeration SELection) (opisan v 
naslednjem odstavku), ki vrne vrednost 0 ali 1, 
• 2. korak: naključno izberi operacijo iz množice operacij, katerih predikcija OPSEL 
prediktorja je 1. Če ni nobene operacije s predikcijo 1, naključno izberi operacijo iz 
množice vseh čakajočih operacij pri opazovanem delovnem sistemu. 
 
Prediktor OPSEL temelji na tehnikah strojnega učenja za klasifikacijo. V tej študiji smo 
prediktor zasnovali tako, da se je iz podatkov iz preteklosti sposoben naučiti tako FIFO kot 
tudi EPT-hevristiko. Posamezen primer za učenje algoritma pripada posamezni situaciji iz 
preteklosti, ko se je izbirala operacija, ki naj bi bila prva na vrsti na nekem delovnem sistemu 
in posamezni operaciji v množici tistem trenutku čakajočih operacij na tem delovnem 
sistemu. Vektor značilk je sestavljen iz treh značilk: (1) število vseh operacij, ki čakajo pri 
opazovanem delovnem sistemu, (2) število čakajočih operacij pri opazovanem delovnem 
sistemu, ki imajo daljši čas čakanja, in (3) število čakajočih operacij pri opazovanem 
delovnem sistemu, ki imajo zgodnejši načrtovani čas začetka dela. Pripadajoča vrednost 
ciljnega razreda 𝑦𝑜𝑝𝑠𝑒𝑙 označuje, ali je bila operacija v opazovani situaciji izbrana (𝑦𝑜𝑝𝑠𝑒𝑙 =
1) ali ne (𝑦𝑜𝑝𝑠𝑒𝑙 = 0). 
 
Zmogljivost implementiranega modela za izbor operacije smo ocenili z metodo ločenih 
množic za učenje in testiranje. Učna in testna množica sta obe vsebovali primere za obdobje 
enega meseca (en mesec za učenje, naslednji mesec pa za testiranje). Uporabili smo 
programsko orodje za simulacijo proizvodnje. Rezultati so naslednji: (1) v primeru 
FIFO-hevristike izbora operacije model pravilno napove izbrano operacijo v 100 % 
primerov, (2) v primeru EPT-hevristike pa model pravilno napove izbrano operacijo v 75 % 
primerov, kar je verjetno posledica pogoste situacije, ko je za več čakajočih operacij pri 
nekem delovnem sistemu načrtovan popolnoma isti začetek kot za operacijo, ki je bila v 
tistem primeru izbora operacije izbrana. 
 
Za napovedovanje trajanja operacije je za vsak delovni sistem posebej naučen regresijski 
model. Posamezni primer za učenje pripada neki operaciji. Vektor značilk je sestavljen iz 
značilk, ki nosijo informacijo o pripadajočemu delovnemu nalogu, sekvenci operacij tega 
delovnega naloga, pripadajočih delovnih sistemov teh operacij ter pripadajočega dela oz. 
sestava oz. višjenivojske naloge. 
 
Načrtovani časi začetka delovnih nalogov so uporabljeni za določitev časa začetka delovnih 
nalogov, ki se začnejo v časovnem obdobju napovedovanja. Napovedana vrednost časov 
transporta je povprečna vrednost časov transportov iz preteklosti. 
 
Razvoj in raziskave rešitev za podatkovno analitiko 
 
99 
Za demonstracijo in pridobitev ocene o zmogljivosti orodja za napovedovanje smo uporabili 
programsko orodje za simulacijo proizvodnje. Razlog za to so manjkajoči podatki in 
informacije v izvornih podatkih. Za izvedbo eksperimenta je bila najprej nastavljena 
EPT- hevristika izbora operacij. Simulacija se je začela 4. januarja 2010. Začetek 
napovedovanja smo nastavili na 15. februar 2011, časovno obdobje napovedovanja pa na en 
mesec, to je do 15. marca 2011. Začetek zbiranja primerov za učenje prediktorja OPSEL je 
bil 30 dni pred časom začetka napovedovanja, začetek zbiranja primerov za učenje 
regresijskih modelov za napovedovanje časov trajanja operacij pa približno eno leto pred 
začetkom napovedovanja. Slika 4.15 prikazuje princip vizualizacije prekomerne zasedenosti 
delovnih sistemov, ki je v nadaljevanju uporabljen za prikaz rezultatov eksperimentov. 
 
 
Barvna lestvica za prikaz prekomerne zasedenost delovnih sistemov:
 





Slika 4.16 prikazuje primerjavo (a) dejanskih in (b) napovedanih vrednosti prekomerne 
zasedenosti delovnih sistemov. Na tej sliki sta vizualizaciji prekomerne zasedenosti delovnih 
sistemov prikazani za obdobje od 15. januarja 2011 do 15. marca 2011. Začetek 
napovedovanja (15. februar 2011) je torej ravno na sredini posamezne vizualizacije. Del 
vizualizacije z napovedanimi vrednostmi prekomerne zasedenosti delovnih sistemov (Slika 
4.16-b) je narisan prosojno. Ti rezultati nakazujejo, kako bi se, npr. za delovni sistem 42, 
dalo napovedati kritičen porast prekomerne zasedenosti. 
 
 







Barvna lestvica za prikaz prekomerne zasedenost delovnih sistemov: 
 
 
Slika 4.16: Primerjava a) dejanskih; in b) napovedanih vrednosti prekomerne zasedenosti delovnih 
sistemov (programski izpis)13. 
 
 
Število napovedanih začetkov operacij je 2371, dejansko (v simulaciji) pa se je v obdobju 
napovedovanja začelo 2946 operacij. 97,6 % napovedanih operacij se v dejanskem scenariju 
začne pred 1. majem 2011. Vrednosti povprečnega odstopka (povprečne razlike med 
napovedanim in dejanskim časom začetka) in MAE (ang. Mean Absolute Error) časov 
                                                 
13 Za ustvarjanje teh vizualizacij smo uporabili komplet programskih orodij VPython. 
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začetka napovedanih operacij sta -3,86 in 9,13 dni (v primeru nastavitve FIFO-hevristike 
izbora operacij v simulaciji pa sta vrednosti povprečnega odstopka in MAE -2,05 in 6,25 
dni). Povprečni odstopek, MAE in RMSE (ang. Root Mean Square Error) napovedanih 
trajanj operacij znaša 56,25 minute, 19,38 ure in 32,03 ure. Povprečno dejansko trajanje 
operacij, za katere je bilo treba napovedati trajanje (3280 takih operacij, to so operacije, ki 
so bile v napovedanem scenariju že začete ali pa samo v fazi čakanja), je 20,18 ure. 
 
Na splošno bi lahko tehnike strojnega učenja uporabili ne le za napovedovanje izbire 
operacije in trajanja operacije, ampak tudi za druge funkcionalnosti, npr. za napovedovanje 
trajanja transporta (če bi imeli ustrezne učne podatke), za napovedovanje zamud pri začetkih 
delovnih nalogov in za napovedovanje morebitnih sprememb vrstnih redov operacij 
delovnih nalogov. 
 
Dizajn, izboljšanje zmogljivosti in ocena zmogljivosti takega modela napovedovanja so 
izzivi za nadaljnje raziskave. Izziv je tudi razvoj zanesljivih metod za napovedovanje, ki 




Če za nek delovni sistem lahko dovolj zgodaj napovemo kritični porast prekomerne 
obremenitve, potem lahko ukrepamo, npr. prerazporedimo delovne naloge, preusmerimo 
operacije na podobne delovne sisteme ali poiščemo zunanje kooperante. Ugotavljanje, kateri 
delovni nalogi so kritični, na katerih delovnih sistemih se ti nalogi izvajajo, preden prispejo 
do opazovanih delovnih sistemov, kaj je delo, ki ga je treba narediti, kako pomembni so 
posamezni delovni nalogi itd., je lahko težavno. Tako sprejemanje odločitev lahko olajšamo 
z uporabo principa vizualizacije, predstavljenega v nadaljevanju. 
 
Glavno idejo zgoraj omenjenega vizualizacijskega principa prikazuje Slika 4.17. To idejo 
vizualizacije smo v okviru te študije implementirali z nekaj dodatnimi funkcionalnostmi: (1) 
integrirana je vizualizacija prekomernih zasedenosti delovnih sistemov, (2) prikazane so 
transporte povezave in (3) prikazano je zamujanje operacij. Slika 4.18 prikazuje interaktivno 
vizualizacijo za primer identifikacije kritičnega porasta prekomerne zasedenosti delovnega 
sistema 42. Vizualizacija prikazuje primer za rezultate napovedovanja za simuliran scenarij, 
kjer je bila nastavljena EPT-hevristika izbora operacij (Slika 4.16-b). Vizualizacija prikazuje 
samo tiste delovne naloge, ki se v opazovanem obdobju izvajajo in/ali čakajo na delovnem 
sistemu 42 (WorkSystem 42). 
 
 









Slika 4.18: Implementirana interaktivna vizualizacija (programski izpis)14. 
 
 
4.4.6. Zaključki raziskave 
V tej raziskavi smo izvedli pilotno študijo o načinih uporabe MES-podatkov za podporo pri 
odločanju na nivoju managementa operacij v ETO-proizvodnji. 
 
Pri eksperimentih te študije smo na podlagi realnih industrijskih podatkov razvili, 
implementirali in uporabili programsko orodje za simulacijo proizvodnje. Eksperimenti 
                                                 
14 Za ustvarjanje teh vizualizacij smo uporabili komplet programskih orodij VPython. 
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vključujejo testiranje različnih hevrističnih algoritmov za razporejanje in razvoj 
programskega orodja za napovedovanje akumulacije dela na delovnih sistemih. Predlagali 
smo principe vizualizacije, ki učinkovito predstavijo agregirano informacijo in olajšajo 
sprejemanje odločitev pri managementu operacij. 
 
Rezultati kažejo, da taka analiza podatkov lahko pripomore k boljšemu upravljanju operacij 
ter s tem k učinkovitejšemu izvajanju operacij, boljšemu izkoristku sredstev itd. 
 
Prek eksperimentov smo identificirali težave in izzive za nadaljnje raziskave, razvoj in 
implementacijo orodij za podatkovno analitiko v realnem proizvodnem okolju. 
 
Podatki, ki smo jih obravnavali v okviru te študije, so veliki in kompleksni, a jih vendarle 
lahko uporabimo kot dodatno podporo pri upravljanju operacij v ETO-proizvodnji. Orodja, 
tehnike, metode in pristopi analitike velepodatkov lahko omogočijo in olajšajo upravljanje 












4.5. Identifikacija poslovnih in socialnih omrežij na 
področju proizvodnje s povezovanjem podatkov iz 
heterogenih internetnih virov 
V nadaljevanju sledi opis raziskave, v okviru katere smo razvili in demonstrirali rešitve za 
podatkovno analitiko še na najvišjem, koordinacijskem nivoju proizvodnega sistema. 
Rešitve, ki bodo opisane v nadaljevanju, drugače kot tiste, ki so bile predstavljene v prejšnjih 
podpoglavjih, ne temeljijo na tipičnih industrijskih podatkih, ampak na podatkih z interneta, 
kot so npr. podatki s spletnih strani podjetij in znanstvenih institucij ter podatki iz poslovno 




Posamezniki in podjetja tvorijo mreže kot del poklicnih in socialnih aktivnosti. Podjetja 
tvorijo mreže na različne načine in v različnih oblikah (Wiendahl & Lutz 2002), npr. ko 
podpisujejo sporazume o partnerstvu, vključujejo dobavitelje ali vstopajo v projektne 
konzorcije (Papakostas et al. 2013). Tudi notranje delovanje podjetij lahko obravnavamo kot 
mreže oddelkov in posameznikov. Te mreže niso samo tehnične po naravi, ampak imajo 
poleg organizacijske vloge pogosto tudi vlogo v smislu socialnih povezav in motivov (Škulj 
et al. 2014; Putnik et al. 2015; Mourtzis et al. 2016). Modeliranje notranjih in zunanjih 
povezav podjetij kot mreže ter analiziranje njihovih struktur lahko uporabimo kot močno 
orodje za upravljanje različnih vidikov poslovanja (Mourtzis et al. 2013; Lanza & Moser 
2014; Becker et al. 2014; Kito et al. 2015; Neto et al. 2016; Zhong et al. 2015b; Acar & 
Atadeniz 2015). 
 
Internet je zlasti s poslovno orientiranimi in znanstvenimi socialnimi omrežji poenostavil 
proces mreženja in izboljšal dostopnost do informacij. Posamezniki in podjetja na podoben 
način uporabljajo spletna omrežja za ohranjanje svojih povezav v realnem svetu, spremljanje 
dosežkov svojih kolegov in izmenjevanje informacij z zainteresirano javnostjo. To je 
povzročilo rast nestrukturiranih, heterogenih in tudi sicer velikih količin podatkov, ki so 
nizke gostote, toda vendarle zelo dragoceni, in ki jih je mogoče združiti in analizirati z 
namenom, da iz njih izluščimo dragocene informacije (Chae 2015). Potrebna je napredna 
analiza za doseganje novih vpogledov z združevanjem tradicionalnih in alternativnih 
pristopov za podatkovno analitiko, kot so verjetnostne podatkovne strukture (ang. 
probabilistic data structures), strojno učenje in vzporedno računalništvo  (Hu et al. 2014; 
Chen et al. 2014). 
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Nastanek in razpoložljivost odprtih, javno dostopnih podatkov ljudem, podjetjem in 
organizacijam omogočata ustvarjanje podatkovnih storitev, analiziranje vzorcev in trendov, 
sprejemanje odločitev na podlagi podatkov in reševanje zapletenih problemov. Vendar je 
treba za izkoriščanje vrednosti podatkov iz nestrukturiranih virov, kot je internet, podatke 
strukturirati in jih povezati na netrivialne načine. 
 
Glavni izzivi pri uporabi naprednih računalniških metod v virih, kot je internet, so 
oblikovanje dovolj močnih podatkovnih struktur, ustvarjanje in apliciranje metod, ki dajejo 
smisel strukturiranim in nestrukturiranim podatkovnim virom, pa tudi povezovanje in 
združevanje podatkov iz različnih virov na podlagi konteksta in podobnosti (Tan et al. 2015). 
 
V raziskavi, ki je opisana v tem podpoglavju in v delu (Kozjek et al. 2018a), smo preučevali, 
ali iz javno dostopnih strukturiranih in nestrukturiranih podatkov, ki so združeni iz različnih 
internetnih virov, lahko izluščimo koristne informacije o povezavah med posamezniki, 
podjetji in institucijami s področja proizvodnje. Prikazali smo, da to zahteva kombinacijo 
računalniških pristopov in tehnik, kot so spletno pajkanje (ang. web crawling), hevristično 
vodeno iskanje, podatkovno rudarjenje in analiza mrež (ang. network analysis), ki jih 
uporabimo za zajem, validacijo in analizo podatkov. 
 
Razvili smo metodo za identifikacijo mrež in jo aplicirali na primeru povezav med 
proizvajalci (proizvajalec oz. OEM, ang. Original Equipment Manufacturer) in dobavitelji 
v sektorju avtomobilske industrije, da preverimo, ali se znane relacije med podjetji odražajo 
v podatkih. Metodo smo nato aplicirali tudi na mrežo, ki jo sestavljajo strokovnjaki in 
znanstveniki s področja proizvodnega inženirstva iz industrije in iz akademskega okolja. Naš 
namen je bil demonstrirati uporabo rezultirajočih podatkov za profiliranje spretnosti in 
strokovnega znanja. Prikazali smo tudi druge možnosti uporabe predstavljenega pristopa. 
 
V nadaljevanju je najprej podrobneje predstavljena razvita metoda za identifikacijo mrež, 
zatem pa je predstavljeno še apliciranje razvite metode na primeru iz avtomobilske industrije 
in na primeru raziskovalne skupnosti s področja proizvodnega inženirstva. 
 
 
4.5.2. Razvoj metode za identifikacijo omrežij 
Informacije se iščejo za tri vrste subjektov: za osebe (posamezniki), gospodarske družbe in 
institucije. Interakcija med njimi poteka prek več mehanizmov, od katerih se bomo 
osredotočili na dva: na poslovno in socialno motivirane interakcije. Poslovne interakcije 
vključujejo npr. odnose med proizvajalci in dobavitelji, povezave med gospodarskimi 
družbami, med delodajalci in zaposlenimi, odnose med podjetji in posamezniki ter 
raziskovalna partnerstva med institucijami. Socialne interakcije pa so vse interakcije med 
ljudmi. Cilj je ugotoviti, kako in v kolikšni meri se te interakcije odražajo na internetu. Tako 
bi npr. spletne strani dobaviteljev lahko imele spletne povezave do spletnih strani 
proizvajalcev, profili ljudi na socialnih in strokovnih omrežjih bi lahko vključevali 
informacije o njihovih sedanjih in preteklih zaposlitvah, raziskovalna sodelovanja med 
institucijami pa bi bila lahko vidna prek soavtorstev znanstvenih člankov. 
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Vse te informacije niso vedno na voljo v celoti, morda niso javno dostopne ali pa morda 
nekaterih informacij ni mogoče pridobiti zaradi omejenih računskih virov. Izbrani so trije 
glavni viri informacij, za katere menimo, da bodo opisali opazovane interakcije: 
• spletno pajkanje spletnih strani podjetij in institucij za identifikacijo povezav do 
drugih podjetij in institucij; 
• poslovno orientirano znanstveno omrežje, kjer so zastopani vsi tipi vozlišč 
(posamezniki, podjetja in institucije); 
• znanstveno socialno omrežje, ki v glavnem vključuje profile znanstvenih institucij in 
njihovih zaposlenih. 
 
Da se omeji obseg preiskave, je iskanje po teh virih omejeno na interesno področje, in sicer 
na področje proizvodnega inženirstva.  
 
Subjekti in njihove interakcije so lahko predstavljeni kot omrežja, v katerih vozlišča 
predstavljajo subjekte, povezave pa predstavljajo interakcije. Slika 4.19 prikazuje osnovni 
pregled procesa identifikacije omrežja. Omrežja v realnem svetu sestavljajo ljudje, podjetja, 
institucije in druga vozlišča, to so vozlišča, ki niso v interesni domeni. Njihovi profili in 
informacije o njihovih interakcijah se poiščejo prek treh virov informacij. Identificirana 
mreža je predstavitev omrežja iz realnega sveta, ki temelji na procesu iskanja ustreznih 




Slika 4.19: Pregled procesa identifikacije omrežja. 
 
Mreža je definirana kot omrežje 𝐺, ki vsebuje vozlišča 𝑁 in povezave 𝐸. 𝑁 je množica 𝑅 
vozlišč, 𝐸 pa množica 𝑆 povezav. Vsaka povezava je definirana kot 2-terica vozlišč. Te 
relacije opisujejo enačbe (4.35)–(4.37). 
𝐺 = (𝑁, 𝐸) (4.35) 
𝑁 = {𝑛1, 𝑛2, . . . , 𝑛𝑅} (4.36) 
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𝐸 = {𝑒1, 𝑒2, . . . , 𝑒𝑆}; ∀𝑒 ∈ 𝐸: 𝑒 = (𝑛𝑖, 𝑛𝑗) (4.37) 
Vozlišča in povezave imajo več lastnosti, ki so formalno definirane kot asociacije med 
vozlišči ali povezavami in vrednostmi njihovih lastnosti. Vozliščem so dodeljeni ime, 
URL-naslovi (ang. Uniform Resource Locator), ki vozlišče povezujejo z internetnimi 
spletnimi mesti, tip, domena, ključne besede, ki opisujejo vozlišče, in geografska lokacija. 
Ime vozlišča je definirano kot asociacija med vozlišči 𝑁 in njihovimi imeni, ki so znakovni 
nizi (ang. strings) 𝕊. 
𝑖𝑚𝑒 ∶  𝑁 → 𝕊 (4.38) 
URL-naslovi povezujejo vozlišča z njihovimi spletnimi predstavitvami, to so spletne strani 
ter profili socialnih in poslovnih omrežij. Kodirani so kot znakovni nizi. Vsako vozlišče ima 
lahko nič, eno, dve ali več takih predstavitev. 
𝑢𝑟𝑙𝑗𝑖 ∶  𝑁 → 𝕊𝑢 (4.39) 
Tip vozlišča je definiran kot povezava med vozliščem in enim izmed štirih možnih tipov: 
oseba (P), podjetje (C), institucija (I) in drugo (O), kot prikazuje enačba (4.40). 
𝑡𝑖𝑝 ∶  𝑁 → {P, C, I, O} (4.40) 
Ključne besede opisujejo vsako vozlišče z znakovnimi nizi, ki jih najdemo na njihovih 
spletnih predstavitvah. 
𝑘𝑙𝑗𝑢č𝑛𝑒𝐵𝑒𝑠𝑒𝑑𝑒 ∶  𝑁 → 𝕊𝑘 (4.41) 
Geografska lokacija vozlišč je predstavljena kot zemljepisna širina 𝜙 in zemljepisna dolžina 
𝜆 v standardnem geografskem koordinatnem sistemu. Ena in druga sta realni števili. 
𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎 ∶  𝑁 → ℝ × ℝ (4.42) 
Povezave imajo le eno lastnost, tj. tip povezave, njena vrednost je tipa znakovni niz. 
𝑡𝑖𝑝𝑃𝑜𝑣𝑒𝑧𝑎𝑣𝑒 ∶  𝐸 → 𝕊 (4.43) 
Oznaka, kot je 𝑛𝑡𝑖𝑝 za tip vozlišča, je od tu dalje uporabljena za lastnosti. Seznam vseh 
lastnosti vozlišča in povezave so prikazani v enačbah (4.44) in (4.45). 
𝑛 =  {𝑛𝑖𝑚𝑒 , 𝑛𝑢𝑟𝑙𝑗𝑖 , 𝑛𝑡𝑖𝑝, 𝑛𝑑𝑜𝑚𝑒𝑛𝑎, 𝑛𝑘𝑙𝑗𝑢č𝑛𝑒𝐵𝑒𝑠𝑒𝑑𝑒 , 𝑛𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎} (4.44) 
𝑒 = {𝑒𝑡𝑖𝑝𝑃𝑜𝑣𝑒𝑧𝑎𝑣𝑒} (4.45) 
Postopek identifikacije mreže je izveden po načinu strategije preiskovanja v širino (ang. 
breadth-first manner) in je sestavljen iz petih korakov, kot prikazuje Slika 4.20. Korak 
inicializacije (korak 1) je izveden enkrat na začetku, drugi koraki (koraki 2−5) pa se 
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ponavljajo v ciklih. V vsakem ciklu se identificirajo vse povezave obstoječih vozlišč, na 
novo najdena vozlišča pa se dodajo k mreži. Cikel, v katerem je identificirano vozlišče 𝑛, 




Slika 4.20: Koraki postopka identifikacije mreže. 
 
 
4.5.2.1. Korak 1: inicializacija 
Semena (ang. seeds), to so začetna vozlišča iskanja, so definirana ročno na začetku. Lahko 
vključujejo osebe, podjetja in/ali institucije. Če poznamo dodatne informacije začetnih 
vozlišč, kot so povezava na spletno stran, profil na socialnem omrežju in/ali geolokacija, jih 
lahko dodamo že na začetku. Tip začetnih semen oz. vozlišč 𝑁0 je lahko samo oseba (P), 
podjetje (C) ali institucija (I). 
𝑁0 = {𝑛0|𝑛𝑡𝑖𝑝
0 ∈ {P, C, I}} (4.46) 
Začetne povezave 𝐸0 so opredeljene kot pari začetnih vozlišč. 




0} ⊆ 𝑁0} (4.47) 
Začetna mreža je zgrajena iz začetnih semen in začetnih vozlišč 𝐺0 = (𝑁0, 𝐸0). Proces 
identifikacije mreže vzame začetno mrežo in število ciklov kot vhodne parametre ter nato 
razširi mrežo v vsakem ciklu z iskanjem spletnih predstavitev vozlišč (korak 2), 
profiliranjem rezultatov (korak 3), ujemanjem z obstoječimi informacijami (korak 4) ter 




Algoritem 4.1: Funkcija identifikacije mreže 
funkcija: IdentificirajMrežo 
vhod: 𝑐𝑖𝑘𝑙𝑖, 𝐺0 = (𝑁0, 𝐸0) 
izhod: 𝐺 
1    za vsak 𝑖 ∈ [0, 𝑐𝑖𝑘𝑙𝑖 − 1] naredi 
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2         za vsak 𝑛𝑖 ∈ 𝑁𝑖 naredi 
3             𝑁𝑐 ← Iskanje(𝑛
𝑖);     // korak 2 
4             𝑃𝑐 ← Profiliranje(𝑁𝑐);     // korak 3 
5             𝑛𝑖 ← Ujemanje(𝑃𝑐 , 𝑛
𝑖);     // korak 4 
6             𝐺 ← 𝐺 ∪ IdentificirajPovezave(𝑛𝑖);     // korak 5 
7    vrni 𝐺; 
 
 
Koraki 2−5 so opisani v naslednjih podpoglavjih. 
 
 
4.5.2.2. Korak 2: iskanje 
Najprej na podlagi obstoječih nepopolnih informacij preiščemo, ali imajo viri informacij 
ujemajoče se profile. Vhod v algoritem za iskanje je vozlišče 𝑛𝑖, izhod pa množica 
kandidatov 𝑁𝑐. 
 
V primeru nestrukturiranih virov, npr. pri spletnem pajkanju, je uporabljen iskalnik (ang. 
search engine) za iskanje kandidatnih spletnih strani za podjetje ali institucijo. Za 
strukturirane vire, kot so npr. socialna omrežja, se za iskanje kandidatnih profilov lahko 
uporabijo lastni mehanizmi socialnega omrežja ali iskalnik. Niz znakov za iskalnik je 
sestavljen iz imena socialnega omrežja ter imena subjekta in države. Za osebe (P) se 
uporabijo le strukturirani viri, za podjetja (C) in institucije (I) pa se uporabijo tako 
strukturirani kot nestrukturirani viri. Rezultat iskanja je množica kandidatnih vozlišč 
(𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖), za katere je treba ugotoviti, ali res zastopajo vhodno vozlišče. Da bi zmanjšali 
napor, potreben za nadaljnje korake, se vozlišča kandidatov s tipom, ki se razlikuje od vrste 
vhodnega vozlišča (𝑛𝑖), takoj filtrirajo, tako kot se filtrirajo tudi vozlišča, ki pripadajo 








1    𝑁𝑐 ← ∅; 
2    𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ← ∅; 
3    če 𝑛𝑡𝑖𝑝
𝑖 = 𝑃 potem 
4          𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ← 𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ∪ iskanje𝑠𝑡𝑟𝑢𝑘𝑡𝑢𝑟𝑖𝑟𝑎𝑛𝑖(𝑛
𝑖); 
5    razen če 𝑛𝑡𝑖𝑝
𝑖 ∈ {𝐶, 𝐼} potem 
6         𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ← 𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ∪ iskanje𝑠𝑡𝑟𝑢𝑘𝑡𝑢𝑟𝑖𝑟𝑎𝑛𝑖(𝑛
𝑖); 
7         𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ← 𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 ∪ iskanje𝑛𝑒𝑠𝑡𝑟𝑢𝑘𝑡𝑢𝑟𝑖𝑟𝑎𝑛𝑖(𝑛
𝑖); 
8    za vsak 𝑐 ∈ 𝑘𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑖 naredi 
9         𝑐𝑡𝑖𝑝 ← tip(𝑐); 
10       𝑐𝑑𝑜𝑚𝑒𝑛𝑎 ← 𝑑𝑜𝑚𝑒𝑛𝑎(𝑐); 
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11       če 𝑐𝑡𝑖𝑝 = 𝑛𝑡𝑖𝑝
𝑖  potem 
12            če 𝑐𝑡𝑖𝑝 ∈ {P, C} ∧ 𝑐𝑑𝑜𝑚𝑒𝑛𝑎 = ′𝑝𝑟𝑜𝑖𝑧𝑣𝑜𝑑𝑛𝑜 𝑖𝑛ž𝑒𝑛𝑖𝑟𝑠𝑡𝑣𝑜′ potem 
13                 𝑁𝑐 ← 𝑁𝑐 ∪ {𝑐}; 
                // institucije niso vezane na domeno: 
14            razen če 𝑐𝑡𝑖𝑝 = I potem 
15                 𝑁𝑐 ← 𝑁𝑐 ∪ {𝑐}; 
16  vrni 𝑁𝑐; 
 
 
Vsakemu kandidatnemu profilu sta dodeljena tip in domena. Pri socialnih omrežjih je 
dodeljevanje tipa preprosto: dodeli se na podlagi strukture URL-naslova in tekstovne 
informacije na pripadajoči spletni strani. Pri spletnem pajkanju pa dodeljevanje tipa ni 
preprosto, ker je o tipu treba sklepati iz pomena oz. vsebine besedila na spletni strani. V ta 
namen smo v našem primeru uporabili več mehanizmov: avtomatsko zaznavo jezika, 
prevajanje ključnih besed spletne strani v angleški jezik in ujemanje ključnih besed. 
 
 
Določevanje tipa in domene vozlišča 
 
Spletne strani se poleg drugega uporabljajo tudi za opis subjekta, ki mu pripadajo. Človek 
lahko na podlagi strukture in vsebine spletne strani relativno enostavno ugotovi, ali spletna 
stran pripada nekemu tipu subjekta, kot je npr. podjetje ali institucija, za računalnike pa 
ugotavljanje tipa in domene spletne strani na podlagi njene vsebine ni enostavno. Obetaven 
pristop je uporaba tehnik strojnega učenja, pri katerih se klasifikator (ang. classifier) nauči 
na podlagi učnih podatkov, pri katerih sta tip in domena poznana vnaprej (Qi & Davison 
2009), naučeni klasifikator pa potem zmore oceniti tip in domeno novih podatkov. 
 
V okviru te raziskave smo zgradili in evalvirali na ključnih besedah osnovan večrazredni 
(ang. multi-class) klasifikator. V nadaljevanju so opisani učni podatki, model in njegova 
implementacija ter težave pristopa, kot so večjezičnost, omejitve razpoložljivih spletnih 
storitev in raznolikost podatkov. 
 
Za namen te raziskave smo učne podatke zbrali iz prosto dostopnih baz IQS 2017 in Alexa 
2017, ki vsebujeta kategorizirane URL-naslove za več tisoč spletnih strani. Izbrali in prenesli 
smo vsebino 4300 spletnih strani iz izbranih kategorij, ki so (1) proizvodna podjetja, (2) 
institucije in (3) drugo, kot so npr. iskalniki, ponudniki video vsebin in socialna omrežja. 
Izbrali smo približno isto število strani za vsako izmed teh treh kategorij. 
 
V koraku predprocesiranja smo pridobili tekstovno vsebino vsake izmed spletnih strani. 
Predhodno smo za vsako izmed treh kategorij določili po približno dvajset ključnih besed 
(npr. »machine«, »support«, »product«, »commerce«, »tool« za podjetja in npr. 
»university«, »institute«, »research«, »alumni«, »campus« za institucije). Vhodna podatka 
za učenje sta frekvenca pojavov ključnih besed na spletni strani in znana kategorija. 
 
Zaradi omejitev takrat uporabljanih spletnih prevajalskih storitev in računskih virov ni bilo 
mogoče prevesti celotnega besedila z vseh spletnih strani. Za reševanje problema 
večjezičnosti spletnih strani smo zgradili slovarje s prevodi ključnih besed v 40 različnih 
jezikov. 




Klasifikacijski model smo naučili z uporabo JRip-algoritma (Rajput et al. 2011; Witten et 
al. 2016). Zmogljivost smo ocenili z metodo 10-kratnega navzkrižnega preverjanja. 
Klasifikacijska točnost (ang. classification accuracy) je ocenjena na 77 %. Natančnost in 
priklic znašata 74 % (natančnost) in 79 % (priklic) za podjetja, 84 % in 91 % za institucije 
ter 59 % in 70 % za druge spletne strani. Uporabili smo URL-filter, ki vnaprej izloči nekatere 
najbolj popularne spletne strani, kot so npr. velika socialna omrežja in ponudniki video 
vsebin. 
 
Klasifikacija nove spletne strani torej poteka takole: (1) prenos vsebine spletne strani, (2) 
ekstrakcija konteksta (teksta z vsebino), (3) detekcija jezika zaradi izbire ustreznega slovarja 
ključnih besed, (4) zaznava ključnih besed in (5) klasifikacija z uporabo klasifikacijskega 
modela, ki je zasnovan na ključnih besedah. 
 
Takšen pristop klasifikacije tipa in domene je hiter in robusten. Točnost, ki je približno 
80-odstotna, se izkaže za dovolj dobro za pridobitev širšega pogleda na strukture mrež. 
 
 
4.5.2.3. Korak 3: profiliranje 
V tem koraku se ustvarijo detajlni profili kandidatnih vozlišč. Kandidati se tudi geografsko 
locirajo, za to pa se uporabijo storitve za geolokacijo, tj. pridobivanje geografskih koordinat 
iz fizičnih naslovov in IP-geolokacije, tj. pridobivanje geografskih koordinat iz IP-naslova. 
Algoritem 4.3 opisuje funkcijo profiliranja. 
 
 




1    𝑃𝑐 ← ∅; 
2    za vsak 𝑝 ∈ 𝑁𝑐 naredi 
3         𝑝𝑖𝑚𝑒 ← Ime(𝑝); 
4         𝑝𝑢𝑟𝑙𝑗𝑖 ← Urlji(𝑝); 
5         𝑝𝑘𝑙𝑗𝑢č𝑛𝑒𝐵𝑒𝑠𝑒𝑑𝑒 ← KljučneBesede(𝑝); 
6         𝑝𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎 ← Geolokacija(𝑝); 
7         𝑃𝑐 ← 𝑃𝑐 ∪ {𝑝} 
8    vrni 𝑃𝑐; 
 
 
Detajlni profil vsebuje tudi ključne besede, ugotovljene iz vsebine kandidatovih spletnih 
strani in profilov na socialnih omrežjih. Ugotavljanje prisotnosti ključnih besed je 
enostavno: v primeru spletnih strani se preveri ujemanje vsebine spletnih strani s seznami 
ključnih besed domene proizvodnega inženirstva, v primeru profilov na socialnih omrežjih, 
kjer so ključne besede, ki se ponavadi navezujejo na delovno področje ter znanja in 
spretnosti, eksplicitno navedene, pa se ključne besede ugotovijo na podlagi poznavanja 
strukture spletnih strani socialnih omrežij. Tabela 4.12 prikazuje primer profila. 




Tabela 4.12: Profil enega izmed avtorjev raziskave. 
Parameter Vrednost 
ID 985 
Ime Rok Vrabič 
URLji (skrito) 
Ključne besede mathematica; robotics; manufacturing systems; complexity theory; network 
analysis; mechatronics; production engineering; network theory; control theory; 
mobile robotics; programming; computer science; economics; engineering; data 
mining; computing in mathematics, natural science, engineering and medicine; 
artificial intelligence; experimental economics; mechanical engineering; 
engineering education; manufacturing engineering 
Zemljepisna širina 46,046 





4.5.2.4. Korak 4: ujemanje 
Vsak kandidatni profil se nato primerja z obstoječimi informacijami o vozlišču. Ujemanje 
temelji na podobnosti imena, URL-jev in lokacije. 
 
Metrika podobnosti za tekstovne podatke je lahko katera koli metrika za merjenje 
razlikovanja med besedami. V tej študiji smo uporabili Levenshteinovo razdaljo. Metrika 
podobnosti za geografske podatke temelji na geografski razdalji. Lokaciji dveh subjektov, 
ki sta medsebojno oddaljena manj kot 100 km, smo šteli za podobni lokaciji. Funkcijo 
preverjanja ujemanja opisuje Algoritem 4.4. 
 
 
Algoritem 4.4: Preveri ujemanje. 
funkcija: PreveriUjemanje 
vhod: 𝑛1, 𝑛2 
izhod: Da/Ne 
1    za vsak (𝑛1𝑢𝑟𝑙 , 𝑛2𝑢𝑟𝑙) ∈ 𝑛1𝑢𝑟𝑙𝑗𝑖 × 𝑛2𝑢𝑟𝑙𝑗𝑖 naredi 
2         če 𝑛1𝑢𝑟𝑙 = 𝑛2𝑢𝑟𝑙 potem 
3              vrni Da; 
4         razen če 𝑛1𝑖𝑚𝑒 = 𝑛2𝑖𝑚𝑒  ∧ Podobno(𝑛1𝑢𝑟𝑙 , 𝑛2𝑢𝑟𝑙) ∨ 
            𝑛1𝑖𝑚𝑒 = 𝑛2𝑖𝑚𝑒  ∧ Podobno(𝑛1𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎 , 𝑛2𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎) potem 
5              vrni Da; 
6         razen če Podobno(𝑛1𝑖𝑚𝑒 , 𝑛2𝑖𝑚𝑒)  ∧ Podobno(𝑛1𝑢𝑟𝑙 , 𝑛2𝑢𝑟𝑙) ∧
             Podobno(𝑛1𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎 , 𝑛2𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎) potem 
7              vrni Da; 
8         drugače 
9              vrni Ne; 





Če sta začetna informacija o vozlišču in profil dovolj podobna, potem je potrjeno, da profil 









1    za vsak 𝑝 ∈ 𝑃𝑐 naredi 
2         če PreveriUjemanje(𝑛𝑖 , 𝑝) = Da potem 
3              𝑛𝑖 ← Posodobi(𝑛𝑖 , 𝑝); 
4    vrni 𝑛𝑖; 
 
 
4.5.2.5. Korak 5: identificikacija povezav 
Zadnji korak, v katerem se identificirajo povezave vozlišča, je analiza vsebine. Analiza 
vsebine temelji na razčlenjevanju (ang. parsing) strukture spletnih strani za strukturirane 
vire in na identifikaciji povezav na zunanje spletne strani pri nestrukturiranih virih. Povezave 
so shranjene skupaj s svojimi tipi. Če so ugotovljene povezave do vozlišč, ki še niso v bazi, 
potem se ustvarijo nova vozlišča, ki se nato v naslednjem ciklu postopka identifikacije mreže 
upoštevajo kot vozlišča z nepopolno informacijo. Algoritem 4.6 je algoritem, ki preverja, ali 




Algoritem 4.6: Preveri obstoj v bazi. 
funkcija: ObstojVBazi 
vhod: 𝑛, 𝑁 
izhod: Da/Ne 
1    za vsak 𝑛𝐷𝐵 ∈ 𝑁 naredi 
2         če PreveriUjemanje(𝑛, 𝑛𝐷𝐵) = Da potem 
3              vrni Da; 
4    vrni Ne; 
 
 
Podatki so predstavljeni kot mreža, v kateri imajo vozlišča lastnosti (1) tip, (2) domena, (3) 
ključne besede in (4) geografska lokacija, povezave pa lastnosti (1) izhodiščno vozlišče, (2) 
ciljno vozlišče in (3) tip povezave, tj. npr. povezava na spletni strani (ang. website link) ali 
pa sledilec (ang. follower) na socialnem omrežju. Postopek dodajanja vozlišč in povezav v 
mrežo opisuje Algoritem 4.7. 
 




Algoritem 4.7: Identifikacija povezav. 
funkcija: IdentificirajPovezave 
vhod: 𝑛𝑖 
izhod: (𝑁𝑛, 𝐸𝑛) 
1    𝑁𝑛 ← ∅; 
2    𝐸𝑛 ← ∅; 
3    če (𝑛𝑡𝑖𝑝
𝑖 ∈ {P, C} ∧ 𝑛𝑑𝑜𝑚𝑒𝑛𝑎
𝑖 = ′𝑝𝑟𝑜𝑖𝑧𝑣𝑜𝑑𝑛𝑜 𝑖𝑛ž𝑒𝑛𝑖𝑟𝑠𝑡𝑣𝑜′) ∨ 𝑛𝑡𝑖𝑝
𝑖 = I potem 
4         (𝑁𝑝𝑜𝑣𝑒𝑧𝑎𝑛𝑖 , 𝐸𝑝𝑜𝑣𝑒𝑧𝑎𝑛𝑖) ← AnalizaVsebine(𝑛𝑢𝑟𝑙𝑗𝑖
𝑖 ) 
5         za vsak (𝑛, 𝑒) ∈ (𝑁𝑝𝑜𝑣𝑒𝑧𝑎𝑛𝑖 , 𝐸𝑝𝑜𝑣𝑒𝑧𝑎𝑛𝑖) naredi 
6              𝑛𝑡𝑖𝑝 ← Tip(𝑛); 
7              𝑛𝑑𝑜𝑚𝑒𝑛𝑎 ← Domena(𝑛); 
8              𝑛𝑔𝑒𝑜𝑙𝑜𝑘𝑎𝑐𝑖𝑗𝑎 ← Geolokacija(𝑛); 
9              če ObstojVBazi(𝑛) = Da potem 
10                 𝐸𝑛 ← 𝐸𝑛 ∪ {(𝑛𝑖 , 𝑛, 𝑒𝑡𝑖𝑝)}; 
11            razen če ObstojVBazi(𝑛) = Ne potem 
12                 𝑁𝑛 ← 𝑁𝑛 ∪ {𝑛}; 
13                 𝐸𝑛 ← 𝐸𝑛 ∪ {(𝑛𝑖 , 𝑛, 𝑒𝑡𝑖𝑝)}; 
4    vrni (𝑁𝑛, 𝐸𝑛); 
 
 
Slika 4.21 prikazuje primere omrežij, pridobljenih s strategijo preiskovanja v širino v 
zaporednih ciklih procesa identifikacije mreže. Na začetku imamo samo dve semeni, ki 
predstavljata dve podjetji. V dveh ciklih identificiramo več povezav med tema začetima 
vozliščema. Z vsakim ciklusom velikost mreže močno naraste. Če začnemo z dvema 
vozliščema in če ima vsako vozlišče približno deset povezav, se lahko po samo dveh ciklih 
v povprečju identificira več sto vozlišč. Vendar se lahko ta rast iskalnega prostora ublaži z 
uporabo ustreznih hevristik. V predstavljenem pristopu se nove povezave iščejo samo za 
vozlišča s področja proizvodnje. To omogoča znaten prihranek pri času iskanja z minimalno 
izgubo vrednosti podatkov. 
 
 




Slika 4.21: Primeri rezultatov procesa identifikacije mrež po a) inicializaciji, b) enem in c) dveh 
ciklih. 
 
Načeloma bi opisani postopek identifikacije omrežij lahko izvajali ročno, torej z 
analiziranjem spletnih mest, sledenjem povezavam in zapisovanjem podatkov. Da bi pri 
eksperimentih te raziskave pospešili postopek identifikacije omrežij, smo postopek 
avtomatizirali. Algoritme smo implementirali v programskem jeziku Python. 
 
 
4.5.3. Evalvacija metode 
Predlagano metodo smo evalvirali na primeru iz avtomobilske industrije. Glavni razlogi za 
to so: (1) povezave med podjetji so v avtomobilskem sektorju dobro dokumentirane, kar naj 
bi omogočalo interpretacijo rezultatov; (2) področje avtomobilske industrije je veliko, s 
čimer lahko demonstriramo vrednost opisanega pristopa; in (3) podjetja v avtomobilskem 
sektorju so med seboj relativno dobro povezana in tvorijo mreže s številnimi odnosi med 
proizvajalci (OEM) in dobavitelji. Čeprav je kvantitativna validacija pristopa zahtevna 
zaradi pomanjkanja referenčnih podatkov o interakciji mešanih skupnosti ljudi, podjetij in 
institucij, se pričakuje, da bodo rezultati kvalitativno opisali pomembne značilnosti realnega 
omrežja. Študija primera vključuje sedem proizvajalcev in sedem  dobaviteljev kot začetna 
semena. Globina iskanja, tj. število ciklov, smo nastavili na dve, kar pomeni, da so 
identificirane povezave začetnih semen in povezave njihovih povezav. Uporabili smo vse 
vire podatkov: spletno pajkanje, poslovno orientirano socialno omrežje in znanstveno 
socialno omrežje. Slika 4.22 prikazuje širši pogled na rezultirajočo identificirano mrežo. 
Izbrana zanimiva vozlišča so poudarjena. 
 
 




Slika 4.22: Identificirana mreža s področja avtomobilske industrije. 
 
Rezultati kažejo, da metoda ustrezno zajema mrežno strukturo avtomobilske industrije, ki jo 
tvorijo skupine proizvajalcev, kot so veliki konzorciji, ki jih je mogoče zlahka prepoznati 
znotraj strukture mreže. Skupino italijanskih proizvajalcev sestavljajo npr. tri blagovne 
znamke športnih avtomobilov in proizvajalec, ki je del večjega konzorcija ameriških 
proizvajalcev. Podrobnejši pogled na proizvajalce športnih avtomobilov (Slika 4.23) kaže, 





Slika 4.23: Podmreža italijanskih proizvajalcev športnih avtomobilov. 
 
Avtomobilski sektor ima tudi močne regionalne vzorce (Sturgeon et al. 2008; Mariel & 
Minner 2015; Häntsch & Huchzermeier 2016). Kot prikazuje Slika 4.22, so ameriški 
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proizvajalci združeni blizu središča mreže. Podobno so proizvajalci v EU združeni spodaj 
desno. Dobavitelji so običajno manjši in bolj periferni za omrežje. Dobavitelj v spodnjem 
levem delu je najbolj oddaljen, tj. dobavitelj, ki je del velikega, vendar geografsko 
oddaljenega japonskega konglomerata. 
 
Slika 4.24 prikazuje rezultate v preoblikovani vizualizaciji na zemljevidu sveta. Mreža je 
dobro povezana. Opaziti je mogoče, da se evropski proizvajalci (znotraj opazovane skupine 




Slika 4.24: Rezultirajoča mreža na zemljevidu sveta. 
 
Vsa začetna semena so podjetja in najverjetneje zato so podjetja tudi največji del 
rezultirajoče mreže. Celotno mrežno struktura sestavlja 30,8 % podjetij, 6,3 % institucij in 
5,0 % ljudi. Ostalo je strukturirano na naslednji način: 13,0 % podjetij z drugih področij, 
6,1 % ljudi z drugih področij in 38,8 % drugih vozlišč. Pri povezavah prevladujeta dva vira: 
56 % povezav prihaja iz spletnega pajkanja in 44 % iz analize poslovno orientiranega 
socialnega omrežja. Manj kot 1 % povezav so povezave znanstvenega socialnega omrežja. 
To kaže, da avtomobilski proizvajalci ne oglašujejo svojih povezav z institucijami. 
Proizvajalci imajo v povprečju več povezav kot dobavitelji in so bistveno bolj osrednji v 
omrežju, kar potrjuje opazovanja v realnem svetu (Kito & Ueda 2014). Tabela 4.13 prikazuje 
statistike mreže, tj. stopnjo (povprečno število povezav, ang. degree), bližino (povprečna 
normalizirana razdalja med vozlišči, ang. closeness) in vmesnost (normalizirano število, ko 
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Tabela 4.13: Stopnja ter normalizirani bližina in vmesnost vozlišč glede na njihov tip. 
Tip vozlišča Stopnja Bližina Vmesnost 
Proizvajalec (OEM) 87,7  27,3 0,264  0,027 0,0465  0,0361 
Dobavitelj 34,7  15,3 0,200  0,016 0,0229  0,0176 
Opomba: povprečje  standardna deviacija 
 
 
Mreža, ki smo jo identificirali s predlagano metodo, dobro opisuje opazovano domeno, saj 
potrjuje vse naslednje intuitivne predpostavke: (1) skupine podjetij identificiranega omrežja 
ustrezajo pričakovanim glede na opažanja v realnem svetu (Strugeon et al. 2008), (2) 
dobavitelji so manj povezani in bolj periferni v omrežju (Kito & Ueda 2014) ter (3) mreža 
je dobro povezana z veliko glavno komponento.  
 
 
4.5.4. Demonstracija uporabe metode: iskanje znanja in 
spretnosti 
Nastala omrežja opisujejo ljudi, podjetja in institucije s področja proizvodnje ter njihove 
medsebojne povezave in podatke, kot so geolokacija in ključne besede. Ključne besede so 
pridobljene na podlagi podatkov, ki so na voljo na javnih profilih v družbenih omrežjih, npr. 
podatkov o interesnem področju, spretnostih in strokovnem znanju osebe (Sun et al. 2015). 
V nadaljevanju je podana demonstracija tega, kako se lahko pridobljeni podatki omrežja 
uporabijo za profiliranje spretnosti in iskanje strokovnega znanja. 
 
Predstavljeni postopek identifikacije omrežij smo uporabili na podatkih ene od vodilnih 
raziskovalnih skupnosti s področja proizvodnega inženirstva, tj. CIRP (Santochi 2013). 
Skupnost sestavlja več kot 600 članov in je še posebej zanimiva, ker vključuje, čeprav je 
predvsem akademska, več kot 100 članov iz industrije. 
 
Cilj študije primera je prikazati, kako se lahko predstavljeni pristop uporabi za iskanje 
posebnih veščin in strokovnega znanja znotraj omrežja na podlagi ključnih besed, 
pridobljenih iz socialnih omrežij. Pristop se lahko uporablja ne le za ugotavljanje relevantnih 
vozlišč, ampak tudi za prepoznavanje povezav med vozlišči, ki jih je mogoče uporabiti za 
olajšanje postopka mreženja. Ta postopek poudarja edinstvene vidike pristopa in posebno 
naravo informacij, ki jih lahko pridobimo iz socialnih omrežij. 
 
Slika 4.25 prikazuje potek študije primera, ki je sestavljen iz naslednjih korakov oz. faz: 
a) opredelitev začetnih semen, opredelitev področja zanimanja in klasifikacija spretnosti 
in strokovnega znanja v področja. Ta klasifikacija je potrebna, ker so spretnosti in 
strokovna znanja, navedeni v socialnih omrežjih, lahko zelo specifični – včasih celo 
edinstveni za osebo. Razvrstitev v širša področja olajša filtriranje rezultatov in izboljša 
robustnost iskanja, saj se spretnosti in strokovno znanje lahko ujemajo z več podobnimi 
ključnimi besedami; 
b) zajem podatkov z uporabo predstavljene metode za zajemanje strukture omrežja in 
identifikacija ključnih besed za vsako vozlišče; 
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c) filtriranje pridobljenih povezav na le relevantne povezave, ki se lahko uporabijo za 
olajšanje postopka mreženja. Ta korak je treba izvesti, da zmanjšamo količino podatkov 
in s tem omogočimo izvedbo korakov analize v sprejemljivem času; 
d) uporaba klasifikacije v širša področja na filtrirani mreži, kar ima za posledico 
identifikacijo vozlišč, ki imajo iskano strokovno znanje in spretnosti ter relevantne 
povezave v identificiranem omrežju  





Slika 4.25: Potek študije primera. 







4.5.4.1. Klasifikacija spretnosti in strokovnega znanja 
Izbrana skupnost je primerna za zgoraj opisani postopek. Večina članov skupnosti objavlja 
znanstvene članke o različnih temah s področja proizvodnega inženirstva. Skupnost je 
strukturirana na 10 področij znotraj proizvodnega inženirstva, kot prikazuje Tabela 4.14. 
 
Tabela 4.14: Področja v domeni proizvodnega inženirstva po CIRP. 
Akronim Področje 
A inženiring življenjskega cikla in montaža (ang. life cycle engineering and assembly) 
C odrezovalni procesi (ang. cutting processes) 
Dn konstruiranje (ang. design) 
E elektro-fizični in kemični procesi (ang. electro-physical and chemical processes) 
F preoblikovanje (ang. forming) 
G abrazivni procesi (ang. abrasive processes) 
M stroji (ang. machines) 
O proizvodni sistemi in organiziranost (ang. production systems and organisations) 
P natančnost in meroslovje (ang. precision engineering and metrology) 
S površine (ang. surfaces) 
 
 
Informacije posameznih članov vključujejo tudi njihovo primarno področje zanimanja. To 
se lahko skupaj s podatki iz njihovih znanstvenih člankov uporabi za izgradnjo klasifikatorja, 
ki povezuje ključne besede s področji iz proizvodnega inženirstva. Uporabili smo 
multinomialni naivni Bayesov klasifikator, ki se pogosto uporablja za klasifikacijo besedil. 
Izgradnjo klasifikatorja podrobneje predstavlja Eržen (2016). Klasifikator je naučen na 2050 
znanstvenih člankih – po 205 člankov z vsakega področja (področja po CIRP). Kot vhod so 
uporabljeni naslovi, povzetki in ključne besede članka, primarno področje članka (po CIRP) 
pa določa izhodno kategorijo. Nepomembne besede (ang. stop words) se odstranijo in 
uporabljena je stematizacija oz. korenjenje (ang. stemming). Zmogljivost klasifikatorja je 
ocenjena s stratificiranim 10-kratnim prečnim preverjanjem (ang. stratified 10-fold cross-
validation). Ocenjena točnost klasifikatorja je 81,78 %. 
 
Tabela 4.15 prikazuje pet najpomembnejših ključnih besed za vsako področje. Ta rezultat je 
v skladu s pričakovanji. Čeprav se nekatere ključne besede, kot je npr. proces (ang. process), 
pojavljajo na različnih področjih, so področja logično ločena z najpomembnejšo ključno 
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Tabela 4.15: Pet najbolj pomembnih ključnih besed za vsako področje. 
Področje Beseda 1 Beseda 2 Beseda 3 Beseda 4 Beseda 5 
A assembly  product  process  design  manufacturing 
C cutting  tool  machining  surface  milling 
Dn design  product  process  method  model 
E laser  machining  edm  process  micro 
F forming  process  sheet  metal  material 
G grinding  process  surface  wheel abrasive 
M machine  tool  machining  control  cutting 
O production  manufacturing  system  planning  process 
P measurement  measuring  machine  metrology  optical 
S surface  process  micro  polishing  roughness 
 
 
Tabela 4.16 ilustrira primere rezultatov klasifikacije. Rezultati kažejo, da je klasifikator, ki 
je naučen na podatkih, pridobljenih iz znanstvenih člankov, uporaben za klasifikacijo 
ključnih besed na socialnih omrežij. 
 
Tabela 4.16: Ilustracija napovedi klasifikatorja. 
Ključne besede Napoved(i) 
(Zaupanje) 
knowledge-based systems; process development; product development; mechanical 
design; supply chain; engineering design; process design; production planning; 
mechanical engineering design; cad 
Dn (99,98 %) 
cnc; cad; cam M (76,94 %) 
fuzzy control; robotics; fuzzy logic; manufacturing engineering; neuro-fuzzy A (79,44 %) 
machinery; rotor dynamics; optimization; machine; condition monitoring; optical 
measurement; on machine measurement; solid mechanics; manufacturing process; 
digital manufacturing 
M (54,06 %); 
P (42,50 %) 
complex systems; manufacturing systems; machining; cnc machining; manufacturing 
process mechanics; cad; mechanical processes; production engineering; 
manufacturing; operations; production; industry; production systems; simulation 
experiments; engineering design; engineering; control systems engineering; computer 
engineering; manufacturing engineering 
O (99,81 %) 
 
 
4.5.4.2. Zajem podatkov 
Informacije javnega značaja na spletni strani skupnosti CIRP so tudi informacije o 658 članih 
iz 440 različnih podjetij in institucij (v času študije). Za vsakega člana so navedeni polno 
ime, pripadajoča organizacija, država in opcijsko URL-naslov spletne strani podjetja. Te 
nepopolne informacije smo uporabili za definiranje semenskih vozlišč in začetnih povezav. 
Začetno mrežo prikazuje Slika 4.25-a. 
 
Število ciklov postopka identifikacije mreže smo nastavili na 1, kar pomeni, da so 
identificirane le povezave začetnih semen. Uporabili smo vse tri vire podatkov. Pridobivanje 
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podatkov v tem primeru je trajalo približno 300 ur na enem računalniku, ki je izvajal opisane 
algoritme. 
 
Slika 4.25-b prikazuje rezultirajočo mrežo, ki je sestavljena iz približno 50.000 vozlišč in 
65.000 povezav vseh vrst in področij. 
 
 
4.5.4.3. Zmanjšanje količine informacij 
Informacije o celotni mreži, ki jo prikazuje Slika 4.25-b zaradi njene velikosti težko 
uporabimo. Število povezav raste s številom vozlišč, saj ima vsako novo vozlišče po več 
novih povezav. Število novih povezav je odvisno od vira podatkov in povezljivosti vozlišča, 
vendar je rast povezav, ker je npr. vsaka oseba v socialnem omrežju povezana s končnim 
številom drugih ljudi, približno linearna z velikostjo omrežja. Vsekakor pa mora analiza 
povezav upoštevati več povezav hkrati, kar pomeni kombinatorno in posledično računsko 
kompleksnost. 
 
Primeren pristop je, da opredelimo, katere so pomembne informacije, in nato mrežo ustrezno 
filtriramo. Mrežo smo filtrirali tako, da je po filtriranju vključevala le semenska vozlišča in 
ustrezne povezave med njimi. Te povezave so lahko neposredne ali posredne – prek drugih 
vozlišč. Za to študijo primera so kot ustrezne povezave, v obliki »(tip vozlišča)-(tip 







Filtrirana mreža je sestavljena iz 102 ljudi, 218 podjetij in institucij ter 475 povezav. Slika 
4.26 prikazuje glavno komponento te mreže. Niso vsa vozlišča del glavne komponente, kar 
pomeni, da mreža ni popolnoma povezana. Slika ilustrira velikost in strukturo mreže. 
Gostota mreže variira, kar odraža značilnosti skupnosti, predvsem to, da so nekateri člani in 
institucije tesneje povezani s skupnostjo (npr. udeležba na konferencah, objavljanje člankov, 
sodelovanje pri projektih itd.) kot drugi. 
 
 




Slika 4.26: Glavna komponenta filtrirane mreže, ki vsebuje le relevantne povezave. 
 
 
4.5.4.4. Identifikacija strokovnega znanja in spretnosti 
Identifikacija strokovnega znanja in spretnosti je ponazorjena na primeru letalskega podjetja, 
ki je dejavno na komercialnih letalskih, obrambnih in vesoljskih trgih. Recimo, da podjetje 
išče strokovnjake za področje materialov. Z uporabo predstavljenega pristopa lahko podjetje 
pridobi filtrirano omrežje. Z uporabo katerega koli orodja za vizualizacijo in raziskovanje 




Slika 4.27: Identifikacija strokovnega znanja v filtriranem omrežju. 




Ugotovljena je zanimiva povezava. Zaposleni (vozlišče B) v obravnavanem podjetju 
(vozlišče A) dela tudi za tehnično univerzo (vozlišče C). Vir obeh povezav je poslovno 
orientirano socialno omrežje. Zaposleni je član znanstvene skupnosti in je razvrščen v 
področje O z 99,9-odstotnim zaupanjem. Njegove ključne besede med drugim vključujejo 
»vodstvo« (ang. leadership), »vodenje projektov« (ang. project management), 
»organizacijski razvoj« (ang. organisational development) in »teorijo iger« (ang. game 
theory). Identificirana je tudi druga oseba (vozlišče D), ki dela za isto tehnično univerzo in 
je tudi članica iste znanstvene skupnosti. To kaže na to, da se ti dve osebi med seboj poznata 
ali pa sta vsaj sposobni lažje vzpostaviti stik. Oseba D je uvrščena v področji E (65,3 % 
zaupanja) in S (15,7 % zaupanja). Njene ključne besede med drugim vključujejo »površinske 
lastnosti« (ang. surface properties), »materiali« (ang. materials) in »prašno metalurgijo« 
(ang. powder metallurgy). Oseba D je nato povezana z ljudmi E, F in G prek soavtorstva 
člankov in relacije »sledilca«. Te informacije so pridobljene iz znanstvenega socialnega 
omrežja. Njihove ključne besede so »matematična fizika« (ang. mathematical physics) in 
»fizika materialov« (ang. material physics) (oseba E), »kovinski nanodelci« (ang. metal 
nanoparticles) in »inženiring materialov« (ang. materials engineering) (oseba F) ter 
»funkcionalno razvrščanje materiala« (ang. functionally graded material), »brušenje« (ang. 
grinding) in »abrazivna obdelava« (ang. abrasive machining) (oseba G ). Očitno je, da je 
strokovno znanje ljudi E, F in G zanimivo za podjetje A. 
 
Ta demonstrativni primer, ki temelji na realnih podatkih, kaže, da se novi vpogledi in 
informacije pridobijo s kombiniranjem informacij iz različnih virov in da se lahko 





Študija primera prikazuje potencialno uporabo pristopa, tj. kako se lahko informacije, zbrane 
iz javnih nestrukturiranih in strukturiranih virov, uporabijo za vpogled v strukturo opazovane 
skupnosti. 
 
Takšno ekstrahiranje relevantnih struktur se sooča s problemom velikosti podatkov. S takim 
pristopom filtriramo mrežo tako, da obdržimo samo relevantna vozlišča in povezave. 
Pridobljene informacije poleg vrst povezav vsebujejo tudi podrobne informacije o vozliščih. 
To lahko uporabimo za natančnejše filtriranje pridobljenih podatkov. 
 
Pomemben vidik pristopa je, da omogoča analizo spretnosti in strokovnega znanja, 
povezanih z vozlišči. Kot je razvidno iz primera, lahko z naprednimi metodami analize 
upravljamo velike in kompleksne podatke. Klasifikacija ključnih besed, ki označujejo 
spretnosti in strokovno znanje posameznikov na področjih, se izkaže za koristno za filtriranje 
velikih količin podatkov in za zagotavljanje hevristike med kombinatorno zahtevnim 





Razvoj in raziskave rešitev za podatkovno analitiko 
 
127 
4.5.5. Zaključki raziskave 
V tej raziskavi smo uporabili napredne računske metode in podatkovno analitiko za 
identifikacijo mrež posameznikov, podjetij in institucij iz javno dostopnih, strukturiranih in 
nestrukturiranih, heterogenih podatkov. Razvili smo metodo za identifikacijo mrež. 
Izvedljivost pristopa oz. metode smo preučevali na primeru iz avtomobilskega sektorja. 
Rezultati so v skladu s pričakovanji in v skladu z drugimi raziskavami, v katerih se preučuje 
struktura mrež realnega sveta. Študija primera proizvodne inženirske skupnosti kaže, kako 
se lahko pristop uporabi za analizo strukture skupnosti ter iskanje spretnosti in strokovnega 
znanja. 
 
Čeprav se je predstavljeni postopek identifikacije mrež izkazal za izvedljiv, je omejen v 
globino zaradi hitro naraščajočega iskalnega prostora in omejitve aplikacijskih programskih 
vmesnikov (API, ang. application programming interfaces) storitev, kot so pridobivanje 
geolokacije, prevajanje in iskanje. Pridobivanje podatkov za predstavljene študije je trajalo 
več sto ur. S tem se v tej fazi omeji uporaba metode v realnem času, vendar je mogoče to 
pomanjkljivost v prihodnosti izboljšati. 
 
Predlagani pristop se lahko uporablja za modeliranje in analizo različnih oblik sodelovanja 
med podjetji in posamezniki znotraj in zunaj podjetij. Kot orodje bi ga bilo mogoče uporabiti 
za strateško mreženje, z njim bi olajšali oblikovanje projektnih konzorcijev, identifikacijo 
konkurentov in drugih zainteresiranih na določenem področju, določitev komunikacijskih 
kanalov, iskanje strokovnega znanja in spretnosti ali identifikacijo organizacijskih in 
socialnih struktur znotraj organizacij. Prihodnje razširitve bi lahko vključevale več javnih 
virov podatkov oz. informacij, kot so novice, pa tudi zasebne vire informacij, kot so 
komunikacijski kanali podjetja in e-poštna omrežja. Pristop za analitiko velepodatkov, ki 
smo ga uporabili v tej študiji, bi bilo mogoče izboljšati z uporabo še močnejših tehnik 
strojnega učenja in vzporednih računskih metod. 
 
V takih študijah moramo seveda posebno pozornost nameniti vprašanju zasebnosti. Čeprav 
so tukaj predstavljeni podatki zbrani iz javnih virov in jih je mogoče načeloma pridobiti 
ročno, morajo take študije skrbno in etično ustrezno obdelovati podatke in predstavljati 




5.1. Povezovanje okvira s študijami razvoja in raziskav 
rešitev za podatkovno analitiko 
V tem podpoglavju je cilj prikazati izvedljivost in široko uporabnost predlaganega 
konceptualnega okvira prek povezovanja tega okvira s petimi študijami, ki so predstavljene 
v tej disertaciji v prejšnjem poglavju ter ki so predstavljene tudi v delih (Kozjek et al. 2017a, 
2017b, 2018a in 2018b) in (Vrabič et al. 2017). Posamezno študijo lahko obravnavamo kot 
posamezen projekt uvedbe analitike velepodatkov v proizvodnih sistemih. Rešitve za 
podatkovno analitiko, razvite v sklopu teh študij, pomenijo inovativne načine zmanjšanja 
nepopolnosti informacij in odkrivanje novega znanja ali pa omogočajo učinkovitejše 
zmanjševanje nepopolnosti informacij kot konvencionalni pristopi. 
 
Tabela 5.1 podaja kratke povzetke študij ter pozicionira projekte teh študij v osnovne nivoje 
proizvodnega sistema, to so (1) operativni, (2) koordinacijski in (3) strateški nivo.15 Vsak 
projekt oz. študija je v osnovne nivoje proizvodnega sistema pozicioniran glede na namen 
rešitve za podatkovno analitiko, ki je bila razvita ali preučevana v okviru te študije. Za vsako 
študijo je poudarjenih nekaj relacij z elementi razvitega okvira. Tabela 5.1 poleg 
pozicioniranja študij v osnovne nivoje proizvodnega sistema pozicionira tudi glede na 
zgradbo tipičnega sistema za analitiko velepodatkov. Za to je uporabljen koncept verige 
vrednosti (Chen et al. 2014; Hu et al. 2014). Pozicioniranje glede na koncept verige vrednosti 
temelji na fokusu razvoja oz. preučevanja in namena uporabe rešitev. 
 
Tabela 5.1: Povezovanje študij o uvedbi analitike velepodatkov v proizvodnih sistemih z okvirom. 
Št. Naslov, referenca, opis in povezovanje z okvirom 
  
Tabela se nadaljuje na naslednjih straneh. 
                                                 
15 Osnovni nivoji proizvodnega sistema po (Peklenik 1995) in konceptu ADMS (ang. Adaptive Distributed 




1 Naslov: Identifikacija neustreznih razmer v cikličnem proizvodnem procesu 
 
Referenca: Podpoglavje 4.1, Kozjek et al. (2017b) 
 
Opis: Predlagana metoda analize integrira dobro znane hevristične algoritme, to so odločitvena 
drevesa, in gručenje z namenom, da identificiramo vrste neustreznih operacijskih razmer v 
cikličnem proizvodnem procesu. Rezultat analize je interpretativni model za podporo odločanju, ki 
ga lahko uporabimo za identifikacijo napak, iskanje izvornih vzrokov in podporo pri razvoju 
prognostičnega sistema. Uporaba metode je demonstrirana na študiji primera, v kateri je predlagana 
metoda analize uporabljena na realnih industrijskih podatkih izvajanja procesa injekcijskega 
brizganja plastike, namen pa je razkriti vrste in izvorne vzroke zapletenih napak, namreč 
nenačrtovanih zastojev strojev. 
 
Povezovanje z okvirom: Metoda analize, ki je bila razvita v tej študiji, pomeni referenčno metodo 
analize podatkov. Pri določanju sekvence korakov analize smo intenzivno uporabili tudi praktično 
poznavanje tipičnih cikličnih proizvodnih procesov, kot sta injekcijsko brizganje plastike in tlačno 
litje. Za učinkovitejše upravljanje velikih količin podatkov je bila predlagana in implementirana 
metoda na podlagi indeksiranja (tipična metoda za obdelavo velepodatkov). Za izvajanje 
eksperimentov, apliciranje razvite metode analize na realne industrijske podatke o izvajanju procesa 
injekcijsko brizganje plastike in evalvacijo rezultatov analize je bilo potrebno intenzivno uporabiti 
praktično poznavanje strukture in delovanja opazovanega proizvodnega sistema, poznavanje 
trenutnega stanja v proizvodnem sistemu itd. 
Pozicioniranje v nivoje proizvodnega 
sistema glede na ADMS-koncept 
Pozicioniranje v koncept verige vrednosti 
Operativni Koordinacijski Strateški Nastanek Zajem Shranjevanje Analiza 
✓ ✓     ✓ 
 
2 Naslov: Podatkovno-gnan celostni pristop k napovedovanju napak v cikličnem proizvodnem 
procesu 
 
Referenca: Podpoglavje 4.2, Kozjek et al. (2017a) 
 
Opis: Za primer tipičnega cikličnega proizvodnega procesa, tj. injekcijskega brizganja plastike, je 
demonstriran podatkovno-gnan celostni pristop, ki zajema faze nastanka, zajema, shranjevanja in 
procesiranja podatkov ter napovedovanje. S tem pristopom je mogoče uporabiti velike količine 
visokodimenzionalnih podatkov za razvoj in implementacijo napovednih modelov za 
napovedovanje nenačrtovanih zastojev strojev. Arhitektura razvitega sistema za podatkovno 
analitiko je zasnovana na konceptu verige vrednosti, ki je tipičen koncept za analitiko velepodatkov. 
 
Povezovanje z okvirom: Fokus študije je razvoj arhitekture prototipne rešitve za podatkovno 
analitiko. Pomembna dela sistema sta dokumentna NoSQL podatkovna baza in predlagana struktura 
za shranjevanje podatkov. Za implementacijo sistema so med drugim uporabljeni tudi programski 
jezik Python, dokumentna NoSQL podatkovna baza MongoDB in Scikit-Learn programska 
knjižnica za strojno učenje. Koraki za induciranje in evalvacijo napovednih modelov uporabljajo te 
metode analize: tehnike strojnega učenja za klasifikacijo in tehnike za klasifikacijo neuravnoteženih 
podatkovnih množic. Poznavanje aktualnega stanja delovnih sistemov in referenčni model 
opazovanega procesa sta potrebna za določanje slabih ciklov (cikli ob neustreznih operacijskih 
razmerah), značilk v vektorjih značilk pri procesih strojnega učenja itd. 
Pozicioniranje v nivoje proizvodnega 
sistema glede na ADMS-koncept 
Pozicioniranje v koncept verige vrednosti 
Operativni Koordinacijski Strateški Nastanek Zajem Shranjevanje Analiza 





3 Naslov: Odkrivanje znanja za diagnosticiranje napak pri injekcijskem brizganju: primer 
komunikacije M2M 
 
Referenca: Podpoglavje 4.3, Vrabič et al. (2017) 
 
Opis: V tej študiji smo preučevali uporabo pristopa M2M, pri katerem več delovnih sistemov med 
seboj izmenjuje procesne podatke zaradi izboljšanja zmogljivosti modelov za odkrivanje napak. 
Model je zasnovan na strojnem učenju in uporabljen na industrijskih podatkih, ki obsegajo približno 
dva milijona procesnih ciklov, izvedenih na več delovnih sistemih za injekcijsko brizganje plastike. 
Rezultati kažejo na to, da je model za napovedovanje napak mogoče izboljšati z izmenjavo 
podatkov med delovnimi sistemi ter da je mogoče na podlagi podatkov generalizirati znanje in ga 
uporabiti za delovni sistem brez predhodnega znanja (npr. brez zbranih lastnih podatkov, na podlagi 
katerih bi lahko ustvarili lastni podatkovno-gnani model). 
 
Povezovanje z okvirom: Z uporabo koncepta združevanja podatkov, tj. značilen koncept analitike 
velepodatkov, je v tej študiji raziskano in prikazano, da delitev podatkov o proizvodnem procesu 
med več delovnimi sistemi za injekcijsko brizganje plastike lahko prispeva k boljšemu 
napovedovanju napak. Rezultat izvajanja postopka razvoja in implementacije rešitev za podatkovno 
analitiko je v tem primeru na novo odkrito znanje. To pridobljeno znanje je treba ustrezno upravljati 
in omogočiti, da se uporabi v prihodnje itd. 
Pozicioniranje v nivoje proizvodnega 
sistema glede na ADMS-koncept 
Pozicioniranje v koncept verige vrednosti 
Operativni Koordinacijski Strateški Nastanek Zajem Shranjevanje Analiza 
✓   ✓   ✓ 
 
4 Naslov: Analitika velepodatkov za management operacij v ETO-proizvodnji 
 
Referenca: Podpoglavje 4.4, Kozjek et al. (2018b) 
 
Opis: Cilj raziskave je preučiti proizvodne podatke, ki jih ustvarja MES, ter razviti podatkovno-
gnana orodja za podporo pri upravljanju operacij v ETO-proizvodnji. Razvita orodja lahko 
uporabimo za simulacijo proizvodnje in napovedovanje morebitne prekomerne zasedenosti mest 
dela (elementarnih delovnih sistemov – EDS). Uporabljene so tehnike strojnega učenja. Predlagajo 
se vizualizacijski principi, ki učinkovito predstavijo združene informacije in s tem olajšajo 
sprejemanje odločitev pri upravljanju operacij. 
 
Povezovanje z okvirom: Ker za primer, ki je preučevan v tej študiji, niso obstajala ustrezna 
programska orodja za simulacijo, je bilo treba razviti in implementirati namensko programsko 
rešitev. To je zahtevalo veliko znanja in izkušenj s področja programiranja in uporabe programskih 
orodij za upravljanje in analizo podatkov. Eksperimenti in rešitve so zasnovani na veliki količini 
realnih proizvodnih podatkov, zbranih v opazovanem proizvodnem podjetju. Še posebej pri 
določanju predpostavk za potrebe simulacije je bilo potrebno poznavanje strukture in delovanja 
opazovanega proizvodnega sistema ter poznavanje strukture in delovanja informacijskega sistema 
v opazovanem proizvodnem sistemu. Za ključne subjekte projektnega tima so se izkazali tisti, ki so 
imeli veliko praktičnih izkušenj z upravljanjem proizvodnega procesa v opazovanem podjetju, pa 
tudi tisti, ki dobro razumejo in poznajo informacijski sistem opazovanega proizvodnega sistema. 
Pozicioniranje v nivoje proizvodnega 
sistema glede na ADMS-koncept 
Pozicioniranje v koncept verige vrednosti 
Operativni Koordinacijski Strateški Nastanek Zajem Shranjevanje Analiza 





5 Naslov: Identifikacija poslovnih in socialnih omrežij na področju proizvodnje s povezovanjem 
podatkov iz heterogenih internetnih virov 
 
Referenca: Podpoglavje 4.5, Kozjek et al. (2018a) 
 
Opis: V okviru te študije smo demonstrirali, kako lahko z združevanjem in povezovanjem javno 
dostopnih internetnih podatkov, uporabo kombinacije naprednih računskih metod, vključno s 
spletnim pajkanjem, strojnim učenjem in kombiniranjem javno dostopnih storitev (spletni iskalnik, 
določevalnik geolokacije itd.), pridobimo relevantne informacije o strukturah mrež, ki so 
sestavljene iz ljudi, podjetij in institucij s področja proizvodnje. Izvedljivost in aplikabilnost 
predlaganega pristopa smo prikazali na primeru s področja avtomobilske industrije. Predlagani 
pristop lahko uporabimo za modeliranje in analizo različnih oblik sodelovanja med podjetji in 
institucijami ter znotraj podjetij in institucij. 
 
Povezovanje z okvirom: Razvit je bil referenčni model rešitve za podatkovno analitiko, tj. metoda 
za učinkovit zajem podatkov z interneta. Pajkanje, ki je za analitiko velepodatkov tipična metoda 
za zajem podatkov, ter tehnike strojnega učenja spadajo med glavne komponente predlagane 
metode. Podatki, uporabljeni v tej študiji, in podatki, za katere je namenjena razvita metoda, ne 
izvirajo neposredno iz proizvodnega sistema. Razvoj in implementacijo metode navdihujejo 
praktične izkušnje s področja proizvodnje: ljudje, podjetja in institucije oblikujejo mreže kot del 
svojih tehničnih, gospodarskih in družbenih dejavnosti, te mreže pa imajo vpliv na poslovanje itd. 
Pozicioniranje v nivoje proizvodnega 
sistema glede na ADMS-koncept 
Pozicioniranje v koncept verige vrednosti 
Operativni Koordinacijski Strateški Nastanek Zajem Shranjevanje Analiza 






5.2. Potrjevanje raziskovalne hipoteze 
Rešitve so bile implementirane in validirane na realnih industrijskih podatkih in prosto 
dostopnih podatkih z interneta. Uporabljeni so bili podatki tipičnega proizvodnega procesa, 
tj. injekcijskega brizganja plastike, uporabljeni so podatki iz informacijsko-krmilnega 
sistema za spremljanje in krmiljenje (MES) ter podatki iz delno strukturiranih in 
nestrukturiranih internetnih virov. 
 
V raziskavi so bile razvite in implementirane naslednje rešitve, na katerih temelji osrednja 
rešitev te raziskave (tj. konceptualno orodje za razvoj in implementacijo rešitev za 
podatkovno analitiko na podlagi velepodatkov): 
1. identifikacija neustreznih razmer v cikličnem proizvodnem procesu (podpoglavje 
4.1) − rešitev za informacijsko podporo pri krmiljenju delovnih sistemov na podlagi 
procesnih podatkov s poudarkom na obvladovanju napak pri izvajanju cikličnih 
proizvodnih procesov; 
2. podatkovno-gnan celostni pristop k napovedovanju napak v cikličnem proizvodnem 
procesu (podpoglavje 4.2) − rešitev za informacijsko podporo pri krmiljenju delovnih 
sistemov na podlagi procesnih podatkov s poudarkom na obvladovanju napak pri 




3. odkrivanje znanja za diagnosticiranje napak pri injekcijskem brizganju: primer 
komunikacije M2M (podpoglavje 4.3) − rešitev za informacijsko podporo pri 
krmiljenju delovnih sistemov na podlagi procesnih podatkov s poudarkom na 
obvladovanju napak pri izvajanju cikličnih proizvodnih procesov; 
4. programsko orodje za simulacijo proizvodnje in orodje za napovedovanje 
prekomerne zasedenosti delovnih sistemov (podpoglavje 4.4) − rešitev za podporo 
pri vodenju proizvodnih operacij na podlagi analize proizvodnih podatkov 
informacijsko-krmilnega sistema za spremljanje in krmiljenje proizvodnje s ciljem 
izboljšanja operativnega načrtovanja proizvodnje; 
5. napovedovanje sprememb vrstnega reda operacij (v študiji primera v podpoglavju 
3.2.3) − rešitev za podporo pri vodenju proizvodnih operacij na podlagi analize 
proizvodnih podatkov informacijsko-krmilnega sistema za spremljanje in krmiljenje 
proizvodnje s ciljem izboljšanja operativnega načrtovanja proizvodnje; 
6. identifikacija poslovnih in socialnih omrežij na področju proizvodnje s 
povezovanjem podatkov iz heterogenih internetnih virov (podpoglavje 4.5) − rešitev 
za odkrivanje mrežnih povezav med proizvodnimi podjetji, institucijami znanja in 
kompetentnimi posamezniki na podlagi javno dostopnih internetnih podatkov. 
 
 
Zgoraj našteto pomeni nove rešitve za podatkovno analitiko. Gre za koristen način uporabe 
realnih podatkov za zmanjševanje nepopolnosti informacij ter s tem za boljše obvladovanje 
imaginarne kompleksnosti in/ali odkrivanje novega znanja. Te nove rešitve hkrati 
omogočajo učinkovitejše zmanjšanje nepopolnosti informacij in/ali odkrivanje novega 
znanja kot obstoječi konvencionalni pristopi. Z razvojem, implementacijo in validacijo teh 
rešitev je potrjen del raziskovalne hipoteze, predstavljene v podpoglavju 1.3, ki se navezuje 
na razvoj in implementacijo rešitev za podatkovno analitiko za specifične namene v 
proizvodnih sistemih ter na zmanjšanje nepopolnosti informacij in imaginarne 
kompleksnosti na vseh nivojih proizvodnega sistema. 
 
Postopek razvoja in implementacije zgoraj omenjenih rešitev za podatkovno analitiko v vseh 
primerih sledi oz. bi lahko sledil fazam predlaganega referenčnega postopka razvoja in 
implementacije rešitev za podatkovno analitiko (postopek je predstavljen v podpoglavjih 3.1 
in 3.2.3). Ta predlagani referenčni postopek je eno od dveh glavnih konceptualnih orodij 
razvitega okvira. Drugo je urejen seznam (predstavljen v podpoglavjih 3.1 in 3.2), ki zajema 
vse potrebne elemente za razvoj in implementacijo rešitev za podatkovno analitiko na 
podlagi velepodatkov, torej tudi vse potrebne elemente za razvoj in implementacijo zgoraj 
omenjenih rešitev. Izvedljivost in uporabnost razvitega okvira sta validirani skozi razvoj, 
implementacijo in validacijo zgoraj omenjenih (na začetku podpoglavja 5.2) rešitev za 
podatkovno analitiko na vseh nivojih proizvodnega sistema. Z razvojem in uporabo 
razvitega okvira je torej mogoče razvijati in implementirati rešitve za podatkovno analitiko, 
s katerimi je mogoče zmanjšati nepopolnost informacij in imaginarno kompleksnost in/ali 
odkrivati novo znanje na vseh nivojih proizvodnega sistema. S tem je potrjen še preostali 









5.3. Uporabnost razvitih rešitev 
Rešitve za podatkovno analitiko, ki so bile razvite v okviru raziskave, opisane v tej doktorski 
disertaciji, in na podlagi katerih je bil razvit konceptualni okvir kot osrednja predlagana 
rešitev, so referenčne rešitve za podatkovno analitiko v proizvodnih sistemih. Te referenčne 
rešitve, naštete na začetku podpoglavja 5.2, lahko uporabimo kot izhodišče in vodilo pri 
razvoju in implementaciji novih rešitev. Te rešitve so bolj ali manj generične in je v primeru 
njihove uporabe potrebna prilagoditev za specifični primer (prilagoditev specifičnim virom 
podatkov, specifičnim neustreznim procesnim razmeram, ki jih želimo preučevati z izbrano 
metodo, itd.). Seveda so pri razvitih rešitvah možne izboljšave. Tako bi bilo npr. pri metodi 
za identifikacijo neustreznih razmer v cikličnem proizvodnem procesu (podpoglavje 4.1) 
mogoče z upoštevanjem redundantnosti anomalij v vrednostih procesnih parametrov še 
nekoliko izboljšati korak identifikacije pravil, ki opisujejo različne neustrezne operacijske 
razmere. 
 
Osrednja rešitev, razvita v tej raziskavi, je konceptualni okvir za uvajanje napredne 
podatkovne analitike v proizvodnih sistemih (poglavje 3). Povezovanje okvira s 
posameznimi študijami v podpoglavju 5.1 kaže, da je izvedljiv in široko uporaben. Čeprav 
je uporaba okvira demonstrirana samo za izbrane rešitve v posameznem delu proizvodnega 
sistema in za posamezne dele glede na strukturo tipičnega sistema za podatkovno analitiko16, 
so to le ene izmed mnogih možnih rešitev, za katere bi pri razvoju in implementaciji lahko 
uporabili predlagani konceptualni okvir. Pomembni lastnosti predlagane konceptualne 
rešitve sta široka uporabnost ter predvsem uporabnost in razumljivost za ciljne uporabnike 
iz industrijskega in znanstvenega okolja. 
 
Zelo pomemben element okvira, ki mu v dosedanjih raziskavah nismo namenili posebne 
pozornosti, je upravljanje znanja. V nadaljnjem razvoju okvira bi bilo smiselno ta element 
podrobneje in celoviteje vključiti v koncept okvira. 
 
Predlagani konceptualni okvir bi bilo mogoče nadgraditi s podrobnejšo in celostnejšo 
identifikacijo konkretnih referenčnih rešitev ter obstoječe strojne in programske opreme. 
Takšen konceptualni okvir moramo predvsem zaradi intenzivnega razvoja tehnik in 
tehnologije na področju informacijskih in komunikacijskih tehnologij stalno posodabljati ter 
s tem povezovati nova orodja in pristope za podatkovno analitiko s ciljnimi področji, kot je 
proizvodno inženirstvo. 
 
Predlagani konceptualni okvir bi bilo mogoče nadgraditi oz. realizirati v obliki 
programskega orodja, npr. v obliki spletne platforme, ki bi jo bilo mogoče uporabljati pri 
vodenju projektov uvajanja analitike velepodatkov v proizvodnih sistemih in za izgradnjo 
skupne baze referenčnih rešitev ter za deljenje podatkov in znanja med projektnimi timi 
znotraj in izven organizacij. 
 
Na novejših področjih proizvodnih tehnologij (npr. 3D-tiskanje) je potrebnih še veliko 
raziskav in treba je odkrivati novo znanje. Pristopi, ki jih ponuja v tej raziskavi razviti 
konceptualni okvir, lahko na takih področjih omogočijo učinkovitejše odkrivanje novega 
                                                 
16 Tipični sistem za analitiko velepodatkov lahko razdelimo na štiri faze, ki skupaj tvorijo t. i. verigo 
vrednosti (ang. value chain): (1) nastanek, (2) zajem, (3) shranjevanje in (4) analizo podatkov (Chen et al. 








Podatki so sredstvo, ki ima čedalje večjo vrednost. V proizvodnji lahko tako kot na 
marsikaterem drugem področju s pametno uporabo podatkov izboljšamo zmogljivost 
sistemov in posledično konkurenčnost. Napredna analitika se na področju proizvodnje ne 
aplicira tako prodorno in raznoliko kot na drugih področjih, podatki, ki so na voljo, pa 
največkrat ostanejo neizkoriščeni. Razlogi za to so težave pri povezovanju področja 
proizvodnje s področjem napredne podatkovne analitike ter pomanjkanje uporabnih 
referenčnih modelov, ki bi predstavili načine in možnosti uporabe napredne podatkovne 
analitike v proizvodnih sistemih. 
 
V doktorski disertaciji je obravnavana tematika uvedbe napredne podatkovne analitike v 
proizvodnih sistemih, da bi se izkoristili podatki, ki so na voljo. Postavljena in potrjena je 
hipoteza, da je z razvojem in uporabo okvira za informacijsko podporo procesom v 
proizvodnih sistemih na podlagi velepodatkov mogoče zmanjšati nepopolnost informacij in 
bolje obvladovati kompleksnost. Razvit konceptualni okvir in druge referenčne rešitve v tem 
delu služijo kot orodja, ki pokažejo, kako oz. po kakšnem postopku je smiselno uvajati 
napredno podatkovno analitiko v proizvodnih sistemih in kaj vse je za to potrebno (vključno 
z znanji in spretnostmi, referenčnimi modeli, programsko in strojno opremo itd.). Razvoj 
konceptualnega okvira temelji na obstoječih rešitvah in posameznih študijah iz različnih 
delov proizvodnega sistema. Razvite rešitve so implementirane in validirane na realnih 
industrijskih podatkih in prosto dostopnih podatkih z interneta. 
 
Rezultati raziskave bodo pripomogli k sistematizaciji uporabe naprednih pristopov 
podatkovne analitike v proizvodnih sistemih za izkoriščanje novih potencialov, ki se v 
današnjem času porajajo zaradi razvoja informacijskih znanosti in tehnologij. Posledično 
bodo pripomogli k doseganju novih vpogledov in načinov uporabe podatkov ter k 
pridobivanju pomenljivih informacij v industrijskem in znanstvenem okolju. 
 
 
6.1. Opravljeno delo 
Najprej je identificiran in predstavljen raziskovalni problem ter na tej podlagi predstavljena 




Namen raziskave je izboljšati zmogljivosti proizvodnih sistemov prek pametne uporabe teh 
podatkov. Paradigma Velepodatki je identificirana kot pomembna za reševanje obravnavane 
problematike. Na podlagi tega je nato postavljena raziskovalna hipoteza. 
 
Identificiran in predstavljen je pomen paradigme Velepodatki za izboljšanje izkoristka 
podatkov in posledično za izboljšanje zmogljivosti proizvodnih sistemov. Na podlagi 
literature sta podani objektivni definiciji pojmov velepodatki in analitike velepodatkov. 
Predstavljen je pregled literature na področju analitike velepodatkov v proizvodnji, pri čemer 
so poudarjeni koncepti in referenčni modeli uvedbe analitike velepodatkov v proizvodnih 
sistemih. 
 
Razvite, implementirane in validirane so aplikacijske rešitve, ki omogočajo boljši oz. nov 
način uporabe podatkov z namenom boljšega obvladovanja kompleksnosti in odkrivanja 
novega znanja na vseh nivojih proizvodnega sistema. 
 
Na podlagi aplikacijskih rešitev te raziskave ter na podlagi drugih obstoječih rešitev in 
pristopov iz literature in prakse je razvit konceptualni okvir za informacijsko podporo 
procesom v proizvodnih sistemih na podlagi velepodatkov, tj. konceptualno orodje, ki 
definira referenčni postopek in druge elemente, potrebne za razvoj in implementacijo takih 
rešitev za podatkovno analitiko. Izvedljivost in široka uporabnost okvira sta predstavljeni s 
povezovanjem elementov okvira z zgoraj omenjenimi študijami razvoja in raziskav 
aplikacijskih rešitev na vseh nivojih proizvodnega sistema. 
 
Predstavljene so možnosti uporabe in nadgradnje rešitev, razvitih v okviru te raziskave, ter 
smernice za nadaljnje delo. 
 
 
6.2. Izvirni prispevki disertacije 
Izvirni prispevki disertacije so: 
• konceptualni okvir za razvoj in implementacijo rešitev za podatkovno analitiko − za 
informacijsko podporo procesom v proizvodnih sistemih na podlagi velepodatkov 
(poglavje 3); 
• metoda za identifikacijo neustreznih razmer v cikličnem proizvodnem procesu 
(podpoglavje 4.1.2); 
• podatkovno-gnan celostni pristop k napovedovanju napak v cikličnem proizvodnem 
procesu (podpoglavje 4.2); 
• ugotovitev možnosti za podatkovno-gnano napovedovanje nenačrtovanih zastojev 
strojev pri procesu injekcijskega brizganja plastike (podpoglavji 4.2 in 4.3.3); 
• metoda za odkrivanje možnosti deljenja podatkov med podobnimi stroji (stroji, ki 
izvajajo isti ciklični proizvodni proces) za izboljšanje podatkovno-gnanega modela 
za napovedovanje napak (podpoglavje 4.3.2); 
• ugotovitev možnosti za izboljšanje podatkovno-gnanega modela za napovedovanje 
nenačrtovanih zastojev strojev prek deljenja podatkov med stroji za injekcijsko 
brizganje plastike in ugotovitev možnosti za vzpostavitev podatkovno-gnanega 
modela za napovedovanje nenačrtovanih zastojev na stroju, na katerem se predhodno 




• algoritem za napovedovanje prekomerne zasedenosti delovnih sistemov 
(podpoglavje 4.4.5) in princip vizualizacije prekomerne zasedenosti delovnih 
sistemov za informacijsko podporo pri sprejemanju odločitev na podlagi rezultatov 
napovedi prekomerne zasedenosti delovnih sistemov (podpoglavje 4.4.5.2); 
• metoda za identifikacijo poslovnih in socialnih omrežij na področju proizvodnje s 
povezovanjem podatkov iz heterogenih internetnih virov (podpoglavje 4.5.2); 
• metoda za napovedovanje sprememb vrstnega reda operacij delovnega naloga (v 




6.3. Smernice za nadaljnje delo 
Nadaljnje delo bo vključevalo projekte, ki se bodo izvajali v sodelovanju s proizvodnimi 
podjetji in v katerih bo prisotno uvajanje napredne podatkovne analitike za informacijsko 
podporo procesom v proizvodnih sistemih. V tej disertaciji predstavljeni konceptualni okvir 
bi lahko uporabili kot orodje za podporo pri izvajanju in koordinaciji projektnih aktivnosti. 
 
V tej disertaciji predstavljeni konceptualni okvir bi bilo mogoče nadgraditi z integracijo 
podrobnejšega in celovitejšega koncepta upravljanja znanja ter s podrobnejšo in celostnejšo 
identifikacijo konkretnih referenčnih rešitev in obstoječe strojne in programske opreme. 
Konceptualni okvir bi bilo mogoče nadgraditi oz. realizirati tudi v obliki programskega 
orodja, npr. spletne platforme, ki bi se nato lahko uporabljala pri vodenju projektov uvajanja 
analitike velepodatkov v proizvodnih sistemih. 
 
Zaradi stalnega razvoja informacijskih in komunikacijskih tehnologij in informacijske 
znanosti ter dinamike razmer in proizvodnega okolja bi bilo potrebno tak konceptualni okvir 
ves čas posodabljati. 
 
 
6.4. Zaključne misli in pridobljene izkušnje 
V prihodnosti bosta kompleksnost in količina podatkov še naprej naraščali. Temu se bodo 
stalno prilagajale ter se s časom razvijale informacijske in komunikacijske tehnologije in 
informacijska znanost. To pomeni, da bo treba neprestano posodabljati načine upravljanja in 
uporabe podatkov. S tem bo omogočeno doseganje novih vpogledov, razumevanj, spoznanj, 
možnosti ukrepanja in posledično doseganje večje konkurenčnosti. 
 
Gre za izrazito interdisciplinarno področje. Nabor potrebnega znanja in spretnosti za 
izvajanje raziskav in razvoja na tem področju je tako obsežen, da ga posameznik praktično 
ne more obvladovati. Za razvoj in raziskave je torej potreben projektni tim, sestavljen po eni 
strani iz strokovnjakov s področij, povezanih s proizvodnjo, ter po drugi strani s področij 
informacijskih in komunikacijskih tehnologij in informacijske znanosti. Opazno je 
pomanjkanje specifičnega kadra, t. i. podatkovnih znanstvenikov, ki bi bili vezni člen med 




nujno potrebnimi skupinami strokovnjakov. V nekaterih državah, med njimi tudi v Sloveniji, 
je problem povezovanja znanja in organizacij še posebej izrazit. 
 
Za področje uvedbe informacijskih in komunikacijskih tehnologij v proizvodnih sistemih in 
povezovanja informacijske znanosti s proizvodnim inženirstvom je značilno pomanjkanje 
formalne in poenotene terminologije. To je najverjetneje posledica tega, da gre za relativno 
novo in izrazito interdisciplinarno raziskovalno področje. Pogosto se zdi, kot da se uvajajo 
novi izrazi za že poznane stvari ter da se pojavljajo kvazi nova (raziskovalna) področja. 
Področje, ki je obravnavano v tej doktorski disertaciji, bi morda lahko obravnavali tudi kot 
običajno podatkovno analitiko, podatkovna analitika pa je v proizvodnji prisotna že 
desetletja, le da se s časom spreminjajo lastnosti podatkov in posodabljajo tehnike in 
tehnologije upravljanja in uporabe podatkov. Analitika velepodatkov, ki je v proizvodnem 
inženirstvu v zadnjih letih precej priljubljeno raziskovalno področje, se morda zdi 
nepotrebno in/ali redundantno področje. Vendar menimo, da je porajanje tega področja 
koristno in pomembno za napredek na področju proizvodno-inženirske znanosti. Novost je, 
da hkrati v taki meri in v tako kratkem času napreduje razvoj informacijskih in 
komunikacijskih tehnologij ter informacijske znanosti. To je povzročilo močno rast in 
izjemno raznolikost ustvarjenih podatkov ter zelo očitno pomanjkanje razumevanja, znanja 
in idej o tem, kako jih uporabiti. Da bi zapolnili to vrzel, so potrebne namenske, sistemske 
raziskave, ki v takem obsegu in na taki ravni do zdaj niso bile potrebne. Pojavljajo se nove 
iniciative in paradigme, kot sta npr. Industrija 4.0 (ang. Industry 4.0) in Velepodatki, ki 
pospešujejo zapolnjevanje te vrzeli. 
 
Za zdaj ostaja še veliko problemov, ki jih nismo obravnavali, s tem pa tudi izzivov in 
priložnosti za razvoj in uvedbo napredne podatkovne analitike v proizvodnih sistemih, kar 
bi lahko izboljšalo kakovost procesov s pametno uporabo podatkov in učinkovitejše 
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