We study closure operations over a local domain R that satisfy a set of axioms introduced by Geoffrey Dietz. The existence of a closure operation satisfying the axioms (called a Dietz closure) is equivalent to the existence of a big Cohen-Macaulay module for R. When R is complete and has characteristic p > 0, tight closure and plus closure satisfy the axioms.
Introduction
The study of big Cohen-Macaulay algebras was originally motivated by the Direct Summand Conjecture [12] . The existence of big Cohen-Macaulay algebras implies the Direct Summand Conjecture, and with it a number of equivalent conjectures central to commutative algebra, including the Monomidal Conjecture [12] and the Canonical Element Conjecture [14] .
The equal characteristic case of these results, as well as the existence of big Cohen-Macaulay algebras, was proved using tight closure methods [13, 18, 20, 21] . In mixed characteristic, the homological conjectures were proved in dimension at most 3 by Heitmann [11] , and the existence of big Cohen-Macaulay algebras by Hochster [16] , but via a method that could not be extended to higher dimensional rings. In 2016, Yves Andre proved the Direct Summand Conjecture for mixed characteristic rings of arbitrary dimension using perfectoid methods [1] , and used this result to prove the existence of big Cohen-Macaulay algebras as well.
In [5] , Dietz gave a list of axioms for a closure operation such that for a local domain R, the existence of a closure operation satisfying these properties (called a Dietz closure) is equivalent to Definition 2.2. Suppose that S is an R-module (resp. R-algebra). We can define a closure operation cl S on R by u ∈ N clS M if for all s ∈ S, s ⊗ u ∈ im(S ⊗ N → S ⊗ M ), where N ⊆ M are finitely-generated R-modules and u ∈ M . This is called a module (resp. algebra) closure.
Remark 2.3. Note that if S is an R-algebra, u ∈ N clS M if and only if 1 ⊗ u ∈ im(S ⊗ N → S ⊗ M ).
Definition 2.4 [22, Lemma 3.4] . If S is a directed family of R-algebras, then we can define a closure operation cl S by u ∈ N clS M if for some S ∈ S, u ∈ N clS M . When S is any family of R-modules, it still generates a closure operation: Definition 2.5. Let S be a family of R-modules. For N ⊆ M finitely-generated R-modules, we define cl S as follows:
M be the submodule of M generated by the elements u ∈ M such that u ∈ N clS M for some S ∈ S. Let ǫ ∈ Ext 1 R (Q, R) be the element corresponding to this short exact sequence via the Yoneda correspondence. We say that α is a cl-phantom extension if ǫ ∈ 0 cl Ext 1 R (Q,R)
. Equivalently, if P • is a projective resolution of Q and ∨ denotes Hom R (−, R), a cocycle representing ǫ is in P A split map α : R → M is cl-phantom for any closure operation cl: in this case, the cocycle representing ǫ is in im(P ∨ 0 → P ∨ 1 ). We can view cl-phantom extensions as maps that are "almost split" with respect to a particular closure operation. Notation 2.8. We use some notation from [5] . Let R be a ring, M a finitely generated R-module, and α : R → M an injective map with cokernel Q. Let e 1 = α(1), e 2 , . . . , e n be generators of M such that the images of e 2 , . . . , e n in Q form a generating set for Q. We have a free presentation for Q, R where µ sends the generators of R n−1 to e 2 , . . . , e n and ν has matrix (b ij ) 2≤i≤n,1≤j≤m with respect to some basis for R m . We have a corresponding presentation for M ,
where µ 1 sends the generators of R n to e 1 , . . . , e n . Using the same basis for R m as above, ν 1 has matrix (b ij ) 1≤i≤n,1≤j≤m where b 1j e 1 + b 2j e 2 + . . . + b nj e n = 0 in M [5, Discussion 2.4]. The top row of ν 1 gives a matrix representation of the map φ : R m → R in the following diagram:
gives an equivalent definition of a phantom extension using the free presentations M and Q given above. While he assumes that R is a complete local domain and that cl satisfies 2 additional properties, these are not needed for all of the results. We restate some of his results in greater generality below.
Lemma 2.9 [5, Lemma 2.10]. Let R be a ring possessing a closure operation cl. Let M be a finitely generated module, and let α : R → M be an injective map. Let notation be as above. Then α is a cl-phantom extension of R if and only if the vector
Below we give the definition of a Dietz closure.
Definition 2.10. Let (R, m) be a fixed local domain and let N, M, and W be arbitrary finitely generated R-modules with N ⊆ M . A closure operation cl is called a Dietz closure if the following conditions hold:
(Generalized Colon-Capturing) Let x 1 , . . . , x k+1 be a partial system of parameters for R, and let J = (x 1 , . . . , x k ). Suppose that there exists a surjective homomorphism f : M → R/J and
11. The axioms originally included the assumption that 0 cl R = 0, but this is implied by the other axioms [6] .
A closure operation on any ring R can satisfy the Functoriality Axiom, the Semi-residuality Axiom, or both. A closure operation on any local ring R can satisfy the Faithfulness Axiom.
The proof of the next lemma requires Q to have a minimal generating set, so we assume that R is local for this generalization of [5, Lemma 2.11]:
Lemma 2.12. Let (R, m) be a local ring possessing a closure operation cl satisfying the Functoriality Axiom, the Semi-residuality Axiom, and the Faithfulness Axiom, and such that 0
We use a result on phantom extensions from [19, Section 5] that uses the notation of Notation 2.8. 
be an exact sequence. Letting P • be a projective resolution for Q, we get a commutative diagram
By definition, α is cl-phantom if and only if φ ∈ im(Hom R (P 0 , R) → Hom R (P 1 , R)) cl HomR(P1,R) . 1. For each c ∈ R, the image of cφ is a coboundary in H 1 (Hom R (P • , R)) if and only if there is a map γ : M → R such that γα = c(id R ). 2. Let S be an R-algebra, and G • a projective resolution for S ⊗ R Q that ends
remains exact upon tensoring with S if and only if id S ⊗ R φ ∈ Hom S (S ⊗ R P 1 , S) is a 1-cocycle in Hom S (G • , S), in which case id S ⊗ R φ represents the extension over S given by the sequence
An axiom for big Cohen-Macaulay algebras
In [5] , Dietz asked whether it was possible to give a characterization of Dietz closures that induced big Cohen-Macaulay algebras. Below, I answer this question positively.
There are many reasons to prefer big Cohen-Macaulay algebras to big Cohen-Macaulay modules; one is the ability to compare big Cohen-Macaulay algebra closures on a family of rings. Suppose that we have the following commutative diagram:
with R → S a local map of local domains, B an R-algebra, and C an S-algebra.
This property is a special case of persistence for change of rings. Proof of Persistence.
We can identify C ⊗ S (S ⊗ R N ) with C ⊗ R N , and
Then by the commutativity of the diagram
S⊗RM . This implies that big Cohen-Macaulay algebra closures are persistent in any case where we can build a commutative diagram as above, with B and C big Cohen-Macaulay algebras. By a result of Hochster and Huneke [20, Discussion and Definition 3.8, Theorem 3.9], we have such a diagram when R and S are of equal characteristic and R → S is permissible. A local homomorphism R → S is permissible if every minimal prime ofŜ such that dim(Ŝ/Q) = dim(Ŝ) lies over a prime P ofR such that P contains a minimal prime P ′ ofR such that dim(R/P ′ ) = dim(R). Suppose that we add the following to the list of axioms for a Dietz closure cl:
Remark 3.2. While the Algebra Axiom as stated uses a map to Sym 2 (M ), the axiom is more easily understood using the isomorphism to Sym
. This is the module consisting of all elements of Sym(M ) in R, M , and Sym 2 (M ), with the following relations: for r ∈ R, r ∼ re 1 ∼ re 1 ⊗ e 1 , and for m ∈ M , m ∼ m ⊗ e 1 . The map α ′ in the Algebra Axiom is cl-phantom if and only if the map R → Sym ≤2 (M )/(1 − e 1 )Sym ≤1 (M ) sending 1 → e 1 ⊗ e 1 is clphantom, since these modules are isomorphic. To see that the modules are isomorphic, first notice that we can identify any element of Sym ≤2 (M )/(1 − e 1 )Sym ≤1 (M ) with an element of Sym 2 (M ) by tensoring with copies of e 1 . Next we show that
. Since m ∈ Sym 1 (M ) and m ⊗ e 1 ∈ Sym 2 (M ), the only way for them to be equal is to have m = 0. This works similarly for r ∈ R. So we have the desired isomorphism. This holds when we replace 2 by 2 k for any k ≥ 0 as well. The axiom will be used to show that when we take the direct limit of the Sym 2k (M ), the image of 1 stays out of the image of m. When we view this direct limit as a direct limit of the Sym
Theorem 3.3. If a local domain R has a Dietz closure cl that satisfies the Algebra Axiom, then R has a big Cohen-Macaulay algebra.
Remark 3.4. Note that if S is an R-algebra, and we have an R-module M and an R-module map f : M → S, we can extend the map to a map from Sym
If we also have a map R → M , 1 → e, then we can extend f to a map from
to S, since f (e) is equal to the image of 1 in S under the composition of maps R → M → S.
Proof. We construct a big Cohen-Macaulay module B 1 as in [5] with a map R → B 1 , 1 → e, and then take Sym(B 1 )/(1 − e)Sym(B 1 ). We repeat these two steps infinitely many times, and take the direct limit B. This will be an R-algebra such that every system of parameters on R is a (possibly improper) regular sequence on B. We need to show that mB = B.
At any intermediate stage M , after we have applied module modifications and taken symmetric powers, there is always a map R → M that factors through all previous intermediate modules.
It suffices to show that im(1) ∈ mM . By the arguments of [22, Theorem 5.1] , [20, Proposition 3.7] , and Remark 3.4, if im(1) ∈ mB then there is some M obtained from R by a finite sequence of module modifications and finite symmetric powers as in Remark 3.2 for which im(1) ∈ mM . However, M is a cl-phantom extension of R by [5] and the Algebra Axiom. Thus Lemma 2.12 implies that im(1) ∈ mM . Hence im(1) ∈ mB, which implies that B is a big Cohen-Macaulay algebra for R.
A description of the Algebra Axiom in terms of a presentation of Sym
Let α : R → M be an injective map sending 1 → e 1 . We use the notation of Notation 2.8. In particular, Q = coker(α) and B is the matrix (b ij ) 1≤i≤n,1≤j≤m of the map ν 1 with respect to the basis e 1 , . . . , e n of R n and the chosen basis of R m . We have a map
Denote the cokernel by Q ′ . This is isomorphic to Sym 2 (M )/(R(e 1 ⊗ e 1 )).
To get a presentation for Sym 2 (M ), we start with the map R of these columns, one for each pair i < j, with an entry equal to 1 in the row corresponding to e i ⊗ e j , an entry equal to -1 in the row corresponding to e j ⊗ e i , and 0's elsewhere. Call the corresponding map ν ′ 1 . To get a presentation for Q ′ , we use this matrix with the top row removed. Call this matrix ν ′ . We use this presentation to get the following diagram:
Let ⊕ denote horizontal concatenation of matrices, and B i the ith row of the matrix B. The map φ ′ is given by the row matrix (
which is the first row of ν
We can rewrite this statement as:
where f i,j is the vector of length
with an entry equal to 1 in the i−1 ℓ=1 (n − ℓ) + (j − i)th spot and 0's elsewhere.
Proofs that the Algebra Axiom holds for many closure operations 3.2.1. Tight Closure
Let R be a reduced ring of characteristic p > 0, and let * denote tight closure. For tight closure, we prove the axiom using the following equivalent definition of a phantom extension:
-phantom if and only if there is some c ∈ R
• such that for all sufficiently large e, there exist maps
As a result, * satisfies the Algebra Axiom.
Proof. Since R α → M is *-phantom, we have maps γ e as described above. Notice that F e (Sym 2 (M )) is the symmetric tensor product Sym 2 (F e (M )). For any e for which γ e exists, define a map
(To see that this is well-defined, define it from the tensor product first, then notice that δ e (m q ⊗ n q ) = δ e (n q ⊗ m q ).) Since δ e (F e (α))(1) = δ e (e 
Algebra Closures
Let R be a ring and A a directed family of R-algebras, so that given A, A ′ ∈ A , there is a B ∈ A that both A and A ′ map to. We can define a closure operation using A as in Definition 2.4. Note that we do not need the elements of A to be finitely-generated, and we do not assume that they are finitely-generated in this section.
Example 3.7. All algebra closures cl A are closures of this type, with A = {A}. In particular, if R is a domain, plus closure is a closure of this type, with A = {R + }.
Example 3.8. If R is a complete local domain and we let A be the set of solid algebras of R (algebras A such that Hom R (A, R) = 0), we get solid closure [15] .
To show that the axiom holds for algebra closures, we give an equivalent definition of cl-phantom for these closures that is easier to work with. Lemma 3.9. Let α : R ֒→ M be an R-module homomorphism. Let A be an R-algebra, and W the multiplicative set of non-zerodivisors of R. If 1. all elements of W are non-zerodivisors on A, and
In particular, if R is a domain and A is a torsion-free algebra over R, then A ֒→ A ⊗ R M .
Proof. For all finitely-generated R-submodules
M is injective, and this holds when we replace
is also injective-any element in the kernel would also be in the kernel of F → F ⊗M . Since elements of W are non-zerodivisors on A, and hence on A ′ , this implies that
Proposition 3.10. Suppose that every A ∈ A satisfies the hypotheses of Lemma 3.9. Then an injective map α : R → M is cl-phantom if and only if for some A ∈ A there is a map γ :
if and only if id
We use the notation of Lemma 2.13. By Lemma 2.13, since tensoring with A preserves the exactness of
The map α is cl-phantom if and only if φ ∈ im(Hom
HomR(P1,R) . This holds if and only if id
A ⊗ φ ∈ im(Hom A (G 0 , A) → Hom A (G 1 , A)), i.
e. if and only if id
A ⊗ φ is a coboundary in H 1 (Hom A (G • , A
)). By Lemma 2.13, this holds if and only if there is a map
Proposition 3.11. Let R be a domain, and cl be a closure operation coming from a directed family of torsion-free algebras A . Suppose that a map α : R ֒→ M sending 1 → u is cl-phantom. Then the map α ′ : R → Sym 2 (M ) sending 1 → u ⊗ u is also cl-phantom. Hence cl satisfies the Algebra Axiom Proof. Since α is cl-phantom, for some A ∈ A , there is a map γ :
Hence α ′ is cl-phantom.
We emphasize the following corollary:
Corollary 3.12. Let B be a big Cohen-Macaulay algebra over a local domain. Then cl B is a Dietz closure that satisfies the Algebra Axiom.
Proof. Since B is a big Cohen-Macaulay module, cl B is a Dietz closure by [5] . Since B is torsion-free, cl B also satisfies the Algebra Axiom by Proposition 3.11.
The above relies on the elements of A being algebras, rather than modules. We do not know of a simpler condition for a map to be a cl-phantom extension when cl is a module closure, though we have the following: Lemma 3.13. Let R be a domain, W a torsion-free R-module, and α : R ֒→ M an R-module map with M finitely-generated. If
Proof. Let notation be as in Notation 2.8. We have the following commutative diagram:
By definition, α is cl W -phantom if and only if
This holds if and only if, for every w ∈ W ,
We can identify W ⊗ Hom R (P 0 , R) with Hom R (P 0 , W ) and W ⊗ Hom R (P 1 , R) with Hom R (P 1 , W ). Under this identification, w ⊗ φ → φ w , where φ w (y) = φ(y)w ∈ W . So α is cl W -phantom if and only if for every w ∈ W , φ w = λ w • d for some λ w : P 0 → W . We have the following commutative diagram for each w ∈ W :
Here ψ w (y) = w ⊗ ψ(y) and id w (z) = w ⊗ z. We know that α ′ is injective because W is torsion-free. Suppose that α ′ splits. Then there is some map β :
For w ∈ W , define λ w : P 0 → W to be β • ψ w . Then we have:
In the case that α ′ is pure, given any u 1 , . . . , u k ∈ W ⊗ M , we have a splitting of W → im(W ) + Ru 1 + . . . + Ru k . In particular, for each w ∈ W , we have a map β w : im(ψ w ) → W such that β w • α ′ = id W . Then we can define λ w : P 0 → W to be β w • ψ w .
More generally, there are two ways to think about cl-phantom maps, where cl = cl W is a module closure. First, using notation as above, notice that α is cl-phantom if and only if
Then this holds if and only if for each w ∈ W there are finitely many maps λ i :
Second, we can identify W ⊗ Hom R (P i , R) with Hom R (P i , W ), since P 0 and P 1 are free. Under this identification, w ⊗ φ becomes φ w , the map that sends z → φ(z)w. Then the statement that α is phantom is equivalent to the existence of maps λ w :
Remark 3.14. These maps may not glue together away from the image of d, since in general W ⊗ Hom(P i , R) is not isomorphic to Hom(W ⊗ P i , W ). When they glue together, the map id W ⊗ α is split.
Heitmann's Closure Operations for Mixed Characteristic Rings
In his paper on the Direct Summand Conjecture [11] , Heitmann defines two closure operations that do not quite fit the pattern of the closure operations above. We assume that R is a domain of mixed characteristic, with residual characteristic p > 0.
Definition 3.15 [11] . For N ⊆ M , an element u ∈ N epf M , the full extended plus closure of N in M if there is some c = 0 ∈ R such that for all n ∈ Z + ,
The full rank one closure of N in M is defined similarly: u ∈ N rlf M if for every rank one valuation of R + , every n ∈ Z + , and every ǫ > 0, there exists d ∈ R + with v(d) < ǫ such that
As discussed in Section 7 of [22], we do not know whether full extended plus closure and full rank one closure are Dietz closures. However, they still satisfy the Algebra Axiom.
We focus on a definition of phantom for the full extended plus closure, as full rank one closure will be similar. In this case, we need a new version of Lemma 2.13. Let α : R → M be an injective map, and use the notation of Notation 2.8. Notice that if we have a map γ : M → R such that γ • α = c 1/n id R for every n ∈ Z + , then by Lemma 2.13,
where B is the module of coboundaries in Hom R (P 1 , R). This image is contained in
Since this holds for every n, φ ∈ B epf HomR(P1,R) . However, the reverse implication is no longer true. Instead we get the following result: Lemma 3.16. Let R, α, φ, P • , etc. be as above, and B the submodule of coboundaries in Hom R (P 1 , R). For each c ∈ R − {0} and n ∈ Z + ,
if and only if there is a map γ : M → R/p n R such that γ • α = c 1/n id R where¯denotes image modulo p n .
Proof. Observe that c 1/n φ is in this image if and only if there exist λ : P 0 → R, δ :
This holds if and only if
c 1/n φ − (λ • d) ∈ p n Hom R (P 1 , R).
This is true if and only if the map
Giving this map is equivalent to giving a map
This lemma allows us to give an alternate definition of the term "epf-phantom."
→ M is epf-phantom if there is some c ∈ R − {0} such that for every n ∈ Z + , there is a map γ n :
Proof. Notice that α + is injective, so we can apply Lemma 3.16 with R + , id R + , etc. By the lemma, γ n exists if and only if
So we have a map γ n for each n if and only if c 1/n φ ∈ B epf HomR(P1,R) , i.e., if and only if φ is epf-phantom.
Remark 3.18. The result for rlf is very similar-in this case, we have maps γ ǫ,n , where n ∈ Z + and ǫ > 0. Proof. Suppose that α : R → M is phantom. Then there is a c ∈ R − {0} such that for every n ∈ Z + , there is a map γ n :
as desired.
Mixed characteristic pullback tight closure
For this subsection, assume that R is reduced and of mixed characteristic, with residual characteristic p > 0. Lemma 3.21. Suppose that R/pR is reduced, andᾱ : R/pR → M/pM is injective. Then F e (α) :
Proof. Replace R by R/pR, and M by M/pM . By assumption, R is reduced. Let W be the multiplicative system of non-zerodivisors of R, so that Q = W −1 R is the total quotient ring of R. The map Q → W −1 M is injective. Since Q is a product of fields, W −1 M is a product of vector spaces over these fields, and so
is injective for all e ≥ 0. The restriction of this map to F e (R) has image in F e (M ), and will still be injective, as desired.
We then get the following lemma:
Lemma 3.22. Let cl denote pullback tight closure as defined above. Suppose that α : R → M and α : R/pR → M/pM are injective and R/pR is reduced. Then α is cl-phantom if and only if there is some c ∈ R/pR − {0} such that for every e ≥ 0, there is a map γ e :
Proof. Let P • be a resolution of Q = M/im(R). Then we have a commutative diagram
Taking the tensor product of this diagram with F e (R/pR), the top row remains exact by assumption. By Lemma 2.13, γ e exists if and only if cF e (φ) is a coboundary. So γ e exists for all sufficiently large e if and only if for each e ≫ 0,
This holds if and only if
φ ∈ (im(Hom(P 0 , R) → Hom(P 1 , R)))
cl Hom(P1,R) ,
i.e., if and only if α is phantom by the homological definition.
Proposition 3.23. Let cl denote pullback tight closure. If α : R → M is cl-phantom, α : R/pR → M/pM is injective, and R/pR is reduced, then
Proof. Using Lemma 3.22, we can define γ
where γ e : F e (M/pM ) → R/pR is as in the lemma. Notice that Sym 2 (M )/pSym 2 (M ) ∼ = Sym 2 (M/pM ), which allows us to use the maps γ e to define γ 
Closures constructed from other closures
The results below describe cases in which if every closure operation in a family satisfies the Algebra Axiom, so does a closure constructed from the family. The constructions are among those that appear in [8] . We use the notation of Lemma 2.13. Proof. Suppose that φ ∈ im(Hom(P 0 , R) → Hom(P 1 , R))
cl . It suffices to show that this forces
cl . By our supposition, we know that
for each λ ∈ Λ. Since each cl λ satisfies the axiom, ψ ∈ im(Hom(G 0 , R) → Hom(G 1 , R)) clλ for all λ, which immediately gives us the result we want. M also satisfies this axiom. Proof. Note that since R is Noetherian and M is finitely generated over R, for each
Hence the axiom holds for cl.
Proposition 3.28. Let φ : R → S be a ring map, and cl ′ a closure operation on S satisfying the Algebra Axiom (Axiom 3.1). Define a closure operation cl on R by
If S satisfies the hypotheses of Lemma 3.9 (in particular, R a domain and S torsion-free is sufficient), then cl satisfies the Algebra Axiom as well.
Remark 3.29. We call closures defined in this way pullback closures. Mixed characteristic pullback tight closure as in Definition 3.20 is one example of a pullback closure, with S = R/pR and cl ′ = * .
Proof. Assume that α : R → M is cl-phantom. By Lemma 3.9, id S ⊗ α : S → S ⊗ R M is injective. We claim that it is cl ′ -phantom. Since α is cl-phantom, using Notation 2.8,
cl HomR(P1,R) .
this implies that
′ satisfies the Algebra Axiom (Axiom 3.1), this implies that the map (id S ⊗ α)
is also phantom. Using the notation from Lemma 2.13 applied to (id S ⊗ α) ′ , this implies that id S ⊗ψ ∈ Hom S (S⊗G 0 , S)
, and the isomorphism takes id S ⊗ ψ → 1 ⊗ ψ. By the definition of cl, this tells us that cl satisfies the Algebra Axiom.
One special case is the case where cl ′ is the identity closure on S, which is Construction 3.1.1 from [8] . The resulting closure on R is the algebra closure cl S :
We proved in Proposition 3.11 that this closure operation satisfies the Algebra Axiom when S is torsion-free over a domain R.
Partial algebra modifications and phantom extensions
In this section we show that if cl is a Dietz closure on R satisfying the Algebra Axiom, a partial algebra modification of a cl-phantom extension of R is also a cl-phantom extension of R. Partial algebra modifications are found in [20] as part of a construction of big Cohen-Macaulay algebras in characteristic p > 0.
Lemma 3.30. Let R be a local domain, cl a Dietz closure on R, M a finitely-generated R-module with α : R → M a cl-phantom extension, and x 1 , . . . , x k+1 part of a system of parameters for R.
we denote the module generated by all m ∈ M , X 1 , . . . , X k , and mX i for m ∈ M and 1 ≤ i ≤ k. We have a map
Proof. We return to the notation of Notation 2.8. As Dietz does in [5] , we build a resolution of Q ′ , where
. . , w n be a set of generators for M , not necessarily minimal, with w 1 = α(1) and w n = m k+1 . Then a presentation of
where ν ′ is given by the matrix
The corresponding matrix ν ′ 1 in a presentation of M ′ is this matrix with the top row of ν 1 followed by 0's added to the top. Note that there are m columns for each of 1, X 1 , . . . , X k , and one additional column for the relation given by F .
To see that M ′ is a cl-phantom extension of R, we first need to show that α ′ is injective. It is enough to show that β : M → M ′ is injective. Suppose that u ∈ M maps to 0. Then
This forces rx i = 0 for all i. Since R is a domain, r = 0. But then u = rm k+1 = 0.
To finish, it suffices to show that the top row of ν ′ 1 is in the closure of the image of the other rows. Let x, y, and H be as in [5, Notation 3.5] , let I = (x 1 , . . . , x k ), and let E X α denote the n × m(k + 1) matrix that has an n × n identity matrix in the columns corresponding to X α and 0's elsewhere. Then we need to show that xE 1 ⊕ 0 is contained in
.
By the proof of [5, Proposition 3.15] and [22, Lemma 3.1.b], we have
So it suffices to show that (HE 1 ⊕ 0) + I(yE 1 ⊕ 0) is contained in the closure of
It is clear that (HE 1 ⊕ 0) is in (1) . To see that I(yE 1 ⊕ 0) is in the closure of (1), let r ∈ I, say
The only parts not obviously contained in the closure of (1) 
which is sufficient.
Definition 3.31. [3, Definition 5.2.8] Let cl be a closure operation on R and α : R → P be an injective map, where P may not be finitely-generated over R. We say that R → P is a lim clphantom extension if for all finitely-generated M ⊆ P such that α(R) ⊆ M , R → M is a cl-phantom extension.
Proposition 3.32. Let cl be a closure operation on R that satisfies the Functoriality Axiom. Let P be an R-module, not necessarily finitely generated, that is a direct limit of finitely-generated
Proof. Let M be a finitely-generated R-module such that R ֒→ M ֒→ P . Since M is finitelygenerated, there is some
Proposition 3.33. Let R be a local domain and let cl be a Dietz closure that satisfies the Algebra Axiom (Axiom 3.1). Suppose that M is a finitely-generated R-module, there is a cl-phantom map α : R → M sending 1 → e, and M ′ is a partial algebra modification of M . Then the map α ′ : R → M ′ is cl-phantom. In particular, if M is an R-algebra and e = 1 in M , then this result holds.
Since cl satisfies the Algebra Axiom, R → Sym 2 (M 1 ) is also cl-phantom, and so R → Sym(M 1 )/(1 − e)Sym(M 1 ) is lim cl-phantom. So we have
where the map
In consequence, our construction of big Cohen-Macaulay algebras using cl-phantom extensions could have used partial algebra modifications rather than module modifications and symmetric algebras.
Smallest big Cohen-Macaulay algebra closure
In this section we show that the closure we get from a big Cohen-Macaulay algebra constructed as in the proof of Theorem 3.3 is the same as the closure we get from a big Cohen-Macaulay algebra constructed using algebra modifications [20] , and that both are the smallest big Cohen-Macaulay algebra closure on the ring.
By Proposition 3.25, the Algebra Axiom is intersection stable as defined in [22, Section 4] .
Corollary 3.34. If R has a Dietz closure that satisfies the Algebra Axiom, then it has a smallest such closure.
This is immediate from Proposition 3.25. We do not know whether this closure is a big CohenMacaulay algebra closure, but we do have a smallest big Cohen-Macaulay algebra closure for R. Proposition 3.35. If R has a big Cohen-Macaulay algebra (equivalently, a Dietz closure that satisfies the Algebra Axiom), then it has a smallest big Cohen-Macaulay algebra closure. This closure is equal to the closure cl B where B is constructed as in Theorem 3.3. It is also equal to the closure cl B where B is constructed using algebra modifications as in [20] .
Proof. For the second statement, let B be a big Cohen-Macaulay algebra constructed by the method of Theorem 3.3, and B ′ another big Cohen-Macaulay algebra for R. We show that for any element of B ′ , there is a map B → B ′ whose image contains that element. This is enough by [22, For the last statement, it suffices to show that if B is a big Cohen-Macaulay algebra constructed with algebra modifications, cl B is also the smallest big Cohen-Macaulay algebra closure. Let B ′ be any big Cohen-Macaulay algebra. We show that for any element of B ′ , there is a map B → B ′ whose image contains that element. We start with any R-module map R → B ′ . Suppose that we have a map S → B ′ , and that we take an algebra modification
. . , x k+1 are part of a system of parameters for R, and sx k+1 =
Then we can extend the map S → B Proof. This proof follows the proof of [22, Theorem 5.1] . We can construct B by first constructing a big Cohen-Macaulay algebra as in Section 3. Then we can use the second type of module modifications described in [22, Definition 4.18] . At every stage, we have preserved 1 ∈ im(m). Repeating these two steps infinitely many times, we get a big Cohen-Macaulay algebra B such that cl ⊆ cl B .
Definition 4.2. Let R be a complete local domain of characteristic p > 0 and let B be the family of big Cohen-Macaulay algebras of a ring R. By a result of Dietz [4] , this is a directed family of algebras, and so we can define a closure operation cl B as in Definition 2.4. We call this the big Cohen-Macaulay algebra closure. Note that in equal characteristic 0, it is not known whether cl B is a closure operation, though it generates one as in Definition 2.5. It is known that * EQ, big equational tight closure, is contained in cl B but it is not known whether they are equal, so we cannot currently prove Theorem 4.3 in this case.
If R has equal characteristic 0 and we restrict B to be the set of big Cohen-Macaulay algebras that are ultrarings in the sense of [2] , then by the main result of [7] , cl B is a closure operation. However, we don't know whether this closure operation agrees with any version of tight closure either.
The following Corollaries are immediate from Theorem 4.3:
Corollary 4.4. Let R be a complete local domain of characteristic p > 0. Then tight closure is the largest Dietz closure satisfying the Algebra Axiom on R.
This result is a partial answer to a question asked in [22] regarding whether there is a largest Dietz closure on a given ring. Corollary 4.5. Let R be a complete local domain of characteristic p > 0, and suppose that R is weakly F-regular (i.e., tight closure is trivial on R). Then all Dietz closures on R that satisfy the Algebra Axiom are trivial on R. This is a definition that extends the notion of a test ideal for tight closure, inspired by [9] . In the case below, they could prove to be interesting objects to study. Lemma 4.8. Let R be a complete local domain of characteristic p > 0, and cl a Dietz closure on R that satisfies the Algebra Axiom. Then the cl-test ideal of R is nonzero.
Proof. By [17] , R has at least one nonzero test element for tight closure. Since cl ⊆ * , this will also be a test element for cl. Hence the cl-test ideal of R is nontrivial.
This should lead to further connections between Dietz closures on a ring R and the singularities of R.
