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ABSTRACT
We investigate the performance of a discrete-time all-analog-
processing joint source-channel coding system for the trans-
mission of i.i.d. Gaussian sources over additive white Gaus-
sian noise (AWGN) channels. At the encoder, samples of an
i.i.d. source are grouped and mapped into a channel symbol
using a space-filling curve. Different from previous work in
the literature, MMSE instead of ML decoding is considered,
and we focus on both high and low channel SNR regions.
In order to reduce complexity, Monte Carlo importance sam-
pling is applied in the decoding process. The main contri-
bution of this paper is to show that for a wide range of rates
the proposed system presents a performance very close to the
theoretical limits, even at low SNR, as long as the curve pa-
rameters are properly optimized.
1. INTRODUCTION
We consider analog transmission of discrete-time continuous-
amplitude sources over AWGN channels. From a theoretical
perspective, it is well known that a digital system based on
separation between source and channel coding is optimal [1].
Thus, in order to approach the theoretical limit specified by
RcR(D) < C, where Rc is the code rate, R(D) is the rate
distortion function, and C is the channel capacity, in tradi-
tional communications systems the continuous source is first
compressed (e.g., using very powerful vector quantization) up
to the desired rate/distortion pair. Then, capacity approaching
channel codes such as turbo codes or LDPC codes are applied.
Provided that both the source encoder and the channel en-
coder approach optimality, the separated scheme described
above will achieve a performance close to the theoretical lim-
its. However, the price to pay is a very high encoding/decoding
complexity and significant delays, since any capacity approach-
ing channel code requires long block lengths. Furthermore,
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such separated system has to be specifically designed for the
desired rate and distortion: if the desired rate/distortion pair
changes, the system has to be completely re-designed.
Interestingly, it is well known that under some circum-
stances analog communications are optimal. For instance, di-
rect transmission of uncoded Gaussian samples over AWGN
channels is optimal [2]. In that sense, it is said that Gaus-
sian sources are perfectly matched to Gaussian channels [3].
Therefore, it is not surprising that previous work in the litera-
ture has investigated possible schemes based on analog trans-
formations aiming at perfectly “matching” sources with chan-
nels. However, although some promising schemes have been
proposed (see [4, 5, 6, 7] among others), research in this area
is still in its infancy.
Among the few practical analog coding schemes that have
appeared in the literature, those based on the use of space-
filling curves, already proposed more than 50 years ago by
Shannon [8] and Kotel’nikov [9], have recently acquired a re-
newed importance due to the work of Fuldseth [4], Chung [5],
Ramstad [6] and Hekland [7]. The encoding idea to reduce the
number of samples to be transmitted is to represent a tuple of
n source samples as a point in an n-dimensional space where
a space-filling surface of dimension k lives. Then, the n-tuple
is projected onto the curve and the corresponding k-tuple is
transmitted through the noisy channel. Maximum Likelihood
(ML) or Minimum Mean Square Error (MMSE) decoding is
performed to recover the original data.
Most of the work on space-filling curves has focused on
ML decoding and high signal to noise ratios (SNR). In these
conditions, it is possible to analyze the system performance,
and use this analysis to optimize the curve parameters [5, 7,
10, 11]. For diverse sources and high SNR, ML decoding
results in a performance very close to the theoretical limits.
This is extremely interesting, since the system complexity is
much lower than that of a separated scheme. Moreover, since
no long blocks are used the delay is very small. However,
ML decoding does not perform well for low SNR, and even
in the case of high SNR it is not optimal. The case of MMSE
decoding has been mentioned in [5] for uniform sources and
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Hilbert-like curves. However, in order to analyze/optimize
performance in high SNR situations, [5] focuses on subop-
timal MMSE decoding, which results in performance degra-
dation for low SNR. The common understanding about these
mappings is that they perform quite well for high SNR, but
experience significant degradation for low SNR.
In [12], we proposed a technique to perform quasi-optimal
MMSE decoding of i.i.d. Gaussian and Laplacian sources
transmitted over AWGN channels, optimizing the curve pa-
rameters to obtain a performance that is very close to the the-
oretical limits in the whole SNR region for 2:1 mappings. The
performance improvement with respect to ML was very sig-
nificant, and, contrary to ML decoding, the gap with respect
to the theoretical limit gets smaller when SNR decreases.
In this paper, we extend the framework in [12] to general
n : k mappings. In order to reduce decoding complexity and
make the proposed system practical, we resort to Monte Carlo
techniques. We focus on 3:1 and 4:1 mappings, but the pro-
posed technique can be easily extended to other mappings.
The resulting performance is very close to the theoretical lim-
its in the whole SNR region.
2. ENCODER
We consider the transmission of i.i.d. Gaussian sources over
average power constrained AWGN channels. Without loss of
generality, we assume the source produces Gaussian samples
with zero mean and unit variance, and the average power for
transmitting one channel symbol is constrained to 1. The key
idea in the encoder is to group the source symbols into vectors
X of dimension n, and to represent the vector X as a point in
an n-dimensional space where a space-filling curve of dimen-
sion k lives. For instance, when k = 1, a single value, cor-
responding to the length of the fragment of the curve located
between the origin and the point in the curve that is closest to
X , is transmitted over the channel. As a result, n : k band-
width reduction is obtained by the above n : k mapping.
In this paper, we focus on the 3:1 and 4:1 mappings pro-
posed (for ML decoding) in [11, 13]:
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Notice that the curve gradually fills in the whole space
as the absolute value of θ grows. Therefore, if Δ is known,
we can use a mapping function, MΔ(·), to project X onto
the curve by finding the closest point on the curve, which
we will denote as θˆ = MΔ(X). Then, an invertible func-
tion of θˆ, normalized so that the average transmitted power
per sample is 1, is transmitted through the AWGN channel.
The reason to introduce this function is to make the transmit-
ted symbol follow a Gaussian distribution, which is necessary
to approach channel capacity [14]. Specifically, the symbols
transmitted through the channel are defined as Tα(θˆ) = θˆα
where α ∈ (0, 2] is a parameter that has to be optimized for
the channel SNR (defined as SNR = 10 log 1σ2n ) of interest,
and γ is a normalization factor such that Tα(MΔ(X))/
√
γ
satisfies the average power constraint.
In sum, the received observation at the decoder can be
expressed (see Figure 1) as y = Tα(MΔ(X)) +√γn, where
n ∼ N (0, σ2n) is additive white Gaussian noise.
3. DECODER
3.1. ML Decoding
Given a received symbol y, the ML estimate is obtained as the
vector XˆML belonging to the curve and satisfying
XˆML = argmax
X∈curve
{p(y|X)}
= {X|X ∈ curve and Tα(MΔ(X)) = y}.
(3)
ML decoding is equivalent to first applying the inverse
function T−1α (·) to received symbol y, θˆ′ = T−1α (y) = y−α,
and then performing inverse mapping on θˆ′ according to (1)
or (2).
3.2. MMSE Decoding
Although ML decoding is simple, it is not optimal for the
mean square error distortion criterion (MSE). In this case,
MMSE decoding is optimal, and can be expressed as
XˆMMSE = E{X|y} =
∫
Xp(X|y)dX
=
1
p(y)
∫
Xp(y|X)p(X)dX.
(4)
Since the conditional probability p(y|X) involves the map-
ping function MΔ(·), which is discontinuous and highly non-
linear, (4) can not be expressed in a closed form. In [12], for
the case of 2:1 mapping, calculation of the above integral was
simplified to only multiplication and addition operations by
discretizing the vector X with a uniform step. However, the
computational complexity of this method increases exponen-
tially with the dimension of X , and, therefore, it cannot be
applied to 3:1 and 4:1 mappings.
Monte Carlo (MC) techniques [15, 16] provide an alter-
native way to calculate (4). Specifically, we can write (4) as
XˆMMSE =
∫
Xp(y|X)p(X)dX∫
p(y|X)p(X)dX =
Ep(X)[Xp(y|X)]
Ep(X)[p(y|X)] .
(5)
The basic idea is that by the Strong Law of Large Num-
bers the sample mean converges almost surely to the true
mean value. Therefore, by generating M samples X1...XM ,
where Xi ∼ N (0, I), (5) can be approximated by
Xˆ
′
MMSE =
∑M
i=1 Xip(y|Xi)∑M
i=1 p(y|Xi)
. (6)
Obviously, the numerator and denominator of (6) are un-
biased estimators of Ep(X)[Xp(y|X)] and Ep(X)[p(y|X)], re-
spectively. Another remarkable property of these estimators
is that due to the Central Limit Theorem their variances are
independent of the dimension of vector X [15, 16]. In other
words, their variances only depend on the number of sam-
ples M and on the distribution chosen to generate these sam-
ples. Notice, however, that sampling from p(X) is not a good
choice. For example, if XˆMMSE is a non-zero vector and
p(X|y) only has non-zero values in a small region around
XˆMMSE , then most of the samples Xi generated according to
p(X) (N (0, I)) will contribute very little to (6), since p(y|Xi)
will be close to 0. Thus, the convergence speed of (6) may be
very slow if a bad sample distribution is used.
The alternative to directly sampling from p(X) for the
evaluation of (5) is to use importance sampling. By sampling
X1...XM from another distribution q(X), called importance
distribution [15], (5) can be estimated by
Xˆ
′′
MMSE =
∑M
i=1
Xip(y|Xi)p(Xi)
q(Xi)∑M
i=1
p(y|Xi)p(Xi)
q(Xi)
, (7)
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Fig. 2. Convergence of the estimators obtained using Monte
Carlo techniques as described in (6) and (7). The first compo-
nent of vector XˆMMSE is shown.
since (5) can be written as
XˆMMSE =
∫ Xp(y|X)p(X)
q(X) q(X)dX∫ p(y|X)p(X)
q(X) q(X)dX
=
Eq(X)[
Xp(y|X)p(X)
q(X) ]
Eq(X)[
p(y|X)p(X)
q(X) ]
.
(8)
An interesting problem arises here: how to choose a proper
q(X) to improve the convergence speed? In theory, the opti-
mal q(X) (in the sense of minimizing the variance of the es-
timator) should be proportional to |X|p(X|y) [16]. However,
this is not applicable in practice because p(X|y) can not be
easily calculated. Instead, since the results from ML decod-
ing provide some information about the location of XˆMMSE ,
we can generate samples around XˆML by letting q(X) be
a normal distribution with mean vector XˆML and covariance
matrix (Δ2 )
2 ·I . Figure 2 shows the convergence of estimators
Xˆ
′
MMSE (6) and Xˆ
′′
MMSE (7). By using importance sam-
pling from q(X), the estimator Xˆ ′′MMSE converges after 300
samples. On the contrary, for Xˆ ′MMSE , direct sampling from
p(X) leads to very unstable results (i.e., oscillations) even if
more than 1000 samples are used. Therefore, in all our sim-
ulation results only importance sampling (with 300 samples)
will be considered.
4. SIMULATION RESULTS
In our first set of simulations, we evaluate the performance of
the 3:1 non-linear mapping defined in (1) for the transmis-
sion of Gaussian sources over AWGN channels. The per-
formance is measured in terms of output SDR (defined as
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Fig. 3. Performance of the 3:1 non-linear mapping for the transmission of i.i.d. Gaussian sources over AWGN channels. For
comparison purposes, the performance of a linear system is also depicted.
SDR = 10 log 1MSE ) versus channel SNR, and is compared
with the theoretical limit, obtained by equating the channel
capacity and the rate distortion function for i.i.d. Gaussian
sources (SDR = (1 + SNR) kn ). Figure 3 shows the results
when MMSE and ML decoding are applied and the curve
parameters, α and Δ, are optimized using two criteria: i)
α always equals to 2 and Δ calculated based on the high
SNR analysis for ML decoding developed in [11], ii) α and
Δ jointly optimized by the technique proposed in [12]. The
worst performance is obtained when ML decoding is applied
and the curve parameters are optimized following i). When
parameters are optimized using ii) (still with ML decoding),
we can observe a performance gain in output SDR of around
0.9 - 2 dB for low SNR (SNR ∈ [0, 10] dB). In this low SNR
region, additional gains of around 0.6 - 1.1 dB are obtained
if MMSE is used instead of ML decoding. In this case, Fig-
ure 3 shows that parameter optimization is less critical than in
ML decoding, and the best performance is obtained by apply-
ing MMSE decoding and optimizing the parameters for this
case. It is remarkable that in this situation the gap with re-
spect to the theoretical limit is less than 1.9 dB for all values
of SNR. Moreover, the gap gets smaller as the channel SNR
decreases. This occurs because parameter optimization for
low SNR makes the space-filling curve approximate a linear
system, which is optimal when the channel SNR goes to −∞
[17].
We next consider the transmission of Gaussian sources
over AWGN channels using the 4:1 non-linear mapping de-
fined in (2). Figure 4 presents the resulting performance when
either ML or MMSE decoding is applied. Similar to the case
of 3:1 mapping, for low SNR 1.2 - 1.7 dB improvement in
output SDR is obtained by parameter optimization when ML
decoding is performed. When MMSE decoding is applied,
additional gains of 0.5 - 0.7 dB and 0.3 - 0.5 dB can be ob-
tained in low and high SNR regions, respectively, so that the
gap to the theoretical limit is below 1.9 dB for the whole SNR
region.
5. CONCLUSION
We have presented a discrete-time all-analog-processing joint
source-channel coding scheme, based on the use of spiral-
like curves, achieving 3:1 and 4:1 bandwidth reduction for the
transmission of i.i.d. Gaussian sources over AWGN channels.
In order to reduce the computational complexity, Monte Carlo
importance sampling is applied to perform MMSE decoding.
The proposed system outperforms previous existing schemes
in the literature, with a gap with respect to the theoretical lim-
its below 1.9 dB for the whole SNR range. Although we have
presented these techniques for the cases of 3:1 and 4:1 band-
width reduction, they can easily be applied for other reduction
factors.
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