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Abstract
This paper offers an existence result for finite dimensional stochastic differential
inclusions with maximal monotone drift and diffusion terms. Kravets studied only
set-valued drifts in [5], whereas Motyl [4] additionally observed set-valued diffusions
in an infinite dimensional context.
In the proof we make use of the Yosida approximation of maximal monotone ope-
rators to achieve stochastic differential equations which are solvable by a theorem
of Krylov and Rozovskij [7]. The selection property is verified with certain proper-
ties of the considered set-valued maps. Concerning Lipschitz continuous set-valued
diffusion terms, uniqueness holds. At last two examples for application are given.
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1 Introduction
Stochastic differential inclusions or multivalued stochastic differential equations arise
from dealing with set-valued drift and diffusion terms in stochastic settings. It’s possible
to embed stochastic differential equations into stochastic differential inclusions. Here a
set consisting of only one element forms the set-valued mapping.
Some fields of interest are control theory, variational inequalities, stochastic differential
equations with discontinuous right-hand side or modelling uncertainties in general.
We consider a finite dimensional stochastic differential inclusion with set-valued drift
and diffusion. To formulate the problem maximal monotone operators are used. One
of their primary properties is the approximation by Lipschitz continuous, single-valued
functions. So the task eventually reduces to show the existence of solutions to stochastic
differential equations and to prove selection properties.
The paper is organised as follows. The first section gives a short introduction into set-
valued analysis and in particular two types of mappings. We present an existence result
with its proof in the main paragraph. The last section is devoted to supplementary
comments and some examples.
2 Mathematical preliminaries
In this section we collect some definitions and properties of set-valued mappings that are
needed to study stochastic differential inclusions.
Let X and Y be sets. A set-valued or multivalued map F : X → 2Y from X into the
power set of Y assigns to each x ∈ X a subset F (x) ⊂ Y . A single-valued function
f : X → Y is called selection of the set-valued map F if for all x ∈ X
f(x) ∈ F (x).
With the set of corresponding selections we are able to define mathematical structures
like set-valued integrals, random variables and more. The monographs of Papageorgiou
and Hu [8], Aubin and Cellina [1] contain further information.
In our considerations maximal monotone operators play an important role.
Definition 2.1 Let (H, (·, ·)) be a Hilbert space. An operator F : H → 2H is said to
be monotone if for any pair [xi, yi] ∈ Gr F, i = 1, 2
(y1 − y2, x1 − x2) ≥ 0,
where Gr F = {[x, y] ∈ H ×H : y ∈ F (x)} is the graph of F .
The operator F is called maximal monotone if [x1, y1] ∈ H×H with (y1−y2, x1−x2) ≥ 0
for all [x2, y2] ∈ Gr F implies [x1, y1] ∈ Gr F .
So a monotone set-valued mapping F is maximal if there is no other monotone mapping
whose graph strictly contains the graph of F .
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Any continuous, increasing function is maximal monotone. But to discontinuous ones
there always exists a maximal monotone extension.
The next simple example will be considered later again in the applications, section 3.3.
Example 2.2 The maximal monotone extension F to a linear, discontinuous function
f is specified with
f(x) =
2x, x < 2;3x, x ≥ 2, F (x) =

2x, x < 2;
[4, 6], x = 2;
3x, x > 2.
Here the interval generated by the left- and right-hand limit is taken into account.
The proof of the following proposition can be found in Aubin and Frankowska [2], chapter
3.5.2.
Proposition 2.3
Let F : H → 2H be a maximal monotone operator. Then:
(i) Its images F (x) are closed and convex.
(ii) Its graph is strongly-weakly closed in the sense that if xn converges strongly
to x and if yn ∈ F (xn) converges weakly to y, then y ∈ F (x).
We introduce the minimal mapping
F 0(x) =
{
y ∈ F (x) : ||y||H = min
z∈F (x)
||z||H
}
.
For F (x) having closed and convex images F 0(x) is single-valued. The so called minimal
selection F 0(x) is the unique element of F (x) with the smallest norm. This result can be
found in [2], chapter 9.3.
With the second statement in proposition 2.3 it is easy to prove selection properties.
The following theorem is about functions that are useful for approximating maximal
monotone operators.
Theorem 2.4
Let F : H → 2H be maximal monotone and D(F ) = {x : F (x) 6= ∅}. Then for all
λ > 0 the resolvent Jλ : H → D(F ) and the Yosida approximation Fλ : H → H of F
are defined for all x ∈ H by
Jλ(x) = (I + λ · F )−1(x) and Fλ(x) = 1
λ
(x− Jλ(x)).
Workshop „Stochastische Analysis“ 20.09.2006 – 22.09.2006
8 A. Bauwe, W. Grecksch
It holds for all x, y ∈ H :
(i) Jλ is non-expansive, i. e. ||Jλ(x)− Jλ(y)||H ≤ ||x− y||H,
(ii) Fλ is maximal monotone and Lipschitz continuous with constant
1
λ
,
(iii) Fλ(x) ∈ F (Jλ(x)),
(iv) ||Fλ(x)||H ≤ ||F 0(x)||H ,
(v) ||Fλ(x)− F 0(x)||2H ≤ 2||F 0(x)||H · d(Fλ(x), F (x)),
where d(Fλ(x), F (x)) = inf
y∈F (x)
||Fλ(x)− y||H.
For the proof of (i)-(iv) we refer to [1]. The last property is proven in [4].
The resolvent Jλ of F approximates the identity operator while the Yosida approximation
Fλ is an approximative selection of F . So theorem 2.4(iii) guarantees the existence of an
approximative, Lipschitz continuous selection to a maximal monotone operator.
Example 2.5 The corresponding Yosida approximation of F in example 2.2 is
Fλ(x) =

2x
2λ+1
, x < 4λ+ 2;
x−2
λ
, 4λ+ 2 ≤ x ≤ 6λ+ 2;
3x
3λ+1
, x > 6λ+ 2.
Another important class of set-valued mappings is represented by Lipschitz continuous
ones. These mappings are important for proving uniqueness results as it is in the case of
differential equations for example.
Throughout the paper we use the Hausdorff distance h of two sets A and B which is
defined by
h(A,B) = max
{
sup
a∈A
d(a,B), sup
b∈B
d(A, b)
}
.
Definition 2.6 Let X, Y be Banach spaces. A mapping F : X → 2Y is said to be
Lipschitz continuous if there is a constant L > 0 such that for all x, y ∈ X
h(F (x), F (y)) ≤ L||x− y||X.
The selection theorem can be found in [2], chapter 9.4.3.
Theorem 2.7
Let X be a metric space and F : X → 2Rn a Lipschitz continuous mapping with
non-empty, closed and convex images. Then F admits a Lipschitz continuous selection.
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The next theorem is frequently used to prove selection properties.
Theorem 2.8
Let Y be a Banach space, (Ω,Σ, µ) a σ-finite measure space, f, (fn)n≥1 ∈ Lp(Ω;Y )
(1 ≤ p < ∞) with fn w→ f in Lp(Ω;Y ) and fn(ω) ∈ G(ω) µ-a.e., where G(ω) is a
weakly-compact subset of Y . Then
f(ω) ∈ conv (w − lim{fn(ω)}n≥1) µ− a.e.
See [8], chapter 7.3.9 for the proof.
For sake of completeness the weak upper limit of a sequence (An) is specified with
w − limAn = {x ∈ Y : xnk w→ x, xnk ∈ Ank , n1 < n2 < ...}, (2.1)
where (An) ⊆ Y are closed, convex subsets of a Banach space Y for n ≥ 1.
3 Main result
This section is about solving a finite dimensional stochastic differential inclusion. First we
formulate the problem with all necessary assumptions. An existence result is presented
and its proof takes the main part of the second subsection. In the end some remarks
concerning uniqueness and two examples are given.
3.1 Problem formulation
Given a complete probability space (Ω,F , P ) and a filtration Ft, to which the two in-
dependent, real-valued Wiener processes (W1(t))t≥0, (W2(t))t≥0 are adapted.
Let | · | denote the norm, (·, ·) the inner product of Rd, || · || the norm in L2(Ω× [0, T ];Rd)
and h(·, ·) the Hausdorff distance of sets in L2(Ω× [0, T ];Rd).
We assume the following:
(H0) The initial value u0 is an F0-measurable random variable with E|u0|2 <∞.
(H1) The operators A,B : [0, T ]× Rd → Rd fulfil
(i) t 7→ A(t, u), B(t, u) are measurable for every u ∈ Rd and
u 7→ A(t, u), B(t, u) continuous for almost all t ∈ [0, T ],
(ii) there exists c1 > 0 with
−2(A(t, u), u) + |B(t, u)|2 ≤ c1(1 + |u|2)
for all u ∈ Rd and almost all t ∈ [0, T ],
(iii) there exists c2 > 0 so that for all u, v ∈ Rd and a.a. t ∈ [0, T ]
−2(A(t, u)− A(t, v), u− v) + |B(t, u)−B(t, v)|2 ≤ c2|u− v|2,
(iv) there exists c3 > 0 such that |A(t, u)| ≤ c3|u| for all u ∈ Rd and a.a. t ∈ [0, T ].
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(H2) For the set-valued mappings Ci : [0, T ]× Rd → 2Rd , i = 1, 2 it holds:
(i) t 7→ Ci(t, u) is measurable for every u ∈ Rd,
u 7→ Ci(t, u) is maximal monotone for a.a. t ∈ [0, T ],
(ii) there exist d1, d2 > 0 such that |C01(t, u)| ≤ d1|u|, |C02(t, u)| ≤ d2|u|
for all u ∈ Rd and a.a. t ∈ [0, T ],
(iii) let Ĉ2 : L
2(Ω× [0, T ];Rd)→ 2L2(Ω×[0,T ];Rd) be the Nemetskij operator of C2,
then u 7→ Ĉ2(u) is uniformly continuous on bounded sets, so that
for every R > 0 there exists a function ρ : [0,∞) −→ [0,∞), lim
z→0
ρ(z) = 0
such that for ||u||, ||v|| ≤ R and t ∈ [0, T ]
h(Ĉ2(u), Ĉ2(v)) ≤ ρ(||u− v||),
(iv) the minimal selection u 7→ Ĉ02(u) is locally relatively compact, i. e. it maps
bounded sets into relatively compact sets.
Starting with the finite dimensional stochastic inclusion
du(t) + A(t, u(t))dt+B(t, u(t))dW1(t) ∈ −C1(t, u(t))dt− C2(t, u(t))dW2(t),
u(0) = u0. (P)
we have to define the notion of a solution.
Definition 3.1
A stochastic process u ∈ L2(Ω×[0, T ];Rd) is called a solution to the stochastic differential
inclusion (P) if there exist Ft-measurable processes η1, η2 ∈ L2(Ω× [0, T ];Rd) so that for
(ω, t) almost everywhere
ηi(t) ∈ Ci(t, u(t)), i = 1, 2
holds and
u(t) +
∫ t
0
A(s, u(s))ds +
∫ t
0
B(s, u(s))dW1(s)
= u0 −
∫ t
0
η1(s)ds−
∫ t
0
η2(s)dW2(s) (3.1)
is fulfilled.
Remark 3.2 We look for a triple of Ft-measurable processes (u, η1, η2) such that equa-
tion (3.1) is valid.
There are several ways to define a solution to stochastic differential inclusions. The one
used here is based on the existence of selections which offer the analysis of suitable
equations. Another approach treats stochastic differential inclusions in their set-valued
meaning. See for example Fritsch [3].
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3.2 Existence result and proof
The following theorem ensures the existence of solutions to problem (P). The subsequent
proof uses the Yosida approximation of drift and diffusion terms as main resource.
Theorem 3.3
Under the assumptions (H0)-(H2) the stochastic differential inclusion (P) admits at
least one solution.
The proof consists of three steps discussed in the lemmas below. At first we look at
the stochastic differential equations that arise from replacing the maximal monotone
operators by their Yosida approximations. These equations are uniquely solvable for
every λ by theorem 2.3.1 of Krylov and Rozovskij in [7].
Knowing about the existence of solutions to the Yosida equations, we verify that the
sequence of solutions is bounded and forms a Cauchy sequence. In the last step it is
proven that the limit solves problem (P).
Lemma 3.4
Let C1λ(t, ·), C2λ(t, ·) be the Yosida approximations of the set-valued mappings C1(t, ·),
C2(t, ·) for t ∈ [0, T ]. Under the assumptions (H0)-(H2) the initial value problem
duλ(t) + A(t, uλ(t))dt+B(t, uλ(t))dW1(t) = −C1λ(t, uλ(t))dt− C2λ(t, uλ(t))dW2(t),
uλ(0) = u0 (3.2)
admits for every λ > 0 a unique, Ft-measurable and pathwise continuous solution uλ for
all t ∈ [0, T ] with
E|uλ(t)|2 <∞, E
∫ t
0
|uλ(s)|2ds <∞.
Proof.
To apply the theorem of Krylov and Rozovskij, we have to check conditions of measura-
bility, continuity, coercivity, monotony and boundedness for any t ∈ [0, T ]. Measurability
of A,B and Ciλ, i = 1, 2 with respect to t is given and continuity in u follows per (H1)(i),
(H2)(i) and theorem 2.4(ii).
Coercivity results from (H1)(ii), (H2)(i), (ii) and property (iv) of the Yosida approxi-
mation in theorem 2.4.
Because of the monotony as well as the Lipschitz continuity of C1λ according to theorem
2.4(ii) together with assumption (H1)(iii) it holds that for all u, v ∈ Rd
−2(A(t, u) + C1λ(t, u)− A(t, v)− C1λ(t, v), u− v)
+|B(t, u)−B(t, v)|2 + |C2λ(t, u)− C2λ(t, v)|2
= −2(A(t, u)− A(t, v), u− v)− 2(C1λ(t, u)− C1λ(t, v), u− v)
+|B(t, u)−B(t, v)|2 + |C2λ(t, u)− C2λ(t, v)|2
≤
(
c2 +
1
λ2
)
· |u− v|2.
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The growth condition is a direct consequence of (H1)(iv), the boundedness of the Yosida
approximation by the minimal selection, theorem 2.4(iv) and (H2)(ii).
The application of the theorem of Krylov and Rozovskij assures the existence of a uni-
quely determined, Ft-measurable, pathwise continuous solution to (3.2) with properties
as stated in lemma 3.4.
Lemma 3.5
Let uλ(t) be a solution of (3.2) and the assumptions (H0)-(H2) be fulfilled. Then
E sup
0≤t≤T
|uλ(t)|2 ≤ K
holds for a positive constant K and for λ > 0.
Proof.
At first we show that there exists a positive constant k for λ > 0 such that E|uλ(t)|2 ≤ k.
Applying the Itô formula of the square of the norm for Rd-valued processes yields
|uλ(t)|2 = |u0|2 − 2
∫ t
0
(A(s, uλ(s)), uλ(s))ds− 2
∫ t
0
(C1λ(s, uλ(s)), uλ(s))ds
−2
∫ t
0
(B(s, uλ(s)), uλ(s))dW1(s) +
∫ t
0
|B(s, uλ(s))|2 ds
−2
∫ t
0
(C2λ(s, uλ(s)), uλ(s))dW2(s) +
∫ t
0
|C2λ(s, uλ(s))|2ds.
With the expectation, (H1)(ii), (H2)(i), (ii) in connection with properties of the Yosida
approximation in theorem 2.4 and the inequality −2(a, b) ≤ a2 + b2 it follows further
E|uλ(t)|2 ≤ E|u0|2 + c1E
∫ t
0
(1 + |uλ(s)|2)ds+ E
∫ t
0
∣∣C1λ(s, uλ(s))∣∣2ds
+E
∫ t
0
|uλ(s)|2ds+ E
∫ t
0
|C2λ(s, uλ(s))|2ds
≤ E|u0|2 + c1 T + (1 + c1 + d21 + d22)E
∫ t
0
|uλ(s)|2ds.
Gronwall’s lemma proves E|uλ(t)|2 ≤ k for any λ > 0 and t ∈ [0, T ].
Now stopping times τN = τ
1
N ∧ τ 2N are introduced where τ 1N = inf{t : |u(t)|2 ≥ N}
and τ 2N = inf
{
t :
∫ t
0
|u(s)|2ds ≥ N
}
with N ∈ {1, 2, ....}. Concerning the Itô formula
again, assumptions (H1)(ii), (H2)(i), (ii), inequality −2(a, b) ≤ a2+ b2 and theorem 2.4
we conclude
|uλ(t ∧ τN )|2 ≤ |u0|2 + c1
∫ T
0
(1 + |uλ(s)|2)ds+ (1 + d21 + d22)
∫ T
0
|uλ(s)|2ds
−2
∫ t∧τN
0
(B(s, uλ(s)), uλ(s))dW1(s)
−2
∫ t∧τN
0
(C2λ(s, uλ(s)), uλ(s))dW2(s).
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Taking the supremum and expectation is the next step to receive
E sup
0≤t≤T
|uλ(t ∧ τN)|2 ≤ E|u0|2 + c1 T + (1 + c1 + d21 + d22)E
∫ T
0
|uλ(s)|2ds
+2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(B(s, uλ(s)), uλ(s))dW1(s)
∣∣∣∣
+2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(C2λ(s, uλ(s)), uλ(s))dW2(s)
∣∣∣∣ .
The last two terms are estimated with the inequality of Burkholder-Davis-Gundy and a
constant c
2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(B(s, uλ(s)), uλ(s))dW1(s)
∣∣∣∣+ 2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(C2λ(s, uλ(s)), uλ(s))dW2(s)
∣∣∣∣
≤ 2cE
(∫ T∧τN
0
|(B(s, uλ(s)), uλ(s))|2ds
) 1
2
+ 2cE
(∫ T∧τN
0
|(C2λ(s, uλ(s)), uλ(s))|2ds
) 1
2
≤ 2cE
[(
sup
0≤s≤T
|uλ(s ∧ τN)|2
) 1
2
(∫ T
0
|B(s, uλ(s))|2ds
)1
2
]
+2cE
[(
sup
0≤s≤T
|uλ(s ∧ τN)|2
) 1
2
(∫ T
0
|C2λ(s, uλ(s))|2ds
) 1
2
]
.
For ε > 0 with 2ab ≤ εa2 + 1
ε
b2 the last expression is bounded above by
c
(
2εE sup
0≤t≤T
|uλ(t ∧ τN)|2 + 1
ε
E
∫ T
0
|B(s, uλ(s))|2ds+ 1
ε
E
∫ T
0
|C2λ(s, uλ(s))|2ds
)
.
Because of (H1)(ii) and (H2)(ii) we majorize this term by
c
(
2εE sup
0≤t≤T
|uλ(t ∧ τN )|2 + 1
ε
c1E
∫ T
0
(1 + |uλ(s)|2)ds+ 1
ε
d22
∫ T
0
|uλ(s)|2ds
)
Altogether for sufficiently small ε > 0 it holds that
E sup
0≤t≤T
|uλ(t ∧ τN)|2 ≤ d
(
E|u0|2 + E
∫ T
0
|uλ(s)|2ds+ 1
)
,
where d = d(u0, ε, c, c1, d1, d2, T ).
Since E|uλ(t)|2 ≤ k is satisfied for any t ∈ [0, T ] there exists a constant K > 0 such that
E sup
0≤t≤T
|uλ(t ∧ τN)|2 ≤ K.
For N →∞ the conclusion follows with Fatou’s lemma.
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Lemma 3.6
With the assumptions (H0)-(H2), subsequences (λ′) ⊂ (λ), (µ)′ ⊂ (µ) and η > 0
lim
λ′,µ′→0
P
{
sup
0≤t≤T
|uλ′(t)− uµ′(t)|2 > η
}
= 0
is valid for solutions uλ′(t), uµ′(t) of the Yosida equations (3.2).
Proof.
First of all the mean-square convergence of the sequence of solutions to (3.2) uniformly
on t ∈ [0, T ] is proven. Analogous to the proof of lemma 3.5 we use the Itô formula and
assumption (H1)(iii) to obtain
E|uλ(t)− uµ(t)|2 ≤ c2E
∫ t
0
|uλ(s)− uµ(s)|2ds
−2E
∫ t
0
(C1λ(s, uλ(s))− C1µ(s, uµ(s)), uλ(s)− uµ(s)) ds
+E
∫ t
0
|C2λ(s, uλ(s))− C2µ(s, uµ(s))|2ds, (3.3)
where uλ, uµ are solutions of the Yosida equations with λ, µ > 0.
Extracting the second term in (3.3), we show by using (H2)(i), theorem 2.4(ii), (iii) and
inequality 2(a, b) ≤ 1
2
a2 + 2b2
−2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), uλ(s)− uµ(s))
= −2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), λC1λ(s, uλ(s))− µC1µ(s, uµ(s)))
−2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), Jλ(s, uλ(s))− Jµ(s, uµ(s)))
≤ −2(C1λ(s, uλ(s))− C1µ(s, uµ(s)), λC1λ(s, uλ(s))− µC1µ(s, uµ(s)))
= −2λ|C1λ(s, uλ(s))|2 + 2µ(C1λ(s, uλ(s)), C1µ(s, uµ(s)))
+2λ(C1µ(s, uµ(s)), C1λ(s, uλ(s)))− 2µ|C1µ(s, uµ(s))|2
≤ 1
2
λ|C1µ(s, uµ(s))|2 + 1
2
µ|C1λ(s, uλ(s))|2. (3.4)
Now the attention is given to the last expression in (3.3). The resolvents of Ĉ2 with
respect to λ, µ are denoted by Ĵ2λ and Ĵ2µ. Conditions (H2)(ii), (iii) just as theorem
2.4(v) cause
||Ĉ2λ(uλ)− Ĉ2µ(uµ)||2
≤ 3||Ĉ2λ(uλ)− Ĉ02 (uλ)||2 + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2 + 3||Ĉ02(uµ)− Ĉ2µ(uµ)||2
≤ 6||Ĉ02(uλ)|| · d(Ĉ2λ(uλ), Ĉ02(uλ)) + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2
+6||Ĉ02(uµ)|| · d(Ĉ2µ(uµ), Ĉ02(uµ))
≤ 6d2||uλ|| · ρ(||Ĵ2λ(uλ)− uλ||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2
+6d2||uµ|| · ρ(||Ĵ2µ(uµ)− uµ||)
= 6d2||uλ|| · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2 + 6d2||uµ|| · ρ(µ||Ĉ2µ(uµ)||).
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So we get at least from E|uλ(t)|2 ≤ k and the theorem of Fubini
||Ĉ2λ(uλ)− Ĉ2µ(uµ)||2
≤ 6d2
√
kT · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02 (uµ)||2 + 6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||). (3.5)
On inserting (3.4) and (3.5) into (3.3) and applying the lemma of Gronwall we get
sup
0≤t≤T
E|uλ(t)− uµ(t)|2 ≤ g(λ, µ)ec2·T , (3.6)
where
g(λ, µ) :=
1
2
(λ+ µ)d21kT + 6d2
√
kT · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2
+6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||).
Considering the limit for λ, µ→ 0 the first term in g converges to 0, similarly the second
one and respectively the last one because of assumptions (H2)(ii), (iii) and theorem 2.4.
From uλ, uµ ∈ L2(Ω × [0, T ];Rd) it follows due to lemma 3.5 and (H2)(iv) that there
exists a subsequence (λ′) ⊂ (λ) such that Ĉ02(uλ′) is convergent in L2(Ω × [0, T ];Rd).
Consequently the mean-square convergence uniformly on t ∈ [0, T ] holds for subsequences
(λ′), (µ′) with
lim
λ′,µ′→0
sup
0≤t≤T
E|uλ′(t)− uµ′(t)|2 = 0. (3.7)
Right to the second part in the proof of lemma 3.5 we derive
E sup
0≤t≤T
|uλ(t ∧ τN )− uµ(t ∧ τN )|2 ≤ c2E
∫ T
0
|uλ(s)− uµ(s)|2ds+ 1
2
(λ+ µ)d21kT
+2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(
B(s, uλ(s))−B(s, uµ(s)), uλ(s)− uµ(s)
)
dW1(s)
∣∣∣∣
+2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(
C2λ(s, uλ(s))− C2µ(s, uµ(s)), uλ(s)− uµ(s)
)
dW2(s)
∣∣∣∣
+6d2
√
kT · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2 + 6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||)
+6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||) (3.8)
using the Itô formula, stopping times τN , property (H1)(iii), (3.4) and (3.5).
Arguments as before like applying (H1)(iii), the inequality of Burkholder-Davis-Gundy,
2(a, b) ≤ εa2 + 1
ε
b2 for ε > 0 and 1− 2εc > 0 yield
2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(
B(s, uλ(s))− B(s, uµ(s)), uλ(s)− uµ(s)
)
dW1(s)
∣∣∣∣
+2E sup
0≤t≤T
∣∣∣∣∫ t∧τN
0
(
C2λ(s, uλ(s))− C2µ(s, uµ(s)), uλ(s)− uµ(s)
)
dW2(s)
∣∣∣∣
≤ 2εcE sup
0≤t≤T
|uλ(t ∧ τN)− uµ(t ∧ τN)|2 + 1
ε
cE
∫ T
0
c2|uλ(s)− uµ(s)|2ds
+
1
ε
cE
∫ T
0
|C2λ(s, uλ(s))− C2µ(s, uµ(s))|2ds. (3.9)
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Combining (3.5), (3.8) and (3.9), we finally examine the limit of
(1− 2εc)E sup
0≤t≤T
|uλ(t ∧ τN)− uµ(t ∧ τN )|2
≤ c2
(
1 +
1
ε
c
)
E
∫ T
0
|uλ(s)− uµ(s)|2ds+ 1
2
(λ+ µ)d21kT
+
(
1 +
1
ε
c
)(
6d2
√
kT · ρ(λ||Ĉ2λ(uλ)||) + 3||Ĉ02(uλ)− Ĉ02(uµ)||2
+ 6d2
√
kT · ρ(µ||Ĉ2µ(uµ)||)
)
From the theorem of Fubini, the monotony of the expectation and estimation (3.6)
E
∫ T
0
|uλ(s)− uµ(s)|2ds ≤ T g(λ, µ)ec2T
follows.
The same conclusions as drawn to receive (3.7) and the result itself offer
lim
λ′,µ′→0
E sup
0≤t≤T
|uλ′(t ∧ τn)− uµ′(t ∧ τn)|2 = 0 (3.10)
for subsequences (λ′) ⊂ (λ), (µ′) ⊂ (µ).
It remains to show the statement of the current lemma. Let η > 0 be any positive
number. Obviously
P
{
sup
0≤t≤T
|uλ′(t)− uµ′(t)|2 > η
}
≤ P
{
sup
0≤t≤τN
|uλ′(t)− uµ′(t)|2 > η
}
+ P{τN < T}
is valid. With the Markov inequality, the observation (3.10) from above and
lim
N→∞
P{τN < T} = 0
lemma 3.6 is proven.
Proof of Theorem 3.3.
We approximate the stochastic differential inclusion (P) by a sequence of stochastic
differential equations (3.2). This is done by substituting special functions, the Yosida
approximations C1λ, C2λ for the maximal monotone operators C1, C2. According to lem-
ma 3.4 and lemma 3.6 these equations are uniquely solvable, pathwise continuous for
every λ > 0 and there is a subsequence which converges. Let u denote its limit. Lemma
3.5, lemma 3.6 and Fatou’s lemma cause u ∈ L2(Ω× [0, T ];Rd).
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We still have to show that the limit u solves problem (P). Thus equation (3.1) and the
selection property have to be fulfilled.
From lemma 3.6 we obtain that uλ(·) converges uniformly to u(·) on t ∈ [0, T ]. The
functions A,B are measurable, continuous and in view of (H1)(iii)∫ t
0
A(s, uλ(s))ds →
∫ t
0
A(s, u(s))ds,∫ t
0
B(s, uλ(s))dW1(s) →
∫ t
0
B(s, u(s))dW1(s)
hold in probability. Furthermore, there exist processes η1, η2 ∈ L2(Ω× [0, T ];Rd) with
Ĉiλ(uλ)
w−→ ηi, i = 1, 2
because of Ciλ(t, uλ(t))
w−→ ηi(t) for all t, due to the boundedness of the Yosida appro-
ximations, (H2)(ii).
Therefore, u satisfies the equation
u(t) +
∫ t
0
A(s, u(s))ds+
∫ t
0
B(s, u(s))dW1(s)
= u0 −
∫ t
0
η1(s)ds −
∫ t
0
η2(s)dW2(s). (3.11)
From the convergence in probability the convergence with probability 1 follows for a
subsequence. Hence the limit in (3.11) is continuous.
If η1, η2 are selections of C1, C2, then u solves the stochastic differential inclusion (P).
Proposition 2.3(ii) is useful to prove the selection property.
With condition (H2)(ii), theorem 2.4(iv) and uλ → u in L2(Ω × [0, T ];Rd) we receive
the convergence of Ĵ1λ(uλ) to u in L
2(Ω× [0, T ];Rd)
lim
λ→0
||Ĵ1λ(uλ)− u||2 ≤ 2 lim
λ→0
||Ĵ1λ(uλ)− uλ||2 + 2 lim
λ→0
||uλ − u||2
≤ 2 lim
λ→0
λ2||Ĉ1λ(uλ)||2 + 2 lim
λ→0
||uλ − u||2 → 0.
Since Ĵ1λ(uλ) → u and Ĉ1λ(uλ) w→ η1, Ĉ1λ(uλ) ∈ Ĉ(Ĵ1λ(uλ)) we deduce η1 ∈ Ĉ1(u) and
so for almost all (ω, t)
η1(t) ∈ C1(t, u(t)).
In the same manner η2(t) ∈ C2(t, u(t)) is shown.
The details of proof are geared to the articles of Motyl [4] and Kravets [5]. Kravets
considers only set-valued drifts whereas in the paper of Motyl set-valued drifts as well
as set-valued diffusion terms appear. Both of them use the Yosida approximation of
maximal monotone and maximal dissipative operators respectively as most important
tool.
With the help of theorem 3.3 it is possible to continue the analysis of stochastic differen-
tial inclusions in infinite dimensional settings. This result serves for instance a starting
point to apply the method of Galerkin.
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3.3 Remarks and examples
A comment concerning uniqueness of a solution hasn’t been given so far. This will be
complemented in the following section. At the end we present two examples.
Uniqueness of a solution to (P) fails with the lack of Lipschitz continuity of the diffusion
term C2. Problem (P) is uniquely solvable for single-valued, increasing and Lipschitz
continuous functions C2, which are also maximal monotone for this reason. But in the
case of set-valued diffusion we have to drop maximal monotony in support of Lipschitz
continuity to obtain uniqueness.
Corollary 3.7 With the assumptions (H0), (H1) supplemented by
(H2’) C1, C2 : [0, T ]×Rd → 2Rd are mappings with closed, convex and non-empty sets,
such that for i = 1, 2
(i) t 7→ Ci(t, u) is measurable for every u ∈ Rd,
u 7→ C1(t, u) is maximal monotone for almost all t ∈ [0, T ],
u 7→ C2(t, u) is Lipschitz continuous with constant L > 0 for a.a. t ∈ [0, T ],
(ii) there exist d1, d2 > 0 such that |C01(t, u)| ≤ d1|u|,
|C2(t, u)| := sup{|v| : v ∈ C2(t, u)} ≤ d2|u| for all u ∈ Rd and a.a. t ∈ [0, T ],
the stochastic differential inclusion (P) admits a unique, pathwise continuous solution.
Proof.
First uniqueness of the solution is examined. Let u(t), u˜(t) be solutions to (P) with
u(0) = u˜(0) = u0. Hence there exist selections η1(s) ∈ C1(s, u(s)), η2(s) ∈ C2(s, u(s))
and η˜1(s) ∈ C1(s, u˜(s)), η˜2(s) ∈ C2(s, u˜(s)) so that
u(t) +
∫ t
0
A(s, u(s))ds+
∫ t
0
B(s, u(s))dW1(s) = u0 −
∫ t
0
η1(s)ds−
∫ t
0
η2(s)dW2(s),
u˜(t) +
∫ t
0
A(s, u˜(s))ds+
∫ t
0
B(s, u˜(s))dW1(s) = u0 −
∫ t
0
η˜1(s)ds−
∫ t
0
η˜2(s)dW2(s).
With the Itô formula and the expectation we achieve
E|u(t)− u˜(t)|2 = −2E
∫ t
0
(A(s, u(s))− A(s, u˜(s)), u(s)− u˜(s)) ds
+E
∫ t
0
|B(s, u(s))−B(s, u˜(s))|2ds
−2E
∫ t
0
(η1(s)− η˜1(s), u(s)− u˜(s)) ds
+E
∫ t
0
|η2(s)− η˜2(s)|2ds.
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Condition (H1)(iii), the monotony of C1(t, ·) and the Lipschitz continuity of C2(t, ·)
yield for t ∈ [0, T ]
E|u(t)− u˜(t)|2 ≤ (c2 + L2) E
∫ t
0
|u(s)− u˜(s)|2ds.
The lemma of Gronwall shows that u, u˜ are modifications.
Now similar steps as in the proof of theorem 3.3 deduce existence. The assertions of
lemma 3.4, 3.5 and 3.6 are adopted with some rearrangements.
Again we have to prove existence of solutions to the equations that are generated by
inserting the Yosida approximation of C1 and a Lipschitz continuous selection of C2
duλ(t) + A(t, uλ(t))dt+B(t, uλ(t))dW1(t) = −C1λ(t, uλ(t))dt− vλ(t)dW2(t),
uλ(0) = u0. (3.12)
Thanks to theorem 2.7 such a selection vλ(t) ∈ C2(t, uλ(t)) does exist.
The theorem of Krylov and Rozovskij ensures the existence of a unique, pathwise conti-
nuous solution uλ(t) as it is reviewed in lemma 3.4. Here we additionally have to check
the monotony condition, which is fulfilled with the Lipschitz continuity of vλ.
The sequence of solutions (uλ(t))λ>0 is bounded by lemma 3.5 and there are convergent
subsequences via lemma 3.6. Both proofs work with selections vλ(t) ∈ C2(t, uλ(t)) and
vµ(t) ∈ C2(t, uµ(t)) instead of the Yosida approximations C2λ(t, uλ(t)), C2µ(t, uµ(t)). The
argumentation in the proof of theorem 3.3 results again in
u(t)+
∫ t
0
A(s, u(s))ds+
∫ t
0
B(s, u(s))dW1(s) = u0−
∫ t
0
η1(s)ds−
∫ t
0
η2(s)dW2(s), (3.13)
where C1λ
w→ η1, vλ w→ η2 in L2(Ω× [0, T ];Rd).
It remains to show that the limit u is solution to (P), i. e. the weak limits are selections
with ηi(t) ∈ Ci(t, u(t)), i = 1, 2. Due to proposition 2.3 the selection property is satisfied
for the maximal monotone part. With theorem 2.8 we prove that η2 is a selection of C2.
Since vλ ∈ Ĉ2(uλ) is bounded in L2(Ω× [0, T ];Rd) by (H2’)(ii), there is a weak conver-
gent subsequence (vλ′)λ′>0 with vλ′
w→ η2 in L2(Ω× [0, T ];Rd) for (λ′) ⊂ (λ). The solution
of (P) is unique, so η2 in (3.13) is the weak limit of vλ.
Let G(ω, t) :=
{
η ∈ L2(Ω× [0, T ];Rd) : E|η(t)|2 ≤ d2k for all t ∈ [0, T ]
}
. Now it fol-
lows from theorem 2.8 that
η2(t) ∈ conv
(
w − lim{vλ(t)}λ>0
)
.
Concerning vλ(t) ∈ C2(t, uλ(t)), (H2’)(i), the definition of the weak upper limit (2.1)
and the closed, convex set C2(t, uλ(t)), we conclude
conv
(
w − lim{vλ(t)}λ>0
) ⊆ conv (w − limC2(t, uλ(t))) ⊆ C2(t, u(t)),
and so η2(t) ∈ C2(t, u(t)).
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In the last paragraph two examples are mentioned. The first one is taken from the article
of Pettersson [9]. He investigates the existence and uniqueness of solutions to multivalued
stochastic differential equations with set-valued, maximal monotone drift.
Example 3.8 The pressure u in the cavities of the lymphatic system is modelled by
du(t) ∈ b(t, u(t))dt− Au(t)dt+ σ(t, u(t))dW (t),
u(0) = u0,
where the maximal monotone operator A : R 7→ 2R is explicitly given by
A(u) =

k1u, u < c;
[k1u, k2u], u = c;
k2u, u > c
for 0 ≤ c, 0 ≤ k1 < k2.
We assume further that u0 has finite second moment, the drift and the dispersion term
b, σ : [0, T ]×R 7→ R are measurable, Lipschitz continuous functions that fulfil a linear
growth condition uniformly in t ∈ [0, T ] with a constant L > 0 such that
|b(t, u)− b(t, v)|+ |σ(t, u)− σ(t, v)| ≤ L|u− v|,
|b(t, u)|+ |σ(t, u)| ≤ L(1 + |u|)
for all t and u, v ∈ R.
Condition (H1) coincides with the Lipschitz and growth condition of b, σ. For the set-
valued drift only assumption (H2)(ii) has to be verified. The boundedness of the minimal
selection holds with |A0(u)| ≤ k2|u| for all u ∈ R.
From theorem 3.3 and corollary 3.7 we know that there exists a unique solution of the
differential inclusion.
The difficulty in researching stochastic differential equations with discontinuous right-
hand side is one reason to motivate the investigation of stochastic differential inclusions.
If we embed the discontinuity into a set-valued mapping with similar properties, then we
will be able to solve the resulting differential inclusion and the solution of the modified
problem might be closely related to the one of the original problem.
So the second example deals with a special case of this problem.
Example 3.9 Let b, σ : [0, T ]×Rd → Rd be measurable functions with respect to
t ∈ [0, T ] and discontinuous, increasing with respect to u ∈ Rd and u0 an F0-measurable
random variable with finite second moment. We look at the following stochastic diffe-
rential equation
du(t) = −b(t, u(t))dt− σ(t, u(t))dW (t),
u(0) = u0.
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On adding intervals built by left- and right-hand limits at the finitely many discontinuity
points, the maximal monotone extensions b˜, σ˜ are determined. With these mappings
b˜, σ˜ : [0, T ]×Rd → 2Rd we formulate the stochastic differential inclusion
du(t) ∈ −b˜(t, u(t))dt− σ˜(t, u(t))dW (t),
u(0) = u0.
Theorem 3.3 and corollary 3.7 provide information about the existence and uniqueness
of solutions in case that assumptions (H0)-(H2) respectively (H2’) are satisfied.
Such stochastic differential equations appear in physics. For example physicists model
frictions laws by step functions and use their maximal monotone extensions to work on
the problem. See Kree [6] for more details.
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