Abstract. We consider actions of the current Lie algebras gl n [t] and gl k [t] on the space of polynomials in kn anticommuting variables. The actions depend on parametersz = (z 1 , . . . , z k ) andᾱ = (α 1 , . . . , α n ), respectively. We show that the images of the Bethe algebras B 
Introduction
The classical (gl k , gl n )-duality plays an important role in the representation theory and the classical invariant theory, for example, see [2] , [14] . It states the following. Let e n ij , i, j = 1, . . . , n, and e k ab , a, b = 1, . . . , k, be the standard generators of the Lie algebras gl n and gl k , respectively. Define gl n -and gl k -actions on the space P kn = C[x 11 , . . . , x kn ] of polynomials in kn variables:
x ai ∂ ∂x bi .
Then actions (1.1) and (1.2) commute and there is an isomorphism of gl k ⊕ gl n -modules are the irreducible representations of gl n and gl k of highest weight λ, respectively.
It is interesting to study a similar duality in the context of current algebras, where the central role is played by the commutative subalgebras B Actions (1.4) and (1.5) do not commute anymore. However, the images of the subalgebras B n ᾱ and B k z under the corresponding actions coincide, see [6] . According to [7] , the Bethe ansatz method gives a bijection between eigenvectors of the action of B n ᾱ on P kn and n-th order monic ordinary differential operators whose kernels are certain spaces of quasi-exponentials, see Section 3. Similarly, there is a bijection between eigenvectors of the action of B k z on P kn and k-th order monic ordinary differential operators of the same kind. Since the images of B n ᾱ and B k z acting on P kn coincide and, therefore, have the same eigenvectors, this yields a bijection between the sets of the corresponding ordinary differential operators. It was conjectured in [8] that this bijection for differential operators is the bispectral duality. Namely, there is an automorphism (·)
‡ of the algebra of differential operators such that an eigenvector v ∈ P kn of the action ψ ‡ . One can also study the (gl k , gl n )-duality for different representations. For example, instead of P kn , one can consider the space P kn of polynomials in kn anticommuting variables ξ 11 , . . . , ξ kn with the actions of gl n and gl k similar to those (1.1), (1.2) on P kn . The analog of isomorphism (1.3) is given by: together with some results on eigenvalues and eigenvectors of the Bethe algebra from [7] allows us to prove Theorem 5.2.
There are important elements of the Bethe algebras called the Gaudin and Dynamical Hamiltonians. The exchange of the Gaudin and Dynamical Hamiltonians under the (gl k , gl n )-duality for the space P kn was observed in [12] . A similar result for the space P kn was obtained recently in [11] . The (gl k , gl n )-duality for the Gaudin and Dynamical Hamiltonians is an important step in our proof of Theorem 5.2.
The duality of the Bethe algebras of the Gaudin model considered in this paper is expected to extend to the duality of the Yangian Bethe algebras and the Bethe algebras of the trigonometric Gaudin model. This is currently work in progress. The construction of the quotient difference operator appearing in this generalization resembles the factorization of difference operators used in [4] in connection with the combinatorial Gale transform introduced in [5] .
In a recent paper [3] , the authors considered the duality of gl k and gl m|n Gaudin models and established a generalization of Theorem 5.2 to that case. Their proof is similar to that of Capelli type identity in [6] . It would be interesting to extend our approach to the case of [3] to have an appropriate relation between differential and rational pseudodifferential operators.
The (gl k , gl n )-duality for classical integrable models related to Gaudin Hamiltonians and the actions of gl k and gl n on the space of polynomials in anticommuting variables was studied in [13, Section 3.3] . The result of [13] resembles the construction of the differential operator D discussed in our work.
The paper is organized as follows. In Section 2, we introduce the algebra of pseudodifferential operators. In Section 3, we describe the spaces of quasi-exponentials, define the transformation D →D, and formulate important properties of the kernel ofD, see Theorem 3.2. We recall the definition of the Bethe algebra of the Gaudin model and some results about its action on finite-dimensional irreducible representations of the current Lie algebra in Section 4. In Section 5, we discuss the (gl k , gl n )-duality for the space P kn , formulate and prove the main result, Theorem 5.2. In Section 6, we introduce the quotient differential operator and give a proof of Theorem 3.2.
The Algebra of Pseudodifferential Operators
The algebra of pseudodifferential operators ΨD consists of all formal series of the form
where integers M and K can differ for different series, and C km are complex numbers. One can check that the rule
where (a) i = a(a − 1)(a − 2) . . . (a − i + 1) , yields a well-defined multiplication on ΨD. The verification of associativity is straightforward using the Chu-Vandermonde identity:
Proof. DefineD by the rule 1 +D = C
jDj is a welldefined element of ΨD and the inverse of D is given by the formula:
We consider a formal series
, where all f m (x) are rational functions, as an element of ΨD replacing each f m (x) by its Laurent series at infinity. In particular, we identify the algebra of linear differential operators with rational coefficients and the corresponding subalgebra of ΨD. Next corollary follows immediately from the Lemma 2.1.
m , where all f m (x) are rational functions regular at infinity. Then D is invertible in ΨD.
Using (2.1), one can check that for any complex numbers C km , the series
is a well-defined element of ΨD. We define a map (·) † : ΨD → ΨD by the rule
Lemma 2.3. The map (·) † is an involutive antiautomorphism of ΨD.
Proof. To check that (·)
† is involutive, we need to verify that
By (2.1), it reads as (2.2)
The equality holds since
Using (2.1) and (2.2), one can check that (·) † is an antiautomorphism as well.
We also define the following involutive antiautomorphism on ΨD:
Lemma 2.4. The map (·) # is an automorphism on ΨD of order 4
Proof. The map (·) # is an automorphism because it is a composition of two antiautomor-
# has order 4.
The spaces of quasi-exponentials
In this paper, a partition µ = (µ 1 , µ 2 , . . . ) is an infinite nonincreasing sequence of nonnegative integers stabilizing at zero. Let
In particular, µ ′ 1 equals the number of nonzero entries in µ. Fix complex numbers α 1 , . . . , α n and nonzero partitions µ (1) , . . . , µ (n) . Assume that α i = α j for i = j. Let V be a vector space of functions in one variable with a basis {q ij (x)e α i x | i = 1, . . . , n, j = 1, . . . , (µ (i) ) ′ 1 }, where q ij (x) are polynomials and deg
For z ∈ C, define the sequence of exponents of V at z as a unique sequence of integers e = {e 1 > . . . > e M ′ }, with the property: for each i = 1,
We say that z ∈ C is a singular point of V if the set of exponents of V at z differs from the set {0, . . . , M ′ − 1}. A space of quasi-exponentials has finitely many singular points. Let z 1 , . . . , z k be all singular points of V and let e (a) = {e
. . , z k ) asμ,λ,ᾱ, z, respectively. We will say that V is a space of quasi-exponentials with the data (μ,λ;ᾱ,z).
For arbitrary sequences of partitionsμ = (µ
, and sequences of complex numbersᾱ = (α 1 , . . . , α n ),z = (z 1 , . . . , z k ), define the data (μ,λ;ᾱ,z) red by removing all zero partitions from the sequencesμ ,λ and the corresponding numbers from the sequencesᾱ ,z. We will call the data (μ,λ;ᾱ,z) reduced if (μ,λ;ᾱ,z) = (μ,λ;ᾱ,z)
red . We will say that V is a space of quasi-exponentials with the data (μ,λ;ᾱ,z) if V is a space of quasi-exponentials with the data (μ,λ;ᾱ,z) The lemma will be proved in Section 6.
Recall that we identify the algebra of linear differential operators with rational coefficients and the corresponding subalgebra of ΨD.
Let V be a space of quasi-exponentials with the data (μ,λ;ᾱ,z). By Lemma 3.1 and Corollary 2.2, the operator D V is an invertible element of ΨD. Consider the following pseudodifferential operator:
Clearly,D V depends only on the reduced data (μ,λ;ᾱ,z) red .
Theorem 3.2. The following holds:
The vector spaceṼ = kerD V is a space of quasi-exponentials with the data (λ 
Then there are polynomials P st in variables r ij , i = 0, . . . , M ′ , j 0, such thatb st is the value of P st under the substitution r ij = b ij for all i, j. Moreover, the polynomials P st are the same for all spaces of quasi-exponentials with the fixed data (μ,λ;ᾱ,z), and the coefficients of P st depend polynomially onᾱ andz.
The theorem will be proved in Section 6.
Consider the differential operator
We will say that the space
is the augmentation of V with the data (μ,λ;ᾱ,z), and respesctively, that V is the reduction of
4. Bethe algebra
is the Lie algebra of gl n -valued polynomials with pointwise commutator. We identify the Lie algebra gl n with the subalgebra gl n ⊗ 1 of constant polynomials in
For an n × n matrix A with possibly noncommuting entries a ij , its row determinant is
Let e ij , i, j = 1, . . . , n, be the standard generators of the Lie algebra gl n satysfying the relations [e ij , e kl ] = δ jk e il − δ il e kj . Denote by h the Cartan subalgebra of gl n spanned by the generators e 11 , . . . , e nn . Fixᾱ = (α 1 , . . . , α n ), a sequence of pairwise distinct complex numbers. Define the universal differential operator Dᾱ by the formula
.
It is a differential operator in the variable x whose coefficients are formal power series in x
The proof of the following theorem can be found in [9] . Theorem 4.2. The algebra Bᾱ is commutative. The algebra Bᾱ commutes with the subalgebra
4.2. Action of the Bethe algebra in a tensor product of evaluation modules. For a ∈ C, let ρ a be the automorphism of gl n [t] such that ρ a : g(x) → g(x − a). Given a gl n [t]-module M, we denote by M(a) the pullback of M through the automorphism ρ a .
Let ev : gl n [t] → gl n be the evaluation homomorphism, ev : g(x) → gx −1 . For any gl nmodule M, we denote by the same letter the gl n [t]-module, obtained by pulling M back through the evaluation homomorphism. For each a ∈ C and gl n -module M, the gl n [t]-module M(a) is called an evaluation module.
For each λ = (λ 1 , . . . , λ n ) ∈ C n and an h-module M, we denote by (M) λ the weight subspace of M of weight λ. Note that any partition λ with λ n+1 = 0 can be considered as an element of C n . Let M be a gl n [t]-module. As a subalgebra of U(gl n [t]), the algebra Bᾱ acts on M. Since Bᾱ commutes with U(h), it preserves the weight subspaces (M) λ .
Given
Denote by L λ the irreducible finite-dimensional gl n -module with highest weight λ.
The next theorem states the results from [7] needed for the present paper.
Then the following holds.
(1) Each eigenspace of the action of Bᾱ on Lλ(z) µ is one-dimensional.
(2) For genericᾱ andz, the action of Bᾱ on Lλ(z) µ is diagonalizable. (3) Let v ∈ Lλ(z) µ be an eigenvector of the action of Bᾱ. Then there exist rational functions
. . , n, and the kernel of the differential operator
is the augmentation of a space of quasi-exponentials with the data (μ,λ;ᾱ,z). (4) The correspondence between eigenspaces of the action of Bᾱ on Lλ(z) µ and spaces of quasi-exponentials with the data (μ,λ;ᾱ,z) given in part (3) is bijective.
Gaudin and Dynamical Hamiltonians
⊗k . We will use the same notation for an element of U(gl n ) and its image under the diagonal embedding g → k a=1 (g) (a) ∈ U(gl n ) ⊗k . Let Ω (ab) = n i,j=1 (e ij ) (a) (e ji ) (b) . For sequences of pairwise distinct numbersᾱ = (α 1 , . . . , α n ) andz = (z 1 , . . . , z k ), define the following elements of U(gl n )
⊗k :
The elements H 1 (ᾱ,z), . . . , H k (ᾱ,z) are called the Gaudin Hamiltonians. The elements G 1 (ᾱ,z) , . . . , G n (ᾱ,z) are called the Dynamical Hamiltonians.
Consider an algebra homomorphism evz :
For each i = 1, . . . , n, letB i (x) be the image of the series B i (x), see (4.1), under the map evz. The seriesB i (x) is a formal power series in x −1 with coefficients in U(gl n ) ⊗k . There exists a rational function of the form
is the Laurent series of this function as x → ∞. We will identify the seriesB i (x) and this rational function. LetĈ j (u), j ∈ Z 0 , be rational functions in u defined by the formula
Lemma 4.4. The following holds:
The proof is straightforward.
5. The (gl k , gl n )-duality 5.1. The (gl k , gl n )-duality for Bethe algebras. Let X n be the space of all polynomials in anticommuting variables ξ 1 , . . . , ξ n . Since ξ i ξ j = −ξ j ξ i for any i, j, in particular, ξ 2 i = 0 for any i, the monomials ξ i 1 . . . ξ i l , 1 i 1 < i 2 < . . . < i l n, form a basis of X n .
The left derivations ∂ 1 , . . . , ∂ n on X n are linear maps such that
It is easy to check that ∂ i ∂ j = −∂ j ∂ i for any i, j, in particular, ∂ 2 i = 0 for any i, and
Define a gl n -action on X n by the rule e ij → ξ i ∂ j . As a gl n -module, X n is isomorphic to
and the component L ω l is spanned by the monomials of degree l.
Notice that the space X n coincides with the exterior algebra of C n . The operators of left multiplication by ξ 1 , . . . , ξ n and the left derivations ∂ 1 , . . . , ∂ n give on X n the irreducible representation of the Clifford algebra Cliff n .
From now on, we will consider the Lie algebras gl n and gl k together. We will write superscripts n and k to distinguish objects associated with algebras gl n and gl k , respectively. For example, e n ij , i, j = 1, . . . , n, are the generators of gl n , and e k ab , a, b = 1, . . . , k, are the generators of gl k .
Let P kn be the vector space of polynomials in kn pairwise anticommuting variables ξ ai , a = 1, . . . , k, i = 1, . . . , n. We have two vector space isomorphisms ψ 1 : (X n ) ⊗k → P kn and ψ 2 : (X k ) ⊗n → P kn , given by:
Let ∂ ai , a = 1, . . . , k, i = 1, . . . , n, be the left derivations on P kn defined similarly to the left derivations on X n , see (5.1). Define actions of gl n and gl k on P kn by the formulas
Then ψ 1 and ψ 2 are isomorphisms of gl n -and gl k -modules, respectively. It is easy to check that gl n -and gl k -actions on P kn commute. For the next theorem, see for example [1] :
where the sum runs over λ = (λ 1 , . . . , λ n ) such that λ 1 k.
The gl n -and gl k -actions on P kn can be extended to the actions of corresponding current Lie algebras by the formulas
Then ψ 1 and ψ 2 are respective isomorphisms of the following gl n [t]-and gl k [t]-modules:
The actions (5.3) and (5.4) do not commute. Nevertheless, it turns out that the images of the subalgebras B n ᾱ and B k z in End(P kn ) given by these actions coincide. We will use Theorems 3.2 and 4.3 to show the following. In Section 4.3, we introduced elements H a (ᾱ,z) and G i (ᾱ,z) of U(gl n ) ⊗k . We will write them now as H n,k a (ᾱ,z), G n,k i (ᾱ,z). We will also consider analogous elements H
⊗n . The following result can be found in [11] :
Lemma 5.3. Let ρ n,k : U(gl n ) ⊗k → End(P kn ) and ρ k,n : U(gl k ) ⊗n → End(P kn ) be the homomorphisms defined by (5.8) and (5.9) respectively. Then for any i = 1, . . . , n, and a = 1, . . . , k we have:
Proof. The proof is straightforward. Proof. Recall X n = n l=0 L ω l as a gl n -module. Then by the isomorphism ψ 1 , see (5.5), the gl n [t]-module P kn is the direct sum of tensor products L n ω l 1 
ii ) (a) ), a = 1, . . . , k, the common eigenspaces are one-dimensional. Therefore, the common eigenspaces of the operators ρ n,k (H
. . , k, restricted to a finite-dimensional submodule of P kn are one-dimensional provided all the differences |z a −z b | are sufficiently large. Hence, for genericᾱ andz, the common eigenspaces of the operators ρ n,k (H 
By Lemma 3.1, the coefficients b i (x) andb i (x) are rational functions of x. Define functions c i (u), i ∈ Z 0 , by the rule: (z, −ᾱ)) with eigenvalueg a for each a = 1, . . . , k. Therefore, by formulas (5.10) and (5.14) for each a = 1, . . . , k, the vectorṽ is an eigenvector of ρ n,k (H n,k a (ᾱ,z)) with eigenvalue h a , the same as for v. Hence, by Lemma 5.5, the vectorṽ is proportional to v. 
By Theorem 5.6, v is also a common eigenvector of π
. . , k, t ∈ Z 0 , and the corresponding eigenvalue of π For any functions g 1 , . . . , g n , let
. . , g n ) be the determinant of the n × n matrix whose j-th row is g j , g
j . Consider a monic differential operator D of order n with coefficients a i (x), i = 1, . . . , n:
, and let f 1 , f 2 , . . . , f n be linearly independent solutions of the differential equation Df = 0.
Lemma 6.1. The coefficients a 1 (x), . . . , a n (x) of the differential operator D are given by the formulas
Moreover, for any function g, we have
Proof. The equations Df 1 = 0, . . . , Df n = 0 give a linear system of equations for the coefficients a 1 (x), . . . , a n (x). Solving this system by Cramer's rule yields formula (6.2). Formula (6.3) follows from the last row expansion of the determinant in the numerator.
Proposition 6.2. The differential operator D can be written in the following form:
where g n = f n , and
Proof. Denote by D 1 the differential operator in the right hand side of (6.2). By Lemma 6.1 a monic differential operator is uniquely determined by its kernel. Therefore it is sufficient to prove that D 1 f i = 0 for all i = 1, . . . , n. We will prove it by induction on n.
be the monic differential operator whose kernel is spanned by f 2 , . . . , f n . By induction assumption,
6.2. Formal conjugate differential operator. Given a differential operator (6.1), define its formal conjugate by the formula:
Clearly, the formal conjugation is an antihomomorphism of the algebra of differential operators. In particular, if D is given by formula (6.2), then
Then the functions h 1 , . . . , h n are linearly independent, and D † h i = 0 for all i = 1, . . . , n.
Proof. Since h 1 = (−1) n−1 /g 1 , we have D † h 1 = 0 by formula (6.6). Let σ be a permutation of {1, . . . , n}. Take a new sequence f σ(1) , . . . , f σ(n) of n linearly independent solutions of the equation Df = 0. Then similarly to the consideration above, we get
cf (6.6), where g n,σ = f σ(n) and
Taking σ such that σ(1) = i, we get D † h i = 0. To prove the linear independence of the functions h 1 , . . . , h n , we will show that:
, where the functions a 1 , . . . , a n do not depend on i. Using this observation, one can check that
Therefore, by induction on j, we have
for certain functions C jk , that do not depend on i. Hence,
6.3. Quotient differential operator. Let D andD be differential operators such that ker D ⊂ kerD. Then there is a differential operatorĎ, such thatD =ĎD. For instance, it can be seen from the factorization formula (6.4). We will callĎ the quotient differential operator. Let f 1 , f 2 , . . . , f n be a basis of ker D and f 1 , f 2 , . . . , f n , h 1 , . . . , h k be a basis of kerD. Define functions ϕ 1 , . . . , ϕ k by the formula functions f 1 , . . . , f n , h 1 , . . . , h k . Formula (6.3) yieldsh i = W (f 1 , . . . , f n , h i )/W (f 1 , . . . , f n ). Using identities for Wronskians, see [10] , one can check that SinceĎh a =Dh a = 0 for all a = 1, . . . , k, the functionsh 1 , . . . ,h k form a basis of kerĎ, because the order ofĎ equals k. Since 6.4. Quotient differential operator and spaces of quasi-exponentials. Let V be a space of quasi-exponentials with the data (μ,λ;ᾱ,z). For the rest of the paper we will assume that the data (μ,λ;ᾱ,z) are reduced, that is, the sequencesμ andλ do not contain zero partitions. For each i = 1, . . . , n, denote n i = (µ The functions in the second line are the same except the function x j e α i x is omitted.
Lemma 6.5. The following holds: 
where r ij (x) is a monic polynomial in x and deg r ij = p i − j − 1.
Proof. We will prove (6.11) by induction on n i=1 (p i − 1) = P . For P = 0, equality (6.11) becomes W (e α 1 x , e α 2 x , . . . , e αnx ) = e n i=1 α i x 1 i<j n (α j − α i ), which is equivalent to the Vandermonde determinant formula. Fix P 0 ∈ Z 0 . Suppose that (6.11) is true for all n and all p 1 , . . . , p n such that n i=1 (p i − 1) = P 0 . We will indicate the dependence of the spaceV on p 1 , . . . , p n as follows:V p 1 ,...,pn .
For transformations (3) and (5) the statement is obvious. For transformation (4), the statement follows from the definition of the antiautomorphism (·)
‡ that transforms the coefficients of a pseudodifferential operator I i=−∞ J j=−∞ C ij x i (d/dx) j by the rule C ij → C ji .
Lemma 6.9 proves the existence of the polynomials P st in item (3) of Theorem 3.2, and the algorithm of expressing the expansion coefficients of the differential operatorD V as polynomials in the expansion coefficients of D V is the same for all spaces of quasi-exponentials with the same data (μ,λ;ᾱ,z). Hence, the polynomials P st are the same for all spaces of quasi-exponentials with the fixed data.
It is easy to see that the coefficients of P st depend polynomially onᾱ andz. For transformation (1) of chain (6.20), it follows from relation (6.21). Transformations (2) and (4) do not involveᾱ andz. For transformation (3) and (5), notice that multiplication of a differential operator by the factor
1 results in multiplication of its expansion coefficients by polynomials in z 1 , . . . , z k or α 1 , . . . , α n , respectively. Theorem 3.2 is proved.
