This paper presents details of hydrodynamics, turbulence characteristics, sediment concentrations and transport rates computed by a new three-dimensional numerical boundary layer model above typical coastal bed-forms. Comparisons are made against a large number of available laboratory and field measurements covering situations of current alone, wave alone, and combined wave and current, which demonstrate the model's ability to simulate the complex structure of flow interactions as well as the associated sediment transport processes with reasonably good accuracy. The model results are also parameterised by averaging over both bed-form length and wave period in an attempt to produce improved relations of the overall bed-form-induced roughness height and equivalent near-bed reference concentration for engineering morphological modelling. Verifications of these averaged results against some simple engineering predictors show realistic agreements along with some noticeable differences. Where differences are found, modifications are also suggested to the existing engineering formulae in order to improve their predictions for complex flows. Further model testing is also suggested to refine the constants used for the proposed modifications.
NOTATION

A
wave orbital excursion diameter a reference level for the near-bed sediment concentration calculation, c a c suspended sediment concentration c a reference suspended sediment concentration at elevation a above the mean bed level c f shear force drag coefficient c p pressure drag coefficient D Ã non-dimensional sediment particle size parameter d 50 sediment median particle size d 90 grain diameter for which 90% of the grain are finer by weight f f f f f w friction factor for wave alone f f f f f wc friction factor for combined waves and current g g g g g acceleration due to gravity h water depth k a apparent roughness height in combined wave and current flows bed-form-induced roughness height due to form drag R 2 the coefficient of determination; namely the ratio of the sum of squares explained by a regression model and the total sum of squares around the mean Re current-induced Reynolds number Rw wave-induced Reynolds number s sediment particle relative density T wave period T a non-dimensional near-bed shear stress parameter T T T T T current wave-period-averaged current-related suspended sediment transport rate T T T T T t wave-period-averaged total suspended sediment transport rate T T T T T wave wave-period-averaged wave related suspended transport rate U U U U U c depth-averaged current velocity U U U U U 1 near-bed wave orbital velocity magnitude u u u u u turbulence mean horizontal velocity in x direction u u u u u r time-averaged and depth-averaged return velocity under a wave trough v v v v v turbulence mean horizontal velocity in y direction w w w w w turbulence mean vertical velocity in z direction w w w w w f sediment particle fall velocity x longitude coordinate direction Y vertical coordinate direction, measured positive upwards from the mean bed level y latitude coordinate direction z vertical coordinate direction, measured positive upwards from the bed a ripple roughness height scale factor b wave angle parameter g wave angle parameter g d dune roughness scale factor for field conditions g r ripple roughness scale factor to allow for ripples sitting on dunes D bed-form height 1 x , 1 y , 1 z sediment diffusion coefficients in x, y and z directions, respectively l bed-form wave length l 1 length from bed-form crest to trough n n n n n fluid viscosity r fluid density r s sediment particle density t t t t t 0 bed surface shear stress due to grain drag t t t t t 00 bed shear stress due to form drag t t t t t cr critical shear stress for initial movement of sediment particles t t t t t max the maximum shear stress throughout one wave cycle f angle between waves and current, in degrees x bed-form steepness parameter v wave angular frequency k l wave-period-averaging operator
INTRODUCTION
Sediment transport is of major concern to coastal engineers due to the growing demand for prediction of shoreline and beach changes in the face of rising sea level. In recent years, computer modelling of coastal morphodynamics has become an increasingly popular way of tackling such a challenge as a result of the impressive development in computer technology. These engineering models often use a large-scale computational grid system with grid spacing up to hundreds of metres or kilometres in order to adequately cover a large coastal area. Unfortunately, such large grids are unable to directly represent the effects on sediment transport introduced by any small seabed features on the scales of centimetres or metres, for instance vortex shedding as surface waves propagate over a rippled bed (Fig. 1 ). At present, these small-scale bed features in the engineering models are usually represented by enhanced roughness elements with an effective height (k s ), while the sediment concentration is computed from a particular reference level (a) above the grid-averaged bed level with a reference concentration (c a ).
The accuracy of such a model, therefore, relies heavily on the accuracy of the prediction of the boundary conditions at the seabed. In addition, further engineering simplification may also be applied in engineering models by neglecting detailed variations within a wave period and adopting wave-period-averaged near-bed conditions instead. 1 Although such models work well for current-dominated flows and coarse sediments, they are found to be less accurate for fine sediments due to significant intra-wave-period effects such as phase lag and wave-induced transport. Therefore, any improvement in the specification of near-bed processes would enable these large-area computer models to predict morphological changes more accurately.
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Over the last decade, much research work has been carried out to study seabed boundary layer dynamics and the associated sediment transport processes through both small-scale laboratory experiments and field campaigns. However, most existing field measurements have been taken outside the boundary layer, and it has proved difficult to obtain accurate data near the bed-form surface because of the existence of highly turbulent flow conditions and the large near-bed sediment concentration gradients. Although experimental work in the laboratory has built some valuable datasets in the near-bed region for two-dimensional situations, for example Jensen et al., 3 Ranasoma and Sleath, 4 the physical scale of many tests often limits turbulence levels, which means that either very large facilities have to be employed in order to produce effects that are similar to the field conditions with absence of the effect of currents, or oscillating U-tubes are deployed to produce the conditions of waves and weak currents. Another problem which may have hindered the experimental studies in the past is the large quantity of data required to be obtained over a wide range of parameters, such as shear stress and turbulence levels, as well as the high quality of data which is difficult to obtain from the available electrical equipment with low sampling frequency. These problems have led researchers to develop boundary layer computer models to simulate near-bed flows and sediment transport rates (Fig. 1 ), see for example Hanson et al. 5 and
Andersen and Faraci. 6 Unfortunately, the existing boundary layer models have been mostly used for two-dimensional cases, and there are as yet not many results for situations involving arbitrarily-angled wave and current flows. Furthermore, only limited attempts have been made to improve the accuracy of existing engineering predictors through parameterisation of results from these boundary layer research tools. 10 Wave and current interaction can also be included by adjusting the water surface slope after integration over one wave period.
Once the necessary hydrodynamic information was obtained, the instantaneous suspended sediment concentration was predicted by a new transport module integrated with FLUENT, 8 using the mass conservation equation as follows
where c is volume concentration of suspended sediment; t is time; u u u u u, v v v v v and w w w w w are fluid velocities in the x, y and z directions; w w w w w f is the settling velocity of the sediment particle in the z direction; 1 x , 1 y and 1 z are the sediment diffusivity coefficients in the x, y and z directions, respectively. These diffusivity coefficients were directly computed from the turbulence model. The coordinate system used in the model is shown in Fig. 2 for a two-dimensional bed-form geometry, where the x-axis is along the main bed-form length, perpendicular to the crest of the bed-form in the horizontal direction; the y-axis is placed parallel to the crest of the bed-form in the lateral direction; and the z-axis is the vertical coordinate starting from the seabed upwards towards the water surface.
To take sediment grading effects into account, the bed material was represented either by a single fraction with a representative grain size or as a range of fractions with different grain sizes.
In addition, a new curvilinear orthogonal grid generation module was also developed based on the approach of Eca 11 in order to represent the curved surface of the bed features at the bottom boundary. Such a grid system allows grid space across the water column to vary so that sediment concentration distribution and transport at the seabed can be resolved in detail.
The model uses periodic conditions at two side boundaries and a slip boundary at the water surface. At the seabed, the flow velocities were taken to be zero. Sediment entrainment from the bed surface was represented by a gradient boundary condition similar to the approach of Fredsøe and Deigaard. 12 The momentum and mass conservation equations for fluid flow were solved by the finite-volume method available in FLUENT on the curvilinear orthogonal grid as previously described. Equation (3) was solved on the same numerical grid by an implicit finite-difference approach to ensure the stability of the present numerical scheme.
TEST CASES
The model has been tested against a wide range of laboratory and field measurements available in the literature, totalling 32 cases (Tables 1-3) . Among the 12 cases tested are those which involve unidirectional steady flows above large bed-forms, including the full-scale flow over artificial dunes in a large flume; 13 laboratory measurements of flow above natural sandy ripples; 14 laboratory experiments of flow over artificial bed-forms; [15] [16] [17] [18] and field measurements of tidal flow over large sandy dunes. 19 Details of these test conditions are given in Table 1 . Judging from the flow Reynolds number (Re), it is apparent that all of these tests are within the turbulent flow region, although the laboratory tests are closer to the transitional region. Bed-forms in these tests include both small ripples of centimetre in height and metres in length in laboratory experiments and large sandy dunes up to several metres in the The other eight cases for combined wave with current above rippled bed condition are listed in Table 3 , including laboratory tests of waves with in-line current in a wave flume; 10, 27, 28 and field measurements involving tidal current interacting with waves at a right angle in the surf zone. 29 According to Jonsson, 30 most of the cases in Tables 2 and 3 are within the rough turbulence region apart from one case of the Savell 24 tests. The steepness (D/l) of the ripples ranges from 0 . 07 to around 0 . 2, bed material covers fine (0 . 09 mm) to medium sand (0 . 3 mm), and the ratio between the wave orbital velocity magnitude (U U U U U 1 ) and depth-mean steady current velocity (U U U U U c ) also varies from 1 . 0 to around 2 . 5 (see Tables 2 and 3 ).
MODEL RESULTS
Extensive numerical experiments have been firstly conducted with the present model to determine the optimal grid resolution and time step. Comparisons of the model results from different grid configurations suggested that the optimal grid resolution can be achieved when the vertical grid number was more than 60 and the horizontal grid size was less than 2% of the bed-form length or water depth, whichever was smaller. Therefore in general, model tests were carried out with 60 grid points over the flow depth and around 60-100 grid points over each bed-form length, which leads to horizontal and vertical grid sizes in the order of centimetres and millimetres, respectively. A typical time step was set at around 1/100 of the wave period to ensure the stability condition was satisfied; that is, the Courant number was less than 1. Further details of the numerical experiments can be found in Li.
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The model was then applied to 32 cases as previously mentioned, to examine the detailed hydrodynamic and sediment transport processes within the boundary layer above the bed-form. The predicted flow velocities, turbulence characteristics and associated sediment concentration were compared with available measurements at a number of positions along the bed-form surface with the primary objective of evaluating the model's capability of reproducing transport processes under complex flows. It should be noted that only part of the model results from the selected tests are presented in this paper due to space limitations, and results not presented here were also found to be comparable to those shown. It also should be noted that all the cases presented herein involve two-dimensional wave-current conditions only. Details of three-dimensional simulations can be found in Li. Table 1 . Experimental conditions for steady current tests: h is water depth, U c is depth-mean velocity, Re is the fluid Reynolds number (U U U U U c h/n n n n n), d 50 is the median particle size, D is the bed-form height, l is the bed-form length Table 2 . Experimental conditions for wave tests: h is water depth, T is wave period, U U U U U 1 is near bed orbital velocity, A is the near-bed orbital excursion diameter, Rw is the wave-induced Reynolds number (U U U U U 1 A/n n n n n), d 50 is mean particle size, D is bed-form height, l is bed-form length
Comparisons of steady unidirectional current along a large-scale dune surface are presented in Fig. 3 , in which the predicted horizontal velocity, turbulent kinetic energy and shear stress profile are shown together with the van Mierlo and de Ruiter 13 experimental data. Overall, the model was found to be able to satisfactorily reproduce the important flow separation and reattachment processes in the trough region, a feature commonly observed in the boundary layer under unidirectional flows. However, the results also show that the turbulent energy and shear stress were underestimated above the trough area compared with the measurements, which indicates the difficulty in low Reynolds number turbulence simulation. Nevertheless, the averaged numerical error was found to be reasonably small: around 7 . 8% for current velocity scaled by the depth-mean velocity, 11 . 5% for turbulent kinetic energy and 10% for shear stress based on the maximum measured values, respectively, with an assumption of no experimental errors. It should be pointed out that there are many other approaches that can also be used for assessing the present model's numerical errors, such as the Brier Skill Score. 32 The flow separation and reattachment also introduces a 'form drag'-that is, a certain part of the total drag due to the uneven distribution of the pressure forces along the bed-form surface (Fig. 4) , in which the computed near-bed local shear force drag coefficient c f and pressure drag coefficient c p , defined by equations (2a) and (2b), are compared for the Table 3 . Experimental conditions for combined waves with current tests: ( Ã current at 908 relative to wave propagation direction) h is water depth, T is wave period, U U U U U 1 is near bed orbital velocity, A is the near-bed orbital excursion diameter, U U U U U c is the depth-mean velocity, Rw is the wave-induced Reynolds number (U U U U U 1 A/n n n n n), d 50 is mean particle size, D is bed-form height, l is bed-form length where t t t t t 0 and t t t t t 00 are the skin friction and formal contribution to the total shear stress originated from the normal stresses (form drag), respectively; r is the fluid density; and U U U U U c is the depth-mean velocity. The results clearly indicate that in the reversed flow zone, the shear stress changes to negative values due to the varying flow direction. In contrast, the computed and measured pressure coefficient reaches its maximum value in the trough region, and then decreases to a negative value before the crest. shown in Fig. 6 present a similar velocity distribution to a conventional oscillatory boundary layer flow over a flat bed with enhanced roughness. This is due to the fact that the wave orbital length in this case is small compared with the ripple length, and the vortex ejection tends to occur locally with evidently less influence on the flow structure higher in the water column. When a steady current is superimposed along with the wave oscillation, the flow field above the boundary layer or higher appears to be more controlled by currents. However, below the level of one to two ripple heights, the wave effects are found to be dominant. Such a feature can clearly be seen in Fig. 7 , where the predicted horizontal velocity profiles at four sites along a vortex ripple are compared with the Fredsøe et al.
10
experiment for waves superimposed with a following current at several wave phases. The overall agreements in Fig. 7 between the predictions and measurements are considered to be satisfactory, particularly higher in the water column. However, differences can be found close to the ripple surface in the trough area at some wave phases. This is possibly due to the effects of surface wave asymmetry and the wave streaming induced by wave propagation, which is similar to the findings of Andersen and Faraci. 6 For the sediment concentration distribution, both model predictions and the field measurements of Atkins et al.
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indicate the existence of a high concentration cloud within the bed-form trough area under a steady current, which leads to an unexpected reduction of concentration close to the bed surface, as shown in Fig. 8 . However, concentration profiles at the crest and the other two positions along the bed-form show a normal decrease of concentration with increasing of the height in the water column. The underpredicted concentration at the crest in Fig. 8 also suggested that in the measurement certain sediment particles from the nearby dunes may be ejected over. In the oscillatory boundary layer, sediment movement is obviously affected by the vortex shedding and a significant amount of sand is rolled up along with the vortices during each half cycle. Fig. 9 presents the predicted concentrations at two levels above the crest and trough of a vortex ripple compared with the regular wave tests of Nakato. 23 The distinct peaks during flow reversal are believed to be associated with vortex ejection events, which enhance sediment entrainment compared with a flat bed situation. In the presence of a steady current, the sediment transport tends to be pushed along in the current direction depending on the relative strength of the current and wave motion higher in the water column. However, in the area close to the ripple surface, the effects of the wave oscillation and the vortex shedding largely remain and have considerable impact. Such features can be seen evidently in Fig. 10 , in which the predicted wave-period and ripple-length averaged total and wave-related suspended transport profiles are compared with the Villaret and Perrier 27 measurements, namely
kT T T T T t l ¼ T T T T T current þ T T T T T wave 3
where T T T T T t is the total suspended sediment transport rate, T T T T T current is the current related suspended transport rate, T T T T T wave is the wave-related suspended transport rate and k l denotes wave period averaging. experiments (see Table 3 ). Overall agreements are considered to be satisfactory for the small number of tests, and the computed values are mostly within a factor of 2 of the measured values. The maximum divergence can be found in case T38, in which an opposing steady current was superimposed above ripples formed by fine sand. Careful examination of the model results suggests that such difference is partly due to the overpredicted wave-related transport in the upper part of the water column along the current direction. It seems that in this experiment, the fine sand (0 . 09 mm) has introduced considerable phase lag which pushed more sediment opposite to the current direction than that predicted by the model. By comparison, the errors for the tests of van der Kaaij and Nieuwaar 28 are much smaller where medium sand was used in the experiments. Clearly further study is needed for tests with fine sand. However, it should also be pointed out that no effect of measurement errors has been taken into account in the analysis due to the lack of information.
In addition to the above comparisons with the measurements, the computed wave-related suspended transport rates (T T T T T wave ) were also evaluated against a simple formula of Grasmeijer et al. 33 based on wave asymmetry and wave-period-averaged sediment concentration for cases T36 and T38 in Fig. 11 . It is interesting to note that the present model results agree well with the predictions based on the approach of Grasmeijer et al.
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for case T36 with an error of 17%, but the agreement is less satisfactory (79%) for case T38. The scale-factor (k 0 ) used for the approach of Grasmeijer et al. 33 was kept as 0 . 3 as suggested.
Due to the fact that the comparison was only made for a very limited number of tests, no general guideline can possibly be drawn at present as to the use of scale factor (k 0 ) in their approach. In order to examine the overall effect of bed-forms on sediment transport, the model results are parameterised by spatial (over the bed-form length) and temporal (over the wave period) averaging. The effective near-bed roughness (k s ) and equivalent reference concentration (c a ) obtained from such parameterisation are then compared with the various predictors currently widely used in engineering models. in which D is the bed-form height; l is the bed-form length; g r is a ripple presence factor allowing for the effects of ripples sitting on the back of a dune; and g d is a dune form factor allowing for field scale effects, both of which are taken as unity in the present study except the B3 case in Table 5 (g d ¼ 0 . 7). As suggested by other researchers, the a value can be taken from 16 to 25 and an average value of 20 was used in the present study. These test conditions included steady currents as well as combined waves and currents interacting above ripples, see Tables 1 and 3 .
As can be seen from To clarify the differences between the present model and the approach of van Rijn, 1 Fig. 12 presents the computed effective roughness heights from the present numerical model (crosses) together with the measurements listed in Table 5 (circles) and the corresponding values computed by equations (5) and (6) (straight line). Noticeable divergence can be found at the low and high ends of the bed-form steepness in the figure. Based on the model results, a simple refinement of the approach of van Rijn 1 can be suggested as equation (7) for ripples and equation (8) for dunes
for ripples and The results computed from equations (7) and (8) are also shown in Fig. 12 using broken lines and Table 5 . It is evident that, on average, the new equations give an improved prediction of bed roughness in comparison with the method of van Rijn 1 with a better R 2 value (0 . 72). More importantly, the new formulae closely follow the same trend of the roughness height for the wide range of the bed-form steepness variation as the measurements. Only in few cases, however, the method of van Rijn 1 provides a closer agreement with the measurements than those given by equations (7) and (8), which illustrates the difficulty in attempting to generate a set of universal equations for the full range of bed-forms. Therefore there is a need for more measurement data for the further refinement, as well as the possible necessity of introducing a more complex relationship for evaluating the effective roughness than the simple correlations of equation (5) and (6) .
A further factor believed to have effect on the variability of bed roughness is the geometry of the bed-form. Further tests with the present model in Li 31 show a significant reduction in form drag as the downstream slope of the bed-form (D/l 1 ) is reduced, as shown in Fig. 13 , compared with the results produced in the earlier study of Li and O'Connor, 7 which employed a standard bed-form shape suggested by the Raudkivi 14 tests (see Fig. 4 ). For the bed-form with a sharp crest, the value of a in equation (6) therefore is expected to rise significantly, which may partly explain the three large enhanced roughness values found in the measurements of Li 17 compared with equation (7) in Fig. 12(a) . Based on a detailed intra-wave-period numerical model results, Kim et al. 36 also found a very high a value (41) for sharp-crested ripples under waves.
For the combined wave and current situations, the apparent roughness height k a , due to wave and current interaction above a rough bed, is a very important parameter in boundary layer simulations. In the present study, the apparent roughness was obtained by fitting a logarithmic function through the wave-period-averaged residual flow profile above the bed-form crest. Van Rijn 1 suggests that k a can be related to the near-bed roughness value k s by the following formulae
where f is the angle between the wave and current in degrees and u u u u u r is the depth-mean return flow velocity beneath the wave trough. For the test cases used in this paper, the current is either following or opposing the wave propagation direction and f is therefore set at either zero or 1808. Another widely used approach to evaluate the wave-current interaction is the Fredsøe and Deigaard 12 model in which the instantaneous flow velocity is computed, based on two prescribed logarithmic profiles for outside the boundary layer and inside the boundary layer, respectively, equivalent to a simplified one-dimensional intra-wave-period model, such as in Table 6 . It is worth pointing out that in the method of Fredsøe and Deigaard, 12 no specific formulae for the near-bed roughness calculation was suggested; instead, the measured values of k s or those produced by the present model were used as data input in order to eliminate any additional uncertainties. Meanwhile, a representative regular wave was used to simulate the irregular waves in the experiments of van der Kaaij and Nieuwaar, 28 which was also adopted in the present model, see Li. 31 Overall, the computed resultant k a values by the model are closer to those obtained from the method of Fredsøe and Deigaard 12 than those of the approach of van Rijn, 1 independent of wave and current relative strength (Table 6 ). However, in three cases, T10,10, T12,10 and T15,10, the computed roughness height by the present model agrees better with that predicted by the formula of van Rijn, 1 which may suggest that better prediction can be achieved using equation (10) for relatively larger ripple steepness and wave/current ratios (U U U U U 1 /U U U U U c ). These differences also indicate that with a proper use of near-bed roughness, the conventional one-dimensional engineering approach, such as the method of Fredsøe and Deigaard, 12 is also likely to provide better flow profiles than the simple parameterised formula.
In the present work, model results for wave alone tests listed in Table 2 were also examined to determine the wave friction factor, f f f f f w , which was then compared with the approaches of Swart, 38 Antunes do Carmo et al. 39 and Soulsby et al. 40 ( Fig. 14(a) ). In these friction factor evaluations, the effective ripple roughness height k s from the present model were used instead of any empirical formula. Overall, the present model seems to follow the approaches of Antunes do Carmo et al. 39 and Swart 38 reasonably well for all A/k s values as shown in Fig. 14(a) . It can be clearly seen that the results obtained from the approach of Soulsby et al. 40 differ from those produced by other approaches for small A/k s values, in particular, when A/k s , 3.
For each combined wave-current case in Table 3 , the computed maximum shear stress (t t t t t max ) was also compared with the approach of Soulsby and Clarke 41 defined based on the depth-mean current velocity as shown in Fig. 14(b) .
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It should be noted that the effective roughness height computed by the present model was employed in the estimations of t t t t t max in the method of Soulsby and Clarke. 41 The model results reasonably agree with those from the approach of Soulsby and Clarke 41 within an error of factor of 2, except for the two occasions of overprediction, which can be considered to be satisfactory in engineering applications. This agreement to a certain extent indicates the ability of the present model to predict the near-bed shear stresses under the combined wave and current conditions above rippled beds. The two overestimated points found in the T36 and T38 tests of Villaret and Perrier 27 may be explained by the laboratory-scale effect due to the use of small laboratory facilities whereas the results of the approach of Soulsby and Clarke 41 are primarily calibrated from field measurements.
In Fig. 15 , the spatially-averaged model results from tests listed in Tables 1, 2 and 3 with mobile beds were also compared with the van Rijn 1 predictions of near-bed reference concentration (c a )
calculated by the following formulae
where a is the reference height (1/2 bed-form height); t t t t t 0 is the grain related bed-shear stress; t t t t t cr is the critical bed shear stress for initiation of sediment movement; s ¼ r s /r is the relative density of the sediment; n n n n n is the fluid viscosity and r s is the density of the sediment. These tests include a steady current above a large sandy dune (Soulsby et al. 40 ), waves above vortex ripples (Steetzel 26 ), and combined wave and current above vortex ripples (van der Kaaij and Nieuwaar 28 ). It was found that for these tests equation (12a) provided a realistic prediction of c a (within +100%). At the same time, it is also evident that under waves alone, equation (12a) seems likely to underpredict the near-bed reference concentration c a , whereas for the combined wave and current conditions, it tends to overpredict the c a value. To further improve equation (12a) for the combined waves and current situation, which is more desirable for engineering applications, a simple modification, as shown in Fig. 15 , is also suggested as follows (T36-wave with following current, T38-wave with opposing current, T T T T T t -total transport rate and T T T T T wave -wave related transport rate)
Due to the fact that equation (13) was based on the results for combined wave and current cases, it can be seen that it is less suitable to those cases with wave or current alone that are shown in Fig. 15 . However, such a simple modification reveals the possible improvement for equation (12a) that can be made using the present numerical model results given more comparison tests are available.
CONCLUSIONS
Detailed model results obtained from a new three-dimensional numerical boundary layer model on hydrodynamics and sediment transport have been presented and analysed in this paper. The model tests included a wide range of current alone, wave alone and wave-current combined conditions on both the laboratory and field scales. Comparisons were made against the measurements, results calculated by commonly used formulae, as well as those from other numerical models, with satisfactory agreements.
By spatial and temporal averaging, the computed bed roughness, near-bed reference concentration, wave-induced and total suspended sediment transport have also been analysed and parameterised for engineering use with the aim of taking account of the effect of small-scale bed-form features and to provide better accuracy than the existing approaches. As a result, a new bed roughness formula has been suggested for various ripple and dune dimensions in equations (7) and (8 These two are important aspects in sediment transport predictions. Such improvements can now be readily implemented in engineering morphodynamic modelling systems. Clearly, for generic applications, the present model requires further calibration and parameterisation with more available laboratory and field data for various flow conditions and sediment characteristics. However, the model can be easily customised for a specific site to generate more detailed and accurate information on sediment transport for engineering use.
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