EXPERIMENTS
DLS measurement were conducted at 24˚C using a ZEN 3600 Zetasizer NanoZS from Malvern (4 mW helium-neon laser of wavelength 633 nm). Detector angle was set to backscattered mode (173˚) to minimize the effect of backscattering interference in the concentrated solutions. Triplicate measurements were made with regard to solvent (heptane). The average particle size measurement is presented below along with the raw correlation data and size distribution intensity for the solutions (a) to (d). The particle size determined by dynamic light scattering is the size of a sphere that moves in the same manner as the scatter so that anisotropy is not taken into account. The particle size includes the hydrocarbon chains of the clusters that are ignored in SAXS and lead to larger average measurement. Inelastic collisions that arise from attractive interactions between aggregates will also increase the average particle size measured with DLS as the technique does not distinguish between the small interacting clusters and the larger flocculates.
In solution (a) attractive interactions between aggregates are lowest and the particle size measured with DLS is only slightly larger than that determined from Baxter modelling of SAXS data (18.5 Å versus 11 Å), as would be expected from a sphere that includes that amphiphile aliphatic chains. For solution (b) the DLS size measurement is significantly larger than the Baxter model measurement (54.1 Å versus 19 Å), which could be from the increased inter-cluster interactions measured in this solution. This is true to a lesser extent for solution (c) (36.2 Å versus 17 Å). Solution (d) shows that largest difference between DLS particle size and Baxter model particle size (91.1 Å versus 20 Å), which may be due to this solution having the strongest inter-cluster interactions that would lead to greater flocculation of small aggregates into large particles. The DLS measurements are generally supportive of the SWAXS data analysis in that larger particles form when acid and/or Eu(III) are incorporated into the clusters. They also suggest that the attractive inter-aggregate interactions are leading to larger overall assemblies. 
Vibrational Spectroscopy
Vibrational spectra were obtained using a Nicolet Nexus 870 FT-IR spectrometer with an HATR attenuated reflectance accessory containing a diamond resolution element.A drop of organic solution (a-d) was put onto the surface and sealed with a glass adapter to prevent evaporation. IR spectra were obtained from 4000−600 cm −1 by collecting 18 scans at 2 cm 1-resolution. In the region corresponding to the bands relevant to the aggregating molecular groups the spectra are complex, showing numerous overlapping peaks, making quantitative analysis difficult. However, some qualitative conclusions may be drawn regarding the coordination interactions between the ligands and metal ion when comparing the spectra in the 1000 to 1700 cm -1 range (see figure below) . The peaks at 1600-1700 correspond to the C=O stretch of the malonamide ligand, and these shift and change in intensity from (a)-(d). Particularly, the solutions that contain Eu (b and d) show a pronounced peak at 1610 cm -1 that is absent in the solutions without Eu. This suggests that the carobonyl malonamide Os are coordinating to the metal ion, in agreement with the MD simulations (see figure S7 ) as well as other publications. [2] [3] The different shifts in the peaks at 1300cm -1 may arise from a difference in nitrate density. Our previous work has indicated that monodentate nitrate prevails in malonamide-heptane solutions under acidic conditions whereas significant bidentate mode persists under neutral, which may account for these shifts.
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Figure S2. Vibrational spectroscopy of the four systems investigated.
Tensiometry
Interfacial tensions (IFT) of the DMDOHEMA systems were measured with a Drop Shape Analyser DSA100 Krüss tensiometer by the pendant drop method (from bottom). In this configuration, drops of organic phases are formed at the tip of hook-shaped needle immerse in an aqueous solution by fine control of the pushing syringe thanks to a micrometric screw. The DSA100 is combined with a high speed ½" CCD sensor camera to analyze the shape of the drop. The shape of the drop is related to the IFT by the equation:
(1) where γ is the IFT, r is the radius of the tip of the needle, g is the gravity acceleration and m the mass of the drop. Knowing the density of the organic and the aqueous phases, the CCD camera analyzes the shape of the drop through the DSA4 software to determine its volume and therefore its mass m using the known density of the organic solution.
In order to determine the monomer concentration to help fit the SAXS data with the Baxter model, a series of tensiometry measurements was performed for each system. IFT was measured for a given 
SWAXS Data Collection
SWAXS data were collected at the Advanced Proton Source (APS) at Argonne National Laboratory using beamline 12-ID-C. Samples were contained in 2 mm diameter quartz capillary tubes (Charles Supper Co., 20-QZ) at ambient conditions. The incident photon energy of 19.0 keV gave good X-ray transmittance for data acquisition. 2D scattering profiles were acquired in 0.5 s exposure times with a MAR-CCD-165 detector (MAR USA), which has a 165 mm diameter active area and a 2048 by 2048 pixel resolution. The sample-to-detector distance was such as to provide a detecting range for momentum transfer of 0.04 < q(Å -1 ) < 2.41. The scattering vector, q, was calibrated using a silver behenate standard. The 2D scattering images were corrected for spatial distortion and detector sensitivity and then radially averaged to produce plots of scattered intensity, I(q) versus q, in which q = 4πsinθ/λ, 2θ is the scattering angle and λ is the wavelength of the X-rays, following standard procedures. The I(q) data were put on an absolute scale (cm -1
) by calibration with water (18 MΩcm) scattering after background subtraction.
SAXS Data Interpretation
In the absence of aggregation (below the critical micelle concentration), the extractant monomers produce a weak scattering signal. SAXS data were collected from 0.01 M DMDOHMEA solution in n-heptane to establish the scattering contribution from the monomers after subtracting the heptane background. After putting onto absolute scale (as above), this data was used as a second background that was subtracted from the heptane-subtracted SAXS data after establishing the monomer concentration in samples (a)-(d) using tensiometry (see below). The double-background subtracted normalized SAXS data were interpreted using the GIFT method and Baxter model as described below. (ii) SAXS contribution from the aggregates after heptane solvent and monomer contributions are subtracted and data put into absolute units.
GIFT Method
As described in our previous publication, 1 the GIFT method [5] [6] [7] was used to obtain p(r) functions (structure information in real space) from scattering data in q space. GIFT interprets the globular particle system, I(q) = nP(q)S(q), where P(q) is the average form factor (corresponding to the shape and size of the scattering particles), S(q) is the average structure factor (from inter-particle interactions), and n is the number of particles per unit volume. P(q) is the Fourier transformation of its real space counterpart, p(r), according to:
This means that, to deduce p(r), the inverse Fourier transformation (IFT) of an experimental P(q) must be calculated. In concentrated interacting systems, such as those involved in solvent extraction, the structure factor, S(q), must be modeled and subtracted from the scattering data, I(q), to give P(q) from which p(r) is derived. The selection of the appropriate structure factor model is key to achieve coherent p(r) functions from GIFT, and the model selected in the present study was the Percus-Yevick (PY) closure relation 8 that has been shown to closely approximate the interaction effects of micelles in SAXS studies from numerous solvent extraction systems. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] The PY closure relation for hard spheres solves the Ornstein-Zernicke equation on the principle that hard sphere potential is zero if the particles do not overlap, and infinity if they do (approximating the structure factor that results from the excluded volume effect). The resulting structure factor depends on radius and volume fraction of particles, with a modification to include polydispersity with a distribution function.
The PY closure relation structure factor is simple, fast and can even be used for non-hard sphere interaction potentials as many potentials behave similarly to effective hard spheres. 21 According to Glatter, 5 this structure factor model holds true for deviations from hard spheres and for deviations from perfect spherical symmetry, soliciting its use to evaluate scattering data of interacting elongated particles. This has been demonstrated in a string of recent publications by Shrestha and co-workers, who used the GIFT in combination with the PY closure relation to interpret SAXS data from interacting non-ionic surfactant reverse micelle systems in non-polar media (similar to solvent extraction organic phases). [22] [23] [24] [25] [26] These studies were effective in showing the growth of spherical particles into elongated worm-like aggregates. A detailed discussion of the PY closure relation model in the GIFT treatment of SAXS data is given in a recent review article by Otto Glatter. 
Baxter Model
In order to obtain metric information about the aggregation in the different systems, SAXS data were fitted using the Baxter model as used by many before [3] [4] [5] [6] [7] . The scattered intensity I(q), after subtraction of the contribution of the diluent and the capillary, is given by the equation (3):
with n P the number of scattering particles per unit of volume, − the contrast factor between the scattering particles and the bulk of the solution, i.e. in the case of SAXS experiment the difference of electron density, P(q) the form factor of the scattered particle, describing the angular scattering distribution as a function of the particle size and shape and S(q) the structure factor, which relates to the interactions between the scattering particles. As scattering particles exist in different shape, for example spherical, ellipsoidal, rod-shaped etc., the form factor P(q) can have different analytical expression [8] . However, the structure factor S(q) has only one known analytical expression. The Percus-Yevick approximation applied to a mono-dispersed spherical particles system has been resolved by Baxter to provide an analytical expression of the structure factor [9] . This model has the advantage to contain two essential characteristics of a real potential, a repulsion of the cores interacting, also called hard sphere volume exclusion effect, and a narrow attractive tail, corresponding to the attractive interaction of the particles leading to a non-elastic collision. The attractive interaction energy U(r), depending of the distance r between the interacting particles, is given by the equation (4):
where d hs is the diameter of the hard sphere, ℎ − represents the width of the narrow rectangular attractive well and τ is the inverse of the stickiness parameter τ -1 which is used in the numerical resolution of the Baxter model.
Therefore, the SAXS data can be fitted using the Baxter model which requires the optimization of three parameters: the monomer concentration, which is determined in this case by the tensiometric measurements for each solution; the average aggregation number N, from which the volume and number of the scattering particles can be derived; and the stickiness parameter τ -1 which accounts of the attractive interaction between the particles. The interparticle attraction potential energy U(r) was calculated thanks to the equation (4) with an extremely narrow attractive well, corresponding to a maximum of 10% of the diameter of the hard sphere, using the τ parameter determined by fitting the SAXS data. 
ATOMISTIC MOLECULAR DYNAMIC SIMULATIONS
Classical MD simulations are performed using GROMACS (version 4.5.5). 27 For the molecules of DMDOHEMA, n-heptane, the OPLS-AA force field 28 is chosen, with correction for long hydrocarbons (i.e., the L-OPLS force field 29 ). The TIP3P-MOD water model 30 is employed as recommended by the L-OPLS force field. The L-OPLS force field has shown to be capable of improving the OPLS-AA force field in reproducing experimental properties for long hydrocarbon chains, e.g., density, heat of vaporization, gel-to-liquid-phase transition, chain conformation, diffusion coefficient, viscosity and solvation free energy. 29 And the utilization of TIP3P-MOD water model has presented good agreements regarding the solvation free energy of several long hydrocarbon organic molecules. 29 The force field parameters of Eu 3+ have been reported in Ref. [ 31 ] , with those of the counterion NO 3 -from the original OPLS-AA force field. 28 The force field parameters of HNO 3 are based on the OPLS-AA force field with the atomic partial charges from Ref. [32] . All these force field parameters have been employed in our very recent work.
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The concentrations of all the solute species in the four systems (a) -(d) are based on the experimental data, which are provided in Table 1 34 In the present work, only the four organic solutions (a)-(d) are employed for the convenience of comparison. The numbers of the compounds are listed in Table S1 . 2 Annealing/production simulations, both using simulation box length of around 7.2 nm.
To speed up the self-assembly process, two methods were employed. Firstly, smaller initial structures were employed, which are 1/8 as large as the targeted solution in Table S1 . As illustrated in Figure S6 , all the species were randomly distributed initially using the package Packmol. 35 After some preliminary equilibration, the annealing method was subsequently employed. During the annealing process, the temperature of the system was increased from 298K to 363 K in the duration of 0.5 ns, maintained at 363 K for another 0.5 ns, and then cooled down to 298 K within 0.5 ns. The system was finally maintained at 298 K for another 3.5 ns. See Figure S7 . The solution density and total potential energy were recorded ( Figure S8) . Moreover, the C3-C3 radial distribution function (RDF) was calculated based on the frames in the last 3 ns of each annealing cycle (298 K). The annealing process was repeated for 3 or 5 times until the obtained C3-C3 RDF becomes converged ( Figure S8 ). Note that in the annealing simulations, all the simulation parameters are the same as those used in the production simulations below. The annealing simulations were followed by further equilibration of 50 ns at 298 K. These simulation boxes were enlarged 2 × 2 × 2 = 8 times larger (in × × dimensions), leading to the simulation sizes in Table S1 . The simulation parameters were the same as those in the production simulations below.
In the production simulations, the NTP ensemble (constant number of particles, temperature, and pressure) was used. The reference temperature was set to be 298 K, with the solvent (n-heptane) and solute separately coupled using the velocity rescaling algorithm. The pressure of the system was coupled to 1 bar using the Parrinello-Rahman algorithm. The three-dimensional periodic boundary condition was employed. The neighbor searching was performed up to the distance of 1.5 nm. The long-range Coulomb interactions were calculated using the Particle Mesh Ewald (PME) method with a grid real spacing of 0.12 nm and cubic interpolation. The switch function between 1.0 nm and 1.2 nm was employed for the van der Waals interactions to smooth the forces and potential function, in combination with the longrange dispersion correction for energy and pressure. A simulation integration timestep of 2.5 fs was used with all the covalent bond lengths constrained via the LINCS algorithm. 36 Each of the simulations was performed for the duration of at least 25 ns (Table S1 ). The snapshots of the last frames were provided in Figure S9 .
Scheme S2. Schematic representation of the simulation methodology. (a) All the molecules were randomly distributed initially in a box ~8 nm in each dimension ( Figure S6 ). (b) The annealing simulation was performed to speed up the aggregation behavior, whose convergence is justified by Figure S8 . (c) The systems were further equilibrated for 50 ns. (d) Each of the simulation is enlarged to be 8 times larger (~16 nm in each dimension), which is necessary for the calculation of the low-q range of the SWAXS. The snapshots of the last frames are provided in Figure S9 .
Calculation of the Scattering Intensity of SWAXS From Atomistic MD Simulations
As far as we know, Guilbaud and co-works performed the first calculations of SWAXS for amphiphile-oil systems with 37 or without 38 metal ions by means of atomistic MD simulations in 2014. In their work, the structure factor ( ) was calculated using the package nMoldyn.
where q stands for the wave vector, Z for the atomic number, N for the total number of diffusing sites, and r for the their position vector. However, it is the scattering factor ( ) which is directly obtained from SAXS experiments. To make the scattering experiment and simulation calculations comparable, an effective atomic form factor is required.
where ̅ ( ) denotes the effective atomic form factor averaged over all the existing element types in the simulation boxes. 40 In the present work, we are using a different method, which is capable of calculating the scattering intensity ( ) directly. That is to say, no assumption of the effective atomistic form factor is necessary. In GROMACS, the program g_saxs, which is the same as "g_rdf -sq" in GROMACS versions earlier than 5.0, prints out the rescaled scattering intensity ( ), which is normalized by the amount of atoms per simulation frame.
where the polarization factor ( ) = [1 + 2 (2 )] 2 ⁄ . Note that under the Bragg's law, = 4 ⁄ , where is the scattering angle and denotes the wavelength of the incident X-ray. It is necessary to note that in this algorithm, all other correction terms other than the polarization correction are ignored, e.g., X-ray adsorption, temperature (i.e, the B-factor). And 〈… 〉 stands for the average over all the orientations of the reciprocal vector = (ℎ, , ) = 2 ( , ⁄ , ⁄ ⁄ ) in the three dimensional space, where , and are integer numbers, and (X, Y, Z) represents the box edge length in the corresponding dimension. Therefore, the reciprocal vector q is varied by systemically adjusting , , . The structure factor ( ) is:
or equivalently,
= ( , , ) denotes the coordinate of atom j. The atomic scattering factors ( ) have been reported by Cromer and Mann using Hartree-Fock wave function, and fitted using the following analytical function:
The fitting parameters, , , and c (i = 1, 2, 3, 4), have been obtained for neutral atoms from He to Lw and for most ions through Lu 3+ . Note that the atomic scattering factor becomes the atomic number Z under the condition of = 0 (i.e., q = 0).
The scattering intensity, Eq. (7), is consequently rewritten as
Calculation of the Dipolar Energy between Neighbor Aggregates from Atomistic MD Simulations
Given the overall charge neutral feature of metal-centered reverse micelles in the systems investigated, the monopole interactions between the neighbor, charge neutral aggregates is reasonably expected negligible. The attractions between neighbor aggregates are supposed to originate from dipolar interactions or higher levels of multipolar interactions between them. To quantify this hypothesis, the dipolar interactions are calculated between neighbor metal-centered mononuclear aggregates. It is obtained in the follow processes:
1) The distances between all Eu-centered mononuclear aggregates, r, are calculated, with all the higher levels of oligomers excluded. Those Eu-Eu neighbors whose distances are within the range of 1.0 nm and 1.2 nm are labeled. These calculations are based on the coordinates of Eu 3+ ions, which serve as the centers of the aggregates. This distance range corresponds to where the intercluster interactions dominate, as illustrated in Figure 8 in 3) The dipole moment of the aggregate is thus calculated by
Note the Eu 3+ ion is considered as the center of the aggregate, and ⃗⃗⃗⃗⃗ denotes the coordinate of atom a on the coordinating ligands. It is noteworthy that only the headgroup atoms of the DMDOHEMA molecules are taken into account in Eq. (12) . It is noteworthy that these Eucentered mononuclear aggregates are calculated to be exclusively charge neutral throughout the simulation trajectory, which is a prerequisite for a unique definition of dipole moment. 41 4) The dipolar interaction energy between clusters i and j is thus obtained by 
where ⃗⃗⃗⃗, ⃗⃗⃗⃗ is the dipole moment of clusters i and j, respectively; ̂ stands for the unit vector between the two Eu 3+ ions whose distance r is within the range of 1.0 and 1.2 nm.
5) The calculations (steps 1 -4) are performed for all the aggregates throughout the simulation durations. The distribution of the calculated dipolar energies is provided in Figure S10 . Figure S11 . RDF between Eu-Eu and Eu-DMDOHEMA headgroup. The C3 atom (Scheme S1) is used to approximately represent the center of the DMDOHEMA headgroup. Two short Eu…C3 peaks in the RDF appear at around 4.1 Å and 4.7 Å, corresponding to bidentate and monodentate malonamide binding mode, respectively. Published crystal structures of Pr(III) nitrate complexes with alkyl malonamide ligands (although not DMDOHEMA as this does not crystalize) show bidentate Pr…C3 distances of 4.021 A, which is close to the bidentate Eu…C3 distance measured in our simulations. 3 Only bidentate mode appears in the solid state structures for lanthanide-malonamide complexes and unfortunately no crystal structures of Eu(III) nitrate with coordinatively bonded malonamides showed up in our search of the crystallography database. 
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