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定义5 如果属性 aÎC 满足γC-{a}γC，则称属性a为不可缺
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Abstract：After analyzing the existence fast updating algorithm for computing an attributes core based on discernibility ma-
trix——FUAC，this paper points out the reason that the FUAC has so high space complexity.Then an improved fast updat-
ing algorithm is proposed，which does not store discernibility matrix.Theoretical analysis shows that the improved incremental
updating algorithm of the computation of a core has linear space complexity.
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{aÎC:f (xia)¹ f (xja)}
当f (xiD)¹ f (xjD)且xiÎU1xjÎU1











for 任意 xÎU2 do










定理1[5] 对于信息系统 IS，若记 IDM（C，M1）={mij|mijÎM2
且 mij为单个属性}，则有 IDM（C，M1）=Core（C），即当且仅当
某个mij为单个属性时，该属性属于核Core（C）。

















{aÎC:f (xia)¹ f (xja)}
当f (xiD)¹ f (xjD)且xiÎU1xjÎU1




















for each xiÎU1 do
for each xjÎU1ÈU2 do {
mij=Φ；
flage=0；
if ((xjÎU1，f（xi，D）!=f（xj，D） and i>j））|| xjÎU2）
for each aÎC {
flage++；


















若不一致对象个数 c=2且与 x不一致的对象为 y，则U1=


























































表1 数据表（I） 表2 数据表（II）
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if xÎU1 then {




for each aÎC {
flage++；











else if xÎU2 then {
找出U2中所有与 x不一致的对象 x1，x2，…，xk；不一致对象
个数记为k（含x）；
for each xiÎU1 do {//把 DMSC（C）中的与 x 相关的核
属性删除
mij=Φ；flage=0；
for each aÎC {
flage++；




if （k=2 且相应的 count>2）then 从 DMSC（C）删除
（mij，count）后插入（mij，count-2）；













for each aÎC {
flage++；








}//end for each xiÎU1 È U2
}//end else if 不一致对象个数c=2
















当 x Î U2 时，最多计算时间为 O（|U1|+|U2|+|U1|+|U2|+
|U1|+|U2|）=O（3*|U1|+3*|U2|）。
所以算法2的时间复杂度为O（|U1|+|U2|），与优化快速核
更新算法OFAUC的O（|U1|+| U2' |）相当。算法 2空间复杂度
为 O（|C|）显著低于 OFAUC 的 O（|U1|*（|U1|+| U2' |））；特别的
在一致决策表中，OFAUC的时间复杂度为O（|U|2），此时U1=U。
4 实验
在内存为 1 024 MB，CPU 为 PIV 2.9 GHz，操作系统为
Windows XP的联想PC上，Eclipse下 Java实现了文献[5]优化
后 的 FUAC 及 文 中 的 算 法 2。 标 记 优 化 后 的 FUAC 为





IOFUAC的输入），然后从 8 124个对象中依次选择 200、500、
800、1 124个对象作为增量，实验结果如图1所示。
（2）由蘑菇数据库生成 8 000个对象，其中不一致对象数
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