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LIE SUPERALGEBRAS AND IRREDUCIBILITY OF
A
(1)
1 –MODULES AT THE CRITICAL LEVEL
DRAZˇEN ADAMOVIC´
Abstract. We introduce the infinite-dimensional Lie superalgebraA and con-
struct a family of mappings from certain category of A–modules to the cat-
egory of A
(1)
1 –modules of critical level. Using this approach, we prove the
irreducibility of a large family of A
(1)
1 –modules at the critical level parame-
terized by χ(z) ∈ C((z)). As a consequence, we present a new proof of irre-
ducibility of certain Wakimoto modules. We also give a natural realizations
of irreducible quotients of relaxed Verma modules and calculate characters of
these representations.
1. Introduction
In the analysis of certain Fock space representations of infinite-dimensional Lie
(super)algebras, one of the main problem is to prove irreducibility of these represen-
tations. Irreducible highest weight representations of affine Lie algebras of critical
level can be realized by using certain bosonic Fock representation, called the Waki-
moto modules (cf. [W], [FF], [FB], [F], [S]). Irreducibility of certain Wakimoto
modules gave a very natural proof of the Kac-Kazhdan conjecture on characters
of irreducible representations of critical level (cf. [KK]). On the other hand, the
category of representations of critical level is much richer than the category O. So
one can investigate the modules outside the category O and try to understand their
structure.
In particular one can investigate the relaxed Verma modules, their irreducible
quotients and the corresponding characters. Such kind of representations appeared
in the context of representation theory of the affine Lie algebra ŝl2 on non-critical
levels (cf. [FST], [AM]). In the present paper we shall demonstrate that these
relaxed representations appear naturally at the critical level and should be included
in the representation theory at this level. We will give a free field realization of the
irreducible quotients of relaxed Verma modules of critical level and calculate their
characters in the case of affine Lie algebra ŝl2.
Outside the critical level, the representation theory of affine Lie algebra A
(1)
1 is
related to the representation theory of the N = 2 superconformal algebra. In [FST],
2000 Mathematics Subject Classification. Primary 17B69, Secondary 17B67, 17B68, 81R10.
Key words and phrases. vertex superalgebras, affine Lie algebras, Clifford algebra, Weyl alge-
bra, lattice vertex algebras, critical level.
Partially supported by the MZOS grant 0037125 of the Republic of Croatia.
1
2 DRAZˇEN ADAMOVIC´
the authors constructed mappings between certain categories of representations of
ŝl2 and N = 2 superconformal algebra. In the context of vertex algebras these
mappings was considered in [A1]. But at the critical level the representation theory
of ŝl2 is very different to the representation theory outside the critical level. In
particular, the associated vertex algebra N(−2Λ0) contains an infinite-dimensional
center (cf. [F]).
In the present paper we find an infinite-dimensional Lie superalgebra A with the
important property that its representation theory is related to those of ŝl2 at the
critical level. This algebra has generators G±(r), T (n), S(n), r ∈ 12 + Z, n ∈ Z,
which satisfy the following relations
[S(n),A] = [T (n),A] = 0
{G+(r), G−(s)} = 2S(r + s) + (r − s)T (r + s)− (r2 −
1
4
)δr+s,0
{G+(r), G+(s)} = {G−(r), G−(s)} = 0
for all n ∈ Z, r, s ∈ 12 + Z.
The main difference between our algebra A and the N = 2 superconformal
algebra is in the fact that A contains large center and that it doesn’t contain the
Virasoro and Heisenberg subalgebra. Next we consider the vertex superalgebra V
associated to a vacuum representation for A. This vertex superalgebra is introduced
in Section 4 as a vertex subalgebra of F ⊗ M(0), where F is a Clifford vertex
superalgebra andM(0) a commutative vertex algebra. Then following [A1] we show
that there a non-trivial vertex algebra homomorphism g : N(−2Λ0) → V ⊗ F−1,
where F−1 is a lattice vertex superalgebra associated to the lattice Zβ, 〈β, β〉 = −1.
This result allows us to construct N(−2Λ0)–modules from V–modules. Moreover,
we prove that if U is an irreducible V–module satisfying certain grading condition,
then U ⊗F−1 = ⊕s∈ZLs(U) is a completely reducible N(−2Λ0)–module. Therefore
every component Ls(U) is an irreducible A
(1)
1 –module at the critical level. It is
important to notice that the irreducibility result is proved by using the theory of
vertex algebras (cf. Lemma 6.1).
In this way the problem of constructing irreducible A
(1)
1 –modules is reduced
to the construction of irreducible V–modules. But on irreducible V–modules, the
action of the Lie superalgebra A can be expressed by the action of generators of
infinite-dimensional CLifford algebras. By using this fact, in Section 5 we prove
the irreducibility of a large family of V–modules. These modules are parameterized
by χ(z) ∈ C((z)). In Section 6 we construct mappings Ls which send irreducible
V–modules to the irreducible ŝl2 modules at the critical level. As an application,
in Section 7 we present a proof of irreducibility of a large family of the Wakimoto
modules. In Section 8 we study the irreducible highest weight ŝl2–modules of critical
level. In particular, we study the simple vertex algebra L(−2Λ0). In Section 9 we
get realization of irreducible quotients of relaxed Verma modules. It turns out that
these irreducible modules can be realized on certain lattice type vertex algebra.
32. Vertex algebra N(kΛ0)
We make the assumption that the reader is familiar with the axiomatic theory of
vertex superalgebras and their representations (cf. [DL], [FHL], [FLM], [LL], [K2],
[Z]).
In this section we recall some basic facts about vertex algebras associated to
affine Lie algebras (cf. [FZ], [Li1], [MP]).
Let g be a finite-dimensional simple Lie algebra over C and let (·, ·) be a non-
degenerate symmetric bilinear form on g. Let g = n− + h + n+ be a triangu-
lar decomposition for g. The affine Lie algebra gˆ associated with g is defined as
g⊗C[t, t−1]⊕Cc where c is the canonical central element [K1] and the Lie algebra
structure is given by
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tn+m + n(x, y)δn+m,0c.
We will write x(n) for x⊗ tn.
The Cartan subalgebra hˆ and subalgebras gˆ+, gˆ− of gˆ are defined by
hˆ = h⊕ Cc, gˆ± = g⊗ t
±1
C[t±1].
Let P = g⊗ C[t]⊕ Cc be upper parabolic subalgebra. For every k ∈ C, let Cvk
be 1–dimensional P–module such that the subalgebra g⊗C[t] acts trivially, and the
central element c acts as multiplication with k ∈ C. Define the generalized Verma
module N(kΛ0) as
N(kΛ0) = U(gˆ)⊗U(P ) Cvk.
Then N(kΛ0) has a natural structure of a vertex algebra. The vacuum vector is
1 = 1⊗ vk.
The vertex algebra N(kΛ0) has very rich representation theory. Let U be any g–
module. Then U can be consider as a P–module. The induced gˆ–module N(k, U) =
U(gˆ)⊗U(P ) U is a module for the vertex algebra N(kΛ0).
LetN1(kΛ0) be the maximal ideal in the vertex algebraN(kΛ0). Then L(kΛ0) =
N(kΛ0)
N1(kΛ0)
is a simple vertex algebra.
Let now g = sl2(C) with generators e, f , h and relations [h, e] = 2e, [h, f ] = −2f ,
[e, f ] = h. Let Λ0, Λ1 be the fundamental weights for gˆ.
For s ∈ Z, we define Hs = −sh2 . Then (H
s, h) = −s.
Define
∆s(z) = z
Hs(0) exp
(
∞∑
n=1
Hs(n)
−n
(−z)−n
)
.
Applying the results obtained in [Li2] on N(kΛ0)–modules we get the following
proposition.
Proposition 2.1. Let s ∈ Z. For any N(kΛ0)–module (M,YM (·, z)),
(πs(M), Y
s
M (·, z)) := (M,YM (∆(H
s, z)·, z))
is a N(kΛ0)–module. πs(M) is an irreducible weak N(kΛ0)–module if and only if
M is an irreducible weak N(kΛ0)–module.
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By definition we have:
∆(Hs, z)e(−1)1 = z−se(−1)1,
∆(Hs, z)f(−1)1 = zsf(−1)1,
∆(Hs, z)h(−1)1 = h(−1)1− skz−11.
In other words, the corresponding automorphism πs of U(gˆ) satisfies the condi-
tion:
πs(e(n)) = e(n− s), πs(f(n)) = f(n+ s), πs(h(n)) = h(n)− skδn,0.
In the case s = −1, one can see that
π−1(L((k − n)Λ0 + nΛ1)) = L(nΛ0 + (k − n)Λ1), for every n ∈ Z≥0.
It is also important to notice the following important property:
πs+t(M) ∼= πs(πt(M)), (s, t ∈ Z).
In particular,
M ∼= π0(M) ∼= πs(π−s(M)).
Lemma 2.1. Let x ∈ C. Assume that U is an irreducible N(kΛ0)–module which
is generated by the vector vs (s ∈ Z) such that:
e(n− s)vs = f(n+ s+ 1)vs = 0 (n ≥ 0),(2.1)
h(n)vs = δn,0(x+ ks)vs (n ≥ 0).(2.2)
Then
U ∼= π−s(L((k − x)Λ0 + xΛ1).
Proof. We consider the N(kΛ0)–module πs(U). By construction, we have that
πs(U) is an irreducible highest weight gˆ–module with the highest weight (k−x)Λ0+
xΛ1. Therefore, πs(U) ∼= L((k − x)Λ0 + xΛ1), which implies that
U ∼= π−s(πs(U)) ∼= π−s(L((k − x)Λ0 + xΛ1)),
and the Lemma holds. 
3. Clifford vertex superalgebras
The Clifford algebra CL is a complex associative algebra generated by
Ψ±(r), r ∈ 12 + Z,
and relations
{Ψ±(r),Ψ∓(s)} = δr+s,0; {Ψ
±(r),Ψ±(s)} = 0
where r, s ∈ 12 + Z.
Let F be the irreducible CL–module generated by the cyclic vector 1 such that
Ψ±(r)1 = 0 for r > 0.
5A basis of F is given by
Ψ+(−n1 −
1
2 ) · · ·Ψ
+(−nr −
1
2 )Ψ
−(−k1 −
1
2 ) · · ·Ψ
−(−ks −
1
2 )1
where ni, ki ∈ Z≥0, n1 > n2 > · · · > nr, k1 > k2 > · · · > ks.
Define the following fields on F
Ψ+(z) =
∑
n∈Z
Ψ+(n+ 12 )z
−n−1, Ψ−(z) =
∑
n∈Z
Ψ−(n+ 12 )z
−n−1.
The fields Ψ+(z) and Ψ−(z) generate on F the unique structure of a simple
vertex superalgebra (cf. [Li1], [K2], [FB]).
Define the following Virasoro vector in F :
ω(f) =
1
2
(Ψ+(− 32 )Ψ
−(− 12 ) + Ψ
−(− 32 )Ψ
+(− 12 ))1.
Then the components of the field L(f)(z) = Y (ω(f), z) =
∑
n∈Z L
(f)(n)z−n−2
defines on F a representation of the Virasoro algebra with central charge c(f) = 1.
Set
J (f)(z) = Y (Ψ+(− 12 )Ψ
−(− 12 )1, z) =
∑
n∈Z
J (f)(n)z−n−1.
Then we have
[J (f)(n),Ψ±(m+ 12 )] = ±Ψ
±(m+ n+ 12 ).
Let F˜ = KerFΨ
−(12 ) be the subalgebra of the vertex superalgebra F generated
by the fields
∂Ψ+(z) =
∑
n∈Z
−nΨ+(n− 12 )z
−n−1 and Ψ−(z) =
∑
n∈Z
Ψ−(n+ 12 )z
−n−1.
Then F˜ is a simple vertex superalgebra with basis
Ψ+(−n1 −
1
2 ) · · ·Ψ
+(−nr −
1
2 )Ψ
−(−k1 −
1
2 ) · · ·Ψ
−(−ks −
1
2 )1(3.3)
where ni, ki ∈ Z≥0, n1 > n2 > · · · > nr ≥ 1, k1 > k2 > · · · > ks ≥ 0.
Let F = KerFΨ
−(12 )∩KerFΨ
+(12 ) be the subalgebra of the vertex superalgebra
F generated by the fields
∂Ψ+(z) =
∑
n∈Z
−nΨ+(n− 12 )z
−n−1 and ∂Ψ−(z) =
∑
n∈Z
−nΨ−(n− 12 )z
−n−1.
Then F is a simple vertex superalgebra with basis
Ψ+(−n1 −
3
2 ) · · ·Ψ
+(−nr −
3
2 )Ψ
−(−k1 −
3
2 ) · · ·Ψ
−(−ks −
3
2 )1(3.4)
where ni, ki ∈ Z≥0, n1 > n2 > · · · > nr, k1 > k2 > · · · > ks.
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4. The vertex superalgebra V
In this section we shall define the vertex superalgebra V and study its represen-
tation theory. The vertex superalgebra V contains a large center. Moreover, the
vertex superalgebra F is a simple quotient of V .
Let M(0) = C[γ+(−n), γ−(n) | n < 0] be the commutative vertex algebra gen-
erated by the fields
γ±(z) =
∑
n<0
γ±(n)−n−1.
(cf. [F]). Let χ±(z) =
∑
n∈Z χ
±
n z
−n−1 ∈ C((z)). Let M(0, χ+, χ−) denotes the 1–
dimensional irreducible M(0)–module with the property that every element γ±(n)
acts on M(0, χ+, χ−) as multiplication with χ±n ∈ C.
Let now F be the vertex superalgebra generated by the fields Ψ±(z) and γ±(z).
Therefore F = F ⊗M(0). Denote by V the vertex subalgebra of the vertex super-
algebra F generated by the following vectors
τ± = (Ψ±(− 32 ) + γ
±(−1)Ψ±(− 12 ))1,(4.5)
j =
γ+(−1)− γ−(−1)
2
1,(4.6)
ν =
2γ+(−1)γ−(−1) + γ+(−2) + γ−(−2)
4
1.(4.7)
Then the vertex superalgebra structure on V is generated by the following fields
G±(z) = Y (τ±, z) =
∑
n∈Z
G±(n+ 12 )z
−n−2,
S(z) = Y (ν, z) =
∑
n∈Z
S(n)z−n−2,
T (z) = Y (j, z) =
∑
n∈Z
T (n)z−n−1.
By using commutator formulae, we have that the components of these fields span
an infinite-dimensional Lie superalgebra. Let us denote this Lie superalgebra by A.
This algebra has generators G±(r), T (n), S(n), r ∈ 12 +Z, n ∈ Z, which satisfy the
following relations
[S(n),A] = [T (n),A] = 0,
{G+(r), G−(s)} = 2S(r + s) + (r − s)T (r + s)− (r2 −
1
4
)δr+s,0,
{G+(r), G+(s)} = {G−(r), G−(s)} = 0
for all n ∈ Z, r, s ∈ 12 + Z.
So the vertex superalgebra V is generated by the Lie superalgebra A. Thus we
can study V–modules as modules for the Lie superalgebra A. The proof of the
following proposition is standard.
Proposition 4.1. We have:
(1) V = U(A).1
7(2) Assume that U is a V–module. Then U is an irreducible V–module if and only
if U is an irreducible A–module.
Let Vcom be the vertex subalgebra of V generated by the fields S(z) and T (z).
Vcom is a commutative vertex algebra.
The operator Jf (0) acts semisimply on the vertex superalgebra V and defines
the following Z–graduation:
V =
⊕
m∈Z
Vm, where
Vm = {v ∈ V | Jf (0)v = mv}
= spanC{G
+(−n1 −
3
2 ) · · ·G
+(−nr −
3
2 )G
−(−k1 −
3
2 ) · · ·G
−(−ks −
3
2 )w|
w ∈ Vcom, ni, kj ∈ Z≥0, r − s = m}.(4.8)
It is clear that Vcom ⊂ V0.
Every U(A)-submodule of V becomes an ideal in the vertex superalgebra V . Let
Icom = U(A).Vcom be the ideal in V generated by Vcom. From the definition of
vertex superalgebras V and F we get the following result.
Proposition 4.2. The quotient vertex superalgebra V/Icom is isomorphic to the
simple vertex superalgebra F .
5. Irreducibility of certain V–modules
In this section we shall consider a family of irreducible V–modules.
For χ+, χ− ∈ C((z)) we set F (χ+, χ−) := F ⊗M(0, χ+, χ−).
Then F (χ+, χ−) is a module for the vertex superalgebra V , and therefore for the
Lie superalgebra A.
Since M(0, χ+, χ−) is one-dimensional, we have that as a vector space
F (χ+, χ−) ∼= F ∼=
∧
(Ψ±(−i− 12 ) | i ≥ 0).(5.9)
This actually shows that for every χ+, χ− ∈ C((z)) on the vertex superalgebra F
exists the structure of a A–structure. In this section we shall use this identification.
Proposition 5.1. Assume that λ ∈ C \ Z, p ∈ Z≥0 and that
χ(z) =
∞∑
n=−p
χ−nz
n−1 ∈ C((z))
satisfies the following conditions
χp 6= 0,(5.10)
χ0 ∈ C \ Z if p = 0.(5.11)
Then F (λ
z
, χ) is an irreducible V–module.
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Proof. Since F (λ
z
, χ) is a V–module, it remains to prove that it is an irreducible
module for the Lie superalgebra A. Recall (5.9). The A–module structure on
F (λ
z
, χ) is uniquely determined by the following action of generators of A on F :
G+(i− 12 ) = (λ− i)Ψ
+(i− 12 ),(5.12)
G−(i− 12 ) = −iΨ
−(i− 12 ) +
∞∑
k=−p
χ−kΨ
−(k + i− 12 ).(5.13)
First we shall prove that the vacuum vector is a cyclic vector of the U(A)–action,i.e.,
U(A).1 = F.(5.14)
Take an arbitrary basis element
v = Ψ+(−n1 −
1
2 ) · · ·Ψ
+(−nr −
1
2 )Ψ
−(−k1 −
1
2 ) · · ·Ψ
−(−ks −
1
2 )1 ∈ F,(5.15)
where ni, ki ∈ Z≥0, n1 > n2 > · · · > nr ≥ 0, k1 > k2 > · · · > ks ≥ 0.
Let N ∈ Z≥0 such that N ≥ k1. By using (5.13) we get that
G−(p−N − 12 ) · · ·G
−(p− 32 )G
−(p− 12 )1 = CΨ
−(−N − 12 ) · · ·Ψ
−(− 32 )Ψ
−(− 12 )1,
where
C =
{
χN+1p if p ≥ 1
χ0(χ0 + 1) · · · (χ0 +N) if p = 0
.
So C 6= 0, and we have that
Ψ−(−N − 12 ) · · ·Ψ
−(− 32 )Ψ
−(− 12 )1 ∈ U(A).1.
By using this fact and the action of elements G+(i − 12 ), i ∈ Z, we obtain that
v ∈ U(A).1. In this way we proved (5.14).
In order to prove irreducibility, it is enough to show that arbitrary basis element
v of the form (5.15) is cyclic in F . This follows from (5.14) and the fact that
G−(nr + p+
1
2 ) · · ·G
−(n1 + p+
1
2 )G
+(ks +
1
2 ) · · ·G
+(k1 +
1
2 )v = C
′1,
where the non-trivial constant C′ is given by
C′ = (−1)r+s(λ− k1 − 1) · · · (λ − ks − 1) · C
′′ and
C′′ =
{
χrp if p ≥ 1
(χ0 − n1 − 1) · · · (χ0 − nr − 1) if p = 0
.

This proposition has the following important consequence.
Corollary 5.1. Assume that λ, µ ∈ C \ Z. Then F (λ
z
, µ
z
) is an irreducible V–
module.
Now let χ(z) ∈ C((z)). Define :
F˜χ := F˜ ⊗M(0, 0, χ).
It is clear that F˜χ is a submodule of the V–module F (0, χ). Now we shall prove
the following important irreducibility result:
9Proposition 5.2. Assume that p ∈ Z≥0 and that
χ(z) =
∞∑
n=−p
χ−nz
n−1 ∈ C((z))
satisfies the following conditions
χp 6= 0,(5.16)
χ0 ∈ {1} ∪ (C \ Z) if p = 0.(5.17)
Then F˜χ is an irreducible V–module.
Proof. Since F˜χ is a V–module, it remains to prove that F˜χ is an irreducible
module for the Lie superalgebra A. The A–module structure on F˜χ is uniquely
determined by the following action of the Lie superalgebra A on F˜ :
G+(i− 12 ) = −iΨ
+(i− 12 ),(5.18)
G−(i− 12 ) = −iΨ
−(i− 12 ) +
∞∑
k=−p
χ−kΨ
−(k + i− 12 ).(5.19)
By using this action, the basis description (3.3) of F˜ , and same proof to those of
Proposition 5.1 we get the irreducibility result. 
Corollary 5.2. Assume that λ ∈ C \ Z or λ = −1. Then F˜
−
λ
z
is an irreducible
V–module.
Proposition 5.3. Assume that m,n ∈ Z≥0. Then
F (−m
z
,−n
z
) = Ker
F (−
m
z
,−
n
z
)G
−(m+ 12 )
⋂
Ker
F (−
m
z
,−
n
z
)G
+(n+ 12 )
∼=
∧
(Ψ+(−i− 12 ),Ψ
−(−j − 12 ) | i, j ∈ Z≥0, i 6= m, j 6= n)
is an irreducible V–module. In particular, the V–module F (0,−n
z
) is irreducible.
Proof. First we notice that on F (−m
z
,−n
z
)
G+(i − 12 ) = −(i+m)Ψ
+(i − 12 ), G
−(i − 12 ) = −(i+ n)Ψ
−(i − 12 ).(5.20)
This implies that
F (−
m
z
,−
n
z
) ∼=
∧
(Ψ+(−i− 12 ),Ψ
−(−j − 12 ) | i, j ∈ Z≥0, i 6= m, j 6= n)(5.21)
is a V–submodule of F (−m
z
,−n
z
). It remains to prove that F (−m
z
,−n
z
) is an
irreducible A–module. By using (5.20) we have that F (−m
z
,−n
z
) has the structure
of a module for the subalgebra m,nCL of the Clifford algebra CL generated by
Ψ+(−i− 12 ),Ψ
−(−j − 12 ), i, j ∈ Z, i 6= m, j 6= n.
Since
∧
(Ψ+(−i − 12 ),Ψ
−(−j − 12 ) | i, j ∈ Z≥0, i 6= m, j 6= n) is an irreducible
m,nCL–module, we have that F (−m
z
,−n
z
) is an irreducible A–module. 
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6. Vertex algebras at the critical level
In previous sections we investigated the properties of the vertex superalgebra V .
This vertex superalgebra is generated by the Lie superalgebra A which is similar to
the N = 2 superconformal algebras. This makes the vertex superalgebra V similar
to the N = 2 vertex superalgebras investigated in [EG], [FST] and [A1]. The main
difference is that V doesn’t contain the Virasoro and the Heisenberg subalgebra.
On the other hand V contains large center. One important property of the N = 2
vertex superalgebras is their connection to the affine ŝl2–vertex algebras. The
most effective way for studying this connection is by using Kazama-Suzuki and
anti Kazama-Suzuki mapping(cf. [KS], [FST]). Motivated by the anti Kazama-
Suzuki mapping, we shall get a realization of the vertex algebras associated to the
ŝl2–modules at the critical level.
Let F−1, be the lattice vertex superalgebra VZβ , associated to the lattice Zβ,
where 〈β, β〉 = −1. As a vector space, F−1 is isomorphic to Mβ(1) ⊗ C[L], where
Mβ(1) is a level one irreducible module for the Heisenberg algebra hˆZ associated to
the one dimensional abelian algebra h = L⊗ZC and C[L] is the group algebra with
a generator eβ . The generators of F−1 are e
β and e−β . Moreover, F−1 is a simple
vertex superalgebra and a completely reducible Mβ(1)–module isomorphic to
F−1 ∼=
⊕
m∈Z
Fm−1,
where Fm−1 is an irreducible Mβ(1)–module generated by e
mβ .
We shall now consider the vertex superalgebra V ⊗ F−1. Let Y be the vertex
operator defining the vertex operator superalgebra structure on V ⊗F−1. For every
v ∈ V ⊗ F−1, let Y (v, z) =
∑
n∈Z vnz
−n−1.
Define
e = G+(− 32 )1⊗ e
β,(6.22)
h = −2(1⊗ β(−1)− T (−1)⊗ 1),(6.23)
f = G−(− 32 )1⊗ e
−β.(6.24)
For x ∈ spanC{e, f, h} set x(z) = Y (x, z) =
∑
n∈Z x(n)z
−n−1. Then the compo-
nents of the field e(z), f(z) and h(z) satisfy the commutation relations for the affine
Lie algebra sˆl2 of level −2. In particular we have
e(n) =
∑
i∈Z
G+(i− 12 )⊗ e
β
n−i−1,
h(n) = −2β(n) + 2T (n),
f(n) =
∑
i∈Z
G−(i− 12 )⊗ e
−β
n−i−1.
Denote by V the subalgebra of V ⊗ F−1 generated by e, f and h, i.e.,
V = spanC{u
1
n1
· · ·urnr (1⊗ 1)| u
1, . . . , ur ∈ {e, f, h}, n1, . . . , nr ∈ Z, r ∈ Z≥0}.
11
As a U(gˆ)–module, V is a cyclic module generated by the vacuum vector 1 ⊗ 1.
This implies that V is a certain quotient of the vertex algebra N(−2Λ0).
So we have:
Proposition 6.1. There exists a non-trivial homomorphism of vertex algebras
g : N(−2Λ0)→ V ⊗ F−1,
which is uniquely determined by (6.22)-(6.24).
Define the vector
H = Ψ+(− 12 )Ψ
−(− 12 )1⊗ 1+ 1⊗ β(−1) ∈ F ⊗ F−1 ⊂ F ⊗ F−1.(6.25)
Then the operator H(0) acts semisimply on vertex superalgebras F ⊗ F−1 and
V ⊗ F−1. Let
W (s) = {v ∈ V ⊗ F−1 |H(0)v = sv}.
Then we have the following decomposition:
V ⊗ F−1 ∼= ⊕s∈ZW (s).
Let tˆ be the (commutative) Lie algebra generated by the components of the
field T (z), and let MT (0) ∼= C[T (−1), T (−2), . . . ] be the associated (commutative)
vertex algebra.
Let gˆext = gˆ⊕ tˆ be the extension of the affine Lie algebra gˆ by the Lie algebra tˆ
such that every element of tˆ is in the center of gˆext.
Theorem 6.1. The vertex algebra W (0) is generated by e, f, h, j and
W (0) = U(gˆext).(1⊗ 1) ∼= V ⊗MT (0).
Proof. Let U be the vertex subalgebra of V⊗F−1 generated by the set {e, f, h, j}.
The components of the fields e(z), f(z), h(z), T (z) span the Lie algebra gˆext. Since
the field T (z) commutes with the action of gˆ we have that U = U(gˆext).(1 ⊗ 1) ∼=
V ⊗MT (0).
Since the operator H(0) acts trivially on the vertex algebra U , we conclude that
U ⊂ W (0). We shall now prove that the vectors e, f, h, j generate W (0). First we
notice that
W (0) = ⊕m∈ZV
m ⊗ Fm−1.(6.26)
Since
S(−2)1⊗ 1 = 14 (e(−1)f(−1) + f(−1)e(−1) +
1
2h(−1)
2).(1⊗ 1)− 12T (−1)
21⊗ 1,
we have that S(−2)1⊗ 1 ∈ U . Therefore,
Vcom ⊂ U .(6.27)
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We note that the following relations hold:
G+(− 32 )1⊗ 1 = e(−2).(1⊗ e
−β),(6.28)
[e(m), (1⊗ e−β)n] = 0, for every m,n ∈ Z,(6.29)
G−(− 32 )1⊗ 1 = f(−2).(1⊗ e
β),(6.30)
[f(m), (1⊗ eβ)n] = 0, for every m,n ∈ Z.(6.31)
1⊗ β(−1) = − 12 (h(−1)− 2T (−1)).(1⊗ 1),(6.32)
Relations (6.27) and (6.32) imply that
Vcom ⊗ F 0−1 = V
com ⊗Mβ(1) ⊂ U .(6.33)
We shall now prove that Vm⊗Fm−1 ⊂ U , where m ∈ Z. By using the description
of Vm from (4.8), we conclude that it is enough to show that elements of the form
v = G+(−n1 −
3
2 ) · · ·G
+(−nr −
3
2 )G
−(−k1 −
3
2 ) · · ·G
−(−ks −
3
2 )w ⊗ w
(1)
w ∈ Vcom, w(1) ∈ Fm−1, ni, kℓ ∈ Z≥0, r − s = m,
belong to U .
By using (6.28) and (6.29) we get that
v =
∑
i∈I
g˜
(2)
i .
(
G−(−k1 −
3
2 ) · · ·G
−(−ks −
3
2 )w ⊗ w
(2)
i
)
for certain w
(2)
i ∈ F
−s
−1 , g˜
(2)
i ∈ U(Ce ⊗ C[t, t
−1]) ⊂ U(gˆ) and a finite index set I.
Similarly, applying (6.30) and (6.31) we get
G−(−k1 −
3
2 ) · · ·G
−(−ks −
3
2 )w ⊗ w
(2)
i =
∑
ℓ∈Ii
g˜
(3)
i,ℓ .(w ⊗ w
(3)
i,ℓ )
for certain w
(3)
i,ℓ ∈ F
0
−1 =Mβ(1), g˜
(3)
i,ℓ ∈ U(Cf ⊗C[t, t
−1]) ⊂ U(gˆ), and a finite index
set Ii. Since w ⊗ w
(3)
i,ℓ ∈ V
com ⊗Mβ(1), we obtain
v ∈ U(gˆ).(Vcom ⊗Mβ(1)) ⊂ U(gˆ
ext).(1⊗ 1) = U .
Therefore,
Vm ⊗ Fm−1 ⊂ U , for every m ∈ Z.
Now (6.26) implies that W (0) = U . 
The next Lemma follows form Corollary 4.2 of [DM]. This result will be our
important tool in the irreducibility analysis.
Lemma 6.1. Assume that M is an irreducible V ⊗ F−1–module. Then for each
0 6= w ∈ M , M is spanned as a V ⊗ F−1–module by unw, for u ∈ V ⊗ F−1 and
n ∈ Z.
Lemma 6.2. Assume that R is an irreducible W (0)–module. Then R is an irre-
ducible V –module. In particular, R is an irreducible gˆ–module at the critical level.
13
Proof. Since W (0) ∼= V ⊗ MT (0), we have that R ∼= S ⊗ N , where S is an
irreducible V –module and N is an irreducible MT (0)–module. Since MT (0) is a
commutative vertex algebra, we have that N is one dimensional and that every
element T (n) acts on R as a scalar multiplication. Therefore R is irreducible as a
V –module. 
Theorem 6.2. Assume that U is a V–module such that U admits the following
Z–graduation
U =
⊕
j∈Z
U j, V i.U j ⊂ U i+j .(6.34)
Then
U ⊗ F−1 =
⊕
s∈Z
Ls(U), where Ls(U) :=
⊕
i∈Z
U i ⊗ F−s+i−1 ,
is an W (0)–module.
If U is irreducible, then for every s ∈ Z Ls(U) is an irreducible V –module.
Proof. Since V ⊗ F−1 = ⊕ℓ∈ZW (ℓ), relation (6.34) implies that
W (ℓ).Ls(U) ⊂ Ls+ℓ(U) for every ℓ, s ∈ Z.(6.35)
This proves that Ls(U) is a W (0)–module for every s ∈ Z.
Assume now that U is irreducible. Then U ⊗ F−1 is an irreducible V ⊗ F−1–
module. Let 0 6= v ∈ Ls(U). Since U⊗F−1 is a simple V⊗F−1–module, by Lemma
6.1 we get that
U ⊗ F−1 = spanC{unv | u ∈ V ⊗ F−1, n ∈ Z}.(6.36)
By using (6.35) and (6.36) we conclude that
Ls(U) = spanC{unv | u ∈ W (0), n ∈ Z}.(6.37)
So Ls(U) is an irreducible W (0)–module. Now Lemma 6.2 gives that Ls(U) is an
irreducible V –module, and therefore an irreducible gˆ–module of critical level. 
Corollary 6.1. Assume that U ⊂ F (χ+, χ−) is an irreducible V–module. Then
U ⊗ F−1 is a completely reducible V –module
U ⊗ F−1 =
⊕
s∈Z
Ls(U)
and Ls(U) = {v ∈ U ⊗ F−1 | H(0)v = sv} is an irreducible V –module. Moreover,
Ls(U) is an irreducible gˆ–module at the critical level.
Proof. The operator Jf (0) acts semisimply on U ⊂ F (χ+, χ−) and defines on U
the following graduation
U =
⊕
j∈Z
U j , where U j = {u ∈ U | Jf (0)u = ju}.
Now Theorem 6.2 implies that Ls(U) is an irreducible gˆ–module at the critical
level. 
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7. Weyl vertex algebra and irreducibility of the Wakimoto modules
In this section we will see that our gˆ–modules include the Wakimoto gˆ–modules at
the critical level defined by using vertex algebra W associated to the Weyl algebra.
As an application, we present a proof of irreducibility for a family of Wakimoto
modules.
First we shall consider the simple vertex superalgebra F˜ ⊗ F−1. The operator
H(0) acts semismply on F˜ ⊗ F−1, and we have that
Ker
F˜⊗F−1
H(0) = L0(F˜ )
is a simple vertex algebra. We shall now identify this vertex algebra.
Define:
a := Ψ+(− 32 )1⊗ e
β , a∗ := −Ψ−(− 12 )1⊗ e
−β,(7.38)
and
a(z) = Y (a, z) =
∑
n∈Z
a(n)z−n−1, a∗(z) = Y (a∗, z) =
∑
n∈Z
a∗(n)z−n.
Then
[a(n), a(m)] = [a∗(n), a∗(m)] = 0, [a(n), a∗(m)] = δn+m,0.
Therefore, the components of the fields a(z) and a∗(z) span the infinite dimensional
Weyl algebra. Let W be the vertex subalgebra of F˜ ⊗ F−1 generated by a(z) and
a∗(z) (cf. [FMS], [F], [A2]).
By using a similar proof to those of Theorem 6.1 we get.
Proposition 7.1. The vertex algebra L0(F˜ ) is generated by a and a
∗. Thus we
have:
W ∼= L0(F˜ ).(7.39)
For every χ ∈ C((z)), the vector space
F˜χ ⊗ F−1 ∼= F˜ ⊗ F−1
carries the structure of a gˆ–module at the critical level, and L0(F˜χ) ⊂ F˜ ⊗F−1 is a
gˆ–submodule. By construction, we have that as a vector space L0(F˜χ) is isomorphic
to L0(F˜ ) ∼= W . Therefore on the vertex algebra W for every χ ∈ C((z)) exists a
gˆ–structure.
By using the definition of gˆ–structure on W and (7.38) one gets:
e(z) = a(z),
h(z) = −2 : a∗(z)a(z) : −χ(z)
f(z) = − : a∗(z)2a(z) : −2∂za
∗(z)− a∗(z)χ(z).
Therefore the gˆ–module structure on W coincides with the Wakimoto module
W−χ (see [F] and reference therein).
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Combining Proposition 5.2 and Corollary 6.1 we obtain the following irreducibil-
ity result.
Theorem 7.1.
(1) For every χ ∈ C((z)), the gˆ–module L0(F˜χ) is isomorphic to the Wakimoto
module W−χ.
(2) Assume that
χ(z) =
∞∑
n=−p
χ−nz
n−1 ∈ C((z)) (p ∈ Z≥0)
satisfies the conditions (5.16) and (5.17) of Proposition 5.2. Then W−χ ∼= L0(F˜χ)
is an irreducible gˆ–module at the critical level.
8. Construction of irreducible highest weight modules
In this section we apply the results from previous sections and obtain a construc-
tion of all irreducible highest weight gˆ–modules L(λ) of level −2. It turns out that
modules L(λ) are realized inside the Weyl vertex algebra W , and therefore they
are submodules of certain Wakimoto modules. By using the methods developed in
[A3], we shall identify modules obtained from irreducible highest weight modules by
applying the automorphism πs. We will also show the vertex superalgebra F ⊗F−1
is a completely reducible module for the simple vertex algebra L(−2Λ0).
First we shall study non-generic highest weight representations.
Theorem 8.1.
(i) For every n ∈ Z≥0 the vector space F (0,−
n
z
) ⊗ F−1 carries an gˆ–structure
uniquely determined by
e(m) = −
∑
i∈Z
iΨ+(i− 12 )⊗ e
β
m−i−1
f(m) = −
∑
i∈Z
(i+ n)Ψ−(i− 12 )⊗ e
−β
m−i−1
h(m) = −2β(m) + nδm,0
c = −2,
where m ∈ Z. Moreover, F (0,−n
z
)⊗ F−1 is a completely reducible gˆ–module and
F (0,−n
z
)⊗ F−1 ∼=
⊕
s∈Z
πs(L(−(2 + n)Λ0 + nΛ1)).
(ii)
U(gˆ).(1⊗ 1) ∼= (L(−(2 + n)Λ0 + nΛ1), U(gˆ).(1⊗ e
−β) ∼= (L(nΛ0 − (n+ 2)Λ1).
Proof. By using Proposition 5.3 we have that for every n ∈ Z≥0, F (0,−
n
z
) is an
irreducible V–module. Then Corollary 6.1 gives that F (0,−n
z
)⊗F−1 is a completely
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reducible gˆ–module isomorphic to ⊕s∈ZLs(F (0,−
n
z
)), where Ls(F (0,−
n
z
)) is an
irreducible gˆ–module. For every s ∈ Z, we set
vs = 1⊗ e
−sβ ∈ Ls(F (0,−
n
z
)).
Now using Lemma 2.1 one obtains that
Ls(F (0,−
n
z
)) = U(gˆ).vs = π−s(L(−(2 + n)Λ0 + nΛ1)).
This proves (i). The second assertion follows form (i) and from the fact that
π−1(L(−(2 + n)Λ0 + nΛ1)) ∼= L(nΛ0 − (2 + n)Λ1). 
When n ∈ Z>0, then L(−(2 + n)Λ0 + nΛ1) is not a module for the simple
vertex algebra L(−2Λ0). So Theorem 8.1 can be applied only in the framework of
N(−2Λ0)–modules. But when n = 0 we have that V–module F = F (0, 0) is a simple
vertex superalgebra (see Proposition 4.2), and we have the following realization of
L(−2Λ0)–modules.
Corollary 8.1. The simple vertex algebra L(−2Λ0) is a subalgebra of the vertex su-
peralgebra F ⊗F−1, and we have the following decomposition of L(−2Λ0)–modules:
F ⊗ F−1 ∼= ⊕s∈Zπs(L(−2Λ0)).
Proof. Since F ⊗ F−1 is a vertex superalgebra we have that
KerF⊗F−1H(0)
∼= L0(F ) ∼= L(−2Λ0)
is a vertex subalgebra of F⊗F−1. Now the statement follows from Theorem 8.1. 
By using Corollary 5.2 and the proof similar to those of Theorem 8.1 one obtains
the following result.
Theorem 8.2. For every λ ∈ {−1} ∪ C \ Z, the vector space F˜
−
λ
z
⊗ F−1 carries
an gˆ–structure uniquely determined by :
e(m) = −
∑
i∈Z
iΨ+(i− 12 )⊗ e
β
m−i−1
f(m) = −
∑
i∈Z
(i+ λ)Ψ−(i − 12 )⊗ e
−β
m−i−1
h(m) = −2β(m) + λδm,0
c = −2,
where m ∈ Z. Moreover, F˜
−
λ
z
⊗ F−1 is a completely reducible gˆ–module and
F˜
−
λ
z
⊗ F−1 ∼=
⊕
s∈Z
πs(L(−(2 + λ)Λ0 + λΛ1)).
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9. Realization of irreducible modules on the vertex algebra Π(0)
So far we studied the irreducible gˆ–modules realized on the Weyl vertex algebra.
In this section we shall see that there exists a family of irreducible gˆ–modules real-
ized on a larger vector space. In order to construct new irreducible representations,
we shall study the vertex algebra Π(0) = L0(F ) which contains the Weyl vertex
algebra W as a subalgebra.
We shall also identify the irreducible gˆ–module which are Z≥0–graded but don’t
belong to the categoryO. These modules are irreducible quotients of relaxed Verma
modules studied in [FST].
First we recall that the boson-fermion correspondence gives that the fermionic
vertex superalgebra F is isomorphic to the lattice vertex superalgebra VZ. There-
fore,
F ⊗ F−1 ∼= VL = M(1)⊗ C[L],
where the lattice VL is the lattice vertex superalgebra associated to the lattice
L = Zα+ Zβ, 〈α, α〉 = −〈β, β〉 = 1, 〈α, β〉 = 0.
(As usual, M(1) is a level one irreducible module for the Heisenberg algebra hˆZ
associated to the abelian algebra h = L ⊗Z C and C[L] is the group algebra with
generators eα and eβ.)
The operator H from (6.25) coincides with α(−1) + β(−1).
We conclude that the vertex algebra Π(0) = KerF⊗F−1(α + β)(0) = L0(F ) is
isomorphic to the vertex algebra
Π(0) ∼=M(1)⊗ C[Z(α + β)].(9.40)
Remark 9.1. By using different methods, the vertex algebra Π(0) was also studied
by E. Frenkel in [F] and by S. Berman, C. Dong and S. Tan in [BDT].
Now we shall apply the results from Sections 5 and 6. The following result gives
a construction of a large class of irreducible gˆ–modules on the vertex algebra Π(0).
Combining Proposition 5.1 and Corollary 6.1 we obtain the following result.
Theorem 9.1. Assume that λ ∈ C \ Z and that
χ(z) =
∞∑
n=−p
χ−nz
n−1 ∈ C((z)) (p ∈ Z≥0)
satisfies the conditions (5.10) and (5.11) of Proposition 5.1. Then on the vertex
algebra Π(0) = L0(F ) exists the structure of an irreducible gˆ–module isomorphic to
L0(F (
λ
z
, χ)).
Define the following Virasoro vector in Π(0) ⊂ F ⊗ F−1:
ω = ω(f) ⊗ 1− 121⊗ β(−1)
2 = 12 (α(−1)
2 − β(−1)2).(1⊗ 1).
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Let L(z) = Y (ω, z) =
∑
n∈Z L(n)z
−n−2. Then the components of the field L(z)
satisfies the commutation relations for the Virasoro algebra with central charge
c = 2. Moreover, L(0) acts semisimply on F ⊗ F−1 with half-integer eigenvalues,
and it defines a Z≥0–graduation on the vertex algebra Π(0) :
Π(0) =
⊕
m∈Z≥0
Π(0)m, Π(0)m = {v ∈ Π(0) | L(0)v = mv}.(9.41)
Let ch Π(0)(q, z) = tr q
L(0)z−2β(0).
By using relation (9.40) and the properties of the δ-function one can easily show
the following result.
Proposition 9.1. We have:
ch Π(0)(q, z) = δ(z
2)
∞∏
n=1
(1− qn)−2
= δ(z2)
∞∏
n=1
(1− qnz2)−1(1 − qnz−2)−1.(9.42)
We are now interested in gˆ–modules from Theorem 9.1 such that the gˆ–action is
compatible with the L(0)–graduation on the vertex algebra Π(0). But the action is
compatible with the graduation if and only if χ(z) = µ
z
for certain µ ∈ C. Therefore
we should consider the irreducible V–module F (λ
z
, µ
z
), where λ, µ ∈ C \ Z. The
module F (λ
z
, µ
z
) has the simple structure as an A–module. In fact, the action of
the Lie superalgebra A is (up to scalar factor) the same as the action of the Clifford
algebra CL on F . When we apply Corollary 6.1, we get a family of irreducible gˆ–
modules Ls(F (
λ
z
, µ
z
)) at the critical level.
Now we want to identify these irreducible gˆ–modules.
For every s ∈ Z, we define a family of vectors w
(s)
j ∈ Ls(F (
λ
z
, µ
z
)), by
w
(s)
0 := 1⊗ e
−sβ ,
w
(s)
j := Ψ
+(−j + 12 ) · · ·Ψ
+(− 12 )1⊗ e
(j−s)β (j ∈ Z>0),
w
(s)
−j := Ψ
−(−j + 12 ) · · ·Ψ
−(− 12 )1⊗ e
−(j+s)β (j ∈ Z>0).
By using a direct calculation, one can prove the following lemma.
Lemma 9.1. Assume that s, j ∈ Z and n ∈ Z≥0. Then we have
e(n− s).w
(s)
j = δn,0(λ+ j)w
(s)
j+1,
h(n).w
(s)
j = δn,0(2j − 2s+ λ− µ)w
(s)
j ,
f(n+ s).w
(s)
j = δn,0(µ− j)w
(s)
j−1.
Let us first consider the case s = 0. Define:
Eλ,µ := L0(F (
λ
z
, µ
z
)).
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By construction, Eλ,µ ∼= Π(0) as a vector space. Introduce the graduation operator
L(0) on the gˆ–module Eλ,µ by using the vertex algebra graduation (9.41) on Π(0).
So let
Eλ,µ =
⊕
m∈Z≥0
Eλ,µ(m), Eλ,µ(m) = {v ∈ Eλ,µ | L(0)v = mv}.
Since [L(0), x(n)] = −nx(n) for every x ∈ g, we have that gˆ–action on Eλ,µ is
compatible with the graduation. In other words, Eλ,µ is an gˆ ⊕ CL(0)–module.
Lemma 9.1 shows that the top level
Eλ,µ(0) = spanC{w
(0)
j | j ∈ Z}
is an irreducible U(g)–module which is neither highest nor lowest weight with re-
spect to g.
Next we consider general case. By using Lemma 9.1 we have that πs
(
Ls(F (
λ
z
, µ
z
))
)
is an irreducible Z≥0–graded gˆ–module whose top level is isomorphic to Eλ,µ(0).
This proves that πs
(
Ls(F (
λ
z
, µ
z
))
)
∼= Eλ,µ. Therefore,
Ls(F (
λ
z
, µ
z
)) ∼= π−s(Eλ,µ).
In this way we have proved the following result.
Theorem 9.2. For every λ, µ ∈ C \Z, the vector space F (λ
z
, µ
z
)⊗ F−1 ∼= F ⊗ F−1
carries an gˆ–structure uniquely determined by :
e(m) =
∑
i∈Z
(λ− i)Ψ+(i − 12 )⊗ e
β
m−i−1
f(m) =
∑
i∈Z
(µ− i)Ψ−(i− 12 )⊗ e
−β
m−i−1
h(m) = −2β(m) + (λ− µ)δm,0
c = −2,
where m ∈ Z. Moreover, F (λ
z
, µ
z
)⊗ F−1 is a completely reducible gˆ–module and
F (λ
z
, µ
z
)⊗ F−1 ∼=
⊕
s∈Z
πs(Eλ,µ).
Although modules Eλ,µ don’t belong to the category O, one can investigate
their characters. The operators h(0) and L(0) acts semisimply on Eλ,µ with finite-
dimensional common eigenspaces. Since we need the degree operator L(0) we shall
consider Eλ,µ as a module for the Lie algebra gˆ⊕ CL(0).
Corollary 9.1. For every λ, µ ∈ C\Z, the vertex algebra Π(0) carries the structure
of an irreducible Z≥0–graded gˆ ⊕ CL(0)–module isomorphic to Eλ,µ. We have the
following character formulae:
chEλ,µ(q, z) = tr q
L(0)zh(0) = zλ−µδ(z2)
∞∏
n=1
(1− qnz2)−1(1− qnz−2)−1
= zλ−µδ(z2)
∞∏
n=1
(1− qn)−2.
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Proof. We already sow that Eλ,µ is an irreducible Z≥0–graded gˆ⊕CL(0)–module.
By using (9.42) we get
chEλ,µ(q, z) = tr q
L(0)zh(0) = zλ−µchΠ(0)(q, z) = z
λ−µδ(z2)
∞∏
n=1
(1− qn)−2.
This proves the character formula. 
Remark 9.2. Modules Eλ,µ are irreducible quotients of certain relaxed Verma mod-
ules which are introduced and studied in [FST]. In our terminology, the relaxed
Verma modules are N(−2, Eλ,µ(0)) and they have the following character
chN(−2,Eλ,µ(0))(q, z) = z
λ−µδ(z2)
∞∏
n=1
(1− qn)−3.
In Corollary 9.1 we calculate the characters of irreducible quotients of relaxed Verma
modules by using our explicit realization. So our methods don’t use structure theory
of relaxed Verma modules.
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