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Introduction 
    Understanding participants’ behavioral patterns and 
learning about commonalities and diversities in these is a 
challenging task. These types of analyses were done in 
past for many fields, such as usability research using 
machine learning, data mining (Paliouras, Papatheodorou, 
Karkaletsis, & Spyropoulos, 2002), grouping of users for 
music recommendation (Chen & Chen, 2001) based on 
complex amino acid sequences (Vernone, Berchialla, & 
Pescarmona, 2013). Such application exists also in the 
field of eye tracking, which is the focus of this paper. In 
this context, Netzel et al. (2017) conducted a user per-
formance analysis and grouped participants based on a 
fixation label sequence of scanpaths and the bimodality 
coefficient. Kurzhals et al. (2014) grouped users on the 
basis of similarity functions such as Levenshtein distance 
applied to scanpaths, a function based on attention distri-
bution, and one based on AOI transitions (Li, Çöltekin, & 
Kraak, 2010). Anderson et al. (2015) also conducted 
scanpath comparison in an experiment to reveal the simi-
larities within and between the scanpaths of individuals 
looking at natural scenes. 
 
   West et al. (2006) used fixation sequences to highlight 
groups, or clusters of sequences that are similar. Tradi-
tional approaches for comparing eye-movement behavior 
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of several study participants typically focus on the scan-
paths by aligning them as good as possible to detect 
commonalities (Raschke, Chen, & Ertl, 2012); (Burch, 
Kumar, Mueller, & Weiskopf, 2016). All of these appli-
cations have shown that it is important to group users on 
the basis of their common behavior. However, the above-
mentioned grouping approaches are only based on few 
standard descriptors of eye-tracking data such as fixation 
duration, scanpaths, saccades, AOIs, etc. From a machine 
learning perspective, the result of the grouping or cluster-
ing highly depends on the used feature vectors with at-
tributes that describe characteristics of data instances and 
their relation. In the context of eye tracking, these attrib-
utes are metric values derived from recorded gaze data. 
The main challenge lies now in the selection of appropri-
ate metrics, which is not easy to achieve, since the char-
acteristics that the metrics should describe highly depend 
on the used stimuli and task. Hence, there is no fixed set 
of metrics that can be used to achieve a grouping of par-
ticipants. Therefore, it is necessary to investigate and 
select the space of metrics for each new experiment. 
 
   Such evaluations and investigations are nowadays pos-
sible, since tracking people's eye can be done reliably and 
accurately, assuming an advanced eye-tracking system as 
described by Kurzhals et al. (2015), this can generate an 
enormous amount of data, eventually leading to big data 
(Blascheck, Burch, Raschke, & Weiskopf, 2015; Burch, 
Chuang, Fisher, Schmidt, & Weiskopf, 2017). Eye-
tracking metrics (Holmqvist et al., 2011) have been ex-
plored extensively to derive meaning and statistical val-
ues from the recorded data. All of these more or less 
focus on different aspects of the data, as to describe prop-
erties from different perspectives. Different metrics are 
used to interpret behavior and derive possible cognitive 
states. Looking into a combination of metrics is also 
possible to improve the quality of results and the interpre-
tation thereof. Consequently, the number of used metrics 
can become rather large and the handling of such multi-
variate data becomes challenging in terms of analysis and 
visualization. 
 
   In this paper, we provide an approach with which corre-
lations among the metrics can be explored, or participant 
groups of similar behavior can be identified. To reach this 
goal, we first apply well-known concepts for multivariate 
data visualization based on parallel coordinates (Insel-
berg, 1985; Heinrich & Weiskopf, 2013). The eye-
tracking metrics build the axes of the parallel coordinates 
plots, whereas the polylines are given by the individual 
eye-tracked people and their respective metric values 
under observation. By such a plot, we can identify corre-
lations among pairs of metrics, even if the number of eye-
tracked people gets rather large. Moreover, parallel coor-
dinates can serve as a selection tool to further decide 
which metrics are of particular interest for data analysis. 
    Starting from such an overview of multivariate eye-
tracking metrics data, we further support interaction tech-
niques with which the analyst can have a deeper look into 
metric correlations. A multi-metric approach with 
weighted scores of various metrics of eye-tracking data, 
can be used for an overall grouping. Pajer et al. (2017) 
suggested an interactive solution to find out appropriate 
weighted values in multi-criteria decision-making scenar-
io, which we have used in our work to find a suitable 
weight for the combination of multiple metrics to gener-
ate a weighted score to be employed for clustering. Thus, 
a multi-metrics-based approach, as in this work, is scala-
ble and can provide different views on the eye-tracking 
data by selecting a list of crucial metrics out of many. 
Instead of analyzing the eye-tracking data based on an 
individual metric, we furthermore support a combined 
view on a set of metrics. Such multi-metric clustering is 
useful to indicate participant groups that behave similarly 
with respect to observed eye-tracking metrics. Unfortu-
nately, parallel coordinates alone allow just the pairwise 
direct comparison of axes (i.e., eye-tracking metrics). 
Therefore, an additional interactive visualization is re-
quired that shows as many metric values as selected for 
each participant in combination. 
   To mitigate the problems that parallel coordinates have, 
we provide a second view based on matrix representa-
tions. This allows us to see the outcomes of a multi-
metric grouping based on clustering and, hence, provides 
insights into commonalities of eye-tracking patterns of a 
group of people. The metrics-based clustering of partici-
pants into groups works fast and supports interaction. 
Another benefit of a matrix-based visualization is re-
duced visual clutter (Rosenholtz et al. 2005), since the 
data is mapped to rectangular, possibly pixel-based, 
graphical primitives. This is different from parallel coor-
dinates, which result in line-based diagrams. In case of a 
matrix-based visualization, grouping of participants can 
directly be integrated from a dendrogram that shows the 
hierarchical organization of the gaze data based on one or 
more of user-selected eye-tracking metrics. 
This article is an extension of a formerly published re-
search (Kumar et al. 2016) focusing on the matrix visual-
ization and a clustering approach, while only a few met-
rics were involved in the clustering and visualization 
process. Inspired by the comprehensive presentation by 
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Holmqvist et al. (2011), we extended the previous list of 
eye-tracking metrics and support a preselection of those 
by means of a parallel coordinates plot in which the axes 
can be interactively chosen by a data analyst. In this pa-
per, we add the following contributions: 
• Parallel coordinates: To get an overview, we 
have formulated eye-tracking data as multivari-
ate eye-tracking metrics. To show correlations 
between the metrics, we provide parallel coordi-
nates plots enhanced by interaction techniques 
like brushing and linking, value range selections, 
weighted metric combination, and participant 
group color coding. 
• Matrix visualization: A complementary view 
on the multivariate eye-tracking metrics is pro-
vided by a matrix visualization that encodes the 
metrics in the matrix cells as a pairwise compar-
ison between the participants. The similarity 
values for the pair of participants are then or-
dered based on correlation coefficients and a 
Hilbert space-filling curve to preserve locality. 
• Interaction techniques: Further interactions are 
integrated that connect both visual representa-
tions, i.e., the parallel coordinates reflecting 
metrics correlations, but also the matrix visuali-
zation, depicting participants groups with similar 
behaviors based on multiple eye-tracking met-
rics. 
More advanced data analysis: In particular, we ex-
tended the tool by adding further techniques like hiding 
axes (metrics) of less importance, merging those axes 
into one, and deleting data points of less interest. 
We illustrate the usefulness of our technique by applying 
it to eye-tracking data from study that investigated a 
route-finding task in public transportation systems (Net-
zel et al., 2017).  
    Finally, we discuss scalability issues based on visu-
al and perceptual problems coming with our multi-metric 
grouping. The framework used in this paper including all 
codes can be downloaded from 
https://github.com/hawkeye154/JEMR17. 
Methods 
In this section, we are going to describe the used 
techniques as well as our visual analytics workflow mod-
el that is set up in three stages (see Figure 1): data pre-
processing, metric analysis, and participant group analy-
sis. All generated metrics, after preprocessing the raw 
gaze data in a first phase, are plotted as parallel coordi-
nates. An analyst supported by various interactive tech-
niques provided by the framework, can then explore the 
parallel coordinates for the ultimate goal of grouping 
participants. However, the visual clustering done for 
grouping participants in parallel coordinates is not very 
clear. So, the feedback provided by parallel coordinates 
in the metric analysis phase is used in the participant 
group analysis phase and vice versa. The participant 
group analysis phase is supported by a similarity matrix 
visualization based on algorithmic clustering, where 
metric information is used for the generation of good 
clusters as proposed by Kumar et al. (2016). For a matrix-
based visualization, we calculate the similarity values for 
each pair of participants. These values are then used for 
clustering as well as visualization. 
Data Model and Preprocessing 
To illustrate and validate our visualization tool, we 
have chosen an eye-tracking data with 40 participants 
each looking at 48 stimuli of metro maps for study (Net-
zel et al., 2017). This data set is a typical representation 
of eye-tracking data consisting of fixations and saccades 
along with their coordinates, and time stamps after a 
fixation filter was applied on the raw gaze data. It con-
sists of a sequence of fixations (scanpath) for each partic-
ipant 𝑃! and each stimulus (metro map) 𝑆!. Based on this 
data, we derived eye-tracking metrics. We have used all 
stimuli as well as all participants data and considered 
participants as a variable, since we are interested in 
grouping participants with common behavior on the basis 
of their eye-tracking data. However, if an analyst is inter-
ested in grouping stimuli based on the performance of 
participants, then the stimuli are considered as a variable. 
We have used metrics from a large range of measures 
discussed in the book of Holmqvist et al. (2011) and 
selected typical metrics from three categories of 
measures, i.e., eye-movement measures based on sac-
cades, numerosity measures by counting events, and 
statistical (position) measures of the spatial distribution 
as shown in Table 1. While metrics from the first two 
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categories are often used for evaluation, simple statistical 
measures could be helpful to get an aggregated view of 
the positions of fixations. Skewness indicates whether 
fixations are located on the left or right (top or bottom) 
side of the stimulus. Standard deviation indicates the 
general spread of the fixations. Finally, kurtosis tells us 
whether there is a tendency for multiple clusters of fixa-
tions or rather a singular occurrence. 
For ease of representation, we call the metrics 𝑀!, 
where 1 ≤  𝑘 ≤ 𝑛. For each metric, we calculate the 
similarity values 𝑠𝑣!! for each pair of participants 𝑃!,!. 
There are 𝑃 = 𝑝 participants in total. Hence all similari-
ty matrices will be of size 𝑝 𝑥 𝑝, with !!!! !!! ! = ( )!!   dif-
ferent similarity values, one for each pair of participants, 
and a total of ( )!! 𝑛  for all 𝑛 metrics. We calculate simi-
larity values 𝑠𝑣!,!,!! between two participants 𝑃! and  𝑃! 
based on metric  𝑀! using the Euclidean distance (Equa-
tion 1) to find similarities between the reading behavior 
of participants based on their eye-tracking data. 𝑠𝑣!,!,!!  = 𝑃!,!! −  𝑃!,!! ₂                            (1) 
In our example, 𝑠𝑣!,!,!! are scalar values, which re-
sulted into 𝑛 similarity matrices of size  𝑝 𝑥 𝑝. To make it 
worth for visual inspection, we combined all the similari-
ty values of 𝑛 metrics into a single matrix as stacked 
rectangular sub-grid as proposed by Kumar et al. (2016). 
Details will be discussed in the section on Similarity 
Matrix Visualization. 
To demonstrate the usefulness and application of our 
visualization framework for exploration of eye-tracking 
data, we have computed 16 metrics according to Table 1. 
Visualization and Visual Analytics 
For the visual exploration of eye-tracking data, we use 
clustering and two different visualization techniques in 
combination. Due to the large number of metrics, we 
chose to use parallel coordinates, which are popular for 
the visualization of high-dimensional data. They are also 
employed to visually cluster and explore data, which 
gives an analyst an idea of the metrics that could be used 
for a grouping of participants. Clustering is then applied 
to the multi-dimensional stacked matrix as discussed in 
the section on Similarity Matrix Visualization. 
Clustering. Clustering groups of objects or data 
points based on similarity values helps find structures 
within data or relations between objects. We have used 
agglomerative hierarchical clustering of participants 
based on the metrics used in this study. It is one of the 
main stream clustering methods with a complexity of 𝑂 (𝑁! 𝑙𝑜𝑔 𝑁). The popularity of this clustering is due to 
the fact that it does not need any predefined parameters, 
which makes it easier to be used for all sorts of real-
world data (Bouguettaya, et al., 2015). 
Figure 1. Work-flow overview: Preprocessed data are fed into parallel coordinates plot for visual clustering and providing group-
ing information that can be used in the similarity matrix visualization. Gained insights serve to steer the analysis based on parallel 
coordinates and algorithmic clustering. 
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The main challenge faced during clustering is choos-
ing the right combination of similarity values to be used 
for clustering. Even after finding correlation between 
metrics, it is difficult to identify eye-tracking data metrics 
that will be beneficial for grouping. Performing clustering 
for all the combination of metrics for grouping partici-
pants could be very tedious. 
To solve this problem of finding suitable metrics for 
clustering, we use parallel coordinates to drill down into 
the metrics and their properties by various interaction 
techniques described in the following sections, as parallel 
coordinate plots can be used for visual clustering, i.e, to 
find groups based on visual features. We have tried vari-
ous combinations of metrics through one of the interac-
tive technique of our tool providing varying weights to 
each of them. It gives us an approximate idea about 
which metrics we can use in combination for calculating 
the similarity value matrix. This similarity matrix will 
then be used to group participants by clustering. 
Parallel Coordinates. Understanding complex data 
has always been a challenging problem, and there are 
various visualization techniques to understand the data. 
There are several standard visualization techniques to 
visualize data such as histograms (1-dimensional) or 
scatterplots (2-dimensional). The problem becomes even 
pronounced when we have multi-dimensional data (Le-
Blanc, Ward, & Wittels,1990; Fua, Ward, & Runden-
steiner, 1999). In order to visualize data with such tech-
niques, we need to produce several plots, which is not 
feasible with an increasing number of dimensions. 
To show a lot of data dimensions, we chose parallel co-
ordinates for visualizing eye-tracking metrics for the 
second part of our visual analytics workflow. Parallel 
coordinates made their first-time appearance in 1885 
(d’Ocagne, 1885). However, they became more popular 
as a tool for multi-dimensional data exploration after the 
work of Inselberg (1985) and Wegman (1990). Parallel 
coordinates are based on the concept of point-line duality, 
where data points in Cartesian space are plotted in the 
form of lines in parallel coordinates. In parallel coordi-
nates, two or more axes are plotted parallel to each other, 
where each axis serves as one dimension of the multi-
dimensional data. Data points are then plotted on the 
parallel axes, which results into intersection of polylines 
at respective data values, as shown in Figure 2(a). Multi-
ple data points can be plotted similarly, as shown in Fig-
ure 2(b). 
 
Parallel coordinates plots serve the purpose of visual 
exploration, as finding the relation among the eye-
tracking metrics in our case. Of all the three possible 
correlations (positive, negative, and none), negative cor-
relation has the most striking pattern. The intersection of 
data points of higher values on one axis are mapped to 
lower values on the neighboring axis and vice versa, 
resulting into an accumulation point that is easily spotted. 
A sample case for perfect negative correlation is shown 
in Figure 3(a). Positive correlation shows properties op-
posite of negative correlation, thus resulting in straight 
lines, as depicted in Figure 3(b). 
There are several interaction techniques that support 
visual exploration. Our parallel coordinates framework, 
as shown in Figure 4, provides a collection of such inter-
action techniques. Brushing, being one of the basic action 
techniques for parallel coordinates plots, allows the user 
to select data points on the axis. The selection is typically 
done in an interactive fashion; often, the user marks in-
teresting areas in the plot by mouse interaction as shown 
in annotation (a) of Figure 4. There are generally three 
types of brushes, such as axis-aligned brush, polygon-
shaped brush, and angular brush (Hauser, Ledermann, & 
Doleisch, 2002). We use axis-aligned brushing, which 
enables us to select points in a vertical fashion on axes at 
a time. 
(a)                                           (b) 
Figure 2. Parallel coordinates for multiple data dimension: 
(a) polyline plot of one data point and (b) polylines of the 
multiple data points. 
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Selected data points are then used for further explora-
tion. We can color each axis individually based on the 
data points plotted on each axis, as for an example case 
SkewY is color-coded in annotation (g) of Figure 4. The 
user can apply coloring according to the metric of their 
choice by simply clicking on that axis. To find correla-
tions between metrics, we need to order the axes repre-
senting metrics in a meaningful manner. We can reorder 
an axis by simple dragging and dropping it at the desired 
position.  Sometimes correlation can also be seen by 
inverting the orientation of an axis, which is supported by 
double clicking on an axis. 
There are several problems with the polylines used in 
the traditional parallel coordinates plots. They result in 
loss of visual continuation if two or more data points 
have similar values, which makes it difficult to follow the 
line throughout the plot. To solve this problem, we op-
tionally replace the polylines with smooth curves con-
trolled by a slider (see annotation (c) of Figure 4) as done 
by Graham et al. (2003). Smoothing the polylines is ben-
eficial for bundling as it allows analyst to take advantage 
of the entire plot area because it separates distinct com-
ponents of data into distinct regions by assigning a cen-
troid as shown in Figure 5(b). Curve bundling is also 
highlighted in our framework, which supports the for-
mation of curve bundles for clustered data plotted on 
parallel coordinates, as shown in Figure 5. The slider 
used in the framework (see annotation (d) of Figure 4), 
helps the user tune the tightness of the bundled curve, 
which enables them to have a different view of the same 
data (Heinrich et al., 2011). 
There could be a case where two or more metrics used 
for analysis are of similar nature. Our framework allows 
the analyst to remove axes that are not of interest by 
selecting check-boxes as shown in annotation (b) of Fig-
ure 4.  There could be a scenario where the analyst wants 
to merge two or more axes, assigning desirable weight to 
each one of them for the metric analysis in order to group 
the data based on the new combined metric. To support 
this feature, we have a section in our framework (see. 
annotations (e) in Figure 4) that enables user to select the 
metrics they want to combine. The weight can be adjust-
ed with a slider below the checkbox. 
Similarity Matrix Visualization. The third part of our 
visual analytics process deals with the participant group 
analysis and uses a matrix-based approach for visualiza-
tion. It enables users to distinguish groups of participants 
based on various metrics of eye-tracking data. A matrix-
based representation is one of the most basic ways of 
visualizing two-dimensional data. However, it is difficult 
to visualize multi-dimensional data using a matrix. There-
fore, we adopt the concept of dimensional stacking: em-
bedding dimensions within other dimensions (LeBlanc et 
al., 1990). Each matrix cell is divided into multiple sub- 
grids depending on the number of metrics to be stacked 
as used by Kumar et al. (2016). In this paper, each grid is 
divided into 16 sub-grids since 16 metrics are supposed 
to be embedded into single grid. 
Each sub-grid is used to stack the similarity values 𝑠𝑣!,!,!!  calculated in Equation 1 for each metric. Howev-
er, it is not easy to arrange the data with 𝑛 metrics into a  ⌈ 𝑛   ⌉ 𝑥 ⌈ 𝑛   ⌉ grid and to make it visually appealing, so 
that it becomes easier to visually group participants on 
the generated clustered matrix representation. We solve 
this issue by computing correlation coefficients between 
all pairs of 𝑛 metrics, which results into !!!! !!! ! = ( )!!  
values. We then clustered all ( )!!  combinations using 
hierarchical clustering and plot them in the form of a 
dendrogram as shown in Figure 6(a). This clustering is 
now, used to arrange similarity metrics next to each oth-
er. However, the problem of ordering these metrics in a 
sub-grids is still challenging. So, we followed the Hilbert 
       (a)                                          (b) 
Figure 3. Visual patterns in parallel coordinates with (a) 
negative correlation and (b) positive correlation. 
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space-filling curve to fill the sub-grids, as shown in Fig-
ure 6(b). This space-filling representation keeps nearby 
values close to each other, which helps preserves locality 
(Moon et al., 2001). For our study, we chose 16 different 
metrics preprocessed from the raw gaze data in the first 
phase. Therefore, we chose 16 different colors in the 
CIELAB color space that represent all 16 similarity val-
ues 𝑠𝑣!,!,!! in each sub-grid as base colors, as shown in 
Figure 6(c). The selected 16 colors are saturated colors 
from the CIELAB color circle with uniformly distributed 
hue values, with a hue difference of 20 between neigh-
boring hues. We chose hue to encode metric classes be-
cause hue is effective in perceptual grouping of categori-
cal data (Ware, 2012). The CIELAB color space is well 
suited since colorimetric distances between any two col-
ors in this space corresponds to perceived color differ-
ences due to its three-dimensional in nature where each 
a*, b* and L* respectively serves as an individual dimen-
sion. While a* and b* being chromatic channels of the 
CIELAB color space is fixed according to the class of 
Figure 4. Overview of the parallel coordinates tool. Axis-aligned brushing is shown in (a). Axes can be deleted by (b), polylines 
that pass through an axis can be smoothed if needed (c), curves can be bundled around a centroid using this option (d), two or more 
metrics can be added with weights (e), color coding to distinguish the cluster based on data value in a specific metric can be applied 
as shown in (f). 
(a)                                                                                                      (b) 
Figure 5. Parallel coordinates plot of clustered data shown in (a) and data representation with bundled curve separating distinct 
component shown in (b). 
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metric, lightness L* varies to encode the similarity values 
for the respective metric. We assigned these colors to 
metrics in sub-grids in the order of the Hilbert space-
filling curve, which resulted in Figure 6(d). An example 
of eight participants with 16 metrics is shown in Figure 
6(e).  
 
 
Figure 6. Overview of the procedure followed in the generation of Dimensionally Stacked Similarity Matrix (DSSM). The dendro-
gram shown in Figure (a) reveals the proximity between metrics from eye-tracking data. Figure (b) shows the order in which metrics 
are stacked in the similarity matrix following a second-order Hilbert curve. Figure (c) shows the 16 colors with varying hue to repre-
sent each similarity value in the sub-grid. Figure (d) shows that choosing the Hilbert curve preserves locality in colors. Figure (e) 
displays an example of multi-dimensional stacked metrics with dimension 8 𝑥 8 for 8 participants. 
Figure 7. Overview of all variables in a parallel coordinates diagram. Color indicates different clusters obtained from clustering based 
on the fourth axis (AvgFix, (a)). The visualization also reveals positive correlation between attributes (b) and negative correlations 
(c). 
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Results 
    With the data obtained from the previously de-
scribed eye-tracking study, we first derive metrics that 
can be used to interpret user behavior. This corresponds 
to the Metric Analysis of our established work flow in 
Figure 1. Next, we utilize our framework to visualize and 
analyze groups of participants exhibiting similar charac-
teristics, which is related to the Participant Group Analy-
sis block in Figure 1. The analysis is based on previously 
derived metrics. 
Utilizing our Framework 
The first step in most evaluations is to generate an 
overview of the data that should be analyzed. Here, the 
data corresponds to metrics derived from recorded eye-
gaze data, i.e., we first focus on the Metric Analysis part 
of the visual analytic workflow (see Figure 1). This can 
be shown in Figure 7, as an example of metrics data visu-
alization using parallel coordinates. By rearranging the 
axes (metrics), it is possible to swiftly find those, that 
exhibit similar or identical behavior indicated through 
(a)                                          (b) 
Figure 9.  Separation of participants into two different 
groups of behavior regarding the Ҡ Coef based on the 
number of fixations. (a) shows all subjects with more than 
100 fixations. They lead to Ҡ Coef values centered around 
zero. Fewer fixations result in a broader negative distribu-
tion, which is shown in (b). This achieves about the same 
separation as utilizing the scanpath length with a thresh-
old of about 15.000 px. 
(a)                                           (b) 
Figure 10. Combining completion time and scanpath length 
to generate a new 1D metric (W-Avg). (a) shows that values 
above a threshold of 0.3 of W-Avg result in one group of 
participants that exhibit ambiguous gaze behavior, whereas 
(b) depicts the second group having a more ambient gaze 
behavior, according to the Ҡ coefficient. 
(a)                                              (b) 
Figure 8.  Examples of finding effects based on the cluster-
ing of a single attribute. (a) shows the negative correlation 
between Ҡ Coef and FixRate. (b) depicts two different 
groups of behavior regarding the Ҡ Coef based on scanpath 
length. Scanpaths longer than about 15,000 px ((b), left) lead 
to Ҡ Coef values centered around zero. Shorter scanpaths 
((b), right) result in a broader negative distribution. 
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parallel line segments between neighboring axes. This is 
the case for FixRate/ SacRat, AvgSacDur/ AvgSac, and 
also FixNum/ SacNum (annotations (b) in Figure 7), ena-
bling an analyst to discard metrics that convey the same 
kind of information. Furthermore, we are able to find 
metrics that exhibit an inverse behavior, which is the case 
for, e.g., SacRat/ AvgFix, FixRate/ AvgFix, AvgFix/ Avg-
SacDur, and AvgSac/ FixNum. An increase of the first 
attribute of each tuple leads to a decrease of the second 
attribute. These findings reflect the well-known relation-
ships between the previously described metrics. Another 
way to find similarities between attributes is possible by 
selecting a specific axis that will cluster the data based on 
the selected metric and a color will be assigned to each 
data instance. Considering the color of the lines as well as 
the order of the color at other axes, we can see similar 
behavior. This is shown in Figure 7, where clustering was 
performed based on AvgFix (see annotation (a)), resulting 
in the same color gradient on the axes FixRate and 
SacRate. 
Using clustering based on a single metric, we can find 
an inverse relationship between Ҡ Coef and FixRate (see 
Figure 8(a)). This indicates that the ambient/focal atten-
tion changes inversely to the fixation rate. Furthermore, 
ambient/focal attention varies with the scanpath length. 
As seen in Figure 8 for a length of more than about 
15,000 px, the distribution of the Ҡ coefficients is cen-
tered around zero (ambiguous cases), whereas for shorter 
scanpaths the distribution is more widespread and tends 
toward negative values (ambient attention). The Ҡ coeffi-
cient is also related to the number of fixations in a similar 
fashion. Here, we can observe the same kind of distribu-
tions for more than 100 fixations (ambiguous cases) and 
fewer fixations (ambient attention). If we consider the 
scanpath length, we can see that the separation into two 
groups having more and less than 100 fixations yields 
roughly the same separation as splitting the subjects ac-
cording to a scanpath length of more or less than 15,000 
px. This is shown in Figure 9. 
Another interesting question is how the Ҡ coefficient 
is related to the completion time and scanpath length, 
since there could be, e.g., four subgroups of participants 
using a categorization of fast/slow for the completion 
time and short/long for the scanpath length. Previously, 
we had already a closer look at the scanpath length and 
the Ҡ coefficient. Therefore, we now want to focus more 
on the influence of the completion time, assigning a 
weight of 0.7, while we assign a weight of 0.3 to the 
scanpath length. The results are shown in Figure 10. 
Based on this affine combination of metrics, we achieve a 
similar result compared to utilizing the scanpath length 
alone. One group of participants exhibits ambiguous eye 
movements, whereas the other groups show more ambi-
ent eye movements. 
Besides the so-far-used eye-tracking metrics that 
characterize user behavior, we are also interested in iden-
tifying spatial behavior. Therefore, we have a closer look 
at metrics that give us an impression about where the 
participants were looking at. The skewness of the distri-
bution of positions, projected onto the x- and y-axis, can 
be used for getting a rough impression. Figure 11 shows 
the combination of SkewX and SkewY with an equal 
weight of 0.5 for each metric. Overall, we can see a nega-
tive correlation between the metrics, which is also the 
case, if we have a closer look at different intervals of 
values of the combined metric (see Figure 11(b)). 
To further investigate the spatial distribution, we can 
include kurtosis into the analysis. Based on the skewness, 
we have derived rough areas where participants were 
(a)                                 (b) 
 
Figure 11. The color-encoded results are shown in (a). Clus-
tering was performed on the weighted average of the first 
two columns. Overall, a negative correlation can be recog-
nized. Selecting different values ranges of the weighted 
average leads to the selection of subgroups of similar skew-
ness values. The weights were set to 0.5 for the two metrics. 
All subgroups exhibit also a negative correlation. This is 
shown in (b). 
Journal of Eye Movement Research Kumar, A., Netzel, R., Burch, M., Weiskopf, D., & Mueller, K. (2017) 
10(5):10 Visual Multi-Metric Grouping of Eye-Tracking Data 
  11 
looking at. The kurtosis of the distributions describes 
now whether there are frequent small deviations of mean 
values or frequent larger dispersed data. The first case 
would indicate the existence of focus attention areas, 
whereas the later a wider spread of attention on possibly 
multiple locations. Since we are more interested in the 
effects of kurtosis, this metrics got a higher weight (0.7). 
Skewness got lower weights (0.3). Based on the new 
combined metric, we could roughly separate participants 
into four groups. Each group shows distinct visual pat-
terns. The first one (Figure 12(a)) contains only a minori-
ty of the data that shows large changes between neighbor-
ing axes. The second group (Figure 12(b)) exhibits a 
drop-off of changes from left to right. The third (Figure 
12(c)) and fourth (Figure 12(d)) group show similar val-
ues for the kurtosis in both spatial directions and also for  
                                                (c)                                                                                                    (d) 
Figure 12. Combination of four metrics (SkewX, SkewY, KurtosisX, and KurtosisY). Color encoding is based on the clustering 
according to completion time. The four images show a rough categorization of the participants into four groups. Metrics values in 
(a) show large changes between neighboring axes, whereas in (b) there is a visible drop-off in changes. Images (c) and (d) indicate 
same values with respect to kurtosis but differ in SkewY. The weight for skewness was set to 0.3, whereas 0.7 was assigned to 
kurtosis-related metrics. 
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the skewness in x-direction, but differ visually in the 
skewness in y-direction. With this kind of analysis, using 
parallel coordinates, we were able to investigate charac-
teristics of each scanpath of each participant during the 
Metric Analysis step of our workflow (see Figure 1) and 
to form clusters based on color encoding or similar visi-
ble line structures. 
      During the following Participant Group Analysis, our 
multi-dimensional stacking approach allows us to com-
pare all participants to each other in much detail. Stand-
ard approaches generate therefore a similarity matrix 
where the columns and rows represent the participants, 
which are order alphanumerically. Each cell of the matrix 
contains a similarity value. In our case, a matrix cell 
contains several color-encoded elements, which corre-
spond to the similarity values of the used metrics. An 
example of this is shown in Figure 13. Here, we can see 
some isolated group structures, but in general the visuali-
zation looks rather chaotic. By performing a reordering of 
the participants based on the visual inspection in parallel 
coordinate plots, we are able to introduce, to some de-
gree, order into the chaos: getting similar participants 
spatially closer reveals more group structures than before. 
Figure 13. Similarity matrices including all participants. All 
16 similarity metrics are depicted by color-encoded. The order 
of the participants is increasing from left to right and top to 
bottom, according to the participant ID. 
                                                   (a)                                                                                                      (b) 
Figure 14. Similarity matrices including all participants. All 16 similarity metrics are depicted by color. The order of the participants was 
changed according the result of the clustering based on the new combined metric (skewness in x- and y- direction with a weight of 0.3; 
kurtosis in x- and y- direction with a weight of 0.7). By visual inspection, six clusters emerge ((a)—(e)), highlighted by white lines. 
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Figure 14(a) depicts the similarity matrix with reordered 
participants, whereas Figure 14(b) highlights a possible 
grouping. The new order of participants is the result of 
hierarchical clustering based on a combined metric 
(skewness in x- and y- direction with a weight of 0.3; 
kurtosis in x- and y- direction with a weight of 0.7). By 
using the new ordering, we identified six different groups 
exhibiting same visually characteristics. 
    Inspecting the different groups in more detail using 
scanpaths as part of a qualitative evaluation, we can see 
that, e.g., group (a) and (b) differ in defining characteris-
tics of scanpaths that were investigated by the partici-
pants. Selecting scanpaths of participants from the hori-
zontal axis that are within group (b) (see Figure 15 (a)) 
shows that there is a designated path that was investigat-
ed, while scanpaths of participants in group (a) (see Fig-
ure 15 (b)) are more diverse. Comparing these scanpaths 
with those of participants selected from the vertical axis 
that are part of both groups (see Figure 15 (c) and (b)), 
we can see that the scanpaths share similar characteristics 
to the scanpaths of participants chosen from the horizon-
tal axis, thus the scanpaths are separated into two groups 
exhibiting two defining characteristics: a more focused 
versus a more diverse or widespread investigation. 
                                              (c)                                                                                                        (d) 
Figure 15. Examples of scanpaths for participants that were confronted with color-encoded metro maps. (a) shows scanpaths of 
participants who are contained in group (b), selected from the horizontal axis. (b) shows scanpaths of participants who are con-
tained in group (a), selected from the horizontal axis. (c) and (d) show scanpaths of participants selected from the vertical axis who 
are included in group (a) and (b). Scanpaths in (c) are more similar to (a), since they are focused on a path leading from the start to 
the main station and then to the destination. Scanpaths in (d) are more similar to those in (b), since they are less focused on one 
specific path involving also areas left and right of the main station. The start location is designated with a green hand and the desti-
nation with a target symbol. The start of the scanpath is indicated by a big green dot and the end of the scanpath by a blue dot. The 
color of smaller fixations in between is gradually changing from green to blue encoding the temporal ordering of the fixations. 
(a)                                                                                                       (b) 
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Discussion 
We described an approach for analyzing eye-tracking 
metrics based on recorded eye-tracking data of conducted 
eye-tracking studies. We provided two visualization 
techniques - parallel coordinates plots as well as matrix 
visualization, but we are aware that there is a number of 
limitations regarding both approaches. In this section, we 
briefly explain the major problems and challenges that 
can occur while dealing with this kind of data and visual-
ization techniques focusing on visual and perceptual 
issues. 
If the number of metrics increases, the visualizations 
can reach their limits. For example, the number of dis-
played metrics has an impact on the number of axes in 
parallel coordinates and the vertical stripes between 
which correlations can be detected. If the number of met-
rics grows, the gaps become smaller and smaller, leading 
to visual scalability problems. A growing number of 
participants leads to many more polylines plotted on top 
of each other and an increase of visual clutter. A similar 
effect occurs in the matrix visualization. In case of large 
number of metrics, the matrix cells should be subdivided 
into more elements and hence, the display space for each 
individual one gets smaller. Moreover, if the number of 
metrics is not a perfect square, then there are some empty 
elements in the rectangular cells in both rows and col-
umns. If the number of study participants grows, the 
number of rows and columns in the matrix increases with 
quadratic growth and, hence, the display space for indi-
vidual cells decreases rapidly.  
      Since we have to deal with color coding, we are 
aware of the fact that too many differentiable groups can 
lead to perceptual problems, particularly in the case of 
parallel coordinates, in which many polylines are cross-
ing. A positive aspect of the parallel coordinates is that 
the vertical axes are easy to use for judging metric values 
due to their alignment on common scales, as evaluated by 
Cleveland and McGill (1986). This becomes more prob-
lematic in matrix visualizations in which the metric val-
ues (or comparisons and relations) are displayed in a 
color-coded fashion. This means that an analyst has to 
compare the individual matrix cells and their elements by 
comparing color hues which is perceptually problematic 
(Ware, 2012). However, clustering and grouping of the 
matrix cells helps identify groups of similar behavior 
reflected in a similar coloring of the cells. 
Conclusion and Future Work 
We described a workflow to analyze eye-gaze data 
consisting of three stages: Data Preprocessing, Metric 
Analysis, and Participant Group Analysis. We start with 
preprocessing the raw data into meaningful metrics. The 
preprocessed data is then visualized with a parallel coor-
dinates plot, which is the basis for metric analysis, re-
flecting correlation among the metrics. After identifying 
meaningful metrics, they are used during the Participant 
Group Analysis. Here, we perform clustering based on 
the selected metrics and their assigned weights to gener-
ate groups of participants exhibiting similar behavior, 
which is the ultimate aim of our paper. The result of 
clustering is visualized in a dimensional-stacked similari-
ty matrix, where each cell contains multiple elements 
representing color-encoded similarity values computed 
for each selected metric. By rearranging the participants 
based on clustering, we achieve a better perceptual layout 
for the matrix. Insights gained in this stage can be redi-
rected back to the parallel coordinates plots to refine or 
change the metrics and their weights to further improve 
the grouping. We illustrated our visual analytic frame-
work by means of applying it to the data of a formerly 
conducted eye-tracking study. Finally, we discussed 
limitations and scalability issues of our work.  
For future work, we plan to enable the interaction be-
tween both visualization techniques we have used. 
Changes in metrics and their weights in parallel coordi-
nates will automatically steer the clustering and genera-
tion of the dimensional-stacked similarity matrix. To 
check the usability extent of our tool, we also plan to 
evaluate our tool by means of an eye-tracking study. 
Moreover, we plan to experiment with other visualization 
techniques and further interaction principles with the goal 
to find further insights in the eye-tracking data and to 
draw conclusions about the visual scanning strategies of 
any number of study participants. 
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Table 1  
Used metrics are divided into three categories. The first group are eye-tracking metrics based on movement measures.  The se-
cond group are numerosity measures. The third group are statistical (position) measures of spatial distributions of fixation for 𝑥 − 
and 𝑦 −coordinates. These statistical measures allow an analyst to get an impression about the most prominent areas within stim-
uli. 
Eye-Tracking Metric Definition 
 
Average fixation duration It is often used as an indicator for the cognitive processing depth. High values typically mean 
that a participant spent more time thinking about an area, for example, due to high complexity of 
the scene or an absence of intuitiveness in it. Low values in a local area can be the result of 
stress. 
The average saccade length Also called saccade amplitude. A long saccade length can be interpreted as an explorative eye 
movement, whereas short saccade lengths may occur when the task difficulty increases as short 
eye movements are used to collect information from a restricted area to support the current cog-
nitive process. 
Average saccade duration Average time to move from one fixation to another and therefore the average time with no visual 
intake. Average saccade duration is decreasing for more difficult tasks, as well as with a de-
creased processing capacity. 
 
Ҡ coefficient Characterizes dynamics of ambient and focal attention per individual scanpath (Krejtz, 
Coltekin, Duchowski, & Niedzielska, 2017). Positive values indicate longer fixation durations 
and shorter saccades: focal attention. Negative values indicate the opposite: longer saccades and 
shorter fixations, therefore ambient attention. In the ambiguous case, where the coefficient is 
zero, subjects could have made either long saccades followed by long fixations or short saccades 
followed by short fixations. Therefore, distinguishing ambient and focal attention is not possible 
in this case 
Number of fixations General measure that can be applied to specifically defined areas or the whole stimulus, and it is 
correlated to the time spent in an associated area. The combination of spent time and number of 
fixations could be used to find different kinds of behavior, e.g., areas that exhibit the same num-
ber of fixations, but different spent time indicate a different behavior, possibly influenced by the 
content of the associated area. 
Fixation rate Is roughly proportional to the inverse of the average fixation duration. This metric can be used to 
interpret task difficulty. Furthermore, it is used to predict target density and therefore an indicator 
for measuring mental workload. 
Number of saccades Proportional to the number of fixations and related to the fixation duration. If the number of 
saccades is increasing, in a fixed amount of time, the fixation duration is decreasing. 
Saccade rate In general, almost identical to the fixation rate. It is an indicator for mental workload, arousal, 
and fatigue. The saccade rate is decreasing with an increase of task difficulty, mental workload, 
or fatigue. An arousal leads to an increase of the saccade rate. 
Scanpath length It is the sum of the length of all saccades. 
Completion time Time measured between the start of displaying a stimulus and the participant finishing the task. 
 
Standard deviation (𝑥 & 𝑦) Used to quantify the amount of variation or dispersion of a distribution. Lower values indicate 
that the values of the distribution are closer to the mean value, whereas larger values of the dis-
tribution indicate a higher dispersion. 
Skewness (𝑥 & 𝑦) Measures the asymmetry of a distribution, i.e., whether the left tail of a unimodal distribution 
(negative skewness) or the right tail (positive skewness) is longer or fatter. 
Kurtosis (𝑥 & 𝑦) Like skewness, it describes the shape of a distribution. It is the moment of the distribution and 
tells an analyst the reasons for the variance within the data. Higher kurtosis indicates infrequent 
extreme deviations, whereas lower kurtosis indicates frequent modestly sized deviations. 
 
 
 
