Abstract-This paper proposes three methods to improve the learning algorithm for spiking neural networks (SNNs). The aim is to improve learning performance in SNNs where neurons are allowed to fire multiple times. The performance is analyzed based on the convergence rate, the concussion condition in the training period and the error between actual output and desired output. The exclusive-or (XOR) and Wisconsin breast cancer (WBC) classification tasks are employed to validate the proposed optimized methods. Experimental results demonstrate that compared to original learning algorithm, all three methods have less iterations, higher accuracy, and more stable in the training period.
INTRODUCTION
Recently, spiking neural network (SNN) is generally regarded as the third generation of artificial neural networks [1] , and consists of many neurons. In SNN, the neurons communicate with each other via firing spikes [2] , [3] and fulfil tasks via appropriate learning algorithms [4] . The learning algorithms are usually divided into supervised leaning and unsupervised learning. In supervised leaning, the most commonly utilized algorithm is based on back propagation. A popular back propagation learning algorithm of SpikeProp was proposed in the approach of [5] . This algorithm allows multiple delayed synapses in SNN. However, the neurons only spike one time and the learning performance is not commendable. Therefore, some extended algorithms have been developed to improve the performance of SpikeProp. In the approaches of [6] - [9] , back propagation with momentum, QuickProp and heuristic rules are used to improve the learning performance of SNNs respectively. Another back propagation algorithm allows neurons emitting multiple times [10] , which is a modified version of SpikeProp. Even so, the learning performance can be still improved, e.g. it needs to iterate around 1,000 times (which is too long) to solve Exclusive-or (XOR) task when the learning rate is set to a small value (0.1). Therefore, the aim of this work is to improve the learning performance and three methods are proposed to improve the original algorithm [10] .
The rest of this paper is organized as follows: Section 2 presents the spiking neuron model, SNN architecture and back propagation algorithm. Section 3 provides the improved methods for original algorithm. The experimental results are given in Section 4 and Section 5 concludes this paper.
II. THE NEURON MODEL AND LEARNING ALGORITHM
In this section, the spiking neuron model and learning algorithm are introduced. A neuron is the basic unit of neural networks and the neuron model is an important component for SNN. The neurons connect with each other via synapses. The learning algorithm is used to adjust the synapse weights when neurons activate.
A. Spiking Neuron Model
The most commonly used model, namely Spike Response Model (SRM) [1] , is used in this work. Each neuron is associated with a membrane potential ( ), and a spike of post synapse neuron ( ) is dynamically generated at time ( ) when the potential goes above a specified threshold ( ). When a neuron spikes, the membrane potentials of all its associated post neurons are incremented by the weights of the respective connections [11] . The membrane potential is described as:
where is the synaptic weight from pre-synapse neuron to post-synapse neuron with a delay of , ( ) is the spike response function, and ( ) is the refractoriness function, indicates the spike train of post-synaptic neuron, and is the set of pre-synaptic neurons. They are described respectively as:
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where is a time constant, is the time delay constant, ( ) is the Heavy-side step function, is the number of spikes and the spike train is ordered chronologically. If 1 ≤ < ≤ , then ( ) < ( ) .
B. Network Architecture and Learning Algorithm
The learning algorithm introduced in this section belongs to back propagation algorithm. It is based on a fully connected feed forward neural network as shown in Fig. 1 . This SNN is a three-layer feed forward network with multiple delays and multiple synapses per connection. The first layer, named input layer, acts as the input of the network. In input layer, neurons fire predefined spike trains, but are not involve in real processing. The second layer is hidden layer. And the last one is output layer. The detailed learning algorithm, which derived in [5, 10, 13] , uses the same rule as error back propagation. The measure function of this algorithm is determined by the difference between the desired output and actual output. It can be calculated by:
where is desired firing time and is actual firing time at output neuron .
To reduce the mean squared error, the weight needs to be tuned. The rate of weight change can be calculated by:
where is the learning rate. The rule of renewing weight can be calculated by:
More details of this learning algorithm can be in the approach of [13] .
III. IMPROVED METHODS
As the learning performance is not commendable in original Booij's algorithm [10] , three methods are employed to improve the original algorithm in this section. The improved methods include back propagation with inertia term, adaptive learning rate and the method of changing measure function.
A. Inertia Term Adjustment
As the original Booij's algorithm converges too slowly, an inertia term can be added to change the weight. This can be described as:
where is the inertia factor, and its value is between 0 and 1. The inertia term is not a fixed value. It can be adjusted as the synapse weight changes.
B. Adaptive Learning Rate
The learning rate can control the training time and accuracy. The convergence rate is also related to the learning rate. Although a large learning rate can speed up convergence, it usually leads to low accuracy. Therefore, a method of adaptive learning rate is can be used which is given by: = * * where is initial learning rate which is a small value. Once the mean squared error ( ) limits to 0, will limit to . The learning rate will be two times faster if multiply a by a number that is greater than one. The parameter controls the value of learning rate. This method also can avoid the concussion condition in the training period because changes in the exponential manner.
C. Changing Measure Function
In original Booij's algorithm, the measure function is absolute error of desired firing time and actual firing time at output neuron. With the training time increases, it makes the difference of desired and actual firing time decrease. Then the convergence rate slows down. And the absolute error cannot represent the level of the relative error of the sample. To avoid these problems, the relative error can be employed. The relative error function can be calculated by:
The above three methods are employed to improve original Booij's algorithm and enhance learning performance.
IV. EXPERIMENTAL RESULTS
The proposed methods are analysed by applying them to the XOR task and Wisconsin breast cancer (WBC) classification task. The SNN architecture used in this work is shown by Fig. 1 , where every connection consists of 16 synapses with a delay of 1 to 16 ms. The parameters configuration of SNN are the same as [10] . The initial learning rate and time constant ( ) are set to 0.1 and 7, respectively.
A. XOR Task
The XOR dataset is encoded by spike time in this work [10] . The binary 0's and binary 1's of inputs and outputs are encoded into firing time of input and desired output. For the inputs neurons, an input spike at 0 ms and 6 ms represent logic 0 and 1, respectively. For outputs neuron, a spike at 16 ms and 10 ms represent logic 0 and 1, respectively. For this task, the SNN architecture has 3 input neurons (including one bias neuron), 5 hidden neurons and 1 output neuron. Fig. 2 shows the learning performances for the proposed three methods. Fig. 2(a) refers to original Booij's algorithm and it carries out 1016 epochs. Fig. 2(b) refers to the original algorithm with inertia term. It carries out 449 epochs. Fig.  2 (c) refers to the algorithm with adaptive learning rate, which uses 81 epochs. Fig. 2(d) refers to the algorithm with relative error and it uses 62 epochs. It can be seen that concussion occurs in the Fig. 2(a) and Fig. 2(b) in the training period. However it does not occur in Fig. 2(c) and (d). Note that the convergence speeds of all three methods are faster than the original algorithm. 
B. WBC Classification Task
The WBC dataset uses breast cytology gained by fine needle aspirations in the University of Wisconsin Hospital and the results can be classified into benign or malignant cancer tumors [14] . This task is a binary classification problem. In the dataset, each sample consists of 9 attributes which measure different features of the cytology. Each feature is able to map to a linear spike train in the range of 1 to 10 ms directly. For the output neurons, the benign and malignant tumors can be coded as an output spike at time 16 ms and 17 ms, respectively. The SNN for this task has 9 input neurons, 19 hidden neurons and 1 output neuron. Fig. 3 shows the convergence curve for the proposed methods. Fig. 3(a) refers to original Booij's algorithm which carries out 230 epochs. Fig. 3(b) refers to the original algorithm with inertia term (109 epochs). Fig. 3(c) refers to the algorithm with adaptive learning rate (81 epochs). Fig.  3(d) refers to the algorithm with relative error (62 epochs). The detailed information is given by Table I . It can be seen that the convergence speed of all three methods, which proposed in this work, are faster than original algorithm. The highest classification accuracy is given by the method of adaptive learning rate, e.g. 90%. For this method, the learning rate is related to the sum squared error (E), which is a dynamic value and can guarantee the weight change function to get a suitable value.
V. CONCLUSIONS
In this paper, three methods are proposed to improve the learning performance of a gradient descent algorithm for the SNNs. The experiment of XOR task and WBC classification task are used for validation. The results showed that all three methods can speed up the convergence rate, and the methods of adaptive learning rate and relative error can avoid the concussion in the training period. Therefore, the methods proposed in this paper achieved a better performance than original algorithm [10] .
