: Dispersal distance percentiles 1 
Supplementary Figures
Figure S1: Correlation plot of the explanatory variables considered in our study. Note that seed type (SeedType) and line width (LineWidth) are categorical variables, upon which the correlation with other predictors depends on the order of categories. The order of seed type (goose down vs. Typha latifolia) is inconsequential as it contains only two levels. Here, we have ordered the line width categories (1 = control, 2 = wide, 3 = narrow) in order of increasing wind speed (Figure 3a) to determine the maximum potential covariance for model variable selection. Significance codes: *** p < 0.001; ** p < 0.01; * p < 0.05. A table of correlations is also provided in Table S2 . 3, 4 . We note that this approach is not driven by a lack of thinking about the problem of interest:
our full model (Step 1) has been defined based on clear a-priori hypotheses (see main text of the paper as well as below for our rationale in including single terms and some of their interactions). Rather, our goal is to make sure that alternative model selection approaches, used to reduce the complexity of our starting a-priori model, lead to the same conclusion, thus increasing confidence in our results for readers preferring one approach over another 5 .
Briefly, the process involves:
Step 1 Fit the full model, including all variables and interactions identified in a-priori hypotheses.
Step 2 Perform first model selection routine using a manual backward stepwise variable selection.
Step 3 Dredge the full model to identify the best models based on AIC.
Step 4 Choose a final model structure based on the stepwise and dredging approaches.
Step 5 Fit the final model.
In the preliminary full model, explanatory variables (fixed effects) include:
LineWidth Categorical (3 levels), differentiating between (1) forested control sites, (2) wide seismic lines, and (3) narrow seismic lines. Note that categories were ordered such that they identify the maximum correlation with measured wind speed, which we now drop from the models due to high covariance (Table S3 , Figure S3 ).
SeedType Categorical (2 levels), differentiating between (1) goose down, and (2) Typha latifolia seed.
Time_hr
Time (in hours) between experimental seed release and seed observation and collection. We consider the linear and quadratic form of this variable.
We consider the following interactions in the full model: Models were fitted using the lmer command from the lme4 package for R 6 . Estimate p-values were added with the lmerTest package for R 7 . Plots of model effects were created with the effects package for The same model selection procedures were carried out separately for p50 and for p95 distances as a response variable. Results of both are presented below in Steps 1-3. The selection procedure identified very similar model structures for both p50 and p95. For this reason, as well as to maintain comparable model outputs, we select a single final model structure (Step 4) that is comprehensive for both p50 and p95. th percentile dispersal distances (p50)
Step 1 -Fit the full model Step 2 -Backward stepwise variable selection Individual explanatory variables were removed from the full model one at a time, then the model was rerun. The variable with the smallest effect on the response (i.e. the highest p-value) was removed at each iteration. Model selection was considered complete when all remaining variables were significant at p < 0.05. For each iteration (Run), we report the AIC, the variance explained by the fixed effects (r 2 m ), and the variables with the highest p-value in the model output (Highest p), with the p-value in brackets. We then use a cutoff of delta AIC < 4 to select the top models based on AIC 8, 9 . These models can be averaged, providing averaged parameter estimates, weighted by AIC.
Call: model.avg(object = dredged[dredged$delta < 4, ])
Component model call: ::(formula = log(p50) ~ <6 unique rhs>, data = moddat, REML = F, na.action = na.fail) lme4(formula = log(p50) ~ <6 unique rhs>, data = moddat, REML = F, na.action = na.fail) lmer(formula = log(p50) ~ <6 unique rhs>, data = moddat, REML = F, na.action = na.fail) Step 2 -Backward stepwise variable selection Individual explanatory variables were removed from the full model one at a time and the model re-run.
The variable with the smallest effect on the response (i.e. the highest p-value) was removed at each iteration. Model selection was considered complete when all remaining variables were significant at p < 0.05. For each iteration (Run), we report the AIC, the variance explained by the fixed effects (r We then use a cutoff of delta AIC < 4 to select the top models based on AIC. These models can be averaged, providing averaged parameter estimates, weighted by AIC. 
Construction of the final models
Step 4 -Choose a final model structure
The stepwise AIC and the dredging result in very similar model selections. As well, the selection process for p50 and p95 also produce similar results. In the stepwise AIC for p50 and p95, both time variables are dropped from the model, as is SeedType from the p50 model, while they are all retained in the top dredged models. Given that SeedType is retained in the p95 models and given that both variables (SeedType and Time) test specific a-priori hypotheses, we opted to keep them in the final model.
The final model took the structure:
Dispersal Distance ~ Line Width + Seed Type + Time + Time² + (1|Site)
Step 5 . We also test the assumptions of the mixed modelling approach, including testing for normality of random effects with a Shapiro-Wilk test (shapiro.test command from the base stats package for R), visually assessing the homogeneity of residuals by plotting model residuals against fitted values using the plot.lme command from the nlme package for R 10 and normality of residuals with quantile-quantile plots using the qqnorm command from the base stats package for R. We assessed the influence of individual data points with plots of Cook's distance and DFBETAS (standardised difference of the betas when individual observations are removed, in units of SE of the parameter estimate) using the influence command from the influence.ME package for R 11 . Acceptable Cook's distances have been suggested as < 1 or < 4/n, where n is the number of units (< 0.33 in our case) and acceptable levels of DFBETAS have been suggested as < 1 or < 2/√n, where n is the number of units (< 0.58 in our case 
