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Abstract
Various different types of stability are defined, in a unified framework, for discrete Volterra
equations of the type x(n) = f (n) +∑nj=0 K(n, j, x(n)) (n  0). Under appropriate assumptions,
stability results are obtainable from those valid in the linear case (K(n, j, x(n)) =B(n, j)x(j)), and
a linearized stability theory is studied here by using the fundamental and resolvent matrices. Several
necessary and sufficient conditions for stability are obtained for solutions of the linear equation by
considering the equations in various choices of Banach space B, the elements of which are sequences
of vectors (x(n),f (n) ∈ Ed , B(n, j) :Ed → Ed , n, j  0, etc.). We show that the theory, including a
number of new results as well as results already known, can be presented in a systematic framework,
in which results parallel corresponding results for classical Volterra integral equations of the second
kind.
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Discrete Volterra equations such as
x(n) = f (n)+
n∑
j=0
K
(
n, j, x(n)
)
(n 0) (1.1)
can be regarded as the discrete analogue of classical Volterra integral equations of the
second kind,
x(t) = f(t) +
t∫
0
K
(
t, s, x(s)
)
ds (n 0). (1.2)
In view of this analogy, one might refer to (1.1) as a Volterra summation equation.
We formulate our problem in a suitable Banach space B whose elements are sequences,
and x(n), f (n),K(n, j, x(n)) ∈ Ed (d-dimensional Euclidean space). A first step in the
discussion of the implicit version (1.1) is to establish the solvability of the equation for
x(n) at the nth step.
Consider (1.1). At the (n + 1)th stage, x(0), . . . , x(n) have been found and determina-
tion of x(n+ 1) is achieved by solving a nonlinear equation having the structure
x(n+ 1) = ψn
(
x(0), x(1), . . . , x(n), x(n+ 1)) (1.3)
(where the form of ψn is derived from K). In the linear case, in which we write (1.1) as
x(n) = f (n) +∑nj=0 B(n, j)x(j), with B(n, j) ∈ Ed×d , the existence of x(n) for each n
follows from the property that [I −B(n,n)] is invertible for each n.
Remark 1.1. The reader will observe the distinction between (1.1) and the explicit version
x(n) = f (n)+∑n−1j=0 K(n, j, x(n)) (n 0). A special case of (1.1), with bounded memory,
arises when K(n, j, x) vanishes if j < n−N for some fixed N .
Volterra difference equations of the form x(n + 1) = A(n)x(n) +∑nj=0 K(n, j, x(j))
(for n 0) can be regarded as a discrete analogue of classical Volterra integro-differential
equations, x′(t) = A(t)x(t)+ ∫ t0 K(t, s, x(s)) ds (t  0).
The theory of implicit and explicit difference equations, or “recurrence relations,”
has gained attention because of its use in such fields as numerical analysis, control the-
ory, finite mathematics, and computer science. In particular, recurrence relations arise in
the investigation of discretization methods for differential, delay-differential, and integral
and integro-differential equations (see, for example, [3,4] and references therein). Dis-
crete equations of the form (1.1) arise from certain discretization procedures [1,3,7] for
the numerical solution of integral equations (1.2) (quadrature and Runge–Kutta formulae
Eq. (9.4) of [3] provide obvious illustrations) and from modelling systems that are inher-
ently digital (such as digital filters and computer-controlled systems) where the inputs and
outputs are periodically sampled [15]. As a result, studying such equations is important
and useful in various applications.
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particular) deal with discrete Volterra (“summation”) equations. Much of the general qual-
itative theory remains to be developed, though there are some results in the literature
concerning boundedness of solutions, frequently based upon specific applications. In this
paper, a stability theory for discrete Volterra equations is developed. Stability is concerned
with the response of a solution to a perturbation of a particular type. In particular, one may
wish to compare {x(n)} with the solution of
x˜(n) = f˜ (n)+
n∑
j=0
K
(
n, j, x˜(n)
)
, where f˜ (n) = f (n) + δf (n) (n 0). (1.4)
This comparison is best accomplished by identifying assumed properties of the sequence
{δf (n)} (equivalently, of the mapping f defined on Z+, the nonnegative integers) and seek-
ing conditions that guarantee requested properties of {δx(n)}, where δx(n) := x˜(n)−x(n).
Such a discussion can be furthered by the use of elementary functional analysis, identifying
appropriate Banach spaces of which functions defined on Z+ are to be members. (Thus,
one requires more than the solvability of the successive equations for δx(n); one may re-
quire the values to be uniformly bounded, to decay to zero, or to be in some specified sense
summable.)
1.1. An introduction to our results
The various types of stability that are defined are here studied by using the fundamental
and resolvent matrices (the definition of these matrices is recalled below) associated with
the linear case
x(n) = f (n)+
n∑
j=0
B(n, j)x(j), n 0. (1.5)
Under appropriate restrictions on K(n, j, x) (which we do not dwell on here), it is possible
to relate stability of solutions of (1.1) to stability for a linearized problem of the form (1.5).
Several necessary and sufficient conditions for stability for (1.5) are obtained. The re-
sults, which are presented in a systematic fashion, are evocative of corresponding results
for the integral equation (1.2) cf. [34], which our results mimic. Our program is as fol-
lows. In Section 2 we present some Banach sequence spaces, discuss the resolvent and
fundamental matrices of the kernel and the relation between them, and a general result for
summation by parts. In Section 3, we define, for the more general discrete Volterra equa-
tions of nonconvolution type, the stability, asymptotic stability and uniform asymptotic
stability of the null (or ‘zero’) solution in abstract spaces. In Section 4, we present and
prove our main results (Theorems 4.1–4.13). In Section 5 we refer to extensions that apply
to nonlinear equations.
Remark 1.2. We note that all our results are valid for convolution equations, of the type
(cf. [3, Eq. (9.15)]) x(n) = f (n) + ∑nj=0 k(n − j, x(n)) (n  0), and x(n) = f (n) +∑n
j=0 b(n− j)x(n) (n 0), as special cases.
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Vecchio [35] gives a “collection of representation formulas” for the solution of Volterra
discrete equations and cites some of the earlier references. The linear equations considers
are the same type as our linear “Volterra summation” equations. As Vecchio [35] remarked,
the theory of this type of equations is still undeveloped and only recently a book on
difference equations [19] includes few results on the linear summation equation (1.5). Con-
tributions by Elaydi and his collaborators towards a solid foundation for Volterra difference
equations include [16–24] and those by Kolmanovskii and his collaborators include [9–14],
to mention a few; see also the recently published work [29]. The latter results include inter-
esting applications to numerical methods of Volterra integral equations. Agarwal and Pang
[2,28] deal with some properties of general explicit discrete Volterra equations of the form
x(n+1)= ϕn(x(0), x(1), . . . , x(n)) (n = 0,1, . . .). Such results can be adapted to an inves-
tigation of implicit equations, of the form x(n + 1) = ψn(x(0), x(1), . . . , x(n), x(n + 1))
in (1.3), provided one imposes conditions on {ψn} that establish (say) that the solutions
of equations of the form x = ψn(u0, u1, . . . , un, x) are unique and can be expressed in the
form x = ϕn(u0, u1, . . . , un) with satisfactory conditions on {ϕn}. (It may be sufficient to
achieve this for a restricted class of values u0, u1, . . . , un if the argument is sufficiently
careful.)
The main differences between our work and that of others are highlighted in the follow-
ing:
(1) We treat implicit Volterra summation equations independently from Volterra difference
equations (compare Volterra integral equations and ordinary differential equations).
(2) We make some comparisons with results that can be obtained from consideration of
explicit equations.
(3) We obtain results that parallel the corresponding stability theory for Volterra integral
equations.
(4) Although stability has been discussed by several authors for the vector case, our treat-
ment of Volterra summation equations is in a united and abstract form which not only
allows us to discuss stability in differing forms (in particular through various Banach
sequence spaces such as the p spaces—which, for general p, seem not to have been
discussed by other authors); the variety of applications, including those in numerical
analysis, can then be considered as special cases.
2. Preliminaries
Let Z+ be the set of nonnegative integers; let R denote (−∞,∞), let C denote the
complex numbers and let Rd and Cd denote, respectively, the linear space of d-dimensional
column vectors with real (respectively, complex) components. Throughout, Ed denotes
consistently either Rd or Cd (E denotes either R or C), and Ed×d denotes the set of d × d
matrices with entries in E.
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x(n) = f (n)+
n∑
j=0
B(n, j)x(j), n 0, (2.1)
where B :Z+ × Z+ → Ed×d is the kernel of (2.1) and takes values (with B(n, j) = 0 for
j > n) in the space Ed×d , and f ≡ f (·) is a given mapping, f :Z+ → Ed . (Equivalently,
{f (n)}n0 is a given sequence of vectors in Ed ; a corresponding remark applies to the
notation B .)
Remark 2.1. Interpreting the notation according to context, we may use the symbol f
to denote both the sequence {f (n)}n0 and the function f :Z+ → Ed . Then the function
x :Z+ → Ed (or, equivalently, the sequence {x(n)}n0, also denoted by x) is to be deter-
mined by obtaining x(n) for n ∈ Z+.
We assume a condition necessary and sufficient for the existence and unicity of a solu-
tion x of (2.1).
Hypothesis 2.2. We assume that det(I −B(n,n)) = 0 for all n 0.
In this paper, we always assume that Hypothesis 2.2 is valid.
2.1. Some Banach sequence spaces
The solution x ≡ x(·) of (1.1) has been defined as a function x :Z+ → Ed . We recall
some Banach spaces comprising such functions. The structure of these spaces allows us
(in particular) to distinguish between different types of solution x .
For d-dimensional Euclidean space Ed (E = C or R) we take the norm as the uni-
form norm (|x| = max1id |xi| for x = [x1, . . . , xd ]T, where T denotes the transpose)
for vectors in Ed , and the subordinate norm for a d × d matrix A = (aij ) (|A| =
max1id
∑d
j=1 |aij |). This incurs no loss of generality because of the equivalence of
all vector norms on Ed and matrix norms on d × d matrices. We then use the following
notation.
Definition 2.3. We denote by ∞(Ed ) the normed linear space defined by
∞(Ed) :=
{
f :Z+ → Ed with ‖f ‖∞ =
∥∥{f (n)}∥∥∞ = sup
n0
∣∣f (n)∣∣< ∞} (2.2a)
and for 1 p < ∞, the normed linear space p ≡ p(Ed ) is defined by
p(Ed ) :=
{
f :Z+ → Ed with ‖f ‖p =
∥∥{f (n)}∥∥
p
=
{ ∞∑
n=0
∣∣f (n)∣∣p
}1/p
< ∞
}
.
(2.2b)
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on Z+,
∞c (Ed) =
{
φ | φ ∈ ∞(Ed): φ(n) is, for all n 0, a constant vector in Ed}.
(2.2c)
We define
∇φ(n) =
{
φ(n) − φ(n− 1) if n 1,
0 if n = 0, (2.2d)
and use the notation
∞∇ (Ed) =
{
φ :Z+ → Ed | ∇φ ∈ ∞(Ed ), with ‖φ‖∇ =
∣∣φ(0)∣∣+ ‖∇φ‖∞}, (2.2e)

p
∇(E
d ) = {φ :Z+ → Ed | ∇φ ∈ p(Ed), with ‖φ‖p∇ = ∣∣φ(0)∣∣+ ‖∇φ‖p}. (2.2f)
We also define (with the norm of ∞(Ed ))
∞0 (Ed) =
{
x | x ∈ ∞(Ed) such that lim
n→∞x(n) = 0
}
(2.2g)
and (with the norm of ∞∇ (Ed ))
∞∇0(E
d ) =
{
x | x ∈ ∞∇ (Ed ) such that limn→∞∇x(n) = 0
}
. (2.2h)
The normed linear spaces above are Banach spaces. If there is no confusion, we write
∞ for ∞(Ed ), ∞c for ∞c (Ed ), ∞∇ for ∞∇ (Ed), 
p
∇ for 
p
∇(Ed ), ∞0 for ∞0 (Ed), and
∞∇0 for 
∞∇0(E
d ); however, we caution that the notation ∞ is often used by others in the
context of sequences of scalars.
Remark 2.4. Obviously, ∞c is isomorphic to Ed . Note that elements of ∞ are elements
of ∞∇ (if φ ∈ ∞, then ‖φ‖∇  3‖φ‖∞) and ∞∇ is a Banach space with the norm ‖ · ‖∇ .
Obviously, the elements of ∞0 are elements of ∞∇0 .
Remark 2.5. A familiar Banach space of infinite sequences in Ed is (where |αn| is the
norm of αn ∈ Ed ) the space of bounded sequences{
{αn}n0 | αn ∈ Ed :
∣∣{αn}∣∣∞ = sup
n0
|αn| < ∞
}
. (2.3)
The reader will observe that the structure on spaces of sequences (2.3) induces a corre-
sponding structure on the linear space (2.2a) of functions on Z+. It is clear that the spaces
(2.3) and (2.2a) are Banach spaces and they are isomorphic to each other with the natural
identification.
2.2. Resolvent and fundamental matrices
We recall some nomenclature that may be found in the literature (see, for example, [35]
and references therein).
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for example, [26]) as the solutions of the matrix equations
R(n,m) =
n∑
j=m
R(n, j)B(j,m) −B(n,m) (0m n < ∞), (2.4a)
R(n,m) = 0 (0 n <m< ∞). (2.4b)
The resolvent matrices {R(n,m)} for the kernel B in (2.1) may be defined, equivalently, as
the solutions of the matrix equations
R(n,m) =
n∑
j=m
B(n, j)R(j,m) −B(n,m) (0m n < ∞), (2.5a)
R(n,m) = 0 (0 n <m< ∞). (2.5b)
The term resolvent for the map B :Z+ ×Z+ → Ed×d will denote the map R : Z+ ×Z+ →
Ed×d , which satisfies (2.4) and (2.5).
The existence and uniqueness of the solution R(n,m) of (2.4) is guaranteed by Hy-
pothesis 2.2. The solution of (2.1) can be given, using the resolvent matrices, by the linear
variation of constants formula
x(n) = f (n)−
n∑
j=0
R(n, j)f (j). (2.6)
For details of the resolvent matrices and variation of constants formulae, see [26,35]. Rel-
evant results may also be found in [17,22] for Volterra difference equations.
Remark 2.7. Note that we can transform Eq. (2.1) to the following explicit Volterra equa-
tions:
x(n+ 1) = (I −B(n + 1, n+ 1))−1f (n+ 1)
+
n∑
j=0
(
I −B(n + 1, n+ 1))−1B(n + 1, j)x(j), n 1, (2.7)
where I is the d × d identity matrix. These equations have the form
x(n+ 1) = f (n+ 1)+
n∑
j=0
B(n+ 1, j)x(j), n 1. (2.8)
We should point out that the resolvent R(n,m) defined by the implicit equations (2.5)
studied previously is different from the one obtained from the explicit Volterra equations.
The resolvent R(n,m) for the kernel B(n+1,m) = (I −B(n+1, n+1))−1B(n+1,m)
is defined (see, e.g., [17,36]) by{
R(n+ 1,m) =∑nj=m(I −B(n + 1, n+ 1))−1B(n + 1, j)R(j,m),

(2.9)
R (m,m) = I, m 0.
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
R(n + 1,m) =∑nj=m(I −B(n + 1, n+ 1))−1B(n + 1, j)R(j,m)
− (I −B(n + 1, n+ 1))−1B(n + 1,m),
R(m,m) = −(I −B(m,m))−1B(m,m) = I, m 0.
(2.10)
Comparing both Eqs. (2.9) and (2.10), we conclude that R(n,m) and R(n,m) are different
objects. Thus the properties of R(n,m), such as boundedness, do not imply that R(n,m)
has the same properties and vice versa. On the other hand, the sequence f = {f (n)} and the
sequence f  = {f (n)} may have differing properties, so we can expect to obtain differing
results for the two formulations.
We next provide a definition of the fundamental matrices, which provide a discrete
analogy of that in the continuous case (see, for example, [34]). Its properties are developed
in [8,19,35,36].
Definition 2.8. We define the fundamental matrices {U(n,m)} for the kernel B in (2.1) as
the unique solution of the equations
U(n,m) = I +
n∑
j=m
B(n, j)U(j,m) (0m n), (2.11a)
U(n,m) = I (0 n <m), (2.11b)
where I is the d × d identity matrix.
To deal with relationship between the resolvent and fundamental matrices, we define a
forward difference operator with respect to the second variable as follows, and then present
a general result concerning summation by parts.
Definition 2.9. For any sequence {W(n,m)}, we define ∆2W(n,m) by
∆2W(n,m) = W(n,m + 1)−W(n,m). (2.12)
Theorem 2.10 (Summation by parts). Let W(n,m) be any d × d matrix sequence satis-
fying W(n,m) = I for any n < m, where I is the identity matrix. Then for any sequence
{f (n)}n0, f (n) ∈ Ed , we have
f (n)−
n∑
j=0
[
∆2W(n, j)
]
f (j) = W(n,0)f (0)+
n∑
j=0
W(n, j)∇f (j), (2.13)
where ∆2W(n, j) is defined by (2.12) and ∇f (j) is defined using (2.2d).
Proof. The proof is straightforward if one notices that W(n,n + 1)= I . 
The following lemma provides a relationship between the resolvent and fundamental
matrices.
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U(n,m) = I −
n∑
j=m
R(n, j) (∀n,m ∈ Z+), (2.14)
and we have
R(n,m) = ∆2U(n,m) = U(n,m+ 1)−U(n,m) (∀n,m ∈ Z+). (2.15)
Proof. For completeness, we here give a proof (see also [30]). First suppose n <m. Since
B(n,m) = 0 and R(n,m) = 0 for n <m, we have U(n,m) = I .
Now suppose that nm. By (2.4) and (2.11) we have
U(n,m) = I +
n∑
j=m
B(n, j)U(j,m)
= I +
n∑
j=m
(
−R(n, j) +
n∑
k=j
R(n, k)B(k, j)
)
U(j,m)
= I −
n∑
j=m
R(n, j)U(j,m)+
n∑
j=m
j∑
k=m
R(n, j)B(j, k)U(k,m)
= I −
n∑
j=m
R(n, j)U(j,m)+
n∑
j=m
R(n, j)
(
U(j,m)− I)
= I −
n∑
j=m
R(n, j).
It is readily shown from (2.14) that (2.15) holds. 
The following lemma (see also [8,19,35,36]) shows that the solution of (2.1) can be
represented by using the fundamental matrix as well as by using the resolvent; compare
[34, Eq. (1.3)].
Lemma 2.12. The solution of (2.1) has the representation
x(n) = U(n,0)f (0)+
n∑
j=0
U(n, j)∇f (j), (2.16)
where ∇f (j) is defined by (2.2d) and U(n,m) is the fundamental matrix defined by (2.11).
Proof. For completeness, we here give a proof by applying Theorem 2.10. Notice that
the fundamental matrix U(n,m) satisfies the conditions in Theorem 2.10. It follows from
Theorem 2.10 that
f (n)−
n∑[
∆2U(n, j)
]
f (j) = U(n,0)f (0)+
n∑
U(n, j)∇f (j). (2.17)j=0 j=0
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solution of (2.1), Eq. (2.16) holds. 
Remark 2.13. In the convolution case, B(n,m) has the form b(n− m), and then R(n,m)
has the form r(n−m) and U(n,m) has the form u(n−m).
Remark 2.14. The continuous analogue of (2.1) is the system of Volterra integral equations
x(t) = f(t) + ∫ t0 B(t, s)x(s) ds. The solution of this system can be expressed as x(t) =
f(t) + ∫ t0 R(t, s)f(s) ds, where, for 0  s  t , R(t, s) = ∫ t0 R(t, σ )B(σ, s) dσ − B(t, s) =∫ t
0 B(t, σ )R(σ, s) dσ − B(t, s) and if f′ exists, it can be expressed as x(t) = U(t,0)f (0) +∫ t
0 U(t, s)f
′(s) ds, where, for 0 s  t , U(t, s) = I − ∫ t
s
R(t, σ ) dσ .
3. Definitions of stability
In this section we shall parallel quite closely analogous stability concepts for integral
equations (see [34]). To facilitate our discussion and further generalization, we take the
general abstract framework for the definitions. We denote by X a Banach space with norm
‖ · ‖. Given X, a classical form of abstract discrete Volterra equations reads
x(n) = f (n)+
n∑
j=0
K
(
n, j, x(j)
)
, n 0, (3.1)
where x,f :Z+ → X, K :Z+ × Z+ × {ξ ∈ X: ‖ξ‖ < r} → X is the kernel. When consid-
ering stability of a null solution we shall assume the following—so that the null solution
z = 0 (z(n) = 0 for n ∈ Z+) arises when f = 0 (f (n) = 0 for n ∈ Z+).
Hypothesis 3.1. K(n, j,0)= 0 for j,n ∈ Z+.
We can make the following definitions for the null or zero solution (z = 0) of (3.1). It is
sufficient to define the stability of the null, or zero, solution.
Definition 3.2. Let X1 and X2 be subspaces of the linear space X of mappings of Z+
into X. We suppose X to be normed with norm ‖ · ‖X and we endow X1 and X2 with
norms ‖ · ‖Xi , i = 1,2, respectively.
(1) The null solution z = 0 of (3.1) (corresponding, given Hypothesis 3.1, to f = 0) is
called stable in (X1,X2) if
(i) there exists δ0 > 0 such that for any f ∈ X1 and ‖f ‖X1 < δ0, (3.1) has a unique
solution z ∈ X2;
(ii) for any ε > 0 there exists δ = δ(ε) > 0 such that f ∈ X1 and ‖f ‖X1 < δ imply‖z‖X2 < ε.
(2) If, in the above definitions X1 and X2 are taken to be X then the solution of (3.1) is
said to be stable (in X ). If the null solution is not stable it is called unstable.
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tions (cf. [34, §1.11]). Clearly, the definition (1) above is simpler if we take Xi to be X
(and this is the form of stability most frequently encountered [3, p. 239]). In applications
with X = ∞ one often takes X1 to be one of the spaces ∞c , ∞∇ and ∞, and X2 to be ∞.
The notion of asymptotic stability arises when the perturbations in the solution occasioned
by perturbations in f are not only bounded but tend to zero. (This concept can be extended
to giving rise to exponential stability when the perturbations tend exponentially to zero; see
[33].)
Definition 3.2 (continued). Assume that X3 ⊆ X1. The null, or zero, solution of (3.1) cor-
responding to f = 0 is said to be
(3) asymptotically stable (AS) in the triple (X1,X2,X3) if it is stable in (X1,X2) and there
exists δ > 0 such that for any ε > 0 and f ∈ X3 with ‖f ‖X1  δ there corresponds a
number N = N(ε,f ) ∈ Z+ for which the solution {z(n)}n0 of (3.1) corresponding to
f satisfies ‖z(n)‖X  ε for all nN ;
(4) uniformly asymptotically stable (UAS) in the triple (X1,X2,X3) if N in (3) is inde-
pendent of f ∈ X3.
In applications with X = ∞ one often takes X3 to be one of the spaces ∞0 , ∞∇0 .
When X2 is p (with 1  p < ∞) stability in (X1,X2) implies asymptotic stability in
(X1,X2,X1).
Remark 3.3. We observe that the above definitions for the null solution of (3.1) can be
extended in order to define the various types of stability of any solution of (3.1) (without
the requirement that Hypothesis 3.1 be satisfied). For example, suppose that {x(n)} is the
solution of (3.1) corresponding to nonzero {f (n)}. Let {x(n) + δx(n)} be the solution of
(3.1) corresponding to {f (n)+ δf (n)}. From (3.1) it follows that
δx(n) = δf (n)+
n∑
j=0
{
K
(
n, j, x(j)+ δx(n))−K(n, j, x(j))}, n 0. (3.2)
Then, the solution {x(n)} of (3.1) corresponding to {f (n)} is called, for example, stable
(with respect to the appropriate pair X1,2) if and only if the null solution (z := δx = 0)
of (3.2), corresponding to δf (n) ≡ 0, is stable. There are obvious extensions to the other
definitions (asymptotic stability with respect to a triple, etc.).
Remark 3.4. In the case of linear equations, all solutions are stable if the null solution is
stable; all solutions are unstable if the null solution is unstable. For a linear system (2.1),
it is clear that in the definition of uniform asymptotic stability, the constant δ can be taken
to be +∞. For linear systems, stability is often identified with the qualitative behavior of
the solution; this can be misleading since the properties of x result from those of f and the
properties of δx result from those of δf , which may differ from those of f .
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Since the solution of (2.1) can be represented by (2.16) in terms of the fundamental ma-
trices and (2.6) the resolvent matrices, the qualitative behavior of solutions of (2.1) has, in
one way or another, something to do with the fundamental matrices and the resolvent ma-
trices. We begin by studying stability which, in the linear case, is related to the conditions
on the fundamental matrices and the resolvent matrices, and then progress to asymptotic
stability and uniform asymptotic stability. The material within this section is presented in
a systematic framework and it appears to be new to the literature.
4.1. Stability
Let us first discuss stability properties of (2.1).
Theorem 4.1. The null solution of (2.1) corresponding to f = 0 is
(a) stable in (∞c , ∞) if and only if there exists a constant C  0 such that |U(n,0)|C
for all n 0;
(b) stable in (∞∇ , ∞) if and only if there exists a constant C  0 such that
sup
n0
n∑
j=0
∣∣U(n, j)∣∣ C. (4.1)
Proof. (a) For f ∈ ∞c , since ∇f = 0, it follows from (2.16) that the solution of (2.1)
is given by x(n) = U(n,0)f (0). It is clear from the definition that the null solution of
(2.1) corresponding to f = 0 in (2.1) is stable in (∞c , ∞) is equivalent to the uniform
boundedness in n 0 of the operator U(n,0) on ∞c . This proves (a).
(b) For f ∈ ∞∇ , the solution {x(n)}n0 of (2.1) is given by (2.16). If there exists con-
stant C  0 such that supn0
∑n
j=0 |U(n, j)| C, then
∣∣x(n)∣∣ ∣∣U(n,0)∣∣∣∣f (0)∣∣+ n∑
j=0
∣∣U(n, j)∣∣∣∣∇f (j)∣∣ C‖f ‖∇
for n  0. Thus, ‖x‖∞  C‖f ‖∇ and the null solution of (2.1) is stable in (∞∇ , ∞).
Conversely, assume that the null solution of (2.1) is stable in (∞∇ , ∞). Then, for 1 > 0,
there exists δ > 0 such that the solution {x(n)}n0 of (2.1) corresponding to f ∈ ∞∇ with‖f ‖∇ < δ satisfies∣∣∣∣∣U(n,0)f (0)+
n∑
j=0
U(n, j)∇f (j)
∣∣∣∣∣=
∣∣x(n)∣∣ ∥∥{x(n)}∥∥∞  1, n 0. (4.2)
We prove that Eq. (4.2) implies that (4.1) holds. Consider the case of dimension d = 1, that
is Ed = E1. In this case, {U(n, j)} are either real numbers or complex numbers. For any
fixed n > 0, we construct f ∈ ∞ to be either∇
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{
f (0) = sgn{U(n,0)}δ/3 if j = 0,
f (j − 1)+ sgn{U(n, j)}δ/3 if 1 j  n,
0 if j > n,
if E = R, or
f (j) =


f (0) = 0 if j = 0 and |U(n,0)| = 0,
f (0) = U(n,0)δ/{3|U(n,0)|} if j = 0 and |U(n,0)| = 0,
f (j − 1)+U(n, j)δ/{3|U(n, j)|} if 1 j  n and |U(n, j)| = 0,
f (j − 1) if 1 j  n and |U(n, j)| = 0,
0 if j > n,
if E = C, where z¯ is the complex conjugate of z ∈ C. It is obvious that in both cases
f ∈ ∞∇ , ‖f ‖∇ < δ and(
U(n,0)f (0)+
n∑
j=0
U(n, j)∇f (j)
)
= δ
3
n∑
j=0
∣∣U(n, j)∣∣ 1.
Since n 0 is arbitrary, we obtain supn0
∑n
j=0 |U(n, j)| C = 3/δ.
In the case of dimension d > 1, we proceed as follows. Let U(n, r) = (Uij (n, r)) be
the d × d matrix. Then all Uij ∈ E. For f = [f1, . . . , fd ]T ∈ ∞∇ (Ed ) with ‖f ‖∇ < δ, (4.2)
becomes
max
1id
∣∣∣∣∣
d∑
j=0
Uij (n, j)fj (0)+
n∑
r=0
d∑
j=0
Uij (n, r)∇fj (r)
∣∣∣∣∣
= ∣∣x(n)∣∣ ∥∥{x(n)}∥∥∞  1. (4.3)
Notice that f = [f1, . . . , fd ]T ∈ ∞∇ (Ed) satisfies ‖f ‖∇ < δ if and only if ‖fi‖∇ < δ (1
i  d), where fi ∈ ∞∇ (E). For any fixed n 0 and i (1 i  d), we can choose function
fj ∈ ∞∇ (E), by the above argument, such that ‖fj‖∇ < δ (j = 1, . . . , d) and∣∣∣∣∣
d∑
j=1
Uij (n,0)fj +
n∑
r=0
d∑
j=1
Uij (n, r)∇fj
∣∣∣∣∣
=
∣∣∣∣∣
d∑
j=1
(
Uij (n,0)fj +
n∑
r=0
Uij (n, r)∇fj
)∣∣∣∣∣=
d∑
j=1
(
δ
3
n∑
r=0
∣∣Uij (n, r)∣∣
)
 1
or
∑n
r=0
∑d
j=0 |Uij (n, r)| 3/δ. Then,
n∑
r=0
∣∣U(n, r)∣∣= n∑
r=0
[
max
1id
d∑
j=1
∣∣Uij (n, r)∣∣
]

n∑
r=0
[
d∑
i=1
d∑
j=1
∣∣Uij (n, r)∣∣
]
 d max
1id
n∑
r=0
d∑
j=1
∣∣Uij (n, r)∣∣ d3/δ = C.
Since n 0 is arbitrary, we have supn0
∑n
j=0 |U(n, j)| C as required. This completes
the proof. 
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following conditions:
(i) |U(n+ 1,0)−U(n,0)|M for n 0;
(ii) |U(n,n)|M for n 0;
(iii) supn0
∑n
j=0 |U(n + 1, j)−U(n, j)|M for n 0.
Then the zero solution of (2.16) is stable in (∞∇ , ∞∇ ).
Proof. For f ∈ ∞∇ , it follows from (2.16) that
x(n+ 1)− x(n) = (U(n+ 1,0)−U(n,0))f (0)+U(n+ 1, n+ 1)∇f (n+ 1)
+
n∑
j=0
(
U(n + 1, j)−U(n, j))∇f (j)
for n  0. Thus, one gets |x(n + 1) − x(n)|  M|f (0)| + 2M‖∇f ‖∞ (n  0). Since
|x(0)| = |U(0,0)f (0)|M|f (0)|, one gets
‖x‖∇  2M
(∣∣f (0)∣∣+ ‖∇f ‖∞)= 2M‖f ‖∇ ,
and the null solution of (2.1) is stable in (∞∇ , ∞∇ ). 
The stability results in (p∇ , p) are the following
Theorem 4.3. Suppose that there exists a constant A> 0 such that
sup
N0
0mN
N∑
j=m
∣∣U(j,m)∣∣= A< ∞. (4.4)
Then the zero solution of (2.16) is stable in (1∇ , 1).
Proof. For any f = {f (n)}n0 ∈ 1∇ and integer N  0, it follows from (2.16) and (4.4)
that
N∑
n=0
∣∣x(n)∣∣ N∑
n=0
∣∣U(n,0)∣∣∣∣f (0)∣∣+ N∑
n=0
n∑
j=0
∣∣U(n, j)∣∣∣∣∇f (j)∣∣
=
N∑
n=0
∣∣U(n,0)∣∣∣∣f (0)∣∣+ N∑
n=0
N∑
j=n
∣∣U(j,n)∣∣∣∣∇f (n)∣∣
A
(∣∣f (0)∣∣+ N∑
n=0
∣∣∇f (n)∣∣
)
A‖∇f ‖1∇ .
The conclusion that the null solution of (2.1) is stable in (1∇ , 1) follows immediately from
the above inequality. 
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n=0
(
n∑
j=0
∣∣U(n, j)∣∣q
)p/q )1/p
= D < ∞, (4.5)
where 1 <p < ∞ and 1/p+1/q = 1. Then the zero solution of (2.16) is stable in (p∇, p).
Proof. From (2.16), one gets |x(n)| |U(n,0)||f (0)| +∑nj=0 |U(n, j)||∇f (j)|, n  1.
For any f = {f (n)}n0 ∈ p∇ , it follows from Minkowski inequality and Holder inequality
that (
N∑
n=0
∣∣x(n)∣∣p
)1/p

(
N∑
n=0
(∣∣U(n,0)∣∣∣∣f (0)∣∣)p
)1/p
+
(
N∑
n=0
(
n∑
j=0
∣∣U(n, j)∣∣∣∣∇f (j)∣∣
)p )1/p

∣∣f (0)∣∣D +
(
N∑
n=0
(
n∑
j=0
∣∣U(n, j)∣∣q
)p/q( n∑
j=0
∣∣∇f (j)∣∣p
))1/p
D
(∣∣f (0)∣∣+ ‖∇f ‖p)= D‖∇f ‖p∇
for each N  1. The conclusion that the null solution of (2.1) is stable in (p∇, p) follows
immediately from the above inequality. 
The stability result related to the resolvent matrices is as follows.
Theorem 4.5. The null solution of (2.1) corresponding to f = 0 is stable in (∞, ∞) if
and only if there exists a constant C  0 such that
sup
n0
n∑
j=0
∣∣R(n, j)∣∣ C. (4.6)
Proof. (i) Suppose that supn0
∑n
j=0 |R(n, j)| C. For any f ∈ ∞, it follows from (2.6)
that the solution {x(n)}n0 of (2.1) satisfies
∣∣x(n)∣∣=
∣∣∣∣∣f (n)−
n∑
j=0
R(n, j)f (j)
∣∣∣∣∣ (1 +C)‖f ‖∞, n 0,
or ‖x‖∞  (1 +C)‖f ‖∞. Thus the null solution of (2.1) is stable.
(ii) Conversely, assume that the null solution of (2.1) is stable in (∞, ∞). Then, for
1 > 0, there exists δ > 0 such that the solution of (2.1), given by (2.6) corresponding to
f ∈ ∞ and ‖f ‖∞ < δ, satisfies
∣∣x(n)∣∣=
∣∣∣∣∣f (n)−
n∑
R(n, j)f (j)
∣∣∣∣∣ ∥∥{x(n)}n0∥∥∞ < 1, n 0. (4.7)
j=0
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numbers. For fixed n > 0, define f ∈ ∞ to be either
f (j) =
{
sgn{R(n,0)}δ/2 if j = 0,
sgn{R(n, j)}δ/2 if 1 j  n,
0 if j > n,
(4.8)
if E = R, or
f (j) =


0 if j = 0 and |R(n,0)| = 0,
R(n,0)δ/(2|R(n,0)|) if j = 0 and |R(n,0)| = 0,
0 if 0 j  n and |R(n, j)| = 0,
R(n, j)δ/(2|R(n, j)|) if 1 j  n and |R(n, j)| = 0,
0 if j > n,
(4.9)
if E = C. It is clear that in both cases f ∈ ∞, ‖f ‖∞ < δ and(
n∑
j=0
R(n, j)f (j)
)
=
n∑
j=0
∣∣R(n, j)∣∣ ∣∣f (n)∣∣+
∣∣∣∣∣f (n)−
n∑
j=0
R(n, j)f (j)
∣∣∣∣∣
 δ + 1 = C. (4.10)
Thus, supn0
∑n
j=0 |R(n, j)| = C < ∞. For dimension d > 1, let R(n, r) = (Rij (n, r)),
the d × d matrices, i, j = 1, . . . , d . Then, for f = [f1, . . . , fd ]T ∈ ∞(Ed) with ‖f ‖∞ =
max1id ‖fi‖∞ < δ, where fi ∈ ∞(E) (1 i  d), (4.7) takes the form
max
1id
∣∣xi(n)∣∣= max
1id
∣∣∣∣∣fi(n)−
n∑
r=0
d∑
j=1
Rij (n, r)fj (r)
∣∣∣∣∣ ∥∥{x(n)}n0∥∥∞ < 1
for n  0. For fixed n > 0 and i (1 i  d), it follows from the above argument that we
can chose fj ∈ ∞(E) with ‖fj‖∞ < δ, j = 1, . . . , d , such that
d∑
j=1
n∑
r=0
∣∣Rij (n, r)fj (r)∣∣ |fi | +
∣∣∣∣∣fi −
n∑
r=0
d∑
j=1
Rij (n, r)fj (r)
∣∣∣∣∣ δ + 1.
Then,
n∑
r=0
∣∣R(n, r)∣∣= n∑
r=0
[
max
1id
d∑
j=1
∣∣Rij (n, r)∣∣
]

n∑
r=0
[
d∑
i=1
d∑
j=1
∣∣Rij (n, r)∣∣
]
 d max
1id
n∑
r=0
d∑
j=1
∣∣Rij (n, r)∣∣ d(δ + 1) = C.
Since n > 0 is arbitrary chosen, we have supn0
∑n
j=0 |R(n, j)|  C as required. The
proof of Theorem 4.5 is completed. 
For p (1 p < ∞) space, we have corresponding stability results.
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sup
N0
0mN
N∑
j=m
∣∣R(j,m)∣∣= A< ∞. (4.11)
Then the null solution of (2.1) corresponding to f = 0 is stable in (1, 1).
Proof. Suppose that (4.11) holds. Then, for any f ∈ 1, the solution {x(n)}n0 of (2.1)
corresponding to f satisfies
∣∣x(n)∣∣ ∣∣f (n)∣∣+ n∑
j=0
∣∣R(n, j)∣∣∣∣f (j)∣∣, n 0.
Thus, for each N  0, we have
N∑
n=0
∣∣x(n)∣∣ N∑
n=0
∣∣f (n)∣∣+ N∑
n=0
n∑
j=0
∣∣R(n, j)∣∣∣∣f (j)∣∣
 ‖f ‖1 +
N∑
n=0
(
N∑
j=n
∣∣R(j,n)∣∣∣∣f (n)∣∣
)
 (1 +A)‖f ‖1.
Hence, ‖{x(n)}‖1  (1 +A)‖f ‖1. Thus the null solution of (2.1) is stable in (1, 1). This
proves Theorem 4.6. 
Remark 4.7. If the kernel B(n, j) = b(n − j) is of convolution type, it is clear that
R(n, j) = r(n − j) is of convolution type. If {b(n)}n0 ∈ 1(Ed ) and det(I − b(0)) = 0,
then {r(n)}n0 ∈ 1(Ed) if and only if det(I −Z{b}(z)) = 0 for |z| 1 (see, e.g., discrete
Paler–Wiener theorem in [31] or [30]), where Z{b}(z) is the Z-transform of {b(n)}n0. It
is clear that if {r(n)}n0 ∈ 1(Ed ) then (4.6) and (4.11) hold.
Theorem 4.8. Suppose that there exists a constant D  0 such that
( ∞∑
n=0
(
n∑
j=0
∣∣R(n, j)∣∣q
)p/q )1/p
= D < ∞, (4.12)
where p > 1 and 1/p + 1/q = 1. Then the null solution of (2.1) corresponding to f = 0
is stable in (p, p).
Proof. Suppose that (4.12) holds. For any f ∈ p, it follows from (2.6) that the solution
{x(n)}n0 of (2.1) satisfies
∣∣x(n)∣∣ ∣∣f (n)∣∣+ n∑∣∣R(n, j)∣∣∣∣f (j)∣∣, n 0.
j=0
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N∑
i=0
|ai + bi |p
)1/p

(
N∑
i=0
|ai |p
)1/p
+
(
N∑
i=0
|bi |p
)1/p
, N  0,
and
N∑
i=0
|aibi |
(
N∑
i=0
|ai|p
)1/p( N∑
i=0
|bi|q
)1/q
, N  0,
we have(
N∑
n=0
∣∣x(n)∣∣p
)1/p

(
N∑
n=0
∣∣f (n)∣∣p
)1/p
+
(
N∑
n=0
(
n∑
j=0
∣∣R(n, j)∣∣∣∣f (j)∣∣
)p )1/p
 ‖f ‖p +
(
N∑
n=0
((
n∑
j=0
∣∣R(n, j)∣∣q
)1/q(∑∣∣f (j)∣∣p)1/p
)p)1/p
 ‖f ‖p +
(
N∑
n=0
(
n∑
j=0
∣∣R(n, j)∣∣q
)p/q )1/p
‖f ‖p  (1 +D)‖f ‖p
for each N  0. Then ‖{x(n)}‖p  (1 + D)‖f ‖p . From this inequality we conclude that
the null solution of (2.1) is stable in (p, p). This proves Theorem 4.8. 
Remark 4.9. For nonlinear discrete Volterra equations, several results about the stability
of the null solution are obtained in [32].
4.2. Asymptotic stability
If the null solution of (2.1) is asymptotically stable, then it is stable by Definition 3.2.
This implies that asymptotic stability results require conditions on the fundamental matri-
ces and the resolvent matrices at least as strong as those concerning stability.
Theorem 4.10. The null solution of (2.1) corresponding to f = 0 is asymptotically stable
in (∞∇ , ∞, ∞∇0) if and only if (4.1) holds and
lim
n→∞U(n, j) = 0 for any j  0. (4.13)
Proof. The unique solution of (2.1) is again given by (2.16), namely
x(n) = U(n,0)f (0)+
n∑
j=0
U(n, j)∇f (j) (n 0)
for each f ∈ ∞∇ .
(i) Assume that (4.1) and (4.13) hold. Let f ∈ ∞∇0 . Then, for any ε > 0, there ex-
ists N1 = N1(ε, f ) > 0 such that |U(n,0)f (0)|  ε/3 and |∇f (n)|  ε/{3(C + 1)} for
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j=0 |U(n, j)| ε/{3(1 + ‖f ‖∇)} for nN2. Let N = max(N1,N2). Thus, for n >N ,
we have
∣∣x(n)∣∣= ∣∣U(n,0)f (0)∣∣+ N1∑
j=0
∣∣U(n, j)∣∣∣∣∇f (j)∣∣+ n∑
j=N1+1
∣∣U(n, j)∣∣∣∣∇f (j)∣∣
 ε
3
+ ‖f ‖∇ε
3(1 + ‖f ‖∇) +
Cε
3(C + 1)  ε,
or limn→∞ x(n) = 0. This proves the null solution of (2.1) is asymptotically stable in
(∞∇ , ∞, ∞∇0).(ii) Conversely, suppose the null solution of (2.1) corresponding to f = 0 is asymp-
totically stable in (∞∇ , ∞, ∞∇0). Then, the null solution of (2.1) is stable in (∞∇ , ∞) by
Definition 3.2. It follows from Theorem 4.1 that (4.1) holds for a constant C > 0.
It remains to prove that (4.13) holds for each j  0. To do this, we first prove that
limn→∞ U(n,0) = 0. If this is not true, then, there exists ε0 > 0 and np ∈ Z+, np → ∞ as
p → ∞, such that
max
1id
d∑
j=0
∣∣Uij (np,0)∣∣= ∣∣U(np,0)∣∣> ε0 for p = 1,2, . . . ,
where U(np,0) = (Uij (np,0)) is the d × d matrices. We define functions fqr :Z+ → E
for each fixed 1 q  d and r = 1, . . . , d , by the following relations:
fqr (j) =
{0 if r = q for all j  0,
δ if r = q, j = 0,
0 if r = q , j > 0,
where δ > 0 is the one in Definition 3.2(3). Let fq = [fq1, . . . , fqd ]T, T is the transpose
operation of matrix. It is clear that fq ∈ ∞∇0 and ‖fq‖∇  δ. By Definition 3.2, for such
ε0 > 0 and fq , there exists Nq = Nq(ε0, fq) > 0 such that the solution {xq(n)}n0 of (2.1)
corresponding to fq satisfies
∣∣xq(n)∣∣=
∣∣∣∣∣U(n,0)fq(0)+
n∑
j=0
U(n, j)∇fq(j)
∣∣∣∣∣=
∣∣U(n,0)fq(0)∣∣
= δ max
1id
∣∣Uiq(n,0)∣∣ δε0/d (q = 1, . . . , d)
for nNq . Then, for np > max{N1, . . . ,Nd }, we have
∣∣U(np,0)∣∣= max
1id
d∑
q=0
∣∣Uiq(np,0)∣∣ d δε0
δd
= ε0.
This contradiction proves limn→∞ U(n,0) = 0.
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np ∈ Z+, np → ∞ as p → ∞, such that
max
1id
d∑
j=0
∣∣Uij (np, j1)∣∣= ∣∣U(np, j1)∣∣> ε1 for p = 1,2, . . . .
Define functions gqr :Z+ → E for each fixed q (1 q  d) and r = 1, . . . , d , as
gqr (j) =
{0 if r = q for all j  0,
δ/2 if r = q and 0 j  j1 − 1,
0 if r = q and j  j1.
Let gq = [gq1, . . . , gqd ]T. It is clear that gq ∈ ∞∇0 and ‖gq‖∇  δ. Thus for this ε1 > 0
and gq , there exists Nq = Nq(ε1, gq) > 0 by Definition 3.2 such that the solution
{xq(n)}n0 of (2.1) corresponding to gq satisfies
∣∣xq(n)∣∣=
∣∣∣∣∣U(n,0)gq(0)+
n∑
j=0
U(n, j)∇gq(j)
∣∣∣∣∣
= ∣∣U(n,0)gq(0)−U(n, j1)gq(j1 − 1)∣∣ (if n > j1)
= max
1id
∣∣Uiq(n,0)gqq(0)−Uiq(n, j1)gqq(j1 − 1)∣∣
= max
1id
∣∣Uiq(n,0)δ/2 −Uiq(n, j1)δ/2∣∣ ε1δ4d ,
or max1id |Uiq(n,0)−Uiq(n, j)| ε1/(2d) for nNq , q = 1, . . . , d . Since
lim
n→∞U(n,0) = 0,
one can take a specific np > max{N1, . . . ,Nd, j1} such that∣∣U(np,0)gq(0)∣∣= max
1id
∣∣Uiq(np,0)∣∣ δ2  ε1δ4d .
Thus, for this np > max{N1, . . . ,Nd, j1}, we have
∣∣U(np, j1)∣∣= max
1id
d∑
q=1
∣∣Uiq(np, j1)∣∣= 2
δ
d∑
q=1
∣∣U(np, j1)gq(j1 − 1)∣∣
 2
δ
d∑
q=1
[∣∣U(np,0)gq(0)−U(np, j1)gq(j1 − 1)∣∣+ ∣∣U(np,0)gq(0)∣∣]
 2
δ
d∑
q=1
(
ε1δ
4d
+ ε1δ
4d
)
 ε1.
This contradiction shows that limn→∞ U(n, j) = 0 for each j  1. 
Using (2.6), we obtain the following asymptotic stability theorem.
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in (∞, ∞, ∞0 ) if and only if (4.6) holds and that
lim
n→∞R(n, j) = 0 for any j  0. (4.14)
Proof. Assume (4.6) and (4.14) hold. Let f ∈ ∞0 . Then, the solution {x(n)}n0 of (2.1)
corresponding to f is given by
x(n) = f (n)−
n∑
j=0
R(n, j)f (j), n 0.
For any ε > 0, since limn→∞ f (n) = 0, there exists N1 > 0 such that |f (n)| ε/{3(C +
1)} for nN1. It follows from (4.14) that there exists N2 > 0 such that ∑N1j=0 |R(n, j)|
ε/{3(‖f ‖∞ + 1)} for nN2. Thus, for n > max{N1,N2}, we have
∣∣x(n)∣∣=
∣∣∣∣∣f (n)+
N1∑
j=0
R(n, j)f (j)+
n∑
j=N1+1
R(n, j)f (j)
∣∣∣∣∣

∣∣f (n)∣∣+ N1∑
j=0
∣∣R(n, j)∣∣∣∣f (j)∣∣+ n∑
j=N1+1
∣∣R(n, j)∣∣∣∣f (j)∣∣
 ε
3
+ ε
3(‖f ‖∞ + 1)‖f ‖∞ +
ε
3(C + 1)C  ε.
This shows that the null solution of (2.1) corresponding to f = 0 is asymptotically stable
in (∞, ∞, ∞0 ). Conversely, suppose the null solution of (2.1) is asymptotically stable
in (∞, ∞, ∞0 ). Then, the null solution of (2.1) is stable in (∞, ∞). It follows from
Theorem 4.5 that (4.6) holds. If (4.14) does not hold for a specific number j0  0, then
there exists ε0 > 0 and np ∈ Z+, where np → ∞ as p → ∞, such that∣∣R(np, j0)∣∣> ε0 for all np  0.
We define function fqr :Z+ → E for each q (1 q  d) and r = 1, . . . , d , by the relation
fqr (j) =
{0 if r = q for all j  0,
δ if r = q , j = j0,
0 if r = q , j = j0,
where δ > 0 is the one defined in (3) in Definition 3.2. Let fq = [fq1, . . . , fqd ]T. Since
fq(j) = 0 for j > j0, it is clear that fq ∈ ∞0 and ‖fq‖∞  δ. Thus, for such ε0 > 0
and fq ∈ ∞0 , there exists Nq = Nq(ε0, fq) > 0 by Definition 3.2 such that the solution{xq(n)}n0 corresponding to fq satisfies
∣∣xq(n)∣∣=
∣∣∣∣∣fq(n)−
n∑
j=0
R(n, j)fq(j)
∣∣∣∣∣
= ∣∣R(n, j0)fq(j0)∣∣= max ∣∣Riq(n, j0)∣∣δ (if n > j0)1id
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Then for np > max{N1, . . . ,Nd, j0}, we have
∣∣R(np, j0)∣∣= max
1id
d∑
q=1
∣∣Riq(n, j0)∣∣ ε0.
This contradiction shows that (4.14) holds for each j  0. This completes the proof of
Theorem 4.11. 
Remark 4.12. If R(n, j) = r(n − j) is of convolution type, {r(n)} ∈ 1, then (4.6)
and (4.14) hold. Thus Theorem 4.11 includes convolution equations as a special case.
For the nonconvolution case, we have shown that if the kernel {B(n, j)} satisfies
supn0
∑n
j=0 |B(n, j)| < 1, then supn0
∑n
j=0 |R(n, j)| < ∞. If, in addition,
lim
n→∞B(n, j) = 0 for each j  0,
then
lim
n→∞R(n, j) = 0 for each j  0.
For details, see [30] or [31].
4.3. Uniform asymptotic stability
Theorem 4.13. The null solution of (2.1) corresponding to f = 0 is uniformly asymptoti-
cally stable in (∞c , ∞, ∞c ) if and only if |U(n,0)| → 0 as n → ∞.
Proof. It follows from (2.16) that the solution {x(n)}n0 of (2.1) corresponding to f ∈ ∞c
is given by x(n) = U(n,0)f (0) (n 0). Notice that each U(n,0) (n 0) is a d ×d matrix
and f (0) ∈ Ed .
(i) If |U(n,0)| → 0 as n → ∞, then for any ε > 0 there exists Nε > 0 such that
|U(n,0)| < ε for n  Nε . Since |U(n,0)| = sup|ξ |1 |U(n,0)ξ |, there exists a number
δ = 1 such that the solution {x(n)}n0 of (2.1) corresponding to f ∈ ∞c and ‖f ‖∞  1
satisfies |x(n)| = |U(n,0)f (0)|  |U(n,0)|  ε for n  Nε . Since Nε is independent of
f ∈ ∞c , the null solution of (2.1) corresponding to f = 0 is uniformly asymptotically
stable in (∞c , ∞, ∞c ) by Definition 3.2.
(ii) Conversely, suppose that the null solution of (2.1) is uniformly asymptotically
stable in (∞c , ∞, ∞c ). Then there exists δ > 0 such that for any ε > 0, there exists
N = N(ε) > 0 such that the solution {x(n)}n0 of (2.1) corresponding to f ∈ ∞c with
|f | δ satisfies |x(n)| = |U(n,0)f (0)|  ε for nN(ε). Thus,∣∣U(n,0)∣∣= sup
|f (0)|1
∣∣U(n,0)f (0)∣∣ ε
δ
for nN(ε).
Hence, |U(n,0)| → 0 as n → ∞. 
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To date our results related to the linear equation (2.1). The linear stability theory can
be used to discuss the stability of the null solution of nonlinear equations. For example,
suppose that the nonlinear equations assume the form
x(n) = f (n)+
n∑
j=0
B(n, j)
{
x(j)+Gj
(
x(j)
)}
, (5.1)
where Gj :Ed → Ed (j  0) are given mappings. The corresponding stability results are
established in [32]. Other examples of linearized stability theory may also be found in the
literature.
Equations of the form (1.1) are not the most general of “discrete Volterra equations.”
(In its wider usage, the term “Volterra equation” is associated with a wide class of equa-
tions that are nonanticipative or causal, and includes classical initial-value problems in
differential and difference equations.) One generalization of the classical Volterra summa-
tion equation that is not discussed here is of the form
x(n) = f (n)+
n∑
1=0
K1
(
n, 1, x(1)
)+ n∑
2=0
n∑
1=0
K2
(
n, 1, 2, x(1), x(2)
)+ · · ·
+
n∑
k=0
. . .
n∑
2=0
n∑
1=0
Kk
(
n, 1, 2, . . . , k, x(1), x(2), . . . , x(k)
)
(n 0).
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