The paper studies fast and efficient solution algorithms for n × n symmetric ill conditioned Toeplitz systems T n (f )x = b where the generating function f is known a priori, real valued, nonnegative, and has isolated roots of even order. The preconditioner that we propose is a product of a band Toeplitz matrix and matrices that belong to a certain trigonometric algebra. The basic idea behind the proposed scheme is to combine the advantages of all components of the product that are well known when every component is used as a stand-alone preconditioner. As a result we obtain a flexible preconditioner which can be applied to the system T n (f )x = b infusing superlinear convergence to the PCG method.
Introduction
In this paper, we introduce and analyze a new approach for the solution, by means of the Preconditioned Conjugate Gradient (PCG) method, of ill conditioned linear systems Tx = b where T = T n (f ) is a Toeplitz matrix. A matrix is called Toeplitz matrix if its (i, j) entry depends only on the difference i − j of the subscripts, i.e. t i,j = t i−j . The function f (x) whose Fourier coefficients give the diagonals of T n (f ) i.e.
is called the generating function of T n (f ) and in the rest of the paper we will assume that it is a priori known.
Such kind of matrices arise in a wide variety of fields of pure and applied mathematics such as signal theory, image processing, probability theory, harmonic analysis, control theory etc. Therefore, a fast and effective solver is not only welcome but in fact necessary.
Several direct methods for solving Toeplitz systems have been proposed; the most efficient algorithms are called "superfast" and require O(n log 2 n) operations to compute the solution. The stability properties of these methods are discussed in [6] . Their main disadvantage is that in 2D they cannot exploit efficiently the block Toeplitz structure, and as a consequence they require an order of nm 2 log nm arithmetic operations, which is very far from optimum. We focus on the case where the generating function f is real-valued continuous 2π-periodic and defined on I = [−π, π], thus the associated Toeplitz matrix is Hermitian.
In the case where f is a positive function, the matrix becomes well-conditioned Hermitian and positive definite. In addition, if f is also an even function, the matrix becomes well-conditioned symmetric and positive definite (spd). In this case, preconditioners belonging to some trigonometric matrix algebras have been proposed to achieve superlinear convergence of the PCG method. Circulant preconditioners have been proposed by Strang [24] , by Chan [7] and by Chan and Yeung [11] for well conditioned spd systems. τ preconditioners have been proposed for the same systems by Bini and Di Benedeto [2] and by Di Benedeto [13] . To cover the well conditioned Hermitian positive definite case, Hartley prconditioners have been proposed by Bini and Favati [3] and by Jin [16] .
It is well known that preconditioners from any trigonometric matrix algebra cannot support superlinear convergence [17, 18] , when f has roots. Moreover, there are cases where the corresponding matrices are singular, as e.g., in the case where f is a nonnegative function having roots of even order and the preconditioner is a circulant matrix of Strang type. In this specific case, the system becomes an ill conditioned symmetric positive definite one. Problems with such matrices arise in a variety of applications: signal and image processing, tomography, harmonic analysis and partial differential equations.
Band Toeplitz preconditioners are ideal in this case of ill conditioned systems. They succeed in making the condition number of the preconditioned system independent of the dimension n. First, Chan [8] proposed a band Toeplitz preconditioner generated by a trigonometric polynomial g that matches the roots of f . Chan and Tang [10] extended the preconditioner to the ones based on certain approximation of f . Finally, Serra Capizzano [22] proposed a band Toeplitz preconditioner based on trigonometric polynomial g that matches the roots and on the best trigonometric Chebyshev approximation of the remaining positive part f g . Preconditioners based on τ algebra have studied by Di Benedeto, Fiorentino and Serra Capizzano [14] , by Di Benedeto [12] and by Serra Capizzano [23] , while ω-circulant preconditioners have been proposed by Potts and Steidl [21] and by Chan and Ching [9] .
Finally, a preconditioner of mixed type, being a product of band Toeplitz matrices and inverses of band Toeplitz matrices, based on the best rational approximation of the remaining positive part, has been studied and proposed by the authors in [19] .
In this paper, we propose and study a preconditioner defined as a product of the band Toeplitz matrix generated by g and matrices that belong to any trigonometric algebra and correspond to an approximation of the positive part. The idea underlining our scheme is to combine the well known advantages that each of the components of the product presents when it is used as a stand-alone preconditioner. As a result, we obtain a flexible preconditioner that can be applied to the system T n (f )x = b infusing superlinear convergence to the PCG method. Convergence theory of the proposed preconditioner is developed and an alternating technique is proposed in cases where convergence is not achieved. Finally, we compare our method with the known techniques.
The paper is organized as follows. In Section 2 we introduce the basic idea for the construction of our preconditioners and study their computational cost. In Section 3 we develop the convergence theory in both cases of using band plus τ preconditioners and band plus circulant ones. For both cases, in Section 4 we propose and study an alternating smoothing technique, where the convergence properties studied in Section 3 do not hold. Section 5 is devoted to applications, numerical experiments and concluding remarks.
Band plus Algebra preconditioners
Let f ∈ C 2π be a 2π-periodic nonnegative function with roots x 0 , x 1 , . . . , x l of multiplicities 2k 1 , 2k 2 , . . . , 2k l respectively,
Then f can be written as a product g · w where
and with w(x) > 0 for every x ∈ [−π, π].
We define as a preconditioner for the system
2) the product of matrices
with A n ∈ {τ, C, H}, where {τ, C, H} is the set of matrices belonging to τ, Circulant and Hartley algebra, respectively. We have put, for simplicity, h = √ w.
It is obvious from the construction of K, that it fulfils the fundamental properties that each preconditioner must have, i.e the positive definiteness and symmetry (Hermitian).
Although the idea of using as preconditioners for the system (2.2) a product of band Toeplitz matrices with τ, circulant or
Hartley ones is not new (see e.g [9] or [23] ), what we propose is more general and flexible in the sense that it can use as A n any matrix belonging to {τ, C, H}, can treat both symmetric and Hermitian systems ( [23] ), and can be efficiently extended to the 2D case.
Construction of the preconditioner-Computation cost
For the band Toeplitz matrix T n (g) things are straightforward. To construct A n (h) we use the relation
where the entries of the vector u n are u 
. The evaluation of the function h at the points u n requires the evaluation of the function w and the computation of real square roots, which can be done by a fast and simple algorithm based on "Newton's Method" and is of O(n) ops. In any case, the above procedure does not incur in the total asymptotic complexity of the method as it is implemented once per every n.
The computation Q · v is performed via Fast Fourier Transforms (or Fast Sine Transforms in the τ case) and requires O(n log n) ops. Finally, the 'inversion' of T n (g) can be done in O(n log p+p log 2 p log n p ) ops, where p is its bandwidth, using the algorithm proposed in [4] or even better in O(n) using the multigrid technique proposed in [15] . So, the total optimal cost of O(n log n) is preserved per each iteration of PCG.
Convergence Theory

Convergence of the method: τ case
We start with the case where A n ∈ τ. We will show that the main mass of the eigenvalues of the preconditioned matrix
is clustered around unity. Before we give the main results for this case, we report a useful lemma. Proof. We begin with the observation that the matrix T n (f ) can be written (see [5] 
where L 1 is a low rank matrix. Taking into account the specific form of L 1 , which contains only nonzero columns at the first and last k columns, we obtain that rank(
. From the close relationship between τ matrices and band
Toeplitz matrices, we have that
where L 2 and L 3 are low rank symmetric matrices. More specifically, as L 2 has nonzero elements only at the upper left and lower right corner, the factor L 2 T n (ω) + T n (ω)L 2 has nonzero entries only in the k − 1 first and last rows and columns, i.e it is a border matrix. So, the rank of the matrix L 3 is at most 4k. To study the spectrum of the preconditioned matrix K τ
3), we consider the symmetric form of itT n = T n (g)
2 , which is similar to the first one. Sô
where L 3 , L 4 and L 5 are dense symmetric matrices of low rank, with rank(L 4 ) = rank(L 3 ) and therefore the rank of L 5 is at most 8k − 4 (the rank of L 4 plus twice the rank of L 2 ).
From Lemma 3.1 we obtain that for the choice of h > 0, there exist a low rank (of constant rank) matrix L 6 and a matrix
where I is the n-dimensional identity matrix. Hencê
where L is a symmetric low rank matrix with its rank being no greater than the sum of the rank of L 5 and the double of the one L 6 .
The proof of the main issue thatT n has a clustering at one, is reduced to the proof that for every > 0, there exists h > 0, with E 2 ≤ h , such that all the eigenvalues of the matrix
belong in the interval (− , ). Equivalently, sinceÂ n is symmetric, we have to prove that both matrices I +Â n and I −Â n are positive definite matrices.
First, we prove that I +Â n is positive definite. This is equivalent to proving that
is a positive definite matrix. For this, we consider a normalized vector x ∈ R n , ( x 2 = 1) and take the Rayleigh quotient
The norm of the vector y = Ex is given bŷ
Let z be the normalized vector of y, so y =ˆ z; then the Rayleigh quotient takes the form
(3.
3)
The second term of (3.3) takes the minimum value for z being the normalized vector of −T n (g)x. So,
Since the operator T(g) is bounded, we can choose the value of h to be such that
so that the Rayleigh quotient r will be positive since x 2 = 1. This holds true for every choice of x, so the matrix I +Â n is a positive definite matrix.
To prove that the second matrix I −Â n is positive definite we follow exactly the same argumentation and we end up
in the place of (3.3). Then, the second term takes its maximum value for z being the normalized vector of T n (g)x. After that, the proof follows the same step and the same conclusion is deduced.
We will prove now the important feature that our preconditioner fulfils and leads to superlinear convergence of PCG. The clustering of the eigenvalues around 1 has been proven in Theorem 3.2. So, we have to prove that the outliers are uniformly far away from zero and from infinity. For this we will study Rayleigh quotients of the preconditioned matrix:
Thus, we have to study the range of the Rayleigh quotient
It is well known that the range of the first Rayleigh quotient is contained in the range of the function w = f g which is positive and far from zero and infinity. Therefore, we have to prove that lim inf
We will prove only the first inequality of (3.6). The proof of the second one is similar. This is obtained from the observations that lim sup
So, the proof of the second inequality of (3.6) is equivalent to the proof of the first one with the function h −1 in the place of
By inverting the ratio of the first inequality of (3.6) it is equivalent to proving that lim sup
so, we have to study the ratio
(3.8)
It is well known that the band Toeplitz matrix T n (g) is written as a τ plus a Hankel matrix
where H n (g) is the Hankel matrix of rank 2(k − 1) of the form
and E n (g) R is obtained from the matrix E n (g) by taking all its rows and columns in reverse order. The entries g i are the Fourier coefficients of the trigonometric polynomial g (g(x) = g 0 + 2g 1 cos(x) + 2g 2 cos(2x) + · · · + 2g k cos(kx)). In the special case where the root is 0 of multiplicity 2k, we have that
. It is obvious that for k = 1, H n (g) = 0, which means that T n (g) (the Laplace matrix) is a τ matrix and the problem is solved. In the case where k = 2, we have that H n (g) is a semi-positive definite matrix of rank 2 with just ones in the positions (1, 1) and (n, n) and zeros elsewhere. In the case k > 2, the matrix H n (g) becomes indefinite. We denote by ∆ the (k − 1) × (k − 1) matrix formed by the first k − 1 rows and columns of E n (g):
and by ∆ R , the matrix obtained from ∆ by taking all its rows and columns in reverse order. For an n-dimensional vector x we denote by x (m) and by x (m) the m-dimensional vectors formed from the first and last m entries of x, respectively.
Recalling ratio (3.8), we get
. 2 ≤ 1 for all n or the sequence of the vectors
with c being constant independent of n; then the ratio r x is bounded. Since both the numerator and the denominator of the ratio in (3.8) are bounded from above, to prove that this ratio is bounded is equivalent to proving that the denominator x T T n (g)x is bounded from below far from zero for x of unit Euclidean norm. For this, we write the matrix T n (g) and the vector x in the following block form:
where G is an m × k Toeplitz matrix with nonzero entries only in the k diagonals in the left bottom corner. We take now the denominator:
Since T m (g) and T n−m (g) are positive definite matrices, the first and the third terms in the sum of (3.14) are both positive numbers. The minimum value of the first term depends only on m, which is constant, and is of order 1 m 2k independently of n, and far from zero. The third term depends on n and may take small values near zero. The second term is the only one which may take negative values, but (1) , and the other norms are constants. As a consequence, the first term is absolutely greater in order of magnitude than the second one, which characterizes the bounded behavior of all the sum, and our assertion has been proven.
It remains to study the quantity r x for vector sequences x such that 
We denote by D the denominator and by N the numerator of the ratio r x of (3.13). So the denominator is given by (3.17) while the numerator is given by (3.18) where
2k . For simplicity, we have put v i and
, respectively. The first sum in both numerator and denominator is positive and we call it the τ-term, since it corresponds to the Rayleigh quotient of a τ matrix. We call the other two terms, corresponding to the low rank correction matrices ∆ and ∆ R , correction terms. The correction terms may take negative values. It is obvious that the τ-terms of the numerator and the denominator coincide with each other in order of magnitude for all the choices of the
So, if the τ-terms are greater, in order of magnitude, than the associated correction terms, then r x is bounded. The only case where r x tends to infinity is that where the correction terms in the numerator exceed, in order of magnitude, either the associated τ-term and/or that of the denominator. We will try to find such cases by comparing the τ-terms with the correction terms. Since the correction term corresponding to ∆ R behaves exactly as the one corresponding to ∆, for simplicity we will compare only the τ-terms with the correction terms corresponding to ∆. In other words, we consider that |x T ∆x| is greater than or equal to |x T ∆ R x|, in order of magnitude. Given {N n } with N n = {1, 2, . . . , n}, we define the sequence of subsets
Accordingly the complementary sequence of subsets, {Q n } is defined as
It is obvious that the border of the above subsets S n and Q n is not clear, but this does not present any problem in the analysis that follows. However, we have to be careful to take only sequences belonging to o(n) when dealing with {S n }. We write the vector x as the sum x = x S + x Q where
We denote also by x S = i∈Sn c i v i , x S = i∈Sn c i v i , x Q = i∈Qn c i v i and x Q = i∈Qn c i v i . In other words we separate the eigenvectors into those that correspond to "small" eigenvalues (o(1)) and those that correspond to "large" ones
We consider the sequences Proof. In this case, we have
since the eigenvalues of the second sum are bounded from below. On the other hand, we have (1) . We get the same conclusion for the term
|. So, the τ-term is the dominant term which is bounded from below. Since the numerator is bounded from above, r x is bounded. 
; then the ratio r x is bounded.
Proof. We suppose that the sequence {q n } n tends to zero monotonically, since otherwise it can be split into monotonic subsequences.
The τ-term gives: 23) while the correction term gives:
For the vector x Q we have
, for all i ∈ N n and the cardinality of
, which means that the second sum of (3.23) exceeds the last one of (3.24), so, T T n (g)τ(h)x Q of the numerator, we follow exactly the same steps in the proof by considering the vector τ n (h)x in the place of x. So, we obtain Proof. The proof follows exactly the same steps of Lemma 3.5 to obtain the same results until (3.26). In the sequel, we use the assumption that the function h is a (k − 1, 0)-smooth function. By taking the Taylor expansion of h i s about the point zero, we find
Thus, the vector corresponding to x S in the numerator is given by
which takes the form
We have proven that the third term Z 3 coincides with q n . The first term gives
while the second one gives . So, by taking into account the proof of Lemma 2.6 of [18] . In that work, it was proved that
Finally, we obtain that
By applying the same considerations to the quantity x S 2 2 , after a simple analysis, we have 
This term is less than the first one, in order of magnitude, if i∈Sn c 
Therefore, the order of the first term of Z 2 in (3.30) is given by
, which is less, in order of magnitude, than x T S ∆x S in the denominator of (3.24). The order of the second term of Z 2 in (3.30) is given by i∈Sn iπ n + 1
, which is less, in order of magnitude, than the same term 
) is bounded from above as well as from below:
where c and C are constants independent of the size n.
Proof. For the case of one zero at 0, Lemmata 3.3-3.5 and 3.7 cover all possible choices of the vector x ∈ R n to obtain that the Rayleigh quotient r x is bounded. The case of one zero at a point different from 0 is simple, since it can be transformed to zero by a shift transformation. The generalization to more roots is straightforward. The main difference concerns the definition of the sets S n and Q n of (3.19) . Under the assumption of l roots x 1 , x 2 , . . . , x l , we give the new definition of the above sets as After that definition, Lemmata 3.3-3.5 and 3.7 work well to yield our result that r x is bounded, which completes the proof of the Theorem.
As a subsequent result we have that the minimum eigenvalue of K τ n (f ) −1 T n (f ) is bounded far away from zero. Hence, from the theorem of Axelsson and Lindskog [1] , it follows immediately that the PCG method will have superlinear convergence. We have to remark here that if the smoothing condition of the function h does not hold, the Rayleigh quotient r x may not be bounded and consequently the PCG method may not have superlinear convergence. The worst case, where we get the maximum value of r x , occurs when choosing x = x S . In that case the denominator coincides with 1 n 2k , and so for the numerator to be of the same order the (k − 1, 0)-smoothness of the function h is necessary. Otherwise, if h is a (k − 2, 0)-smooth function, which is the best possible choice, we deduce that the numerator coincides with 1 n 2k−1 . As a consequence, r x tends to infinity with a rate coinciding with n.
Convergence of the method: Circulant case
For circulant matrices, in order to show the clustering of the eigenvalues of the preconditioned matrix sequence
around unity, we first remark that although a band Toeplitz matrix and a circulant one do not commute, they very nearly have the commutativity property, since
where k is the bandwidth of the band matrix and which is obviously independent of the dimension n of the problem. We will show that the main mass of the eigenvalues of the preconditioned matrix (3.34) is clustered around unity. Before giving the main results for this case, we report a useful lemma. Proof. We follow exactly the same steps and the same considerations as in the proof of Theorem 3.2 for the τ case, with the only difference being that the matrices C n (g) and C n (h) replace τ n (g) and τ n (h), respectively. First, we obtain that
with L 5 being symmetric and a low rank matrix (of constant rank). It is noted that we have used the same notationT n for the associated symmetric form of the preconditioned matrix.
From Lemma 3.9, we obtain that for the choice of h > 0 there exist a low rank (of constant rank) matrix L 6 and a matrix
Consequently, we obtain the relation
which is nothing but relation (3.3) for the τ case.
After the latter manipulations, the proof follows step by step the one given in Theorem 3.2; the same result is obtained.
As in the case of τ matrices, we will prove the important feature that our preconditioner satisfies and leads to superlinear convergence of the PCG. The clustering of the eigenvalues around 1 has been proven in Theorem 3.10. We have to prove now that there does not exist any eigenvalue, belonging to the outliers, that tends to zero or to infinity. For this, we will study the Rayleigh quotients of the preconditioned matrix, as in the τ case. It is easily proved that the previous analysis, from relation (3.5) to relation (3.7), for the τ case, holds also for the circulant case by simply replacing τ n (h) by C n (h).
Therefore, we have to prove that lim sup
(3.37)
For this, we have to study the ratio
(3.38)
It is well known that the band Toeplitz matrix T n (g) is written as a circulant minus a low rank Toeplitz matrix
whereT n (g) is a Toeplitz matrix of rank 2k of the form
where the entries g i are the Fourier coefficients of the trigonometric polynomial g (g(x) = g 0 + 2g 1 cos(x) + 2g 2 cos(2x) + · · · + 2g k cos(kx)). It is obvious thatT n (g) is an indefinite matrix, while C n is a semi positive definite one. We define by ∆ the k × k matrix formed by the first k rows and the last k columns ofJ n (g):
We use the same notations x (m) and x (m) for the first and the last m-dimensional blocks of the vector x, respectively.
Recalling ratio (3.38), we find
We state here, without proof, a sequence of lemmata analogous to Lemmata 3.3-3.5 and 3.7 and finally, a theorem analogous to Theorem 3.8. The proofs are given in an similar way as the proofs in the τ case, although specific difficulties appear in some points. These proofs can be found in the Technical Report [20] . 
is bounded from above as well as from below:
43)
As a subsequent result, we have that the minimum eigenvalue of K C n (f ) −1 T n (f ) is bounded far away from zero. Hence, from the theorem of Axelsson and Lindskog [1] , it follows immediate that the PCG method will have superlinear convergence. We have to remark here that one order of smoothness more is required for the circulant case than the one required for the τ case. If the smoothing condition of the function h does not hold, the Rayleigh quotient r x may not be bounded, and consequently the PCG method may not have superlinear convergence.
Remark 3.1. Following a theory closely related to that just developed, band plus Hartley preconditioners could be applied for the solution of ill-conditioned Hermitian Toeplitz systems. In this paper, we do not study this case. We simply remark that a similar analysis could be applied to obtain analogous results for the superlinearity of the convergence. Since Hartley matrices are closely related to circulant matrices, we believe that (k, 0)-smoothing, for the function h, is needed.
Smoothing technique
Our analysis brings up the following question: Is the condition of smoothing valid for most of the applications? The answer to this question is not positive. There are problems where the positive part h is smooth enough, but in most of them we are not guaranteed the required smoothness. In some of the problems the function h is not differentiable at 0, nor continuous. In the following two subsections, we propose a smoothing technique which approximates h with a (k − 1, 0)-smooth function for the τ case and with a (k, 0)-smooth function for the Circulant case, respectively, in order to get superlinear convergence.
Smoothing technique: τ case
Let us assume that the factor h of the generating function f is not a (k − 1, 0)-smooth function. We define the functionĥ as followŝ
where is a small positive constant and P k [h] is an even and (k − 1, 0)-smooth function which interpolates h at the points − , 0, . It is obvious that we can choose as P k [h] the function
which is a k degree interpolation polynomial on the interval (0, ), or the function
which, for even k, is a k degree interpolation trigonometric polynomial on the interval (− , ). For small , the function P k [h] is a very good approximation of h on the interval (− , ). For this reason we propose as preconditioner the matrix The smoothing identity of the functionf = g ·ĥ 2 is valid and Theorem 3.8 guarantees superlinear convergence of the PCG method with preconditioned matrix sequence K τ n (f ) −1 T n (f ). We state here the generalization of Theorem 3.8. 
elsewhere,
where j , j = 1, 2, . . . , l are small positive constants and
Then, the spectrum of the preconditioned matrix K τ
have been taken to be interpolation functions of h at the points x j − j , x j , x j + j .
Smoothing technique: Circulant case
The same smoothing technique could be applied if h is not a (k, 0)-smooth function. We state here the generalization of Theorem 3.15. 
Then, the spectrum of the preconditioned matrix
Remark 4.1. The same smoothing technique could be applied for the band plus Hartley preconditioners, when the function h is not a (k, 0)-smooth function.
Numerical experiments
In this section, we report some numerical examples to show the efficiency of the proposed preconditioners and to confirm the validity of the presented theory. The experiments were carried out using Matlab. In all the examples, the right-hand side of the system was (11 · · · 1)
T in order to compare our method with methods proposed by other researchers. We have run also our examples with the right-hand side being random vectors and we have obtained results with the same behavior. The zero vector was as our initial guess for the PCG method and as stopping criterion was taken the validity of the inequality is a (2, 0)-smooth function and so, a smoothing technique is not needed for both band plus τ and band plus circulant preconditioners. In Table 5 .1 the number of iterations needed to achieve the predefined accuracy are illustrated. We compare the performance of our preconditioners with a variety of other well known and optimal preconditioners: R is the pioneering one proposed by Chan [8] . S * 3 is the proposal of Serra Capizzano in [22] using best Chebyshev approximation (3 is the degree of the polynomial). M (1, 2) is the preconditioner proposed by Noutsos and Vassalos in [19] , which is based on best rational approximation with 1, 2 being the degrees of the numerator and denominator, respectively. W is the ω circulant preconditioner proposed by Potts and Steidl in [21] . Finally, by τ and C, we denote the band plus τ and band plus circulant preconditioners, respectively. The efficiency of our preconditioners is clearly shown. is not differentiable at the point
, it is an (1, 0)-smooth function. Hence, our preconditioners ensure superlinear convergence without any smoothing technique.
In Table 5 .2, we give the minimum and the maximum eigenvalues of the preconditioned matrix and the iterations of the PCG method needed for both τ and circulant cases. In the last column, denoted by B, we give for comparison the iterations needed if we use the band Toeplitz preconditioner generated by the trigonometric polynomial which raises the roots. , is a (1, 0)-smooth function. Consequently, the τ plus band preconditioner works well without any smoothing technique, while the circulant plus band one needs a further smoothing step. In Table 5 .3 we give the corresponding results, as in Table 5 .2 for the τ case without smoothing, while in Table 5 .4 we give the results for the circulant case without and with the smoothing technique. The band plus circulant preconditioner is denoted byĈ. It is easily seen that the smoothing technique is required for the circulant case to achieve superlinearity. is also a (1, 0)-smooth function. Thus, the smoothing technique is necessary for both cases to achieve superlinearity. In Table 5 .5 we give the iterations of the PCG method needed for both τ and circulant cases with and without using our smoothing technique. The meaning of the asterisks is that the iterations required are over 100. The presented numerical results fully confirm the theory developed in the previous sections. , by interpolation.
In Fig. 5 .1, the smoothing technique is shown graphically for the function h(x) = x 2 (1+|x|)
2−2 cos(x)
. We have to remark that h is not a differentiable function at zero.
