Given a matrix M with n rows and d columns, and fixed k and ε, we present an algorithm that in linear time (i.e., O(N)) computes a k-rank matrix B with approximation error M − B 2 F ≤ (1 + ε)µ opt (M, k), where N = nd is the input size, and µ opt (M, k) is the minimum error of a k-rank approximation to M.
Introduction
In this paper, we study the problem of computing a low rank approximation to a given matrix M with n rows and d columns. A k-rank approximation matrix is a matrix of rank k (i.e., the space spanned by the rows of the matrix is of dimension k). The standard measure of the quality of approximation of a matrix M by a matrix B is the squared Frobenius norm M − B 2 F , which is the sum of the squared entries of the matrix M − B.
The optimal k-rank approximation can be computed by SVD in time O(min(nd 2 , dn 2 )). However, if d and n are large (conceptually, consider the case d = n), then this is unacceptably slow. Since one has to read the input at least once, a running time of Ω(nd) is required for any matrix approximation algorithm. Since N = nd is the size of the input, we will refer to running time of O(N) as being linear.
Previous work. Frieze et al. [FKV04] showed how to sample the rows of the matrix, so that the resulting sample span a matrix which is a good low rank approximation. The error of the resulting approximation has an additive term that depends on the norm of the input matrix. Achlioptas and McSherry [AM01] came up with an alternative sampling scheme that yields a somewhat similar result.
Note, that a multiplicative approximation error which is proportional to the error of the optimal approximation is more desirable as it is potentially significantly smaller than the additive error. However, computing quickly a small multiplicative low-rank approximation remained elusive. Recently, Deshpande et al. [DRVW06] , building on the work of Frieze et al. [FKV04] , made a step towards this goal. They showed a multipass algorithm with an additive error that decreases exponentially with the number of passes. They also introduced the intriguing concept of volume sampling.
Bȃdoiu and Indyk [BI06] had recently presented a linear time algorithm for this problem (i.e., O(N + (d + log n) O(1) )), for the special case k = 1, where N = nd. They also mention that, for a fixed k, a running time of O(Nk log(n/ε) log(1/ε)) is doable. In fact, using the Lanczos method or Power method yields a (1 + ε)-approximation in time roughly O(N(k/ε) O(1) log n). For k = 1, this was proved in the work of Kuczynski and Wozniakowski [KW92] , and the proof holds in fact for any fixed k. We also point out another algorithm, with similar performance, using known results, see Remark 2.6. Thus, the challenge in getting a linear running time is getting rid of the O(log n) factor in the running time.
In practice, the Power method requires O(NkI) time, where I is the number of iterations performed, which depends on the distribution of the eigenvalues, and how close they are to each other. In fact, the N term can be replaced by the number of non-zero entries in the matrix. In particular, if the matrix is sparse (and I is sufficiently small) the running time to compute a low-rank approximation to the matrix is sublinear.
One can interpret each row of the matrix M as a point in R d . This results in a point-set P of n points in R d . The problem now is to compute a k-flat (i.e., a k-dimensional linear subspace) such that the sum of the squared distances of the points of P to the k-flat is minimized. This problem is known as the L 2 -fitting problem. The related L 1 -fitting problem was recently studied by Clarkson [Cla05] and the L ∞ -fitting problem was recently studied by Har-Peled and Varadarajan [HV04] (see references therein for the history of these problems).
Our Results. The extensive work on this problem mentioned above still leaves open the nagging question of whether one can get a multiplicative low-rank approximation to a matrix in linear time (which is optimal in this case). In this paper, we answer this question in the positive and show a lineartime algorithm with small multiplicative error, using a more geometric interpretation of this problem. In particular, we present an algorithm that with constant probability computes a matrix B such that
, where µ opt (P, k) is the minimum error of a k-rank approximation to M, and ε > 0 is a prespecified error parameter. For input of size N = nd the running time of the new algorithm is (roughly) O(Nk 2 log k); see Theorem 4.1 for details. Our algorithm relies on the observation that a small random sample spans a flat which is good for most of the points. This somewhat intuitive claim is proved by using ε-nets and VC-dimension arguments performed (conceptually) on the optimal (low-dimensional) k-flat (see Lemma 3.1 below). Next, we can filter the points, and discover the outliers for this random flat (i.e., those are the points which are "far" from the random flat). Since the number of outliers is relatively small, we can approximate them quickly using recursion. Merging the random flat together with the flat returned from the recursive call results in a flat that approximates well all the points, but its rank is too high. This can be resolved by extracting the optimal solution on the merged flat, and improving it into a good approximation using the techniques of Frieze et al. [FKV04] and Deshpande et al. [DRVW06] .
Preliminaries 2.1 Notations
A k-flat F is a linear subspace of R d of dimension k (in particular, the origin is included in F). For a point q and a flat F, let d F (q) denote the distance of q to F. Formally, d F (q) = min x∈F q − x . We will denote the squared distance by d
2 . The price of fitting a point set P of n points in R d to a flat F is
The k-flat realizing min dim(F)=k µ F (P ) is denoted by F opt , and its price is µ opt (P, k).
The span of a set S ⊆ R d , denoted by span(S), is the smallest linear subspace that contains S. The input is a set P of n points in R d and its size is N = nd.
Computing a (s, F)-sample.
Let F be a flat. For a parameter s, a (s, F)-sample from P is generated by picking point p ∈ P to the random sample with probability
, where c is an appropriate constant, and the size of the sample is at least s.
It is not immediately clear how to compute a (s, F)-sample efficiently since we have to find the right value of c such that the sample generated is of the required size (and not much bigger than this size). However, as described by Frieze et al. [FKV04] , this can be achieved by bucketing the basic probabilities (i.e., d
for a point p ∈ P ), such that each bucket corresponds to points with probabilities in the range [2
It is now easy to verify that given a target size s, one can compute the corresponding c in linear time, such that the expected size of the generated sample is, say, 4s. We also note, that by the Chernoff inequality, with probability ≥ 1/2, the sample is of size in the range [s, 8s].
Lemma 2.1. Given a flat F and a parameter s, one can compute a (s, F)-sample from a set P of n points in
The sample is of size in the range [s, 8s] with probability ≥ 1/2. [s, 8s] , then this can be done in O(N dim(F) + n · t) time, and this bound on the running time holds with probability ≥ 1 − exp(−t).
Furthermore, if we need to generate t independent (s, F)-samples, all of size in the range

Proof:
The first claim follows from the above description. As for the second claim, generate 16t samples independently. Note, that we need to compute the distance of the points of P to F only once before we compute these 16t samples. By the Chernoff inequality, the probability that less than t samples, out of the 16t samples generated, would be in the valid size range is smaller than exp(−t).
Extracting the best k-flat lying inside another flat
Lemma 2.2. Let F be a u-flat in R d , and let P be a set of n points in
Proof: We project the points of P onto F. This takes O(Nu) time, and let P ′ denote the projected set. Next, we compute, using SVD, the best approximation to P ′ by a k-flat G inside F. Since F is u dimensional, we can treat the point of P ′ as being u dimensional and this can be done in O(nu 2 ) time overall.
For a point p ∈ P , let p ′ be its projection onto F and let p ′′ be the projection of p onto G. By elementary argumentation, we know that the projection of
Since we computed the flat G that minimizes µ G (P ′ ), it follows that we computed the k-flat G lying inside F that minimizes the approximation price µ G (P ).
Fast additive approximation
We need the following result (the original result of [DRVW06] is in fact slightly stronger).
Theorem 2.3. Let P be a set of n points in R d , F be a u-flat, R be a (s, F)-sample of size r, and let G = span(F ∪ R). Let H be the k-flat lying inside G that minimizes µ H (P ). Then, we have that
Furthermore, H can be computed in O(N(r + u)) time.
Proof: The correctness follows immediately from the work of Deshpande et al. [DRVW06] .
As for the running time, we compute the distance of the points of P to F. This takes O(Nu) time. Next, we compute G = span(F ∪ R). Finally, we compute the best k-flat H ⊆ G that approximates P using Lemma 2.2, which takes O(N(r + u) + n(r + u)
2 ) = O(N(r + u)) since r + u ≤ 2d.
We need a probability guaranteed version of Theorem 2.3, as follows.
Lemma 2.4. Let P be a set of n points in R d , F be a O(k)-flat, and parameters δ > 0 and ε > 0. Then, one can compute a k-flat H, such that, with probability at least ≥ 1 − δ, we have µ H (P ) ≤ β, where
The running time of the algorithm is O(N(k/ε) log(1/δ)). The algorithm succeeds with probability ≥ 1−δ.
Proof: Set s = 4k/ε. Generate t = O((1/ε) ln(1/δ)) independent (s, F)-samples, of size in the range [s, 8s], using the algorithm of Lemma 2.1. Next, for each random sample R i , we apply the algorithm of Theorem 2.3 to it, generating a k-flat H i , for i = 1, . . . , t. By the Markov inequality, we have
As such, with probability ≥ 1 − 1/(1 + ε/4) ≥ 1 − (1 − ε/8) = ε/8 we have
Clearly, the best k-flat computed, which realizes the price
α i , has a price which is at most β, and this holds with probability ≥ 1 − (1 − ε/8) t ≥ 1 − δ/2. Note, that the time to generate the samples is O(N dim(F) + n · t), and this bounds holds with probability ≥ 1 − δ/4. As such, the overall running time of the algorithm is O(N dim(F) + n · t + Nkt) = O(N(k/ε) ln(1/δ)).
Lemma 2.5. Let F be a given O(k)-flat, P a set of points n in R d , and c a given parameter. Assume that µ F (P ) ≤ c · µ opt (P, k). Then, one can compute a k-flat G such that
The running time of the algorithm is O(N · (k/ε) log(c/δ)) and it succeeds with probability ≥ 1 − δ.
Proof:
apply Theorem 2.3 to F i−1 and R i . If the new generated flat G i is more expensive than the F i−1 then we set F i = F i−1 . Otherwise, we set F i = G i . We perform this improvement loop t times.
Note, that if µ P (
by Theorem 2.3. By Markov's inequality, it follows that Pr µ G i (P ) ≤ 1 2 µ F i−1 (P ) ≥ 1/2. Namely, with probability half, we shrink the price of the current k-flat by a factor of 2 (in the worst case the price remains the same). Since each iteration succeeds with probability half, and we perform t iterations, it follows that with probability larger than 1−δ/10 (by the Chernoff inequality), the price of the last flat F t computed is ≤ 8µ opt (P, k). Similarly, we know by the Chernoff inequality that the algorithm performed at most 4t sampling rounds till it got the required t good samples, and this holds with probability ≥ 1 − δ/10.
Thus, computing F t takes O(Nkt) = O(N k log(c/δ)) time. Finally, we apply Lemma 2.4 to F t with ε/10 and success probability ≥ 1 − δ/10. The resulting k-flat has price
as required. Note, that overall this algorithm succeeds with probability ≥ 1 − δ.
Remark 2.6. Har-Peled and Varadarajan [HV04] presented an algorithm that computes, in O(Nk) time, a k-dimensional affine subspace (i.e., this subspace does not necessarily contains the origin) which approximates, up to a factor of k!, the best such subspace that minimizes the maximum distance of a point of P to such a subspace. Namely, this is an approximation algorithm for the L ∞ -fitting problem, and let F denote the computed (k + 1)-flat (i.e., we turn the k-dimensional affine subspace into a (k + 1)-flat by adding the origin to it).
It is easy to verify that F provides a O((nk!)
2 ) approximation to the optimal k-flat realizing µ opt (P, k) (i.e., the squared L 2 -fitting problem). To see that, we remind the reader that the L ∞ and L 2 metrics are the same up to a factor which is bounded by the dimension (which is n in this case).
We can now use Lemma 2.5 starting with F, with c = O((nk!) 2 ). We get the required (1 + ε)-approximation, and the running time is O(N(k/ε)(k log k + log(n/δ))). The algorithm succeeds with probability ≥ 1 − δ.
Additional tools
Lemma 2.7. Let d 2 F (x) = min x∈F q − x 2 be the squared distance function of a point x to a given u-flat F. Let x, y ∈ R d be any two points. We have:
(ii) Let ℓ be the line through x and y, and let z be a point on ℓ such that
Proof: The claims of this lemma follow by easy elementary arguments and the proof is included only for the sake of completeness. (i) Rotate and translate space, such that F becomes the u-flat spanned by the first u unit vectors of the standard orthonormal basis of R d , denoted by F ′ . Let x ′ and y ′ be the images of x and y, respectively. Consider the line ℓ(t) = tx 1 − β)y) . By the convexity of g(·), we have d
′ be the projection of x to F, and let ℓ ′ be the parallel line to ℓ passing through x ′ . Let y ′ ∈ ℓ ′ and z ′ ∈ ℓ ′ be the translation of y and z onto ℓ ′ by the vector x ′ − x. By similarity of triangles, we have
Thus,
Lemma 2.8. Let P be a set of n points in R d , and let F be a flat in
Proof: Let G be the projection of F opt onto F, where F opt denotes the optimal k-flat that approximates P . Let P ′ be the projection of P onto F. We have that µ G (P ′ ) ≤ µ Fopt (P ′ ). On the other hand,
where p ′ denotes the projection of a point p ∈ P onto F. Furthermore,
We conclude that µ G (P ) ≤ µ F (P ) + µ Fopt (P ′ ) ≤ (c + 2c + 2)µ Fopt (P ) ≤ 5c · µ opt (P, k).
A sampling lemma
The following lemma, testifies that a small random sample induces a low-rank flat that is a good approximation for most points. The random sample is picked by (uniformly) choosing a subset of the appropriate size from the input set, among all subsets of this size.
Lemma (k/δ) ). Consider the flat F = span(R), and let Q be the set of the (3/4)n points of P which are closest to F. Then µ F (Q) ≤ 96k 2 · µ opt (P, k) with probability ≥ 1 − δ.
Proof: Let r = µ opt (P, k)/n be the average contribution of a point to the sum µ Fopt (P ) = p∈P d 2 Fopt (p), where F opt is the optimal k-flat approximating P . Let U be the points of P that contribute at most 8r to µ Fopt (P ); namely, those are the points in distance at most √ 8r from F opt . By Markov's inequality, we have |U| ≥ (7/8)n. Next, consider the random sample when restricted to the points of U; namely, R = R ∩ U. By the Chernoff inequality, with probability at least 1 − δ/4, we have that |R| = Ω(k 2 log(k/δ)). Next, consider the projections of R and U onto F opt , denoted by R ′ and U ′ , respectively. Let E ′ be the largest volume ellipsoid, contained in F opt that is enclosed inside CH(R ′ ), where CH(R ′ ) denotes the convex-hull of R ′ . Let E be the expansion of E ′ by a factor of k. By John's theorem [Mat02] , we have
′ is a large enough random sample of U ′ , we know that R ′ is a (1/24)-net for ellipsoids for the set U ′ . This follows as ellipsoids at Euclidean space R k have VC-dimension O(k 2 ), as can be easily verified. (One way to see this is by lifting the points into O(k 2 ) dimensions, where an ellipsoid in the original space is mapped into a half space.)
The solid discs represent point in R ′ , the circle represents the points of U ′ .
As such, we can use the ε-net theorem of Haussler and Welzl [HW87] , which implies that |U ′ ∩ E| ≥ (23/24) |U ′ |, with probability at least 1 − δ/4. This holds since no points of R ′ falls outside E, and as such only (1/24) |U ′ | points of U ′ might fall outside E by the ε-net theorem. (Strictly speaking, the VC-dimension argument is applied here to ranges that are complements of ellipsoids. Since the VC dimension is persevered under complement the claim still holds.)
Fopt (p) ≤ 8r since p ∈ U. By Lemma 2.7 (i), the function f (·) is convex and, for any x ∈ E ′ , we have
Let v denote the center of E ′ , and consider any point p ′ ∈ E ⊆ F opt . Consider the line ℓ connecting v to p ′ , and let u be one of the endpoints of
This implies by Lemma 2.7 (ii) that
In particular, let Y be the set of points of U such that their projection onto F opt lies inside E. For p ∈ Y , we have that
ApproxFlat(P, k, δ, ε ) P -point set, k -dimension of required flat, δ -confidence, ε -quality of approximation.
begin if |P | ≤ 20k then return procSV D(P, k) R ← random sample of size O(k 2 log(k/δ)) from P (using Lemma 3.1) F = span(R) X ← The set of the (3/4)n closest points of P to F, and Y ← P \ X. G = ApproxFlat(Y, k, δ/2, 1). H ← extract best k-flat in span(F ∪ G) approximating P (using Lemma 2.2) I ← Compute a k-flat of price ≤ (1 + ε)µ opt (P, k) (using Lemma 2.5 with H and c = 500k 2 /ε) return I end Figure 2 : The algorithm for approximating the best k. The procedure SVD (P, k) extracts the best k-flat using singular value decomposition computation. The algorithm returns a k-flat I such that µ I (P ) ≤ (1 + ε)µ opt (P, k), and this happens with probability ≥ 1 − δ.
where p ′ is its the projection of p onto
Specifically, let Q be the set of (3/4)n points of P closest to F. Since |Q| ≤ |Y |, we have that for any
2 r and as such µ F (Q) ≤ (3/4)n·128k 2 r = 96k 2 ·µ opt (P, k).
The algorithm
The new algorithm ApproxFlat is depicted in Figure 2 .
Theorem 4.1. For a set P of n points in R d , and parameters ε and δ, the algorithm ApproxFlat(P, k, δ, ε) computes a k-flat I of price µ I (P ) ≤ (1 + ε)µ opt (P, k). If k 2 log(k/δ) ≤ d, the running time of this algorithm is O(Nk(ε −1 + k)log(k/(εδ))) and it succeeds with probability ≥ 1 − δ, where N = nd is the input size.
Proof: Let us first bound the price of the generated approximation. The proof is by induction. For |P | ≤ 20k the claim trivially holds. Otherwise, by induction, we know that µ G (Y ) ≤ 2µ opt (Y, k) ≤ 2µ opt (P, k). Also, µ F (X) ≤ 96k 2 · µ opt (P, k), by Lemma 3.1. As such, µ span(F∪G) (P ) ≤ µ F (X) + µ G (Y ) ≤ 98k 2 µ opt (P, k). By Lemma 2.8, the k-flat H is of price ≤ 500k 2 µ opt (P, k). Thus, by Lemma 2.5, we have µ I (P ) ≤ (1 + ε)µ opt (P, k), as required.
Next, we bound the probability of failure. We picked R such that Lemma 3.1 holds with probability ≥ 1 − (δ/10). By induction, the recursive call succeeds with probability ≥ 1 − δ/2. Finally, we used the algorithm of Lemma 2.5 so that it succeeds with probability ≥ 1 − (δ/10). Putting everything together, we have that the probability of failure is bounded by δ/10 + δ/2 + δ/10 ≤ δ, as required.
As for the running time, we have T (20k, δ) = O(dk + k 3 ). Next, T (n, δ) = T (n/4, δ/2) + O Nk 2 log(k/δ) + n k 2 log(k/δ) 2 + N(k/ε) log(k/(εδ))
M − B F = µ I (P ) ≤ (1 + ε)µ opt (P, k) ≤ (1 + ε) min C matrix of rank k M − C F .
Conclusions
In this paper we presented a linear-time algorithm for low-rank matrix approximation. We believe that our techniques and more geometric interpretation of the problem is of independent interest. Note, that our algorithm is not pass efficient since it requires O(log n) passes over the input (note however that the algorithm is IO efficient). We leave the problem of how to develop a pass efficient algorithm as an open problem for further research. Surprisingly, the current bottleneck in our algorithm is the sampling lemma (Lemma 3.1). It is natural to ask if it can be further improved. In fact, the author is unaware of a way of proving this lemma without using the ellipsoid argument (via ε-net or random sampling [Cla87] techniques), and an alternative proof avoiding this might be interesting. We leave this as an open problem for further research.
