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1 
Introduction Générale 
La théorie de la commande moderne se développe dans le but d'expliquer ct. 
de résoudre des problemes qui émanent de l'environnement industriel. Des raisons 
économiques et de sécurité, conduisent à la recherche de lois de commande de plus en 
plus performantes afin de garantir efficacité et rendement de production d'une part 
et d'assurer la sureté et fiabilité des équipements industriels et de consommation 
d'autre part. Pour cela il est important de comprendre et de prendre en compte 
toutes les particularités d'un systeme de commande. 
En particulier, au cours de ces dernieres années, la théoric de la commande des 
systemes linéaires a permis, à partir d'outils mathématiques rclativement simples, 
le développement de techniques et de stratégies de commande pour traiter des pro-
blemes jusque là impossibles à résoudre avec la théorie de la commande classique. 
Dans ce sens, dans le cadre des systemes multivariables, il existe aujourd'hui des 
méthodes de détermination de lois de commande assurant, par exemple, la garan-
tie de certains niveaux de performance, de robustesse vis-à-vis des incertitudes de 
modélisation, de rejet de perturbation, de découplage et de décentralisation. D'une 
maniere générale, ces lois de commande sont conçues sans considérer, a priori, de 
contraintes sur !'amplitude de la commande et/ou des états. 
Néanmoins, à cause des limitations physiques et technologiqucs, les actionneurs 
ne peuvent fournir que des signaux de commande appartenant à un certain inter-
valle d'amplitudc. En outre, pour des raisons de sécurité, les états d'un systeme 
doivent, en général, rester confinés dans un ensemble spécifique de !'espace d'état. 
Quelques exemples de ces limitations sont: des vannes qui présentent une ouverture 
maximale et une ouverture minimale; des amplificateurs électroniques qui doivent 
opérer dans des frontieres d'alimentation en tension; des actionneurs de chauffage ou 
de refroidissement, dont la puissance fournie ou retirée du systeme ne peut pas dé-
passer certaines limites ; des convertisseurs de puissance électriques, qui ne peuvent 
actionner des machines que dans les limites de puissance pour lesquelles ils ont été 
conçus; des contraintes sur le couple moteur et la vitesse des machines électriques. 
2 INTRODUCTION GENERALE 
Nous pouvons clone conclure que le probleme de saturation des commandcs etjou 
eles états est présent dans pratiquemcnt tous lcs systemcs de commancle. 
L'application de lois de commande conçues sans prendrc en compte la possibílité 
de saturation peut avoir eles conséquences indésirables ou mêmc catastrophiques. 
Si le systeme de commande en boucle fermée est conçu d 'une façon linéaire pour 
satisfaire certains objectifs de commande, Papparition irnprévuc de la saturation 
pcut alors dégrader la satisfaction de tels objectifs. Par ailleurs, le systeme en bouclc 
fermée peut présenter eles points d'équilibre parasites ct/ou eles cycles limites, ou 
même clevenir instable à cause de la caractéristique non-linéairc de la saturntion. 
Ce sont de ces problemes issus de la pratique que sont nés la motivation et 
l'intérêt pour l'analyse et la synthesc eles systcmes de cornmande soumis à la satu-
ration. Ces deux problemes ont attiré l'attention de plusieurs automaticiens durant 
les dernieres années. Concernant le probleme de la saturation eles commandcs, une 
intéressante revue bibliographique chronologique a été faite par par Berstein et !vli-
chel clans [6). Si l'on considere la saturation eles états nous pouvons citer l'ouvrage 
de Liu et Mitchel [66] et ses références. 
Dans cette these, nous nous intéressons, en particulier, à l'étude du probleme de 
la stabilité et de 1a stabilisation locale eles systemes linéaircs avec saturation 
eles commandes. Notre but est de proposer de nouvelles méthodcs et tcchniques 
pour: 
1. la détermination de régions de stabilité pour le systeme en boucle fermée avec 
les commandes saturés; 
2. la détermination de la loi ele commande en prenant en compte, a priori, la 
possibilité de saturation eles commancles. 
Dans ce sens, la these cst organisée en trois parties. 
La premiere partie correspond à la présentation de certains concepts de base et 
à une étude de l'état de l'art concernant le probleme de cornmande eles systemes 
linéaires avec saturation eles commandes. Dans le chapitre 1, nous présentons tout 
d'abord les concepts d'invariance positive et de contractivíté. Ensuite, nous faisons 
un rappel eles résultats sur la théorie de la stabilité de Lyapunov. Ces concepts 
et résultats serviront de base pour le développement eles résultats présentés dans 
le partics 2 et 3 de la these. Dans le chapitre 2 nous définissons tout d 'abord les 
problemcs d'analyse et de synthese que l'on souhaite aborder concernant les systemes 
linéaires avec saturation eles cornmandes. A partir de cela, nous faisons une breve 
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étude bibliographique concernant ces deux types de problemes. Nous présentons les 
principaux résultats existants dans la littérature dans trois contextes de stabilité: 
globale, semi-globale et locale. 
La deuxieme partie est dédiée à la détermination eles régions de stabilité locale 
de type polyédral pour des systemes linéaires avec saturation eles commandes. Cette 
approche est liée à la détermination de fonctions de Lyapunov du type polyédral 
pour un systeme avec saturations des commandes. Les résultats établis sont basés 
sur deux types de représentation du systeme saturé. Dans le chapitre 3 nous consi-
dérons la représentation par régions de saturation. Par cette approche, nous divisons 
!'espace d'état en régions de saturation. Dans chaque région de saturation le systeme 
saturé est représenté par un systeme linéaire avec une perturbation additive. Basée 
sur cette représentation nous proposons des conditions nécessaires et suffisantes pour 
l'invariance et la contractivité de domaines polyédraux par rapport au systeme sa-
turé. Ces conditions permettront de garantir la stabilité asymptotique du systeme 
saturé dans des domaines polyédraux. Dans le chapitre 4 nous considérons la repré-
sentation locale du systeme saturé par un systeme polytopique. A partir de cette 
représentation nous formulons des conditions suffisantes pour l'invariance positivc, 
la contractivité et la stabilité asymptotique des trajectoires du systeme dans des 
ensembles polyédraux. Les conditions établies à partir de ces deux représentations 
nous permettront la formulation d'algorithmes, basés sur eles schémas de program-
mation linéaire, pour l'expansion homothétique et non-homothétique d'ensembles 
polyédraux contractifs dans la région de comportement non-linéaire du systeme en 
boucle fermée. Ces algorithmes serviront ainsi pour la détermination de régions de 
stabilité asymptotique locale pour des systemes linéaires avec des commandes sa-
turantes. Pour terminer la partie 2 une comparaison entre les résultats obtenus en 
considérant les deux représentations est faite. 
Dans la troisieme partie, l'analyse et la synthese de lois de commande du type 
retour d'état saturant sont abordées en considérant des fonctions de Lyapunov du 
type quadratique. L'analyse est menée dans le chapitre 5. Dans ce chapitre, nous 
considérons la détermination de régions de stabilité locale de type ellipso'idal. Nous 
formulons des conditions suffisantes pour la contractivité d'ellipsoi'des par rapport au 
systeme saturé. Ces conditions sont présentées sous la forme d'inégalités matricielles 
linéaires (LMis). Ainsi, à partir de ces conditions nous proposons un algorithme basé 
sur des schémas d'optimisation convexe pour la détermination d'approximations de 
la région d'attraction de !'origine à travers des ellipsoi'des contractifs. Le chapitre 
6 est consacré à la synthese de lois de commandes du type retour d'état saturant. 
Etant donné un ensemble de conditions ini tiales admissibles X0 , nous proposons tout 
d'abord des conditions suffisantes, également sous la forme de LMis, permettant la 
détermination d'un retour d'état saturant garantissant la stabilité asymptotique 
4 INTROD UCTION GENERALE 
vers !'origine de toutes les trajectoires initialisées dans X0 . Ensuite nous soulignons 
le compromis entre performance, tolérance à la saturation et taille du domainc à 
stabiliser. Enfin , nous appliquons la méthode de synthese proposée au cas de Ia 
stabilisation semi-globale et à la détermination de !ois de com mandes de type multi-
modes. 
Enfin une annexe sur lcs ensemblcs polyédraux et ellipso"iclaux est proposéc. L'ob-
jcctif de cette annexe cst de rappellcr de maniere succincte quelques définitions et 
propriétés qui sont utilisées dans ce mémoire concernant ces dcux types d 'cnsemblcs. 
5 
Premiere partie 
Etude bibliographique 

7 
Chapitre 1 
Concepts de base 
1.1 Introd uction 
Dans ce chapitre nous rappelons quelques concepts de base sur la stabilité des 
systemes dynamiques qui sont fondamentaux pour la présentation des chapitres 
suivants. 
Le chapitre est organisé de la maniere suivante: 
Tout d 'abord nous donnons les définitions d'ensembles contractifs et positivement 
invariants pour un systeme dynamique. Ensuite, nous rappelons brievement la notion 
de stabilité au sens de Lyapunov ainsi que les príncipes de la deuxieme méthode de 
Lyapunov. A partir de cela, nous donnons les concepts de région d'attraction et de 
région de stabilité d'un point d 'équilibre asymptotiquement stable. Nous terminons 
par la présentation de quelques résultats concernant en particulier la stabilité dcs 
systemes linéaires. 
Les définitions et résultats présentés dans ce chapitre sont assez classiques et 
peuvent, sauf référence explicite, être trouvés dans des ouvrages traitant des sys-
temes non-linéaires. Ainsi, pour les démonstrations de ces résultats nous pouvons 
citer, par exemple, les ouvrages de Khalil [57], Slotine et Li [83] et Vidyasagar [97]. 
8 CHAPITRE 1. CONCEPTS DE BASE 
1.2 Invariance positive et contractivité 
Soit le systeme dynamique autonome obéissant à l'équation aux différences: 
x(k + 1) = f(x(k)) (1.1) 
avec f : ~n ~ ~n. 
En considérant une condition initiale x = x(O) E 31n, la solution ou la tmjectoi?·e 
du systeme (1.1) correspondant à x(O) est notée <f;(k, x(O)). 
Nous présentons maintenant deux concepts concernant le comportemcnt de tra-
jectoires <f;(k, x(O)) du systeme (1.1) dans un ensemble M de !'espace d 'étaL 
D éfinition 1.1 : L 'ensernble M c ~71 est positivement invariant pm· mpport au 
systerne (1.1} si 
\lx(O) E M => <f;(k, x(O)) E M , \lk 2: O 
Définition 1.2 : L'ensemble M c ~n est cont r actif par rapport au systeme (1.1} 
si \lx(k) E !3kâM , !3k ~ 1, il existe O~ f3k+1 < !3k tel que x(k + 1) E f3k+ 1âM . 
Ainsi, d'apres la définition 1.1, dirc qu'un enscmble M est positivement invariant 
par rapport au systeme {1.1) signifie que pour toute condition initiale prise dans M , 
la trajectoire respective reste confinée dans M. 
D'autre part, d'apres la défini t ion 1.2, la contractivité représente un cas particu-
lier d'invariance positive dans le sens ou toute trajectoire du systeme (1.1) initialisée 
dans M évolue toujours vers l'intérieur de l'ensemble. Autrement dit, si à l'instant k, 
x(k) appartient à la frontiere d'un homothétique intérieur de M, i.e., x(k) E f3kâM, 
f3k ~ 1, à l' instant suivant l'état appartient à l'intérieur de l'ensemble !3kM , c'est-
à-dire, x(k + 1) E f3k+ 1âM avec !3k+l < !3k· En particulier si f3k+t ~ p,{Jk, \lk, avec 
O < J.t < 1, le domaine M est J.t-Contractif. 
Notons qu'un ensemble contractif est toujours positivement invariant mais la 
réciproque n'cst pas vérifiée. La figure 1.1 schématise une trajectoire possible dans 
un ensemble positivement invariant et dans un ensemble contractif. 
Dans la section suivante, nous allons voir que les concepts d'ensembles positi-
vement invariants et contractifs sont liés au conccpt de domaines de stabilité d'un 
systeme dynamique. 
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Considérons le systeme (1.1) avec f U --+ ~n étant une fonction localement 
Lipschitz dans le domaine U Ç ~n . 
On dira que Xe est un point d'équilibre (ou point singulier) du systeme (1.1) s'il 
satisfait : 
(1.2) 
Dans cette section et les suivantes notre but est de caractériser et d'étudier 
la stabilité d'un point d'équilibre Xe · Désormais, par simplicité et sans perte de 
généralité, nous considérons Xe = O. En effet, comme le systeme est autonome nous 
pouvons toujours translater le point d'équilibre à l'origine à partir d'un changement 
de variable du type: 
Xe =X - Xe (1.3) 
Ainsi, en considérant que f(x(k)) satisfait f(O) = O nous allons étudier la stabilité 
de l'origine relativement aux solut ions (ou trajectoires) </>(k,x(O)) du systeme (1.1) . 
Nous présentons maintenant ce que l'on appelle·la stabilité au sens de Lyapunov. 
Définition 1.3 : Le point x = O pour le systeme (1.1} est: 
• stable, si pour chaque E > O, il existe fJ = ó(E) tel que 
llx(O)II < õ:::} llx(k) ll <E, Yk 2: O 
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• asymptotiquement stable, s 'il est stable et ó peut être choisi de jaçon à 
avozr: 
JJ x(O)JJ < ó::} lim x(k) =O 
k-+oo 
• instable, s'il n'est pas stable. 
Ainsi, la notion de stabilité au sens de Lyapunov est basée sur !e concept de 
voisinage cl'un point. Rappelons que le voisinage U(x) cl 'un point x est un ensemble 
contenant x clans son intérieur. Alors, cl'apres la définition 1.3, !'origine (x = O) d'un 
systeme clynamique est stable si pour un voisinage quelconque de x = O, U1 (0, t:), 
il existe un voisinage Uz(O, ó(t:)) tel que pour toute condition initiale prise dans 
U2 (0,ó(t:)) la trajectoire reste dans U1(0,t:) . En plus, si dans le voisinage U1 (0,t:) 
la trajectoire tend vers x = O lorsque k tend vers l'infini, !'origine est dite asymp-
totiquement stable. D'autre part, clire que x = O est instable signifie qu'il existe 
un voisinage de !'origine U1 (0,t:), te! que pour tout voisinage U2(0,ó(t:)) Ç U1(0, E), 
il existe au moins une trajectoire </>(k, x(O)) , avec x(O) E U2(0, ó(t:)), qui n'est pas 
contenue dans ul (0, é) . 
L'application directe de la définition 1.3, pour conclure sur la stabilité de 1 'origine 
par rapport aux trajectoires du systeme (1.1), suppose la connaissance explicite de 
celles-ci. Cependant, la détermination des solutions analytiques de (1.1) peut être 
difficile, voire impossible. Dans ce cas, on peut utiliser la notion de fonction de 
Lyapunov et appliquer ce que l'on appelle la seconde méthode de Lyapunov. 
1.3.1 Stabilité par la seconde méthode de Lyapunov 
L'objectif de la seconde méthode de Lyapunov est d'étudier le comportement 
eles solutions (trajectoires) au voisinage d'un point d'équilibre sans la connaissance 
explicite de ces dernieres. Cette méthode est basée sur l'utilisation ele fonctions 
auxiliaires possédant certaines propriétés de positivité, et permet de conclure sur la 
stabilité d'un point équilibre par l'étude de l'évolution de telles fonctions le long eles 
trajectoires du systeme. 
Relativement aux systemes du type (1.1), le théoreme suivant donne eles condi-
tions pour la stabilité autour de !'origine. 
Théoreme 1.1 :[Stabilité Locale} Soit l'origine (x = O} un point d'équilibre de 
(1.1}. Soit V : U -7 ~une jonction continue et définie dans le voisinage U C ~n de 
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x = O, et soit ~V(x(k)) = V(x(k + 1))- V(x(k)). Si : 
(i} V(O) =O et V(x) >O, 'Vx :;f O, x EU. 
(ii} ~V(x(k)) ~O, Vx(k) EU, alors l'origine est stable. 
Si de plus : 
(iii} ~ V(x(k)) < O, 'Vx(k) E U\ {O}, alors l'origine est asymptotiquement stable. 
Définition 1.4 : 
• La satisfaction de la propriété (i) du théoreme 1.1 indique que la fonction V ( x) 
est une fonct ion définie positive dans U. Par contre, si on a V(O) = O et 
V(x) ~O, 'Vx :;f O, V(x) est une fonct ion semi-définie positive. 
• D'autre part, une fonction est dite définie (sem i-d éfinie) négative si-V(x) 
est définie (semi-définie} positive. 
Définit ion 1.5 : Une fonction V ( x) définie positive satisfaisant les conditions (i i) 
ou (i i i) du théoreme 1.1 est appelée fonction de Lyapunov . 
Notons que le théoreme 1.1 garantit la stabilité dans un sens local, c'est-à-dire, 
la stabilité n'est assurée que dans un voisinage de l'origine contenu dans l'ensemble 
U pour leque! la fonction V(x) vérifie les conditions (i) et (ii) ou (i) et (iii). 
Supposons maintenant, qu'un systeme présente la propriété suivante: pour toute 
condition initiale dans !'espace d'état , i.e., Vx(O) E ~n, la convergence des trajec-
toires vers l'origine est garantie. Dans ce cas, la stabilité asymptotique du systeme 
est obtenue dans un sens global. 
Définition 1.6 : Si pour tout x(O) E ~n, la trajectoire respective <P(k,x(O)) du 
systeme (1 .1} converge vers l'origine quand k-+ oo, alors l'origine est dite globa-
lement asymptotiquement stable . 
11 est donc intéressant d 'établir sous quelles conditions on peut initialiser le sys-
teme aussi loin que l'on veut et garantir que la trajectoire converge vers !'origine. 
L'idée immédiate serait d 'utiliser le théoreme 1.1 en considérant U ~ lRn . Cependant, 
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cela n'est pas suffisant. En fait: il est nécessaire aussi que V(x) soit une fonction 
radialement non-bornée (condit ion (ii) ci-apres). Ces conditions sont exprimées dans 
le théoreme suivant: 
Théoreme 1.2 : Soit l'origine (x =O) un point d'équilibre du systeme {1.1}. Soit 
la fonction V : ~n ~ ~ une fonction continue dans ~n . Si : 
{i) V(O) =O et V(x) > O, Vx =f= O, 
{ii) iixi i ~ oo => V(x) ~ oo, 
(iii) 6 V(x(k)) = V(x(k + 1))- V(x(k)) <O, Vx(k) E ~n, x(k) =f= O, 
alors l'origine est globalement asymptotiquement stable. 
Une interprétation géométrique des théoremes 1.1 et 1.2 peut être donnée à partir 
du concept de surfaccs de Lyapunov. 
D éfinition 1.7 : Soit V(x) unefonction de Lyapunov. La surface définie dans l'es-
pace d 'état par : 
{X E ~n j V (X) = C} 
est appelée surface de Lyapunov ou surface de niveau. 
La condition 6 V(x(k)) < O implique que si x(k) E U et V(x(k)) = c, x(k + 1) 
appartient à l'intérieur de l'ensemble 
Autrement dit, la trajectoire du systeme (1.1) évolue vers une surface de Lyapunov 
intérieure V(x) = c1, c1 < c. Ainsi, à mesure que le temps progresse, la surface 
sur laquelle est x(k) se contracte vers l'origine, ce qui montre que l'état du systeme 
s'approche asymptotiquement de }'origine. Ce raisonnement est illustré par la figure 
1.2. 
La fonction de Lyapunov est associée à une distance généralisée entre l'état du 
systeme (1.1) à l'instant k et !'origine. Si cette distance n'augmente pas à l'ins-
tant k + 1 alors le systeme est stable. De plus, si elle diminue alors le systeme est 
asymptotiquement stable. 
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Frc. 1.2 - Contractivité des trajectoires 
Il est important de remarquer que le théoreme 1.1 fournit une condition suffisante 
pour la stabilité. Par conséquent, si nous ne sommes pas capables de trouver une 
fonction de Lyapunov nous ne pouvons rien conclure sur la stabilité de !'origine par 
rapport aux trajectoires du systeme (1.1) . 
La difficulté majeure de la deuxieme méthode de Lyapunov réside dans le choix de 
la "bonne" fonction. Malheureusement, il n'existe pas de méthode systématique pour 
la détermination de fonctions de Lyapunov. En général, le choix de la fonction fait 
appel à l'expérience du concepteur. Dans des cas particuliers (systemes mécaniques 
etjou électriques, par exemple), on peut faire appel à l'interprétation physique du 
théoreme de Lyapunov et choisir des fonctions représentant l'énergie du systeme. 
Dans ce cas, si l'énergie est dissipée le long des trajectoires du systeme, la fonction 
sera potentiellement une fonction de Lyapunov. 
1.3.2 Principe d'invariance de LaSalle 
Si la fonction de Lyapunov choisie est telle que .6.V(x(k)) ~ O le long des tra-
jectoires du systeme (1.1), on ne peut rien affirmer sur la stabilité asymptotique de 
!'origine à partir de l'application du théoreme 1.1 (ou 1.2). Cependant, si on peut 
garantir qu'aucune trajectoire ne peut rester aux points ou .6.V(x(k)) = O, à l'ex-
ception de x = O, alors la convergence des trajectoires vers l'origine sera certaine. 
Ce résultat, connu comme le príncipe d'invariance de LaSalle, est donc "plus fort" 
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que les théoremes 1.1 ct 1.2. Il est énoncé de la maniere suivante: 
T h éorem e 1.3 : Soient: 
• U un ensemble compact positivement invariant par rappo1·t atL systême (1.1} 
• V: U ---7 ~n une fonction telle que ~V(x(k)) ~O dans U . 
• E l'ensemble de tous les points deU vérifiant ~ 11(x(k)) = O. 
• M le plus grand ensemble invariant contenu dans E . 
Alors, toute trajectoire initialisée dans U converge ve1·s M qttand k ---7 oo. 
Ainsi, lorsque ~V(x(k)) ~ O pour prouver que !'origine est asymptotiquement 
stable on doit montrer que Ie plus grand enscmble invariant contcnu dans E est 
!'origine (x = 0). Cela est établi en montrant qu'aucune trajectoirc nc peut rester 
indéfiniment dans E sauf la trajectoire triviale <f>(k, O) = O. Dans ce cas on peut 
formuler les deux corollaires suivants permettant de conclure sur la stabilité asymp-
totique de !'origine. 
Corollaire 1.1 : Soient: 
• x = O un point d 'équilibre du systême ( 1.1). 
• V : U ---7 lR une fonction continue et définie positive dans un voisinage U de 
['origine telle que~ V(x(k)) ~O dans U. 
• S = {X E lRn ; ~V (X ( k)) = 0}. 
Supposons qu 'aucune tra_jectoire ne peut rester dans S sauf la tmjectoi?·e triviale 
<f>(k, O) =O. Alors l'origine est asymptotiquement stable. 
Cor ollaire 1.2 : Soient: 
• x = O un point d 'équilibre du systeme ( 1.1). 
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• V : lRn ~ lR une fonction continue, définie positive, radialement non-bornée 
et telle que 6.V(x(k)):::; O, 't:/x(k) E lRn. 
• S = {x E lRn; 6.V(x(k)) =O}. 
Supposons qu 'aucune trajectoire ne peut rester dans S sauf la trajectoi?'e t?'iviale 
if>(k, O) =O. Alors ['origine est globalement asymptotiquement stable. 
1.3.3 La région d'attraction de !'origine 
En général , il n 'est pas suffisant de déterminer si !'origine du systcme est asymp-
totiquement stable. En effet, lorsque !'origine est asymptotiquement stable, on s'in-
téresse souvent à savoir quel est le plus grand domaine dans !'espace d 'état dans 
leque! toute trajectoire qui y commence converge vers !'origine. Cettc qucstion nous 
amEme à la définition de la région d'attraction de ['origine. 
Définition 1.8 : Soit <P(k, x(O)) la trajectoire qui part, à l'instant k = O, de l'état 
x(O) . La région d'attraction d e !'origine est définie comme l'ensemble de tous 
Les points x de l'espace d'état tels que pour x = x(O) on a limk4 oo <P(k, x(O)) =O. 
Le domaine d 'attraction de !'origine est clone l 'ensemble: 
RA ~ {x(O) E lRn ; </>(k, x(O)) ~ O quand k ~ oo} (1.4) 
Remarquons que si le systeme est globalement asymptotiquement stable, alors 
la région d'attraction de !'origine est tout !'espace d 'état, i.e., RA = lRn. 
La détermination exacte de la région d 'attraction de !'origine d 'une façon analy-
tique est une tâche en général difficile, voire impossible (57), (86]. Cependant, on peut 
déterminer des approximations de la région d'attraction, c'est-à-dire, on peut déter-
miner des régions de !'espace d'état ou la convergence asymptotique des trajectoires 
vers !'origine est garantie. 
Définition 1.9 : Une région Rs de l'espace d'état est une r égion de stabilité 
asymptotique par rapport à ['origine du systeme (1.1} si pour toute condition 
initiale x(O) E Rs on a limk_.oo if>(k, x(O)) = O. 
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En part iculier, il est toujours possible de détcrminer des régions de stabilité 
asymptotique à partirdes domaines de Lyapunov et d'ensembles positi,·ement inva-
riants [57] . En fait , si l'on considere une fonction de Lyapuno,· telle que ~ \ ·(x) < O 
le long des trajectoires du systeme dans une région: 
Se = {x E ~n ; V(x) ~c} 
on garantit que toute trajectoire initialisée dans Se y reste et converge vers !'origine 
quand k -7 oo. D'autre part, d 'apres le príncipe d'invariance de LaSalle, si le co-
rollairc 1.1 s'applique en considérant un ensemblc M positivement invariant, nous 
pouvons conclure sur la stabilité asymptotique dans cet ensemble. 
1.4 Stabilité des systemes linéaires 
Considérons maintenant un systeme linéaire à temps discret décrit par l'équa-
tion: 
x(k + 1) = Ax(k) (1.5) 
Les états d 'équilibre de ce systeme sont les points Xe vérifiant: 
Remarquons que !'origine est toujours un point d'équilibre du systeme (1.5), mais 
ce point d'équilibre n'est pas forcément unique. 
La stabilité de !'origine du systeme (1.5), ou tout simplement la stabilité de ce 
systcme, peut être caractérisée de deux manieres: 
1. à partir des valeurs propres de la mat rice A. 
2. à part ir de l'application de la deuxieme méthode de Lyapunov. 
1.4.1 Caract érisation à partir des valeurs propres de A 
Il cst bicn connu (voir, par exemple [62]) que la stabilité du systeme (1.5) est 
caractériséc par lc spcctrc de la matrice A selon la définition suivant: 
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Définition 1.10 : Le point d'équilibre x = O du systeme (1.5} est: 
(i) asymp totiquement stable si I.Xi(A)I < 1, Vi = 1, ... , n. 
{ii) critiquement stable si I.Xi(A)I ~ 1, Vi = 1, ... , n et la multiplicité géo-
métrique de chaque valeur propre Ài(A) telle que I.Xi(A)I = 1 est égale à sa 
multiplicité algébrique. 
{iii} critiquement instable si I.Xi(A)I ~ 1, Vi= 1, ... , n et la mtdtiplicité géome-
trique d'au moins une valeur propre Ài(A) telle que I.Xi(A)I = 1 est différente 
de sa multiplicité algébrique. 
{iv} instable s'il existe au moins une valeur propre de A, Ài(A) , telle que I.Xi(A)I > 1. 
Remarque 1.1 : Pour une valeur propre donnée, Ài(A), la multiplicité algébrique 
correspond à la multiplicité de cette valeur propre en tant que mcine du polynôme 
camctéristique de A ; la multiplicité géométrique de cette même valeur propre est le 
nombre de vecteurs propres de A linéairement indépendants associés à Ài(A) {26}. 
A insi, dire que le systeme ( 1. 5) (ou la matrice A) est critiquement stable signifie 
que les blocs de Jordan correspondant aux valeurs propres de module égal à 1 sont 
bloc-diagonaux ou semi-simples {62}. 
A partir de cette définition, la stabilité d 'un systeme linéaire se caractérise par 
la localisation des valeurs propres de A par rapport au cercle de rayon unité du plan 
complexe : si toutes les valeurs propres sont contenues dans le cer·cle on a la stabili té 
asymptotique; s'il existe des valeurs propres sur le cercle le systeme sera critiquement 
stable ou critiquement instable; l'existence d'au moins une valeur proprc en dehors 
du cercle caractérise l'instabilité. 
1.4.2 Caractérisation à partir des fonctions de Lyapunov 
Etant donné que le systeme (1.5) correspond à une classe particulicre de systemes 
du type (1.1), on peut utiliser des fonctions de Lyapunov afin de caractériser sa 
stabilité. 
Nous avons remarqué dans la section 1.3.1 que d'une part, la détermination 
d'une "bonne" fonction de Lyapunov n'est pas toujours évidente et, que d'autre 
part, les conditions données par l'application des théoremes de Lyapunov ne sont 
que suffisantes. Néanmoins, dans le cas des systemes linéaires, la stabilité implique 
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obligatoirement l'existence d 'une fonction de Lyapunov. Autremeut clit, si le sys-
teme est stable, il est toujours possible ele déterminer eles fonctions de Lyapunov 
particulieres, à savoir : fonctions quadmtiques et fonctions polyédrales. 
Fonctions d e Lyapunov quadratiques 
Le t héoreme su ivant garantit l'exístence de fonctíons de Lyapuuov quadratiques 
pour tout systeme linéaire asymptotiquemcnt stable. 
Théoreme 1.4 : {56} {62} Le point d'équilibre x = O du systeme (1 .5} est asyrnp-
totiquement stable, i. e., l..\i(A)I < 1, 'Vi = 1, ... , n, si et seulement si, pour toute 
matrice symétTique et définie positive Q, il existe une matrice symétrique et définie 
positive P solution unique de l'équation de Lyapunov : 
(1.6) 
A partir de ce théoreme la fonction quadratique définie comme: 
\l (x) = ~r7 Px (1. 7) 
satisfait les conditions du théoreme 1.1 avec 
llV(x(k)) = -x(k)TQx(k) < O , Vx(k) E ~n, x(k) =/=O 
Ce type de fonction est associé à eles domaines de Lyapunov de type ellipso1dal. En 
fait, si V(x) = xr Px est une fonction de Lyapunov pour lc systeme (1.5), a lors les 
ellipso1des (voir annexe A): 
E(c) = {x E ~n ; xT Px ~c} , c> O 
sont eles domaines contractifs pour ce systeme. 
Fonctions d e Lyapunov polyédrales 
Un résultat analogue à celui du théoreme 1.4 qui concerne eles fonctions de 
Lyapunov de type polyédral est donné par le théoreme suivant établi par Molchanov 
et P yatnitskii [73],[74). 
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Théorem e 1.5 : Le point d'équilibre x = O du systeme (1.5} est asymptotiquement 
stable si et seulement s 'il existe un índice m 2: n, une matrice L E ~m•n et une 
matrice r E !J?m•m tels que : 
(i) rL =LA 
m 
(ií) 11r11oo :::; 1 ou de maniere équivalente max L h(i,j) I ::; 1 
l <t<m . 
-- ) 
Dans ce cas, la fonction de Lyapunov est définie comme: 
(1.8) 
Les domaines de Lyapunov associés à (1.8) sont eles polyedres symétriques du 
type: 
S(L, dm, rlm) = {x E !Rn; - rlm :::5 Lx :::5 dm} 
avec r > O. Ces domaines sont, par conséquent, eles clomaines d'invariance quand 
m 
l~i~~~h'(i,j)l ::; 1 et eles domaines contractifs clans le cas ou ccttc inégalité est 
-- J 
vérifiée strictcmcnt. 
L'équation (i) du théoreme 1.5 peut être considérée comme une relation de si-
milarité généralisée entre les matrices A et r [89] ou une équation de projection 
canonique quand rang(L) < n [98],[40). Dans (73], les auteurs clonnent une solution 
à cette équation, lorsque toutes les valeurs propres de la matrice A sont réelles, 
distinctes et telles que jÀi(A)I < 1. 
Un résultat similaire à celui clu théoreme 1.5, en considérant la relation (ii) avec 
une norme quelconque, est établi dans (58). 
D'une façon plus générale, si l'on considere un polyedre 
S ( G, W) = {X E !J?n ; G X ~ W} 1 G E !J?Y*n, W E ~g 
on peut toujours associer à S(G, w) une fonction polyédrale clu type: 
V(x) = milJ< { G (i)X } 
t W(i) 
(1.9) 
Lorsque S(G, w) est compact et contient !'origine dans son intérieur, la fonction 
(4.19) est appelée fonctionnelle de Minkowski (28] . Dans ce cas, si S(G, w) est posi-
tivement invariant etjou contractif par rapport au systeme (1.5), il est possible de 
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démontrer que la fonction (1.9) est une fon ction de Lyapunov pour le systeme (voir 
par exemple [9],[88},[13},[92]). 
Remarque 1.2 : La stabilité asymptotique d'un systeme linéaire est toujo1trs dans 
un sens global. En e.ffet, si les jonctions (1. 7} et {1.8) vérifient, respectivcment, les 
conditions des théoremes 1.4 et 1. 5 elles vér'ifient aussi les conditions dtt thé01·eme 
1. 2. 
1.5 System es linéaires variables 
Nous rappelons, dans cette section, un résultat dG à Opoitsev [75) concernant une 
classe particuliere de systemes variants clans le temps. Si l'on considere le systeme 
(1.5) pour leque) la matrice A varie à chaque instant k et appartient de plus à un 
ensemble compact W , c'est-à-dire : 
{ 
x(k + 1) = A(k)x(k) 
avec A(k) E W , 'Vk 
nous avons le théoreme suivant. 
(1.10) 
Théoreme 1. 6 : {75 j P our la stabilité asymptotique du systeme dynamique ( 1.1 O), 
il est nécessaire et suffisant qu 'il existe dans at" une norme li · li* telle que : 
IIA(k)x(k)ll.::; J.tllx(k) ll. , 'Vx(k) E Rn , A(k) E W (1.11) 
avec J.L E [O , 1[. 
Ainsi le théoreme 1.6 indique que V(x) = llx(k)ll. est une fonction de Lyapunov 
puisque elle est cléfinie posítive, et de plus, concernant la décroissance 6.V(x(k)), on 
a: 
6V(x(k)) = llx(k+ 1)11. -llx(k) ll.::; J.LIIx(k)ll. -llx(k)ll. <=? 6V(x(k))::; tllx(k)ll* 
avec - 1 ::; t = J.L- 1 < O. Donc, d'apres le théoreme 1.1, on obtient la stabilité 
asymptotique du systeme (1.10). Ceci signifie également qu 'il y a contraction stricte 
de la norme 'Vx(k) E ~n, 'VA(k) E W. 
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1.6 Conclusion 
Tout d'abord nous avons donné les définitions d 'ensembles positivement inva-
riants et contractifs. Ensuite, nous avons donné un rapide aperçu des résulta.ts re-
latifs à la stabilité des systemes dynamiques. Dans un prcmier temps, nous avons 
rappelé les résultats classiques de la théorie de Lyapunov concernant la stabilité 
dans un sens local et dans un sens global. Dans le cas de la stabilité asymptotique 
locale, nous avons défini la région d'attraction de !'origine (d'un point d 'équilibre) . 
Puisque cette région en général n'est pas analytiquement déterminable, nous avons 
vu qu'il est toujours possible de déterminer des régions de stabili té asymptotique à 
partir de fonctions de Lyapunov. Ces régions peuvent donc être considérées com me 
des approximations de la région d'attraction de !'origine. Ensuite nous avons pré-
senté quelques résultats classiques relatifs à la stabi lité des systemes linéaires. Nous 
avons rappelé que la stabilité d'un systeme linéaire peut être caractérisée par les 
valeurs propres de la matrice dynamique du systeme aussi bien que par la deuxieme 
méthode de Lyapunov. En particulier, quand le systeme linéaire est stable il est 
toujours possible de déterminer une fonction de Lyapunov soit quadratique, soit po-
lyédrale. Enfin, nous avons présenté un résultat concernant la stabilité d'une classe 
particuliere de systemes linéaires variants dans !e temps. 
Ces résultats et définitions serviront ainsi de base, directement ou indirectement, 
pour l'étude de la stabilité et de la stabilisation des systemes linéaires avec saturation 
de la commande qui sera menée dans cette these. 
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Chapitre 2 
Systemes linéaires avec sat uration 
des commandes 
2.1 Introd uction 
Ce chapitre est consacré à la présentation de la problématique de la commande 
des systemes linéaires avec contraintes d'amplitude sur les signaux de commande. 
Premierement, nous définissons la loi de commande saturante et le systeme non-
linéaire en boucle fermée qui seront les objets d'étude de cette these. En fonction de 
ces définitions deux problemes génériques sont formulés: le probleme d 'analyse de la 
stabilité du systeme en boucle fermée avec saturation des commandes et le probleme 
de synthese d'une loi de commande qui prend en compte, a priori, la possibilité de 
saturation des commandes. 
Ensuite, nous passons à une breve étude bibliographique sur le sujet. Notre ob-
jectif est de donner une vision globale des approches et méthodes existantes dans la 
littérature concernant la stabilité et la stabilisation des systemes linéaires avec com-
mande saturante. Ces résultats seront présentés dans trois contextes de stabilité: 
global, semi-global et local. 
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2.2 Le system e saturé 
Soit un systcme linéaire, à temps discret, invariant dans le temps, décrit par 
l'équation suivante: 
x(k + 1) = Ax(k) + Bu(k) (2.1) 
oll x(k) E atn est le vecteur d'état, u(k) E 31m est lc vectcur de commande, A et B 
sont dcs matrices réelles de dimensions respectives n * n ct n * nL 
Considérons que la commande est une fouction lill(~airc ele l'état, c'est-à-d ire, le 
systemc cst bouclé par un retour d'état du type: 
u(k) = Fx(k) (2.2) 
avcc F E 3(m•n. 
Si aucune contrainte d'amplitude n'est présente sur lcs états ou sur la commande 
du systeme (2.1), !e systeme en boucle fermée est donné par l'équation LinéaiTe 
classiquc: 
x(k + 1) =(A+ BF)x(k) (2.3) 
Dans ce cas, d'apres ce qui a été présenté dans la section 1.4.1, la stabilité clu 
systeme en boucle fermée est caractérisée par les valeurs propres de (A+ BF). Si 
le systeme (2.1) est stabilisable, la matrice F peut être choisie telle que toutes les 
valeurs proprcs de (A+ BF) sont dans le cercle unité. La stabi li té asymptotique du 
systcme linéairc (2.3) est a lors garantie dans un sens global. 
Supposons maintenant que la commancle u(k) soit soumise à eles contraintes 
d'ampli tude, c'est-à-dire, chaque composante U(i)(k), ·i = 1, ... , m, elu vecteur ele 
commandc cst comprise entre une valeur maximale et une valcur minimale. Autre-
ment dit, à chaque instant k le vecteur de commande u(k) eloit appartenir à un 
ensemblc polyédral n défini elans !'espace ele commanele par : 
n = { U E ~m ; - Umin :::5 U :::5 Umax} (2.4) 
avec Umin(i) 1 Umax(i) > Ü, pour Í = 1, ... , m . 
Ainsi, en considérant le retour d'état (2.2), si la valeur de F(i)x(k) est supérieure 
à Umax(i), la commanele restera bloquée sur Umax(i)· De la même façon, si F(i)x(k) est 
inférieure à -Umin(i) la commande restera bloquée sur -Umin(i) · Dans ce cas, on dit 
qu ' il y a saturation de La commande. La lo i de commande effectivement appliquée 
au systcme (2.1) est clone: 
u(k) = sat(Fx(k)) (2.5) 
2.2. LE SYSTEME SATURÉ 
avcc chaque composante U(i)(k), i= 1, . .. , m, définie par: 
{ 
-Umin(i) 
U(i)(k) = (sat(Fx(k)))(i) = F(i)X(k) 
Umax(i) 
si F (i)X(k) < -Umin(i) 
si - Umin(i) ::; F(i)X(k) ::; Umax(i) 
si F (i)X(k) > Umax(i) 
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(2.6) 
La I oi de com mande (2.5) est appclée dans la littératu re retour d 'état satw·é ou 1·eto'U1· 
d'état saturant. La fonction saturation u(k) = sat(Fx(k)) que nous considérons esL 
décrite par la courbe montrée dans la figure 2.1. 
Urnax(i} 
Umax(i) 
-Umin(i) 
FIG. 2.1 - Fonction saturation 
Le systeme en boucle fermée, obtenu par l'application du retottr d'état saturant 
au systeme (2.1), est le systeme non-linéaire suivant: 
x(k + 1) = Ax(k) + Bsat(Fx(k)) (2.7) 
Désormais, nous appellerons le systeme le (2.7) systeme en boucle fermée avec satu-
ration des commandes, ou, tout simplement, systeme saturé. 
Si l'état du systeme (2.7) est tel que la valeur de F(i)x(k) cst comprise entre 
Umin(i) et Umax(i), Vi = 1, ... , m, les commandes ne sont pas saturées. L'ensemble 
des états ayant cette propriété est appelé région de linéarité du systeme (2.7). Cettc 
région est donc définie par : 
!:::. 
'Dt = S(F,Umin,Umax) = {x E ~n; - Urnin ::5 Fx ::5 Urnax} (2.8) 
Dans cette région polyédrale, on dit que le systeme saturé (2.7) admet un modele 
localement linéaire. En effet, si x(k) E S(F, Umin, Umax), x(k+ 1) pcut être déterminé 
en utilisant l'équation linéaire (2.3). Néanmoins, il est important de remarquer que lc 
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fait d'avoir x(k) E S(F, Umin, Umax) n 'implique pas x(k+1) E S(F, Umin, Umax) · Ainsi , 
même si lcs valeurs propres de (A+BF) sont placées dans le cercle unité, on ne peut 
pas conclure, a priori, que toute trajectoire qui est initia lisée dans S(F, Umin, Umax) 
converge vers !'origine. Pour cela il faut considérer le comportement non-linéaire du 
systemc (2.7). 
R em arque 2 .1 : Nous avons considéré par simplicité comme loi de commande sa-
turée un r·etOU1' d'état. Cependant, l'étude de la stabilité d'un systeme avec saturation 
des commandes considérant une loi du type retour d'état linéaire est assez générique. 
En jait, si l'on s'intéresse à des lois de commande du type retour de sortie linéaire 
saturé on peut toujours écrire le systeme en boucle j e7-mée sous la jonne (2. 7) . Dans 
ce cas, si l'on considere que la sortie du systeme est donnée par· 
y(k) = Cx(k) (2.9) 
avec y E atP et C E atP•n, il suffit de redéfinir la loi de commande saturée et la région 
de linéarité de la maniere suivante : 
• cas statique : Soit J{ E RP*m la matrice de gain statique appliquée sur la s01tie 
du systeme. Alors on a: 
6 
u(k) = sat(Ky(k)) = sat(KCx(k)) 
et la région de linéarité est donc déc1·ite pa1·: 
vl ~ {x E R n ; - Umin j KCx j Umax} = S(KC, Umin, Umax) 
• cas dynamique : Soit le compensateur dynamique d'ordre nc décrit par : 
Si l 'on définit : 
~ 6 [A A = o 
{ 
TJ(k + 1) = NITJ(k) + Ny(k) 
u(k) = sat(KTJ(k) + Dy(k)) 
o] Ê ~ [B o ' o 2] 'ê6 [6 
~ (k) ~ [ X ( k) l 
X - TJ(k) ~(k) ~ [ TJ(k) l ' y - y(k) 
le systeme en boucle jermée peut être écrit comme [55}: 
{ 
x(k + 1)~ = Âx(k) + Êu(k) 
y(k) = Cx(k) 
(2.10) 
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ou 
u(k) = [ u(k) ] = [ sat([DC K]x(k)) ] 
ry(k + 1) [NC iVI ]x(k) 
Dans ce cas la 1·égion de linéa?ité est donc définie par (34} : 
'D, ~ {x E R nc+n ; - Umin :5 [DC K]x :5 Umax } 
2. 3 Les pro blemes d 'analyse et de synthese 
En considérant un systeme linéaire du type (2.1) sur leque! on applique une loi de 
commande du type (2.5) deux types de problemes peuvent être formulés, à savoir: 
un probleme d 'analyse et un probleme de synthese. 
li existe aujourd 'hui dans la littéra ture de nombreuses techniques et méthodes 
permettant la détermination de lois de commande linéaires pour un systeme li-
néaire du type (2.1). En général, ces !ois de commandc sont conçues sans prendre 
en comptc explicitement les limites sm la commandc. Autrement dit, on suppose 
qu ' il n'existe pas de contraintes sur la commande et on détermine une matrice F, 
telle que le systeme linéaire (2.3) soit asymptotiquement stable et, en plus, qu 'il 
satisfasse eles spécifications de commande supplémentaires, par exemple, eles spéci-
fications de performance et de robustcsse. Dans ce cas, suivant ou le systeme est 
initialisé, la trajectoire correspondantc peut ne pas êtrc contenue dans la région de 
linéarité du systeme saturé (2.7). La saturation de la commande peut a insi amener 
lc systeme en boucle fermée à présenter un comportement instable ou encore pro-
voquer la convergcnce eles trajectoircs vers eles points d'équilibre parasites ou eles 
cyclcs limites. 
Ainsi, à partir de la !oi de commande déterminéc sans considérer les contraintes 
d'amplitude, le concepteur doit analyser la stabilité du systeme en boucle ferméc 
avec saturation (2.7). Autrement dit, il doit déterminer eles régions de stabilité 
asymptotique pour le systeme (2.7) et vérifier si cette région "englobe" toute la 
région dans laquelle le systeme peut être initialisé ou dans laquelle l'état du systeme 
peut être amené par l'action d'une perturbation temporaire. Dans ce cas on pcut 
dire que l'on garantit la sureté de fonctionnement du systeme en bouclc fermée en 
préscncc de la saturation. 
En résumé, le probleme d 'analyse se pose de la façon suivante : 
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Prob leme 2.1 : Etant donnée une matrice F telle que (A + BF) est asymptoti-
quement stable, déterminer des régions dans ['espace d'état ou la convergence des 
trajectoiTes du systeme saturé (2. 7} vers l'origine est garantíe. 
Uautre type de probleme qui peut être formulé est celui de la synthese de lois 
de commande en considérant, lors de l'étape de conception, les contraintes sur la 
commande et la possibilité de saturation. Dans ce cas, on pcut considércr comme 
donnée du probleme la région dans !'espace d'état ou le systcme doit êtrc stable, 
c'est-à-dire, ou l'application de la loi de commande saturéc doit être capablc d'as-
surer la convergence asymptotique vers !'origine de toutc trajectoire in itialiséc dans 
une telle région. Cette région est donc considérée comme une région d'états initiaux 
admissibles dans laquelle le systeme en boucle fermée peut être initialisé ou encore 
l'état du systeme peut être amené lors de l'action de perturbations temporaires. 
Le probleme de synthese s'énonce dane de la maniere suivante : 
Probleme 2.2 : Etant donné un domaine d'états initiaux admissibles D0, détermi-
ner une matrice F telle que toute trajectoire du systeme (2. 7} commençant dans Do 
converge asymptotiquement vers l'origine. 
Nous allons présenter maintenant une rapide revue bibliographique concernant 
ces deux types de probleme dans trais contextes de stabilité: global, semi-global et 
local. 
2.4 Stabilité globale 
Le probleme de la stabilisation globale d'un systeme linéaire soumis à des con-
traintes du type saturation sur la commande a reçu l'attention de plusieurs cher-
cheurs durant les dernieres années. Nous pouvons tout d'abord citer les travaux de 
Sontag et Sussmann [84] et de Yang et al. [101] pour le cas des systemes continus et 
le travail de Yang [100] considérant des systemes discrets. Ces travaux conduisent 
au résultat suivant: 
Théorem e 2.1 : Le systeme {2.1} soumis à des contraintes sur la commande du 
type {2.1} est globalement stabilisable si et seulement si 
{i} la paiTe (A, B) est stabilísable, 
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{ii) les valeurs propres de la matrice A ne sont pas strictement instables. 
La condition (ii) du théoreme 2.1 signifie: 
• dans Ie cas continu: toutes Ies valeurs propres commandables de la matrice A 
sont contenues dans le demi-plan gauche fermé du plan complexe (i.e .. l'axc 
imaginaire y compris) . 
• dans le cas discret : toutes les valeurs propres commandables de la matrice A 
sont contenues dans ou sur le cercle unité. 
En fait, Ie résultat établi dans le théoreme 2.1 est facile à justifier d ' une façon 
intuitive : si le systeme est instable en boucle ou verte et la commande est bornée, 
on ne disposera pas "d'énergie" de commande suffisante pour ramener à )'origine un 
état trop éloigné. 
Si l'on suppose que les conditions (i) et (ii) du théoreme 2.1 sont satisfaites, une 
question qui se pose naturellement est la suivante : 
Est-ce qu 'íl est toujours possible de déterminer une loi de com mande du type 
{2. 5) qui stabilise globalement le systeme {2.1)? 
Autrement dit, sous les conditions (i) et (ii) du théoreme 2.1 est-il toujours 
possible de déterminer une matrice F telle que le systeme (2.7) soit globalement 
asymptotiquement stable? 
La réponse négative à cette question a été tout d 'abord donnée dans [35] puis 
dans [87] et [68] . Dans [35] et [87], il est prouvé dans le cas des systemes continus 
que pour une chaine d'intégrateurs d'ordre n ~ 3 avec saturations, il n'existe pas 
de contrôleur linéaire assurant la stabilité globale. Dans [68], un resultat identiquc 
est démontré dans le cas des systemes d iscrets. C'est pourquoi, dans le cas général, 
sous les hypotheses du théoreme 2.1, il est nécessaire d'utiliser une loi de commande 
non-linéaire, c'est-à-dire, 
U(i)(k) = sat('I/J(i)(x(k))) 
ou 'lj;(i)(x(k)) est une fonction non-linéaire de l'état à l'instant k. Ce type de lois de 
commande est étudié dans [101] et [94] pour le cas des systemes continus. 
Cependant, dans les cas spécifiques ou le systeme en boucle ouvcrte est asymp-
totiquement ou critiquement stable, Burgat et Tarbouriech [18],[19],[89] ont montré 
qu'il est toujours possible de trouver une loi de commande du type (2.5) qui stabilise 
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le systeme (2. 7) globalement. Pour cela, il suffit de détermincr la matrice F de la 
façon suivante: 
F = D({J)BT P A 
oú D (f3) est une matrice diagonale telle que O < f3(i) < 118./Pllll, Vi = 1, ... , m et 
P = p T > O est solu tion de l 'équation de Lyapunov : 
Dans le cas ou la matrice A est asymptotiquement stablc, ils ont montré qu'il 
est toujours possible de choisir la matricc Q = QT ;:::: O permcttant d 'obtenir une 
vitesse de convergence à !'origine pour le systeme en boucle ferméc (2.7) plus rapide 
que celle du systeme en boucle ouverte. 
2.5 Stabilité semi-globale 
En pratique, l'évolu tion d'un systeme est plutôt restreinte à une région spécifique 
de !'espace d 'état dans la mesure ou l'on ne souhaite pas que l'étaL du systeme puisse 
avoir une norme trop grande et presque infinie. C'est pourquoi l'intérêt prat ique de 
la stabilité globale peut être remis en cause. Par ailleurs, en général, les lois de 
commande globalement stabilisantes n'améliorent pas réellement la dynamique du 
systeme en boucle ouverte, voire la dégradent dans certains cas. 
Ainsi, une approche alternative à la stabilisation globale du systeme saturé (2.7) 
est la stabilisation dite semi-globale. Ce conccpt a été introduit dans la li ttérature 
presque simultanémcnt par Lin et Saberi [63],[64) et Alvarez-Ramirez et al. [1]. A 
partir de ces travaux, la stabilisation semi-globale d'un systeme linéaire soumis à 
des contraintes sur la commande peut être définie comme: 
D éfinition 2.1 : (Stabilisation semi-globalej Un systeme linéaire soumis à des con-
traintes de type saturation sur la commande est semi-globalement stabilisable, si pour 
un ensemble bor·né quelconque Do E !Rn, contenant l 'origíne et aussi grand que l'on 
veut, il existe une loí de commande du type u(k) = sat(Fx(k)) telle que : 
• le systeme en boucle fermée est localement asymptotiquement stable. 
• Do est contenu dans la région d'attraction du systeme en boucle fermée. 
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D'apres cette définition, on peut dire que la stabilité semi-globale se situe à mi-
chemin entre les concepts de stabilité globale et stabilité locale. En fait, comme D0 
peut être aussi grand que l'on veut , on peut supposer Do ---7 31n et on retombe sur le 
cas d'une stabilisation globale. Par ailleurs, comme la stabilité asymptotique n'est 
garantie que pour les états appartenant à D0 , la stabilisation semi-globale peut être 
considérée comme une stabilisation locale. 
Une condition nécessaire et suffisante pour la stabilisation semi-globale [63] [1] cst 
que la paire (A, B) soit stabilisable et les valeurs propres commanelables ele la matrice 
A soient asymptotiquement ou critiquement stables ou critiquement instables. Cette 
conelition implique clone, dans le cas eliscret, que les valeurs propres ele A soient 
contenues dans ou sur le cercle unité. Il a été aussi montré dans les travaux cités 
ci-dessus que, dans ce cas, on peut toujours déterminer la matrice F de façon à 
éviter la saturation de la commande pour toute trajectoire du systeme initialiséc 
dans D0 , c'est-à-dire, F est telle que : 
• (A+ BF) est asymptotiquement stable. 
• Do Ç S(F, Umin 1 Umax) . 
• x(k) E S(F, Umin, Umax), 'Vk:::: O, 'Vx(O) E Do. 
On rencontre dans la littérature principalement deux approches pour la concep-
tion de lois de commande qui stabilisent le systeme (2.7) semi-globalement: l'ap-
proche par placement de pôles et l'approche par équation de Ricatti. 
2.5.1 A pproche par placement de pôles 
Cette approche a été proposée dans [64] pour le cas des systemes discrets et dans 
[63] et [1] pour des systemes continus. La méthode pour le cas discret consiste tout 
d'aborel à eléterminer une transformation de similarité T, telle que les matrices A et 
B soient mises respectivement sous la forme suivante: 
A1 A12 A1q o B1 o o 
* o A2 A2q o o B2 o 
* 
r-1AT = r-1B = 
o o Aq o o o Bq 
* o o o o Ao Bol Bo2 Boq 
* 
ou chaque matrice Ai est sous la forme canonique commandable [26], chaque Bi = 
[O O ... O ljT et (Ao, B0 ) représente la partie non-commanelable de la paire (A, B). 
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Ainsi, il est possible de déterminer pour chaque paire (Ai , Bi), i= 1, ... , q un gain 
"découplé" Fi( é) te! que: 
avec O< c~ 1. 
En appliquant cette procédure à chaque paire (Ai, Bi), í = 1, ... , q, on obtient 
un retour d 'état paramétrisé en E: 
On démontrc alors qu'étant donné un ensemble quelconque borné Do contenant 
!'origine, i! est possible de déterminer une borne supérieure pour é, notée é*, telle 
que 'Vé E (0, é*] l'inclusion Do Ç S(F(é), Umin, Umax) cst satisfaite et Vx(O) E Do la 
trajectoire du systeme reste confinée dans S(F(é), Umin, Umax), c'cst-à-dire, les com-
mandes nc saturent pas. Cette borne é* ne peut malhcureusement êtrc determiner 
que par simulation. 
2.5.2 Approche par équation de Riccati 
Cette approche a été proposée par Lin et Saberi dans [65] pour des systemes 
d iscrets (pour le cas continu nous pouvons citer [79]) . 
L'approche est basée sur la solution d 'une équation de IUccati paramétrisée en 
é, é> o: 
A partir de cette équation on démontre qu'étant donnée une région quelconque 
bornée, Do E ~11 , contenant !'origine, il est toujours possible de déterminer un é* 
tel que V é E (0, é*] l'équation (2.11) possede une solu tion P (é) telle que la loi de 
commande définie par: 
u(k) = -(Br P(é.)B + Im)-1 BT P(é)Ax(k) = F(é)x(k) 
stabilise le systeme pour toute condition initiale choisie dans Do sans saturation de 
la commande. 
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2.6 Stabilité locale 
Lorsque Ie systeme en boucle ouverte est stricLement instable, ni la st abili té 
globale, ni Ia stabili té semi-globale ne peuvent être envisagées lorsque la comrnaude 
est contrainte. Par ailleurs, même si le systeme est stable, la satisfaction d'autres 
spécifications de commande (comme par exemple, performance, découplage entre 
modes, rejet de perturbat ions) peut ne pas être possible en ut ilisant eles !ois ele 
commande qui stabilisent le systeme de façon globale ou semi-globale. Dans ce cas, 
on est a mené à raisonner en termes ele stabilité locale. 
Ainsi, d'un point de vue d 'analyse, il est intéressant de détcrminer la région 
d 'attraction de !'origine du systeme saturé (2.7) . Malheureusement la détermination 
analytique d 'une telle région est en général difficile, voire impossible [86]. Dans cc 
cas, nous nous intéressons à fournir eles approximations de la région cl'attraction à 
parti r de la détermination de régions clans 1 'espace d 'état ou la stabilité asym ptotiquc 
du systeme en boucle fermée est garantie. 
Considérant le probleme de la synthese, on s'intéresse à la détermination d'une 
loi de commande sat urante de façon à assurer la stabili té asymptot ique dans une 
ccrtaine région de !'espace d 'état contenant l'ensemble eles états initiaux aclmissibles. 
Dans ce contexte, plusieurs travaux ont été proposés dans la littérature. Parmi 
eux, on peut identifier deux axes de recherche : le premier consiste à déterminer eles 
régions et/ ou la lo i de com mande de façon à éviter la saturation de la commancle; 
le deuxieme considere la saturation effective de la commancle et , par conséquent, le 
comportement non- linéaire du systeme en boucle fermée. 
2.6.1 Stabilisation locale sans saturation 
Le but dans ce cas est d'éviter la saturation de la commande. Etant donnée une 
région d 'états initiaux admissibles D0 , la philosophie de cette approche consiste à 
déterminer une loi de commande u(k ) = Fx(k) etfou une région S positivement 
invariante par rapport au modele linéaire en boucle fermée (2.3) telles que [47] : 
• les valeurs proprcs de la matrice (A + BF) soient contenues dans le cercle 
unité. 
• S contienne la région d 'états initiaux admissibles et soit contenue clans la 
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région de linéarité du systemc saturé (2.7), c'est-à-dirc : 
(2.12) 
Ainsi , si la relation (2.1 2) est vérifiée et S est positivement invariant par rapport 
au systeme (2.3), toute trajectoire initia lisée dans Do (ou S ) est telle que x(k) E 
S(F, U min, Umax), Vk 2: O, et, par conséquent , les commandes ne saturent pas. En 
plus, comme i>.i(A + BF) I < 1, Vi= 1, ... , n, la convergence de ces t rajectoires vers 
!'origine est garantie. La figure (2.2) illustre l'inclusion (2.12) . 
S(F.urnin.urnax) 
FIG. 2.2 - Do Ç S Ç S(F, Umin 1 Umax) 
Dans la littérature, deux types de domaines invariants sont plus particulierement 
utilisés : des domaines ellipso"idaux et des domaines polyédraux. 
D omaines ellipsolda ux 
Un systeme linéaire stable quelconque admet des ensembles positivement inva-
riants associés à des fonctions de Lyapunov quadratiques (voir théoreme 1.4) : 
V(x) = xTPx 
6V(x) ~ O 
Dans ce cas, une condit ion nécessaire et suffisante pour que l'ensemble ellipso"idal 
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soit positivement invaria nt par rapport a u systeme linéaire (2.3) est donnée par la 
proposition suivantc : 
Proposition 2.1 : L 'ellipsoi.de E(c) est positivement inva1·iunt pa1· mpport au sys-
teme Linéaire (2. 3) si et seulement si : 
(A + B F ? P ( A + B F) - P $ O (2 .13) 
Ainsi, étant donné un domaine de condi tions ini t ia les admissiblcs D0 , il suffit. de 
déterminer une matricc F et une matrice P vérifiant l' inégali té (2 .1 3) telles que : 
Do Ç E(c) Ç S(F, Umi11 , 1Lmax) (2.1-l) 
Ce type de solu t ion a été proposée par Gutman et Hagander (47] . Dans cc papier, la 
détermination de F et E(c) est faite en utilisant une méthode de "Lrial anel error" 
qui consiste à jouer avec les matrices de pondération d 'un problcmc LQ classique. 
En fait, on détcrmine F et P satisfaisant (2.13) et on vérifie s'il existe c tcl que la 
relation d'inclusion (2.14) est vérif1ée. 
D 'aut re parL, dans un probleme purement d'analyse ou le but est de déterminer 
eles domaines de stabili té pour une matrice de retour d 'état F donnée, ces domaines 
peuvent être obtenus à partir d 'une matrice P solut ion de l'équat ion de Lyapunm·: 
(A+ B F)TP (A + BF)- P = -Q avec Q = QT >O 
Dans ce cas, on peut toujours déterrn iner l'ellipsoide maximal associé à la rnatricc 
P contenu dans S(F, Umin, Umax) en fa isant [47]: 
{ 
2 
T Umin(i) 
c = min { x Px} = . rnin 
xeéJS(F,Umin,Umo%) t=l, ... ,m F(i) P- 1 ~ 
Domaines polyédraux 
Dans ce cas, il s 'agit de t rouver un polyedre inva riant S(G, w): 
6 S(G,w)={xERn; Gx~w}, GERg•n, wE 3?9 
et une matrice F telles que : 
Do ç S(G, w) ç S(F, Umifll Umax) (2.15) 
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Comme nous l'avons vu dans la section 1.4.2, un sysleme linéaire stable admet 
toujours des polyCdres invariants associés à des fonctions de Lyapuuov de ty pe poly-
édral (voir théoreme 1.5). Dans ce cas les domaines de Lyapunov sont des polyeclres 
compacts. 
La propriété d'invariance dans un sens plus générique, c'est-à-dire, considérant 
des polyedres non-bornés ct même dcs cônes polyédraux, a été étudiée par plusieurs 
auteurs. lous pouvons citer, par exemple, [9],[49],[51] ct [4] pour le cas discret et 
[10],[23],[24] et [90] pour le cas continu. En particulier, si l'on considere lc systeme 
linéaire discret (2.3), la condition d 'invariancc positive polyédralc génériquc cst ex-
primée par la proposition suivante. 
Proposition 2 .2 : Le polyedTe S(G, w) est positivem ent invaTiant par- mppoTt au 
systeme (2 . 3) si, et seulement si, il existe une matrice H , à éléments non-negatifs, 
telle que : 
HG - G(A + BF) 
H w -< w 
(2.16) 
(2.17) 
Ce résultat a été démontré de différentes manieres dans les t ravaux cités ci-dessus . 
Notons que les relations (2.16) et (2.17) peuvent être vues comme une généralisation 
des relations du théoreme 1.5. 
Rem arque 2 .2 : Il est important de faiTe les 1·emaTques suivantes : 
1. La Telation (2.17} implique que H f3w ~ {3w, V/3 > O. Cela signifie que tous 
les ensembles homothétiques à S ( G, w) sont aussi positivement invariants paT 
mpport au systeme Linéai7·e (2.3}. 
2. Si on s'intéTesse à la stabilité de ['origine, il faut que le polyedre S(G, w) 
contienne l'origine, c 'est-à-dir-e, on doit avoir W(i) ~ O, Vi = 1, ... , g. 
3. Si le polyedre est non-bomé, l 'invariance de S(G, w) n'est pas suffisante pour 
conclure sur la stabílíté du systeme dans S(G, w) {53}. 
En considérant l'approche polyédrale, on peut classer les travaux existants dans 
la littérature pour résoudre les problemes de synthese et d'analyse de lois de com-
mande non saturantes selon trois axes principaux : 
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A) Placemcnt de structure propre 
En prenant cn compte que la région de linéarité S(F, Umin, Hm1,x) cst 1111 cnsemble 
polyédral, un probleme qui a été étudié à la fin eles années 80 a été celui d'établir 
sous quclles conditions l'ensemble S(F, Umin, Umax) cst un ensetnblc ill\·ariant et/ou 
contractif pour le systcme (2.3). 
Benzaouia ct Burgat dans leur papicr [4] montrent qu'unc condition nécessairr 
pour cela est de satisfairc: 
[ F(A +DF) l Tang F = m (2.18) 
Un peu plus tard, Hennet et Castelan clans l'nrticle [53] ont mont ré que la relation 
(2 .18) est équiYalentc à l'(A + B.F)-invariancc de KcT F ct, par <:ouséquent. à cf-
fectuer un placcmcnt par tiel de structurc propre. Autrcmcnt dit, F doit être tell<' 
qu'au moins (n- m) valcurs propres ctt bonde ouverte soicnt maintcuues en bouclc 
fermée. Daus cc cas il est possible ele détcrminer F tcllc que S(F,1t111in, 1Lmax) soit 
positivcment invariant par rapport au systcme (2.3) si et seulemcnt si le nombrc el e 
valeurs propres instables en boucle ouvcrtc, T, est tel que T :::; 1n. A partir de cela, 
dans ce même papier, une méthode fondée sur le placement de structurc propre est 
proposée ~t pcrmet de déterminer F. Dans le cas ou 1· ~ m, il cst toujours pos-
siblc, également par placement de structure propre, de détermincr F ct un polycdrc 
contenu dans S(F, Umi11 , Umax) ayant eles faccttes communes avec cc d<'rnicr. 
En suivant cette même idée, Bitsoris cL Vassilaki [11] et Bcnzaouia [3] ont pro-
posé plus récemrnent eles résultats sirnilaircs à ceux trouvés dans [53]. D'autrc part, 
il a été proposé par Castclan et a l. [22] utw méthode qui pcnnct de déterminer 
des polycdres invariants contenus dans S(F, tLmin, Umax) à partir eles techniques dr 
placement particl de structure propre cn utilisant un systemc d'ordrc réduit. 
B) Programrnation linéaire 
Un autre typc de probleme traité dans la littérature considere Do = S(G, w). 
Dans ce cas il s'agit de déterminer une matrice F telle que la matrice (A+ BF) soit 
stable et admette S(G, w) comme polyedre invariant. Puisquc lcs relations (2.16) 
et (2.17) sont linéaircs cn H et F si C est donné, on pcut les considérer comme 
contraintes elans un prograrnme linéairc. Dans ce cas il suffit d'ajouter aussi une 
contrainte, qui s'écrit sous une forme linéai rc, garantissant l'inclusion S(G, w) Ç 
S(F, Umin, Umax) . 
Ce type ele formulation a été préscnté initialement par Vassilaki ct al. [96] en 
considérant une condition suffisante pour la rclation d'inclusion de S(G, w) dans 
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S(F , Umin, Umax)· Hennet et Béziat [51] proposent une méthode permettant de dé-
terminer F, à partir de schémas de program mation linéaire, dans I c bu t de rendre 
S(F, Umin, Umax) positivcment invariant. Cette méthode, ne pouvant être app liquéc 
que dans le cas oú la matrice B est carrée, a été généralisée dans [22]. 
D'une maniere générale le probleme de programmation linéai re se pose de la 
façon suivante: 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
lvfin € 
sous 
HG = G(A + BF) 
Hw~éW 
[ F l = RG -  
Rw ~ Um~x l 
Umm 
0<€:::;1 
avec H et R étant des matrices à éléments non-négatifs. Les contraintcs (i i i)- (i v) re-
présentent l'inclusion S(G, w) Ç S(F, Umin 1 Umax)· Cette formulation a été proposée 
dans [8] à partir de l'application directe du lemme de Farkas étend u, proposé dans 
[49] . Cette contrainte d'inclusion peut aussi être exprimée cn fonction des sommets 
de S(G, w) [95]. La minimisation de € implique la minimisation du rayon spectral 
de (A+ BF) et, par conséquent, la maximisation de la vitesse de convergence eles 
trajectoires du systeme (2.3) vers !'origine. 
D 'autres travaux qui ut ilisent des schémas de programmation linéaire dans cc 
contexte sont, par excmple, [52] et [72] 
C) Déterminat ion de l'ensemble maximal invariant contenu dans S(F, Umin, Umax) 
En considérant le probleme d'analyse 2.1, dans le but d'éviter la saturation, on 
cherche à déterminer des régions invariantes contenues dans S(F, Umin, Umax) · Dans 
ce cas, les questions suivantes se posent naturellement : 
1. Sous quelles conditions est-il possible de déterminer l 'ensemble invariant maxi-
mal contenu dans S(F, Umin, Umax)? 
2. Comment déterminer un tel domaine? 
Des réponses à ces question ont été données initialement par G ilbert et Tan [37]. 
Dans ce papier, les auteurs considerent un systeme linéaire discret et un ensemble 
Y défini par 
Y ~ {X E Rn ; /i (X) :::; O , i = 1, ... 1 P} 
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ou la fonction fi(x) : lR11 --t !R est continue ct /i(O) :::; O. Ils établi ssent eles condit ions 
pour que l'ensemble invariant maximal contcnu dans Y soit rl étcrminable de manierc 
finie. A partir de ces conditions un algorithme basé sur des schémas d'op timisation 
est clone proposé pour calculer cet ensemble maximal. 
Par ailleurs, en considérant un systcme linéaire plus général, c'cst.-à-dire, avcc dcs 
incertitudes de modele et soumis à eles perturbations additiYcs, Blanchini proposc 
dans [13] une méthode pcrmettant de détermincr l'ensemble fl-contractif maximal 
contenu dans un ensemble convexe ct compact . 
L'application de ces deux méthodes au problcme de la détcrmination de l'en-
semble invariant maximal contenu dans S(F, llmin, Umax) est dircctc. Dans ce cas, 
sous l'hypothesc que (F, A) est observablc, l'ensemble ma.-ximal cst polyéclral et dé-
terminable de manicrc finie. :\ous avons dévcloppé dans [42] un algorithme pour 
détcrmíner un te! ensemble, basé sm des schémas de programmation linéaire. 
Il est important de remarquer que ccs approches conccrnenL les syst.cmcs linéaires 
discrets dans lc tcmps. Pour les systcmcs à Lemps continu le problcme reste ouvert : il 
est seulement possible pour le moment, d 'obtenir des approximations de I 'cnsemblc 
maximal [37],[16]. 
D 'autres travaux qui peuvent être cit.és dans ce contexte sont : [61], [14] et [31] . 
Extensions 
Toujours dans le but d'éviter la satm ation, nous pouvons encorc citer quelques 
extensions des travaux présentés dans ccttc scction telles que : lois de commande clu 
type retour de sortie, systemes linéaires ínccrtaius et systemes linéaircs soumis à eles 
perturbations add it ives. 
• Retour de sort ie : [25], [91], [46] et [34]. 
• Systemes linéaires incertains : [88] et [72]. 
• Systemes linéaires soumis à des perLmbatíons additives: [12], [80], [90] et [71] 
2.6.2 Stabilisation locale avec saturation 
Dans cc typc d 'étude, le comportemcnt non-linéaire du systeme (2.7) est pris 
en compte. La !oi de commande est conçue ou analysée cn considérant l'appari-
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tion effective de la saturation. Dans un cadre de synthese, cela permet en général 
de stabiliser eles domaines d'états initiaux admissibles plus grands sans une dégra-
dation importante de la performance du systeme en boucle fermée. D\m point de 
vue analyse, la prise en compte de la saturation permet de déterminer eles régions 
de stabilité asymptotique locale non contenues dans la région de linéarité du sys-
teme saturé et, par conséquent, d'avoir des approximations de la région d 'attraction 
beaucoup moins conservatives. Autrement dit, la région oü nous pouvons garantir 
un comportement "silr" pour le systeme saturé est forcément plus grande que celle 
obtenue lorsque l'on évitc la saturation. 
lous présentons maintenant quelqucs travaux existants elans la littérature qui 
considerent effectivement la saturation et le comportement non-linéairc du systeme 
(2.7). Naus divisons la présentation en deux approches selou lc type de région ele 
stabilité ou fonction de Lyapunov utilisée: approche ellipso.idalc et approche poly-
édralc. 
Approche ellispoldale 
A) Synthese 
Concemant le probleme de synthese nous pouvons citer la méthoclc proposée par 
Gutman et Hagandcr [47]. Etant donné un domaine d'états initiaux admissibles D 0 , 
cette méthode peut être décomposée en trois pas: 
1. Déterminer une matrice F 1 telle que (A+ BF1) soit asymptotiquement stable 
et Do ç S(Ft, Umin, Umax). 
2. Trouver une fonction de Lyapunov quadratique V(x) = xT Px pour le systeme 
linéaire x(k + 1) = (A+ BF1)x(k) tclle qu'il existe un rlomaine ellipso1dal E(c) 
associé à cette fonction satisfaisant: Do Ç E(c) Ç S(Ft, Umin, Umax)· 
3. A partir de la matrice P de la fonction de Lyapunov, détcrminer un gain 
F2 (P, K) qui est fonction de P et d'une matrice }( contenant des parametres 
d 'aj ustement. 
La loi ele commandc effectivement appliquéc au systeme a la forme suivante : 
u(k) = sat((F1 + F2(P, K))x(k)) (2.19) 
Les auteurs montrent que cette !oi de commande stabilise asymptotiquement le 
systeme pour toutes les conditions initiales appartenant à D0 . Dans ce cas, la satu-
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ration est utilisée pour rendre la réponse temporelle du systeme en boucle fermée 
plus rapide. Cela est fait en jouant avec la matrice eles parametres d'ajustement K. 
Le principal inconvénient de cette méthode est qu'il n'y a pas un procéclé systé-
matique pour déterminer la matrice F1 telle que les étapes 1 et 2 soient satisfaites. 
D'autre part, pour le cas discret multivariable la méthode n'est pas générique. Dans 
ce cas la loi de commande (2.19) n 'est pas toujours stabilisante, c'est-à-dire, d'autres 
conditions, plus restrictives, doivent être vérifiées. 
B) Analyse 
Dans un contexte d'analyse, nous pouvons citer le travail ele Dolphus et Schmi-
tendorf [29], les travaux ele Burgat et Tarbouriech [20], [93], [19] et encare le travail 
de Kim et Bien [59]. 
Dans [29], en consiclérant donnée une loi du type (2.19), le compromis entre la 
taille du uomaine de conditions initiales et !'amplitude eles bornes ele commande est 
étudié. Les auteurs cléfinissent un coefficient cl 'homothétie 'Yx pour un ensemble de 
conditions initiales Do (sous la forme ellipso1dale ou polyédrale) et un coefficient 
cl 'homothétie 'Yu pour l'ensemble D eles contraintes sur la commande. Ils proposent 
clone un algorithme pour cléterminer deux régions dans le plan 'Yx x 'Yu ou le com-
portement asymptotiquement stable du systeme en boucle fermée, par rapport aux 
ensembles !xDo et /un, peut être garanti. Dans une premiere région, la stabilité 
asymptotique peut être obtcnue sans saturation. Dans la deuxieme région, pour ob-
ten ir la région 'YxDo comme région de stabilité avec les contraintes sur la commande 
définies par 'Yun la commande doit forcément saturer. La détermination de telles 
régions pour un systeme incertain est aussi abordée. Il faut remarquer que cette 
analyse est assez restrictive dans le sens ou elle s'applique seulement à eles lois de 
commande du type (2.19) obtenues par la méthode de Gutman et Hagander [47] . 
Dans [20], étant donnée une matrice F telle que le systeme linéaire (2.3) est 
asymptotiquement stable, les auteurs proposent un algorithme permettant de dé ter-
miner eles régions de stabilité asymptotique pour le systeme saturé (2.7) à partir de 
l'utilisation eles fonctions ele Lyapunov du systeme (2.3) . Pour cela, le comportement 
non-linéaire du systeme saturé est représenté par celui d'un systeme polytopique. 
La méthode peut être décomposée en deux étapes: 
• Déterminer une fonction de Lyapunov générique V(x) pour le systeme linéaire 
(2.3) et associer à cette fonction les domaines de Lyapunov D(V, p,) ~ {x E 
~n ; V(x) ::; p,, p, > 0}. 
• En considérant p, > f3max = max{(J ; D(V, (3) Ç S(F, Umin, Umax)} et la repré-
sentation polytopique clu systeme saturé, le scalaire maximal f-tmax est déter-
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miné tel que dans Pensemble D(V, J.lmax) la fonction V(x) satisfaisse V(x) < O 
le long eles trajectoires du systeme saturé (2.7). 
L'ensemble D(V, JJ-max) ainsi obtenu est un domaine de stabilité asyrnptotique lo-
cale et de comporternent non-linéaire pour le systeme (2.7). En particulier, dans [93] 
cette méthode est applíquée en considérant eles fonctions de Lyapunov ellipso!dales 
et, par conséquent, des régions ellipso!dales de stabilité sont obtenues. 
Enfi n, dans [59], en consídérant le cas eles systcmes continus dans le temps, une 
autre rnéthode intéressante pour déterrniner eles régíons de stabilí té asymptotique 
ponr le systerne saturé (2.7) est proposée. En utilisant deux types de décomposition 
ponr le terme de saturation, la méthode consiste à déterrniner eles régions de stabilité 
ellipso"idales à partir de la résolution interactive d'une équatíon de Ríccati modifiée. 
Le cas eles systcmes avec incertitudes non-structurées est égalernent consicléré dans 
ce papier. 
Approche polyédrale 
A notre connaissance, il n'existe pratiquement pas de travaux dans la littérature 
concernant eles régions de stabilité asymptotique locale et de cornportement non-
linéaire du type polyédral pour un systeme du type (2. 7). Nous pouvons, cependant, 
citer la thcsc de master de Rocha [77] et le récent travail de Romanchuk [78] . 
Dans [77], basée sur une représentation du systeme saturé par régions de satu-
ration, une condition nécessaire et suffisante pour la contractivité d'un polyeclre à 
facettes paraW:~les par rapport au systeme saturé à temps discret est proposée. Cette 
condition présuppose le test de la décroissance d'une fonction de Lyapunov poly-
édrale en un nornbre fini de points de !'espace d'état. L'inconvénient rnajeur de cette 
conditíon est justernent la clétermination de cet ensemble de points à tester. En effet, 
pour déterrniner ces points, une explosion combinatoire pratiquernent ingérable d'un 
point de vue algorithrnique apparait. 
Dans [78), une rnéthocle est proposée permettant l'approxirnation de la région 
d'attraction d'un systeme clu type (2.7) à temps continu à travers eles polytopes. 
Un algorithme, assez compliqué d'un point de vue rnathérnatique, est formulé pour 
eles systàmes du deuxieme ordre. La généralisation de la rnéthode à eles systemes 
d'ordre supérieur, cornme souligné par l'auteur, présente une complexité mathé-
matique beaucoup plus grande et eles problemes algorithmiques qui restent encore 
ouverts. 
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2. 7 Conclusion 
Dans ce chapitre, nous avons tout d'abord défini les problcmN> d'analysc et de 
synthese pour les systemes linéaires avec saturation des commandes. Puis nous avons 
fait une breve revue bibliographique des méthodes et approches existantes dans la 
littérature pour résoudre ces deux types de problemes. 
Nous avons vu qu'une condition nécessaire pour la stabilisation globale du sys-
teme saturé est que le systeme en boucle ouverte ne soit pas strictcment instable. En 
particulier, il faut que le systeme soit stable pour pouvoir le stabiliser globalement 
à partir de l'application d'un retour d'état linéaire saturant. Dans ce cas, le retour 
stabilisant confere, en général , une faible performance au systeme en boucle fermée. 
Lorsque nous nous intéressons au comportement du systeme en boucle fermée 
autour d'une voisinage de !'origine Do, dans le casou le systeme n'est pas strictement 
instable, il est toujours possible de stabiliser le systeme semi-globalement. Dans ce 
contexte, des méthodes proposées dans la littérature permettent la conception de lois 
de commande linéaires garantissant la convergence vers )'origine de toute trajectoire 
du systeme initialisée dans Do sans saturation de la commande. A notre avis, ces 
lois de commande ne perrnettent pas une grande amélioration de la performance du 
systeme en boucle ferrnée, surtout quand la taille du dornaine D0 est importante. 
Dans ce cas, nous pensons que l'utilisation de la saturation permet d'obtenir des 
réponses temporelles plus rapides. 
Lorsque le systeme en boucle ouverte est strictement instable etjou nous avons 
d'autre spécifications de commande à satisfaire, la stabilisation globale ou semi-
globale du systeme n'est pas envisageable. Nous devons alors penser en termes de 
stabilisation lo cale. Dans ce contexte, nous avons vu qu 'il existe deux approches 
pour traiter le probleme. 
La premiere approche consiste à éviter la saturation. L'idée centrale de cette 
approche consiste à déterminer une I oi de commande et/ ou un ensemble positivement 
invariant qui contient le domaine d'états initiaux adrnissibles et est contenu dans la 
région de linéarité du systeme saturé. D'un point de vue d'analyse, cette approche est 
conservative puisqu'elle permet seulement la détermination de régions de stabilité 
qui sont contenues dans la région de linéarité du systeme saturé. Pour le probleme 
de synthese, si l'ensernble Do est assez "grand", I e probleme peut ne pas avo ir de 
solu tion. Par ailleurs, nous pensons que ce type d'approche a atteint sa maturité et 
est un sujet de recherche pratiquement fermé. 
La deuxieme approche dans le contexte de la stabilisation locale, considere la 
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saturation ct lc comportement non-linéaire du systeme en boucle fermée. En com-
paraison avec la premierc approche, la quantité eles travaux rcncontrés dans la litté-
rature est plus rcstreinte. Nous remarquons que la majorité eles t ravaux utilisent eles 
fonctions de Lyapunm· quadratiques. Dans ce cas, les méthodes de synthese propo-
sécs ne sont pas assez systématiques et génériques, snrtout dans le cas eles systemes 
discrcts. Cer tos, les méthodes d'analyse permettent de cléterminer eles régions de 
stabili té et ele comportemcnt non-linéaire du type ellipso'iclal. Cependant, dans ce 
cas, les méthoeles proposées sont attachées au choix, a priori , de la fonction ele Lya-
punov ce qui peut amener à eles régions de stabilité qui sont eles approximations tres 
conservatives ele la région cl'attraction ele !'origine ou qui peuvcnt ne pas contenir 
l' ensemble eles états initiaux aclmissibles. Enfin , concernant les clomaines de stabi-
lité polyédraux la quantité de travaux publiés est encare plus réduite. En plus lcs 
méthodes proposées pour la cléterminalion de régions polyéclrales de stabil ité et de 
comportemcnt non-linéaire sont asscz complexes cl'un point de vue a lgori t hmique. 
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Chapitre 3 
Approche par régions de 
saturation 
3.1 Introd uction 
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Dans ce chapitre, nous allons utiliser une modélisation pour le systeme saturé 
qui nous permettra d'énoncer eles condi tions nécessaires et suffisantes pour garantir 
l'invariance posit ivo et la contractivité de domaines polyédraux. L'analyse de ces 
propriétés et, par conséquent, de la stabilité locale du systeme saturé sera faite à 
partir d'une division de !'espace d 'état cn régions de comportement non-linéaire ap-
pelées régions de saturation. Dans chacune de ces régions, l'évolution eles trajectoires 
du systeme saturé sera eléterminée par l'uti lisation d'un systeme linéaire avec une 
perturbation additive [77). 
Le chapitre cst organisé de la maniere suivante. Tout d'abord, nous définissons 
les régions de saturation et la modélisation du systeme saturé. A partir de cette re-
présentation, nous donnons eles conelitions nécessaires et suffisantes pour l' invariance 
positive d'une région polyédrale quelconque. Nous verrons que ces conditions sont 
une généralisation eles relations classiques d'invariance positive obtenues pour eles 
systemes linéaires en boucle fermée non-saturés [9],[51],[49]. Puis, en considérant eles 
polyedres compacts, nous formulons une condition nécessaire et suffisante pour la 
contractivité de ce type d'ensembles. A partir de ces conditions, nous proposons un 
algori thme pour calculer l'ensemble contractif maximal homothétique à un polyedre 
donné. Le polyedre compact ainsi obtenu sera aussi un domainc de stabili té locale 
pour le systeme saturé. Ensuite, nous donnons eles condi tions supplémentaires pour 
garantir la contraclivité et la stabilité locale dans eles polyedres non-bornés. 
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3.2 Modélisation du systeme saturé 
Considérons I c systeme en boucle fcrmée: 
x(k + 1) = Ax(k) + Bsat(Fx(k)) (3.1) 
3.2.1 Les r égions d e saturation 
Définissons un vecteur Ç E ~m dont chaque composante Ç(i), i = 1, ... , m. peut 
prendrc les valeurs 1,-1 ou O selon que la composantc de la commande est saturéc 
à la borne supéricnre, saturée à la borne inférieure ou est non-saturée. AuLremcnt 
dit, on a : 
• Si 1L(i)(k) = Umax(i) alors Ç(i) = 1, c'cst-à-dire, x(k) est tel que F(i)x(k) > 
'Umax(i) · 
• Si U(i)(k) = F(i)x(k) alors Ç(i) = O , c'cst-à-dire, x(k) est tcl que -Umin(i) < 
F(i)X(k) ~ Umax(i)· 
• Si U(i)(k) = -Umin(i) alors Ç(i) = -1 , c'cst-à-dire, x(k) est tel que F(i)x(k) < 
-Umin(i)· 
Chaque vecteur Ç ainsi construit représente une combinaison possible entre en-
trées saturées ct non-saturées. Il est possible de consLruire 3m vecteurs Ç. Pour 
chacun de ces vccteurs, que l'on note Çj E ~m, j = 1, ... , 3m, le vecteur d'état, x(k), 
appartient à une région bien définie dans ~n qui sera appelée région de saturation. 
Chaque région de saturation est donc déterminée par l' intersection de demi-espaces 
du type F(i)X ~ d(i) ou -F(i)X :S d(i) 1 d(i) pouvant être (umin)(i), - (un,in)(i), (umax)(i) 
OU -(Umax)(i)· 
Par cxemple, si on considere un systerne avec deux entrées tel qu'à l'instant k la 
premiare entrée est saturée à (umax)(l) et la dcuxierne entrée n'est pas saturée. Ceci 
correspond à un vccteur Ç = [1 O]T et on a 
x(k) E S(R, d) D. {x E ~n ; [ -;~:~ l x :S [ -~:::~~~ l} 
- F(2) Umin(2) 
S(R, d) cst donc la région de saturation associée au vecteur Ç = [1 O]T. 
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D'une maniere générale, chaque Çj , j = 1, ... , 3m, est ainsi assoei é à une région 
polyédrale du type: 
(3.2) 
ou dj E ~1i est un vecteur composé à partirdes composantes de Umax, -Umax, 'Umin 
et - Umin, et Rj E ~1i *n est une matrice formée à partir dcs lignes de F et -F. 
Notons que la région qui correspond à Çj(i) = Om , 'í/i = 1, ... , m, est la région 
de linéaríté du systeme en boucle fermée : 
S(F, Umin, Umax) = {x E ~n ; - Umin ::S Fx ::S 'tlmax} (3.3) 
Dans les autres régíons de saturation íl y a au moins une cntrée qui est satun~e. 
3.2.2 Le modele dans chaque région de saturation 
Considérons l'exemple précédent dans leque! em avait Ç = [1 OjT. Si à l'instant 
k l'état du systeme appartient à la région associée à Ç, x(k + 1) est donné par: 
x(k + 1) = Ax(k) + B [ Umax(l) ] 
F(2)x(k) 
ou de maniere équivalente : 
(3.4) 
x(k + 1) = Ax(k) + B [ ~ ~ ] Fx(k) + B [ 'UmÔx(l) ] (3.5) 
x(k + 1) = Ax(k) + Bdiag( [ ~ ] - [ ~ ] )Fx(k) + B [ UmÔx(l) ] (3.6) 
Ainsi, dans chaque région de sa.turation, S(Rj, dj), l'évolution des trajectoires 
du systeme (3.1) peut être déterminée à partir de l'équation suivante: 
x(k + 1) = (A+ Bdiag(1m- IÇji)F)x(k) + Bu(Çj) (3.7) 
ou 
{ 
-Umin(i) Si Çj(i) = - 1 
u(i)(Çj) = O si Çj(i) = O 
Umax(i) Si Çj(i) = 1 
(3.8) 
Pour tout x(k) E S(Rj, di) le vecteur x(k + 1) est donné d'une façon générique par 
un systeme linéaire avec une perturbation additive : 
x(k + 1) = Ãix(k) + Pi (3.9) 
- c:, . c:, 
avec Ai = A+ Bdwg(1m- JÇiJ)F et Pi = Bu(Çj) . 
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3.3 lnvariance positive 
Considérons un ensemble polyédra l dans !'espace d'état : 
S(G,w) = {x E lR'\Gx ~ w} (3.10) 
avec G E lR9m et w E lR9. 
Dans cette section, nous a llons étudier les conditions pour que le polyccl re S(G, w) 
soit positivement invariant par rapport au systcme saturé (3.1). Pour cela nous al-
lons utiliser la représentation du systeme saturé par régions de saturat ion définie 
dans la section 3.2.2. 
Définissons tout d'abord l'ensemble polyédral S(Dj, si) comme l' iu tcrscction du 
polyedre S( G, w) avec la jême région de saturation : 
(3.11) 
Notons que par défin it ion S(Dj, sj ) cst inclus dans S(G, w) . C'est pourquoi 
S(Dj, si) peut être représenté sous la forme générique : 
(3.12) 
avec 
D . 6 [ (;i l t . ~ [ wi l J - R · e sJ- d· 
J J 
Gi E lR9i*n et Wj E lR9i correspondent à dcs facettes de S( G, w) qui ont une in-
tersection non-vide avec S(Rj, di), autrement dit , Gj(i)X ~ Wj(i) est une contrainte 
commune à S(G, w) et S(Dj, si) · 
La figure 3.1 ill ustre les régions de saturation S(Rj, dj) (notées Ri) et les do-
maines S(Dj, si) (notés Dj) pour un systeme d'ordre 2 avec deux entrées. 
Considérons l'ensemble d 'indices J 6 {j ; S(Dj, si) =/= 0}. Nous pouvons main-
tenant énoncer une condition nécessairc ct su ffisante pour l'invariance positive de 
l'ensemble S(G, w) par rapport au systcmc saturé (3.1) . 
Théorem e 3.1 : [45] L'ensemble polyédml S(G, w) est positivement invariant pour 
le systeme {3.1) si et seulement si, pour chaque région S(Dj, si) non-vide (j E J ), 
il existe une matrice H j E lR9*(9i+li) à éléments non-négatifs telle que 
HiDi - GÃi 
HjSj ~ w - Gpj 
(3.13) 
(3.14) 
\ 
R8 
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D émonstration : 
Nécessité : Une condition nécessaire pour l 'invariance positive de S(G,w) est 
Gx(k + 1) ~ w Vx(k) E S(G, w) 
ou, d 'une façon équivalente, \fx(k) E S(Dj, Sj) , Vj E J on doit avoir : 
G(i)x(k + 1) = G(i) (Ãjx(k) + Pi) ::; W(i) 
Définissons les programmes linéaires suivants: 
{ 
Yi,i = mfx G(i).Ãj,X + G(i)Pi 
P1i : soum1s a 
DjX ~ Sj 
Vi= 1, ... ,g 
i = 1, .. . ,g. 
(3.15) 
(3.16) 
Notons que chaque P1i détermine la valeur maximale de G(i)x(k + 1) étant donné 
que x(k) E S(Dj, Sj) · Puisque S(Dj, si) a été supposé non-vide, on a au moins une 
solution admissible pour P 1i . 
D'apres les résultats de dualité en programmat ion linéaire [67], le programme P1i 
est équivalent au programme: 
i = 1, ... ,g. (3 .17) 
x I 
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avec zJ.i E ~g,+t, . Ainsi, si x* est la solu tion optimale de P 1i (primai) et zj,i est 
la solution de P 2i (dual), d 'apres (3 .15) une condit ion nécessaire pour l' invariance 
positivc de S(G,w) est : 
(3 .18) 
A part ir ele la fo rmulation de P 2i et d'apres (3 .18), si on considere Zj,i comme la 
ibrw ligne de la matrice Hi, c'est-à-dire, Hi(i) ~ Zj,i. alors une condi t ion nécessaire 
pour l'invaria nce posit ive de S(G, w) est l'exisLence d 'uuc matri ce Hj, à éléments 
non-négat ifs vérifi ant les rela tions (3.13) et (3.14) pour chaque j E :r. 
Suffisance : Supposons que x(k) E S(G, w) . En part iculier, snpposons que x (k ) 
appart ient. à une des régions S(Dj, sj), j E :r. Alors, si la relation (3.14) est vérifiée, 
't/j E :r, avec une matrice Hi à éléments non-négat ifs, on a : 
H ·D ·x(k)-< H ·s · -< w- Gp · J J - JJ- J 
En outre, si (3.13) est aussi satisfa ite, 't/j E :r, on a : 
Hi Dix(k) = GÃix(k) ~ w- Gpi 
G(Ãix(k) + Pi) ~ w 
Gx(k + 1) ~ w 
Puisquc cc raisonnement peut être appliqué 'tfx(k) E S(G, w) la suffisance est prou-
vée. 
o 
R emarque 3.1 : Aucune hypothese n'a été jaite sm· la matrice G et le vecteUJ· w. 
Le théoreme 3.1 est donc completement générique dans Le sens qu 'il s 'applique à tous 
les types d'ensembles polyédmux, y compris aux cônes el aux polyedr-es non-bornés. 
Remarque 3.2 : Les relations classiques d'invariance positive pour- le cas linéaire, 
c'est-à-dir·e, quand S(G, w) est contenu dans la région de linéaríté {3.3) du systeme 
{3.1) {9},{51},{49} 
HG G(A+BF) 
Hw -< w 
(3.19) 
(3.20) 
peuvent êt1·e considérées comme un cas pa1·ticulier des 1·elations {3.13} et {3.14}-
En jait, si S(G, w) Ç S (F, Umin, Umax), la seule région de saturation non-vide est le 
propTe polyedr·e S(G, w) . Dans ce cas on a: Ãi = (A+ BF), Pi = O, Di = G et 
Sj = W . 
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Les conditions données par le t héoreme 3.1 garantissent que toutes les trajectoires 
qui sont initialisées dans S(G, w) ne quittent pas le polyedre. Cependant, ce fa.it n'est 
pas suffisant pour conclure à la stabilité du systeme saturé dans S(G, w) . En effet, 
il est nécessaire d'éliminer la possibilité d'existence de cycles limites etfou points 
d'équilibre parasites dans S(G, w) . Les points d'équilibre parasites du systeme saturé 
peuvent être déterminés facilement en résolvant, pour chaque région de saturation 
S(Ri , dj), l'équation suivante (89] : 
Si Xe E S(Rj, di) alors il est effectivement un point d'équilibre du systeme saturé. 
Par contre, la condition d'existence d 'un cycle limite n'est pas si évidente à testcr 
[57],[83] . Cependant, si l'on est capable d'assurer que le polyedre est aussi contradi[ 
cette possibilité est éliminée. C'est pourquoi, nous donnons main tenant eles condi-
tions pour la contractivité d'un domaine polyédral par rapport au systeme saturé. 
3.4 Contractivité et stabilité asymptotique 
Nous basant sur la représentation locale du systeme dans les régions de satu-
ration, nous allons maintenant énoncer une condition nécessaire et suffisante pour 
la cont ractivité d'un domaine polyédral. Ce résultat suppose la connaissance eles 
sommets du polyedre S(G, w) et s'applique en particulier au cas eles polytopes, 
i.e., eles polyedres compacts 1 . Par conséquent, ce résultat assure aussi la stabilité 
a.symptotique dans le domaine. 
Considérons clone l'hypothese suivante: 
Hypothese 3.1 : Le polyedre S(G, w) est un polyedre compact contenant l'or-igine. 
Soit V l'ensemble eles sommets de S(G, w) : 
Soit Vi l'ensemble eles nvi sommets de S(G, w) qui appartiennent à la ieme facette 
de S(G, w), notée âiS(G, w) : 
1. Dans la section 3.6 nous allons voir que cette hypothese peut être relâchée dans certains cas. 
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Dé:finissons lc cône polyédral généré par la facet te ôiS( G, w): 
nu, 
K,i ~ { X E ~n ; X = L "ftVl 1 Vt E Í~ , "fi 2': O} (3.21) 
1= 1 
Pour chaque j E .:1 définissons l'ensemblc des índices i correspondant à tous lcs 
cônes J(i qui ont une intersection non-vide a.vcc la région S(Rj, dj) : 
D'apres ces défini Lions nous pouvons énonccr le théoreme suivant : 
T héoreme 3.2 : {45} Considérons la description {3.9} du systeme {3.1} dans la 
région de saturation j . Pour chaque i E I j dé.finissons les programmes linéaires 
sttivants : 
{ 
- W(t) 
Yi(l,i} = m~ (G(L)Aj ~ w,(i) G (i) ) X + G(l)Pi 
soumzs a 
x E (JCinS(Rj, dj )n S(G,w))\{0} 
l = 1, ... , g. (3.22) 
et soit 
Yi = max {Yi(L,i) ; i E I i , l = 1, ... , g} 
Le polyedre S(G, w) est contractif par rapport au systeme {3.1} si et seulement 
si pour chaque r·égion de saturation j, j E .:1, on a: 
Démonstration: 
Suffisance: Pour tout x E S(G, w) , x :f. O il existe un coefficient v E ~+, JJ ~ 1, 
tel que x appartient à, au moins, une facette de S(G, wjv) . Autrement dit, 
x E ÔiS(G, wjv) t::. {x E ~n; G (i)X = W(i)/ tJ, G(l):::; W(l)/v , Vl :f. i, l = 1, ... , g} 
En plus, x appart ient à une des régions de saturation S(Rj, cij ) et, par conséquent, 
on a : 
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ôiS(G, wjv) c (JCi n S(Ri, di) n S(G, w)) 
Supposons donc qu 'à l'instant k, x(k) E ÔiS(G, wjv) . 
Si Yi < O, Vj E .:J, on a : 
et clone 
- W(t) (Gcl)Ai- - G(i))x(k) + G(l)Pi <O , Vl = 1, ... , g 
W(i) 
Gx(k + 1) -< wjv 
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Ainsi, il existe un réel {3, O < {3 < 1, te! que x(k + 1) E {JôS(G. wjv), i. e .. x(k + 
1) E intS(G, wjv). Comme ce raisonncmcnt peut être appliqué Vx E S(G, w), la 
contractivité de S(G, w) est garantie si Yi < O, Vj E .:J. 
N écessité : Supposons que S(G, w) est cont ractif et qu'il existe .i E .:J tel que 
Yi ~ O. Cela veut dire que pour un j E .:J, il existe i E Ti and l tels que J}j(L,i) 2: O. 
Ainsi, il existe x E (JCi n S(Rj, dj) n S(G, w))\ {0}, en particulier, x E ÔiS(G, wjv), 
avec v ~ 1, tel que: 
(G{l)Ãj - W(t) G(i))X + G(l)Pj ~o 
W(i) 
(3.23) 
Supposons qu'à l'instant k, x(k) = x. Puisque x E ôiS(G, wjv) on a G(i)x(k) = 
W(i)/v et en substituant cela dans (3.23) on obtient: 
G(l)(Ãix(k) + Pi) - W(t)/v > O 
G(t)X(k + 1) > W(l)/v 
(3.24) 
(3.25) 
Alors x(k + 1) E S(G, wjv1), v1 ~ v, cc qu i contredit l'hypothcse de départ. La 
nécessité de la condi t ion est donc prouvée. 
o 
Considérons maintenant la propriété suivante. 
Propriété 3.1 : Si un polyedre compact S(G, w) contient L'origine dans son inté-
rieur (w(i) > O , Vi = 1, ... , g) alors pour chaque x E S(G, w), x i= O, il existe 
toujours au moins une composante du vecteur Gx qui est positive. 
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D émonstration : 
Si O E Int S(G, w) alors w >- O. Considérons un vecteur x sur la front iere de 
S(G, w), x E âS(G, w), alors il satisfait : 
{ 
(Gx)(i) = G(i)X = W(i) 
( Gx )(t) = G(t)X :::; W(t) , l # i 
Et clone ( Gx )(i) = W(i) > O. 
Si l'on considere un vccteur x appartenant à l' intérieur de S(G, w), .'tE Int S(G, w), 
on pcut faire lc rnêmc type de raisonnemcnt cn consiclérant que x est sur la frontiere 
cl 'un clomaine S(G, vw), O < v< 1. 
o 
Etant donné que S(G, w) est compact et contractif, il est possible de lui associer 
une fonction de Lyapunov polyéclra le. Cette fonction est strictemcnt clécroissante le 
long des t rajectoires clu systeme (3.1) dans S(G, w) . Ce résultat cst synt hétisé clans 
le corolla ire suivant: 
Proposition 3.1 : [45} Si les conditions du théoreme 3.2 sont satisfaites alors : 
(i) Le systeme (3. 1} est localement asymptotiquement stable dans S(G, w) . 
(ii) La fonction polyédrale V(x(k)) = mfx { c<:J~~k) } est une fonction de Lyapu-
nov strictement décroissante poU1' le systeme ( 3.1) dans S ( G, w). 
D émonstration : 
(i) D'apres le théoreme 3.2, si x(k) E S(G, wjv~.;), x(k) # O, v~.; ~ 1, alors 
x(k + 1) E S(G, w/vk+l) avec vk+1 ~ v~.; . Ainsi, lorsque k -t oo on a aussi v~.; -t oo 
et, par conséquent S(G, wjv~.;) -t {0}, c'est-à-dire, lim x(k) =O, \fx(O) E S(G, w) . 
k--too 
(ii) Puisque S(G, w) est compact on a JCe1· G = {0}. Ainsi cl 'apres la propriété 
3.1 on a V(x(k)) > O, \fx (k) # O et V(x(k)) = O si et seulement si x = O. D'apres 
!e théoreme 3.2, \fx(k) E S(G, wjvk), v~.;~ 1, on a V(x(k)) = 1 /v~.: et V(x(k + 1)) = 
1/vk+l avec vk+l ~ v~.; et, par conséquent, V(x(k + 1)) - V(x(k)) < O, \fx(k) E 
S(G, w), x(k) #O. 
o 
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3.5 D éterminat ion du coefficient maximum d'ho-
m othétie 
Pour un systeme linéaire en boucle fermée sans contra in tes sur les commancles, 
les conditions (3.19) et (3 .20) garantissent que tous les ensembles homothétiques ele 
S(G, w) sont aussi contractifs (invariants) (voir remarque 2.2). Par contre, quancl 
la commande est contrainte, les conditions (3.19) et (3 .20) ne garant issent que la 
contractivité (l'invariance) eles homothétiques contenus dans la région de linéarité. 
Autrement dit, il existe un scalaire f3max tel que S(G,f3maxW) Ç S(F, ·umin,'Umax) et 
tous les ensembles S(G,{3w), avec O< {3 ~ f3max, sont aussi contractifs (invariants). 
Cependant, si ó > f3max, i.e., S(G,ów) ~ S(F,umi11 ,7.Lmax), rien ne peut être garanti 
a priori . 
Nous considérons maintenant un polyedre S(G, w) contractif (etjou invariant) 
pour le systeme saturé, contenu ou pas dans la région de linéarité . A partir de 
cet ensemble S ( G, w) nous allons proposer un algo ri thme, basé sur les condi t ions 
données dans le théoreme 3.2, qui permettra de déterminer le coefficient maximal 
d'homothétie, Ómax, pour leque! l'ensemble S(G, Ómaxw) préserve la propriété de 
contractivité (invariance). 
Le príncipe de l'a.lgorithme est le suivant: à chaque itération on fixe un coefficient 
d'homothétie, ó, ensuite on teste si S(G, ów) satisfait les conditions du théoreme 3.2, 
si oui on augmente ó sinon on le diminue. Ainsi, à chaque itération on s'approche 
de l'ensemble maximal homothétique contractif de S(G, w) . On s'arrête lorsqu'une 
précision de calcul pré-établie est atteinte. 
Les tests des conditions du théoreme 3.2 sont mis en oeuvre à partir de la résolu-
t ion eles programmes linéaires (3.22) . Pour cela, il faut d'abord représenter d'une ma-
niere convenable l'ensemble des vecteurs x, appartenant à (JCinS(Rj, di)nS(G, ów)). 
Remarquons que le cône /Ci peut aussi être défini de la maniere suivante: 
JCi = Uiat~"i 
OU UÍ est la matrice génératrice du cône JCÍ et at~Vj est l'orthant positif d 'ordre 
nv;. Les vecteurs colonnes de Ui définissent les vecteurs extrémaux du cône /Ci· La 
matrice Ui peut clone être construite à partir eles nv; sommets de la facette ôiS(G, w), 
c'est-à-dire, chaque vecteur colonne de Ui est un sommet de ôiS(G, w). 
Ainsi, si x E /Ci, par définit ion il existe un vecteur 1 E at~"i, c'est-à-dire, 'Y(i) 2: 
O , Vi = 1, ... , nvu tel que : 
x=Un 
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Si on considere un changement de variable, l' intersection entre /Ci, S(Ri, di) et 
S( G, ów) peut clone être exprimée en fonction ele la variable 1 ele la maniere suivante : 
Le cri tere à maximiser devient alors: 
Nous pouvons a insi formuler l'algorithme suivant. 
Algorithme 3.1 
• Pas O-
- Initialise1·: ó = óo. 
- Choisir la précision de calcul désirée. 
• Pas 1-
- Déterminer les sommets de S(G, w) . 
- Pour· chaque jacette âiS(G, w) déterminer la matrice Ui qui géne1·e le cône 
/(i · 
• Pas 2-
- Déterminer :f and Ii par rapport à S(G, ów) . 
- Pour· chaque j E :f et i E I j, résoudre les programmes linéaires suivants : 
soumis à 
[ ~ ] Un ~ [ f~ ] l = 1, ... ,g (3.26) 
,~ o, Un=JO 
• Pas 3: 
- Déterminer Yi = max{Yi(l ,i); i E Ij, l = 1, ... ,g}. 
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- Si Yi < O 1 V j E .:11 aller atL pas 51 sinon aller· att pas 4. 
• Pas 4 : Diminuer ó et retourner au pas 2. 
• P as 5 : Si la différence entre le scalaire o de cette itératwn et celui de l 'ité-
ration précédente est plus grande que la précision choisie au pas O alors aug-
menter o, sinon Ómax = o. FIN. 
Rcmarquons que S( G, Oma.xW) est effectivement lc plus granel cnscmblc contrac-
t if homothétique à S(G, w) par rapport au systeme (3.1) parce que les conditions 
du théoreme 3.2, utilisées pour le déterminer, sont nécessaires et suffisantes. Etant 
donné que S(G, Omaxw) est compact il est clone le domaine maximal de stabilité 
asymptotique engendré par la fonction de Lyapunov V(x(k)) = ma.--xi { c~<~~k) } · 
Ainsi, S(G, Omaxw) peut être considéré comme une approximation de la région d'at-
traction de !'origine associée au systeme (3.1). Cette approximation peut être amé-
liorée si on considere, par exemple, l'union de différents polyedres obtenus à partir 
de l'algorithme 3.1. Dans ce cas, le domaine résultant peut être non-convcxe. 
R em arque 3.3 : D 1apres la démonstration du théoreme 3.21 si naus voulons ga-
rantir la f.J. -contractivité du domaine S(G, ów), il suffit de remplacer le critere du 
programme linéaire {9.26} par: 
R em ar que 3.4 : Dans le casou nous naus intéressons uniquement à la détermina-
tion du plus grand ensemble invariant homothétique à S(G, w), nous pouvons utiliser· 
le même algorithme. Pour cela il suffit de substituer les progmmmes linéaires {3.26} 
par les programmes linéaires {3.16) ou {3. 17} et tester· si 
max{y1,i} ~ W(i)• Vi= 1, ... , g, Vj E :J. 
R emarque 3.5 : Notre hypothese de départ présuppose la connaissance ou la dé-
termination d 1un ensemble S(G, w) contractij {ou invariant). fl jaut remarquer· que 
la détermination d 1Un polyedre contmctif pour le systeme saturé directement à partir 
des conditions du théoreme 3.2 n'est pas une tâche jacíle. 
60 CHAPITRE 3. APPROCHE PAR RÉGIONS DE SATURATION 
Cependant, nous avons vu dans la section 2. 6.1 qu 'il est toujours possible de 
déterrniner des ensembles polyédraux invariants et contractifs, contenus dans La ré-
gion de comportement linéaire du systeme (3.1}. Par exempLe, les méthodes pmpo-
sées dans [13} et {37} perrnettent de déterminer le pltts grand ensemble invariant et 
contractif contenu dans la région de linéarité S (F, Um in, Umax). D 'autre part, il existe 
des techniques perrnettant la déterrnination de tels domaines à paTtir de La stntcture 
propr·e de (A + BF) [54},[50}. Nous pouvons aussi ciler- les techniques basées sur· 
le placement de structur-e pr-opre [4},[53}, qui perrnettent de calculer· de façon simul-
tanée une matrice F et un polyedre invariant S(G, w) C S(F, tLmin, ttmax), et les 
techniques basée sur la programmation linéaire [51},[96} qui per·mettent de calcule1· 
F de façon à rendre un polyedre donné S(G, w) invariant par rapport au systeme en 
boucle fermée sans saturation. 
Ainsi, nous pouvons toujours déterrniner un polyedr·e invar'iant etjou contractif 
pour le systeme saturé en construisant tout d'abor·d un polyedre S(G, w) contenu 
dans S(F, Umin, Umax) à partirdes techniques mentionnées ci-dessous et, ensuite, en 
appliquant l 'algorithme 3. 1 d 'expansion homothétique 
3.6 Polyedres non-bornés 
Des conditions pour la stabilité asymptotique localc d'un systeme saturé ont 
été proposécs dans le cas de polyedres compacts. L'hypothese de compacité a été 
considérée afinque la fonction polyédrale V(x) soit une fonction de Lyapunov locale 
pour le systeme saturé et ainsi que nous puissions garantir que toutes trajectoires 
initialisées dans le polyedre considéré convergent asymptotiquement vers !'origine. 
Nous allons voir maintenant que, sous des hypotheses complémentaires, il est pos-
sible de garantir la stabilité asymptotique locale du systcme saturé pour une classe 
de domaines polyédraux non-bornés. Pour cela considérons l'hypothcse suivante. 
H y pot h ese 3.2 : S(G, w) est un polyedre non-borné et il existe v ~ 1 tel que 
S(G, wjv) ç S(F, Umin, Umax) -
Pour que l'hypothese 3.2 soit satisfaite il faut que JCer· G Ç JCer F. Ainsi, la 
classe de polyedres que l'on considere correspond à celle des polyedres non-bornés 
dans les directions associées à JCer F. 
Avant de donner une condition nécessaire pour qu'un polyedre respectant l'hy-
pothese 3.2 puisse être un domaine contractif pour le systeme saturé, rappelons que 
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dans la région S(F, Umin, Umax) l'évolution du systeme saturé (3.1) est donnée par lc 
modele linéaire : 
x(k + 1) = (A+ BF)x(k) (3.27) 
Proposition 3.2 : Pour que le polyedre non-borné S(G, w), satisfaisant l'hypothese 
3.2, soit contractif par rapport au systeme satur·é {3.1}, il est nécessaiTe qu 'il soit 
aussi contractij par rapport au systeme linéai1·e (3.21). 
Démonstration : 
Si S(G, w) est contractif pour le systeme (3.1), par défini tion , tous lcs homothé-
tiques S(G, wjv), avec v 2: 1, sont aussi contractifs pour le systeme (3.1) . D'apres 
l'hypothese 3.2, il existe v 2: 1 tel que S(G, w/v) Ç S(F, Umin, Umax) et, par consé-
quent, S(G, wjv) est forcément contractif par rapport au systeme (3.27). 
o 
Corolla ire 3.1 : Une condition nécessaire pour que le polyedre non-borné S(G, w), 
satisfaisant l'hypothese 3.2, soit contractif (positivement invariant) par rapport au 
systeme saturé {3.1) est que Ker G soit A - invariant. 
D émonstration : 
D'apres la Proposition 3.2 pour que S(G, w), satisfaisant l'hypothese 3.2, soit 
contractif pour le systeme (3.1) il faut que l'équation HG = G(A+ BF) soit vérifiée. 
Une condition nécessaire et suffisante pour cela est que Ker G soit (A + BF) -
invaTiant [23]. Comme par hypothese naus avons Ker G Ç Ker F, cela implique 
que KeT G est A - invaTiant. 
o 
Soit rang(G) = 1· < n, alors la dimension de Ker G est (n - r). Naus pouvons 
dane définir une matrice Q ~ [ Q 0 Qr ] ou: 
• Q0 E ~n•(n-r) est une base associée au sous-espace S0 ~ Ker G. 
• Qr E ~r est une base pour lc sous-espace Sr complémentaire de Ke1· C. 
l!S'eotA DE ENG!=MH<\!"l!.A. 
B IBL,QT A 
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A partir de la rnatrice Q définissons le changement de base suivant : 
(3.28) 
En considérant que JCer G est A- invariant, le systeme (3.1) s'écrit dans la base 
définie par la matrice Q comme : 
ou 
[ 
Z 0 (k + 1) ] = [ Ro R2 ] [ Zo(k) ] + [ Bo ] sat([ p
0 
~. J [ Zo(k) ] ) (3.29) z,. (k + 1) O Rr Zr(k) B,. z,.(k) 
• z0 E l)tn-r est la projection de x sur S0 le long de Sr ; et Zr E lR'' est la 
projection de x sur S,. le long de S0 . 
Cornrne Q0 est une base pour JCer G et puisque /Cer G Ç /Cer F, on a F0 = 
FQ0 = O et le systeme (3.29) s'écrit : 
Z0 (k + 1) = R0 z0 (k) + R2zr(k) + B0 sat(Frzr(k)) (3.30) 
Zr(k + 1) = Rrzr(k) + Brsat(Frzr(k)) (3.31) 
Notons que l'équation (3.31) ne dépend pas de z0 , autrement dit, z,. est cornpletement 
découplé de Z 0 • 
Le polyedre S(G, w) s'écrit dans la base Q comme : 
S(G, w) = {z E lltn ; G[Q0 Qr]z ~ W} = {z E lltn ; [09*(n-r) Gr]z ~ W} (3.32) 
et clone la projection de S(G, w) sur Sr le long de S 0 est donnée par le polyedre 
suivant: 
(3.33) 
avec Gr E R9*'·. Remarquons que cornme /Cer· Gr = {O} et S(G, w) Ç S(F, Umin, Umax) 
S(Gr. w) est compact. 
A partir de cette représentation dans la base Q, nous pouvons énoncer, cl'une 
rnaniere similaire à ce qui a été fait clans [22] et [32] pour eles systemes linéaires sans 
saturation eles commandes, la propriété suivante. 
Propos it ion 3.3 : Le polyedre S(G, w), sous l'hypothese 3.2, est un ensemble contrac-
tifpour (3.1) si et seulement si /Cer G est un sous-espace A -invariant et S(Gr.w) 
est contractif pour te systeme d'ordre réduit (3.31). 
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Démonstration : 
Rappelons que S(G, w) est contractif pour le systeme (3 .1) si et sculement si 
x(k) E 8S(G, wfv) => Gx(k + 1) -< wfv 'Vv 2:: 1 (3.3-1) 
Dans ce cas, d'apres le corollaire 3.1, JCer' G doit être A- invariant. Donc on peut 
écrire le systeme dans la base Q. La condition (3.34) devient alors: 
z(k) E 8S(GQ, wfv) => GQz(k + 1) -< wfv , 'r/v 2:: 1 
ou de maniere équivalente: 
z(k) E 8S(G[ Qo Qr], wjv) => G[Qo Qr ]z(k + 1) -< wjv , 'r/v 2:: 1 
Compte tenu du fait que Qo est une base pour JCer G, la condition (3.34) est équi-
valente à: 
Zr(k) E 8S(Gr, wjv) => Grz(k + 1) -< wjv , \11/ 2:: 1 (3.35) 
Cette implication représente la condition nécessaire et suffisante pour la contractivité 
de S(Gn w) par rapport au systeme (3.31). 
o 
Il est important d'insister sur le fait que la contractivité de S(G, w) n 'est pas 
suffisante pour garantir la stabilité asymptotique du systeme dans ce domaine. En 
effet, il peut exister des directions d 'instabilité associées à JCer G. Cc fait est illus-
tré par la figure 3.2. Ainsi nous avons besoin d'une condition supplémentaire pour 
pouvoir assurer la stabilité asymptotique dans S( G, w ). 
Proposition 3.4 : Supposons que S(G, w) soit un polyedre non-bor71.é pour lequel 
l'hypothese 3.2 est satisfaite. Alors S(G, w) est un domaine de stabilité asymptotique 
pour le systeme saturé {3.1) si les trois conditions suivantes sont vérifiées: 
(i} JCer G estA- invariant . 
(ii} S(Gr, w) est contractif par mppor~t au systeme réduit {3.31}. 
(iii) Les valeurs propr'es de la matrice Ro sont à l'intérieur du cercle unité, c'est-
à-dire, sont asymptotiquement stables. 
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FIG. 3.2 - Instabilité dans des polyedres contractifs non-bornés 
D émonstration: 
Comme S(Gr, w) est compact, s'il est contractif par rapport au systeme d 'ordre 
réduit (3.31), d'apres la proposition 3.1 il est aussi un domaine de stabilité locale 
pour ce systeme et donc : 
Zr(k)-+ O quand k-+ 00 , Vzr(O) E S(Gn w) 
Ainsi si toutes les valeurs propres de R0 sont asymptotiquement stables, d'apres le 
théoreme 1 (p.15) dans [101], on peut conclure que : 
Z0 (k)-+ O quand k-+ 00 , Vz0 (0) E ~n-r , \fzr E S(Gn w) 
Ceci implique que z(k) -+O quand k-+ oo, Vz(O) E S(GQ, w), ou d'une maniere 
équivalente, x(k) -+O quand k-+ oo, Vx(O) E S(G, w). 
o 
En résumé: 
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Sous l'hypothese 3.2 nous pouvons conclure que la contractivité et Ia stabilité 
asymptotique dans le polyedre non-borné S(G, w) peuvent être analysées en consi-
dérant un systeme d'ordre réduit qui décrit l'évolution des trajectoires du systeme 
saturé dans le sous-espace complémentaire de JCer G. Dans ce cas, il suffit de vé-
rifier la contractivité de S(Gn w) par rapport au systeme (3.31). Comme S(G,., w) 
est compact, cela peut être accompli en appliquant le théoreme 3.2. En outrc, l'al-
gorithme 3.1, qui permet de déterminer l'expansion homothétique d'un polyedre 
contractif dans la zone de comportement non-linéaire, peut être appliqué en consi-
dérant S(Gnw) et le systeme (3.31). 
Remarque 3.6 : ConsidéTons l'équation (3.29) . Si JCer G Ç JCer F, on a Fo = O 
et le systeme en boucle ferrnée dans la région de linéarité est donné par: 
(3.36) 
Ainsi, nous pouvons conclure que satisfaire simultanément l'A-invariance de JCer G, 
et JCer G Ç JCer F implique un placement partiel de structuTe propre, autrement 
dit, F ne déplace qu 'une partie des valeurs (vecteurs) propres de A . Notons que 
les valeurs (vecteurs) propres de A associées au sous-espace S0 sont aussi valetLrs 
(vecteurs) propres de A+ BF, c'es-à-dire, 
cr(A + BF) n cr(A) = cr(Ro) 
En fait, l'A-invariance de JCer G dans ce cas est équivalente à l'existence d'une 
matrice H telle que l'équation HG = G(A + BF) est satisfaite. Il a été montré 
dans {39},[40] que lorsque KeT G Ç JCer F l'équation HG = G(A + BF) peut être 
considérée comme une équation de projection canonique {98} et est éqtLivalente à un 
placement partiel de structure propre. 
La construction de polyedres S ( G, w) et de la matrice F satisfaisant ces condi-
tions a été étudiée dans {53}, {21}. Dans ce contexte, une méthode utilisant un sys-
teme d'ordre réduit a été proposée dans {22} et {39}. 
D'autre part, le probleme du calcul d'une matrice de retour F qui modifie seule-
ment les pôles instables de la boucle ouverte est relié au probleme de minimisation 
de l'énergie de la commande (voir par exemple {86} et ses références). 
Remarque 3. 7 : La base Q = [Qo Qr] peut être obtenue à partir du calcul des 
vecteurs propres de A ou en utilisant des transformations orthogonales. D 'un point 
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de vue numé?'ique, l'utilisation de transformations o1·thogonales est préférable (voir-
{76}, page 13}. Ainsi, la base Q peut être générée d'une jaçon efficace à partir d'une 
décomposition de Schur de la matrice A suivie, si nécessaire, d'un ré-arrangement 
des blocs de Schur {30},{38}. 
R emarque 3.8 :Si JCer G est un sous-espace A- invariant contenu dans JCer F , 
les paires (F, A) et (G, A) sont forcément non-obsen;ables. Alors la condition (i-ii) 
de la pm position 3.4 est équivalente à la détectabilité de la paire (G, A ) {98}. 
3. 7 Exemple numérique 
Considérons l'exemple académique étudié dans [77] . Le systeme (2.1) cst décri t 
par: 
A- [ 1.2 O l 
- 0.4 0.5 
Les com mandes du systeme sont bornées de la façon suivante : 
Une matrice F qui stabilise le systeme linéaire est donnée par: 
F = [ - 0.95 O l 
2.2 0.3 
Considérons le polyedre S( G, w) défini com me : 
ce polyedre est positivement invariant par rapport au systeme linéaire en boucle 
fermée (3.27) . 
La matrice F et les contraintes sur la commande définissent neuf régions de sat u-
ration. Etant donné que les polyedres S(G, w) et S(F, Umin, Umax) sont symétriques, 
il suffi. t d 'analyscr cinq de ces régions. 
• 
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Région 1 (Ç1 = [O O]r <=? Région de Linéarité ) : 
Région 2 (6 = [1 l]r): 
Ã2 = A ; P2 = [ ; l R2 = [ 0.95 O l 
- 2.2 -0.3 
Région 3 (6 = [O 1jT): 
[ 
0.95 o l 
R3 = - 0.95 O 
- 2.2 - 0.3 
Région 4 (Ç4 = [-1 1]T): 
- [ -2] A4 = A ; P4 = 2 ~ = [ -0.95 o l -2.2 -0.3 
Région 5 (Çs = [-1 OJT): 
- [ 1.2 o l A5 = 1.5 0.65 ; [ - 0.95 o l ; R5 = 2.2 0.3 
- 2.2 -0.3 
L'ensemble V des sommets de S( G, w) est donné par: 
Com me S ( G, w) a quatre facettes, il existe quatre cônes polyédraux qui sont générés 
par les matrices suivantes : 
[ - 1 1 l [ 1 1 l [ 1 -1 l [ - 1 -1 l u1 = 4.5 4.5 ; u2 = 4.5 -4.5 ; Ua = -4.5 -4.5 ; u4 = - 4.5 4.5 
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L'application de l'algorithme 3.1 nous donne Ómax = 9.99 (avec une précision 
de 0.01). S(G, Ómaxtv) est donc l'cnsemble maximal homothét iquc à S(G, w) pour 
leque) Ia contractivité par rapport au systeme (3.1) est assurée. Comptc tenu que Ie 
domaine est compact, d 'apres la proposition 3.1, il est aussi un domaine de stabili té 
asymptotique. Il est important de remarquer que l'ensemble méL-ximal homothétique 
à S(G, w) contenu dans la région de linéari té S(F, Umín, Umax) est obtenu pour 6 = 
1.1268. La figure 3.3 dépeint les domaines S(G, w), S(F, Umin, 'Umax) , S(G, Ómaxtv), 
et les régions de saturation (Ri) . 
L'ensemble maximal homothétique à S(G, w) pour lequel l'invariance positive 
est garantie, c'est-à-dire, les conditions (3.13) and (3.14) sont satisfaitcs, est obtem1 
pour ó = 10. Dans ce cas, la contractivité n'est plus satisfaite parce qu'il existe 
des trajectoires qui, initialisées à la frontiere du domaine, y restent. Ce fait est 
dG à l'existence de points d'équilibre parasites sur la fronliere de S(G, 10w) (e1 = 
[10 12]T, e2 = [-10 - 12]T ). Pour ó > 10 il existe des Lrajectoires instables qui 
partent du domaine. Ces deux situations sont montrées dans les figures 3.4 et 3.5. 
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FIG. 3.3 - a. S(G, w); b. S(F, Umin, Umax); c. S(G, ÓmaxW) 
3.8 Conclusion 
Dans cc chapitre nous avons développé des outils théoriques pour l'analyse des 
systemes linéaires avec saturation de commandes. Pour cela nous avons modélisé 
localement le comportement du systeme saturé. L'espace d'état est divisé en régions 
appelées régions de saturation. Dans chacune de ces régions le systeme saturé est 
représenté par un systeme linéairc avec une perturbation additive. 
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Cette représentation a permis tout d'abord la formulation de conditions néces-
saires et suffisantes pour l'invariance positive d'un ensemble polyédral quelconque 
par rapport au systeme saturé. Ensuite, nous avons donné des conditions également 
nécessaires et suffisantes pour la contractivité de polyedres compacts par rapport au 
systeme saturé. Dans ce cas, nous avons montré que le polyedre contractif est associé 
à une fonction de Lyapunov polyédrale pour le systeme saturé et est un domaine 
de stabilité et de comportement non-linéaire pour un tel systeme. A partir de ces 
condit ions nous avons proposé un algorithme qui permet de déterminer le plus grand 
ensemble homothétique à un polyedre contractif (ou seulement positivement inva-
riant) pour leque! la contractivité (ou l'invariance positive) est garantie par rapport 
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aux trajectoires du systeme saturé. 
Les résultats ont été présentés en considérant un systeme à temps discrct et une• 
!oi de cornmanclc du type retour d'état. Nous avons établi eles résultats similaires 
dans [43] et [44] en considérant eles systemes à temps continu. D'autre part , l'exten-
sion de cette méthode d'analyse au cas d'un retour dynamique est irnmédiatc. Pour 
cela il suffit de redéfinir les régions de saturation et le modele linéaire dans chacunc 
de ces dernieres en fonction de la loi de commande appliquée (voir remarque 2.1). 
Chapitre 4 
Approche par polytope de 
matrices 
4 .1 Introduction 
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Dans ce chapitre, le comportement non-linéaire du systeme saturé est pris en 
compte à partir de l'utilisation d'un modele polytopique. Ce type de modélisation, 
proposé initialement dans [73] et [74] dans un contexte plus général de systemes 
non-linéaires a été particularisé dans [20] et [19] pour le cas des systemes linéaires 
avec saturation des commandes . 
. ous montrons tout d'abord comment obtenir un tel modele. Ensuite, la validité 
du modele et les conditions pour qu' il représente vraiment le comportement du 
systeme saturé sont discutées. 
A partir de ces considérations nous énonçons des conditions pour l'invariance 
positive et la J.L-contractivité de domaines polyédraux par rapport au systeme sa-
turé. Etant donné un ensemble polyédral invariant et contractif contenu dans la 
région de linéarité en boucle fermée (i.e., ou les commandes ne saturcnt pas), ces 
conditions sont utilisées pour formuler une méthode d'augmentation de ce domaine 
polyédral dans la zone de comportement non-linéaire. Cette méthode peut être dé-
composée en deux parties: la premiere correspond à une expansion homothétique et 
la deuxieme consiste à déterminer le plus grand domaine f.L-contractif contenu dans 
le domaine de validité du modele polytopique. L'ensemble polyédral ainsi obtenu est 
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donc un domaine p,-contractif pour le systeme saturé et, sous certaines hypothescs 
complémentaires, un domaine de stabilité asymptotique locale. 
4.2 Modélisation du systeme saturé 
Considérons la loi de commande du type retour d'état saturé u(k) = sat(Fx(k)). 
Le systemc en boucle fermée est : 
x(k + 1) = Ax(k) + Bsat(Fx(k)) 
Chaquc composante du vecteur de commande peut être redéfinie commc: 
ou 
a(x(k))(i) = 
- Umin(i) 
F(i)X(k) 
1 si 
Umax(i) 
F(i)x(k) 
avec O< a(x(k))(i) ~ 1, i= 1, ... , m . 
si F(i)X(k) < -Umin(i) 
- Umin(i) ~ F(i)x(k) ~ Umax(i) 
si F( i) X( k) > Umax(i) 
(4.1) 
(4.2) 
(4.3) 
Le coefficient a(x(k))(i) naus donne une idée du degré de saturation de la i <m• 
composante du vecteur de commande. Autrement dit, plus a(x(k))(i) est petit plus 
le vecteur d'état se t rouve éloigné de la région de linéarité du systeme (4.1). Notons 
que a(x(k))(i) dépend de la valeur de l'état à l'instant k. Toutefois, afin de simplifier 
la notation nous considérons désormais a(k)(i) ~ a(x(k))(i)· 
En dénotant le vecteur dcs coefficients a(k)(i), i= 1, ... , m, par a(k), défin issons 
la matricc D(a(k)) E Rm•m cornrne suit: 
D(a(k)) = 
a(k)(t) 
o 
o 
o 
o 
a(k)(2) 
o 
o 
o 
o 
a(k)(i) 
o 
o 
= diag(a(k)) (4.4) 
O a(k)(m) 
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En prenant en compte les définitions précédentes, le systeme ( 4.1) peut aussi 
s'écrire comme: 
x(k + l) =(A+ BD(a(k))F)x(k) (4.5) 
ou encore, 
x(k + 1) = A(a(k))x(k) = Akx(k) (4.6) 
Achaque ínstant k la matrice Ak est une fonction de a(k) et, par conséquent, dépencl 
de la valeur de x(k) . 
Considérons un ensemble S0 dans l'espace d'état. Si S0 est compactou non-borné 
seulement le long des directions associées à Ker F, nous pouvons définir une bornc 
inférieure pour le terme de saturation a(k)(i): 
(amin)(i) ~ min{a(x(k))(i) : x(k) E So} (4.7) 
(amin)(i) sera appelé coefficient de saturation de la ieme composante du vecteur de 
commande dans S0 . D'apres cette définition on a 
(amin)(i) :S a(x(k))(i) :S 1 , \fx(k) E So 
Considérons maintenant toutes les combinaisons vectorielles d'ordre m ou la ieme 
composante de chaque vecteur peut prendre la valeur 1 ou ( CYmin)(i) . On a un total 
de 2m combinaisons possibles. A chacune de ces combinaisons nous associons un 
vecteur ri, j = 1, .. . , 217\ et nous définissons les matrices suivantes: 
Dj(amin) = D('Yj) g diag('Yj) 
Ai =A+ BD('Yi)F (4.8) 
Ainsi , si on a par exemple deux entrées de commande (m = 2), nous obtenons: 
• rt= [1 1)T =} A1 =A + BD(!t)F = A+BF 
• r2 = (1 (amin)(2)JT =} A2 =A + BD(r2)F 
• r3 = [(amin)(l) 1JT =} A3 =A+ BD(r3)F 
• {4 = [(amin)(l) (amin)(2)JT =} A4 =A + BD(r4)F 
D'apres la définition des matrices Ai on peut conclure que Vx(k) E S0 on a : 
(4.9) 
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autremcnt dit, Ak appartient à un polytope de matrices dont les sommets sont les 
matrices A;. 
De ce fait, le systeme (4.1) peut être rcprésenté localement par le systeme poly-
topique suivant: 
2m 
x(k + 1) =L À;,kA;x(k) (4.10) 
j=l 
2'" 
avec L À;,k = 1, À;,k ~ O. Ainsi, à chaque instant k, la matrice Ak peut être 
j = l 
détcrminée comme une combinaison linéairc convexe eles matriccs A1. 
Le modele polytopique ( 4.10) a été défini à partir eles cocfficients de saturation 
clans l'ensemblc S0 . Par conséquent, ce modele ne sera valable que clans une région 
de l'espacc d'état ou le vecteur d'état est tel que: (amin)(i) :5 a(k)(i) :5 1. 
D'apres la définition de a(k) (équation (4.3)), cette région cst polyédrale et 
définie com me: 
(4.11) 
, 0 !::> Umin(i) 0 Q_ Umax(i) 
OU Umin(i) - ( ) et Umax(i) - ( . ) . . 
amin (i) amm (t) 
Ainsi, Je systeme (4.10) représente le systeme (4.1) à l'instant k seulement si 
x(k) E S(F, U~in> U~ax)· 
Remarquons que le domaine S(F, u~in> u~ax) contient forcément l'ensemble S0 . 
Néanmoins, si on considere que x(k) appartient à S0 , on ne peut pas garantir que 
x(k + 1) E So. En effet, pour pouvoir utiliser le modele polytopique afin de conclure 
quant à lastabilité Jocale du systeme saturé (4.1), il faut être capable de garantir que 
toutes les trajectoires qui émanent de S0 y restent. Une maniere cl 'assurer cela est 
de consiclérer S0 comme un clomaine positivement invariant pour le systeme ( 4.10). 
Par conséquent, S0 sera aussi un clomaine positivement invariant pour le systeme 
saturé (4.1) et ainsi, dans S0 , le modele (4.10) peut être utilisé pour représenter le 
comportcment du systeme (4.1). 
R emarque 4.1 : Ce type de représentation est utilisé pou1· la modélisation de cer-
tains systemes linéaires incertains (voir par exemple {7}). Dans ce cas, la matrice 
dynamique est fonction d'un vecteur· r(k) E ~r qui repr·ésente les variations para-
métriques, c 'est-à-dire, 
x(k + 1) = M(r(k))x(k) = Mkx(k) (4.12) 
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A insi, si ?'min ::5 r ( k) ::5 Tmax, le systeme ( 4.12) peut être Teprésenté par- L e modele 
polytopique 
2' 
x(k + 1) = "'[:)3;,kM;x(k) (4.13) 
j = l 
ou les matrices !VI; sont obtenues à partir de r min et r max. Dans ce cas, on suppose 
que r(k) peut prendre n'importe quelle valeur dans l'inter-valle [7"mi•l • 7'maxl · Ainsi, il 
y a une parfaite équivalence entre les systemes (4.12} et (4.13}, i. e., toute trajectoir·e 
possible pour le systeme incertain est aussi une trajectoire possible pour le systeme 
polytopique et vice-versa. 
Toutefois, il est important de remarquer que dans le cas du systeme saturé l'équi-
valence entre (4 .1} et (4.10} n'est pas satisfaite. En fait, to·utes les trajectoiTes pos-
sibles pour le systeme saturé contenues dans S(F, u~in• u~ax) sont aussi lmjectoi1·es 
possibles du systeme polytopique mais le contraíre n'est pas vrai. Cette di.fférence par 
rapport au cas des systemes incertains s'explique par la dépendance de A k avec x(k). 
Ainsi, par exemple, les trajectoires pr·oduites par 
x(k + 1) = M kx(k) = !Vf;x(k) Vk >O (4.14) 
seraient des trajectoires possibles pour 1.m systeme incertain. Par contre les trajec-
toires générées par 
x(k + 1) = A kx(k) = A;x(k) Vk >O (4.15) 
ne seront jamais des trajectoires du systeme satur·é {4-6} puisque Ak varie obliga-
toirement à chaque instant avec x( k) . 
En conclusion, on peut dire que la représentation polytopique est une représenta-
tion conservative pour le systeme saturé. Cela permet d'expliquer·la nature suffisante 
des résultats qui seront établis le long de ce mémoire à partir de cette représentation. 
4 .3 Domaines de stabilité locale 
Dans cette section, nous proposons une méthode pour déterminer des zones de 
stabilité asymptotique, de type polyédral, qui ne sont pas contenues dans la région 
de linéarité du systeme en boucle fermée. Autrement dit, nous voulons déterminer 
des zones de comportement non-linéaire, dans lesquelles la stabilité asymptotique 
du systeme (4.1) est garantie. 
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Pour cela, nous allons d'abord formuler des conditions qui garantissent l'inva-
riance et la contractivité de domaines polyédraux par rapport au systeme saturé à 
partir de la représentation polytopique définie dans la section précédente. Ainsi , le 
premier probleme que nous trai tons est le suivant: 
Probleme 4.1 : Etant donné un ensemble polyédral 
S(G,p) = {x E ~n;Gx ~ p}, G E ~g*n p >- 09 ( 4.16) 
tel q'ue S(G, p) C/- S(F, Umin, Umax), exprimer des conditions afinque : 
1. L'ensemble S(G,p) soit positivement invariant et contractij pa1· rapport au 
systeme (4.1) . 
2. La stabilité asymptotique de r origine soit garantie dans S ( G, p). 
A partirdes conditions établies comme solutions du probleme 4.1, nous passons à 
la formulation d'une méthode pour déterminer des régions de stabilité asymptotique 
local e de type polyédral pour le systeme saturé ( 4.1). 
Etant donnée une matrice F telle que les valeurs propres de (A+BF) sont conte-
nues dans le cercle unité, le point de départ de notre méthode est la détermination 
d 'un ensemble polyédral positivement invariant et contractif S(G, w) contenu dans 
S(F, Umin, Umax)· Nous supposons que cette étape peut être menée à bien par l'appli-
cation d'une des techniques mentionnées précédemment dans la remarque 3.5. Ainsi, 
l'hypothese suivante est considérée. 
H ypot hese 4.1 : Le polyedre S(G, w) est contenu dans S(F, Umin, Umax) et est Eo 
-contractij par rapport au systeme linéaire x(k + 1) =(A+ BF)x(k). 
Notons que cette hypothese implique que si S(G, w) est un polyedre non-borné, 
les directions ou il est non-borné doivent être contenues dans Ker F. Ainsi, par 
exemple, nous ne considérons pas le cas ou S(G, w) est un cône polyédral. L'hy-
pothese 4.1 garantit aussi que tous les homothétiques de S( G, w) contenu dans 
S(F, Umin, Umax) sont aussi Eo-contractifs par rapport au systeme x(k + 1) = (A+ 
BF)x(k). En fait, il existe un scalaire positif !3max tel que S(G, f3mctxw) est le plus 
grand ensemble homothétique de S(G, w) contenu dans S(F, Umin, Umax)· Comme 
nous avons dejá remarqué dans la section 3.5, si l'on considere un scalaire ó > !3max 
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on a S(G, ów) ct. S(F, Umin, Umax) et, sans eles conditions supplémentaires, on ne 
peut pas garantir que S(G, ów) est contractif par rapport au systerne (4.1) . 
Le deuxieme probleme que nous allons trai ter peut clone être énoncé ele la manicre 
suivante: 
Probleme 4.2 : Sous l'hypothese 4.1 et considérant les conditions déterminées comme 
solutions du probleme 4-1, déterminer le coefficient maximum d 'homothétie, Ó11111x . 
tel que S(G, Ómaxw) est f-Lo-contractij, f-Lo~ Eo, par rapport au systeme (4.1). 
Ce probleme est clone un probleme d'expansion homothétique. Considérant lc 
casou S(G, Ómaxw) est compact notre objectif sera ensuite d'essayer d 'augmcnter la 
région polyédrale de stabilité d'une façon non-homothétique. Le dernier problen1c 
que nous allons aborder est clone : 
Problem e 4.3 : Considérons que S(G, Ómaxw) est compact et f-Lo-contractif paT mp-
port au systeme saturé (4.1). A partir· des coefficients de satumtion de l'ensemble 
S(G, Ómaxw), déterminer, pottr le systeme saturé (4 .1), le plus grand ensemble ~t­
contmctif ( 1-L > f-Lo) contenu dans la région de validité du modele polytopique associé 
qui satisfait tes conditions établies dans le probleme 4.1. 
4.3.1 lnvariance et contractivité 
Dans cette section nous traitons le probleme 4.1. Nous présentons tout d'abord 
une proposition permettant d 'établir une condition suffi.sante pour l 'invariance posi-
tive du polyedre S(G, p) par rapport au systeme (4.1) représenté par un systeme du 
type (4.10). Cette condition garantit aussi la non-croissance, le long des trajectoires 
du systeme saturé, d'une fonction polyédrale non-négative. Des résultats similaircs 
pour un systeme non-saturé sont présentées dans (9] et [5]. 
Considérons les coefficients de saturation associés au polyedre S(G, p) et définis-
sons les matrices Ai à partir de ces derniers com me dans l'équation ( 4.8). 
Proposition 4.1 : {92} S'il existe des matrices Hi E ~9*9 à éléments non-négatijs 
telles que: 
( 4.17) 
(4.18) 
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pour j = 1, ... , 2m, alors 
{i} Le polyedTe S(G, p) est positivement invariant par rapport au systeme (4 .1}; 
{ii} La fonction 
f::, { G(i) X(k) } . V(x(k)) = max , z = 1, ... ,g 
t P (i) 
( 4.19) 
est non-cr-oissante le long des tmjectoiTes du systeme (4.1}. 
D émonstration : 
{i}- S(G,p) est posit ivement invariant par rapport au systeme (4.1) si 
'rfx(k) E S(G, p) ::::;.. x(k + 1) E S(G, p) 
En considérant les coefficients de saturation dans S( G, p) et la définition eles matrices 
Ai à partir de ces derniers, si x(k) E S(G, p), x(k + 1) peut être déterminé par le 
systeme polytopique (4.10) . Alors pour tout x(k) E S(G, p), c'est-à-dire, pour tout 
x(k) tel que Gx(k) :::5 p on a : 
2m 2m 
Gx(k + 1) = G L Àj,kAix(k) = L Àj,kGAix(k) 
j = l j=l 
Si les relations ( 4.17) et ( 4.18) sont satisfaites 'r/ j = 1, ... , 2m, on a: 
2"' 
2:: Àj,kGAix(k) 
j = l 
2m 
2rn 
2:: Àj,kHiGx(k) 
j=l 
2"' 
-< L Àj,kHjp 
j = l 
(4.20) 
(4.21) 
Comme LÀi,k = 1 on obtient Gx(k + 1) :::S p et l' invariance de S(G, p) par rapport 
j=l 
à (4.10) et , par conséquent, par rapport au systeme (4.1) est prouvée. 
{ii}- Ona : 
{ 
2"' } 
{ 
G(t·}x(k + 1) } G(i) " --\1·,kA1·x(k) V(x(k + 1)) = max ~-· ..:....__----'- = mfx ~ 
t P(i) -~----
P(i} 
(4.22) 
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Si l'équation ( 4.17) est vérifiée on peut écrire : 
( ( ~ )) { (~>.i,kHi)(i)Gx(k) } V X k + 1 = ffi!lX j = 1 
t ~------------
P (i) 
Puisque Pon a 
{ 
G(i)X } G(i)X w· 
rnax -- 2: -- , v?. 
i P(i) P(i) 
et puisque P(i) > O, "í/i, on a 
V(x)p 2: Gx 
Donc on peut écrire: 
2"' 
V(x) 2: G(i)X 
P(i) 
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(4.23) 
Alors, si la relation ( 4.18) est satisfaite on a LÀi,kHi(i)P ~ P(i) et, par conséquent, 
j=l 
V(x(k + 1)) ~ V(x(k)) 
La non-croissance de V(x(k)) le long des trajectoires du systeme (4.1) est donc 
prouvée. 
o 
Ce résultat est analogue à celui présenté dans (72] en considérant des systemes 
linéaires incertains. Dans ce cas, les condition ( 4.17) et ( 4.18) sont aussi nécessaires. 
Cependant, d'apres la remarque 4.1, les conditions (4.17) et (4.18) ne peuvent être 
que suffisantes pour le cas des systemes saturés. 
Dans le chapitre 3, nous avons insisté sur le fait que la garantie de l'invariance po-
sitive d'un ensemble par rapport au systeme saturé n'est pas suffisante pour pouvoir 
conclure sur la stabilité locale dans ce dernier. Un moyen de garantir la conver-
gence asymptotique vers l'origine des trajectoires initialisées dans S( G, p) est donc 
d'assurer que l'ensemble considéré est aussi contractif. 
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Proposition 4.2 : {92} S'il existe des matrices Hi E 3t9*9 à éléments non-négatifs 
telles que : 
pour j = 1, o o o, 2m, alors 
(i) L e polyedre S ( G, p) est contractif par rappor·t au systerne ( 4 01) ; 
(ii) La fonction 
V(x(k)) = max , (~ = 1, .. o, g) 6. { G(i)X(k) } o 
1 P(i) 
est strictement décroissante le long des trajectoires du systeme (4-1}0 
D émonstration : 
( 4024) 
(4025) 
( 4026) 
Si on prend en compte la définition de la contractivité et Jlinégalité stricte (4025) , 
la démonsLration de cette proposition suit les mêmes lignes que celle de la proposition 
401. 
o 
L'intcrprétation géométrique de la condition (ii) de la proposition 402 est la 
suivante : considérons qu'à l'instant k, V(x(k)) = Àk avec Àk ~ 1. Cela implique que 
x(k) appartient à la fronW~re d'un domaine homothétique S(G, ÀkP)o Si maintenant 
V(x(k)) est décroissante le long des trajectoires du systcme (401) on obtient V(x(k+ 
1)) = À k+ t < Àk, ce qui veut dire que x(k+1) appartient à la frontiere de S(G, Àk+ IP) 
et, par conséquent, à l'intérieur de S(G, ÀkP)o Ainsi, à chaque instant la trajectoire du 
systeme se contracte à l'intérieur du polyedreo Cependant, notons que ce résultat ne 
nous permet pas de conclure sur la stabili té du systeme saturé car aucune hypothese 
n'a été faite sur la matrice Co En effet, si K er G =I= {0} , S(G, p) est non-borné 
et, d'apres cc que nous avons vu dans la section 306, il peut exister des directions 
d 'instabilité dans S(G, p), V(x(k)) étant décroissanteo Ceci signifie que V(x(k)) n'est 
pas nécessairement une fonction de Lyapunovo 
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Remarque 4.2 : Notons que les conditions de contractivité pour le systeme linéaire 
x(k + 1) = (A+ BF)x(k) 
HG G(A + BF) 
Hp ~ P 
(4.27) 
(4.28) 
sont des conditions nécessaires pour la contractivité du polyedr·e S ( G, p) ~ S (F, Umin, 
Umax) par rapport au systeme saturé puisque li= 1m implique Ai= (A+ BF) . 
Remarque 4.3 : Si S(G, p) vérifie la relation (4 .11} ou (4.24} alors 1Ce1· G est 
Arinvariant. 
4.3.2 Stabilité asymptotique locale 
Nous venons d'insister sur le fait que l'invariance positive et la contractivité 
ne sont pas suffisantes pour garantir le comportement asymptotiquement stable du 
systeme saturé dans un ensemble polyédral. Nous allons donc fournir dcs conditions 
supplémentaires qui nous permettront de conclure quant à la stabilité asymptotique 
locale du systeme saturé. 
Proposition 4.3 : [92} Si S(G, p) est compact et contient ['origine {P(i) > O , Vi= 
1, ... , g), le systeme ( 4.1) est asymptotiquement stable dans le doma in e S ( G, p) s 'il 
existe des matTices Hi E ~9*9 à éléments non-négatifs vérifiant les relations (4.24} 
et {4.25}. 
Démonstration : 
En considérant les démonstrations des propositions 3.1 et 4.1 la preuve est im-
médiate. 
o 
Considérons un scalaire é, O < é < 1. Si les relations ( 4.24) et ( 4.25) de la 
proposition 4.2 sont substituées par: 
HiG - GAi 
Hip ~ ép 
(4.29) 
(4.30) 
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nous dirons que l'ensemble S(G, p) est é- contractif par rapport au systeme (4.1). 
Ce scalaire é correspond à un indice de vitesse de convcrgence à !'origine ou encorc 
à un índice de contraction . Cela équi vaut à dire que la fonct ion V(x(k)) décroit avec 
un taux plus granel ou égal à é, c'est-à-elire, V(x(k + 1)) ~ EV(x(k)). 
En consielérant la remarque 4.3, si le polyedre S(G, p) est non-borné 1 nous pou-
vons, à partir eles résultats présentés elans la section 3.6, énoncer lc corolla irc suivant. 
Corollaire 4.1 : Soit S(G, p) un domaine non-borné satisfaisant les relations (4.24) 
et (4.25). Si les valeurs p1"0pres associées à la restriction de la matrice A dans le 
sous-espace Ke1· G sont asymptotiquement stables, alo1·s S(G, p) est une Tégion de 
stabilité asymptotique du systeme saturé (4.1). 
4 .3.3 Expansion homothétique 
Dans cette section, nous allons étuelier le probleme 4.2. A partir eles résultats 
présentés elans la section précédente, nous proposons maintenant une méthoele pour 
calculer le coefficient maximal el'homothétic, Ómax 2': f3max, pour leque! on garant it 
la satisfaction eles relations (4 .24) et (4.25) ((4.17) et (4.18)) et, par conséqucnt, la 
contractivité (l' invariance positivo) elu polyeelre S(G, Ómaxw) par rapport au systeme 
( 4.1) . 
D 'apres la proposition 4.1, on doit d'abord, pour un scalaire ó candidat, déter-
miner lcs matrices Ai associées au domaine S(G, ów). Dans une deuxieme étape, on 
doit vérifier l'existence des matrices H i qui satisfont lcs relat ions ( 4.24) et ( 4.25) 
(ou (4.17) et (4.18)) . 
Ainsi, on peut chercher itérativcmcnt le plus granel ó, pour leque! on est capable 
de trouver les matrices Hj satisfaisant (4.24) et (4 .25) (ou (4.17) et (4.18)). 
Procédure pour déterminer les matrices Ai 
D'apres (4.8), afin de détermincr les matrices Aj, on doit elétcrminer les scalaires 
(amin)(i), i= 1, ... , m, en considérant les états qui appartiennent à S(G, ów) . 
1. Rappelons que pour utiliser la représentation polytopique pour conclure sur l'invariance po-
sitive et/ou la contractivité de S(G,p) lorsque il est non-borné, il doit êtrc non-borné seulement 
dans les directions associées à Ke1· F. 
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Par définition, le scalaire (amin)(i) est obtenu pour le maximum F(i)x(k) ou le 
minimum F(i)x(k) dans S(G, ów). Considérons donc les deux programmes linéaires 
suivants: 
{ 
Ymaxi = m:x F(i)X 
sous Gx ~ ów { 
Yminj = 11~11 F (i)X 
sous Gx ~ ów 
) /:;. . { -Umin(i) Umax(i) } Alors, on a (amin (i) = mm , , Vi= 1, ... , m . 
Ymin; Ymaxi 
(4.31) 
On peut donc donner une interprétation géométrique pour (amin)(i) ou plutô t 
pour son i11verse ((i) = (amin)~) : ((i) est le coefficient d 'exte11sion de la ieme facettc 
du polyedrc S(F, Umin, Umax) pour leque) cette facette est "tangente" au polyedre 
S(G, ów). Ceci est illustré par la figure 4.1. 
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FIG. 4.1- S(G, ów), S(F, (u), S(F, ÓUmin, ÓUmax) 
xl 
Définissons le polyedre S(F, (u) t:;. {x E ~n ; - ((i)Umin(i) ~ F(i)X ~ ((i)Umax{i), 
i= 1, ... , m}. Ainsi, puisque nous supposons que S(G, w) satisfait l'hypothese 4.1, 
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Ia condit ion d'inclusion suivante est satisfaite: 
S(G, ów) Ç S(F, Çu) Ç S(F, Óumin, óumax) ( 4.32) 
Dans cette approche, pour chaque ó, on doit trouver le polyedre S(F, Çu) qui est 
"tangent" à S(G, ów). Cela peut êtrc fait à partir de la solution dcs programmes 
linéaires (4.31). Cepcndant, il n'est pas nécessaire de faire ce calcul à chaquc instant. 
Pour cela considérons les programmes linéaircs : 
Définissons: 
{ 
Yomax; = mg.x F(i)X 
sous Gx ::5 w { 
Yomin; = mJ n F(i)X 
sous Gx ::5 w 
(} t::. . { -Umin(i) Umax(i) } i= Inlll ) 
Yomin; Yomax; 
Notons que puisque S(G, w) Ç S(F, Umin, Umax ), on a ()i~ 1. 
Considérons maintenant le polyedre 
S(F, Ümax 1 Ümin) = {x E 3111 - Ümin ::5 Fx ::5 Ümax } 
- (} - 1 t - () - 1 avec Umin(i) = i Umin(i) e Umax(i) = i tLmax(i) · 
(4 .33) 
(4 .34) 
(4 .35) 
Ainsi le polyedre S(F, Ümax 1 Ümin) est "tangent" a u domaine S(G, w). Par consé-
quent on peut appliquer le même coefficient d'homothétie ó ct donc satisfaire: 
( 4.36) 
ave c 
[:, (a(ó)min)(i) = (Bi/ó) i= 1, ... ,m (4.37) 
Procéd ur e pour déterminer les mat rices H1 
D'apres la proposition 4.2 s' il existe pour chaque j, j = 1, ... , 2m, au moins 
une matrice Hj à éléments non-négatifs vérifiant les relat ions ( 4.24) et ( 4.25) alors 
S(G, ów) est contractifpar rapport a u systeme (4.1). On peut formuler lc programme 
linéaire suivant pour trouver les matrices Hj : 
(4 .38) 
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Si 'r/j, il existe O< é< 1, alors l'ensemble S(G, ów) est contractif pour le systemc 
(4.1) . Sinon, nous devons "diminuer" le scalaire ó. 
Algorithme pour calculer Ómax 
Basé sur ce que nous venons de présenter précédemment, en considérant un 
scalaire J.Lo ~ éo, nous proposons maintenant un algorithme pour obtenir le coefficient 
maximal d 'homothétie, Ómax, tel que S ( G, Ómax w) est J.Lo-contractif par rapport au 
systeme (4.1). 
Algorithme 4.1 : 
• Pas O - Initialisation: ó = 60, précision, di f = óo/2 
• Pas 1 - Déterminer les ()i (i= 1, . .. , m) 
• P as 2 - Déterminer les matr·ices Ai (j = 1, . .. , 2m} à partirdes (a(ó)min)(i), 
i= 1, . .. , m, calculés par l'équation (4 .37} 
• Pas 3 - Pour chaque j = 1, ... , 2m, résoudre le programme linéaire {4.38}. 
- Si é ~ f-Lo, 'r/j = 1, ... , 2m, alors aller au pas 4. 
- Si non faire : 
• Óant = Ó 
• ó = ó- ldifl/2 
• dij = Ó- Óant 
• Retourner au pas 2 
• P as 4-
- Si dans toutes les itérations précédentes on a ·obtenu é~ f.Lo, 'Vj = 1, ... , 2m, 
alors faire : 
- Si non faire : 
• Óant = Ó 
• Ó=Ó*2 
• dij = Ó - Óant 
• Retourner au pas 2 
-Si ( précision < di f) faire: 
• Óant = Ó 
• ó = ó + I di f I /2 
• dij = Ó - Óant 
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• Retourner au pas 2 
-Sinon: 
• Ómax = Ó 
• FIN 
Si l'ensemble de départ S(G, w) est compact et contient !'origine, d'apres la 
proposition 4.3l'ensemble J.Lo-contractif S(G, Ómaxw), obtenu à partir ele l'application 
ele l'algorithme 4.1, est un domaine de stabilité asymptotique et ele comportement 
non-linéaire pour le systeme saturé (4.1). 
R emarque 4.4 : La modélisation du systeme saturé par un systeme polytopique 
a permis de formuler des conditions uniquement suffisantes pour l 'invar·iance posi-
tive et la contractivité de domaines polyédraux. D 'apres la remarque 4.1, le systeme 
polytopique est une repr·ésentation conser'Vative pour le systeme saturé. A insi, si on 
considere un polyedre S(G, w), l'ensemble S(G, Ómaxw), déterminé à par·tiT de l'appli-
cation de l'algorithme 4.1, n'est pas forcément l'ensemble homothétique maximal de 
S(G, w) qui préserve la propriété de contractivité {invariance). En effet, S(G, Ómaxw) 
est seulement l'ensemble homothétique maximal de S(G, w) qui satisfait les r·elations 
{4-29} et (4 .30} avec e= J.Lo. 
R emarque 4 .5 : Puisque l'ensemble de départ S(G, w) est par hypothese é0 -contractif, 
et puisque nous supposons J.Lo ~ éo, la convergence de l'algorithme 4.1 est garantie. 
En fait, dans le pire des cas on obtient Ómax = f3max ei J.Lo = é o. 
4.3.4 Expansion non-homothétique 
Maintenant nous abordons le probleme 4.3. La méthode proposée dans la sec-
tion 4.3.3 fournit un coefficient Ómax qui résout le probleme 4.2 , c'est-à-dire, elle 
donne le coefficient maximal d'homothétie pour leque! l'ensemble S(G, Ómaxw) est 
p 0-contractif pour le systeme ( 4.1). En considérant ce coefficient maximal d 'homo-
thétie on obtient les coefficients de saturation (amin)(i), Vi= 1, ... , m, par rapport à 
S(G, Ómaxw). Considérons le polyedre S(F, u~in' u~ax) obtenu à partir de ces coeffi-
cients. Nous nous intéressons clone à déterminer le plus grand ensemble J..L-contractif 
(J..L > J.Lo) pour le systeme (4.1) vérifiant lcs relations {4.29) et (4.30) et contenu dans 
S(F, u~inl U~ax)· 
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Les résultats théoriques, qui sont présentés dans ce qui suit , sont basés sur les 
travaux de Gilbert et Tan [37] et Blanchini [13],[15] relatifs à la détermination d 'en-
sembles maximaux d'invariance et de contractivité pour des systemes linéaires. Nos 
résultats peuvent être considérés comme une extension de ces travaux au cas des 
systemes polytopiques et, par conséquent, au cas des systemes saturés. Nous allons 
montrer que sous l'hypothese d'observabilité de la paire (F, A), l'ensemble maximal 
J.L-Contractif pour le systeme (4.1), vérifiant les relations (4.29) et (4.30) et contenu 
dans S(F, u~in> u~a~J, est borné et déterminable en un nombre fini de pas. Ces 
résultats nous permettront ensuite de formuler un algorithme. 
La méthode 
L'idée centrale de la méthode est d'ajouter, à chaque itération, des facettes au 
polyedre déterminé dans l'itération précédente de façon à s'approcher de l'ensemble 
cherché. 
Considérons un ensemble S(G, p) qui contient }'origine et qui est un ensemble 
compact et J.Lo-contractif pour le systeme saturé ( 4.1). A partir des coefficients de 
saturation (amin)(i), i= 1, .. . , m, que nous obtenons par rapport à S(G, p), définis-
sons: 
• = 
6 {A1, ... , A2m}: l'ensemble des matrices Ai = A+ BDj(Cimin)F, j = 
1, ... , 2m. 
• S(F, u~in> u~ax): la région de validité du modele polytopique associée au vec-
teur frmin 
L'ensemble de départ est noté S(Po, cpo) et correspond au polyedre S(F, u~lin> u~ax) . 
Ainsi, procédons à quelques définitions préliminaires: 
• S(Po, cpo) = {x E ~n ; Pox ::S cpo} 
• Po = [ _ ~ ] ; cpo = [ :~;: ] 
6 6 6 
• To = Po, ro = cpo, mo =2m 
• L'ensemble d'indices To 6 {1, ... , m 0} correspond au nombre de lignes de T0 . 
• L'ensemble d'indices .:J ~ {1, ... , 2m} correspond au nombre de matrices Ai. 
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Considérons maintenant les programmes linéaircs suivants: 
{ 
Yo · · = max T.o( ·)A ·x ~J X l J 
P Lo(i, j) : soumis à 
x E S(Po, <po) 
iE 'Io,jE.:J 
A partirdes programmes linéaires PL0(i,j) définissons: 
• L'ensemble d' indices :lo,i 6 {j E .:1 ; Yo,i,j > J.LTo(i) } 
6. 
• S(T1 , r-l)i,j = {x E iRn ; To(i)Ajx ~ ~LTo(i) } 
• s(rl, Tt )i ~ n s(rl, rl)i,j 
jE:To,i 
• S(T1, r1) ~ n S(T1, rl)i 
iEio 
(4.39) 
Ainsi, à part ir de la résolut ion des programmes linéaires PL0(i, _j), nous déter-
minons quelles sont les contraintes To(i)Aj ~ J.LTo(i) qui ne sont pas satisfa ites et, 
ensuite, nous les groupons en définissant l'cnsemble S(T1, r- 1). Autrcment clit, nous 
vérifions si pour tout x(k) E S(P0 , cp0) on a x(k + 1) E S(P0 , cp0 ) et. en plus s'il 
contracte vers l'intérieur du domaine avec un taux de contraction au moins égal à J.L. 
Une maniere de vérifier cela est d'analyser si toutes les contraintes To(i)x(k + 1) sont 
plus petites ou égales à ~tro(i)· Puisque x(k + 1) est donné par le modele polytopique 
(4.10), cela peut être fait en testant, pour chaque matrice A1, si To(i)Aj ~ J.LTo(i), 
'r/i E I 0 , 'rfx(k) E S(P0 , cp0 ) . S'il existe eles contraintes qui sont violées, elles doivent 
clone être considérées dans la prochaine itération afin de limiter le domaine de re-
cherche. Ainsi, l'ensemble qui doit être considéré dans l'itération suivante sera : 
( 4.40) 
Si on continue avec ce même raisonnement, une série de polytopes S(Pk, <f'k) peut 
être définie. Le premier élément de la série est S(P0 , cp0) et le kemc élément est défini 
génériquement par: 
(4.41) 
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Le (k + 1)eme élément peut donc être déterminé en considérant les progra.mmes 
linéaires suivants : 
. . { Yk,i,j = mf~ ~k(i)Ajx 
P Lk(~, J) : soum1s a 
X E S(Pk, 'Pk) 
et en définissant 
6 
• Ik = {1, .. . ,r,nk} . 
• Jk ,i 6 {j E J ; Yk,i,j > f-LTk(i)} 
6 
• S(Tk+l, Tk+l)i,j = {x E ~n ; Tk(i)AjX :S f-LTk(i)} 
• S(Tk+l) rk+t)i g n S(Tk+l, Tk+l)i,j 
jE:lk,i 
• S(Tk+l) Tk+l) 6 n S(Tk+l, rk+l)i 
i Eik 
Ainsi, S(Pk+ 1 , 'Pk+t) est défini par : 
ou de façon équivalente par: 
Résultats Théoriques 
i E Ik , j E :J (4.42) 
( 4.43) 
Remarquons que, par construction, on a S(Pk+t, 'Pk+t) Ç S(Pkl cpk)· En outre, 
s'il existe k* tel que Jk•,i = 0, 'i/i E Ik• on a S(Pk,<fJk) = S(Pk•,<fJk•), 'ilk ~ k*. 
Nous allons maintenant démontrer que s'il existe un tel indice k*, le polyedre ob-
tenu S(Pk·, 'Pk•) vers lequella série converge est f-L-contractif par rapport au systeme 
(4.1) ou (4.10). 
Proposit ion 4 .4 : {92} S'il existe k* tel que Jk•,i = 0, 'i/i E Ik·, alors le polyedre 
S(Pk., 'Pk·) est t-L-contractif pour le systeme (4.1) ou (4.10). 
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Démonstration : 
Considérons lc programme dual du programme linéaire (4.42) : 
DLP.(i, j) : l 
ou le variable d'optimisation est ck,j,i · 
YkJ i = max ck; icpk 
' CJc,j.i t ' 
soumis à 
Ck ,j,ipk = Tk(i) A j 
Ck,j,i 2:: 0 
( -!.45) 
Soit maintenant les matrices Hl;,k ct H2j,k dont chaque ligne est définie, avec i E 
Ik, j E .:J, comme : 
{ 
l:J. 
S I Hlj,k(i) = Ck,j,i • i YkJ,i :5 f.LTk(i) a ors 6 
H2j,k(i) = Omk+ 1 
ou l correspond à la lême ligne de la matrice Tk+1, laquelle est donnée par Tk(i)A; . 
A part ir de la définition ci-dessus, si Y;,k,i :::; f.LTk(i) les relations suivantes sont satis-
faites: 
[Hl;,k(i) 
[Hl;,k(i) 
d 'autre part, si YkJ,i > f.LTk(i) on vérifie 
* 
* 
O O ... 1. .. O O] = [Onlpk 
Tk(i)Ai 
* 
* 
( 4.46) 
( 4.47) 
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( 4.49) 
Ainsi, pour chaque k définissons la matrice Hi,k: 
(4.50) 
En remarquant que si k = k*, H2j,k• n'est pas définic ct Hj,k· = [ Zii~:k~ 1 ] , d 'apres 
la définition de Hj,k, donné en ( 4.50), il existe des matrices flj,k', j E J qui satisfo11t 
Hi,k· Pk. Pk· Ai 
Hj,k· <fJk· -< Ji<fJk· 
(4.51) 
(4.52) 
Ainsi, selon la proposition 4.2, la tJ.-contractivité de S(Pk·, <fJk· ) par rapport au sys-
teme (4.1) (ou (4.10)) est garantie. 
o 
Maintenant, nous montrons sous quelles conditions l'ensemble S(Pk·, <f/k · ) est 
déterminable en un nombre fini de pas. Pour cela il nous faut présenter quelques 
résultats préliminaires. 
Lemme 4.1 : Soit V(x ) = m~{ G(i)X} une fonction de Lyapunov J..Lo-contractive 
t P(i) 
commune à un ensemble de systemes du type 
x(k + 1) = Aix(k) Ai E 3 (4.53) 
Si x E S(G, TJP), fJ >O, alors2 
k (IJ Ai)x E tJ.~S(G, TJP) = S(G, Ji~TJP) (4.54) 
Démonstration : 
k 
2. Rappelons que IJ Ai dénote un produit quelconque de k matrices A;, Ai E 2 
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Si x E S(G, TJp), 77 > O, alors V(x) ~ 7]. En outre, comme V(x) est une fonction ele 
Lyapunov f.Lo-cont ractive pour tous lcs systemes (4.53) on a V(Aix) ~ f.Lo V(x) ~ J.LolJ, 
'Vj = 1, ... ,2m . Cela implique que Ajx E /loS(G, TJp). Puisque ce raisonnemeut peut 
k 
être appliqué d'unc façon récursive on a ( fl Ai)x E 11~S(G, qp) = S(G, f.L~1Jp). 
o 
Corollaire 4.2 :Si V (x) = max{ G(i)X} est une fonction de Lyapunov Jlo-contractivc 
t P(i) 
commune aux systemes (4.53} alm·s: 
k 
(i) (fl Ai )x ---? O quand k ---? oo, 'Vx E ~n. 
{i i} V( x) est une fonction de Lyapunov f.J.o- contractive pour· L e systeme polytopiquc 
{4.1 O} avec Ai E :=:. 
Lemme 4.2 : Si la paire (F, A) est obsen;able alors les paires (F, Ai) sont aussí 
observables 'V Ai E :=:. 
Démonstration : 
Par définition [26], si (F, A) est observable on a 
XT [ FT AT pT ... (An-l )1'FT ] = 0 
si et seulement si x = O. 
Supposons maintenant que la paire (F, Ai) = (F, (A+ BD('yj) F) ) n'est pas obscr-
vable. Alors :Jx =I= O tel que : 
I ~(A+ BD('r;)F) x =O ~(A + BD('yi)F)n-t (4.55) 
ceei implique que 
I F I FA x = O ~An-1 
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ce qui représente une contradiction par rapport à l'hypothese d'observabilité de la 
paire (F, A). 
o 
Lemme 4.3 : Si la paire (F, A) est observable, alors le plus grand ensemble polyédral 
J.t-contractij pour le systeme (4 .10} contenu dans S(F, u~i1l' u~ax) est bomé. 
Démonstration : 
Si rang(F) = n le polyedre S(F, u~in> u~ax) est borné et, par conséquent, tous 
les ensembles invariants qu'il contient sont aussi bornés. 
D'autre part, si rang(F) < n on a /Cer F i=- {O} et clone S(F, u~lin > u~ax ) est non-
borné dans les directions de /Cer F. Une condition nécessaire pour qu'un polyedre 
non-borné contenu dans S(F, u~in> u~ax) soit invariant pour le systeme (4.10) est 
qu'il existe un sous-espace non vide Arinvariant, Vj = 1, .. . , 2m, contenu clans 
/Cer F [23],[22] . Pour cela il faut que toutes les paires (F, Aj) soient non-observables. 
Cependant, sous l'hypothese d'observabilité de la paire (F, A), d 'apres le lemme 
4.2 cela n'est pas possible et, par conséquent, le plus grand ensemble polyédral fJ,-
contractif contenu dans S(F, u~in> u~ax) est forcément borné. 
o 
Théoreme 4.1 : {92} Si la paire (F, A) est observable et V(x) = m9-JC{ G(i)X} est 
' P(i) 
une fonction de Lyapunov J.to-contractive pour le systeme polytopique {4-1 O) alors si 
on considere J.t > J.to : 
{ii} S(Pk., <pk•) est le plus grand ensemble j.t-contractij contenu dans S(F, u~in > u~lax). 
{iii} S(Pk•,<pk•) estborné. 
Démonstration : 
(i) Considérons les polyedres suivants: 
S(Qj, Qmin, Qmax) ~ {x E Rn ; - Qmin ::S QjX ::S qmax} ( 4.56) 
94 CI-IAPITRE 4. APPROCHE PAR POLYTOPE DE MATRICES 
U~in I F I U~1ax I J.LU~in F Aj J1U~ax 
: ' Qj = : et Qmax = . . 
11n- tua . F Ar~- 1 11n-lua r mtn J max 
avec Qmin = 
Puisque (F, A) est observable, d'apres le lemmc 4.2, la paire (F, A1) est aussi obser-
vablc et, par conséquent, S(Qj, Qmin., Qmax) est un polyedre borné. Par construction , 
on a 
S(Pn- 1, cpn-t) Ç S(Qj, Qmín• Qmax) 
cette inclusion implique qu 'il existe k ~ n - 1 tel que S(Pr.:, cpk.) est borné. 
Puisque V(x) est une fonction de Lyapunov , S(G, p) est un polyedrc compact. Alors , 
il existe v > O te! que S(Pf.:, cpJ.) Ç S(G, vp) . Le domaine S(G, vp) est le plus pctit 
domaine homothétique à S(G, p) qui contient S(Pk, cpk) · 
D'aprcs !e lemme 4.1 et comme J.L > J.Lo, il existe k* te! que: 
k'+I ( II Ai)S(G,vp) c J.L~' + 1 S(G,vp) c ,i' + 1 S(F,u~i11 ,1.L~11x) ( 4.57) 
k ' + l 
CommeS(Pk· ,cpk· ) Ç S(Pk,cpr.) Ç S(G,vp) . Cela impliqucqueVx E ( II Aj)S(Pk· , cpk· ) 
on a: 
Autrement dit on a, Vi = 1, ... , m : 
k'+l 
max F(i)( IT Aj)X ~ J.Lk'+Iu~ax(i) 
xES(P~.: · ,'/'~.:· ) 
et 
k ' +l 
· v ( IT A ) k'+I a mm r (i) j X ~ - J.l um in( i) xES(P~.: · ,'PJ.: • ) 
Alors, par construction, 
S(Pk·+t, cpk ·+t) = S(Pk· , cpk · ) 
et donc S(Pk, cpk) = S(Pk., cpk. ), \fk ~ k*. 
2m 
(ii) En considérant toutes les combinaisons possibles de Àj,k (avec L Àj,k = 1 et 
j = l 
O ~ Àj,k :::; 1, \fj = 1, ... , 2m, \fk), l'équation 
2m 
x(k) = (L Àj,kA1)kx(O) (4.58) 
j=l 
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permct d'engendrer toutes les trajectoires possibles pour le systeme polytopiquc 
( 4.10), ou de maniere équivalente, permet de détermincr toutes les valeurs possibles 
pour Pétat à l 'instant k à partir d 'une condit ion initiale x(O). 
Par construction, S(Pk. , C{Jk· ) peut être défini par: 
k 
S(Pk· ,C{Jk· ) ~ {x E ~n; (J} Aj)x E 1-LkS(F,u~in,u~ax), \lk;::: k*} (4.59) 
D 'aprcs ( 4.58) et ( 4.59) nous pouvons conclure que: 
2m 
S(Pk•1 C{Jk•) ~ {x(O) E Rn; x(k) = CL:>\.kAj)kx(O) E 1-LkS(F,u~in, ·u~ax), Yk;::: k*} 
j = l 
( 4.60) 
Supposons maintenant que S(Pk. , C{Jk· ) n'est pas le plus granel ensemble f.L-Contractif 
pour le systeme polytopique (4.10) contenu clans S(F, U~1in' u~wx) · Considérons que 
M est cet ensemble. Ainsi 3x(O) E M et x(O) rf. S(Pk. , C{Jk· ). Puisque M c 
S(F, u~in, u~ax), x(O) E M implique que x(k) E p.kS(F, u~tin, U~1ax)· Alors d 'apres 
( 4.60) x(O) E S(Pk., CfJk· ), ce qui représente une contradiction. 
(iii) D 'apres le lemme 4.3 le domaine S(Pk . , CfJk· ) cst borné puisque (F, A) est 
observable. 
o 
Commc S(Pk . , C{Jk· ) est le plus granel ensemble contractif contenu dans S(F, u~lin' 1t~wx) 
pour le systeme (4.10), nous pouvons établir le théoreme suivant. 
Théorem e 4.2 : {92} Si la paire (F, A) est observable et V(x) = max{ G(i)X } est 
t P(i) 
une fonction de Lyapunov JJ.o-contractive pour le systeme polytopique (4.1 O) alors: 
{i} S(Pk., CfJk·) est le plus grand ensemble f.L- contractif (!-L > f-Lo) pour le systeme 
saturé {4. 1} qui est contenu dans S(F, u~if1 , u~ax) et satisfait les relations 
(4 .24) et (4.25}. 
{ii} S(Pk. , C{Jk·) est une région de stabilité asymptotique pour· le systeme saturé. 
Démon stration : 
En considérant la remarque 4.1, la preuve est immédia te à partir des démons-
trations de la proposition 4.4 et du théoreme 4.1. 
o 
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Algorit hme p our dét erminer S(Pk., CfJk · ) 
Supposons qu'à part ir d'un ensemble S(G, w) compact satisfaisant l'hypothese 
4.1 nous avons déterminé S(G, Ómaxw) à partir de l'algorithme 4.1. Alors la fonction 
V(x) = max{G(i)X}, avec p = <>maxW est une fonction de Lyapunov ,u0-contractive 
t P(i) 
pour le systeme saturé. Comme S(G, w) satisfait l'hypothese 4.1 ct est compact, la 
paire (F, A) est observable. Nous pouvons ainsi déterminer S(Pk. , 4?k·) en utilisant 
l'algorithme suivant. 
Algor it hme 4.2 : 
• P as O: Initialisation: To= Po; To= C{Jo; mo =2m; T.o = {1, ... , mo}. 
• P as 1 : PouT i E T.k et j E .:1, résoudTe les pmgrammes linéaiTes (4.42). 
• P as 2 : DéfiniT 
- Jk,i = {j E .:1; Yki,j > ,UTk(i)} 
- l = 1 
• P as 3: 
- Si Jk ,i = 0, Vi E T.k, aloTs: 
• S(Pk, cpk) est le plus grand ensemble ,u-contmctif 
• FIN 
- Sinon, aller au pas 4. 
• P as 4: Pour chaque j E :r, pour· i= 1 jusqu'à i= mk faiTe 
- Si j E Jk,i : 
• Tk+t(t) = Tk(i)Ai 
• Tk+l(l) = ,UTk(i) 
• l=L+1 
• P as 5 : 
- Définir 
4.4. EXEMPLE NUMÉRIQUE 97 
• mk+ 1 = nombre de lignes de la mat1'ice Tk+ 1 
• k=k+1 
- Retourner au pas 1 
4.4 Exemple numérique 
Considérons le systeme étudié dans [96]; il est décrit par: 
A = [ 0.8 0.5] ; B = [ O l 
- 0.4 1.2 1 
Les contraintes sur la commande sont définies par 'Um;11 = tLmax = 7. 
La matrice A est instable puisque a(A) = {1 ± j0.4}. 
La matrice F = [ 0.2888 - 1.8350 ] est déterminée dans [96] dans le but de 
stabiliser le systeme et de rendre le polyedre S( G, w) défini par : 
G = [ - 1.~ ~ ]· w = 1550 l - 1 -2 ' 
1.5 -2 10 
positivcmcnt invariant et contenu dans S(F, Umin, Umax)· 
En choisissant JJ.o = 0.998 et en appliquant l'algorithme 4.1 pour déterminer Ómax 
on obtient 
() = 1 ; Ómax = 1.8629 ; amin = 0.5368 
Si maintenant on choisit JJ. = 0.999, l'application de l'algorithme 4.2 nous donne 
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S(Pmax, <fJmax) = S(Pk', <fJk•) défini par: 
0.2888 - 1.8350 7.0000 
0.4351 1.3096 6.9930 
0.6806 - 0.2501 6.9930 
0.6057 0.2865 6.9790 
Pmax = 
0.5723 0.4991 6.9790 
- 0.2888 1.8350 ; <fJmax = 7.0000 
- 0.4351 - 1.3096 6.9930 
- 0.6806 0.2501 6.9930 
- 0.6057 - 0.2865 6.9790 
- 0.5723 - 0.4991 6.9790 
La figure 4.2 dépeint lcs différents domaines. 
- 1 Ql.__---L._--.J-_ __L._ _ _.___.i....____...JL-_.L-----'---'-----' 
-25 - 20 - 15 - 10 - 5 o 5 10 15 20 25 
F IG. 4.2 - a. S(G, w); b. S(G, Ómaxw); c. S(Prnax, <fJmax) ; d. S(F, Umirl l Um ax ) 
4.5 Conclusion 
Dans cc chapitre, nous avons proposé une tcchnique pour la détermination de 
domaines polyédraux de comporternent non-linéairc pour le systcme saturé dans les-
quels la stabilité asymptotique du systeme est assurée. Le comportement non-linéaire 
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du systeme avec saturation eles commandes est pris en compte par l'utilisation d'un 
modele polytopique. Ce modele permet de représenter toutes les trajectoires du 
systeme saturé dans un certain ensemble de !'espace d 'état. Sur la base de cette mo-
délisation, nous avons formulé eles conditions suffisantes pour l'invariance positive, 
la contractivité et la stabilité asymptotique dans eles ensembles polyédraux. 
A partir de ces conditions nous avons proposé une méthode basée sur des schémas 
de programmation linéaire pour la détermination de régions de stabili té asympto-
tique. En supposant qu'un polyedre contractif S(G, w) contenu dans la région de 
linéarité du systeme saturé ait été déterminé en utilisant une eles techniques exis-
tantes clans la littérature, la méthode proposée peut être clécomposée en cleux étapes 
principales : 
• Une expansion homothétique de S( G, w) clans la zone de comportement non-
linéaire. 
• La clétermination de l'ensemble J.t-contractif maximal par rapport à la repré-
sentation polytopique clu systeme saturé. 
Cette méthode cl'analyse peut être étenclue clirectement au casou eles incertitucles 
sur le modele linéaire ou eles perturbations additives sont présentes. Il est clair que, 
dans ce cas, nous allons obtenir eles solutions plus conservatives. Par ai lleurs, même 
si nous avons présenté la méthode en considérant un retour d'état, son application 
au cas d'un retour dynamique suit les mêmes étapes, moyennant la re-cléfinition de 
la région de linéarité. 
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Conclusion de la partie II 
Lc principal avantage de l'approche par régions de saturation par rapport à 
celle par polytope de matrices est la nature néccssaire et suffisante eles conditions 
établies. Cependant, ces conditions sont plus complexes à vérífier ct demandcnt une 
quantité de calculs nettement supérieure à cel le établie à partir de la représcnta tiou 
polytopictue. Cela víent du fait qu'il faut, d'abord, détermincr les sommets d'un 
polytopc et, ensuite, pour chacune eles régions de saturation, résoudre 9 * dim(Ii) 
programmes linéaíres. Sachant que l'on a 3m régions ele saturation, si lc polyeclrc 
S(G, w) a une intersection non-vidc avec toutes les régions de saturation, on aura, 
au minimum, 3m* g programmes linéaires à résoudre. D'autrc part, le nombre clt' 
sommcts et la complexité pour les calculer augmentent avec l'ordre du systàme et la 
quantité de contraintes qui définisscnt le polycdre, c'est-à-díre, lc nornbre de lignc::; 
ele G. Cependant, aujourd'huí il existe eles a lgorithmes efficaces pour le calcul eles 
sommcts d'un polytope (voir par excmple [69) et [70)·et lcurs référcnces). Par ailleurs, 
le temps de calcul n'est pas critique sachant que seule l'analyse du systcme avcc eles 
saturations est envisagéc et que les algorithmes sont basés sur la programmatíon 
linéaire (ce qui, en général, ne pose pas de problemes d 'ordre numérique). C'cst 
pourquoi, nous pensons que l'approche par régions de saturation peut parfaitement 
être mise en oeuvre avec les ressources informatiques actuelles. 
Les tests eles conditions formulées avec l'approche par polytopc de matríces sont 
moins complexes. Par conséquent, la mise cn oeuvre eles a lgorithmes rormulés à 
partir de cette approche est plus facile et directe. En effet, il n 'est pas nécessaire 
de calculer les sommets du polyedre et on a seulement 2m (le nombre de matrices 
Aj) programmes linéaires à résoudrc. Par centre, comme les conditions obtcnues par 
cette approche ne sont que suffisantes nous pouvons obtenir eles expansions homo-
thétiques conservatives. Ce fait est bien illustré, pour le cas d'un systeme continu, 
dans [44) . Néanmoins, nous considérons que le point fort ele l'approche par po-
lytopc de matrices est la possibilité de réaliser une expansion non-hornothétique, 
c'est-à-dire, apràs l'expansion homothétique on peut déterminer le plus granel en-
semble contractif contenu dans la région de validité du modele polytopique vérifiant 
les conditions suffisantes données. Avec l'approche par régions de saturation cette 
expansion non-homothétique reste pour le moment un sujet de rccherchc ouvert. 
Les deux approches ayant, à la fois, eles avantages et des inconvénients, nous 
pouvons essaycr de les combiner afin ele profiter de leurs points forts et d'éviter (ou 
minimiser) les problemes associés à chacune d'elles. Ainsi, nous proposons maintc-
nant deux manieres alternatives de combiner les deux approches. 
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Premiere proposition 
Etant donné un polyedre S(G, w) contractif et contenu dans S(F, Umin' Umax), 
nous commençons par une expansion homothétique en utilisant l'algorithme 4.1 basé 
sur l'approche polytopique. Soit Óma.x le coefficient d'homothétie maximal véri fiant 
les relations (4.24) et (4.25). Considérons un polyedre S(G, (ómax+E)w) , avec é ---7 O, 
c'est-à-uire, é est un scalaire positif aussi petit que l'on veut. 
Ensuite, nous pouvons vérifier si S(G, (ómax + E)w) est positivemcnt invariant 
pour le systeme saturé en utilisant les relations (3.13) et (3 .14) basées sur l'approche 
par régions de saturation. Ainsi, si ces relations ne sont pas vérifiées, on peut conclurc 
que S(G, Ómaxw) est le plus grand domaine engendré par la fonction de Lyapunov 
V(x) = maxi { ~;;>:r: }. Cela est formalisé dans le corollaire suivant. 
Corolla ire 4.3 : Supposons que Ómax est le coefficient maximal pou1· lequel les re-
lations de contractivité (4.24) et (4.25) sont satisfaites. Si le polyedre S(G, (ómax + 
E)w), avec é ---7 O, n'est pas positivement invariant par mpport au systeme {3.1), alors 
le domaine S(G, Ómaxw) est le domaine contractif maximal homothétique à S(G, w) 
pour le systeme (9.1). 
De cette façon, si la condition du corollaire 4.3 est satisfaite pour un dornaine 
S(G, w) compact, nous pouvons conclure que S(G, Ómaxw) est le domaine maximal 
engendré par la fonction V(x) sans avoir besoin de calculer les sommets du poly-
edre. Dans le casou S(G, (ómax + E)w) est positivement invariant, on peut conclure 
que l'expansion homothétique est conservative. Alors on peut appliquer l'algorithme 
3.1 pour continuer l'expansion et obtenir un domaine plus grand. En outre, si nous 
voulons garantir un certain taux de contractivité J.L, alors au lieu des relations d'in-
variance (3.13) et (3.14) il faudra utiliser la condition donnée dans le théoreme 3.2. 
D euxieme proposition 
Supposons que nous avons obtenu une expansion homothétique et ensuite une 
expansion non-homothétique en utilisant les algorithmes 4.1 et 4.2 basés sur la re-
présentation polytopique. Soit S(P*, cp*) = S(Pmax 1 cpmax) l'ensemble ainsi obtenu. 
Nous pouvons alors appliquer sur cet ensemble l'algorithme 3.1, basé sur les régions 
de saturation, afin de vérifier si S(Pmax1 cpma.x) peut encore être augmenté homothé-
tiquement en gardant la propriété de contractivité par rapport au systeme saturé. 
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Troisieme partie 
Approche ellipsoldale 
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Chapitre 5 
Analyse 
5.1 Introd uction 
Dans ce cbapitre nous nous intéressons à la détermination de domaines de sta-
bilité de type ellipso.idal pour le systeme saturé : 
x(k + 1) = Ax(k) + Bsat(Fx(k)) (5 .1) 
Pour cela nous utilisons la représentation polytopique du systeme saturé décrite 
dans le chapitre 4. A partir de cette représentation nous formulons d'abord des condi-
tions sous la forme d'inégalités matricielles linéaires (LMis) pour la contractivité 
d'un ensemble ellipso'idal par rapport aux trajectoires du systeme saturé. Ensuite, 
ces conditions sont utilisées pour présenter un algorithme, basé sur la résolution 
de problemes d'optimisation convexes, permettant la détermination de régions de 
stabilité ell ipso1dales. 
5.2 Stabilité asymptotique locale 
Considérons un ensemble ellipso1dal centré à l'origine (voir annexe A) . 
(5.2) 
avec c E R, c > O et P E Rn•n, P = pT > O. 
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Dans cet te section nous donnons une condit ion suffisante pour la garant ie de la 
stabilité asymptotique locale du systeme saturé (5 .1) dans des clomaines cllipsoi'claux 
du type (5.2) . 
Considérons les matrices Ai définies à part ir eles coefficients de saturation asso-
ciés à un ensemble So (voir section 4.2). Supposons que E(c) Ç S0 . 
Proposition 5.1 : Si l'inégalité matricielle 
A}' PAi - P < O (5.3) 
est satisfaite V j = 1, . . . , 2"", alors l 'ellipsoi'de E (c) est un domaine contractij de 
stabilité asymptotique pour le systeme ( 5.1). 
Démonstration : 
Supposons que x(k) E E(c) . En particulier, x(k) E âE(cl), c1 ~ c, c'est-à-dire, 
x(k)1'P x(k ) = c1. Soient les coefficients de satura tion , (amin)(i), dans S0 . P uisque 
E(c) Ç S0 , l'état à l' instant (k + 1) peut êt re déterminé comme une combina ison 
linéaire convexe des matrices A; : 
21>1 
x(k + 1) =L Àj,k Ajx(k) (5.4) 
j= I 
2"' 
ave c L Àj,k = 1, Àj,k ~ O 
j = 1 
D'aprcs le complément ele Schur, l 'inégali té (5.3) est équivalcntc à l' inégali té 
(5.5) 
Considérons que l'inégali té (5.3) est satisfa ite Vj = 1, . .. , 2m. Par convexité on a : 
ou de maniere équivalente 
2m 2m 
(L .Xi,kAif P(L .X;,kA;)- P <O (5.6) 
j = l j = I 
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L'inégalité (5.6) implique que: 
2"' 2"' 
x(kf(l::: À;,kA;f P(l::: Àj,kA;)x(k)- x(k)T Px(k) < O Vx(k) :f. O (5.7) 
j=l j=l 
Ainsi , d 'apres (5.4) l'inégalité (5.7) signifie que: 
x(k + 1f Px(k + 1) - x(k)T Px(k)<O Vx(k) :f. O (5.8) 
c'est-à-dire, 
x(k + 1fPx(k + 1)<ct 
Donc on obtient x(k + 1) E intE(c!), ce qui montre que E(c) est un ensemblc 
contractif. Puisque l'ensemble est aussi compact, la stabilité asymptotique locale du 
systeme saturé (5.1) dans E(c) est garantie. 
D 
Dans la proposition 5.1 nous associons au systeme saturé une fonction de Lya-
punov quadratique 
V(x) = xTPx (5.9) 
et sous la condition (5.3), cette fonction est strictement décroissantc pour tous les 
états appartenant à E(c). Autrement dit, cette proposition garantit la stabilité du 
systeme saturé dans un contexte local. Cette proposition peut être vue comme une 
application du théoreme 1.1 au systeme saturé (5.1) en considérant V : U ~ ~ avec 
U t::,. E(c) et V définie par (5.9). Dans ce cas, comme E(c) est aussi un domaine de 
Lyapunov, la convergence asymptotique vers !'origine de tous les états appartenant 
à ce domaine est garantie, c'est-à-dire, E(c) est une région de stabilité asymptotique 
pour le systeme (5.1). 
11 cst important de rcmarquer la différence de ce résultat, qui considere le com-
portement d'un systeme saturé, par rapport au résultat classique (voir par exemple 
dans [17]) considérant des systemes linéaires avec des incertitudes du type polyto-
pique (comme nous l'avons défini dans la remarque 4.1). Pour ce type de systemes, 
nous pouvons montrer que la condition (5.3) est une condition suffisante de stabilité 
asymptotique globale, c'est-à-dire, la fonction V(x) vérifie les conditions du théoreme 
1.2. 
Par ailleurs, la condition (5.3) est seulement suffisante pour garantir la contracti-
vité d'un ensemble E(c) contenu dans un ensemble S0 par rapport au systeme saturé 
alors que cette condition est aussi nécessaire si l'on considere un systeme incertain 
(voir remarque 4.1). 
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5.3 Détermination de régions de stabilité asymp-
totique 
Supposons que la matrice F ait été calculée pour satisfairc eles objectifs dr com-
mande prédéterminés et que cette matrice soit telle que toutes lc valeurs propres 
de (A+ BF) sont contenues dans !e cercle unité. De la même façon que dans lcs 
chapitres 3 et 4, nous nous intéressons dans cette section à la détermination de ré-
gions de !'espace d 'état pour lesquelles le comportement asymptotiquement stable 
d u systeme en boucle fe rmée peut êt re garanti par l'application de lois de commande 
du type sat(Fx(k)). 
Nous étudions plus particulierement eles domaines de type cllipso·idal. Da ns cr 
contexte, nous proposons deux méthodes de détermination de régious de stabilité 
asymptotique locale pour le systeme saturé (5.1). La premiere est ana.logue à l'cxpan-
sion homothétique présentée dans la sect ion 4.3.3 pour eles domaines polyéclraux. La 
deuxieme consiste à résoudre itérativement deux problemes d'optimisation convexes 
afin cl'obtcnir un ellipso1de maximal selon un certain criterc géométrique. 
5.3.1 M éthode 1: expansion homothétique 
Cette méthode consiste à appliquer l'algorithme générique proposé dans [20] en 
considérant une fonction de Lyapunov quadratique. Ceci a été présenté pour le cas 
continu dans [93] et [60]. L'extension au cas discret est immécliate. Dans ce cas les 
étapes à suivre sont données par l'algorithme suivant: 
Algorithme 5.1 : 
• Pas O : ChoisiT une 1natTice Q = QT > O et la précision de calcul désiTée. 
• Pas 1: Déterminer P vérifiant l'équation : 
(A+ BFfP (A +BF)- P = - Q 
• Pas 2 : DéteTminer: 
{ 
J.li = m:x xr Px 
- sous 
-Umin(i) ~ F(i)X ~ Umax(i) 
i= 1, .. . ,m 
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(m~n{ Umin(i), Umax(i)} ) 2 
- p, = m.in{J.Li} = 1 F: p-I F.T 
l (i) (i) 
• Pas 3: 
- Résoudre les problemes suívants, i= 11 • •• 1m: 
{ 
Ymax; = m:x F(i)X 
sous xrPx = p, { 
Ymin; =. n~n F(i)X 
SOU$ x?'Px = Jl 
(5.10) 
D , . B . { -Umin(i) Umax(i)} = min { -Umin(i) , Umnx(i)} - etermmer: i = mm , 
Ymin; Ymax; VJJ-F(i)p-l FJ) 
• Pas 4: 
Déterminero:(ó)(i) =(~),i= l, ... ,m 
A partirdes o:(ó)(i) déterminer les matrices Ai . 
• Pas 5 : Tester AJ' PAi - P 1 j = 1, ... , 2m. 
- Si AJ' PAi - P 2: O alors: faire Óant = c5; diminuer ó; 1·etourner au Pas 
4. 
Sinon 
* Si ló- Óant I > précision alors: faire Óant = ó; augmenter c5; retourner 
au Pas 4. 
* Sínon c = 82 p,. FIN 
Ainsi, d'apres la proposition 5.1, E(c), avec c = ó2p,, est l 'ellipso·ide maximal 
associé à la fonction de Lyapunov V(x) = xr Px pour leque! la relation (5.3) est 
vérifiée, Vj = 1, ... , 2m. 
L'inconvénient majeur de cette méthode, que l'on retrouve aussi dans le cas 
des ensembles polyédraux, est que l'on fixe des le départ la forme du domaine de 
stabilité. En effet , dans ce cas, le choix de la matrice Q fixe la matrice P et, par 
conséquent, la forme de l'ensemble ellipso'idal. De cette façon, si on fait le "bon" 
choix, on va obtenir un ensemble ellipso'idal de stabilité asymptotique relativement 
"grand". Autrement dit, l'ellipsoi'de ainsi obtenu sera une bonne approximation de 
la région d'attraction de !'origine. Par contre, si le choix est "mauvais", l'axe majeur 
de l'ellipso'ide peut, par exemple, co'incider avec la direction le long de laquelle !e 
domaine d'attraction est plus "étroit". Dans ce cas, l'ellipso'ide obtenu sera une 
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FIG. 5.1 - Appro~âmation de la région d'attmction 
approxímation tres conservative de la région cl 'attraction de l'origine. La Figure 5.1 
illustre ce fait . 
Aínsí, il est intéressant de déterminer un ellipso·ide qui "collc" de la meilleure 
façon possible à la région d 'attraction. Pour cela il faut laisser le choix ele P libre 
afin de satisfaire un critere relié à la maximísation en termes de "taille" du domaine 
ellipso·idal final. Dans le but d'atteindre cet objectif nous proposons la méthode 
suivante. 
5.3.2 Méthode 2 : optimisation convexe 
Pour simplifier, considérons que les contraintes sur la commande sont symé-
t riques, c'est-à-dire : 
- p :::S u(k) :::S p , p E Rm , p >- O 
Soit a = [a(l) . .. a(m)f un vecteur de coefficients de saturation. A partir de ces 
coefficients de saturation nous pouvons déterminer les matrices Ai = A + Di(a)F 
(voir section 4.2) et représenter le comportement du systeme saturé dans l'ensemble 
/:;. S(F,pfa) = {x E Rn; - pfa :::S Fx :::S pfa} (5.11) 
par un systeme polytopique. Par conséquent, le domaine etripsoidal contractif que 
nous allons déterminer, en utilisant cette représentation polytopique, doit être contenu 
dans S (F, pfa ). Ainsi , nous sommes intéressés tout d 'abord par la clétermination de 
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conditions garantissant l'inclusion d 'un ellipso"ide dans un polyedre symétrique. Pour 
cela considérons les cnsembles : 
et 
S(G,w,w) b. {x E !Rn; - w ::S Gx ::S w} 
ou P E ~n·n, P = pT > O, 77 E~~ 7] > 0, G E ~g·n, w E ~9 et W(i) > 0, 'ili = 1, ... , g. 
Le lemme suivant donne une condition néccssaire et suffisantc pour que l'ellipso.idc 
ê(17- 1) soit contenu dans le polyedre S(G, w, w) . 
Lemme 5 .1 : (41] {34} ê(77- 1) C S(G, w, w) si et seulement si l 'inégalité matricielle 
(5 .12) 
est satisfaitc 'i! i = 1, .. . , g. 
D ém onstration : 
A partir du complément de Schur, l'inégali té (5 .12) est équivalentc à: 
P - 1 _ (G . p - t)T - 2 -l(G. p-l) > 0 (t} w(i) 17 (t} -
p - l > p - tcr 0 p - 1 -2 -1 
- (i) (i) w(i} 17 (5.13) 
En multipliant par ? 112 les deux côtés de l'inégalité (5.13) on obtient 
In > p-lf2ar 0 _ p - I/2 -2 -1 (i) (t) w(i) 77 
{::} 2 w(i) > Àmax ( ( 17P) -II2G[i> G(i) ( 77P) - 112) 
{::} 2 > max IIG(i)(17Pt112YW = max IIG(i}(17P)- 112YW (5 .14) w(i) IIYII=l IIYII9 
Considérons maintenant le changement de variable suivant : 
Alors l'inégalité (5 .14) est équivalente à 
(5 .15) 
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En prenant en compte que 
l'inégalité (5.15) équivaut à 
2 
w(i) > 
2 
w(i) > 
-W(i) ~ G (i)X 
max IIG(i)xW 
xet:( 11- 1 ) 
(G(i)x) 2 
~ W(i) 
"í/x E E{77- 1) 
"í/x E E(17- 1) 
ce qui prouve que l'inégalité (5 .12) cst équivalentc à l'inclusion E(17- 1) c S(G, w . w). 
o 
Soit rnaintenant f(E(7J - 1 )) une fonction convexe associée à la région ellipso.idalc 
que nous voulons déterminer. Nous supposons que Ia minirnisation de cetLe fonct.ion 
implique la ma-'<irnisation, dans un seus géométrique, d'une caractéristiquc de la 
région, par exemple: le volume, la longueur de l'axe mineur de l'cllipso"ide ou encore 
l'extension de l 'ellipso"ide le long de certaines directions. 
Considérons lc probleme d'optirnisation suivant: 
y = min f(E(ry- 1)) 
soumis à 
(i) [ W W(A + BWDj(a:)F)Y l > O 1. = 1, .. . , 2m (A+ BDj(a:)F)W (5.16) 
(ii) [ W W Fl.( (i)a:)~i) ] > O i = 1, .. . , m 
O:(i)F(i) W 7J P(i) -
ou W = w·r > O, O < O:(i) ~ 1 et 77 > O sont les variables du probleme. 
Proposit ion 5.2 : Chaque solution admissible (W, a:, ry) de {5.16} est telle que l'el-
lipsofde 
E(77- 1) ~ {x E ~n; xTW-1x ~ 77- 1} 
est un domaine de stabilité asymptotique pou1· le systeme saturé {5.1). 
Démonstration : 
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Considérons une solution admissible (W, a, ry) de (5 .16). A partir du complément 
de Schur, l'inégalité (i) nous donne: 
(5 .17) 
avec Aj = (A+ BDj(a)F). Les scalaires a(i)• i = 1, ... , m sont les coefficients de 
saturation associés à l'cnsemble S(F, pfa). 
En multipliant l'inégalité (5.17) à gauche ct ~t clroite par p = vv-t Oll a.: 
D'apres le lemme 5.1, l'inégali té (ii) garantit que E(ry-1) c S(F, p/ a). Ainsi, d 'apres 
la proposition 5.1 la stabilité asymptotique pour le systeme (5.1) est assuréc dans 
1 'ellipso'icle E ( ry- 1). 
o 
Ainsi, la solution optimale de (5.16) fournit un domaine ellipso'idal de stabilité 
asymptotique pour le systeme (5.1) qui est maximal par rapport à la caractéristique 
géométrique décrite par la fonction f(E(ry- 1)) . 
Notons que les inégalités (i) et (ii) sont non-linéaires en vV et a ce qui rend le 
probleme d 'optimisation (5.16) difficile à résouclre. Toutefois, nous pouvons découper 
ce probleme en deux autres problemes convexes avec eles contrain tes sous la forme 
d'inégalités matricielles linéaires (LMis) et les résoudre d 'une façon itérative. En fait, 
nous proposons l'utilisation d 'un schéma de W- a itération analogue à la méthode 
de D - J( itérat ion utilisée pour résoudre eles problemes de J.L-synthese (voir par 
exemple, [85] et [2]). La méthode est décri te par l'algorithme suivant: 
Algorithme 5.2 
• Pas O: Fixer a(i), i = 1, . .. , m, la précision de calcul désirée, k = 1. 
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• P as 1 : 
- R éso1ub·e le probleme d'optimisation convexe sttivant : 
Yk = min f(E(l)) 
wk 
( iii) wk = w[ > o 
- Si IYk - Yk - 1l < précisio11 alors 
* vllk = Vl1tinal 
* FIN 
- Sinon aller atL Pas 2. 
• Pas 2 : 
soumis à 
·i= 1, ... ,m 
(5.18) 
- A partir de la matrice wk obtenue dans le Pas 1, résoudTe le probleme 
d 'optimisation convexe suivant : 
min 1Jk 
Qk ,T/k 
soumis à 
j = 1, ... , 2m 
(5 .19) 
-a= ak 
- Retoumer au Pas 1 
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Remarquons que dans le pas 1 de l'algorit hme 5.2 la seule inconnue est la matricc 
Wk et dans le pas 2 les inconnues sont les scalaires 1'Jk et ak(i), i = 1, ... , m (i. e. 
le vecteur ak) · Notons aussi que dans !e pas 1 de l'algorithme nous considérons 
17 = 1. En fait, cela est possible, sans perte de généralité, puisque si lVk est une 
solu tion admissible du probleme d'optimisation (5 .18), a lors H!k/17 l'est aussi, \/17 > O. 
Ainsi, pour le vecteur ak solution optimale de (5.19), il existe au moins une solution 
admissible pour !e probleme (5.18). 
En résumé : 
Dans le pas 1, nous fixons le vecteur a des coefficients de saturation et nons 
déterminons une matrice W, telle que l'ellipsoi'de 
(5.20) 
est un domaine de stabilité asymptotique pour le systeme (5 .1). Dans le pas 2, 
nous fixons W en la issant a libre de façon à déterminer !e coefficient d'homothétie 
maximal1'}- 1 pour leque! de t' ( 17-1) est encore un domaine de stabi li té asym ptotiquc. 
Ensui te nous retournons au pas 1, avec le nouveau a afin d 'essayer de t rouvcr une 
nouvcllc matrice W tclle que le cri terc choisi soit encorc amélioré. Dans lc pire des 
cas nous t rouverons comme solut ion la matrice Wk/1'Jk· 
Quant au cri tere j(t'(17-1 )), il doit, comme nous l'avons mentionné précédem-
ment, être relié à la taillc ou la forme du domaine ellipsoi'dal. Nous détaillons dans 
la suíte l'utilisation de trois criteres, lorsque nous considérons l'ellipsoi'dc centré à 
l'originc ct normalisé défini par (5.20). 
Maximisation du volume de l'ellipso'ide 
Comme le volume de 1' ellipsoi'de est proportionnel à Jdet(W) , si nous minimi-
sons log(det(W- 1)) (voir annexe A), nous maximisons le volume de &(1) [17]. En 
outre, le probleme d'optimisation (5.18) avec 
est un probleme convexe. 
11 est important de remarquer que, même si la matrice Wk solut ion de (5.18) 
donne un ellipso'ide de volume maximal, celui-ci peut ne pas être un ellipso'ide sou-
haitable. Par exemple, la maximisation du volume peut conduire à un ensemble tres 
a llongé le long de certaines directions et aplati le long d'autres directions. Ceci veut 
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dire que la matrice Wk est mal conditionnée. Cet inconvénient pcut êtrc contourné, 
si on considere des contraintes supplémentaires sur le condit. ionncment de lVk qui 
s'écrivcnt t res simplement sous form e de LMis [17]. 
M aximisation d e l'axe m ineur de l'ellip so·ide 
La longueur de l'axe mineur de l'ellipso·ide (5.20) est proportionnelle à J Àm;n( l r) 
[17] . Ainsi, en maximisant la plus pctite valeur propre de TV, II OHS maximisons la 
longucur ele l'axc mineur de l'ellipso.ide défin i dans (5.20) [17]. 
Si nous considérons clone 
(5 .18) est un probleme de valeur proprc (EVP ) et est équivalent au problcmc convexc 
suivant [17] : 
(i) 
(ii) 
(iv ) wk = w[ >o 
Yk = max À 
wk,>. 
soumis à 
i= 1, . . . ,m 
j = 1, . . . , 2m 
Maximisation de l'ellip solde le long de certaines directions 
Dans le cas ou naus connaissons des dircctions préférentielles ou le systerne va 
être ini t ialisé ou ou l'éta t va être amené par des pert urbations temporaircs, il est 
intéressant d'essayer de rnaxirniser l'cllipso!de \c long de ces clirections. 
Soit D l'ensernble des directions le long desquelles l'ellipso·ide (5.20) doit êtrc 
rnaximisé : 
5.4. ELLIPSOIDES NON-BORNÉS 
avec dt E ~n, l = 1, ... , s 
Nous devons clone pour chaque d1, l = 1, ... , s, satisfaire 
f3tdfvv-i dtf3t ~ 1 
avec un scalaire positif /31 le plus granel possible. 
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Ainsi, dans lc pas 1 de l'algorithme 5.2 la maximisation ele l'ellipso·ide, clans 
les clirections données par D, peut être accomplie si nous consiclérons !e probleme 
convexe suivant au lieu de (5.18) : 
s 
Yk = max LPtf3t 
Ws.-,.6t 1= 1 
soumis à 
(i) j = 1, ... , 2m 
(ii) i= 1, . .. ,m 
(iii) l = 1, o •• ,s 
(i v) Wk = W[ > O , f3t > O 
oú !e scalaire Pt correspond au poids de la maximisation dans la dircction d1• 
5.4 Ellipso1des non-bornés 
La condition pour la stabilité asymptotique dans eles ensembles ellipso'idaux don-
née par la proposition 5.1 suppose que la matrice P est symétrique et définic positive. 
Lorsque la matrice P est symétrique et semi-définie positive l'ellipso·ide E(c) est non-
borné dans les d irections associées à Ker P et a la forme d'un cylindre de section 
ellipsoi:clale (voir annexe A). Dans ce cas, en utilisant le même type de raisonnement 
que dans la section 3.6, sous certaines conditions supplémentaires nous pouvons 
assurer que E(c) avec P = pT ~ O est un domaine de stabilité pour le systeme 
saturé. 
Considérons l'hypothese suivante: 
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Hypothese 5.1 : L 'ensemble t'nb(c) ~ {x E !Rn ; xr Px ~c} avec P = pr ;::: O esl. 
tel que : 
{i) Ker P Ç Ker F. 
(ii) Ker P est un sous-espace A - inva.riant . 
Considérons que rang(.P) = 1· < n, alors la dimension ele Ker P est (n - r) . Soit. 
Q ~ [ CJo Qr] une base orthonormale (QTQ = QQT = In) oü 
• Q0 E !Rn*(n- r) est une base associée au sous-espace S o ~ Ker P. 
• Qr E !Rr est une base pour le sous-espace S r complémentairc de JCe1· P. 
Soient les matrices Ai définies à partir eles coefficients de saturation dans t' (c). 
L'hypothese 5.1 implique que Ker P est un sous-espace Ai - invaTiant, Vj 
1, ... , 2m. Alors, dans la base Q on a : 
Supposons maintenant que l' inégalité suivante est vérifiée Vj = 1, ... , 2m: 
Cette inégalité est équivalente à: 
Nous pouvons donc énoncer le résultat suivant, analogue à celui de la proposition 
3.4: 
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Proposition 5.3 : Supposons que l'ensemble ellipsoi'dal non-borné Enb satisfasse 
l'hypothese 5.1. Alors Enb est un domaine de stabilité asymptotique pou1· Le systernc 
saturé ( 5.1) si les deux conditions suivantes sont vérifiées V j = 1, ... , 2u•: 
{i i} Les valeurs propres de la rnatrice Ro sont à l'intériew· du. ce1·cle unité, c 'est-
à-dire, sont asyrnptotiquement stables. 
D ém onstra tion : 
P uisque Ker P c KeT F et Ker P est un sous-espace A - invaTiant lc systeme 
saturé (5.1) s'écrit dans la base Q comme: 
Z0 (k + 1) - R 0 Z0 (k) + R2z,.(k) + B0 sat(Frz,.( k)) 
Zr(k + 1) - Rrz,.(k) + B,.sat(f'r.z,.(k)) 
(5 .21 ) 
(5 .22) 
En considérant que Rri =R,.+ B,.Dj(a)Fn si la condition (i) de la proposition est 
vérifiée, d 'apres la proposition 5.1, l'ellipsoi'de E,.(c) ~ {z,. E ~r•r; z'[P,. z,. ~c} est 
un ensemble compact et contractif pour le systeme (5.22). Alors en considérant QUC 
la condition (ii) est vérifiée la preuve est identique à celle de la proposition 3.4. 
o 
R emarque 5.1 : Lorsque La paire (F, A) est non-observable, il existe un sous-espace 
A- invaTiant contenu dans KeT F. C e fait, comme nous avons vu dans la remarque 
3. 6, équivaut à dire que F place partiellernent le pôles de (A + B F). Dans ce cas, si 
les valeurs propres du systeme associées à KeT F {i . e., comrnunes à A et (A + B F)) 
sont asymptotiquernent stables, nous pouvons toujours déterrniner des régions non-
bornées de stabilité asymptotique du type cylindriques pour le systeme satu1·é. Pour· 
cela il suffit d' appliquer les techniques présentées dans la section 5. 3 au systeme 
d'oTdre réduit (5.22). 
5.5 Exemple numérique 
Soit le systeme traité dans l'exemple du chapitre 3. 
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A cet excmple nous appliquons l'a lgorithme 5.2 en prenant comme crit.ere d 'op-
t imisation la maximisation de l'axc mineur du domaine elli pso'idal. 
En considérant une précision de 0.01, l'algorit,hme com·crgc apres 1 l itérations. 
Les valeurs finales obtenues sont: 
vll = [ 99.9959 -12.4073] 
- 12.4073 1.45585 X 108 
= [ 0.21052] 
a 0.00064 1} = l 
La figure 5.2 dépeint l'évolution dcs domaines elli psoi'daux au cours clu proeessus 
itératif. 
X 10' 
1.5~-.----..,.---.--.----.---.-----,-----.--,---, 
-1.5'---'---'---'---'----'----'----'---'---'----' 
- 10 -8 - 6 - 4 -2 o 2 4 6 8 10 
x1 
FIG. 5.2 - Application de l'algorithme 5. 2 : ellipsoi'des générés itérativement 
5.6 Conclusion 
Dans ce chapitre nous avons étudié la stabilité asymptotique locale eles systemes 
linéaires avec saturat ion des commandes en considérant des régions de stabili té el-
li pso'idales. 
A partir de la représentation du systeme satnré par un modele polytopiquc, 
nous avons ét,abli des conditions suffisantes pour la contractivi té d'un ellipso'ide par 
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rapport au systeme saturé. Dans ce cas, l'ellipso!de contractif est associé à une 
fonction de Lyapunov quadratique pour le systcme saturé. 
Ensuite, nous avons présenté deux méthodes pour déterminer eles régions de sta-
bilité ellipso.idales. La premiere méthode consiste dans une prcmicre étape à déter-
miner un ellipso"ide contractif pour le modele du systeme dans la région de linéarité. 
Cela est fait en résolvant une équation de Lyapunov quadratique. Dans une deuxiemc 
étape, nous procédons à une expansion homothétique de cet ensemble dans la région 
de comportement non-linéaire du systcme en boucle fermée. La deuxicme rnéthode 
est basée sur la résolution de problemes d 'optimisation convexes. Les condi tions 
pour que l'ellipsoi"de devant être obtenu soit une région de stabilité asymptotique 
sont exprimées sous la forme d'inégali tés matriciclles linéaires {Liviis). Ccs conditions 
sont donc considérées comme contraintes eles programmes d'optimisation couvexcs 
qui permettent d'obtenir un domaine de stabilité maximal selon eles critcres géomé-
triques. Dans ce sens, nous avons proposé trois criteres : maximisation du volume de 
l'ellipso·ide, maximisation de la longueur de l'axe mineur de l'ellipso·icle et rnaximi-
sation de 1 'ellipso"ide le long de certaines di rections. 
A notre avis, la deuxieme méthode que nous avons proposée, est plus puissante 
dans le sens que nous ne fixons pas la forme de l'ellipso!de de départ. En cffet, nous 
cherchons le "meilleur" ellipsoi:de satisfaisant un cri tere géométrique ct les conditions 
suffisantes de contractivité. 
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Chapitre 6 
Synthese 
6.1 Introd uction 
Les systemes de commaudes sont, en général, conçus d'une façon linéaire. La 
théorie moderne de la commande linéaire fournit en effet des techniques et eles 
méthodes qui font appel à des outils mathématiques relativement simples. Dans ce 
contexte on peut citer , par exemple, lc cas de l'approche quadratique qui perrnet 
de déterrniner des !ois de commande garantissant la stabilité du systeme en boucle 
ferrnée avec la satisfaction de spécifications ele performance et de robustessc. 
Cependant, en général, ces techniques et ces méthodes, ne prennent pas expli-
citement en compte les limitat ions sur les signaux de commande. Ainsi, comme la 
loi de commande stabilise et satisfait les spécifications dans un contexte linéaire, la 
saturation non prévue de la commande peut arnener le systeme en boucle fermée à 
un cornportement instable. Il est donc important de s'intéresser à un autre aspect de 
la stabilité dite "robuste" : la !oi de commande doit être capable d'assurer la stabi-
lité du systeme en boucle fermée lorsque les actionneurs saturent. Autrement dit, la 
robustesse de la stabilité, vis-à-vis des limites de la commande, doit être considérée 
lors de la conception de la loi de command~. 
Nous avons vu dans I e chapitre 2 que la stabilisation global e des systemcs linéaires 
avec saturation des commandes, peut être accomplie seulement lorsquc le systeme en 
boucle ouverte est asymptotiquement ou critiquement stable ou encore critiquernent 
instable. Dans ce cas, la solution obtenue peut conduire à des lois de comrnande qui 
conferent une performance non satisfaisante autour de !'origine. Pour contourner ce 
probleme on peut toujours penser à construire des lois de commande du type multi-
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modes [89]. Néanmoins, la détermination de bonnes surfaces de commutation n'csl 
pas un probleme trivial. En outrc, lorsque un systemc linéaire" été obtem1 à partir 
de la linéarisation d 'un systcme non-linéaire, I c concept de stabi I isation globale u 'a 
pas de sens réeUcment physique. Ainsi, à notre avis, lcs notions de stabilisation local<' 
et semi-globale ont un intérêt nettement plus pratique. 
Dans ce chapit re, nous allons donc étudicr la stabilisation locale et semi-globalt' 
d'un systeme avcc saturation des commandes rclativement à un domain<' de concli-
tions initiales aclmissibles X0 préalablement donné. Nous considérons, en pnrticulicr. 
la synthese de lois de commandc du type retour d 'état. A partir de la rcprésentH-
tion clu systeme saturé par un systeme polytopique, présenté dans lc chapitre 4. 
nous proposons eles conditions sous la forme ele LMis. Ces L\Ils pcuvent être in-
corporécs facilement dans eles problemes d'optimisation convexcs dont lc but est la 
clétcrmination d'une matrice ele rctour cl'état F garant.issant : non seulemcnt la sla-
bilité asymptotique pour toutes les trajectoires initialisées clans X0 mais aussi une 
certainc performance pour la réponse temporclle eles trajectoires contenucs dans la 
région de linéarité clu systeme satnré. 
6.2 Le probleme de synthese 
Consiclérons le systeme en boucle ouvertc suivant : 
x(k + 1) = Ax(k) + Bu(k) (6.1) 
Pour ce systcme nous supposons que les hypotheses suivantes sont respectées. 
Hy pot hese 6.1 : La commande est soumise à des contraintes de type polyédml 
symétrique, c'est-à-diTe, u(k) doit appaTteni?· à une Tégion S1 définie dans l'espace 
de commande comme : 
f:::, n = { u E !Rm ; - p :S u :5 p} (6.2) 
avec p >- Üm· 
H ypothese 6.2 : La paiTe (A, B) est contTôlable. 
H ypothese 6.3 : L'ensemble d'états initiaux admissibles pouT le systeme (6.1) est 
connu et noté ...-Yo . 
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A partir de ces hypotheses, le probleme que nous allons traiter est le suivant. 
Probleme 6.1 : Déterminer ·une matr·ice F telle que: 
{i} la loi de commande u(k) = sat(Fx(k)) garantisse la conve1-gence vers l'oTigine 
de toute trajectoire du systême ( 6.1) initialisée dans X0 . 
{ii} un certain niveau de performan ce soit garanti pou1· le systême en boucle ferm ée 
dans la région de linéarité, c 'est-à-dire, dans la région ou les commandes ne 
saturent pas. 
Ainsi, ce probleme peut être interprété comme: 
• un probleme de stabilisation locale si aucune hypothese de stabili té n'est faitc 
sur la matrice A. 
• un probleme de stabilisation semi-globale si la matrice A est asymptotiquement 
stable, critiquement stable ou critiquement instablc et si l'ensemble .... 1:'0 est aussi 
grand que Pon veut. 
De la même maniere, dans ces deux cas nous devons déterminer une matrice F de 
façon à ce que X0 soit contenu dans la région d'attraction du systeme saturé : 
x(k + 1) = Ax(k) + Bsat(Fx(k)) (6.3) 
De plus, étant donné que dans la région de linéari té 
ó. S(F,p) = {x E ~n; - p -:5 Fx -:5 p} (6.4) 
une certaine performance, dans le sens temporel, doit être assurée, nous pouvons 
par exemple chercher une matrice F qui place les pôles de (A+ B F) dans une région 
pré-spécifiée contenue dans le cercle unité. 
Pour traiter ce probleme nous allons utiliser la représentation polytopique du 
systeme saturé (6.3) présentée dans le chapitre 4. Rappelons qu'en considérant un 
vecteur a = [a(l) . . . O'(m)JT des coefficients de saturation et les matrices Ai ó. 
(A+ BDi(a)F) associées à ce dernier , si l'état du systeme (6.3) appartient à 
S(F, pfa) = {x E ~n ; - p/ a -:5 Fx -:5 p/ a} (6.5) 
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alors x(k + 1) peut être déterminé par le modele polytopique 
2"' 
x(k + 1) =L Àj,kAjx(k) 
2m 
avec LÀj,k = 1, Àj,k ~ O. 
j=l 
j = l 
6.3 Stabilisation asymptotique locale 
6.3.1 Relations d 'inclusion 
(6.6) 
Pour résoudre le probleme 6.1 , en uti lisant la représentation polytopique du sys-
teme saturé, on doit être capable de déterminer une matrice F et un enscmble 
contractif pour le systeme saturé. Cet ensemble doit être contenu dans la région de 
validité du modele polytopique et doit contenir l'ensemble des conditions initiales 
admissibles X0 . Dans ce chapitre nous allons utiliser plus particulierement une ap-
proche basée sur des fonctions de Lyapunov quadratiques et, par conséquent, nous 
sommes concemés par des ensemble contractifs de type cllipso!dal. En résumé, pour 
résoudre le probleme 6.1, nous cherchons un ellipso"ide contractif E. et une matrice 
F tels que: 
Xo Ç E. c S(F,pfa) (6.7) 
Il est donc important d'établir les conditions qui doivent être vérifiées afin de 
satisfaire la relation d'inclusion (6.7). 
Une condition pour que E. c S(F, pja) est obtenue à partir de l'application 
directe du lemme 5.1. 
Nous allons maintenant présenter des résultats concernant l'inclusion de X0 dans 
E.. En particulier, nous considérons X0 comme étant un polytope ou un ellipso.ide. 
Ainsi, nous donnons d'abord une condi tion pour l'inclusion d'un polytopc, décrit par 
ses sommets, dans un ensemble ellipso"idal. Ensuite, nous présentons une condition 
pour l'inclusion d'un cllipso"ide centré à !'origine dans un autre ellipsoi"de centré aussi 
à !'origine. 
Considérons l'ensemble ellipso"idal 
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avec P = pT > O et c > O. 
Soit un polytope Z dans ~n représenté par ses sommets: 
(6.8) 
Lemme 6.1 : [17} L'ellipsofde E(c) contient le polytope Z si et seulement si 
(6.9) 
Dém onstration : 
Une condition nécessaire et suffisante pour que Z soit inclus dans E(c) est que 
chaque sommet de 1) soit contenu dans E(c), c'est-à-dire 
v'[_' Pvr ::; c "í/r = 1, . . . , nv (6.10) 
Alors, à partir du complément de Schur l'inégalité (6.10) s'écrit comme l'inégalité 
(6.9) . 
Considérons maintenant l'ensemble 
avec P 1 = P'[ > O et c1 > O. 
Lemme 6.2 : {99} &1 (ct) Ç E(c) si et seulement si 
pl- p >o 
c1 c -
D émonstration : 
o 
(6.11) 
(6.12) 
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Pour avoir &1 (ct) Ç &(c) il est nécessaire et suffisanl que pour chaque x E 8&(c). 
i.e., xT Px = c, il existe un scalaire (3, O < (3 ~ 1, tel que (3xTP11; = c1. Alors on 
peut écrire xr E;t; = 1 et xr frx = -(31 . Par conséquent: 
C C! 
pl p 1 
- - -= -- 1>0 
C! C (3 -
o 
Désormais , nous considérons que l'ensemble r-1'0 est décrit par l'union d'un poly-
tope du type (6.8) et de ne ellipso.ides du type (6.11), c'est-à-di re : 
(6.13) 
6.3.2 Résu ltats de base 
Nous présentons maintenant quelques conditions qui serviront de base pour l 'al-
gorithme de synthese que nous allons proposer dans la suíte. 
Considérons un vecteur donné, a = [a( I) 0!(2) ... O!(m)JT, eles coefficients de 
saturation. 
La proposition suivante donne une condition qu i permet de calculer une matrice 
F de retour d'état, telle que la stabi li té asymptotique locale du systeme saturé (6.3) 
dans une famille d'ellipso1des est garantie avec le coefficient de saturation minimale 
O!(i) pour chaque entrée de commande. 
Propos it ion 6.1 : S'il existe une matrice ltV = wr > O, W E ~n*n et une matrice 
Y E lRrrml telles que : 
'r/ j = 1, ... , 2m (6.14) 
Alors, pour F 6 yw- 1, il existe un scalaire positif Cmax, tel que les ellipsoi"des 
&(c) 6 {x E lR11 ; xrw- 1x ~c}, avec c~ Cmax, sont des domaines dans lesquels la 
stabilité asymptotique du systeme ( 6. 3) est garantie. 
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D émonstration : 
D'apres le complément de Schur, les inégalités (6.14) sont équivalentes à: 
(W Ar+ yr D;(a)BT)W- 1(AW + BD;(a)Y)- liV <O Vj = 1, . .. , 2m (6.15) 
En multipliant l'inégalité (6.15) à gauche et à droite par w-1 on obticnt : 
(AT + vV-1YT D;(a)BT)W- 1 (A+ BDj(a)YVlr- 1)- Hl-1 < O 'ilj = 1, ... , 2rn 
(6 .16) 
En définissant F ~ yw-1, nous savons que le domaine S(F, pja) est le domainr. 
maximal de validité du modele (6.6). Il existe clone un ellipso1de E(cmax) tel que 
E(cmax) C S(F, pja). Alors, d'apres la proposition 5.1, les ellipso'ides E(c), avec 
c~ Cmax, sont des domaines de stabilité asymptotique pour le systeme saturé (6.3) 
avec F~ yw-l. 
o 
Si la LMI (6.14) est vérifiée, Vj = 1, ... , 2m, alors la matrice F= YHI - 1 est telle 
que le systeme polytopique (6.6) défini à partir du vecteur a admet V(x) = xT Px 
comme fonction de Lyapunov et est clone asymptotiquement stable dans un sens 
global. Autrement dit, E(c) est contractif par rapport à (6.6). Comme le systeme 
polytopique représente le systeme saturé (6.3) seulement pour les états appartenant 
à S(F, pja), V(x) est une fonction de Lyapunov localement valable dans S(F, pja) 
pour ce systeme. Il existe ainsi un scalaire Cmax tel que E(Cmax) c S(F, pja) et, par 
conséquent, tous les ellipso1des E(c), avec c ~ Cmax, sont des domaines contractifs 
pour le systeme saturé. 
Puisque nous sommes attachés à la résolution du probleme 6.1, nous nous inté-
ressons à la détermination d'une matrice F garantissant la stabilité asymptotique 
pour un ensemble donné de conditions initiales admissibles X0 du type (6.13). Ainsi, 
parmi les matrices F= YW- 1 avec W et Y vérifiant les inégalités matricielles (6.14) 
et les familles d'ellipso1des correspondantes, nous devons pouvoir déterminer celles 
qui garantissent X0 Ç E ( Cmax) . La proposition suivante donne une condition dans ce 
sens. 
P roposition 6.2 : S'il existe une matrice W = wr > O, W E Rmn, une matrice 
Y E Rm•n et un scalaire c > O tels que 
Vj = 1, ... , 2m 
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(i i) [ 
, r -rr l W 1 J ;n(i) ; -
1 1/ _ 1 ( I )2 2: o , v~ - 1, ... , m . m(i) C P(i) fr(i) 
{iii) [ c vT l Vr l~ 2: O , Vr = 1, ... ,nv· 
Alors La commande ·u = sat(Fx(k) )J avec F ~ yw- t assure la conve1·gence asymp-
totique des tmjectoires du systcme {6.3) pouT toute condition initiale x(O) E X0. 
D émonstra tion : 
Si on défini t F ~ Y J.V - 1, alors, d 'aprcs le lemme 5.1, la condi t ion (ü ) implique 
que E(c) c S(F, pja ). D'apres la proposi ~ i on 5.1, les cond it ions (i) et (ii) garan-
t issent la stabili té asymptotique du systemc saturé dans E(c) . D'aprcs lcs lemmcs 6.1 
et 6.2, les inégalités matricielles de (iii) ct (iv) impliquent que l'enscmble X0 , défi ni 
par (6.13), est contenu dans E(c) . Par conséquent, toutes les trajectoircs du systcmc 
(6.3) avec F ~ YvV- 1 qui sont init ia lisées dans X0 convergeut asymptotiquemeut 
vers l 'origine. 
o 
6.3.3 P erformance tempor elle autour d e !'origine 
D'apres la formulation du probleme 6.1, la matrice F que nous cherchons doi t 
garantir un certain niveau de performance temporelle pour le systcme en boucle 
fermée autour de )'origine. En considérant que dans un voisinage de !'origine la 
commande ne sature pas, les spécificat ions sur la réponsc temporellc du systeme 
peuvent , cn généra l, être satisfa ites si on place les pôles de la matrice (A + BF) 
dans une région particuliere du plan complexc contenue dans le cerclc un ité. 
Le probleme du placement de pôles dans une région spécifiquc du plan complexe 
a été init ia lement étudié par Gutman et Jury [48] . Dans ce t ravail, il est mont ré 
que le placement de pôles dans des régions de type polynômial est équivalent à 
la vérification d'une équation de Lyapunov généra lisée. Plus récemment, Chiali ct 
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Gahinet [27] ont donné une condition, assez générique, pour que les valeurs propres 
d'une matrice A soient contenues dans une région (ou une intersection de régions) 
décrite sous la forme d'une LMI. Cette condition est elle aussi exprimée comme une 
LMI, ce qui permet facilement son intégration à des problemes convexes avec ce type 
des contraintes. Comme notre objectif est d'intégrer le probleme du placement de 
pôles de (A+ BF) dans une région au résultat de la proposition 6.2 dans un probleme 
convexe avec des contraintes LMis, nous sommes particulierement intéressés par 
l'approche développée dans [27]. 
Considérons tout d 'abord la définition de la 'D-stabilité. 
Définition 6.1 : Soit 'D une région du plan complexe. Un systerne dynamique 
x(k + 1) = Ax(k) (6.17) 
est dit V-stable si toutes les valeurs propres de A sont contenues dans 'D . 
Soient maintenant les matrices H, Q E R1*1 et un nombre complexe z, z étant 
son conjugué. Définissons la fonction suivante : 
(6.18) 
Considérons une région du plan complexe définie de la façon suivante: 
V~ {z E C ; fv(z) <O} (6.19) 
Cette région est appelée génériquement Tégion LMI [27] . 
Le théoreme suivant donne une condition pour que les pôles du systeme (6.17) 
soient dans une région du type (6.19). 
Théoreme 6.1 : {27} Le systeme (6.17} est 'D-stable si et seulement s'il existe une 
matTice symétrique et définie positive W telle que : 
(6.20) 
Le corollaire suivant donne une condition pour que les valeurs propres de A 
soient dans une région résultant de l'intersection de deux ou plusieurs régions du 
type (6.19). 
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Corollaire 6.1 : {27} Etant données deux 1·égions LMI, V1 et V2 , la matrice A est 
simultanément V 1 et V2-stable si et seulement s 'il existe une mat1'ice W = TFT > O 
telle que 
Le corolla ire suivant donne une condition constructivc clans le but ele déterrniuer 
une matrice F qui place les pôles de (A+ BF) da.ns une région LMI V. 
Cor olla ire 6.2 :[27} S'il existe des matrices W = H!r > O et Y telles que 
T [H(i,j) W + Q(i,j)(AlV + BY) + Q(i,j)(AVV + BY) ]1::; i,i :5 l <O 
alo1·s F = YTIV- 1 place les pôles de (A+ BF) dans la 1·égion V. 
6.3.4 Synt h ese d e r etour d 'état saturé à partir d e la solut ion 
de LMi s 
D'aprcs les résultats présentés clans les sections précéclcntes, nous proposons clans 
ccttc section une solution pour le probleme 6.1 basée sur la satisfaction d'inégalités 
matriciellcs linéaires. Ces résultats sont analogucs à ceux prcsentés dans [41] pour 
!e cas des systemes continus. 
Nous nous intéressons clone à la déterminat ion cl'unc matricc F qu i garantisse 
la stabili té asymptot.ique locale cl u systeme (6.3) par rapport à un ensemble donné 
de condit ions initiales admissibles. Cette matrice F doit aussi placer les pôles de 
(A+ BF) dans une région V afin d'assurer une réponse tcmporclle satisfaisante pour 
lcs t rajectoires initialisées dans un voisinage de !'origine, contem1 dans la région de 
linéarité du systeme (6.3). Dans ce but nous supposons donnés: 
• Xo: un ensemble de conditions ini t iales admissibles du type (6.13). 
• V: une région LMI du type (6.19). 
• a: un vecteur de coefficients de saturations, représentant une spécification sur 
la "tolérancc" à la saturation pour chaque composante clu vecteur de com-
mande. 
La proposition suivante donne une solution au probleme 6.1. 
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Proposition 6.3 : S'il existe des matrices W 
inégalités matricielles linéaires suivantes : 
TIVT > O et Y satisfaisant les 
(i} (Hci,i) H! + Qci,i)(AW + BY) + Q(i,j)(A'W + BYf]t::;i,i9 < O 
(íi} [ H! W Ar + yr Dj(a)B T l 0 Avll + BDi(a)Y Ttl! > 'r/ j = 1, ... , 2m 
(•••) [ l'V yr I;~( i) l > O w. - 1 
... I Y ( I )2 - ' v't - ' ... 'm. 
m(i) P(i) CX(i) 
(iv) [ :r ~ ] ~O , 'r/r= 1, ... , nv. 
( ) [ 
( Ps I Cs) In ] O 
V In H! ~ ' \;/ S = 1' ... ' ne 
alors F= YW - 1 résout le probleme 6.1 et l'ellipsoi"de E(l) ~ {x E !Rn ; xrr,v - 1x < 
1} est un domaíne de stabilíté asymptotique pour· le systeme saturé ( 6. 3). 
D émonstration : 
Elle est immédiate à partir des résultats de la proposition 6.2 ct du corollairc 
6.2. 
o 
P uisque les conditions sur les matrices W et Y sont sous la forme de LMis, elles 
peuvent être directement considérées comme contraintes d'un probleme d'optimisa-
tion convexe. Dans ce cas, comme nous l'avons mentionné précédemment, i! existe 
des méthodes numériques et des logiciels qui permettent de résoudre ce type de pro-
bleme d'une maniere efficace (nous pouvons citer, par exemple, [36) et [33)). Ainsi, 
l'ensemble de LMis (i)-(v) peut être considéré comme un "framework" basique pour 
la synthese de lois de commande du type retour d'état saturant . 
Remarque 6.1 : La LMI (i) représente l'exigence de performance temporelle, que 
nous satisfaisons avec un placement de pôles dans une région V convenable. Il est 
important de remarquer que cette spécification concerne seulement le comportement 
du systeme dans la région de linéarité. Lorsque l'état du systeme est en dehor·s de la 
région de linéarité, c'est-à-dire, quand la commande est saturée, notre seul objectif 
est de mmener l'état asymptotiquement à ['origine. 
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6.3.5 Le compromis entre D, Xo et a 
Les choix de 1J cl a: représentent un compromis entre performance et tolérance à 
la saluraLion. En général , plus stricte est la spécification sur la performance (tradu i te 
en termos de placement de pôles dans une région particuliere), plus "éJeyé" est 
lc gain de retour d 'état pour la satisfaire et, par conséqnent, plus pctite est la 
région de linéarité. Autrement dit, la commande satUt·c plus facilemcnt. D'autrc 
part, plus "pctits" sont les coefficients de saturation (i.c., lcs composantcs du vectenr 
a:), plus "grande" cst la région ele comportement non-linéaire et, par conséquent , la 
performance généra le clu systeme saturé peut être dégradéc. Ceci permet toutefois 
de considérer la stabilisation de domaines de condi t ions ini t ia les adrnissiblrs plus 
grands. 
Prcnant en compte ce compromis, nous proposons mainlcnant nn a lgori thme 
pour déterminer une matrice F solu tion clu probleme 6.1. Pour cela considérons o.101 
un vecteur dont chaque composante cst le cocfficicnt de saturation mínima! toléré 
pour Pcntrée de commancle corresponclantc. 
A lgori t hme 6.1 : 
• Pas O : Fixer 'D, Xo et O:tol · 
• Pas 1: Faire a: = l m. 
• Pas 2 : Résoudre un pmbleme de faisabilité en Hl et Y en considérant les 
LM!s (i)-(v) de la proposition 6. 3. 
S'il n'existe pas une solution admissible pour· ce pmbleme alors diminuer 
les composantes cl1t vecteur· o:. 
Sinon déterminer F = YMf - L. FIN 
• Pas 3: 
Si a: >- O:tot aller au pas 2. 
Sinon, il n'est pas possible de trouver· une solution pour Le probleme 6.1 
avec Les données fournies en utilisant la méthocle proposée. 
Rcmarquons que l'on commence l'algorithme avec a: = lm· Cela veut dire que 
nous essa.yons, dans un premier temps, de résoudre lc probleme linéairement, c'est-
à-cl ire, sans permettre la saturation. En efl:'et, nous vérifions s' il existe une mati·ice 
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F et un ellipso'ide contractif E associé qui soit contenu dans la région de linéarité 
du systeme (6.3). Dans ce cas, la matrice F garantit sans saturation la stabilité 
et la spécification de performance temporelle pour toute trajectoire init ialisée dans 
X0 . Cepcndant, ce type de solution n'est pas toujours atteignable pour 7J , Xo ct O:tol 
donnés. Ainsi, on doit essayer de trouver une solu tion pcrmettanL la saturation. Dans 
ce cas, on diminue les a(i), i = 1, ... , m, et on vérifie s' il existe une solution. Lorsque 
pour le triplet de spécifications (7J, X0 , O:t01 ) on ne trouve pas de solu tion admissiblr. 
on peu t relâcher soit la spécification de performance, c'est-à-d ire, modifirr 7J, soit 
la tolérance à la saturation en considérant un atol plus petit. Jéanmoins, il est. 
important de ten ir compte de deux choses: 
1. La condition donnée par la proposition 6.3 est seulement suffisante. Aut.remcut. 
dit, si nous ne trouvons pas une solu tion à partir de cette méthode, on nc peut 
pas garantir qu'il n'existe pas une solut ion pour le probleme. 
2. L'ensemble X0 peut ne pas être dans la région commandablc de !'espace d 'état, 
car la commande est contrainte. Dans ce cas, il n'existe efl'cctivement pas de 
lois de commande permettant de résoudre le probleme 6.1. 
Parfois, il est possible d'évalucr a priori si nous pouvons obtenir une solution 
pour !e probleme 6.1 en utilisant le résultat de la proposition 6.3. Nous illustrons 
cela avcc deux cas particuliers. 
Cas 1 : Considérons que la région V dans laquelle nous voulons placer les pôles de 
la boucle fermée est un cercle centré à !'origine avec un rayon b < 1. Pour vérifier si 
cette spécification peut être satisfaite avec a ct X0 donnés, nous pouvons considérer 
le probleme d'optimisation suivant: 
min ó 
tS,W,Y 
sous 
[ 
óW 
AW + BY 
lif AT + yTBT l 
bW >O (6.21) 
LMis (ii), (iii) , (iv) et (v) de la proposition 6.3 
W = WT>O 
Ce probleme est un probleme de valeur propre généralisée (GEVP) (17]. Dans ce 
cas, il est important de remarquer qu'il existe des routines spécifiques pour résoudre 
ce type de probleme (nous pouvons citer, par exemple, la fonction gevp du LMI 
Control Toolbox pour Matlab (36]). 
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La solut ion optimale o* de (6.21) représente a insi le rayon minimal clu cerclc 
décrit par 'D pour loquei les LMis (i)- (v) ele la proposition 6.3 sout sat isfaites avcc 
a et X0 donnés. 
Cas 2: Considérons que X0 = Co{v1 , ... , v11J . Etant donnés la région L\ li 'D ct 
le vecteur a, nous pouvons déterminer l'enscmblc homothétiquc maximal de X0 pour 
lequel il est possible d 'obtenir une solu tion admissible pour les Ll'viis (i)- (v) de la 
proposit ion 6.3. Pour cela considérons te probleme d'optimisation convexe suivant : 
max (J 
,e,w,Y 
sous 
[ (J~i (J: ] > O , Vi= 1, ... , nv 
(3>0 (6.22) 
LMis (i), (ii) et (iii) de la proposit ion 6.3 
w = wr >o 
Ainsi, le coefficient d 'homothétie maximal est donné par (J*, solu t.ion optimale de 
(6.22) . Cela signifie que l'ensemble maximal eles condit ions ini tialcs homothétique à 
X0 que l'on peut stabiliser en utilisant le résultat de la proposit. ion 6.3 est (J* X0 . 
6.3.6 Exemple numérique 
Nous prenons comme exemple lc modele simpli fié de la dynamique d 'un hélicop-
tere dans le plan vert ical emprunté à [81]. En considérant une périodc d'échantillon-
nage de 0.001s les matrices A et B du systeme sont données par: 
[ 
0.9964 0.0026 - 0.0004 -0.0460 l 
A = 0.0045 0.9038 - 0.0188 - 0.3834 
0.0097 0.0263 0.9379 0.1223 
0.0005 0.0014 0.0968 1.0063 r 
0.0444 0.0167 ] 
. B = 0.2935 - 0.7252 
, -0.5298 0.4726 
-0.0268 0.0241 
Notons que la matrice A est instable (ses valeurs propres sont 1.0284 ± 0.0098i, 
0.9672, 0.8203). 
Nous supposons que les commandes du systeme sont bornées de la façon suivante : 
-[ ~ l =S u(k) =S [ ~ l 
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c'est-à-dire, p = (3 2jT. 
L'ensemble eles conditions initiales admissibles est considéré comme nn hyper-
cube dans ~4 : 
X0 = {X E !R4 ; - 1 ~ X(i) ~ 1 , Vi = 1, ... , 4} 
Nous considérons la région V, dans laquelle les pôles de (A+ BF) doivent êtn• 
placés, définie par : 
V= {z E C; Re{z} ~O} n {z E C; (Re{z})2 + (Im{z})2 ~ .JJ, ó < 1} 
ce qui représente un demi-cercle de rayon ó centré à !'origine. Remarquons que ó 
représentc le rayon spectral maximal désiré pour (A+BF). Plus petit est c5, plus lcs 
pôles de (A+ BF) sont à l'intérieur du cercle unité et, par conséquent, la réponsc 
temporelle du systeme tend à être plus rapide. Ainsi, la spécification de ó pcut être 
vue comme une spécification de performance. 
Avant d 'analyser quelques résultats obtenus, considérons un ensemblc homotlté-
tique à X0 , noté f3Xo et un vecteur de coefficients de saturation défini par o= et5 1711 , 
avec et5 E ~+' c'est-à-dire, nous considérons une saturation homog(me. 
En considérant plusieurs valeurs de Cts et de ó, le tableau 6.1 montrc la valeur 
maximale du coefficient {3 pour lequel il est possible d'obtenir une solution pour 
le probleme de synthese à partir de l'application de la proposition 6.3. Ces valeurs 
sont obtenues à partir de la solution d'un probleme d'optimisation convexe du type 
(6.22). Nous pouvons constater que, pour un ó fixe, les coefficients {3 obtenus sont 
plus grands à mesure que l'on diminue et5 • Cela montre qu'en permettant plus de 
saturation (i.e., Cts plus petit) nous arrivons à stabiliser eles domaines de conditions 
initiales plus grands. D'autre part, la réduction de ó implique une réduction de (3. 
Ce fait montre le compromis entre exigence de performance et taille du domaine 
de conditions initiales que l'on peut stabiliser en utilisant la méthode proposée. Le 
symbole * dans le tableau signifie qu'il n'existe pas de solution faisable pour le 
probleme d'optimisation avec le Cts consideré. 
Dans le tableau 6.2 sont montrées les valeurs minimales de ó pour lesquelles il est 
possible d'obtenir une solution pour le probleme de synthese à partir de l'application 
de la proposition 6.3, en considérant plusieurs valeurs de a 5 et de (3. Ces données 
sont obtenues à partir de la solution d'un probleme d'optimisation convexe du type 
(6.21). Nous remarquons que pour (3 fixé, la valeur minimale de ó tend à climinuer 
avec la réduction de et5 • Cela illustre le fait que, pour un ensemble donné de condi-
tions initiales, l'utilisation de la saturation permet de placer les pôles de (A+ BF) 
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a.s Ó=0.7 ó = 0.8 ó = 0.9 ó = 0.95 
1 0.0795 0.3287 0.9347 2.9766 
0.9 0.0883 0.3653 1.0386 3.3073 
0.8 0.0993 0.4109 1.1684 3.7207 
0.7 0.1058 0.4673 1.3353 4.1211 
0.6 0.1070 0.4869 1.4631 4.1708 
0.5 0.1078 0.4996 1.5585 4.2373 
0.4 
*· 
0.5097 1.6634 4.3352 
0.3 
* 
0.5195 1.7734 4.4870 
0.2 
* * 
1.8818 4.7466 
TAB. 6.1 - Compromis entTe performance ct taille de X0 
as /3=0.25 /3=0.5 /3=1 
1 0.7829 0.8377 0.9051 
0.9 0.7762 0.8213 0.8973 
0.8 0.7685 0.8126 0.8881 
0.7 0.7618 0.8043 0.8753 
0.6 0.7605 0.8016 0.8649 
0.5 0.7598 0.8001 0.8582 
0.4 0.7596 0.7990 0.8521 
0.3 0.7790 0.7982 0.8477 
0.2 0.8577 0.8565 0.8608 
0.1 0.9509 0.9523 0.9539 
TAB. 6.2 - Compr-omis entTe tolérance à La saturation et performance 
plus à l'intérieur du cercle unité. Nous notons aussi qu'à partir d'une valeur de as 
(notamment as = 0.2), la valeur de ó pour un {3 fixé commence à remonter. Cela 
s'explique probablement par le fait que les contraintes qui correspondcnt à la stabi-
lisation du systemc polytopique deviennent tres restrictives à partir d'une valeur de 
a assez petite. 
Enfin, nous fixons /3 = 1 et nous comparons les réponses tcmporelles du systeme 
en considérant le retour d'état obtenu pour trois valeurs de a 5 : 
[ 
-1.417 -0.03592 0.252 0.9252] 
(a) as = 1 :::} Fll = -0.5095 0.01408 - 0.1483 - 0.2523 
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FIG . 6.2 - Réponse de temporelle de la commande 
6.4 Stabilisation semi-globale 
6.5 Résultats de base 
90 100 
Dans cette sectian naus ajautans aux hypatheses 6.1 et 6.2 1 1' hypathese suivante 
sur le systeme en baucle auverte (6.1): 
Hypothese 6.4 : Toutes les valeurs propres commandables de A sont à l'intérieur 
ou sur le cercle unité. 
Naus avans vu dans la sectian 2.5 que si le systeme (6.1) satisfait les hypatheses 
6.1, 6.2 et 6.4, il est taujaurs passible de stabiliser le systeme semi-glabalement. 
1. lei la commandabilité de la paire (A, B) peut être substituée par sa stabilisabilité. 
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Plus spécifiquement, étant donné un ensemble borné X0 de conditions initiales ad-
missibles, aussi grand que l'on veut , on peut déterminer une loi de commande du 
type retour d'état ou retour de sortie dynamique telle que tous les états appartenant 
à X0 sont amenés asymptotiquement à l'origine sans saturation des commandes [64]. 
En particulier, dans [65], en considérant une équation de Riccati parametrisée 
en E, € >O : 
(6.23) 
le résul tat suivant a été démontré. 
Théorem e 6.2 : {65} Considérons que le systeme (6.1} vérifie les hypotheses 6.1, 
6.2 et 6.4 . 
Etant donné un ensemble borné de conditions initiales admissible X0 quelconque. 
il existe €'", tel que 'iiE E (0, E*], la loi de commande par retour d'état 
(6.24) 
ou P(f.) est la solution unique de l'équation (6.23} associée à f., garantit la convcr--
gence asymptotique vers l'oTigine de tous les états qui appartiennent à X0 sans sa-
turation des commandes. 
En fait, d'apres la démonstration de ce résultat, quel que soit le domaine X0 et le 
vecteur p (borne sur le vecteur de commandes définie en (6.2)) il existe toujours une 
matrice P solution de (6.23) et un scalaire positif c tels que l'ellipso!de E(c) = {x E 
Rn ; xT Px .:S c} est contractif et positivement invariant pour le systeme en boucle 
fermée avec u(k) donné par (6.24). De plus, les relations d'inclusion suivantes sont 
satisfai tes : 
X0 Ç E(c) c S(F, p) 
avec F = - (BTPB + Im) - 1BTPA. 
(6.25) 
A partir des résultats présentés dans la section 6.3 et le théoreme 6.2, nous 
pouvons énoncer le théoreme suivant : 
Théorem e 6.3 : Considérons le systeme (6.1} satisfaisant les hypotheses 6.1, 6.2 
et 6.4. Soit X0 un ensemble borné quelconque de conditions initiales admissibles du 
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type {6.18}. Alors : 
(a) Il existe toujou1·s une matrice W = H1T > O et une mat1·ice Y qui vé1·ifient Les 
LM!s suivantes: 
(•) [ W W AT + yr BT l O 
• A VV + BY Ttl' > 
( . ") [ W yT ~(i) l 0 w. - 1 n Im(i)Y (P(i))2 ~ ' v'l- '· · · 'm. 
{iii} [ :r ~[r ] ~ O , \:Ir= 1, ... , nv. 
{iv} [ (P.ics) .~ ] ~ O , \:/s = 1, ... , ne 
(b) Etant donnée une paire (vlf, Y) solution admissible pou1· les LMls (i) - (i v). 
la loi de commande tt(k) ~ Fx(k) = YHI- 1x(k) guamntit la conver:r;ence 
asymptotique vers l'origine de toute trajectoire du systeme {6.1} initialiséc 
dans X0 sans saturation des commandes. 
Démonstration : 
(a) - Si lc systeme (6.1) satisfait les hypotheses 6.1, 6.2 et 6.4, d'apres le théoreme 
6.2, il existe toujours un scalaire E et une matrice P(E) solu tion de l'équation (6.23) 
pour lequelle il existe un scalaire c > O tel que la relation d'inclusion (6.25) cst 
satisfaite avec E(c) = {x E lRn; xT P(c)x :s; c} et F= -(BT P(E)B+Im)- 1 BT P(E)A. 
Par conséquent, si l'on considere des matrices lr\l(ç) ct Y(E) définies de la maniere 
suivante 
W(E) ó. (P(E)/c) - 1 
Y(€) ó. -c(BT P(c)B + Im) - 1 BT P(E)AP(€)- 1 
l'existence d 'au moins une matrice W et une matrice Y vérifiant les LMis (i)- (iv) 
est toujours garanti. 
(b) - A partir de la condition (a) et de la proposition 6.3 la démonstration est 
directe. 
o 
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Le théoreme 6.3 peut être considéré comme une généralisation du résultat du 
théoreme 6.2. En effet, toutes les solutions pour le problerne de stabilisation semi-
globale du systeme (6.1) obtenues à partir du théoreme 6.2, vérifient les conditions 
du théoreme 6.3, mais le contraíre n 'est pas vrai. 
A notre a vis, !e principal avantage de 1 'u t ilisation des condi tions L i\! I s d u théo-
reme 6.3 est qu'elles permettent d'explorer un ensemble de solutions pom le probleme 
de stabilisation semi-globale plus grand que celui obtenu par l'approche par équation 
de Riccati. En outre, la formulation LMI admet la prise en compte immédiate de la 
saturation. Ce fait permet une utilisation plus effcctive eles limites sur la cornmande 
afin d'obtenir une convergence plus rapide des trajectoires vers !'origine. Ceci rsl 
traité avec plus de détails dans la section suivante. 
6 .6 Stabilisation semi-globale avec saturation 
Supposons donnés: 
• X0 : un ensemble de conditions initiales admissibles du type (6.13). 
• a: un vecteur de coefficients de saturation, représentant une spécification sur 
la tolérance à la saturation. 
Considérons le probleme d'optimisation suivant: 
min ó 
6,W,Y 
sous 
[ 
óW w AT + yT BT l 
AW +BY óW > O (6.26) 
LMis (ii), (iii), (iv) et (v) de la proposition 6.3 
W =WT> O 
Notons que ce probleme est un GEVP identique au probleme 6.21. La minimisa-
tion de ó implique la minimisation du rayon spectral de (A+ BF) avec F= YW- 1 . 
En fait, la satisfaction de la premiere LMI du probleme signifie un placement de 
pôles dans un cercle centré à !'origine et avec un rayon ó. A partir des LMis (ii) 
et ( iii) de la proposition 6.3, la saturation est autorisée avec I e vecteur a spécifié. 
144 CHAPITRE 6. SYNTHESE 
L'idée dans ce cas est d'obtenir, en autorisant la saturation. un retour d'état plus 
performant dans le sens d'optimiser ou d'améliorcr la vitessc de convergence des 
états vers !'origine. 
6.6.1 Exemple Numérique 
Considérons le systeme discret (6 .1) avec les donnés suivantes [64] : 
o 1 o o 
B ~ [ ~ l o o 1 o A= o o o 1 l 
-1 2/(2) -4 2/(2) 
avec dcs contraintes sur la commande du typc (6.2) avcc p = 4. 
Cc systcme satisfait les hypotheses 6.1, 6.2 ct 6.4 ct, par conséqnent, peut être 
stabilisé scmi-globalement . 
Oans [64], en considérant un domaine de conditions ini tialcs défini par un hy-
percube Xo 6 { x E ~4 ; lx(i) I ::; 10, i = 1, 2, 3, 4}, les auteurs ont déterminé la 
matricc de retour d'état suivante: 
F/in = [0.0394 - 0.0840 0.0796 - 0.0283] 
Avec u(k) = Flinx(k), la convergence asymptotique vers !'origine sans saturation de 
la commande de toutes le trajectoires initialisées X0 est garantie. 
En utilisant le probleme d'optimisation (6.26) avec G(i) = 0.6, 'Vi = 1, ... , m, 
nous obtcnons la matrice F suivante: 
F/mi = [0.1534 - 0.3328 0.3207 - 0.1161) 
D'apres la proposition 6.3, la loi de commande u(k) = sat(Flmix(k)) garantit aussi 
la stabilité asymptotique du systeme en boucle ferméc pour tout x(O) E X0. 
Les figures 6.3, 6.4, 6.5 illustrent respectivement la réponse temporelle des états 
avec u(k) = Ftinx(k) et u(k) = sat(Flmix(k)), et la réponse temporelle des deux lois 
de commande. Nous pouvons remarquer que la loi de commande saturante permet 
d'obtenir eles réponses qui convergent plus rapidement vers !'origine avec !'amplitude 
des oscillations plus petite. Cela est du au fait que l'on utilise mieux la disponibilité 
de la com mande. 
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FrG. 6.3 - Réponse temporelle des états avec u(k) ;;;;; Flinx(k) 
6. 7 Synthese de commandes du type mult i-modes 
Dans la section 6.3.5 nous avons insisté sur Je compromis entre la performance du 
systeme en boucle fermée et la taille du domaine des conditions initiales admissibles 
devant être stabilisé. En général, l'int uition physique se confirme: plus "grand" est 
l'ensemble des états à stabiliser, moins performante sera la commande. A partir de 
cette constatation pratique, on rencontre parfois dans l'industrie l'application de ce 
que l'on appelle la commande par mode-dual. Cette approche, assez intuitive, consiste 
à appliquer un gain "faible" F1 si l'état est loin du point d'équilibre et un gain "fort" 
F2 lorsque l'état est suffisamment proche du point d'équilibre. Le changement d'un 
gain à l'autre est fait sur une surface de commutation qui quant ifie la notion de 
"proche" du point d 'équilibre. Ainsi, étant donné un ensemble X0 de conditions 
initiales à stabiliser, si on considere une commande par retour d'état, le systeme en 
boucle fermée sera décrit par: 
x(k + 1) = Ax(k) + Bsat(Fqx(k) ) 
{ 
F 1 si x(k) E S 1 :> X0 
avec Fq = F2 si x(k) E S2 
(6.27) 
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FIG. 6.4 - Réponse temporelle des états avec n(k) = sat(Ftmix(k)) 
3.-----~-----.----~------~----~-----. 
-3L-----~----~----~~----~----~----~ 
o 100 200 300 
k 
400 500 600 
4n-----~-----.-----.------.-----~-----. 
~WL----~----~----~------~----~-----J 
o 1 00 200 300 400 500 600 
k 
FlG. 6.5 - Comparaison entre les deux commandes 
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Le choix de la surface de commutation 8S2 joue un rôle crucial dans cette ap-
proche. Si , par exemple, on choisit une surface qui n'est pas contenue dans la région 
d'attraction de !'origine associée à la commande plus "forte" F2, on peut proYoquer 
l 'apparition d'un cycle limi te et/ou d'un point d'équilibre parasite [89]. C'est pour-
quoi, il est important de choisir une surface de commutation qui définisse une région 
de stabilité asymptotique pour le systeme en boucle fermée lorsque le gain F2 cst 
appliqué. 
Ce type d'approche peut être généralisée en considérant plusieurs gains Fq et dcs 
surfaces de commutation associées 8Sq. Cette généralisation est appelée r:ommande 
multi-modes. Un travail intéressant, qui utilise cc type d'approche dans !e c:as dr 
systemes continus, a été présenté dans [99]. Dans ce travailles gains Fq et lcs snrfaces 
de commutation sont déterminés à partir de la solu tion d'équations de Riccati. 
L'objectif principal de l'approche multi-modes cst d'accélérer la convergente cl<•s 
t rajectoires du systeme en boucle fermée en explorant, cl'une façon optimalc ou quasi-
optimale, les limites de la commande. Dans ce but, nous proposons maintenant une 
méthode de conception de lois de commande multi-modes basée sur les formulations 
LMis présentées dans les sections précédentes. 
6.7.1 M éthode basée sur la solution de LMis 
Considérons donnés : 
• X0 : un domaine de conditions initiales sous la forme (6.13) . 
• frtol : un vecteur contenant les coefficients de saturation minimaux admissibles. 
• N: !e nombre de surfaces de commutations devant être utilisées. 
La méthode que nous proposons pour construire une loi de commande du type 
retour d 'état multi-medes est décrite par les pas suivants : 
1. Considérons N ensembles homothétiques à Xo, tels que: 
Xq = /3qXo , O< /3q < 1 q = 1, ... , N 
Pour chaque Xq associons un vecteur O:q ~ O:tol · 
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2. Résolvons les problemes d'optimisation suivant, pour q =O, .... N : 
v j = 1, ... ' 2111 
3. Pour q = O définissons: F0 = Y0 vv0- 1 
Pour q = 1, ... , N définissons: 
- La matrice de retour d'état: Fq = Yq Tif!t 
- La surface de commutation: âSq = {~c E 3"~11 ; xrH!q- 1x = 1} 
D 'apres la proposit ion 6.3, chaque surface de commutation âSq correspond à une 
région ele stabilité asymptotique Sq ~ {x E ~n ; xTW.; 1x ~ 1} pour le systeme 
x(k + 1) = Ax(k) + Bsat(Fqx(k)) (6 .28) 
Ainsi, cn considérant qu'il est possible de trouver un gain initial F0 à partir eles don-
nées fournics, la convergence asymptotiquc vers !'origine de toutes les t rajectoires du 
systeme (6.1) qui partent de X0 est garant ie par l'application de la loi de commande 
définie de la façon suivante: 
l sat(F0x(k)) s~ x(k)E So, x(k)(j.{S1,S2, ... ,SN} sat(F1x(k)) St x(k) E S1, x(k) (j. { S2, S3, ... , SN} u(k) = : : : . . . sat(FNx(k)) si x(k) E SN (6.29) 
Nous avous utilisé comme critere d'optimisation la minimisation du rayon spec-
tral de la matrice (A+BFq)· Ainsi, à mesure que la trajectoire s'approche de i' origine 
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nous appliquons des gains Fq qui placent successivement les pôles de (A+ BFq) plus 
à l'intérieur du cercle unité. Par conséquent, la vitesse de convergence vers ]'origine 
tends à être améliorée. Cependant, d'autres criteres peuvent être envisagés. 
R emarque 6.2 : Nous n'avons considéré aucune hypothese sur la nécessité d 'avoiT 
(6.30) 
En effet, dans le cas discret cela n'est pas nécessaire lorsque l 'on est capable de 
mettre en oeuvre un schéma de priorité, c'est-à-dire, si à l 'instant k, x(k) appartient 
à plusieurs Sq, la matrice Fq active doit être celle pour lequel {3q est plus petit. 
Par contre, pour le cas des systemes continus ce type de schéma est plus difficile, 
voire impossible, à mettre en oeuvre. Dans ce cas, naus pouvons imposer l 'inclusion 
(6.30}. Dans le probleme d'optimisation, ce type de contrainte peut être facilement 
exprimé sous la form e d'une LMI en considérant le résultat du lemme 6.2. 
Remarque 6.3 : Pour la détermination de chaque paire (F9, S 9) nous avons consi-
déré que la commande pouvait saturer. Si l'on désire éviter des solutions ou la com-
mande sature effectivement, il suffit de fixer Ctq = lm. Cependant, si la matTice A 
est instable, nous serons vraisemblablement oblígés de considérer la satttration pou1· 
pouvoir obtenir le gain initial F0 et une région de stabilité asymptotique S 0 contenant 
X o. Les autres surfaces de commutation et les gains assoei és peuvent alors êtrc dé-
terminés, de façon à éviteT la saturation. Lorsque la matrice A est asymptotiquement 
ou critiquement stable ou encare critiquement instable, une solution sans saturation 
des le gain Fo peut être envisagée. 
6.7.2 Exemple numérique 
Considérons le modele linéaire d'un pendule étudié dans [99]. En considérant une 
periode d'echantillonnage de 0.001s les matrices du systeme sont données par : 
A = [ 0.9995 0.0100 l 
-0.1000 0.9995 
. B = [ 0.0000 l 
' 0.0100 
La com mande est contrainte dans l'intervalle [ -5; 5], c'est-à-dire, p = 5. 
L'ensemble d 'états initiaux admisssibles X0 , est un cercle de rayon égal à 1 centré 
à !'origine. 
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Nous voulons détermincr une loi de commande mul t i-modcs qui stabilise le svs-
teme asymptotiquement pour toutc condit ion initialc appartenant à X0 . Pour cela 
nous appliquons la méthode proposée dans la scction 6.7.1 à dcux cas cn consicléran t: 
• 5 surfaces de commutation, c'cst-à-dire, N = 5. 
• [3, = 1, {32 = 0.8, {33 = 0.6, f3tt = 0.4, f3s = 0.2. 
Dans un prcmier cas nous considérons o:., = 1, Vq = 1, ... , 5, c'est-A-dire, lc 
problcmc est résolu sans saturation. Dans cc cas nous obtenons les matriccs de ga in 
suivantcs: 
F11 = [ 0.0022 - 1.5214 ] ; F12 = ( - 0.0806 -1.8688 ) ; F13 = [ - 0.4223 - 2.-l06G ) 
F1tt = ( -1.6125 -3.3355 ) ; F15 = ( -7.3920 -5.3756 ) 
chaque matricc F 1,, q = 1, ... , 5 cst associéc à une surface de commu tat ion éJSq = 
{x E lR11 ; xr P1,x = {Jq }· Les matrices P1q obtenues sont: 
[ 
0.9926 0.0755] [ 1.5478 0.1434] [ 2.7369 0.3157] 
Pu = 0.0755 0.0985 ; p12 = 0.1434 0.1521 ; p13 = 0.3157 0.2595 
p = [ 6.1142 0.8760 l . p = [ 24.3971 3.7447] 
1
" 0.8760 0.5178 , 15 3.7447 1.3653 
Dans un deuxieme cas nous considérons Ctq = 0.6, 'ilq = 1, ... , 5, c'est-à-dire, le 
problemc est résolu en permettant la saturation dans toutes lcs régions les 59 . les 
matrices de gain F29 et lcs matriccs P2q qui définissent lcs surfaccs de commutation 
obtenues dans ce cas sont: 
F21 = ( -0.4062 - 2.4064 ) ; F22 = ( - 0.9649 -2.8880 ) ; F 23 = ( - 2.2507 -3.6029 ) 
F24 = ( - 5.2998 -4.7812 ) F25 = ( - 16.1831 - 7.2972 ) 
p. - [ 0.9852 0.1138] 
21 
- 0.1138 0.0935 
p. = [ 1.5290 0.2011 l 
22 0.2011 0.1376 
p.. = [ 2.7083 0.3976] 
23 0.3976 0.2173 
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p. = [ 6.0954 0.9473] 
24 0.9473 0.3890 
p. - [ 24.5113 3.3788] 
25 
- 3.3788 0.9030 
La figure 6.6 montre la trajectoire de l'état pour la condition ini tiale :r.(O) = 
[1 OJT en considérant: l'application de la loi u(k) = F11x(k) (· · ·) qui permet de· 
stabiliser l'ensemble des conditions initiales X0 sans saturation de la commandc : 
l'application de la loi de commande mul ti-modes sans saturation (matrices F 1q) 
définie dans le premier cas ci-dessus (- - -) ; I 'application de la lo i de commande aYec 
saturation définie (matrices F2q) dans le deuxiemc cas ci-dessus (tracé continn). Nous 
remarquons que Ia vitesse de convergencc vcrs ]'origine est netteme11t améliorée 
avec la loi de commande multi-modes saturante. La figure 6.7 montrc la réponse 
temporelle de la commande dans les trais cas. La figure 6.8 illustrc les surfaccs dC' 
commutation pour le cas de la commande multi-modes saturante. 
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6.8 Conclusion 
Dans ce chapi t re nous avons étudié le probleme de la synthese ele lois ele com-
mandes du type retour cl'état linéaire pour eles systemes linéaires, en prenant en 
compte, a priori, la possibili té de saturation de la commanele. 
L'utilisation ele la représentation polytopique elu systeme avec saturation eles 
commaneles, nous a permis ele formuler eles conditions constructives pour la stabi-
lisat ion locale du systeme en boucle fermée. A partir de ces conditions nous avons 
proposé un "framework" ele conelit ions, sous la forme de LMis, permettant la déter-
mination d' une rnatrice F ele retour d'état qui garantit : 
• La stabilisalion pour un ensemble donné de conditions initiales admissibles, 
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en considérant une certaine tolérance à la saturation eles commandes. 
• Le placement eles valeurs propres de la matrice (A+ BF) dans une région L .i\ li 
du plan complexe. Ce placement ayant pour but la satisfaction d \me certa inc 
spécification de performance temporelle dans la région de linéarité du systeme 
saturé. 
Lc compromis entre la taille du domaine ele condit.ions ini t ia lcs, la tolérance à 
la saturation et l'exigence ele performance en bouclc ferm éc a été souligné. Da.ns CC' 
sens, nous avons montré, à travers quelques exemples, que pom stabiliser un certain 
domainc de conditions initiales etjou garantir une certainc performance pour la 
réponsc temporelle, l'utilisation effective ele la saturation est parfois nécess<tirc. La 
méthodc proposée permet clone ele gérer ce compromis d'une façon systématiquc. 
Etant donné qu'il existe aujourel'hui eles logiciels, basés sur eles algorithmes nu-
mériques extrêmement efficaces, qui permettent de résoudrc eles problemes d'opti-
misation convexes avec eles contraintes sous la forme de LMls, nous pcnsons que 
cette méthode représente une maniere intéressante de considércr la saturation lors 
de l'étape de conception de la loi de commande. 
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Conclusion générale 
La présence, dans la pratique, de contraintes d'ordre physique etjou de sécurité 
ernpêche l'application de signaux de cornrnandes d 'arnplitude illirnitée. La négligence 
de ces bornes sur la cornrnande et, par conséquent, la possible saturation de la 
cornmande peut être source d 'instabilité ou provoquer eles eff"ets inelésirables sur lc 
systerne en boucle ferrnée. C'est pourquoi nous considérons cornme majeurs, sur lcs 
plans théorique et pratique, les deux problernes suivants : 
• L'analyse du cornporternent du systeme en boucle fe rmée lorsque la commande 
sature, afin de valider la loi de cornrnande. 
• La syntbese de lois de commande prenant en compte explicitement la possibi-
lité de saturation. 
Dans ce sens, la contribution de notre these a porté sur l'étude de la stabilité et 
de la stabilisation locale des systemes linéaires avec saturation eles commandes. Plus 
particulierernent, nous nous sommes intéressés, d'une part, à la déterrnination ele 
régions de cornporternent non-linéaire en boucle ferrnée ou la stabilité asymptotique 
de !'origine est garantie, et, d'autre part, à la déterrnination de lois de commande 
prenant en cornpte, lors de l'étape de conception, la possibilité de saturation eles 
comrnandes. 
Notre travail étant basé sur la théorie de Lyapunov, nous avens proposé, dans un 
prernier ternps, un bref rappel eles principaux concepts et résultats associés à cette 
théorie. Nous avens insisté sur le fait que, pour un systerne non-linéaire, la détermi-
nation analytique de la région d'attraction de !'origine est, en général, impossible. 
Cependant, il est toujours possible d'obtenir eles régions de stabilité asyrnptotique 
locale à partir d'ensernbles contractifs et invariants associés à eles fonct ions de Lya-
punov. 
Ensuite, nous avens donné un aperçu rapide eles travaux traitant du probleme de 
cornrnande eles systernes linéaires avec saturation eles cornmandes. Nous avens vu que 
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la stabilisation globale et semi-globalc peuvent êLrc envisagées sculemcnL lorsque lc 
systeme en boucle ouverte n'est pas strictcmenL instable. Par ai ll eurs, lcs méthoclcs 
proposées dans la littérature concernant ccs deux type d 'approche nc permC'I Lent pas 
de grandes améliorations de la performance du systemes cn boucle fermrC' .. -\insi, 
la stabilisation locale nous semble plus pratique pom gérer le compromis <'ntre la 
performance et la stabili té du systeme satm·é. 
Kotre contribution corresponcl aux résultats présentés dans les partiC's IT et IIl 
du mémoire. 
Dans la deuxieme partie nous avons considéré l'analyse de la stahilité du sys-
teme saturé par une approche polyéclrale. Les résultats que nons amns oblcnus par 
cette approche sont basés sur cleux types ele modélisation d11 systeme saturé : par 
régions de saturation et par modele polytopique. A partir de In modélisalion par ré-
gions ele saturation nous avons donné eles conditions nécessaircs et suffisantes pour 
!'invariante positive et la contractiv iLé de clomaines polyédraux par rapport au sys-
tcme saturé. Avec la modélisation par polytope de matrices nous avons pu proposer 
seulement eles conditions suffisantes pour l'invariance et la contractivité. Cela s'cx.-
plique par le fait que cette modélisat ion rcprésente le cornportement du systernc 
saturé d'une maniere conservative. Les condit ions de contractivité obtenues avec lcs 
deux approches nous ont pcrmis de formuler eles algorithmes d'expansion homothé-
tique d'ensembles contractifs sur la région de comportement nou-linéaire du systemc 
en boucle fermée. Ces a lgorithmes sont basés sur eles schémas ele programmation li-
néaire. En particulier, en utilisant l'approche polytopique nous avons formalisé théo-
riquement une procédure permettant l'obtention d'expansions non-homothétiques; 
l'algorithme résultant est aussi basé sur eles schémas de programmation linéaire. 
Nous avons montré que lorsque le polyed re contracLif est compact, nous pouvons as-
socier à cet ensemble une fonction de Lyapunov polyédrale strictement décroissaute 
et conclure sur la stabilité asymptotique locale du systeme saturé. Nous avons mon-
tré également que, sous eles hypothcses complémentaires, il est possible de conclure 
sur la stabilité locale dans eles polyedres non-bornés. A la fin de la partie li nous 
avons indiqué comment combiner les résultats obtenus à partir eles deux types de 
modélisation afin d'obtenir eles régions de stabilité asymptotique plus grandes. Nous 
pouvons dire que l'inconvénient majeur de cette approche réside dans le fait que les 
régions de stabilité obtenues dépendent du domaine de départ utilisé. Cependant, 
en considérant le caractere nécessai.re et suffisant eles conditions obtenues avec la 
modélisation par régions de saturation, la possibili té d'obtenir eles expansions non-
homothétiques à partir du modele polytopique et le fait que les algorithmes, basés 
sur eles schémas de programmation linéaire, sont de faible complexité, nous pensons 
que cette approche polyédrale est assez intéressante pour l'analyse de systcmes avec 
saturation eles commandes. 
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Approche Points Forts Points Faibles 
• complexité 
Polyédrale • CNS algorithmique 
- reg. saturation • prog. linéaire • fixe domaine 
de départ 
Polyédrale • expansion • cs 
non-homothétique • fixe domaine 
- mod. polytopique 
• prog. linéaire de départ 
• pas de domaine 
Ellipso"idale de départ • cs 
• LMI 
TAB. - Comparaison entre les approches d'analyse 
Dans la troisieme partie de la these nous avons proposé quelques résultats conccr-
nant l'analyse et la synthese de lois de commande saturantes en utilisant eles do-
maines contractifs de type ellipsoi"dal et la représentation polytopique du systeme 
saturé. Cette approche est donc liée à la détermination de fonctions de Lyapunov 
quadratiques localement valables pour le systeme saturé. 
Tout d'abord, dans le chapitre 5 nous avons proposé des conditions suffisantes 
sous la forme d'inégalités matricielles linéaires (LMis), pour la contractivité d'un 
ellipso"ide par rapport au systeme saturé. A partir de ces conditions nous avons pré-
senté un algorithme, basé sur la solution itérative de deux problemes d'optimisation 
convexes, dans le but de déterminer des régions ellipsoi"dales de stabilité asymp-
totique pour le systeme avec les commandes saturantes. Le critere d 'optimisation 
utilisé dans l'algorithme est lié à la maximisation d'une caractéristique géométrique 
de la région ellipsoi"dale. Nous pouvons dire que le principal avantage de cette ap-
proche par rapport à l'approche polyédrale est que nous n'avons pas besoin d'un 
ensemble de départ. En effet, la région de stabilité obtenue tend à être maximale 
selon le critf~re géométrique choisi. Comme inconvénient majeur de cette approche 
nous pouvons citer la nature suffisante des conditions, ce qui peut amener à l'obten-
tion de domaines de stabilité conservatifs. Dans le tableau ci-dessus nous résumons 
les points forts et les points faibles des trois approches d'analyse que nous avons 
proposées dans ce travail. Il est important de remarquer que nous pouvons toujours 
combiner ces trois approches afin d'obtenir des régions de stabilité plus grandes. 
Ainsi, par exemple, nous pouvons déterminer d'abord un ensemble ellipsoi"dal maxi-
mal selon un certain critere géométrique, ensuite déterminer l'ensemble polyédral 
m~'<imal contenu dans la région de validité du modele polytopique et, enfin, utiliser 
la condition nécessaire et suffisante de contractivité polyédrale pour essayer de faire 
encore une expansion homothétique. 
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Enfin, dans le chapitre 6, nous avons considéré le probleme ele la synthese ele I ois 
de commancle saturantes. Nous avons proposé une méthode basée sur la solution 
d'un ensemblc ele LMis. Cela permet de clétcrminer conjointcment une matricc de 
rctour d'état et un ellipso'ide contractif par rapport au systeme satm é. Cet ellip-
so'ide contient une région d'état initiaux donnée, X0 , et est contrnu clans la région 
ele valiclité du modele polytopique associée à un vecteur de coefficients ele satmation 
a, également donné. A notre avis, un eles points for ts de cette mét.hodc réside dans 
Ie fait qu 'elle permet facilement de combiner lc probleme de stabilisation sous satu-
ration avec d'autres spécifications ou objcctifs de commancle. En particulier, nous 
avons consicléré le probleme de placement de pôles du systeme saturá lorsquc il évo-
lue dans la région de linéarité. En considérant que le placement de pôlcs dans une 
région spécifiquc du plan complexe représente une spécificatioH de performance au-
tour de !'origine, nous avons souligné le compromis entre l'exigencc en performance, 
la taille du domaine X0 , et Ia tolérance à la saturation représentée par a. Nous a,·ons 
montré, à travers eles exemples, qu 'il est possible de stabiliser eles clomaines d'états 
initiaux plus grancls et d'obtenir eles réponscs temporelles plus rapidcs cn permct-
tant la saturation de la commande. Commc il existe aujourcl'hui eles algorithmcs eL 
eles logiciels extrêmement efficaces pour Ia résolution eles LMis, nous pensons que 
la méthode proposée fournit une procédurc systématique pour rn aiL riscr les effets 
indésirables ele la saturation et pour utiliser la saturation dans lc but, d 'une part , 
de stabiliser eles régions d'états initiaux plus grandes et, d 'autrc parL , d'améliorer 
Ia performance tcmporelle du systemc en boucle fermée. Néanmoins, nous devons 
reconnaltre, d 'unc part, que les conditions établies sont seulement suffisantes et. 
d'autre part, que lcs résultats sont basés sur la clétermination d 'un rctour d 'état, 
limitant ainsi leur application pratique. 
Ainsi, en considérant les résultats proposés dans cette these, nous pouvons citer 
quelques problemes qui restent ouverts et rnéritent une étude plus approfondie tels 
que: 
• L'obtention d 'un algorithme d 'expansion non-homothétique à partir de la re-
présentation par régions de saturation. 
• L'application eles conditions de contractivité d'un polyedre pour la synthese 
eles lois de commande. 
• L'obtention d' une condition nécessaire ct suffisante pour la contractivité ellip-
soi'dale. 
• L'extension de la méthode de synthesc au cas du retour de sortie. 
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En conclusion, nous pensons que les résultats qui nous avons obtenus jusqu'à 
présent peuvent être appliqués, étendus ou encore servir de base, dans un futur 
proche, pour traiter les problemes suivants: 
• Commande eles systemes à retards avec saturation eles commandes. 
• Commancle eles systemes bilinéaires avec saturation eles commandes. 
• Poursuite avec saturation eles commandes. 
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Annexe A 
Polyedres et ellipsoldes 
Dans cette these nous nous intéressons à la détermination de régions de stabilité 
asymptotique pour eles systemes linéaires avec saturation eles commandes. En par-
ticulier, nous considérons deux types de régions: polyédrales et ellipsoi:dales. Ainsi, 
nous sommes concernés par l'étude eles propriétés d'invariance et ele contractivité 
d 'ensembles polyédraux et ellipso.iclaux par rapport au systerne saturé. Il est clone 
utile de préciser quelques définitions et propriétés relatives à ces deux types d 'en-
sembles. 
A.l Ensembles polyédraux 
Un ensemble polyédral est défini par l'intersection d'une famille finie de clemi-
espaces dans Rn. Ces demi-espaces sont définis à partir d'hyperplans du type qx = T 
avec qT E R9 et T E R. Autrement dit, un domaine polyédral est un ensemble de 
points x ~ [x1 x2 . . . xnJT dans Rn qui satisfont un systeme fini d'inégalités du 
type: 
{ 
Q11X1 + Q12X2 + :. · · + QlnXn ~ T1 
Qg1X1 + Qg2X2 + · · · + QgnXn ~ Tg 
Ainsi, nous pouvons cléfinir un ensemble polyédral générique de la façon suivante: 
Définition A.l : {82} Considérons une matrix Q E Rg*n et un vecteur r E R9. Un 
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ensemble polyédral quelconque dans 3in est donc défini par·: 
S(Q, T) = {x E ~n ; Qx::::; 1·} 
A partir de celte définition, il est facile de démontrer les proprietés sui,·ante 
Propriété A.l : 
{i) Les ensembles polyédraux sont toujoU7·s des ensembles conve:ccs et jennés. 
(ii) L 'inter·section d 'une jamille finie d 'ensembles polyédmu1: cst aussi 1m ensemble 
polyédml. 
Notons que l'intersection entre deux polyedres peut être représentéc de la façon 
suivantc : 
D'autre part, remarquons que si T(i) 2:: O, \fi= 1, .. . , g, alors le polyedrc S(Q, T) 
contient !'origine. En part iculier, si au moins une des composantes de ·r est nulle 
(T(i) =O) alors Porigine est sur la fronticre de S(Q, r} 
La définition suivante donne la notion d'homothétie polyédrale. 
D éfinition A.2 :La jamille des ensembles homothétiques à S(Q, T) est définie pm· 
des ensembles du type: 
o1l 1J est un scalair·e positive. 
Passons maintenant à la définition de quelques ensembles polyédraux particuliers. 
A.l.l Polyedres non-bornés 
Soit une demi-droite dans !'espace 3in définie par: 
(A.1) 
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ou Xo, y E lRn et y =/=O, À E R 
Définition A.3 : Un polyedre S(Q,r) est dit non-borné s'il contient des demi-
droites du type (A .1) . 
L'identification d'un ensemble non-borné à partir de cctte définition n'cst pas 
évidentc. Par contre, dans I e cas particulier ou ra.ng( Q) < n, c'cst-à-dire, JCer Q =f: 
{0}, le polycdrc est non-borné puisqu'il contient des droites du t.ypc: 
L= {xo + Ày} 
avec x0 E S(Q,T) et y E JCeT Q. En effet, dans ce cas on a: 
Q(xo + .Xy) = Qxo +O~ 1· , V .X E~ 
Dans cc cas le polyedre contient un sous-espace, notammcut égal à JCer Q. 
La figure A.l illustre deux types de polyedrcs non-bornés. Notons que le polycdrc 
(a) ne contient pas un sous-espace alors qu 'il existe 1111 sous-espace contcnu dans I c 
polyedre (b). 
(a) (b) 
Frc. A.l - Polyedres non-bornés 
A.l.2 Cônes polyédraux 
Les cônes polyédraux constituent une classe particuliere d'ensembles polyédraux 
non-bornés. Ils sont définis de la façon suivante: 
D éfinit ion A.4 Considérons une mat1'ice Q E lR9*71 • Un ensemble dans l'espace 
~n défini par: 
/:; K(Q) = {x E ~n ; Qx ~O} 
est appelé un cône polyédral. 
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Ainsi, un cône polyédra l est défini à part ir d'hypcrplans contenant !'origine. 
Pa r a illeurs, si on considere un cnsemblc de points {y1 , Y2, ... , Yv }, un cônc f{ 
peut êl.rc défini à part ir d 'une combinaison linéaire non-negatívc de ces poin Ls . c'est-
à-clire, tout x E f( peut être exprimé commc : 
ou ).i ?: O, \li = 1, . .. , v. De cette maniere, un cône f( peut aussi être génériquenw nt. 
cléfini pa r : 
f( = Y!R~ 
ou Y est une matrice ayant comme colonnes les vecteurs Yi et 3í~ cst l'ori hant posit if 
de !Rv. La. matricc Y est a insi appelée génémtem· du c:ône [( ct lcs Yi sont. appelés 
les vecteurs extr·émaux de f(. 
La défini t ion suivante concerne un cône polyédra l t ranslaté. 
D éfinition A .5 : Etant donné un vecteur b E !Rn, la translation du cône K (Q) 
selon b est définie par : 
6 K (Q) + b = {x E !Rn ; x = y + b , \/y E K (Q)} 
ou de façon équivalente : 
I<(Q) + b ~ {x E !Rn; Qx j Qb} 
A.1.3 Poly edre à facettes paralleles 
Un polyeclre défini pa r eles pa ires d 'hyperplans para llcles est clécrít généríquement 
dans la cléfin ition suivante : 
Définition A .6 : Soient 'ltne matrice Q E !R9*n et deux vecteurs r t, r2 E !R9 . L 'en-
semble cléfini par: 
est un polyedre à facet tes para lleles. 
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Dans le cas ou 1·1 = - r 2 , le polyedre est syrnétrique et contient forcément !'ori-
gine. Remarquons que S(Q, r 1 , 1·2) peut toujours être écrit sous la forme standard : 
S(Q,r) = {x E lRn ; Qx ::5 f} 
avec Q = [ -~ ] et f = [ ~~1 ] 
A .1.4 Polytopes 
D éfinition A.7 Un polytope est un enscmble polyédml cornpact, c'cst-à-dú·e. 
borné et f ermé. 
Une condi tion nécessaire pour qu ' un polyed re S(Q, r) soit un polytope est que 
1·ang( Q) = n. Dans le cas particulier ou on a un polyedrc à facctles parallelcs 
S(Q,r1,r2) cette condition est aussi suffisantc. 
Par ailleurs, toute enveloppe convcxc d ' un nombre fini de points dans l 'espace 
d 'état définit un polytope. Ainsi, nous pouvons tonjours représenter un polytope S 
à partir de la connaissance de ses sommets notés v1, v2 , •.• , vp, c'cst-à-dirc : 
1:::. S = Co{v,,v2, ... ,vp} 
autrement dit, un point quelconque x E S, peut être déterminé comme une combi-
naison linéairc convexe des sommets de S . 
A .2 Ensembles ellipsoldaux 
Nous donnons maintenant, comme dans [17], deux définitions pour un ensemble 
ellipso.idal, ou tout simplement, un ellipso"ide dans !'espace lRn. 
D éfinition A.B : Soit T(x) une fonction quadratique dans 3tn : 
T(x) = xT Ax + 2xTb +c 
ou A= AT > O et (bT A- 1b- c) >O L 'ensemble défini paT: 
1:::. E = {X E lRn ; T( X) ~ O} (A.2) 
est un ellipsolde dans ['espace 3tn. 
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Définition A .9 : Soient P une rnatTice syrnétTiqtte définie positive et nn ]JOint Xc E 
lnn. L 'ensernble : 
E D. {x E lnn; (:1; - Xrf p - 2 (:c- Xc) :S 1} 
- {X E ~n ; Px + Xc , JJx ll :S 1} (A.3) 
définit 1.m ellipsoi'de dan.s l 'espace d 'état. 
Les deux défini t ions précédentes sont completcment équivalcnLes. La rrpréscnta-
Lion (A.2) peut être réécrite sous la forme (A.3), à partir de!:i rclations suivan tcs : 
D 'aut re part, pour passer de la représentation (A.3) à la rcpréscntat ion (A.2), il 
suffi t de considérer: 
A = P- 2 
A partir dcs paramctrcs A, b, c, P, Xc nous pouvons déterrniner le volume et lc 
diarnetre de l'ellipso'ide E: 
• le volume de E est donné par: 
vol(E) = j{Jdet((b'l'A- 1b- c)A-1) 
ou {J cst un scalairc qui dépend de la dimcnsion de x, c'cst-à-dirc, de n . 
• le diamctrc de E, c'est-à-dirc, dcux fois la longueur d u demi-axe majcur est 
calculé par: 
La figure A.2 rnon tre un ensemble ellipso'iclal générique dans a12 . 
Nous préscntons main tenant deux types particuliers d'ellipso'icles. 
A.2.1 E llipso!des cent rés à !'origine 
Il est facile de rernarquer que l'cnscmble E cléfini par (A.2) (ou (A.3)) cst centré 
à !'origine si b = O (ou Xc = O) . D 'unc façon générique on a la définition st tivantc: 
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FIG. A.2 - Ensemble ellipsoi"dal 
D éfinit ion A .lO : Soient P une matrice symétrique définie positive et un scalaim 
c 2: O. L 'ensemble défini par 
est un ellipsoi"de dans Rn centré à ['origine. 
A.2.2 Cylindres de section ellipsoldale centrés à l'origine 
Lorsque la matrice P = pr 2: O, on a la définition suivante: 
Définit ion A .ll : Soient P une matrice symétrique semi-définie positive et un 
scalair·e c 2:: O. L 'ensemble défini par 
est un cylindre de section ellipsoi'dale dans Rn centré à l'origine. 
Dans ce cas l'ensemble Enb(c) est non-borné dans les directions associées à Ker P. 

BIBLIOGRAPHIE 169 
Bibliographie 
[1] .J. Alvarez-Ramirez, R. Suarez, and J. Alvarez. Semiglobal stabilization of 
multi-input linear system with saturated linear state feedback. Systems &. 
Contml Letters, 23:247-254, 1994. 
[2] P. Apkarian, J .P. Chretien, P.Gahinet, and J.M. Biannic. J.L-SynUtes is by V - JC 
itcrat ions with constant scaling. In Pmc. of 2nd EuTopean Control Conference 
(ECC'93), volume 4, pages 2075- 2080, Groningen, letherlancls, 1993. 
[3] A. Benzaouia. The resolution o f equation X A+ X BX = H X and thc polc 
assignement problem. IEEE Trans. Automat. ContT., 39(10) :2091 2095, 1994. 
[4] A. Benzaouia and C. Burgat. Regulator problcm for linear discrctc-t ime sys-
tcms with nonsymmetrical constrained control. Int. J. of Contml., 48(6):2442-
2451, 1988. 
[5] A. Benzaouia anel C. Burgat. Existence of non-symrnetrical Lyapunov func-
t ions for linear systems. Int. J. of Sys. & Sei. , 5:597- 607, 1989. 
[6] D.S. Bernstein anel A.N. Michel. A chronological bibliography on saturating 
actuators. Int. J. of Robust and Nonlinear Control, 5:375-380, 1995. 
[7] J. Bernussou, P.L.D. Peres, and J.C. Geromel. A linear programming oriented 
procedure for quadratic stabilization of uncertain systems. Systems & Control 
Letters, 13:65- 72, 1989. 
[8] J .P. Béziat. Sur la com mande adaptative multiva?'iable sous contraintes. PhD 
thcsis, Université Paul Sabatier, Toulouse, France, avril 1989. Rapport LAAS 
No. 89093. 
[9] G. Bitsoris. On the positive invariance of polyhedral sets for cliscrete-t ime 
systems. Systems & Control Letters, 11(4):243- 248, 1988. 
170 BIBLIOGRAPHIE 
[10] G. Bitsoris. Existence of positively invariant polyheclral sets for cont inuous-
time linear systems. Contr·ol TheoTy and Advanced Technology, 7(3) :407- -127, 
1991. 
[11] G . Bitsoris anel i\I. Vassilaki. Constrained regulation of li11car systcms. Auto-
matica, 31(2):223 -227, 1995. 
[12] F . Blanchini. Feeelback control for li near time-invariant systems with statt' 
anel control bounds in the presence of d isLurbances. I EEE Tm11s. Automat. 
Cont1'., 35(11):1231- 1234, 1990. 
[13] F. Blanchini. Ult imate boundedness control for uncertai11 discrcte- t imc sys-
tems via set- inel ucccl Lyapunov functions. IEEE Tmns. Automat. Cont1·., 
39(2):428- 433, 1994. 
[14] F. Blanchini anel S .. Miani. Bcst transient estimate for linear cliscrete-timc 
uncertain systems. In Proc. of 3rd European Control Conje1·ence (ECC'95), 
pages 1010- 1015, Rome, Italy, 1995. 
[15] F. Blanchini a nel S. Miani. Best transicnt estimate for linear discrcte-Limc 
uncertain systcms. In Proc. of the 3nl Eumpean Cont?"Ol Confenmce (ECC'95}, 
pages 1010- 1015, Rome, Ita ly, 1995. 
(16] F. Blanchini and S. Miani. Constarincd stabilization of continuous-time linear 
systems. Systems & Control Letters, 28:95- 102, 1996. 
[17] S. Boyd, L. El Ghaoui, E. Feron , anel V. Balakrishnan. Linear Mat1·ix Inequa-
lities in System and Control Theo1·y. SIAM Stuelies in Applicel Mathematics, 
1994. 
[18] C . Burgat anel S. Tarbouriech. Global stability of a class of linear systems 
with saturated controls. Int. J. of Sys. & Sei., 23(1) :37- 56, 1992. 
[19] C . Burgat anel S. Tarbouriech. Stability anel control of saturatcel linear sys-
tems. In A.J . Fossard and D. Normand-Cyrot, editors, Non-Linear Systems, 
volume 2, chapter 4. Chapman & Hall, 1996. 
[20] C. Burgat, S. Tarbouriech, and M. K lal. An algorithm for estimating the 
stability domain of linear cliscrete-timc systems with saturations. In Proc. of 
IEEE Int. Conf. on Systems, Man and Cybemetics {IEEE-SMC), volume 1, 
pages ,319- 324, Le Touquet, France, 1993. 
[21] E.B Castelan. Sur l 'invm'iance positive et la commande sous contraintes de 
systemes linéaires multivariables. PhO thesis, Université Paul Sabatier, Tou-
louse, France, avril 1992. Rapport LAAS No. 92223. 
BIBLIOGRAPHIE 171 
[22] E.B. Castelan, J .M. Gomes da Silva Jr., and J .E.R. Cury. A reduccd order 
framework applied to linear systems with constrained controls. IEEE Tmns. 
Automat. Contr., 41(2):249- 255, 1996. 
[23] E.B. Castelan and J .C. Hennet. EigenstrucLure assignemcnt for statc constrai-
ned linear continuous time systems. Automatica, 28(3):605- 611, 1992. 
[24] E .B. Castelan and J.C. Hennet. Eigenstructure assignement for state 
constrained linear continuous time systems. IEEE Trans. Automat. Contr .. 
38(11):1680-1685, 1993. 
[25] E.B. Castelan and S. Tarbouriech. On positive invariancc and output fcedback 
stabilization of input constrained linear systems. In Proc. of 1994 American 
Control Conference (ACC'94}, volume 3, pages 2740- 2744, Baltimorc, U.S.A, 
1994. 
[26] C.T. Chen. Linear System Theory and Design. Holt, Rinehart and Winston, 
Inc, New York, 1984. 
[27] M. Chiali and P. Gahinet. H00 design with pole placcment constraints: an 
L!VII approach. IEEE Trans. Automat. Contr., 41(3), 1996. 
[28] J.B. Conway. A cotLrse in functional analysis, volume 96 of Gmduate Texts in 
Mathematics. Springer-Verlag, Berlin,New York, 1990. 
[29] R.M. Dolphus and W.E. Scbmitendorf. Stability analysis for a class of linear 
controllers under control constraints. In Proc. of 30th IEEE Conference on 
Decision and Control (CDC'91}, pages 77- 80, Brighton (U.K), 1991. 
[30] J.J. Dongarra, S. Hammarling, and J. Wilkinson. Numerical considerations in 
computing invariant subspaces. SIAM J. Matrix Anal. Appl., 13(1):145-161, 
1992. 
[31] C.E.T. Dórea and J.C. Hennet. On (A,B)-invariancc of polyhedral domains 
for discrete-time systems. In Pmceedings of the 35th IEEE Conference on 
Decision and Control (CDC'96}, pages 4319- 4324, Kobe, Japan, 1996. 
[32] C.E.T. Dórea and B.E.A. Milani. Design of L-Q regulators for state constrai-
ned continuous-time systems. IEEE Trans. Automat. Contr., 40(3):544-548, 
1995. 
[33] L. El Ghaoui, F . Delbecque, and R. Nikoukhah. LMITOOL: A user-friendly 
interface for LMI optimization user 's guide - beta version. Tecbnical re-
port, february 1995. Available via anonymous ftp to ftp.ensta.fr under 
/pu b / elghaoui/lmitool. 
172 BIBLIOGRAPHIE 
(34] A. Fischman, J.M. Gomes da Silva Jr. , L. Dugard, J.M. Dion, anel S. Tarbou-
riech. Dynamic outpu t feedback under statc anel control const raints . In Proc. 
of 1991 EuTopean Contml Conference (ECC'91), Brussels, Belgium, 1997. 
[35] A.T . Fuller. In the large stability of relay anel saturatecl control systems with 
actuator saturation. Systems & Contrai Lette1·s, 15:486- 505, 1977. 
[36] P. Gahinet, A. Nemirovski , A. Laub, anel M. Chiali. LMI Conlml Toolbox 
User's Cuide. T hc Math Works Inc., 1995. 
[37] E .G. Gilbert anel K.T. Tan. Linear syslems with state anel control constraints: 
the theory anel application of ma.-ximal output aelmissible sets. IEEE Trans. 
Automat. Contr., 36(9):1008- 1020, 1991. 
[38] G.H. Golub anel C. Van Loan. Mat1ix Computations. T he .Johns Hopkins 
university Press, Bal timore, !VIaryland,USA, 1988. 
[39] J.M. Gomes da Silva Jr. Aplicação do posicionamento parcial de autoestrut ura 
ao problema de regulação sob restrições nas variáveis de controle. Master's 
thesis, UFSC, Florianópolis ,Brazil, april 1994. In portuguese. 
[40] J.M. Gomes da Silva Jr., E.B. Castelan, anel J.E.R. Cury. Sobre posiciona-
mento parcial de autoestrutura. In Anais do X CBAj\1 I CLACA, volume 1, 
pages 64- 69, Rio de Janeiro,Brazil , 1994. In portuguese. 
[41] J.M. Gomes da Silva Jr., A. Fischman, S. Tarbouriech, J.M. Dion, anel L. Du-
gard. Synthesis of state feedback for linear systems subject to control satura-
tion by an LMI-based approach. In Proc of 2nd !FAC Symposium on Robust 
Contrai (ROCOND'91), pages 229- 234, Budapest, Hungary, 1997. 
[42] J.M. Gomes da Silva Jr. anel S. Tarbouriech. An algorithm to compute 
the maximal admissible set of initial conditions for linear systems subject 
to control constraints. Technical Report 96052, LAAS, Toulouse, France, fe-
bruary 1996. 
[43] J.M. Gomes da Silva Jr. anel S. Tarbouriech. Invariance anel contractivity of 
polyhedra for continuous-time linear systems with saturated controls. Tech-
nical Report 96434, LAAS, Toulouse, France, november 1996. Submitted to 
Systems anel Control Letters. 
[44] J .M. Gomes da Silva Jr. anel S. Tarbouriech. Analysis o f local stability of linear 
systems with saturating controls: a polyhedral approach. In Pmc. of 4th !FAC 
ConfeTence on Syslems, StroctuTe and Control (SSC'91), Bucharest,Romania, 
1997. To appear. 
BIBLIOG RAPHIE 173 
[45) J .M. Gomes da Silva Jr. anel S. Tarbouriech. Polyhedral regions oflocal asymp-
totic stability for discrete-time linear sytems with saturating controls. In PToc. 
of 36th IEEE Conference on Decision and Conlml (CDC'97), San Dicgo, CSA, 
1997. To appear. 
[46] J.lvL Gomes da Silva Jr., S. Tarbouriech, anel E. Castelan. Stabilization of 
linear systems subject to control coustraints via minimal-orclcr-obscrvc rs. In 
Proc. of the 34th IEEE Conference on Decision and Contml (CDC'95). ,·o-
lume 4, pages 4279- 4284, New Orleans,USA, 1995. 
[47) P. O. Gutman and P. Hagander. A new design of constrained controllC'rs for 
linear systems. IEEE Trans. Automa,t. ContT., 30:22- 33, 1985. 
[48) S. Gutman anel I. Jury. A general theory for matrix root clustering in subrc-
gions o f the complex plane. IEEE Tmn.s. A utomat. Cont1·., AC(26) :853- 863, 
1981. 
[49) J.C. Hennet. Une extension du lemme ele Farkas et son application au probleuw 
de régulation linéaire sous contrainLes. Comptes-Rendus de l'Académic rifs 
Sciences, Sé1'ie I, 308:415- 419, 1989. 
[50) J.C. Hennet. Discrete-time constrained linear systems. In Conl7·ol and Dyna-
mic Systems, volume 71, pagcs 549- 554. Academic Press, 1995. 
[51) J.C. Hennet anel J.P. Béziat. A class of invariant regulators for thc discretr-
time linear constrained regulation problem. Automatica, 27(3) :549- 554, 1991. 
[52) J .C. Hennet anel E.B. Castelan. Robust invariant controllers for constrainecl 
linear systems. In Proc. of 1992 American Control Conferencc (ACC'92}, 
volume 2, pages 993- 997, Chicago, USA, 1992. 
[53) J .C. Hennet and E.B. Castelan. Constrained control o f unstable mulLivariablc 
linear systems. In Proc. of 2nd European Control Conference (ECC'93}, pages 
2039- 2043, Groningen,The Netherlands, 1993. 
[54) J .C. Hennet anel J.B. Lasserrc. Construction of posi t ively invariant polytopes 
for stable linear systems. In Proc. of 12th !FAC- World Congress, volume 9, 
pages 285- 288, Sydney, Australia, 1993. 
[55) T.L. Johnson anel M. Athans. On the design of optimal constraíned dynamic 
compensators for linear constant systems. IEEE Trans. A utomat. Contr., 
(december) :658-659, 1970. 
174 BIBLIOG RAPHIE 
[56] R.E. Kalman anel J.E. Bertram. Control system a na lysis anel elesign via the 
seconel methoel of Lyapunov (part ii). J. of Basic Eng., Trans. of ASME, pages 
394- 400, 1960. 
[57] H.K. Khalil. Nonlinear systems. :tvladviillan, 1992. 
[58] H . Kienell, J. Aelamy, anel P. Stelzner. Vector norms as Lyapunov functions 
for linear systems. IEEE Trans. Automat. Contr., 37(6) :839- 842, 1992. 
[59] J. Kim anel Z. Bien. Robust stability of uncertain linear systems with satma-
ting actuators. IEEE Trans. Automat. Contr-., 39(1):202- 207, 1994. 
[60] l'vl. Kla'i. Stabilisation des Systemes Linéaires Continus Contraints sur·la Com-
mande par· Retour ci'État et Sortie Saturés. PhD thesis, Université Pau l Sa-
baticr, Toulouse, France, septembre 1994. Rapport LAAS No. 94323. 
[61] I. Kolmanovsky anel E.G. Gilbcrt . M~-ximal output aelmissible sets for discrete-
t ime systems with elisturbances inputs. In Proc. of 1995 Am.er-ican Control 
Conference (ACC'95), pages 1995- 1999, Seatlc, USA, 1995. 
[62] J.P. Lasalle. The stability and contrai of disc1·ete processes, volume 62 of App. 
Math. Sei. Springer Verlag, 1986. 
[63] Z. Lin and A. Saberi. Semi-global exponential stabilization of linear systems 
subject to input saturation via linear feeelback. Systems & Contml Letter-s, 
21:225- 239, 1993. 
[64] Z. Lin anel A. Saberi. Semi-global exponential stabilization of linear el iscrete-
t ime systems subject to inpu t saturation via linear feeelback. Systems & 
Control Letter-s, 24:125- 132, 1995. 
[65] Z. Lin, A. Saberi, and A.A. Stoorvogel. Semiglobal satbilization of linear 
eliscrete-time systems subject to input saturation via linear feeelback- an ARE-
baseei approach. IEEE Tmns. Automat. Contr-., 41(8) :1203- 1207, 1996. 
[66] D . Liu anel A.N. Michel. Dynamical systems with satumtion non-linearities: 
analysis and design, volume 195 of Lectur-e notes in control aneL information 
sciences. Springer Verlag, 1994. 
[67] D. G . Luenberger. Linear aneL Nonlinear Programming. Adelison VVcsley, 1984. 
2nd edition. 
[68] C.C.H. Ma. Unstability of linear unstable system with inputs limi ts. J. of 
Dynamic Syst., Measurement and Control, (113) :742- 744, 1991. 
BIBLIOGRAPHIE 175 
[69] T.H. Mattheiss. An a lgorithm for detcrmining irrelevant constra ints and a li 
vcrtices in systems of linear inequalitics. Operations Resea1·ch, XXI:2!J7- 260, 
1973. 
[70] T.H. Mattheiss and B.K. Schmidt. Computational results ou an algorithm 
for finding a li vertices of a polytope. Mathentatical Pmgrarnming, 18:308-329. 
1980. 
[71] B.A.E. Milani and C.E.T. Dórea. On invariant polyhedra of continuous-tinH' 
systems subject to additivc disturbances. Automatica, 32(5) :785- 789, l\lay 
1996. 
[72) B.E.A. Milan i and A.N. Carvalho. Robust optimallinear regulator design for 
discrcte-time systems under polyhedra.l constraints . Automatica, 31(10):1489 
1493, 1995. 
[73) A.P. Molchanov and E.S. Pyatnitskii. Lyapunov functions that specify nec<•s-
sary and sufficient conditions of absolute stability of nonlincar non stationary 
centro! systems (part iii). Automatika Telemekanika, (5):38- 49, 1986. 
[74] A.P. Molchanov and E.S. Pyatnitskii. Critcria of asymptotic stability of dif-
ferential and difference inclusions encountcred in control thcory. System.s & 
Cont1'ol Letters, 13:59- 64, 1989. 
[75) V.I. Opoitsev. Stability of nonautonomous systems. Automatika telemekha-
nika, (10):56-63, 1986. 
(76] R. V. Patel, A. Laub, and P.M. Van Dooren, cditors. Nume1'ical LineaT Algebra 
Techniques for Systems and Control. IEEE Press, New York, 1994. 
[77) T.C.T. Rocha. Domínios positivamente invarian tes de sistemas lineares com 
restrições na variáveis de controle. Master's thesis, UFSC, F lorianópolis,Brazil , 
july 1994. In portuguese. 
[78) B.G. Romanchuk. Computing regions of attraction with polytopes: Planar 
case. A utomatica, 32(12): 1727- 1732, 1996. 
[79] A. Saberi, z. Lin, and A. Teel. Control of linear systems with saturating 
actuators. IEEE Trans. Automat. Contr., 41(3) :368-377, 1996. 
[80] E. De Santis. On positively invariant sets for discrete-time linear systems 
with disturbance: an application of maximal disturbance sets. IEEE Trans. 
Automat. Contr., 39(1):245- 249, 1994. 
176 BIBLIOGR--\PHIE 
[81] W.E. Schmitendorf. Designing stabilizing controllcrs for uncertain systems 
usi ng Lhe Riccati equation. IEEE Trans. A utomat. Cont1·., 33{ 4) :3 76- 378. 
1988. 
[82] A. Schrijver. Theory of Linear and Jntege1· Programming. John " ' ilcy anel 
Sons, Chichester, 1987. 
[83] .J ..J .E. Slotine and W . Li. Applied nonlinea1· contTOL. Prentice Hall, 1991. 
[84] E.D. Sontag and H.J Sussmann . Nonlinear output fccdback design for linear 
systerns with sa.turating control. In Pmc. of 29th IEEE ConjeTence on Decision 
and Control {CDC'90}, pages 3414- 341G, Houolulu , U.S.A, 1990. 
[85] G. Stcin a.nd J. Doyle. Beyond singular values and loopshapcs. AIAA Joumal 
of Guidance and Contml, 14(1):5-16, 1991. 
[86] R Suarcz , J. Alvarez-Ramirez, and J. Alvarch. Linrar systems with singlc 
saturated input: stability analysis. In Proc. of 30th IEEE Conje1·ence on 
Dcci.sion and Control (GDG'91}: pages 223- 228. Brighton, U.K. , 1991. 
[87] H..J. Sussmann and Y. Yang. On the stabili Ly of multiple intcgrators hy means 
of bounded controls. In Proc. of 30th IEEE Conference on Decision and 
Control (CDC'91), pages 70- 72, Brighton , U.K., 1991. 
[88] !vi. Sznaicr. A set induced norm approac!l to the robust control of constrained 
systcms. SIAM J. Contr. and Optim., 31(3):733- 746, 1993. 
[89] S. Tarbouriech. Sur la stabilité des regulateurs à retour d'état saturé. PhD the-
sis, Université Paul Sabatier, Toulouse, France, février 1991. Rapport LAAS 
No. 91047. 
[90] S. Tarbouriech and C . Burgat. Positively invari ant sets for constrained 
continuous-time systems with cone propcrties. IEEE Trans. Atdomat. Contr. , 
39{2) :401- 405, 1994. 
[91] S. Tarbouriech and C. Burgat. Invariance propcrty for linear discrete-time 
systcms with boundcd inputs via observer. In Proc. of 1995 American Control 
Gonference (ACC'95), volume 5, pages 3914- 3915, Seattle, USA, 1995. 
[92] S. Tarbouriech and J.M. Gomes da Silva Jr. Admissible polyhedra for discrete-
Limc linear systems with saturating controls. In Proc. of 1997 American 
Control Conference {ACC'97), volume 6, pagcs 3915- 3919, Albuquerque, USA, 
1997. 
BIBLIOGRAPHIE 177 
[93] S. Tarbouriech, M. Kla'i, and C. Burgat. Robust local stabílízatíon condi-
t ions for linear systems with saturating contrais. In Proc. oj 33th IEEE-CDC, 
volume 2, pages 1006- 1011, Orlando, USA, 1994. 
(94] A. R. Teel. Global stabilization and restricted tracking for multiple intcgraLors 
with bounded contra is. Systems & Contrai Lette1·s, 18:165- 171. 1992. 
[95] M. Vassilaki anel G. Bitsoris. Constrained rcgulation of linear continuous-time 
dynamical systems. Systems & Contml Letters, 13:24.7- 253, 1989. 
(96] M. Vassilaki, J.C. Hennet, anel G. Bitsoris. Feedback control of litwar 
discrete-time systems under statc and contra! constrain ts. Jnt. J. of Control., 
47(6):1727- 1735, 1988. 
[97] M. Vidyasagar. Nonlinear systems analysis. Prcntice Hall , Englcwood Cliffs, 
second edit ion, 1992. 
[98} W. M. Wonham. Linear Multivariable Control - A Geomet1'ÍC Approach. 
Springer-Verlag, New York, 1985. 
[99] G.F Wredenhagen anel P.R. Bélanger. Pieccwise- linear LQ contrai for systems 
with input constraints. Automatica, 30(3):403- 416, 1994. 
[100] Y. Yang. Global stabilization oj linca1· systems with bounded contrais. PhD 
thesis, Rutgers University, février 1993. 
[101] Y. Yang, J. Sussmann, and E. Sontag. Stabilization of linear systems wilh 
bounded contrais. In Proc. o f 1992 IFA C Nonlinear Control Systcms Design 
Symposium {NOLCOS'92), pages 15- 20, Bordeaux, France, 1992. 
Thesc de Monsieur J oão Manoel GOMES DA SILVA Jr. 
Sur la stabilité locale de syst em es linéaires avec saturation d es comma ndes 
Cette these a pour but l'étude de la stabilité asymptotique locale des sysLêmes linéaires à temps cliscrN. clont 
les commandes sont soumiscs à des saturations. L'étude est dévcloppée à partir de deux rrpréscntations clu 
systeme saturé en boucle fermée : par régions de saturation et par modêlc polytopique. L'analysc clr la sta-
bilité du systeme saturé en bouclc fermée ainsi que la synthcse de la loi de com mande saturante avec l"objcct i f 
de garantir la stabilité d'un domaine d'états admissiblcs, sont basées sur le concept d'cnse111blcs contract ifs. 
Dans ce contexte, des résultats sont obtenus en considérant deux approchcs distínctcs. La prrmiC>re approche 
considere eles cnsembles polyédraux. Des <:onditions pour la contrnctivité dt•s trajectoircs du syst(mH' <'11 honcl<' 
ferméc dans un polyedrc sont étudiées : d'une part, eles conditions nécessaires et suffign nt<'S sonL ét.ablies à 
partir de la représentation par régions de saturation et, d'autre part, dcs conditions suffisantrs sont ohtenH<'S 
à partir de la représentation par modele polytopique. Ccs conditions permettcnt. de forntulcr d<'s nlgorithnws, 
basés sur eles schémas de programmation linéaire, ayant pour objcctif la détermination de régions polyédrnlcs 
ou la stabilité asymptotique localc du systcme en bouclc fennée est garantic même si la comimwde sature. La 
deuxieme approche considere des ensembles ellipso.idaux et la représentation polytopique du systcme :mturé. 
Des conditions suffisantes pour la contractivitó d'ellipso·ictes par rapport au systemc saturé sont établics sons 
la forme d'inégalités matriciclles linéaires (Ll'vlls) . A partir de ces condit ions, un algorithnte basé sm eles sché-
mas d'optimisation convexc est proposé pour la détermination d'approximations de la région d'at.traction de 
!'origine à t ravers eles cllipsoldes contractifs. D'autre part, pour un ensemblc donné de conditions initiales . \'o, 
eles condi tions sont formulées, égalemcnt sous la forme de L:vlls, pour permettrc la déterminntíon d'unc• loi de 
com mande sa~uran tc garant,issant. la stabilíté asymptotique vers !'origine de toutcs Jcs trajectoirrs init ialisr<'s 
dans Xo. 
Mots-clés : stabilité locale, systemes línéaires, com mande, saturation, fonc:tions ele Lyapunov , prograntmaLion 
linéaire, inégali tés matricielles linéaires. 
On the local s t ability of linear systems subj ect to control saturation 
The aim of this thesis is thc study of thc local asymptotic stability of discrete-time linear systems subject to 
control saturation. Thc work is devcloped by using two representations of thc closcd-loop saturatcd system, 
namcly by regions of saturation and by polytopic model. The analysis of the stability of the closed-loop snt-
urated system as well as thc synthesis of saturating control laws are based on the concept of cont ractive sets. 
In this context, new results are proposed by considering two distincL approaches. The first onc deals with 
polyhedral sets. The contractivity of the t rajectories of the saturated system in polyhedral sets is studied. Dy 
considering the representation by regions of saturation, necessary and sufficient condit ions are stated for the 
polyhedral contractivity with respect to the trajectories of the saturated systern . Ftom the representation by 
polytopic model only sufficíent conditions are statecl. The conditions obtaincd with both approaches lead to thc 
formulat ion of algorithms to determine polyhedral domains of asymptotic stabilíty anel non-linear behavior for 
the closed-loop system. These algorithms are baseei on linear programrning. The second approach deals with 
ellipsoidal sets a nd considers the polytopic reprcsentation of the saturated system. A sufficient condit ion for 
the contractivi ty of ellipsoids with respect to the trajectories of thc closed-loop system are formulatcd in tcrms 
of linear matrix inequali t ies (LMis) . F\·om this condition , an algoríthm to compute approximations of the basin 
of attraction of the origin of the closed-loop system is proposed. This algori thm is based on the solut ion of 
convex optimization problerns. On the other hand , given a set of initial admissible condit ions ,-1'0 , an LMI-based 
framcwork is proposed to compute saturating controllaws that ensure Lhe asymptotic convergcnce to thc origin 
of ali the t rajcctorics ernanating from X0 . 
Keywords : local stability, linear systems, control, saturation, Lyapunov functions, linear programming, linear 
matrix incqualit ies. 
