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A NUMERICAL CRITERION FOR GENERALISED
MONGE-AMPE`RE EQUATIONS ON PROJECTIVE MANIFOLDS
VED V. DATAR AND VAMSI PRITHAM PINGALI
Abstract. We prove that generalised Monge-Ampe`re equations (a family of
PDE which includes the inverse Hessian equations like the J-equation, as well
as the Monge-Ampe`re equation) on projective manifolds have smooth solutions
if and only if a numerical criterion is satisfied. As a corollary, we prove a
uniform version of a conjecture of Sze´kelyhidi in the projective case. Our result
also includes an equivariant version which can be used to recover existing
results on manifolds with large symmetry such as projective toric manifolds.
1. Introduction
The Monge-Ampe`re equation and related PDE such as the J-equation, and the
deformed Hermitian Yang-Mills (dHYM) equation play an important role in Ka¨hler
geometry. Very often, their solvability hinges on the existence of a subsolution
(which, in a sense, functions as a “barrier”). Unlike the Monge-Ampe`re equation,
which can be solved in every Ka¨hler class, other equations have complicated neces-
sary conditions that are almost as hard to verify as solving the equations themselves.
To remedy this problem, numerical criteria akin to the Nakai-Moizeshon criterion
for projective manifolds (and the Demailly-Paun [7] criterion in the Ka¨hler case)
have been conjectured [17, 5] to be sufficient for the existence of smooth solutions.
Results supporting such conjectures had been proven earlier under some symme-
try assumptions (i.e., the toric case) [6, 12], but recently, building on the work of
Demailly and Paun [7], Chen [3, 4] proved far more general results in the case of
the J-equation and the dHYM equation. The aim of this paper is to prove similar
results on projective manifolds for generalised Monge-Ampe`re equations [13] - a
family of PDE that includes the Monge-Ampe`re and the inverse Hessian equations
as special cases.
The setting is as follows. Let (M,χ) be a projective Ka¨hler manifold and let [Ω0]
be a Ka¨hler class on M . Let ck ≥ 0, 1 ≤ k ≤ n− 1 be constants and f be a smooth
function such that
n−1∑
k=1
ck > 0,
∫
M
fχn ≥ 0.
Assume that the following condition is met.
∫
M
[Ω0]
n =
n−1∑
k=1
∫
M
ckχ
n−k[Ω0]
k +
∫
M
fχn.(1.1)
1
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Furthermore, we assume that
f > fm = −min

 116n
(
ζcζ
2n
) ζ
n−ζ cζ(n− ζ)
2n
,
c
n
n−ζ
ζ
4n
,
∫
M
[Ω0]
n
4
∫
M
χn
,
K
2n
(
cζ
2
(
n
ζ
)
) n
n−ζ

 ,
where 1 ≤ ζ ≤ n − 1 is the largest integer such that cζ 6= 0, and 1 > K > 0 is
any constant less than the smallest eigenvalue of the matrix
∑
|I|=ζ EI where I is
a multi-index and (EI)ij = 1 if i, j /∈ I and 0 otherwise.
We also assume that a compact connected Lie group G acts on M . We define M
to be G-compatible if every G-invariant closed analytic subset contains an ample G-
invariant divisor. Furthermore, suppose Z is a G-invariant closed analytic subset.
Consider a canonical resolution (which always exists [10, 1]) Z0 = Z ← Z1 ←
. . .← Zr obtained by blowing up M successively (to get Mi) at G-invariant (with
respect to the lifted G-action onMi) smooth centres Ci ⊂ Zi and taking the proper
transform. If, for any Z and any such canonical resolution, Mi is G-compatible for
all i, then M is defined to be strongly G-compatible.
Remark 1.1. In this paper, “G-invariant divisor” simply means that the union of the
irreducible subvarieties of the divisor is a G-invariant set. (That is, the multiplicities
are not considered in this terminology.)
Remark 1.2. A projective toric manifold M is strongly (S1)n-compatible. Indeed,
there is an ample toric line bundle L over M that restricts to an ample toric line
bundle over every toric subvariety Z. Hence, for large k, taking the zero locus of a
section of Lk that generates an invariant subspace (for the lifted action of (C∗)n),
we get an ample invariant divisor. Blowing up a projective toric variety at a smooth
toric subvariety gives a toric variety with a toric ample line bundle Lk ⊗ [−E] for
sufficiently large k.
The same argument as above shows that smooth projective T -varieties, i.e., pro-
jective manifolds with an effective G = (S1)k action (where 0 ≤ k ≤ n), are also
strongly G-compatible.
Our main theorem is as follows.
Theorem 1.1. Assume that a connected compact Lie group G acts on M by bi-
holomorphisms such that M is strongly G-compatible, and G preserves χ and f .
The following conditions are equivalent.
(1) The generalised Monge-Ampe`re equation
Ωn =
n−1∑
k=1
ckχ
n−kΩk + fχn,(1.2)
has a unique smooth G-invariant solution Ω ∈ [Ω0] satisfying the cone
condition
nΩn−1 −
n−1∑
k=1
ckkχ
n−kΩk−1 > 0
(2) (Cone condition) There exists a G-invariant Ka¨hler metric Ω ∈ [Ω0] satis-
fying the cone condition, i.e.,
nΩn−1 −
n−1∑
k=1
ckkχ
n−kΩk−1 > 0.
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(3) (Uniform stability condition) There exists a constant ε > 0 such that for
all G-invariant subvarieties V ⊂M of co-dimension p, we have∫
V
((n
p
)
[Ω0]
n−p −
n−1∑
k=p
ck
(
k
p
)
[χn−k] · [Ωk−p0 ]
)
≥ ε
(
n
p
)∫
V
[Ω0]
n−p.
Remark 1.3. If ck = 0 ∀ k and f > 0 everywhere, then Theorem 1.1 is simply the
Calabi conjecture and is hence known.
We recover many existing results when they are specialised to the projective
case. If G is taken to be trivial, ck = 0 for k = 1, 2 · · · , n− 2, and cn−1 > 0, then
this result reduces to the main theorem in [3]. If G = (S1)n, we recover the main
theorem in [6]. Note that in the toric case, G-equivariant stability and its uniform
version are equivalent. More generally, by Remark 1.2, our theorem also applies
to T -varieties. For certain values of the coefficients and phase angles, as explained
in [12], the dHYM equation is a generalised Monge-Ampe`re equation with non-
negative coefficients. Hence, for such phase angles we recover the results of [4] when
G is trivial and those of [12] when G = (S1)n.
Finally, Theorem 1.1 proves a uniform version of Conjecture 23 of Sze´kelyhidi
[17] (which itself generalises a conjecture of Sze´kelyhidi-Lejmi [11]) for the inverse
Hessian equations in the projective case.
Corollary 1.2. The inverse Hessian equation
Ωn = cΩn−k ∧ χk
has a solution on a projective manifold M in a Ka¨hler class [Ω0] if and only if there
exists an ε > 0 such that for every subvariety V of codimension n− k ≤ p ≤ n− 1,
the following inequality holds.∫
V
(
n
p
)
[Ω0]
n−p −
∫
V
c
(
k
p
)
χk[Ω0]
n−p−k ≥ ǫ
∫
V
[Ω0]
n−p.
The case of Hessian equations is still open but we believe that our techniques
can be used to address it (in fact, we expect that most convex PDE can be solved
in the projective case using our method).
Remark 1.4. Our strategy of proof is inspired from [3]. However, the G-equivariant
numerical criterion is used at only one place (see ‘Step-2’ below) in the proof. We
believe that any result for a convex PDE (like the dHYM equation [4]) can be
made G-equivariant (provided they have “enough” G-invariant subvarieties) using
our strategy. In particular, we expect that an equivariant version of [4] holds.
Our proof does not generalise to the Ka¨hler case because we use the existence of
many subvarieties crucially. The key idea of [7] of using the diagonal ∆ ∈ M ×M
in the Ka¨hler case was exploited in [3, 4] in the case of the J-equation and the
dHYM equation. The extension of our theorem to all Ka¨hler manifolds is a work in
progress. We end this section with a detailed outline of the proof of Theorem 1.1.
Outline of the proof. We only need to focus on the implication 3 ⇒ 1 because
the others are somewhat standard. In fact since (1) ⇐⇒ (2) by Theorem 2.1,
we actually prove that (3) =⇒ (2). That is, given the numerical condition, we
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produce a G-invariant Ω ∈ [Ω0] satisfying the cone condition. Just as in [7, 3, 4],
we proceed by means of a continuity method. For t ≥ 0, consider the equation
Ωnt =
n−1∑
k=1
ckχ
n−kΩkt + fχ
n + atχ
n,(1.3)
where Ωt ∈ (1+ t)[Ω0]. Note that at t→0
+
−−−−→ 0, and hence we want to solve the above
equation at t = 0. For t >> 1, Ωˆt = (1 + t)Ω0 satisfies the cone condition
nΩˆn−1t −
n−1∑
k=1
ckkχ
n−kΩˆk−1t > 0.
Moreover, for all t ≥ 0, the assumptions on fm are met. By Theorem 2.1, there
exists a solution to (4.2) for t >> 1. In particular, if we let
I = {t ∈ [0,∞) | (1.3) has a solution},
then I is non-empty. The infinite-dimensional implicit function theorem implies
that I is open. We need to show that the set is closed. By the nature of the cone
condition, if t ∈ I, then t′ ∈ I for all t′ > t. So let t0 = inf I. It is enough to prove
that t0 ∈ I. Replacing Ω0 by (1 + t0)Ω0, without loss of generality, we may assume
that t0 = 0 i.e. we have a solution to (4.2) for all t > 0.
• Step-1. Let Y be a G-invariant ample divisor (which exists by hypothesis).
By Theorem 3.1, there is a closed, non-negative current Θ ∈ [Ω0] such that
Θ ≥ δ[Y ] for some δ << 1, and Θ − δ2 [Y ] satisfies the cone condition (not
necessarily with strict positivity though) outside Y in the sense of Chen.
• Step-2. For any c > 0, the Lelong sub-level set Ec = {x | ν(Θ− δ2 [Y ], x) ≥
c} is a closed analytic subset that is G-invariant if Θ and Y are G-invariant.
Let Yc = Ec ∪ Y . Let Yc ⊂ V ⊂⊂ U . In a neighbourhood U of Yc, we
construct a metric ΩU = Ω0+
√−1∂∂¯ψU satisfying the cone condition using
the induction hypothesis and the existence of G-equivariant resolutions of
singularities (which follows from functoriality in [1, 10]).
• Step-3. Let χ0 ∈ [Y ] be a Ka¨hler metric. Outside a neighbourhood (of
pre-determined size) U of the G-invariant ample divisor Y , we regularise
T = Θ− δ2 [Y ]+ δ2χ0 to obtain a metric in [Ω0] satisfying the cone condition
on U c.
• Step-4. Using Proposition 4.1 we glue the metrics obtained in Step-3 and
Step-4 to get a smooth metric satisfying the cone condition. In the G-
equivariant case, the metric obtained can be averaged over G to make it
G-invariant. Since G is connected and compact, the averaging process does
not change the Ka¨hler class. Moreover, since the cone condition can be
written in a convex manner, the averaged metric continues to satisfy it,
and we are done.
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2. The PDE aspects
In this section we prove that the generalised Monge-Ampe`re equation with a
slight negative “constant” term can be solved assuming the cone condition holds.
Theorem 2.1. (1)⇔ (2) in 1.1.
We prove Theorem 2.1 using the method of continuity. Uniqueness is standard.
Given uniqueness, the equivariant version of the theorem follows easily. Hence, we
may ignore G for the remainder of this section. Firstly, we prove the necessity of
the cone condition.
Lemma 2.1. The cone condition nΩn−1 −
n−1∑
k=1
ckχ
n−kkΩk−1 > 0 is necessary.
Proof. We claim that the solution Ω itself satisfies the cone condition. Indeed, since∫
M fχ
n ≥ 0, there is a point p ∈ M where f(p) ≥ 0. At such a point, it is easy
to see that the cone condition is met. Let q ∈ M be any other point and γ(s) be
a path connecting p to q. Assume that r is the first point on γ(s) where the cone
condition becomes degenerate. Choose holomorphic normal coordinates for χ at r
such that Ω is diagonal with eigenvalues λ1 ≤ λ2 . . .. Equation 1.2 can be rewritten
as
1 =
n−1∑
k=1
ck
k!(n− k)!
n!
Sn−k
(
1
λ
)
+ fSn
(
1
λ
)
,(2.1)
where the symmetric polynomial Sk(A) is the coefficient of t
k in det(I + tA). The
cone condition can be written as
1 >
n−1∑
k=1
ck
k!(n− k)!
n!
Sn−k;i
(
1
λ
)
,(2.2)
where Sn−k;i
(
1
λ
)
is a symmetric polynomial in n − 1 eigenvalues (excluding λi).
When it degenerates, for some i,
1 =
n−1∑
k=1
ck
k!(n− k)!
n!
Sn−k;i
(
1
λ
)
.(2.3)
Denote Sk
(
1
λ
)
by σk. Thus,
0 =
n−1∑
k=1
ck
k!(n− k)!
n!λi
σn−k−1;i + fσn
⇒ σn−1;i = 1|f |
n−1∑
k=1
ck
k!(n− k)!
n!
σn−k−1;i ≥ cζσn−ζ−1;i(n
ζ
)|f | ≥
cζ
(
n−1
ζ
)
σ
n−ζ−1
n−1
n−1;i(
n
ζ
)|f |
⇒ σn−1;i ≥
(
cζ(n− ζ)
n|f |
)n−1
ζ
.(2.4)
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From 2.3 we see that
1 ≥ cζ(n
ζ
)σn−ζ;i
⇒
(
n
ζ
)
cζ
≥ σn−ζ;i ≥
(
n− 1
ζ − 1
)
σ
n−ζ
n−1
n−1;i.(2.5)
Comparing 2.5 and 2.4 we see that
|f | ≥
(
ζcζ
n
) ζ
n−ζ cζ(n− ζ)
n
.(2.6)
By the assumption on f we arrive at a contradiction. Hence the cone condition
never degenerates. From the cone condition, we can clearly see that Ka¨hlerness also
holds. 
Now we prove existence assuming that the background metric Ωˆ0 ∈ [Ω0] satisfies
the cone condition. To this end, consider the following continuity path depending
on a parameter 0 ≤ t ≤ 1.
Ωnt = t
(
n−1∑
k=1
ckχ
n−kΩkt + fχ
n
)
+ (1− t)c0χn,(2.7)
where c0 is a constant such that c0
∫
M [χ]
n =
∫
M
[Ω0]
n. For a smooth function φ,
let Ωφ = Ωˆ0+
√−1∂∂¯φ. We normalise φ to satisfy inf φ = 0. At t, denote by φt the
unique such smooth function so that Ωt = Ωˆ0 +
√−1∂∂¯φt. At t = 0, there exists a
smooth solution thanks to Yau’s resolution of the Calabi conjecture. For 0 ≤ t ≤ 12 ,
we see that tfχn + (1 − t)c0χn > 0 by the assumptions on f . For t > 12 , we see
(using the assumptions on f again) that tf +(1− t)c0 > −
(
tζcζ
n
) ζ
n−ζ tcζ(n−ζ)
n . The
proof of Lemma 2.1 implies that the cone condition is met. Hence, the linearisation
is invertible and the set of all such t where there is a solution is open. To prove that
it is closed, we need a priori estimates. Since we are given that the cone condition
is preserved along the continuity path, using Yau’s Moser iteration technique (akin
to [16] for instance), one can easily prove a C0 estimate. We now prove a Laplacian
estimate.
Proposition 2.1. ∆χφt ≤ C where C is independent of t.
Proof. First we prove the following lemma.
Lemma 2.2. For each 0 ≤ t ≤ 1, let St,p be the open subset of positive-definite
Hermitian matrices satisfying the cone condition for Equation 2.7. Cover M with
finitely many holomorphic charts. For a fixed point p, the function Ft,p : St,p → R
given by
Ft,p(A) =
n−1∑
k=1
t
ck(
n
k
)σn−k(A) + (tf(p) + (1− t)c0)σn(A)
satisfies the following properties. Let A have eigenvalues λi > 0 and let L be the
maximum over all the coordinate charts of | ∂f∂zµ | and | ∂
2f
∂zµ∂z¯µ |.
(1) St is a convex open set.
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(2) The function gt,p(A) = Ft,p(A
−1) extends to a smooth function on the
orthant {λi ≥ 0}.
(3)
∂Ft,p
∂λi
< 0.
(4) If λ1 ≤ λ2 . . ., then
−λ1 ∂Ft,p
∂λ1
≥ −λi ∂Ft,p
∂λi
∀ i.(2.8)
(5) If B is any Hermitian matrix, then
∑
µ,ν,α,β
∂2Ft,p
∂Aµν∂Aαβ
B¯νµBαβ +
∑
i
∂Ft,p
∂λi
|Bij |2
λj
− α
∑
i
∂Ft,p
∂λi
|Bii|2
λi
≥ 0.(2.9)
where α = 0 if 2ζ ≥ n and α = 12 otherwise. In particular, for all 1 ≤ ζ ≤
n− 1, we see that Ft,p is convex.
(6) Ft,p(A) > 0.
(7) There is a constant C independent of t, p such that
Ft,p
C
≤
∑
k
−λk ∂Ft,p
∂λk
≤ CFt,p.(2.10)
(8)
∑
µ |∂
2Ft,p(A)
∂zµz¯µ | ≤ C where C is independent of t, A, L.
Suppose that there is a matrix A0 ∈ St with eigenvalues 0 < µ1 ≤ µ2 . . . ≤ µn. If
Ft(A, p) = 1 for all p ∈M , then
(1) There exist constants θ,N > 0 independent of C, x such that if tr(A) > N ,
then
∑
i
∂Ft,p
∂λi
(A)(λi − µi) ≥ θ
(
1−
∑
i
∂Ft,p
∂λi
(A)
)
.
(2) There exists a constant C independent of t, A, L such that for any matrix
B and any number ǫ > 0,
∑
i,µ
∣∣∣∣∂2Ft,p(A)∂λi∂zµ Biµ
∣∣∣∣ ≤ Cǫ − ǫ
∑
i,µ
∂Ft,p(A)
∂λi
|Biµ|2
λi
.
Proof. Note that the cone condition is 1 >
n−1∑
k=1
1
λi
tck(
n
k
)σn−k−1;i. The first few state-
ments are proved as follows.
(1) Since σn−k;i is well known to be a convex function, St is an open convex
set.
(2) Trivial.
(3)
−∂Ft
∂λi
=
1
λi
(
n−1∑
k=1
tck(
n
k
) 1
λi
σn−k−1;i + (tf + (1− t)c0)σn
)
.(2.11)
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When 0 ≤ t ≤ 12 the result is clear because the σn term is non-negative. If
1
2 ≤ t ≤ 1, then
−λ2i
∂Ft
∂λi
≥ cζσn−ζ−1;i
2
(
n
ζ
) − |fm|σn−1;i ≥ cζ
(
n−1
n−ζ−1
)
2
(
n
ζ
) σ
( n−2n−ζ−2)
( n−1n−ζ−1)
n−1;i − |fm|σn−1;i
= σ
n−ζ−1
n−1
n−1;i
(
cζ(n− ζ)
2n
− |fm|σ
ζ
n−1
n−1;i
)
,(2.12)
which is seen to be positive using the cone condition and the assumptions
on fm.
(4) Note that for k < n, −λ1∂1σk ≥ −λi∂iσk and for k = n, −λ1∂1σn =
−λi∂iσn. Hence, the result follows.
(5) From the proof of Lemma 8 in [6], we see that
∑
µ,ν,α,β
∂2Ft,p
∂Aµν∂Aαβ
B¯νµBαβ +
∑
i
∂Ft,p
∂λi
|Bij |2
λj
≥
∑ tck(
n
k
) BααB¯µµ
λαλµ
Sk;α,µ + δαµSk;α
Sn
+
tf + (1 − t)c0
Sn
BααB¯µµ
λαλµ
.(2.13)
The matrix Mij =
∑ tck
(nk)
(Sk;ij + δijSk;i) + (tf + (1− t)c0) can be written
as (akin to [8, 6]) M =
∑ tck
(nk)
∑
‖I‖=k λIEI + (tf + (1− t)c0)1 where for
any k-tuple I, the positive semidefinite matrix EI is defined to have entries
(EI)ij = 1 if i, j /∈ I and 0 otherwise; moreover, λI = λi1λi2 . . . λik , and
the matrix 1 is defined as (1)ij = 1 ∀ i, j.
If 0 ≤ t ≤ 12 , it is easy to see by the assumptions on f that M is non-
negative (because the constant term is so). Assume t > 12 . For future use,
we observe that 0 ≤ 1 ≤ nId. Now we have two cases.
(a) 2ζ ≥ n :Using the cone condition and the assumption that 2ζ ≥ n,
we see that λI >
(
cζ
2(nζ)
) ζ
n−ζ
∀ multi-indices I with |I| = ζ. Re-
call that K > 0 is the least eigenvalue of
∑
‖I‖=ζ EI . Now note that
M > t
(
cζ
2(nζ)
) n
n−ζ
KI − t|fm|nI, which is positive-definite using the
assumptions on fm.
(b) 1 ≤ ζ ≤ n− 1 : Note that
∑
µ,ν,α,β
∂2Ft,p
∂Aµν∂Aαβ
B¯νµBαβ +
∑
i
∂Ft,p
∂λi
|Bij |2
λj
− 1
2
∑
i
∂Ft,p
∂λi
|Bii|2
λi
≥
∑
i,j
σnMij
BiiBjj
λiλj
− 1
2
∑
i
∂Ft,p
∂λi
|Bii|2
λi
.(2.14)
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Using the assumptions on fm and Formula 2.11 we see that∑
µ,ν,α,β
∂2Ft,p
∂Aµν∂Aαβ
B¯νµBαβ +
∑
i
∂Ft,p
∂λi
|Bij |2
λj
− 1
2
∑
i
∂Ft,p
∂λi
|Bii|2
λi
≥ −
∑
i
nσn−1;i|fm| |Bii|
2
λ3i
+
1
8
∑
i
|Bii|2
λ3i
cζσn−ζ−1;i(
n
ζ
) .(2.15)
As before, the Newton-Maclaurin inequalities and the assumptions on
|fm| imply the desired result.
(6) If 0 ≤ t ≤ 12 , it is clear (as before) that Ft(A) > 0. If t > 12 , then
Ft(A) ≥ cζ
2
σ
ζ
n
n − |fm|σn = σ
ζ
n
n
(
cζ
2
− |fm|σ
n−ζ
n
n
)
.
The cone condition in conjunction with the Newton-Maclaurin inequality
implies that σn <
(
1
cζ
)n
ζ
. By the assumptions on f , we see that Ft(A) > 0.
(7) Noting that
∑
k
−λk ∂Ft
∂λi
=
∑
k
t(n− k)ck(
n
k
) σn−k+n (tf + (1− t)c0)σn, it is
easy to see using the assumptions on f that the result holds.
(8) Clearly, | ∂2Ft,p∂zµ∂z¯µ | ≤ Lσn(A) ≤ C.
Now we assume that Ft(A) = 1.
(1) As can be seen from [6], the above properties imply the result.
(2) Note that |∂2Ft,p(A)∂λi∂zµ | ≤ Lσnλi . Akin to the above properties, one can prove
that −λ2i ∂F∂λi ≥
σn−1;i
C′ for some C
′. Now,∑
i
Lσn|Biµ|
λi
≤ −
∑
i,µ
LC′
∂Ft,p
∂λi
|Biµ|
≤ −C
′′
ǫ
∑
i
∂Ft,p
∂λi
λi − ǫ
∑
i,µ
∂Ft,p
∂λi
|Biµ|2
λi
≤ C
ǫ
− ǫ
∑
i,µ
∂Ft,p
∂λi
|Biµ|2
λi
(2.16)

The aforementioned lemma is enough to guarantee the result for 2ζ ≥ n by the
method of [12], when followed word-to-word. In fact, such an estimate works for
any function Ft,p that satisfies the above conditions (along with property 2.9 for
α = 0). However, when α = 12 , we need to do more work. To this end, we prove a
general proposition about estimates.
Proposition 2.2. For any family of PDE of the form Ft,p(A) = 1, where the
endomorphism A is given by Aik := χ
ij¯(Ωφt)kj¯ , the solution φt (normalised to
satisfy inf φt = 0) satisfies the a priori estimate
∆χφt ≤ C(1 + |∇χφt|2),(2.17)
if ‖φt‖C0 is assumed to be uniformly bounded, all the properties in Lemma 2.2 are
satisfied by a symmetric function Ft,p whose domain St,p is an open convex cone
lying in the set of Hermitian positive-definite matrices, and there is a Ka¨hler metric
Ω in the class [Ω0] such that χ(p)
ij¯Ω(p)kj¯ ∈ St,p for all p ∈M .
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Proof. The following calculations are inspired from similar ones in [5, 17].
For a function γ : [0,∞)→ R defined as
γ(x) = Ax − 1
1 + x
+ 1,
where A > 1 is a constant to be chosen later, the following properties hold. We
suppress the t subscript for φt in this proof.
Ax ≤ γ(x) ≤ Ax+ 1
A ≤ γ′(x) ≤ 2A
γ′′(x) = − 2
(1 + x)3
≤ 0.(2.18)
Let G(Ωφ) = −γ(φ)+ ln(λn) where λ1 ≤ λ2 ≤ . . . λn are the eigenvalues of A. Note
that G is a continuous function. Suppose the maximum of G is attained at a point
p. Choose holomorphic normal coordinates for χ at p such that Ωφ is diagonal.
In general, λn is not smooth near p. The standard remedy is to consider a small
constant diagonal matrix B such that 0 = Bnn < Bn−1n−1 < . . . < B11 and a new
matrix-valued function A˜ = A − B. B is chosen to be small enough so that A˜ is
still positive-definite and lies in St for all points q in a neighbourhood U of p. The
eigenvalues of A˜ are distinct and are hence smooth in U . The function G˜ = G(A˜)
continues to achieve a local maximum at p. Hence, at p, we differentiate with respect
to zi, z¯i to obtain the following.
0 = G˜,i(A˜) = −γ′φ,i + 1
λn(A˜)
∂λn
∂A˜µν
A˜µν,i
= −γ′φ,i + (Ωφ)nn¯,i
λn(A)
(2.19)
We drop the t, p subscripts from now onwards. We differentiate again to obtain the
following.
0 ≥ −
∑
i
∂F
∂λi
(A)G˜,i¯i(A˜) =
∑
i
(
− ∂F
∂λi
(A)
)(
− γ′′|φ,i|2 − γ′φ,i¯i −
|(Ωφ)nn¯,i|2
λ2n(A)
+
1
λn(A)
∂2λn(A˜)
∂A˜pq∂A˜rs
(Ωφ)pq,i(Ωφ)rs,¯i +
(Ωφ)nn¯,i¯i + λn(A)Rnn¯i¯i
λn(A)
)
.
(2.20)
From now onwards, we denote λi = λi(A) and λ˜i = λi(A˜) = λi −Bii. Assume that
λn > N in order to use property 2 from the second part of Lemma 2.2. Assume
that |Ri¯ijj¯ | ≤ C1 ∀ i, j. Using the formulae from [17] we see that
0 ≥
∑
i
(
− ∂F
∂λi
)(
− γ′′|φ,i|2 − |(Ωφ)nn¯,i|
2
λ2n
+
(Ωφ)nn¯,i¯i
λn
+
1
λn
∑
p<n
|(Ωφ)pn¯,i|2 + |(Ωφ)np¯,i|2
λn − λ˜p
)
+
γ′θ
2
(
1−
∑
i
∂F
∂λi
)
(2.21)
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where we assumed that γ
′θ
2 ≥ Aθ2 ≥ −C1. Now we compute the derivatives of the
PDE F (A, p) = 1.
F,n +
∂F
∂Apq
(Apq),n = 0
⇒ F,n +
∑
i
∂F
∂λi
(Ωφ)i¯i,n = 0.(2.22)
We differentiate again to obtain the following equality.
0 = F,nn¯ +
∑
i
2Re(
∂F,n
∂λi
(Ωφ)i¯i,n¯) +
∑
p,q,r,s
∂2F
∂Apq∂Ars
(Ωφ)pq¯,n(Ωφ)rs¯,n
+
∑
i
∂F
∂λi
((Ωφ)i¯i,nn¯ +Ri¯inn¯λi)(2.23)
We substitute the fourth order term from Equation 2.23 into 2.21, and use the
assumptions of Lemma 2.2 to get the following.
0 ≥ γ
′θ
2
(
1−
∑
i
∂F
∂λi
)
+
∑
i
∂F
∂λi
(
γ′′|φ,i|2 + |(Ωφ)nn¯,i|
2
λ2n
)
+
F,nn¯
λn
+
1
λn
(
C1
∑
i
λi
∂F
∂λi
− C + 1
2
∑
i
∂F
∂λi
|(Ωφ)i¯i,n|2
λi
−
∑
i,j
∂F
∂λi
|(Ωφ)ij¯,n|2
λj
+
1
2
∑
i
∂F
∂λi
|(Ωφ)i¯i,n|2
λi
)
≥ γ
′θ
2
(
1−
∑
i
∂F
∂λi
)
− C
λn
+
∂F
∂λn
|(Ωφ)nn¯,n|2
λ2n
.(2.24)
At this juncture, we use Equation 2.19 in 2.24 to get the following inequality.
0 ≥ γ
′θ
2
− C
λn
+ λn
∂F
∂λn
(γ′)2|φ,n|2
λn
.(2.25)
Assume that λn > 1 and that A
θ
4 ≥ C. Note that −C ≤ λn ∂F∂λn ≤ 0 since
−C ≤
∑
i
λi
∂F
∂λi
by assumption. Thus,
0 ≥ Aθ
4
− 4CA
2|φ,n|2
λn
.(2.26)
Therefore, λn ≤ C(1 + |∇φ|2). 
Using Proposition 2.2 and Lemma 2.2, we see that in our case, indeed
∆φ ≤ C(1 + |∇φ|2).
Now, Proposition 5.1 of [5] (which is based on a blow-up argument) shows that
∆φ ≤ C, as desired. 
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Thanks to Theorem 3.1 of [18], Proposition 2.1 implies a C0 estimate and hence
a uniform bound on the Laplacian.
At this point, we note that since Ft(A) is convex on a convex open set, the
complex version of Evans-Krylov theory akin to [15] would have implied the C2,α a
priori estimates on φt if f was constant. In our case, despite f not being a constant,
we can still get C2,α estimates on φt using a blow-up argument (like in the proof
of Lemma 6.2 in [5] for instance). Using Schauder theory, we can get Ck,α bounds
(depending on k) for every k. Applying the Arzela-Ascoli theorem and choosing a
diagonal subsequence, we get closedness of the set of t ∈ [0, 1] such that Equation
2.7 has a smooth solution. Therefore, we have a smooth solution at t = 1. 
3. Concentration of mass
We begin with a definition of what it means for a possibly singular (1, 1) current
to satisfy the cone condition. Let ρ : [0, 1]→ R be a smooth function such that
|S2n−1|
∫ 1
0
ρ(t)t2n−1dt = 1,
where |S2n−1| is the Lebesgue measure of the unit sphere in Cn. For any 1 > δ > 0,
and any L1-function ϕ : B1(0)→→ R on the unit ball B1(0), the δ-mollification is
defined to be
ϕδ(x) = δ
−2n
∫
B1(0)
ϕ(x− y)ρ
( |y|
δ
)
dy.
Then we have the following definition from [3].
Definition. Let Θ be a closed, positive (1, 1) current. We say that Θ satisfies the
degenerate cone condition
(3.1) nΘn−1 −
n−1∑
k=1
ckkχ
n−kΘk−1 ≥ 0,
if for any coordinate chart U with Θ
∣∣∣
U
=
√−1∂∂¯ϕU ,
n(
√−1∂∂¯ϕU,δ)n−1 −
n−1∑
k=1
ckkχ
n−k
0 (
√−1∂∂¯ϕU,δ)k−1 ≥ 0
on Uδ := {x ∈ M | B(x, δ) ⊂ U}, for any Ka¨hler metric χ0 on U with constant
coefficients satisfying χ0 ≤ χ. Here ϕU,δ are the mollifications of ϕU as above.
The main goal of this section is to prove the following “mass concentration”
result.
Theorem 3.1. Let (M,χ) be a Ka¨hler manifold, and Ω0 ∈ K such that for all
t > 0, there exists a Ωˆt ∈ (1 + t)[Ω0] such that
nΩˆn−1t −
n−1∑
k=1
ckkχ
n−kΩˆk−1t > 0.
Then for any divisor Y , there exists a βY > 0 and a current Θ ∈ [Ω0] such that
Θ ≥ βY [Y ] and Θ satisfies the degenerate cone condition in the sense above. If G
is a connected compact Lie group acting on M such that χ and Y are G-invariant,
then Θ can be chosen to be G-invariant as well.
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Proof. The proof is essentially a combination of the ideas in [3] and [7]. Suppose
thatM be covered by coordinate balls {Bj}Nj=1, and that Y is given by the vanishing
of coordinate functions {gj} on Bj . Let {θj} be the partition of unity subordinate
to Bj . For 0 ≤ t << 1, define
ψt = log
(∑
j
(θj
∑
k
|gj,k|2) + t2
)
, χt = χ+A
−1
√−1∂∂¯ψt,
where we pick a suitable A >> 1 below. For t small enough, χt is a smooth Ka¨hler
form on M which concentrates near Y , and χt > (1 − CA−1)χ for some fixed C
(independent of t). Now consider the following equation:
Ωnt =
n−1∑
k=1
ckχ
n−kΩkt + ftχ
n,(3.2)
where Ωt ∈ (1 + t)[Ω0] and
ft =
χnt
χn
− 1 +At,
and the constant At is chosen so that∫
M
Ωnt =
n−1∑
k=1
∫
M
ckχ
n−kΩkt +
∫
M
ftχ
n.
Note that At > 0 for all t. Also, for ε << 1, we have that ft > fm, and hence
by Theorem 2.1, there is a solution Ωt ∈ (1 + t)[Ω0] to (3.2) satisfying the cone
condition
nΩn−1t −
n−1∑
k=1
ckkχ
n−kΩk−1t > 0.
Now the family of currents Ωt is bounded in mass since∫
M
Ωt ∧ χn−1 = (1 + t)[Ω0] · [χn−1] < C.
Define Ω˜t as the average of Ωt over G. Since the cohomology class of Ωt does not
change by averaging over a compact connected Lie group, the family Ω˜t is also
bounded in mass. Hence, there exists a sequence ti → 0+ such that Ω˜ti,ε → Θ,
where Θ is a non-negative current in the class α. Clearly, Θ is G-invariant. We now
show that Θ ≥ βY [Y ] for some βY > 0 following the line of argument in [7]. First
we have the following simple observation.
Lemma 3.1. For any neighbourhood U of a point y ∈ Y , there exist constants
δU , tU > 0 such that for all t < tU and∫
U∩Vt
Ωt ∧ χn−1 > δU ,
where Vt = {ψ0 < log t}.
Proof. Let 0 ≤ λ1(z) ≤ · · · ≤ λn(z) be the eigenvalues of Ωt with respect to χ.
Since Ωn−1t ∧ χt ≥ λ2 · · ·λnχnt /n!, we have that∫
M
λ2 · · ·λnχnt /n! ≤
∫
M
Ωn−1t ∧ χt = (1 + t)n−1[Ωn−10 · χ] ≤M.
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In particular, for any δ > 0, if Eδ := {z ∈M | λ2(x) · · · λn(x) > M/δ}, then∫
Eδ
χnt
n!
≤ δ.
By Lemma 2.1 in [7], there exists a δ(U) such that for all t << 1,∫
U∩Vt∩Ecδ
χnt =
∫
U∩Vt
χnt −
∫
U∩Vt∩Eδ
χnt ≥ δ(U)− δ.
Therefore, if we pick δ = δ(U)2 , then the left hand side will be bounded below by
δ(U)/2. On the other hand, from our equation, Ωnt ≥ fχn ≥ χnt −χn. So if z ∈ Ecδ ,
then
λ1(z) ≥ δ
M
(
χnt (z)
χn(z)
− 1
)
.
Integrating,∫
U∩Vt
Ωt ∧ χn−1 ≥
∫
C∩Vt∩Ecδ
Ωt ∧ χn−1 ≥ δ
M
(∫
U∩Vt∩Ecδ
χnt −
∫
U∩Vt∩Ecδ
χn
)
≥ δ(U)
2
4M
−
∫
U∩Vt∩Ecδ
χn.
But the second integral goes to zero as t→ 0+, and hence we can make the integral
on the left bigger than δ(U)2/8M uniformly in t. 
Now, as in [7], consider the current 1YΘ. By the Skoda-El Mir extension the-
orem, 1YΘ is a closed, non-negative (1, 1) current supported on Y . By standard
support theorems, 1YΘ =
∑
i
βi[Yi] for some βi ≥ 0, where Yi are the irreducible
components of Y . It can be easily seen using Lemma 3.1 that βi > 0 ∀ i. Hence
Θ ≥ βY [Y ] on all of M , where βY can be taken as mini βi.
Finally, we verify the degenerate cone condition. Let U be a coordinate neigh-
bourhood, and Θ
∣∣∣
U
=
√−1∂∂¯ϕ, Ω˜t
∣∣∣
U
=
√−1∂∂¯ϕt. Let ϕδ and ϕt,δ be the convo-
lutions of ϕ and ϕt with the standard molifier. Firstly, recall that the degenerate
cone condition for a smooth positive form γ can be written as
n−1∑
k=1
ck
1(
n
k
)Sn−k;i
(
1
λγ
)
≤ 1,(3.3)
where λγ are the eigenvalues of γ with respect to χ. Since averaging over a group
and convolutions are basically convex linear combinations and the expression on the
left-hand side of 3.3 is convex, using Jensen’s inequality we see that ϕt,δ satisfies the
degenerate cone condition. In fact it does so with χ0 replacing χ by monotonicity.
Moreover, since Ωti,ǫ → Θ weakly, we see that ϕt,δ converges pointwise to ϕδ.
Hence ϕδ satisfies the degenerate cone condition for every constant-coefficient χ0
as in Definition 3. 
4. Proof of the main theorem
In this section, we denote by Ec(T ), the Lelong subvariety {x|ν(T, x) ≥ c > 0}.
Note that if T is G-invariant, then so is Ec(T ) for all c. First we need the following
gluing proposition.
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Proposition 4.1. Let (M,χ) be a compact Ka¨hler manifold, [Ω0] be a Ka¨hler class,
and Y be an ample divisor. Let T be a non-negative current in [Ω0− βχ] satisfying
the degenerate cone condition on M \Y , and such that T ≥ 2β[Y ]. Then there exists
a c4.1 with the following property: If U is a neighbourhood of Z := Ec4.1
(T ) ∪ Y
with a Ka¨hler form θ = Ω0
∣∣∣
U
+
√−1∂∂¯ψU satisfying the cone condition on U , then
there exists a Ka¨hler form Ωˆ0 = Ω0 +
√−1∂∂¯ψˆ satisfying the cone condition, i.e.,
nΩˆn0 −
n−1∑
k=1
ckkχ
n−kΩˆk−10 > 0.
Proof. There are several steps, and for the most part we follow the line of argument
in [3] closely, with one necessary addition. The basic idea is to cover the manifolds
with balls of a small but definite size on which the current can be written as
the
√−1∂∂¯ of some potentials, and then to glue these potentials to ψU using the
modification of the Richberg technique [14] due to Blocki-Kolodziej [2], and its
improvement (to allow small Lelong numbers) in [3]. The additional complication
in our case, as opposed to the method in [3], is that T satisfies the cone condition
only on M \ Y , while in [3], the cone condition is satisfied on all of M . So we
need to make sure that during the gluing process, the metric θ is unchanged in a
neighbourhood of Y .
• First, as in [3], there exists a ε4.1 > 0 and a current T1 = (1 − ε4.1)Ω0 +√−1∂∂¯ϕT such that
(4.1)
n
(1 + ε4.1)
2
T n−11 −
n−1∑
k=1
ckkχ
n−kT k−11 ≥ 0
holds on M \ Y . We continue to call this modified current T1 as T . Next,
coverM with a finite number of balls Bir = Br(xi) of radius r (with respect
to χ) centred at xi such that the following conditions hold:
(1) For every z ∈ Z, there exists an i, such that Br/4(z) ⊂ Bir.
(2) On Bi2r := B
i
2r(xi), we have Ω0 =
√−1∂∂¯ϕi0, and
χi0 ≤ χ ≤ (1 + ε4.1)χi0
|ϕi0 − |z|2| < ε4.1r,
where χi0 is a Ka¨hler form on B
i
2r with constant coefficients. Moreover,
choose the holomorphic coordinates on the ball to be such that χ0 is
1− 11000 of the Euclidean metric. Also assume that ε4.1 < 11000 .
It is clear that the second condition can be achieved by choosing a suffi-
ciently refined cover. For the first condition, we simply include a finitely
many balls {Bir := Br/4(zi)}Ni=1 centred at points zi ∈ Z such that Z ⊂
∪Ni=1Br/4(zi).
Next we let ϕiδ be the smoothening of ϕ
i
T1
:= ϕT + (1 − ε4.1)ϕi0. Note
that
√−1∂∂¯ϕiδ satisfies the cone condition at x ∈ Bir if Bδ(x) does not
intersect Y . Then for δ < r, this is defined on Bir. By the convexity of the
cone condition and (1) above, it is easy to see that
n
(1 + ε4.1)
(
√−1∂∂¯ϕiδ)n−1 −
n−1∑
k=1
ckkχ
n−k(
√−1∂∂¯ϕiδ)k−1 > 0.
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• Recall that the Lelong number at level δ < r/4 is defined by
νi(x, δ) =
ϕˆir
4
(x)− ϕˆiδ
log r4 − log δ
,
where ϕˆiδ(x) = supBiδ ϕ
i. One can show that νi(x, δ) is increasing in δ, and
the Lelong number of T at x is given by
ν(T, x) = lim
δ→0+
νi(x, δ).
We now let c4.1 := cnε4.1r
2, where
cn =
2(
|S2n−1| ∫ 10 log t−1ρ(t)t2n−1 dt+ 32n−122n−3) ,
where cn is some dimensional constant, and we let Z := Ec4.1
∪ Y . In
fact by possibly choosing a smaller ε4.1, we may assume that c4.1 < β,
which would imply that Y ⊂ Ec4.1. Also note that our constant is 10ǫ4.5,
where ǫ4.5 is the constant in Proposition 4.1 in [3]. Now let U ′ ⊂ U . For
δ small (in particular smaller than δ0 in Lemma 4.1 below), if we define
ψˆ to be the regularised maximum of ψU +
c4.1
4 log δ on U
′ and ϕiδ − ϕi0,
then by [3, Proposition 4.1], ψˆ will be a smooth Ω0-PSH function. We let
Ωˆ = Ω0 +
√−1∂∂¯ψˆ. To complete the proof of the proposition we need to
make sure that the cone condition is satisfied. Recall that T1 satisfies the
cone condition on M \ Y , and hence the smoothening √−1∂∂¯ϕiδ satisfies
the cone condition at x if Bδ(x) does not intersect Y . On the other hand θ
satisfies the cone condition everywhere in U . If Bδ(x) does intersect Y , and
hence Z, then dχ(x, Z) < 5δ, and so by Lemma 4.1 below, ν
i(x, δ) > c4.1/2
for some i. Once again by [3, Proposition 4.1],
max
Bir
(ϕiδ − ϕi0) ≤ inf
U ′
(
ψU +
c4.1
4
log δ − ε4.1r2
)
.
In particular, ψˆ(x) = ψU (x) +
c4.1
4 log δ, and hence Ωˆ0 satisfies the cone
condition at x.
Lemma 4.1. There exists a δ0 < r/4, and U5δ0 ⊂ U ′ is a tubular neighbourhood
of size 5δ0, then for all x ∈ U5δ0 , there exists an i such that x ∈ Bir and νi(x, δ0) >
c4.1/2.
Proof. Note that νi(x, δ) < C for some uniform C independent of i and δ, and so
by Lemma 4.2 in [3],
0 ≤ ϕˆiδ(x) − ϕiδ(x) < Ccn.
In particular, by choosing δ small enough, we can ensure that∣∣∣νi(x, δ)− ϕir/4(x) − ϕiδ(x)
log r/4− log δ
∣∣∣ < c4.1
10
,
and hence for any z ∈ Z,
|νi(x.δ) − νi(z, δ)| ≤ c4.1
5
+
|ϕir/4(x)− ϕir/4(z)|
log r/4− log δ +
|ϕiδ(x)− ϕiδ(z)|
log r/4− log δ .
It is easy to see that
|ϕiδ(x)− ϕiδ(z)| ≤ Cδ−1dχ(x, z).
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In particular, |ϕir/4(x) − ϕir/4(z)| is uniformly bounded. So we can then estimate
that
|νi(x.δ) − νi(z, δ)| ≤ Cdχ(x, z)
δ| log δ| <
2c4.1
5
,
if dχ(x, z) < 5δ, and δ << 1. Since ν
i(z, δ) is increasing in δ, νi(z, δ) > c4.1, and
hence νi(x, δ) > c4.1/2. 

We also need the following elementary observation.
Lemma 4.2. Let Z be a smooth p-dimensional sub-variety of M . Suppose there
exists a Ka¨hler metric ω = Ω0
∣∣∣
Z
+
√−1∂∂¯ψZ on Z such that
(p− ε)ωp−1 −
p−1∑
k=1
ckkχ
∣∣∣p−k
Z
ωk−1 > 0,
for some ε > 0. Then there exists a neighbourhood U of Z, and a Ka¨hler form
ΩU = Ω0 +
√−1∂∂¯ψU on U such that(
n− ε
2
)
Ωn−1U −
n−1∑
k=1
ckkχ
n−kΩk−1U > 0.
Proof. Let U be a tubular neighbourhood of Z in M with a projection map π :
U →M . We let
ΩU = Ω0 +
√−1∂∂¯(π∗ω + Cdχ(·, Z)2),
where C is some large constant. For small U , ΩU is a Ka¨hler metric. Further by
choosing C large enough (which will have the effect making the eigenvalues in the
normal direction large), it is easy to verify the cone condition at all points on Z.
Possibly by shrinking U , the cone condition is then satisfied on all of U .

Proof of Theorem 1.1. The implication (1) =⇒ (2) is proved in Lemma 2.1 and
2 =⇒ (3) is trivial, and hence we only focus on (3) =⇒ (1). We proceed by
induction on the dimension of M . The theorem is certainly true for n = 1. Suppose
the theorem is true for dimensions less than n. For t ≥ 0, consider the following
family of equations depending on t.
Ωnt =
n−1∑
k=1
ckχ
n−kΩkt + atχ
n + fχn,(4.2)
where Ωt ∈ (1+ t)[Ω0]. Note that at t→0
+
−−−−→ 0, and hence we want to solve the above
equation at t = 0. For t >> 1, Ωˆt = (1 + t)Ω0 satisfies the cone condition
nΩˆn−1t −
n−1∑
k=1
ckkχ
n−kΩˆk−1t > 0.
By Theorem 2.1, there exists a solution to (4.2) for t >> 1. In particular, if we
let I = {t ∈ [0,∞) | (4.2) has a solution}, then I is non-empty. The infinite-
dimensional implicit function theorem easily implies that I is open. We need to
show that the set is closed. Moreover, by the nature of the cone condition, if t ∈ I,
then t′ ∈ I for all t′ > t. Let t0 = inf I. It is enough to prove that t0 ∈ I. Replacing
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Ω0 by (1 + t0)Ω0, without loss of generality, one can assume that t0 = 0, i.e., we
have a solution to (4.2) for all t > 0. The strategy is to produce a G-invariant
Ka¨hler form Ωˆ0 ∈ [Ω0] which satisfies the cone condition. It is actually enough to
produce some form satisfying the cone condition. Indeed, by means of averaging
over G (with the Haar measure), we get an invariant form. Since the cone condition
is convex, it continues to satisfy the cone condition.
Let Y ⊂ M be a G-invariant divisor that contains a Ka¨hler metric χY in its
cohomology class. Such a divisor exists by hypothesis. By Theorem 3.1, there exists
a G-invariant current Θ ∈ [Ω0] such that Θ ≥ δ[Y ] for some δ > 0, and Θ satisfies
the degenerate cone condition. Let T = Θ− δ2 [Y ]. Then T also satisfies the degen-
erate cone condition, albeit on M \ Y . With the same notation as Proposition 4.1,
let c < c4.1, Ec(T ) = {x ∈ M | ν(T, x) ≥ c} and Z = Ec(T ) ∪ Y . Clearly, Z is
G-invariant. By Proposition 4.1, the following is enough.
Lemma 4.3. There exists a neighbourhood U of Z and a Ka¨hler metric ΩU =
Ω0 +
√−1∂∂¯ψU such that
nΩn−1U −
n−1∑
k=1
ckkχ
n−kΩk−1U > 0.
Proof. If Z is smooth, then one can use the induction hypothesis (which is indeed
applicable becauseM is strongly G-compatible) to produce a metric ω on Z satisfy-
ing the condition required in Lemma 4.2. Then, Lemma 4.2 guarantees the existence
of the desired ΩU .
In general, Z need not be smooth. Using a canonical resolution of singularities (as
in [1, 10]) there exists a π : M˜r
πr−→ M˜r−1 . . . π1−→ M0 = M obtained by successive
blowups along smooth G-invariant (with respect to the lifted action) centres such
that the proper transform Z˜r of Z is smooth. Note that the induction hypothesis
is met for every M˜i. Firstly, we argue that it is enough to assume that r = 1. In
the general case, Lemma 4.5 shows that the numerical condition is satisfied on each
M˜k (and hence in particular, also on Z˜r and each of the centres πk(E˜k)). By the
discussion below, one starts by constructing a Ka¨hler metric on a neighbourhood
U˜r of Z˜r in M˜r satisfying the cone condition. We then proceed recursively. Having
constructed a Ka¨hler metric in the nieghbourhood U˜k of Z˜k, one takes the push
forward of the restriction of the metric on πk(U˜k \ E˜k), and then again by the dis-
cussion below, one glues this metric to a metric in the neighbourhood of πk(E˜k)
to obtain a Ka¨hler metric satisfying the cone condition in the neighbourhood of
Z˜k−1. Eventually, we obtain a Ka¨hler metric in satisfying the cone condition in a
neighbourhood of Z.
In view of the remarks above, we now assume that r = 1, that is, E := π(E˜)
consists of only one smooth subvariety. It is a standard fact that [π∗Ω0] − t[E˜] is
a G-invariant class on M˜ for all 0 < t << 1. In fact, if h is a hermitian metric on
[E˜], then for some C >> 1, Ω˜0 := π
∗Ω0 + C
−1
√−1∂∂¯ log h is a Ka¨hler metric on
M˜ . For A >> 1, we let {
Ω˜s = (1 +As)π
∗Ω0 +As
2Ω˜0
χ˜ := (1 +As)π∗χ+ s2Ω˜0.
To apply our induction hypothesis, we need the following Lemma.
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Lemma 4.4. There exists an A >> 1, such that for all s << 1, and all G-invariant
subvarieties V˜ ⊂ M˜ of co-dimension p, we have∫
V˜
((n
p
)
Ω˜n−ps −
n−1∑
k=p
ck
(
k
p
)
χ˜n−kΩ˜k−ps
)
≥ ε
4
(
n
p
)∫
V˜
Ω˜n−ps .
We defer the proof of the Lemma, and first use it to complete the proof of
Lemma 4.3. By the above Lemma, the induction hypothesis and Lemma 4.2, for
some s0 << 1, there exists a neighbourhood W˜1 of Z˜ and a Ka¨hler metric Ω˜W˜1 =
Ω˜s0 +
√−1∂∂¯ψ˜W˜1 satisfying(
n− ε
8
)
Ω˜n−1
W˜1
−
n−1∑
k=1
ckkχ˜
n−k
s0 Ω˜
k−1
W˜1
> 0.
Similarly, there exists a neighbourhood W˜2 of E˜ and a Ka¨hler metric Ω˜W˜2 = Ω˜s0 +√−1∂∂¯ψ˜W˜2 satisfying(
n− ε
8
)
Ω˜n−1
W˜2
−
n−1∑
k=1
ckkχ˜
n−k
s0 Ω˜
k−1
W˜2
> 0.
As in [3], by taking a regularised maximum, there exists a Ka¨hler metric Ω˜U˜ =
Ω˜s0 +
√−1∂∂¯ψ˜U˜ on a neighbourhood U˜ of Z˜ ∪ E satisfying(
n− ε
8
)
Ω˜n−1
U˜
−
n−1∑
k=1
ckkχ˜
n−k
s0 Ω˜
k−1
U˜
> 0.
So on W1 := π(U˜ \ E˜) we have that(
n− ε
4n
)
(π−1)∗Ω˜n−1
U˜
−
n−1∑
k=1
ckkχ
n−k(π−1)∗Ω˜k−1
U˜
> 0.
Note that ψW1 := ψ˜W˜ ◦ π−1 is a bounded function, and moreover,
(π−1)∗Ω˜U˜ = Ω0 +As0(Ω0 + s0(π
−1)∗Ω˜0) +
√−1∂∂¯ψW1 .
By choosing s0 << 1, clearly ΩW1 := Ω0 +
√−1∂∂¯ψW1 satisfies
n
(
1− ε
16
)
Ωn−1W1 −
n−1∑
k=1
ckkχ
n−k(π−1)∗Ωk−1W1 > 0.
Since π(E˜) is smooth, again by induction hypothesis, we obtain a neighbourhood
W2 of π(E˜) and a Ka¨hler metric ΩW2 = Ω0 +
√−1∂∂¯ψW2 satisfying the cone
condition
n
(
1− ε
16
)
Ωn−1W2 −
n−1∑
k=1
ckkχ
n−k(π−1)∗Ωk−1W2 > 0.
For a large constant B, and small enough s0, we let ψU be the regularised maximum
of s20(π
−1)∗ log |s|2h + ψW1 + B and ψW2 on U = W1 ∪ W2. The resulting metric
satisfies the required cone condition. 
To complete the proof of Theorem 1.1, it only remains to prove Lemma 4.5.
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Lemma 4.5. There exists an A >> 1, such that for all s << 1, and all G-invariant
subvarieties V˜ ⊂ M˜ of co-dimension p, we have
∫
V˜
((n
p
)
Ω˜n−ps −
n−1∑
k=p
ck
(
k
p
)
χ˜n−kΩ˜k−ps
)
≥ ε
4
(
n
p
)∫
V˜
Ω˜n−ps .
Proof. Note that V = π(V˜ ) will also be G-equivariant, and so by our hypothesis,
∫
V˜
((n
p
)
(1− ε)(1 +As)n−pπ∗Ωn−p0 −
n−1∑
k=p
ck
(
k
p
)
((1 +As)π∗χ)n−k((1 +As)π∗Ω0)
k−p
)
= (1 +As)n−p
∫
V
((n
p
)
(1− ε)Ωn−p0 −
n−1∑
k=p
ck
(
k
p
)
χn−kΩk−p0
)
≥ 0.
Hence it suffices to prove that
∫
V˜
((n
p
)
(1 − ε
4
)Ω˜n−ps −
n−1∑
k=p
ck
(
k
p
)
χ˜n−kΩ˜k−ps
)
≥
∫
V˜
((n
p
)
(1− ε
2
)(1 +As)n−pπ∗Ωn−p0
−
n−1∑
k=p
ck
(
k
p
)
((1 +As)π∗χ)n−k((1 +As)π∗Ω0)
k−p
)
.
Since the integrals are only dependent on the cohomology classes, exactly as in
[3], we replace Ω0 by a more suitable metric to carry out the above estimate.
By assumption E = π(E˜) is a smooth complex sub-variety of dimension q, and
hence by Lemma 4.2 there exists a neighbourhood U of E and a Ka¨hler form
ΩU = Ω0 +
√−1∂∂¯ψU such that
n
(
1− 3ε
4
)
Ωn−1U −
n−1∑
k=1
ckkχ
n−kΩk−1U > 0.
Note that for any q,
(4.3)
(
n
q
)(
1− 3ε
4
)
Ωn−qU −
n−1∑
k=q
ck
(
k
q
)
χn−kΩk−qU > 0.
On M˜ \ E˜, Ω˜0 = π∗Ω0 + C−1
√−1∂∂¯ log |s|2h, where s is the defining section of E˜.
We then let ψ1 be the regularised maximum of ψU and C
−1 log |s|2h + C′ for some
C′ >> 1. Then Ω1 = Ω0+
√−1∂∂¯ψ1 is Ka¨hler on M , and Ω1
∣∣∣
U ′
= ΩU
∣∣∣
U ′
for some
U ′ ⊂⊂ U . We then let
Ω˜1,s := (1 + As)π
∗Ω1 +As
2Ω˜0
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It is enough to prove the following:
(
n
p
)
(1− ε
4
)
(
Ω˜n−p1,s − (1 +As)n−pπ∗Ωn−p1
)(4.4)
≥
n−1∑
k=p
ck
(
k
p
)(
χ˜n−kΩ˜k−p1,s − ((1 +As)π∗χ)n−k((1 +As)π∗Ω1)k−p
)
We first focus on points x ∈ U ′. Note that in this region Ω1 satisfies (4.3). We call
the term on the left as L and the term on the right as R, and expand:
L−R =
(
n
p
)
(1− ε
4
)
n∑
q=p+1
(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p
−
n−1∑
k=p
n−k∑
a=0
k−p∑
b=0
ck
(
k
p
)(
n− k
a
)(
k − p
b
)
Ak−p−b(1 +As)a+b(π∗χ)a(π∗Ω1)
b(s2Ω˜0)
n−p−a−b
+
n−1∑
k=p
ck
(
k
p
)
((1 +As)π∗χ)n−k((1 +As)π∗Ω1)
k−p
=
(
n
p
)
(1− ε
4
)
n∑
q=p+1
(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p − S0 − S1
+
n−1∑
k=p
ck
(
k
p
)
((1 +As)π∗χ)n−k((1 +As)π∗Ω1)
k−p,
where S0 are the terms in the triple summation with a = 0 (and hence is a double
summation), while S1 is the triple summation with a ≥ 1. By changing variable
b = n− q, ans switching the order of the summations, we can rewrite
S0 =
n∑
q=p+1
( n−1∑
k=n−(q−p)
ck
(
k
p
)(
k − p
n− q
)
Ak−n
)
(1 +As)n−q(π∗Ω1)
n−q(As2Ω˜0)
q−p.
Now choose A >> 1, such that for q = p+ 1, · · · , n,
n−1∑
k=n−(q−p)
ck
(
k
p
)(
k − p
n− q
)
Ak−n ≤ ε
4
(
n
p
)(
n− p
n− q
)
.
Note that this can be done since k − n ≤ −1. Combining with the above, we then
obtain
L−R ≥
(
n
p
)
(1− ε
2
)
n∑
q=p+1
(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p − S1
+
n−1∑
k=p
ck
(
k
p
)
((1 +As)π∗χ)n−k((1 +As)π∗Ω1)
k−p.
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We now focus on S1. We change indices: b = l − q and a = n− l. Then
S1 =
n−1∑
k=p
n−1∑
l=k
l∑
q=l−(k−p)
ck
(
k
p
)(
n− k
n− l
)(
k − p
l − q
)
Ak−l(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
=
n−1∑
q=p
n−1∑
l=q
l∑
k=l−(q−p)
ck
(
k
p
)(
n− k
n− l
)(
k − p
l − q
)
Ak−l(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
Let Q0 be the term when k = l in the innermost summation, and Q1 be the rest.
One can choose A >> 1 (independent of s) such that for each q = p, · · · , n− 1, and
for each l = q, · · · , n− 1,
l−1∑
k=l−(q−p)
ck
(
k
p
)(
n− k
n− l
)(
k − p
n− q
)
Ak−l(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
= A−1
l−1∑
k=l−(q−p)
ck
(
k
p
)(
n− k
n− l
)(
k − p
n− q
)
Ak−l+1(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
≤ ε
4n2
(
n
p
)(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p,
so that summing over q and l, we have that
Q1 ≤
(
n
p
)
ε
4
n∑
q=p+1
(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p,
and hence
L−R ≥
(
n
p
)
(1− 3ε
4
)
n∑
q=p+1
(
n− p
n− q
)
(1 +As)n−qπ∗Ωn−q1 (As
2Ω˜0)
q−p −Q0
+
n−1∑
l=p
cl
(
l
p
)
((1 +As)π∗χ)n−l((1 +As)π∗Ω1)
l−p
Note that
(
n
q
)(
l
p
)(
l− p
l − q
)
=
(
n
p
)(
n− p
n− q
)(
l
q
)
,
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and so
Q0 −
n−1∑
l=p
ck
(
l
p
)
((1 +As)π∗χ)n−l((1 +As)π∗Ω1)
l−p
=
n−1∑
q=p+1
n−1∑
l=q
cl
(
l
p
)(
l − p
l − q
)
(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
≤
n∑
q=p+1
n−1∑
l=q
cl
(
l
p
)(
l − p
l − q
)
(1 +As)n−q(π∗χ)n−l(π∗Ω1)
l−q(As2Ω˜0)
q−p
=
n∑
q=p+1
(
n−p
n−q
)(
n
p
)
(
n
q
) ( n−1∑
l=q
cl
(
l
q
)
(π∗χ)n−l(π∗Ω1)
l−q
)
(1 +As)n−q(As2Ω˜0)
q−p
≤
(
n
p
)(
1− 3ε
4
) n∑
q=p+1
(
n− p
n− q
)
(π∗Ω1)
n−q(1 +As)n−q(As2Ω˜0)
q−p,
and we are done. 

References
[1] E. Bierstone and P.D. Milman. “Resolution of singularities.” Several complex variables
(Berkeley, CA, 1995-1996) 37 (1999) : 43-78.
[2] Z. Blocki and S. Kolodziej. “On regularization of plurisubharmonic functions on manifolds.”
Proc. Amer. Math. Soc. 135 (2007) : 2089-2093.
[3] G. Chen. On J-equation. arXiv : 1905.10222.
[4] G. Chen Supercritical deformed Hermitian-Yang-Mills equation arXiv : 2005.12202.
[5] T. Collins, A. Jacob, and S.T. Yau. “(1, 1) forms with specified Lagrangian phase: A priori
estimates and algebraic obstructions.” arXiv : 1508.01934.
[6] T. Collins and G. Sze´kelyhidi. “Convergence of the J-flow on toric manifolds.” J. Differential.
Geom. 107 (1)(2017) : 47-81.
[7] Demailly, J-P and Paun, M. Numerical characterization of the Ka¨hler cone of a compact
Ka¨hler manifold
[8] H. Fang, M. Lai, and X. Ma. “On a class of fully nonlinear flows in Ka¨hler geometry.” J. fu¨r
die reine ang. Math. 653(2011) : 189-220.
[9] A. Jacob and S. T. Yau. “A special Lagrangian type equation for holomorphic line bundles.”
Math. Ann. 369(1-2) (2017) : 869-898.
[10] J. Kolla´r. Lectures on resolution of singularities (AM-166). Annals of Mathematics Studies,
Princeton University Press (2007).
[11] M. Lejmi and G. Sze´kelyhidi. “The J-flow and stability.” Adv. Math. 274 (2015) : 404-431.
[12] V. Pingali. “A note on the deformed Hermitian-Yang-Mills PDE.” Comp. Var. Ellip. Eq.
64.3 (2019) : 503-518.
[13] V. Pingali. “On a generalised Monge-Ampe`re equation.” J. Part. Diff. Eq., 27(4) (2014)
333-346.
[14] R. Richberg. “Stetige streng pseudokonvexe Funktionen.” Math. Ann. 175 (1968), 257-286.
[15] Y-T Siu. Lectures on Hermitian-Einstein metrics for stable bundles and Ka¨hler-Einstein met-
rics: delivered at the German Mathematical Society Seminar in Du¨sseldorf in June, 1986 (Vol.
8). Birkha¨user.
[16] W. Sun, Generalized complex Monge-Ampe`re type equations on closed Hermitian manifolds.
arXiv: 1412.8192 - To appear in Journal of Differential Geometry.
[17] G. Sze´kelyhidi. “Fully non-linear elliptic equations on compact Hermitian manifolds.” J.
Differential Geom. 109(2)(2018) : 337-378.
[18] V. Tosatti and B. Weinkove. “Estimates for the complex Monge-Ampe`re equation on Her-
mitian and balanced manifolds”. Asian J. Math. 14(1) (2010) : 19-40.
24 VED V. DATAR AND VAMSI PRITHAM PINGALI
Department of Mathematics, Indian Institute of Science, Bangalore, India - 560012
E-mail address: vvdatar@iisc.ac.in
Department of Mathematics, Indian Institute of Science, Bangalore, India - 560012
E-mail address: vamsipingali@iisc.ac.in
