Abstract Recent studies have tested the addition of worked examples to tutored problem solving, a more effective instructional approach than the untutored problem solving used in prior worked example research. These studies involved Cognitive Tutors, software designed to support problem solving while minimizing extraneous cognitive load by providing prompts for problem sub-goals, step-based immediate feedback, and context-sensitive hints. Results across eight studies in three different domains indicate that adding examples to Cognitive Tutors is beneficial, particularly for decreasing the instructional time needed and perhaps also for achieving more robust learning outcomes. These studies bolster the practical importance of examples in learning, but are also of theoretical interest. By using a stronger control condition than previous studies, these studies provide a basis for refining Cognitive Load Theory explanations of the benefits of examples. Perhaps, in addition to other reasons, examples may help simply because they more quickly provide novices with information needed to induce generalized knowledge.
These instructional elements and their instantiation in individual Cognitive Tutors were originally "guided by eight principles loosely based on the ACT theory" . One of these principles, the prompting of sub-goals, was also inspired by early work on Cognitive Load Theory (CLT) (Sweller 1988) and by Catrambone (1998) . The commonalities between ACT/ACT-R theory and CLT are strong. Another of those eight Cognitive Tutor principles was to "minimize working memory load" and a relevant tenet of the ACT theory is that learning of skills occurs through a process that compiles the results of interpretative procedures, like reasoning by analogy to worked examples. The result is production rules, which represent knowledge at a finer grain (at a step level) than the problem-level schemas used in theoretical discussions of most worked example studies.
In the current paper, we describe Cognitive Tutors in detail and discuss how they affect relevant cognitive processes for learning in terms of CLT, followed by a review of eight studies that have compared a standard Cognitive Tutors with an example-enriched Cognitive Tutor. Overall, these experiments support the practical importance of examples in learning by showing that, across a number of different implementations, worked examples integrated into an environment that supports tutored problem solving leads to more efficient learning and sometimes to better robust learning outcomes. Finally, we reflect on what the new results might mean at a theoretical level. Can these results be explained by CLT? Might they suggest new ways to refine the theory, particularly with respect to circumstances and mechanisms under which the use of worked examples may make learning more efficient or more effective?
Tutored Problem Solving in Cognitive Tutors
In a recent review of research on the effectiveness of instructional features of Cognitive Tutors, Koedinger and Aleven (2007) highlighted an "assistance dilemma" between research-based recommendations for more guidance/assistance (Kirschner et al. 2006) , on one hand, versus more desirable difficulties (Bjork 1994) , on the other hand. Inspired in part by this dilemma, several recent studies have embedded worked examples in a variety of Cognitive Tutors and investigated whether the examples still had beneficial effects over the tougher tutored control condition (e.g., Anthony 2008; McLaren et al. 2008; Salden et al. 2010; Schwonke et al. 2009 ).
We focus on the Cognitive Tutor used in the studies by Schwonke et al. to illustrate how its features may reduce extraneous cognitive load by limiting the part of the solution space in which students have to search for the next sub-goal to be solved and associated moves for solving it. These features include (a) an interactive, integrated diagram Aleven 2007, 2008) , (b) a table which provides all steps or sub-goals, and (c) feedback per step. Other features, like (d) hints only on request and (e) prompts for self-explanation, may increase the effort required but also enhance learning, that is, they may increase "germane cognitive load" (Sweller 2010; Sweller et al. 1998) . Figure 1 shows the interface of the Geometry Cognitive Tutor as used in the tutored problem solving control condition. The students first read the problem statement in the upper left corner where some quantities are given in the text. They can click on the question marks in the integrated diagram which opens a work area (the smaller of the two boxes just to the left of the diagram in Fig. 1) where they have to fill in a numeric value and the name of a corresponding geometric theorem. Once the students fill in the correct value, the question mark is replaced with the numeric value in the diagram. Furthermore, all correct values and corresponding theorems are displayed in the table in the upper right corner, which thus provides a quick and continuously updated overview of the students' progress through the problem at hand.
From the start of each problem, the table lists the steps in order (i.e., in an order that observes the logical dependencies among the steps and in which the problem could be solved). In other words, the table prompts students with the sub-goals that need to be pursued so as to eliminate the need for problem search. It thereby puts the instructional focus on learning the target geometric theorems and associated concepts and skills. Note that although the table with the sub-goals provides some guidance, the steps still need to be completed by the students themselves, which is not the case in worked examples. As such, the table eliminates problem search, that is, the search for which sub-goal to pursue next, but does not eliminate knowledge search, that is, the search for which operator to use to perform a given sub-goal (cf., Aleven and Koedinger 2002) .
The Cognitive Tutor provides corrective feedback when a student makes an incorrect entry, whether a numeric value, expression, or theorem. It also gives an error message if students try to work on steps out of the correct order. Additionally, if a student makes too many incorrect attempts on a given sub-goal, the Cognitive Tutor will suggest that the student uses the hints. Each sub-goal has its own sequence of hint levels that end with a "bottom-out hint," which gives a correct entry or answer for that sub-goal. Such bottom-out hints can be thought of as converting a step in a problem from an opportunity to learn by doing into an opportunity to learn by studying an example (the answers given by such hints are the same as the ones provided to students in the example condition described below).
Asking students to provide, for each step, the name of the theorem that justifies the value (see the table in Fig. 1 , top right) has been shown to be an effective prompt to engage students in self-explanation and thus enhance their learning of problem solving with understanding (Aleven and Koedinger 2002) . The use of self-explanation prompts has been found to improve learning outcomes in a variety of other studies involving Cognitive Tutors (e.g., Corbett et al. 2003; Renkl and Atkinson 2007) , in addition to studies without such software (e.g., Chi et al. 1994; Renkl et al. 1998) . In addition to the above features, the problem set for the studies by Schwonke et al. (2009) was designed to start with easier problems with low intrinsic load (e.g., only one step, see Fig. 2 ) and then introduce harder problems with higher intrinsic load (e.g., three steps, see Fig. 1 ). Intrinsic load results from the inherent difficulty of problems and tends to increase as the number of required steps increases. A total of seven problems addressed three geometry theorems, major minor arc, interior angle, and exterior angle. The first three problems addressed each theorem in isolation (i.e., one-step problems); the remaining four problems combined all three theorems (i.e., three-step problems: see Table 1 ).
Throughout the seven problems, the intrinsic complexity is further increased by addressing different possible ways of applying each theorem and by making the theorems interdependent and thereby increasing element interactivity (Sweller 2010) . For example, the major minor arc theorem can be applied using the minor arc to find the major arc or vice versa. To illustrate interdependency of theorems, a major arc or a minor arc might be associated with an interior or exterior angle, or possibly even both arcs might be so associated. In short, by starting off with relatively low intrinsic load, possible overload is avoided. Since the intrinsic complexity of the problems is increased gradually, students are more likely to spend their working memory resources on making inferences that are germane for learning.
Recent Research on Worked Examples in Tutored Problem Solving
Recently, eight studies have compared a regular Cognitive Tutor with an example-enriched Tutor in the domains of geometry (Salden et al. 2010; Schwonke et al. 2009 ), chemistry (McLaren et al. 2008 , and algebra (Anthony 2008) . These studies tested the hypothesis that replacing a substantial number of tutored problems with worked examples would further enhance student learning by reducing instructional time and/or increasing student outcomes in terms of retention and transfer performance. (Schwonke et al. (2009) , selected numeric answer steps are filled in by the tutor, and a brief explanation of the arithmetic involved in the step (but not the geometric reasoning) is provided (see Fig. 3 , smallest of the two boxes just to the left of the diagram). The student's learning goal is to study the worked-out answer step and engage in self-explanation of the geometric reasoning involved in the step, prompted by the requirement that they enter the geometry theorem which explains why the given numeric answer is justified. The interaction is different from the standard Cognitive Tutor where the student has to find the numeric answer step either through problem solving or by requesting hint messages. Note that both standard and example-enriched tutor conditions prompt for self-explanation; in both cases the student must enter the correct corresponding geometry theorem. Table 1 The fading of worked-out steps in the "fixed fading" condition; in problems P1 to P7, steps involving theorems T1 to T3 were worked out (W) initially, and were systematically faded later (S for solving) Problem solving Examples
The examples in the Schwonke et al. (2009) studies were gradually faded according to a "fixed" fading scheme that was identical for all learners. Students first receive a worked example with all steps worked out. In subsequent problems, increasingly more steps are not worked out but are left open for the learner to complete, with the guidance of the tutor. Thus, these partially faded examples are like completion problems (Paas 1992; van Merriënboer et al. 2002) , except that tutoring assistance is provided on the open steps. The fading scheme was the same for all learners (see Table 1 ). Once the examples were fully faded, the students in the example condition received tutored problems just like the students in the control condition (see Fig. 1 ). The results from both studies indicated that tutored problem solving combined with example fading led to at least as much learning and transfer in significantly less instructional time. The second study also found better transfer to conceptually oriented problems from the example-enriched tutor than from tutored problem solving alone. Salden et al. (2010) conducted two follow-up studies, one lab study and one classroom study, using the Geometry Cognitive Tutor (Schwonke et al. 2009 ) in which they compared the same tutored problem-solving and fixed-fading conditions with respect to learning outcomes on procedural and conceptual transfer tests as well as on a long-term retention test. Similar to the first geometry study, no significant differences were found on either transfer test. However, in contrast to the earlier two geometry studies the example fading condition did not need less instructional time.
These two studies also had a third experimental condition where worked example steps were adaptively faded by the software based on how well students had self-explained prior steps in the tutor's problem sequence that involve the same knowledge component. In this adaptive fading procedure, the one-step problems early on in the problem sequence (P1 to P3 in Table 1 ) were all worked out; the steps in the subsequent three-step problems (P4 to P7 in Table 1 ) were then faded in an adaptive (i.e., individualized) manner. Both studies revealed evidence of improved learning results on a long-term retention test from adaptive fading over fixed fading and problem solving.
The instructional efficiency findings of the first two geometry studies (Schwonke et al. 2009 ) were corroborated by McLaren et al. (2008) who conducted three classroom studies in which a Chemistry Cognitive Tutor was compared with an example-enhanced Tutor. The students in the examples conditions received example-problem pairs; for each example they watched a narrated video of a problem being solved in the tutor interface by an expert and, in the two later studies, were prompted for self-explanations of the problem solving performed in the videos. The self-explanation prompts were multiple-choice questions that had to be answered correctly before the student could move on. Students showed significant pre-to-post learning in both conditions in all three studies, but there was no difference between conditions on posttest performance. Students learned just as much from either tutor versions, but importantly, the students using the example-enriched tutor learned significantly more efficiently, using 21% less time to finish the same set of problems. Unlike the Geometry studies, these studies did not assess conceptual transfer.
Anthony (2008) conducted a classroom study in which the standard Algebra Cognitive Tutor was compared with a version that included example-problem pairs consisting of annotated worked examples presented with problem-solving tasks. Although no significant differences on an immediate retention test were revealed, students who learned with examples attained significantly better long-term retention scores. Additionally, both the examples Tutor condition and the regular Cognitive Tutor condition experienced a similar amount of mental effort. The students' mental effort was measured using a nine-point subjective rating scale (Paas 1992 ) presented after they finished the training phase.
It should be noted that in all of these studies about one half of the problem-solving steps in the standard tutors were replaced with examples in the example-enriched tutors. Both the Chemistry and Algebra studies used example-problem pairs in comparison to problemproblem pairs. The earlier two Geometry studies used a fixed fading approach in which (as shown in Table 1 ) after three one-step examples, half of the steps in the four subsequent three-step problems were worked out. Lastly, in the adaptive fading condition of the later two Geometry studies, the participants also received three one-step examples before the four subsequent three-step problems were adaptively faded based on how well students selfexplained the corresponding numeric steps.
Across these eight studies four different types of post-assessment measures were used: immediate problem-solving test, long-term retention test, procedural and conceptual transfer tests. The example-enriched Tutors showed beneficial learning outcomes for long-term retention in three (Anthony 2008; Salden et al. 2010) out of three studies, with five studies not including long-term retention. The example-enriched Tutors showed benefits for conceptual transfer in one (Schwonke et al. 2009 ) out of four studies with four studies not including conceptual transfer. For five of these eight studies, the exampleenriched Tutors led to a more efficient use of instructional time where students obtained similar learning outcomes as students in the standard Cognitive Tutors while spending significantly less time. In none of the studies did inclusion of examples increase instructional time or reduce learning on any outcome measure.
Overall, these findings seem to indicate that adding worked examples to tutored problem solving may enhance learning, but not as much as adding examples to untutored problem solving where most studies have shown better learning outcomes than when novice students work on untutored problems alone (e.g., Mwangi and Sweller 1998; Paas 1992; Sweller and Cooper 1985; Trafton and Reiser 1993; van Merriënboer et al. 2002; Ward and Sweller 1990 ). This result is consistent with the notion that tutored problem solving poses a more challenging control condition than the untutored problem solving condition used in most prior worked example studies. Additionally, similar to previous beneficial findings of worked examples in untutored problem solving, the addition of examples appears to reduce the instructional time needed.
Cognitive Load Theory Explanation of the Worked Example Effect
As a first step in considering the theoretical significance of these results, we start by briefly summarizing the traditional CLT explanation for the worked examples effect. In the next section, we consider how the results about worked examples in tutored problem solving can be used to reflect upon and refine CLT.
CLT argues that worked examples improve learning because they reduce extraneous load produced during problem solving (e.g., Sweller et al. 1998) . In early skill acquisition, the novice learner lacks relevant prior knowledge in long-term memory. As a consequence, novice learners must resort to general problem-solving strategies, such as means-ends analysis, which require a substantial portion of working memory capacity. Learners must maintain many items in working memory including the current problem state, the goal state, differences between these states, and problem sub-goals. This demand can lead to cognitive overload.
Although general strategies such as means-ends analysis can be effective problemsolving strategies, they are "exceptionally expensive of working memory capacity" (Sweller 1988) , and "bear little relation to schema construction processes that are concerned with learning to recognize problem states and their associated moves" (Sweller et al. 1998, p. 271) . Accordingly, CLT regards conventional problem solving as an inefficient technique for constructing expert-like schemas because problem-level means-ends analysis requires the storage of sub-goals and places a heavy load on novice learners. This load can be reduced by presenting worked examples or goal-free problems ), which do not require the cognitive resources needed to search for a particular problem solution. Thus, learners have more resources available to attend to problem states and associated moves.
Unpacking the Process: What Causes Load in Tutored Problem Solving?
In this section we investigate how the traditional CLT explanation for the benefits of adding worked examples to untutored problem solving may be extended and perhaps refined to explain the benefits of adding worked examples in tutored problem solving. As discussed earlier, Cognitive Tutors reduce extraneous cognitive load by limiting part of the solution space students have to search for sub-goals and associated moves, and increase germane cognitive load by guiding students through the solution space. In fact, the next sub-goal is presented to the student and s/he can actively get an example by asking the tutor to reveal the next move to make by going to the "bottom-out" hint.
Although the next move is not available up front in a tutored problem like it is in an example, sometimes students succeed in generating the next move on their own. They may do so, for instance, (1) by retrieving a previously acquired, but perhaps not fully learned, production rule or schema, (2) by reasoning by analogy to a prior example in memory or in the tutor's glossary, or (3) by interpreting and applying a textbook rule or a tutor hint message (c.f., Anderson et al. 1997) .
In such cases of successful self-generation of a correct next move (and without requiring problem-level means-ends search), it is plausible that students learn as much as or more than if they were given an example (cf., Roediger and Karpicke 2006) . That is, such selfgeneration of correct responses, like that observed in the expertise reversal effect (Kalyuga et al. 2003) , may be more germane than extraneous and may enhance robust learning outcomes. Tutored problem solving is designed to maximize self-generation opportunities and does so in a way that is not possible in the untutored problem-solving control condition in worked example studies.
For novice students, however, many problem-solving situations, even with a Cognitive Tutor, do not end with successful self-generation. Even with immediate feedback on errors and layers of hints, students may need a bottom-out hint in which they are told the next move. This situation is of particular interest theoretically because it is significantly different than in the typical untutored problem-solving control condition. In contrast to untutored problem solving, students working in a Cognitive Tutor have exactly the same information after receiving a bottom-out hint as students in the example condition who were given the next move up front. Furthermore, they are in a similar working memory state. In particular, they avoid the concurrent cognitive load caused by the need to store problem sub-goals while performing means-ends search, which is characteristic of untutored problem solving. Tutored problem solving can eliminate this load by providing the next sub-goal. For instance, the next angle to find is prompted in the table in the Geometry Cognitive Tutor described above. In this situation, just as in the example condition, no concurrent load is required and the student is freed of this potentially extraneous load to focus his attention on the provided next move and on inducing a general schema that explains the example. Shih et al. (2008) did a careful analysis of student individual differences at this point, right after receiving a bottom-out hint. The findings indicate that some students spend more time than others and that the time spent is positively correlated with learning gains. This observation is consistent with the hypothesis (and Chi et al.'s (1989) observation) that some students spontaneously engage in deeper self-explanations of examples than others. However, whereas the students in Chi's study engaged in such activity during example study, the students in Shih's study used the standard Cognitive Tutor's bottom-out hints to produce worked examples. (Recall that students may also be prompted to self-explain in some Cognitive Tutors as was illustrated in Figs. 1, 2, and 3. )
If there is a benefit of worked examples above and beyond eliminating load-inducing storage of sub-goals as done in the standard Cognitive Tutors, how might the extra next-move information in examples be beneficial nevertheless? There are two potential lines of reasoning that are consistent with our results. Firstly, the most consistent finding in our studies is the reduced instructional time required in learning from example-enriched tutors relative to the standard tutors. In standard tutored problem solving, the tutor guarantees that students get to each next move, but whether the student does so through their own reasoning or after some rounds of interaction with the tutor, it takes longer to get there than when it is given in an example. The Tutor timing data supports this point: students spend 21% (McLaren et al. studies) and 19% (Schwonke et al. studies) more time working with the standard Cognitive Tutor. Once a student gets to a next move, with or without tutor help, they may learn just as much. In this line of reasoning, the "cognitive load" produced by tutored problem solving is in the extra time required to produce the next move even when that effort does not require problem-level means-ends analysis and problem sub-goal storage.
A second line of reasoning suggests that other factors might be at play in addition to the time difference. The effort required to produce a next move may "spill over" into the phase after the next move has been given (in the case that the student requests a bottom-out hint) such that the student does not study the next move in these circumstances (i.e., when they reach the bottom-out hint after struggling with the step) as much as they do when the example is given up front (see also Schnotz 2010). This "spill over" could be general load/ fatigue like hemoglobin depletion (e.g., Grandjean 1979; Watanabe et al. 2002) or performance orientation (Dweck and Leggett 1988; Elliot and McGregor 2001) .
Renkl and colleagues (Hilbert et al. 2008; Renkl and Atkinson 2010) have discussed how performance orientation may be induced by an exclusive focus on problem-solving practice and how a resulting dysfunctional allocation of attentional resources may prevent students from engaging in learning to acquire an understanding of domain principles. Performance-oriented students may employ shallow strategies to guess at numeric answers when confronted with problems. For example, they may use shallow strategies such as keyword strategies (i.e., selecting a procedure by a keyword in the cover story of a problem) or a copyand-adapt strategy (i.e., copying the solution procedure from a presumably similar problem and adapting the numbers in the procedure). While traditional problem-solving instruction usually provides only a single example, more examples should be provided to fully exploit the potential of example-based learning. Such an approach is more likely to develop an attentional focus on how to apply domain principles. Against this background, studying worked example steps in Cognitive Tutors may enhance attention to understanding how principles are to be applied. This initial understanding can be deepened during subsequent problem solving.
Discussion
We have discussed eight studies showing positive effects of examples in Cognitive Tutors. The findings indicate that adding worked examples to tutored problem solving reduces instructional time and may enhance learning outcomes. These results extend similar outcomes from previous work using untutored problem solving to the more challenging control environment of Cognitive Tutors.
The benefits of worked examples in tutored problem solving are not consistent with the idea that the primary effect of examples is due to the fact that they eliminate the need to store sub-goals during means-ends analysis. In fact, tutored problem solving has important similarities with the goal-free strategy of Sweller et al. (1998) and the completion problems of van Merriënboer and Sweller (2005) . They are approaches to problem-based instruction that focus students' attention on problem states and useful solution steps to produce better induction of general schemas. In many Cognitive Tutors, as in goal-free problems and completion problems, problem-level means-ends analysis is not required, so adding examples cannot eliminate it. What might be an alternative explanation, then, for the apparent benefits of adding worked examples to tutored problem solving?
A first alternative takes the view that an example-enriched tutor does not change the learning process per se, but simply reduces the instructional time needed. The examples, which are provided for about half of the problem steps, eliminate the need for novices to generate next moves; either on their own or after some interaction with the tutor, and thus students need less time before they can use a next move to induce a schema. For novice learners, the extra time required to struggle on all problem-solving steps (in the standard tutor) rather than about half of them (in example-enhanced tutor) does not seem to reap any measurable learning benefits. Furthermore, this view suggests that once a correct next step is available the learning process is the same whether or not the student struggled to produce it or it was given to them (cf., Anderson et al. 1995) . This "time-savings" explanation requires the assumption that the observed positive effects on long-term retention (three of three studies) and conceptual transfer measures (one of four studies) are spurious.
On the other hand, these effects on learning outcome may reflect real differences. In that case, an explanation is needed for why the learning process may be worse after a struggle to produce a next step than when the next step is simply given. It may be that the effort required to produce a next move "spills over" into the next phase (i.e., the phase where, after struggling on the step, the move is available, possibly through the bottom-out hint), causing the student to spend less time on example study than when the example is given up front. This spill over is not the kind of concurrent load that is produced from problem-level means-ends analysis in untutored problem solving situations, but it may be a more global load or fatigue that, though not concurrent, may still inhibit the depth of student processing of an available next move (Schnotz 2010) .
One future research goal is to investigate this proposed spill-over mechanism by comparing success rates on the reason steps (e.g., reason for arc BD in Fig. 3 ) between the standard and example-enhanced tutor conditions. If the load is isolated to producing the next move in the standard Cognitive Tutor, then there would be no effort spill over and the success rates of the corresponding reason steps should not differ significantly. However, if students working in the standard Cognitive Tutor experience effort spill over, preventing them from adequately studying the bottom-out hints, then they can be expected to make more errors on the corresponding reason steps than students in the example-enhanced tutor.
An alternative to global load spill over is the idea that exclusive problem solving may put students in a performance orientation mode where they are trying to complete problems rather than study solutions to prepare for future problems. It may be interesting and productive to investigate changes in motivational factors associated with adding worked examples to tutors, for instance, does doing so reduce "gaming the system" behaviors (Baker et al. 2004 )?
More generally, further studies of the detailed log data produced by student-tutor interactions could be used to better probe when students engage in dysfunctional allocation of attentional resources. Cognitive Tutors log all student actions and this data may enable the identification of shallow strategies such as key word strategies or a copy-and-adapt strategy through student behaviors and error patterns present in the log data (cf., Shih et al. 2008) . Additionally, researchers might employ eye tracking to study the allocation of students' attention by measuring the amount of time they spend looking at different parts of the interface in different instructional conditions.
The results of the adaptive fading condition in the two geometry studies by Salden et al. (2010) point to a theoretically important difference between a focus on learning problemlevel schemas in many CLT studies, which does not seem to explain the benefit of steplevel adaptive fading, and a focus on step-level learning of finer-grained knowledge components in tutored problem solving. Lastly, not only do these findings extend our previous work, they also fit rather well with the future direction of CLT as suggested by van Merriënboer and Sweller (2005) in terms of adaptive e-Learning (see also Kalyuga and Sweller 2005) . More specifically, the Cognitive Tutors' adaptive nature is highly suited to fulfill the CLT interest in measures that reflect the quality of available cognitive schemata and changes of the expertise level of individual students.
As such, future research should investigate whether this adaptivity can increase the acquisition of flexible problem-solving skills (Kalyuga et al. 2010) , which in turn is expected to lead to better preparation for future learning (Bransford and Schwartz 1999; Chi and VanLehn 2007) . The students in the adaptive fading of examples condition of Salden et al. (2010) obtained better long-term retention and potentially could reveal more flexible problem-solving skills on long-term transfer tests.
