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ABSTRACT
Modeling the geographical distribution of the phase and amplitude of the diurnal change is a challenging
problem. This paper addresses the issues of modeling the diurnal mode of precipitation over the Tropics.
Largely an early morning precipitation maximum over the oceans and an afternoon rainfall maximum over
land areas describe the first-order diurnal variability. However, large variability in phase and amplitude
prevails even within the land and oceanic areas. This paper addresses the importance of a multimodel
superensemble for much improved prediction of the diurnal mode as compared to what is possible from
individual models. To begin this exercise, the skills of the member models, the ensemble mean of the
member models, a unified cloud model, and the superensemble for the prediction of total rain as well as its
day versus night distribution were examined. Here it is shown that the distributions of total rain over the
earth (tropical belt) and over certain geographical regions are predicted reasonably well (RMSE less than
18%) from the construction of a multimodel superensemble. This dataset is well suited for addressing the
diurnal change. The large errors in phase of the diurnal modes in individual models usually stem from
numerous physical processes such as the cloud radiation, shallow and deep cumulus convection, and the
physics of the planetary boundary layer. The multimodel superensemble is designed to reduce such sys-
tematic errors and provide meaningful forecasts. That application for the diurnal mode appears very
promising. This paper examines some of the regions such as the Tibetan Plateau, the eastern foothills of the
Himalayas, and the Amazon region of South America that are traditionally difficult for modeling the
diurnal change. In nearly all of these regions, errors in phase and amplitude of the diurnal mode of
precipitation increase with the increased length of forecasts. Model forecast errors on the order of 6–12 h
for phase and 50% for the amplitude are often seen from the member models. The multimodel superen-
semble reduces these errors and provides a close match (RMSE  6 h) to the observed phase. The percent
of daily rain and their phases obtained from the multimodel superensemble at 3-hourly intervals for
different regions of the Tropics showed a closer match (pattern correlation about 0.4) with the satellite
estimates. This is another area where the individual member models conveyed a much lower skill.
1. Introduction
Modeling the diurnal change of precipitation is a
challenging scientific problem because of the complex
interactive nature of the physical processes that con-
tribute to determining the diurnal cycle. The Tropical
Rainfall Measuring Mission (TRMM) satellite has pro-
vided a useful mapping of the diurnal change from its
precipitation estimates (Yang and Smith 2006). In this
study we use the TRMM satellite–based estimates for
the rain rates. The National Aeronautics and Space Ad-
ministration’s (NASA’s) TRMM data archive includes
a product (called 3B42) that provides 3-hourly rainfall
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totals at a horizontal resolution of about 25 km. When
we look at the phase of diurnal change (or the maxi-
mum in the diurnal precipitation) in the latitude belt
40°S–40°N from the study of Yang and Smith (2006),
we note that the overall picture of afternoon rain over
land areas and early morning rain over the ocean area
are only partially true. Strong exception to this rule
exists over many land and oceanic areas. Over the east-
ern Tibetan Plateau, during the northern summer sea-
son, afternoon showers are prevalent, however if we
proceed 300 km to the southeast over the eastern foot-
hills of the Himalayas, rainfall maximum occurs in the
early morning hours.
In a preliminary exercise on modeling of the diurnal
change of tropical precipitation we deployed a simple
radiative transfer algorithm in a global model. This car-
ried an emissivity or absorptivity lookup table–based
scheme, Joseph (1970) and Katayama (1972). A first
attempt failed to simulate the diurnal differences in
precipitation between the Tibetan Plateau and the east-
ern foothills of the Himalayas. Both regions carried the
same afternoon hours for a rainfall maximum in our
early efforts on modeling. A quick fix was made to
stabilize the afternoon sounding by reducing the albedo
of high clouds, reducing the surface sensible heat flux
over the sloping terrains, and a nocturnal stabilization
of thin high clouds were artificially introduced by re-
ducing the blackbody emittance for high clouds (partial
blackbody). Those artificial fixes did produce the cor-
rect phases for rain over the eastern Tibetan Plateau
(afternoon hours) and the eastern foothills of Himala-
yas (early morning hours). Those fixes in fact turned
out to be disastrous for the rest of the Tropics especially
over Brazil where the model failed to provide the af-
ternoon showers. This demonstrated some of the mod-
eling problems for the diurnal change. In general the
atmospheric general circulation models (AGCMs) have
problems in generating the correct phase of the diurnal
cycle compared to the observed precipitation or clouds.
The complex interactive nature of the physical pro-
cesses that contribute in determining the diurnal cycle
make it extremely difficult to separate particular com-
ponents in models that might contribute to the discrep-
ancies. Understanding of the diurnal change, which is
so selective in different parts of the Tropics, requires
more detailed observational and field experimental
thrusts especially for the understanding of the physics
involved. Reed et al. (1977) pointed out that the after-
noon maximum of rain over the West Africa (near
10°N) extends well into the eastern Atlantic Ocean.
Yang and Smith (2006) examined the diurnal change of
precipitation using several different rain-rate algo-
rithms. They noted that there were only some minor
differences in the tropical distribution of the phase of
diurnal change of precipitation from those different al-
gorithms, and overall there was a general agreement.
The preponderance of values over the central Pacific
and central Atlantic lie around 0600–0900 local time
and confirm the early morning maxima of rain. The
phase angle exceeding 1500 local time over Brazil and
Africa confirm the afternoon phase for the overland
values.
There were many other interesting features within
the overall distributions of the phase; however, many of
the regions with large zonal asymmetry do not carry
any large diurnal amplitude. The aforementioned
asymmetries within land or within ocean domain of the
Tropics suggest the possible complexity involved in the
modeling of these features. In this study our focus will
be on addressing the diurnal change issues using mul-
timodels. The datasets for a suite of multimodels can be
extracted from an operational suite of models Krishna-
murti et al. (2001). Alternatively they could be con-
structed by varying some components of physics in each
model while retaining the rest of the model features.
This notion of developing multimodels from a single
base model specifying different physical parameteriza-
tion schemes for each model has been utilized for mod-
eling studies by several authors, Krishnamurti and San-
jay (2003), Puri and Miller (1990), and others. This is a
robust procedure for developing ensemble forecasts.
Krishnamurti and Sanjay (2003) developed 6 different
cumulus parameterization schemes and performed 720
prediction experiments (short range) with a global
model using these 6 versions of cumulus parameteriza-
tion. The observed precipitation estimates were ex-
tracted for the TRMM data archives. A numerical
weather prediction (NWP) superensemble was con-
structed following Krishnamurti et al. (2000a). Here the
observed rain rates were used for training and forecast
evaluation. We noted in this study that the skill of the
superensemble for precipitation forecast was far higher
than that of the member models. The present study
extends this same idea of multimodels deploying differ-
ent physics [we used cloud radiative transfer for defin-
ing the different versions of the Florida State Univer-
sity Global Spectral Model (FSUGSM)].
Murakami (1976) examined the diurnal change of
OLR over the region of West Africa and the eastern
tropical Atlantic Ocean. He mapped the western exten-
sion of the afternoon phase of maximum convection
(minimum OLR) over the eastern Atlantic from West
Africa. Reed et al. (1977) and Thompson et al. (1979)
noted important phase differences between the occur-
rence of cloudiness and the start of rains over the tropi-
cal Atlantic Ocean. That problem deserves to be exam-
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ined in greater detail for the entire tropical belt. Given
the International Satellite Cloud Climatology Project
(ISCCP) datasets for cloud cover and the TRMM
datasets for the precipitation, these observed phase dif-
ferences could now be mapped geographically. Wallace
(1975) examined the phase and amplitudes of U.S. rain-
fall for the rain gauge datasets. Murakami (1983) de-
fined highly reflective clouds from a very low threshold
of OLR for looking at the phase and amplitude of
heavy rain. This relates heavy rain derived from a very
low value of OLR; however, the study did not distin-
guish a phase difference between OLR minimum and
the heaviest rains.
The newly launched CloudSat is expected to provide
some of the finest datasets that might help us in pro-
viding better insights for this diurnal change problem.
In our present study we use a suite of four FSU global
spectral models, all of which utilize a band model for
the radiative transfers based on the studies of Lacis and
Hansen (1974) for the shortwave component and
Harshvardan et al. (1987) for the infrared radiation.
These models differ in their cloud specifications. The
main focus of the paper is to emphasize the capabilities
of multimodel superensemble methodology to a very
difficult and most important scientific problem, which is
modeling the diurnal change of precipitation. We un-
derstand the inherent difficulties in modeling the diur-
nal change of precipitation using a single model. So we
must use an approach such as the one considered in this
study to provide a better forecast of the diurnal change
of precipitation.
2. Models and methodology
a. Different models for cloud parameterization
Four different versions of the FSUGSM were used in
this study, which deal with a common radiative transfer
algorithm, Lacis and Hansen (1974). The model has 27
vertical levels with finer levels near the surface and
tropopause, and uses triangular truncation at 126 waves
(T126), which corresponds to about 0.94° grid in the
physical space. The main features of the model are
given in appendix A. Our intention is to utilize four
models with somewhat different physical parameteriza-
tion algorithms to improve forecasts. This type of for-
mulation had been successfully implemented by Krish-
namurti and Sanjay (2003), Puri and Miller (1990), and
several others. Krishnamurti and Sanjay (2003) used six
different cumulus parameterization schemes. The
present study developed from a similar model construc-
tion utilized four different cloud radiative transfer
schemes. The use of different cloud radiation schemes
in the radiative transfer may not be most ideal for con-
structing multimodels for addressing the issue of diur-
nal change of rainfall. The idea to use cloud radiation
specification for the design of multimodels came from
our interest in improving the forecasts of the diurnal
change of clouds, Chakraborty et al. (2007). At first we
felt that those multimodels may be suitable for address-
ing improvements of forecasts of the cloud cover and
not for the rainfall problem. The design was put to-
gether to develop multimodel superensemble-based
forecasts for the diurnal change issues for low, middle,
and high clouds (Part II of this paper, Chakraborty et
al. 2007). It turned out that with those different cloud
radiative transfer schemes, we were able to obtain a
robust ensemble for the examination of the diurnal
change of precipitation. This choice of models in fact
provided a stringent test for the diurnal change since
the sensitivity of cloud radiative interaction for day 1 of
forecasts from this suite of models was quite small.
However, we did find substantial differences in these
member models for day 5 of the forecasts. We also
report here on the large phase and amplitude errors of
the diurnal change of precipitation for the individual
member models that are largely corrected from the
construction of a multimodel superensemble. The cloud
parameterization schemes used in all the above four
versions of FSUGSM are described below.
1) FSUNEW CLOUD PARAMETERIZATION
[MODEL 1 (M1)]
In this parameterization scheme, clouds are allowed
to form at any layer of the model. The presence of
clouds in a layer is determined by a threshold relative
humidity, which varies for three different cloud types of
the model. The cloud amount in a layer is a function of
the mass-weighted relative humidity of that layer giving
that it crosses the threshold value, and is calculated
from this relation:
cc  rh  rhc1  rhc 
2
, 1
where rh is the mass-weighted relative humidity of that
layer and rhc is the threshold relative humidity, which is
a function of vertical coordinate (sigma layer values).
The specified values for rhc for three different cloud
types are given in Table 1. Furthermore, the high cloud
amount [obtained from Eq. (1)] is corrected when the
precipitation rate is nonzero, using the following rela-
tion [Eq. (2)]:
cc  40.247  0.126 lnp  0.32, 2
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where p is the convective precipitation rate. Simula-
tions with this cloud parameterization scheme are re-
ferred to hereafter as model 1 (M1).
2) FSUOLD CLOUD PARAMETERIZATION
[MODEL 2 (M2)]
This cloud parameterization is similar to the FSUnew
scheme (M1) in which the threshold relative humidity is
the criteria for forming clouds in the model at any given
layer. But it differs from M1 in the formulation of the
high cloud. No correction of high cloud amount is made
in this scheme depending on the convective precipita-
tion rate as is done for M1. Cloud amount in a grid at
a layer is computed from the following formula:
cc  rh  rhc
2, 3
where 	 is a proportionality factor, rhc is the threshold
relative humidity, and rh is the mass-weighted relative
humidity in that layer. The values of 	 and rhc used by
the parameterization scheme for three different cloud
types are given in Table 1. This cloud parameterization
scheme will be referred to hereafter as model 2 (M2).
3) NCAR–CCM3 CLOUD PARAMETERIZATION
[MODEL 3 (M3)]
This cloud parameterization scheme is based on
Slingo et al. (2003). In this scheme, convective cloudi-
ness is calculated from the mean convective motion in
an atmospheric column. Layered clouds are considered
as functions of stability of the atmospheric column.
Low clouds are allowed to be present only if the vertical
velocity is less than 50 mb day1. Clouds associated
with the low-level inversions are determined from rela-
tive humidity criteria. This cloud parameterization
scheme will be referred to hereafter as model 3 (M3).
4) PLEIM–XIU CLOUD PARAMETERIZATION
[MODEL 4 (M4)]
This cloud parameterization scheme is based on
Pleim and Xiu (1995). A cloud is assumed to be present
in a layer if the mean (layer) relative humidity exceeds
a threshold value. This threshold relative humidity is a
function of the pressure of the layer:
rhc  1  2
P
Ps
1  PPs1 
3 PPs  0.5,
4
where P is pressure of the layer and Ps is the surface
pressure. In addition, in the nonconvective planetary
boundary layer, the maximum relative humidity thresh-
old is set to 0.90. The cloud fraction in a layer is derived
from the mass-weighted relative humidity in that layer
and the threshold relative humidity using the following
relation:
cc  rh  rhc1  rhc 
2
, 5
where rh is the mass-weighted relative humidity in the
model layer and rhc is the threshold relative humidity
derived using Eq. (4). This cloud scheme will be re-
ferred to hereafter as model 4 (M4). We noted that the
sensitivity to forecasts grew with time and were sub-
stantial by day 5 of the forecasts and that was a moti-
vation for the choice of these models.
b. Experimental details
The above four cloud parameterization schemes are
used to construct multimodel ensemble forecasts with
the FSUGSM. All these schemes calculate cloud frac-
tion diagnostically from the large-scale parameters such
as relative humidity. These cloud schemes vary in the
exact definition of different cloud types in the model.
For example, FSUold does not correct convective cloud
amount from the precipitation rate, which is a feature
of the FSUnew and the National Center for Atmo-
spheric Research (NCAR) cloud schemes. To construct
ensemble forecasts, all other components of the model
except the cloud parameterization scheme were kept
unchanged between different members. Five-day-long
forecasts were carried out with all the four versions of
the model starting at 1200 UTC 1 January 2000–1200
UTC 31 March 2000. Initial conditions were extracted
from the 40-yr European Centre for Medium-Range
Weather Forecasts (ECMWF) Re-Analysis (ERA-40).
Sea surface temperature (SST) boundary conditions
were obtained from the Reynolds and Smith (1994)
weekly datasets and interpolated linearly to the model
run time. Model outputs were stored at every 3-h in-
terval for understanding the diurnal cycle. Starting at
1500 UTC of the day of the initial condition to 1200
UTC of the next day, all these eight (3-h) forecast time
TABLE 1. Threshold relative humidity for three different cloud
types of model 1 and model 2.
Cloud type
Model 1 Model 2
rhc 	 rhc
High 0.40 1.67 0.40
Middle 0.45 2.00 0.45
Low 0.70 2.94 0.66
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points together are termed as day-1 forecasts in this
study. Day-2 forecasts follow day-1 forecasts and simi-
larly for the other forecast lead times up to day 5. A
time series of day-1 forecasts were created for 1500
UTC 1 January 2000–1200 UTC 1 April 2000 by col-
lecting the string of day-1 forecasts valid for those 91
days. Similarly a time series of day-2 forecasts were
created for 1500 UTC 2 January 2000–1200 UTC 2
April 2000, and likewise for the other lead times. This
construction of the time series of day-1 to -5 forecasts
enabled us to study the skills of different forecast prod-
ucts at all lead times for multiple days.
c. Superensemble methodology
The superensemble approach is a recent contribution
to the general area of weather and climate forecasting,
developed at FSU; this has been discussed in a series of
publications, Krishnamurti et al. (1999, 2000a,b, 2001).
This technique entails the partition of a time line into
two parts. One part is the “training” phase, where fore-
casts by a set of member models are compared to the
observed or the analysis fields with the objective of
developing a statistics on the least squares fit of the
forecasts to the observations and the second part is the
“forecast” phase where estimates for ai from the train-
ing phase are used to create the superensemble predic-
tion. The performance of the individual models is
obtained in the training phase using multiple linear re-
gression against observed (analysis) fields. The out-
come of this regression is the weights assigned to the
individual models in the ensemble, which are then
passed on to the forecast phase to construct the supe-
rensemble forecasts. In fact, the temporal anomalies
(model) of the variables are regressed against the ob-
served anomalies and so in formulating the superen-
semble forecasts, the weights are multiplied by the
corresponding model anomalies. The constructed fore-
cast is
S  O 
i1
N
aiFi  Fi, 6
where O is the observed climatology over the training
period, ai is the weight for the ith member in the en-
semble, and Fi and Fi are the ith model’s forecasts and
the forecast mean (over the training period), respec-
tively. The N is the number of member models. The
weights ai are obtained by minimizing the error term G:
G  
t1
Ntrain
St  Ot
2. 7
Here Ntrain is the number of time samples in the train-
ing phase, and St and Ot are the superensemble and
observed field anomalies, respectively, at training time
t. This exercise is performed at every model grid points.
The skill of the multimodel superensemble method sig-
nificantly depends on the error covariance matrix (built
with the model field anomalies F i and F j , where F i and
F j are the ith and jth model anomalies, respectively),
since the weights of each model are computed from the
designed covariance matrix:
C  ci, j  
t1
Ntrain
F i tF j t. 8
The construction of the superensemble utilizes a least
squares minimization principle within a multiple regres-
sion of model output against observed (analysis) esti-
mates. This entails a matrix inversion that is being
solved by the Gauss–Jordan elimination technique.
That matrix can be ill conditioned and singular depend-
ing on the interrelationships of the member models of
the superensemble. Yun et al. (2003) recently designed
a singular value decomposition (SVD) method that
overcomes this problem and removes the ill condition-
ing of the covariance matrix completely. Early tests of
this method showed great skills in weather and seasonal
climate forecasts compared to the Gauss–Jordan elimi-
nation method. Using SVD the covariance matrix C can
be written as C  UWVT, where U and V are N  N
orthogonal matrices and W is an N  N diagonal ma-
trix. Since C is a square symmetric matrix, CT  C,
equivalently VWUT  UWVT.
This proves that U and V are the same and the
SVD is equivalent to the principal component analysis.
The regression coefficients (or weights ai) are then ob-
tained by
ai  Vdiag 1wiUTo˜i , 9
where o˜i  
Ntrain
t1 Ot F i (t). This pointwise regression
model using the SVD method removes the singularity
problem that cannot be entirely solved by the Gauss–
Jordan elimination method.
The weighted sum of the member model forecasts
can provide a better product in terms of reduced sys-
tematic errors where the weights are obtained by re-
gressing the member model forecasts against the ob-
served (or analysis based) counterparts over the train-
ing period. These weights obtained from the training
phase are different at different grid points (horizontal
and vertical), at different forecast times, for each model
and each variable, and are passed on to the forecast
phase. The superensemble forecast is the weighted sum
of the member model forecasts. This procedure re-
moves the collective systematic bias of the member
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models and is thus a robust approach for reducing the
forecast errors.
A single set of weights is obtained for each of the 3 h
of forecasts during a day and at each forecast lead time.
The training period was taken from the initial 1500
UTC 1 January 2000–1200 UTC 27 March 2000 simu-
lations and the rest of the simulation period is chosen
for the forecast. So the day-1 forecast covers the period
of 1500 UTC 27 March–1200 UTC 1 April and the
day-2 forecast covers the period of 1500 UTC 28
March–1200 UTC 2 April and so on. Up to day 5 fore-
casts are constructed in this manner from member mod-
els, the ensemble mean, and the superensemble. The
weights for day-n (n  1, 2, . . . , 5) forecasts were cal-
culated from day-n simulations of the training period.
This was done because of the fact that both bias and the
weights of the models depend on the lead times. The
Fourier transform of 3-hourly precipitations was car-
ried out separately for every day to calculate diurnal
cycle of several days. The diurnal cycle is defined here
as the first harmonic of the transformed series. The
hour-by-hour average of the first harmonic of the fil-
tered data over the total number of forecast days is the
representative diurnal cycle for that period of time. It
was found that diurnal cycle obtained using this method
is very close (within 1% of errors) to the nth harmonic
of the n-day-long time series of data. Hence, n refers to
day 1, 2, 3, 4, or 5.
An ensemble mean is defined as the average of all
models involved in an ensemble suite. A bias-removed
ensemble mean is defined as EMbr  O  (1/N)
Ni1(Fi  Fi). In both of these forecasts equal weights
are given to all the member models. Putting ai  1/N,
for i  1, 2, . . . , N in Eq. (6) one would obtain the
bias-removed ensemble mean. A question is being fre-
quently asked whether a simple bias removal of each
model followed by a straightforward ensemble mean
might have skills equivalent to those of a multimodel
superensemble. The bias-removed ensemble mean does
not perform as well as a multimodel superensemble
because it provides equal weights to all the models,
whereas the superensemble is more selective since it
assigns different fractional positive and negative
weights to different models and these weights are geo-
graphically distributed. The skill of the unified cloud
model is found superior to the member models, and the
RMSE and correlation have been used as skill mea-
sures.
d. Precipitation from a unified cloud model
An improved single model with the unified cloud pa-
rameterization scheme has been developed from the
postprocessing of the superensemble. The precipitation
products (from the unified cloud model) are compared
with the individual model precipitation estimates and
the precipitation from the ensemble mean and the mul-
timodel superensemble. The notion of the unified
model was originally developed for one of our earlier
studies (Krishnamurti and Sanjay 2003). The unified
cloud scheme is built within a single model where the
weighted sum of the cloud schemes is used. This exer-
cise was started with a calculation of weights of the
member models for three different cloud types (low,
middle, and high clouds) for January and February
2000. The method for the calculation of weights is iden-
tical to what we use for the construction of the super-
ensemble. ISCCP cloud fractions were extracted for
validation purposes. In the next step, all the four
schemes were run in parallel as an integral part of one
model to obtain the predicted cloud fractions. Outputs
from these cloud parameterization schemes include the
cloud fractions for each layer of the model. These eight
weights for different cloud fractions, calculated previ-
ously, are applied to a single model to construct a uni-
fied forecast. All the layers below the 700-hPa level
utilize the weights calculated for the low cloud fraction.
Layers between 400 and 700 hPa utilize weights for
middle clouds and layers above 400 hPa utilize weights
for high clouds. Unified cloud fractions were calculated
for each of these layers of the model. These cloud frac-
tions are then passed on to the other parts of the model
(e.g., shortwave and longwave radiation calculations)
and interact fully as the forecast evolves. The unified
cloud scheme increases the computing time of the
model runs only minimally. This new cloud parameter-
ization scheme is both statistical and physical based. It
combines the physically based parameterization
schemes based on their local past performances. This
cloud scheme is designed to correct the best parameter-
ization scheme of the suite of models. Since this scheme
is flexible in terms of the number of models in the
ensemble, any number of input member models can, in
principle, be used to construct the unified cloud
scheme. This new unified scheme is an integral part of
one model and thus has the potential to improve fore-
casts of other parameters of the model in addition to
the variable for which the scheme is built upon.
e. TRMM data
The TRMM rainfall product used in this study is
based on the TRMM 3B-42 rain-rate algorithm that
uses an optimal combination of 2B-31, 2A-12 (Yang
and Smith 2006), the Special Sensor Microwave Imager
(SSM/I), the Advanced Microwave Scanning Radiom-
eter (AMSR), and the Advance Microwave Sounding
Unit (AMSU) precipitation estimates, Adler et al.
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(2000). Its temporal coverage starts from January 1998
with a resolution of 3 h, the spatial coverage includes
the global belt extending from 50°S to 50°N with a
spatial resolution of 0.25°  0.25°.
The 3B-42 estimates are produced in four stages: (i)
the microwave-based estimates of precipitation are cali-
brated and combined, (ii) infrared-based precipitation
estimates are created using the calibrated microwave
precipitation, (iii) the microwave and IR estimates are
combined, and (iv) rescaling to monthly datasets is ap-
plied. Each precipitation field is best interpreted as the
precipitation rate effective at the nominal observation
time.
3. Results and discussion
a. Prediction of diurnal precipitation
In Fig. 1, we first show the forecasts of total rainfall
(for day-2 forecasts), which carries the geographical
distribution of observed rain and those from forecasts
based on the superensemble, the ensemble mean, a
model that carried the highest RMSE skill, and those
based on the unified cloud model. The member model,
the ensemble mean, and the unified cloud model all
carry somewhat larger errors, their patterns show wider
and more intense rainfall belts over the ITCZ especially
over the Pacific Ocean. We also note that the forecast
skill of daytime is slightly higher than that of nighttime
hours. This may have to do with the physics for the
nighttime hours such as the modeling of nocturnal
boundary layers and radiative processes that impact the
nighttime rainfall forecasts especially over ocean. The
spread of rainfall distributions over land area for the
member model forecast is somewhat wider than the
observed distributions. The superensemble is able to
correct such systematic errors to some extent. There are
more geographical areas where the superensemble
rains are in closer agreement with the observed esti-
mates. There are clearly a few pockets of heavier rains
in the TRMM estimates that are not picked up at the
same level by the superensemble. However, it should
also be noted that most member models carry a much
larger number of such pockets of heavy rains thus
bringing their RMSE much higher than that of the su-
perensemble. The superensemble forecast further im-
proved by day 5 of the forecast (in total rain as well as
day versus night rain), the skill comparison is shown in
Table 2. This improvement might be due to the better
systematic bias correction in the superensemble.
The predicted phase and amplitude of the diurnal
mode over the Tropics for day 2 are illustrated in Fig. 2.
The oceans generally carry a phase of 0600–0900 local
time (early morning). The land area of South America
and Africa carry a phase of about 1500–1800 local time
(late afternoon). These features are best described by
the superensemble forecasts. The RMSE of the super-
ensemble for phase is less than 6 h whereas models as
well as ensemble mean carry an RMS error close to 8 h.
The RMSEs for the amplitudes also show a slight im-
provement for the superensemble (3.48 mm day1)
compared to that of the best model and the ensemble
means (3.84 and 3.7 mm day1, respectively). Overall
the results of prediction of the diurnal modes did not
alter very much in days 1–5 of the forecasts. Most of the
salient features in the land–ocean differences were cap-
tured by the superensemble. The RMSE in diurnal am-
plitude and phase for day-2 and -5 forecasts are shown
in Table 3. The superensemble showed better day-5
forecast skill for both the diurnal amplitude and phase.
b. Regional variation in the diurnal precipitation
In this section we discuss the regional features of
phase and amplitude errors in diurnal precipitation
forecasts. The diurnal cycle of rainfall over the eastern
foothills of the Himalayas located between 24°–27°N
and 90°–93°E for days 2 and 5 of the forecasts are
shown in Figs. 3a,b, respectively. During late March
and early April, the observed diurnal change over this
region carries a phase of maximum rain during the early
morning hours (i.e., close to 0300 local time). We note
that most models have very large phase errors and they
place this maximum close to 0900 local time. This car-
ries an almost 6-h phase shift with each forecast. The
amplitude of the diurnal mode is slightly underesti-
mated by the superensemble. Between days 2 and 5 of
the forecasts we note a growth of phase errors for the
member models. The superensemble forecast preserves
a close agreement with the observed diurnal change of
precipitation during the 5 days of forecasts.
This diurnal cycle of rainfall over the Tibetan Plateau
located between 31°–34°N and 89°–92°E showed that
during the period of late March and early April, it ex-
periences an early afternoon rainfall maximum (Figs.
3c,d). The TRMM SSM/I carries an afternoon maxi-
mum for the observed rain around 1800 local time. Al-
most all of the member models as well as the superen-
semble captured the phase very well. The phase shift
was almost negligible for the superensemble and was
less than 3 h for all the models and the ensemble mean.
Over the Amazon Valley region between 15°–5°S
and 60°–50°W, the advantage of reasonable day-1 fore-
cast by some of the models (figure not shown) was lost
by day 2 of the forecast (Fig. 3e) and large phase and
amplitude errors developed by day 5 of the forecasts
(Fig. 3f). The observed rainfall maximum is noted
around 1800 local time, whereas the member models,
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the ensemble mean and the unified model carry the
maximum at around the local noon hour. This empha-
sizes the possibility of serious problems with the physi-
cal parameterization for these member models. These
errors amplify between days 1 and 5 of the forecasts. At
this stage we are not able to find the exact sources of
these model errors. But the sources of errors the diur-
nal change emanates may occur from the improper pa-
rameterization of shallow and deep convection, the
planetary boundary layer (PBL) theories, and cloud ra-
diative processes. The superensemble retains an ac-
curate phase and amplitude on day 5 of forecasts
(RMSE  6 h and  3.4 mm, respectively).
The mechanisms responsible for the observed diurnal
variation in convection over land and the ocean appear
to be different. Over the warm ocean where deep con-
FIG. 1. Distribution of total rainfall accumulation (mm) during 1500 UTC 28 Mar–1200 UTC 2 Apr
2000 (day-2 forecast) for (a) TRMM observed, (b) superensemble (SE), (c) ensemble mean (EM), (d)
M3, and (e) the unified cloud model (UNF).
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vection occurs, many mechanisms can be involved in
controlling the diurnal cycle. The most prominent is
probably the direct radiation convection interaction
proposed by Randall et al. (1991). In this, the infrared
cooling at night from the cloud top is greater than at the
cloud base, which results in destabilization of the upper
troposphere and hence favoring cloud development in
the early morning; in contrast, during day the warming
at cloud top due to solar absorption increases stability
and therefore restricts convective activity. Another
possible mechanism was proposed by Gray and Jacob-
son (1977) and involves the horizontal cloud versus
cloud-free radiation difference. At night the radiative
cooling of cirrostratus in the upper troposphere is
greater than the radiative cooling of the surrounding
less cloudy and cloud-free regions; during the day the
situation is reversed. This day–night differential heating
cycle gives rise to a diurnal variation in horizontal di-
vergence, which may give rise to a diurnal variation in
convective activity. Chen and Houze (1997) have ar-
gued that the mechanism is not just a cloud–radiation
interaction but rather a much more complicated three-
way interaction between the surface, clouds, and radia-
tion. They also argue that cloud life cycle effects are
also important with the remnants of clouds from the
previous day’s conditioning of the near-surface bound-
ary layer with air that has lower moist static energy and
hence producing regions unfavorable for development
of convection the following day.
Here we shall consider the major tropical ocean ba-
sins (Pacific, Indian, and the Atlantic) between 30°S
and 30°N, Fig. 4. The phase errors over the Pacific and
the Atlantic Ocean basins were very large for both days
2 and 5 of the forecasts for the member models, the
ensemble mean and the unified model. The superen-
semble forecast holds a distinct superiority over all
these model forecasts by removing the systematic er-
rors and providing the correct phase and amplitude.
The oceanic maxima of rain occur in the early morning
hours between 0600 and 0900 local time for the Pacific
and Indian Oceans and around noon local time for the
Atlantic Ocean. The model forecasts carried large
phase errors of approximately 6–9 h. It should be noted
that these observed phases are based on the entire bas-
inwide averages and are not entirely representative of
each location of a basin. There is considerable variabil-
ity in phase within a basin as was noted in Fig. 4. The
errors for the member models over the Atlantic Ocean,
Figs. 4e,f, were some of the largest. The member mod-
els carried phase errors as large as 9 h and much larger
amplitude for the diurnal change compared to the
TRMM SSM/I-based observed estimates. These errors
were evident for days 1–5 of the forecasts.
Over land, during the early part of the day the land
surface is heated by solar radiation and this increases
the air temperature in the lower troposphere and hence
instability, which then leads to convection with the re-
sultant maximum in the convective precipitation tend-
ing to occur in the evening. At night the strong radia-
tive cooling of the land enhances the stability suppress-
ing convection leading to a minimum in the early
morning. Of course local effects, particularly local orog-
raphy can considerably modify these somewhat ideal-
ized concepts.
The observed and predicted tropical diurnal (mode
of) precipitations over land areas for days 2 and 5 of the
forecasts (covering the period 1500 UTC 28 March–
1200 UTC 2 April 2000 and 1500 UTC 31 March–1200
UTC 5 April 2000, respectively) are illustrated in Figs.
4g,h, respectively. These cover the land areas between
30°S and 30°N. The observed maximum of diurnal rain-
fall (taking the entire landmass average over the Trop-
ics) occurs around 2100 local time. For day 2 of the
forecasts, the observed and the superensemble fore-
casts of the diurnal mode are in excellent agreement.
The multimodels, the ensemble mean, and the unified
model all carry maxima about 6 h earlier with reason-
ably comparable amplitudes. For day 5 of the forecasts,
the phase and amplitude of the observed rain are
clearly replicated in its entirety by the multimodel su-
perensemble. The member models carry very small am-
plitude for the diurnal mode since they tend to carry
opposite phases for different parts of the land areas.
The unified model carries larger amplitudes, but its
phase for the diurnal maximum of rain is noted at 1500
local time, which is roughly 6 h earlier than the ob-
served.
c. Statistical analysis and skills
The superensemble forecasts are seen to perform
better than the bias-removed ensemble mean forecast
(Stefanova and Krishnamurti 2002). Although the su-
perensemble provides a deterministic forecast, they
showed that the superensemble algorithm carries an
equivalent probabilistic forecast as well. A probabilistic
forecast is one that estimates the probability of occur-
TABLE 2. RMSE in diurnal precipitation forecast for days 2
and 5.
Day-2
total
rain
Day-5
total
rain
Day-2
day rain
Day-5 day
rain
Day-2
night
rain
Day-5
night
rain
SE 23.0 18.8 12.4 10.3 13.0 11.0
EM 30.4 29.6 16.0 15.0 16.9 16.5
M3 29.5 33.2 15.5 17.1 16.5 18.2
UNF 29.4 30.6 15.2 16.0 16.5 17.2
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rence of a chosen event E. The event type selected for
this study is the precipitation rate anomaly relative to
the mean state exceeding a preselected threshold level.
For an ensemble of equally reliable models the prob-
ability P of the event E is (m/N)  100%, where m is
the number of ensemble members forecasting E and N
is the total number of ensemble forecasts. One of the
most widely used methods for verification of probabil-
FIG. 2. Distribution of diurnal amplitude (mm day1), which is shaded, and phase (hours, local time)
shown by the contours during 1500 UTC 28 Mar–1200 UTC 2 Apr 2000 (day-2 forecast) for (a) TRMM
observed, (b) SE, (c) EM, (d) M3, and (e) UNF.
TABLE 3. RMSE in diurnal amplitude (mm day1) and phase
(hours, local time) of day-2 and -5 forecasts.
Day-2
amplitude
Day-5
amplitude
Day-2
phase
Day-5
phase
SE 3.48 3.31 5.98 5.86
EM 3.70 3.84 7.73 8.23
M3 3.84 4.24 7.88 8.20
UNF 3.81 3.94 7.87 8.35
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ity forecast is the Brier skill score. The Brier score com-
putation procedure is briefed in appendix B.
The superensemble probability forecasts are com-
pared with the conventionally defined probability fore-
casts from the multimodel bias-removed ensemble
where all N individual unbiased forecasts Fi  F  O
are weighted equally with a uniform weight 1/N. The
corresponding reliability diagrams are shown in Fig. 5.
The events considered are precipitation anomalies with
respect to the series mean exceeding a threshold (1.5,
2.5, 4.5 mm day1) for all points of the global Tropics.
The reliability diagrams clearly show that the superen-
semble gives more reliable forecast (better than the
ensemble mean forecast). However, it is not giving the
perfect forecast as can be seen from Fig. 5. Both super-
ensemble and ensemble forecasts deviate much from
the perfect forecast (i.e., from the diagonal line sloping
at 45°). One possible reason for this could be that these
scores are computed by grouping the entire global
Tropics into one time series and therefore the variabil-
ity among geographical locations might influence the
skill score as the Brier skill score was initially designed
FIG. 3. Diurnal cycle of rainfall [mm (3 h)1] at local time for TRMM, SE, EM, M3, M4, and UNF over
(a) the eastern foothills of the Himalayas (EFH) (24°–27°N, 90°–93°E) for day 2, (b) EFH for day 5, (c)
the eastern Tibetan Plateau (ETP) (31°–34°N, 89°–92°E) for day 2, (d) ETP for day 5, (e) the Amazon
Valley (15°–5°S, 60°–50°W) for day 2, and (f) the Amazon for day 5; and (g), (h) area maps.
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for a time series at a single point. However, it is found
that superensemble gives much improved probability
(or reliability) forecast for all the thresholds. The Brier
skill score values for reliability for both days 2 and 5 of
the forecasts are shown in Table 4. The reliability
scores clearly show that the superensemble is doing
much better forecasting, roughly 35% improvement
over the ensemble mean for all the thresholds and all
the days (up to 5 days) of the forecast. Also from a
significant test on difference in RMSE (see appendix
C), it was found that the improvement of superen-
semble forecast over the ensemble mean forecast is sta-
tistically significant at a level generally 99% for all the
days of forecasts.
The equitable threat score (ETS) is the number of
correct “yes” forecasts divided by the total number of
occasions on which that event was forecasted and/or
observed. It can be viewed as a hit rate for the quantity
being forecasted, after removing the correct “no” fore-
casts from consideration. The worst possible threat
FIG. 4. Diurnal cycle of rainfall [mm (3 h)1] at local time for TRMM, SE, EM, M3, M4, and UNF for
(left) day-2 and (right) day-5 forecasts over the tropical (30°S–30°N) ocean basins: (a), (b) the tropical
Pacific; (c), (d) the tropical Indian Ocean, and (e), (f) the tropical Atlantic; and (g), (h) over the tropical
landmass.
3624 M O N T H L Y W E A T H E R R E V I E W VOLUME 135
score is zero and the best possible score is one. The bias
score (BS) is simply the ratio of the number of yes
forecasts to the number of yes observations. Unbiased
forecasts exhibit BS  1, indicating that the event was
forecast the same number of times that was observed.
Bias scores greater than 1 indicate that the event was
forecast more often than observed (over forecasting),
bias scores less than 1 indicate that the event was fore-
FIG. 5. Reliability diagram for day-2 and -5 forecasts over the tropical belt (30°S–30°N, 0°–60°E) for
precipitation anomaly exceeding (a) 1.5 mm day1 for day 2, o  0.16; (b) 1.5 mm day1 for day 5, o 
0.15; (c) 2.5 mm day1 for day 2, o  0.15; (d) 2.5 mm day1 for day 5, o  0.14; (e) 4.5 mm day1 for
day 2, o  0.14; (f) 4.5 mm day1 for day 5, o  0.13. Here Per, Em, and Se show the perfect, ensemble
mean, and superensemble forecasts, respectively, o as given in Eq. (B3).
TABLE 4. Brier reliability skill scores for day-2 and -5 forecasts.
Days of forecasts Day 2 Day 5
Threshold 1.5 2.5 4.5 1.5 2.5 4.5
Brel (EM) 0.58 0.64 0.72 0.49 0.56 0.65
Brel (SE) 0.83 0.85 0.86 0.83 0.84 0.85
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FIG. 6. The BS for day-2 and -5 forecasts over the tropical belt (30°S–30°N, 0°–360°) for EM, M3, UNF, and SE (a) day 2,
total rain; (b) day 5, total rain; (c) day 2, day rain; (d) day 5, day rain; (e) day 2, night rain; and (f) day 5, night rain.
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cast less often than observed (i.e., underforecasting). In
Figs. 6 and 7 we show the bias scores and ETS for total
rain, day rain, and night rain for days 2 and 5 of the
forecasts. The bar charts show the bias scores (close to
1.0 being a good score) along ordinate and the precipi-
tation thresholds along the abscissa. The superen-
semble skills for precipitation forecasts for total rain for
days 2 and 5 are the highest for all thresholds up to 50
mm day1. For very heavy rain, the performance of the
superensemble is comparable to those of the member
models. However for day 5 of the forecasts, the super-
ensemble skill stands out. The separate examination of
skills for day versus night also confirms these same find-
ings (i.e., the day-5 skills for the superensemble are
indeed very high). The skill of the unified model is
better than the member models. The member model
bias scores are close to 1.4 for light rain and are as high
as 2.0 for heavy rain. This clearly shows that the mem-
ber models and the ensemble mean overpredict the
rainfall events for all the thresholds. Given these over-
all improvements in the skills including those for day
and night totals, it was felt that this was a useful data-
base to address the superensemble methodology for the
diurnal change. The lower bias in the superensemble
emphasizes the increased number of correct forecast
events.
Here we follow the work of Janowiak et al. (2005) to
illustrate the passage or nonpassage of rainfall along
isopleths of local time. Figure 8 shows the time–
longitude plots over the tropical belt (10°S–10°N) for
the percentage of daily precipitation over each 3-h pe-
riod covering the forecast period for the day-2 forecast.
The diagonal lines are lines of equal local time (iso-
pleths). The aspect of diurnal change that relates to a
transient phase follows the sun from east to west during
the course of a day. This transient phase undergoes an
amplitude modulation during its passage, which follows
Fig. 2. This diurnal amplitude modulation of precipita-
tion is related to several complex physical processes
such as surface and PBL physics, shallow and deep cu-
FIG. 7. Same as in Fig. 6, but for the ETS.
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mulus convection, and cloud radiative processes. To un-
ravel the cause for the details seen in Fig. 2 it would
require a vast numerical experimentation programs,
this study is somewhat limited for that level of enquiry.
It is important to note here that if rainfall were distrib-
uted equally throughout the 24-h period, then 12.5%
would be the expected percentage of daily total for
each 3-h interval. In the TRMM-observed daily precipi-
tation (Fig. 2a), most of the tropical oceanic region
shows early morning and afternoon rainfall maxima,
whereas the tropical land areas of South America (70°–
40°W) and Africa (10°– 40°E) show the late afternoon
maxima. Some salient features of the observed precipi-
tation such as the afternoon maxima near 30°E around
1800–2100 UTC and the weaker precipitation (percent-
age) over the central Pacific Ocean are well captured by
FIG. 8. Percent of daily rainfall for each 3-h period over 10°S–10°N (day-2 forecast) for (a) TRMM, (b)
SE, (c) EM, and (d) UNF. The vertical axis indicates time (UTC) and the diagonal lines are lines of equal
local time.
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the multimodel superensemble. However, many spuri-
ous phase shifted patterns are seen in the ensemble
mean and the unified model forecasts. The pattern cor-
relation (which is the spatial correlation designed to
detect the similarities in the patterns of the field) of this
forecasted variability with the TRMM-observed rainfall
variability shows higher skill (pattern correlation 
0.40 on the day-2 forecast). Whereas the respective
skills of the member models are found very much lower
(figures are not shown here). The pattern correlation
was 0.13 for the ensemble mean and 0.13 for the unified
model. It is found that over the Atlantic and Pacific
Oceans, precipitation follows afternoon hours or early
morning hours of local solar passage, respectively.
4. Concluding remarks
In this paper we have discussed a procedure for im-
proving the forecasts of the phase and amplitude of
diurnal precipitation for numerical weather prediction.
This is a multimodel approach where it is possible to
extract additional skills for forecasts beyond those of
the member models. By carrying out a training phase,
statistical weights were generated that enabled the re-
moval of the collective bias of the member models.
Those weights are next used during a forecast phase of
the superensemble to obtain these improved forecasts.
In spite of the large diurnal errors in phase and ampli-
tude each member model seemed to make the same
kind of errors generally. This made it easy for the su-
perensemble to recognize the nature of these errors of
each model and to correct them. The nature of similar
systematic errors within each single member model
runs suggests that the source of these errors may be
tractable to the areas of physics and dynamics the
model is deficient in.
The multimodels of the current suite were generated
from an FSU global spectral forecast model that utilizes
different physical parameterization algorithms. That di-
versity in physics provided us with an ensemble spread
of forecasts that was sufficient to derive coefficients for
the superensemble. The TRMM data archive of NASA
carries a special dataset that provides 3-hourly esti-
mates of rainfall over the global Tropics. Model outputs
were also prepared the same 3-hourly intervals. Errors
in the modeling of diurnal change arise from several
possible physical parameterizations such as the cloud
radiation, deep and shallow convection processes, plan-
etary boundary layer physics, and the treatment of the
land–ocean surface transfer processes. Large phase and
amplitude errors for the diurnal change of precipitation
were noted in the member models forecasts. Careful
modeling improvements in each of the areas of physical
parameterization are needed for the reduction of these
errors. The superensemble is a postprocessing algo-
rithm that has the advantage of providing forecasts for
the future 5 days where the errors are considerably
reduced by a statistical method. This is being done at all
grid locations for all the variables.
In this paper we have shown improved skills for the
prediction of total rain over the global tropical and
some regional domains. These datasets for the winter
season of the year 2000 were next used to extract the
diurnal mode (phase and amplitude) for the TRMM
and the multimodel forecast database. Some of the re-
gions that carried the largest errors for the diurnal
mode of precipitation were the Tibetan Plateau, the
eastern foothills of the Himalayas, and Brazil. We
found that the large phase transitions between rainfall
maxima over short distances (approximately a few hun-
dred kilometers) near the above regions were reason-
ably handled by the multimodel superensemble. It was
possible to carry these same larger skills for the fore-
casts of the diurnal mode of precipitation through day 5
of the forecasts over these regions.
Using the superensemble methodology it is possible
in principle to improve the phase and amplitude of the
diurnal change for all variables at all vertical levels.
Such a dataset can be very useful for various research
activities. The superensemble also carries the best fore-
cast for the total field (not only the diurnal mode) for
all variables for short-range forecasts (Krishnamurti et
al. 2000a; Mishra and Krishnamurti 2006). There are
some well-defined systematic errors in the member
models that are being corrected easily (by removing the
collective systematic errors of the member models) by
the superensemble. What remains to be done is to im-
prove the physics of each model in order to reduce their
respective systematic errors.
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APPENDIX A
A Brief Description of FSUGSM
The model used in this study is the Florida State
University Global Spectral Model (FSUGSM) de-
scribed in Krishnamurti et al. (1998). The horizontal
resolution of the model was triangularly truncated at
wavenumber T126, which corresponds to a Gaussian
grid of 384 192 latitude–longitude, and it has 27 sigma
levels. A semi-implicit time integration scheme is used
with time step of 450 s to represent the time derivatives.
The model uses ECMWF analysis, which includes op-
erational global datasets from the stream of the world
weather watch, cloud track winds, commercial aircraft
wind reports, surface datasets from marine ships, oce-
anic buoys surface reports, ocean surface winds from
satellite-based scatterometers, and soundings of tem-
perature and humidity from polar-orbiting satellites for
the initial analysis. It requires rainfall estimates be-
tween hour 24 and 0. The microwave radiances are
provided by TRMM and the Defense Meteorological
Satellite Program (DMSP) satellites for deriving rain-
rate estimates at roughly 40-km resolution between
50°S and 50°N. An outline of the model is given below:
1) Independent variables: x, y, , and t;
2) Dependent variables: vorticity, divergence, surface
pressure, vertical velocity, temperature, and hu-
midity;
3) Vertical resolution: 27 layers between roughly 50
and 1000 hPa;
4) Semi-implicit time differencing scheme;
5) Envelope orography (Wallace et al. 1983);
6) Centered differences in the vertical for all variables
except humidity, which is handled by an upstream
differencing scheme;
7) Fourth-order horizontal diffusion (Kanamitsu et al.
1983);
8) Deep convection based on NCEP simplified Ara-
kawa–Schubert cumulus parameterization scheme
(Pan and Wu 1995);
9) Shallow convection (Tiedke 1984);
10) Dry convective adjustment;
11) Large-scale condensation (Kanamitsu 1975);
12) Surface fluxes via similarity theory (Businger et al.
1971);
13) Vertical distribution of fluxes utilizing diffusive
formulation where the exchange coefficients are
functions of the Richardson number (Louis 1979);
14) Longwave and shortwave radiation fluxes based on
a band model (Harshvardan and Corsetti 1984;
Lacis and Hansen 1974);
15) Diurnal cycle with respect to the radiance pro-
cesses;
16) Parameterization of low, middle, and high clouds
based on threshold relative humidity for radiative
transfer calculations;
17) Surface energy balance coupled to the similarity
theory (Krishnamurti et al. 1991).
APPENDIX B
A Brief Description of Brier Score Computation
To define the Brier skill score, select an event E that
either happens at realization k or does not [o(k)  1 if
E occurred, o(k)  0 if it did not] and is forecast to
occur with probability f(k). Following Wilks (1995), the
Brier score is then defined as
b 
1
nk1
n
 fk  ok2, B1
where the index k refers to the forecast–observation
pairs and n is the total number of such pairs within the
dataset. The lowest possible value of the Brier score is
zero, and it can only be achieved with a perfect deter-
ministic forecast. If we let the probabilistic forecast for
E be done within i discrete categories yi, then the fre-
quency with which forecasts of yi are issued is p(yi).
The frequency within a category yi forecast with which
the event E actually occurs is the conditional frequency
oi  p[o(k)  1/yi]. A reliability diagram is a plot of oi
versus yi. For a perfect forecast, the reliability diagram
would be a line at 45°. As suggested by Murphy (1973),
it is useful to decompose the Brier score into three
terms: reliability, resolution, and uncertainty, as fol-
lows:
b 
i1
I
pyiyi  oi
2
reliability

i1
I
pyioi  o
2
resolution
 o1  o
uncertainty
 brel  bres  bunc, B2
where
o 
1
nk1
n
ok B3
is the unconditional mean frequency of occurrence of
the event E, the first term on the RHS is the reliability
term, the second one is resolution term, and the third
one is uncertainty. The reliability term evaluates the
statistical accuracy of the forecast, a perfectly reliable
forecast is one for which the observed conditional fre-
quency oi is equal to the forecast probability. The reso-
lution term addresses the distance between the forecast
frequency and the unconditional climatological fre-
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quency. Forecasts that are always close to the climato-
logical frequency exhibit good reliability because the
forecast frequency matches the observed frequency,
but has poor resolution because they are not able to
distinguish between different regimes. The uncertainty
term is a measure of the variability of the system and is
not influenced by the forecast. The Brier skill score of
reliability can be defined as Brel  1  (brel/bunc).
The superensemble defined by Eq. (6) can be rewrit-
ten in the following form:
S  
i1
N
aiFi  Fi O  1Ni1
N
NaiFi  Fi  O

1
Ni1
N
Fsi , where Fsi  NaiFi  Fi  O B4
are the modified forecasts. One possibility for defining
the probability of the superensemble then is to treat it
as an ensemble of the forecasts Fsi.
APPENDIX C
Significant Test on the Difference in RMSE
Here we assume that the RMSEs of the member
models are normally distributed. The compound hy-
pothesis is (Green and Margerison 1978, p. 130)
H0: RMSEem  RMSEse  0,
H1: RMSEem  RMSEse  0,
where H0 is the null hypothesis and H1 is the alternate
hypothesis. RMSEem and RMSEse are the population
RMSEs of the ensemble mean and superensemble.
From the sample estimates of the mean and variances,
the t-test parameter can be written as ts  (|RMSEem 
RMSEse | /sD), where sD  sD /
n and sD is the stan-
dard deviation of RMSE within the ensemble of n
members. The hypothesis H0 is rejected with (1  	)
100% confidence if | ts |  t(1	/2),(n1). That is RMSEem
and RMSEse differ with a significance level more than
(1  	) 100% when the above condition is satisfied.
The significance level was calculated by solving the
above equation for 	 with known values of RMSEem,
RMSEse, sD, and n.
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