Abstract. We determine the radius of starlikeness and the radius of convexity of analytic functions having the forms / L i dpHt)/{z -t) and / L i zdpJ(j)/(l -tz) where p(t) is a probability measure.
respectively. Here u(f) is a probabihty measure. We adopt the terminology of [13] and say the functions in A, (N^ are Nevanlinna functions of the first (second) kind defined and analytic in the z-plane cut along [z| [-l, 1] 
] ([z|(-oo, -1] u [1, oo)])
. We also say that fiz) and <£(z) given by (1) and (2), respectively, are associated whenever the probability measure ¡i(t) is the same in both formulas. Of course, <Kl/z) =f(z).
Distler [2] , Dunducenko [3] , Reade [6] , Tchakaloff [9] , [10] and Thale [11] found that the (maximal) domain of univalence for A, is the set [z\ \z\ > 1] , and that for A2 is the unit disc A = [z| \z\ < 1] . On the other hand, Todorov showed that if the measure u(r) in (1) and (2) is strictly increasing, then each / E A, is univalent for [z\ \z\ > l]\[z|z = ±1] and each <b E N2 is univalent for z E (A\[z|z = ±1]) [12] - [14] .
In this note, we find the radii of convexity and starlikeness of both A, and A2. In addition, we find maximal domains of univalence of the set of certain normalized typically-real functions. This last is a result due to Brannan and Kirwan [1] .
The results contained in this note parallel similar ones obtained by Wirths [15] for his set T of all functions g of the form _ fi zdji(t) tẑ)=X't* 2. Results. Our results depend on obtaining the minimum values of certain well-known functionals. Rather than use Golusin's now-standard variational method [4] , we use the following striking result due to Ruscheweyh [8] .
Theorem A. Let g(z, t) be continuous on the set Ax [a, b] , and let g be analytic in z for each fixed t. Let V denote the set of all functions f of the form fiz) = fg(z, t) dn(t), Ja where p(t) is a probability measure, and let V2 denote that subset of V defined by those ¡i(t) that are step functions with at most two jumps. If Lx and L¿ are continuous linear functional defined on the set of all functions that are analytic in A (with the topology of uniform convergence on compact subsets of A), and pi L2( V2), then for each f E V there corresponds an f0 E V2 such that Lx(f)/L2(f) = Lx(f0)/L2(f0).
For the special case that will lead to our first result, we take Lx(f) = zf and L2(f) =/, so that Theorem A yields the result respectively, where (8) cos 0O = |y6(V33 -1) , 0 < 90 < m/2.
Proof. As indicated above, we need only consider functions of the form (4) in order to solve the extremal problem (3) for fixed z, z E A. With that in mind, we proceed in a manner reminiscent of Kirwan [5] and Wirths [15] . A straightforward calculation using (4) We now list those properties of G(s, 0) that we will need to complete our proof. Here 0 is fixed, 0 < 9 < 2tt and s is variable, -1 < s < 1.
(i) For ö = 0, G(s, Ö) is differentiate for -1 < j < 1 and it is an increasing function there, with G(-l, 0) = 1/2, and G(l, 0) = -f-oo.
(ii) For 0 = w, G(s, 0) is differentiable for -1 < s < 1, and is a decreasing function there, with G(-l, -n) = +oo and G(l, tt) = 1/2. We find COSr? (11) S.(0) = 1 + Isinöl
We note that (i) and (ii) can be included in (in) if we let s+(0) = 1 with G(j#(0), 0) = +00, and if we let s^(tt) = -1 with G(s^(ir), it) = + oo in (i) and (ii), respectively.
Recall that we are interested in minimizing the right-hand side of (10), where 0 is fixed, r is fixed, 0 < r < 1, and /,, t2 and y are variable, with 0 < y < 1 and -1 < tx < yt2 + (1 -y)tx < t2 < 1. Hence, using (i), (ii), and (iii) we can make the following assertions concerning the function %(z) = inf Rez^4|<¡>£ A22,z fixed All solutions of (14) in the interval 0 < 0 < 2ir are given by 9 ■« 99 m -9q, m + 0O, 2w -0O, where 0O satisfies (8) and (14).
To obtain the extremal functions, we use (12); this implies that the niinimum for «i(z) is achieved only for where, by (8) , (11), and (14) we have (17) sm(0o) = i^2(V33 -5) , s,(ir -9) = -^(V33 -5) .
From (5), (15), (16), and (17) we obtain all possible extremal functions, all of which are given by (6) with corresponding "critical points" (7). This completes our proof of Theorem 1.
To obtain the radius of convexity of A2 we use a result on typically-real functions due to Kirwan [5] . Theorem 2. 77ie radius of convexity of N2 is rc = (V2 -1), which is sharp.
holds. It follows that for each r, 0 < r < 1, Re <b(rem) is decreasing for 0 < 0 < m and increasing for tt < 0 < 2tt. Hence, according to a theorem due to Robertson [7] , each <j> E N2 maps the unit disc onto a domain that is convex in the direction of the imaginary axis. Moreover, each <p E A2 is real for -1 < z < 1. Now Kirwan has shown that such functions map the disc [z\ \z\ < (V2 -1)] onto a convex domain [5] .
The function </>3(z) = z/(l -z2) shows that our result is sharp. This completes our proof.
Theorems 1 and 2 yield analogous results for the class A,. The preceding theorems enable us to sharpen slightly some known results concerning the set TR of all typically-real functions h(z), where zdfi(t) z* where u(r) is a probability measure.
If we set vf = \(z + 1/z) in (18), then we obtain Our Theorem 3 now yields the following result. These results include the results that the images h(Dx) and «(D^ are convex in the direction of the imaginary axis. We note that the domain Dx is the intersection of the discs centered at z = ± i, radius V2 , and D2 is its inverse in the circle \z\ = 1. 7), was found by Brannan and Kirwan [1] .
3. Additional details. In this section we provide most of the details that lead from (12) and (13) to (14) and (5).
First, r(0) = 1 holds when sin 0 = 0. Second, m(rew) = 0, for r given by (5) and |sin 0\ given by (14). Hence, the extremum rs we seek satisfies 0 < rs < 1.
For simplicity we set 7? = R(x) = [r(0)f, with x = |sin 0\. From (12) and (13), it follows that R(x), such that m(re'e) = 0, satisfies which then combines with (21) to yield 4x3(l -x)(2 -3x -3x2) = 0. This last equation leads to the value x = |sin 0\ in (14) as the x-value yielding the minimum of 7?(x), and hence of r(0). This completes our presentation of the "details" referred to above.
