Because a knowledge of the 12 C/ 16 O ratio is crucial to the understanding of the later evolution of massive stars, new R-and K-matrix fits have been completed using the available angular distribution data from radiative ␣ capture and elastic ␣ scattering on 12 C. Estimates of the total 12 C(␣,␥) 16 O rate at stellar energies are reported. In contrast with previous work, the analyses generally involve R-and K-matrix fits directly to the primary data, i.e., the energy-and angle-dependent differential yields, with all relevant partial waves fitted simultaneously ͑referred to here as surface fits͒. It is shown that, while the E1 part of the reaction is well constrained by a recent experiment on the ␤-delayed ␣-particle decay of 16 N, only upper limits can be placed on the E2 ground state cross section factor which we take conservatively as S E2 ͑300͒Ͻ140 keV b. Simulations were then carried out to explore what kind of new data could lead to better restrictions on S E2 ͑300͒. We find that improved elastic scattering data may be the best short-term candidate for such restrictions while significantly improving S͑300͒ with new radiative capture data may require a longer-term effort. Theoretical models and estimates from ␣-transfer reactions for the E2 part of 12 C(␣,␥)
I. INTRODUCTION
In the helium-burning phase of massive stars only two nuclear reactions are of essential importance: the triple-␣ reaction leading to the production of 12 C and the subsequent 12 C(␣,␥) 16 O reaction ͓1-3͔. The ratio of these two reaction rates determines the 12 C/
16
O ratio after helium burning and consequently both the amounts of 12 C and 16 O, and of the heavier nuclides built from these nuclei. In addition, the further structural evolution of the star is influenced by the ratio of carbon to oxygen, resulting in different iron core masses before the onset of the final supernova collapse and explosion, which will, in turn, affect the relative probabilities of different types of supernova remnants ͓2,4͔.
While the triple-␣ reaction appears to be experimentally well determined, the situation is different for the 12 C(␣,␥) 16 O reaction. Because the value of the cross section is required near the astrophysically most important energy Eϭ300 keV, 1 theoretical extrapolations of the cross sections measured at higher energies are needed. In attempts to improve the reliability of the extrapolations, data from complementary experiments ͓ 12 C(␣,␣)
12
C elastic scattering and the earlier 16 N experiments͔ were included in the extrapolations. Initially these analyses did not improve the extrapolations. Values ranging from essentially 0 to 500 keV b were quoted for the S factor at Eϭ300 keV ͓5-11͔. It became apparent in these analyses that a major difficulty lay in the insensitivity of the higher-energy data ͑at the statistical level of the experiments͒ to the values of the reduced ␣ widths of the J ϭ1 Ϫ and J ϭ2 ϩ subthreshold states of 16 O at excitation energies E x ϭ7.12 MeV and 6.91 MeV, respectively. However, with the recent precise measurement of the ␤-delayed ␣-particle decay of 16 N ͓12͔, where it has been demonstrated that the ␣ spectrum is quite sensitive to the reduced ␣ width of the subthreshold J ϭ1 Ϫ state, the E1 radiative capture part of the 12 C(␣,␥) 16 O reaction has been determined to about 30%. Nevertheless, the E2 part of this reaction remains poorly determined partly because no modelindependent alternative measurement for the reduced width of the J ϭ2 ϩ state has become available. The same is true for cascade transitions in the radiative capture, though these are less important at stellar energies.
However, in recent network calculations of nucleosynthesis in massive stars ͓2͔, the results are found to be in excellent agreement with solar system abundances for all the intermediate masses ͑16рAр32͒ if the S factor 1 for the 12 C(␣,␥) 16 O reaction is 170Ϯ50 keV b at 300 keV. This exceptionally tight restraint underlines the unusual sensitivity of stellar models to the total cross section of this reaction and implies that experiments of better than 30% precision are required for a definitive test of theories of stellar evolution.
In this work, we explore the extent to which the available data may place further restrictions on the E2 part of the 12 C (␣,␥) 16 O reaction after the E1 part has been determined, and to what extent future experiments may impose more stringent ones.
II. APPROACHES TO THE ANALYSIS
In the previous publications, as exemplified by Ref. ͓12͔ , secondary data were in general used for both the radiative 1 Throughout the paper E denotes center-of-mass energy and E ␣ represents laboratory ␣ energy in the ␣ϩ 12 C system. The cross section factor S(E) is defined by the relation S(E)ϭE (E) capture and elastic scattering aspects of the analyses. In both cases the primary data most often consisted of angular distributions measured at many discrete energies ͑see Secs. III B 1 and III B 2 for details͒. Each primary distribution was then analyzed independently in terms of the appropriate set of Legendre polynomials to yield the secondary data consisting of the relevant angular momentum components. In the case of radiative capture, the secondary data consisted of sets of derived E1 and E2 cross sections, while for the elastic scattering the secondary data were comprised of sets of phase shifts ␦ l for l ϭ0-6. It was at this stage in the previous work that R-and K-matrix fits were introduced in the analysis of the secondary data. In all cases, experimental errors were propagated to yield errors for the derived data. However, these data and their error values, being derived quantities, are no longer proportional to the experimentally measured quantities, i.e., the angular distribution yields, and thus lead to complications for the interpretation of the statistical and systematic errors of the experiment and analysis.
In work preparatory to extending the analysis of the available data to include the E2 part of the radiative capture, we have reanalyzed the original primary angular distributions for both the radiative capture and elastic scattering experiments. In doing so, we have found that the angular momentum components were highly correlated. The use of the separate, derived angular momentum data sets as independent data in subsequent R-and K-matrix analyses, as was done previously, may therefore have introduced significant errors.
In addition to these problems with correlations between the partial waves, problems are introduced when the analysis of each angular distribution is carried out independently from those at the other energies. The coefficients in the Legendre polynomial expressions for the angular distributions are the energy-dependent cross sections for the radiative capture or are functions of the phase shifts for the elastic scattering. The energy dependence of these quantities has been ignored in all previous analyses of the angular distributions in which the quantities themselves were treated as independent adjustable parameters for the analysis at each energy. This would be a reasonable approach if the energy dependence were very slowly varying, and if systematic energydependent errors were negligible. It is likely, however, that energy-dependent systematic errors are the major source of uncertainty in both types of experiment, and at least in the case of the elastic scattering, the differential cross sections vary extremely rapidly over the whole energy range of the experiments. This possible energy dependence of systematic problems will become apparent in the discussion of the elastic data ͑Sec. III C 3͒.
The present reanalysis of the angular distribution data has shown that the previous approaches very often led to least squares fits for which the reduced 2 values were significantly less than unity. If, on the other hand, the data are presented as functions of energy ͑i.e., yield versus energy for each specific angle͒, then much larger fluctuations and systematic errors became evident. Also, in the case of the elastic scattering angular distributions where the yields vary rapidly with energy, an integration over finite target thickness is necessary. This cannot be accomplished without taking the energy dependence of the cross sections into account. In this connection it will be shown below ͑Sec. III B 2͒ that individual Legendre polynomial fits to the primary data can incorrectly compensate for target-thickness-induced effects.
In order to illustrate these considerations, the relevant angular distributions are presented below with the energy dependence explicitly indicated.
For radiative capture we use ͓9͔
where P k (cos ␥ ) are the Legendre polynomials in the centerof-mass system, Q k the experimental attenuation coefficients of the ␥ detectors, and ⌽(E) the phase difference between the p and d waves. The phase difference angle ⌽(E) is given in general scattering theory by
with being the Sommerfeld parameter. This expression has been used throughout for ⌽(E) with the elastic phase shifts ␦ available from experiment.
The elastic phase-shift analysis is performed using the single-channel, spin-zero formula of Refs. ͓13-15͔,
with the Coulomb phases
It is evident from these expressions that both W( ␥ ,E) and d( ␣ ,E)/d⍀ represent surfaces above the ( ␥ ,E) and ( ␣ ,E) planes for which the energy-dependent cross sections and phase shifts can be expressed in terms of a common set of R-or K-matrix parameters. The experimental angular distributions upon which the previous analyses were based are obviously cuts Eϭconst through these surfaces. In the present study, however, a more comprehensive analysis is carried out which includes fits over the entire surface of each set of distributions. In this way, the fits are made directly to the primary data, and all the angular momentum components ͑e.g., E1 , E2 , and ␦ l ) are treated equally, consistently, and simultaneously in terms of the R-and K-matrix parameters. Fits of this type are referred to as surface fits throughout the rest of this report.
In the present work we have thus performed an analysis mainly of the primary data available in the literature including the data recently reported in Ref. ͓11͔ for which only a preliminary account has been published. Unfortunately, the kind of primary data required in our analysis cannot be extracted from all of the published measurements of the 12 C(␣,␥) 16 O reaction; in particular the measurements of Refs. ͓9͔ and ͓10͔ could not be analyzed by the approach used in this work as discussed in Sec. III B 1. However, to maintain a connection with the previous analyses, and for comparison purposes, we also perform some fits to secondary data.
The paper has the following structure: After giving an overview of the theory and data used, R-and K-matrix fits to these data are discussed and an upper limit for S E2 ͑300͒ is derived. After this step, the degree to which future improvements in experimental results could lead to improvements in our knowledge of the astrophysical S factor at Eϭ300 keV ͓abreviated S͑300͒ in the following͔ for O are discussed. In addition, ␣-transfer data which may, in principle, determine the reduced width of the E x ϭ6.917 MeV state 2 in 16 O are introduced in our fits to obtain a comparison with our value of S E2 ͑300͒. From this work we draw some conclusions regarding S(300).
III. SURFACE R-AND K-MATRIX FITS
TO AVAILABLE DATA
A. Formal approach used in the fits
The general R-and K-matrix approaches to the simultaneous analyses of the three kinds of data have been well documented in ͓12͔ and references therein. In these previous analyses only the E1 part of the 12 C(␣,␥) 16 O reaction was included. Also, only the ␦ 1 and ␦ 3 experimental phase shifts ͓12,13͔ for the elastic scattering and the l ϭ1 and l ϭ3 components for the ␤-delayed ␣-spectrum of 16 N were used in the parametrization. In the present work we wish to extend the analysis of the radiative capture reaction to include the E2 component and the elastic scattering to include phase shifts from l ϭ0 to l ϭ6. All the necessary equations and notation are given in ͓12͔ except those for the E2 component of the radiative capture which are given in the next section.
Because of the more comprehensive analysis undertaken here, additional states are required for the present parametrizations. For the s wave (l ϭ0͒ we use the 6.049 MeV subthreshold state and up to two background states. 3 We use three states ͑7.12 MeV, 9.61 MeV, and a J ϭ1 Ϫ background state͒ for the parametrization of the l ϭ1 components of the radiative capture, the beta-delayed alpha decay of 16 N, and the elastic scattering. Similar considerations hold true for the l ϭ3 partial waves of the ␤-delayed ␣ Because of the large number of states and different kinds of data involved, up to 48 parameters could be used in the full fits. However, some of them were kept constant, in particular experimentally related parameters, while the interaction radius a, which does not provide a straightforward minimization with our programs, was varied in fixed steps. It may also be noted that the number of parameters in fits to each individual distribution was far smaller. Because of the high number of parameters, the large number of fits, and the ambiguous results finally obtained, we do not give parameter tables in this paper; however, they are available from the authors on request.
The boundary conditions B l in R-matrix theory have been taken to be equal to the shift functions evaluated at the subthreshold state energies of the l ϭ0, 2, and 3 waves; for the l ϭ1 wave the matching energy was 300 keV as in Ref.
͓12͔, while for the l ϭ4 wave the position of the J ϭ4 ϩ resonance at 10.35 MeV was selected; 1 MeV was chosen arbitrarily for l ϭ5 and 6. In the K-matrix theory additional constraints on the background terms for l ϭ2 were introduced by using an optical potential model. As in Ref. ͓12͔ we convoluted the ␤-delayed ␣ spectrum of 16 N with the detector resolution.
R-matrix formalism: E2 radiative capture
The extension of the R-matrix analysis to include the E2 radiative capture component is mainly based on the work of ͓17͔ and we give here a brief summary of the relevant formalism. Reference ͓17͔ in The E2 capture at low energies then occurs from ␣ϩ 12 C scattering states with J i ϭl i ϭ2.
The E2 capture cross section to the ground state is then given by ͓17͔ 20 ϭ5
where k is the wave number of the incoming particle and
In this expression P 2 is the penetrabilty for the incoming particle, k ␥ ϭE ␥ /បc is the photon wave number, and ␥ ␣ (␥ ␥ ) are the ␣-width (␥-width͒ amplitudes of the level ͑͒. The first part of the sum is a standard R-matrix expression where the inverse of the level matrix is given by
where ␦ is the Kronecker delta symbol; the shift function S 2 and the boundary condition B 2 refer to the ͑elastic͒ ␣ channel. Following Ref. ͓17͔, the photon reduced-width amplitude can be split into internal and asymptotic channel contributions:
where the first part is independent of energy, while the second part has a slight energy dependence,
Here M is the reduced mass, e is the elementary charge, and N f is the integral expression defined as
͑11͒
In Eq. ͑9͒ the regular and irregular Coulomb functions F 2 and G 2 have to be determined at the interaction radius a. The Whittaker function W 0 (r) is the asymptotic part of the 16 O ground state wave function. The energy-dependent functions JЈ(E) and JЉ(E) are given by
͑13͒
We note that in Eq. Finally, the direct capture expression U DC in Eq. ͑6͒ is given by
2. K-matrix formalism: E2 radiative capture
Because the K-matrix formalism makes no explicit reference to channel radii, it has no prescription for separate inclusion of hard core terms and direct radiative capture terms. On the other hand, the formalism requires that both bound states and resonances be described by pole structures in all channels ͓21-23͔. We have attempted to reduce any uncertainty in the form of the K-matrix background parametrization by analyzing the results of a microscopic potential model simulation of the E2 capture process ͓͑9͔ and Secs. III C 1, III C 4, and V D͒. We find that, in the relevant energy region (Eр2.5 MeV͒, the background in the simulated capture cross section is well reproduced by the sum of a constant background term B and an echo pole at EϷ8 MeV, in agreement with the background parametrization adopted in Ref. ͓23͔ . For consistency we then adopted the same parametrization and energy range for the elastic phase-shift data. Thus our K-matrix parametrization ͑in the notation of Refs. ͓21,23͔͒ reads
where the subscripts ͑1,2͒ refer to the subthreshold 2 ϩ state and echo pole, respectively, and the background parameters B ␣␥ ,B ␣␣ are constants.
As found in Ref. ͓23͔, Eqs. ͑15͒ and ͑16͒ provide a good fit to the radiative capture, and the elastic phase-shift data of Ref. ͓13͔ . Similarly, good fits were obtained employing the elastic scattering angular distribution data. We also verified with K-matrix fits that the target thickness dependence of the elastic data is independent of the formalism ͑see Fig. 6͒ . Nevertheless, because of possible uncertainties in the lowenergy elastic scattering data ͑see Sec. III C 3͒, fits involving the full set of elastic scattering angular distribution data have not been pursued further with the K-matrix formulation.
As has been discussed in Ref. ͓23͔, S E2 ͑300͒, the E2 cross-section S factor at 300 keV, is highly correlated with the reduced ␣ width of the bound 2 ϩ level. We have therefore incorporated S E2 ͑300͒ in place of the reduced ␣ width g ␣1 of the 6.917 MeV state in our K-matrix parametrization.
This was also done for the R-matrix parameter sets.
5 In addition, as described in Ref. ͓12͔, S E1 ͑300͒ has been substituted for the subthreshold ␣ width of the 7.12 MeV state in both K-and R-matrix approaches. There are many measurements of the 12 C(␣,␥) 16 O cross section reported in the literature ͓5,6,8-11͔. The early measurements of Refs. ͓5,6͔ show, however, such strong systematic differences from the rest of the data that we do not include them in the present fits. The remaining measurements fall into two categories: those where the primary angular distribution data are available ͓7,8,11͔ and those where only derived data ͑ E1 and/or E2 ͒ have been published ͓9,10͔. Of those studies where the primary angular distribution data are available, Ref. ͓7͔ reports a set of measurements, at a sequence of energies, of the 12 C(␣,␥) 16 O cross section with a large NaI͑Tl͒ detector positioned at 90°. In addition, angular distributions at ten angular positions were obtained for four representative energies. The 90°measure-ments, from which a theoretical E2 part has been subtracted, are reported in Ref. ͓7͔ as the total E1 cross section. Because of the finite detector angular resolution and the model dependence of the subtraction, the primary data ͓24͔, from which these results were deduced, are treated as one point angular distributions in the fits.
In another study, Ref.
͓8͔ reports a measurement of the 12 C(␣,␥) 16 O cross section in close geometry with a helium gas target in inverted kinematics. Because the geometry is close to an angle-integrated one and the detector attenuation factors are hard to construct from the publication, the cross section is assumed to be angle integrated. Of those experiments where the primary data are not available, particularly extensive and thorough sets of angular distribution measurements are described in ͓9͔. One set of measurements utilized eight NaI͑Tl͒detectors, 6 while two others employed six and three germanium detectors, respectively. Unfortunately the original angular distribution data cannot be reconstructed from the published material because only E1 and E2 and their ratios are available. In ͓9͔ the E1 values were derived by correcting the 90°detector data for a small E2 contribution due to the finite size of the detector. Values for E2 were then determined from fits made to each angular distribution using Eq. ͑2͒ where the relative phase ⌽(E) was assumed to be an unconstrained fitting variable. Since the phase difference ⌽(E) can be determined explicitly from Eq. ͑2͒ with the use of previously published phase-shift data, and since its value should vary in a continuous and known manner as a function of energy, it may be more appropriate to use Eq. ͑2͒ to calculate ⌽(E). This was done in all the relevant fits described below.
In the second study of this category, Ref. 
Review of the literature on elastic scattering
In the measurements of elastic ␣ scattering on 12 C only Ref. ͓13͔ reports useful primary angular distribution data. Additional angular distributions are shown in Refs. ͓14,15͔, but since they are reported without errors, they are excluded from the present analysis. In the work of ͓13͔ the angular distributions were analyzed using Eq. ͑3͒ ͑''Legendre fit''͒ for each individual distribution. We have repeated this analysis and find general agreement with the reported phase shifts. However, the ͑1) errors derived with the minimization routine 7 MINUIT ͓27͔ in our analysis are about a factor of 2 smaller for individual data points than those in Ref. O, the l ϭ1 data are noticeably lowered. The correlations between the partial waves were corroborated in the present analysis. The correlation matrix for such a Legendre fit ͓Eq. ͑3͔͒ is shown, as an example, in Table I for the angular distribution at E ␣ ϭ3.276 MeV. This particular distribution was obtained on 5 For computing time reasons this approach was abandoned in the R-matrix analyses when S E2 ͑300͒ was not the subject of interest in a fit. 6 The E2 cross sections derived from the NaI detectors are systematically larger by a factor of 2-3 than the other data and have therefore been disregarded in the following analyses.
the 9.61 MeV J ϭ1 Ϫ resonance where the fit should be dominated by the l ϭ1 partial wave. However, Table I shows extremely strong correlations between the extracted l ϭ1,2,3 phase shifts.
With regard to the target thickness problems alluded to above ͑Sec. II͒, Fig. 1 shows an angular distribution of Ref.
The experimental distribution shows a characteristic deep minimum, due to destructive interference, which is partially filled in due to finite target thickness effects ͑see Sec. III C 3͒. A surface fit utilizing the R-matrix methods described below ͑for extensive discussion, see Sec. III C 3͒ indicates the depth that the interference minimum should have for a zero thickness target. The Legendre fit ͓Eq. ͑3͔͒ also shown in the figure, however, closely matches the interference minimum even though no target thickness effect has been taken into account, demonstrating how Legendre fits can incorrectly compensate for a finite target thickness. Surface fits for target thicknesses of ⌬ϭ0 and ⌬ϭ100 keV, quoted in Ref. ͓13͔, are shown 8 in Fig. 1 .
Error determination
As in Ref. ͓12͔ we find that most of the data investigated show the presence of systematic errors and inconsistencies with respect to one another as well as strong correlations of parameters. Furthermore, the quantities S E1 ͑300͒ and S E2 ͑300͒ are not direct parameters of either the R-or K-matrix theory, even though we try to approach this as much as possible ͑Sec. III.A.2.͒. This poses the immediate problem of the error determination in a statistical analysis with obvious systematic contributions, high parameter correlation, and derived secondary quantities, to which there can be no exact solution. As in Ref. ͓12͔ we therefore take ͑in-tuitively͒ as an acceptable range of parameters limit 2 ϭ min 2 ϩ9 2 , with 2 being the error per point of the combined fits. In our simulations, where no systematic errors are present, we also used Monte Carlo methods, i.e., multirandomization and analysis of the resulting distributions, to estimate our errors. Such Monte Carlo methods would have led to the most appropriate error determinations if all measurements fitted had been free of systematic error.
C. Results from R-and K-matrix fits
In the following sections we will use several methods for incorporating the published radiative capture and elastic scattering angular distributions into the R-and K-matrix analyses.
First, in Sec. III C 1, we will assume that E1 is sufficiently well determined by the 16 N experiments ͓12͔ so that the E1 and E2 contributions to the 12 C(␣,␥) 16 O reaction can be reasonably well determined ͑including the correct propagation of errors͒ from the measured E1 / E2 ratios that have been determined from the analyses of ␥-ray angular distributions at various energies ͓7,9,11͔. Such a procedure should result in improved sets of both E1 and E2 cross sections, which can then be incorporated into the parametrizations for extrapolation of the total S factor to 300 keV. Similar approaches have been published previously, e.g., ͓9,11,23͔. However, these earlier E2 data sets were clearly affected by the poorly known E1 component.
In a second approach ͑Sec. III C 2͒ we use the method of surface fits for the first time to analyze the ␥-ray angular distributions directly in terms of the R-and K-matrix parametrizations, while still retaining the analysis of the elastic scattering in terms of the phase shifts ͓13͔ and the results of the ␤-delayed ␣ spectrum from the 16 N-decay experiments in the simultaneous analysis.
Finally, a full surface analysis of both the ␥-ray and elastic scattering angular distributions, in conjunction with the 16 N-decay results of ͓12͔, is presented in Sec. III C 3 in terms of an R-matrix analysis.
K-matrix fits to E2 data derived from best published E1 values
New values for the E2 cross sections were determined employing the best set of E1 values from Ref. ͓12͔ in conjunction with the ratios E2 / E1 from Refs. ͓7,9,11͔. These are shown in Fig. 2 .
The E2 cross sections and the l ϭ2 phase-shift data of Ref. ͓13͔ were then analyzed in terms of the K-matrix parametrization described in Sec. III A 2. The calculated values for 2 for fixed values of S E2 (300) over the range 0-160 keV b, each time allowing five parameters to vary ͑the ␥ width of the subthreshold state was fixed to its experimental value and the position of the echo pole was fixed at 8 MeV ͓23͔͒, are shown in Fig. 3 . 8 Throughout the paper elastic scattering target thicknesses are quoted for an ␣ laboratory energy of 1 MeV. In the integrations over the target thickness, the energy dependence of the stopping power was, however, included.
FIG. 1. Experimental angular distribution for E ␣ ϭ3.276 MeV ͓13͔ and the Legendre fit ͑long dashes͒ corresponding to Eq. ͑3͒. R-matrix surface fits for ⌬ϭ0 ͑dotted curve͒ and 100 keV ͑short dashes͒ target thicknesses are also shown. Best K-matrix fits for Refs. ͓9͔ and ͓11͔ to the capture data are shown in Fig. 2 . To test the dependence of the results on the choice of background parametrization, we have performed other K-matrix fits to the data, in which the position of the echo pole was allowed to vary. In all of the K-matrix analyses, we find that the present data do not constrain the value of S E2 (300) to an astrophysically useful level of precision.
The same conclusion was reached in our two-level R-matrix fits. Again we observe that 2 ͑the quality of the fits͒ is nearly constant for values of S E2 (300) over the range 0-150 keV b.
Surface fits to radiative capture data
In this section, we describe an analysis which, for the first time, utilizes R-and K-matrix surface fits to the combined set of radiative capture angular distributions described in Sec. III B 1, along with the usual analyses of the l ϭ1 and l ϭ2 elastic scattering phase-shifts ͓13͔, and the 16 N-decay data ͓12͔. In these fits we have chosen to use the phase shift data of Ref. ͓13͔ with their larger errors rather than our own recalculated values. The R-matrix formalism for the E2 part of the radiative capture is described in Sec. III A 1. For the K-matrix studies the E1 parametrization is described in ͓12͔, while the E2 parametrization was chosen as outlined above ͑Sec. III A 2͒. The states used for each partial wave are specified in Sec. III A.
We have performed a series of K-matrix fits for various fixed values of S E1 (300), varying S E2 (300) between 0 and 150 keV b. The values of 2 obtained in these fits are shown in Fig. 4 , for the angular distributions of Ref. ͓11͔. Again we find that the data do not permit astrophysically meaningful constraints on S E2 (300). The same conclusion was reached when fitting the angular distributions of Ref.
͓9͔.
For the R-matrix calculations in this section, the radius parameter was fixed at aϭ6.5 fm, the best value from Ref.
͓12͔. Fig. 5 shows a contour plot of 2 as a function of S E1 ͑300͒ and S E2 ͑300͒. It is apparent from the figure that S E1 ͑300͒ and S E2 ͑300͒ in this combination of fitted data sets are nearly linearly independent; i.e., the variation of one of them does not, in general, substantially influence the result obtained for the other variable. An interesting feature of Fig.  5 is that destructive interference in the E1-radiative-capture channel in the energy region between the 7.1 and 9.6 MeV states is excluded, confirming the conclusion reported previously in Ref. ͓12͔. The minimum of the 2 distributions is found at S E1 ͑300͒ϭ80.8 keV b and S E2 ͑300͒ϭ11.4 keV b, demonstrating the strong dependences on S E1 ͑300͒ on the 16 N-decay data and S E2 ͑300͒ on the elastic scattering data.
An important result following from the analysis of the elastic phase-shift data of ͓13͔ is that, in all our R-and K-matrix studies to date, including those reported in ͓12͔, the analysis of the elastic data without the inclusion of the state is clearly in contradiction to that reported in ͓12͔, while the latter is in disagreement with the ␣-transfer data ͑see Sec. V C͒. Whenever the 16 N results are included, however, the simultaneous analysis consistently leads to a finite value of the reduced ␣ width of the J ϭ1 Ϫ state and to a value of S E1 ͑300͒ near 80 keV b. This behavior is discussed further in the next section.
Full surface fits to elastic scattering and radiative capture data
Here, the results of performing surface fits to the angular distributions of both the radiative capture data and the elastic scattering data are presented. Although the ␤-delayed ␣ spectrum of 16 N was included, as usual, in most of the fits, it was excluded in the calculations for one contour plot in order to emphasize certain aspects of fits to the elastic scattering data. For the reasons given above these analyses were performed for the R-matrix fits only.
We begin by reporting the results of some studies specifically related to the analysis of the elastic scattering distributions. First, the effects of the target thickness were taken into account for the fits to the elastic data. This was done initially by integrating over the appropriate energy-dependent target thickness when calculating the theoretical yield for each data point in each iteration of the least squares minimization routine. However, in order to avoid the extensive computation necessary for a full integration of this type in the numerous fits for the contour plots, an approximation was used. A correction matrix was produced where the element for each data point was taken to be the ratio between the best-fit theoretical value with a full integration and the corresponding value calculated with the same R-matrix parameters but no integration. Thus, in these later minimizations, the theoretical value at each point was multiplied by the corresponding ratio of the correction matrix to approximate the integration. Many subsequent comparisons have shown that the results for the two methods are essentially the same.
In Ref.
͓13͔,
12
C target thicknesses of 17-34 g/cm 2 are reported which correspond to energy losses ⌬ of about 34-74 keV at E ␣ ϭ1 MeV. The target plane was inclined at 30°relative to the beam axis, resulting in a doubling of this thickness. We have performed a series of R-and K-matrix surface fits for a range of energy-dependent target thicknesses. The best R-matrix fit ͑for aϭ6.5 fm͒ was found, however, for ⌬ϭ175 keV as shown in Fig. 6 . The inclusion or exclusion of distributions at narrow resonances, largely responsible for large values of 2 , does not substantially affect this result. However, in a further series of calculations concerning target thickness effects ͑which we do not report here in detail͒ it has been found that the best value for the target thickness is independent of the value of the interaction radius a. Because the best-fit value at the minimum in 2 is outside the quoted range of target thicknesses, and because other unidentified processes may have contributed to these effects, we chose an average target thickness of ⌬ϭ100 keV, close to the center of the quoted thickness range in Ref. ͓13͔, for the subsequent calculations. We note that the small value of the subthreshold reduced width amplitudes ͑see below͒ is not strongly affected by any reasonable choice of value of the target thickness ⌬.
Regarding the dependence of the least squares fit on the interaction radius a, we note that the best fits to the elastic distributions alone are achieved for the unusually low radius of aϭ4.5 fm.
Fits to the elastic data posed many additional difficulties, particularly associated with energy-dependent systematic errors. This was already noted in Ref. ͓13͔ where several of the derived phase shifts were excluded because they occurred at very sharp resonances. In order to get reasonable values for the total 2 in our work, several angular distributions near sharp resonances were excluded from the surface fits. Even so, with this exclusion and the target thickness correction, values for the 2 /point of 2.5→3.5 were obtained for the best fits. In Fig. 7 the normalized deviations of the experimental values from the corresponding theoretical fits are shown for the high-energy data points in the distributions. Data points are shown in a linear order on the x axis by ascending angle and energy. Clearly, systematic and periodic deviations between fit and data for each individual distribution are visible. As noted in the previous section where the elastic phase-shift data were used, the surface fits to the elas- tic angular distributions also lead to very small values for the reduced ␣ widths of the J ϭ1 Ϫ and 2 ϩ subthreshold states. In addition, the width of the 6.131 MeV J ϭ3 Ϫ was found to be significantly larger than that reported in ͓12͔. These results are discussed in more detail in the following.
The results of the minimization of the p-and d-wave fits, which yielded small values for ␥ 11 and ␥ 12 both for fits to the phase shifts and for surface fits to the data of Ref. ͓13͔, are in contradiction to the results reported in Ref. ͓13͔ in which rather large values of the reduced ␣ width of both the l ϭ1 and l ϭ2 subthreshold states were found. However, the authors of Ref. ͓13͔ restrict their l ϭ2 background state energy to be above E 32 ϭ15 MeV using arguments about the position of physical states. 9 The authors of Ref. ͓13͔ find, however, their best fit for the lowest of their background state energies and the smallest reduced width ͑Table 4 of ͓13͔͒. Lowering the background state energy further would have led to the ͑close to͒ zero result we find.
In the next phase of this study the analysis was expanded to full surface fits to both the radiative capture and the elastic scattering angular distributions, with emphasis at this stage only on the E1 component of the radiative capture. For these R-matrix fits, the influence of the choice of the interaction radius a was explored in detail. However, in order to highlight the effects of the elastic scattering angular distributions in the determination of the reduced ␣ widths of the subthreshold states, the analysis was done without the inclusion of the ␤-delayed ␣ spectrum of 16 N. Figure 8 shows a contour plot for 2 as a function of S E1 ͑300͒ and the interaction radius a, for a target thickness ⌬ of 100 keV. The fit is strongly dominated by the a dependence of the elastic scattering. At the minimum for 2 the value of the interaction radius was aϭ5.0 fm and S E1 ͑300͒ was found to be 70 keV b, ranging from 30 to 165 keV b. This value of S E1 ͑300͒ is a compromise between the radiative capture data tending to high values and the elastic scattering data leading to low values. This figure should be compared with The analysis was then further broadened to include the ␤-delayed ␣ spectrum of 16 N, with emphasis now on both the E1 and E2 components of the radiative capture. Figure 9 shows a contour plot for 2 versus S E2 ͑300͒ and the interaction radius a. For these fits, also, a target thickness of ⌬ϭ100 keV was used. At the minimum of 2 , best-fit values were found to be S E2 ͑300͒ϭ13 keV b and aϭ5.5 fm. With the error criterion in Sec. III B 3 for 2 , Fig. 9 leads to the restrictions S E2 (300)р35 keV b and, for the interaction radius, 5.2 рaр 6.0 fm. This range for a is significantly lower than that found in the analysis of ͓12͔ where the best value was found to be 6.5 fm. The value of a at the minimum is increased relative to the fits of Fig. 8 because of the influence of the 16 N ␣ spectrum. The relatively low values for S E2 ͑300͒ at the minimum of 2 are attributed solely to the effects of the elastic angular distribution data. Also, the restrictions on S E2 ͑300͒ for small interaction radii a are stronger than for larger a. For the case where aϭ4.5 fm, the 2 minimum is obtained with destructive interference between the direct capture and the subthreshold pole term for the radiative capture channel, and yields a value of S E2 ͑300͒ϭ1 keV b, while the minimum for constructive interference is found at 30 keV b. As can be seen by comparison with Fig. 5 , the restrictions on S E2 ͑300͒ are far more stringent for any interaction radius a than those imposed by the phase-shift data as, for example, in the analyses of Sec. III C 1 and III C 2. The minimum of 2 is found for S E1 ͑300͒ at 82 keV b. 9 We find the best values for E 32 р10 MeV.
FIG. 7. Normalized differences ͑experimental value minus fitted value divided by the error͒, calculated with surface R-matrix fits to some of the higher-energy (E ␣ Ͼ 5.8 MeV͒ angular distributions of Ref. ͓13͔ are shown as a function of the data point number, i.e., data points ordered by angle and energies. Each of the periodic patterns corresponds to an angular distribution at one energy. These patterns indicate repetitive systematic problems.
FIG. 8. Dependence of the least squares parameter
2 on S E1 ͑300͒ and the interaction radius a for a 12 C target thickness of 100 keV. The minimum of the R-matrix surface fit is marked with a cross. The ␤-delayed ␣ spectrum of 16 N ͓12͔ was not included in the fits for this figure. Fits with 2 exceeding 7100 were set to this value and not explored further.
The large value for the reduced ␣ width of the J ϭ3 Ϫ subthreshold state derived here is at variance with the analysis of the ␤-delayed ␣ spectrum of 16 N reported in ͓12͔. In that study, ␤ feeding to the subthreshold state ͑6.130 MeV͒ only was allowed, whereas in the present study a considerable improvement in the fits was achieved when the ␤-feeding factors of both the 11.4 MeV and the background state were allowed to be variable parameters. The reason for this improvement is that the elastic scattering data try to force an excessive subthreshold 3 Ϫ ␣ width into the 16 N spectrum which can only be compensated for by including additional states into the fit to the ␤-delayed ␣ spectrum of 16 N. As a consequence, more structured f waves and a larger variation of S E1 ͑300͒ with the interaction radius a are produced.
In Figs. 10͑a͒-10͑h͒ we show, representing all data sets, some of our best R-matrix surface fits to the ␥-ray angular distributions, elastic angular distributions ͑with ⌬ϭ100 keV target thickness corrections͒, and the ␤-delayed ␣ spectrum of 16 N obtained by using R-matrix theory. In Table II the least squares contributions for the best fit taking all available primary data into account are shown.
Conclusions drawn from the fits to the experimental data
In the fits using the published phase shifts of ͓13͔, S E2 ͑300͒ was poorly constrained. To understand the origin of the uncertainty in S E2 (300), we note that the value of S E2 (300) is dominated by the reduced ␣ width of the subthreshold 2 ϩ state. However, in the energy regime over which present data exist (Eу1 MeV͒, the high-energy wing of the bound state interferes with the undetermined background ͑tails of higher-lying resonances and the DC component͒. Since neither the full nature of the background nor the extent of the interference is known, the data can be fitted over a large range of values of the reduced ␣ width of the subthreshold state, leading to the observed uncertainty in S E2 (300) in our fits. Thus we find that, with the published phase shift data, all values of S E2 ͑300͒ below 140 keV b are acceptable with the error criterion of Sec. III B 3 ͑Fig. 5 of Sec. III C 2͒.
We have found, however, that the analysis involving surface fits to the elastic scattering angular distribution data imposed more stringent restrictions for each partial wave than those found from the phase-shift analysis described above. It was found that these restrictions were not important for the E1-radiative-capture results as long as the 16 N ␣ spectrum was fitted simultaneously. However, they were dominant for the E2 component. The results for the l ϭ1 and l ϭ3 fits are hard to reconcile with fits to the ␤-delayed ␣ spectrum of 16 N. For the E2 radiative capture, significantly smaller results are found for S E2 (300), pointing to a very small reduced width for the subthreshold 2 ϩ state in contradiction to the results of ␣-transfer reactions and theoretical predictions ͑see Sec. V͒. Because of these concerns, and the questions raised previously about both the magnitude of the statistical errors and the presence of significant systematic errors in the elastic scattering data ͑at the extremely low level pertinent to the subthreshold states; see Sec. IV B͒, we are not prepared to adopt the tighter restrictions deduced from our surface fits. We conclude that our present analysis leads to the following results: For the E1 component the result from Ref. ͓12͔ still remains the most solid determination and is S E1 ͑300͒ϭ79 Ϯ21 keV b. For the S E2 ͑300͒ component, the best estimate from the present analyses is S E2 ͑300͒р140 keV b, as quoted above.
IV. POSSIBLE RESTRICTIONS ON S"300…
BY IMPROVED DATA
In this section we explore what possible constraints could be imposed on the rate of the 12 C(␣,␥) 16 O reaction at the astrophysically most important energy if improved data were available, and where such improvements are most likely to come from. To do this, we first simulate possible experiments by randomizing likely cross sections and angular distributions. These pseudodata are then subjected to many of the kinds of R-and K-matrix analyses described above to determine what the possible error limits may be. Since it is difficult to simulate in any realistic way the systematic errors which may afflict future experiments, our predictions are based solely on statistical uncertainties. In this connection, it is important to note that the error criterion defined in Sec. III B 3 is inappropriate for error determination in these simulations. In fact, for a purely statistical analysis ͑i.e., with no systematic errors͒ as in the discussion below, that criterion would correspond to a 3 error, if the fitting formalism were linear in its parameters and the S factor a parameter of the fit.
A. Possible limits imposed by radiative capture data
Because the actual set up of future experiments designed to measure directly the capture rate of 12 C(␣,␥) 16 O is subject to much uncertainty, we make the following assumptions about the parameters of a possible experiment. First, we have assumed that a 4 ␥-ray detection geometry will be available and that the analysis will involve fits to the total cross section of 12 C(␣,␥) 16 O, i.e., the sum of the cross sections of the radiative E1 and E2 ground state transition. Second, we FIG. 9 . Dependence of the least squares parameter 2 on S E2 ͑300͒ and the interaction radius a for a 12 C target thickness of 100 keV at 1 MeV. The minimum of the R-matrix fit is marked with a cross. Fits with 2 exceeding 7500 are set to this value and not further explored. The best fit leads to values of S E2 (300)р35 keV b and 5.2 рaр 6.0 fm.
assume ͑probably over-optimistically͒ that the energy range of the measurements goes down to Eϭ500 keV and that, above Eϭ1 MeV, the energies of existing measurements will be used. Finally, we have chosen to attribute 20% statistical error to data points with less than 0.1 nb cross section, 15%
for points between 0.1 and 1 nb, 10% for points between 1 and 10 nb, and 5% for points above 10 nb to simulate to a degree real experimental conditions. The existence of such experimental data would indeed represent a very considerable improvement over any data presently available. Arbitrarily we have selected a previous solution with 79 keV b for the E1 component and 70 keV b for the E2 component, i.e., S(300)ϭ149 keV b, as the reference cross sections to be randomized. In addition, the 16 N data of Ref. ͓12͔ were included in the subsequent fits. Elastic data were excluded on the basis of the systematic problems noted above. Fits were done only for aϭ5.5 fm as the original reference cross sections were calculated at this interaction radius. A number of sets of pseudodata were derived from the reference cross sections, and each was analyzed with the R-matrix procedure. These fits showed that although each minimization did not necessarily yield the reference value for S(300), a series of such randomizations produced a statistical distribution whose center was close to the reference value and whose width is indicative of the likely restrictions on the total S factor. The widths of these distributions are 2.2, 20.1, and 20.1 keV b for the E1, E2, and total S factors, respectively, as shown in Fig. 11 . 10 We would therefore expect relative errors for the total S factor of about 13% for the particular conditions of these randomizations for a 1 error in the Monte Carlo simulations.
To compare the restrictions on S(300) based on the methods of the previous sections an arbitrary pseudodata set was selected for detailed analysis of parameter correlations. Figure 12 shows an example of such a radiative capture pseudodata set and fits to these data. The value of 2 was then calculated for this pseudodata set as a function of S E2 ͑300͒ with S E1 ͑300͒ constant at the value noted above resulting in the usual least squares parabola.
11 The error based on our error criterion ͑Sec. III B 3͒ for this one distribution is about 40 keV b, which is twice that of the Monte Carlo simulation. Further simulations show that the absolute errors stay nearly constant for most values of S E2 ͑300͒; i.e., the relative error decreases with S(300).
As a result of this and other simulations, it appears that it will be difficult in the near future to obtain the astrophysically desired precision for the helium-burning problem through improvements in the ␥-ray experiments alone if the statistical accuracy stays close to the level of the present experiments. Either measurements down to about Eϭ500 keV with considerable statistical accuracy or measurements of higher energies with many-times improved accuracy will be required to approach the precision required by stellar models ͑about 30%͒, as additional simulations have demonstrated.
B. Possible limits imposed by improved elastic scattering data
In previous sections we have seen that the elastic angular distributions of Ref. ͓13͔ indeed pose considerable restrictions on S E2 ͑300͒ ͑see Fig. 9͒ which would lower the uncertainty in S E2 ͑300͒, if those data did not have systematic problems as discussed above. For this reason, we have created elastic pseudodata by randomizing a previous R-matrix fit to the elastic scattering angular distributions of Ref. ͓13͔ to gain further insight into how far improved elastic scattering data could restrict S E2 ͑300͒. For convenience, the same energies and angles as those of Ref. ͓13͔ were taken. In the randomization procedure, we have used a statistical error of 1.5%, equivalent to the rough average of statistical errors in Ref. ͓13͔ , and an error of 1% in another simulation. Using the pseudodata set corresponding to the 1.5% randomization, we have then explored the dependence of 2 on ␥ 12 with the p-wave parameters either fixed or as free variables. Neither the ␤-delayed ␣ spectrum of 16 N nor the radiative capture data were used in these initial fits. For computing time reasons some of the calculations were performed for zero target thickness as we do not find any change in statistical behavior and only minor changes in the parameters. Target thicknesses were included in some of the simulations because the base fits, being randomized, were derived from fits to the data of ͓13͔ using finite target thicknesses. No noticeable effects were noticed from inclusion or exclusion of the target thickness. The results are shown in Fig. 13 .
If the p-wave parameters are left free in these fits, the reduced width amplitude ␥ 11 closely follows ␥ 12 . This again 10 Note that the E1 and the E2 distributions are not statistically independent here; i.e., the distribution widths do not add necessarily in quadrature for the total cross section distribution. This is largely due to the higher statistical weight of the radiative capture ͑pseudo͒data ͑fitted as the total sum͒ compared to the 16 N data, while in the results shown in Fig. 5 the l ϭ1 part was statistically entirely fixed by the ␤-delayed ␣ decay of 16 N with little weight coming from the radiative capture data.
11 Thus S(300) varies as S E2 ͑300͒. demonstrates how closely some of the parameters are correlated. We also note that the constraints on ␥ 12 become tighter for decreasing interaction radii a. Simultaneous fits employing the elastic pseudodata, the ␤-delayed ␣ spectrum of 16 N, and the radiative capture data ͓7-9,11͔ were then carried out and the results of this study are shown in Fig. 14 . Values of aϭ6.5 and 6.0 fm for the radius parameter and target thicknesses of ⌬ϭ 0 and 100 keV were used. With our error criterion, the 2 distributions of Fig. 14 result in errors on S E2 ͑300͒ of 10 keV b ͑1.5%͒ and 7 keV b ͑1%͒ , respectively, to which additional experimental systematic errors and some variations arising from the a dependence of the data would have to be added in the fits to real data. For this particular randomization our error criterion corresponds to 3 times the Monte Carlo error discussed in the next paragraph.
Alternatively, we have performed Monte Carlo simulations to determine the effectiveness of elastic angular distributions in restricting the value of S(300). First, a reference set of elastic angular distributions was created as described above but with S E2 ͑300͒ϭ50 keV b, i.e., S(300)ϭ130 keV b. The reference angular distributions were then randomized to create a set of pseudo elastic angular distributions which were then included in a simultaneous R-matrix analysis, along with the experimental radiative capture and 16 N data to yield fitted values for S E1 ͑300͒, S E2 ͑300͒, and S(300). This randomization and fitting procedure was then repeated several times to give distributions for the values of these quantities. Three sets of Monte Carlo simulations were done for statistical fluctuations of 1%, 2%, and 5%, respectively in the randomization procedure. The distributions are similar to those in Fig. 11 and result in 1 errors for S(300) of 2.2, 6.4, and 11.3 keV b, respectively, for these levels of statistics, with similar errors for S E2 ͑300͒ and errors less than 1.5 keV b for S E1 ͑300͒. It may be noted that the Monte Carlo simulations indeed show that the statistical level achieved in Ref. ͓13͔ is sufficient to constrain the total S factor of 12 C(␣,␥) 16 O to a precision of 3% for this randomization.
The influence of the l ϭ1 and l ϭ2 subthreshold states on the elastic scattering distributions is, indeed, relatively subtle. To demonstrate this and to estimate the effects which can be expected in any elastic ␣-scattering experiment, we have created a set of pseudodata from an R-matrix fit (aϭ6.5 fm͒ to the angular distributions of Ref. 2 versus S E2 ͑300͒ for an R-matrix analysis of the randomized elastic scattering angular distribution pseudodata calculated for 1.5% statistics ͑dashed curve with aϭ6.5 fm and zero target thickness͒ and 1% statistics ͑solid curve with aϭ6.0 fm and 100 keV target thickness͒. The ␤-delayed ␣ spectrum of 16 N and the experimental radiative capture angular distribution data were included in both analyses. The different depths of the minima as well as the different widths of the distributions are to a considerable degree caused by the different interaction radii a.
the pseudodata for each value of the reduced width.
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The figures show that the width of the J ϭ2 ϩ subthreshold state influences points throughout the energy range, but most strongly above the narrow 2 ϩ resonance for the absolute differences. For the relative differences, however, the greatest effect is at the lowest energies. Typically, substantial changes in the widths of subthreshold states result in phaseshift differences of a fraction of a degree or cross section differences of about a millibarn ͑0.1-1.0 %͒. Most importantly, differences in cross section are most pronounced at angles smaller than 90°while scattering into the backward hemisphere seems to be in many cases relatively insensitive to the subthreshold widths.
We conclude that the reduced width amplitude ␥ 12 can be deduced from elastic scattering data with the astrophysically desired precision, in particular with the now available 16 N data, if the systematic errors in the elastic scattering measurements can be reduced considerably compared with Ref.
͓13͔ and the statistics preferably improved. The reduced width amplitude ␥ 11 derived from the 16 N data could be used in such a measurement as a consistency check.
C. Other experiments to restrict important reduced widths
For the determination of the E2 component of the radiative capture, it may be possible to restrict the reduced ␣ width of the 6.92 MeV state in 16 O by other means, e.g., by using the ␤-delayed proton decay of 17 Ne into unbound states of 16 O as recently proposed in Ref. ͓29͔ . If we make the assumption that at least the ratio of the reduced ␣ widths, ␥ 11 /␥ 12 , can be determined, we simulate the restrictions imposed by this determination by doing fits to the radiative capture angular distribution data ͓24,8,9,11͔ and the ␤-delayed ␣ spectrum of 16 N ͓12͔. Elastic data were excluded for the reasons given above ͑Sec. IV͒. The result is Fig. 17, showing 2 versus S E2 ͑300͒ with the ratio of the reduced width amplitudes, ␥ 11 /␥ 12 , fixed at 0.51 ͑the weighted best value from Sec. V C͒. Any uncertainty in ␥ 11 /␥ 12 will cause shifts in the parabola from which this additional error on S͑300͒ can be evaluated. R-matrix surface fits ͑both with aϭ6.5 fm͒ to the elastic scattering angular distribution pseudodata ͑with 1.5% statistics͒, first with the amplitude ␥ 12 fixed at 0 and then with ␥ 12 fixed at 0.2 MeV 1/2 . ͑b͒ Absolute differences in cross sections from an R-matrix analysis of the elastic scattering angular distribution pseudodata at the four energies E ␣ ϭ3451, 5251, 5819, and 6258 keV ͑solid, short-dashed, long-dashed, and dotted curves, respectively͒ for the same conditions as in ͑a͒.
FIG. 16. ͑a͒
Relative l ϭ2 phase-shift differences between two R-matrix surface fits ͑both with aϭ6.5 fm͒ to the elastic scattering angular distribution pseudodata ͑with 1.5% statistics͒, first with the amplitude ␥ 12 fixed at 0 and then with ␥ 12 fixed at 0.2 MeV 1/2 . ͑b͒ Relative differences in cross sections from an R-matrix analysis of the elastic scattering angular distribution pseudodata at the four energies E ␣ ϭ3451, 5251, 5819, and 6258 keV ͑solid, short-dashed, long-dashed, and dotted curves, respectively͒ for the same conditions as in ͑a͒.
We conclude that, if ␥ 12 , the subthreshold state reduced ␣-width amplitude in the l ϭ2 radiative capture of 12 C(␣,␥) 16 O, or ͑less stringently͒ ␥ 11 /␥ 12 , its ratio to the width of the subthreshold 7.12 MeV state, can be restricted by any experiment, the cross section factor S E2 ͑300͒ can be as well. O reaction from studies of ␣-transfer reactions ͓3,30-37͔. In general, dimensionless reduced ␣ widths are connected to the reduced width amplitudes ␥ l of the R-matrix theory 13 via ͓17͔
with a in fermi and ␥ l 2 in MeV. The results obtained for ␥ l in different experimental analyses are, however, dependent on the potentials used or implied in the analysis of the reaction data.
B. Reduced widths in the E1 radiative capture
As we have found significant systematic error effects resulting from the elastic scattering angular distribution and phase-shift data, particularly with respect to the reduced widths of the subthreshold states, we have excluded them from the further analysis presented here. This new R-matrix analysis includes all the experimental radiative capture angular distributions and the 16 N data as detailed above, but incorporates only one 3 Ϫ state fed by 16 N as was done in previous work ͓12͔. The analysis was carried out for values of the radius parameter a ranging from 4.5 to 7.5 fm. The reduced width 11,␣ 2 for the subthreshold state at 7.12 MeV in 16 O was evaluated with Eq. ͑17͒ and the results are presented in Table III . It is obvious that the reduced width deduced from the fits does not stay constant with the interaction radius a, but rather closely follows a power law as a function of a. Because we do not know the reason for this dependence on the interaction radius a, we caution against a model-independent use of the reduced ␣ width 11,␣ 2 . In addition the reduced width found, in particular around aϭ5.5 fm ͑the interaction radius usually used in the previous literature͒, is considerably lower than those derived earlier ͑see, e.g., ͓3͔, O ͓30-37͔. Problems in the determination of reduced widths by these transfer reactions arise from the separation of direct and compound components ͑the latter being particularly significant here͒, the model dependence of the results using different approaches to the distorted-wave Born approximation ͑DWBA͒ theory, structural uncertainties for specific states ͑node numbers͒, and the difficulties in determining backgrounds from higher-lying states in the case of broad structures like the 9.6 MeV state of 16 O. In general, it is possible that ratios of reduced widths are more reliably extracted from the transfer reaction information than absolute reduced widths, e.g., by eliminating energy-independent reflection factors arising from particular choices of nuclear potential as, e.g., discussed in Ref. ͓39͔ and references therein, thus reducing some of the systematic problems. However, the results of such ratio measurements which are shown in Table  IV slightly higher values for larger interaction radii a. In summary, we first note that the analysis of the elastic scattering angular distributions should have given the most stringent constraints on S E2 ͑300͒. Because of the systematic problems found there, we are, however, not confident of the results derived by including the elastic scattering data. In the case of the ␣-transfer reactions quoted above, concerns about the model dependence of ␣-transfer reactions and the present uncertain state of the theory connecting ␣-transfer reactions and R-matrix analyses imply that similar caution should be exercised with regard to the reduced widths deduced from ␣-transfer experiments.
D. Theoretical models
As the subthreshold 2 ϩ state has a well-established ͑4p-4h͒ structure ͓40͔, it has long been recognized that the E2 part of the low-energy 12 C(␣,␥) 16 O cross section should be well described by ␣ϩ 12 C cluster models. In fact, cluster model studies with varying degrees of sophistication have been employed to calculate S E2 (300). These studies include microscopic single-channel and multichannel generatorcoordinate method ͑GCM͒ calculations as in Refs. ͓41-43͔, microscopic potential-model calculations ͓28,9,44͔, and folding potential model calculations ͓46͔. In contrast with the microscopic GCM and potential models, which allow consistent descriptions of the scattering states ͑including the subthreshold 2 ϩ level͒ and the 16 O ground state within the same model space, the folding potential model requires the introduction of ad hoc spectroscopic factors, taken inconsistently from outside the model, to compensate for the fact that the 16 O ground state is not well described by nonantisymmetrized ␣ϩ 12 C cluster wave functions. The microscopic GCM and potential model calculations were based on harmonic-oscillator many-body wave functions with identical oscillator parameters b for the clusters. The Pauli-forbidden states, which induce the nodal structure in the relative wave functions and generally influence capture cross sections quite sensitively ͓45͔, are then given by harmonic oscillator states with width b/, where is the reduced mass parameter. The restriction of identical cluster parameters has been overcome ͓47͔ within a multichannel orthogonal condition model ͑OCM͒ calculation based on antisymmetrized ␣ϩ 12 C(0 ϩ ,2 ϩ ,4 ϩ ) cluster wave functions ͑including the first 0 ϩ , 2 ϩ , and 4 ϩ states in 12 C͒ with different and realistic size parameters for the ␣ particle and the 12 C nucleus. This calculation yields a remarkably good description of the low-energy 16 O properties. We note that this calculation gives a slightly different energy dependence of the S E2 factors from the other calculations, which, however, is in nice agreement with the E2 data derived here from Ref. Fig. 2͒ . At the astrophysically most effective energy the calculation in Ref. ͓47͔ predicts S E2 (300)ϭ70 keV b.
͓11͔ ͑see
All of these models, if tuned to physically relevant input, predict S E2 (300) in the range 50-100 keV b ͑for a compilation see Refs. ͓43,48͔͒. Furthermore, predictions of these models also agree rather well with the energy dependence of S E2 (E) for EϽ2.5 MeV ͑see Fig. 2͒ .
VI. CONCLUSION
We summarize the conclusions derived in the preceding sections in the analysis of the present experimental data.
͑i͒ The S factor for the E1 capture is stable under all fitting conditions at 80 keV b. We therefore adopt the value of Ref. ͓12͔ which also includes estimates of systematic errors in all of the measurements concerned.
͑ii͒ With the phase shifts of Ref. ͓13͔, the radiative capture data, and the 16 N data, the S factor for the E2 capture at 300 keV is not constrained very well; we estimate 140 keV b to be a cautious upper limit for S E2 ͑300͒.
͑iii͒ Alternatively, with the inclusion of the elastic scattering angular distributions of Ref. ͓13͔, restrictions are obtained which limit S E2 ͑300͒ to Ͻ35 keV b, with the 2 mini- mum at 13 keV b. However, the elastic data of ͓13͔, taken by themselves, lead to a minimum of 2 with both the E1 and the E2 subthreshold ␣ widths close to zero, which, for the E1 part, is in direct contradiction with the result from the 16 N ␣ spectrum. There is also an inconsistency with the f -wave subthreshold state strength. In addition, there are experimental problems with the target thickness and the normalization of cross sections. We are therefore not prepared to accept the results of fits to these elastic scattering data as reliable.
͑iv͒ Both theoretical predictions on S E2 ͑300͒ and ␣-transfer reaction analyses yield results which are within the broad range of values derived here. However, both of these approaches have uncertainties with magnitudes that remain unknown.
In the determination of the total cross section for the 12 C(␣,␥) 16 O reaction, cascade transitions have to be included. For the cascade transitions it is found that the unobserved E2 direct capture into the J ϭ0 ϩ state at 6.05 MeV of 16 O is likely to be the most prominent cascade transition with an estimated S factor S E2 6.05 ͑300͒ of 9 keV b ͓43͔. The direct capture into the 6.92 MeV state of 16 O has been estimated ͓9͔ to be 7 keV b at 300 keV, while the direct capture to the 7.12 MeV state probably contributes very little ͑0.3 keV b͒ at 300 keV. These results are highly uncertain, but they do not constitute a large fraction of the cross section.
Our final value for the total S factor is therefore 62 keV b рS(300)р270 keV b , where the lower limit corresponds to S E1 ͑300͒ϭ58 keV b, S E2 ͑300͒ϭ4 keV, with zero cross section for the cascade transitions. The upper limit is given by S E1 ͑300͒ϭ100 keV b, S E2 ͑300͒ϭ140 keV, with 30 keV b for the cascade transitions. The lower limit of 4 keV b for S E2 ͑300͒ corresponds exclusively to the direct capture part of the E2 radiative capture. An alternative way to express the currently available S-factor information is the ͑qua-dratic͒ sum of the ground state E1 and E2 S factors, and the cascade-transition S factors; i.e., S E1 ͑300͒ϭ79Ϯ21 keV b, S E2 ͑300͒ϭ70Ϯ70 keV b, and S C ͑300͒ϭ16Ϯ16 keV b, which gives S͑300͒ϭ165Ϯ75 keV b.
Through the simulation of possible future experiments we conclude that a remeasurement of elastic ␣ scattering with the statistical accuracy of Ref. ͓13͔ can restrict S E2 ͑300͒ to a significant precision, as is already apparent from the analysis of the data of Ref. ͓13͔, providing that systematic errors can be substantially reduced as compared with the existing data. Better restrictions on S(300) in 12 C(␣,␥) 16 O by improving radiative capture data will require greatly improved data. Because real experiments introduce systematic errors that have to be included in addition to the statistical errors simulated here, it is very unlikely, in our opinion, that an S͑300͒ value with an error significantly smaller than 30% will be forthcoming in the foreseeable future.
