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Bowen Huang, Xu Ma, and Umesh Vaidya
Abstract We propose the application of Koopman operator theory for the design
of stabilizing feedback controller for a nonlinear control system. The proposed ap-
proach is data-driven and relies on the use of time-series data generated from the
control dynamical system for the lifting of a nonlinear system in the Koopman
eigenfunction coordinates. In particular, a finite-dimensional bilinear representation
of a control-affine nonlinear dynamical system is constructed in the Koopman eigen-
function coordinates using time-series data. Sample complexity results are used to
determine the data required to achieve the desired level of accuracy for the approxi-
mate bilinear representation of the nonlinear system in Koopman eigenfunction co-
ordinates. A control Lyapunov function-based approach is proposed for the design
of stabilizing feedback controller, and the principle of inverse optimality is used to
comment on the optimality of the designed stabilizing feedback controller for the bi-
linear system. A systematic convex optimization-based formulation is proposed for
the search of control Lyapunov function. Several numerical examples are presented
to demonstrate the application of the proposed data-driven stabilization approach.
1 Introduction
Providing a systematic procedure for the design of stabilizing feedback control for
a general nonlinear system will have a significant impact on a variety of applica-
tion domains. The lack of proper structure for a general nonlinear system makes
this design problem challenging. There have been several attempts to provide such
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2 B. Huang, X. Ma, and U. Vaidya
a systematic approach, including convex optimization-based Sum-of-Squares (SoS)
programming [9, 20] and differential geometric-based feedback linearization con-
trol [3, 25]. The introduction of operator theoretic methods from the ergodic the-
ory of dynamical systems provides another opportunity for the development of sys-
tematic methods for the design of feedback controllers [17]. The operator theoretic
methods provide a linear representation for a nonlinear dynamical system. This lin-
ear representation of the nonlinear system is made possible by shifting the focus
from state space to space of functions using two linear and dual operators, namely,
the Perron-Frobenius (P-F) and Koopman operators. The work involving the third
author [23, 33, 34] provided a systematic linear programming-based approach in-
volving transfer P-F operator for the optimal control of nonlinear systems. This
contribution was made possible by exploiting the linearity and the positivity prop-
erties of the P-F operator.
More recently, there has been increased research activity on the use of Koopman
operator for the analysis and control of nonlinear systems [5, 13, 18, 19, 21, 30–32].
This recent work is mainly driven by the ability to approximate the spectrum
(i.e., eigenvalues and eigenfunctions) of the Koopman operator from time-series
data [12, 24, 27, 35]. The data-driven approach for computing the spectrum of the
Koopman operator is attractive as it opens up the possibility of employing operator
theoretic methods for data-driven control. Research works in [1,8,13,15,16,21,29]
are proposing to develop Koopman operator-based data-driven methods for the de-
sign of optimal control and model predictive control for nonlinear and partial differ-
ential equations as well. The existing approaches rely on identification of linear pre-
dictors and the use of linear control design techniques for Koopman-based control.
However, the tightness of these linear predictors cannot be theoretically guaranteed.
In comparison, this book chapter proposes data-driven identification and bilinear
representation of nonlinear control systems in Koopman eigenfunction coordinates.
The bilinear representation is tight and theoretically justified in the sense that in the
limit as the number of basis function approaches infinity, the finite-dimensional bi-
linear representation will approach the true lifting of a control system in the function
space. To address the control design problem of a more complex bilinear system,
we propose a control Lyapunov function-based approach for feedback stabilization.
Furthermore, sample complexity results from [10] are used to characterize the re-
lationship between the amount of training data and the approximation error of our
bilinear predictor. The work in this book chapter is the extended version of the work
presented in [11], where the data-driven identification for control component is new.
The main contributions of the book chapter are as follows. We present a data-
driven approach for feedback stabilization of a nonlinear system (refer to Fig. 1). We
first show that the nonlinear control system can be identified from the time-series
data generated by the system for two different input signals, namely zero input and
step input. For this identification, we make use of linear operator theoretic frame-
work involving Fokker Planck equation. Furthermore, sample complexity results de-
veloped in [10] are used to determine the data required to achieve the desired level
for the approximation. This process of identification leads to a finite-dimensional
bilinear representation of the nonlinear control system in Koopman eigenfunction
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coordinates. This finite-dimensional approximation of the bilinear system is used
for the design of a stabilizing feedback controller. While the control design for a
bilinear system is, in general, a challenging problem, we propose a systematic ap-
proach based on the theory of control Lyapunov function (CLF) and inverse opti-
mality for feedback control design [14]. While the search for CLFs for a general
nonlinear system is a difficult problem, we use a bilinear representation of the non-
linear control system in the Koopman eigenfunction space to search for a CLF for
the bilinear system. By restricting the search of CLFs to a class of quadratic Lya-
punov functions, we can provide a convex programming-based systematic approach
for determining the CLF [4]. The principle of inverse optimality allows us to con-
nect the CLF to an optimal cost function. The controller designed using CLF also
optimizes an appropriate cost. Using this principle, we comment on the optimality
of the controller designed using CLF.
The main contributions of this work are as follows. We present a data-driven
approach for the identification and representation of a nonlinear control system as a
bilinear system. The bilinear structure of the control dynamical system is exploited
to provide a systematic approach for the feedback stabilization of nonlinear systems.
The proposed systematic approach relies on control Lyapunov function (CLF) and
quadratic stabilization in Koopman eigenfunction space. A convex optimization-
based formulation is proposed for searching quadratic CLFs. The CLF is used to
propose a different formula for the stabilizing feedback control. One of them is
the Sontag formula which allows us to comment on the optimality of the designed
stabilizing feedback controller using the principle of inverse optimality.
x˙ = F(x) +G(x)u+ !
Nonlinear	  Control	  
System
Time-­‐Series	  
Data Identification	  of	  Bilinear	  
System	  
in	  Koopman Coordinates
z˙ = ⇤z+ uBz
Feedback	  Control	  Design	  
Using	  Control	  Lyapunov
Function
V (z) = z>Pz
u = k(z) = k( (x))
z :=  (x)
u x(t)
Fig. 1 Data-Driven Identification and Control of Nonlinear System
This book chapter is organized as follows. In Section 2, we present some prelim-
inaries on the Koopman operator, Fokker Planck equation, and control Lyapunov
functions. In Section 3, we present the identification scheme for the data-driven
identification of a nonlinear control system as a bilinear system in Koopman eigen-
function coordinates. In Section 4, a convex optimization-based formulation is pro-
posed to search for quadratic CLFs and for the design of stabilizing feedback con-
troller. Simulation results are presented in Section 5, followed by conclusion in Sec-
tion 6.
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2 Preliminaries
In this section, we present some preliminaries on the Koopman operator, Fokker
Planck equation, and control Lyapunov function-based approach on the design of
stabilizing feedback controllers for nonlinear systems.
2.1 Koopman Operator
Consider a continuous-time dynamical system of the form
x˙ = F(x) (1)
where x ∈ X ⊂ Rn and the vector field F is assumed to be continuously differen-
tiable. Let S(t,x0) be the solution of the system (1) starting from initial condition x0
and at time t. Let O be the space of all observables f : X → C.
Definition 1 (Koopman operator). The Koopman semigroup of operators Ut :O→
O associated with system (1) is defined by
[Ut f ](x) = f (S(t,x)). (2)
It is easy to observe that the Koopman operator is linear on the space of observables
although the underlying dynamical system is nonlinear. In particular, we have
[Ut(α f1+ f2)](x) = α[Ut f1](x)+ [Ut f2](x).
Under the assumption that the function f is continuously differentiable, the semi-
group [Ut f ](x) = ρ(x, t) can be obtained as the solution of the following partial
differential equation
∂ρ
∂ t
= F ·∇ρ =: Lρ
with initial condition ρ(x,0) = f (x). From the semigroup theory it is known [17]
that the operator L is the infinitesimal generator for the Koopman operator, i.e.,
Lρ = lim
t→0
Utρ−ρ
t
.
The linear nature of Koopman operator allows us to define the eigenfunctions
and eigenvalues of this operator as follows.
Definition 2 (Koopman eigenfunctions). The eigenfunction of Koopman operator
is a function φλ ∈ O that satisfies
[Utφλ ](x) = eλ tφλ (x) (3)
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for some λ ∈ C. The λ is the associated eigenvalue of the Koopman eigenfunction
and is assumed to belong to the point spectrum.
The spectrum of the Koopman operator is far more complex than simple point
spectrum and could include continuous spectrum [19]. The eigenfunctions can also
be expressed in terms of the infinitesimal generator of the Koopman operator L as
follows
Lφλ = λφλ .
The eigenfunctions of Koopman operator corresponding to the point spectrum are
smooth functions and can be used as coordinates for linear representation of nonlin-
ear systems.
2.2 Fokker Planck Equation
We need the preliminaries on Fokker Planck equation for the purpose of data-driven
identification of nonlinear control system. Consider a nonlinear dynamical system
perturbed with white noise process.
x˙ = F(x)+ω (4)
where ω is the white noise process. Following assumption is made on the vector
function F.
Assumption 1 Let F = (F1, . . . ,Fn)>. We assume that the functions Fi i = 1, . . .n
are C4 functions.
We assume that the distribution of x(0) is absolutely continuous and has den-
sity p0(x). Then we know that x(t) has a density p(x, t) which satisfies following
Fokker-Planck (F-P) equation also known as Kolomogorov forward equation.
∂ p(x, t)
∂ t
=−∇ · (F(x)p(x, t))+ 1
2
∇2 p(x, t) (5)
Following Assumption 1, we know the solution p(x, t) to F-P equation exists and
is differentiable (Theorem 11.6.1 [17]). Under some regularity assumptions on the
coefficients of the F-P equation (Definition 11.7.6 [17]) it can be shown that the F-P
admits a generalized solution. The generalized solution is used in defining stochastic
semi-group of operators {Pt}t≥0 such that
[Pt p0](x) = p(x, t). (6)
Furthermore, the right hand side of the F-P equation is the infinitesimal generator
for stochastic semi-group of operators Pt i.e.,
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Aϕ = lim
t→0
(Pst − I)ϕ
t
(7)
where
Aϕ :=−∇ · ((F(x)ϕ))+ 1
2
∇2ϕ
Let ψ(x) ∈ C2(Rn) be an observable we have
d
dt
∫
p(x, t)ψ(x)dx =
∫
Ap(x, t)ψ(x)dx
=
∫
p(x, t)A∗ψ(x)dx (8)
where A∗ is adjoint to A and is defined as
A∗ψ = F ·∇ψ+ 1
2
∇2ψ (9)
The semi-group corresponding to the A∗ operator is given by
A∗ψ = lim
t→0
(Ut − I)ψ
t
(10)
where
[Utψ](x) = E[ψ(x(t)) | x(0) = x]. (11)
For the deterministic dynamical system x˙ = F(x), i.e., in the absence of noise
term, the above definitions of generators and semi-groups reduces to Perron-Frobenius
and Koopman operators. In particular, the propagation of probability density func-
tion capturing uncertainty in initial condition is given by Perron-Frobenius (P-F)
operator and is defined as follows.
Definition 3. The P-F operator for deterministic dynamical system x˙ = F(x) is de-
fined as follows
[Pt p0](x) = p0(S(−t,x))
∣∣∣∣∂S(−t,x)∂x
∣∣∣∣ (12)
where S(t,x) be the solution of the system (1) starting from initial condition x and
at time t, and |·| stands for the determinant.
The infinitesimal generator for the P-F operator is given by
Aϕ :=−∇ · (F(x)ϕ) = lim
t→0
(Pt − I)ϕ
t
(13)
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2.3 Feedback Stabilization and Control Lyapunov Functions
For the simplicity of the presentation, we will consider only the case of single input
in this paper. All the results carry over to the multi-input case in a straightforward
manner. Consider a single input control affine system of the form.
x˙ = F(x)+G(x)u, (14)
where x(t) ∈ Rn denotes the state of the system, u(t) ∈ R denotes the single input
of the system, and F,G : Rn → Rn are assumed to be continuously differentiable
mappings. We assume that F(0) = 0 and the origin is an unstable equilibrium point
of the uncontrolled system x˙ = F(x).
The state feedback stabilization problem associated with system (14) seeks a
possible feedback control law of the form
u = k(x)
with k :Rn→R such that x= 0 is asymptotically stable within some domainD ⊂Rn
for the closed-loop system
x˙ = F(x)+G(x)k(x). (15)
One of the possible approaches for the design of stabilizing feedback controllers
for the nonlinear system (14) is via control Lyapunov functions that are defined as
follows.
Definition 4. Let D ⊂ Rn be a neighborhood that contains the equilibrium x = 0.
A control Lyapunov function (CLF) is a continuously differentiable positive definite
function V :D → R+ such that for all x ∈D \{0} we have
inf
u
[
∂V
∂x
·F(x)+ ∂V
∂x
·G(x)u
]
:= inf
u
[
VxF(x)+VxG(x)u
]
< 0
It has been shown in [2, 28] that the existence of a CLF for system (14) is equiv-
alent to the existence of a stabilizing control law u = k(x) which is almost smooth
everywhere except possibly at the origin x = 0.
Theorem 2 (see [3], Theorem 2). There exists an almost smooth feedback u= k(x),
i.e., k is continuously differentiable for all x ∈ Rn \ {0} and continuous at x = 0,
which globally asymptotically stabilizes the equilibrium x= 0 for system (14) if and
only if there exists a radially unbounded CLF V (x) such that
1. For all x 6= 0, VxG(x) = 0 implies VxF(x)< 0;
2. For each ε > 0, there is a δ > 0 such that ‖x‖ < δ implies the existence of a
|u|< ε satisfying VxF(x)+VxG(x)u < 0.
In the theorem above, condition 2) is known as the small control property, and
it is necessary to guarantee continuity of the feedback at x 6= 0. If both conditions
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1) and 2) hold, an almost smooth feedback can be given by the so-called Sontag’s
formula
k(x) :=
{
−VxF+
√
(VxF)2+(VxG)4
VxG if VxG(x) 6= 0
0 otherwise.
(16)
Besides Sontag’s formula, we also have several other possible choices to design a
stabilizing feedback control law based on the CLF given in Theorem 2. For instance,
if we are not constrained to any specifications on the continuity or amplitude of the
feedback, we may simply choose
k(x) :=−K sign[VxG(x)] (17)
k(x) :=−KVxG(x) (18)
with some constant gain K > 0. Then, differentiating the CLF with respect to time
along trajectories of the closed-loop (15) yields
V˙ =VxF(x)−K
∣∣VxG(x)∣∣
V˙ =VxF(x)−KVxG(x)2.
Hence, by the stabilizability property of condition 1), there must exist some K
large enough such that V˙ < 0 for all x 6= 0, because whenever VxF(x) ≥ 0 we have
VxG(x) 6= 0.
On the other hand, the CLFs also enjoy some optimality property using the prin-
ciple of inverse optimal control. In particular, consider the following optimal control
problem
minimize
u
∫ ∞
0
(q(x)+u>u)dt (19)
subject to x˙ = F(x)+g(x)u
for some continuous, positive semidefinite function q : Rn→ R. Then the modified
Sontag’s formula
k(x) :=
{
−VxF+
√
(VxF)2+q(x)(VxG)2
VxG if VxG(x) 6= 0
0 otherwise
(20)
builds a strong connection with the optimal control. In particular, if the CLF has
level curves that agree in shape with those of the value function associated with cost
(19), then the modified Sontag’s formula (20) will reduce to the optimal controller
[7, 22].
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3 Data-driven Identification of Nonlinear System
In this section we discuss the application of linear operator theoretic framework
for the identification of nonlinear dynamical system in the Koopman eignfunctions
space. Consider the control dynamical system perturbed by stochastic noise process.
x˙ = F(x)+G(x)u+ω (21)
where ω ∈ Rn is the white noise process. The presence of noise term is essential
to ensure persistency of excitation for the purpose of identification. Following as-
sumption is made on the vector functions F and G.
Assumption 3 Let F = (F1, . . . ,Fn)> and G = (G1, . . . ,Gn)>. We assume that the
functions Fi and Gi for i = 1, . . .n are C4 functions.
The objective is to identify the nonlinear vector fields F and G using the time-
series data generated by the control dynamical system and arrive at a continuous-
time dynamical system of the form
z˙ =Λz+uBz (22)
where z ∈ RN with N ≥ n. We now make following assumption on the control dy-
namical system (21).
Assumption 4 We assume that all the trajectories of the control dynamical system
(21) starting from different initial conditions for control input u = 0 and for step
input remains bounded.
Remark 1. This assumption is essential to ensure that the control dynamical system
can be identified from the time-series data generated by the system for two different
inputs signals.
The goal is to arrive at a continuous-time bilinear representation of the nonlinear
control system (21). Towards this goal we assume that the time-series data from the
continuous time dynamical system (21) is available for two different control input
namely zero input and step input. The discrete time-series data is generated from
the continuous time dynamical system with sufficiently small discretization time
step ∆ t and this time-series data is represented as
(xsk+1,x
s
k) (23)
The subscript s signifies that the data is generated by dynamical system of the form
x˙ = F(x)+G(x)s+ω (24)
So that s = 0 and s = 1 corresponds to the case of zero input and step input respec-
tively. Let
Ψ = [ψ1, . . . ,ψN ]
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be the set of observables with ψi :Rn→R. The time evolution of these observables
under the continuous time control dynamical system with no noise can be written as
dΨ
dt
= F(x) ·∇Ψ +uG(x) ·∇Ψ
= AΨ +uBΨ (25)
where A and B are linear operators. The objective is to construct the finite di-
mensional approximation of these linear operators, A , and B respectively from
time-series data to arrive at a finite dimensional approximation of control dynami-
cal system as in Eq. (22).
With reference to Eq. (9), let A∗1 and A∗0 be the generator corresponding to the
control dynamical system with step input i.e., s = 1 and s = 0 respectively in Eq.
(24). We have
(A∗1−A∗0)ψ = G(x) ·∇ψ (26)
Under the assumption that the sampling time ∆ t between the two consecutive time-
series data point is sufficiently small, the generators A∗s can be approximated as
A∗s ≈
Us∆ t − I
∆ t
(27)
Substituting for s = 1 and s = 0 in (27) and using (26), we obtain
U1∆ t −U0∆ t
∆ t
≈G(x) ·∇=B (28)
and
U0∆ t − I
∆ t
≈ F(x) ·∇=A (29)
Using the time-series data generated from dynamical system (24) for s= 0 and s= 1,
it is possible to construct the finite dimensional approximation of the operators U0∆ t
and U1∆ t respectively thereby approximating the operatorsA andB respectively. In
the following we explain the extended dynamic mode decomposition-based proce-
dure for the approximation of these operators from time-series data.
3.1 Finite Dimensional Approximation
We use Extended Dynamic Mode Decomposition (EDMD) algorithm for the ap-
proximation of U1∆ t and U0∆ t thereby approximating A andB in Eqs. (29) and (28)
respectively [35]. For this purpose let the time-series data generated by the dynami-
cal system (24) be given by
Data-Driven Nonlinear Stabilization 11
X = [xs1,x
s
2, . . . ,x
s
M], Y = [ys1,y
s
2, . . . ,y
s
M] (30)
where ysk = x
s
k+1 with s = 0 or s = 1 i.e., zero input and step input. Furthermore,
letH = {ψ1,ψ2, . . . ,ψN} be the set of dictionary functions or observables and GH
be the span of H . The choice of dictionary functions is very crucial and it should
be rich enough to approximate the leading eigenfunctions of the Koopman operator.
Define vector-valued function Ψ : X → CN
Ψ(x) :=
[
ψ1(x) ψ2(x) · · · ψN(x)
]>
. (31)
In this application, Ψ is the mapping from state space to function space. Any two
functions f and fˆ ∈ GH can be written as
f =
N
∑
k=1
akhk =Ψ>a, fˆ =
N
∑
k=1
aˆkhk =Ψ>aˆ (32)
for some coefficients a and aˆ ∈ CN . Let
fˆ (x) = [U s∆ t f ](x)+ r
where r is a residual function that appears because GH is not necessarily invariant
to the action of the Koopman operator. To find the optimal mapping which can min-
imize this residual, let U be the finite dimensional approximation of the Koopman
operator U s∆ t . Then the matrix U
s is obtained as a solution of least-squares problem
as follows
minimize
Us
‖GsUs−As‖F (33)
where
Gs =
1
M
M
∑
m=1
Ψ(xsm)
>Ψ(xsm), A
s =
1
M
M
∑
m=1
Ψ(xsm)
>Ψ(ysm) (34)
with Us,Gs,As ∈ CN×N . The optimization problem (33) can be solved explicitly
with a solution in the following form
Us = (Gs)†As (35)
where (Gs)† denotes the psedoinverse of matrix Gs.
Under the assumption that the leading Koopman eigenfunctions are contained
within GH , the eigenvalues of U are approximations of the Koopman eigenvalues.
The right eigenvectors of Us=0 can be used then to generate the approximation of
Koopman eigenfunctions. In particular, the approximation of Koopman eigenfunc-
tion is given by
φ j =Ψ>v j, j = 1, . . . ,N (36)
where v j is the j-th right eigenvector of U0, and φ j is the approximation of the
eigenfunction of Koopman operator corresponding to the j-th eigenvalue, λ j ∈ C.
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The bilinear representation of nonlinear control dynamical system can be con-
structed either in the space of basis functionΨ or the eigenfunctions of the Koopman
operator Φ, where
Φ(x) := [φ1(x), . . . ,φN(x)]>.
In this work, we constructed the bilinear representation in the Koopman eigenfunc-
tions coordinates. Towards this goal, we define
Φˆ(x) := [φˆ1(x), . . . , φˆN(x)]>
where φˆi := φi if φi is a real-valued eigenfunction and φˆi := 2Re(φ), φˆi+1 :=
−2Im(φi), if i and i+ 1 are complex conjugate eigenfunction pairs. Consider now
the transformation as Φˆ : Rn→ RN as
z = Φˆ(x).
Then in this new coordinates system Eq. (14) takes the following form
z˙ =Λz+uBz. (37)
where the matrix Λ has a block diagonal form where the block corresponding to the
eigenvalue λˆi, such that Λ(i,i) = λˆi if φi is real, and[
Λ(i,i) Λ(i,i+1)
Λ(i+1,i) Λ(i+1,i+1)
]
= |λi|
[
cos(∠λˆi) sin(∠λˆi)
−sin(∠λˆi) cos(∠λˆi)
]
(38)
if φi and φi+1 are complex conjugate pairs. The λˆi associated with the continuous
time system dynamics. The relationship between discrete-time Koopman eigenval-
ues λi and continuous time λˆi can be written as λˆi = log(λi)/∆ t.
Similarly data generated using step for the control dynamical system is used to
generate time-series data {x1k} and for the approximation of U1. The approximation
of the operatorB in the coordinates of basis functions, Ψ(x) denoted by B¯, and the
eigenfunction coordinates Φˆ(x) denoted by B can be obtained as follows:
B¯ =
U1−U0
∆ t
, B =V>B¯(V>)−1 (39)
where each column of V , v j is the jth eigenvector of U0.
There are two sources of error in the approximation of Koopman operator and
its spectrum and will be reflected in the bilinear representation of nonlinear system
namely in the Λ and B matrices. The first source of error is due to a finite number
of basis functions used in the approximation of the Koopman operator. Under the
assumption that the choice of basis functions is sufficiently rich and N is large this
approximation error is expected to be small. However, selection of basis function is
a actively research topic with no agreement on the best choice of basis function for
general nonlinear system. The second source of error, which is more relevant to this
work, arise due to the finite length of data used in the approximation of the Koopman
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operator. Sample complexity results for control dynamical systems are developed
in [10] to derive an analytical formula for the approximation of Koopman operator
as the function of data length. We proved that the approximation error between the
true Koopman operator and its approximation decreases as 1√
T
, where T is the time
length of the data. These sample complexity results are used to determine the data
required to achieve the desired level of accuracy of the approximation. In particular,
the bilinear representation of control dynamical system with approximation error
due to the finite length of data explicitly accounted for can be written as
z˙ = (Λ +∆Λ)z+u(B+∆B)z, (40)
where ∆Λ and ∆B are approximation error. Using sample complexity results dis-
covered in [10], we can determine the data length M so that ‖ ∆Λ ‖≤ εΛ and
‖ ∆B ‖≤ εB, with εΛ and εB being the predetermined acceptable bounds.
4 Feedback Controller Design
The control Lyapunov function provides a powerful tool for the design of a stabiliz-
ing feedback controller which also enjoys some optimality property using the princi-
ple of inverse optimality. However, one of the main challenges is providing a system-
atic procedure to find CLFs. For a general nonlinear system finding a CLF remains
a challenging problem. We exploit the bilinear structure of the nonlinear system in
the Koopman eigenfunction space to provide a systematic procedure for computing
control Lyapunov function. We restrict the search for the control Lyapunov function
to the class of quadratic Lyapunov function of the form V (z) = z>Pz. It is important
to emphasize that although the Lyapunov function is restricted to be quadratic in
Koopman eigenfunctions space z, the Lyapunov function contains higher order non-
linearities in the original state space x. Theorem 1 can be stated for the quadratic
stabilization of the following bilinear control system.
z˙ =Λz+uBz (41)
In the sequel, if there exists a quadratic CLF for the bilinear system (41), then we
will say that the system (41) is quadratic stabilizable.
Theorem 1 System (41) is quadratic stabilizable if and only if there exists an N×
N symmetric positive definite P such that for all non-zero z ∈ RN with z>(PΛ +
Λ>P)z≥ 0, we have z>(PB+B>P)z 6= 0.
Proof. Sufficiency (⇐): Suppose there is a symmetric, positive definite P that sat-
isfies the condition of Theorem 1. We can use it to construct V (z) = z>Pz as our
Lyapunov candidate function, and the derivative of V with respect to time along
trajectories of (41) is given by
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V˙ = z>Pz˙+ z˙>Pz
= z>(PΛ +Λ>P)z+uz>(PB+B>P)z.
Since for all z 6= 0 we have z>(PB+B>P)z 6= 0 when z>(PΛ +Λ>P)z≥ 0, we can
always find a control input u(z) such that
V˙ < 0, ∀z ∈ RN \{0}.
Therefore, V (z) is indeed a CLF for system (41).
Necessity (⇒): We will prove this by contradiction. Suppose that system (41)
has a CLF in the form of V (z) = z>Pz, where P does not satisfy the condition of
Theorem 1. That is, there exists some z¯ 6= 0 such that z¯>(PΛ +Λ>P)z¯ ≥ 0 but
z¯>(PB+B>P)z¯ = 0. In this case, we have
V˙ (z¯) = z¯>(PΛ +Λ>P)z¯≥ 0
for any input u, which contradicts the definition of a CLF. This completes the proof.
Following convex optimization formulation can be formulated to search for
quadratic Lyapunov function for bilinear system without uncertainty in Eq. (41).
minimize
t>0, P=P>
t− γTrace(PB)
subject to tI− (PΛ +Λ>P) 0
cmaxI  P cminI (42)
where cmax > cmin > 0, respectively, are two given positive scalars forming bounds
for the largest and the least eigenvalues of P. The variable t here represents an epi-
graph form for the largest eigenvalue of PΛ +Λ>P.
Optimization (42) has combined two objectives. On the one hand, we minimize
the largest eigenvalue of PΛ +Λ>P. On the other hand, we try to maximize the
least singular value of PB+B>P the same time. Noticing that it may be difficult to
maximize the least singular value of PB+B>P directly, we maximize the trace of
PB instead and employ a parameter γ > 0 to balance these two objectives.
Remark 2. When an optimal P? is solved from (42), we still need to check whether
it satisfies the condition of Theorem 1 or not. So if one P? fails the condition check,
then we may tune the parameter γ and solve the above optimization again until we
obtain a correct P?. Nevertheless, we observe from simulations (see the multiple
examples in our simulation section) that when we choose a γ = 2, optimization (42)
will always yield an optimal P? that satisfies the condition of Theorem 1.
Remark 3. We also need to point out that, compared to searching for a nonlinear
CLF for the original nonlinear system (14), the procedure for seeking a quadratic
CLF for the bilinear system (41) becomes quite easier and more systematic. Fur-
thermore, a quadratic CLF for the bilinear system is, in fact, non-quadratic (i.e.,
contains higher order nonlinear terms) for the system (14).
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Once a quadratic control Lyapunov function V (z) = z>Pz is found for bilinear
system (41), we have several choices for designing a stabilizing feedback control
law. For instance, applying the control law (17) or (18) we can construct
k(z) =−βk sign
[
z>(PB+B>P)z
]
(43)
k(z) =−βkz>(PB+B>P)z. (44)
Moreover, given a positive semidefinite cost q(z)≥ 0, we may also apply the inverse
optimality property to design an optimal control via Sontag’s formula (20) to obtain
k(z) =
− z
>(PΛ+Λ>P)z+
√
(z>(PΛ+Λ>P)z)2+q(x)(z>(PB+B>P)z)2
z>(PB+B>P)z if z
>(PB+B>P)z 6= 0
0 otherwise.
(45)
Following algorithm can be outlined for the design of stabilizing feedback controller
from time-series data.
5 Simulation Results
Example 1: Duffing Oscillator
The first example we present is for the stabilization of duffing oscillator. The con-
trolled duffing oscillator equation is written as follows.
x˙1 = x2 (46)
x˙2 = (x1− x31)−0.5x2+u.
The uncontrolled equation for duffing oscillator consists of three equilibrium points,
two of the equilibrium points at (±1,0) are stable, and one equilibrium point at the
origin is unstable. For identification of the control system dynamics, we excite the
system with white noise with zero mean and 0.01 variance. The continuous time
control equation is discretized with a sampling time of ∆ t = 0.25s. In Fig. 2a, we
show the sampling complexity plot for the approximation error as the function of
data length. As proved in [10], the error for the approximation of theΛ and B matrix
decreases as 1√
T
, where T is a data length. The error plot in Fig. 2a satisfies this rate
of decay. The sample complexity results in Fig. 2a are obtained using ten randomly
chosen initial condition and generating time-series data over the different length of
time ranging from six-time steps to 30-time steps. For each fixed time step we com-
pute the Λ and B matrices. The error ‖Λ −Λ¯ ‖2 and ‖ B− B¯ ‖2 is computed at each
fixed time step where Λ¯ and B¯ are computed using data collected over 50 time steps.
The dictionary function used in the approximation of the Koopman operator has a
maximum degree of five, i.e., 21 basis function, N = 21. In particular, following
choice of dictionary function is made in the approximation.
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Algorithm 1: Data-driven Stabilization Controller design framework
Data: Given open-loop time-series data {x0k}= {x00,x01, . . . ,x0M}, and {x1k} with s = 1 in (24)
both with Gaussian process noise added
Result: Feedback control u = k(z)
1 Phase I: Modeling
2 Choose N dictionary functions Ψ(x) :=
[
ψ1(x) ψ2(x) · · · ψN(x)
]>.
3 for xi, i = 0,1,2, . . . ,M do
4 Ψ(xi) :=
[
ψ1(xi) ψ2(xi) · · · ψN(xi)
]>
5 end
6 Obtain G0 and A0 matrices G0 = 1M ∑
M
m=1Ψ(xm)Ψ(xm)>;
A0 = 1M ∑
M−1
m=0 Ψ(xm)Ψ(xm+1)
>.
7 Compute U0 = (G0)†A0, and its eigenfunctions φ j =Ψ>v j , where v j is the jth
eigenvector of U0 with respect to eigenvalue λ j , j = 1,2, . . . ,N.
8 Convert to continuous time eigenvalues λˆi = log(λi)/∆ t
9 Get Λ= diag(λˆ1, λˆ2, . . . , λˆN) by block diagonalization of eigenvalues λi, use (38) if i,
i+1 complex conjugate.
10 Obtain the new eigenfuntion Φˆ(x) similarly, where φˆi := φi if φi is a real-valued and
φˆi := 2Re(φ), φˆi+1 :=−2Im(φi), if i and i+1 are complex conjugate.
11 Replace the dictionary function Ψ(x) with z = Φˆ(x) and repeat Step 2 to 7 with the
datasets {x0k} and {x1k} to get U¯0 and U¯1.
12 Get B = (U¯1− U¯0)/∆ t
13 end
14 Phase II: Optimization
15 Solve the following convex problem for optimal P∗ with Λ and B,
minimize
t>0, P=P>
t− γTrace(PB)
subject to tI− (PΛ +Λ>P) 0
cmaxI  P cminI
where cmax > cmin > 0, γ > 0 are chosen properly.
16 end
17 Feedback control u = k(z) =−βkz>(PB+B>P)z or modified Sontag’s formula,
k(z) =
− z
>(PΛ+Λ>P)z+
√
(z>(PΛ+Λ>P)z)2+q(x)(z>(PB+B>P)z)2
z>(PB+B>P)z if z
>(PB+B>P)z 6= 0
0 otherwise.
Ψ(x) = [1, x1, x2, x1x2, . . . , x51, x
4
1x2, x
3
1x
2
2, x
2
1x
3
2, x1x
4
2, x
5
2]
For control design, we use an approximation of Λ and B matrices computed over
30 time steps. The controller is designed using the Algorithm 1. For this duffing
oscillator example, we use a control design formula in Eq. (44). To verify the ef-
fectiveness of the designed controller we simulate the closed loop system with the
ode15s solver in MATLAB starting from 10 randomly chosen initial conditions
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within the region [−1.5,1.5]× [−1,1]. In Fig. 2c, we show the closed loop trajecto-
ries in red starting from different initial conditions overlaid on the open loop trajec-
tories in blue. We notice that the controller force the trajectories of the closed-loop
system along the stable manifold of the open loop system before the trajectories
slide to the origin. The control plots from different initial conditions are shown in
Fig. 2c.
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Fig. 2 Data-driven stabilization of Duffing oscillator. a) Sample complexity error bounds
for the approximation of Λ and B matrices as the function of data length; b) Closed-loop
trajectories vs time from multiple initial conditions; c) Control value vs time from different
initial conditions; d) Comparison of closed loop and open loop trajectories in state space.
Example 2: Lorenz System
The second example we pick is that of Lorentz system. The control Lorentz system
can be written as follows
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x˙1 = σ(x2− x1) (47)
x˙2 = x1(ρ− x3)− x2+u
x˙3 = x1x2−βx3
where x ∈ R3 and u ∈ R is the single input. With the parameter values of ρ = 28,
σ = 10, β = 83 , and control input u = 0 the Lorenz system exhibit chaotic behavior.
In this 3D example, we generated the time-series data from 1000 random chosen
initial conditions and propagate each of them for Tf inal = 10s with sampling time
∆ t = 0.001s. For the purpose of identification the system is excited with white noise
input with zero mean and 0.01 variance. The dictionary functions Ψ(x) consists of
20 monomials of most degree D = 3.
Ψ(x) = [1, x1, x2, x3, . . . , x31, x
2
1x2, x
2
1x3, x1x2x3, . . . x
3
3]
The objective is to stabilize one of the critical points (
√
β (ρ−1),√β (ρ−1),ρ−
1) of the Lorentz system. The system is stabilized using the control formula in Eq.
(44). To validate the closed loop control designed using the Algorithm 1, we per-
form the closed loop simulation with five randomly chosen initial conditions in the
domain [−5,5]× [−5,5]× [0,10] and solve the closed-loop system with ode15s
solver in MATLAB. In Fig. 3a , we show the open loop and closed loop trajectories
starting from five different initial conditions and converging to the critical point.
Example 3: IEEE 9 bus Power System
In the last example, we consider the IEEE 9 bus system, the line diagram of which is
shown in Fig. 4a. The model we are using is based on the modified 9 bus test system
in [26]. The system consists of 3 synchronous machines(generators) with IEEE
type-I exciters, loads and transmission lines. The synthetic data is generated using
PST (Power System Toolbox) in MATLAB [6], the 9 bus power system network can
be described by a set of differential algebraic equations (DAE), consider a power
system model with ng generator buses and nl load buses. the closed-loop generator
dynamics for the ith generator bus can be represented as a 2nd order dynamical
model with the control u:
dδi
dt
= ωi−ωs
dωi
dt
=
1
Mi
(
Pmi − ∑
j∈Ni
EiE j
Xi j
sin(δi−δ j)−Di(ωi−ωs)
)
+ui
(48)
where δi, ωi are the dynamic states of the generator and correspond to the generator
rotor angle, the angular velocity of the rotor. The values for the other parameters
is chosen as follows: ωs = 1, the generator mass Mi = 23.64, 6.4, 3.1, the internal
damping Di = 0.05, 0.95, 0.05, the generator power Pmi = 0.719, 1.63, 0.85 for
i = 1,2,3. The values of Xi j are taken from the PST in MATLAB.
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Fig. 3 Feedback Stabilization of Lorentz system. a) Comparison of open loop and closed
loop trajectories in state space; b) x(t) vs time, open loop (blue) and closed loop (red); c)
y(t) vs time, open loop (blue) and closed loop (red); d) z(t) vs time, open loop (blue) and
closed loop (red).
For the approximation of Koopman operator and eigenfunctions, the time-series
data are generated from 100 initial conditions. Each initial condition are propagated
for Tf inal = 10s and ∆ t = 0.01s. The dictionary function H(x) in this example are
chosen as 84 monomials of most degree D= 3. The data-driven stabilizing control is
designed using modified Sontag’s formula control in Eq. (20), where q(x) = 10x>x.
The simulation results for this example are shown in Fig. 4. We notice that the
open loop system is marginally stable with sustained oscillations. The objective of
the stabilizing controller is to stabilize to frequencies to ωs = 1 and the point for
the stabilization of δ dynamics is determined by Pmi . Simulation results show that
the data-driven stabilizing controller is successful in stabilizing the power system
dynamics.
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Fig. 4 Stabilization of IEEE nine bus system. a) Line diagram for IEEE nine bus system; b)
Control value vs time; c) Comparison of open loop and closed loop trajectory for phase angle
δ1(t) of generator 1; d) Comparison of open loop and closed loop trajectory for frequency
ω1(t) of generator 1.
6 Conclusion
In this chapter, we provided a systematic approach for the data-driven feedback
stabilization of nonlinear control systems. A data-driven approach is proposed for
the identification of nonlinear control system and control Lyapunov function-based
stabilizing feedback controller. The bilinear structure of the control system in Koop-
man eigenfunction coordinate is exploited to provide a convex optimization-based
approach for the search of control Lyapunov function. Simulation results are pre-
sented to verify the applicability of the developed framework.
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