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All strategies for the treatment of future null-infinity in numerical relativity involve some form of
regularization of the field equations. In a recent proposal that relies on the dual foliation formalism
this is achieved by the use of an asymptotically Minkowskian generalized harmonic tensor basis. For
the scheme to work however, derivatives of certain coordinate light-speeds must decay fast enough.
Presently, we generalize the method of asymptotic expansions for nonlinear wave equations to treat
first order symmetric hyperbolic systems. We then use this heuristic tool to extract the expected
rates of decay of the metric near null-infinity in a free-evolution setting. We show, within the
asymptotic expansion, that by carefully modifying the non-principal part of the field equations by
the addition of constraints, we are able to obtain optimal decay rates even when the constraints
are violated. The light-speed condition can hence be satisfied, which paves the way for the explicit
numerical treatment of future null-infinity. We then study the behavior of the Trautman-Bondi
mass under the decay results predicted by the asymptotic expansion. Naively the mass seems to
be unbounded, but we see first that the divergent terms can be replaced with a combination of
the constraints and the Einstein field equations, and second that the Bondi mass loss formula is
recovered within the framework. Both of the latter results hold in the presence of small constraint
violations.
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I. INTRODUCTION
The notion of gravitational radiation is intimately re-
lated to the asymptotic behavior of the gravitational
field. According to Penrose’s proposal [1–3] isolated sys-
tems may be described by asymptotically simple space-
times. Among these spacetimes those with vanishing cos-
mological constant, also known as Minkowski-like space-
times, play a fundamental role for the current under-
standing of gravitational radiation [4–7]. For these space-
times, the conformal boundary I is a null-hypersurface
representing idealized observers at infinity. It is in this
setting, in which the concept of gravitational radiation,
originally introduced at the linear level, can be made rig-
orous in the non-linear theory and results such as the
loss of mass-energy due to outgoing gravitational radia-
tion [8–10] properly formulated.
Despite the advances achieved in numerical relativity
(NR) in the last two decades, the inclusion of future null
infinity in the computational domain is in general still
an open problem. In view of the first direct detection
of gravitational waves in 2016 [11] and the further devel-
opment of gravitational wave astronomy in the years to
come, the most natural motivation to solve this problem
is for the computation of astrophysical wave forms at fu-
ture null infinity. Nevertheless there are other important
principle reasons to include the conformal boundary in
the numerical domain, not least the weak cosmic censor-
ship conjecture.
There are several approaches to include the conformal
boundary in the computational domain. Possible avenues
include Cauchy-Characteristic Matching [12] and the use
of a suitable hyperboloidal initial value problem. In the
latter approach, which we follow, initial data is given
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2on slices which are everywhere spacelike but which ter-
minate at future null infinity. This is combined with a
suitable radial compactification. Naively looking at the
field equations on such a slice however we get singular
expressions, for which some cure is needed, particularly
for numerical applications. One option is to use the con-
formal Einstein field equations introduced by Friedrich
in [13]. Although this approach is well suited to study the
asymptotic region of the spacetime, it poses difficulties to
numerically evolve realistic astrophysical scenarios, as it
is not clear how to adapt those codes and techniques that
already work well in the strong field region, for instance
for compact binaries. Recent progress on the numerical
implementation of the conformal Einstein field equations
has however been reported in [14]. Another proposal
is to use a standard formulation of GR in generalized
harmonic gauge (GHG) but insist on performing a full
compactification of spacetime. This leads to equations
which are formally singular but which take a finite limit
in a suitable gauge [15]. Following up on these ideas,
Van˜o´-Vin˜uales and collaborators have shown successful
numerical evolutions in spherical symmetry [16–18]. See
also [19, 20] for other related approaches.
An alternative proposal, using the coordinates of [21],
was given in [22]. Here the strategy, broadly speaking, is
to pose an hyperboloidal initial value problem and exploit
the dual foliation formalism [23]. In the dual foliation
formalism two coordinate systems with two different foli-
ations are employed. This allows us to use one coordinate
system to construct a global tensor basis and another to
coordinatize the spacetime. In the current application, it
is natural to take the first coordinate system adapted to
a Cauchy hypersurface, and the other to a hyperboloidal
slice [22]. In this proposal, one employs a first order re-
duction of GHG. The regularization strategy is based on
the idea that, near null infinity, the metric looks trivial
in the GHG tensor basis. It was found in [22] that for
the regularization to work certain derivatives of the co-
ordinate light-speeds must have enough decay. We call
this the coordinate light-speed condition.
In this article we analyze whether or not this condition
can be realized and if so, in which circumstances. Inter-
estingly, this is connected with the the weak null con-
dition [24] and, consequently, to the concept of asymp-
totic systems. The asymptotic system can be regarded
as a heuristic tool to predict the asymptotics of the so-
lutions to a general a system of quasilinear wave equa-
tions. We view this tool as heuristic because, to the best
of our knowledge, it has not yet been established that
solutions to the asymptotic system will always have the
same asymptotics as solutions to the original system.
It has however been shown that if a system of wave
equations satisfy the hierarchical weak null condition, a
condition slightly stronger than the weak null condition,
then, the original PDEs admit global solutions whose
asymptotics agree with the prediction of the asymp-
totic system [25]. An important consequence is that
global existence for GR in harmonic gauge can be estab-
lished without assuming that the constraints are satisfied.
Moreover when the constraints are satisfied the formu-
lation of [24] is expected to satisfy the coordinate light-
speed condition, so naively the situation looks promising.
In free evolution schemes however, constraint violations
are not only present but expected to grow rapidly, render-
ing the solution unphysical [26–28]. Therefore the use of
the field equations as in [24] is not appropriate for numer-
ical free evolution as envisioned in our program. This is
an old problem in NR, and various approaches have been
suggested to alleviate it. For instance in [27] a constraint
addition was proposed which effectively damps away high
frequency violations at the linear level. Unfortunately for
our desired application the formulation of [24, 25] is not
expected to satisfy the coordinate light-speed condition
in the presence constraint violations. Presently we solve
the problem with a GHG formulation, making a care-
ful constraint addition to the field equations. With this
addition the corresponding asymptotic system predicts
that constraint violations are strongly damped as one
approaches null infinity, and we recover the same fall-off
present in their absence. This in turn should ensure that
the coordinate light-speed condition of [22] is satisfied
even in the presence of small constraint violations.
Although the calculation of the asymptotic system is
straightforward, most of the literature about asymptotic
systems [24, 29, 30] has been given in the context of sec-
ond order equations. In view of the fact that the for-
mulation of the Einstein field equations used in [22] is
first order, we give a discussion of how to compute the
asymptotic system for such systems. Finally we discuss
the connection between the Trautman-Bondi mass and
the asymptotic system and recover the mass loss formula
in this context. We also see that modifying the definition
of the Trautman-Bondi mass with the constraints, simi-
lar results may be obtained even when small constraint
violations are present.
II. BASIC SET UP
In what follows, lower case Latin letters from the first
half of the alphabet will denote abstract indices while
Greek letters will be used to denote coordinate indices.
In addition, capital Latin letters will be use to label the
elements of a non-coordinate frame basis (the angular
part of a spacetime null frame). Given a 2-tensor Tab
and arbitrary frame vector fields Xa, Y b the components
of Tab in this frame will be denoted as TXX = X
aXbTab,
TXY = X
aY bTab, TY X = Y
aXbTab and TY Y = Y
aY bTab
and similarly for higher-valence tensors. Let mab and ∇˚
represent the Minkowski metric and its corresponding
Levi-Civita connection. Let (T,R, θA) denote spherical
polar coordinates where θA with A ∈ {1, 2} represent
some arbitrary coordinates on S2. Let ωAa with A ∈
{1, 2} denote a frame with corresponding coframe ωˆAa,
3such that
σab = δABωˆ
A
aωˆ
B
b, (1)
where σab represents the standard metric on S2 and δAB
is the Kronecker delta. Observe that, ωA
a is not a coor-
dinate frame. In fact, respect to the natural coordinate
basis one can write
ωˆAa = ΩB
A(dθB)a, (2)
where ΩB
A is a matrix which only depends on the coor-
dinates θA. In this frame, the Minkowski metric can be
expressed in abstract index notation as
mab = −(dT )a(dT )b + (dR)a(dR)b +R2σab. (3)
Let (La, La, SA
a) denote a null frame respect to mab with
the following normalization
mLL = −2, mSASB = δAB ,
mLL = mLL = mLSA = mLSA = 0. (4)
The relation between the flat null frame (La, La, SA
a)
and ((∂T )
a, (∂R)
a, ωA
a) is given by
La = (∂T )
a + (∂R)
a, La = (∂T )
a − (∂R)a,
SA
a =
1
R
ωA
a. (5)
Similarly, let (Lˆa, Lˆa, Sˆ
A
a) denote the associated
coframe. Observe that in terms of the corresponding
coframe ((dT )a, (dR)a, ω
A
a) one has
Lˆa =− (dT )a + (dR)a, Lˆa = −(dT )a − (dR)a,
SˆAa = Rωˆ
A
a. (6)
Therefore, the Minkowski metric can be succinctly ex-
pressed as
mab = −Lˆ(aLˆb) + δABSˆAaSˆBb. (7)
More generally, observe that, given a symmetric ten-
sor Tab = T(ab) one can express it as,
Tab =
1
4TLLLˆaLˆb +
1
2TLLLˆ(aLˆb) +
1
4TLLLˆaLˆb + T
TF
AB ⊥ABab
+ 12T
∅δABSˆ
A
aSˆ
B
b − TLSALˆ(aSˆAb) − TLSALˆ(aSˆAb),
(8)
where we have defined the trace on the sphere,
T∅ ≡ δABTSASB , (9)
and the tracefree part of the projection,
TTFAB =⊥abAB Tab. (10)
For this we employ the tracefree projection operator,
⊥abAB = SˆAaSˆBb − 12δAB(δCDSˆCaSˆDb),
⊥ABab = SˆAaSˆBb − 12δAB(δCDSˆCaSˆDb). (11)
The independent components of TTFAB are
TTF11 = −TTF22 =
1
2
(TS1S1 − TS2S2) ≡ T+,
TTF12 = TS1S2 ≡ T×. (12)
They correspond of course to the two gravitational wave
polarizations in the case of physical interest.
III. THE ASYMPTOTIC SYSTEM FOR FIRST
AND SECOND ORDER SYSTEMS
A. Second order systems
Consider a set of quasilinear wave equations of the form
˚uI =
∑
|α|≤|β|≤2,
|β|≥1
aJKI,αβ∂
αuJ∂
βuK +G(u, u
′, u′′), (13)
where I, J,K ∈ {1, ..., n}, u = (u1, ..., un), ˚ = −∂2t +
δij∂i∂j , x
i with i, j ∈ {1, 2, 3}, α, β are multi-indices and
G(u, u′, u′′) vanishes to third order as (u, u′, u′′) → 0,
with small initial data
u(0, x) = v(x) ∈ C∞, ∂Tu(0, x) = w(x) ∈ C∞, (14)
decaying fast as R → ∞, where R = √δijxixj . Recall
that a quadratic form Nab ≡ N(∇˚aw, ∇˚aw) where w
is a tensor, is said to be a null form if it vanishes upon
formal replacement of ∇˚aw with vaw, where va is null.
Similar definitions are made for quadratic forms involv-
ing higher derivatives. The set (13) is said to satisfy the
null-condition if the quadratic nonlinearity is a null-form.
The value of this definition is that, in 3 + 1-dimensions,
systems that satisfy the null-condition have global solu-
tions when fed small data, and moreover have solutions of
the same asymptotic behavior as a linear wave equation
near null-infinity [31]. The key subtlety is that the null-
condition is sufficient for long-term existence, but not
necessary. For numerical applications the more relevant
question concerns the asymptotic behavior of solutions
rather than small-data global existence, but because of
their close relationship in the mathematics literature they
are often discussed in tandem. For example the weak null
condition, originally introduced in [24], is crucially tied
to the notion of the asymptotic system. One says that
the wave equation (13) satisfies the weak null condition
if the corresponding asymptotic system,
∂s∂qUI = A
JK
I,nm($)∂
m
q UJ∂
n
q UK , (15)
where
AJKI,nm($) =
∑
|α|=n,|β|=m
aI,αβ$ˆ
α$ˆβ ,
$ˆ = (−1, $), $ ∈ S2, (16)
4and Ui = Rui, q = R− T , s = lnR, has solutions which,
roughly speaking, exist for all s, and whose derivatives
grow at most exponentially in s for all initial data decay-
ing sufficiently fast in q. In this language, the classical
null condition states that AJKI,nm($) = 0. Thus, a system
of quasilinear wave equations of the form given above sat-
isfying the classical null condition will trivially satisfy the
weak null condition, see [24, 32, 33] for further details.
It is conjectured that systems satisfying the weak null
condition admit small-data global solutions with asymp-
totics near null-infinity as predicted by the asymptotic
system.
Model equation in second order form: An illustrative
example is to consider the following model equation
˚φ = (∂T φ˜)2, ˚φ˜ = 0. (17)
where the flat wave operator ˚ is expressed in spherical
polar coordinates (T,R, θA). To derive the asymptotic
system, define Φ = Rφ and Φ˜ = Rφ˜ and make the change
of coordinates (T,R, θA) → (q, s, θA) where q = R − T
and s = lnR. Substituting the expression for φ and φ˜ in
terms of the rescaled variables Φ and Φ˜ into equation (17)
and formally equating the terms with coefficients R−2,
one obtains the following asymptotic system
∂s∂qΦ = (∂qΦ˜)
2, ∂s∂qΦ˜ = 0. (18)
Equation (17) is an example of a system of equations
that does not satisfy the classical null condition but sat-
isfies the weak null condition. Observe that the second
equation in (18) simply states that ∂qΦ˜ does not depend
on s. Then, using the method of characteristics, one
can integrate in s the first equation in (18) to conclude
that ∂qΦ = s(∂qΦ˜)
2. The latter implies for the original
set of variables that ∂φ decays as R−1 lnR [24].
The motivation for the introduction of the asymptotic
system is related to the observation that one expects bet-
ter decay rates for L-derivatives of the field compared
with other derivatives. Therefore, the construction of the
asymptotic system is essentially to rescale the raw vari-
ables according to their expected fall-off, move to suitable
coordinates, and then to throw away all quadratic terms
containing derivatives containing at least one derivative
tangential to the outgoing light-cone, along with cubic
and higher order terms. We will see in the next section
how each of these ingredients is adjusted for first order
systems.
B. First order systems
To the best of our knowledge, the notion of the weak
null condition and the asymptotic systems has been ex-
ploited only for systems of wave equations. In the context
of gravitation, in particular, for the Einstein field equa-
tions in harmonic gauge in [34] and more general systems
of wave equations in [25]. Although the wave equation
can be recast straightforwardly as a first order symmetric
hyperbolic system by the introduction of an order reduc-
tion variable w = ∂u, the weak null condition and the
notion of the asymptotic system has not been discussed
in this context yet. This is of importance for applications
since numerical evolution schemes often make use of a
first order formulation of the field equations. Moreover,
although mathematically, the relation w = ∂u connects
the first and second order formulations, numerically, the
use of reduction variable requires the introduction of a
reduction constraint C ≡ w−∂u, and violations to this re-
duction constraint tends to grow exponentially, or worse,
during numerical evolutions [26–28, 35]. Therefore, one
is forced to modify the evolution equations to control this
bad behavior. With this motivation in mind, in this sec-
tion, the model equation (17) is written in a form that
is suitable for numerical implementations and then the
corresponding asymptotic system is derived.
Model equation in first order form: Let (M˚,mab) de-
note the Minkowski spacetime equipped with the objects
introduced in section II and consider the model equa-
tion (17). Let N˚a denote the time unit normal to the
surface determined by the condition T = 0 and de-
fine γ˚ab = mab + N˚aN˚b. Let φa be a spatial covector,
namely N˚aφa = 0, so that φR and φSA denote the com-
ponents of φa respect to the spatial frame ((∂R)
a, SA
a).
To perform the order reduction, define the reduction con-
straints as
Ca ≡ γ˚ab∇˚bφ− φa, (19)
and the time reduction variable pi via pi = −∂Tφ. With
formally identical definitions for φ˜, the evolution equa-
tions for these fields read,
∂T φ˜ = −p˜i,
∂T φ˜R = −∂Rp˜i + γ2(−φ˜R + ∂Rφ˜),
∂T φ˜SA = γ2(−φ˜SA + SAa∂aφ˜)− SAb∂bp˜i,
∂T p˜i = −δABSAa∂aφ˜SB − ∂Rφ˜R − 2R φ˜R − φ˜SA∇˚aSAa,
∂Tφ = −pi,
∂TφR = −∂Rpi + γ2(−φR + ∂Rφ),
∂TφSA = γ2(−φSA + SAa∂aφ)− SAb∂bpi,
∂Tpi = p˜i
2 − δABSAa∂aφSB − ∂RφR − 2RφR
− φSA∇˚aSAa. (20)
The evolution equations for φ and φ˜ in (20) are just the
definition of the time reduction variables. The evolution
equations for φR, φSA and the corresponding hatted vari-
ables in (20) with γ2 = 0 arise as a consequence of the
no-torsion condition [∇˚a, ∇˚b]φ = 0 and [∇˚a, ∇˚b]φ˜ = 0.
Nevertheless, to reduce the effect produced by constraint
violations in numerical applications, one modifies these
equations by adding the following multiples of the reduc-
tion constraints: γ2CSA , γ2CR, γ2C˜SA , and γ2C˜R. Here γ2
is a freely prescribable scalar function of the coordinates.
Notice that the introduction of these terms affect the
principal part of the equation. Nonetheless, one can show
5that this system is symmetric hyperbolic for any choice of
the formulation parameter γ2 [28]. The evolution equa-
tions for pi and p˜i in (20) arise from expressing the wave
equations (17) using the reduction variables.
Following the discussion of the asymptotic system of
section III A, one needs to rescale the variables appropri-
ately. Nevertheless, since in the first order reduction of
the equations the frame ((∂T )
a, (∂R), SA
a) was used to
express the components of the reduction variable instead
of the flat null frame, one needs to perform the following
change of variables before rescaling. Defining
σ+ = −pi + φR, σ− = −pi − φR, (21)
with formally identical definitions for the hatted vari-
ables, substituting pi, φR, p˜i and φ˜R written in terms
of σ+, σ−, σ˜+ and σ˜− into equation (20) one obtains a
set of evolution equations for the variables,
{φ, σ+, σ−, φSA , φ˜, σ˜+, σ˜−, φ˜SA}.
Observe that when the constraints are satisfied σ+
and σ− correspond to the L and L derivatives of φ, re-
spectively. Then, one defines the rescaled variables as,
Φ = Rφ, Σ+ = R2σ+,
Σ− = Rσ−, ΦSA = R
2φSA , (22)
along with the analogous expressions for the hatted vari-
ables, and substitutes these definitions into the evolution
equations using the chain rule to express the derivatives
in terms of ∂q and ∂s. Notice the important point that
the rescaling here takes place after the derivative is ap-
plied. It is easily seen that this is the natural construc-
tion by considering spherically symmetric solutions to the
flat-space wave equation. Solving for the derivatives of
the rescaled variables we obtain,
∂qΣ˜
+ ' 12 Σ˜− + 12γ2(Σ˜+ + Φ˜− ∂sΦ˜),
∂sΣ˜
− ' γ2(Σ˜+ + Φ˜− ∂sΦ˜),
∂qΦ˜SA ' − 12ωAa∂aΣ˜− + γ2(Φ˜SA − ωAa∂aΦ˜),
∂qΦ˜ ' − 12 Σ˜−,
∂qΣ
+ ' 18 (4Σ− + (Σ˜−)2) + 18γ2(4Σ+ + 4Φ− 4∂sΦ),
∂sΣ
− ' − 14 (Σ˜−)2 + γ2(Σ+ + Φ− ∂sΦ),
∂qΦSA ' − 12ωAa∂aΣ− + γ2(ΦSA − ωAa∂aΦ),
∂qΦ ' − 12Σ−, (23)
where ' represents equality up to error terms which de-
cay one order faster in R than the displayed expressions.
In this case, it represents equality up to order O(R−1).
These expressions are derived in full in the mathematica
notebooks associated with this paper [36]. They require
xAct [37].
Neglecting the error terms implicit in the last equa-
tions, namely, formally replacing ' with = defines the
asymptotic system for equation (20). To see that this ac-
tually corresponds to the asymptotic system (18) one has
to examine the relation between the rescaled variables
and the corresponding rescaled reduction constraints.
Let,
CR = R2CR, CSA = R2CSA , (24)
with analogous definitions for the hatted reduction con-
straints. A direct computation using the first and fifth
equation in (20), equation (19), and the definitions for
the rescaled variables give,
Σ+ =− CR − Φ + ∂sΦ,
Σ− =− 2∂qΦ + CR
R
+
Φ
R
− ∂sΦ
R
,
ΦSA =− CSA + ωAa∂aΦ, (25)
and identical expressions for the hatted rescaled vari-
ables. Substituting (25) and the corresponding hatted
version of these expressions into equation (23) and rear-
ranging one obtains,
2∂s∂qΦ ' 14 (Σ˜−)2 + γ2CR, 2∂s∂qΦ˜ ' γ˜2C˜R,
∂qΦ ' − 12Σ−, ∂qΦ˜ ' − 12 Σ˜−,
∂qCR ' γ2CR, ∂qC˜R ' γ2C˜R,
∂qCSA ' γ2CSA , ∂qC˜SA ' γ2C˜SA . (26)
These expressions are valid for any choice of the damping
parameter γ2. Observe that if this parameter is set to
zero or, more generally are chosen to decay sufficiently
fast, say γ2 ' R−1, then one has
2∂s∂qΦ ' 14 (Σ˜−)2, 2∂s∂qΦ˜ ' 0,
∂qΦ +
1
2Σ
− ' 0, ∂qΦ˜ + 12 Σ˜− ' 0,
∂qCR ' 0, ∂qC˜R ' 0,
∂qCSA ' 0, ∂qC˜SA ' 0. (27)
Following the philosophy of the asymptotic system by
formally replacing ' with = one realizes that the last
four expressions in (27) can be regarded as the asymp-
totic equations for the rescaled reduction constraints. In-
tegrating these equations, along an integral curve of ∂q,
from a fixed q? to q reveals,
CR = C?R, CSA = C?SA . (28)
where C?R = CR|q=q? ,C?SA = CSA |q=q? and similarly for
the hatted rescaled reduction constraints. On the other
hand, the first four equations in (27) simply encode
∂s∂qΦ = (∂qΦ˜)
2, ∂s∂qΦ˜ = 0. (29)
Integrating these equations, this time along an integral
curve of ∂s, we find,
Φ = s GΦ(q, θA), Φ˜ = GΦ˜(q, θA), (30)
where GΦ and GΦ˜ are regular functions of their argu-
ments. Since we are only interested in the behavior of
6the fields for large R, to have a more compact notation,
the symbol ∼ will be used to denote equality where the
functional dependence on the other coordinates has been
suppressed. Consistent with this notation one writes,
Φ ∼ lnR, Φ˜ ∼ 1. (31)
Assuming C?R, C?SA , C˜
?
R and C˜?SA are uniformly bounded,
then, using equations (25) one has that,
Σ+ ∼ lnR, Σ− ∼ lnR, ΦSA ∼ lnR,
Σ˜+ ∼ 1, Σ˜− ∼ 1, Φ˜SA ∼ 1. (32)
Therefore one concludes that,
σ+ ∼ lnR
R2
, σ− ∼ lnR
R
, φSA ∼
lnR
R2
,
σ˜+ ∼ 1
R2
, σ˜− ∼ 1
R
, φ˜SA ∼
1
R2
. (33)
Clearly if we wished to perform numerical evolution of
this system on a compactified domain including null-
infinity this result tells us that the rescaling of variables
resulting in Σ− would be too aggressive, since we need
that the evolved variables are at least not divergent.
IV. A CONSTRAINT DAMPED HYPERBOLIC
REDUCTION OF GR IN SECOND ORDER FORM
A. Hyperbolic reductions of GR
Let (M, gab) denote a 4-dimensional manifold
equipped with a metric gab. Let mab denote the
Minkowski metric and let ∇ and ∇˚ denote the Levi-
Civita connection of gab and mab, respectively. The rela-
tion between ∇ and ∇˚ can be parameterized via,
∇avb = ∇˚avb − Γcabvc, (34)
where va is any covector. This relation can be taken to
define Γcab. Consequently Γ
c
ab can be expressed in terms
of ∇˚-derivatives of gab as
Γcab =
1
2g
cd(∇˚agbd + ∇˚bgad − ∇˚dgab). (35)
Defining the contracted Christoffel symbols via Γc ≡
gabΓcab, the Ricci tensor can be compactly expressed as,
Rab = − 12gcd∇˚c∇˚dgab +∇(aΓb)
+ gcdghf (ΓbdfΓcah + 2ΓdbfΓ(ac)h). (36)
Let Ca ≡ F a + Γa where F a are smooth functions of the
coordinates Xµ and the metric gab but not its derivatives.
These are known as the gauge source functions as a choice
of F a determines a coordinate system Xµ. To see this,
observe that Γµ = −∇ν∇νXµ, thus requiring Cµ = 0 is
equivalent to
∇ν∇νXµ = Fµ. (37)
The equations Ca = 0 will be called GHG or harmonic
constraints in the F a = 0 case. If they are satisfied then,
using equation (36), one sees that the vacuum Einstein
field equations reduce to a set of wave equations for gab
gcd∇˚c∇˚dgab = 2gcdghf (ΓbdfΓcah + 2ΓdbfΓ(ac)h)
+ 2∇(aFb), (38)
where Γabc is expressed in terms of derivatives of the
metric gab using equation (35). This hyperbolic reduction
process can be succinctly expressed as follows. Define the
reduced Ricci tensor as
Rab = Rab −∇(aCb), (39)
so that equation (38) is encoded in the condition Rab =
0. Observe that if the constraint Ca = 0 is satis-
fied then Rab = Rab. Moreover, if Rab = 0 then, as
a consequence of the contracted second Bianchi iden-
tity ∇aRab − 12∇bR = 0, one has that Ca satisfies the
following propagation equation
∇a∇aCb = −Ca∇(aCb). (40)
Since this is a wave equation homogeneous in Ca, the
latter implies that if Ca and ∇aCb vanish on a spacelike
hypersurface S ⊂M then Ca = 0 in D(S) ⊂M [38, 39].
Here the domain of dependence of an achronal set A, is
denoted as D(A). Observe that this hyperbolic reduction
strategy is not unique as one can define a reduced Ricci
tensor as
Rab = Rab −∇(aCb) + Tab. (41)
where Tab is any expression homogeneous in Ca so
that Ca = 0 implies Rab = Rab. The corresponding
propagation equation for Ca is then,
∇a∇aCb = −Ca∇(aCb) + 2∇aT TRab + CaTba, (42)
where T TRab ≡ Tab − 12gabTcc. Observe that, the right
hand side of the last equation is homogeneous in Ca as
long as Tab is chosen to be homogeneous in Ca. Although
all the possible reduced equations Rab = 0 are equivalent
if the GHG constraints are satisfied, a different choice
of Tab can be used to obtain equations of a particular
desired form. For instance in [27], the constraint addition
is chosen as Tab = γTab where,
γTab = γ4ΓcabCc − 1
2
γ5gabΓ
eCe − γ0(n(aCb) − gabncCc),
(43)
here na is a freely specifiable vector and γ0, γ4, γ5 are,
in general, scalar functions depending on the coordi-
nates. The parameter γ0 is included to damp away high
frequency constraint violations while the parameters γ4
and γ5 are included to modify ∇(aCb) so the constraint
addition made in the construction of the formulation is
done either respect to ∇ or ∇˚, or some combination
thereof.
7Other choices are designed instead to exhibit cer-
tain structures of the equations. In particular, if one
sets Tab = CTab where
CTab = 1
2
CaCb − Cc∇˚(agb)c. (44)
Then the reduced Einstein field equations Rab = 0 read
gcd∇˚d∇˚cgab = Pab[∇˚g] +Qab[∇˚g] + Fab, (45)
with
Pab[∇˚g] = − 12gcdgfh∇˚agcf ∇˚bgdh + 14gcdgfh∇˚agcd∇˚bgfh,
(46)
Qab[∇˚g] = −gcdgfh
(
1
2∇˚bgfh∇˚dgac − 12∇˚agfh∇˚dgbc
+ 12∇˚agbc∇˚dgfh + 12∇˚bgac∇˚dgfh + ∇˚bgdh∇˚fgac
− ∇˚dgbh∇˚fgac + ∇˚agdh∇˚fgbc + ∇˚fgac∇˚hgbd
+ ∇˚dgac∇˚hgbf − ∇˚agbc∇˚hgdf − ∇˚bgac∇˚hgdf
)
,
(47)
and the gauge source functions F a appear in the form,
Fab = 2∇(aFb) − FaFb + 2F c∇˚(agb)c. (48)
The relevant observation here is that Qab is a null form.
Therefore, taking F a = 0, the constraint addition (44)
places the reduced field equations Rab = 0 in the form
given in [32] where the global stability of the Minkowski
spacetime in wave coordinates was proven for a set of
restricted initial data, when the harmonic constraints are
fulfilled.
B. The asymptotic system and the weak null
condition
In this section the asymptotic system for the Einstein
field equations in harmonic gauge as discussed in [24, 32,
33] is reviewed in our conventions and the problems that
the above hyperbolic reductions present for free evolution
schemes in NR are discussed.
Consider a perturbation of the Minkowski spacetime,
and write gab as
gab = mab + hab, (49)
where hab is a symmetric 2-tensor. For the discussion in
the remainder of this subsection all the indices are moved
using the flat metric mab except for gab for which we have
gab = mab − hab +Oab(h2), (50)
where hab = macmdbhcd and O
ab(h2) vanishes to second
order at h = 0 [34]. This convention for raising and low-
ering indices will be used when discussing the derivation
of the asymptotic system of a given set of equations but
it will be avoided otherwise. Now, consider the reduced
Ricci operator Rab = Rab−∇(aCb) +Tab with Tab = CTab
as in equation (44) in harmonic gauge, in other words,
with vanishing gauge source functions F a = 0. In this
case, the reduced Einstein field equations Rab = 0 imply
the following system of wave equations for gab
gcd∇˚d∇˚cgab = Pab[∇˚g] +Qab[∇˚g]. (51)
Using equation (49) and (50) one obtains the following
evolution equations for the perturbation hab
gcd∇˚c∇˚dhab = Pab[∇˚h] +Qab[∇˚h] +Oab(h(∇˚h)2),
(52)
with Pab[∇˚h] and Qab[∇˚h] as given in equations (46)-(47)
where ∇˚g is formally replaced by ∇˚h and Oab(h(∇˚h)2)
denotes a quadratic form in ∇˚ahbc with coefficients de-
pending on hab which vanish for hab = 0. Similarly, the
harmonic coordinate condition reads
mac∇˚chab = 1
2
mac∇˚bhac +Ob(h∇˚h), (53)
where Ob(h∇˚h) is linear in ∇˚ahbc with coefficients de-
pending on hab which vanish for hab = 0. To derive the
asymptotic system, let
q = R− T, s = lnR, Hab = R hab. (54)
To have a more compact notation for directional deriva-
tives that will often appear, the following notation will
be used,
∇˚T = (∂T )a∇˚a, ∇˚R = (∂R)a∇˚a,
∇˚q = (∂q)a∇˚a, ∇˚s = (∂s)a∇˚a. (55)
Substituting (49) into (45), re-expressing the equation in
terms of Hab and formally equating terms with coeffi-
cients R−2, one obtains the following asymptotic system
(2∇˚s −HLL∇˚q)∇˚qHab = LˆaLˆbP (∇˚qH, ∇˚qH), (56)
where HLL = L
aLbHab and
P (∇˚qH) =− 1
2
mabmcd∇˚qHac ∇˚qHbd
+
1
4
mabmcd ∇˚qHab∇˚qHcd. (57)
Contracting equations (56) with the flat null
frame (La, La, SA
a), exploiting that
vawb∇˚cHab ' ∇˚cHvw,
vawb∇˚s∇˚qHab ' ∂s∂qHvw,
vawb∇˚q∇˚qHab ' ∂q∂qHvw, (58)
for va, wa ∈ {La, La, SAa}, one observes that the only
equation in (56) with a non-vanishing right-hand side is,
(2∂s −HLL∂q)∂qHLL = −4(∂qH+)2 − 4(∂qH×)2
− ∂qHLL∂qHLL − 2(∂qHLL)(∂qH∅)
+ 4δAB(∂qHLSA)(∂qHLSB ), (59)
8while all the others satisfy,
(2∂s −HLL∂q)∂qHT U = 0, (60)
where T ∈ {L, SA} and U ∈ {L,L, SA}. Proceeding
similarly for the harmonic coordinate condition
mabC
b = mabΓ
b = mabF
b = 0, (61)
using equations (49) and (54), and formally equating
terms with coefficients R−1, the asymptotic harmonic co-
ordinate condition reads
∇˚qHLa − 12 Lˆa ∇˚qH = 0, (62)
where HLa = L
cHca and H = m
abHab.
Expressing equation (62) in components respect to the
flat null frame one has,
∂qHLT = 0, ∂qH∅ = 0, (63)
where H∅ is defined according to equation (9). The
asymptotic harmonic condition (62) will play an impor-
tant role in the subsequent discussion since in free evo-
lution schemes in NR one cannot ensure that the con-
straint equations Ca = 0 are satisfied but only that such
violations are small. Moreover, notice that the asymp-
totic equation (60) implies that ∂qHT U is constant along
the integral curves of the vector field 2∂s −HLL∂q. Ob-
serving that constraint violations Ca 6= 0 imply that
(∂qHLT )|Σ 6= 0 one concludes that, if constraint viola-
tions are present, they will be preserved in the asymptotic
region along the integral curves of 2∂s − HLL∂q. As an
additional remark, observe that, if the constraints Ca = 0
are satisfied, then one can exploit equations (63) to re-
duce the asymptotic equation (59) to
(2∂s −HLL∂q)∂qHLL = −4(∂qH+)2 − 4(∂qH×)2, (64)
where H× and H+ correspond to the two gravitational
wave polarizations as in equation (12). This further sim-
plification in the only equation of the asymptotic sys-
tem (56) with non-vanishing right-hand side cannot be di-
rectly attained in free evolution form without modifying
the hyperbolic reduction determined by the constraint
addition CTab. Thus, one requires a hyperbolic reduc-
tion for which one recovers the latter equation without
assuming that the constraint equations (63) are fulfilled
and, more importantly, a hyperbolic reduction for which
constraint violations Ca 6= 0 are damped close to null
infinity.
C. The coordinate light-speed condition
In this subsection asymptotic expressions for quantities
relevant for the dual foliation formulation are written in
terms of the variables of the asymptotic system. In par-
ticular, we are interested in finding how the solution to
the asymptotic system determines the radial coordinate
light-speed asymptotically near null-infinity. To connect
the current discussion with the dual foliation formalism,
is convenient to perform a 2+1+1 split. Since in this sub-
section we are not computing the asymptotic system we
will use the metric gab —as usual— to raise and lower in-
dices and not mab. In the language of [23] let (T,R, θ
A)
be the upper case coordinate system Xµ and use T to
define the usual lapse, projection operator, normal and
shift vectors
A ≡(−gab∇aT∇aT )−1/2, Na ≡−A∇aT,
γab ≡gab +NaNb, Ba ≡γab∇bT. (65)
Similarly, we use the coordinate R to define the corre-
sponding normal vector Sa, projector qab, length scalar L
and slip vector ba
L ≡(γab∇aR∇bR)−1/2, Sa ≡Lγab∇bR,
qab ≡γab − SaSb, ba ≡qab∇bR. (66)
Using the above definitions, the metric gab, written as a
line element, reads [23],
dS2 =−A2dT 2 + L2(dR+ L−1BRdT )2 + qAB(dθA
+ bAdR+ BAdT )(dθB + bBdR+ BBdT ). (67)
On the other hand, the split gab = mab + hab implies
ds2 =(−1 + hTT )dT 2 + 2hTRdRdT + (1 + hRR)dR2
+ 2/hRAdθ
AdR+ 2/hTAdθ
AdT + (R2/δAB
+ /hAB)dθ
AdθB , (68)
where
/δAB = ΩA
CΩB
DδCD, /hAB = ΩA
CΩB
DhωCωD ,
/hRA = ΩA
BhRωB , /hTA = ΩA
BhTωB . (69)
Comparing expressions (67) and (68) gives
−1 + hTT = −A2 + (BR)2 + qABBABB ,
1 + hRR = L2 + qABbAbB ,
hRT = qABb
ABB + LBR,
qAB = R
2/δAB + /hAB ,
/hRA = qABb
B ,
/hTA = qABBB . (70)
Inverting the matrix encoded in the fifth equation in (70)
to write qAB in terms of /δAB and /hAB , the variables of
9the dual foliation formulation can be expressed as,
A =
(
(hRT − qAB/hRA/hTB)2
hRR + 1− qAB/hRA/hRA
− (hTT − 1− qAB/hTA/hTA)
)1/2
,
BR = hRT − q
AB/hRA/hTB√
hRR + 1− qAB/hRA/hRA
,
L =
√
hRR + 1− qAB/hRA/hRB ,
bA = qAB/hRB ,
BA = qAB/hTB . (71)
The last expressions can be written in terms of the com-
ponents of hab in the flat null frame using that
hTT =
1
4
(hLL + 2hLL + hLL),
hRR =
1
4
(hLL − 2hLL + hLL),
hRT =
1
4
(hLL − hLL),
/hRA =
1
2
ΩA
B(hLωB − hLωB ),
/hTA =
1
2
ΩA
B(hLωB + hLωB ). (72)
Recalling that hab =
1
RHab and taking into account the
relation between ωA
a and SA
a, as given in the expres-
sions (5), gives
hLL =
1
R
HLL, hLL =
1
R
HLL,
hLL =
1
R
HLL, /hLA = ΩA
BHLSB ,
/hLA = ΩA
AHLSA , /hAB = RΩA
CΩB
DHSCSD . (73)
Now, recall that the radial and angular coordinate light-
speeds in the dual foliation formulation [22, 23] are given
by
CR± = −BR ±AL−1, CA± = −BA ∓ bAAL−1. (74)
Thus, using equations (71), (72) and (73) we obtain
CR+ ' 1−
HLL
2R
, CR− ' −1 +
HLL
2R
,
CA± = O
A(R−2). (75)
For completeness of the discussion observe that the vari-
ables of the dual foliation formulation are related to the
variables of the asymptotic system via
A ' ±1∓ HLL + 2HLL +HLL
8R
,
L ' ±1± HLL − 2HLL +HLL
8R
,
BR ' ±HLL −HLL
4R
,
bA = OA(R−2),
BA = OA(R−2),
qAB ' ΩAAΩAB(R2δAB +RHSASB ). (76)
Using the chain rule one has that
∂TC
R
+ '
1
2R
∂qHLL,
∂RC
R
+ '
1
2R2
(HLL − ∂sHLL)− 1
2R
∂qHLL. (77)
The coordinate light-speed condition [22] is that
∂TC
R
+ = ∂iC
+
R = O(R
−1−δ) (78)
with δ > 0. Consequently, the coordinate light-speed
condition is satisfied as long as
HLL + ∂sHLL = O(R
1−δ), ∂qHLL = O(R−δ). (79)
V. THE ASYMPTOTIC SYSTEM FOR Tab = I Tab
In view of the remarks on made in subsection IV B
about free evolution schemes in NR, the following hy-
perbolic reduction of the Einstein field equations will be
considered. Let
I Tab ≡ CTab +Wab +Wab (80)
here Wab and Wab are symmetric tensors expressed in
the flat null frame as in equation (8) where the only non-
vanishing components are given by
WLL = C
c∇˚LgLc − 12Cc∇˚cgLL
WLL = 12CLCL − ωRCL,
WLSA = 12CLCSA − ωRCSA ,
WSASB = 12δAB
(
1
2CLCL − ωRCL
)
. (81)
In these expressions ω is a positive constant which will
play a similar role to the damping parameters γ0, γ4 and
γ5 in [27]. First notice that
I Tab is homogeneous in Ca
so that Ca = 0 implies
I Tab = 0.
The reduced Einstein field equations Rab = 0 imply
the following set of wave equations,
gcd∇˚d∇˚cgab = Pab[g] +Qab[g] + Fab + 2Wab + 2Wab,
(82)
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for the metric. Now, we consider gab = mab+hab to com-
pute the corresponding evolution equations for hab and
then its asymptotic system. Here, since we are to discuss
the derivation of the corresponding asymptotic system, it
is understood, as in subsection IV B, that the metric mab
is used to raise and lower indices of all tensors except
for gab for which one uses equation (50). Taking these
considerations into account, a direct computation using
equation (82) renders the following evolution equations
for hab,
gcd∇˚c∇˚dhab = Pab[h] +Qab[h] + Fab
+ 2Wab + 2Wab +Oab(h(∇˚h)2), (83)
where it is understood that Fab, Wab and Wab had been
expanded up to order Oab(h(∇˚h)2). For completeness
observe that the GHG constraint reads
mac∇˚chab = 1
2
mac∇˚bhac − Fb +Ob(h∇˚h), (84)
where Ob(h∇˚h) is linear in ∇˚ahbc with coefficients de-
pending on hab which vanish for hab = 0.
Recall that the asymptotic system is extracted from
the terms corresponding to the leading order of Rab = 0,
expressed in the asymptotic variables Hab and coordi-
nates (q, s), which in the harmonic case discussed in
subsection IV B is O(R−2). Thus one can see that set-
ting F a ' ∇˚bF a = O(R−3) ensures that the gauge source
functions will not contribute to the asymptotic system.
Furthermore, with such a choice of F a, the GHG asymp-
totic constraint equations, i.e. the asymptotic expres-
sions for Ca, coincide with the harmonic case since the
latter are obtained from the asymptotic expression for Γa
whose leading order is O(R−1). On the other hand, ob-
serve that Wab and Wab do contribute to the asymptotic
system since their components are either quadratic in Ca
or proportional to R−1Ca.
Computing the asymptotic system for equation (82)
one obtains
(2∇˚s −HLL∇˚q)∇˚qHab = Tab, (85)
where Tab is expressed in the flat null frame as (8) where
the only non-vanishing components are
TLL =
(− 2ω + ∂qHLL)∂qHLL,
TLSA =
(− 2ω + ∂qHLL)∂qHLSA ,
TSASB = δAB
(− ω + 12∂qHLL)(∂qH∅)
TLL = −4(∂qH+)2 − 4(∂qH×)2 (86)
On the other hand, as explained above, the asymptotic
GHG constraint condition is identical to equation (62)
for our choice of F a. A first observation is that contract-
ing with LaLb equation (64) is of course recovered. The
term Wab was included precisely for this purpose. The
advantage of this approach is that the above succinct ex-
pression for TLL is obtained directly from the evolution
equations without assuming that Ca = 0. As it will be
discussed in greater detail in the next subsection, the
parameter ω in the term Wab was included so that the
evolution equations ensure the small constraint violations
are damped away along the integral curves of then vector
field 2∂s−HLL∂q while the terms quadratic in Ca in with
Wab are introduced to be able to commute 2∂s −HLL∂q
and ∂q when necessary. A detailed discussion on how
to exploit these constraint additions in view of a future
numerical implementation using the dual foliation for-
malism is the content of the next subsection.
A. Analysis of the asymptotic system
A direct computation then shows that the asymptotic
system (85) can be expressed as
(∂s − HLL2 ∂q)∂qHU = −ω∂qHU + 12∂qHU∂qHLL, (87a)
(∂s − HLL2 ∂q)∂qHV = 0, (87b)
(∂s − HLL2 ∂q)∂qHLL = −2(∂qH+)2 − 2(∂qH×)2, (87c)
where V ∈ { LL,LSA,×,+} and U ∈ {LL,LSA,∅}.
Observe the asymptotic equations for the components
of Hab, split in three classes whereas in the asymptotic
system of subsection IV B they split only in two. The
components of Hab satisfying equation (87b) will be re-
ferred as the “the good” components, on the other hand,
HLL will be referred as “the bad” component and finally,
those satisfying equation (87a) as the “the ugly” compo-
nents. Observe that the asymptotic system (87) does
not follow the hierarchical structure introduced in [25].
In particular, the equation for HLL does not lie on the
bottom level of the hierarchy and its equation contains
quadratic non-linearities of HLL itself. Nevertheless we
will see in what follows that one can still integrate these
equations and obtain, under suitable assumptions on the
initial data, bounded solutions for HU and moreover,
that ∂qHU ∼ O(R−ω).
For completeness, observe that, with the current de-
cay assumption on the gauge source functions F a, the
asymptotic GHG constraint equations are identical to
those given in equations (63) and can be compactly writ-
ten as
CU = 0, (88)
where CU ≡ ∂qHU . Nevertheless, recall, that the condi-
tions encoded in (88) are not expected to be fulfilled in a
free evolution numerical implementation as one expects
small violations to the GHG constraints. Consequently,
the following analysis will be done without assuming that
equation (88) is satisfied.
Solution for the uglies: Observe that the equations
encoded in (87a) are the asymptotic equations for the
components of the metric perturbation associated with
the GHG constraints. In other words, equation (87a) can
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be read as the following equation for the GHG constraints
(∂s − 1
2
HLL∂q)CU = −ωCU + 1
2
CUCLL. (89)
Let γ = (s(λ), q(λ), θA(λ)) be a curve passing through
the point γ? = (s?, q?, θ
A
? ), where s? = s(λ?), q? = q(λ?)
and θA? = θ
A(λ?), satisfying
ds
dλ
= 1,
dq
dλ
= −1
2
HLL, (90)
and θA(λ) = θA? . Observe that integrating the first equa-
tion in (90) and setting λ? = s? one has s = λ. Thus, one
can use s to parameterize the curve as γ = (s, q(s), θA? ).
Then, considering equation (89) along γ one has
dCU (γ)
ds
= −ωCU (γ) + 1
2
CU (γ)CLL(γ). (91)
Solving equation (91) for U = LL one obtains,
CLL(γ) =
2ω
1− eω(p+2A?) , (92)
where A? is an integration constant. Using that ω > 0
and denoting the initial datum CLL(s?, q?) as CLL(γ?)
then the solution can be written as
CLL(γ) =
2CLL(γ?)ωe
ωs?
CLL(γ?)(eωs? − eωs) + 2ωeωs . (93)
This equation is dangerous since one could have blow
up at finite value of s. Nevertheless, assuming
that CLL(γ?) < 2ω the denominator in expression (93)
is positive, and then CLL(γ) is bounded. Moreover, one
has that
lim
s→∞CLL(γ) = 0.
Now, we can use expression (93) to solve equation (89)
for CU with U ∈ {LSA,∅}. A direct calculation yields,
CU (γ) =
2CU (γ?)ωeωs?
CLL(γ?)(eωs? − eωs) + 2ωeωs . (94)
Again observe that
lim
s→∞CU (γ) = 0. (95)
Consequently, recalling that CU ≡ ∂qHU , then, one con-
cludes that, ∂qHU (γ) is determined by equations (93)
and (94). Now, to solve for HU observe that
∂q(2∂s −HLL∂q)HU = (2∂s −HLL∂q)∂qHU
− ∂qHLL∂qHU . (96)
Using the latter identity with equation (87a) we get
∂q
[
(2∂s −HLL∂q)HU
]
= −2ω∂qHU . (97)
(s?, q?) (s, q)
−∂q −∂q
γ˙
=
d
ds
γ˙
=
d
ds
γ(
s;
s?
)
s
=
s
S
ST•
I +
i0
FIG. 1: Schematic depiction of the integration of the com-
ponents of Hab associated with the constraints. The angular
coordinates θA? have been suppressed to simplify the nota-
tion in this figure and this caption. Given a point (s?, q?) on
the initial hypersurface S, the characteristic curve that passes
through that point is denoted as γ(s; s?). Observe that vary-
ing s?, then one obtains a congruence of curves parameterized
by s?. The diagram shows the hypersurface ST• determined
by the condition T = T• where, in turn, T•, is determined
by the intersection of the curve with constant s = s and
the characteristic γ(s; s?) as shown in the diagram. The inte-
gral curves of ∂q are the curves of constant s along which the
first integration is performed. Then, the second integration is
performed along the characteristic curves γ(s; s?)
Consequently, integrating from q0 to q we have
(2∂s −HLL∂q)HU + 2ωHU = GU (s), (98)
where
GU (s) ≡ ((2∂s −HLL∂q)HU + 2ωHU )|S , (99)
and S is the hypersurface determined by T = 0. Ob-
serve that if p ∈ S, then p has coordinates (s, q0(s), θA)
where q0(s) = e
s.
Now, consider the curve γ intersecting the hyper-
surface S at the point p? with coordinates (s?, q?, θA? ),
where q? = e
s? . Proceeding similarly as in equation (91)
one can rewrite equation (98) as
dHU (γ)
ds
+ ωHU (γ) =
1
2
GU (s). (100)
The latter equation can be solved to yield
HU (γ) = e−ωs
(
eωs?HU (γ?)− 1
2
∫ s
s?
eωs¯GU (s¯)ds¯
)
.
(101)
Thus, HU (γ) and ∂qHU (γ) are determined by data on S
via equations (101), (93) and (94). Additionally, observe
that, from equation (98) one has
∂sHU =
1
2
HLL(γ)∂qHU (γ)− ωHU + 1
2
GU (s). (102)
Therefore, ∂sHU (γ) is determined by HU (γ), ∂qHU (γ)
and GU (s). Finally, recalling that s = lnR, then, if the
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initial data on S is such that
HU |S ∼ O(1), sup(∂qHLL|S) < 2ω.
∂qHU |S ∼ O(R−1), ∂sHU |S ∼ O(R−1), (103)
Then GU (s) ' O(1) and, consequently, using equa-
tions (101),(93) and (94) one concludes that
∂qHU (γ) ∼ O(R−ω), ∂sHU (γ) ∼ O(1),
HU (γ) ∼ O(1). (104)
Observe that, since ∂R =
1
R∂s then ∂sHU (γ) ∼ O(1) im-
plies that ∂RHU (γ) ∼ O(R−1). The latter decay rates
imply that the coordinate light-speed condition, as ex-
pressed in equation (79), is satisfied if one sets ω ≥ δ.
Solution for the goods: Notice that in contrast with
the case of equation (87a), for equation (87b) the
fields ∂qHV are not associated to the constraints. Never-
theless, along the curve γ equation (87b) simply reads
d
ds
∂qHV(γ) = 0. (105)
Thus
∂qHV(γ) = ∂qHV(γ?). (106)
Now, integrating the second equation in (90) one has that
q = q? − 1
2
∫ s
s?
HLL(s¯)ds¯. (107)
Observe that ∂qHV(γ?) = ∂qHV(s?, q?) does not depend
on s. Using q? as a new coordinate. Namely, considering
a coordinate system (s, u) where u = q + 12
∫ s
s?
HLL(s¯)ds¯
then ∂qHV(γ?) is only a function of u. Moreover, since
∂qHV = ∂uHV then, integrating in u one has
HV(γ) =
∫ u
u?
∂qHV(u¯)du¯. (108)
Thus, HV(γ) does not depend on s, conse-
quently, HV(γ) ∼ O(1).
Solution for the bad: To integrate equation (87c) ob-
serve that along the curve γ one has
d
ds
∂qHLL(γ) = −2
[
(∂qH
+)2 − 2(∂qH×)2
]
. (109)
Using the previous results obtained for HV , one has
that ∂qH
+ and ∂qH
× do not depend on s. Thus, in-
tegrating in s, one obtains
∂qHLL(γ) = −2
[
(∂qH
+(γ?))
2 + (∂qH
×(γ?))2
]
s. (110)
Then, using the coordinates (s, u) and that ∂q = ∂u, one
has that
HLL(γ) = −2s
∫ u
u?
((∂qH
+(γ?))
2 + (∂qH
×(γ?))2)du¯.
(111)
Observe that the integration of the asymptotic equation
for the goods and the bad is analogous to that of the
model equation (17).
B. The eikonal equation
In this subsection the asymptotic form of the eikonal
equation and its relation to the characteristics of the
asymptotic system (85) are discussed. As emphasized
before, when dealing with asymptotic computations we
will use the Minkowski metric mab to raise and lower in-
dices in all tensors except for gab in which case we use
equation (50).
The eikonal equation and its asymptotic system: The
vectors La and La are null vectors in Minkowski space-
time, namely mabLaLb = m
abLaLb = 0. In what follows,
the asymptotic form of vectors ξa which are null respect
to the perturbed metric gab will be discussed.
We start by recalling that the eikonal equation reads
gab∇au∇bu = 0, (112)
and that if ξa = gab∇bu, then eikonal equation simply
states that ξa is null respect to gab. Now, let
ξa = ξ˚a +
1
R
ξˇa, (113)
where
mabξ˚
aξ˚b = 0. (114)
Using this notation one has that
gabξ
aξb =
Habξ˚
aξ˚b
R
+
2mabξ˚
aξˇb
R
+
2Habξ˚
aξˇb
R2
+
mabξˇ
aξˇb
R2
+
Habξˇ
a ξˇb
R3
. (115)
Thus, ξa is a null vector respect to gab to leading or-
der R−1, if the following condition is satisfied
Habξ˚
aξ˚b + 2mabξ˚
aξˇb = 0. (116)
Naturally, one can algebraically impose that gabξ
aξb = 0
also to order R−2 and R−3. Nevertheless, consistent with
the discussion of the asymptotic system, one is interested
only in the leading order. In the following, it will be
shown that, if equation (116) is satisfied on the initial
hypersurface S then ξa will be, to leading order, null
respect to gab in D(S) ⊆M provided that the coordinate
light-speed condition of subsection IV C is satisfied. The
condition imposed by the eikonal equation (112) can be
formulated as an initial value problem as follows
∇c(gabξaξb) = 0, (gabξaξb)|S = 0. (117)
The initial condition (gabξ
aξb)|S = 0 to leading or-
der R−1 corresponds to equation (116) where the fields
are restricted to the initial hypersurface S.
Now observe that the condition ξa = gab∇bu is equiva-
lent to the integrability condition ∇[aξb] = 0. Using this
integrability condition, the first equation in (117) reduces
to the geodesic equation
ξb∇bξa = 0. (118)
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Using the integrability condition ∇˚[aξ˚b] = 0 and proceed-
ing in analogous way with equation (114) one has,
ξ˚b∇˚bξ˚a = 0. (119)
Notice that the geodesic equation (118) can be expressed
more explicitly, using the covariant derivative ∇˚, as
2ξa∇˚aξc + ξaξb(g)cd(∇˚agbd + ∇˚bgad − ∇˚dgab) = 0.
(120)
Using equations (49), (54), (113), (118) and (119) one
obtains
ξa∇aξc ' 1
R
(
2ξ˚a ∇˚aξˇc + 2ξˇa ∇˚aξ˚c +mcd(ξ˚aξ˚b ∇˚aHbd
+ ξ˚a ξ˚b∇˚bHad − ξ˚aξ˚b ∇˚dHab)
)
. (121)
Thus, similarly as it was done for the Einstein field equa-
tions, one says that the asymptotic system for equa-
tion (118) is encoded in the leading order of the above
expansion. Recall that ξ˚a represents any null vector with
respect to mab. Choosing ξ˚
a = La and contracting with
the flat null frame one obtains that
Lˆcξ
a∇aξc ' 2
R
∇˚qHLL,
Lˆcξ
a∇aξc = O(R−2),
SˆAcξ
a∇aξc = O(R−2). (122)
Recalling from subsection V A that, along the character-
istic curve γ, one has ∇˚qHU ' O(R−ω) we observe that
setting ω ≥ 1 ensures that equation (120) is satisfied to
leading order R−1.
Therefore, exploiting the discussion of subsection V A
and setting ω ≥ 1, one can conclude that
(gabξ
aξb)|S = 0, (123)
implies that, to leading order,
gabξ
aξb = 0, in D(S) ⊆M. (124)
Additionally, observe that for ξ˚a = La, using equa-
tion (116), condition (123) reduces to
(Lˆaξˇ
a)|S = −1
2
HLL|S . (125)
By the argument above, to leading order, one
has gabξ
aξb = 0 in D(S) ⊆ M. Using equation (116),
this is equivalent to
Lˆaξˇ
a = −1
2
HLL, in D(S) ⊆M. (126)
The characteristics of the asymptotic system and null
geodesics: We now show that the characteristics of the
asymptotic system (85) correspond, to leading order, to
null geodesics of the perturbed spacetime (gab,M). Ob-
serve that, using equations (5) and (54) one has that
(∂q)
a = −1
2
(La + La), (∂s)
a = RLa. (127)
We define
χa =
1
R
(
(∂s)
a − 1
2
HLL(∂q)
a
)
, (128)
and observe that χa is a tangent to the curve γ. Further-
more, notice that χa can be expressed as
χa = La +
1
4R
HLL(L
a + La). (129)
Now, consistent with equation (113), consider the
split χa = χ˚a + 1R χˇ
a with χ˚a = La and
χˇa =
1
4
HLL(L
a + La). (130)
Then, one readily observes that
Lˆaχˇ
a = −1
2
HLL. (131)
Consequently, using the results of subsection V B, one
concludes that the vector χa representing the tangent
vector to the characteristics of the asymptotic sys-
tem (85), is, to leading order, a null vector in the per-
turbed spacetime (gab,M).
VI. THE ASYMPTOTIC SYSTEM FOR FIRST
ORDER GHG WITH CONSTRAINT DAMPING
In this section, the first order GHG Einstein evolution
equations with the constraint additions introduced in sec-
tion V are presented and its asymptotic system is derived
in analogous way as that of the model equation (17).
In subsection VI A the general evolution equations are
given, and, since this is not an asymptotic computation,
the usual conventions for raising and lowering indices us-
ing gab is employed. In contrast, in subsection VI B the
corresponding asymptotic system is derived, and, conse-
quently, the indices are handled in concordance with the
asymptotic calculations of section IV B.
A. First order GHG
Consider the reduced Ricci operator as given in equa-
tion (41), where Tab denotes a generic constraint addi-
tion. Then, using the foregoing conventions by express-
ing the derivatives in terms of ∇˚, the GHG evolution
equations [22], in abstract index notation, read
N c∇˚cgab = S(g)ab
Nfγa
d∇˚fφdbc = − γad∇˚dpibc + γ2γad∇˚dgbc + S(φ)abc
N c∇˚cpiab = γcd∇˚cφdab + S(pi)ab (132)
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where
S
(g)
ab = −piab
S
(φ)
abc = −γ2φabc + 12NdNhpibcφadh + γfhNdφfbcφadh
S
(pi)
ab = −2∇(aFb) − 2ΓachΓbdfgcdghf − 12N cNdpiabpicd
− 2gcdpicapidb −Ndpidfγcfφcab + 2gcdghfφfdbφhca + 2Tab
(133)
and
Γabc = N(cpib)a − 12Napibc + φ(c|a|b) − 12φabc. (134)
These evolution equations were written respect to normal
derivatives to ease the subsequent discussion. Neverthe-
less, observe that time derivatives and normal derivatives
are related via
∇˚T = ANa∇˚a + Ba∇˚a. (135)
See [28] for a discussion of these equations and the ap-
pended mathematica notebooks for a detailed derivation.
Notice that in the notation of [22] the formulation pa-
rameters γ0, γ3 have been set to zero and, ignoring the
potential parameters in the constraint addition term Tab,
γ2 is the only parameter that has been left unspecified.
The evolution system (132) is subject, as in the discus-
sion of section V, to the GHG constraints
Ca ≡ Γa + F a = 0, (136)
and, additionally, subject to the reduction constraints
Cabc ≡ γad∇dgbc − φabc = 0. (137)
B. Evolution equations for the perturbation
To derive the asymptotic system we proceed as in pre-
vious sections and set
gab = mab + hab. (138)
Following the discussion of the asymptotic system in sub-
section IV B, once the equations for the perturbations are
obtained, as for example in equation (52), to derive the
asymptotic system, the metric gab is regarded just as a
symmetric tensor and the indices are raised and lowered
using mab. The latter implies that one has to be very
careful with the canonical position of indices before the
expansion. In particular recall that for the inverse metric
one has
gab = mab − hab +Oab(h2) (139)
where the indices in the right hand side of the above
expansion are moved using m, in other words, hab =
macmdbhcd. To simplify the notation and avoid length-
ier expressions, let
.
= denote equality up to terms of or-
der O(h2, h∇˚h, (∇˚h)2) so that one writes,
gab
.
= mab − hab. (140)
The latter observations imply the following expansions
for the normal and projector
Na
.
= N˚a + Nˇa,
γab
.
= γ˚ab + γˇab,
Na ≡ (g−1)abNb .= N˚a + (Nˇa − N˚bhab),
γa
b ≡ (g−1)cbγac .= γ˚ab + (−hcbγ˚ac + γˇab),
γab ≡ (g−1)ac(g−1)bdγcd .= γ˚ab + (γˇab − hcaγ˚cb − hdbγ˚ad)
(141)
where,
γ˚ab ≡ mab + N˚aN˚b γˇab ≡ 2N˚(aNˇb) + hab
N˚a ≡ − 12 (La + La) Nˇa ≡ −12N˚aN˚ bN˚ chbc (142)
and all the indices in the right-hand side of equation (141)
were moved using mab. Since ∇˚cmab = 0 then, one has
that the background values for piab, φabc and Γabc vanish,
namely,
p˚iab = φ˚abc = Γ˚abc = 0. (143)
To simplify the notation we will denote the correspond-
ing perturbations to the latter quantities without adding
ˇ to each of these fields. Thus, hereafter, piab, φabc
and Γabc will represent the associated perturbations. A
straightforward computation renders the following evo-
lution equations
Na∇˚ahbc .= −pibc,
Naγf
b∇˚aφbcd .= 12NaN bpicdφfab +Naγbhφbcdφfah
+ γ2(−φfcd + γf a∇˚ahcd)− γf a∇˚apicd,
N c∇˚cpiab .= −2mcdmhfΓachΓbdf − 12N cNdpiabpicd
− 2mcdpicapidb −Ndpidfγcfφcab
+ 2mcdmhfφfdbφhca − γcd∇˚cφdab
+ 2Tab − 2∇(aFb), (144)
where it is understood that Na, γab and γa
b have been
substituted using equation (141) while Tab and ∇(aFb)
have been expanded out to order O(h2, h∇˚h, (∇˚h)2). Ob-
serve that, in terms of the T and R coordinates one
has N˚a = (dT )a. Thus, for completeness, let R˚a =
(dR)a. A direct computation shows that N˚
aφabc
.
= 0.
The latter implies that one write
φabc
.
= R˚aφRbc + S
A
aφSAbc, (145)
where φRab ≡ R˚cφcab and φSAab ≡ SAcφcab. To derive
the asymptotic system, following the strategy described
in section III B, one defines
σ+ab = piab + φRab, σ
−
ab = piab − φRab, (146)
and expresses the evolution equations (144) in terms of
the variables
{σ+ab, σ−ab, φabc, hab}.
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Introducing the rescaled variables,
Σ+ab =R
2σ+ab, Σ
−
ab = Rσ
−
ab,
ΦSAab =R
2φSAab, Hab = Rhab. (147)
and defining
Tab = R2Tab, (148)
one obtains, assuming as in section V that the gauge
source functions decay sufficiently fast F a ∼ R−3, the
following expansions
∇˚qHab + 12Σ−ab ' 0,
− 12HLL∇˚qΣ−ab + γ2(Hab + 12Σ+ab − ∇˚sHab) + ∇˚sΣ−ab
' 14Σ−aLΣ−bL − 12 Lˆ(aΣ−b)hΣ−Lh + 18 LˆaLˆbΣ−cdΣ−cd − 2Tab,
1
8 (HLL +HLL − 2HLL)∇˚qΣ−ab + γ2(Hab − ∇˚sHab+
1
2Σ
+
ab) + 2∇˚qΣ+ab ' Σ−ab + 116Σ−ab(Σ−LL − 3Σ−LL − 2Σ−LL)
− 14Σ−aLΣ−bL + 12L(aΣ−b)hΣ−Lh − 18LaLbΣ−cdΣ−cd + 2Tab,
∇˚qΦSAab = − 12ωAc∇˚cΣ−ab − γ2(ΦSAab − ωAc∇˚cHab).
(149)
Now, to unwrap the connection of the asymptotic system
in first order and second order form, define the rescaled
reduction constraints as follows
CRab = R2CRab, CSAab = R2CSAab, (150)
Then, a direct computation using equations (137), (144),
(146) and (147), with the current decay assumptions
about the gauge source functions Fa, one obtains
Σ−ab ' −2∇˚qHab,
Σ+ab ' −Hab − CRab + ∇˚sHab
+ 18 (HLL − 3HLL − 2HLL)∇˚qHab,
ΦSAab = −CSA + ωAc∇˚cHab, (151)
where, written in full, these quantities satisfy,
Σ−ab +
Σ+ab
R
= 2∇˚qHab + 2∇˚sHab
R
− 2Hab
R
− 2CRab
R
.
(152)
Substitution of the equations (152) and (151), into equa-
tion (149) and some rearranging reveals,
(2∇˚s −HLL∇˚q)∇˚qHab ' 2Tab − γ2CRab − ∇˚qHaL∇˚qHbL
+ 2L(a∇˚|q|Hb)c∇˚qHLc − 12LaLb∇˚qHcd∇˚qHcd,
∇˚qHab + 12Σ−ab ' 0,
∇˚qCRab ' γ2CRab,
∇˚qCSAab ' γ2CSAab. (153)
Setting γ2 ∼ R−1 and Tab = I Tab as given in equa-
tion (80) and, following the philosophy of the asymptotic
system by formally replacing the ' by = one obtains
(2∇˚s −HLL∇˚q)∇˚qHab = Tab,
∇˚qHab + 12Σ−ab = 0,
∇˚qCRab = 0,
∇˚qCSAab = 0, (154)
where Tab is the same tensor as that of equation (85). Fi-
nally, from the last two equations in (154) one concludes
that
CRab = C?Rab, CSAab = C?SAab, (155)
where C?R = CR|q=q? ,C?SA = CSA |q=q? . Thus, assum-
ing that the latter quantities are uniformly bounded, it
follows from the analysis of subsection V A and expres-
sions (151) and (147) that
σ−U ∼ O(R−1−ω), σ−V ∼ O(R−1),
σ+U ∼ O(R−2), σ+V ∼ O(R−2),
φSAU ∼ O(R−2), φSAV ∼ O(R−2),
hU ∼ O(R−1) hV ∼ O(R−1)
σ−LL ∼ O(R−1 lnR), σ+LL ∼ O(R−2 lnR),
φSALL ∼ O(R−2 lnR), hLL ∼ O(R−1 lnR), (156)
where U ∈ {LL,LSA,∅}, V ∈ { LL,LSA,×,+}.
For completeness notice that the generalized harmonic
gauge condition (136) implies, to leading order, the fol-
lowing constraint equation
mabΓcab + Fa
.
= 0. (157)
Assuming as before that Fa ∼ R−3 a direct calculation
shows that the asymptotic form of these equations read
Σ−U = 0. (158)
Naturally, this implies that when the constraints are not
violated we have σ−U = 0. Nonetheless, recall that, in
the analysis of subsection V A does not rely on the sat-
isfaction of the asymptotic GHG constraints. In other
words, the analysis of subsection V A shows that even
if small violations of the GHG constraints are present
one has σ−U (γ) ∼ O(R−1−ω) so that the coordinate light-
speed condition can be satisfied close to I .
VII. THE TRAUTMAN-BONDI MASS
In this section we discuss the implications of the
present analysis for the definition of the Trautman-Bondi
mass. The main issue to be analyzed here is if the HLL
component enters into the expression defining the Bondi
mass and whether or not this affects its boundedness.
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Let H be an hyperboloidal slice in (M, gab) and
let S2 ⊂ H denote a surface of constant R in H. Recall
the definitions introduced in section IV C for the 2+1+1
split and define
k ≡ qab∇aRb. (159)
where qab = gacgbdqcd. Additionally, let q˚ab ≡ γ˚ab−R˚aR˚b
and k˚ ≡ q˚ab∇aR˚b, where q˚ab = macmbdq˚cd, with γ˚ab
and R˚a as defined in section VI. Using the above defini-
tions, the Trautman-Bondi mass can be expressed as
M = − 1
8pi
∫
S∞
(k − k˚)dS2 (160)
where dS2 denotes the area element in (S2, qab) and S∞
represents a cut of null-infinity [40]. Consistent with the
notation of subsection (IV C), some introducing arbitrary
coordinates θA on S2, one has dS2 = √det[qAB ]d2θ. A
direct computation using equation (76) gives
dS ' R2
√
det[σAB ]d
2θ (161)
where σAB denotes the standard metric on S2 in the θA
coordinates. To have a more compact notation we denote
the area element of S2 as dS2. Observe that, proceeding
in analogous way as for the vector Na in section VI, one
has the following expansions
Sa
.
= R˚a + Rˇa, S
a .= R˚a + (Rˇa − habR˚b) (162)
where,
Rˇa ≡ (−N˚aN˚ bR˚c + 12 R˚aR˚bR˚c)hbc. (163)
Then, a direct computation shows that
k − k˚ ' K + 12CL − 12δAB∇˚a
( 1
R
HLSAωB
a
)
, (164)
where
K = −HLL
4R2
− H∅
4R2
+
∂sH
∅
4R2
+
1
8R2
(2∂s −HLL∂q)HLL.
(165)
and CL ≡ LˆaCa where Ca encodes the GHG con-
straints (136). Observe that, the last term in (164)
denotes the sum of the divergence of the vector
fields 1RHLSAωB
a which can be regarded as vectors
on S2. Consequently, the last term in (164) drops out
after integration on S2.
Recall that in the calculation of the asymptotic con-
straint conditions (63) were obtained from the coefficient
of the leading order term R−1. Nonetheless, computed
to second order CL reads
CL ' ∂qH
∅
R
+
1
R2
[
HLL − 12HLL + 12H∅ +HLSA∇˚aωAa
+ δABωA
a∇˚aHLSB + 12HLL∂qH∅ + 12∂s(H∅ −HLL)
− ∂q
(
(H×)2 + (H+)2 + 14 (H
∅)2 − 14HLLHLL
)]
(166)
where it was assumed as usual that Fa ∼ R−3 so that
the gauge source functions do not appear in the latter
expansion. To simplify the subsequent discussion, from
this point on-wards it will be assumed that the GHG
constraints are satisfied to all orders so that Ca = 0.
Taking into account the latter observation one has
M = − 1
8pi
∫
S∞
KdS. (167)
To verify that the derived expression for K is correct
observe that the mass loss formula can be recovered as
follows. Using that ∂T = −∂q one obtains
∂TM =
1
8pi
∫
S∞
∂qKdS. (168)
Then, a direct computation using Ca = 0 to re-
place ∂qHLL and ∂qH
∅ and using equation (161), renders
∂TM =
1
64pi
∫
S2
(2∂s −HLL∂q)∂qHLLdS2. (169)
Using the asymptotic equation (87c), one recovers the
mass loss formula
∂TM = − 1
16pi
∫
S2
(
(∂qH
+)2 + (∂qH
×)2
)
dS2. (170)
As a side remark it is observed that the Hamiltonian
and momentum constraints an be written in term of the
GHG constraints and the asymptotic equations for HLL
and HLSA .
Having verified that one can recover the mass loss for-
mula, the main observation to be made is that K con-
tains HLL and, as discussed in subsection V A, HLL ∼
lnR. Nevertheless, the Trautman-Bondi mass is well
defined. To see why this is the case, observe that,
since Ca = 0 and hence ∂qHLL = 0, equation (87c) can
be written as
(2∂s −HLL∂q)HLL = −4
∫ q
q?
(∂qH
+)2 + (∂qH
×)2dq¯.
(171)
Substituting the latter expression into equation (165),
one finds that K can be rewritten as
K = 1
4R2
(
−HLL −H∅ + ∂sH∅
)
− 1
2R2
∫ q
q?
(∂qH
+)2 + (∂qH
×)2dq¯. (172)
Thus, we observe that, despite that at first instance one
would conclude that M is diverging as it contains HLL,
by virtue of the Einstein field equations, in this case,
in the form of the asymptotic equation for HLL, the
Trautman-Bondi mass is well defined.
Our final remark is that one can formally recover these
results for the case in which there are small violations
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to the constraints Ca 6= 0 simply by redefining the
Trautman-Bondi mass as
M = − 1
8pi
∫
S∞
(k − k˚)− 12CLdS2 (173)
and exploiting the results of subsection V A, to
use ∂qHU ∼ O(R−ω) instead of ∂qHU = 0, in each of
the previous computations.
VIII. CONCLUSIONS
The dual foliation formalism [22, 23, 41–43] is an ap-
proach to GR in which the tensor basis and choice of co-
ordinates are left uncoupled. In [22] a proposal was given
to use the formalism to help in the numerical treatment
of future null-infinity via a suitably posed hyperboloidal
initial value problem. Nevertheless, in order for this pro-
posal to work, one of the requirements, found in [22],
is that certain derivatives of the coordinate light-speed
have enough decay. The latter condition is called the
coordinate light-speed condition. Here we have studied
whether or not one can expect the coordinate light-speed
condition to be satisfied. This was done with the use of
asymptotic expansions originally introduced in [29, 30]
and employed in [24] to define the weak null condition.
We have shown that the coordinate light-speed condition
is related to the asymptotic harmonic constraints. As
discussed in the main text, if the harmonic constraint
condition is satisfied then the coordinate light-speed is
trivially fulfilled. Nevertheless, numerical errors are in-
herent in free evolution schemes as one expects, albeit
small, violations to the constraint equations. Moreover,
constraint violations are expected to grow during the nu-
merical evolution. Consequently we must analyze the
system without assuming that the constraints are satis-
fied. It turns out that one cannot expect to satisfy the
coordinate light-speed condition without modifying the
field equations in such a way that one damps away con-
straint violations. Therefore we proposed a constraint
addition such that resulting asymptotic system implies
constraint damping in outgoing null directions. In other
words we have shown that by adding specific multiples
of the constraints, the asymptotic system predicts that
the the coordinate light-speed condition will be satisfied.
This paves the way for the explicit numerical treatment
of future null-infinity. Although the constraint addition
proposed was tailored for the purposes of the applica-
tion in mind, it could be easily generalized and modified.
In the original discussion of the weak null condition for
the Einstein field equations in [24] one can classify the
components of the metric perturbation hab into “good”
components and “bad” components. The good compo-
nents are those whose equations satisfy the classical null
condition of [44–46] while the “bad” component satisfies
an equation that fails to satisfy the null condition. A
slower fall-off is hence expected this component. In our
analysis we found that the price to pay to force damping
of constraint violations close to I +, and subsequently
fulfillment of the light-speed condition, is to add another
layer to this structure. The components of hab are now
be classified across three categories, which we call “the
good, the bad and the ugly”. The equations for the com-
ponents lying in the new “ugly” category are precisely
those associated with the constraints.
Having established fall-off rates within the asymptotic
system, we turned to the Trautman-Bondi mass, and re-
covered the mass loss formula. Although at first glance
the Trautman-Bondi mass formula contains terms that
could potentially blow up at I +, by virtue of the Ein-
stein field equations it turns out to be well defined. Fi-
nally, in concordance with the outlook of the rest of the
work, we discussed how to modify the definition of the
Trautman-Bondi with constraints in such a way that one
can reproduce the above remarks, even when small con-
straints violations are present.
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