The concept of arithmetic root systems is introduced. It is shown that there is a one-to-one correspondence between arithmetic root systems and Nichols algebras of diagonal type having a finite set of (restricted) Poincaré-Birkhoff-Witt generators. This has strong consequences for both objects. As an application all rank 2 Nichols algebras of diagonal type having a finite set of (restricted) Poincaré-BirkhoffWitt generators are determined.
Introduction
Nichols algebras play an essential role in the classification of pointed Hopf algebras by the method of Andruskiewitsch and Schneider [2] . For this reason it is of particular interest to determine all Nichols algebras with certain finiteness conditions. Kharchenko [11] proved important results about the general structure of such algebras. Further, a close relation between Nichols algebras of diagonal type and the theory of semi-simple Lie algebras was pointed out (see for example [3] ). The latter are themselves characterized by root systems. In this paper the concept of arithmetic root systems is introduced, using mainly the Weyl-Brandt groupoid [9] associated to a bicharacter on Z n . This allows us to make the above relation precise.
Among Nichols algebras those of diagonal type are best understood. There exist classification results for a subclass, namely Nichols algebras of Cartan type [12] , [3] , [9] . More general (published) examples of diagonal type are known only in the rank 2 case, see [4] and [7] . One of the main aims of this paper is to generalize the classification result for finite dimensional rank 2 Nichols algebras of diagonal type proved in [8] , by allowing a finite set of Poincaré-Birkhoff-Witt generators, but not requiring, that all of them are restricted.
The paper is organized as follows. In Section 2 the definition of arithmetic root systems is formulated. In Section 3 the Weyl-Brandt groupoid of a Nichols algebra is recalled. With Theorem 1 a one-to-one correspondence between arithmetic root systems and Nichols algebras of diagonal type with a finite set of (restricted) Poincaré-Birkhoff-Witt generators is given, and two important consequences are noted. Finally, in Section 4 the second main assertion of the present paper is formulated. Theorem 4 gives a list of all rank 2 Nichols algebras of diagonal type, which have a finite set of (restricted) Poincaré-Birkhoff-Witt generators. The proof was possible mainly due to the concept of Weyl equivalence of Nichols algebras introduced in [10] , and some technical results in [8, Sect. 4] .
Throughout this paper k denotes a field of characteristic zero and tensor products ⊗ are taken over this field. The set of natural numbers including respectively not including zero is denoted by N 0 and N, respectively.
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Arithmetic root systems
For a fixed n ∈ N let W denote the Brandt groupoid [6, Sect. 3 .3], [9, Sect. 5] consisting of all pairs (T, B) where T ∈ Aut(Z n ) and B is an ordered basis of Z n , and the composition (T 1 , B 1 ) • (T 2 , B 2 ) is defined (and is then equal to 
Let G be an abelian group and χ : Z n × Z n → G a bicharacter, i. e. the map χ satisfies the properties χ(0, e) =χ(e, 0) = 1, χ(e ′ + e ′′ , e) =χ(e ′ , e)χ(e ′′ , e), χ(e, e ′ + e ′′ ) =χ(e, e ′ )χ(e, e ′′ )
for all e, e ′ , e ′′ ∈ Z n . Assume that E = {e 1 , . . . , e n } is a basis of Z n and for an i ∈ {1, 2, . . . , n} and all j ∈ {1, 2, . . . , n} with j = i the numbers
exist. Then let s i,E ∈ Aut(Z n ) denote the linear map defined by
The map s i,E is a pseudo-reflection [5, Ch. 5, §2] , that is rk (s i,E − id) = 1.
Moreover it satisfies the equations s i,s i,E (E) = s i,E and s 2 i,E = id. Note that s i,E doesn't depend on the antisymmetric part of χ.
Let E be an ordered basis of Z n . Define W χ,E as the smallest Brandt subgroupoid of W which contains (id, E), and if (id, E ′ ) ∈ W χ,E for an ordered
Definition 1. Let E be an ordered basis of Z n and χ a bicharacter on Z n such that W χ,E is finite. Assume that for all ordered bases E ′ of
all elements appear with multiplicity one). The triple (∆, χ, E) is called an arithmetic root system.
Moreover, any arithmetic root system has the following properties.
(ARS1) If α ∈ ∆ then λα ∈ ∆ for some λ ∈ Q if and only if λ 2 = 1.
The first property follows from the fact that any element of ∆ is lying in a basis of Z n , and from (3). The second one will be a corollary of Theorem 1.
3 The Weyl-Brandt groupoid of a Nichols algebra of diagonal type
Let k be a field of characteristic zero, G an abelian group, and V a YetterDrinfel'd module over kG of rank n for some n ∈ N. Assume that V is of diagonal type. More precisely, let {x 1 , x 2 , . . . , x n } be a basis of V , {g i | 1 ≤ i ≤ n} a subset of G, and q ij ∈ k \ {0} for all i, j ∈ {1, 2, . . . , n}, such that
for i, j ∈ {1, 2, . . . , n}. Then V is a braided vector space [1, Def. 5.4] with braiding σ ∈ End(V ⊗ V ), where
for all i, j ∈ {1, 2, . . . , n}. The Nichols algebra B(V ) is of diagonal type [1, Def. 5.8] and has a Z n -grading defined by deg x i := e i for all i ∈ {1, 2, . . . , n} where E 0 := {e 1 , . . . , e n } is the standard basis of the Z-module Z n . Let
where i, j ∈ {1, 2, . . . , n}. Since the elements of ∆ + (B(V )) are lying in N n 0 \ {0}, this is a disjoint union. In [9, Sect. 5] the Weyl-Brandt groupoid W (V ) associated to B(V ) was defined as W χ,E 0 , where E 0 is the standard basis of Z n and χ is defined by (4) .
is a bicharacter on Z n and (∆, χ, E 0 ) is an arithmetic root system then for the braided vector space V of diagonal type with dim V = n and with structure constants q ij := χ(e i , e j ) one has ∆(B(V )) = ∆. Conversely, if V is a braided vector space of diagonal type such that ∆ + (B(V )) is finite then (∆(B(V )), χ, E 0 ) is an arithmetic root system, where χ : Z n ×Z n → k \ {0} is defined by (4) . These correspondences are inverse to each other.
First let us collect some consequences of this theorem.
Corollary 2. For any arithmetic root system (∆, χ, E), where χ has values in k \ {0}, the property (AR2) is fulfilled.
Corollary 3. For any braided vector space V of diagonal type such that ∆(B(V )) is finite, the multiplicities of the elements of ∆(B(V )) are one, and
Proof of the theorem. Let χ : Z n × Z n → k \ {0} be a bicharacter on Z n , (∆, χ, E 0 ) an arithmetic root system, and V as in the theorem. By Definition 1 the Weyl-Brandt groupoid W χ,E 0 = W (V ) is finite and for all ordered bases E of Z n with (id, E) ∈ W (V ) the maps s i,E are well-defined for all i ∈ {1, 2, . . . , n}. By [9, Prop. 1] one has ∆ ⊂ ∆(B(V )). One has to show that 1. any α ∈ ∆ has multiplicity 1 in ∆(B(V )), 2. if α ∈ ∆(B(V )), β ∈ ∆, λ ∈ R, and α = λβ, then λ 2 = 1, and 3. there is no α ∈ ∆(B(V )) such that α / ∈ Rβ for all β ∈ ∆. Assertions 1 and 2 follow from the fact that any α ∈ ∆ ⊂ ∆(B(V )) is an element of some basis E of Z n with (id, E) ∈ W (V ), and for the degrees of generators of Nichols algebras these assertions are known. Let n be a vector in (R + ) n , where R + = {r ∈ R | r > 0}, and let ·, · R n denote the standard scalar product on R n . One clearly has the equation
It is not difficult to check that there exists a continuous family of vectors n(t), where t ∈ [0, 1], n(0) = n, and n(1) = −n, such that n(t) = 0 for all t and the hyperplanes H(t) containing 0 and orthogonal to n(t) never contain more than one line Rα with α ∈ ∆ + E ⊂ Z n ⊂ R n . Additionally one can assume that there exists a sequence (α 1 , α 2 , . . . , α m ) of elements of ∆ + E (which is in general not unique) such that 1. for all i ≤ m there exists a unique t i ∈ (0, 1) such that α i ∈ H(t i ), 2. if t = t i for all i ∈ {1, 2, . . . , m} then H(t) ∩ ∆ = {}, and 3. i < j implies that t i < t j . Take α ∈ ∆ + (B(V )). Since α, n(0) R n > 0 and α, n(1) R n < 0, there exists t ∈ (0, 1) such that α ∈ H(t). In particular, the first of the above requirements states that if additionally α ∈ ∆ + E then there exists a uniquely determined j ∈ {1, 2, . . . , m} such that α = α j . We will show by induction that ( * ) for all t ∈ [0, 1] with H(t) ∩ ∆ = {} there exists an ordered basis
This gives the first assertion of the theorem. Indeed, relations e i , n(1)
, where
there exist ordered bases E ′ and E ′′ of Z n and i ∈ {1, 2, . . . , n}, such that
, and α is a nonnegative respectively nonpositive integer linear combination of the elements of E ′ and E ′′ , respectively. By the definition of s i,E ′ at most one of the coefficients of α changes with the base change E ′ → E ′′ . Hence α is a multiple of an element in E ′ , that is α ∈ Rβ for some β ∈ ∆. Assertion ( * ) clearly holds for t < t 1 with E(t) = E 0 . Suppose that it is valid for all t ∈ [0, t j ) with some j ≤ m, and set
By definition of H(t), one has n(t), e ′ l R n < 0 for t > t j , and if α ∈ ∆ \ Rα j , n(t), α R n > 0 for t j−1 < t < t j , then also n(t), α R n > 0 for t j < t < t j+1 (where t m+1 := 1). In particular, n(t), s l,E ′ (e ′ i ) R n > 0 for all i ∈ {1, 2, . . . , n} and t j < t < t j+1 . Thus one can choose E(t) = s l,E ′ (E ′ ) if t j < t < t j+1 . This proves ( * ). If V is a braided vector space of diagonal type with dim V = n and ∆ + (B(V )) is finite, then W (V ) is finite and for all ordered bases E ′ of Z n with (id, E ′ ) ∈ W (V ) the maps s i,E ′ are well-defined for all i ∈ {1, 2, . . . , n}.
Hence (∆ ′ , χ, E 0 ), where χ is defined by (4) and
is an arithmetic root system. By the first part of the theorem one gets ∆(B(V )) = ∆ ′ . This proves the second part.
The last assertion follows from the fact that ∆ and ∆(B(V )) are uniquely determined by χ and V , respectively, and the latter are in one-to-one correspondence via (4).
In [10] the notion of Weyl equivalence of braided vector spaces was introduced as follows. Let V ′ , V ′′ be two rank n braided vector spaces of diagonal type. If with respect to certain bases their structure constants q ′ jl and q ′′ jl , satisfy the equations
for all j, l ∈ {1, 2, . . . , n} then one says that V ′ and V ′′ are twist equivalent 
, and χ ′ (e, e) = χ ′′ (τ T (e), τ T (e)) for all e ∈ Z n . Further, they are called twist equivalent if they are Weyl equivalent with T = id.
Remark. Let V ′ and V ′′ be braided vector spaces of diagonal type such that ∆(B(V ′ )) and ∆(B(V ′′ )) are finite. Then V ′ and V ′′ are twist equivalent respectively Weyl equivalent if and only if the corresponding arithmetic root systems (∆(B(V ′ )), χ ′ , E 0 ) and (∆(B(V ′′ )), χ ′′ , E 0 ) have this property.
Since for any given arithmetic root system one can easily determine all arithmetic root systems which are Weyl equivalent to it, it is sufficient to determine the Weyl equivalence classes. This will be done for the rank 2 case in the next section.
Arithmetic root systems of rank 2
In [10, Prop. 2] Weyl equivalence of certain rank 2 braided vector spaces of diagonal type was considered. The main result of the present paper is that the list given there, see Figure 1 , contains all rank 2 braided vector spaces V of diagonal type, such that ∆(B(V )) is finite.
Theorem 4. Let V be a braided vector space of diagonal type with dim V = 2. Then ∆(B(V )) is finite if and only if there exists a rank 2 braided vector space of diagonal type which is twist equivalent to V and has structure constants q ij which appear in Figure 1 .
For the classification of arithmetic root systems of rank 2 several technical lemmata will be needed. The first one is a well-known classical result, which can be easily proved with help of eigenvalue considerations. Proof. Assume that
. We obtain the following inequali-conditions for q ij ; q 12 is always 1 free parameters fixed parameters tree 
The inequalities (8)- (10) give the assertion.
For any ordered subset E = {e 1 , e 2 } of Z 2 consisting of two elements let τ (E) denote the transposed set {e 2 , e 1 }. A useful consequence of Definition 1 is the following.
Lemma 7. Let χ be a bicharacter on Z 2 with values in k \ {0}. For
is an arithmetic root system if and only if the
are well-defined and periodic. In particular, they contain the identity.
Proof. The if part is clear, since the equations s i,s i,E (E) s i,E = id hold for all E with (id, E) ∈ W χ,E 0 . On the other hand, if W (V ) is finite, then the set {E 
i for all i ∈ N. Again, the set
The proof for the second sequence is similar.
Lemma 8. Let V be a braided vector space of diagonal type with dim V = 2, and let (q ij ) i,j∈{1,2} be the matrix of its structure constants with respect to a certain basis. If ∆(B(V )) is finite then either 
Proof. Suppose that ∆(B(V )) is finite. By Corollary 3, ∆ + (B(V ))
doesn't contain 2(e 1 + e 2 ) and 2(2e 1 + e 2 ). Set z 1 := x 1 x 2 − q 12 x 2 x 1 , z 2 := x 1 z 1 − q 11 q 12 z 1 x 1 , and z 3 := x 1 z 2 − q 
otherwise.
By Equations (3) in [10] one obtains for all l ∈ N 0 the relations
Proof of Theorem 4. Let (q ij ) i,j∈{1,2} be the matrix of structure constants of V (with respect to a given basis). Since it is sufficient to determine Weyl equivalence classes, one can assume that q 12 = 1. If V appears in Figure  1 then ∆(B(V )) is finite [10, Sect. 3] . It remains to show that for any Weyl equivalence class at least one representant V , such that ∆(B(V )) is finite, appears in Figure 1 . We use Lemma 7 to obtain restrictions on the structure constants q ij .
For all i ∈ N 0 letT (2), and then V appears in the first line of Figure 1 . We have to consider now several cases.
Step 1. Assume that m 
and
for all j ∈ N 0 , these matrices satisfy the conditions of Lemma 6 with M = 1. Then Lemma 6 gives that T
0 is never the identity, which is a contradiction.
Step 2. If m ′ 0 = 1 and m ′′ 0 = 1 then one has either q 11 q 21 = q 21 q 22 = 1 or q 11 q 21 = 1, q 22 = −1, or q 11 = −1, q 21 q 22 = 1 (which is twist equivalent to the previous case), or q 11 = q 22 = −1. In all cases V appears in Figure 1 .
Step 3. Suppose that m Step 3a. Assume that additionally q 11 q 21 = 1 holds. Then (13) gives that p Step 3b. Consider the case q 11 = −1, q 2 21 = 1. Then
If m 
11 =q
From m 
By (2) one has to have q
Step 3b1. The setting −q Thus the sequence (m ′ i ) i∈N 0 has period 4, and Step 3b2. The setting −q Step 3b2a. As in Step 3b2, but additionally one has q
Thus the sequence (m Step 3b2b. As in Step 3b2, but additionally one has q In the first case the matrix in (17) has trace −2, but it is not equal to −id, and in the second its trace is 2, but the matrix is not the identity. Thus in both cases one obtains a contradiction to Lemma 5.
Step 4a2. Consider the setting q 22 = q Step 4b1. The setting q 11 ∈ R m ′ 0 +1 , q 22 = −1, (−1) Step 4b2. The setting q 11 ∈ R m ′ 0 +1 , q 22 = −1, q Remarks. 1. For the if part of the assertion in Theorem 4 one can avoid to use the complicated proof of the finiteness of B(V ) in [7] . In- Having once the list of Nichols algebras in Figure 1 , Theorem 1 tells how to determine ∆ + (B(V )). The finiteness condition ( * ) is then easily checked.
