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iResumo
Este trabalho e´ dedicado ao estudo de alguns aspectos da Teoria de Representac¸o˜es de Gru-
pos Quaˆnticos. O problema motivador era estender, para o caso de Grupos Quaˆnticos Dinaˆmicos
El´ıpticos, o Teorema de Drinfeld-Kohno para monodromia da equac¸a˜o de Knizhnik-Zamolodchikov.
Neste sentido, nosso resultado principal e´ a construc¸a˜o expl´ıcita de uma versa˜o quantizada do fun-
tor de Kazhdan-Lusztig para sln. Os me´todos empregados nesta construc¸a˜o foram prescritos por
I. Frenkel e N. Reshetkhin no artigo em que construiram operadores de ve´rtice quaˆnticos e con-
jecturaram a existeˆncia da quantizac¸a˜o deste funtor. Ale´m deste resultado principal, tambe´m
obtivemos a parametrizac¸a˜o da decomposic¸a˜o em blocos da categoria abeliana das representac¸o˜es
de dimensa˜o finita da a´lgebra universal envelopante quantizada de uma a´lgebra de Lie afim simples
sobre os complexos (na˜o torcida). Aqui as ferramentas principais foram os resultados de Chari-
Presley e Kashiwara sobre a teoria de representac¸o˜es destas a´lgebras, ale´m de um resultado de
Kazhdan-Soibelman sobre a elipticidade de uma certa composic¸a˜o de restric¸o˜es da R-matriz uni-
versal a representac¸o˜es de “avaliac¸a˜o”. Este u´ltimo resultado nos motivou a definic¸a˜o de um novo
objeto, que chamamos de Cara´ter El´ıptico Central, o qual desempenha papel fundamental nesta
parte do trabalho.
Abstract
The objective of this work is to study some aspects of the Representation Theory of Quan-
tum Groups. The central motivating problem was to generalize, for Dynamical Elliptic Quantum
Groups, the Drinfeld-Kohno Theorem about monodromy of the Knizhnik-Zamolodchikov equa-
tions. In this direction, our main result is the explicit construction of a quantum version of
the Kazhdan-Lusztig functor. The methods we used here were predicted by I. Frenkel and N.
Reshetikhin, when they constructed quantum vertex operators and conjectured the existence of
such a quantized version of this functor. Besides, we also obtained the parametrization of the block
decomposition of the abelian category of finite dimensional representations of Quantum Affine Al-
gebras associated to (non-twisted) complex simple Lie algebras. Here, the main tools were the
results of Chari-Pressley and Kashiwara on the representation theory of these algebras, and a re-
sult of Kazhdan-Soibelman about the ellipticity of a certain composition of the restrictions of the
universal R-matrix to “evaluation” representations. The later result motivated us to define a new
object, which we named Elliptic Central Character, that plays a fundamental role in this part of
the work.
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Introduc¸a˜o
Os u´ltimos 25 anos tem assistido uma interac¸a˜o extremamente frut´ıfera entre F´ısica e Matema´-
tica, resultando no nascimento de va´rias a´reas de pesquisa e na descoberta de poderesosas fer-
ramentas em outras tantas. Grupos Quaˆnticos e´ uma delas. Apesar de seu berc¸o ter sido a
literatura F´ısica, ao longo dos anos eles passaram a causar grande entusiasmo a` medida em que,
quase que inesperadamente, se estabeleceram como “pontes” ligando a´reas da Matema´tica que, a
priori, pareciam desconexas. Como exemplos citamos a construc¸a˜o de invariantes topolo´gicos que
possibilitaram teoremas de classificac¸a˜o em Teoria de No´s e a Representac¸a˜o de Grupos Alge´bricos
em caracter´ıstica p. Tambe´m na F´ısica a Teoria de Grupos Quaˆnticos foi ale´m de suas motivac¸o˜es
originais, tomando um lugar de destaque em diversas a´reas da F´ısica-Matema´tica como Teoria
Quaˆntica de Campos, Teoria de Cordas e F´ısica de Altas Energias.
Do ponto de vista matema´tico, a Teoria de Grupos Quaˆnticos pode ser entendida como uma
generalizac¸a˜o da Teoria de A´lgebras de Lie. Grupos e A´lgebras de Lie propiciaram a criac¸a˜o
de diversas ferramentas e exemplos importantes em va´rios assuntos diferentes. Uma ramificac¸a˜o
especialmente bem sucedida desta teoria e´ aquela de Grupos de Lie compactos e suas A´lgebras
de Lie correspondentes. Em decorreˆncia deste sucesso, foram feitas va´rias tentativas de produzir
generalizac¸o˜es. Uma das generalizac¸o˜es mais importantes foi descoberta no final dos anos 60 e,
as a´lgebras de Lie obtidas, sa˜o hoje conhecidas como A´lgebras de Kac-Moody. Essencialmente, as
A´lgebras de Kac-Moody sa˜o obtidas da apresentac¸a˜o das a´lgebras de Lie simples em geradores de
Chevalley e relac¸o˜es de Serre, por uma generalizac¸a˜o da matriz de Cartan, i.e., para cada matriz de
Cartan generalizada, constro´i-se uma A´lgebra de Kac-Moody atrave´s de geradores e com relac¸o˜es
codificadas na matriz dada. Uma famı´lia de A´lgebras de Kac-Moody de particular interesse e´ a das
chamadas A´lgebras de Kac-Moody Afim, que ocorrem quando a matriz de Cartan correspondente
e´ semi-definida positiva de posto n − 1 (onde n e´ o nu´mero de linhas e colunas da matriz). O
principal fator que faz das A´lgebras de Kac-Moody Afim ser um objeto extremamente rico, e´ que
elas admitem uma construc¸a˜o concreta, a partir de uma a´lgebra de Lie simples g dada. Ou seja, para
cada g simples, temos associada uma A´lgebra de Kac-Moody Afim (na˜o torcida) que denotamos
por g˜.
Neste contexto, Grupos Quaˆnticos sa˜o obtidos a partir de uma generalizac¸a˜o das relac¸o˜es de
Serre. Drinfeld e Jimbo, em 1985, interpretaram as relac¸o˜es de Serre no contexto de a´lgebras
associativas, i.e., eles olharam para os geradores de Chevalley e relac¸o˜es de Serre como o conjunto
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de dados que define a A´lgebra Universal Envelopante U(a) da a´lgebra de Kac-Moody original a.
Enta˜o eles apresentaram uma surpreendente deformac¸a˜o das relac¸o˜es de Serre. Na realidade, essa
deformac¸a˜o, tambe´m chamada de quantizac¸a˜o, esta´ associada a um paraˆmetro q ∈ C e da´ origem
a uma famı´lia de a´lgebras que sa˜o denotadas por Uq(a). Um fator fundamental na construc¸a˜o de
Drinfeld e Jimbo e´ que Uq(a), assim como U(a), admite uma estrutura de a´lgebra de Hopf com
um elemento especial R, chamado de R-matriz universal, responsa´vel por toda riqueza da teoria.
A R-matriz universal e´ soluc¸a˜o do que hoje conhecemos como Equac¸a˜o Quaˆntica de Yang-Baxter
(QYB) e que e´ o berc¸o de toda teoria (na literatura de Mecaˆnica Estat´ıstica QYB era conhecida
como The Star-Triangle Relation). A partir dos trabalhos de Drinfeld e Jimbo, ficou claro que o
“mundo” matema´tico para se trabalhar com o que genericamente se chamava de Grupos Quaˆnticos
era o das A´lgebras de Hopf. Por este motivo, as a´lgebras de Hopf Uq(a) foram batizadas de um
Grupo Quaˆntico associado a a.
Em 1984, Knizhnik e Zamolodchikov deduziram equac¸o˜es diferenciais para blocos conformes
da Teoria Conforme de Campos de Wess-Zumino-Witten. Atualmente estas equac¸o˜es sa˜o conheci-
das como as equac¸o˜es de Knizhnik-Zamolodchikov (KZ). As equac¸o˜es KZ formam um sistema de
equac¸o˜es diferenciais parciais de primeira ordem para uma func¸a˜o de m varia´veis complexas a
valores no produto tensorial V ⊗m, onde V e´ uma representac¸a˜o de g. Este sistema tem singulari-
dades regulares ao longo dos hiperplanos zi = zj (i 6= j) em Cm, e pode ser interpretada como uma
conexa˜o em um fibrado sobre o complemento Dm destes hiperplanos, com fibra V ⊗m. Mais ainda,
esta conexa˜o possui uma simetria que induz uma conexa˜o em um fibrado sobre o espac¸o Cm das
o´rbitas da ac¸a˜o o´bvia do Grupo Sime´trico Sm em Dm. O ponto crucial e´ que esta conexa˜o e´ plana
e, consequentemente, a monodromia das soluc¸o˜es das equac¸o˜es KZ define uma representac¸a˜o do
grupo fundamental de Cm, que e´ isomorfo ao Grupo de m Tranc¸as (Braid Group) Bm, em V ⊗m.
O Teorema de Drinfeld-Kohno estabelece uma relac¸a˜o entre a monodromia das equac¸o˜es KZ e a
Teoria de Grupos Quaˆnticos, ao dizer que esta representac¸a˜o e´ equivalente a uma representac¸a˜o de
Bm obtida a partir das propriedades da ac¸a˜o da R-matriz universal de Uq(g) relacionadas a` equac¸a˜o
QYB!
Um dos resultados mais espetaculares em Teoria de Representac¸o˜es nos u´ltimos anos foi a des-
coberta do funtor de Kazhdan-Lusztig (KL) [KL93, KL94], que nada mais e´ que uma extensa˜o
altamente na˜o trivial do Teorema de Drinfeld-Kohno. O funtor de Kazhdan-Lusztig vai da catego-
ria de fusa˜o das representac¸o˜es de uma a´lgebra de Kac-Moody Afim na categoria de representac¸o˜es
do Grupo Quaˆntico correspondente e, genericamente, estabelece uma equivaleˆncia entre essas cate-
gorias. Uma outra maneira de olhar para a construc¸a˜o deste funtor e´ explorando a associatividade
da “a´lgebra” de certos operadores de intercaˆmbio para a A´lgebra de Lie Afim. Tais operadores
de intercaˆmbio (isto e´, homomorfismo de representac¸o˜es), sa˜o tambe´m conhecidos na F´ısica como
Operadores de Ve´rtice.
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Em 1992, no artigo pioneiro [FR92], I. Frenkel e N. Reshetikhin generalizaram a noc¸a˜o de
blocos conformes para o caso q-deformado, e propuseram uma versa˜o quantizada das equac¸o˜es KZ,
batizadas de equac¸o˜es qKZ. Essas equac¸o˜es na˜o sa˜o mais diferenciais, mas equac¸o˜es de diferenc¸as
com passo q−2κ, onde κ depende da a´lgebra de Lie simples em questa˜o e de um paraˆmetro k ∈ C (a
carga central da A´lgebra de Kac-Moody Afim). Eles tambe´m calcularam a conexa˜o destas equac¸o˜es
(o que da´ origem ao conceito de q-monodromia) em um caso particular. O resultado coincidiu com
certas soluc¸o˜es el´ıpticas da equac¸a˜o QYB. Isto deu origem a uma conjectura sobre a existeˆncia de
uma versa˜o quantizada do funtor KL. De fato, estava implicitamente sugerido em [FR92] que, uma
vez que as matrizes que codificam a monodromia das equac¸o˜es qKZ sa˜o el´ıpticas, o funtor qKL
deveria levar a categoria das representac¸o˜es da A´lgebra Afim Quantizada Uq(g˜), na categoria das
representac¸o˜es de um objeto a ser batizado Grupo Quaˆntico El´ıptico. Pore´m, na e´poca, na˜o era
claro o que tal objeto deveria ser.
A Teoria dos Grupos Quaˆnticos El´ıpticos passou a se desenvolver a partir dos trabalhos de G.
Felder [F94]. Ali foi constatado que a equac¸a˜o central da teoria na˜o era a usual QYB, mas uma ge-
neralizac¸a˜o, agora chamada de Equac¸a˜o Quaˆntica Dinaˆmica de Yang-Baxter (QDYB), que tambe´m
ja´ havia aparecido anteriormente na F´ısica. Em particular, Felder definiu Grupos Quaˆnticos
El´ıpticos do tipo A, Eτ,γ(sln+1), usando a soluc¸a˜o correspondente da equac¸a˜o DQYB. De fato,
a mesma definic¸a˜o tambe´m funciona para os tipos BCD, usando-se as R-matrizes dinaˆmicas ade-
quadas encontradas em [JMO87]. Entretanto, por razo˜es te´cnicas, os respectivos Grupos Quaˆnticos
El´ıpticos ainda na˜o sa˜o ta˜o bem entendidos como os de tipo A. De qualquer maneira, apo´s os traba-
lhos de Felder, foi poss´ıvel formular a conjectura de Frenkel-Reshetikhin precisamente, pelo menos
para tipo A: a monodromia das equac¸o˜es qKZ e´ codificada pela R-matriz do Grupo Quaˆntico
El´ıptico definido por Felder. Isto foi provado por Tarasov e Varchenko, primeiramente para sl2
[TV97] e, posteriormente para sln+1, usando uma sofisticada teoria de fo´rmulas integrais. Muitos
outros trabalhos dedicados ao assunto surgiram desde enta˜o [FV96, TV97, JKOS97, ABRR98,
EV99] clarificando as ide´ias por tra´s destes objetos (veja tambe´m [F02] para um survey sobre a
literaura). Mas o funtor qKL permanecia apenas como “folclore”.
A construc¸a˜o expl´ıcita de uma versa˜o do funtor qKL para tipo A e´ o problema central re-
solvido neste trabalho. Em particular, mostramos que ele e´ totalmente fiel, i.e., que define
uma equivaleˆncia entre a categoria das representac¸o˜es de dimensa˜o finita de Uq(s˜ln+1) (com es-
calares estendidos) e uma subcategoria da categoria das representac¸o˜es do Grupo Quaˆntico El´ıptico
Eτ,γ(sln+1), para valores apropriados dos paraˆmetros. Para isso, ale´m das ide´ias de [FR92],
tambe´m usamos a chamada Construc¸a˜o de Intercaˆmbio desenvolvida por Etingof e Varchenko
em [EV99]. Com esta te´cnica, e´ poss´ıvel deduzir a formulac¸a˜o geral da conjectura de Frenkel-
Reshetikhin a partir de sua versa˜o em um caso especial: no produto tensorial de duas co´pias da
representac¸a˜o natural de sln+1 em Cn+1. Estes ca´lculos sa˜o feitos atrave´s da teoria cla´ssica da
func¸a˜o q-hipergeome´trica 2φ1, como sugerido em [FR92]. Tambe´m fica claro que todos os ca´lculos
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funcionam para representac¸o˜es de dimensa˜o infinita de Uq(s˜ln+1), cujos espac¸os de vetores ho-
mogeˆneos sejam de dimensa˜o finita. Isso implica numa extensa˜o do funtor qKL que confirma a
conjectura de Tarasov e Varchenko [TV01] sobre a existeˆncia de uma deformac¸a˜o el´ıptica para tais
representac¸o˜es.
Um dos ca´lculos envolvidos neste programa e´ o da restric¸a˜o da R-matriz universal de Uq(s˜ln+1)
no produto tensorial de duas “representac¸o˜es de avaliac¸a˜o”. De fato, ao contra´rio do caso cla´ssico,
esta nomenclatura na˜o e´ completamente apropriada para o caso quaˆntico, uma vez que nem toda
representac¸a˜o de dimensa˜o finita de Uq(g) pode ser transformada numa representac¸a˜o de Uq(g˜).
Para sln+1 isto e´ sempre verdade devido a aplicac¸a˜o de Jimbo [J86], mas em geral temos que
aumentar o espac¸o de representac¸a˜o. Todavia, existe uma teoria bem desenvolvida de afinizac¸o˜es
(ao inve´s de avaliac¸o˜es) de representac¸o˜es de Uq(g), para toda a´lgebra de Lie simples g. Essa teoria
foi desenvolvida por Chari-Pressley em diversos artigos. Desse modo, na˜o precisamos aqui nos
restringir a sln+1 e considerar este ca´lculo de maneira geral. Mas estas considerac¸o˜es ja´ indicam
que existe algo de diferente na categoria das representac¸o˜es de dimensa˜o finita de Uq(g˜) em relac¸a˜o
a` de g˜. Uma diferenc¸a essencial e´ a seguinte. E´ bem conhecido que toda representac¸a˜o de dimensa˜o
finita de g e´ completamente redut´ıvel, ou seja, a categoria de representac¸o˜es correspondente e´
semi-simples. Este resultado vale, de uma maneira um pouco mais fraca, para g˜, devido a um
resultado geral de Chevalley que diz que a categoria abeliana gerada por produtos tensoriais dos
objetos simples da categoria de representac¸o˜es de dimensa˜o finita de qualquer a´lgebra de Lie e´
semi-simples. Pore´m, mesmo nessa versa˜o mais fraca, o resultado e´ falso para Uq(g˜), ate´ quando
g = sln+1 (lembre que Uq(g˜) na˜o e´ uma a´lgebra de Lie).
No entanto, como toda categoria abeliana cujos objetos tem comprimento finito, esta cate-
goria tambe´m admite uma decomposic¸a˜o em soma direta de subcategorias abelianas irredut´ıveis,
chamadas de blocos da categoria original. A pergunta natural enta˜o e´: Quem sa˜o os blocos neste
caso? A resposta a esta pergunta e´ o outro resultado importante deste trabalho. A mo-
tivac¸a˜o para esta resposta veio de um resultado de Kazhdan-Soibelman sobre a elipticidade de
uma certa composic¸a˜o de restric¸o˜es da R-matriz universal de Uq(g˜) no produto tensorial de duas
de suas representac¸o˜es de dimensa˜o finita. Mais precisamente, isto nos motivou a definic¸a˜o do
Cara´ter El´ıptico Central (ECC) de tais representac¸o˜es: uma certa colec¸a˜o de func¸o˜es el´ıpticas que
parametriza os blocos da categoria. A demonstrac¸a˜o deste resultado e´ baseada num resultado
de Chari e Kashiwara sobre a ciclicidade de produtos tensoriais de representac¸o˜es fundamentais.
Infelizmente nossa demonstrac¸a˜o recorre a uma longa ana´lise caso a caso, por isso so´ apresenta-
mos aqui a demonstrac¸a˜o para tipo A. Para os tipos B–G ela pode ser consultada no preprint
[EM02b]. Seria interessante encontrar uma demonstrac¸a˜o uniforme para este resultado. Neste
preprint tambe´m usamos o ECC para decidir quando uma representac¸a˜o irredut´ıvel ocorre no pro-
duto tensorial de outras duas, indicando que este novo objeto pode ter outras aplicac¸o˜es. Assim,
tambe´m seria interessante entender a relac¸a˜o do ECC com outros objetos tais como afinizac¸o˜es
minimais e q-caracteres.
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Por fim, e´ preciso dizer que nem tudo foi flores. Este trabalho deveria contar com a resposta
de mais um problema ao qual nos dedicamos. Infelizmente (ou felizmente?), na˜o consegui chegar a`
resposta. O problema e´ o seguinte.
Suponha que R seja uma soluc¸a˜o da equac¸a˜o QDYB com passo γ ∈ C∗ que pode ser expandida
na forma R = 1+γ r+O(γ2). Enta˜o o limite quase cla´ssico r e´ soluc¸a˜o da chamada Equac¸a˜o Cla´ssica
Dinaˆmica de Yang-Baxter (CDYB). O processo inverso, i.e., dada uma soluc¸a˜o r da equac¸a˜o CDYB,
obter uma soluc¸a˜o R da QDYB cujo limite quase cla´ssico seja r, e´ chamado de quantizac¸a˜o. A
importaˆncia das soluc¸o˜es das equac¸o˜es CYB reside no fato que as equac¸o˜es diferenciais do tipo KZ
atrave´s delas contru´ıdas sa˜o consistentes. Em [S98], O. Schiffmann classificou soluc¸o˜es das equac¸o˜es
CDYB para a´lgebras de Lie simples, estendendo a classificac¸a˜o dada por Drinfeld e Belavin para as
soluc¸o˜es das equac¸o˜es CYB ao contexto dinaˆmico. Um exemplo interessante obtido e´ uma famı´lia
de soluc¸o˜es correspondentes a`s rotac¸o˜es T do diagrama de Dynkin de s˜ln+1. No caso desta rotac¸a˜o
ser trivial, isto e´, T e´ a identidade, obtemos uma soluc¸a˜o r cuja quantizac¸a˜o R e´ gauge equivalente
a`quela do Grupo Quaˆntico El´ıptico definido por Felder. No caso de o aˆngulo de rotac¸a˜o ser tal que
exista uma u´nica o´rbita para a ac¸a˜o de T l, l ∈ Z, obtemos uma soluc¸a˜o gauge equivalente a outra
celebrada soluc¸a˜o das CDYB, a soluc¸a˜o el´ıptica de Belavin (que na˜o depende da varia´vel dinaˆmica,
ou seja, e´ soluc¸a˜o da CYB). Para outras rotac¸o˜es obtemos soluc¸o˜es “intermedia´rias”, com a varia´vel
dinaˆmica pertencendo a uma suba´lgebra (na˜o trivial) da suba´lgebra de Cartan de g.
Em [EK95], Etingof e Kazhdan provaram que quantizac¸o˜es das soluc¸o˜es das equac¸o˜es CDYB
(associadas a a´lgebras de Lie simples) sempre existem. Pore´m esse resultado e´ puramente exis-
tencial, na˜o fornecendo um me´todo para calcular. Em [ESS99] foram constru´ıdas quantizac¸o˜es
“expl´ıcitas”, atrave´s de produtos infinitos, das soluc¸o˜es classificadas por Schiffmann. Gostar´ıamos
de ter usado esta fo´rmula em produto infinito para obter uma expressa˜o “finita” em termos de
func¸o˜es te´ta, para a famı´lia de soluc¸o˜es consideradas acima, como as existentes para os casos
limite de Felder e Belavin. Embora parec¸a um problema ingeˆnuo, ele se mostrou tecnicamente
impratica´vel. Observe que um passo fundamental na construc¸a˜o do nosso funtor qKL e´ justamente
o ca´lculo da soluc¸a˜o da QDYB correspondente a` rotac¸a˜o trivial! Fica aqui a pergunta se estes
me´todos podem ser generalizados de modo a ser aplica´vel a este problema. A resposta a esta per-
gunta continua fazendo parte dos nossos planos. De fato, o primeiro passo e´ formular a pergunta
de modo que ela fac¸a sentido tecnicamente.
You can’t always get what you want
But if you try sometimes
You might find
You get what you need
(The Rolling Stones/1968)
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Organizac¸a˜o do Texto
Tentei organizar o texto da maneira que me parece mais apropriada a um minicurso sobre o
assunto. Como os ca´lculos sa˜o, em geral, longos, tambe´m tentei evitar a “abertura de pareˆnteses”
para ca´lculos auxiliares. Por exemplo, os ca´lculos necessa´rios para a construc¸a˜o do funtor qKL,
mas que pertencem ao aˆmbito da teoria de representac¸o˜es de Uq(s˜ln+1), sa˜o feitos no cap´ıtulo 1,
ainda que so´ venham a ser usados no 2. Espero que isto tambe´m facilite a procura por resultados
espec´ıficos, uma vez que eles na˜o esta˜o “perdidos” no meio de “outro” assunto.
Como ja´ foi antecipado, o cap´ıtulo 1 trata da teoria de representac¸o˜es das a´lgebras Uq(g˜). As
duas primeiras sec¸o˜es sa˜o um apanhado de resultados necessa´rios para o desenvolvimento dos pro-
blemas principais. Em particular, o ca´lculo das restric¸o˜es da R-matriz universal a “representac¸o˜es
de avaliac¸a˜o” sa˜o feitos na sec¸a˜o 1.2. O cap´ıtulo e´ finalizado com nosso resultado principal sobre
esse assumnto: a parametrizac¸a˜o dos blocos da categoria das representac¸o˜es de dimensa˜o finita de
Uq(g˜) atrave´s dos Caracteres El´ıpticos Centrais.
O segundo cap´ıtulo e´ destinado a` construc¸a˜o do funtor qKL. Comec¸amos com uma revisa˜o
sobre teoria de representac¸o˜es das soluc¸o˜es das equac¸o˜es QDYB. A seguir apresentamos a chamada
Construc¸a˜o de Intercaˆmbio, nosso principal me´todo para obter soluc¸o˜es das QDYB a partir da teoria
de representac¸o˜es de a´lgebras de Kac-Moody e suas quantizac¸o˜es. Na sec¸a˜o seguinte definimos
func¸o˜es de correlac¸a˜o, ja´ contextualizadas a` Construc¸a˜o de Intercaˆmbio, e enunciamos o teorema
de Frenkel-Reshetkhin que diz que essas func¸o˜es satisfazem as equac¸o˜es qKZ. Nessa sec¸a˜o tambe´m
calculamos as soluc¸o˜es de qKZ para o produto tensorial de duas co´pias (com shifts) da representac¸a˜o
natural de sln+1. Na sec¸a˜o 2.4 calculamos a monodromia dessas soluc¸o˜es, i.e., calculamos a matriz de
conexa˜o correspondente. Na u´ltima sec¸a˜o provamos que essa matriz de conexa˜o e´ gauge equivalente
a` usada por Felder na definic¸a˜o do Grupo Quaˆntico El´ıptico e, feito isso, passamos a` construc¸a˜o
expl´ıcita do funtor qKL. Finalizamos com algumas palavras que justificam olhar nossa construc¸a˜o
como uma versa˜o quantizada do funtor KL.
Tambe´m inclui treˆs apeˆndices com os pre´ requisitos e resultados diversos usados ao longo da
parte principal. Em particular, a definic¸a˜o de Uq(a) se encontra no apeˆndice II. A princ´ıpio, as
informac¸o˜es contidas nos apeˆndices sa˜o suficientes para um leitor que sequer sabe o que e´ uma
a´lgebra de Lie ou de Hopf conseguir ler o trabalho. Evidentemente que estas informac¸o˜es esta˜o
longe de serem suficientes para que tal leitor aprenda estes assuntos.
O apeˆndice I da´ conta dos resultados ba´sicos da Teoria de A´lgebras de Hopf e suas repre-
sentac¸o˜es. O II e´ reservado a´s A´lgebras de Lie, de Kac-Moody e suas quantizac¸o˜es. O apeˆndice
III e´ uma miscelaˆnia de resultados diversos: equac¸o˜es de diferenc¸as, func¸o˜es especiais, blocos em
categorias abelianas e fo´rmulas ba´sicas para a representac¸a˜o natural de sln+1.
CAP´ıTULO 1
Representac¸o˜es de Dimensa˜o Finita de Uq(g˜)
Neste cap´ıtulo trataremos da teoria de representac¸o˜es de dimensa˜o finita da a´lgebra universal
envelopante quantizada Uq(g˜) da a´lgebra de Kac-Moody afim g˜, onde g e´ uma a´lgebra de Lie
complexa, simples e de dimensa˜o finita. As definic¸o˜es de g˜ e Uq(g˜) se encontram no apeˆndice
II. A sec¸a˜o 1.1 e´ baseada no trabalho de Chari e Pressley [CP91a, CP95, CP] e da´ conta da
classificac¸a˜o das representac¸o˜es irredut´ıveis. Na sec¸a˜o 1.2 apresentamos o conceito de R-matrizes
com paraˆmetro espectral e estudamos sua relac¸a˜o com a redutibilidade de produtos tensoriais
de representac¸o˜es irredut´ıveis. Os resultados dessa sec¸a˜o sa˜o de autoria variada e a bibliografia
apropriada sera´ dada no momento oportuno. Alguns deles sera˜o importantes para o cap´ıtulo 2.
Na sec¸a˜o 1.3 introduzimos o conceito de cara´ter el´ıptico central de uma representac¸a˜o de dimensa˜o
finita de Uq(g˜) e mostramos, para g = sln+1, que ele caracteriza a decomposic¸a˜o em blocos de
tais representac¸o˜es (a demonstrac¸a˜o geral e´ dada em [EM02b]). Essa sec¸a˜o na˜o tera´ influeˆncia no
cap´ıtulo 2. Como explicamos na sec¸a˜o II.4, assumiremos que q e´ um nu´mero complexo que na˜o e´
ra´ız da unidade.
1.1. Polinoˆmios de Drinfeld
A teoria de representac¸o˜es de dimensa˜o finita de g e Uq(g) sa˜o muito semelhantes, como recor-
damos nas sec¸o˜es II.2 e II.4. Esse paralelo na˜o se aplica no caso de g˜ e Uq(g˜). A teoria de
representac¸o˜es de Uq(g˜) passou a ser melhor entendida a partir do momento que Drinfeld [D88]
mostrou a existeˆncia de outra apresentac¸a˜o de Uq(g˜), tambe´m em termos de geradores e relac¸o˜es
como a definic¸a˜o de Drinfeld-Jimbo II.3.3. Pore´m, ao contra´rio dos geradores de Chevalley, os
novos geradores de Drinfeld apresentam um comportamento muito semelhante aos elementos xtn
de g˜ e, por isso, sa˜o tambe´m chamados de loop like generators. A forma que usaremos, ligeiramente
modificada em relac¸a˜o a` original, foi proposta por Beck [B93].
Antes, vamos fixar alguma notac¸a˜o. Seja n o posto de g, I = {1, . . . , n} e recorde, na sec¸a˜o II.1,
as notac¸o˜es para a matriz de Cartan de g, A = (aij), e sua simetrizac¸a˜o dada por D = diag(di),
assim como suas extenso˜es para g˜. Recorde tambe´m a apresentac¸a˜o de Uq(g˜) em termos de seus
geradores de Chevalley k±1i , x
±
i , i = 0, . . . , n. De maneira ana´loga a` sec¸a˜o II.4, dizemos que um
Uq(g˜)-mo´dulo V e´ de tipo 1 se V for do tipo 1 como Uq(g)-mo´dulo. Seja θ =
∑
θiαi a ra´ız maximal
de g. Na˜o e´ dif´ıcil mostrar que o elemento k0
∏
kθii , correspondente ao elemento central de g˜,
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age como a identidade em V [CP]. Por isso consideraremos V como um mo´dulo sobre Uq(ĝ) e
denotaremos por Repf(Uq(ĝ)) a categoria das representac¸o˜es de tipo 1 de dimensa˜o finita de Uq(ĝ).
Teorema 1.1.1. [B93] Uq(ĝ) e´ isomorfa a` a´lgebra com geradores k±1i , hi,l, x
±
i,r, onde i ∈ I,
l ∈ Z\{0} e r ∈ Z, satisfazendo as relac¸o˜es
kik
−1
i = k
−1
i ki = 1
kikj = kjki kihj,r = hj,rki
kix
±
j,rk
−1
i = q
±aij
i x
±
j,r [hi,r, x
±
j,s] = ±
1
r
[raij ]qi xj,r+s
x±i,r+1x
±
j,s − q±aiji x±j,sx±i,r+1 = q±aiji x±i,rx±j,s+1 − x±j,s+1xi,r(1.1.1)
[x+i,r, x
−
j,s] =
δij
qi − q−1i
(
φ+i,r+s − φ−i,r+s
)
∑
s∈Sm
m∑
k=0
(−1)k
[
m
k
]
qi
x±i,rs(1) . . . x
±
i,rs(k)
x±j,s x
±
i,rs(k+1)
. . . x±i,rs(m) = 0 if i 6= j
onde r1, . . . , rm ∈ Z, m = 1− aij , Sm e´ o grupo sime´trico e φ±i,r sa˜o dados pela identidade de se´ries
(1.1.2)
∞∑
r=0
φ±i,ru
±r = k±1i exp
(
± (qi − q−1i )
∞∑
s=1
hi,±su±s
)
Demonstrac¸a˜o. Denote por Hq a a´lgebra enunciada no teorema. Apenas fornecemos a
definic¸a˜o do isomorfismo f : Uq(g˜) → Hq, deixando a verificac¸a˜o de que f e´ de fato um iso-
morfismo a cargo do leitor (ela pode ser encontrada em [B93, D88]). Lembre-se que Uq(g˜) tem
geradores k±1i , x
±
i para i = 0, 1, . . . , n. Como a notac¸a˜o ja´ sugere, f(ki) = ki para i = 1, . . . , n.
Considere kθ =
∏
kθii . Enta˜o f(k0) = k
−1
θ . Para i = 1, . . . , n, f(x
±
i ) = x
±
i,0. A definic¸a˜o de
f(x±0 ) e´ mais trabalhosa e, claro, envolve o vetor eθ ∈ gθ. Escolha uma expressa˜o para eθ da
forma eθ = λ[ei1 , [ei2 , . . . , [eik , eik+1 ] . . . ]], com λ ∈ C∗ e eij ∈ n+. Defina w±i : Hq → Hq
por w±i (a) = x
±
i,0a − k±1i ak∓1i x±i,0 e µ ∈ C∗ pela condic¸a˜o [x+0 , x−0 ] = k0−k
−1
0
q0−q−10
. Enta˜o f(x+0 ) =
µw−i1 . . . w
−
ik
(x−ik+1,1)k
−1
θ e f(x
−
0 ) = λkθw
+
i1
. . . w+ik(x
+
ik+1,−1). ¤
Sejam U± as suba´lgebras geradas por x±i,r e U
0 a gerada por k±1i , hi,l. Enta˜o temos uma
decomposic¸a˜o triangular
Uq(ĝ) ∼= U− ⊗ U0 ⊗ U+
Observac¸a˜o: Essa decomposic¸a˜o na˜o coincide com a decomposic¸a˜o triangular obtida em termos
dos geradores de Chevalley.
Definic¸a˜o 1.1.2. Seja V um objeto de Repf(Uq(ĝ)). Dizemos que um vetor homogeˆneo v ∈
V [λ] tem peso ma´ximo λ, com relac¸a˜o aos geradores de Drinfeld, se x+i,rv = 0∀ i, r. Se V for gerado
por um vetor de peso ma´ximo, V e´ dito uma representac¸a˜o de peso ma´ximo.
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Observac¸a˜o: A definic¸a˜o de vetor de peso ma´ximo com relac¸a˜o aos geradores de Drinfeld e com
relac¸a˜o aos geradores de Chevalley na˜o coincidem. A`s vezes usa-se a palavra pseudo peso ma´ximo
na definic¸a˜o 1.1.2, mas cremos na˜o ser necessa´rio, pois o contexto estara´ sempre claro.
Proposic¸a˜o 1.1.3. [CP] Seja V uma representac¸a˜o irredut´ıvel de dimensa˜o finita de Uq(g˜).
(a) V pode ser obtida a partir de um objeto de Repf(Uq(ĝ)) atrave´s dos automorfismos dados
por (II.3.8) ou do automorfismo σ dado por
σ(ki) = ki σ(hi,l) = hi,l σ(x±i,r) = (−1)rx±i,r
(b) Se V ∈ Repf(Uq(ĝ)), enta˜o V e´ de peso ma´ximo com relac¸a˜o aos geradores de Drinfeld.
Uma desvantagem dos geradores de Drinfeld em relac¸a˜o aos de Chevalley e´ que na˜o se tem co-
nhecimento de uma fo´rmula para a comultiplicac¸a˜o escrita explicitamente em termos deles. Tambe´m
na˜o e´ verdade que a suba´lgebra Ui gerada por x±i,r, k
±1
i , hi,l seja uma suba´lgebra de Hopf, como e´ o
caso da suba´lgebra Uq(g˜i) definida em termos dos geradores de Chevalley. No entanto, a informac¸a˜o
parcial fornecida pelo lema a seguir sera´ suficiente
Lema 1.1.4. [CP96a] Considere os subespac¸os X± =
∑
i,r
Cx±i,r e X
±
i =
∑
j 6=i,r
Cx±j,r. A restric¸a˜o
de ∆ a Ui satisfaz
(a) Mo´dulo Uq(ĝ)(X+)2 ⊗ Uq(ĝ)X− + Uq(ĝ)X+i ⊗ Uq(ĝ)X−, vale
∆(x+i,r) = 1⊗ x+i,r + x+i,r ⊗ ki +
r∑
j=1
x+i,r−j ⊗ φ+i,j para r ≥ 0(1.1.3)
∆(x+i,−r) = 1⊗ x+i,−r + x+i,−r ⊗ k−1i +
r−1∑
j=1
x+i,j−r ⊗ φ−i,−j para r > 0(1.1.4)
(b) Mo´dulo Uq(ĝ)X+ ⊗ Uq(ĝ)(X−)2 + Uq(ĝ)X+i ⊗ Uq(ĝ)X−,
∆(x−i,r) = ki ⊗ x−i,r + x−i,r ⊗ 1 +
r−1∑
j=1
φ−i,j ⊗ x−i,r−j para r > 0(1.1.5)
∆(x−i,−r) = k
−1
i ⊗ x−i,−r + x−i,−r ⊗ 1 +
r∑
j=1
φ−i,−j ⊗ x−i,j−r para r ≤ 0(1.1.6)
(c) Mo´dulo Uq(ĝ)X+ ⊗ Uq(ĝ)X−,
(1.1.7) ∆(hi,l) = 1⊗ hi,l + hi,l ⊗ 1
O seguinte teorema [CP95] caracteriza as representac¸o˜es irredut´ıveis de Uq(ĝ).
Teorema 1.1.5. Existe uma correspondeˆncia biun´ıvoca entre objetos simples de Repf(Uq(ĝ))
e n-uplas de polinoˆmios P = (Pi(u)) com termo constante 1.
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Definic¸a˜o 1.1.6. As n-uplas P sa˜o chamadas de polinoˆmios de Drinfeld. Dado P denotaremos
por V (P) a representac¸a˜o irredut´ıvel correspondente.
Para z ∈ C∗, considere o automorfismo de a´lgebra de Hopf Dz : Uq(ĝ)→ Uq(ĝ) definido por
(1.1.8) Dz(x±i,r) = z
rx±i,r Dz(ki) = ki Dz(φ
±
i,r) = z
rφ±i,r
Dada uma representac¸a˜o V de Uq(ĝ), denotaremos por V (z) o pull-back D∗zV .
Lema 1.1.7. [CP] O polinoˆmio de Drinfeld de D∗zV (P) e´ P(z), onde P (z)i(u) = Pi(zu).
Definic¸a˜o 1.1.8. As representac¸o˜es irredut´ıveis Vj = V (Pj), onde P ji (u) = 1 − δiju, sa˜o
chamadas de representac¸o˜es fundamentais.
Proposic¸a˜o 1.1.9. [CP] Sejam vP, vQ vetores de peso ma´ximo em V (P), V (Q) e denote por
P ⊗ Q a n-upla (PiQi). Enta˜o V (P ⊗ Q) e´ isomorfa a um quociente da subrepresentac¸a˜o de
V (P)⊗ V (Q) gerada por vP ⊗ vQ.
Corola´rio 1.1.10. V (P) e´ isomorfa a um subquociente de um produto tensorial da forma
Vj1(z1)⊗ · · · ⊗ Vjk(zk).
Demonstrac¸a˜o. Decomponha cada Pi(u) (na˜o constante) em um produto de polinoˆmios de
grau 1 com termo constante 1 e considere o produto tensorial das representac¸o˜es associadas a cada
fator. ¤
Vale ressaltar o seguinte resultado.
Proposic¸a˜o 1.1.11. [KS95] Dados V,W ∈ Repf(Uq(ĝ)) irredut´ıveis, o produto tensorial
V (z)⊗W e´ irredut´ıvel para valores gene´ricos de z, isto e´, para z no complementar de um conjunto
enumera´vel.
Uma vez que temos uma caracterizac¸a˜o dos irredut´ıveis de Repf(Uq(ĝ)), vale tentar trac¸ar
o paralelo com o caso cla´ssico. Como ja´ dissemos, o procedimento vai falhar, mas servira´ para
motivar a pro´xima definic¸a˜o. Recorde (sec¸a˜o II.2) que no caso cla´ssico temos aplicac¸o˜es de avaliac¸a˜o
τz : U(ĝ)→ U(g) que nos permitem, dado um U(g)-mo´dulo V , definir representac¸o˜es de avaliac¸a˜o
V (z). No caso quaˆntico, ja´ construimos famı´lias de representac¸a˜o V (z), mas com V sendo um
mo´dulo sobre Uq(ĝ). De fato essas representac¸o˜es fara˜o, no caso quaˆntico, o papel que representac¸o˜es
de avaliac¸a˜o faziam no caso cla´ssico, o que justifica a notac¸a˜o similar. Pore´m, em geral, na˜o e´
verdade que se pode construir uma famı´lia V (z) de Uq(ĝ)-mo´dulos a partir de um Uq(g)-mo´dulo
V . Isso acontece devido ao fato de na˜o existir um homomorfismo de a´lgebras τ : Uq(ĝ) → Uq(g)
para qualquer a´lgebra de Lie simples e, portanto, na˜o e´ poss´ıvel construir aplicac¸o˜es de avaliac¸a˜o
τz = τ ◦Dz. O u´nico caso em que esse procedimento e´ poss´ıvel e´ para g = sln+1.
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Teorema 1.1.12. Existe um homomorfismo de a´lgebras τ : Uq(ŝln+1) → Uq(sln+1) que age
como identidade em Uq(sln+1) ⊂ Uq(ŝln+1).
Demonstrac¸a˜o. Recorde a realizac¸a˜o usual de sln+1 na sec¸a˜o III.4. A primeira meta e´ cons-
truir, no caso de Uq(sln+1), elementos E
q
ij correspondentes a`s matrizes elementares Eij . Faremos
por induc¸a˜o. Primeiro observamos que os geradores de Chevalley x±i , i > 0, continuam associados
a`s mesmas matrizes, i.e., x+i = E
q
i i+1 = Ei i+1 e x
−
i = E
q
i+1 i = Ei+1 i. Tambe´m na˜o e´ dif´ıcil
prever que ki = qhi , onde hi = Eii − Ei+1 i+1. Suponha enta˜o que Eqij tenha sido definido pra
0 < |i− j| < k, tome i, j tais que |i− j| = k e defina
Eqij =
E
q
i i+1E
q
i+1 j − qEqi+1 jEqi i+1 se i < j
Eqi i−1E
q
i−1 j − q−1Eqi−1 jEqi i−1 se j < i
Finalmente defina τ como
τ(x+0 ) = E
q
n1 τ(x
−
0 ) = E
q
1n
O restante da demonstrac¸a˜o consiste em verificar que τ estende a um homomorfismo de a´lgebras.
Nos referimos ao artigo original [J86] ou a [CP] para essa parte (veja tambe´m [EFK] no caso de
sl2). ¤
Ainda assim, mesmo no caso de sln+1, a analogia com o caso cla´ssico na˜o e´ completa, pois τ na˜o
e´ um homomorfismo de a´lgebras de Hopf. De qualquer maneira, todo objeto de Repf(Uq(sln+1))
pode ser afinizado, i.e., podemos estender a ac¸a˜o de Uq(sln+1) a Uq(ŝln+1). Quando g na˜o e´ sln+1
fica a pergunta sobre o que seria uma afinizac¸a˜o de um Uq(g)-mo´dulo. A definic¸a˜o, razoavelmente
natural, foi dada por Chari e Pressley [CP95].
Definic¸a˜o 1.1.13. Dado um Uq(g)-mo´dulo irredut´ıvel V de peso ma´ximo λ e uma n-ulpa de
polinoˆmios P, dizemos que V (P) e´ uma afinizac¸a˜o de V , se sua decomposic¸a˜o em componentes
irredut´ıveis, como representac¸a˜o de Uq(g), se escreve como
V (P) ∼= Vλ ⊕
⊕
µ<λ
V
⊕mµ
µ
Dizemos que duas afinizac¸o˜es de V sa˜o equivalentes se forem isomorfas como representac¸o˜es de
Uq(g).
A proposic¸a˜o a seguir garante a existeˆncia de afinizac¸o˜es e justifica a nomenclatura de repre-
sentac¸a˜o fundamental para Vi = V (Pi).
Proposic¸a˜o 1.1.14. [CP95] Para cada i = 1, . . . , n, as representac¸o˜es fundamentais Vi(z) sa˜o
afinizac¸o˜es equivalentes da representac¸a˜o fundamental Vωi de Uq(g). Essas sa˜o as u´nicas afinizac¸o˜es
de Vωi .
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Corola´rio 1.1.15. Se λ =
∑
λiωi e P satisfaz grau(Pi) = λi, enta˜o V (P) e´ uma afinizac¸a˜o de
Vλ. Consequentemente Vλ tem finitas afinizac¸o˜es a menos de equivaleˆncia.
Em geral, Vλ pode ter muitas afinizac¸o˜es na˜o equivalentes. A definic¸a˜o abaixo e´ uma tentativa
de escolher uma afinizac¸a˜o preferencial. Antes precisamos do seguinte lema, cuja demonstrac¸a˜o e´
imediata.
Lema 1.1.16. Dadas afinizac¸o˜es de Vλ, V (P) e V (Q), diga que V (P) ≤ V (Q) se, para todo
µ ∈ P+, uma das seguintes alternativas for va´lida
(a) mµ(V (P)) ≤ mµ(V (Q)).
(b) Existe ν > µ com mν(V (P)) < mν(V (Q)).
onde mµ(V (P)) e´ a multiplicidade do Uq(g)-mo´dulo Vµ em V (P). Enta˜o temos uma ordem parcial
no conjunto das afinizac¸o˜es (ou de suas classes de equivaleˆncia).
Definic¸a˜o 1.1.17. Uma afinizac¸a˜o de Vλ e´ dita minimal se ela for minimal com relac¸a˜o a ordem
parcial definida no lema anterior.
Devido a existeˆncia do homomorfismo de Jimbo τ : Uq(ŝln+1) → Uq(sln+1), e´ claro que o pull-
back por τ de todo Uq(sln+1)-mo´dulo e´ sua pro´pria afinizac¸a˜o minimal. Os polinoˆmios de Drinfeld
correspondentes podem ser encontrados em [CP95]. O seguinte teorema da´ conta da caracterizac¸a˜o
de algumas afinizac¸o˜es minimais.
Teorema 1.1.18. [CP95] Enumere os no´s dos diagramas de Dynkin como na sec¸a˜o III.5.
(a) Vi e´ isomorfo a Vωi , como representac¸a˜o de Uq(g), nos seguintes casos
(i) Para todo i quando g e´ do tipo An ou Cn.
(ii) Para i = 1, n se g for do tipo Bn.
(iii) Para i = 1, n− 1, n se g for do tipo Dn.
(b) Se g e´ do tipo Bn ou Dn+1 com n > 3 e 1 < i < n, a decomposic¸a˜o de Vi em compontes
irredut´ıveis, como representac¸a˜o de Uq(g), e´ a seguinte
Vi ∼=
[i/2]⊕
j=0
Vωi−2j
(c) Para g do tipo E6 temos
V1 ∼= Vω1 V5 ∼= Vω5 V2 ∼= Vω2 ⊕ Vω5 V4 ∼= Vω4 ⊕ Vω1
V3 ∼= Vω3 ⊕ Vω1+ω5 ⊕ 2Vω6 ⊕ C V6 ∼= Vω6 ⊕ C
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(d) Para g do tipo E7 temos
V1 ∼= Vω1 V6 ∼= Vω6 ⊕ C V7 ∼= Vω7 ⊕ Vω1
V2 ∼= Vω2 ⊕ Vω6 ⊕ C V5 ∼= Vω5 ⊕ Vω2 ⊕ 2Vω6 ⊕ C
(e) Para g do tipo E8 temos
V1 ∼= Vω1 ⊕ C V7 ∼= Vω7 ⊕ Vω1 ⊕ C
V2 ∼= Vω2 ⊕ Vω7 ⊕ 2Vω1 ⊕ C
(f) Para g do tipo F4 temos
V1 ∼= Vω1 V2 ∼= Vω2 ⊕ Vω1 V4 ∼= V4 ⊕ C
V3 ∼= Vω3 ⊕ V2ω1 ⊕ 2Vω4 ⊕ C
(g) Para g do tipo G4 temos
V1 ∼= Vω1 V2 ∼= Vω2 ⊕ C
Observac¸a˜o: A tarefa de descrever a estrutura de V (P) como Uq(g)-mo´dulo na˜o e´ fa´cil, mesmo
quando P = Pi. Recentemente Nakajima [N02] encontrou um me´todo, razoavelmente sofisticado,
que resolve o problema, teoricamente, para todos os casos na˜o listados no teorema acima.
1.2. R-matrizes com Paraˆmetro Espectral
Recorde na sec¸a˜o II.3 que o produto tensorial completo Uq(ĝ)⊗ˆUq(ĝ) possui uma estrutura
quase triangular R. Dados dois mo´dulos V,W em Repf(Uq(ĝ)) e uma varia´vel formal z, defina
(1.2.1) RV,W (z) = R|V (z)⊗W
E´ fa´cil ver que RV,W (z) ∈ End(V ⊗ W )[[z]]. Ale´m disso, como R ∈ Uq(b̂+)⊗ˆUq(b̂−), temos
RV,W (u)(z) ∈ End(V ⊗W )[[z/u]], onde u e´ outra varia´vel formal. Nosso primeiro objetivo sera´
mostrar que, de fato, RV,W (z) converge numa vizinhanc¸a de z = 0 e, portanto, podemos olhar
RV,W (z) como uma func¸a˜o meromorfa RV,W : C→ End(V ⊗W ).
Proposic¸a˜o 1.2.1. O elemento k2ρ define um isomorfismo V (zq2r
∨h∨)→ V (z)∗∗.
Demonstrac¸a˜o. Consequeˆncia imediata da proposic¸a˜o II.3.4 e do corola´rio I.3.4. ¤
Vamos introduzir a seguinte notac¸a˜o. Dada uma aplicac¸a˜o linear T : V ⊗ W → V ⊗ W ,
T =
∑
i
ai ⊗ bi, defina T t1 : V ∗ ⊗W → V ∗ ⊗W por T t1 =
∑
i
a∗i ⊗ bi.
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Proposic¸a˜o 1.2.2. Temos as seguintes identidades
RV ∗,W (z) =
(
RV,W (z)−1
)t1(((
RV,W (z)−1
)t1)−1)t1 = (k2ρ ⊗ 1)RV,W (zq2r∨h∨)(k−2ρ ⊗ 1)(1.2.2)
Demonstrac¸a˜o. A primeira identidade e´ consequeˆncia da equac¸a˜o (I.2.4). Para obter a se-
gunda basta aplicar a primeira duas vezes e usar a proposic¸a˜o 1.2.1. ¤
Lema 1.2.3. Seja U uma vizinhanc¸a de zero em Cn, G : U → Cn uma func¸a˜o anal´ıtica com
G(0) = 0 e p ∈ C tal que |p| > 1. Suponha que f ∈ zCn[[z]] seja uma soluc¸a˜o formal para a equac¸a˜o
de diferenc¸as
f(pz) = G(f(z))
Enta˜o f converge a uma func¸a˜o anal´ıtica em uma vizinhanc¸a de zero.
Demonstrac¸a˜o. Escreva f(z) =
∑
n≥1
fnz
n e G(y) =
∑
n≥1
gny
n, onde gn sa˜o aplicac¸o˜es multi-
lineares. Como G e´ anal´ıtica em zero, existe A > 0 tal que |gn| < An ∀n. Tome k0 grande o
suficiente para que, se k ≥ k0, enta˜o |(pk − g1)−1| < 2|p|−k e 2A < |p|k/2. Seja C tal que |fk| < C
para k < k0 e tome B > max(1, AC|p|1/2−1).
Mostraremos por induc¸a˜o em k que |fk| < CBk−1. Para k < k0 esta´ claro, pois B > 1. Assuma
que a afirmac¸a˜o tenha sido provada para n < k, onde k ≥ k0. Temos
fk = (pk − g1)−1
∑
1<r≤k
∑
∑
ij=k
gr(fi1 , ..., fir)
Mas, |gr(fi1 , ..., fir)| ≤ |gr|
∏r
l=1 |fil | < (AC)rBk−r e o nu´mero de termos com gr e´ dominado pela
combinato´ria
 
k − 1
r − 1
)
, pois ij ≥ 1, r > 1. Enta˜o
|fk| < 2(AC/B)(1 +AC/B)k−1|p|−kBk < CBk−1
ja´ que 2A < |p|k/2 e 1 +AC/B < |p|1/2. Logo f(z) converge para z pequeno. ¤
Teorema 1.2.4. Sejam V,W ∈ Repf(Uq(ĝ)). Enta˜o RV,W (z) e´ anal´ıtica perto de zero e se
estende meromorficamente a C.
Demonstrac¸a˜o. Se |q| 6= 1, a equac¸a˜o (1.2.2) pode ser vista como uma equac¸a˜o do tipo
f(pz) = G(f(z)) como no lema. Mais precisamente, f assume valores em End(V ⊗W ), p = q±2r∨h∨ ,
G(X) = (((X−1)t1)−1)t1 e a origem em End(V ⊗W ) e´ o ponto X = RV,W (0), que e´ um ponto fixo
de G. Assim, pelo lema 1.2.3, RV,W (z) e´ anal´ıtica ao redor de zero. Como G e´ um isomorfismo
bi-racional, a extensa˜o de RV,W (z) a C meromorficamente e´ consequeˆncia de (1.2.2) ¤
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Observac¸a˜o: Este teorema foi provado originalmente por Kazhdan e Soibelman [KS95], mas a
demonstrac¸a˜o e´ bem mais complicada do que a que acabamos de apresentar.
Proposic¸a˜o 1.2.5. [FR92, EFK] Sejam V,W ∈ Repf(Uq(ĝ)) irredut´ıveis. Enta˜o
(1.2.3) RV,W (z) = fV,W (z)R¯V,W (z)
onde fV,W : C → C e´ uma func¸a˜o meromorfa, regular em 0 com fV,W (0) 6= 0, e R¯V,W (z) e´ uma
func¸a˜o racional regular em 0 normalizada de modo que R¯V,W (z)(v0 ⊗ w0) = v0 ⊗ w0. Aqui v0, w0
sa˜o os vetores de peso ma´ximo em V e W . Se |q| < 1, fV,W pode ser representada como
(1.2.4) fV,W (z) = qr
∨(λ,µ)
∞∏
j=0
%V,W (q2jr
∨h∨z)
onde λ e µ sa˜o os pesos de v0 e w0, olhando V e W como Uq(g)-mo´dulos, e %V,W (z) e´ uma func¸a˜o
racional com %V,W (0) = 1.
Demonstrac¸a˜o. Considere V ((z)), o espac¸o de se´ries de Laurent formais com coeficiente em
V , com a “mesma” estrutura de Uq(ĝ)-mo´dulo que V (z). Enta˜o PRV,W (z) : V ((z)) ⊗ W →
W ⊗ V ((z)) e´ um isomorfismo de Uq(ĝ)-mo´dulos. Segue da proposic¸a˜o 1.1.11 que V ((z)) ⊗ W
e´ irredut´ıvel e, portanto, a menos de normalizac¸a˜o, existe um u´nico homomorfismo de mo´dulos
V ((z))⊗W →W ⊗ V ((z)). Logo, a fatorac¸a˜o (1.2.3) e´ u´nica. Que R¯V,W (z) e´ uma func¸a˜o racional
segue do fato que PR¯V,W (z) e´ um homomorfismo de mo´dulos, ou seja, satisfaz um sistema de
equac¸o˜es lineares cujos coeficientes sa˜o polinoˆmios em z. Para calcular fV,W (z), considere
R¯V ∗∗,W (z) =
(((
R¯V,W (z)−1
)t1)−1)t1
Como V ∗∗(z) ∼= V (q2r∨h∨), existe uma func¸a˜o racional %V,W (z) tal que
(1.2.5) %V,W (z)R¯V ∗∗,W (z) = (k2ρ ⊗ 1)R¯V,W (zq2r∨h∨)(k−2ρ ⊗ 1)
de onde segue que %V,W (0) = 1. Comparando com (1.2.2) obtemos
%V,W (z)fV,W (q2r
∨h∨z) = fV,W (z)
de onde deduzimos (1.2.4). ¤
Observac¸a˜o: Veja que R¯V,W (0) coincide com a R-matriz universal de Uq(g).
Proposic¸a˜o 1.2.6. RV,W (z) satisfaz a equac¸a˜o de Yang-Baxter com paraˆmetros espectrais
(1.2.6) RV1,V2(z1/z2)RV1,V3(z1/z3)RV2,V3(z2/z3) = RV2,V3(z2/z3)RV1,V3(z1/z3)RV1,V2(z1/z2)
e, para V e W irredut´ıveis, a condic¸a˜o de unitariedade
(1.2.7) PR¯W,V (z−1)PR¯V,W (z) = 1
onde P e´ a permutac¸a˜o de fatores.
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Demonstrac¸a˜o. A equac¸a˜o (1.2.6) e´ consequeˆncia da equac¸a˜o de Yang-Baxter para R. O
lado esquerdo de (1.2.7) e´ um homomorfismo de mo´dulos V (z) ⊗W → V (z) ⊗W . Como, para
valores gene´ricos de z, V (z) ⊗ W e´ irredu´ıvel, esse homomorfismo e´ uma constante. Que essa
constante e´ 1 segue da normalizac¸a˜o de R¯V,W . ¤
Agora veremos que os po´los ou, equivalentemente, os pontos onde R¯V,W (z) na˜o e´ invert´ıvel, esta˜o
estreitamente relacionados com os valores de z para os quais V (z)⊗W e´ redut´ıvel. Vamos comec¸ar
por caracterizar tais conjuntos para V,W representac¸o˜es fundamentais. Em [FM01], E. Frenkel e E.
Mukhin mostraram que se R¯Vi,Vj (z) tem um po´lo em z0, enta˜o z0 ∈ P = {qk; 2 ≤ k ≤ r∨h∨, k ∈ Z}
e, se R¯Vi,Vj (z0) na˜o e´ invert´ıvel, enta˜o z0 ∈ P−1 = {q−k; 2 ≤ k ≤ r∨h∨, k ∈ Z}.
Corola´rio 1.2.7. Seja P ij o subconjunto de P onde %Vi,Vj (z) tem um po´lo. Enta˜o R¯Vi,Vj (z)
na˜o e´ invert´ıvel exatamente em P−1ij .
Demonstrac¸a˜o. Da demonstrac¸a˜o da proposic¸a˜o 1.2.5 sabemos que %V,W (z) e´ caracterizada
pela equac¸a˜o:
((R¯V,W (z))−1)t1 = %V,W (z)((R¯V,W (q2r
∨h∨z))t1)−1
Recorde que Vj(z)∗ ∼= Vj∗(qr∨h∨), onde Vωj∗ e´ a representac¸a˜o fundamental de Uq(g) dual a Vωj .
Enta˜o, se z0 ∈ P±1ij e R¯Vi,Vj (z0) e´ invert´ıvel, tanto ((R¯Vi,Vj (z))−1)t1 quanto ((R¯Vi,Vj (q2r
∨h∨z))t1)±1
sa˜o regulares em z0. Portanto %Vi,Vj (z) tambe´m e´. Reciprocamente, se R¯Vi,Vj (z0) na˜o for invert´ıvel,
segue que ((R¯Vi,Vj (z))
−1)t1 tem um po´lo em z0, mas ((R¯Vi,Vj (q2r
∨h∨z))t1)−1 e´ regular. Logo ρX,Y
tem um po´lo em z0. ¤
E´ claro que caracterizar os pontos onde R¯Vi,Vj (z) na˜o e´ invert´ıvel e´ equivalente a caracterizar os
pontos onde (R¯Vi,Vj (z))
−1 tem um po´lo. Consequentemente, segue de (1.2.7) que P ij e´ o conjunto
dos po´los de R¯Vi,Vj (z).
Proposic¸a˜o 1.2.8. O produto tensorial Vi(z)⊗Vj e´ redut´ıvel se e somente se z ∈ Sij = P ij∪P−1ij
.
Demonstrac¸a˜o. Se z ∈ Sij , basta tomar o nu´cleo de (R¯Vi,Vj (z))±1. A rec´ıproca requer
argumentos bem mais sofisticados [FM01]. ¤
Finalizamos essa sec¸a˜o com a fo´rmula para RV,V (z), onde V = V1 e´ a afinizac¸a˜o minimal da
representac¸a˜o natural de Uq(sln+1).
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Proposic¸a˜o 1.2.9. Seja v1, . . . , vn+1 a base canoˆnica de V . A ac¸a˜o de R¯V,V (z) em V (z)⊗ V e´
dada por:
R¯V,V (z)(vm ⊗ vm) = vm ⊗ vm
R¯V,V (z)(vm ⊗ vl) = ζ(z) (vm ⊗ vl) + η(z) z (vl ⊗ vm)
R¯V,V (z)(vl ⊗ vm) = η(z) (vm ⊗ vl) + ζ(z) (vl ⊗ vm)
onde
(1.2.8) ζ(z) =
1− z
q − q−1z and η(z) =
q − q−1
q − q−1z
Demonstrac¸a˜o. Essa fo´rmula e´ conhecida de longa data, embora na˜o seja ta˜o fa´cil encontrar
uma demonstrac¸a˜o publicada. Temos essa demonstrac¸a˜o dispon´ıvel em [M01], onde usamos uma
te´cnica “ingeˆnua”: recursivamente, usando-se apenas a propriedade de PR¯V,V (z) ser um homomor-
fismo de mo´dulos e sua normalizac¸a˜o. Evidentemente, este e´ um ca´lculo longo. ¤
Em termos das matrizes elementares Eij (veja sec¸a˜o III.4), R¯V,V (z) se escreve como
R¯V,V (z) =
n∑
i=0
Ei,i ⊗Ei,i + ζ(z)
(∑
j>i
Ei,i ⊗Ej,j + Ej,j ⊗ Ei,i
)
+ η(z)
(∑
j>i
zEj,i ⊗ Ei,j +Ei,j ⊗ Ej,i
)
(1.2.9)
Agora vamos calcular %n+1(z) = %V,V (z). Seja det R¯V,V (z) = ζ(z)2− zη(z)2, o determinante de
R¯V,V (z) no subespac¸o Vm,l de V (z)⊗ V gerado por vm ⊗ vl e vl ⊗ vm. Enta˜o temos
(R¯V,V (z)−1)t1 =
n∑
i=0
Ei,i ⊗Ei,i + ζ(z)detR(z)
(∑
j>i
Ei,i ⊗Ej,j + Ej,j ⊗Ei,i
)
− η(z)
det R¯V,V (z)
(∑
j>i
zEi,j ⊗ Ei,j +Ej,i ⊗ Ej,i
)
Os subespac¸os invariantes dessa aplicac¸a˜o sa˜o V= =
⊕
i
C(vi ⊗ vi) e Vi6=j = C(vi ⊗ vj), e sua
ac¸a˜o em V= e´ dada pela matriz
(1.2.10) Tn+1 =

1 zp(z) · · · zp(z)
p(z) 1
. . .
...
...
. . . . . . zp(z)
p(z) · · · p(z) 1

(n+1)×(n+1)
onde p(z) = − η(z)
detR(z)
=
1− q2
1− q2z
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Enta˜o, aplicando (1.2.5) a v1 ⊗ v1, e´ fa´cil ver que
%n+1 =
detTn+1
detTn
Uma vez calculado detTk temos
(1.2.11) %n+1(z) =
(1− z)(1− zq2(n+1))
(1− zq2)(1− zq2n)
Finalmente, fV,V (z) = fn+1(z) e´ dada por
(1.2.12) fn+1(z) = q
n
n+1
∞∏
j=0
%n+1(q2j(n+1)z)
Observac¸a˜o: Lembre que nn+1 = (ω1, ω1) (sec¸a˜o III.4).
Embora este me´todo seja tecnicamente simples, para g, Vi, Vj quaisquer, ele pode se tornar
impratica´vel. No caso de sl2 e´ poss´ıvel leva´-lo a cabo em completa generalidade [EFK]. Em
geral, tudo o que se consegue, usando-se outros me´todos, e´ calcular fVi,Vj (z) [AK97, FR00]. Mas,
geralmente, isso tambe´m e´ tudo o que se precisa.
1.3. O Cara´ter El´ıptico Central
Agora podemos nos perguntar se Vi(z) ⊗ Vj e´ completamente redut´ıvel quando z ∈ Sij (com-
pare com o teorema II.2.8). A resposta a essa pergunta e´ negativa como mostra o seguinte exemplo
calculado em [CP91b]. Tome g = sl2 e relembre que os objetos simples de Repf(Uq(sl2)) sa˜o
parametrizados por sua dimensa˜o, i.e., para cada m ∈ Z+, existe um u´nico Uq(sl2)-mo´dulo irre-
dut´ıvel V m com dimensa˜o m+1. Considere V m(z), o Uq(ŝl2)-mo´dulo correspondente constru´ıdo a
partir da aplicac¸a˜o de avaliac¸a˜o de Jimbo. Enta˜o as seguintes sequeˆncias exatas na˜o cindem
0→ V m−1(zq−1)→ V m(z)⊗ V 1(zqm+1)→ V m+1(zq)→ 0(1.3.1)
0→ V m+1(zq)→ V 1(zqm+1)⊗ V m(z)→ V m−1(zq−1)→ 0(1.3.2)
A segunda sequeˆncia e´ obtida dualizando-se a primeira. Enta˜o vemos que V m(z)⊗V 1(zqm+1) e
V 1(zqm+1)⊗V m(z) sequer sa˜o isomorfos. De fato, V m(z)⊗V 1(zqm+1) e´ c´ıclico, gerado pelo produto
tensorial dos vetores de peso ma´ximo de V 1(zqm+1) e V m(z), enquanto em V 1(zqm+1) ⊗ V m(z),
o produto tensorial destes vetores gera uma subrepresentac¸a˜o pro´pria. De qualquer maneira, este
exemplo ja´ sugere que o seguinte teorema ainda e´ verdadeiro.
Teorema 1.3.1. [FR00] O anel de Grothendiek de Repf(Uq(ĝ)), Gr(Uq(ĝ)), e´ comutativo.
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A questa˜o da ciclicidade de um produto tensorial Vi1(z1)⊗· · ·⊗Vil(zl) foi levantada por Akasaka
e Kashiwara em [AK97]. A resposta foi dada por Kashiwara [K00] usando crystal bases e por
Chari [C01] usando ac¸a˜o do Grupo de Tranc¸as. Enunciamos o resultado ja´ utilizando a proposic¸a˜o
1.2.8.
Proposic¸a˜o 1.3.2. Para que o produto tensorial Vk1(z1)⊗ · · · ⊗ Vkl(zl) seja c´ıclico no produto
tensorial dos vetores de peso ma´ximo, basta que zrzs /∈ Pkr ks para r < s. Em outras palavras, basta
que R¯Vkr ,Vks (
zr
zs
) seja regular para r < s. Em particular, nesses casos, Vk1(z1) ⊗ · · · ⊗ Vkl(zl) e´
indecompon´ıvel.
Uma vez que, ao contra´rio de Repf(U(ĝ)), Repf(Uq(ĝ)) na˜o e´ semi simples nem quando con-
sideramos apenas a subcategoria abeliana gerada por produto tensoriais de objetos simples, nosso
pro´ximo objetivo sera´ determinar a decomposic¸a˜o em blocos de Repf(Uq(ĝ)). Os resultados ba´sicos
sobre blocos de uma categoria abeliana se encontram na sec¸a˜o III.3. Recorde que, seA e´ uma a´lgebra
de dimensa˜o finita, enta˜o os blocos de Repf(A), a categoria abeliana dos A-mo´dulos de dimensa˜o
finita, sa˜o parametrizados por caracteres centrais, χ : Z(A)→ C. Apesar de Uq(ĝ) na˜o ter dimensa˜o
finita e de seu centro ser trivial, definiremos um conceito ana´logo ao de cara´ter central, que nos
permitira´ parametrizar os blocos de Repf(Uq(ĝ)) de maneira similar.
Dados X,Y ∈ Repf(Uq(ĝ)) defina
(1.3.3) <X,Y (z) = R21Y,X(z−1)RX,Y (z) ∈ EndUq(ĝ)(X(z)⊗ Y ).
Proposic¸a˜o 1.3.3. [KS95] <X,Y e´ uma func¸a˜o el´ıptica de z com per´ıodo q2r∨h∨ . Em outras
palavras, e´ uma func¸a˜o meromorfa na curva el´ıptica
E =
C∗
q2r∨h∨Z
Denote por IdE o funtor identidade de Repf(Uq(ĝ))E := Repf(Uq(ĝ))⊗C C(E), onde C(E) e´ o
corpo das func¸o˜es meromorfas em E.
Proposic¸a˜o 1.3.4. Se X for irredut´ıvel, existe um elemento ξX ∈ EndUq(ĝ)(IdE), tal que
<X,Y (z) = 1⊗ ξX(z)|Y para todo Y ∈ Repf(Uq(ĝ)) e quase todo z ∈ C∗.
A demonstrac¸a˜o segue do lema a seguir.
Lema 1.3.5. Dados X,Y ∈ Repf(Uq(ĝ)) com X simples, a aplicac¸a˜o ξ 7→ 1 ⊗ ξ, define um
isomorfismo EndUq(ĝ)(Y ) ∼= EndUq(ĝ)(X(z)⊗ Y ) para quase todo z ∈ C∗.
Demonstrac¸a˜o. Temos
EndUq(ĝ)(X(z)⊗ Y ) ∼= HomUq(ĝ)(Y, ∗X(z)⊗X(z)⊗ Y ) ∼= HomUq(ĝ)(Y ⊗ ∗Y, ( ∗X ⊗X)(z))
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Sejam Z1, . . . , Zn as constituintes na˜o triviais de ∗X ⊗X. Enta˜o, para z gene´rico, nenhum Zi(z)
ocorre como constituinte de Y ⊗ ∗Y , pois Zi(z) sa˜o dois a dois na˜o isomorfos para i fixo. Conse-
quentemente, a imagem de qualquer f : Y ⊗ ∗Y → (∗X ⊗X)(z) tem apenas constituintes triviais.
E´ fa´cil mostrar que Ext1Uq(ĝ)(C,C) = 0. Logo, como X e´ simples, a imagem de f e´ trivial, i.e., ou
e´ zero ou uni-dimensional. ¤
Corola´rio 1.3.6. Para quase todo z, u, w ∈ C∗ valem
(a) Se Y e´ simples, ξX(z)|Y e´ o operador escalar dado por fX,Y (z)fY,X(z−1). Ale´m disso
ξX(z)|Y = ξY (z−1)|X .
(b) ξX(z)|Y1⊗Y2 = ξX(z)|Y1 ⊗ ξX(z)|Y2 . Em particular, se Yi sa˜o simples e Y e´ subquociente de
Y1⊗Y2, enta˜o ξX(z)|Y = ξX(z)|Y1ξX(z)|Y2 ∈ C. Analogamente, se um objeto irredut´ıvel X
e´ subquociente de X1⊗X2 com X1, X2 tambe´m irredut´ıveis, enta˜o ξX = ξX1ξX2 = ξX2ξX1 .
(c) ξX(z)|Y ∗ = ((ξX(z)|Y )−1)∗.
(d) ξX(z)|Y (u) = ξX( zu)|Y e ξX(w)(z) = ξX(zw).
Demonstrac¸a˜o. O primeiro item e´ imediato do lema 1.3.5. O segundo segue de (I.2.2) e o
terceiro de (I.2.4). O quarto e´ consequeˆncia da propriedade similar para RX,Y (z). ¤
Definic¸a˜o 1.3.7. Seja I o conjunto das classes de objetos simples isomorfos de Repf(Uq(ĝ)).
Um cara´ter el´ıptico central em Repf(Uq(ĝ)) e´ um elemento χ : I → C(E) satisfazendo
(a) χX(w)(z) = χX(zw) para quase todo z, w ∈ C∗.
(b) Se X ∈ I e´ subquociente de X1 ⊗X2, para X,Xi ∈ I, enta˜o χX = χX1χX2 .
(c) χC = 1.
Aqui estamos denotando a avaliac¸a˜o de χ na classe de X por χX . Dado um cara´ter el´ıptico
central χ, seja
Cχ = {Y ∈ Repf(Uq(ĝ)); ξX(z)|Z = χX(z) para quaisquer X,Z ∈ I com Z constituinte de Y }
Pode acontecer que Cχ = 0. Se Y ∈ Cχ, dizemos que o cara´ter el´ıptico central de Y e´ χ. E´ imediato
que
Repf(Uq(ĝ)) =
⊕
χ
Cχ
Teorema 1.3.8. As categorias Cχ sa˜o indecompon´ıveis, isto e´, elas sa˜o os blocos deRepf(Uq(ĝ)).
O restante da sec¸a˜o sera´ dedicada a demonstrac¸a˜o do teorema 1.3.8. De fato, como parte da
demonstrac¸a˜o depende do ca´lculo de ξVi(z)|Vj = fVi,Vj (z)fVj ,Vi(z−1), e no´s na˜o apresentamos o
me´todo geral para fazeˆ-lo, a demonstrac¸a˜o estara´ completa apenas para sln+1. Embora os passos
sejam exatamente os mesmos, eles se tornam muito mais trabalhosos em geral. A demonstrac¸a˜o
completa se encontra em [EM02b].
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Observac¸a˜o: A demonstrac¸a˜o deixara´ claro o conjunto dos caracteres el´ıpticos centrais χ para os
quais Cχ 6= 0. Tambe´m ficara´ claro que se duas representac¸o˜es teˆm caracteres el´ıpticos centrais que
coincidem a menos de multiplicac¸a˜o por uma constante, enta˜o eles de fato coincidem. Em outras
palavras, o cara´ter el´ıptico central de uma representac¸a˜o e´ completamente determinado pelo seu
conjunto de zeros e po´los em E.
O teorema abaixo e´ um refinamento do corola´rio 1.1.10.
Teorema 1.3.9. Todo objeto simples de Repf(Uq(ĝ)) e´ um subquociente de um produto ten-
sorial da forma Vi1(z1) ⊗ · · · ⊗ Vim(zm) onde ij percorre o conjunto de ı´ndices que enumeram os
no´dulos negros do diagrama de Dynkin de g, como no apeˆndice III.5.
Observac¸a˜o: Para sln+1 o no´dulo corresponde a` representac¸a˜o natural. Nesse caso o resultado
e´ conhecido a algum tempo (veja [CP93] por exemplo). De fato, por causa do Corola´rio 1.1.10,
e´ suficiente provar para representac¸o˜es fundamentais. Isto e´ feito em [CP96b] para as demais
a´lgebras de Lie cla´ssicas. Para as excepcionais ele pode ser obtido a partir destes casos considerando-
se suba´lgebras associadas a subdiagramas de Dynkin (veja [CP91a] para as explicac¸o˜es sobre este
me´todo). No entanto, podemos usar caracteres el´ıpticos centrais para prova-lo diretamente. No
caso de e6, o mesmo tipo de ca´lculo foi feito em [CP91a]. Os demais casos esta˜o em [EM02b]. Essa
demonstrac¸a˜o usando caracteres el´ıpticos centrais e´ interessante, pore´m, pode se tornar bastante
trabalhosa, como para e8.
Corola´rio 1.3.10. Para g 6= D2m, os caracteres el´ıpticos centrais sa˜o determinados pelo seu
valor em V = Vb, onde b e´ o ı´ndice do no´dulo negro do diagrama de Dynkin. No caso de D2m, eles
sa˜o determinados por seus valores nas afinizac¸o˜es minimais das representac¸o˜es spin.
Ja´ que so´ poderemos completar a demonstrac¸a˜o do teorema 1.3.8 para sln+1 de qualquer
maneira, de agora em diante estaremos supondo que g 6= Dn para n par. Enta˜o fixamos V = Vb e
consideraremos produtos tensoriais da forma V (z1)⊗ · · · ⊗ V (zl).
Proposic¸a˜o 1.3.11. Se z1, . . . , zl e´ uma sequeˆncia satisfazendo a condic¸a˜o da proposic¸a˜o 1.3.2
e s ∈ Sm e´ tal que zs(1), . . . , zs(l) tambe´m a satisfaz, enta˜o V (z1) ⊗ · · · ⊗ V (zl) e´ isomorfo a
V (zs(1))⊗ · · · ⊗ V (zs(l)).
Demonstrac¸a˜o. O isomorfismo e´ dado por aplicac¸o˜es sucessivas de PR¯V,V (zj/zk), onde k e
j sa˜o ı´ndices que trocam de ordem pela ac¸a˜o de s. Que PR¯V,V (zj/zk) define um isomorfismo nos
fatores correspondentes segue da hipo´tese sobre as sequeˆncias z1, . . . zl e zs(1), . . . zs(l). ¤
Definic¸a˜o 1.3.12. Dizemos que uma sequeˆncia z1, . . . , zm e´ na˜o resonante se satisfaz a condic¸a˜o
da proposic¸a˜o 1.3.2.
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Como qualquer sequeˆncia pode ser rearranjada numa ordem na˜o resonante, denotaremos por
Y (z1, . . . , zm) qualquer um dos produtos tensoriais indecompon´ıveis isomorfos obtidos de z1, . . . , zm.
Como consequeˆncia do lema III.3.4, do teorema 1.3.9 e das proposic¸o˜es 1.3.2 e 1.3.11, para
provar o teorema 1.3.8 e´ suficiente mostrar que se Y (z1, . . . , zl) e Y (w1, . . . , wk) teˆm o mesmo
cara´ter el´ıptico central, enta˜o eles esta˜o ligados.
De agora em diante assumiremos que g = sln+1.
Lema 1.3.13. Para todo w ∈ C∗, Y (z1, . . . , zm) e Y (z1, . . . , zm, w, q2w, . . . , q2(r∨h∨−1)w) esta˜o
ligados. Em particular Y (z1, . . . , zm) esta´ ligado a Y (z1, . . . , zj−1, zjq2r
∨h∨ , zj+1, . . . , zm).
Observac¸a˜o: Para sln+1 temos r∨ = 1 e h∨ = n+ 1. O motivo de enunciarmos o lema desse jeito
e´ apenas uma sugesta˜o da forma “geral” que esse lema tera´ para outras a´lgebras de Lie. De fato,
como queremos que esse lema liste todas as poss´ıveis relac¸o˜es na˜o triviais de ligac¸a˜o de forma na˜o
redundante, na˜o e´ poss´ıvel formula´-lo de forma geral, forc¸ando-nos, desde ja´, a uma ana´lise caso a
caso.
Demonstrac¸a˜o. Como a representac¸a˜o trivial esta´ contida em Y (w, q2w, . . . , q2(h
∨−1)w) para
todo w, como “poteˆncia exterior quaˆntica ma´xima” de V (w), segue que toda constituinte simples
de Y (z1, . . . , zm) tambe´m e´ constituinte de Y (z1, . . . , zm, w, q2w, . . . , q2(h
∨−1)w). Veja que usamos
o teorema 1.3.1 neste argumento. Para a segunda afirmac¸a˜o, sejam Y1 e Y2 constituintes sim-
ples em cada um dos produtos tensoriais considerados. Enta˜o ambos Yi sa˜o subquocientes de
Y (z1, . . . , zj , q2zj , . . . , q2h
∨
zj , zj+1, . . . , zm). ¤
O lema 1.3.13 reduz nossa tarefa a mostrar que se Y (z1, . . . , zm) e Y (w1, . . . , wk) tem o mesmo
cara´ter el´ıptico central, enta˜o a sequeˆncia (z1, ..., zm) pode ser obtida de (w1, ..., wk) combinato-
riamente: por permutac¸o˜es e por adic¸a˜o ou remoc¸a˜o de sequeˆncias (z, q2z, ..., q2(h
∨−1)z), que ja´
incluem transformac¸o˜es do tipo zj → zjq2h∨ . Essa parte da demosntrac¸a˜o e´ feita analizando-se a
estrutura de zeros e po´los de ξ(z) = ξV,V (z) = fV,V (z)fV,V (z−1). Relembrando a fo´rmula (1.2.12)
para fV,V (z) temos
(1.3.4) ξ(z) = q
2(h∨−1)
h∨
∞∏
j=0
%(q2jh
∨
z)%(q2jh
∨
z−1)
onde % e´ dada por (1.2.11)
%(z) =
(1− z)(1− zq2h∨)
(1− zq2)(1− zq2(h∨−1))
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Assim, a estrutura de zeros e po´los de ξ(z) em E e´ dada pela seguinte figura
•1 •q2 •q4 . . . •q2(h∨−2) •q2(h∨−1)
2 −1 0 . . . 0 −1 para n ≥ 2 e
•1 •q2
2 −2 para n = 1
onde nu´meros positivos denotam zeros, da ordem correspondente, e negativos os po´los.
O fato de C estar contido em Y (w, q2w, . . . , q2(h∨−1)w) e´ refletido na relac¸a˜o
(1.3.5)
h∨−1∏
s=0
ξ(zw−1q−2s) = 1.
Para completar a demonstrac¸a˜o, mostraremos que qualquer relac¸a˜o multiplicativa entre ξ(zu),
u ∈ C∗, e´ uma combinac¸a˜o de relac¸o˜es da forma (1.3.5). E´ suficiente mostrarmos que as func¸o˜es
ξ(z), ξ(zq−2), . . . , ξ(zq−2(h∨−2)) sa˜o multiplicativamente independentes. Veja que para sl2 isso e´
imediato.
Vamos transportar o problema para o contexto de a´lgebra linear. Considere o grupo Zh∨−1.
Associe a` func¸a˜o ξ(zq−2s), 0 ≤ s ≤ h∨ − 2, o vetor us ∈ Zh∨−1 dado por
u0 =(2,−1, 0, 0, . . . , 0)
uh∨−2=(0, 0, . . . , 0,−1, 2)
ut =(0, . . . , 0,−1, 2,−1, 0, . . . , 0)
para 0 < t < h∨ − 2, onde o 2 aparece na s-e´sima entrada, se as enumerarmos de 0 a h∨ − 2.
As entradas desses vetores correspondem a` ordem das singularidades de ξ(zq−2s) na sequeˆncia
1, q2, ..., q2(h
∨−2). Enta˜o nos resta mostrar que os vetores us sa˜o linearmente independentes ou,
equivalentemente, que a matriz Sn, cujas linhas sa˜o os vetores us, tem determinante na˜o nulo. Mas
e´ fa´cil ver que detSn = 2detSn−1−detSn−2. Enta˜o, usando induc¸a˜o, obtemos detSn = n+1. De
fato, Sn coincide com a matriz de Cartan de sln+1 (essa coincideˆncia na˜o acontece para as outras
a´lgebras de Lie). A demonstrac¸a˜o do teorema 1.3.8 para sln+1 esta´ completa.
Finalizamos o cap´ıtulo com um exemplo. Vamos caracterizar os blocos das afinizac¸o˜es minimais
das quantizac¸o˜es das representac¸o˜es irredut´ıveis de sl2. Para isso usaremos a sequeˆncia exata que
apresentamos no in´ıcio desta sec¸a˜o:
0→ V m−1(zq−1)→ V m(z)⊗ V 1(zqm+1)→ V m+1(zq)→ 0
Pondo m = 1 temos
0→ C→ V 1(z)⊗ V 1(zq2)→ V 2(zq)→ 0
e concluimos que as afinizac¸o˜es minimais da representac¸a˜o 3-dimensional pertencem todas, indepen-
detemente do valor de z, ao bloco da representac¸a˜o trivial, cujo cara´ter el´ıptico central e´ dado pela
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func¸a˜o constante χ(z) = 1. Usando induc¸a˜o vemos que o mesmo vale para todas as representac¸o˜es
de dimensa˜o impar, ou seja
V 2j(z) ∈ C1 ∀ z
De maneira similar, obtemos a seguinte caracterizac¸a˜o para as representac¸o˜es de dimensa˜o par
V 2j−1(z) ∈ Cχ ⇔ V 1(zq1−2(2j−1)) ∈ Cχ
Finalmente, como o per´ıodo da curva el´ıptica, neste caso, e´ q4, concluimos que, para duas afinizac¸o˜es
minimais da representac¸a˜o natural de sl2, temos
V 1(z), V 1(w) ∈ Cχ ⇔ z
w
= q4k k ∈ Z
CAP´ıTULO 2
Uma Versa˜o Quantizada do Funtor de Kazhdan-Lusztig
Neste cap´ıtulo construiremos explicitamente uma versa˜o quantizada para o funtor de Kazhdan-
Lusztig [KL94] no caso de sln+1. Comec¸amos com os resultados necessa´rios sobre representac¸o˜es de
R-matrizes. Ainda na primeira sec¸a˜o, fornecemos a definic¸a˜o de Felder [F94] para o Grupo Quaˆntico
El´ıptico Eτ,γ(sln+1) atrave´s de uma soluc¸a˜o particular da QDYB. Na sec¸a˜o 2.2 apresentamos o
principal me´todo para se obter soluc¸o˜es da equac¸a˜o QDYB a partir de Teoria de Reporesentac¸o˜es,
a chamada Construc¸a˜o de Intercaˆmbio. Na sec¸a˜o 2.3 definimos func¸o˜es de correlac¸a˜o, na linguagem
da Construc¸a˜o de Intercaˆmbio, e enunciamos o teorema de Frenkel-Reshetkihin [FR92] que diz que
tais func¸o˜es satisfazem uma versa˜o quantizada das equac¸o˜es de Knizhnik-Zamolodchikov. Tambe´m
calculamos as soluc¸o˜es de fusa˜o destas equac¸o˜es qKZ nos espac¸os homogeˆneos do produto tensorial
V (x) ⊗ V (y), onde V a´ afinizac¸a˜o minimal da quantizac¸a˜o da representac¸a˜o natural de sln+1 em
Cn+1 e x, y ∈ C∗. A seguir, sec¸a˜o 2.4, calculamos a monodromia destas soluc¸o˜es para obter o
operador de intercaˆmbio correspondente. Finalmente, na u´ltima sec¸a˜o, provamos que a categoria
de representac¸o˜es deste operador e´ equivalente a` da R-matriz utilizada por Felder e construimos o
funtor qKL.
2.1. R-matrizes Dinaˆmicas
Essa sec¸a˜o e´ uma s´ıntese de [EV98].
Seja a uma a´lgebra de Lie abeliana de dimensa˜o finita sobre C. Considere a categoria Repf(a)
das representac¸o˜es diagonaliza´veis de dimensa˜o finita de a, i.e., todo objeto V de Repf(a) admite
uma decomposic¸a˜o em espac¸os homogeˆneos
V =
⊕
µ∈a∗
V [µ]
e a ac¸a˜o de a em V [µ] e´ dada por xv = µ(x)v. Se v ∈ V [µ] dizemos que µ e´ o peso de v. A equac¸a˜o
RV1,V2(λ− γh(3))RV1,V3(λ)RV2,V3(λ− γh(1)) = RV2,V3(λ)RV1,V3(λ− γh(2))RV1,V2(λ)(2.1.1)
com relac¸a˜o a uma famı´lia de func¸o˜es meromorfas RVi,Vj : a
∗ → Enda(Vi⊗Vj), indexadas por pares
de objetos em Repf(a), e´ chamada de Equac¸a˜o Quaˆntica Dinaˆmica de Yang-Baxter com passo
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γ ∈ C∗. A notac¸a˜o h(i) significa que, por exemplo,
RV1,V2(λ− γh(3))(v1 ⊗ v2 ⊗ v3) =
(
RV1,V2(λ− γµ)(v1 ⊗ v2)
)⊗ v3
se v3 tem peso µ.
De maneira similar definimos a equac¸a˜o quaˆntica dinaˆmica de Yang-Baxter com paraˆmetro
espectral
RV1,V2(u1 − u2, λ− γh(3))RV1,V3(u1 − u3, λ)RV2,V3(u2 − u3, λ− γh(1)) =
(2.1.2)
RV2,V3(u2 − u3, λ)RV1,V3(u1 − u3, λ− γh(2))RV1,V2(u1 − u2, λ)
com relac¸a˜o a uma famı´lia de func¸o˜es meromorfas RVi,Vj : C× a∗ → Enda(Vi ⊗ Vj).
Nos restringiremos a equac¸a˜o (2.1.2). Quando todos Vi = V , a equac¸a˜o (2.1.2) e´ usualmente
escrita como
R12(u1 − u2, λ− γh(3))R13(u1 − u3, λ)R23(u2 − u3, λ− γh(1)) =
(2.1.3)
R23(u2 − u3, λ)R13(u1 − u3, λ− γh(2))R12(u1 − u2, λ)
com relac¸a˜o a uma func¸a˜o meromo´rfa R : C× a∗ → Enda(V ⊗ V ). Uma soluc¸a˜o R(u, λ) de (2.1.3)
e´ chamada de uma R-matriz dinaˆmica com paraˆmetro espectral se for invert´ıvel para quase todo
(z, λ). Dizemos que uma R-matriz dinaˆmica e´ unita´ria se satisfizer
(2.1.4) R(u, λ)R21(−u, λ) = 1
Suponha que dim a = dimV = n e que os pesos de V formem uma base para a∗, ou seja, a e´ a
suba´lgebra de Cartan de gln agindo naturalmente em V = Cn. Enta˜o toda soluc¸a˜o de (2.1.3) tem
a forma
R(u, λ) =
n∑
m,l=1
αm,l(u, λ)Em,m ⊗ El,l +
∑
m6=l
βm,l(u, λ)El,m ⊗Em,l
para func¸o˜es meromorfas αm,l(u, λ) e βm,l(u, λ), onde Eml sa˜o as matrizes elementares definidas
na sec¸a˜o III.4. Neste caso dizemos que R(u, λ) e´ do tipo gln. Em [EV98], Etingof e Varchenko
classificaram R-matrizes do tipo gln sem paraˆmetro espectral. Eles tambe´m classificaram as com
paraˆmetro espectral, mas no sentido formal, isto e´, o passo γ na˜o e´ um nu´mero, mas um paraˆmetro
formal.
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Exemplo 2.1.1. O principal exemplo de R-matriz dinaˆmica do tipo gln e´ a seguinte func¸a˜o
el´ıptica
Rellτ,γ(u, λ) =
∑
m
Em,m ⊗ Em,m +
∑
m6=l
α(u, λm,l)Em,m ⊗ El,l + β(u, λm,l)El,m ⊗ Em,l
com
α(u, λ) =
ϑ1(λ+ γ; τ)
ϑ1(λ; τ)
ϑ1(u; τ)
ϑ1(u− γ; τ) β(u, λ) =
ϑ1(γ; τ)
ϑ1(λ; τ)
ϑ1(u− λ; τ)
ϑ1(u− γ; τ)
onde λm,l = λm − λl e ϑ1 e´ a primeira func¸a˜o te´ta de Jacobi (III.2.5).
No esp´ırito da sec¸a˜o I.4, podemos pensar “no” grupo quaˆntico associado a uma R-matrizR(u, λ),
que e´ chamado, genericamente, de um Grupo Quaˆntico Dinaˆmico. De fato, dada uma R-matriz
dinaˆmica, o objeto que definimos e´ sua teoria de representac¸o˜es.
Definic¸a˜o 2.1.2. Seja R : C × a∗ → Enda(V ⊗ V ) uma R-matriz dinaˆmica. A categoria
Repf(R) das representac¸o˜es meromorfas de dimensa˜o finita de R consiste de pares (W,LW ), onde
W ∈ Repf(a) e LW e´ uma func¸a˜o meromorfa,
LW : C× a∗ → Enda(V ⊗W )
genericamente invert´ıvel e satisfazendo
R12(u1 − u2, λ− γh(3))L13W (u1 − u3, λ)L23W (u2 − u3, λ− γh(1)) =
L23W (u2 − u3, λ)L13W (u1 − u3, λ− γh(2))R12(u1 − u2, λ)
em Enda(V ⊗ V ⊗W ). Se (W,LW ) e (U,LU ) sa˜o duas representac¸o˜es de R, um morfismo entre
elas e´ uma func¸a˜o meromorfa f : a∗ → Homa(W,U) tal que(
1⊗ f(λ))LW (u, λ) = LU (u, λ)(1⊗ f(λ− γh(1)))
Observac¸a˜o: Essa definic¸a˜o foi originalmente dada por Felder em [F94]. Veja que Repf(R) e´
linear sobre o corpo MV das func¸o˜es meromorfas em a∗, perio´dicas com respeito ao reticulado dos
pesos de V .
Exemplo 2.1.3. Seja R : C× a∗ → Enda(V ⊗ V ) uma R-matriz dinaˆmica.
(a) Considere um espac¸o vetorial W onde a age trivialmente. Enta˜o (W, 1), onde 1 denota a
func¸a˜o constante 1 ∈ Enda(V ⊗W ), e´ uma representac¸a˜o de R chamada de a representac¸a˜o
trivial associada a W .
(b) O pro´prio par (V,R) e´ uma representac¸a˜o de R chamada de a representac¸a˜o ba´sica de R.
(c) Se (W,LW ) e´ uma representac¸a˜o de R, f : a∗ → Enda(W ) e´ genericamente invert´ıvel e
LfW =
(
1⊗f(λ)−1)LW (u, λ)(1⊗f(λ−γh(1))), enta˜o (W,LfW ) tambe´m e´ uma representac¸a˜o
de R. E´ claro que f fornece um isomorfismo de (W,LfW ) em (W,LW ).
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Exemplo 2.1.4. O grupo quaˆntico cuja teoria de representac¸o˜es e´ Repf(Rellτ,γ), onde R
ell
τ,γ e´ a
R-matriz el´ıptica do exemplo 2.1.1, e´ chamado de um grupo quaˆntico el´ıptico e e´ denotado por
Eτ,γ(sln).
Agora vamos munir Repf(R) de uma estrutura tensorial. Dadas representac¸o˜es (W,LW ) e
(U,LU ) de R : C× a∗ → Enda(V ⊗ V ), defina (W,LW )¯ (U,LU ) = (W ⊗ U,LW¯U ) onde
(2.1.5) LW¯U (u, λ) = L12W (u, λ− γh(3))L13U (u, λ)
para os objetos de Repf(R) e
(2.1.6) f ¯ g(λ) = f(λ− γh(2))⊗ g(λ)
para os morfismos. E´ fa´cil ver que (2.1.5) define uma representac¸a˜o e que (2.1.6) define ummorfismo.
Consequentemente, ¯ e´ um bifuntor bem definido. De fato, ¯ define uma estrutura de categoria
tensorial em Repf(R) com o elemento neutro sendo a representac¸a˜o trivial (C, 1).
De agora em diante vamos nos restringir a R-matrizes do tipo gln. O objetivo sera´ introduzir
um conceito que mede quando duas R-matrizes sa˜o equivalentes. Precisaremos de alguns conceitos
preliminares
Fixe uma a´lgebra de Lie abeliana n-dimensional h.
Definic¸a˜o 2.1.5. Uma m-forma multiplicativa em h∗ e´ uma colec¸a˜o de func¸o˜es meromorfas
ϕ = {ϕa1,...,am(λ)}, onde {a1, . . . , am} percorre todos os subconjuntos ordenados de {1, . . . , n},
satisfazendo
ϕa1,...,ai+1,ai,...,am(λ)ϕa1,...,am(λ) = 1
Denote por Ωm o conjunto de todas m-formas multiplicativas. Com as definic¸o˜es o´bvias pode-
mos munir Ωm com uma estrutura de grupo abeliano onde a identidade e´ a forma constante
1a1,...,am(λ) = 1.
Dados γ ∈ C∗ e s ∈ {1, . . . , n}, defina o operador δs no espac¸o das func¸o˜es meromorfas em h∗
por
(2.1.7) δsf(λ1, . . . , λn) =
f(λ1, . . . , λn)
f(λ1, . . . , λs − γ, . . . , λn)
e tambe´m o homomorfismo diferencial dγ : Ωm → Ωm+1, ϕ 7→ dγϕ
(2.1.8) (dγϕ)a1,...,am+1(λ) =
m+1∏
s=1
(
δasϕa1,...,as−1,as+1,...,am+1(λ)
)(−1)s+1
Temos d2γϕ = 1∀ϕ.
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Definic¸a˜o 2.1.6. Uma forma ϕ e´ dita γ-fechada se dγϕ = 1. Se ϕ = dγψ para alguma forma
ψ, dizemos que ϕ e´ γ-exata.
Observac¸a˜o: Quando γ = 1 dizemos apenas que ϕ e´ fechada ou exata e denotamos d1 simplesmente
por d.
Dada uma R-matriz dinaˆmica R do tipo gln com passo γ, defina as seguintes transformac¸o˜es
(2.1.9) R(u, λ) 7→ c(u)R(u, λ)
onde c(u) e´ uma func¸a˜o meromorfa escalar;
(2.1.10) R(u, λ) 7→ R(au, bλ+ µ)
onde a, b ∈ C∗ e µ ∈ h∗;
R(u, λ) 7→(2.1.11)
n∑
m=0
αm,m(u, λ)Em,m ⊗Em,m +
∑
m6=l
ϕm,l(λ)αm,l(u, λ)Em,m ⊗ El,l + βm,l(u, λ)El,m ⊗Em,l
onde ϕ = {ϕm,l(λ)} e´ uma 2-forma γ-fechada.
As transformac¸o˜es (2.1.9)-(2.1.11) sa˜o chamadas de transformac¸o˜es de calibre1.
Observac¸a˜o: O conceito de transformac¸o˜es de calibre para R-matrizes do tipo gln tambe´m foi
introduzido em [EV98]. De fato outras duas transformac¸o˜es sa˜o definidas, mas elas na˜o nos sera˜o
u´teis.
Proposic¸a˜o 2.1.7. [EV98] Transformac¸o˜es de calibre levam uma R-matriz do tipo gln em
outra R-matriz do tipo gln. As transformac¸o˜es (2.1.9) e (2.1.11) preservam o passo, enquanto
(2.1.10) leva γ 7→ γ/b. A condic¸a˜o de unitariedade e´ preservada por (2.1.10) e (2.1.11) e o mesmo
vale para (2.1.9) se c(u)c(−u) = 1.
Teorema 2.1.8. Seja R : C × a∗ → Enda(V ⊗ V ) uma R-matriz dinaˆmica do tipo gln com
passo γ. Se R˜(u, λ) e´ obtida de R por transformac¸o˜es de calibre, enta˜o Repf(R˜) ∼= Repf(R) desde
que a forma usada na transformac¸a˜o (2.1.11) seja γ-exata.
Demonstrac¸a˜o. O teorema e´ o´bvio para as transformac¸o˜es (2.1.9) e (2.1.10). Enta˜o suponha
que R˜ e´ obtida de R pela transformac¸a˜o (2.1.11) com ϕ = dγζ. Tome ξ =
∑
a ζaEaa e observe que
R˜ e´ dada por
R˜(u, λ) = (ξ(1)(λ− γh(2)))−1(ξ(2)(λ))−1R(u, λ)ξ(1)(λ)ξ(2)(λ− γh(1))
1do ingleˆs gauge transformations
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Enta˜o, dada uma representac¸a˜o (W,L) de R, defina
L˜(u, λ) = (ξ(1)(λ− γh(2)))−1L(u, λ)ξ(1)(λ)
Agora e´ rotina verificar que o funtor (W,L) 7→ (W, L˜) (identitidade nos morfismos) estabelece uma
equivaleˆncia entre categorias tensoriais. ¤
Observac¸a˜o: Esse teorema foi originalmente provado em [EV99] usando a linguagem de bial-
gebro´ides.
2.2. A Construc¸a˜o de Intercaˆmbio
Nessa sec¸a˜o apresentamos o principal me´todo para se obter R-matrizes dinaˆmicas a partir da
teoria de representac¸o˜es de Uq(g) e Uq(g˜ext), onde g e´ uma a´lgebra de Lie simples sobre C. Recorde
as definic¸o˜es de Uq(g) e Uq(g˜ext), assim como sua teoria de representac¸o˜es, nos cap´ıtulos II e 1.
De fato, a construc¸a˜o e´ va´lida para U(g) e U(g˜ext), tomando-se o limite q → 1 (ou simplesmente
repetindo-se todos os passos).
Precisaremos do seguinte teorema, conhecido como Teorema da Reciprocidade de Frobenius.
Teorema 2.2.1. Seja A uma a´lgebra e B uma suba´lgebra. SeM e´ um B-mo´dulo, enta˜o A⊗BM
e´ um A-mo´dulo e, para todo A-mo´dulo N , vale HomA(A⊗B M,N) ∼= HomB(M,N |B).
Demonstrac¸a˜o. A estrutura de A-mo´dulo em A ⊗B M e´ dada por a˜(a ⊗ m) = (a˜a) ⊗ m.
Enta˜o defina ϕ : HomA(A⊗B M,N) → HomB(M,N |B) por ϕ(f)m = f(1⊗m). Reciprocamente,
defina ψ : HomB(M,N |B) → HomA(A ⊗B M,N) por ψ(g)(a⊗m) = ag(m). A verificac¸a˜o de que
ϕ,ψ esta˜o bem definidas e sa˜o mutuamente inversas e´ pura rotina. ¤
Comec¸amos com Uq(g). SejaMλ o mo´dulo de Verma correspondente e relembre que, para λ e q
gene´ricos, Mλ e´ irredut´ıvel. Fixe um vetor de peso ma´ximo vλ ∈ Mλ. Consideraremos operadores
de intercaˆmbio (homomorfismos de mo´dulos)
φ :Mλ →Mµ ⊗ V
onde V ∈ Repf(Uq(g)). Seja v∗µ o vetor de peso mı´nimo do mo´dulo de Verma dual (restrito) M∗µ
tal que < vµ, v∗µ >= 1. Defina
< φ >= (v∗µ ⊗ 1)(φvλ)
e observe que φvλ = vµ⊗ < φ > +t.b.o., onde t.b.o. denota termos de ordem (peso) mais baixa que
vµ no primeiro fator. Ale´m disso, como φ e´ um homomorfismo de mo´dulos, temos < φ >∈ V [λ−µ].
Definic¸a˜o 2.2.2. A aplicac¸a˜o <>: HomUq(g)(Mλ,Mµ ⊗ V ) → V [λ − µ] e´ chamada de o valor
esperado de φ.
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Proposic¸a˜o 2.2.3. [ES99] SejamMλ eMµ mo´dulos de Verma sobre Uq(g) e V ∈ Repf(Uq(g)).
Suponha que Mµ seja irredut´ıvel. Enta˜o, dado um vetor homogeˆneo v ∈ V [λ− µ], existe um u´nico
operador de intercaˆmbio
φvλ :Mλ →Mµ ⊗ V
com < φvλ >= v.
Demonstrac¸a˜o. Dado ν ∈ h∗, vamos denotar por Cν a representac¸a˜o unidimensional de
Uq(b+) gerada por um vetor de peso ν. Basta mostrarmos que, nas hipo´teses da proposic¸a˜o, <> e´
um isomorfismo de espac¸os vetoriais. De fato, pelo teorema 2.2.1, temos
HomUq(g)(Mλ,Mµ ⊗ V ) ∼= HomUq(b+)(Cλ,Mµ ⊗ V )
que, por sua vez, e´ isomorfo a HomUq(b+)(M
∗
µ,C−λ ⊗ V ). Agora considere a involuc¸a˜o de Cartan
τ = −ω, onde ω e´ a involuc¸a˜o de Chevalley. Dado um Uq(g)-mo´dulo W , denotaremos por τW o
mo´dulo obtido por composic¸a˜o da ac¸a˜o de Uq(g) com τ . Enta˜o temos HomUq(b+)(M
∗
µ,C−λ ⊗ V ) ∼=
HomUq(b−)(τM
∗
µ,Cλ⊗τV ). ComoMµ e´ irredut´ıvel, a forma de Shpovalov emMµ e´ na˜o degenerada
e, consequentemente, Mµ ∼= τM∗µ. Usando o teorema 2.2.1 novamente, temos
HomUq(b−)(Mµ,Cλ ⊗ τV ) ∼= HomUq(h)(Cµ,Cλ ⊗ τV ) ∼= HomUq(h)(Cµ−λ, τV )
Usando τ mais uma vez, finalmente obtemos que
HomUq(g)(Mλ,Mµ ⊗ V ) ∼= HomUq(h)(Cλ−µ, V ) ∼= V [λ− µ]
Agora e´ so´ se convencer que esta sequeˆncia de isomorfismos e´ exatamente <>. ¤
Observac¸a˜o: Fixado v, o homomorfismo φvλ esta´ definido para valores gene´ricos de λ. Se identifi-
carmos Mλ e Mµ com Uq(n−), podemos interpretar φvλ como uma aplicac¸a˜o Uq(n
−)→ Uq(n−)⊗V .
E´ fa´cil ver que os coeficientes dessa aplicac¸a˜o, em qualquer base, sa˜o func¸o˜es trigonome´tricas de λ
(racionais quando q = 1).
Tome V,W ∈ Repf(Uq(g)) e dois vetores homogeˆneos v ∈ V [ν1], w ∈ W [ν2]. Considere a
seguinte “composic¸a˜o” de operadores de intercaˆmbio
Mλ
φvλ−−−−→ Mλ−ν1 ⊗ V
φwλ−ν1⊗1−−−−−−→ Mλ−ν1−ν2 ⊗W ⊗ V
Em geral, escreveremos apenas φw,vλ = φ
w
λ−ν1 ◦ φvλ. Pela proposic¸a˜o 2.2.3, existe um u´nico vetor
u ∈W ⊗ V [ν1 + ν2] com φuλ = φw,vλ . Ou seja, temos uma aplicac¸a˜o Uq(h)-linear
JW,V (λ) :W ⊗ V →W ⊗ V w ⊗ v 7→< φw,vλ >
chamada de operador (ou matriz) de fusa˜o.
Observac¸a˜o: JW,V e´ uma func¸a˜o trigonome´trica de λ (racional no caso de q = 1).
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Teorema 2.2.4. Sejam σ(λ) = hλ + hρ − 12
∑
x2i ∈ Uq(h), onde {xi} e´ uma base ortonormal
para h, U ′q(b±) os nu´cleos das projec¸o˜es Uq(b±) → Uq(h) e R0 ∈ 1 + U ′q(b+) ⊗ U ′q(b−) dada por
R0 = q− 12
∑
x2iR.
(a) Existe uma u´nica soluc¸a˜o J(λ) ∈ 1 + U ′q(b−)⊗ U ′q(b+) da equac¸a˜o
(2.2.1) J(λ)(1⊗ q2σ(λ)) = R210 (1⊗ q2σ(λ))J(λ)
(b) J(λ)|W⊗V = JW,V (λ), para todos V,W ∈ Repf(Uq(g)).
Para a demonstrac¸a˜o nos referimos ao artigo original [ABRR98] ou a [ES99]. A equac¸a˜o
(2.2.1) tambe´m e´ chamada de equac¸a˜o de ABRR, os autores de [ABRR98].
Proposic¸a˜o 2.2.5. Sejam U, V,W ∈ Repf(Uq(g)).
(a) JW,V (λ) e´ estritamente triangular inferior. Em particular, sempre que JV,W estiver definido,
existe JW,V (λ)−1.
(b) Vale a equac¸a˜o do twist dinaˆmico
(2.2.2) JU⊗W,V (λ)
(
JU,W (λ− h(3))⊗ 1
)
= JU,W⊗V (λ)
(
1⊗ JW,V (λ)
)
em U ⊗W ⊗ V .
Demonstrac¸a˜o. A primeira afirmac¸a˜o significa que JW,V (λ) = w ⊗ v +
∑
wi ⊗ vi sendo que
o peso de wi e´ estritamente menor que o de w, enquanto o peso de vi e´ estritamente maior que o
de v. Isso segue diretamente do teorema 2.2.4.
Para demonstrar a segunda afirmac¸a˜o, tome vetores homogeˆneos u, v, w em U, V,W , respecti-
vamente, e denote seus pesos por νu, νv, νw. Enta˜o temos
φuλ−νv−νw ◦
(
φwλ−νw ◦ φvλ︸ ︷︷ ︸
φ
JW,V (λ)w⊗v
λ
)
︸ ︷︷ ︸
φ
JU,W⊗V (λ)(1⊗JW,V (λ))u⊗w⊗v
λ
=
(
φuλ−νw−νv ◦ φwλ−νv︸ ︷︷ ︸
φ
JU,W (λ−νv)u⊗w
λ−νv
) ◦ φvλ
︸ ︷︷ ︸
φ
JU⊗W,V (λ)(JU,W (λ−νv)⊗1)u⊗w⊗v
λ
e a equac¸a˜o segue da proposic¸a˜o 2.2.3. ¤
Seja J21W,V (λ) = PJW,V (λ)P : V ⊗W → V ⊗W .
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Definic¸a˜o 2.2.6. O operador (ou matriz) de intercaˆmbio RV,W (λ) : V ⊗W → V ⊗W e´ definido
por
RV,W (λ) = JV,W (λ)−1RopV,WJ21W,V (λ)
onde RV,W e´ a restric¸a˜o da R-matriz universal de Uq(g) a V ⊗W .
E´ imediato que RV,W (λ) e´ uma func¸a˜o meromorfa de λ, preserva pesos e e´ invert´ıvel, quando
esta´ definido.
Lema 2.2.7. [ES99] Suponha que RV,W (λ)v ⊗ w =
∑
i vi ⊗ wi. Enta˜o
φwλ−νv ◦ φvλ = (1⊗ P (RopV,W )−1)
∑
i
φviλ−νwi ◦ φ
wi
λ
onde νv, νw, νwi sa˜o os pesos dos respectivos vetores.
Demonstrac¸a˜o. E´ conveniente escrever a equac¸a˜o que define RV,W como
JW,V (λ) = P (RopV,W )−1JV,W (λ)RV,W (λ)P
Enta˜o
φwλ−νv ◦ φvλ = φ
P (RopV,W )−1JV,W (λ)RV,W (λ)v⊗w
λ = (1⊗ P (RopV,W )−1)φ
JV,W (λ)
∑
i vi⊗wi
λ
Na u´ltima igualdade usamos que (1 ⊗ P (RopV,W )−1)φv⊗wλ e´ um homomorfismo de mo´dulos com
o mesmo valor esperado de φ
P (RopV,W )−1v⊗w
λ e, portanto, coincidem, de acordo com a proposic¸a˜o
2.2.3. ¤
Teorema 2.2.8. O operador de intercaˆmbio e´ soluc¸a˜o da equac¸a˜o QDYB (2.1.1) com passo
γ = 1.
Demonstrac¸a˜o. Esse teorema pode ser demonstrado nos moldes da proposic¸a˜o 2.2.5 usando
o lema anterior. Mas, de fato, na˜o precisamos mais de Teoria de Representac¸o˜es. A demonstrac¸a˜o
que daremos usa apenas o fato que o operador de fusa˜o satisfaz a equac¸a˜o (2.2.2). Para enxugar
a notac¸a˜o, vamos numerar os espac¸os U,W, V por 1, 2, 3, de acordo com sua ordem de aparic¸a˜o no
produto U⊗W ⊗V , e usaremos apenas os nu´meros como ı´ndices. Embora tediosa, a demonstrac¸a˜o
e´ um exerc´ıcio instrutivo do uso da notac¸a˜o. Comec¸amos escrevendo a notac¸a˜o de forma mais
expl´ıcita :
R13(λ) = P23J−113 (λ)Rop13P13J31(λ)P13P23 R23(λ) = P12P13J−123 (λ)Rop23P23J32(λ)P23P13P12
A equac¸a˜o (2.2.2) pode ser escrita como
J1,2(λ− h(3)) = J12,3(λ)−1J1,23(λ)J2,3(λ)
Para os outros ı´ndices temos
J2,3(λ− h(1)) = J23,1(λ)−1J2,31(λ)J3,1(λ) J1,3(λ− h(2)) = J13,2(λ)−1J1,32(λ)J3,2(λ)
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Vamos omitir a dependeˆncia de J em λ. Substituindo essas expresso˜es no lado esquerdo de (2.1.1)
temos
(J−12,3J
−1
1,23J12,3Rop12P12J−121,3J2,13J13P12)(P23J−11,3Rop13P13J3,1P13P23)(P12P13J−13,1J−12,31J23,1Rop23P23J−132,1J3,21J2,1P23P13P12)
= J−12,3J
−1
1,23 J12,3Rop12P12J−121,3︸ ︷︷ ︸
P12R12
J2,13P12P23Rop13P13P21P23J−12,31︸ ︷︷ ︸
P13R13
J23,1Rop23P23J−132,1︸ ︷︷ ︸
P23R23
J3,21J2,1P23P13P12
Em todas as chaves usamos que o operador Rop = PRP e, na chave do meio, que P satisfaz a
equac¸a˜o QYB (I.2.6). Fazendo a mesma coisa para o lado direito de (2.1.1), veremos que o teorema
segue do fato de R ser, tambe´m, soluc¸a˜o de (I.2.6). ¤
Antes de passarmos para Uq(g˜ext), apresentamos as fo´rmulas para JV,V (λ) e RV,V (λ) quando
g = sln+1 e V e´ sua representac¸a˜o natural. Os me´todos para obter as fo´rmulas podem ser encon-
trados em [ES99, EV98, EV99]. De fato, essas fo´rmulas podem ser recuperadas das fo´rmulas
correspondentes com paraˆmetros espectrais que calcularemos nas sec¸o˜es seguintes.
JV,V (λ) =
n+1∑
i,j=1
Eii ⊗Ejj +
∑
i<j
q − q−1
1− q2(λi−λj+j−i) Eji ⊗ Eij(2.2.3)
RV,V (λ) = q
− 1
n+1
(
q
n+1∑
i=1
Eii ⊗Eii +
∑
i6=j
q − q−1
1− q2(λj−λi+i−j)Eji ⊗ Eij +
∑
i<j
Eii ⊗Ejj+(2.2.4)
∑
i>j
(
q2(λj−λi+i−j) − q−2)(q2(λj−λi+i−j) − q2)(
1− q2(λj−λi+i−j))2 Eii ⊗ Ejj
)
Agora vamos “repetir” a construc¸a˜o para Uq(g˜ext). Comec¸amos com uma generalizac¸a˜o da
proposic¸a˜o 2.2.3. Relembre a definic¸a˜o do mo´dulo de Verma Mλ,k no cap´ıtulo II.
Teorema 2.2.9. [EFK] Fixe k 6= h∨ e λ, µ ∈ h∗ tal que M∗µ,k seja irredut´ıvel. Seja Y um
Uq(g˜ext)-mo´dulo onde os elementos ki e qd ajam diagonalmente e denote por Y [ν,∆] o auto espac¸o
de peso ν onde a ac¸a˜o de qd e´ q∆. Enta˜o
HomUq(g˜ext)(Mλ,k,Mµ,k ⊗ Y ) ∼= Y [λ− µ,∆k(µ)−∆k(λ)]
Demonstrac¸a˜o. A demonstrac¸a˜o segue nas linhas daquela da proposic¸a˜o 2.2.3. Em particu-
lar, o isomorfismo e´ dado pelo valor esperado Φ˜ 7→< Φ˜ >=< v∗µ,k, Φ˜vλ,k >. ¤
Enta˜o, dado v ∈ Y [λ − µ,∆k(µ) −∆k(λ)], denotaremos por Φ˜vλ,k o homomorfismo correspon-
dente. Usaremos o teorema com Y = z−∆V [z, z−1], onde V ∈ Repf(Uq(g˜)). Assim, dado v ∈ V
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com peso ν, existe um u´nico homomorfismo
Φ˜vλ,k :Mλ,k →Mµ,k ⊗ z−∆V [z, z−1]
onde µ = λ− ν e ∆ = ∆k(λ)−∆k(µ). Considere tambe´m o Uq(g˜)-homomorfismo Φvλ,k = z∆Φ˜vλ,k.
Na˜o e´ dif´ıcil de verificar que Φvλ,k pode ser representado por uma se´rie Φ
v
λ,k =
∑
m∈Z
Φvλ,k[m]z
−m,
onde Φvλ,k[m] e´ homogeˆneo de grau m.
De maneira ana´loga, denotaremos por Φ˜w,vλ,k (z1/z2) a composic¸a˜o
(Φ˜wλ−wt(v),k(z2)⊗ 1) ◦ Φ˜vλ,k(z1) :Mλ,k →Mµ,k⊗ˆz−∆22 W [z2, z−12 ]⊗ˆz−∆11 V [z1, z−11 ]
e por Φw,vλ,k (z1/z2)
(Φwλ−wt(v),k(z2)⊗ 1) ◦ Φvλ,k(z1) :Mλ,k →Mµ,k⊗ˆW [z2, z−12 ]⊗ˆV [z1, z−11 ]
Enta˜o definimos o operador de fusa˜o com paraˆmetro espectral
JW,V (u, λ, k) :W ⊗ V →W ⊗ V
onde e2piiu = z1/z2, por JW,V (u, λ, k)w ⊗ v =< Φw,vλ,k >. Que JW,V esta´ bem definido como se´rie
formal de e2piiu segue de maneira ana´loga a` triangularidade do operador de fusa˜o (sem paraˆmetro
espectral) JW,V (λ). Mais adiante veremos que JW,V (u, λ, k) e´ meromorfa em uma regia˜o aberta de
C× h˜.
Finalmente definimos o operador de intercaˆmbio com paraˆmetro espectral
(2.2.5) RW,V (u, λ, k) = JW,V (u, λ, k)−1R21|V (e2piiu)⊗WJ21V,W (−u, λ, k)
De maneira similar ao teorema 2.2.8, mostra-se que o operador de intercaˆmbio com paraˆmetro
espectral e´ soluc¸a˜o da equac¸a˜o QDYB (2.1.2).
2.3. A Equac¸a˜o Quaˆntica de Knizhnik-Zamolodchikov
Sejam z1, . . . , zN varia´veis complexas, V1, . . . , VN ∈ Repf(Uq(g˜)) e vi ∈ Vi vetores homogeˆneos.
Considere a composic¸a˜o
Mλ,k
Φ˜
v1
λ,k−→Mµ1,k ⊗ z−∆11 V [z1, z−11 ]
Φ˜
v2
µ1,k−→ · · ·
Φ˜
vN
µN−1,k−→ MµN ,k ⊗ z−∆1N V [zN , z−1N ]
onde ∆i = ∆k(µi−1)−∆k(µi). A func¸a˜o ΨvN ,...,v1λ,k (z1, . . . , zN ) =< Φ˜vNµN−1,k ◦ · · · ◦ Φ˜
v1
λ,k > e´ chamada
de func¸a˜o de correlac¸a˜o. Pelo que vimos na sec¸a˜o anterior, ela esta´ bem definida como um elemento
de z−∆11 . . . z
−∆N
N C[[
z1
z2
, . . . ,
zN−1
zN
]]. O seguinte teorema e´ central. Nos referimos ao artigo original
[FR92] ou a [EFK] para a demonstrac¸a˜o.
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Teorema 2.3.1. A func¸a˜o de correlac¸a˜o definida acima satisfaz a equac¸a˜o quaˆntica de Knizhnik-
Zamolodchikov.
Ψ(z1, . . . , pzj , . . . , zN ) = RVj ,Vj+1(
pzj
zj+1
) . . . RVj ,VN (
pzj
zN
) qλ+µN+2ρ|Vj ×
RV1,Vj (
z1
zj
)−1 . . . RVj−1,Vj (
zj−1
zj
)−1Ψ(z1, . . . , zj , . . . , zN )
onde p = q−2r∨κ e κ = k + h∨.
Observac¸a˜o: A ide´ia da demosntrac¸a˜o do teorema 2.3.1 e´ a mesma da equac¸a˜o de ABRR. De
fato, ABRR e´ um caso limite da equac¸a˜o quaˆntica de Knizhnik-Zamolodchikov.
Tambe´m chamamos as func¸o˜es de correlac¸a˜o de soluc¸o˜es de fusa˜o da equac¸a˜o quaˆntica de
Knizhnik-Zamolodchikov. Veja que a equac¸a˜o qKZ e´ na realidade um sistema de equac¸o˜es de
diferenc¸as. De fato ela e´ um sistema holonoˆmico, de onde segue
Corola´rio 2.3.2. A func¸a˜o de correlac¸a˜o e´ da forma Ψ(z1, . . . , zN ) = z−∆11 . . . z
−∆N
N Ψ(z1, . . . , zN ),
onde Ψ(z1, . . . , zN ) e´ meromorfa em CN .
Veja [EFK] para os detalhes.
Corola´rio 2.3.3. O operador de fusa˜o JV,W (u, λ, k) e o operador de intercaˆmbio RV,W (u, λ, k)
sa˜o meromorfos em C× U, onde U ⊂ h∗ × C e´ definido pela condic¸a˜o |p| < 1.
Observac¸a˜o: De fato,o conjunto das singularidades e´ a unia˜o de hiperplanos da forma u − bk =
c, (λ, ν)− bk = c com b, c ∈ C e ν ∈ h∗. Mais ainda, JV,W (u, λ, k) e´ regular em 0 [EM02a].
De agora em diante estaremos interessados em resolver a equac¸a˜o qKZ num caso especial. A
saber, fixamos g = sln+1 e N = 2 com V1 = V2 = V = Cn+1. Denote por Vm,l, m ≤ l, o subespac¸o
de V ⊗ V gerado por vm ⊗ vl e vl ⊗ vm.
Enta˜o comece com vi ⊗ vj ∈ Vm,l. Temos um operador de intercaˆmbio
Φvi,vjλ,k (y/x) :Mλ,k →Mµ,k ⊗ V [x, x−1]⊗ V [y, y−1]
onde µ = λ − (µm + µl) (lembre que µi e´ o peso de vi). Como vimos anteriormente, a func¸a˜o de
correlac¸a˜o Ψvi,vjλ,k (x, y) e´ da forma x
−∆1y−∆2Ψvi,vjλ,k (y/x) com Ψ
vi,vj
λ,k (y/x) ∈ Vm,l, onde
∆1 = ∆k(λ− µj)−∆k(λ− (µl + µm)) ∆2 = ∆k(λ)−∆k(λ− µj)
Na˜o e´ dif´ıcil ver que Ψvi,vjλ,k (z) esta´ bem definida em 0 e Ψ
vi,vj
λ,k (0) = JV,V (λ)(vi ⊗ vj). A equac¸a˜o
quaˆntica de Knizhnik-Zamolodchikov para Ψvi,vjλ,k (x, y) se escreve
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Ψ(px, y) = qλ+µ+2ρ(1) R
2,1(y/x)−1Ψ(x, y)
(2.3.1)
Ψ(x, py) = R2,1(py/x)qλ+µ+2ρ(2) Ψ(x, y)
onde R(z) = RV,V (z) e´ a R-matriz universal de Uq(g˜) avaliada em V (z)⊗V . E´ conveniente comec¸ar
resolvendo o sistema modificado
Ψ(px, y) = qλ+µ+2ρ(1) R¯(x/y)Ψ(x, y)
(2.3.2)
Ψ(x, py) = R¯2,1(py/x)qλ+µ+2ρ(2) Ψ(x, y)
obtido do original substituindo-se RV,V (z) pela R-matriz normalizada R¯V,V (z) dada pela proposic¸a˜o
1.2.9.
Denote por Ψm,lλ,k(x, y) as soluc¸o˜es de (2.3.1) no espac¸o Vm,l. Enta˜o
(2.3.3) Ψm,lλ,k(x, y) = G(x, y)Ψ
m,l
λ,k(x, y)
onde Ψm,lλ,k(x, y) sa˜o as soluc¸o˜es de (2.3.2) e G e´ uma func¸a˜o escalar satisfazendo
(2.3.4) G(x, y) = f(y/x)G(px, y) G(x, py) = f(py/x)G(x, y)
com f dada por (1.2.12)
(2.3.5) fn+1(z) = q
n
n+1 g(z) e g(z) =
∞∏
j=0
%n+1(q2j(n+1)z)
Enta˜o re-escrevemos (2.3.4)
G(x, y) = p−
n
2κ(n+1) g(y/x)G(px, y) G(x, py) = p−
n
2κ(n+1) g(py/x)G(x, y)
cuja soluc¸a˜o e´
(2.3.6) G(x, y) = (x/y)
n
2κ(n+1)h(y/x)
onde
(2.3.7) h(z) =
∞∏
l=0
g(pl+1 z)−1 =
∞∏
j,l=0
%n+1(q2j(n+1)pl+1z)−1
Observac¸a˜o: Se estive´ssemos supondo |p| > 1 (mas ainda |q| < 1), a expressa˜o para h(z) se-
ria h(z) =
∏∞
l=0 g(p
−l z). Mais adiante expressaremos f(z−1) h(z)
h(z−1) em termos de func¸o˜es gama
el´ıpticas.
Queremos achar as soluc¸o˜es de fusa˜o em Vm,l correspodentes aos vetores vm ⊗ vl e vl ⊗ vm.
Quando na˜o causar confusa˜o omitiremos os ı´ndices λ, k,m, l. Defina
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(2.3.8)
∆ = ∆1 +∆2 =
<2λ−(µm+µl)+2ρ,µm+µl>
2κ
$ = <λ+ρ,µl−µm>2κ =
1
2κ(λ+ ρ)l,m
Quando m = l e´ fa´cil deduzir que a soluc¸a˜o de (2.3.2) em Vm,m e´
Ψ(x, y) = (xy)−∆/2vm ⊗ vm
a menos de multiplicac¸a˜o por uma pseudo-constante C(z), i.e., C(pz) = C(z). Enta˜o, a soluc¸a˜o de
fusa˜o procurada e´ Ψ(x, y) = G(x, y)Ψ(x, y), pois
(2.3.9) Ψ(x, y) = (xy)−∆/2(x/y)
n
2κ(n+1) h(y/x)(vm ⊗ vm)
e JV,V (λ)(vm ⊗ vm) = vm ⊗ vm.
Agora fixe m < l. Combinando as 2 equac¸o˜es em (2.3.2) vemos que
Ψ(px, py) = p−∆Ψ(x, y)
Logo
Ψ(x, y) = (xy)−∆/2ψ(x/y)
e ψ(z) satisfaz
ψ(pz) = p∆/2p
− 2λ−(µm+µl)+2ρ
2κ
(1) R¯(z)ψ(z)
Escreva
ψ(z) = ψ1(z)(vm ⊗ vl) + ψ2(z)(vl ⊗ vm)
e use a proposic¸a˜o 1.2.9 para obter
(2.3.10)
(
ψ1(pz)
ψ2(pz)
)
=
(
ζ(z)p$ η(z)p$
zη(z)p−$ ζ(z)p−$
)(
ψ1(z)
ψ2(z)
)
onde ζ, η sa˜o dadas por (1.2.8).
Enta˜o reduzimos este sistema a` seguinte equac¸a˜o para ψ1
(2.3.11) (q−1pz − q)ψ1(p2z) +
(
p$ + p−$ − (p$+1 + p−$)z)ψ1(pz) + (qz − q−1)ψ1(z) = 0
que e´ uma equac¸a˜o de diferenc¸as como no apeˆndice III.1 (proposic¸a˜o III.1.1). No nosso caso
A0 = q−1p, A1 = −(p$+1 + p−$), A2 = q, B0 = −q, B1 = (p$ + p−$), B2 = −q−1
e temos dois conjuntos de soluc¸o˜es, (ui, ri, si, ti), dados a menos de soma de um mu´ltiplo inteiro de
2pii
log p e a menos de inversa˜o de r e s em cada conjunto.
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(2.3.12)
u1 = −$ + 12κ r1 = 1κ + 1 s1 = 1κ − 2$ t1 = −2$ + 1
u2 = $ + 12κ r2 =
1
κ s2 =
1
κ + 2$ + 1 t2 = 2$ + 1
Como as soluc¸o˜es de fusa˜o pertencem a x−∆1y−∆2 Vm,l[[y/x]], ao inve´s de tomar as soluc¸o˜es
regulares em 0 das equac¸o˜es de Heine correspondentes, tomamos as soluc¸o˜es quase meromorfas
dadas pela proposic¸a˜o III.1.2. Estamos prontos para a
Proposic¸a˜o 2.3.4. As soluc¸o˜es de fusa˜o da equac¸a˜o (2.3.1) sa˜o
Ψvm,vmλ,k (x, y) = (xy)
−∆/2(x/y)
n
2κ(n+1) h(y/x)(vm ⊗ vm)
se m = l e, para m < l
Ψvm,vlλ,k (x, y) = (xy)
−∆/2(x/y)
n
2κ(n+1) h(y/x)
(
ψ
(1)
1 (x/y)(vm ⊗ vl) + ψ(1)2 (x/y)(vl ⊗ vm)
)
Ψvl,vmλ,k (x, y) = (xy)
−∆/2(x/y)
n
2κ(n+1) h(y/x)
(
ψ
(2)
1 (x/y)(vm ⊗ vl) + ψ(2)2 (x/y)(vl ⊗ vm)
)
onde
ψ
(1)
1 (x/y) = (x/y)
$−1/2κ
2φ1(p1/κ, p−2$+1/κ, p−2$; p, p1−1/κy/x)
ψ
(2)
1 (x/y) = ² (x/y)
−$−1/2κ(y/x) 2φ1(p1+1/κ, p1+2$+1/κ, p2($+1); p, p1−1/κy/x)
ψ
(i)
2 (z) =
p−$(q − q−1z)ψ(i)1 (pz)− (1− z)ψ(i)1 (z)
q − q−1
∆ =
< 2λ− (µm + µl) + 2ρ, µm + µl >
2κ
$ =
< λ+ ρ, µl − µm >
2κ
² =
q − q−1
1− p−(2$+1)
p = q−2κ e h(y/x) e´ dada por (2.3.7).
Demonstrac¸a˜o. Ja´ sabemos que sa˜o de fato soluc¸o˜es de (2.3.1). Falta checar que sa˜o de fusa˜o.
Oberve que x−∆1y−∆2 = (xy)−
∆
2 (x/y)−
∆1−∆2
2 e que −∆1−∆22 = ±$+<µm,µl>2κ respectivamente para
Ψvm,vlλ,k e Ψ
vl,vm
λ,k . Relembrando a expressa˜o para < µm, µl > no apeˆndice III.4, nos resta checar que
os termos constantes em Vm,l[[y/x]] coincidem com os valores esperados desejados. Ja´ fizemos isso
quando m = l. Agora veja que, apesar da expressa˜o para ψ(i)2 aparentar conter um termo em x/y,
ele de fato cancela em ambos os casos. Para Ψvl,vmλ,k esta´ claro que o termo constante na direc¸a˜o de
vm ⊗ vl se anula. Enta˜o so´ precisamos multiplicar por uma constante (1 e ² respectivamente) para
obter os valores esperados preditos. ¤
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2.4. Monodromia da Equac¸a˜o Quaˆntica de Knizhnik-Zamolodchikov para Uq(s˜ln+1)
Nessa sec¸a˜o veremos como obter o operador de intercaˆmbio RV,V (u, λ, k) a partir da monodro-
mia da equac¸a˜o quaˆntica de Knizhnik-Zamolodchikov. Aqui V e´ a quantizac¸a˜o da representac¸a˜o
natural de sln+1 em Cn+1.
Seja Ψ a func¸a˜o de correlac¸a˜o associada a um homomorfismo
(Φ˜1 ⊗ 1)Φ˜2 :Mλ,k →Mµ,k⊗ˆx−∆1V [x, x−1]⊗ˆy−∆2V [y, y−1]
e defina
φ(y, x) = PR(x/y)Ψ(x, y)
Como consequeˆncia imediata da equac¸a˜o (2.3.1) para Ψ temos
Proposic¸a˜o 2.4.1.
φ(py, x) = f(py/x)q(2λ−(µm+µl)+2ρ)(1) R¯(y/x)φ(y, x)
φ(y, px) =
1
f(y/x)
R¯21(px/y)q(2λ−(µm+µl)+2ρ)(2) φ(y, x)
onde f e´ dada por (1.2.12).
Observe que φ(y, x) = G(x, y)Ψˇ(y, x), onde G e´ dada por (2.3.6) e Ψˇ(y, x) e´ a soluc¸a˜o da
equac¸a˜o (2.3.2) correspondente com x, y na ordem oposta. Vamos chamar de equac¸a˜o e soluc¸a˜o
intercambiadas. Consequentemente, podemos escrever as soluc¸o˜es de fusa˜o intercambiadas como
combinac¸a˜o linear (a menos de multiplicac¸a˜o por G(y,x)G(x,y)) das soluc¸o˜es (na˜o intercambiadas) da
equac¸a˜o (2.3.2), usando suas soluc¸o˜es ao redor de x/y = 0, apo´s multiplica´-las por PR(x/y). Tais
soluc¸o˜es eram dadas por (2.3.12)
(xy)−∆/2ψ˙(1)1 (x/y) = (xy)
−∆/2(x/y)−$+1/2κ 2φ1(p1+1/κ, p−2$+1/κ, p−2$+1; p, p−1/κx/y)
(xy)−∆/2ψ˙(2)1 (x/y) = (xy)
−∆/2(x/y)$+1/2κ 2φ1(p1/κ, p2$+1+1/κ, p2$+1; p, p−1/κx/y)(2.4.1)
ψ˙
(i)
2 (z) =
p−$(q − q−1z)ψ˙(i)1 (pz)− (1− z)ψ˙(i)1 (z)
q − q−1
Agora, de maneira similar a` proposic¸a˜o 2.3.4, vemos que as soluc¸o˜es de fusa˜o intercambiadas da
equac¸a˜o (2.3.1) sa˜o dadas por
(2.4.2) Ψˇvm,vmλ,k (y, x) = (xy)
−∆/2(y/x)
n
2κ(n+1) h(x/y)(vm ⊗ vm)
se m = l e, para m < l
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Ψˇvm,vlλ,k (y, x) = ²ˇ1(xy)
−∆/2(y/x)
n
2κ(n+1)h(x/y)
(
ψˇ1
(1)(y/x)(vm ⊗ vl) + ψˇ2(1)(y/x)(vl ⊗ vm)
)
(2.4.3)
Ψˇvl,vmλ,k (y, x) = ²ˇ2(xy)
−∆/2(y/x)
n
2κ(n+1) h(x/y)
(
ψˇ1
(2)(y/x)(vm ⊗ vl) + ψˇ(2)2 (y/x)(vl ⊗ vm)
)
(2.4.4)
onde
ψˇ
(i)
1 (y/x) = (x/y)η(x/y)ψ˙
(i)
1 (x/y) + ζ(x/y)ψ˙
(i)
2 (x/y)
ψˇ
(i)
2 (y/x) = ζ(x/y)ψ˙
(i)
1 (x/y) + η(x/y)ψ˙
(i)
2 (x/y)
²ˇ1 =
q(q−q−1)
p−2$−1 , ²ˇ2 = q e ζ, η sa˜o dadas por (1.2.8).
Por outro lado, o Uq(g˜)-homomorfismo Φ
v,w
λ,k (x/y) : Mλ,k → Mµ,k⊗ˆV [y, y−1]⊗ˆV [x, x−1], que
e´ anal´ıtico na regia˜o |y| >> |x|, pode ser analiticamente continuado a um meromorfo na regia˜o
|y| << |x|. Manteremos a notac¸a˜o Φv,wλ,k (x/y) para a continuac¸a˜o anal´ıtica. Assim, o produto(
1⊗PR¯(y/x))Φv,wλ,k (x/y) e´ um Uq(g˜)-homomorfismoMλ,k →Mµ,k⊗ˆV [x, x−1]⊗ˆV [y, y−1] e, portanto,
deve ser da forma Φw˜,v˜λ,k (y/x), onde w˜ ⊗ v˜ = Bˇk(x/y, λ)(v ⊗ w), para alguma aplicac¸a˜o
Bˇk(x/y, λ) : V ⊗ V → V ⊗ V
Chamamos a aplicac¸a˜o
Bk(z, λ) = Bˇk(z, λ)P
de operador de intercaˆmbio unita´rio, pois ela satisfaz [EFK]
(2.4.5) B21k (z, λ)Bk(z
−1, λ) = 1
Enta˜o, o operador de intercaˆmbio Rk(u, λ) = RV,V (u, λ, k) e´ dado por
(2.4.6) Rk(u, λ) = f(z−1)Bk(z, λ)
onde z = x/y = e−2piiu e f e´ dada por (1.2.12). De fato, basta calcular os valores esperados:
PR¯(y/x)JV,V (−u, λ, k)(v ⊗ w) = JV,V (u, λ, k)(w˜ ⊗ v˜) = JV,V (u, λ, k)Bˇk(x/y, λ)(v ⊗ w)
Vamos comec¸ar calculando Bˇk(z, λ). Voltaremos a omitir os sub´ındices λ, k. Temos os operado-
res de intercaˆmbio Φvi,vj (y/x) e Φv˜j ,v˜i(y/x) = PR(y/x)Φvi,vj (x/y) cujos valores esperados sa˜o
Jvi,vj (y/x) =< Φvi,vj (y/x) > Jˇvi,vj (y/x) =< Φv˜j ,v˜i(y/x) >
Usando a proposic¸a˜o 2.3.4 e as equac¸o˜es (2.4.1),(2.4.2),(2.4.3) e (2.4.4), achamos os valores es-
perados em Vm,l (basta apagar x−∆iy−∆j das soluc¸o˜es de (2.3.1) correspondentes). Para Vm,m
temos
J(y/x) = h(y/x)vm ⊗ vm e Jˇ(y/x) = h(x/y)vm ⊗ vm
Portanto
Bˇk(x/y, λ)(vm ⊗ vm) = h(x/y)
h(y/x)
vm ⊗ vm
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Para m < l
Jvm,vl(y/x) = h(y/x)
(
J
(1)
1 (x/y)(vm ⊗ vl) + J (1)2 (x/y)(vl ⊗ vm)
)
Jvl,vm(y/x) = h(y/x)
(
J
(2)
1 (x/y)(vm ⊗ vl) + J (2)2 (x/y)(vl ⊗ vm)
)
onde
J
(1)
1 (z) = 2φ1(p
1/κ, p−2$+1/κ, p−2$; p, p1−1/κz−1)
J
(2)
1 (z) = ² z
−1
2φ1(p1+1/κ, p1+2$+1/κ, p2($+1); p, p1−1/κz−1)
J
(1)
2 (z) =
p−1/2κ(q − q−1z)J (1)1 (pz)− (1− z)J (1)1 (z)
q − q−1
J
(1)
2 (z) =
p−2$−1/2κ(q − q−1z)J (2)1 (pz)− (1− z)J (2)1 (z)
q − q−1
e
Jˇvm,vl(y/x) = h(x/y)
(
Jˇ
(1)
1 (x/y)(vm ⊗ vl) + Jˇ (1)2 (x/y)(vl ⊗ vm)
)
Jˇvl,vm(y/x) = h(x/y)
(
Jˇ
(2)
1 (x/y)(vm ⊗ vl) + Jˇ (2)2 (x/y)(vl ⊗ vm)
)
onde
Jˇ
(1)
1 (z) = ²ˇ1 2φ1(p
1+1/κ, p−2$+1/κ, p−2$+1; p, p−1/κz)
Jˇ
(2)
1 (z) = ²ˇ2 2φ1(p
1/κ, p1+2$+1/κ, p2$+1; p, p−1/κz)
Jˇ
(1)
2 (z) =
p−2$+1/2κ(q − q−1z)Jˇ (1)1 (pz)− (1− z)Jˇ (1)1 (z)
q − q−1
Jˇ
(2)
2 (z) =
p1/2κ(q − q−1z)Jˇ (2)1 (pz)− (1− z)Jˇ (2)1 (z)
q − q−1
Agora usamos o teorema III.1.3 para expressar Jˇ (i)1 como combinac¸a˜o de J
(i)
1 . E´ claro que
automaticamente estaremos fazendo o mesmo para Jˇ (i)2 .
Jˇ
(1)
1 (z) =
Γp(1− 2$)Γp(1 + 2$)
Γp(1 + 1/κ)Γp(1− 1/κ)
Θ(zp−2$; p)
Θ(zp−1/κ; p)
²ˇ1J
(1)
1 (z)
+
Γp(1− 2$)Γp(−1− 2$)
Γp(−2$ + 1/κ)Γp(−2$ − 1/κ)
Θ(zp; p)
Θ(zp−1/κ; p)
²ˇ1z
²
J
(2)
1 (z)
Jˇ
(2)
1 (z) =
Γp(1 + 2$)Γp(1 + 2$)
Γp(2$ + 1 + 1/κ)Γp(2$ + 1− 1/κ)
Θ(z; p)
Θ(zp−1/κ; p)
²ˇ2J
(1)
1 (z)
+
Γp(1 + 2$)Γp(−1− 2$)
Γp(1/κ)Γp(−1/κ)
Θ(zp1+2$; p)
Θ(zp−1/κ; p)
²ˇ2z
²
J
(2)
1 (z)
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Finalmente, na base {vm ⊗ vl, vl ⊗ vm} para Vm,l, temos
Bˇk(z, λ) =
h(z)
h(z−1)
×
Γp(1−2$)Γp(1+2$)
Γp(1+1/κ)Γp(1−1/κ)
Θ(zp−2$;p)
Θ(zq2;p)
²ˇ1
Γp(1+2$)Γp(1+2$)
Γp(2$+1+1/κ)Γp(2$+1−1/κ)
Θ(z;p)
Θ(zq2;p)
²ˇ2
Γp(1−2$)Γp(−1−2$)
Γp(−2$+1/κ)Γp(−2$−1/κ)
Θ(zp;p)
Θ(zq2;p)
²ˇ1z
²
Γp(1+2$)Γp(−1−2$)
Γp(1/κ)Γp(−1/κ)
Θ(zp1+2$;p)
Θ(zq2;p)
²ˇ2z
²
(2.4.7)
com z = x/y = e−2piiu. Portanto Rk(u, λ) tem a forma
Rk(u, λ) = f(z−1)
h(z)
h(z−1)
( n+1∑
m=1
Em,m ⊗ Em,m +
∑
m6=l
αm,lk (z, λ)Em,m ⊗El,l + βm,lk (z, λ)El,m ⊗ Em,l
)
onde, para m < l
αm,lk (z, λ) =
Γp(1 + 2$)Γp(1 + 2$)
Γp(2$ + 1 + 1/κ)Γp(2$ + 1− 1/κ)
Θ(z; p)
Θ(zq2; p)
²ˇ2
αl,mk (z, λ) =
Γp(1− 2$)Γp(−1− 2$)
Γp(−2$ + 1/κ)Γp(−2$ − 1/κ)
Θ(zp; p)
Θ(zq2; p)
²ˇ1z
²
βm,lk (z, λ) =
Γp(1 + 2$)Γp(−1− 2$)
Γp(1/κ)Γp(−1/κ)
Θ(zp1+2$; p)
Θ(zq2; p)
²ˇ2z
²
βl,mk (z, λ) =
Γp(1− 2$)Γp(1 + 2$)
Γp(1 + 1/κ)Γp(1− 1/κ)
Θ(zp−2$; p)
Θ(zq2; p)
²ˇ1
Usando as identidades (III.2.4), (III.2.2) e relembrando as expresso˜es para ², ²ˇ1, ²ˇ2, obtemos
expresso˜es para βi,jk escritas exclusivamente em termos das func¸o˜es te´ta (III.2.1)
(2.4.8) βm,lk (z, λ) = −p−2$
Θ(q2; p)
Θ(p−2$; p)
Θ(zp2$; p)
Θ(zq2; p)
βl,mk (z, λ) =
Θ(q2; p)
Θ(p−2$; p)
Θ(zp−2$; p)
Θ(zq2; p)
Para αi,jk obtemos
(2.4.9) αm,lk (z, λ) = σm,l q
2Θ(p
−2$q−2; p)
Θ(p−2$; p)
Θ(z; p)
Θ(zq2; p)
αl,mk (z, λ) = σl,m
Θ(p−2$q2; p)
Θ(p−2$; p)
Θ(z; p)
Θ(zq2; p)
onde
(2.4.10) σl,m(λ, k) = q
Γp(1 + 2$ + 1/κ)
Γp(1 + 2$)
Γp(−2$)
Γp(−2$ + 1/κ) e σm,l(λ, k) =
1
σl,m(λ, k)
2.5. Construc¸a˜o do Funtor qKL
O principal objetivo desta sec¸a˜o e´ mostrar que Repf(Uq(s˜ln+1)) (com corpo de escalares es-
tendido) e´ uma subcategoria de Repf(Rellτ,γ), para valores apropriados dos paraˆmetros τ e γ. A
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primeira tarefa e´ mostrar que o operador de intercaˆmbio Rk(u, λ) calculado na sec¸a˜o anterior e a
R-matriz el´ıptica Rellτ,γ sa˜o equivalentes via transformac¸o˜es de calibre.
Recorde que o operador de intercaˆmbio e´ uma R-matriz dinaˆmica com passo 1. A primeira
transformac¸a˜o de calibre que usaremos e´ do tipo (2.1.9). Ela apenas remove f(z−1) h(z)
h(z−1) , sem
alterar o passo. Para os pro´ximos passos sera´ conveniente escrever Rk(u, λ) em termos da func¸a˜o
te´ta ϑ1. Fixe τ ∈ C com Im(τ) > 0 tal que p = e2piiτ , i.e.,
τ =
log p
2pii
= − log q
pii
κ
e, como sempre, ponha z = e−2piiu. Enta˜o usamos (III.2.6) e que ϑ1 e´ impar para obter
αm,lk (z, λ) = σm,l
ϑ1(2$τ − τ/κ; τ)
ϑ1(2$τ ; τ)
ϑ1(u; τ)
ϑ1(u+ τ/κ; τ)
αl,mk (z, λ) = σl,m
ϑ1(−2$τ − τ/κ; τ)
ϑ1(−2$τ ; τ)
ϑ1(u; τ)
ϑ1(u+ τ/κ; τ)
βm,lk (z, λ) =
ϑ1(−τ/κ; τ)
ϑ1(2$τ ; τ)
ϑ1(u− 2$τ ; τ)
ϑ1(u+ τ/κ; τ)
βl,mk (z, λ) =
ϑ1(−τ/κ; τ)
ϑ1(−2$τ ; τ)
ϑ1(u+ 2$τ ; τ)
ϑ1(u+ τ/κ; τ)
se m < l. Tome
γ = −τ/κ = log q
pii
e aplique a transformac¸a˜o de calibre (2.1.10) com a = 1, b = 1/γ e µ = −ρ. O passo da R-matriz
resultante e´ γ. E´ fa´cil ver que
(2.5.1) ϕm,l(λ) = σl,m(λ/γ − ρ, k)
e´ uma 2-forma γ-fechada (de fato, provaremos mais adiante que e´ γ-exata). Finalmente, aplique a
transformac¸a˜o de calibre (2.1.11) com esta forma multiplicativa para obter Rellτ,γ para os valores de
γ e τ fixados acima.
Observac¸a˜o: Etingof e Varchenko [EV98] classificaram R-matrizes dinaˆmicas do tipo gln+1, a
menos de transformac¸o˜es de calibre, quando γ e´ visto como um paraˆmetro formal (no caso de limite
quase cla´ssico el´ıptico). O resultado e´ que todas as soluc¸o˜es sa˜o equivalentes a` usada por Felder.
Acredita-se que no caso anal´ıtico (na˜o formal) tal classificac¸a˜o ainda e´ va´lida, o que torna esperado,
a priori, a existeˆncia das transformac¸o˜es de calibre que acabamos de calcular.
Antes de prosseguirmos com o objetivo principal desta sec¸a˜o, vamos aproveitar todos esses
ca´lculos para, finalmente, apresentar a fo´rmula para Rk(u, λ). De fato, ainda podemos “melhorar”
a fo´rmula um pouco mais, obtendo uma expressa˜o para
χ(u, τ, γ) = f(z−1)
h(z)
h(z−1)
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em termos das func¸o˜es gama el´ıpticas (III.2.7) estudadas em [FV99]. Mais uma vez, escreva
z = e−2piiu, p = e2piiτ (⇒ q = e2piiγ/2) e relembre as expresso˜es para f(z) (1.2.12) e h(z) (2.3.7).
Enta˜o escrevemos χ como
χ(u, τ, γ) = q
n
n+1P1P2P3P4
onde
P1 =
∞∏
j,l=0
1− q2j(n+1)pl+1q2(n+1)z−1
1− q2j(n+1)pl+1z (1− q
2j(n+1)q2(n+1)z−1)
P2 =
∞∏
j,l=0
1− q2j(n+1)pl+1z−1
1− q2j(n+1)pl+1q2(n+1)z (1− q
2j(n+1)z−1)
P3 =
∞∏
j,l=0
1− q2j(n+1)pl+1q2z
1− q2j(n+1)pl+1q2nz−1
1
(1− q2j(n+1)q2nz−1)
P4 =
∞∏
j,l=0
1− q2j(n+1)pl+1q2nz
1− q2j(n+1)pl+1q2z−1
1
(1− q2j(n+1)q2z−1)
Cada um desses produtos pode ser escrito em termos de uma u´nica func¸a˜o gama el´ıptica, como
segue
P1 =
∞∏
j,l=0
1− q(j+1)2(n+1)plz−1
1− qj2(n+1)pl+1z =
∞∏
j,l=0
1− q(j+1)2(n+1)pl+1(p−1z−1)
1− qj2(n+1)pl(p−1z−1)−1 = Γe(−u+ τ, (n+ 1)γ, τ)
P2 =
∞∏
j,l=0
1− qj2(n+1)plz−1
1− q(j+1)2(n+1)pl+1z =
1
Γe(u, (n+ 1)γ, τ)
P3 =
∞∏
j,l=0
1− qj2(n+1)pl+1q2z
1− qj2(n+1)plz−1 =
∞∏
j,l=0
1− qj2(n+1)pl(pq2z)
1− q(j+1)2(n+1)pl+1(pq2z)−1 =
1
Γe(−u+ τ + γ, (n+ 1)γ, τ)
P4 =
∞∏
j,l=0
1− qj2(n+1)pl+1q2nz
1− qj2(n+1)plq2z−1 =
∞∏
j,l=0
1− q(j+1)2(n+1)pl+1(q2z−1)−1
1− qj2(n+1)pl(q2z−1) = Γe(u+ γ, (n+ 1)γ, τ)
Finalmente
Proposic¸a˜o 2.5.1.
Rk(u, λ) = χ(u, τ, γ)×( n∑
m=0
Em,m ⊗ Em,m +
∑
l 6=m
σm,l(λ, k)α(u, γ(λ+ ρ)m,l)Em,m ⊗El,l + β(u, γ(λ+ ρ)m,l)El,m ⊗ Em,l
)
onde
χ(u, τ, γ) = q
n
n+1
Γe(−u+ τ, (n+ 1)γ, τ)
Γe(−u+ τ + γ, (n+ 1)γ, τ)
Γe(u+ γ, (n+ 1)γ, τ)
Γe(u, (n+ 1)γ, τ)
α(u, λ) =
ϑ1(λ+ γ; τ)
ϑ1(λ; τ)
ϑ1(u; τ)
ϑ1(u− γ; τ) β(u, λ) =
ϑ1(γ; τ)
ϑ1(λ; τ)
ϑ1(u− λ; τ)
ϑ1(u− γ; τ)
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σl,m(λ, k) = q
Γp(1 + 1κ(λ+ ρ)l,m +
1
κ)
Γp(1 + 1κ(λ+ ρ)l,m)
Γp(− 1κ(λ+ ρ)l,m)
Γp(− 1κ(λ+ ρ)l,m + 1κ)
e σm,l(λ, k) =
1
σl,m(λ, k)
para m < l. Aqui p = q−2κ, |q| < 1, |p| < 1, τ = log p2pii = −κ log qpii , γ = − τκ = log qpii , ϑ1 e´ a func¸a˜o te´ta
de Jacobi (III.2.5), Γq e´ a func¸a˜o gama quaˆntica (III.2.1) e Γe e´ a func¸a˜o gama el´ıptica (III.2.7).
Observac¸a˜o: Relembre que estamos sempre supondo |q| < 1 e |p| < 1. Expresso˜es para |q| < 1 <
|p|, |p| < 1 < |q| e |q| > 1, |p| > 1 sa˜o obtidas de forma similar, bastando escrever os produtos
infinitos nas regio˜es de convergeˆncia corretas. Mas avisamos que o resultado final na˜o e´ apenas
uma troca dos sinais de τ e γ na propposic¸a˜o 2.5.1. Para |q| = |p| = 1, mencionamos os artigos
[MT00, MTT99], que lanc¸a ma˜o de te´cnicas de integrac¸a˜o.
Lema 2.5.2. A 2-forma (2.5.1) e´ γ-exata.
Demonstrac¸a˜o. Vamos mostrar que ϕ˜i,j(λ) = ϕi,j(γλ) e´ exata. Seja ξ = {ξj} a 1-forma dada
por ξj(λ) =
∏
i<j
qλi . Enta˜o δsξj(λ) = 1, se s > j, e δsξj(λ) = q, se s < j. Logo, para m < l,
(dξ)m,l(λ) = q e (dξ)l,m(λ) = q−1. Analogamente, mostra-se que ϕ˜ = d(ξηζ) onde
ηj(λ) =
∏
i<j
Γp
(λi,j + 1
κ
)−1
and ζj(λ) =
∏
i<j
Γp
(
1 +
λj,i
κ
)−1
¤
Enta˜o temos provado a
Proposic¸a˜o 2.5.3. Seja V a representac¸a˜o natural de Uq(sln+1) e Rk(u, λ) = RV,V (u, λ, k) o
operador de intercaˆmbio correspondente. Enta˜o Repf(Rk(u, λ)) e´ equivalente a Repf(Rellτ,γ) para
τ = −κ log qpii e γ = − τκ = log qpii , onde Rellτ,γ e´ a R-matriz dinaˆmica de Felder.
Assim acabamos a primeira etapa no caminho de mostrar que Repf(Uq(s˜ln+1)) e´ uma sub-
categoria do grupo el´ıptico Eτ,γ(sln+1). Para a segunda etapa na˜o precisamos fixar g = sln+1.
Relembre que definimos U ⊂ h∗ × C pela condic¸a˜o |q−2r∨κ| < 1 e seja M o corpo das func¸o˜es
meromorfas em U. Dada uma representac¸a˜o V de Uq(g˜), considere o subcorpo MV das func¸o˜es
com per´ıodo no reticulado dos pesos de V . Vamos estender o corpo de escalares da categoria
Repf(Uq(g˜)) a MV . Mais precisamente, seja C(V ) = Repf(Uq(g˜)) ⊗CMV . Como vimos na sec¸a˜o
2.1, temos um funtor
FV : C(V )→ Repf(RV ) W 7→ (W,RV,W )
onde RV,W (u, λ) e´ o operador de intercaˆmbio correspondente e RV = RV,V .
Teorema 2.5.4. O funtor FV : C(V ) → Repf(RV ) e´ um funtor tensorial, exato e fiel. Ale´m
disso, se V na˜o for trivial, ele e´ totalmente fiel2.
2fully faithful.
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Demonstrac¸a˜o. Comec¸amos com o seguinte lema. Relembre que JV,W (u, λ, k) e´ regular em
0 e seja JV,W (λ, k) = JV,W (0, λ, k).
Lema 2.5.5.
(2.5.2) R12V,W (u, λ− h(3), k)R13V,U (u, λ, k) = J23W,U (λ, k)−1R1,23V,W⊗U (u, λ, k)J23W,U (λ− h(1), k)
Demonstrac¸a˜o. Para abreviar a notac¸a˜o escreveremos V [u] ao inve´s de V (e−2piiu) e λˆ =
(λ, k). Seja R21W,V [u] = R21|W⊗V [u] (analogamente para os outros pares de ı´ndices). Enta˜o
l.h.s. =J12V,W (u, λˆ− h(3))−1R21W,V [u]J21W,V (−u, λˆ− h(3))J13V,U (u, λˆ)−1R31U,V [u]J31U,V (−u, λˆ) =
J12V [u],W (λˆ− h(3))−1R21W,V [u]
(
J21W,V [u](λˆ− h(3))J13V [u],U (λˆ)−1
)
R31U,V [u]J
31
U,V [u](λˆ)
(2.2.2)
=
J12V [u],W (λˆ− h(3))−1R21W,V [u]
(
J21,3W⊗V [u],U (λˆ)
−1J2,13W,V [u]⊗U (λˆ)
)
R31U,V [u]J
31
U,V [u](λˆ) =(
J12V [u],W (λˆ− h(3))−1J12,3V [u]⊗W,U (λˆ)−1
)
R21W,V [u]R
31
U,V [u]
(
J2,31W,U⊗V [u](λˆ)J
31
U,V [u](λˆ)
)
(2.2.2)
=(
J23W,U (λˆ)
−1J1,23V [u],W⊗U (λˆ)
−1
)
R21W,V [u]R
31
U,V [u]
(
J23,1W⊗U,V [u](λˆ)J
23
W,U (λˆ− h(1))
)
= r.h.s.
A quarta igualdade esta´ clara, enquanto a u´ltima segue da equac¸a˜o QYB com paraˆmetro espectral.
¤
Agora vamos mostrar que FV e´ tensorial. Definimos a estrutura tensorial FV (W )¯FV (U)→
FV (W ⊗ U) por
JW,U (λ, k) : (W,RV,W )¯ (U,RV,U )→ (W ⊗ U,RV,W⊗U )
O lema 2.5.5 mostra que JW,U e´ um morfismo (de fato isomorfismo) e a equac¸a˜o (2.2.2) que ele
satisfaz as propriedades de uma estrututa tensorial em um funtor.
Por fim, vamos supor que V e´ na˜o trivial e mostrar que, enta˜o, FV e´ totalmente fiel. Defina
L+W (z) = R
21
W,V (z).
Lema 2.5.6. Temos HomUq(g˜)(W,U) = {A ∈ HomUq(h˜)(W,U); L
+
U (z)
−1(1 ⊗ A)L+W (z) preserva
pesos em ambas componentes}.
Demonstrac¸a˜o. Esta´ claro que o primeiro espac¸o e´ subespac¸o do segundo. Para mostrar a
rec´ıproca basta provar que, se A :W → U e´ tal que L+U (z)−1(1⊗A)L+W (z) preserva pesos em ambas
componentes, enta˜o A ∈ HomUq(g˜)(W,U). Para tanto observe que a R-matriz universal agindo em
mo´dulos com carga central 0 pode ser escrita como
R = q
∑
xi⊗xi(1 +∑
i≥0
(qi − q−1i )ei ⊗ fi + . . .
)
onde os xi formam uma base ortonormal para h e os termos restantes esta˜o em Uq(n̂+) ⊗ Uq(n̂−),
correspondendo a outros pesos. Isso significa que, para V na˜o trivial, a hipo´tese de que a aplicac¸a˜o
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L+U (z)
−1(1⊗A)L+W (z) preserva pesos em ambas componentes implica que A tambe´m preserva pesos
e fi|V ⊗ [ei, A] = 0∀ i ≥ 0 (basta olhar os termos correspondentes a ra´ızes simples na expressa˜o
da R-matriz universal). Logo [ei, A] = 0 e A e´ um homomorfismo sobre Uq(b˜+). Em [KS95]
(proposic¸a˜o 4.1.3), Kazhdan e Soibelman mostraram que as imagens de Uq(b˜+) e Uq(g˜) na a´lgebra
de endomorfismos de qualquer objeto de Repf(Uq(g˜)) coincidem. Consequentemente, A e´ um
homomorfismo sobre Uq(g˜), como quer´ıamos. ¤
Seja M(W,U) = HomUq(ĝ)(W,U) ⊗C MV , o espac¸o dos morfismos entre W e U na cate-
goria C(V ), e M˜(W,U) = M(W,U) ⊗MV M . O lema 2.5.6 diz que M˜(W,U) e´ o espac¸o de
soluc¸o˜es sobre M do sistema de equac¸o˜es lineares em finitas varia´veis (entradas de A), expres-
sando a condic¸a˜o de L+U (z)
−1(1⊗ A)L+W (z) preservar pesos em ambas componentes. Enta˜o defina
N (W,U) = HomRepf(RV )(F(W ),F(U)). Mostraremos que N˜ (W,U) = N (W,U) ⊗MV M esta´
contido no espac¸o de soluc¸o˜es sobre M de uma “deformac¸a˜o” deste sistema. Consequentemente,
dimN (W,U) ≤ dimM(W,U), de onde segue que a aplicac¸a˜o injetiva M(W,U) → N (W,U) dada
por FV e´ de fato um isomorfismo. Em outras palavras, FV e´ totalmente fiel. Precisaremos do lema
abaixo.
Lema 2.5.7. Denote por LW , LU os operadores de intercaˆmbio RV,W , RV,U e seja M˜ ′(W,U) =
{A(λˆ) ∈ Hom
Uq(ĥ)
(W,U)⊗CM ;LU (u, λˆ)−1(1⊗A(λˆ))LW (u, λˆ) preserva pesos em ambas componen-
tes}. Enta˜o a aplicac¸a˜o natural ξ : N (W,U)⊗MV M → M˜ ′(W,U) e´ injetiva. Aqui usamos a notac¸a˜o
λˆ = (λ, k) novamente.
Demonstrac¸a˜o. Precisamos mostrar que todo conjunto linearmente independente sobreMV ,
{a1, . . . , am} ⊂ N (W,U), e´ tambe´m linearmente independente sobre M . Suponha que na˜o e tome
um contra exemplo de comprimento mı´nimo. Podemos assumir que am = g1a1 + · · · + gm−1am−1
com gi ∈M , na˜o todos em MV . Enta˜o
am(λˆ− h(1)) = LU (u, λˆ)−1(1⊗ am(λˆ))LW (u, λˆ)
=
∑
gi(λˆ)LU (u, λˆ)−1(1⊗ ai(λˆ))LW (u, λˆ) =
∑
gi(λˆ)ai(λˆ− h(1))
Tome v ∈ V homogeˆneo de peso µ e aplique a u´ltima igualdade a v ⊗ Id. Temos
am(λˆ− µ) =
∑
gi(λˆ)ai(λˆ− µ) ou, equivalentemente, am(λˆ) =
∑
gi(λˆ+ µ)ai(λˆ)
Logo, para algum µ,
∑(
gi(λˆ) − gi(λˆ + µ)
)
ai(λˆ) e´ uma combinac¸a˜o linear na˜o trivial (pois existe
gi 6∈MV ) de comprimento ainda menor. Contradic¸a˜o. ¤
Resta mostrar que LW (u, λ, k) e´ uma deformac¸a˜o de L+W (z), onde z = e
2piiu. Recorde que
κ = k + h∨ e p = q−2r∨κ. Escreveremos k →∞ para dizer que p→ 0 com q fixo.
Lema 2.5.8. Seja JV,W (λ) o operador de fusa˜o correspondente ao grupo quaˆntico Uq(g). Enta˜o
lim
k→∞
JV,W (u, λ, k) = JV,W (λ).
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Demonstrac¸a˜o. Sejam v e w homogeˆneos em V e W respectivamente e considere a func¸a˜o
de correlac¸a˜o Ψ(z, λ, k) = z∆JV,W (u, λ, k)(v ⊗ w). Relembre que ∆ depende dos pesos de v e w e
tambe´m de λ e k. Temos
Ψ(z, λ, k) = z∆
∑
m≥0
ψm(λ, k)zm
e Ψ0(λ, k) = JV,W (λ)(v ⊗ w). Tambe´m sabemos que Ψ satisfaz a equac¸a˜o qKZ, de onde
Ψ(pz, λ, k) = R21W,V (pz)q
Λ
(2)Ψ(z, λ, k)
com Λ dependendo apenas de λ e dos pesos de v, w (na˜o de k). Escreva R21W,V (z) =
∑
j≥0
R21j z
j e veja
que
p∆
∑
m≥0
Ψm(λ, k)pmzm =
(∑
j≥0
R21j p
jzj
)
qΛ(2)
(∑
i≥0
Ψi(λ, k)zi
)
De fato, p∆ e´ uma constante c dependendo apenas de q, λ e dos pesos de v, w. Coletando os termos
em zl em ambos os lados temos
(cpl −R210 qΛ(2))ψl =
l∑
m=1
R21mp
mqΛ(2)ψl−m
de onde concluimos por induc¸a˜o que ψl → 0 quando k →∞ para todo l > 1. ¤
Agora diga que λ→ −∞ quando Re(λ, αi)→ −∞, onde αi sa˜o as ra´ızes simples. Analisando
a equac¸a˜o de ABRR (2.2.1), mostra-se que JV,W (λ) → 1 quando λ → −∞ [EV00]. Assim,
concluimos que LW (u, λ, k)→ R21W,V (z) e, portanto, LW (u, λ, k) e´ uma “deformac¸a˜o” de L+W (z). A
demonstrac¸a˜o do teorema 2.5.4 esta´ completa. ¤
Combinando a proposic¸a˜o 2.5.3 com o teorema 2.5.4 temos
Teorema 2.5.9. Para cada k 6= −h∨, existe um funtor tensorial exato e totalmente fiel F que
leva a categoria Repf(Uq(s˜ln+1)) (com escalares estendidos) na categoria das representac¸o˜es de
dimensa˜o finita de Eτ,γ(sln+1), onde q = epiiγ = e−
pii
κ
τ e κ = k + h∨.
Chamamos o funtor F do teorema 2.5.9 de o funtor quaˆntico de Kazhdan-Lusztig. Finalizamos
com algumas palavras explicando esta nomenclatura. O funtor de Kazhdan-Lusztig original [KL94]
levava uma certa categoria de fusa˜o das representac¸o˜es de uma a´lgebra de Kac-Moody afim g˜, para
um n´ıvel dado k, na categoria das representac¸o˜es do grupo quaˆntico Uv(g), onde v = e
pii
r∨(k+h∨) .
Por outro lado, no´s nem ao menos definimos o que vem a ser uma categoria de fusa˜o. Mas existe
um sentido no qual o funtor F que construimos e´ um ana´logo quaˆntico do original. Uma breve
justificativa e´ que, enquanto o funtor de Kazhdan-Lusztig provem da monodromia da equac¸a˜o
de Knizhnik-Zamolodchikov, o funtor F , de maneira similar, provem da monodromia da equac¸a˜o
quaˆntica de Knizhnik-Zamolodchikov. Este ponto de vista e´ explicado em [FR92] e [KS95]. Em
[EM02a] damos uma explicac¸a˜o mais concreta para g = sln+1, lanc¸ando ma˜o do Grupo Quaˆntico
El´ıptico Pequeno de Tarasov-Varchenko [TV01].

APEˆNDICE I
A´lgebras de Hopf
Este cap´ıtulo se destina a uma breve introduc¸a˜o a` teoria das A´lgebras de Hopf. As refereˆncias
ba´sicas usadas foram [CP, K] (veja tambe´m [ES]). Por todo cap´ıtulo, K denotara´ um anel
comutativo com identiadde.
I.1. Definic¸o˜es e Propriedades Ba´sicas
Definic¸a˜o I.1.1. UmaK-a´lgebra e´ um anel Amunido de um homomorfismo de ane´is i : K → A
satisfazendo os seguintes diagramas comutativos
• Associatividade : A⊗A⊗A µ⊗1−−−−→ A⊗A
1⊗µ
y yµ
A⊗A −−−−→
µ
A
• Unidade : A⊗K 1⊗i−−−−→ A⊗A
∼=
y yµ
A A
K ⊗A i⊗1−−−−→ A⊗A
∼=
y yµ
A A
onde µ e´ a multiplicac¸a˜o em A. A e´ dita comutativa se o seguinte diagrama for comutativo
• Comutatividade : A⊗A P−−−−→ A⊗A
µ
y yµ
A A
onde P e´ a permutac¸a˜o P (a⊗ a′) = a′ ⊗ a.
Observac¸a˜o: Veja que i define uma estrutura de K-mo´dulo em A. Os produtos tensoriais na
definic¸a˜o I.1.1 sa˜o sempre sobre K e, assim, todas as aplicac¸o˜es envolvidas sa˜o K-lineares.
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Exemplo I.1.2. O produto tensorial de duas a´lgebras A e B e´ tambe´m uma a´gebra
(I.1.1) (a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′
onde a multiplicac¸a˜o µ(a⊗ a′) e´ denotada pela justaposic¸a˜o aa′, o mesmo ocorrendo com B.
Definic¸a˜o I.1.3. Uma aplicac¸a˜o K-linear f : A→ B entre duas a´lgebras e´ dita um homomor-
fismo de a´lgebras se µB ◦ (f ⊗ f) = f ◦ µA e f ◦ iA = iB.
Em dualidade ao conceito de a´lgebra temos o conceito de coa´lgeba.
Definic¸a˜o I.1.4. Um K-mo´dulo C e´ dito uma coa´lgebra sobre K se existirem aplicac¸o˜es K-
lineares ∆ : C → C ⊗ C, chamada de comultiplicac¸a˜o, e ε : C → K, a counidade, satisfazendo os
seguintes diagramas comutativos
• Coassociatividade : C ⊗ C ⊗ C ∆⊗1←−−−− C ⊗ C
1⊗∆
x x∆
C ⊗ C ←−−−−
∆
C
• Counidade : C ⊗K 1⊗ε←−−−− C ⊗ C
∼=
x x∆
C C
K ⊗ C ε⊗1←−−−− C ⊗ C
∼=
x x∆
C C
C e´ dita co-comutativa se o seguinte diagrama for comutativo
• Co-comutatividade : C ⊗ C P←−−−− C ⊗ C
∆
x x∆
C C
Observac¸a˜o: Devido a coassociatividade, esta´ bem definido o elemento ∆n(c) ∈ C⊗n+1.
Definic¸a˜o I.1.5. Um homorfismo de coa´lgebras e´ uma aplicac¸a˜o K-linear f : C → D tal que
∆D ◦ f = (f ⊗ f) ◦∆C e εC = εD ◦ f .
Exemplo I.1.6. K e´ uma coa´lgebra com εK(1) = 1 e ∆K(1) = 1 ⊗ 1. Se (C,∆, ε) e´ uma
coa´lgebra, enta˜o ε : C → K e´ um homomorfismo de coa´lgebras.
Exemplo I.1.7. O produto tensorial de duas coa´lgebras C e D tem uma estrutura de coa´lgebra
dada por ε = εC ⊗ εD e ∆ = (1C ⊗ PC,D ⊗ 1D) ◦ (∆C ⊗∆D).
A proposic¸a˜o seguinte, cuja demonstrac¸a˜o e´ pura a´lgebra linear, reafirma o papel dual entre
a´lgebras e coa´lgebras.
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Proposic¸a˜o I.1.8.
(a) Se (C,∆, ε) e´ uma coa´lgebra, enta˜o (C∗,∆∗, ε∗) e´ uma a´lgebra.
(b) Se (A,µ, i) e´ uma a´lgebra de dimensa˜o finita sobre K, enta˜o (A∗, µ∗, i∗) e´ uma coa´lgebra.
Observac¸a˜o: Existem maneiras de se dar sentido a uma estrutura coalge´brica dual ao de uma
a´lgebra de dimensa˜o infinita. Veja a sec¸a˜o 4.1.D de [CP].
Proposic¸a˜o I.1.9. Seja (H,µ, i,∆, ε) um K-mo´dulo munido de uma estrutura alge´brica e
coalge´brica. As afirmac¸o˜es abaixo sa˜o equivalentes.
(a) As aplicac¸o˜es µ e i sa˜o homomorfismos de coa´lgebras.
(b) As aplicac¸o˜es ∆ e ε sa˜o homomorfismos de a´lgebras.
Demonstrac¸a˜o. Basta olhar os diagramas comutativos envolvidos. ¤
A pro´xima definic¸a˜o se torna natural agora.
Definic¸a˜o I.1.10. Um K-mo´dulo H satisfazendo as condic¸o˜es equivalentes da proposic¸a˜o I.1.9
e´ dito uma bia´lgebra. Um homomorfismo de bia´lgebras e´ um homorfismo de ambas estruturas
simultaneamente.
Definic¸a˜o I.1.11. Uma bia´lgebra H e´ dita uma a´lgebra de Hopf se possuir uma aplicac¸a˜o
K-linear S : H → H que faz os seguintes diagramas comutarem
H ⊗H S ⊗ 1−→ H ⊗H
∆ ↑ ↓ µ
H
i ◦ ε−→ H
H ⊗H 1⊗ S−→ H ⊗H
∆ ↑ ↓ µ
H
i ◦ ε−→ H
S e´ chamada de ant´ıpoda. Um homomorfismo de a´lgebras de Hopf e´ um homomorfismo de
bia´lgebras que comuta com S.
O seguinte teorema coleta algumas propriedades essenciais da ant´ıpoda.
Teorema I.1.12. Seja H uma bia´lgebra.
(a) Se H possuir uma aplicac¸a˜o ant´ıpoda, enta˜o ela e´ u´nica.
(b) A ant´ıpoda e´ um anti-homomorfismo de bia´lgebras, i.e.,
S ◦ µ = µop ◦ (S ⊗ S), S(1) = 1, (S ⊗ S) ◦∆ = ∆op ◦ S e ε ◦ S = ε
onde µop = µ ◦ P e ∆op = P ◦∆.
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(c) As seguintes afirmac¸o˜es sa˜o equivalentes.
(i) S2 = 1.
(ii) µ ◦ (S ⊗ 1) ◦∆op = µ ◦ (1⊗ S) ◦∆op = i ◦ ε.
(d) Se H for comutativa ou co-comutativa enta˜o S2 = 1, quando existir.
(e) Se H tiver dimensa˜o finita enta˜o S∗ e´ a ant´ıpoda de H∗.
I.2. Estrutura Quase Triangular
A estrutura quase triangular e´ um “controle” sobre a na˜o co-comutatividade.
Definic¸a˜o I.2.1. Uma bia´lgebra e´ dita quase co-comutativa se existir um elemento invert´ıvel
R ∈ H ⊗H satisfazendo
(I.2.1) ∆op(x) = R∆(x)R−1 ∀x ∈ H
Exemplo I.2.2. Toda bia´lgebra co-comutativa e´ quase co-comutativa com R = 1⊗ 1.
Notac¸a˜o: Sejam X =
∑
i x
(1)
i ⊗ · · · ⊗ x(m)i ∈ H⊗m, n ≥ m ≥ 1 e (k1, . . . , km) uma m-upla de
elementos distintos em {1, . . . , n}. Usaremos a notac¸a˜o Xk1,...,km para o elemento
Xk1,...,km =
∑
i
y
(1)
i ⊗ · · · ⊗ y(n)i
onde y(kj)i = x
(j)
i se j ≤ m e y(k)i = 1 caso contra´rio. Quando na˜o ouver confusa˜o na˜o escreveremos
as v´ırgulas em Xk1,...,km . A`s vezes usaremos os ı´ndices em cima.
Definic¸a˜o I.2.3. Uma bia´lgebra quase co-comutativa e´ dita quase triangular se
(I.2.2) (∆⊗ 1)(R) = R13R23 e (1⊗∆)(R) = R13R12
O elemento R e´ enta˜o chamado de uma R-matriz universal em H. Se ale´m disso, R21 = R−1 enta˜o
a estrutura e´ dita triangular.
Observac¸a˜o: Se R satisfizer apenas R21 = R−1 ela e´ chamada de uma estrutura de cobordo [CP].
Proposic¸a˜o I.2.4. A R-matriz universal de uma a´lgebra de Hopf quase triangular satisfaz as
seguintes propriedades
(ε⊗ 1)(R) = (1⊗ ε)(R) = 1(I.2.3)
(S ⊗ 1)(R) = (1⊗ S−1)(R) = R−1(I.2.4)
(S ⊗ S)(R) = R(I.2.5)
as duas u´ltimas ocorrendo quando S for invert´ıvel.
O pro´ximo teorema estabelece a propriedade fundamental da estrutura quase triangular.
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Teorema I.2.5. [CP, K] A R-matriz universal de uma a´lgebra de Hopf quase triangular satisfaz
a Equac¸a˜o Quaˆntica de Yang-Baxter (QYB)
(I.2.6) R12R13R23 = R23R13R12
Observac¸a˜o: De agora em diante assumiremos que a ant´ıpoda de uma a´lgebra de Hopf e´ sempre
invert´ıvel.
O fato da R-matriz universal ser soluc¸a˜o da Equac¸a˜o Quaˆntica de Yang-Baxter torna a teoria
das a´lgebras de Hopf quase triangulares extremamente rica. Em particular, o elemento
(I.2.7) u = µ ◦ (S ⊗ 1)(R21)
desempenha um papel fundamental na teoria de representac¸o˜es devido a` equac¸a˜o (I.2.8) abaixo.
Proposic¸a˜o I.2.6. O elemento u definido acima e´ invert´ıvel com u−1 = µ ◦ (S ⊗ 1)(R−121 ) e
(I.2.8) S2(x) = uxu−1 ∀x ∈ H
Ale´m disso, as seguintes identidades sa˜o verificadas
ε(u) = 1, ∆(u) = (R21R)−1(u⊗ u) = (u⊗ u)(R21R)−1,(I.2.9)
∆(S(u)) = (R21R)−1(S(u)⊗ S(u)) = (S(u)⊗ S(u))(R21R)−1,(I.2.10)
O elemento uS(u) esta´ no centro de H e
(I.2.11) ∆(uS(u)) = (R21R)−2(uS(u)⊗ uS(u)) = (uS(u)⊗ uS(u))(R21R)−2
Finalizamos essa sec¸a˜o com algumas palavras sobre a dualizac¸a˜o do conceito de estrutura quase
triangular. Suponha que A seja uma a´lgebra de Hopf quase triangular de dimensa˜o finita e considere
a a´lgebra de Hopf H = A∗. O elemento R∗ ∈ H ⊗H, onde R e´ a R-matriz universal de A, controla
a na˜o comutatividade de H, assim como R controla a na˜o co-comutatividade de A. As propriedades
de R∗ em relac¸a˜o a multiplicac¸a˜o de H sa˜o obtidas dualizando-se as propriedades de R em relac¸a˜o
a comultiplicac¸a˜o de A. De fato, tais relac¸o˜es podem ser expressas em termos de R, vista como um
elemento em H∗ ⊗H∗. Tais propriedades, para uma forma linear em H∗ ⊗H∗, definem o conceito
de a´lgebra de Hopf quase comutativa cotriangular e R e´ dita a R-forma universal de H. Como
essa estrutura na˜o sera´ importante para nossos objetivos, deixamos a cargo do leitor escrever as
definic¸o˜es precisas ou olha-la´s em [K].
I.3. Representac¸o˜es
Representac¸o˜es de uma a´lgebra de Hopf sa˜o mo´dulos (a` esquerda) sobre sua estrutura alge´brica.
Pore´m a estrutura de coa´lgebra e a ant´ıpoda desempenham pape´is fundamentais enriquecendo sua
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teoria de representac¸o˜es. Sejam H uma bia´lgebra e V,W dois mo´dulos sobre H. A comultiplicac¸a˜o
permite definir uma ac¸a˜o de H em V ⊗W
(I.3.1) x (v ⊗ w) = ∆(x)(v ⊗ w)
Por outro lado, a counidade induz uma representac¸a˜o em qualquer K-mo´dulo V
(I.3.2) x v = ε(x)v
Em particular, quando V = K, tal representac¸a˜o e´ chamada de Representac¸a˜o Trivial.
Observac¸o˜es:
1. Dessa maneira, a categoria das representac¸o˜es de uma bia´lgebra se torna uma categoria tensorial.
2. Se H for co-comutativa, V ⊗W e´ isomorfo a W ⊗ V como H-mo´dulo, mas isso na˜o e´ necessari-
amente verdade em geral.
Proposic¸a˜o I.3.1. Seja H uma bia´lgebra quase co-comutativa, V e W H-mo´dulos. Enta˜o a
ac¸a˜o de R em V ⊗W induz um isomorfismo de H-mo´dulos
PV,W ◦R : V ⊗W →W ⊗ V
Observac¸a˜o: A R-matriz universal de H induz em sua categoria de representac¸o˜es, atrave´s da
equac¸a˜o QYB, uma estrutura de categoria tensorial tranc¸ada1 [K]. Esse nome vem da sua relac¸a˜o
com os Grupos de Tranc¸as Bn2. Devido a essa relac¸a˜o, a teoria de A´lgebras de Hopf serviu como
ferramenta fundamental para construir invariantes em Teoria de No´s.
Se V e W sa˜o mo´dulos sobre uma a´lgebra de Hopf H, a aplicac¸a˜o ant´ıpoda permite definir uma
estrutura de mo´dulo em HomK(V,W ).
(I.3.3) (x f)(v) =
∑
i
x
(1)
i f(S(x
(2)
i ) v)
onde x ∈ H, f ∈ HomK(V,W ), v ∈ V e ∆(x) =
∑
i x
(1)
i ⊗ x(2)i . Em particular, quando W = K e´ a
Representac¸a˜o Trivial, definimos o dual de V denotado por V ∗.
Observac¸a˜o: A categoria de representac¸o˜es de uma a´lgebra de Hopf e´, enta˜o, uma categoria
tensorial r´ıgida.
Se S for invert´ıvel podemos usar S−1 na definic¸a˜o da representac¸a˜o dual de V . As duas
representac¸o˜es resultantes (usando S e S−1) na˜o sa˜o isomorfas em geral. Neste caso chamamos
V ∗ de dual a` esquerda e denotamos o dual a` direita por ∗V . E´ imediata a verificac¸a˜o de que V e´
isomorfa a ∗V ∗ mas, em geral, na˜o e´ isomorfa a V ∗∗ ou a ∗∗V .
1em ingleˆs Braided Tensor Category
2Braid Groups
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Proposic¸a˜o I.3.2. As aplicac¸o˜es canoˆnicas
W ⊗ V ∗ → HomK(V,W ) V ∗ ⊗ V → K K → V ⊗ V ∗
onde, na u´ltima, V tem dimensa˜o finita, sa˜o isomorfismismos de H-mo´dulos.
Observac¸a˜o: Aqui cabe alguns alertas. As aplicac¸o˜es canoˆnicas HomK(V,W ) → V ∗ ⊗ W ,
V ⊗ V ∗ → K e K → V ∗ ⊗ V , na˜o sa˜o isomorfismos de H-mo´dulos em geral.
Proposic¸a˜o I.3.3. Suponha que numa a´lgebra de Hopf H exista um elemento invert´ıvel u tal
que S2(x) = uxu−1 ∀x ∈ H. Enta˜o, a aplicac¸a˜o λ : V ∗ → ∗V definida por λ(f)(v) = f(u v) e´ um
isomorfismo de H-mo´dulos.
Corola´rio I.3.4. Se H for quase triangular, V ∗ e´ isomorfo a ∗V . Ale´m disso, a aplicac¸a˜o
ν : V → V ∗∗ dada por ν(v)(f) = f(u v) e´ um homomorfismo injetivo de H-mo´dulos.
Corola´rio I.3.5. Se H for quase triangular e V for um H-mo´dulo de dimensa˜o finita, enta˜o
V e´ isomorfo a V ∗∗.
Observac¸a˜o: Evidentemente que pode-se formular resultados ana´logos para ∗V .
O conceito de correpresentac¸a˜o e´ dual ao de representac¸a˜o.
Definic¸a˜o I.3.6. Seja C uma coa´lgebra. Um como´dulo V sobre C e´ um K-mo´dulo munido
de uma aplicac¸a˜o K-linear, ∆V : V → C ⊗ V , chamada de coac¸a˜o de C em V , satisfazendo os
seguintes diagramas comutativos
• Coassociativdade : C ⊗ C ⊗ V ∆V ⊗1←−−−− C ⊗ V
1⊗∆V
x x∆V
C ⊗ V ←−−−−
∆V
V
• Counidade : k ⊗ V ε⊗1←−−−− C ⊗ V
∼=
x x∆V
V V
Uma aplicac¸a˜o K-linear entre dois como´dulos, f : V → W , satisfazendo (1⊗ f) ◦∆V = ∆W ◦ f e´
dita um homomorfismo de como´dulos.
Se H for uma bia´lgebra, o produto tensorial de dois H-como´dulos, V ⊗W , e´ um como´dulo com
(I.3.4) ∆V⊗W = (µ⊗ 1V⊗W )(1H ⊗ PV,H ⊗ 1W )(∆V ⊗∆W )
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Qualquer K-mo´dulo V pode ser munido de uma H-correpresentac¸a˜o
(I.3.5) V ∼= K ⊗ V i⊗1−−−−→ H ⊗ V
Observac¸a˜o: Se H for quase comutativa e cotriangular, a categoria das correpresentac¸o˜es de H
adquire as mesmas propriedades da categoria de representac¸a˜oes de uma a´lgebra de Hopf quase
triangular.
I.4. A Construc¸a˜o de FRT
A R-matriz universal de uma bia´lgebra induz soluc¸o˜es da equac¸a˜o QYB em seus mo´dulos,
i.e., se V e´ um H-mo´dulo, o elemento RV,V ∈ End(V ) ⊗ End(V ), obtido pela restric¸a˜o de R
a V ⊗ V , satisfaz a equac¸a˜o QYB em End(V ) ⊗ End(V ) ⊗ End(V ). O mesmo acontece com a
R-forma universal de uma bia´lgebra quase comutativa e cotriangular em seus como´dulos. Faddevv-
Reshetikhin-Takhtajan [FRT89] consideraram o problema no sentido inverso, dada uma soluc¸a˜o da
equac¸a˜o QYB num K-mo´dulo V , construir uma bia´lgebra com estrutura (co)triangular (co)agindo
em V .
Enta˜o, sejam V um K-mo´dulo de dimensa˜o finita, com base v1, . . . vd, e C ∈ End(V )⊗End(V ).
Escreva
C(vi ⊗ vj) =
∑
l,m
clmij vl ⊗ vm
Definic¸a˜o I.4.1. A a´lgebra de FRT, F (C), associada ao par (V,C) e´ aK-a´lgebra com geradores
tij , onde i, j = 1, . . . , d, sujeitos a`s relac¸o˜es
(I.4.1)
∑
k,l
cjiklt
k
mt
l
n =
∑
k,l
tikt
j
l c
kl
mn ∀ i, j,m, n
Podemos escrever as relac¸o˜es de F (C) de maneira mais concisa. Olhe T = (tij) como uma
matriz d× d, onde i indexa linhas e j colunas, e introduza a notac¸a˜o T1 = T ⊗ 1, T2 = 1⊗ T , onde
1 e´ matriz identidade d× d. Enta˜o (I.4.1) se reduz a CT1T2 = T2T1C
Defina
(I.4.2) ∆(tij) =
∑
k
tik ⊗ tkj ε(tij) = δij
ou, em linguagem matricial, ∆(T ) = T ⊗ T, ε(T ) = 1. Defina tambe´m
(I.4.3) ∆V (vj) =
∑
k
tkj ⊗ vk
Teorema I.4.2. [K] Seja H = F (C). Enta˜o
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(a) As fo´rmulas (I.4.2) definem uma estrutura de bia´lgebra em H.
(b) A equac¸a˜o (I.4.3) transforma V em um como´dulo sobre H. Ale´m disso, C passa a ser um
homomorfismo de como´dulos e H e´ universal em relac¸a˜o a esta propriedade.
(c) Se C for uma soluc¸a˜o da equac¸a˜o QYB, enta˜o existe uma u´nica forma linear R em H ⊗H,
definindo uma estrutura quase cotriangular em H com RV,V = C.
Observac¸a˜o: A definic¸a˜o da R-forma R e´ R(T im ⊗ T jn) = cjimn.
Se quisermos obter uma bia´lgebra quase triangular, basta dualizarmos H(C). De qualquer
forma, e´ conveniente descrevermos a construc¸a˜o de maneira ana´loga, pois as relac¸o˜es podem ser
usadas (na forma matricial) quando na˜o estamos em dimensa˜o finita.
Definic¸a˜o I.4.3. A a´lgebra U(C) associada ao par (V,C) e´ gerada por elementos l+ij , l
−
ji, onde
i, j = 1, . . . , d, com relac¸o˜es∑
k,l
l±jkl
±
il c
kl
nm =
∑
k,l
cjikll
±
knl
±
lm
∑
k,l
l−jkl
+
il c
kl
nm =
∑
k,l
cjikll
+
knl
−
lm(I.4.4)
Observac¸a˜o: Pondo L± = (l±ij), as relac¸o˜es podem ser escritas como L
±
1 L
±
2 C = CL
±
2 L
±
1 e
L−1 L
+
2 C = CL
+
2 L
−
1 .
A estrutura coalge´brica em U(C) e´ dada por
(I.4.5) ∆(l±ij) =
∑
k
l±ik ⊗ l±kj ε(l±ij) = δij
ou, em notac¸a˜o matricial, ∆(L±) = L± ⊗ L±, ε(L±) = 1.
Suponha que C seja invert´ıvel. A dualidade entre F (C) e U(C) e´ dada por
(I.4.6) l+ij(t
n
m) = c
ni
mj l
−
ij(t
n
m) = (c
−1)injm
ou, L+(T ) = C21, L−(T ) = C−1.
Observac¸a˜o: Em geral a aplicac¸a˜o ant´ıpoda na˜o existe. Sua existeˆncia esta´ associada ao conceito
de determinante quaˆntico, i.e., gostar´ıamos de poder definir um elemento invert´ıvel D ∈ F (C)
correspondente a “detT”. Enta˜o poder´ıamos inverter formalmente T (localizar F (C)) e definir
S(T ) = T−1. Veja [CP] para condic¸o˜es sobre C que viabilizam a contruc¸a˜o do determinante
quaˆntico.
I.5. O Duplo de uma A´lgebra de Hopf
O duplo de uma a´lgebra de Hopf H (de dimensa˜o finita e com ant´ıpoda invert´ıvel) e´ uma
nova a´lgebra de Hopf D(H), constru´ıda a partir de H, que possui uma estrutura quase triangular
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canoˆnica. Como a´lgebra o duplo e´ dado simplesmente por
D(H) = H ⊗ (Hop)∗
onde Hop denota H munida com a multiplicac¸a˜o µop (e, consequentemente, com ant´ıpoda (S−1)∗).
Lembre do isomorfismo
λ : H ⊗H∗ −→ EndK(H)
(x⊗ f) 7→ f(·)x
Teorema I.5.1. Existe uma u´nica estrutura de a´lgebra de Hopf em D(H) que faz de H e Hop ∗
suba´lgebras de Hopf (atrave´s das incluso˜es naturais). A estrutura de coa´lgebra e´ dada por
(I.5.1) ε(x⊗ f) = ε(a)f(1), ∆(x⊗ f) = (1⊗ P ⊗ 1)(∆(x)⊗∆(f))
D(H) e´ quase triangular com R = λ−1(1) ∈ H ⊗Hop ∗ ⊂ D(H)⊗D(H).
E´ conveniente escrever explicitamente a fo´rmula para a multiplicac¸a˜o em D(H). Introduza a
notac¸a˜o ∆2(x) =
∑
i x
(1)
i ⊗ x(2)i ⊗ x(3)i .
(I.5.2) (x⊗ f)(y ⊗ g) =
∑
i
x
(2)
i y ⊗ fg(S−1(x(3)i ) · x(1)i )
onde justaposic¸a˜o denota a multiplicac¸a˜o na a´lgebra correspondente e g(S−1(x(3)i )·x(1)i ) e´ o elemento
de H∗ dado por z 7→ g(S−1(x(3)i )zx(1)i ).
I.6. A´lgebras de Deformac¸a˜o
Nessa sec¸a˜o K = C[[h]], a a´lgebra de se´ries formais em uma varia´vel sobre C. O lema a seguir,
de demonstrac¸a˜o elementar, caracteriza os elementos invert´ıveis de k.
Lema I.6.1. Uma se´rie formal f =
∑
n≥0
anh
n e´ invert´ıvel se, e somente se, a0 6= 0. Em outras
palavras, K e´ um anel local com ideal maximal gerado por h.
Fixe uma constante C > 1 e defina a norma h-a´dica em K dada por
(I.6.1) ‖anhn + an+1hn+1 + . . . ‖ = C−n (an 6= 0)
Enta˜o K se torna um espac¸o normado completo e a topologia correspondente e´ chamada de topolo-
gia h-a´dica. A`s vezes sera´ conveniente usar outra construc¸a˜o dessa topologia usando limites inversos,
ja´ que K ∼= lim←−C[h]/hn [K].
Dado um K-mo´dulo V , os espac¸os quocientes Vn = V/hnV formam um sistema projetivo. O
limite inverso Vˆ = lim←−Vn e´ chamado de a complementac¸a˜o de V na topologia h-a´dica. As projec¸o˜es
pn : V → Vn induzem uma aplicac¸a˜o natural p : V → Vˆ . Em geral, o nu´cleo de p, ker(p) =
⋂
n
hnV
e´ diferente de {0}, ou seja, p na˜o e´ injetiva.
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Definic¸a˜o I.6.2. Um K-mo´dulo V sera´ dito separado se
⋂
n
hnV = {0}, ou seja, se V ↪→ Vˆ . V
sera´ dito completo se p : V → Vˆ for sobrejetiva.
O exemplo natural de K-mo´dulo e´ V [[h]] = {∑
n≥0
vnh
n; vn ∈ V }, onde V e´ um espac¸o vetorial
sobre C. Um K-mo´dulo isomorfo a V [[h]] e´ dito topologicamente livre.
Proposic¸a˜o I.6.3. [K] Um K-mo´dulo e´ topologicamente livre se, e somente se, for separado,
completo e livre de torsa˜o.
Observac¸a˜o: Veja que se V tiver dimensa˜o finita sobre C, enta˜o V [[h]] ∼= V ⊗K, mas isso na˜o e´
verdade se V tiver dimensa˜o infinita (nesse caso V [[h]] e´ “maior” que V ⊗K).
Dados K-mo´dulos V e W , denotaremos por V ⊗ˆW a complementac¸a˜o de V ⊗K W .
Definic¸a˜o I.6.4. Uma a´lgebra de Hopf H sobre K e´ dita topologicamente livre se for um K-
mo´dulo topologicamente livre e os produtos tensoriais envolvidos nas definic¸o˜es de suas estruturas
(co)alge´bricas forem completos.
Definic¸a˜o I.6.5. Uma a´lgebra de Hopf H topologicamente livre e´ dita uma a´lgebra de Hopf
de deformac¸a˜o. Dada uma a´lgebra de Hopf H0 sobre C, uma a´lgebra de deformac¸a˜o H sera´ dita
uma deformac¸a˜o de H0 se H/hH ∼= H0.
Proposic¸a˜o I.6.6. [ES] Seja H uma bia´lgebra (na˜o necessariamente de Hopf) que e´ uma
deformac¸a˜o da a´lgebra de Hopf H0 (apenas como bia´lgebra). Enta˜o existe uma u´nica estrutura de
a´lgebra de Hopf em H tornando-a uma deformac¸a˜o de H0 como a´lgebra de Hopf.
Observac¸a˜o: O conceito de a´lgebras de deformac¸a˜o esta´ intimamente ligado com estruturas de
Poisson. Nos referimos aos primeiros cap´ıtulos de [CP, ES] para um tratamento detalhado dessa
relac¸a˜o.

APEˆNDICE II
A´lgebras Universais Envelopantes Quantizadas
Na linguagem da sec¸a˜o I.6, uma a´lgebra universal envelopante quantizada e´ uma a´lgebra de Hopf
de deformac¸a˜o H que deforma U(g), a a´lgebra universal envelopante da a´lgebra de Lie g. A´lgebras
universais envelopantes quantizadas sa˜o um dos principais exemplos do que se chama genericamente
de grupos quaˆnticos. Estaremos interessados principalmente em a´lgebra de Lie simples de dimensa˜o
finita sobre C e suas correspondentes afinizac¸o˜es, embora apresentemos as construc¸o˜es para uma
a´lgebra de Kac-Moody com matriz de Cartan generalizada simetriza´vel.
II.1. A´lgebras de Lie
Essa sec¸a˜o e´ uma ra´pida recordac¸a˜o sobre a´lgebras de Lie simples complexas de dimensa˜o finita
g e suas afinizac¸o˜es ĝ, g˜, g˜ext. Nos referimos a [S, Kc, FH] para uma exposic¸a˜o mais completa.
Comec¸amos lembrando que podemos fixar uma subalgebra de Lie abeliana maximal h ⊂ g, chamada
de uma suba´lgebra de Cartan. Enta˜o g admite uma decomposic¸a˜o
g = h⊕
⊕
α∈h∗\{0}
gα
onde gα = {x ∈ g; [h, x] = α(h)x∀h ∈ h}. Se gα 6= {0}, α e´ dita uma ra´ız de g. Denotaremos o
conjunto de todas as ra´ızes por R. E´ conveniente usarmos a notac¸a˜o g0 = h. Temos os seguintes
fatos :
(a) dim(gα) = 1, se α ∈ R.
(b) Se α e´ ra´ız, −α tambe´m e´.
(c) [gα, gβ] ⊂ gα+β.
Por causa de (b), podemos escolher uma decomposic¸a˜o de R = R+ ∪ R−. Ra´ızes em R+ sera˜o
ditas positivas e as outras negativas. Considere o reticulado de ra´ızes Q =
∑
R
Zα e o cone de ra´ızes
positivas Q+ =
∑
R+
Z+α. Uma ra´ız positiva α e´ dita simples se existe um u´nico jeito de representa´-la
em Q+. O nu´mero de ra´ızes simples e´ igual a dimensa˜o de h, chamada o posto de g. Em outras
palavras, temos uma base {α1, . . . , αn} de h∗ formada por ra´ızes simples. Definimos uma ordem
parcial em h∗ dizendo que λ ≤ µ se µ−λ ∈ Q+. Temos enta˜o uma u´nica ra´ız θ maximal em relac¸a˜o
a essa ordem.
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Amenos de normalizac¸a˜o, existe uma u´nica forma bilinear sime´trica invariante e na˜o degenerada
em g. Recorde que a palavra invariante significa que
(x, [y, w]) = ([x, y], w) ∀x, y, w ∈ g
Usando (., .) podemos identificar h∗ com h, λ 7→ hλ. No que segue assumiremos que (., .) esta´
normalizada de modo que (θ, θ) = 2. Vamos introduzir mais notac¸a˜o: α∨ = 2hα(α,α) sa˜o as corra´ızes,
Q∨ =
n⊕
i=1
Zα∨i e´ o reticulado de corra´ızes, P = {λ ∈ h∗;λ(α∨) ∈ Z} e´ o reticulado de pesos,
P+ = {λ ∈ h∗;λ(α∨) ∈ Z+ para α ∈ R+} e´ o cone de pesos dominantes, ωi ∈ h∗ sa˜o os pesos
fundamentais, i.e., ωi(α∨j ) = δij , ρ =
1
2
∑
α∈R+
α =
∑
ωi, h∨ = (ρ, θ) + 1 e´ o nu´mero dual de
Coxeter1. A matriz de Cartan de g e´ A = (aij) dada por aij = 2
(αi,αj)
(αi,αi)
. Lembre que aii = 2, aij ∈
{0,−1,−2,−3} se i 6= j, aij = 0 ⇔ aji = 0 e aij = −2,−3 ⇒ aji = −1. A e´ positiva definida e
indecompon´ıvel, i.e., A na˜o pode ser escrita como A1+A2 com Ai preservando estas propriedades.
Quando todos aij ∈ {−1, 0, 2}, dizemos que g e´ simply laced. Em geral definimos
(II.1.1) r∨ = max
i6=j
{−aij}
Sejam
(II.1.2) di =
r∨(αi, αi)
2
D = diag(di)
Enta˜o, B = DA e´ sime´trica.
Observac¸a˜o: Relembrando a classificac¸a˜o das a´lgebras de Lie complexas simples e de dimensa˜o
finita nas famı´lias A, B, C, D, E, F e G, temos que r∨ = 1 para ADE, r∨ = 2 para BCF e r∨ = 3
para G.
Escolha uma base x±α para g±α de modo que (x+α , x−α ) = 1. Enta˜o [x+α , x−α ] = hα. No caso
de ra´ızes simples αi, denote por hi = α∨i =
2hαi
(αi,αi)
, x+i =
2
(αi,αi)
x+αi , x
−
i =
2
(αi,αi)
x−αi . Os elementos
hi, x
±
i satisfazem as seguintes relac¸o˜es
[hi, hj ] = 0 [hi, x+j ] = aijx
+
j [hi, x
−
j ] = −aijx−j
[x+i , x
−
j ] = δijhi(II.1.3)
(adx+i )
1−aijx+j = 0 (adx
−
i )
1−aijx−j = 0 se i 6= j
onde (adx)y = [x, y] ∀x, y ∈ g e´ a representac¸a˜o adjunta.
Teorema II.1.1 (Serre). A a´lgebra de Lie gerada por elementos hi, x±i , i = 1, . . . , n, satis-
fazendo as relac¸o˜es (II.1.3) e´ isomorfa a g.
Os geradores hi, x±i sa˜o chamados de geradores de Chevalley.
1O nu´mero de Coxeter e´ definido por g = 1+
∑
θi se θ =
∑
θiαi. Ele na˜o sera´ importante para nossos objetivos
II.1. A´LGEBRAS DE LIE 65
Definic¸a˜o II.1.2. Uma matriz n× n, A = (aij), e´ dita uma matriz de Cartan generalizada se
satisfizer as seguintes propriedades
(a) aii = 2.
(b) aij ≤ 0 se i 6= j.
(c) aij = 0⇔ aji = 0.
Assumiremos tambe´m que A e´ indecompon´ıvel.
Definic¸a˜o II.1.3. A a´lgebra de Kac-Moody associada a uma matriz de Cartan generalizada A
e´ a a´lgebra de Lie g(A) gerada por elementos hi, x±i , i = 1, . . . , n, satisfazendo as relac¸o˜es (II.1.3).
Se A e´ positiva definida, enta˜o g(A) e´ uma a´lgebra de Lie de dimensa˜o finita. Se A e´ semi-
definida positiva (de posto n-1), g(A) e´ dita afim. A´lgebras de Kac-Moody afim teˆm uma outra
construc¸a˜o mais concreta. Fixe uma a´lgebra de Lie simples de dimensa˜o finita g. A a´lgebra de
loops associada a g e´
ĝ = g⊗ C[t, t−1] = g[t, t−1]
com colchete dado por [xtk, ytl] = [x, y]tk+l. Estamos usando a notac¸a˜o xtk para x⊗ tk. A a´lgebra
de loops tem uma u´nica extensa˜o central na˜o trivial
g˜ = ĝ⊕ Cc
com colchete dado por
(II.1.4) [xtk, ytl] = [x, y]tk+l + kδk,−l(x, y)c
Finalmente, podemos estender g˜ por uma derivac¸a˜o exterior d = t ddt
g˜ext = g˜⊕ Cd
e colchete [d, c] = 0, [d, xtk] = kxtk.
Existe uma forma bilinear sime´trica invariante e na˜o degenerada em g˜ext dada por
(xtk, ytl) = δk,−l(x, y) (c, d) = 1 (c, c) = (d, d) = (c, xtk) = (d, ytl) = 0(II.1.5)
E´ claro que a restric¸a˜o de (., .) a g˜ e´ degenerada.
Defina suba´lgebras de Cartan h˜ = h⊕ Cc ⊂ g˜ e h˜ext = h˜⊕ Cd ⊂ g˜ext. Defina tambe´m Λ0 ∈ h˜∗
e δ ∈ h˜∗ext por
(II.1.6) Λ0(c) = 1 δ(d) = 1 Λ0(d) = δ(c) = Λ0(h) = δ(h) = 0 ∀h ∈ h
de modo que h˜∗ = h∗⊕CΛ0 e h˜∗ext = h˜⊕Cδ. Para γ ∈ h˜∗ext, seja g˜γ = {x ∈ g˜ext; [h, x] = γ(h)x∀h ∈
h˜ext}. Diremos que γ e´ uma ra´ız afim se g˜γ 6= {0} e γ 6= 0. O conjunto de todas as ra´ızes afim sera´
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denotado por R˜ e e´ fa´cil verificar que
R˜ = {α+ kδ;α ∈ R, k ∈ Z ou α = 0, k ∈ Z\{0}}
R˜ admite uma polarizac¸a˜o R˜ = R˜+ ∪ R˜− dada por R˜+ = {α + kδ; k > 0 ou k = 0, α ∈ R+}
e R˜− = −R˜+. Ra´ızes simples sa˜o definidas como antes. E´ imediato que as ra´ızes simples de g,
α1, . . . , αn, continuam sendo simples, mas temos uma nova ra´ız simples: α0 = δ − θ. Enta˜o defina
a matriz de Cartan afim A˜ analogamente, agora com ı´ndices de 0 a n.
Teorema II.1.4. [Kc] A a´lgebra de Lie g˜ e´ isomorfa a a´lgebra de Kac-Moody afim g(A˜). Os
geradores hi, x±i , i = 1, . . . , n, sa˜o os mesmos de g. Os geradores x
±
0 ∈ g˜∓θ ⊗ t±1 sa˜o tais que
(x+0 , x
−
0 ) = 1 e h0 = [x
+
0 , x
−
0 ] = c− θ∨.
Observac¸a˜o: A matriz de Cartan de g forma um bloco em A˜. Tambe´m podemos definir D˜ de
modo que B˜ = D˜A˜ seja sime´trica. Como as matrizes A,B,D sa˜o blocos de A˜, B˜, D˜, continuaremos
denotando as entradas dessas matrizes por aij , bij e di, mas com ı´ndices correndo de 0 a n. As
definic¸o˜es de Q˜, Q˜+, P˜ , P˜+ sa˜o feitas da mesma maneira.
Terminamos essa sec¸a˜o relembrando a definic¸a˜o da a´lgebra universal envelopante de uma a´lgebra
de Lie a e algumas de suas propriedades.
Definic¸a˜o II.1.5. A a´lgebra universal envelopante U(a) de uma a´lgebra de Lie a e´
U(a) = T (a)/I(a)
onde T (V ) denota a a´lgebra tensorial de um espac¸o vetorial V , i.e., T (V ) =
∞⊕
k=0
V ⊗k, e I(a) e´ o
ideal bilateral gerado por elementos da forma xy − yx− [x, y], com x, y ∈ a.
Observac¸a˜o: Quando escrevemos xy na realidade estamos nos referindo a x⊗ y ∈ a⊗ a ⊂ T (a),
enquanto [x, y] ∈ a ⊂ T (a). O “esquecimento” do s´ımbolo ⊗ e´, em geral, conveniente e na˜o causara´
confuso˜es.
O teorema a seguir mostra que estudar a e´, de certa forma, equivalente a estudar U(a) e explica
o termo universal atribuido a U(a). Veja [S, K] para uma demonstrac¸a˜o.
Teorema II.1.6. Seja A uma a´lgebra associativa e denote por L(A) a a´lgebra de Lie constru´ıda
a partir de A. Enta˜o HomLie(a, L(A)) ∼= Homalg(U(a), A).
Se a e´ uma a´lgebra de Kac-Moody, podemos descrever U(a) atrave´s dos “mesmos” geradores e
relac¸o˜es que a. As relac¸o˜es de Serre, i.e., a u´ltima linha de (II.1.3) passam a ser escritas na forma
(II.1.7)
1−aij∑
k=0
(−1)k
(
1− aij
k
)
(x±i )
kx±j (x
±
i )
1−aij−k = 0 se i 6= j
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Definic¸a˜o II.1.7. Seja g uma a´lgebra de Lie de dimensa˜o finita e escolha bases de h, {xi}
e {xi}, duais em relac¸a˜o a (., .). Defina o elemento de Casimir e o tensor sime´trico canoˆnico
respectivamente por
C =
n∑
i=1
xix
i ∈ U(g) Ω =
n∑
i=1
xi ⊗ xi ∈ g⊗ g
Proposic¸a˜o II.1.8. [S] Os elementos C e Ω na˜o dependem da escolha de base. O elemento de
Casimir pertence ao centro de U(g) e [Ω, x⊗ 1 + 1⊗ x] = 0 para todo x ∈ g.
Por fim observamos que U(a) e´ uma a´lgebra de Hopf co-comutativa com estrutura coalge´brica
dada por
∆(x1 . . . xk) = 1⊗ x1 . . . xk +
k−1∑
i=1
∑
σ
xσ(1) . . . xσ(i) ⊗ xσ(i+1) . . . xσ(k) + x1 . . . xk ⊗ 1
ε(x1 . . . xk) = 0 S(x1 . . . xk) = (−1)kxk . . . x2x1(II.1.8)
onde σ percorre todos os (i, k − i)-embaralhamentos em Sk.
Observac¸a˜o: Veja o esquecimento de ⊗ se justificando aqui.
Podemos escrever
(II.1.9) Ω =
1
2
(∆(C)− C ⊗ 1− 1⊗ C)
II.2. Representac¸o˜es de A´lgebras de Lie
Agora relembramos um pouco sobre a teoria de representac¸o˜es de uma a´lgebra de Lie complexa
simples e de dimensa˜o finita g e suas afinizac¸o˜es. Em vista do teorema II.1.6, o que estudaremos, de
fato, sa˜o representac¸o˜es das respectivas a´lgebras universais envelopantes. Estaremos interessados
em representac¸o˜es de peso ma´ximo. Comec¸amos pela decomposic¸a˜o triangular de U(a), onde
a = g, ĝ, g˜ ou g˜ext,
U(a) ∼= U(n+)⊗ U(h)⊗ U(n−)
onde U(h) e´ a suba´lgebra gerada por hi (e d no caso de g˜ext) e U(n±) sa˜o geradas por x±i respectiva-
mente. Essa decomposic¸a˜o e´ consequeˆncia do teorema de Poincare´-Birkhoff-Witt, que associa uma
base de U(g) para cada base (ordenada) de g. Tambe´m e´ conveniente introduzir as suba´lgebras de
Borel U(b±) = U(h⊕ n±) = U(h)⊗ U(n±).
Observac¸a˜o: A rigor dever´ıamos escrever h˜, n˜± quando a = g˜, etc. Mas escolhemos fazer essa
parte do tratamento de forma unificada e cremos que isso na˜o causara´ confusa˜o. Observe tambe´m
que n̂± = n˜± = n˜±ext = n± ⊕ g⊗ t±1C[t±1].
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Definic¸a˜o II.2.1. Se V e´ uma representac¸a˜o de U(a), dizemos que um vetor v ∈ V e´ homogeˆnio
de peso µ ∈ h∗ se hv = µ(h)v ∀h ∈ h. Denotamos por V [µ] o subespac¸o vetorial de todos os vetores
de peso µ.
Consideraremos apenas representac¸o˜es que admitem decomposic¸a˜o em subespac¸os de vetores
homogeˆneos
V =
⊕
µ∈h∗
V [µ]
com dimCVµ <∞ para todo µ. Em outras palavras, a ac¸a˜o de cada h ∈ h e´ semi simples com auto
espac¸os de dimensa˜o finita. A categoria de tais representac¸o˜es e´ usualmente denotada por O.
Definic¸a˜o II.2.2. Seja V um mo´dulo sobre U(a). Um vetor homogeˆnio de peso λ, v ∈ V , e´
dito um vetor singular ou um vetor de peso ma´ximo se n+v = {0}. Se V = U(a)v = U(n−)v para
um vetor v de peso ma´ximo λ, dizemos que V e´ uma representac¸a˜o de peso ma´ximo λ.
Observac¸a˜o: A nomenclatura “peso ma´ximo” se justifica pelo fato de que a ac¸a˜o de x−i diminui
o peso de v em relac¸a˜o a ordem parcial em h∗. Assim, fica claro que se V e´ uma representac¸a˜o de
peso ma´ximo λ, dimCVλ = 1. Podemos definir representac¸o˜es de peso mı´nimo trocando os pape´is
de n+ e n−.
O exemplo mais importante de mo´dulos de peso ma´ximo sa˜o os mo´dulos de Verma. Dado
λ ∈ h∗, o mo´dulo de Verma de peso λ e´ definido por
Mλ = U(a)⊗U(b+) Cvλ
Ou seja, Mλ e´ o maior mo´dulo de peso ma´ximo, no sentido que qualquer outro e´ obtido a partir
de Mλ por passagem ao quociente por um submo´dulo. E´ claro que Mλ ∈ O. Seja Iλ a soma de
todos os submo´dulos pro´prios de Mλ, ou seja, Iλ e´ o u´nico submo´dulo pro´prio maximal de Mλ e o
quociente Lλ =Mλ/Iλ e´ irredut´ıvel. Defina a involuc¸a˜o de Chevalley ω : U(a)→ U(a) como sendo
o automorfismo de a´lgebras ω(x±i ) = −x∓i , ω(hi) = −hi (e ω(d) = −d). Existe uma u´nica forma
bilinear sime´trica e contravariante em Mλ dada por
(vλ, vλ) = 1 (xu,w) = −(u, ω(x)w) ∀u,w ∈Mλ, x ∈ a
chamada de Forma de Shapovalov.
Lema II.2.3. O nu´cleo da forma de Shapovalov coincide com Iλ.
Consequentemente,Mλ e´ irredut´ıvel se, e somente se, a forma de Shapovalov for na˜o degenerada.
O seguinte teorema sela essa questa˜o e diz que, para λ gene´rico, Mλ e´ irredut´ıvel.
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Teorema II.2.4. [KK79]
(a) Se a = g, Mλ e´ irredut´ıvel se, e somente se, < λ+ ρ, α∨ >6= 1, 2, . . . ∀α ∈ R+.
(b) Se a = g˜ext, Mλ e´ irredut´ıvel se e somente se (λ+ ρ˜, α) 6= N2 (α, α)∀α ∈ R˜+ e N = 1, 2 . . . ,
onde ρ˜ = ρ+ h∨Λ0.
Para a = g, o teorema a seguir caracteriza a outra situac¸a˜o extrema, i.e., quando a dimensa˜o
de Lλ e´ finita.
Teorema II.2.5 (Chevalley).
(a) Lλ tem dimensa˜o finita se, e somente se, λ ∈ P+.
(b) Os mo´dulos Lλ, λ ∈ P+, sa˜o dois a dois na˜o isomorfos e qualquer representac¸a˜o irredut´ıvel
de dimensa˜o finita de U(g) e´ isomorfa a algum Lλ.
(c) Se λ =
∑
λiωi ∈ P+, enta˜o Lλ e´ gerado por um vetor de peso ma´ximo v satisfazendo
(x−i )
λi+1v = 0.
(d) A categoria das representac¸o˜es de dimensa˜o finita de U(g) e´ semi simples.
De agora em diante estaremos estudando representac¸o˜es de U(ĝ), U(g˜) e U(g˜ext). Queremos
estudar mo´dulos de Verma MΛ onde Λ = λ+ kΛ0 +∆k(λ)δ com λ ∈ h ⊂ g, k ∈ C e
(II.2.1) ∆k(λ) =
(λ, λ+ 2ρ)
2(k + h∨)
que sera˜o denotados por Mλ,k. O nu´mero k e´ chamado de carga central2 da ac¸a˜o da a´lgebra afim
ou de o n´ıvel da representac¸a˜o. Mλ,k admite uma graduac¸a˜o sobre Z, Mλ,k =
⊕
j≥0
Mλ,k[−j], onde
Mλ,k[−j] e´ o autoespac¸o da ac¸a˜o de d com autovalor −j − ∆k(λ). Mλ,k[−j] e´ naturalmente um
mo´dulo sobre U(g) e, em particular,Mλ,k[0] e´ isomorfo ao U(g)-Verma mo´duloMλ. Observe, enta˜o,
que MΛ e´ um exemplo de mo´dulo sobre U(g˜ext) induzido por um mo´dulo sobre U(g): Se V e´ um
U(g)-mo´dulo, V adquire automaticamente uma estrutura de U(b˜+ext)-mo´dulo onde g ⊗ tC[t] age
trivialmente e c, d agem por constantes k,−∆. Enta˜o, o mo´dulo V˜ induzido pela ac¸a˜o de U(g) e´
V˜ = IndU(g˜ext)
U(b˜+ext)
V = U(g˜ext)⊗U(b˜+ext) V
Mλ,k e´ induzido por Mλ. Quando fazemos esta construc¸a˜o com V = Lλ, o U(g)-mo´dulo irredut´ıvel
com peso ma´ximo λ, o U(g˜ext)-mo´dulo obtido e´ chamado mo´dulo de Weyl e sera´ denotado por Vλ,k.
Observac¸a˜o: A escolha em (II.2.1) e´ justificada pela construc¸a˜o de Sugawara, que estende re-
presentac¸o˜es de peso ma´ximo de g˜ a g˜ext atrave´s da inclusa˜o g˜ext ⊂ V ir n g˜, onde V ir e´ a a´lgebra
de Virasoro [EFK].
2Do ingleˆs central charge
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Mesmo que Lλ tenha dimensa˜o finita, Vλ,k tera´ dimensa˜o infinita, uma vez que toda repre-
sentac¸a˜o na˜o trivial de peso ma´ximo de U(g˜ext) tem dimensa˜o infinita. As representac¸o˜es de U(g˜ext)
com comportamento semelhante a`s de dimensa˜o finita para U(g) sa˜o chamadas representac¸o˜es in-
tegrais.
Definic¸a˜o II.2.6. Uma representac¸a˜o V de U(a), onde a = ĝ, g˜, g˜ext, e´ dita integral se a ac¸a˜o
de n̂− for localmente nilpotente. Em outras palavras, se para todo v ∈ V e cada i, existir um inteiro
positivo ni de modo que (x−i )
niv = 0.
Observac¸a˜o: A terminologia integral vem do fato de que a ac¸a˜o da a´lgebra afim pode ser in-
tegrada a uma ac¸a˜o do grupo de Lie afim correspondente. Evidentemente que tal discussa˜o esta´
completamente fora dos nossos objetivos.
Teorema II.2.7. [Kc]
(a) O U(g˜ext)-mo´dulo irredut´ıvel LΛ e´ integral se, e somente se, Λ ∈ P˜+.
(b) As representac¸o˜es LΛ,Λ ∈ P˜+, sa˜o duas a duas na˜o isomorfas e qualquer representac¸a˜o de
peso ma´ximo, irredut´ıvel e integral e´ isomorfa a algum LΛ.
(c) Se Λ ∈ P˜+, Λi =< Λ, α∨i > e v e´ um vetor de peso ma´ximo, temos (x−i )Λi+1v = 0∀ i.
(d) A categoria das representac¸o˜es integrais de U(a) e´ semi simples.
Agora vamos estudar uma classe de representac¸o˜es de U(ĝ) e U(g˜) (mas na˜o de U(g˜ext)) que
e´ de especial importaˆncia para no´s. Sa˜o chamadas de representac¸o˜es de avaliac¸a˜o associadas a um
mo´dulo V sobre U(g). Estaremos particularmente interessados no caso de V ser de dimensa˜o finita,
mas a contruc¸a˜o pode ser feita com qualquer mo´dulo na categoria O. Dado um nu´mero complexo
na˜o nulo z, a aplicac¸a˜o de avaliac¸a˜o τz : U(g˜)→ U(g) e´ dada por
τz(xtm) = zmx ∀x ∈ g τz(c) = 0
O pull-back de τz define uma representac¸a˜o de U(g˜) que denotamos por V (z). Como τz(c) = 0, e´
mais apropriado olhar V (z) como uma representac¸a˜o de U(ĝ). Os elementos da famı´lia V (z), z ∈ C∗,
recebem o nome de representac¸o˜es de avaliac¸a˜o. Quando V tem dimensa˜o finita, V (z) tambe´m tem,
ja´ que, como espac¸o vetorial sobre C, V ∼= V (z). Dessa maneira, podemos nos perguntar sobre a
categoria das representac¸o˜es de dimensa˜o finita de U(ĝ). Em particular, e´ interessante se perguntar
quais sa˜o os objetos simples dessa categoria.
Teorema II.2.8. [C86, CP86] Sejam V1, . . . , Vm representac¸o˜es irredut´ıveis de dimensa˜o finita
de U(g) e z, z1, . . . , zm ∈ C∗.
(a) V1(z1) ⊗ · · · ⊗ Vm(zm) e´ uma representac¸a˜o irredut´ıvel de U(ĝ) se, e somente se, zi 6= zj
para i 6= j.
(b) Toda representac¸a˜o de U(ĝ) com dimensa˜o finita e irredut´ıvel e´ da forma acima.
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(c) Suponha que V1 ⊗ V2 se decomponha como V1 ⊗ V2 =
∑
j
Wj , com Wj irredut´ıvel. Enta˜o
V1(z)⊗ V2(z) =
∑
j
Wj(z).
(d) A categoria abeliana gerada pelos objetos simples da categoria das representac¸o˜es de di-
mensa˜o finita de U(ĝ) e´ semi simples.
Observac¸a˜o: Na realidade o u´ltimo item e´ um teorema na˜o trivial de Chevalley va´lido para
qualquer a´lgebra de Lie. No nosso caso ele e´ um corola´rio imediato do item anterior e do fato de a
categoria das representac¸o˜es de dimensa˜o finita de U(g) ser semi simples.
Apesar de V (z) na˜o se estender a uma representac¸a˜o de U(g˜ext), existe uma maneira de “en-
gorda´-la” com esse objetivo. Primeiro, dado um U(g) mo´dulo V , considere o espac¸o V [z, z−1], onde
z e´ uma varia´vel formal. A ac¸a˜o de U(g˜) em V [z, z−1] e´ constru´ıda analogamente a sua ac¸a˜o em
V (z). Finalmente, dado ∆ ∈ C∗, considere V˜ (z) = z−∆V [z, z−1] = V ⊗ z−∆C[z, z−1] e defina a
ac¸a˜o de d em V˜ (z) por z ddz . Para z0 6= 0, existe um homomorfismo sobrejetivo de U(ĝ)-mo´dulos
V˜ (z)→ V (z0) (bem definido a menos de escolha de ramo da func¸a˜o logar´ıtmo).
II.3. A Quantizac¸a˜o de Drinfeld-Jimbo
Em [D85, D86, J85], Drinfeld e Jimbo apresentaram verso˜es quantizadas de U(a) para a´lgebras
de Kac-Moody com matriz de Cartan generalizada simetriza´vel. Trata-se de uma deformac¸a˜o das
relac¸o˜es (II.1.3). Embora a “forma” de apresentac¸a˜o seja essencialmente a mesma, dependendo
do contexto em que se entende a palavra deformac¸a˜o, as a´lgebras universais envelopantes quan-
tizadas correspondentes podem ter comportamentos muito diferentes. O primeiro contexto que
apresentaremos e´ o de a´lgebras de deformac¸a˜o da sec¸a˜o I.6.
Primeiro introduzimos um pouco de notac¸a˜o. Seja K uma anel comutativo com identidade e
q ∈ K um elemento invert´ıvel, diferente da identidade. Dados nu´meros inteiros m, r defina
(II.3.1) [m]q =
qm − q−m
q − q−1 [m]q! = [1]q[2]q . . . [m]q
[
m
r
]
q
=
[m]q!
[r]q![m− r]q!
Enta˜o seja a = g(A) uma a´lgebra de Kac-Moody com matriz de Cartan generalizada simetriza´vel
An×n, i.e., B = DA e´ sime´trica para uma matriz diagonal D com entradas di ∈ Z+ (escolha di
relativamente primas). Fixe K = C[[h]] e q = eh.
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Definic¸a˜o II.3.1. A a´lgebra universal envelopante quantizada Uh(a) e´ a K-a´lgebra topologi-
camente gerada por hi, x±i , onde i = 1, . . . , n, satisfazendo as relac¸o˜es
[hi, hj ] = 0 [hi, x+j ] = aijx
+
j [hi, x
−
j ] = −aijx−j
[x+i , x
−
j ] = δij
qhii − q−hii
qi − q−1i
(II.3.2)
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
(x±i )
mx±j (x
±
i )
1−aij−m = 0 se i 6= j
onde qi = qdi .
Teorema II.3.2. [CP] A a´lgebra Uh(a) admite uma estrutura de a´lgebra de Hopf de deformac¸a˜o
dada por
εh(hi) = εh(x±i ) = 0 ∆h(hi) = 1⊗ hi + hi ⊗ 1
∆h(x+i ) = x
+
i ⊗ qhii + 1⊗ x+i ∆h(x−i ) = x−i ⊗ 1 + q−hii ⊗ x−i(II.3.3)
Sh(hi) = −hi Sh(x+i ) = −x+i q−hii Sh(x−i ) = −qhii x−i
Ale´m disso, Uh(a) e´ uma deformac¸a˜o de U(a). Ainda mais importante, Uh(a) possui uma estrutura
quase triangular Rh com Rh ≡ 1⊗ 1 (modh).
A construc¸a˜o de Rh e´ feita usando os me´todos da sec¸a˜o I.5, observando que Uh(a) e´ “quase”
um dobro. Na realidade, como estamos trabalhando com a´lgebras de dimensa˜o infinita, precisamos
adaptar as contruc¸o˜es da sec¸a˜o I.5. Sa˜o essencialmente duas adaptac¸o˜es: produtos tensoriais devem
ser entendidos no sentido da sec¸a˜o I.6; duais devem ser entendidos no sentido restrito. Para uma
melhor compreensa˜o do que vem a ser o dual restrito no contexto h-a´dica nos referimos a [CP].
De maneira geral, o espac¸o dual restrito de um espac¸o graduado V =
∑
α∈Q
Vα, onde Q e´ o grupo de
graduac¸a˜o e a dimensa˜o de Vα e´ finita, e´ definido por V ∗ =
∑
α
V ∗α .
Observac¸a˜o: Sempre que trabalharmos com espac¸os de dimensa˜o infinita e considerarmos espac¸os
duais, na realidade estaremos nos referindo ao dual restrito. Por isso na˜o criaremos notac¸a˜o especial
para distinguir dual restrito e dual “completo”.
Enta˜o observe que, em particular, o teorema II.3.2 diz que Uh(a) e´ topologicamente livre. A
demonstrac¸a˜o deste fato na˜o e´ trivial e consiste em encontrar uma base de Poincare´-Birkhoff-Witt.
Uma consequeˆncia e´
Uh(a) ∼= Uh(n+)⊗ Uh(h)⊗ Uh(n−)
Agora vemos que Uh(b+) = Uh(n+)Uh(h) e Uh(b−) = Uh(h)Uh(n−) sa˜o graduadas pelo espac¸o de
ra´ızes. Ao construir o dobro de Uh(b+) observa-se que
D(Uh(b+)) ∼= Uh(b+)⊗ˆUh(b−)
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e, finalmente, que existe um homomorfismo de a´lgebras de Hopf sobrejetivo
D(Uh(b+))→ Uh(a)
Essa construc¸a˜o permite (com muito suor) obter fo´rmulas expl´ıcitas paraRh. Moralmente a fo´rmula
e´ da forma
(II.3.4) Rh = q
∑
xi⊗xi
∑
aj ⊗ aj
onde {xi}, {xi} sa˜o bases duais para h, {aj} e´ uma base formada de elementos homogeˆneos para
U(n+) e {aj} e´ a base dual para Uh(n−).
O contexto em que estaremos realmente interessados a dar para a palavra deformac¸a˜o e´ o
seguinte. Deixe q ser uma varia´vel e considere K = C(q), o corpo das func¸o˜es racionais em uma
varia´vel.
Definic¸a˜o II.3.3. Seja a uma a´lgebra de Kac-Moody com matriz de Cartan simetriza´vel. A
a´lgebra universal envelopante quantizada Uq(a) e´ a K-a´lgebra associativa gerada por k±1i , x
±
i , onde
i = (0), 1, . . . , n, com relac¸o˜es
kik
−1
i = 1 kikj = kjki
kix
+
j k
−1
i = q
aij
i x
+
j kix
−
j k
−1
i = q
−aij
i x
−
j
[x+i , x
−
j ] = δij
ki − k−1i
qi − q−1i
(II.3.5)
1−aij∑
m=0
(−1)m
[
1− aij
m
]
qi
(x±i )
mx±j (x
±
i )
1−aij−m = 0 se i 6= j
onde qi = qdi .
Podemos incluir Uq(a) em Uh(a), q 7→ eh, ki 7→ qhii . Assim fica fa´cil deduzir a estrutura de
a´lgebra de Hopf em Uq(a)
εq(ki) = 1 εq(x±i ) = 0 ∆q(ki) = ki ⊗ ki
∆q(x+i ) = x
+
i ⊗ ki + 1⊗ x+i ∆q(x−i ) = x−i ⊗ 1 + k−1i ⊗ x−i(II.3.6)
Sq(ki) = k−1i Sq(x
+
i ) = −x+i k−1i Sq(x−i ) = −kix−i
Observac¸a˜o: Em geral na˜o escreveremos o sub´ındice em εq,∆q, Sq. Oberserve que Uq(g) esta´
naturalmente contida em Uq(g˜).
Para obtermos uma quantizac¸a˜o de ĝ, Uq(ĝ), basta adicionarmos a relac¸a˜o
(II.3.7) k0
n∏
i=1
kθii = 1
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onde θi sa˜o as coordenadas da ra´ız maximal de g em relac¸a˜o a` base de ra´ızes simples, θ =
∑
θiαi.
Tambe´m podemos obter Uq(g˜ext) adicionando geradores q±d satisfazendo as relac¸o˜es naturais com
os outros geradores
qdq−d = 1 qdkj = kjqd qdx±i q
−d = x±i q
dx±0 q
−d = q±1x±0
e
ε(qd) = 1 ∆(qd) = qd ⊗ qd S(qd) = q−d
Observe que para cada escolha de sequeˆncia de sinais, (σ1, . . . , σn) ∈ {±1}, existe um automor-
fismo de a´lgebras em Uq(a) dado por
(II.3.8) ki 7→ σiki x+i 7→ σix+i x−i 7→ x−i
Observac¸a˜o: Veja que estes isomorfismos na˜o existem no caso de Uh(a).
Em outras palavaras, Uq(a) e´ uma forma racional de Uh(a). Uma das vantagens de Uq(a) sobre
Uh(a) e´ que Uq(a) e´ de fato uma a´lgebra, sem necessidade de considerac¸o˜es topolo´gicas. No entanto,
a estrutura quase triangular de Uh(a) na˜o desce a este contexto alge´brico de Uq(a). De qualquer
maneira, Uq(a) e´ moralmente quase triangular, no sentido que existe uma estrutura quase triangular
numa complementac¸a˜o. Mais importante, veremos que esta R-matriz moral de fato age no produto
tensorial de mo´dulos da categoria Oq (a versa˜o quantizada da categoria O).
Uma vez que Uq(a) “e´” quase triangular, podemos construir o elemento uq dado por (I.2.7).
Por outro lado, para cada λ =
∑
λiαi ∈ Q, defina o elemento
(II.3.9) kλ = kλ11 . . . k
λn
n
E´ fa´cil verificar que kλx±j k
−1
λ = q
±r∨(λ,αj)x±j , onde r
∨ e´ dado por (II.1.1).
Proposic¸a˜o II.3.4. [KS, CP] Sejam g uma a´lgebra de Lie complexa, simples e de dimensa˜o
finita, ρ =
∑
ωi e S a ant´ıpoda de Uq(g). Enta˜o
(II.3.10) S2(x) = k2ρ x k−12ρ ∀x ∈ Uq(g)
Consequentemente, S e´ invert´ıvel.
Defina enta˜o
(II.3.11) Cq = k2ρ u−1 = u−1k2ρ νq = C−2q = uqS(uq)
O elemento Cq e´ chamado de elemento de Casimir quaˆntico. Para Uq(g˜ext), usamos ρ˜ = ρ+ h∨Λ0
no lugar de ρ. Identificando h com h˜ext atrave´s de (., .), podemos escrever ρ˜ = ρ+ h∨d.
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II.4. Representac¸o˜es de Uq(g)
Outra vantagem que Uq(a) tem sobre Uh(a) e´ que, com algum cuidado, podemos especializar q a
um nu´mero ² ∈ C∗, de forma a obtermos uma a´lgebra de Hopf sobre C. A expressa˜o “com cuidado”
significa que precisamos considerar uma forma integral de Uq(a), i.e., uma Z[q, q−1]-suba´lgebra de
Uq(a). Existem diferentes maneiras de se fazer isto, levando a teoria de representac¸o˜es muito
diferentes quando ² e´ uma ra´ız da unidade. Quando ² na˜o e´ uma ra´ız da unidade este cuidado se
torna pouco necessa´rio e a teoria de representac¸o˜es pode ser descrita pela de Uq(a). Para o sentido
mais preciso de todas essas considerac¸o˜es veja [CP]. Nessa sec¸a˜o assumiremos que q e´ um nu´mero
complexo na˜o nulo que na˜o e´ ra´ız da unidade.
Observac¸a˜o: Na realidade o limite q → 1 faz sentido em muitos casos. De fato, a teoria de
representac¸o˜es de Uh(a) e´ completamente paralela, uma vez contextuada no sentido topolo´gico [K],
a` teoria de representac¸o˜es de tipo de 1 de Uq(a) (a ser definida mais adiante). Quando a = g, estas
teorias sa˜o completamente paralelas a teoria de representac¸o˜es de U(g) e o limite q → 1 equivale ao
isomorfismo U(g) ∼= Uh(g)/hUh(g). No caso das a´lgebras afim esse paralelismo e´ muito mais fraco
(veja a primeira parte desse trabalho).
Uma vez que Uq(a) admite uma decomposic¸a˜o triangular, podemos definir espac¸os de vetores
homogeˆneos, pesos ma´ximos, mo´dulos de Verma, etc, assim como na sec¸a˜o II.2. No entanto, a
“forma” dos pesos, i.e., os valore µ(ki) sa˜o quantizados [KS, CP]
µ(ki) = σ(αi)qr
∨(λ,αi)
onde σ : R+ → {−1, 1}, ou seja, um peso na realidade e´ um par (λ, σ). A componente σ do peso
corresponde aos automorfismos (II.3.8). O primeiro resultado e´
Proposic¸a˜o II.4.1. [CP] Seja Lλ,σ a representac¸a˜o irredut´ıvel de Uq(a) com peso ma´ximo
(λ, σ). Enta˜o V e´ integral (de dimensa˜o finita no caso de a = g) se e somente se λ ∈ P+.
Observac¸a˜o: Dever´ıamos denotar mo´dulos sobre Uq(a) por V q, para distinguir de mo´dulos V
sobre U(a). Novamente acreditamos na˜o haver confusa˜o de contexto e decidimos na˜o sobrecarregar
a notac¸a˜o.
Na˜o e´ dif´ıcil verificar que o Uq(a)-mo´dulo irredut´ıvel de peso ma´ximo (0, σ) e´ unidimensional e
que
Lλ,σ ∼= L0,σ ⊗ Lλ,1
onde 1(αi) = 1 ∀ i. Por isso, e´ suficiente estudarmos representac¸o˜es de tipo 1, i.e., com σ = 1. E´ o
que faremos a partir de agora e, portanto, pesos sera˜o denotados somente por sua componente em
h.
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Observac¸a˜o: Como os automorfismos (II.3.8) na˜o existem para Uh(a), todas as representac¸o˜es
sa˜o automaticamente de tipo 1.
A teoria de mo´dulos de Verma e´ desenvolvida de maneira similar. Em particular, para valores
gene´ricos de λ e k, os mo´dulos Mλ e Mλ,k sa˜o irredut´ıveis.
De agora em diante a = g. Os resultados correspondentes para as a´lgebras afim sa˜o discutidos
na parte principal deste trabalho. O teorema a seguir [K, CP] estabelece o paralelismo entre os
casos quaˆntico e cla´ssico.
Teorema II.4.2.
(a) Lλ tem dimensa˜o finita se, e somente se, λ ∈ P+.
(b) Os mo´dulos Lλ, λ ∈ P+, sa˜o dois a dois na˜o isomorfos e qualquer representac¸a˜o irredut´ıvel
de dimensa˜o finita de Uq(g) e´ isomorfa a algum Lλ.
(c) Se λ =
∑
λiωi ∈ P+, enta˜o Lλ e´ gerado por um vetor de peso ma´ximo v satisfazendo
(x−i )
λi+1v = 0.
(d) A categoria das representac¸o˜es de dimensa˜o finita de Uq(g) e´ semi simples.
(e) Seja λ ∈ P+ e denote por V e V q os mo´dulos Lλ sobre U(g) e Uq(g) respectivamente.
Sejam V [µ], V q[µ] os correspondentes subespac¸os de vetores homogeˆneos de peso µ. Enta˜o
dimV [µ] = dimV q[µ].
(f) Na notac¸a˜o do item anterior, dados λ1, λ2 ∈ P+, a decomposic¸a˜o de V q1 ⊗ V q2 em compo-
nentes irredut´ıveis e´ a “mesma” de V1 ⊗ V2.
A respeito do u´ltimo item e´ conveniente lembrar que, sendo Uq(g) uma a´lgebra de Hopf na˜o
co-comutativa, o isomorfismo entre V q1 ⊗ V q2 e V q2 ⊗ V q1 na˜o e´ dado apenas pela permutac¸a˜o de
componentes. De acordo com o cap´ıtulo I, temos que tambe´m agir com a R-matriz universal para
obter o isomorfismo desejado. Embora Uq(g) tenha uma R-matriz universal apenas moralmente,
na˜o e´ dif´ıcil se convencer que sua ac¸a˜o esta´ bem definida no produto tensorial de dois mo´dulos da
categoria Oq. Terminamos essa sec¸a˜o dando um exemplo deste fato, isto e´, escreveremos a seguir a
fo´rmula para a ac¸a˜o da R-matriz universal de Uq(sln+1) no produto tensorial de duas co´pias da sua
representac¸a˜o natural V = Cn+1 = Lω1 . A deduc¸a˜o dessa expressa˜o pode ser encontrada em [CP].
Recorde as notac¸o˜es que usamos para a representac¸a˜o natural de sln+1 na sec¸a˜o III.4. Observe que
a identificac¸a˜o de V como Uq(sln+1)-mo´dulo e´ natural, isto e´, a ac¸a˜o dos geradores de Chevalley
x±i em V , olhados como geradores de Uq(sln+1), e´ exatamente a mesma, enquanto que ki age como
qhi . Enta˜o podemos escrever a fo´rmula para RV,V = R|V⊗V em termos das matrizes elementares
Eij
(II.4.1) RV,V = q
− 1
n+1
(
q
n+1∑
i=1
Eii ⊗ Eii +
∑
j 6=i
Eii ⊗ Ejj + (q − q−1)
∑
j>i
Eij ⊗ Eji
)
APEˆNDICE III
Fo´rmulas U´teis e Resultados Diversos
III.1. Equac¸o˜es de Diferenc¸as de Segunda Ordem
Dados p, x ∈ C∗ seja {x}p = 1−px1−p . Em geral omitiremos o sub´ındice. A func¸a˜o hipergeome´trica
quaˆntica de Heine e´ definida por
(III.1.1) 2φ1(pr, ps, pt; p, z) =
∞∑
k=0
( k−1∏
j=0
{r + j}{s+ j}
{t+ j}{1 + j}
)
zk
Ela satizfaz a seguinte equac¸a˜o de diferenc¸as
(III.1.2) (pr+sz − pt−1)f(p2z) + (−(pr + ps)z + pt−1 + 1)f(pz) + (z − 1)f(z) = 0
Considere uma equac¸a˜o de diferenc¸as de segunda ordem da forma
(III.1.3) (A0z +B0)f(p2z) + (A1z +B1)f(pz) + (A2z +B2)f(z) = 0
Para valores gene´ricos dos coeficientes ela se reduz a` equac¸a˜o de Heine (III.1.2) [EFK].
Proposic¸a˜o III.1.1. Sejam rj , sj , tj , uj , (j = 1, 2), as soluc¸o˜es de
p2uB0 + puB1 +B2 = 0, p2u
A0
A2
= pr+s, pu
A1
A2
= −(pr + ps), p2uB0
B2
= pt−1
Enta˜o as func¸o˜es
f (j)(z) = zuj 2φ1(prj , psj , ptj ; p,−zA2/B2)
sa˜o as u´nicas soluc¸o˜es de (III.1.3) da forma f(z) = zug(z) para uma func¸a˜o g(z) regular numa
vizinhanc¸a de 0 com g(0) = 1.
A func¸a˜o f(z) = 2φ1(pr, ps, pt; p, z−1) satisfaz
(III.1.4) (1− p2z)f(p2z) + ((pt+1 + p2)z − (pr + ps))f(pz) + (pr+s − pt+1z)f(z) = 0
obtida da equac¸a˜o de Heine substituindo-se z por z−1. Em geral esta equac¸a˜o tambe´m pode ser
reduzida a (III.1.2) com novos paraˆmetros (r, s, t) dados por
(III.1.5) (r′, s′, t′) = (r, r − t+ 1, r − s+ 1) ou (r′′, s′′, t′′) = (s− t+ 1, s, s− r + 1)
e podemos concluir a
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Proposic¸a˜o III.1.2. As func¸o˜es
g1(z) = z−r 2φ1(pr, pr−t+1, pr−s+1; p, pt+1−r−sz−1)
g2(z) = z−s 2φ1(ps−t+1, ps, ps−r+1; p, pt+1−r−sz−1)
sa˜o soluc¸o˜es de (III.1.2) quase meromorfas em C∗ ∪∞
Teorema III.1.3. [GR, EFK] Sejam Γq e Θ(z; q) as func¸o˜es gamma quaˆntica e te´ta definidas
por (III.2.1). Enta˜o, 2φ1(pr, ps, pt; p, z) = Λ(z)g1(z) + Ω(z)g2(z) onde
Λ(z) =
Γp(t)Γp(s− r)
Γp(s)Γp(t− r)
Θ(zpr; p)
Θ(z; p)
zr
Ω(z) =
Γp(t)Γp(r − s)
Γp(r)Γp(t− s)
Θ(zps; p)
Θ(z; p)
zs
III.2. Func¸o˜es Te´ta, Gama El´ıptica e Gama Quaˆntica
Defina as func¸o˜es te´ta e gama quaˆntica por
(III.2.1) Θ(z; q) =
∏
j≥0
(1− zqj)(1− z−1qj+1)(1− qj+1) Γq(a) = (1− q)1−a
∏
j≥0
1− qj+1
1− qj+a
Enta˜o
(III.2.2) zΘ(qz; q) = −Θ(z; q) zΘ(z; q) = −qΘ(q−1z; q) Θ(qz; q) = Θ(z−1; q)
Seja C(q) = (1− q)(q; q)3∞ = (1− q)
( ∞∏
j=0
(1− qj+1))3
(III.2.3) Γq(a)Γq(1− a) = C(q)Θ(qa; q) Γq(1 + a) = {a}qΓq(a) =
1− qa
1− q Γq(a)
De onde obtemos
Γq(a)Γq(2− a) = {1− a}qC(q)Θ(qa; q) =
{a− 1}qC(q)
Θ(q2−a; q)
(III.2.4)
Γq(a)Γq(−a) = C(q){−a}qΘ(qa; q) =
C(q)
{a}qΘ(q−a; q)
Agora a relac¸a˜o entre a func¸a˜o te´ta Θ e a primeira func¸a˜o te´ta de Jacobi ϑ1 definida por [WW]
ϑ1(u; τ) = −
∞∑
j=−∞
epii(j+1/2)
2τ+2pii(j+1/2)(u+1/2)
= −i epiiτ4 epiiu
∞∏
j=0
(
1− e−2piiu(e2piiτ )j)(1− e2piiu(e2piiτ )j+1)(1− (e2piiτ )j+1)(III.2.5)
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Como consequeˆncia imediata da primeira expressa˜o, vemos que ϑ1 e´ impar em u. Pondo z = e−2piiu
e q = e2piiτ temos
(III.2.6) Θ(z; q) = iq−1/8z1/2ϑ1(u; τ)
Finalmente, a func¸a˜o gama el´ıptica e´ dada por [FV99]
(III.2.7) Γe(u, ζ, σ) =
∞∏
j,l=0
1− e2pii((j+1)ζ+(l+1)σ−u)
1− e2pii(jζ+lσ+u)
III.3. Blocos de uma Categoria Abeliana
Nessa sec¸a˜o fazemos uma breve recordac¸a˜o sobre o conceito de blocos numa categoria abeliana.
A definic¸a˜o de categoria abeliana pode ser encontrada em [M, GM, CP].
Seja C uma categoria abeliana cujos objetos tem altura finita. Nesse caso, qualquer objeto
admite uma u´nica representac¸a˜o como soma direta de objetos indecompon´ıveis.
Definic¸a˜o III.3.1. Dois objetos indecompon´ıveis X1, X2 sa˜o ditos ligados se na˜o existir uma
decomposic¸a˜o de C em soma direta de duas categorias abelianas, C = C1 ⊕ C2, com X1 ∈ C1 e
X2 ∈ C2.
E´ fa´cil ver que ligac¸a˜o e´ uma relac¸a˜o de equivaleˆncia.
Proposic¸a˜o III.3.2. C admite uma u´nica decomposic¸a˜o em soma direta de categorias abelianas
indecompon´ıveis: C = ⊕
α∈I
Cα.
Demonstrac¸a˜o. Seja I o conjunto das classes de equivaleˆncia com relac¸a˜o a ligac¸a˜o. Para
α ∈ I, defina Cα como a subcategoria de C cujos objetos sa˜o somas diretas de objetos de α. E´
imediato que C = ⊕
α∈I
Cα. Resta ver que Cα e´ indecompon´ıvel. De fato, se Cα = C1α ⊕ C2α e´ uma
decomposic¸a˜o na˜o trivial, enta˜o quaisquer objetos indecompon´ıveis X1 ∈ C1α, X2 ∈ C2α na˜o esta˜o
ligados: contradic¸a˜o. A unicidade e´ o´bvia. ¤
Definic¸a˜o III.3.3. As subcategorias Cα sa˜o chamadas de blocos de C e a decomposic¸a˜o da
proposic¸a˜o III.3.2 e´ chamada de a decomposic¸a˜o em blocos de C.
Recorde o teorema de Jordan-Holder: para todo X ∈ C, podemos especificar de maneira u´nica,
contando multiplicidade, os objetos simples que constituem suas decomposic¸o˜es em se´rie. Esses
objetos simples sa˜o chamdos de constituintes de X.
O lema a seguir e´ imediato.
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Lema III.3.4.
(a) Dois objetos simples esta˜o ligados se ocorrerem como constituintes do mesmo objeto inde-
compon´ıvel.
(b) Dois objetos indecompon´ıveis esta˜o ligados se possuirem constituintes ligadas.
III.4. A Representac¸a˜o Natural de sln+1
Considere a realizac¸a˜o natural de sln+1 como a a´legebra de Lie de matrizes (n+1)× (n+1) de
trac¸o zero, agindo em V = Cn+1, com base canoˆnica v1, . . . , vn+1. Chamamos V de Representac¸a˜o
Natural de sln+1. Seja Eij a matriz elementar que tem todas as entradas nulas exceto pela (i, j)
que e´ 1.
Fixamos a suba´lgebra de Cartan h = span{hi}, i = 1, . . . , n, onde hi = Eii − Ei+1 i+1. E´ fa´cil
verificar que hi, x±i , onde x
+
i = Ei i+1 e x
−
i = Ei+1 i, sa˜o geradores de Chevalley para sln+1. Enta˜o,
identificamos h com o subespac¸o de V cuja soma das coordenadas de seus vetores se anula.
(III.4.1) hi = (0, 0, . . . , 1,−1, 0, . . . , 0)
A forma bilinear sime´trica usual de V , ( (λ1, . . . , λn+1), (µ1, . . . , µn+1) ) =
∑
λiµi, coincide com a
forma bilinera sime´trica de sln+1, com a normalizac¸a˜o da sec¸a˜o II.1, quando restrita a h. Usan-
do (., .) para identificar h∗ com h vemos que as ra´ızes simples αi coincidem com hi. Os pesos
fundamentais sa˜o dados por
(III.4.2) ωi =
1
n+ 1
(n+ 1− i, . . . , n+ 1− i,−i, . . . ,−i)
onde a u´ltima coordenada igual a n+1−in+1 e´ a i-e´sima.
Os vetores da base canoˆnica de V sa˜o vetores homogeˆneos, sendo que o peso de vm e´
µm = ωm − ωm−1, onde, por convenc¸a˜o, ω0 = ωn+2 = 0. Em coordenadas temos
(III.4.3) µm =
1
n+ 1
(−1, . . . ,−1, n,−1, . . . ,−1)
sendo que a coordenada diferente e´ a m-e´sima.
Agora calculamos alguns produtos internos
(µm, µm) =
n
n+ 1
(µm, µl) =
−1
n+ 1
(µm + µl, µl − µm) = 0(III.4.4)
(µm − µl, µm − µl) = 2 (µm + µl, µm + µl) = 2n− 1
n+ 1
para m 6= l.
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Finalmente, expressamos ρ =
∑
ωi em coordenadas
(III.4.5) ρ =
n
2
(1, 1, . . . , 1)− (0, 1, . . . , n)
III.5. Enumerac¸a˜o dos No´dulos dos Diagramas de Dynkin
• An : 1•−−2◦ · · · n-1◦−−n◦
• Bn : 1◦−−2◦ · · · n-1◦=>=n•
• Cn : 1•−−2◦ · · · n-1◦=<=n◦
• D2k+1 : 1◦−−2◦ · · · n-2◦−−n-1◦|• n
• D2k : 1◦−−2◦ · · · n-2◦−−n-1•|• n
• E6 : 1•−−2◦−−3◦−−4◦−−5◦|◦ 6
• E7 : 1•−−2◦−−3◦−−4◦−−5◦−−6◦|◦ 7
• E8 : 1•−−2◦−−3◦−−4◦−−5◦−−6◦−−7◦|◦ 8
• F4 : 1•−−2◦=<=3◦−−4◦
• G2 : 1•≡<≡2◦
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