Abstract-This work considers the problem of unsupervised domain adaptation in person re-identification (re-ID), which aims to transfer knowledge from the source domain to the target domain. Existing methods are primary to reduce the inter-domain shift between the domains, which however usually overlook the relations among target samples. This paper investigates into the intra-domain variations of the target domain and proposes a novel adaptation framework w.r.t three types of underlying invariance, i.e., Exemplar-Invariance, Camera-Invariance, and Neighborhood-Invariance. Specifically, an exemplar memory is introduced to store features of samples, which can effectively and efficiently enforce the invariance constraints over the global dataset. We further present the Graph-based Positive Prediction (GPP) method to explore reliable neighbors for the target domain, which is built upon the memory and is trained on the source samples. Experiments demonstrate that 1) the three invariance properties are indispensable for effective domain adaptation, 2) the memory plays a key role in implementing invariance learning and improves the performance with limited extra computation cost, 3) GPP could facilitate the invariance learning and thus significantly improves the results, and 4) our approach produces new state-of-the-art adaptation accuracy on three re-ID large-scale benchmarks.
INTRODUCTION
P ERSON re-identification (re-ID) [59] is an image retrieval task, that aims at seeking matched persons of the query from a disjoint-camera database. The predominant methods have demonstrated dramatic performance when trained and tested on the same data distribution. However, they may suffer a significant degradation in the performance when evaluated on a different domain, due to dataset shifts from the changes of scenario, season, illumination, camera deployment, et al. It raises a domain adaptation problem that often encountered in real world applications and attracts increasing attention in the community [9] , [10] , [45] , [64] , [65] . In this work, we study the problem of unsupervised domain adaptation (UDA) in re-ID. The goal is to improve the generalization ability of models on a target domain, using a labeled source domain and an unlabeled target domain.
Conventional methods of UDA are mainly designed for a closed-set setting, where the source and target domains share a common label space, i.e. the classes of two domains are exactly the same. A popular approach is to align the feature distributions of both domains, but it does not readily apply to the context of re-ID. Since domain adaptation in re-ID is a special open-set problem [4] , [35] , [38] , where the source and target domains have completely disjoint classes/identities. For such label constraint, directly aligning the feature distributions of two domains will align the samples from different classes and may be detrimental to the adaptation accuracy.
To address the challenges of domain adaptive re-ID, recent works concentrate on aligning the source-target distributions in a common space, such as pixel-level space [9] , [47] and attribute label space [27] , [45] . Despite their success, these works only consider the overall inter-domain shift between the source and target domains, but largely overlook the intra-domain variations of the target domain. In the re-ID system, the intra-domain variations are important factors that affect the performance. Without considering the intradomain variations of the target domain, an adapted model will produce poor performance, when the intra-domain variations in the target testing set are seriously different from the source domain.
In this work, we explicitly consider the intra-domain variations of the target domain and design our framework w.r.t three types of underlying invariance, i.e., Exemplar-Invariance (EI), Camera-Invariance (CI), and Neighborhood-Invariance (NI), as described below.
Exemplar-Invariance (EI):
The first property is motivated by the retrieval results of re-ID. Given a re-ID model trained on a labeled source training set, we evaluate it on a source/target testing set. On the one hand, we observe that the top-ranked retrieval results (both positive and negative samples) always are visually similar to the query when tested on the source set. A similar phenomenon is shown in image classification [51] . This indicates that the model has learned to distinguish persons by apparent similarity for the source domain. On the other hand, when tested on the target set, the top-ranked results often include many samples that are visually dissimilar to the query. This suggests that the ability of the model to distinguish persons by apparent similarity is degraded on the target domain. In reality, each person exemplar could differ significantly from others even shared the same identity. Therefore, it is possible to enable the model to capture the apparent representation by learning to distinguish individual exemplars. To achieve this goal, we introduce the exemplar-invariance (EI) to improve the discrimination ability of the model on the target domain, by encouraging each exemplar to be close to itself while away from others. Camera-Invariance (CI): Camera style (CamStyle) difference is a critical factor for re-ID that can be clearly identified, since the appearance of a person may change largely under different cameras [66] , [67] . Due to the camera deployments of the source and target domains are usually different, the model trained on the source domain may suffer from the variations caused by the target cameras. To address this problem, Zhong et al. [64] introduce camera-invariance (CI) by enforcing an target example and its corresponding CamStyle transferred images to be close to each other. Inspired by them, we integrate the camera-invariance learning into our model by classifying an target example and its CamStyle counterparts to a same class.
Neighborhood-Invariance (NI): Apart from the easily identified camera variance, some other latent intra-domain variations are hard to explicitly discern without fine-grained labels, such as the changes of pose, view, and background. To overcome this difficulty, we attempt to generalize the model with the neighbors of target samples. Suppose we are given an appropriate model trained on the source and target domains, a target sample and its nearest-neighbors in the target set may share the same identity with a higher potential. Considering this trait, we introduce the neighborhoodinvariance (NI) to learn a model that is more robust to overcome the latent intra-domain variations of the target domain. We accomplish this constraint by encouraging an exemplar and its reliable neighbors to be close to each other. Examples of the three types of invariance are illustrated in Fig. 1 .
Intuitively, a straightforward way to implement the three invariance properties is to constrain them with contrastive/triplet loss [14] , [19] within a training mini-batch. However, the number of samples in a mini-batch is relatively small compared with the entire training set. In this manner, it is difficult to form a mini-batch with ideal examples, and the overall relations between training samples cannot be considered thoroughly during the network adaptation procedure. To deal with this issue, we develop a novel framework to effectively accommodate the three invariance properties for domain adaptive re-ID. Specifically, we introduce an exemplar memory module into the network to store the up-to-date representations of all training samples. The memory enables the network to enforce the invariance constraints over the entire/global target training data instead of the current mini-batch. With the memory, the invariance learning of the target domain can be effectively implemented with a non-parametric classification loss, considering each target sample as an individual class. In our previous work [65] , we directly select top-k nearest neighbors from the memory for the learning of NI. This straightforward strategy ignores the underlying relations between samples in the memory. As a result, the similarity estimation of hard samples may not be accurate when the model has inferior discriminative ability. As a notable extension of our previous work [65] , we propose a graphbased positive prediction (GPP) approach to address this problem, thereby promoting the invariance learning. GPP is built upon the memory module and designed by graph convolutional networks (GCNs), which aims to predict positive neighbors from the memory for a training target sample. In addition to the target memory, we also construct a memory for saving features of the source domain. This enables us to imitate the neighbor exploring process of target invariance learning and thus learn GPP on the labeled source domain. The learned GPP is then directly applied to the unlabeled target domain for facilitating the learning of NI.
In summary, our contribution is as follow:
• This work comprehensively investigates the intradomain variations of the target domain and studies three underlying properties of target invariance. The experiment demonstrates that the three properties are indispensable for improving the transferable ability of the model in the context of re-ID.
• This work proposes a novel framework equipped with a memory module that can effectively enforce the three constraints into the network. The memory enables us to fully exploit the sample relations over the whole training set instead of the mini-batch. With the memory, the performance can be significantly improved, requiring very limited extra computation cost and GPU memory.
• This work introduces a Graph-based Positive Prediction (GPP) approach to leverage the relationships between candidate neighbors and infer accurate positive neighbors for the training target sample. The experiment shows that GPP is beneficial to the learning of neighborhood-invariance and could consistently improve the results, especially the mAP.
• In addition, we analyze the mechanism of the three invariance properties, which helps us to understand how these three properties encourage the network to adapt to the target domain.
• Experiments demonstrate the effectiveness and superiority of the proposed method over the state-of-theart UDA approaches. Our results outperform state of the art by a large margin on three datasets, including Market-1501, DukeMTMC-reID and MSMT17.
RELATED WORK
Unsupervised domain adaptation. This work is closely related to unsupervised domain adaptation (UDA). In classical UDA, methods are designed under the assumption of the closed-set scenario, where the classes of the source and target domains are precisely the same. For this problem, recent popular approaches are mainly focused on distribution alignment learning, which attempts to reduce the domain discrepancy by using Maximum Mean Discrepancy (MMD) minimization [13] , [28] , [53] or domain adversarial training [2] , [43] . [24] , [41] , [42] , [60] , [62] , benefiting from rich-labeled data and the increasing ability of deep networks [17] , [29] . However, the performance of these strong methods may have a large drop when tested on an unseen (target) dataset, due to the dataset shift. To address this problem, many hand-craft features based methods are designed for unsupervised re-ID, such as ELF [12] , LOMO [25] and BOW [58] . These methods can be directly applied to any dataset without training, but fail to obtain fulfilling performance on large-scale, complex scenarios. Although labeling re-ID data is difficult, it is relatively easy to collect sufficient unlabeled data in the target domain. Recently, many works are proposed to transfer the knowledge of a labeled data to an unlabeled one. These works mainly can be divided into two categories: 1) discovering pseudo labels for target dataset, and 2) reducing the source-target discrepancy in a common label space. For the first category, methods use a labeled source dataset to initialize a re-ID model and explore pseudo labels for target dataset based on clustering [10] , [55] , associating label with labeled source dataset [57] , assigning label with nearest-neighbors [5] , [22] , [23] , [54] , or regarding camera style counterparts as positive sample [64] . These methods are closely related to our work in that using the relationship between target samples to refine the model. The main difference is that our work comprehensively considers three latent invariance constraints and enforces them over the entire dataset. We show the mutual benefit among the three invariance properties and the effectiveness of exploiting the global sample relationship. Methods of the second category attempt to align the distributions of the source and target domains in a common space, such as image-level space [1] , [9] , [47] , [67] and attribute label space [27] , [45] . These methods only consider the overall discrepancy between the source and target domains, but largely ignore the intra-domain variations in the target domain. In this work, we explicitly consider the invariance properties in the target domain to address the problem of domain adaptive re-ID.
Neural networks with augmented-memory. Learning neural networks with augmented-memory is proposed to address various tasks, such as question answering [40] , [48] , few-shot learning [36] , [44] , and video understanding [49] . The augmented-memory enables the networks to store the intermediate knowledge into a structural and addressable table. The community of learning with augmented-memory mainly can be divided into two categories. The first category aims to augment neural networks with a fully differentiable memory module, such as Neural Turing Machine [11] and Memory Networks [48] . Memory Networks introduce a long-term memory component that can be read and written. The memory is utilized to query and retrieve fact for the task of question answering. Another category focus on developing a non-parametric memory [44] , [50] , [51] , [52] which can directly save the features of samples into a feature bank and be updated during training. These approaches then use the attention mechanism to calculate the similarities between the query and instances in the memory. We draw inspiration from these methods and develop a memorybased framework for unsupervised domain adaptive re-ID.
Graph convolutional network (GCN). In real-world applications, data are usually represented in the form of graphs or networks, such as knowledge graphs and social networks. Recently, many works concentrate on extending the deep convolutional neural network for handling graph data. In light of the objectives on graph data, these works are generally divided into spectral based methods [3] , [7] , [18] , [21] and spatial based methods [15] , [30] , [32] , [37] , [46] . The spectral based methods are developed based on graph spectral theory. These methods usually handle the entire graph to learn a domain-dependent graph network, leading them difficult to apply on large graphs and can not be applied to a different structure. The spatial based methods extend the convolution operation of CNNs to the graph structure. The graph convolution is directly performed based on the graph nodes and their spatial neighbors. This work is mostly We feed-forward the inputs into the feature extractor to obtain the up-to-date representations. Subsequently, two branches are designed to optimize the framework with the source data and the target data, respectively. In each branch, we introduce a memory to store the features of corresponding domain data. The source branch aims to learn basic representation for the model with identity classification loss Lscr, as well as, to learn a graphbased positive prediction (GPP) network with binary classification loss Lgpp. For training of GPP, we first select top-ranked features of the input from the source memory. Then, the selected features are regarded as candidate neighbors and are used to train the GPP network. The GPP network is trained to predict the positive and negative neighbors of the input. The target branch attempts to enforce the invariance learning on the target data. The invariance learning loss Ltgt is calculated by estimating the similarities between the target sample and whole features in the target memory. In addition, we employ the GPP network to infer reliable positive neighbors for the target sample, thereby facilitating the invariance learning. In testing, the L2-normalized output of the global average pooling (GAP) is used as the feature of an image.
inspired by spatial based methods and proposes a graphbased positive prediction (GPP) approach to predict reliable neighbors across graphs formed by different candidates. The proposed GPP is also related to LBFC [46] and SGGNN [37] , which are designed for face clustering and re-ID re-ranking, respectively. The main difference is that GPP is designed to explore reliable neighbors that contribute to generalize re-ID networks. Importantly, GPP is trained on hard negative samples selected from the whole dataset, while LBFC and SGGNN are trained with limited samples from a mini-batch.
THE PROPOSED METHOD
This paper aims to address the problem of unsupervised domain adaptation (UDA) in person re-identification (re-ID). In the context of UDA in re-ID, we are provided with a fully labeled source domain {X s , Y s } and an unlabeled target domain X t . The source domain includes N s person images of M identities. Each person image x s i is associated with an identity y s i . The target domain contains N t person images. The identity annotation of the target domain is not available. In general, the source and target domains are drawn from different distributions, and the identities in the source and target domains are completely different. In this paper, our goal is to learn a transferable deep re-ID model that generalizes well on the target testing set. The labeled source domain and unlabeled target domain are exploited during training.
Overview of Framework
The framework of the proposed method is illustrated in Fig. 2 . In our method, the inputs are sampled from the labeled source domain and the unlabeled target domain. The inputs are first fed-forward into the feature extractor to obtain the up-to-date features. The feature extractor is composed of convolutional layers, global average pooling (GAP) [26] and a batch normalization layer [20] . The convolutional layers are the residual blocks of ResNet-50 [17] pretrained on ImageNet [8] . The output of feature extractor is 2,048 dimensional. Subsequently, the source branch and the target branch are developed for training our model with the source data and the target data, respectively. Each branch includes an exemplar memory module. The memory module is served as a feature-storage that saves the up-to-date output of feature extractor for each source/target sample. The aims of the source branch are twofold. On the one hand, we use the identity classifier with cross-entropy loss to learn basic representations for the feature extractor. On the other hand, we first select the top-ranked features of the input from the source memory. These top-ranked features are regarded as candidate neighbors and are utilized to learn a Graph-based Positive Prediction (GPP) network. The GPP network consists several graph convolution layers [21] and a positive classifier, which aims to predict the probability of a candidate that belongs to a positive sample of the input. The target branch is designed to enforce the proposed three properties of invariance on unlabeled target data, i.e. exemplar-, camera-and neighborhood-invariance. Given a target sample, the invariance learning loss is calculated by estimating the similarities between the target sample and whole target samples in the target memory. During invariance learning, we use the learned GPP to infer reliable positive neighbors of the target sample. These neighbors are selected from the candidates of the target memory, according to the probabilities obtained by the positive classifier of GPP. Note that, the GPP network is trained with only the source data. Besides, the loss of the GPP network is not utilized to update the feature extractor.
Supervised Learning for Source Domain
Given the labeled source data, we are able to learn a basic discriminative model in a supervised way. In this paper, we treat the training process of the source domain as an identity classification problem [59] . Thus, the supervised loss of the source domain is calculated by cross-entropy loss, formulated as, It is reported that the model trained using the labeled source data produces a high accuracy on the same distributed testing set. However, without adapting the model, the performance will deteriorate significantly when tested on an unseen (target) testing set. This deterioration is mainly caused by the domain shift and will be more serious with the increase of domain shift. Next, we will introduce the exemplar memory based target invariance learning method to improve the transferability of the model.
Invariance Learning for Target Domain
The deep re-ID model trained with only the source data is usually sensitive to the intra-domain variations of the target domain. In fact, the variations are critical factors influencing the performance in target testing set. Therefore, it is important and necessary to consider the intra-domain variations of the target domain during transferring the knowledge from the source domain to the target domain. To this end, this work investigates three underlying properties of target invariance and adapts the network with the constraints of the three properties. The three properties of target invariance are Exemplar-Invariance (EI), Camera-Invariance (CI) and Neighborhood-Invariance (NI), which are described as follows.
Three Properties of Target Invariance
Exemplar-invariance. Given a well-trained re-ID model, the top-ranked results are usually visually similar to the query. This suggests that the model has learned to discriminate persons by apparent similarity. However, this phenomenon may no longer apply when tested on a different distributed dataset. In fact, the appearance of each person image may be very different from others, even if they share the same identity. We call this property as exemplar-invariance, where each person image should be close to itself while far away from others. Therefore, by enforcing the exemplarinvariance on the target images, it is possible to enable the model to improve the ability of distinguishing person images based on the apparent representation.
Camera-invariance. Camera style variation is a natural and important factor in re-ID, where a person image may encounter significant changes in appearance under different cameras. A model trained using labeled source data can learn the camera-invariance for the source cameras, but may suffer from the variations caused by the target cameras. This is because the camera settings of the two domains will be very different. Inspired by HHL [64] , we achieve the property of target camera-invariance by learning with unlabeled target images and their camera style transferred counterparts. These counterparts are in the style of different cameras but share the same identity with the original image. Real Camera style-transferred Fig. 3 . Example of camera style-transferred images on DukeMTMCreID. A real image collected from a certain camera is transferred to images in the styles of other cameras. In this process, the identity information is preserved to some extent. The real image and its corresponding fake images are assumed to belong to the same class during camera-invariance learning.
In the constraint of camera-invariance, a target image and its camera-style transferred counterparts are encouraged to be close to each other. Suppose we have C cameras in the target set, we train CamStyle model [66] for the target domain with CycleGAN [68] or StarGAN [6] . For Market-1501 [58] and DukeMTMC-reID [61] that have less cameras, we use CycleGAN to train CamStyle model. For MSMT17 that has many cameras, we apply StarGAN to train CamStyle model. With the learned CamStyle model, each real target image collected from camera c is augmented with C − 1 images in the styles of other cameras while remaining the original identity. Examples of real images and fake images generated by the CamStyle model are shown in Fig. 3 .
Neighborhood-invariance.
Besides the camerainvariance property that is natural and can be easily identified, there are many crucial intra-domain variations that are hard to overcome without the annotation of identity, such as the variations of pose and background. In fact, for each target image, there may exist a number of positive samples in the target dataset. If we could exploit these positive samples during the adapting process, we are able to further improve the robustness of re-ID model in overcoming the variations in the target domain. Assuming that we are given an appropriate transferred model and a query target sample. The nearest neighbors of the query in the target set are most likely to be positive samples of the query. In light of this, we introduce the neighborhoodinvariance under the assumption that a target image and its reliable neighbors will share the same identity and should be close to each other.
Next, we will introduce the loss functions of enforcing the three invariance constraints into the network.
Target Invariance Learning with Memory
An essential step of enforcing the three properties of invariance is to estimate the similarities (relationships) among target samples. Intuitively, a straightforward solution is to calculate the similarities between samples within a training mini-batch and enforce the three constraints by contrastive loss [18] or triplet loss [22] . However, the number of samples in a training mini-batch is far less than that in the entire training set due to the limited GPU memory. This will cause two problems during invariance learning. First, it is hard to compose an appropriate mini-batch that includes various samples, and their corresponding CamStyle counterparts and neighbors. Second, the similarities between mini-batch samples are local and limited compared to the overall dataset. To address these problems, we introduce an exemplar memory into the network to store the up-to-date representations of the entire target samples. The memory enables the network to directly estimate the similarities between a training target sample and whole target samples, thereby effectively implementing the invariance constraints globally.
Exemplar Memory. The exemplar memory is a feature bank [52] that stores the up-to-date features of the entire dataset. Given an unlabeled target data including N t images, we construct an exemplar memory (F t ) which has N t slots. Each slot stores the L2-normalized output of the feature extractor for the corresponding target image. In the initialization, we initialize the values of all the features in the memory to zeros. During each training iteration, for a target training sample x t i , we forward it through the model and obtain the L2-normalized output of the feature extractor, f (x t i ). During the back-propagation, we update the feature in the memory for the training sample x t i through,
where
is the feature of image x t i in the i-th slot. The hyper-parameter α ∈ [0, 1] controls the updating rate.
Next, we will introduce the approach of memory based invariance learning.
Exemplar-invariance learning. The exemplar-invariance enforces a target image to be close to itself while far away from others. To achieve this goal, we regard the N t target images as N t different classes and apply a nonparameterized manner to classify each image into its own class. For simplicity, we assign the corresponding index as the class of each target sample. Specifically, given a target image x t i , we first compute the cosine similarities between the embedding f (x t i ) and features saved in the memory F t . Then, the predicted probability that x t i belongs to class i is calculated using softmax function,
where β ∈ (0, 1] is temperature fact that balances the scale of distribution. The objective of exemplar-invariance learning is to minimize the negative log-likelihood over the target image x t i , as
Camera-invariance learning. The camera-invariance enforces a target image to be close to its style-transferred counterparts. To introduce the camera-invariance learning into the model, we try to classify each real image and its style-transferred counterparts to the same class. The loss function of camera-invariance is explained as,
Neighborhood-invariance learning. The neighborhoodinvariance enforces a target image to be close to its reliable neighbors. To endow this property into the network, we classify the target image x t i into the classes of its reliable neighbors. Supposing the selected reliable neighbors of x t i in the memory are denoted as K(x t i ). We assign the weight of the probability that x t,i belongs to the class j as,
where |K(x t i )| denotes the size of K(x t i ). The objective of neighborhood-invariance learning is formulated as a softlabel loss,
Note that, in order to distinguish between exemplarinvariance learning and neighborhood-invariance learning, x t i is not classified to its own class in Eq. 7.
The key of neighborhood-invariance learning is including as many positive samples as possible in K(x t i ) while rejecting negative samples. In Section 3.4, we will introduce a vanilla neighbor selection (VNS) method and a graphbased positive prediction (GPP) method for exploring reliable neighbors K(x t i ). Overall loss of invariance learning. By jointly considering the exemplar-invariance, camera-invariance and neighborhood-invariance, the overall loss of invariance learning over a target training image can be written as,
where x t i is an image randomly sampled from the union set of x t i and its camera style-transferred images. In Eq. 8, when i = j, we optimize the network with the exemplarinvariance learning and camera-invariance learning by classifying x t i into its own class. When i = j, the network is optimized with the neighborhood-invariance learning by leading x t i to be close to its reliable neighbors in K( x t i ).
Graph-based Positive Prediction

Vanilla Neighbor Selection (VNS).
A naive way to select neighbors of a target image x t i is based on the cosine similarities between f (x t i ) and features saved in the memory. In the vanilla neighbor selection (VNS) method, we directly select the top-k ranked samples from the memory as the K(x t i ). However, in such simple approach, the similarities between f (x t i ) and features are estimated independently, neglecting the relationships among the features in the memory. As a consequence, the similarity estimation of hard positive and negative samples may not be accurate, especially when the model has poor performance on the target domain.
To overcome this problem, next, we will propose a novel neighbor selection method, called graph-based positive prediction (GPP). The network of GPP is constructed by graph convolutional networks (GCNs) [21] and positive classifier. 
Graph Convs Fig. 4 . The pipeline of graph-based positive prediction (GPP). Given the embedding of an input sample, 1) we first compute the similarities between the input and features in the memory.
2) The top-k ranked samples are selected as candidate neighbors and utilized to construct a graph for positive prediction.
3) The features of nodes are refined by graph convolutional networks (GCNs) on the graph. 4) The positive classifier is employed to predict positive probabilities of every node. For the source domain, the positive classification loss is computed for training the network of GPP. For the target domain, we select reliable neighbors for the input target sample, depending on the predicted positive probabilities of nodes.
The goal of GPP is to refine the similarities between f (x t i ) and features in the memory by leveraging the relationships among the features. To achieve this goal, the network of GPP is trained to predict probabilities of samples in the memory that belong to positive class of the input sample. We train the GPP network with labeled source samples and then apply it to infer reliable neighbors for target training samples.
Training GPP on Source Domain
To train the network of GPP, we simulate the positive prediction process on the source domain. In the implementation, we construct a source memory F s with N s slots for storing the features of source samples. The network of GPP includes several graph convolutional layers and a positive classifier. The training process of GPP is illustrated in Fig. 4 , which is divided into four steps as described below.
1. Similarity computation. Given a training source sample x s i , we first extract its feature f (x s i ), and compute the cosine similarities between f (x s i ) and features in the source memory F s . 2. Graph construction. We select k-nearest-neighbors from the ranked-list as candidate neighbors of x s i , which is denoted as V = {v 1 , v 2 , ..., v k }. Then, we construct a complete undirected graph G(V, E), where V denotes the set of nodes and E indicates the set of edges. We denote 
In practice, the H can be represented by a matrix with a size of k × d, where d is the feature dimension of each node. As well, the weights of E are represented by an adjacency matrix A ∈ R k×k , where
Lastly, each row of A is normalized by softmax function. 3. Feature updating with GCNs. In this step, we aim to improve the node representations with the neighbor relations, so that can accurately predict positive samples from the candidates. To achieve this goal, we employ the graph convolution network (GCNs) [21] , [46] to update node features on G(V, E). The input to the GCNs is a set of node features H and an adjacency matrix A, and the output is a new set of node features Z. Every graph convolutional layer in the GCNs can be written as a non-linear function,
with
. L is the number of graph convolutional layers. || is the matrix concatenation operation. W (l) ∈ R 2din×dout is a learnable weight matrix for the l-th graph convolutional layer. d in and d out are the dimensions of input feature and out feature, respectively. In this paper, we adopt 4 graph convolutional layers to form the GCNs. The output Z is used to predict the positive probabilities for nodes by a positive classifier, as described in the next step.
Prediction with positive classifier.
Given the updated features Z, we use a positive classifier to predict the probability that a node belongs to the positive sample of the input x s i . For training of the GPP network, the loss function on the source domain is formulated by,
where j ∈ V . p * j is the predicted probability that node j belongs to the positive of the input x s i . y * i is the groundtruth binary label, defined as,
We optimize the network of GPP with L gpp computed on the labeled source data.
Reliable Neighbors Selection on Target Domain
We infer the network of GPP on the target domain with the same steps as the training process on the source domain, except the loss computation in the last step. For a target sample x t i , we first compute the similarities between f (x t i ) and features in the target memory F s with step 1. Then, we obtain the positive probabilities for the candidate neighbors V with the remaining steps. Finally, the reliable neighbors
Step 1
Step 3
Step 5
Step 4 Final Step 6
Step 2 Fig. 5 . Toy example of invariance learning. Dot colors denote classes. In each step, an input and its reliable neighbors (highlighted in circle) are enforced to be close by neighborhood-invariance learning, while an input and other samples (out of circle) are enforced to be far away by exemplarinvariance learning. With the interaction of exemplar-invariance and neighborhood-invariance, samples with the same class are gradually grouped closer, while dissimilar groups are separated.
K(x t i ) are selected depending on the positive probabilities, defined as,
where µ is threshold value that controls whether a candidate should be selected as a reliable neighbor.
Final Loss for Network
By combining the losses of supervised learning, invariance learning and graph-based positive prediction learning, the final loss for the overall network is formulated as,
To this end, we introduce a framework for UDA in person re-ID, in which L src aims to maintain a basic representation for person. Meanwhile, L tgt attempts to take the knowledge from the labeled source domain and incorporate the invariance properties of the target domain into the network. L gpp tries to learn a reliable neighbor prediction network that could facilitate the invariance learning. Note that, L gpp is only calculated on the source domain and is only used to update the network of GPP.
Discussion on the Three Invariance Properties
We analyze the advantage and disadvantage for the three invariance properties, and the mutual effectiveness among them. The exemplar-invariance enforces each exemplar away from each other. It is beneficial to enlarge the distance between exemplars from different identities. However, exemplars of the same identity will also be far apart, which is harmful to the system. On the contrast, neighborhoodinvariance encourages each exemplar and its neighbors to be close to each other. It is beneficial to reduce the distance between exemplars of the same identity. However, neighborhood-invariance might also pull closer images of different identities, because we could not guarantee that each neighbor shares the same identity with the input exemplar. Therefore, there exists a trade off between exemplarinvariance and neighborhood-invariance, where the former aims to lead the exemplars from different identities to be far away while the latter attempts to encourage exemplars of the same identity to be close to each other. In other words, the interaction process between exemplar-invariance and neighborhood-invariance can be considered as a kind of local-clustering. On the one hand, when enforcing neighborinvariance, samples with the same identity would be progressively grouped closer, through the neighborhood relation and the connection of their shared neighbors. On the other hand, exemplar-invariance encourages dissimilar samples to be pushed away from each other, so that dissimilar groups would be separated. Camera-invariance has the similar effect as the exemplar-invariance and also leads the exemplar and its camera-style transferred samples to share the same representation. A toy example of invariance learning is shown in Fig. 5 .
EXPERIMENT
Dataset
We evaluate the proposed method on three large-scale person re-identification (re-ID) benchmarks: Market-1501 [58] , DukeMTMC-reID [61] and MSMT17 [47] . Market-1501 [58] includes 32,668 labeled person images of 1,501 identities collected from six non-overlapping camera views. For evaluation, the dataset is divided into 12,936 images of 751 identities for training, 3,368 query images and 19,732 images of 705 identities for testing.
DukeMTMC-reID [61] is a re-ID benchmark collected from the DukeMTMC dataset [34] . The dataset is captured from eight cameras, including 36,411 person images from 1,812 identities. It contains 16,522 images of 702 identities for training, 2,228 query images of 702 identities and 17,611 gallery images for testing.
MSMT17 [47] is a newly released large-scale person re-ID benchmark. It is composed of 126,411 person images from 4,101 identities collected by an 15-camera system. The training set consists of 32,621 images of 1,041 identities, and the testing set contains 11,659 images as query and 82,161 images as gallery. The dataset has serious variations of scene and lighting, and is more challenging than the other two benchmarks.
Evaluation Protocol. During training, we use a labeled training dataset as the source domain and an unlabeled training dataset as the target domain. In testing, performance is evaluated on the target testing set by the cumulative matching characteristic (CMC) and mean Average Precision (mAP). For CMC, we use rank-1, rank-5, rank-10, and rank-20 as metrics.
Experimental Settings
Deep re-ID model. We adopt ResNet-50 [17] as the backbone of the feature extractor and initialize the model with the parameters pre-trained on ImageNet [8] . Specifically, we fix the first two residual layers and set the stride size of last residual layer to 1. After the global average pooling (GAP) layer, we add a batch normalization (BN) layer [20] followed by ReLU [31] and Dropout [39] . The identity classifier is an M -dimensional FC layer followed by softmax function. The input image is resized to 256 ×128. During training, we perform random flipping, random cropping and random erasing [63] for data augmentation. The probability of dropout is set to 0.5. We train the re-ID model with a learning rate of 0.01 for ResNet-50 base layers and of 0.1 for the others in the first 40 epochs. The learning rate is divided by 10 for the next 20 epochs. The SGD optimizer is used to train the re-ID model with a mini-batch size of 128 for both source and target domains. We initialize the updating rate of memory α to 0.01 and increase α linearly with the number of epochs, i.e., α = 0.01 × epoch. Without specification, we set the temperature fact β = 0.05. For vanilla neighbor selection, we set k = 8 and directly select the top-k nearestneighbors from the memory as the reliable neighbors. For GPP, we set the number of candidate neighbors k = 100 and neighbor selection threshold µ = 0.9. We train the model with exemplar-invariance and camera-invariance learning at the first 10 epochs and add the neighborhood-invariance learning for the rest epochs. In testing, we extract the L2-normalized output of GAP as the image feature and adopt the Euclidean metric to measure the similarities between query and gallery images.
Network of graph-based positive prediction (GPP). The GPP network contains four graph convolutional layers and a positive classifier. The input and out dimensions of these graph convolutional layers are: 2048→2048, 2048→512, 512→256, 256→256. The positive classifier is composed of a 256-dimensional FC layer, a BN layer, a PReLU layer [16] , and a 2-dimensional FC layer. We utilize SGD optimizer to update the GPP network after the 5th epoch. The learning rate is initialized as 0.01 and divided by 10 after the 40th epoch.
Baseline setting. We set the model as the baseline when trained the network using only the identity classifier. We employ the baseline in two ways: 1) Train on target, training the baseline on the labeled target training data and testing on the target testing set, and 2) Source only, training the baseline on a source labeled training set and directly applying to a target testing set without modification. The "Train on target" and the "Source only" can be considered as the upper bond and lower bond of our method, respectively.
Parameter Analysis
We first investigate the sensitivities of our approach to three important hyper-parameters, i.e., the temperature fact β in Eq. 3, the number of candidate neighbors k in graph G(V, E) and the neighbor selection threshold µ in Eq. 14. In order to clearly analyze the impact of every parameter, we vary the value of one parameter and keep fixed the others. Experiments are evaluated on the setting of transferring between Market-1501 and DukeMTMC-reID. Temperature fact β. In Table 1 , we report the impact of the temperature fact β in Eq. 3. Assigning a lower value to β gives rise to a lower entropy, which commonly produces better results. However, when assigning a extremely low value to β, the model does not converge and produces a poor performance, e.g., β = 0.01. The best results are obtained at β = 0.05.
Number of candidate neighbors k. In Fig. 6 , we evaluate the performance of using a different number of candidate neighbors in the graph G(V, E). When k = 0, our approach reduces to the model trained with only exemplarinvariance and camera-invariance. It is evident that injecting neighborhood-invariance into the network (k > 0) can significantly improve accuracy, and our method is insensitive to the changes of k. The rank-1 accuracy and mAP first improve with the increase of k and reach stable when k > 100. This improvement tendency is reasonable, because: 1) Using a larger k will include more positive samples in the graph and GPP might discover more hard positive samples for neighborhood-invariance learning; 2) Most positive samples are within the top-100 nearest neighbours, so it is unnecessary to include too many candidate samples. Considering the trade-off between accuracy and speed, we set k = 100 in our approach.
Threshold of positive neighbor selection µ. In Fig. 7 , we compare the performance of using different values of µ in Eq. 14. On the one hand, assigning a too high value to µ would only select easy positive samples for neighborinvariance learning, e.g., µ = 0.99. This will result in the model suffers from hard positive samples in testing. Note that, when µ = 1, our method reduces to the model trained without neighbor-invariance learning. Since extremely few According to above analysis, we set β = 0.05, k = 100 and µ = 0.9 in the following experiments.
Evaluation and Analysis
Performance of baseline in domain adaptation. In Table 2 , we report the results of the baseline when transferring between Market-1501 and DukeMTMC-reID. When trained on the labeled target training set, the baseline (Train on target) achieves high accuracy. However, we observe a serious drop in performance when the baseline (Source only) is trained only using the labeled source set and directly applied to the target testing set. For the case of testing on Market-1501, the baseline (Train on target) achieves a rank-1 accuracy of 87.6%, but the rank-1 accuracy of the baseline (Source only) declines to 43.1%. A similar drop can be observed when transferred from Market-1501 to DukeMTMC-reID. This decline in accuracy is mainly caused by the domain shifts between datasets.
Ablation study on invariance learning. To study the effectiveness of the proposed invariance learning of target domain, we conduct ablation experiments in Table 2 . We start from the basic model (Our method w/ EI), which enforces exemplar-invariance learning into the baseline (Source only) model, and then add camera-invariance, neighborhoodinvariance, and both.
First, we show the effect of adding exemplar-invariance learning. As shown in Table 2 , "Ours w/ EI" consistently improves the results over the baseline (Source only). Specifically, the rank-1 accuracy improves from 43.1% to 48.7% and 28.9% to 34.2% when tested on Market-1501 and DukeMTMC-reID, respectively. This demonstrates that exemplar-invariance learning is an effective way to improve the discrimination of person descriptors for the target domain. Second, we validate the effectiveness of camerainvariance learning over the basic model (ours w/ EI). In Table 2 , we observe significant improvement when adding camera-invariance learning into the system. For example, "Ours w/ EI+CI" achieves a rank-1 accuracy of 63.1% when transferred from DukeMTMC-reID to Market-1501. This is higher than "Ours w/ EI" by 14.4% in rank-1 accuracy. The improvement demonstrates that the image variations caused by target cameras severely impact the performance in target testing set. Injecting camera-invariance learning into the model could effectively improve the robustness of the system to camera style variations. In Table 3 , we also report the results of using different number of camera style samples for each target image. Even with only one camera style sample for each target image, the results of our approach can be considerable improved and are slightly lower than that of using all camera style samples. This indicates that the number of camera style samples in our approach can be agnostic to the number of cameras, and thus our approach is scalable to a scenario with many cameras.
Third, we evaluate the effect of neighborhood-invariance learning. As reported in Table 2 , neighborhood-invariance significantly improves performance of the basic model (Ours w/ EI). When adding neighborhood-invariance to the basic model, "Ours w/ EI+NI" obtains 67.2% rank-1 accuracy and 48.3% mAP when transferred from Market-1501 to DukeMTMC-reID. This increases the results of the basic model by 33% in rank-1 accuracy and by 29.7% in mAP, respectively. A similar improvement is achieved when transferred to Market-1501 .
Finally, we demonstrate the mutual benefit among the three invariance properties. As shown in the last row in Table 2 , the three invariance properties are complementary to each other. The integration of them achieves obvious improvement over independently adding camera-invariance or neighborhood-invariance to the basic model. For example, "Ours w/ EI+CI+NI" achieves rank-1 accuracy of 84.1% when transferred from DukeMTMC-reID to Market-1501, outperforming "Ours w/ EI+CI" by 21% and "Ours w/ EI+NI" by 12.3%. Similar improvement is observed when transferred to DukeMTMC-reID. Particularly, our final model (Ours w/ EI+CI+NI) has only a small gap with the upper bond model (Train on target). For instance, our final model reaches rank-1 accuracy of 74.0% and mAP of 54.4% when transferred to DukeMTMC-reID, which is lower than "Train on target" by 1.6% in rank-1 accuracy and by 3.4% in mAP. This demonstrates that our approach has a strong capacity of bridging the gap between person re-ID domains.
Benefit of exemplar memory. In Table 4 , we validate the effectiveness of the exemplar memory. When training our model without memory, we enforce the invariance learning within a mini-batch. Specifically, the inputs of the target mini-batch are composed of the target samples, corresponding CamStyle samples and corresponding k-nearest neighbors. Without the memory, we could not employ GPP in our model. Therefore, for a fair comparison, we train our memory based model without GPP, i.e. select the reliable neighbors K(x t i ) by vanilla neighbor selection (VNS) method. As shown in Table 4 , the exemplar memory based method clearly outperforms the mini-batch based method. This demonstrates the effectiveness of leveraging relations among whole datasets by memory. It is noteworthy that using the exemplar memory introduces limited additional training time (≈ + 0.02 s/iter) and GPU memory (≈ + 200 MB) compared to using the mini-batch.
Effectiveness of graph-based positive prediction. In Table 4 , we report the results of training our method with and without graph-based positive prediction (GPP). Without GPP, our method reduces to training with vanilla neighbor selection (VNS), i.e. directly select k-nearest neighbors from memory as reliable neighbors K(x t i ). It is clearly that, adding GPP into the system significantly improves the accuracy, requiring extra 0.11 s/iter training time and 2,800 MB GPU memory.
In Table 5 , we also evaluate two other neighbor selection methods that are constructed as follows:
• Variant VNS: We train a positive prediction classifier as the same way as GPP, but without using graph convolution layers to update features of candidate samples. K(x t i ) is selected according to the predicted positive probability and threshold µ. We set µ = 0.9 for variant VNS.
• Variant GPP: We use the same architecture as the proposed GPP. The top-k samples are selected as K(x t i ), according to the positive prediction of GPP. We set k = 8 for variant GPP. Table 5 shows that: (1) GPP based methods consistently outperforms VNS based methods, whether selecting K(x t i ) by top-k samples or threshold of predicted positive probability. This demonstrates the effectiveness of GPP, which updates features with the neighbor relations. (2) For GPP based methods, it is better to selecting reliable neighbors based on threshold than fix top-k samples. Because the number of positive samples of each sample is very different, using fix top-k samples might include negative samples that have low positive probability or ignore positive samples that have high positive probability. While threshold based strategy is more flexible and will always select samples with high positive probability. (3) The improvement of threshold based strategy is limited or even negative for the VNS method. Because the inputs of positive prediction classifier are unrelated features, which do not consider the relations TABLE 6 Unsupervised person re-ID performance comparison with state-of-the-art methods on Market-1501 and DukeMTMC-reID. Market: Market-1501 [58] . Duke: DukeMTMC-reID [61] . MSMT: MSMT17 [47] . SyRI: SyRI [1] . Multi: a combination of seven datasets. ). Fig. 8 shows that: 1) GPP consistently produces higher precision than VNS method.
Methods
2) The recall of GPP is lower than VNS in the early training epochs. However, the recall of GPP consistently grows with the training epochs and is largely higher than that of VNS in later training epochs. This confirms the superiority of GPP over VNS in terms of reliable neighbor selection and adaptation accuracy.
Comparison with State-of-the-art Methods
In Table 6 and Table 7 , we compare our approach with stateof-the-art unsupervised learning methods when tested on Market-1501, DukeMTMC-reID and MSMT17.
SOTA on Market-1501 and DukeMTMC-reID. Table 6 reports the comparisons when tested on Market-1501 and DukeMTMC-reID. We compare with two hand-crafted feature based methods without transfer learning: LOMO [25] and BOW [58] , four unsupervised methods that use a labeled source data to initialize the model but ignore the labeled source data during learning feature for the target domain: CAMEL [55] , DECAMEL [56] , UMDL [33] and PUL [10] , and nine unsupervised domain adaptation approaches: PTGAN [47] , SPGAN [9] , MMFA [27] , TJ-AIDL [45] , DASy [1] , MAR [57] , CamStyle [67] , HHL [64] and ECN [65] .
We first compare with hand-crafted feature based methods, which neither require learning on labeled source set nor unlabeled target set. These two hand-crafted features have demonstrated the effectiveness on small datasets, but fail to produce competitive results on large-scale datasets. For example, the rank-1 accuracy of LOMO is 12.3% when tested on DukeMTMC-reID, which is much lower than transferring learning based methods. Next, we compare with four unsupervised methods. Benefit from initializing model from the labeled source data and learning with unlabeled target data, the results of these three unsupervised approaches are commonly superior to hand-crafted methods. Such as, PUL obtains rank-1 accuracy of 45.5% when using DukeMTMC-reID as source set and tested on Market-1501, surpassing BOW by 9.7% in rank-1 accuracy.
Finally, we compare with the domain adaptation based approaches, which produce state-of-the-art results. As can be seen, our approach outperforms them by a large margin on both datasets. Specifically, our method achieves rank-1 accuracy = 84.1% and mAP = 63.8% when using DukeMTMC-reID as the source set and tested on Market-1501, and, obtains rank-1 accuracy = 74.0% and mAP = 54.4% vice-versa. It is worth noting that our approach significantly outperforms MAR [57] which uses a larger dataset (MSMT17) as the source domain. Compared to the current best method (ECN [65] ), our method surpasses ECN by 20% and 14.4% in mAP when tested on Market-1501 and DukeMTMC-reID, respectively.
SOTA on MSMT17. We also evaluate our approach on a larger and more challenging dataset, i.e., MSMT17.
Since it is a newly released dataset, there are only three unsupervised domain adaptation methods (PTGAN [47] , DECA [57] , and ECN [65] ) reported results on MSMT17. In addition, we further compare with two semi-supervised methods, TAUDL [22] and UTAL [23] , which use withincamera identity annotations of the target domain. As shown in Table 7 , our approach clearly exceeds both unsupervised domain adaptation methods and semi-supervised methods. For instance, our method produces rank-1 accuracy = 42.5% and mAP = 16.0% when using DukeMTMC-reID as the source set, which is higher than ECN by 12.3% in rank-1 accuracy and by 5.8% in mAP. Similar superiority of our method can be observed when using the Market-1501 as the source domain.
CONCLUSION
In this paper, we propose an exemplar memory based unsupervised domain adaptation (UDA) framework for person re-ID task. With the exemplar memory, we can directly evaluate the relationships between target samples. And thus we could effectively enforce the underlying invariance constraints of the target domain into the network training process. Moreover, the memory enables us to design a graph-based positive prediction (GPP) method that can infer reliable neighbors from candidate neighbors. Experiment demonstrates the effectiveness of the invariance learning, memory and GPP for improving the transferable ability of deep re-ID model. Our approach produces new state of the art in UDA accuracy on three large-scale domains.
