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Francisco Urbano Pérez–Aranda, obteniendo la calificación de sobresaliente
cum laude por unanimidad.
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los segundos que aqúı quedan reflejados.
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Las ideas y resultados que aparecen en la presente Memoria se pueden enmar-
car dentro del campo de interacción entre el Análisis Espectral de Operadores y la
Geometŕıa Diferencial. Concretamente se sitúan dentro de los intentos recientes de uti-
lizar un operador clásico (aparecido en 1927) de la F́ısica, el operador de Dirac, como
herramienta de la Teoŕıa de Subvariedades. En principio podŕıa parecer extraño que
este operador diferencial de primer orden haya sido prácticamente desconocido por los
geómetras de subvariedades, siendo aśı que el operador de Laplace, un operador de
segundo orden ı́ntimamente relacionado con él, ha sido profusamente utilizado en este
contexto. La razón puede ser que el operador de Laplace está definido sobre cualquier
variedad de Riemann y actúa sobre funciones, mientras que la posibilidad de tener en
una variedad de Riemann un operador de Dirac depende de algunos aspectos sutiles de
su estructura topológica y, en el caso de tenerlo, actúa sobre secciones de un fibrado
vectorial no trivial y no demasiado conocido.
En ese sentido, aspiramos a que esta Memoria pueda contribuir a la difusión del
interés por este operador entre los geómetras, pues estamos convencidos de que, en
un futuro próximo jugará un papel tan importante en la Geometŕıa de Subvariedades
como el que ya juega en la F́ısica o en la Topoloǵıa Algebraica.
Está claro que el operador de Laplace asociado a la métrica de una variedad de
Riemann M , que actúa sobre las funciones diferenciables definidas sobre ella, es el
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ejemplo básico de operador eĺıptico de segundo orden sobre la variedad. Este operador
juega un papel fundamental en la F́ısica, en la teoŕıa de Ecuaciones en Derivadas
Parciales y en el estudio del Análisis Global y de las propiedades geométricas globales
de cualquier variedad de Riemann. Es también un operador formalmente autoadjunto
con respecto al producto L2 de funciones y, por tanto, cuando M es compacta es un
operador eĺıptico y autoadjunto. La Teoŕıa Espectral elemental nos dice entonces que
su espectro es una sucesión no decreciente del tipo siguiente:
λ0 = 0 < λ1 ≤ · · · ≤ λk ≤ · · · ↗ +∞.
Los trabajos de investigación sobre las propiedades espectrales de las variedades de
Riemann se hicieron bastante frecuentes a partir de los años sesenta del pasado siglo.
La referencia clásica para confirmar este extremo ha sido, durante mucho tiempo, el
libro de Berger, Gauduchon y Mazet [BGM], aunque ahora se deben consultar a este
respecto el más reciente de Chavel [Ch] y el de Bérard [Ber], que incluye una magńıfica
y exhaustiva bibliograf́ıa. Se trata, en estos trabajos, de obtener información sobre
la relación entre esta secuencia de números y la geometŕıa de la variedad. Desde un
punto de vista f́ısico, estaŕıamos tratando de escuchar la forma de la variedad (ver
[K, GWW]), o sea, buscando la relación entre los tonos fundamentales emitidos por la
variedad y la manera en la que ella se curva. Normalmente las soluciones fundamentales
de la ecuación de ondas sobre una variedad de Riemann se suelen asociar con el sonido,
aunque podŕıan de igual modo ser interpretadas como ondas luminosas, o en general,
como campos de tipo bosónico. En este sentido, la información sobre el espectro se
podŕıa también entender como referida a la relación entre la forma y el tipo de luz
que puede emitir la variedad. También se persigue, en los trabajos a que nos referimos,
caracterizar, por un comportamiento especial de sus valores propios o de sus funciones
propias, a aquellas variedades de Riemann dotadas de una geometŕıa, o sea, de un
tensor de curvatura más simple.
Uno de los primeros, y más ńıtidos, teoremas sobre el espectro del operador de
Laplace de una variedad es el de Lichnerowicz-Obata (ver [Li1, Ob]), que proporciona
una estimación inferior en términos del ı́nfimo de la curvatura de Ricci. Lo enunciaremos
como un teorema de comparación con la esfera unidad, para ayudarnos de ese modo a
entender cuál es la naturaleza de este tipo de resultados.
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Sea M una variedad de Riemann compacta de dimensión n y cuya cur-
vatura de Ricci satisface Ric ≥ n − 1. Entonces el primer valor propio no
nulo de su operador de Laplace cumple la desigualdad
λ1 ≥ n
y la igualdad se da si y sólo si M es isométrica a la esfera de radio uno.
La desigualdad se debe a Lichnerowicz y la caracterización de la igualdad a Obata.
De hecho la igualdad se alcanza sólo cuando las funciones propias asociadas a λ1 son
soluciones sobre la variedad de la llamada ecuación de Obata (ver [Ob]). Y esta ecuación
tiene soluciones no triviales, como demostró ese autor, sólo en las esferas. Bastante
tiempo más tarde, en 1976, Reilly [Re] consiguió generalizar ese teorema a variedades
con borde no vaćıo, usando una brillante adaptación al caso con borde de la llamada
técnica de Bochner (ver [Wu]). Hay que resaltar que, para poder hablar de espectro en
el caso con borde, es necesario trabajar con funciones que satisfagan cierta condición
de frontera. Dos son las condiciones habituales para el operador de Laplace (ver, por
ejemplo, [Be, Ch]): la condición de Dirichlet (funciones que se anulan sobre el borde)
y la de Neumann (funciones con derivada normal nula en el borde). Concretamente,
Reilly demostró el siguiente resultado.
Sea M una variedad de Riemann compacta de dimensión n cuya curvatura
de Ricci cumple Ric ≥ n − 1 y cuyo borde no vaćıo ∂M tiene curvatura
media no negativa respecto del normal interior. Entonces el primer valor
propio no nulo de su operador de Laplace, sujeto a la condición de Dirichlet,
cumple la desigualdad
λ1 ≥ n
y la igualdad se da si y sólo si M es isométrica a la semiesfera de radio
uno.
A mediados de los años setenta del siglo pasado comenzó el interés por averiguar
qué particularidades presentaba el espectro del operador de Laplace en las subvarie-
dades. Por supuesto, las propiedades estudiadas se refieren al operador de Laplace
asociado a la métrica inducida en la subvariedad por la estructura riemanniana del
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espacio ambiente. Se pueden citar muchos geómetras destacados que han trabajado a
menudo en este tema, por ejemplo, Bleecker, Weiner, Reilly, B.Y. Chen, Ogiue, P. Li,
Yau o A. Ros. Los problemas que todos estos autores han tratado son, como en el
caso general, de dos tipos. En primer lugar, se trata de obtener información acerca
del espectro del operador de Laplace ∆ sobre una subvariedad compacta Σ inmersa
en una variedad de Riemann dada. Los espacios ambientes que se consideran son casi
siempre variedades de Riemann con un tensor de curvatura no demasiado complicado:
espacios eucĺıdeos, esferas, espacios proyectivos y otros espacios simétricos. Se busca,
por supuesto, información sobre tales valores propios que se exprese en términos de
la geometŕıa extŕınseca de la subvariedad, esto es, en términos de su segunda forma
fundamental, su curvatura media, etc. En segundo lugar, se intenta caracterizar por
un comportamiento peculiar del espectro a las subvariedades con segunda forma fun-
damental más simple.
Vamos a poner también un ejemplo del tipo de resultados que se persiguen y se ob-
tienen en este contexto de la geometŕıa de subvariedades. Una vieja, y fácil, observación
de Takahashi [Ta] señalaba que la función vector de posición φ : Σ → Sn+1 ⊂ Rn+2
de una hipersuperficie minimal de la esfera unidad es propia, para el valor propio
n = dim Σ, para el operador de Laplace de la métrica inducida en Σn. En 1982, Ogiue
y Yau suscitaron, independientemente, la siguiente cuestión (ver [Y, Og]): ¿qué se puede
decir acerca de las hipersuperficies minimales inmersas en una esfera unidad para las
cuales su dimensión es exactamente el primer valor propio no nulo del operador de
Laplace? Son las llamadas hipersuperficies inmersas por los primeros valores propios.
Yau, de hecho, fue un poco más allá de la pregunta y conjeturó lo siguiente:
Para una hipersuperficie minimal compacta embebida (es decir, inmersa
sin autointersecciones) en la esfera unidad Sn+1, su dimensión n debe ser
el primer valor propio de su operador de Laplace.
Hasta ahora no sabemos si esa afirmación es cierta. La mejor aproximación a una posible
demostración de la conjetura la consiguieron Choi y Wang [CW] en 1983, retomando
y refinando el método de Reilly.
Sea Σ una hipersuperficie minimal compacta embebida en una variedad
de Riemann completa de dimensión n+1 cuya curvatura de Ricci satisface
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Montiel y Ros [MR1] estudiaron, en 1986, el caso de la esfera de dimensión tres. Era ya
conocido el resultado de Almgren [Alm] que demostraba que toda superficie compacta
de género cero inmersa de forma minimal en S3 deb́ıa ser un ecuador. Ellos se ocuparon
del caso de género uno.
Un toro minimal inmerso en S3 por las primeras funciones propias debe
ser congruente al llamado toro de Clifford
{(z1, z2) ∈ S3 ⊂ C2 / |z1|2 = |z2|2 = 1/2}.
No sabemos qué ocurre para géneros más altos.
En la última década, algunos geómetras de subvariedades, como los del grupo de
la Technische Universität de Berĺın, Pinkall, Ferus, Taimanov y otros (ver [BFLPP,
FLPP, T]) y algunos de nuestra Universidad, como S. Montiel (ver [HMZ1, HMZ2,
HMZ3, HM]), se han visto llevados a estudiar diversos operadores de primer orden, de
tipo Dirac, que surgen naturalmente en ciertos problemas de la geometŕıa extŕınseca
de superficies, principalmente aquellos relacionados con la geometŕıa conforme, tales
como la conjetura de Willmore. Incluso el largúısimo trabajo de Schmidt [Schm], en
el que se afirma haberla resuelto, usa de forma determinante el análisis de operadores
de tipo Dirac. Por otro lado, algunos especialistas en el operador de Dirac, como Bär,
Friedrich o Hijazi han comenzado a interesarse por las particularidades que presenta
este operador en las subvariedades (ver [Am, Bä2, AF]).
El operador de Dirac es un operador diferencial eĺıptico de primer orden que de-
sempeña un papel cada vez más importante en la F́ısica moderna y en las Matemáticas.
A pesar de ello, no apareció en el ámbito de la Geometŕıa de Riemann hasta 1962. Por
esa fecha, Atiyah y Singer [AS] se arreglaron para definir una versión global del opera-
dor de Dirac sobre algunas variedades de Riemann orientables. Lo hicieron venciendo
resistencias tan fuertes como los prejuicios de Élie Cartan que, todav́ıa en 1937, en su
libro La théorie des spineurs [C2], dećıa lo siguiente:
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Les difficultés (rencontrées quand on a voulu étendre les équations de Dirac
de la Relativité Restreinte à la Relativité Générale) sont insurmontables si
l’on veut conserver la technique classique de la Géométrie Riemannienne: il
est impossible, un système de coordonnées étant donné dans l’espace-temps,
de représenter... un champ de spineurs par un nombre fini de composantes...
El operador de Dirac clásico, en los espacios de curvatura nula, hab́ıa sido inventado
en 1928 por el f́ısico P.A.M. Dirac [D] como una ráız cuadrada del operador de ondas u
operador de D’Alembert. Su objetivo era dar una descripción cuántica de los electrones
teniendo en cuenta los avances recientes de la Teoŕıa de la Relatividad Especial. Queŕıa
hacer compatibles la ecuación de Klein-Gordon relativista o ecuación de ondas y la
ecuación de Schrödinger de la Mecánica Cuántica. La primera de ellas (escribimos su




+ ∆u = 0 u : R×M → R, M ⊂ R3
es invariante por transformaciones de Lorentz, es de segundo orden en todas sus varia-
bles y sus soluciones pueden desarrollarse, bajo condiciones de frontera convenientes,
en serie de tonos fundamentales
u(t, p) = f(t)φ(p) f ′′ + λf = 0, ∆φ+ λφ = 0, λ ≥ 0,




+ ∆ψ = 0 ψ : R×M → C, M ⊂ R3
es invariante por transformaciones de Galileo, es de primer orden en el tiempo y sus
soluciones se desarrollan en serie de estados puros
ψ(t, p) = f(t)φ(p) f ′ + iλf = 0, ∆φ+ λφ = 0, λ ≥ 0.
El hecho de que, en este segundo caso, se consideren funciones que toman valores com-
plejos permite que las soluciones exponenciales para f sean acotadas y las longitudes
|ψ|2 puedan interpretarse como distribuciones de probabilidad. Ya que los postulados
relativistas conced́ıan cierta equivalencia entre coordenadas temporales y espaciales,
Dirac buscó una ecuación de primer orden en las cuatro variables
−i∂ψ
∂t








cuya iteración diera lugar al operador de D’Alembert. Ello equivale a que D2 = −∆ y
esto es, a su vez, equivalente a que los coeficientes Ai cumplan
AiAj + AjAi = −2δij i, j = 1, 2, 3.
Por supuesto, no existen números complejos que satisfagan tales relaciones. Pero śı exis-


















Con esa elección de coeficientes, las funciones ψ sobre las que se aplica D no pueden
tomar valores reales ni complejos sino que deben ser funciones con valores en C2. Estos
son los llamados campos de espinores y el espacio vectorial complejo C2 en el que toman
valores es el espacio de espinores de R3. Unos y otros deben su nombre a W. Pauli
[P], que se sirvió de ellos para modelar el momento angular interno de los electrones,
el llamado esṕın, pero su existencia ya hab́ıa sido puesta de manifiesto por el mismo
Cartan [C1] en 1913, al estudiar representaciones de grupos.
Los f́ısicos encontraron, sin embargo, dificultades para combinar la ecuación de
primer orden de Dirac Dψ = 0 para el electrón relativista (neutrino, en este caso de
masa nula) con las necesidades de la Relatividad General, ya que las componentes
de los espinores ψ no se transforman como las de un vector o un tensor cuando uno
cambia de coordenadas en el espacio R3 y, por tanto, en una primera aproximación, no
aparentaban tener significado geométrico alguno. Su estructura matemática es bastante
sutil y sigue provocando, incluso en nuestros d́ıas, cierta reserva entre los principiantes.
Signo de ello es el muy reducido número de monograf́ıas dedicadas a este tema: las
antiguas [C2] y [Chev], la exhaustiva [LM], la muy reciente [Fr2] y la muy esperada
[BHMM].
El problema de dar carta de naturaleza a los espinores en variedades de Riemann
o de Lorentz de curvatura y topoloǵıa no triviales fue resuelto, como hemos dicho
antes, en 1962 por Atiyah y Singer en sus trabajos sobre el Teorema del Índice [AS].
Usaron como herramienta para conseguirlo la maquinaria de fibrados principales y sus
conexiones que hab́ıa sido inventada en los años cincuenta. Usando este lenguaje, el
marco en el que anteriormente hemos introducido el operador de Dirac, se traduciŕıa
como sigue. Tenemos un fibrado vectorial complejo SM = M × C2 (de hecho, un
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fibrado trivial) dotado con un producto hermı́tico ( , ) (el usual sobre las fibras) y una
derivación covariante ∇ (también la trivial) que paraleliza ese producto. Las matrices
de Pauli Ai proporcionan una multiplicación fibra a fibra de vectores por espinores
γ : TM = M × R3 → End(SM) = M ×MC(2) dada por
γ(u1, u2, u3) = u1A1 + u2A2 + u3A3 =
(
iu3 u1 + iu2
−u1 + iu2 −iu3
)
,
que actúa por medio de transformaciones antihermı́ticas de traza cero. Este producto
se llama multiplicación de Clifford a causa de las relaciones
γ(u)γ(v) + γ(v)γ(u) = −2〈u, v〉I,
que implican que se puede extender a una representación del álgebra de Clifford comple-
ja construida sobre R3 sobre el espacio vectorial C2. Esta representación es irreducible
y es compatible con la derivación covariante en el sentido de que
∇uγ(X)ψ = γ(∇uX)ψ + γ(X)∇uψ,
donde la segunda ∇ representa la conexión (trivial) sobre los campos de vectores
definidos en el espacio eucĺıdeo. Con este lenguaje el operador de Dirac D no es más






donde {e1, e2, e3} es una base ortonormal cualquiera de R3.
Atiyah y Singer encontraron una débil obstrucción topológica para que una variedad
orientable M pudiera ser dotada de una estructura geométrica como la que acabamos
de describir para un abierto del espacio eucĺıdeo R3. O sea, en contraste con lo que
ocurre para el operador de Laplace, no se puede definir un operador de Dirac sobre una
variedad de Riemann cualquiera, sino sólo sobre las llamadas variedades espinoriales,
aquellas cuya segunda clase de Stiefel-Whitney, que habita en el grupo de cohomoloǵıa
H2(M,Z2), se anula. Sólo en ellas se puede definir el fibrado espinorial SM con las
estructuras señaladas anteriormente. De cualquier forma, se debe tener presente que
los espacios ambientes más comunes de la geometŕıa de subvariedades, tales como espa-
cios eucĺıdeos, esferas, espacios hiperbólicos reales y algunos espacios proyectivos reales,
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complejos y cuaterniónicos, satisfacen esta condición. Sobre tales variedades se tiene un
fibrado espinorial hermı́tico SM con una derivación covariante ∇ y una multiplicación
de Clifford γ : TM → EndC(SM) que, en cada punto p ∈ M , proporciona una repre-
sentación irreducible del álgebra de Clifford sobre TpM sobre el espacio complejo SpM .
Además ∇, γ y el producto hermı́tico satisfacen ciertas relaciones de compatibilidad
entre ellos. Con tales ingredientes, sobre una variedad de Riemann espinorial se puede
definir el operador de Dirac que lleva secciones del fibrado SM en secciones del mismo





donde {e1, · · · , en} es una base local ortonormal. Está claro que D es un operador
diferencial de primer orden. Hay dos propiedades suyas que surgen de forma inmediata
de la definición. La primera es que, si p ∈ M , u ∈ TpM y σ(D) es el śımbolo principal
de D, se tiene que σ(D)(u) : SpM → SpM está dado por
(σ(D)(u))ξ = iγ(u)ξ, ξ ∈ SpM.
Por lo tanto, si u es no nulo, σ(D)(u) es un isomorfismo porque γ(u)2 = −|u|2I. Es
decir, el operador de DiracD es eĺıptico. La segunda propiedad es queD es formalmente
autoadjunto respecto del producto L2 de campos de espinores sobre M . En efecto, el






para cada par de campos φ y ψ con soporte compacto. Como consecuencia, si la variedad
M es compacta, el operador de Dirac es un operador eĺıptico y autoadjunto de primer
orden, de forma que tiene como espectro una sucesión del tipo
−∞↙ · · · ≤ λ−k ≤ · · · ≤ λ−1 < λ0 = 0 < λ1 ≤ · · · ≤ λk ≤ · · · ↗ +∞,
donde λ0 = 0 puede o no estar en el espectro. Por supuesto, el objetivo principal
de la Teoŕıa Espectral del operador de Dirac es recabar información sobre estos va-
lores propios en términos de la geometŕıa de M . Este tema de estudio fue iniciado
por Lichnerowicz en los años sesenta del siglo pasado y continuado por Bourguignon,
Friedrich, Baum, Hijazi, Bär y otros, pero no ha conseguido ni el volumen de trabajos
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ni la popularidad de que ha gozado el espectro del operador de Laplace. Probablemente
esto es aśı, como ya comentamos antes, por las reticencias que ocasiona el trabajoso
aparato algebraico y topológico necesario para definir este operador sobre una varie-
dad de Riemann. Sin embargo, como pondremos ahora de manifiesto, el operador de
Dirac saca a la luz aspectos más ocultos de la geometŕıa de la variedad y, sobre todo,
está ı́ntimamente relacionado con los aspectos conformes de esa geometŕıa. Por usar
otra vez el punto de vista f́ısico, se trataŕıa ahora de obtener información sobre la forma
de la variedad bombardeándola con neutrinos o electrones en vez de con fotones u otro
tipo de campos bosónicos. Es decir, cambiar el operador de Laplace por el operador de
Dirac podŕıa interpretarse, de alguna forma, como cambiar el microscopio óptico por
un microscopio electrónico para observar la variedad.
Como se vio al comentar el teorema de Lichnerowicz-Obata referente al operador
de Laplace, hay una relación clara entre ese operador y la curvatura de Ricci de la
variedad. También fue Lichnerowicz [Li2] quien sacó a la luz la estrecha relación, quizás
ya conocida por Schrödinger, entre el operador de Dirac y el invariante riemanniano
más débil: la curvatura escalar. De esta relación él extrajo la siguiente conclusión:
Si una variedad de Riemann espinorial compacta tiene curvatura escalar
positiva, entonces no tiene más campos de espinores armónicos que los tri-
viales. Es decir, la única solución de la ecuación Dψ = 0 es el campo ψ = 0.
Como consecuencia del Teorema del Índice de Atiyah y Singer, el Â-género de la va-
riedad ha de anularse. De esta forma se encontró la primera obstrucción topológica a
que una variedad (espinorial) soporte una métrica de Riemann con curvatura escalar
positiva. Explotando en profundidad las técnicas iniciadas por Lichnerowicz, Gromov
y Lawson [GL], en los años ochenta, encontraron otras obstrucciones de diversa natu-
raleza a la existencia de métricas completas de curvatura escalar positiva o no negativa
en variedades espinoriales no compactas.
El resultado de Lichnerowicz sobre no existencia de espinores armónicos se podŕıa
haber enunciado diciendo que, en una variedad de Riemann espinorial compacta con
curvatura escalar positiva, λ0 = 0 no es valor propio del operador de Dirac. Parećıa, por
lo tanto, plausible la posibilidad de encontrar una cota inferior para los valores propios
no negativos de D en función de la curvatura escalar de la variedad. Esta estimación
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fue hallada por Friedrich [Fr1] en 1980, que demostró el resultado que sigue:
Sea M una variedad de Riemann espinorial compacta de dimensión n cuya
curvatura escalar satisface la desigualdad R ≥ n(n − 1). Entonces el valor





La igualdad se da si y sólo si el espacio propio asociado al valor propio
que alcanza la igualdad está formado por campos de espinores de Killing,





O sea, si la curvatura escalar está minorada por la de una esfera de la misma dimensión
que la variedad, también el espectro del operador de Dirac está minorado por el de la
esfera, ya que ±n/2 son los dos valores propios de menor valor absoluto para Sn. La
igualdad se alcanza sólo si existen campos de espinores que son soluciones no triviales
de la ecuación de Killing, que seŕıa el análogo espinorial a la ecuación de Obata. Hay
una diferencia ahora que hace mucho más interesante el caso espinorial: existen va-
riedades de Riemann espinoriales compactas, aparte de las esferas, que tienen campos
de espinores de Killing no triviales. Sus recubridores universales fueron determinados
por Bär [Bä1] en 1993 e incluyen, por ejemplo, variedades nearly-Kähler que no son de
Kähler y, en dimensión impar, muchas variedades de Sasaki.
La estimación inferior de Friedrich es inmejorable, al menos desde el punto de vista
de la Geometŕıa de Riemann. Sin embargo, en 1986, Hijazi [Hi1, Hi3] introdujo en el
estudio del espectro del operador de Dirac la geometŕıa conforme y obtuvo nuevos e
interesantes resultados. El primer geómetra en darse cuenta de la relación entre este
operador y la geometŕıa conforme fue Hitchin [Ht] que, en 1974, encontró una cierta
propiedad de covariancia de D respecto de los cambios conformes de métrica en la
variedad y, como consecuencia, demostró que la dimensión del espacio de campos de
espinores armónicos es un invariante conforme. Esta covariancia fue usada por Hijazi
para demostrar lo siguiente:
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donde µ1 es el primer valor propio del operador de Yamabe de la variedad.
En el Caṕıtulo 1 de esta Memoria, aun a riesgo de haberlo hecho demasiado largo,
hemos pretendido exponer los preliminares algebraicos, topológicos y geométricos nece-
sarios para garantizar la comprensión de los antecedentes de los problemas que trata-
mos en los Caṕıtulos 2 y 3 siguientes, aśı como de las herramientas fundamentales que
hemos usado para resolverlos. No hemos dado demostraciones, a no ser que ofrezcan
alguna novedad o simplificación respecto de las que se suelen encontrar en la bibliogra-
f́ıa usual. Asimismo hemos procurado evitar lo que no sea estrictamente necesario, de
manera que este Caṕıtulo 1 esperamos que pueda ser una buena primera introducción
a la Geometŕıa Espinorial para los que estén interesados en conocerla. En él damos
detalles de todos los antecedentes históricos a que nos hemos referido hasta ahora. En
sus últimas secciones exponemos, de la forma que nos parece más adecuada a nuestros
fines, la relación entre estructuras espinoriales e hipersuperficies, que es el alma de esta
Memoria.
Supongamos, en efecto, que Σ es una hipersuperficie orientable de una variedad de
Riemann espinorial M de dimensión n+1. Como su fibrado normal es trivial, la segun-
da clase de Stiefel-Whitney de Σ también se anula, o sea, Σ es también una variedad de
Riemann espinorial. De la misma forma que el fibrado tangente TΣ a la hipersuperficie
se ve como un subfibrado de la restricción TM |Σ del fibrado tangente de la variedad
ambiente, la restricción SM |Σ a Σ del fibrado espinorial de M se puede identificar con
el fibrado espinorial intŕınseco SΣ de la hipersuperficie o con dos copias suyas, según
la paridad de n = dim Σ. Esto nos permitirá obtener campos de espinores sobre la
hipersuperficie restringiendo a ellas los campos de espinores del ambiente. Es impor-
tante destacar que esto es aśı sólo en el caso de las hipersuperficies. Cuando se tratan
subvariedades de codimensión más alta las cosas se complican bastante (ver, por ejem-
plo, [Bä2, GM]). Esta identificación entre fibrados espinoriales intŕınsecos y extŕınsecos
permite comparar las multiplicaciones de Clifford y las conexiones de ambos fibrados,
que también aparecen relacionadas por medio de la segunda forma fundamental de Σ.
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Finalmente se llega a una relación entre los operadores de Dirac D de M y D de Σ en
la que juega un papel determinante la curvatura media H de la hipersuperficie. A lo
largo de la Memoria trabajaremos con hipersuperficies Σ que bordean un dominio com-
pacto Ω en la variedad ambiente M . Por el Teorema de Jordan-Brower, éste es el caso
de cualquier hipersuperficie compacta embebida en el espacio eucĺıdeo y, en general,
en cualquier variedad con primer número de Betti nulo. El Caṕıtulo 1 finaliza con la
demostración de la desigualdad siguiente, que será una de nuestras herramientas fun-
damentales, y a la que llamamos desigualdad espinorial de Reilly, por estar inspirada


















desigualdad que es válida para cada campo de espinores ψ ∈ Γ(SΩ) sobre el dominio
determinado por la hipersuperficie. La igualdad se da si y sólo si el campo de espinores
es un campo twistor, es decir, satisface la siguiente ecuación de primer orden sobrede-
terminada que generaliza la ecuación de los campos de espinores de Killing
∇ψ = − 1
n+ 1
γDψ.
En esta desigualdad integral están representadas la geometŕıa del espacio ambiente
M por su curvatura escalar S y la geometŕıa del borde Σ por su curvatura media H.
Igualmente aparecen los operadores de Dirac D de la variedad y D de la hipersuperficie.
En esta forma fue utilizada por primera vez por Hijazi, Montiel y Zhang [HMZ1].
Hay dos maneras de ver esta desigualdad integral. La primera de ellas consiste en
poner el énfasis en su miembro izquierdo. Desde ese punto de vista es útil para estudiar
el operador D de la variedad con borde Ω, bajo condiciones de frontera convenientes. A
pesar de que, en el caso del operador de Laplace, está muy claro, como ya comentamos,
cuáles son las condiciones de frontera a imponer, no lo está tanto para operadores
eĺıpticos más generales. El estudio de condiciones de frontera naturales a imponer
para operadores eĺıpticos de orden arbitrario fue comenzado quizás por Lopatinsky y
Shapiro [Hö, Lo], en los años cincuenta y continuado por Calderón y Seeley [BW, Ca, Se]
con la teoŕıa de operadores pseudo-diferenciales. Esta teoŕıa nos proporciona los útiles
necesarios para saber cuándo una condición de frontera dada para, por ejemplo, el
operador de Dirac sobre el dominio Ω, es eĺıptica y, como consecuencia, el problema
de frontera correspondiente es de tipo Fredholm con la consiguiente regularidad de las
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soluciones. En el Caṕıtulo 2, usando toda esta maquinaria anaĺıtica y la desigualdad de
Reilly espinorial, estudiamos el espectro del operador de Dirac D sobre la variedad con
borde Ω bajo cuatro condiciones de frontera diferentes: la condición de Atiyah, Patodi
y Singer (APS), una condición de frontera global asociada a la resolución espectral
del operador de Dirac D del borde (ver [APS, HMZ2]); la condición de frontera local
asociada a un operador de quiralidad (QUI) sobre Ω (ver [FS]); la versión riemanniana
de la llamada condición de confinamiento del Instituto de Tecnoloǵıa de Massachussetts
(MIT) (ver [CJJTW, J]); y, finalmente, una nueva condición de frontera global que
introdujimos nosotros en [HMR1] modificando la condición APS (mAPS). Aunque las
tres primeras condiciones no son nuevas, sólo la primera ha sido estudiada con rigor
matemático. Demostramos, usando la teoŕıa de operadores pseudo-diferenciales, que
las cuatro satisfacen los criterios de elipticidad de Seeley y dan lugar a problemas de
frontera bien planteados. Los cuatro resultados correspondientes que enunciamos en los
Teoremas 2.3.1, 2.4.1, 2.5.1 y 2.6.1 de esta Memoria se pueden concentrar como sigue.
Sea Ω una variedad de Riemann espinorial, compacta, con borde no vaćıo,
de dimensión n + 1 y cuya curvatura escalar S satisface la desigualdad
S ≥ n(n + 1). Suponemos que la curvatura media de la hipersuperficie Σ
del borde es no negativa, respecto del normal interior. Entonces:
Bajo cualquiera de las condiciones de frontera APS, QUI o mAPS,
el espectro del operdor de Dirac D de Ω es una sucesión no acota-






La igualdad sólo se da para las condiciones QUI y mAPS y, en esos
casos, la variedad Ω es isométrica a una semiesfera de radio uno o
bien existe en ella un campo de espinores de Killing no trivial y la
hipersuperficie del borde Σ es minimal.
Bajo la condición MIT, el espectro de D es una sucesión {λk / k ∈ Z}
no acotada de números complejos, todos con parte imaginaria negativa







Es bastante interesante que las cuatro condiciones de frontera se comporten, respecto de
la igualdad en esta desigualdad de tipo Friedrich para variedades con borde, de formas
tan diferentes. Nuestra motivación para estudiar estas condiciones fue observar que, en
el caso de las dos condiciones más clasicas APS y MIT, nunca se daba la igualdad. Hay
que señalar que, con respecto a la condición mAPS, que nosotros introducimos, todos los
dominios determinados en una esfera por hipersuperficies minimales embebidas tienen
primer valor propio con valor absoluto (n + 1)/2. Es decir, el microscopio electrónico
aplicado a esos dominios no distingue la forma de los bordes (al menos por lo que
respecta al nivel de enerǵıa más alto).
Una segunda manera de usar la desigualdad espinorial de Reilly (1) citada más
arriba es mirarla desde el miembro de la derecha, o sea, considerar como fundamental
la integral en el borde. Se parte entonces de un campo de espinores ϕ ∈ Γ(SΣ) sobre
la hipersuperficie del borde y se coloca en la desigualdad un campo ψ ∈ Γ(SΩ) sobre
el interior del dominio que sea solución de un problema de frontera{
Dψ = µψ, sobre Ω,
Bψ|Σ = Bϕ, a lo largo de Σ = ∂Ω,
donde µ ∈ C y B es una de las condiciones de frontera eĺıpticas que hemos estudiado
en el Caṕıtulo 2. Se trata entonces de controlar el miembro de la izquierda de la de-
sigualdad, es decir, la integral en Ω, para obtener información independiente del campo
auxiliar ψ. Para ello es fundamental elegir adecuadamente µ y B en el problema de fron-
tera anterior. Esta estrategia es la que usó Witten en [Wi1] para dar su demostración
del Teorema de la Masa Positiva de Schoen y Yau, aunque Reilly fue el que la diseñó en
1977 para el operador de Laplace. Después de ellos la usaron Choi y Wang [CW], para
obtener el resultado que citamos al comienzo de esta Introducción; Min-Oo [Mi], para
estudiar la rigidez de las variedades asintóticamente hiperbólicas; Ros [Ro], para carac-
terizar las esferas como las únicas hipersuperficies compactas embebidas en el espacio
eucĺıdeo con curvatura escalar constante; y Herzlich [He1, He2], en su aproximación
a la conjetura de Penrose. Finalmente, usando la condición de frontera APS, Hijazi,
Montiel y Zhang consiguieron encontrar [HMZ1] la siguiente estimación extŕınseca.
Sea Σ una hipersuperficie de una variedad de Riemann espinorial que es
borde de un dominio compacto de la variedad con curvatura escalar no ne-





, para algún r > 0, entonces el valor propio del operador de Dirac de




y la igualdad se da si sólo si H es constantemente 1
r
y el espacio propio
correspondiente está determinado por las restricciones a Σ de los campos
de espinores paralelos sobre el dominio Ω.
Este resultado puede verse como una versión extŕınseca del teorema de Friedrich y
la igualdad se alcanza, aparte de para las esferas dentro del espacio eucĺıdeo, para
cualquier solución regular del problema isoperimétrico en una variedad de Calabi-Yau o
en una variedad hiperkähleriana. Además, si la variedad ambiente es el espacio eucĺıdeo,
la curvatura escalar SΣ de Σ y su curvatura media H están relacionadas de la siguiente
forma
SΣ ≤ n(n− 1)H2.
Entonces, si SΣ ≥ n(n−1) se tiene que H2 ≥ 1 y, por tanto, H ≥ 1 respecto del normal
interior. El resultado de Hijazi, Montiel y Zhang implica entonces que |λ1| ≥ n/2. Es
decir, esta estimación extŕınseca es más fuerte que la desigualdad de Friedrich en el
ámbito de las hipersuperficies embebidas en el espacio eucĺıdeo. Los autores obtienen
también, como consecuencia, una demostración espinorial del Teorema de Alexandrov
(ver [Al, MR2]). Posteriores desarrollos de esta estimación, llevados a cabo por los
mismos autores en [HMZ3], han conducido a otra estimación inferior del primer valor
propio del operador de Dirac de una hipersuperficie que acota un dominio compacto en
una variedad de Riemann espinorial con curvatura escalar no negativa, no en términos
de su segunda forma fundamental, sino del primer valor propio de un problema de
segundo orden que controla la geometŕıa conforme del dominio encerrado: el problema
de Steklov (ver [Es] y referencias alĺı). Han obtenido también en [HM] una suerte
de principio holográfico para las supersimetŕıas del borde del dominio, derivado de
la estimación extŕınseca anterior: todos los campos de espinores de Killing del borde
son restricciones de campos paralelos del interior, por ejemplo, cuando el interior es
Ricci-llano y la curvatura media del borde es no negativa.
Se puede observar que todos los teoremas de comparación para el espectro citados
hasta ahora, tanto acerca del operador de Laplace como acerca del operador de Dirac,
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suponen que o bien la curvatura de Ricci o bien la curvatura escalar son no negativas o
están minoradas por una cantidad positiva. Esto es aśı porque, tanto la desigualdad de
Reilly para funciones [Re] como la correspondiente desigualdad espinorial (1) parecen
exigir ese tipo de condiciones. Sin embargo, el trabajo que realizamos en el Caṕıtulo
3 de la presente Memoria nos permite modificar esa desigualdad y aplicarla en el caso
de variedades ambiente con curvatura escalar minorada por una constante negativa.
Aprovechando el trabajo realizado en el Caṕıtulo 2 acerca de la elipticidad de las
distintas condiciones de frontera para el operador de Dirac en variedades compactas con
borde, resolvemos un problema adecuado y obtenemos la siguiente versión hiperbólica
de la estimación de Hijazi, Montiel y Zhang (ver [HMR2] y Teorema 3.3.2 de esta
Memoria):
Supongamos que Σ es una hipersuperficie que acota un dominio compacto
Ω dentro de una variedad de Riemann espinorial de dimensión n+ 1 cuya
curvatura escalar S está minorada por la del espacio hiperbólico de curvatu-
ra −1 y su misma dimensión , o sea, tal que S ≥ −n(n+1). Si su curvatura
media H respecto del normal interior satisface la desigualdad H ≥ coth r,
con 0 < r ≤ +∞, entonces el valor propio de su operador de Dirac con





La igualdad obliga a que H sea constantemente coth r y a que en Ω exista
un campo de espinores de Killing imaginario no trivial (por tanto, Ω tiene
curvatura de Ricci constante −n). Además, en este caso, el espacio propio
asociado a λ1 se genera a partir del espacio de campos de espinores de
Killing de Ω.
Esta estimación inferior es óptima y en la Memoria pondremos ejemplos de hiper-
superficies del espacio hiperbólico y de variedades cuyas métricas son un producto de
deformación que alcanzan la igualdad. Veremos también que, para hipersuperficies com-
pactas embebidas en el espacio hiperbólico, nuestra estimación mejora la estimación
intŕınseca de Friedrich en términos de la curvatura escalar y que, de hecho, hay hiper-
superficies de este tipo para las cuales sólo nuestra estimación es significativa.
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El resto del Caṕıtulo 3 está dedicado a extraer algunas consecuencias geométricas de
nuestro teorema de comparación extŕınseco para hipersuperficies que bordean dominios
compactos en variedades de Riemann espinoriales con curvatura escalar minorada por
una constante negativa. La primera de ellas es una generalización del Teorema de
Alexandrov en espacios curvados negativamente que, por medios totalmente distintos
hab́ıa sido obtenida por Montiel [M] en 1999. Concretamente, en el Corolario 3.4.2,
demostramos:
Sea Σ una hipersuperficie que bordea un dominio compacto en un producto
de deformación (warped) R×exp P , donde P es una variedad de Riemann
espinorial completa que admite un campo de espinores paralelo no trivial
(por ejemplo, una variedad llana o una variedad de Calabi-Yau o una va-
riedad hiperkähleriana). Si Σ tiene curvatura media constante, entonces o
bien es una esfera geodésica dentro de un espacio hiperbólico (o sea, P es
llana en este caso) o bien es una hipersuperficie a altura constante {s}×P
(y, en ese caso, P es compacta).
La Memoria finaliza con la demostración de un principio holográfico que, en su versión
más débil y quizás más comprensible, se enuncia para variedades espinoriales compactas
con borde no vaćıo que tienen curvatura de Ricci constante negativa. En efecto, un caso
particular de nuestro Teorema 3.5.1 (ver [HMR2]) afirma los siguiente:
Sea M una variedad de Riemann espinorial compacta de dimensión n+ 1
que tiene curvatura de Ricci constante −n y cuyo borde no vaćıo tiene
curvatura media no negativa con respecto al normal interior. Entonces cada
campo de espinores de Killing real o paralelo sobre el borde es la restricción
de un campo de espinores de Killing imaginario definido en todo M .
Como consecuencia de esto, la Memoria se cierra con los siguientes resultados de uni-
cidad para la ecuación de Einstein:
Una variedad de Riemann espinorial completa de dimensión n + 1 y con
curvatura de Ricci constante −n cuyo borde es una hipersuperficie con cur-
vatura media (interior) no negativa e isométrica a una esfera es necesaria-
mente un disco hiperbólico.
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Si una variedad de Riemann espinorial completa sin borde tiene curvatura
de Ricci constante negativa y admite una hipersuperficie embebida isométri-




Variedades espinoriales y operador
de Dirac
Como detallábamos en la Introducción, en la presente Memoria obtenemos algunos
teoremas de comparación sobre el espectro del operador de Dirac en variedades con bor-
de y en hipersuperficies que bordean dominios compactos en variedades riemannianas
espinoriales, y los usamos para obtener algunas propiedades geométricas suyas. Este
primer caṕıtulo pretende exponer los preliminares necesarios acerca de las estructuras
espinoriales sobre variedades, de los fibrados de espinores sobre variedades riemannia-
nas espinoriales y del operador de Dirac y su espectro. Por supuesto, los contenidos que
incluimos aqúı se pueden encontrar en forma mucho más amplia en la literatura sobre
el tema. Pretendemos exponerlos en la forma más rápida y, a nuestro entender, más
fácil de asimilar e intentamos evitar las dosis considerables de ambigüedad, y algunas
veces de confusión, que se pueden encontrar en los textos habituales. Sólo daremos de-
mostraciones de los resultados más relevantes desde nuestro punto de vista, aunque en
todo caso proporcionaremos indicaciones más que suficientes para que el lector pueda
desarrollarlas sin demasiado esfuerzo, apoyándose, si fuera necesario en la bibliograf́ıa
recomendada.
1
2 Caṕıtulo – 1. Variedades espinoriales y operador de Dirac
Quizás los mejores textos para introducirse en las bases algebraicas de la geometŕıa
espinorial aśı como en los fundamentos geométricos de la geometŕıa riemanniana espi-
norial pueden ser [LM, Fr2, Wu].
1.1. Álgebras de Clifford y grupos espinoriales
Sea V un espacio vectorial real de dimensión finita n y sea q una forma cuadrática
sobre V . Llamaremos álgebra de Clifford asociada al espacio vectorial métrico V al
álgebra




donde T (V ) = R⊕ V ⊕ (V ⊗ V )⊕ . . . es el álgebra de tensores sobre V e Iq (V ) es el
ideal bilátero generado por todos los elementos de la forma x⊗ x+ q (x) 1, con x ∈ V .
La composición de la inclusión natural V ↪→ T (V ) con la proyección sobre el cociente
T (V ) → Cl (V ) es un monomorfismo que nos permite ver el álgebra de Clifford Cl (V )
como el álgebra real generada por el espacio vectorial V junto con las relaciones
x · x = −q (x) 1, ∀x ∈ V ,
las cuales se traducen en relaciones de anticonmutatividad del tipo
x · y + y · x = −2q (x, y) 1, ∀x, y ∈ V, (1.1)
donde también representamos por q a la forma bilineal simétrica asociada a la forma
cuadrática q.
El espacio vectorial subyacente al álgebra Cl (V ) es independiente de la métrica q,
pues si {v1, . . . , vn} es una base de V , entonces
{vi1 · vi2 · . . . · vik / 0 ≤ k ≤ n, 1 ≤ i1 < i2 < . . . < ik ≤ n}
es una base de Cl (V ). La correspondencia vi1 · vi2 · . . . · vik ↔ vi1 ∧ vi2 ∧ . . .∧ vik (donde
∧ representa el producto exterior), define un isomorfismo de espacios vectoriales entre
Cl (V ) y el álgebra exterior de V . Por tanto, dimCl (V ) = 2n. No obstante, se trata
de un isomorfismo de álgebras únicamente cuando q es la forma nula.
A. Roldán
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No es éste el único caso en el que el álgebra de Clifford es fácil de identificar. Por
ejemplo, es inmediato ver que las álgebras de Clifford asociadas a los espacios vectoriales
métricos R y R2 (con sus métricas eucĺıdeas) son isomorfas a C y H, respectivamente
(donde H representa es cuerpo de los cuaterniones). En lo sucesivo, representaremos
por Cln al álgebra de Clifford asociada al espacio vectorial Rn con su métrica eucĺıdea.
Entonces Cl1 ∼= C y Cl2 ∼= H.
Fijado un x ∈ Cl (V ) invertible, consideremos la aplicación Adx : Cl (V ) → Cl (V )
que asocia a cada y ∈ Cl (V ) el producto Adx (y) := x · y · x−1 ∈ Cl (V ). Cuando
x = u ∈ V es un vector con q(u) 6= 0, las relaciones (1.1) implican que
Adu (v) = −v + 2
q (v, u)
q(u)
u ∈ V, ∀v ∈ V.
Por tanto, Adu, restringida a V , es menos la simetŕıa q-ortogonal con respecto al plano
perpendicular a u. Dado que Adu1·u2 = Adu1 ◦Adu2 , podemos afirmar que la aplicación
u1 · . . . · uk ∈ Cl (V ) 7→ Adu1·...·uk ∈ O (V )
proporciona un homomorfismo entre el grupo
{u1 · . . . · uk ∈ Cl (V ) / u1, . . . , uk ∈ V, q (ui) = ±1}
y el grupo ortogonal O (V ). Llamaremos grupo espinorial de V al subgrupo
Spin (V ) := {u1 · . . . · u2m ∈ Cl (V ) / ui ∈ V, q (ui) = ±1, i = 1, . . . , 2m}
del álgebra de Clifford de V . La restricción
u1 · . . . · u2k ∈ Spin(V ) 7→ Adu1·...·u2k ∈ SO (V )
lleva a u1 · . . . ·u2k en el producto de las simetŕıas q-ortogonales asociadas a los vectores
u1, . . . , u2k. Por tanto toma valores en el subgrupo SO(V ) ⊂ O(V ). Supongamos que
q es no degenerada. Del teorema de Cartan-Dieudonné [ST] se deduce que este homo-
morfismo es sobreyectivo, pues toda transformación ortogonal directa de un espacio
vectorial métrico de dimensión finita n es la composición de un número par de no más
de n simetŕıas, pero no es inyectivo pues Ad−u = Adu. Tenemos pues un epimorfismo
continuo
Spin (V )
Ad−→ SO (V ) . (1.2)
A. Roldán
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Se puede comprobar que su núcleo es {1,−1}, [Fr2, página 16] o [LM, página 14]. Por
lo tanto, Spin (V ), dotado de la topoloǵıa inducida del espacio vectorial Cl (V ), es un
recubridor de dos hojas de SO (V ). Este recubridor es conexo cuando n ≥ 2 y q es
definida positiva porque, en ese caso, los elementos 1 y −1 se pueden unir en Spin(V )
por una curva continua. En efecto si u, v ∈ V son dos vectores unitarios y perpendi-
culares esa curva podŕıa ser (cos t u + sin t v) · (cos t u − sin t v). Representaremos por
Spinn al grupo espinorial del espacio vectorial métrico Rn. Como el grupo fundamental
del grupo especial ortogonal SOn es Z2 si n ≥ 3, Spinn es, en este caso, el recubridor
universal de SOn. Cuando n = 2, SO2 es la circunferencia S1, cuyo grupo fundamental
es Z. En este caso Spin2 es también isomorfo a S1.
1.2. Espacios de espinores
Se suelen llamar espinores, asociados a V , a los vectores de aquellos espacios sobre
los que actúa el álgebra de Clifford Cl (V ). Desde esta perspectiva, los primeros tipos
de espinores que podemos considerar son los propios elementos del álgebra de Clifford,
pues ésta actúa sobre śı misma a través de su propio producto, pero no de forma
irreducible. Normalmente, reservaremos el término espinor para los vectores de los
espacios sobre los que actúa irreduciblemente el álgebra de Clifford. Ya que la teoŕıa de
representación de álgebras es mucho más simple en el caso complejo, es útil introducir
la noción de álgebra de Clifford sobre un espacio vectorial métrico complejo.
La complexificación VC del espacio vectorial métrico real V es un espacio vectorial
métrico complejo, considerando la forma cuadrática qC que extiende a q por lineali-
dad respecto de C. Se define el álgebra de Clifford Cl (VC) de forma análoga a como
hicimos en el caso real, siendo en este caso una álgebra compleja. No es dif́ıcil ver
que Cl (VC) ∼= Cl (V ) ⊗R C y que, por tanto, esta álgebra compleja, Cl (VC), con-
tiene a Cl (V ) como subálgebra real. Por ejemplo, Cln es una subálgebra real de
Cln := Cln ⊗R C ∼= Cl (RnC) = Cl (Cn), donde en Cn se considera la métrica que
extiende al producto escalar eucĺıdeo de Rn de forma C-bilineal y simétrica.
En el caso más simple, si n = 1, el monomorfismo γ : C → C ⊕ C dado por
γ(e1) = (i,−i) se extiende a un monomorfismo de álgebras γ : Cl1 → C ⊕ C, que
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se ve que es un isomorfismo si uno atiende a las dimensiones de ambos espacios. La
subálgebra real Cl1 no es más que el subespacio {(z, z̄) / z ∈ C}, que es una subágebra
isomorfa a C. Se comprueba inmediatamente que Spin1 es el grupo trivial {(1, 1)}.
Cuando n = 2, el monomorfismo de espacios vectoriales complejos γ : C2 →MC(2)
dado por













donde σ1, σ2 y σ3 = σ1σ2 son las llamadas matrices de Pauli, nos permite identificar
el álgebra de Clifford compleja Cl2 con el álgebra de matrices MC(2). Con esa iden-





, z, w ∈ C,
que es isomorfa a H, como ya hab́ıamos señalado antes, y el grupo espinorial Spin2 no






/ z ∈ C, |z| = 1
}
.
Análogamente el monomorfismo γ : C3 →MC(2)⊕MC(2) dado por
e1 = (1, 0, 0)
γ7−→ (σ1,−σ1) e2 = (0, 1, 0)
γ7−→ (σ2,−σ2) e3 = (0, 0, 1)
γ7−→ (σ3,−σ3)
demuestra que Cl3 es isomorfa a MC(2) ⊕MC(2) y, de camino, que Cl3 corresponde,
bajo el correspondiente isomorfismo, a la subálgebra H ⊕ H y que el grupo espinorial
de orden tres es
Spin3 =
{





, z, w ∈ C, |z|2 + |w|2 = 1
}
,
que es isomorfo al grupo especial unitario SU2.
Como antes hemos indicado, las representaciones irreducibles de Cln son más sen-
cillas que las de Cln. En efecto, cada representación compleja de Cln se descompone en
suma directa de representaciones irreducibles. Si esto se aplica a la representación de
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Cln sobre śı misma que proporciona la multiplicación por la izquierda, se deduce que el
álgebra Cln es suma directa de ideales (por la izquierda) minimales suyos. Se demuestra
que cada uno de estos ideales tiene dimensión compleja N = 2[n/2] (ver [Fr2]) donde [ ]
representa la función parte entera. Elegimos uno de ellos al que representaremos por
Sn ⊂ Cln. Aśı, para cada n, disponemos de una representación irreducible
γn : Cln → EndC (Sn)
dada por
γn(x)ψ = x · ψ x ∈ Cln, ψ ∈ Sn.
A este espacio vectorial Sn lo denominaremos espacio de espinores complejos (o de
Weyl) sobre Rn. Obsérvese que S2m y S2m+1 son espacios vectoriales isomorfos porque
poseen la misma dimensión. Cuando n = 2m es par, γ2m es única salvo equivalencia.
De hecho, es un isomorfismo. Sin embargo, cuando n = 2m+ 1 es impar, la restricción
de γ2m+1 a la subálgebra Cl02m+1, engendrada por los monomios de grado par, sigue







proporciona un isomorfismo entre Cl2m+1 y EndC (S2m+1) ⊕
EndC (S2m+1). Estas dos representaciones se caracterizan por las igualdades siguientes
γ2m+1 (ω) = IdS2m+1 , γ
′
2m+1 (ω) = −IdS2m+1 ,
donde ω := i[(n+1)/2]e1 · . . . · en ∈ Cln es el llamado elemento de volumen complejo y
donde {e1, . . . , en} es cualquier base ortonormal positivamente orientada de Rn.
En el caso par n = 2m, como ω2 = 1, el espacio de espinores se descompone como
suma directa
S2m = S+2m ⊕ S−2m, (1.3)
de espacios propios de γ2m (ω) correspondientes a los valores propios ±1. Esta igualdad
se conoce como descomposición quiral del espacio de espinores y, consecuentemente,
se habla de espinores de Weyl positivos y negativos. Los dos subespacios quirales S±2m
tienen la misma dimensión, ya que γ2m (x) es un isomorfismo entre ellos, para cada
x ∈ Rn no nulo.
Examinemos más de cerca los casos n = 1, n = 2 y n = 3, para los cuales ya
hab́ıamos identificado Cl1, Cl2 y Cl3 como álgebras de matrices. En el caso n = 1
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es inmediato ver que S1 = C y que γ1|C = γ. Está claro que, en los casos restantes,
S2 = S3 = C2. Además γ2|C2 = γ, o sea,
γ2(v1, v2) = γ(v1, v2) = v1σ1 + v2σ2
para cada (v1, v2) ∈ C2 y se extiende como un homomorfismo de álgebras a Cl2.
Además, ya que γ2(ω) = iγ(e1)γ(e2) = iσ1σ2 = iσ3, se tiene que la descomposición
quiral de S2 está dada por
S+2 = {(z, w) ∈ C2 / z = 0} S−2 = {(z, w) ∈ C2 /w = 0}.
En el caso de dimensión 3 se tiene que
γ3(v1, v2, v3) = γ(v1, v2, v3) = v1σ1 + v2σ2 + v3σ3
para cada (v1, v2, v3) ∈ C3 y se extiende a Cl3 como un homomorfismo de álgebras.
Además γ′3 está determinada por la igualdad
γ′3|C3 = −γ3|C3 .
Como la esfera Sn−1 es compacta, cualquier producto hermı́tico sobre Sn puede
ser simetrizado de forma que los endomorfismos γn (u) sean transformaciones unitarias
cuando u es un vector unitario de Rn. De esta manera, podemos disponer de un producto
hermı́tico ( , ) : Sn × Sn → C compatible con la acción del álgebra de Clifford Cln en
el sentido de que
(γn (u)ψ1, γn (u)ψ2) = (u · ψ1, u · ψ2) = |u|2 (ψ1, ψ2) , (1.4)
para cada ψ1, ψ2 ∈ Sn y cada u ∈ Rn. Como consecuencia,
(γn (u)ψ1, ψ2) = − (ψ1, γn (u)ψ2) ,
es decir, γn es una representación antihermı́tica. Representaremos por 〈 , 〉 = < ( , )
a la parte real de este producto hermı́tico. Pero entre todos los posibles productos
hermı́ticos sobre Sn que son compatibles, en este sentido, con la acción del álgebra de
Clifford hay uno que destacaremos y que será el que usemos en lo que sigue, salvo
indicación contraria. En efecto, existe un único producto hermı́tico sobre el álgebra de
Clifford Cln que hace que todos los monomios de la forma ei1 ·ei2 · . . . ·eik sean unitarios
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y ortogonales, supuesto que {e1, . . . , en} es una base ortonormal de Rn. No es dif́ıcil
ver que, con esta definición, se tiene
(u · x, u · y) = (x · u, y · u) = (x, y) u ∈ Sn−1 ⊂ Rn, x, y ∈ Cln. (1.5)
De aqúı se deduce inmediatamente (1.4), ya que Sn ⊂ Cln.
La restricción al grupo Spinn de la representación compleja irreducible γn : Cln →
EndC (Sn) (puesto que Spinn ⊂ Cln ⊂ Cln)
γn|Spinn : Spinn ⊂ Cln → EndC (Sn) , (1.6)
se denominará representación compleja espinorial del grupo Spinn. La propiedad fun-
damental de esta representación es que no se factoriza a través de la proyección
Ad : Spinn → SOn. Aunque proviene de una representación irreducible del álgebra de
Clifford compleja, hay que hacer notar que es una representación irreducible del grupo
espinorial sólo cuando n es impar. Cuando n es par los espacios de quiralidad positiva
y negativa son invariantes por la representación del grupo espinorial que, restringida
a esos subespacios, śı proporciona dos representaciones irreducibles no equivalentes,
[LM, Proposición 5.15]. Está claro, por (1.5), que esta representación es unitaria con
respecto al producto hermı́tico de Sn, es decir que
(γn(a)ψ1, γn(a)ψ2) = (a · ψ1, a · ψ2) = (ψ1, ψ2)
donde a ∈ Spinn y ψ1, ψ2 ∈ Sn.
En los casos de dimensión 2 y 3 que hemos analizado más en detalle, se puede ver
fácilmente que el producto hermı́tico usual de C2 es compatible con la acción de Cl2 y
de Cl3, de forma que tanto Spin2 como Spin3 se pueden ver dentro del grupo U(2) de
transformaciones unitarias de C2.
1.3. Variedades espinoriales
Sea Mn una variedad diferenciable de dimensión n dotada de una métrica de
Riemann g = 〈 , 〉. En cada p ∈ M se dispone del espacio vectorial TpM dotado de la
métrica gp. Se pueden pues construir las álgebras de Clifford Cl(TpM) ⊂ Cl((TpM)C)
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sobre él, a las que representaremos por Clp(M) ⊂ Clp(M) respectivamente. No hay
mucha dificultad en comprobar que a las uniones disjuntas⋃
p∈M




se les puede dotar de una estructura diferenciable natural que las convierte en fibrados
vectoriales sobre M , que representaremos respectivamente por Cl(M) y Cl(M), res-
pectivamente (la teoŕıa de fibrados que usaremos puede consultarse en [KN, Bi, Hu]).
De hecho estos fibrados vectoriales están asociados al fibrado principal L(M) de las
referencias lineales sobre la variedad M mediante la representación de su grupo estruc-
tural GLn sobre Cln que extiende de forma trivial la representación usual sobre Rn.
También se pueden ver como fibrados asociados al fibrado principal O(M) mediante la
correspondiente extensión de la representación de On ⊂ GLn.
En cada fibra Clp(M) del fibrado de Clifford se pueden destacar el correspondiente
grupo espinorial Spin(TpM) ⊂ Clp(M) ⊂ Clp(M), que es una subvariedad suya, y
el espacio de espinores Sn(TpM) ⊂ Clp(M), que es un ideal minimal por la izquier-
da. Sin embargo, no es obvio cómo reunir esos subconjuntos de las fibras de Cl(M)
para construir fibrados sobre M cuyas fibras sean respectivamente el grupo Spinn y
el espacio vectorial complejo Sn. Las obstrucciones correspondientes son de naturaleza
topológica y el lenguaje adecuado para describirlas es el de las clases caracteŕısticas en
cohomoloǵıa. Quizás la teoŕıa de cohomoloǵıa que permite hacerlo más rápidamente y
con más claridad es la de Čech (en [ES, Sp] puede consultarse un estudio detallado de
este tipo de cohomoloǵıa, y también en [Wr, página 200 y siguientes]).
Sea E
π→ M un fibrado vectorial de rango r sobre M . Si U = {Ui}i∈I es un
recubrimiento de M por abiertos conexos que trivializan el fibrado, o sea, tales que
existen isomorfismos de fibrados
π−1(Ui)
ψi−→ Ui × Rr,
cada cambio de trivialización
ψj ◦ ψ−1i : (Ui ∩ Uj)× Rr → (Ui ∩ Uj)× Rr
es de la forma (IUi∩Uj , σij), donde cada
σij : (Ui ∩ Uj)× Rr → Rr
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es lineal y biyectiva en las variables de Rr. Por tanto, se puede considerar como una
aplicación diferenciable
σij : Ui ∩ Uj −→ GLr.
Estas aplicaciones son las llamadas funciones de transición del fibrado E y la familia
{σij}i,j∈I formada por ellas lo determina uńıvocamente. Pero no sólo eso sino que
además esas funciones de transición nos permiten construir un fibrado principal L(E)
sobre M con fibra el grupo GLr. No es nada dif́ıcil ver que L(E) podŕıa construirse
también como el fibrado de las referencias lineales de E, es decir, el que tiene como
fibra en cada punto de M el conjunto de bases ordenadas de la fibra de E en ese punto.
Está también claro que el fibrado vectorial asociado a L(E) mediante la acción usual
de GLr sobre el espacio vectorial Rr es el propio E con el que empezamos.
La misma definición de funciones de transición nos da la igualdad
σik = σjkσij, (1.7)
válida en Ui ∩ Uj ∩ Uk para cada tres ı́ndices i, j, k ∈ I tales que los abiertos corres-
pondientes tengan intersección no vaćıa, que se suele llamar condición de cociclo. Esto
es aśı aunque la familia {σij}i,j∈I no proporcione un cociclo en ningún grupo de coho-
moloǵıa, porque está formada por aplicaciones que toman valores en GLr, que es un
grupo no abeliano. Definimos una 1-cocadena c = {cij}i,j∈I , cij : Ui ∩ Uj → Z2, con
coeficientes en el grupo multiplicativo Z2 = {+1,−1}, que śı es abeliano, asociada al




i, j ∈ I.
La condición de cociclo (1.7) implica que
cik = cjkcij
en Ui ∩ Uj ∩ Uk para cada tres ı́ndices i, j, k ∈ I, o sea, c es un 1-cociclo asociado a
U con coeficientes en Z2. A la clase de cohomoloǵıa [c] que engendra c en el grupo
H1(M,Z2) la representaremos por
w1(E) = [c] ∈ H1(M,Z2).
Observación 1.3.1 De la definición anterior se deducen las tres propiedades siguien-
tes. Las dos primeras de forma inmediata. La tercera con algo más de trabajo, pero
también directamente.
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1. Si E y F son dos fibrados vectoriales sobre la misma variedad M , entonces
w1(E ⊕ F ) = w1(E)w1(F )
(recordemos que estamos viendo a Z2 y, por tanto, a H1(M,Z2) como grupos
multiplicativos).
2. Si f : N →M es una aplicación diferenciable, entonces
w1(f
∗E) = f ∗w1(E).
3. Si L→ RP 1 es el fibrado canónico sobre la recta proyectiva, entonces
w1(L) = −1.
Por esas tres razones se ve que la clase de cohomoloǵıa w1(E) ∈ H1(M,Z2) que
hemos construido no es más que la primera clase de Stiefel-Whitney del fibrado
E, [MS, caṕıtulo 4], [Wh, página 305 y siguientes], [LM, página 79 y siguientes].
Esta w1(E) se dice que es una clase caracteŕıstica de E, [KN, caṕıtulo XII], ya
que es una señal dejada en la cohomoloǵıa de M por la existencia de tal fibrado.
Supongamos que w1(E) = +1, o sea, que la primera clase de Stifel-Whitney de E sea
nula. En ese caso el cociclo c es un coborde. Aśı pues existe una 0-cocadena ε sobre M
con coeficientes en Z2 y asociada a un refinamiento, [Wr, página 202], que seguiremos
representando de la misma forma, del recubrimiento U tal que δε = c. Es decir ε es una




en Ui ∩Uj, para cada par de ı́ndices i, j ∈ I. Entonces podemos pasar de las trivializa-
ciones ψi a otras ψ̃i sobre cada π









donde σ es cualquier simetŕıa de Rr. No es dif́ıcil darse cuenta que las funciones de
transición σ̃ij de esta nueva familia de trivializaciones de E cumplen det σ̃ij > 0, para
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cada par i, j ∈ I. Dicho de otra forma, la primera clase de Stiefel-Whitney de E se
anula si y solamente si se puede encontrar una familia de funciones de transición para
E que tomen valores en el subgrupo GL+r ⊂ GLr. Esto permite dar una orientación en
cada fibra Ep, p ∈ M , de E que vaŕıa continuamente con los puntos. También se ve
que cada 0-cociclo η sobre M con coeficientes en Z2 nos proporciona una orientación
de E sin más que cambiar ε por εη. O sea, el conjunto de posibles orientaciones es un
espacio af́ın respecto del grupo H0(M,Z2). Esto puede interpretarse alternativamente
en términos del fibrado principal L(E) de las referencias lineales de E.
Observación 1.3.2 La primera clase de Stiefel-Whitney w1(E) ∈ H1(M,Z2) de un
fibrado vectorial E sobre la variedad M se anula si y sólo si el grupo estructural GLr
del fibrado de las referencias lineales L(E) puede ser reducido a GL+r . O sea, existe
















Se dice entonces que E es orientable y que L+(E) es una orientación suya. De
hecho, L+(E) puede identificarse con las bases de E que están positivamente orientadas
(respecto de esa orientación). El fibrado vectorial asociado a ese nuevo fibrado principal
L+(E) respecto de la acción usual de GL+r sobre Rr es el mismo E de partida.
Cuando el fibrado vectorial E está dotado de una métrica de Riemann, la anulación
de w1(E), o sea, la orientabilidad de E tiene efectos sobre su estructura métrica. De
hecho, en el caso riemanniano, el 1-cociclo c que representa a la clase w1(E) puede
construirse a partir de una familia de funciones de transición {σij}i,j∈I que tomen
valores en el grupo ortogonal Or ⊂ GLr. Su anulación permite entonces pasar a otras
funciones de transición con valores en Or ∩GL+r = SOr.
Observación 1.3.3 La primera clase de Stiefel-Whitney w1(E) ∈ H1(M,Z2) de un
fibrado vectorial E sobre la variedad M se anula, o sea, E es orientable, si y sólo
si, para cada métrica de Riemann sobre E, el grupo estructural Or del fibrado de las
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referencias ortonormales O(E) puede ser reducido a SOr. O sea, existe un subfibrado















El subfibrado SO(E) determina una orientación en E y puede identificarse con el
fibrado de las bases ortonormales de E que están positivamente orientadas (respecto
de esa orientación). El fibrado vectorial asociado a ese nuevo fibrado principal SO(E)
respecto de la acción usual de Or sobre Rr es el mismo E de partida.
Cuando el fibrado que se considera sobre la variedad M es su fibrado tangente, es
decir, cuando E = TM , a la clase w1(TM) se le llama primera clase de Stiefel-Whitney
de la variedad M y se suele representar por w1(M). Está claro que su anulación equivale
a que la variedad M sea orientable en su sentido habitual.
Toda la discusión anterior sobre orientabilidad de fibrados en términos de la primera
clase de Stiefel-Whitney no es más que para poner de manifiesto la analoǵıa con la
obstrucción topológica a la existencia de espinores sobre una variedad de Riemann. Esta
obstrucción es una clase caracteŕıstica de orden dos, de suerte que la espinoriabilidad se
va a ver como una especie de orientabilidad de segundo orden. Partimos de un fibrado
vectorial orientado E
π→ M . Es decir, que w1(E) = +1 y además tenemos destacado
un recubrimiento U = {Ui}i∈I de M por abiertos que trivializan E con funciones de
transición {σij}i,j∈I que toman valores enGL+r . La descomposición polar de las matrices
cuadradas muestra que el grupo especial ortogonal SOr es un retracto de deformación
de GL+r y aśı π1(GL
+
r ) = Z2, si r ≥ 3, y π1(GL+2 ) = Z. Por tanto tenemos a nuestra
disposición, para r ≥ 2, un grupo de Lie G̃L
+
r que es recubridor de dos hojas conexo
de GL+r tal que Spinr ⊂ G̃L
+





SOr ⊂ GL+r .
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1 . Como podemos suponer además,
sin pérdida generalidad, que todos los abiertos Ui ∩ Uj son 1-conexos, cada función de
transición σij puede levantarse a una aplicación
σ̃ij : Ui ∩ Uj −→ G̃L
+
r .
Esta nueva familia de funciones {σ̃ij}i,j∈I con valores en el grupo G̃L
+
r no es siempre
otra familia de funciones de transición para E, ya que la condición de cociclo (1.7) que
cumple la familia {σij}i,j∈I no se reproduce automáticamente en los levantamientos.









r es la involución que intercambia las hojas. Esto nos permite
definir una 2-cocadena d = {dijk}i,j,k∈I , dijk : Ui ∩ Uj ∩ Uk → Z2, de la cohomoloǵıa de










Esta definición y la condición (1.7) implican que
djkldijl = dikldijk,
es decir, que d es un 2-cociclo asociado al recubrimiento U con coeficientes en Z2.
Consideraremos la correspondiente clase de cohomoloǵıa
w2(E) = [d] ∈ H2(M,Z2).
Se ve sin demasiada dificultad que w2(E) no depende de la orientación elegida en el
fibrado orientable E.
Observación 1.3.4 De la definición anterior se deducen las propiedades siguientes de
w2(E). Las dos primeras son inmediatas y análogas a las señaladas para w1(E).
1. Si E y F son dos fibrados vectoriales orientables sobre la misma variedad M ,
entonces
w2(E ⊕ F ) = w2(E)w2(F )
(recordemos que estamos viendo a Z2 y, por tanto, a H2(M,Z2) como grupos
multiplicativos).
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2. Si f : N →M es una aplicación diferenciable, entonces
w2(f
∗E) = f ∗w2(E).
3. Si L→M es un fibrado de rectas, entonces
w2(L) = +1.
Por esas razones se ve que la clase de cohomoloǵıa w2(E) ∈ H2(M,Z2) que hemos
construido no es más que la segunda clase de Stiefel-Whitney del fibrado orientado
E.
Veamos qué consecuencias geométricas tiene la anulación de esta nueva clase carac-
teŕıstica que hemos construido para el fibrado orientado E. Si w2(E) = +1 es porque
el 2-cociclo d es un coborde. Entonces existe una 1-cocadena ρ con coeficientes en Z2,
asociada a un refinamiento del recubrimiento U tal que δρ = d. Trabajaremos como
si el refinamiento de U fuera el mismo U . Entonces ρ es una familia de aplicaciones





en cada intersección Ui ∩ Uj ∩ Uk. Estos ρij nos permiten modificar los levantamientos
σ̃ij de la siguiente forma. Para cada par i, j ∈ I tal que Ui ∩Uj sea no vaćıo, definimos
la aplicación ˜̃σij : Ui ∩ Uj → G̃L+r por la igualdad
˜̃σij = { σ̃ij
τ(σ̃ij)




Se puede ver ahora, usando (1.8) y (1.9), que los nuevos levantamientos a G̃L
+
r śı cum-
plen la condición de cociclo, o sea,
˜̃σjk˜̃σij = ˜̃σik.
Dicho de otra forma, la familia de funciones {˜̃σij}i,j∈I forman un conjunto de fun-
ciones de transición de un nuevo fibrado principal con grupo estructural G̃L
+
r . Esas
funciones son levantamientos de las funciones de transición de E y, por tanto, el nuevo
fibrado recubre a L+(E). Además, cada cocadena ρ que cumpla (1.9) proporciona un
levantamiento de ese tipo.
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Observación 1.3.5 La segunda clase de Stiefel-Whitney w2(E) ∈ H1(M,Z2) de un
fibrado vectorial orientable E sobre la variedad M se anula si y sólo si, para cada
orientación sobre E, el grupo estructural GL+r del fibrado L
+(E) de las referencias
lineales positivamente orientadas puede ser levantado a G̃L
+
r . O sea, existe un fibra-
do L̃+(E), recubridor de dos hojas de L+(E), con grupo estructural G̃L
+



















Se dice entonces que E es un fibrado espinorial y que L̃+(E) es una estructura
espinorial sobre E. El número de estructuras espinoriales sobre E que no son equi-
valentes coincide con el orden del grupo H1(M,Z2). A L̃+(E) se le suele dar el nombre
de fibrado de las referencias espinoriales sobre E. El fibrado vectorial asociado
a ese nuevo fibrado principal L̃+(E) respecto de la acción de G̃L
+
r sobre Rr, a través
de la proyección sobre GL+r , es el mismo fibrado E de partida.
Es interesante destacar que toda acción del grupo recubridor G̃L
+
r sobre un espacio
vectorial pasa a través de la proyección recubridora a GL+r (ver [We]). Esto impide
construir fibrados vectoriales asociados al nuevo fibrado principal L̃+(E) que no sean
los que ya se pod́ıan construir a partir de L+(E).
De la misma forma que cuando estudiábamos la orientabilidad, la anulación de la
segunda clase w2(E) de Stiefel-Whitney de un fibrado orientado E tiene importantes
efectos sobre cualquier estructura riemanniana de la que se pueda dotar a E. Esto es
aśı ya que el 2-cociclo d que hemos construido antes para representar a w2(E), cuando
hay una métrica de Riemann en E, podŕıa haberse definido a partir de una familia de
funciones de transición {σij}i,j∈I que tomaran valores en el grupo especial ortogonal
SOr. La siguiente observación resume esas consecuencias.
Observación 1.3.6 La segunda clase de Stiefel-Whitney w2(E) ∈ H2(M,Z2) de un
fibrado vectorial orientable E sobre la variedad M se anula, o sea, E es espinorial, si y
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sólo si, para cada orientación y cada métrica de Riemann sobre E, el grupo estructural
SOr del fibrado SO(E) de las referencias ortonormales positivamente orientadas puede
ser levantado a Spinr. O sea, existe un fibrado principal Spin(E), recubridor de dos












SO(E)× SOr // SO(E)
π
::ttttttttt
Cada recubrimiento Spin(E) de este tipo se llama una estructura riemanniana
espinorial sobre E. A Spin(E) se le suele llamar el fibrado de las referencias espino-
riales de E. El fibrado vectorial asociado a ese nuevo fibrado principal Spin(E) respecto
de la acción de Spinr sobre Rr, a través de la proyección sobre SOr, es el mismo E de
partida.
Definición 1.3.7 En el caso particular en el que el fibrado E sea el propio fibrado
tangente TM de la variedad M , la clase w2(TM) ∈ H2(M,Z2) es la segunda clase
de Stiefel-Whitney de la variedad y se representa por w2(M). Cuando se anula esta
w2(M) se dice que M es una variedad espinorial.
Se deduce de lo anterior que toda variedad orientable con segundo grupo de coho-
moloǵıa con coeficientes en Z2 que sea nulo es una variedad espinorial. Por ejemplo, el
espacio eucĺıdeo Rn y el espacio hiperbólico Hn son variedades espinoriales.
Por otro lado, si M es una hipersuperficie orientable de una variedad espinorial N ,
la descomposición
TN|M = TM ⊕ T⊥M
implica, de acuerdo con las propiedades reseñadas en la Observación 1.3.4,
+1 = w2(TN|M) = w2(M)w2(T
⊥M) = w2(M),
ya que el fibrado normal T⊥M es trivial. Por tanto, toda hipersuperficie orientable de
una variedad espinorial hereda esta propiedad. Aśı pues, las esferas Sn de cualquier
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dimensión son variedades espinoriales. Por la misma razón, toda superficie compacta
orientable es espinorial.
La situación no es siempre tan sencilla, como demuestra el hecho de que el espacio
proyectivo real RP n sea una variedad espinorial si y sólo si n ≡ 3 (mod 4).
Definición 1.3.8 Sea M una variedad espinorial de dimensión n dotada de una mé-
trica de Riemann. Diremos que M es una variedad riemanniana espinorial. Lla-
maremos estructura riemanniana espinorial a cualquier estructura riemanniana
espinorial sobre su fibrado tangente TM . Es decir, a un fibrado principal Spin(M) so-
bre M con grupo estructural Spinn que es un recubridor de dos hojas del fibrado SO(M)
de las bases ortonormales positivamente orientadas de M , compatible con las acciones
de SOn y Spinn sobre SO(M) y Spin(M), respectivamente. Está claro que, para cada
métrica sobre M , hay tanta estructuras riemannianas espinoriales como elementos en
H1(M,Z2).














SO(M)× SOn // SO(M)
π
::uuuuuuuuu
donde las flechas horizontales son las respectivas acciones de los grupos estructurales.
1.4. El fibrado espinorial
Supongamos que M es una variedad riemanniana espinorial de dimensión n en la
que se ha fijado una orientación concreta y una estructura espinorial Spin(M).
Definición 1.4.1 Llamaremos fibrado espinorial (complejo), y lo representare-
mos por SM , al fibrado vectorial asociado al fibrado principal Spin(M) mediante la
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representación espinorial compleja γn|Spinn : Spinn ⊂ Cln → EndC (Sn), es decir,
SM := Spin(M)×γn Sn.
Por definición, SM es un fibrado vectorial complejo sobre M de rango dimC Sn =
2[n/2]. Un campo de espinores sobre M será una cualquier sección diferenciable sobre
este fibrado. Notaremos por Γ (SM) el espacio formado por todos los campos de es-
pinores sobre M . Es interesante observar que, aunque se puede hablar de estructuras
espinoriales sobre variedades orientadas que no estén dotadas de métricas, no aśı de
espinores. El fibrado de espinores SM sólo aparece en presencia de una estructura rie-
manniana espinorial. Esto es aśı porque la representación γn del grupo Spinn no tiene
ninguna análoga para el grupo G̃L
+
n , ya que, como comentamos anteriormente, todas
las representaciones de este último grupo son representaciones lineales, es decir, pasan
a través de la proyección a GL+n .
En el caso particular de que n = 2m sea par, la descomposición (1.3) de Sn en
subespacios de espinores de Weyl positivos y negativos, que es invariante por la acción
γn del grupo estructural, produce una descomposición en el fibrado espinorial (conocida
como descomposición quiral del fibrado espinorial)
SM = S+M ⊕ S−M, donde S±M = Spin(M)×γ2m S±2m. (1.10)
Del hecho de que la fibra tipo Sn de SM sea un ideal a la izquierda del álgebra de
Clifford Cln vamos a deducir que el fibrado espinorial SM es un fibrado de módulos
sobre el fibrado de álgebras Cl(M).
Debemos recordar que el fibrado de Clifford se definió como un fibrado vectorial
asociado a los fibrados principales L(M) y O(M), pero no hay ningún problema para
ver que también es un fibrado vectorial asociado a Spin(M), como ocurre con el fibrado
espinorial SM . En efecto, el grupo estructural Spinn actúa sobre la fibra tipo Cln de
dos maneras que son naturales: mediante la acción adjunta Ad dada por
Ada(x) = a · x · a−1, a ∈ Spinn ⊂ Cln, x ∈ Cln
y mediante la multiplicación por la izquierda γn dada por
γn(a)(x) = a · x, a ∈ Spinn ⊂ Cln, x ∈ Cln.
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Las dos son acciones unitarias con respecto al producto hermı́tico natural del álgebra de
Clifford, como se desprende de (1.5). La primera de ellas originó el recubrimiento (1.2)
y la segunda da lugar a la representación espinorial (1.6). Se pueden construir entonces
dos fibrados vectoriales asociados a la estructura riemanniana espinorial Spin(M) con
la misma fibra tipo Cln:
Spin(M)×Ad Cln y Spin(M)×γn Cln.
Se comprueba rápidamente que la representación adjunta Ad se factoriza a través de
la proyección (1.2) y aśı se reduce a una acción de SOn. Esto implica que
Spin(M)×Ad Cln ∼= Cl(M),
es decir, que el primero de esos dos fibrados asociados no es más que el fibrado de
Clifford sobre la variedad. El segundo de ellos, que se suele representar como
Clspin(M) := Spin(M)×γn Cln,
no debe ser confundido con el primero. Las siguientes propiedades los distinguen y los
relacionan estrechamente:
1. El fibrado de Clifford Cl(M) está definido sobre cualquier variedad de Riemann,
espinorial o no, y contiene como subfibrado suyo al fibrado tangente TM . Sin
embargo, Clspin(M) sólo tiene sentido en una variedad riemanniana espinorial y
contiene como subfibrado suyo a SM , ya que se da la inclusión correspondiente
Sn ⊂ Cln entre sus fibras tipo, y las acciones de Spinn sobre sus fibras coinciden
(ambas son esencialmente la multiplicación a la izquierda del álgebra de Clifford).
2. Ambos fibrados son fibrados hermı́ticos, porque, en ambos, el producto hermı́tico
natural de la fibra Cln pasa a las secciones de forma diferenciable. Esto es aśı ya
que, por (1.5), tanto γn como Ad actúan mediante transformaciones hermı́ticas.
Representaremos ambos productos indistintamente por
( , ) : Γ(Cl(M))⊗ Γ(Cl(M)) −→ C∞(M)
( , ) : Γ(Clspin(M))⊗ Γ(Clspin(M)) −→ C∞(M).
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3. Sobre ambos fibrados tenemos sendas derivaciones covariantes que provienen del
levantamiento a Spin(M) de la conexión de Levi-Civita de la variedad rieman-
niana M , que es una conexión sobre SO(M), [Fr2, Sec. 3.1], [LM, Sec. II.4].
Ambas serán representadas por ∇ y ambas paralelizan los productos hermı́ticos
anteriores. O sea,
X(Y, Z) = (∇XY, Z) + (Y,∇XZ) X ∈ Γ(TM) Y, Z ∈ Γ(Cl(M))
X(φ, ψ) = (∇Xφ, ψ) + (φ,∇Xψ) X ∈ Γ(TM) φ, ψ ∈ Γ(Clspin(M)).
La conexión de Cl(M) deja invariante el subfibrado TM , ya que Rn ⊂ Cln queda
invariante por la acción Ad, y su restricción es la conexión de Levi-Civita de
la variedad M . De la misma forma, la conexión de Clspin(M) deja invariante el
subfibrado espinorial SM , porque Sn ⊂ Cln queda invariante por la acción γn,
que es la multiplicación a la izquierda. Se obtiene aśı una derivación covariante
sobre el fibrado espinorial, que se también se suele llamar conexión de Levi-Civita
espinorial. Cuando n = 2m es par, el mismo argumento anterior prueba que los
subfibrados quirales S±M quedan invariantes para esta conexión de Levi-Civita.
4. El producto de la fibra tipo Cln sólo se hereda sobre el fibrado Cl(M), porque
sólo Ad proporciona endomorfismos para el producto del álgebra Cln. Es decir,
tenemos el producto de Clifford
· : Γ(Cl(M))⊗ Γ(Cl(M)) −→ Γ(Cl(M))
que es compatible con el producto hermı́tico y con la conexión de Cl(M). Es decir
(Y · Z, Y ·W ) = |Y |2(Z,W ) ∇X(Y · Z) = ∇XY · Z + Y · ∇XZ,
donde X ∈ Γ(TM) e Y, Z,W ∈ Γ(Cl(M)).
5. Aunque el producto de la fibra Cln no se pueda llevar a Clspin(M), este fibrado
tiene estructura de fibrado de módulos a la izquierda con respecto a Cl(M). En
efecto, el hecho de que
Ada(x) · γn(a)(y) = γn(a)(x · y), a ∈ Spinn x, y ∈ Cln,
nos proporciona un producto externo
· : Γ(Cl(M))⊗ Γ(Clspin(M)) −→ Γ(Clspin(M))
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que también es compatible con el producto hermı́tico de Clspin(M) y con las
conexiones de ambos fibrados. Concretamente
(Y · φ, Y · ψ) = |Y |2(φ, ψ) ∇X(Y · ψ) = ∇XY · ψ + Y · ∇Xψ,
para cada X ∈ Γ(TM), Y ∈ Γ(Cl(M)) y ψ ∈ Γ(Clspin(M)). Como Sn es un
ideal (a la izquierda) del álgebra Cln, este producto externo estabiliza el fibrado
espinorial SM , obteniéndose aśı un producto
· : Γ(Cl(M))⊗ Γ(SM) −→ Γ(SM)
con análogas propiedades. En el caso de dimensión par n = 2m, los subfibra-
dos quirales S±M son invariantes o quedan intercambiados por el producto de
secciones de Cl(M), según su paridad.
Como consecuencia de lo anterior, el fibrado espinorial es un fibrado de módulos a
la izquierda para el fibrado de álgebras Cl(M). Detacamos los siguientes hechos que
deben estar claros después de la discusión anterior (véanse [LM, pág. 109] o [Hi4]).
Lema 1.4.2 Sobre el fibrado espinorial SM de una variedad riemanniana espinorial
M , se dispone tanto de una multiplicación de Clifford como de un producto escalar
hermı́tico naturales
· : Γ (TM)⊗ Γ (SM) → Γ (SM) y ( , ) : Γ (SM)⊗ Γ (SM) → C∞(M,C),
y de una conexión espinorial de Levi-Civita ∇ que son compatibles en el siguiente
sentido
(X · φ,X · ψ) = |X|2 (φ, ψ) , (1.11)
X · (φ, ψ) = (∇Xφ, ψ) + (φ,∇Xψ) , (1.12)
∇X (Y · φ) = (∇XY ) · φ+ Y · ∇Xφ, (1.13)
para cada X,Y ∈ Γ (TM) y cada φ, ψ ∈ Γ (SM).
Observación 1.4.3 La multiplicación de Clifford · del fibrado espinorial SM de una
variedad riemanniana espinorial será representada también a lo largo de esta Memoria
de la forma siguiente:
γ : Γ (TM)⊗ Γ (SM) → Γ (SM) ,
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de manera que la multiplicación de un campo tangente X ∈ Γ(TM) por un campo de
espinores ψ ∈ Γ(SM) se escribirá alternativamente como
X · ψ = γ(X)ψ.
Normalmente usaremos esta notación cuando aparezcan involucradas multiplicaciones
de Clifford de varias estructuras riemannianas espinoriales y haga falta distinguir entre
ellas.
Por cumplir estas tres propiedades, se dice que el fibrado SM , dotado de la multi-
plicación de Clifford · y la conexión espinorial ∇, es un fibrado de Dirac. La primera
propiedad nos indica que la multiplicación de Clifford por campos unitarios proporciona
transformaciones unitarias. Pero también actúa sobre el fibrado espinorial mediante en-
domorfismos antisimétricos pues, en ese caso, también se tiene
(X · φ, ψ) = − (φ,X · ψ) . (1.14)
La segunda nos dice que la conexión espinorial es una conexión métrica.
A lo largo de esta Memoria, haremos uso fundamentalmente de las conexiones so-
bre los fibrados tangente TM y espinorial SM sobre una variedad riemanniana espino-
rial. Ambas provienen, como acabamos de ver, del levantamiento al fibrado principal
Spin(M) de la conexión de Levi-Civita de SO(M), a través de los espacios fibrados aso-
ciados Cl(M) y Clspin(M) respectivamente. Por tanto, entre sus respectivos operadores
de curvatura,
R(u, v) : TpM −→ TpM Rspin(u, v) : SpM −→ SpM,
donde u, v ∈ TpM , p ∈M , que pueden verse como elementos de las álgebras de Lie de
sus respectivos grupos estructurales, o sea,
R(u, v) ∈ son Rspin(u, v) ∈ spinn,
existe la relación siguiente
R(u, v) = ad ◦Rspin(u, v),
donde ad : spinn → son es la diferencial del recubrimiento (1.2) de Spinn sobre SOn.
Puesto que es inmediato ver que
ad(x · y) = 2x ∧ y, ∀x, y ∈ Rn,
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R(u, v, ei, ej)(ei ∧ ej), u, v ∈ TpM p ∈M,
donde {e1, . . . , en} es una base ortonormal de TpM , llegamos a la conclusión de que el
operador de curvatura espinorial, al que representaremos desde ahora sin sub́ındice, se






R(u, v, ei, ek)ei · ej · ψ, (1.15)
para cada u, v ∈ TpM y cada ψ ∈ SpM .
1.5. El operador de Dirac
Estamos en posición ahora de definir el operador de Dirac, que es el principal objeto
de estudio de esta Memoria. SeaM una variedad riemanniana espinorial de dimensión n
en la que se ha fijado una estructura espinorial. Tenemos, pues, definidos sobre M todos
los fibrados asociados de los que hemos hablado en la sección anterior. En particular,
el fibrado espinorial SM , sobre cuyas secciones actuará ese operador.
Definición 1.5.1 Llamaremos operador de Dirac sobre M al operador diferencial
de primer orden dado por
D : Γ (SM) → Γ (SM)




donde {e1, . . . , en} es como siempre una base local ortonormal en TM .
Si tenemos en cuenta que los subfibrados quirales (1.3) son estables para la conexión
espinorial y que la multiplicación por vectores los intercambia, de esta misma defini-
ción se deduce que, en el caso de dimensión par, el operador de Dirac intercambia la
quiralidad de los espinores, es decir, que
DΓ(S±M) ⊂ Γ(S∓M). (1.16)
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El operador de Dirac es, por tanto, un operador diferencial de primer orden. Se
puede ver que su śımbolo principal σD ([BW, Sec. 3.1], [Fr2, página 68], [LM, página
113], [GT]) es, salvo la unidad imaginaria, la multiplicación de Clifford
∀p ∈M, ∀v ∈ TpM, σD (v) = i v · = i γ (v) : SpM −→ SpM . (1.17)
Como consecuencia, si v 6= 0, σD(v) es un isomorfismo. Es decir, que el operador de
Dirac es eĺıptico, con lo cual tendremos a nuestra disposición todas las ventajas de este
tipo de operadores. Fundamentalmente, que todas las soluciones débiles de ecuaciones
en las que intervenga serán diferenciables.
Observemos con detalle cómo es este operador en el caso en que la variedad es el
espacio eucĺıdeo Rn con su métrica usual. Como el fibrado tangente TRn es trivial,
todos los fibrados espinoriales de esta variedad riemanniana espinorial son triviales.
Además la conexión de Levi-Civita de la métrica ordinaria coincide con la derivación
usual. En particular, SRn = Rn × CN , con N = 2[n/2]. Aśı, sus campos de espinores
pueden ser vistos como conjuntos de N funciones diferenciables con valores en C, es













para cada campo de espinores ψ, y donde {γ1, . . . , γn} son matrices complejas de orden
N que satisfacen
γiγj + γjγi = −2δijIN .
Una primera e importante consecuencia de esta forma que adopta el operador de Dirac
sobre los espacios eucĺıdeos es la siguiente.
Observación 1.5.2 La estructura riemanniana espinorial del espacio eucĺıdeo Rn aso-
ciada a la métrica eucĺıdea usual admite 2[n/2] campos de espinores armónicos indepen-
dientes. De hecho son campos paralelos para la conexión espinorial. Bajo la identifi-
cación Γ(SRn) = C∞(Rn,C2[n/2]) corresponden a las funciones constantes.
Es esclarecedor considerar más de cerca los casos de dimensión menor n = 1, 2, 3.
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En el caso n = 2, los espinores son funciones ψ : R2 → C2 y las matrices γi no son más






























Por análogas razones, cuando n = 3, en cuyo caso los espinores son funciones ψ : R3 →











donde aparecen de nuevo las matrices de Pauli. Si interpretamos el espacio de espinores











donde i, j, k son las unidades imaginarias de H.
La discusión anterior nos lleva a que pensemos en el operador de Dirac sobre una
variedad riemanniana espinorial como una especie de operador de Cauchy-Riemann
en dimensión arbitraria. En todos los casos, el cuadrado del operador de Dirac en Rn
actúa como el opuesto del operador laplaciano sobre los espinores identificados como
funciones, o sea, que D2 = −∆. En la siguiente sección veremos que esta propiedad
pone de manifiesto el hecho de que el espacio eucĺıdeo posee curvatura escalar nula.
Otra propiedad elemental (e imprescindible para poder hablar de espectro discreto)
del operador de Dirac es la recogida en el siguiente resultado. Consideremos sobre el
espacio de campos de espinores de soporte compacto (disjunto con ∂M , en el caso de
borde no vaćıo) Γ0 (SM) el producto escalar L2 dado por
( , )L2 :=
∫
M
( , ) . (1.20)
El teorema de la divergencia nos garantiza que el operador de Dirac es L2-formalmente
autoadjunto (ver, por ejemplo, [Wo] o bien [Fr2, página 96]).
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Proposición 1.5.3 El operador de Dirac de una variedad riemanniana espinorial es
formalmente autoadjunto, es decir,
(Dφ,ψ)L2 = (φ,Dψ)L2
para cada par de espinores φ, ψ ∈ Γ0(SM) de soporte compacto.
Demostración : Fijamos un punto p ∈M y una base local ortonomal de campos en TM
que en el punto p proporcionen un sistema normal de coordenadas. Entonces, usando




(ei · ∇eiφ, ψ) = −
n∑
i=1
(∇eiφ, ei · ψ).
Como la conexión espinorial paraleliza el producto de espinores y la multiplicación de




ei(φ, ei · ψ) + (φ,Dψ).
La demostración se acaba utilizando el teorema de la divergencia, ya que el primer
sumando de la derecha es la divergencia de un campo de soporte compacto.
Si M es compacta, incluyendo el caso de borde no vaćıo, el mismo argumento
demuestra que
(Dφ,ψ)L2 − (φ,Dψ)L2 = −
∫
∂M
(N · φ, ψ) , ∀φ, ψ ∈ Γ (SM) , (1.21)
donde N : ∂M → TM representa el campo unitario normal interior al borde de la
variedad M . Al igual que en el caso del laplaciano, la teoŕıa espectral elemental nos
proporciona las consecuencias más inmediatas en el caso compacto sin borde.
Observación 1.5.4 Si M es una variedad riemanniana espinorial compacta sin bor-
de, D es un operador diferencial de primer orden autoadjunto respecto de la métrica
L2. En este caso, la teoŕıa espectral estándar ([LM, Teorema 5.8], [Fr2, página 102])
afirma que su espectro es un subconjunto discreto y no acotado de números reales, es
decir, Spec (D) = {λm, m ∈ Z} ⊂ R de manera que ĺımm→±∞ λm = ±∞. Cada subes-
pacio propio asociado a un valor propio λm de D posee dimensión finita, y es posible
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encontrar una base ortonormal, {ψm, m ∈ Z}, de la completación L2 (SM) como es-
pacio de Hilbert de (Γ (SM) , ( , )L2) formada por campos de espinores (diferenciables)
propios para D. Esta base nos permitirá desarrollar en serie cualquier campo de es-
pinores ψ ∈ L2 (SM) en la forma ψ =
∑
m∈Zamψm, donde {am, m ∈ Z} ⊂ C y la serie
converge en el sentido L2.
Desde el punto de vista anaĺıtico, el conocimiento del espectro del operador de
Dirac y sus espacios propios es equivalente al del mismo operador. Desde un punto de
vista f́ısico, sus valores propios dan los diferentes niveles de enerǵıa del sistema f́ısico
modelado por el operador. De la misma forma que los valores propios del laplaciano
determinan las distintas frecuencias asociadas a las ondas (de luz, de sonido, etc.) que
genera la variedad, los valores propios del operador de Dirac determinan los niveles de
enerǵıa posibles de los fermiones que puede generar la variedad. Por supuesto, como
ocurre también en el caso del laplaciano, es muy dif́ıcil calcular el espectro completo
del operador de Dirac de una variedad riemanniana espinorial dada. Son contados los
casos en que se puede llegar a un conocimiento total del espectro y sus espacios propios
asociados. Por ejemplo, las esferas dotadas de la métrica eucĺıdea [Bä3, Su, Tr], los
toros llanos [Fr3], y pocos ejemplos más [Ht, Pf]. Normalmente aspiramos a obtener
estimaciones inferiores o superiores para algunos valores propios y, principalmente, a
obtener teoremas de comparación. Desde una perspectiva geométrica, nos interesan
sobre todo esos resultados de comparación, que desvelan la relación ı́ntima que existe
entre la geometŕıa de la variedad, es decir, sus distintas curvaturas, y el espectro del
operador estudiado, en este caso, el operador de Dirac. En la siguiente sección daremos
las herramientas básicas para acceder a los teoremas de comparación clásicos sobre este
operador.
1.6. La fórmula de Schrödinger–Lichnerowicz
Una de las herramientas básicas para relacionar el operador de Dirac con la geome-
tŕıa de una variedad espinorial es la fórmula de Schrödinger–Lichnerowicz, parece ser
que manejada por primera vez por E. Schrödinger en 1932.
Teorema 1.6.1 (Fórmula de Schrödinger–Lichnerowicz, 1932) Si representa-
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mos por S la curvatura escalar de una variedad riemanniana espinorial M , entonces
D2ψ = −traza∇2ψ + 1
4
Sψ
para cada campo de espinores ψ ∈ Γ(SM) sobre la variedad.
Demostración : Tomemos un sistema de coordenadas ortonormal que sirva como sis-
tema de coordenadas normales en un punto concreto de la variedad, a donde referimos










ej · ek · ∇2ej ,ek .





ej · ek · ∇2ej ,ek =
n∑
j,k=1







ek · ej · ∇2ej ,ek
= −2 traza∇2 −
n∑
j,k=1




= −2 traza∇2 −D2 −
n∑
j,k=1
ek · ej ·R(ej, ek).
Aśı, usando la relación entre la curvatura espinorial y la riemanniana (1.15), tenemos












Rjkmlej · ek · em
)
· el
En la suma anterior, separamos los casos m = j y m = k, y queda







Rjkjlej · ek · ej +
n∑
j,k=1
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En la primera suma, si j = k, entonces Rjjjl = 0, y si j 6= k, ej · ek · ej = ek. Igualmente
en la segunda suma ej · ek · ek = −ej cuando j 6= k. Por otro lado, cuando j, k y m
son distintos, se verifica que ej · ek · em = ek · em · ej = em · ej · ek, lo que nos permite
expresar el último sumando de la siguiente manera:
















(Rjkml +Rkmjl +Rmjkl) ej · ek · em
]
· el.
Por la identidad de Bianchi, Rjkml + Rkmjl + Rmjkl = 0, el tercer sumando se anula.




j=1Rkjjl = −Rickl, donde Ric
denota el tensor de Ricci de la variedad M . En el segundo, al sumar en k resulta que∑n
k=1Rjkkl = Ricjl, y entonces














Realmente, tenemos dos veces el mismo término y resulta que





Si separamos los términos para los que j = l, j < l y j > l, encontramos que
























y esto concluye la demostración.
La primera información que podemos obtener sobre los valores propios de D la
dio Lichnerowicz para el caso de variedades compactas sin borde con curvatura es-
calar estrictamente positiva. Simplemente se trata de usar la fórmula de Schrödinger–
Lichnerowicz (Teorema 1.6.1) para un campo de espinores ψ arbitrario, hacer producto
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hermı́tico por él mismo e integrar sobre la variedad, teniendo en cuenta la Proposición





S |ψ|2 + |∇ψ|2 − |Dψ|2
)
= 0. (1.22)
Como |∇ψ|L2 ≥ 0, se concluye lo siguiente.
Teorema 1.6.2 (Lichnerowicz, 1963) Si M es una variedad riemanniana espino-
rial compacta (sin borde) de curvatura escalar estrictamente positiva, entonces no hay
campos no triviales de espinores armónicos, es decir, la única solución de Dψ = 0,
para ψ ∈ Γ(SM), es la trivial.
Este resultado permitió a Lichnerowicz [Li2] dar la primera obstrucción conocida
a que una variedad compacta (espinorial) soportara una métrica de Riemann con cur-
vatura escalar positiva, en términos de su Â-género [LM, BW]. La misma demostración
de su teorema proporciona una cota inferior para los valores propios del operador de






La igualdad no se alcanza nunca, ya que en tal caso, cada campo de espinores propio
seŕıa paralelo para la conexión espinorial y, por tanto, armónico.
Algún tiempo después, T. Friedrich mejoró esta cota inferior, con la ventaja de que
consiguió caracterizar cuándo se alcanza la igualdad, llegando aśı al primer teorema de
comparación conocido para el operador de Dirac.
Teorema 1.6.3 (Desigualdad de Friedrich, 1980) Si M es una variedad rieman-
niana espinorial compacta (sin borde) de dimensión n, cuya curvatura escalar satisface
S ≥ n(n− 1),
o sea, está minorada por la curvatura escalar de una esfera unidad de la misma dimen-
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y se alcanza la igualdad si, y sólo si, cada campo de espinores ψ sobre M propio para




X · ψ, ∀X ∈ Γ (TM) .
Observación 1.6.4 Por supuesto, un sencillo argumento basado en una dilatación
conveniente de la métrica de la variedad, prueba que el teorema de comparación an-
terior se puede establecer siempre que la curvatura escalar de la variedad ambiente
esté acotada inferiormente por cualquier constante positiva.
Una demostración sencilla de este teorema, no la original, se consigue repitiendo el
argumento del Teorema 1.6.2 de Lichnerowicz y, en vez de minorar en la fórmula (1.22)
la norma L2 del campo de espinores propio por cero, se usa la siguiente desigualdad de
Schwarz para campos de espinores.
Lema 1.6.5 Para cada ψ ∈ Γ (SM), se tiene que
|Dψ|2 ≤ n |∇ψ|2 . (1.23)
La igualdad caracteriza a los campos de espinores llamados twistor, es decir, a los que




X ·Dψ, ∀X ∈ Γ (TM) . (1.24)
Demostración : La definición de operador de Dirac, la desigualdad triangular en el



















Ahora se acaba usando (1.11). El caso de la igualdad se analiza sin dificultad.
De hecho, la igualdad en el Teorema 1.6.3 anterior, se da para campos twistor que
son también campos propios asociados al valor propio λ = ±n
2
. En general a un campo
de espinores tal que
∇Xψ = αX · ψ, ∀X ∈ Γ (TM) . (1.25)
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se le conoce como campo de espinores de Killing asociado a la constante de Killing α.
El nombre que reciben este tipo de campos de espinores procede de que, al construir




(ψ, ej · ψ) ej,
éste resulta ser un campo de Killing sobre M (es decir, para cada Y, Z ∈ Γ (TM) se
verifica que 〈∇YXψ, Z〉+〈Y,∇ZXψ〉 = 0). Aunque admitiésemos la posibilidad de que α
fuese una función sobreM , este sistema de ecuaciones que define a los campos de Killing
es tan particular que obliga a la función asociada al campo a ser constante. Además,
también la curvatura escalar S es constante sobre M , puesto que, como consecuencia





Aún más, usando inteligentemente (1.15), si la variedad Mn admite un campo no trivial





α2〈 , 〉. (1.27)
Un estudio exhaustivo sobre estas propiedades y sobre otras muchas de los campos de
espinores twistor y de Killing se puede ver en [BFGK]. Nosotros sólo destacaremos lo
que sigue.
Observación 1.6.6 La constante de Killing α es, o bien un número real, cuando
S es no negativa, o bien un número imaginario puro no nulo, cuando S es negativa.
Aśı se dice que un campo de espinores de Killing es paralelo, real o imaginario
según si su constante de Killing asociada es cero, real no nula o imaginaria pura no
nula. Si la variedad M es completa, entonces M es compacta cuando α es una constante
real, pero no es compacta cuando α es una constante imaginaria pura no nula. Además
la función |ψ|2 es una constante no nula sobre M cuando α es real, y es una función
estrictamente positiva no constante sobre M cuando α es imaginario [Ba1, Ba2]. En
cualquier caso, un campo de espinores de Killing no trivial no puede anularse en ningún
punto de la variedad. También se puede ver [BFGK] que un campo de espinores twistor
no trivial no puede anularse en un abierto.
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El interés por las variedades que poseen algún campo de Killing no trivial no es
sólo matemático, sino también f́ısico, pues tales tipos de campos de espinores apare-
cen en las teoŕıas de supergravedad (véase [DNP]). Como la ecuación (1.25) que los
define es sobredeterminada, son pocas las variedades que disponen de alguno de ellos,
pero precisamente eso las hace más interesantes. Ya sabemos que existen importantes
obstrucciones geométricas a su existencia. Por ejemplo, hemos visto que han de ser
variedades de Einstein. Aparte de ello, el grupo de holonomı́a de la variedad queda
fuertemente afectado por la existencia de un campo de ese tipo. Esto le ha permiti-
do a M. Wang, C. Bär y H. Baum clasificar las variedades riemannianas espinoriales
completas que tienen campos de espinores no triviales paralelos, de Killing reales y de
Killing imaginarios, respectivamente [Fr1, Hi2, BFGK, Wa, Ht, Ba2, Bä1].
La forma en que hemos presentado la estimación de Friedrich 1.6.3 nos permite
observar la analoǵıa con el más conocido resultado de Lichnerowicz-Obata [Li2] que
afirma que si el tensor de Ricci de una variedad compacta sin borde está minorado por
el de una esfera eucĺıdea, el primer valor propio de su operador laplaciano también
está minorado por el de la correspondiente esfera (véase también [Ch, página 82]). La
desigualdad de Friedrich puede verse como una versión espinorial del teorema anterior
ya que n(n−1) es el valor de la curvatura escalar en una esfera de dimensión n y radio
uno y ±n/2 son los valores propios del operador de Dirac con menor valor absoluto
sobre esa misma esfera (como se verá en la sección siguiente). De la misma forma
que la igualdad en el teorema de Lichnerowicz-Obata la alcanzaban las variedades que
soportan soluciones no triviales de la llamada ecuación de Obata, la igualdad en el
teorema de Friedrich se da en las variedades espinoriales sobre las que existen campos
de espinores de Killing no triviales. En ese sentido, la ecuación (1.25) se puede ver
como un análogo espinorial a las ecuaciones de Obata y Kanai [Kan].
1.7. El operador de Dirac sobre hipersuperficies
De la misma forma que la estructura riemanniana de una variedad se hereda sobre
sus subvariedades a través de la métrica y la conexión de Levi-Civita inducidas, vamos a
ver ahora que, en el caso particular de las hipersuperficies orientables, también se hereda
de la variedad ambiente la estructura riemanniana espinorial. Como además ya hemos
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señalado que los espacios ambientes más comunes de la Teoŕıa de Subvariedades están
dotados de tales estructuras espinoriales, esto nos permitirá usar toda la maquinaria
espinorial y el operador de Dirac para estudiar Geometŕıa de Subvariedades, de la
misma forma que se ha venido utilizando para ello el operador laplaciano en la segunda
mitad del siglo pasado.
Sea M una variedad riemanniana espinorial de dimensión n+1 con una orientación
dada y estructura riemanniana espinorial fija Spin(M), y representemos por SM el
correspondiente fibrado espinorial, por · la multiplicación de Clifford, y por ∇ sus
conexiones riemanniana y espinorial de Levi-Civita. Sea Σ una hipersuperficie orienta-
ble de M y sea N : Σ → T⊥Σ ⊂ TM una elección del campo normal y unitario sobre Σ.
Consideraremos en Σ la orientación inducida por esta elección de normal. La variedad
M induce también sobre Σ una métrica de Riemann y una conexión de Levi-Civita
asociada ∇Σ, que está relacionada con la de M mediante la fórmula de Gauss
∇XY = ∇ΣXY + 〈AX, Y 〉N (1.28)
para cada X, Y ∈ Γ (TΣ), donde A : Γ (TΣ) → Γ (TΣ) es el endomorfismo de Wein-
garten definido mediante AX := −∇XN , para cada X ∈ Γ (TΣ).
En la Sección 1.3 vimos que, como el fibrado normal de Σ en M es trivial, la
hipersuperficie Σ es una variedad espinorial. Por lo tanto, es una variedad riemanniana
espinorial. Veamos, en primer lugar, que la estructura riemanniana espinorial de la
variedad ambiente induce una estructura del mismo tipo sobre Σ. En efecto, cada base
ortonormal positivamente orientada {e1, . . . , en} del espacio tangente a Σ en un punto
da lugar a una base del mismo tipo {e1, . . . , en, N} del espacio tangente a M en ese
mismo punto. Esa aplicación determina la inclusión de fibrados
SO(Σ) ⊂ SO(M)|Σ,
correspondiente a la inclusión SOn ⊂ SOn+1 de los grupos estructurales dada por






Entonces el recubrimiento Spin(M)|Σ → SO(M)|Σ induce un recubridor de dos ho-
jas sobre SO(Σ) a cuyo espacio total llamaremos Spin(Σ). Aśı se tiene el diagrama
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Por otro lado, usamos la inclusión Rn ⊂ Rn+1 entre espacios eucĺıdeos dada por
(x1, . . . , xn) ∈ Rn 7→ (x1, . . . , xn, 0) ∈ Rn+1
para definir otra inclusión entre las álgebras de Clifford correspondientes
Cln ⊂ Cln+1, v ∈ Cn ⊂ Cln 7→ v · en+1 ∈ Cln+1, (1.31)
donde en+1 = (0, . . . , 0, 1) ∈ Rn+1 es el último vector de la base canónica. De esa forma,
la imagen de la inclusión entre las álgebras de Clifford es exactamente la subálgebra
Cl0n+1 engendrada por los monomios de grado par. Es conveniente darse cuenta de que
esta inclusión de álgebras de Clifford no lleva al subespacio Cn ⊂ Cln en el correspon-
diente subespacio Cn+1 ⊂ Cln+1 pero, en cambio, śı proporciona una inclusión para los
grupos espinoriales que hace conmutativo el siguiente diagrama
Cln ⊃ Spinn ⊂ Spinn+1 ⊂ Cln+1
↓ ↓
SOn ⊂ SOn+1,
donde la inclusión de abajo es exactamente la que aparećıa en (1.29). Se puede ver que,
entonces, el grupo Spinn actúa a través de esta inclusión sobre Spin(Σ) de manera que
Spin(Σ)× Spinn −→ Spin(Σ)
↓ ↓
SO(Σ)× SOn −→ SO(Σ)
conmuta. Entonces Spin(Σ) es una estructura riemanniana espinorial para la orienta-
ción y la métrica inducidas de la variedad ambiente M . Esta es la llamada estructura
riemanniana espinorial inducida en la hipersuperficie.
Asociada a esta estructura inducida sobre Σ tenemos su fibrado espinorial SΣ =
Spin(Σ) ×γn Sn, dotado de su conexión espinorial de Levi-Civita ∇Σ y de su multi-
plicación de Clifford γΣ. Representaremos por DΣ al operador de Dirac (intŕınseco)
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, es decir, si {e1, . . . , en} es cualquier base
local de referencias ortonormales sobre Σ,




Para poder relacionar los operadores de Dirac intŕınsecos D de M y DΣ de Σ debe-
mos describir primeramente la relación existente entre los correspondientes fibrados
espinoriales SM y SΣ sobre cuyas secciones actúan. Aunque esa relación está descrita
de diversas formas en la bibliograf́ıa (véanse, por ejemplo, [Bä2, BFGK, HMZ1, HMZ3,
Bur, Tr, Mo]), el hecho de que el interés por las estructuras espinoriales en subvariedades
sea bastante reciente hace que esas descripciones sean muy diversas y muchas veces
dif́ıciles de entender. Por esta razón, nosotros desarrollaremos ahora nuestro propio
esquema. Consideremos el fibrado hermı́tico
S := SM |Σ
que se obtiene restringiendo a la hipersuperficie Σ el fibrado espinorial de la variedad
ambiente. Cuando n + 1 es par, la descomposición quiral (1.10) de SM induce una
descomposición
S = S+ ⊕ S−, S± = S±M |Σ.
Estos fibrados son fibrados vectoriales asociados al fibrado principal Spin(M)|Σ con
fibras tipo Sn+1 y, cuando n + 1 es par, S±n+1, asociados a la acción γn+1 del grupo
Spinn+1, o sea,
S = Spin(M)|Σ ×γn+1 Sn+1 S± = Spin(M)|Σ ×γn+1 S±n+1.
Supongamos que n es par. Sabemos que, en ese caso, teniendo en cuenta la inclusión
(1.31), Cln ≡ Cl0n+1 actúa irreduciblemente sobre Sn+1. Podemos pues suponer que
Sn = Sn+1 y entonces γn se puede ver como una representación de Spinn sobre Sn+1.
Se tiene aśı, a partir de la inclusión (1.30), una inclusión natural
SΣ = Spin(Σ)×γn Sn ⊂ Spin(M)|Σ ×γn+1 Sn+1 = S.
No es dif́ıcil comprobar que esa inclusión es, de hecho, una igualdad. Por contra, cuando
n es impar, Cln ≡ Cl0n+1 no actúa irreduciblemente sobre Sn+1, sino que estabiliza
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los subespacios quirales S±n+1, sobre los que śı actúa de forma irreduclible. Podemos
entonces suponer que Sn = S+n+1 y, razonando como antes, se tiene una inclusión natural
SΣ = Spin(Σ)×γn Sn ⊂ Spin(M)|Σ ×γn+1 S+n+1 = S+,
que también es una igualdad.
En resumen, los argumentos anteriores muestran que el fibrado espinorial extŕınseco
S sobre la hipersuperficie Σ puede, de alguna forma, identificarse con el fibrado espino-
rial intŕınseco SΣ correspondiente a la estructura espinorial inducida. Concretamente
S = SM |Σ ≡
{
SΣ, si n es par,
SΣ⊕ SΣ, si n es impar.
Recordando ahora las discusiones previas al Lema 1.4.2, donde definimos la multipli-
cación de Clifford y la conexión de Levi-Civita espinorial sobre el fibrado espinorial de
una variedad riemanniana espinorial, y teniendo en cuenta que la inclusión de fibrados
de Clifford Cl(Σ) ⊂ Cl(M)|Σ que debemos considerar es la inducida por la inclusión
algebraica (1.31) y que las conexiones de Σ y M están relacionadas mediante la segunda




∇Σ, si n es par,
∇Σ ⊕∇Σ, si n es impar,
y γS ≡
{
γΣ, si n es par,
γΣ ⊕−γΣ, si n es impar.
(1.32)
donde la multiplicación de Clifford γS y la conexión ∇S extŕınsecas sobre el fibrado S
están dadas por
γS := −γ(N)γ y ∇S := ∇− 1
2
γS(A) = ∇+ 1
2
γ(N)γ(A). (1.33)
Con esta multiplicación de Clifford y esta conexión el fibrado extŕınseco S queda con-
formado como un fibrado de Dirac. El correspondiente operador de Dirac (extŕınseco)
D, que actúa sobre Γ (S) y que será también un operador diferencial de primer orden
eĺıptico y formalmente autoadjunto, se relaciona, pues, con el operador de Dirac DΣ






DΣ, si n es par,
DΣ ⊕−DΣ, si n es impar.
(1.34)
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Como consecuencia, si Σ es compacta, los espectros de los operadores de Dirac in-
















, si n es impar.
(1.35)
También lo están las respectivas multiplicidades:
multD (λ) = multDΣ (λ) +multDΣ (−λ) ,








, se entiende que multDΣ (−λ) = 0.








donde H = (1/n) traza (A) es la curvatura media de la hipersuperficie Σ respecto
del campo normal N . Cuando D se aplica a la restricción de un campo de espinores




ψ − γ(N)Dψ −∇Nψ, (1.36)
donde hemos representado de la misma forma tanto al campo ψ como a su restricción
a Σ. Por otro lado, la misma definición de ∇S nos permite asegurar que
∇Sγ(N) = γ(N)∇S Dγ(N) = −γ(N)D, (1.37)
y aśı, si Σ es compacta, el espectro de D es simétrico respecto de cero, lo cual también
se podŕıa haber deducido de (1.35), ya que el espectro del operador de Dirac sobre una
variedad de dimensión par es siempre simétrico por (1.16).
Una primera consecuencia de las identificaciones anteriores se obtiene considerando
el caso en que la variedad ambiente M es el espacio eucĺıdeo Rn+1 y la hipersuperficie
Σ es una esfera Sn de radio uno. Es inmediato que el endomorfismo de Weingarten A
de la esfera con respecto al normal interior es la aplicación identidad. Por lo tanto, en
este caso particular, la igualdad (1.33) se transforma en
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que actúa sobre las secciones de S, en este caso, C∞(Sn,C2[n/2]) y donde∇ es la conexión
eucĺıdea, o sea, la derivación ordinaria. Por lo tanto si ψ es un campo de espinores sobre
Rn+1 representado por una función constante, o sea, un campo paralelo, su restricción




Si tenemos en cuenta ahora las relaciones (1.32) entre las conexiones y las multiplica-
ciones de Clifford intŕınsecas y extŕınsecas sobre la esfera Sn y sus relaciones (1.33) y
(1.37) con la multiplicación de Clifford por el campo normal, se obtiene el siguiente
resultado.
Observación 1.7.1 Consideremos sobre la esfera Sn de radio uno su única estructura
espinorial y la métrica y orientación inducidas de Rn+1. Entonces existen 2[n+12 ] cam-





O sea, la esfera soporta un número maximal de campos de espinores de Killing reales.




De hecho, usando el hecho de que Sn es una hipersuperficie del espacio eucĺıdeo, se
puede calcular todo el espectro del operador de Dirac sobre la esfera (ver, por ejemplo,
[Tr]). Se ve entonces que ±n
2
son precisamente los valores propios de menor valor
absoluto. Esto último es también consecuencia de la Observación 1.7.1 anterior y de la
desigualdad 1.6.3 de Friedrich.
1.8. La fórmula integral de Schrödinger–Bochner–
Lichnerowicz–Weitzenböck
Supongamos ahora que la hipersuperficie Σ bordea un dominio compacto Ω ⊂ M
de la variedad ambiente (en particular, Σ es orientable, compacta y sin borde). En este
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caso, el campo normal y unitario N : Σ → TM lo elegimos para que apunte hacia el
interior de Ω. Fijemos un campo de espinores ψ ∈ Γ (SΩ) y definamos dos 1-formas
diferenciales α, β : Γ (TΩ) → C∞ (Ω) mediante las expresiones
∀Y ∈ Γ (TΩ) , α (Y ) := 〈Y ·Dψ,ψ〉, β (Y ) := 〈∇Y ψ, ψ〉.
El teorema de la divergencia afirma que∫
Ω
δ (α+ β) = −
∫
Σ
(α+ β) (N) .
Calculemos cada miembro de la igualdad. Por un lado, observando que las funciones
codiferenciales asociadas son δα = 〈D2ψ, ψ〉 − |Dψ|2 y δβ = −〈traza∇2ψ, ψ〉+ |∇ψ|2,
tenemos ∫
Ω




〈D2ψ, ψ〉 − |Dψ|2 − 〈traza∇2ψ, ψ〉+ |∇ψ|2
)
.
Usando ahora la fórmula de Schrödinger–Lichnerowicz (Teorema 1.6.1), obtenemos∫
Ω






S〈ψ, ψ〉+ |∇ψ|2 − |Dψ|2
)
,
donde S es la curvatura escalar de la variedad ambienteM . Por otro lado, como α(N) =










〈N ·Dψ +∇Nψ, ψ〉,
que no es más que una versión para variedades con borde de la fórmula integral (1.22) de
Bochner–Lichnerowicz que ya escribimos en el caso de borde vaćıo. De hecho, en 1981,
E. Witten [Wi1] utilizó esta fórmula integral, cuando M es una hipersuperficie espacial
de una variedad de Lorentz, en su demostración del Teorema de la Masa Positiva. La
novedad que aporta toda la discusión de la Sección 1.7 precedente es que la integral
en la hipersuperficie Σ del borde puede expresarse en términos de la estructura del
fibrado inducido S y, por tanto, de la estructura intŕınseca SΣ. De esa forma se abre
la posibilidad de hacer intervenir, en el análisis de los operadores de Dirac del dominio
y de su borde, a la geometŕıa de ese borde. En efecto, se trata sólo de usar la igualdad
(1.36). Aśı se demuestra el siguiente teorema.
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Teorema 1.8.1 (Fórmula integral de Schrödinger–Bochner–Lichnerowicz–
Weitzenböck) Sea M una variedad riemanniana espinorial de dimensión n+ 1 y sea
Σ = ∂Ω sea una hipersuperficie que bordea un dominio compacto Ω de M . Entonces
















donde S es la curvatura escalar de M y H es la curvatura media de Σ respecto de la
orientación interior.
Esta igualdad integral presenta, pues, una diferencia con respecto a la más conocida
fórmula de Bochner–Lichnerowicz (1.22) válida para variedades compactas sin borde:
existe un término en el borde en donde aparecen el operador de Dirac de la hipersu-
perficie y su curvatura media. Si usamos ahora, en el lado izquierdo, la desigualdad de
Schwarz (1.23), obtenemos el siguiente Corolario.
Corolario 1.8.2 (Desigualdad espinorial de Reilly) En las mismas condiciones


















y se alcanza la igualdad únicamente cuando ψ es un campo de espinores twistor sobre
el dominio Ω.
Se puede mirar esta desigualdad integral desde dos puntos de vista diferentes. Uno
de ellos consiste en poner el énfasis en su miembro izquierdo. Desde esa posición la
desigualdad será útil para estudiar el operador D de la variedad con borde Ω, sujeto a
condiciones de frontera convenientes. Esto lo haremos en el Caṕıtulo 2 siguiente. Pero
una segunda forma de contemplar la desigualdad anterior consiste en intentar usarla
para extraer información sobre el operador de Dirac D de la hipersuperficie del borde
y sobre su curvatura media. Esto lo haremos en el Caṕıtulo 3 de esta Memoria. La
idea original de utilizar una desigualdad integral como la anterior, para el caso del
laplaciano sobre funciones, para obtener información sobre la geometŕıa de la frontera
fue de C.R. Reilly en 1976 (véase [Re]). Por ello la denominaremos en lo que sigue
desigualdad (espinorial) de Reilly.
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Teoremas de comparación para el
operador de Dirac en variedades
con borde
Uno de los objetos anaĺıticos que mayor información aporta sobre un operador ar-
bitrario es su espectro. Por ello, su estudio ha sido tradicionalmente una tarea de gran
interés para matemáticos y f́ısicos. Son innumerables, por ejemplo, los trabajos acerca
del espectro del laplaciano en variedades de Riemann (ver [Ch] para una muy buena
recopilación). Hemos comentado en el primer caṕıtulo que cuando una variedad rie-
manniana espinorial M es compacta y sin borde, el operador de Dirac D es autoadjunto
respecto del producto ( , )L2 definido en (1.20), y, en consecuencia, puede deducirse que
su espectro es real, discreto y no acotado. Cada valor propio posee multiplicidad finita
y el espacio L2 (SM) de campos de espinores con cuadrado integrable posee una base de
Hilbert formada por campos diferenciables propios para D. El Teorema 1.6.2 de Lich-
nerowicz proporcionó una primera relación entre la geometŕıa y el espectro de D y la
desigualdad de Friedrich 1.6.3 nos consiguió una cota inferior alcanzable para cualquier
valor propio de D, cuando la curvatura escalar de la variedad es positiva. Existe una
43
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extensa literatura acerca de este tema, con acotaciones tanto superiores como inferiores
en situaciones menos generales (véase [Bä2, Gi1, Gi2, GM, Kr, Hi1, HMZ3, Mo, Zh]).
Cuando la variedad compacta posee borde no vaćıo, el operador de Dirac tiene en
general imagen de codimensión finita pero núcleo de dimensión infinita (véanse las
Observaciones 2.1.1 y 2.1.2). En tal caso, para conseguir ı́ndice finito y regularidad,
parece conveniente buscar condiciones de frontera adecuadas para restringir la clase de
campos de espinores admisibles. La teoŕıa general de ecuaciones diferenciales pone de
manifiesto que existe un tipo especial de condiciones de frontera, llamadas eĺıpticas,
que presentan un buen comportamiento en lo que se refiere a existencia, regularidad
y unicidad de las soluciones ([GT, BW, CoH, Hö]). Para los operadores de orden
dos, como el laplaciano, existen diversos métodos de estudio ad hoc sobre este tipo
de condiciones, que suelen ser condiciones de tipo local (ver [GT, Ch]), tales como
la condición de Dirichlet o la de Neumann. Para los de orden arbitario, incluyendo
los de orden uno, por ejemplo, el de Cauchy-Riemann y los operadores de tipo Dirac,
quizás el mejor método sea el de los operadores pseudo-diferenciales [Hö, Se], ya que
las condiciones más clásicas para ellos son de naturaleza global.
El caso de las variedades compactas con borde no vaćıo no es una mera generaliza-
ción matemática del caso sin borde. Probablemente éste sea incluso menos intuitivo y,
desde un punto de vista f́ısico, los campos definidos sobre compactos con condiciones
de frontera modelan situaciones de objetos f́ısicos que están confinados a una determi-
nada región del espacio [J], cosa que está mucho más de acuerdo con la realidad en la
mayoŕıa de los casos. Con el fin de estudiar el espectro del operador de Dirac en varie-
dades compactas con borde no vaćıo, estudiaremos a lo largo del presente caṕıtulo la
elipticidad de cuatro condiciones de frontera que se pueden plantear asociadas al ope-
rador de Dirac sobre una variedad riemanniana espinorial compacta, cuyo borde tiene
curvatura media no negativa respecto del normal interior. Dos de estas condiciones
serán de naturaleza global, mientras que las otras dos serán de tipo local. Dos de ellas
son más o menos conocidas y han sido usadas en diversos contextos matemáticos o
f́ısicos [APS, FS, J], aunque aqúı sistematizamos su estudio y mejoramos los resultados
obtenidos, y otras dos son nuevas. Demostraremos que, bajo estas cuatro condiciones,
el problema de valores propios{
Dψ = λψ, sobre M ,
B ψ|∂M = 0, sobre ∂M ,
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posee espacios propios de dimensión finita formados por campos diferenciables. La
igualdad (1.21) nos convence de que, en el caso con borde, el operador de Dirac
será simétrico para el producto L2 dependiendo de la condición de frontera impuesta.
El espectro pues no será necesariamente real y sólo podremos garantizar un espectro
discreto en C, salvo que sea todo el plano complejo (ver Proposición 2.1.5). Además,
el cuadrado de cualquier valor propio de este problema está acotado inferiormente en
términos del mı́nimo de la curvatura escalar S de M . De hecho, comprobaremos que
la desigualdad de Friedrich
|λ|2 ≥ (n+ 1)
2
4
es aún válida bajo estas cuatro condiciones, si la curvatura escalar S de M satisface
S ≥ n(n + 1), es decir, es mayor o igual que la de una esfera de radio uno y de la
misma dimensión n + 1 que la variedad y si la curvatura media H del borde ∂M
es no negativa respecto del normal interior. Cuando la variedad no poséıa borde, la
igualdad caracterizaba a las variedades que poseen algún campo no trivial de espinores
de Killing real. El caso con borde se hace más interesante desde el punto de vista de la
igualdad, puesto que estas cuatro condiciones se comportan de manera distinta: bajo
dos de ellas, la igualdad nunca se alcanza, y las otras caracterizan a las semiesferas y
a los dominios acotados por hipersuperficies minimales en variedades con campos no
triviales de espinores de Killing.
Un resumen de este Caṕıtulo 2, cuya referencia completa es [HMR1], ha sido pu-
blicado en Commun. Math. Phys.
2.1. Condiciones de frontera eĺıpticas
A lo largo del presente caṕıtulo, M será una variedad riemanniana espinorial de
dimensión n+ 1, en la que se han fijado una orientación y una estructura riemanniana
espinorial Spin (M). Representaremos por SM al fibrado espinorial correspondiente y
por ∇ a las conexiones riemanniana y espinorial de Levi-Civita. En lo sucesivo, cuando
tomemos una hipersuperficie orientable de M , consideraremos sobre ella la estructura
riemanniana espinorial inducida por la de M en el sentido de la Sección 1.7.
Si M es una variedad compacta sin borde, el operador de Dirac D : Γ (SM) →
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Γ (SM) es un operador de Fredholm ([Fr2, página 107], [LM, Sección III.5]; [Co, Caṕıtu-
lo XI] hace un estudio general de este tipo de operadores), es decir, su núcleo posee
dimensión finita y su imagen es un subespacio cerrado de codimensión finita. Como
hemos comentado arriba, cuandoM posee frontera no vaćıa, la condición sobre el núcleo
no es necesariamente cierta. En la siguiente sección introduciremos cuatro condiciones
de frontera B adecuadas (en el sentido de Seeley [Se]) para que la intersección entre
el núcleo de D y el espacio de campos de espinores que verifiquen B ψ|∂M = 0 sea de
dimensión finita, y entonces el problema de frontera{
Dψ = Φ, sobre M ,
B ψ|∂M = χ, sobre ∂M ,
(2.1)
donde Φ ∈ Γ (SM) y χ ∈ Γ (S), será de tipo Fredholm. En tal caso, podremos hablar
de ı́ndice y hallar soluciones diferenciables de este problema, siempre que los datos Φ
y χ del problema pertenezcan a ciertos subespacios de codimensión finita, y además
estas soluciones serán únicas salvo un núcleo vectorial de dimensión finita.
Quizás sea interesante reseñar que es imposible resolver el problema de Dirichlet
(2.1) para el operador de Dirac, es decir, el caso correspondiente a la elección de B
como la identidad en (2.1). Sin embargo, los ejemplos sencillos que siguen, para el caso
homogéneo, nos indican que parece razonable buscar condiciones de frontera que, de
alguna manera, prefijen únicamente una mitad de estos valores.
Observación 2.1.1 Si la variedad M es un intervalo compacto real [a, b] ⊂ R, los
campos de espinores son funciones f : [a, b] → C y el operador de Dirac, como vi-
mos en (1.18), es Df = if ′. Las soluciones de la ecuación Df = 0 son pues las
funciones constantes en [a, b], que quedan completamente determinadas por su valor
en un extremo del intervalo, f (a) = c0 ∈ C, es decir, sólo en la mitad del borde
∂ [a, b] = {a, b}.
Observación 2.1.2 Sea ahora D2 = {(x, y) ∈ R2 / x2 + y2 ≤ 1} el disco cerrado uni-
dad. Vimos en (1.19) que cada campo de espinores ψ sobre D2 se puede identificar
con un par de funciones complejas, ψ ≡ (f, g) : D2 → C2 y que la ecuación Dψ = 0
equivale a que f y ḡ sean holomorfas. Está claro, como en el caso anterior, que el
núcleo del operador de Dirac D posee en esta variedad dimensión infinita. Aśı pues,
las restricciones de f y g al borde del disco S1 = ∂D2, proporcionan funciones de una
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variable cuyos desarrollos de Fourier respectivos sólo poseen potencias de exponente no
negativo o no positivo respectivamente, es decir, una mitad de sus correspondientes
desarrollos es nula.
El estudio acerca de las condiciones de frontera apropiadas para un operador eĺıptico
D de orden arbitrario, que actúe sobre las secciones diferenciables de un fibrado vecto-
rial hermı́tico F sobre una variedad M , comenzó en los años cincuenta con los trabajos,
entre otros, de Lopatinsky y Shapiro (véase [Hö, Lo]). La herramienta fundamental para
el estudio de este tipo de condiciones fue descubierta en los años sesenta por Calderón
y sistematizada posteriormente por Seeley. Se trata del proyector de Calderón. En el
caso de operadores eĺıpticos de primer orden, como el operador de Dirac, este objeto
anaĺıtico es un operador pseudo-diferencial de orden cero (véase [BW, Se]) asociado al
operador D, que env́ıa secciones absolutamente continuas de la restricción F |∂M del
fibrado al borde de la variedad sobre restricciones ψ|∂M de soluciones débiles de la
ecuación Dψ = 0.
Observación 2.1.3 La noción de operador pseudo-diferencial puede consultarse en
[LM, Sección III.3]. Aqúı únicamente señalamos que todo operador diferencial es pseudo-
diferencial y que cierto tipo de proyecciones ortogonales también lo son (como veremos
en la condición de frontera de Atiyah, Patodi y Singer, Sección 2.3). Hablando sin pre-
cisión, se podŕıa decir que los operadores pseudo-diferenciales son generalizaciones de
los operadores diferenciales ordinarios para las cuales sigue teniendo sentido el concep-
to de śımbolo principal asociado. La composición de operadores pseudo-diferenciales
también da otro operador pseudo-diferencial cuyo śımbolo es la composición de los
śımbolos de los factores.
Aunque existen diversos proyectores de Calderón asociados al mismo operador
eĺıptico D, todos comparten un mismo śımbolo principal p+ (D) : T∂M → EndC (F ),
que depende únicamente del śımbolo principal σD del operador diferencial D, y que
viene dado [Ca, FGMSS] por la expresión







−1 σD (u)− ζI
]−1
dζ, (2.2)
para cada p ∈ ∂M y cada u ∈ Tp∂M , donde N es el campo normal y unitario interior
al borde de M y Γ es un ciclo positivamente orientado en C que atrapa a los polos
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del integrando con parte imaginaria negativa. Pues bien, este śımbolo principal p+ (D)
del proyector de Calderón basta para determinar cuándo una condición de frontera
es eĺıptica, es decir, cuándo el correspondiente problema de frontera (2.1) está bien
planteado (en el sentido de Seeley [Se]; ver también [BW, Cap. 18]).
Definición 2.1.4 Sea M una variedad diferenciable con frontera no vaćıa, F un fi-
brado vectorial hermı́tico sobre M y D un operador eĺıptico de primer orden que actúa
sobre las secciones de F . Diremos que un operador pseudo-diferencial de orden cero
B : L2 (F |∂M) → L2 (V ), donde V es un fibrado vectorial hermı́tico sobre el borde
∂M , es una condición eĺıptica de frontera (global) para el operador D cuando su
śımbolo principal b : T∂M → HomC (F |∂M , V ) cumpla que, para cada vector no nulo
u ∈ Tp∂M{0}, p ∈ ∂M ,
b (u)|im p+(D)(u) : im p+ (D) (u) ⊂ Fp → Vp,
es un isomorfismo cuya imagen coincida con la de b (u). Si, además, el rango de V
coincide con la dimensión de la imagen im p+ (D) (u) (y por tanto b (u)|im p+(D)(u) sea
un isomorfismo entre im p+ (D) (u) y Vp), diremos que B es una condición eĺıptica
de frontera local. Cuando B es un operador diferencial, esta definición coincide con
las denominadas condiciones de elipticidad de Lopatinski y Shapiro (véase
[Hö]).
A continuación vamos a aplicar esta definición al caso en el que el operador D es
el operador de Dirac D sobre una variedad riemanniana espinorial compacta M con
borde no vaćıo y el fibrado vectorial hermı́tico F es el fibrado espinorial SM . Por
lo anterior, para averiguar cuándo una condición de frontera B para el operador de
Dirac es eĺıptica, necesitamos conocer el śımbolo principal de su proyector de Calderón
p+(D), que sólo depende del śımbolo σD del operador de Dirac. Sabemos, por (1.17),
que σD (u) = iγ (u) : SpM → SpM para u ∈ TpM , p ∈ M . Entonces, calculando la
integral compleja (2.2), se deduce que el śımbolo principal p+ (D) (u) : SpM → SpM
del proyector de Calderón para el operador de Dirac aplicado a un vector no nulo
u ∈ Tp∂M , p ∈ ∂M , es
p+ (D) (u) = −
1
2 |u|
(iγ (N) γ (u)− |u| I) = 1
2 |u|
(
iγS (u) + |u| I
)
, (2.3)
donde γS = −γ (N) γ es la multiplicación de Clifford del fibrado espinorial restringido




= |u|2 I, la aplicación
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iγS (u) : SpM → SpM es un isomorfismo. Por ser autoadjunto respecto de la métrica
hermı́tica, sabemos que es diagonalizable y que sus únicos valores propios son entonces
± |u|. Los dos poseen la misma multiplicidad, pues el endomorfismo γ (N) intercambia
biyectivamente los subespacios propios. Aśı podemos descomponer SpM como la suma
directa V p|u| ⊕ V
p
−|u| de los subespacios propios de iγ
S (u) de manera que






Con esta notación, p+ (D) (u) es, salvo una constante, el operador de proyección sobre
el subespacio propio del operador iγS (u) asociado al valor propio |u|, por lo que su
imagen es
im p+ (D) (u) = V
p
|u|.
En particular, dim im p+ (D) (u) = (1/2) dim SpM , y para un espinor η ∈ SpM se
verifica que
η ∈ im p+ (D) (u) ⇔ iγ (N) γ (u) η = − |u| η. (2.4)
Esta descripción del śımbolo principal p+ (D) del proyector de Calderón del opera-
dor de Dirac sobre una variedad con borde nos permite averiguar cuándo una condición
de frontera es eĺıptica (véase [BrL, BW, GLP, Hö, Se]).
Proposición 2.1.5 Sean M una variedad riemanniana espinorial compacta con borde
no vaćıo, S = SM |∂M la restricción al borde del fibrado espinorial SM de M , y V
un fibrado vectorial hermı́tico sobre ∂M . Un operador pseudo-diferencial de orden cero
B : L2 (S) → L2 (V ) es una condición eĺıptica de frontera para el operador de Dirac de
M si y sólo si su śımbolo principal b : T∂M → HomC (S, V ) satisface las dos siguientes
condiciones:
(1) ker b (u) ∩ {η ∈ SpM / iγ (N) γ (u) η = − |u| η} = {0} ,




para cada u ∈ Tp∂M {0} y p ∈ ∂M . El operador B es una condición eĺıptica de
frontera local cuando el rango de V es la mitad del rango del fibrado espinorial SM .
Cuando se dan estas condiciones de elipticidad, el problema de frontera (2.1){
Dψ = Φ, sobre M ,
B ψ|∂M = χ, sobre ∂M ,
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es de tipo Fredholm, con soluciones diferenciables, y el correspondiente problema de
valores propios para D, con la condición de frontera B = 0, o sea,{
Dψ = λψ, sobre M ,
B ψ|∂M = 0, sobre ∂M ,
(2.5)
posee un espectro discreto en C con subespacios propios asociados de dimensión finita
formados por campos de espinores diferenciables, salvo en el caso de que sea el plano
complejo entero.
Demostración : Fijado un punto p ∈ ∂M y un vector no nulo u ∈ Tp∂M , se tiene que
b (u)|im p+(D)(u) es inyectivo ⇔ ker b (u) ∩ im p+ (D) (u) = {0} ,
y dado que im p+ (D) (u) = V
p
|u|, la equivalencia (2.4) nos dice que esta condición es
la misma que expresa la propiedad (1). Supuesto que b (u)|im p+(D)(u) sea inyectivo,
tenemos que
dim im b (u)|im p+(D)(u) = dim im p+ (D) (u) .
Entonces su imagen será la misma que la de b (u) cuando






Ahora, una vez establecida la elipticidad de la condición de frontera B, el hecho de que
los problemas (2.1) y (2.5) son de tipo Fredholm y el resto de las afirmaciones sobre
valores y subespacios propios se deducen de una forma estándar (véase [BW, Hö]).
2.2. Estimación de valores propios
Antes de introducir las cuatro condiciones de frontera, que anunciamos al comienzo
de este Caṕıtulo 2, para las cuales estudiaremos el espectro del operador de Dirac de
una variedad con borde, vamos a describir la técnica común que usaremos para estimar
los valores propios correspondientes. Haremos dos hipótesis relativas respectivamente
a la geometŕıa de la variedad M y a la geometŕıa de su borde ∂M . Supondremos que
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la curvatura escalar S de M y curvatura media H de la hipersuperficie ∂M respecto
del campo normal interior satisfacen las siguientes desigualdades
S ≥ n(n+ 1) H ≥ 0.













para cada ψ ∈ Γ (SM), alcanzándose la igualdad únicamente si ψ es un campo de
espinores twistor (ver 1.24) y S ≡ n(n+ 1) y H ≡ 0, si ψ es no trivial.
En esta desigualdad integral elegimos el campo de espinores ψ como un campo
propio para el operador de Dirac D de la variedad M , sujeto a una condición de
frontera eĺıptica B y correspondiente al valor propio λ ∈ C. Es decir, ψ es una solución
no trivial ψ ∈ Γ (SM) de {
Dψ = λψ, sobre M ,
B ψ|∂M = 0, sobre ∂M .














Como el campo propio ψ es no trivial, si conseguimos ver que nuestra condición de
frontera Bψ = 0 obliga a que el término en el borde cumpla∫
∂M
〈Dψ, ψ〉 ≤ 0,
concluiremos que




que es precisamente la misma estimación de Friedrich (Teorema 1.6.3) para el caso
de las variedades compactas sin borde. Además, de darse esta desigualdad, no todo
número complejo podŕıa ser un valor propio de D. Por tanto, según la Proposición 2.1.5
anterior, el espectro de D, sujeto a la condición de frontera B, seŕıa un subconjunto
discreto de C. Si el valor propio de menor módulo λ1 alcanza la igualdad, cualquier
campo propio asociado a él seŕıa un campo de espinores twistor. Pero, como también
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es propio, será un campo de espinores de Killing no trivial con constante de Killing
−λ1/(n+1) y, por tanto, según la Observación 1.6.6, no nulo en ningún punto. Entonces
M tendŕıa curvatura escalar constante n(n+1) y la hipersuperficie del borde ∂M seŕıa
minimal. Por otro lado, M seŕıa una variedad de Einstein, por soportar un campo de
Killing no trivial, y, dada la relación entre la constante de Killing y la curvatura escalar,
el valor propio λ1, si se da la igualdad en la estimación anterior, sólo podŕıa ser un
número real.
Está claro que, si la curvatura escalar de la variedad está acotada inferiormente por
una cantidad positiva cualquiera, no precisamente por n(n+ 1), una precisión análoga
a la hecha en la Observación 1.6.4 seŕıa de aplicación en este caso y se conseguiŕıa una
cota inferior correspondiente para el espectro del operador de Dirac.
2.3. Condición de frontera de Atiyah, Patodi y
Singer
Como la frontera ∂M de nuestra variedad M de dimensión n + 1 es una variedad
riemanniana espinorial compacta sin borde, su operador de Dirac extŕınseco D, definido
en (1.34), que coincide con D∂M , si n es par, o con D∂M ⊕−D∂M , si n es impar, posee
un espectro discreto real no acotado ni inferior ni superiormente, como ya señalamos
en la Observación 1.5.4. Además, por (1.37), sabemos que es simétrico respecto de cero,
es decir, Spec(D) = {λm, m ∈ Z} ⊂ R, de manera que
. . . ≤ λ−m ≤ . . . ≤ λ−1 < 0 ≤ λ0 ≤ λ1 ≤ . . . ≤ λm ≤ . . . ,
λ−m = −λm, ∀m ∈ Z, ĺım
m→±∞
λm = ±∞,
donde reservamos el śımbolo λ0 por si el cero es un valor propio de D. En caso contrario,
supondremos que λ0 no está en el espectro. Aśı, cada campo φ ∈ L2 (S) puede desa-
rrollarse en serie en la forma φ =
∑
m∈Z φm, donde Dφm = λmφm, para cada m ∈ Z.
Consideremos como fibrado hermı́tico V al propio fibrado restringido S = SM |∂M , y
definamos BAPS como el operador de proyección ortogonal sobre el subespacio generado
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por los espinores propios asociados a valores propios no negativos
BAPS : L
2 (S) → L2 (S) , φ =
∑
m∈Z




En [APS], con objeto de extender al caso con borde el celebrado Teorema del Índice,
Atiyah, Patodi y Singer demostraron que BAPS es un operador pseudo-diferencial de
orden cero cuyo śımbolo principal, para cada u ∈ Tp∂M {0}, p ∈ ∂M , coincide con la
proyección ortogonal sobre el subespacio propio del śımbolo principal σD (u) = iγ
S (u)
asociado a su único valor propio positivo |u|. Esto es aśı, como se puede ver en [BW,










(−iγ (N) γ (u) + |u| I) . (2.8)
Esto demuestra, según (2.3), que bAPS (u) = |u| p+ (D) (u). Al coincidir estos śımbolos
salvo una constante real no nula, las condiciones (1) y (2) de la Proposición 2.1.5 están
garantizadas, y BAPS es una condición de frontera eĺıptica para el operador de Dirac,
que es de tipo global. Aqúı esta globalidad de la condición se hace manifiesta, ya que
la determinación de BAPSφ en un punto, para cada φ ∈ L2(S), involucra al campo φ
en todos sus puntos, puesto que depende de su desarrollo en serie de campos propios.
Una vez comprobada la elipticidad, veamos que la condición de Atiyah, Patodi y
Singer BAPS = 0 hace que el operador de Dirac sea L
2-simétrico, es decir,
∀φ, ψ ∈ Γ (SM) con BAPSφ = BAPSψ = 0, (Dφ,ψ)L2 = (φ,Dψ)L2 .
En efecto, si usamos la notación φ+ := BAPSφ y por φ− := φ−φ+ =
∑
m<0 φm, podemos
observar que la descomposición φ = φ++φ− es única y ortogonal respecto del producto
hermı́tico. Como φ+ = ψ+ = 0, sabemos que φ = φ− y ψ = ψ−. Como además, de
acuerdo con (1.37), la multiplicación de Clifford γ(N) por el campo normal al borde
intercambia los valores propios positivos y negativos de D, tenemos que γ (N)φ =
(γ (N)φ)+ y γ (N)ψ = (γ (N)ψ)+. Entonces, usando (1.21), obtenemos
(Dφ,ψ)L2 − (φ,Dψ)L2 = −
∫
∂M
(γ (N)φ, ψ) = 0.
Esto demuestra que el espectro del operador de Dirac D de M , con la condición de
frontera BAPS de Atiyah, Patodi y Singer{
Dψ = λAPSψ, sobre M ,
BAPS ψ|∂M = 0, sobre ∂M ,
(2.9)
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es un subconjunto discreto de números reales que no está acotado (véase [Hö, GLP]).
Por otro lado, veamos que la condición de frontera BAPS que estamos estudiando
nos permite controlar el término de frontera (2.6) que necesitamos para estimar el


























λm |ψm|2 ≤ 0,
porque λm < 0 si m < 0. De hecho, se da la igualdad si y sólo si ψm = 0, para cada
m < 0, es decir, ψ− = 0 lo que, unido a que ψ+ = 0, nos diŕıa que ψ|∂M = 0.
Por tanto, si ψ ∈ Γ (SM) es cualquier solución no trivial del problema de valores
propios (2.9), es decir, un campo de espinores propio para el valor propio λAPS, y
















)2 ≥ (n+ 1)2 / 4. Si se diese la igualdad, ψ seŕıa un campo de Killing
real, pero entonces su módulo seŕıa constante, y como ψ|∂M = 0, se tendŕıa que ψ = 0,
lo que contradice que ψ es no trivial. Aśı, la igualdad no puede alcanzarse, y hemos
demostrado el siguiente enunciado (véase [HMZ1, HMZ2] y también [FS, Teorema 10]
para una versión débil).
Teorema 2.3.1 Sea M una variedad riemanniana espinorial compacta de dimensión
n + 1, cuya curvatura escalar cumple S ≥ n(n + 1) y cuyo borde no vaćıo tiene cur-
vatura media H no negativa (respecto del campo normal interior). Entonces el espectro
del operador de Dirac D sobre M , bajo la condición de frontera de Atiyah, Patodi y
Singer, es una sucesión no acotada de números reales
{
λAPSm , m ∈ Z
}
que satisfacen
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2.4. Condición de frontera asociada a un operador
de quiralidad
Supongamos ahora que sobre la variedad riemanniana espinorial compacta M hay
definido un operador de quiralidad, es decir, un operador F : Γ(SM) → Γ(SM) que
satisface las cuatro condiciones siguientes:
(1) F 2 = I,
(2) (Fφ, Fψ) = (φ, ψ) ,
(3) ∇XFφ = F∇Xφ, es decir, ∇F = 0,
(4) γ (X)Fφ = −Fγ (X)φ,
para cada X ∈ Γ (TM) y cada φ, ψ ∈ Γ (SM). El nombre que se otorga a este tipo
de operadores procede de la situación que se tiene cuando la dimensión de la variedad
M es par. En ese caso, es un simple ejercicio ver que la aplicación de conjugación
usual F = γ (ω), donde ω es el elemento de volumen complejo, definido en la Sección
1.2, que cambia el signo de la componente de quiralidad negativa de cada campo de
espinores, satisface esas cuatro condiciones. No obstante, existen otras situaciones en
las que aparecen de forma natural este tipo de operadores: por ejemplo, cuando M
es una hipersuperficie espacial de una variedad de Lorentz espinorial N , y se induce
sobre M la estructura riemanniana y espinorial usual. Si T es un campo temporal
unitario sobre la hipersuperficie M , la elección F = γN (T ) [He1] también proporciona
un operador de quiralidad sobre M (aqúı γN representa la multiplicación de Clifford
sobre N).
Cualquiera que sea su procedencia, si F es un operador de quiralidad sobre M ,
podemos considerar la composición γ (N)F : L2(S) → L2(S), donde hemos considerado
la extensión L2 del operador de quiralidad F sobre M . De acuerdo con las propiedades
(1) y (2) de F y con (1.11), γ (N)F es autoadjunto respecto del producto hermı́tico
en cada fibra, y su cuadrado es
(γ (N)F )2 = γ (N)Fγ (N)F = −γ (N)2 F 2 = I.
Aśı, en cada fibra de S, γ (N)F es un isomorfismo con valores propios ±1 de la misma
multiplicidad, porque el isomorfismo γ (N) : Γ (S) → Γ (S) intercambia biyectivamente
sus subespacios propios.
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Elijamos como fibrado V , en orden a aplicar la Proposición 2.1.5, alguno de los dos
subfibrados propios de S correspondientes al valor propio +1 o al −1 del isomorfismo
γ (N)F , o sea,
V ± := {η ∈ S / γ (N)Fφ = ±φ} .
Claramente V ± son fibrados de rango igual a la mitad del rango de S, por lo que las
condiciones de frontera que vamos a definir serán locales. Llamemos B±QUI : L
2 (S) →





(I ± γ (N)F ) .
Los operadores B±QUI son operadores diferenciales de orden cero y, en particular, ope-
radores pseudo-diferenciales del mismo orden. Por tanto, sus śımbolos principales b±QUI ,
sobre cada vector no nulo u ∈ Tp∂M , p ∈ ∂M , coinciden consigo mismos







(I ± γ (N)F ) .
En particular, b±QUI(u) son sobreyectivos por ser proyecciones. Aśı se cumple la condi-
ción (2) de la Proposición 2.1.5. Comprobemos que también ocurre lo mismo para la
condición (1) de inyectividad. Sea u ∈ Tp∂M y η ∈ SpM = Sp tal que b±QUI (u) η = 0 y
iγ (N) γ (u) η = − |u| η. Entonces
b±QUI (u) η = 0 ⇔ γ (N)Fη = ∓η,
y aśı
− |u| η = iγ (N) γ (u) η = −iγ (u) γ (N)F 2η = iγ (u)Fγ (N)Fη = ∓iγ (u)Fη.
Esto nos dice que η es un espinor propio del endomorfismo iγ (u)F asociado al va-
lor propio real ± |u|. Sin embargo, este endomorfismo no puede tener ningún valor
propio real, ya que (iγ (u)F )2 = − |u|2 I. Como u 6= 0, deducimos que η = 0, y se
cumple la condición de inyectividad. En definitiva, las dos B±QUI proveen unas condi-
ciones de frontera eĺıpticas para el operador de Dirac. Hay que señalar que distintos
autores [Bun1, FS] han considerado operadores de este tipo, aunque nunca han llegado
a conseguir estimaciones alcanzables del espectro correspondiente.
Veamos que las condiciones de frontera B±QUIφ = 0 hacen que el operador de
Dirac sea, como para la condición de frontera de Atiyah, Patodi y Singer, simétri-
co respecto del producto hermı́tico. En efecto, sean φ, ψ ∈ Γ (SM) de manera que
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B±QUIφ = B
±
QUIψ = 0. Esto significa que γ (N)Fφ = ∓φ y γ (N)Fψ = ∓ψ. Entonces
(γ (N)φ, ψ) = (Fγ (N)φ, Fψ) = − (γ (N)Fφ, Fψ) = ± (φ, Fψ) =
= ± (γ (N)φ, γ (N)Fψ) = − (γ (N)φ, ψ) ,
y aśı (γ (N)φ, ψ) = 0 sobre ∂M . Esto obliga a que, de la misma forma que al trabajar
con la condición de Atiyah, Patodi y Singer,
∀φ, ψ ∈ Γ (SM) con B±QUIφ = B
±
QUIψ = 0, (Dφ,ψ)L2 = (φ,Dψ)L2 ,
de donde deducimos que el espectro correspondiente del operador de Dirac dado por{
Dψ = λQUIψ, sobre M ,
B±QUI ψ|∂M = 0, sobre ∂M ,
es real y, por tanto, discreto (pues no puede ser el plano complejo entero).
Sea ψ cualquier campo de espinores del fibrado inducido S sobre el borde ∂M que
cumpla una de las condiciones de frontera B±QUIψ = 0. En este caso, vamos a demostrar
que el término de frontera ∫
∂M
〈Dψ, ψ〉
de la desigualdad (2.6) es, en realidad, cero, porque F y D conmutan. En primer
lugar, observemos que, de la condiciones (3) y (4) y de la misma Definición 1.5.1 de
operador de Dirac, podemos deducir que F anticonmuta con el operador de Dirac D
de la variedad M . Esta propiedad, además, nos garantiza que el espectro de D, bajo la
condición de frontera B+QUI = 0, es el opuesto del espectro de D, sujeto a la condición
dual B−QUI = 0, pues si Dψ = λψ, entonces DFψ = −λFψ y si γ(N)Fψ = −ψ entonces
γ(N)F (Fψ) = Fψ. Por otro lado, F conmuta con la conexión inducida ∇S ya que,
















= ∇X (Fψ) +
1
2
γ (N) γ (AX)Fψ = ∇SX (Fψ) .
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γ (N)Fγ (ej)∇Sejψ = −
n∑
j=1




γS (ej)∇Sej (Fψ) = DFψ.
Sabiendo que B±QUIψ = 0, es decir, γ (N)Fψ = ∓ψ, esta última propiedad nos garan-
tiza que el término de frontera asociado al problema es nulo, pues todo el integrando
es nulo, ya que
(Dψ, ψ) = (FDψ, Fψ) = (DFψ, Fψ) = (γ (N)DFψ, γ (N)Fψ)
= − (Dγ (N)Fψ, γ (N)Fψ) = − (Dψ, ψ) .
Aplicando el mismo razonamiento que utilizamos para la condición anterior, si
suponemos que ψ es un campo de espinores sobre M propio para el operador de Dirac



















)2 ≥ (n+ 1)2 / 4 porque ψ es no trivial. Si se alcanzase la igualdad, el
borde seŕıa minimal y el campo ψ seŕıa un campo de Killing real no trivial, es decir,





para cada X ∈ Γ (TM). Como λQUI es un número real, sabemos que la función |ψ|2 es
una constante no nula y que M es, según (1.27), una variedad de Einstein con curvatura
escalar constante no negativa S = n(n+ 1).
Para ahondar más en el caso de la igualdad, definamos la función compleja f : M →
C por
f := (ψ, Fψ) .
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En realidad, la función f sólo toma valores reales, porque (ψ, Fψ) = (Fψ, F 2ψ) =
(Fψ, ψ) = (ψ, Fψ). Veamos que, además, f no es idénticamente nula. En efecto, según
(1.21),
(Dψ,Fψ)L2 − (ψ,DFψ)L2 = −
∫
∂M







|ψ|2 = ∓ |ψ|2 V ol (∂M) 6= 0.
Por otro lado, como Dψ = λQUIψ, y también DFψ = −FDψ = −λQUIFψ, el primer
término es





















f = ∓ |ψ|2 V ol (∂M) 6= 0,
lo que implica que la función f no puede ser idénticamente nula sobre M . Calculemos
el hessiano de la función f . Por un lado, para cada X ∈ Γ (TM),
〈∇f,X〉 = X (ψ, Fψ) = (∇Xψ, Fψ) + (ψ,∇XFψ) = (∇Xψ, Fψ) + (ψ, F∇Xψ)
= (∇Xψ, Fψ) + (Fψ,∇Xψ) = (∇Xψ, Fψ) + (∇Xψ, Fψ) = 2< (∇Xψ, Fψ) .
Como ψ es un campo de Killing asociado a la constante real ±1/2, tenemos
〈∇f,X〉 = ±〈γ (X)ψ, Fψ〉.
Si volvemos a derivar, encontramos(
∇2f
)
(X,X) = 〈∇X∇f,X〉 = X〈∇f,X〉 − 〈∇f,∇XX〉
= ±X (〈γ (X)ψ, Fψ〉)− (±〈γ (∇XX)ψ, Fψ〉)
= ± [〈γ (∇XX)ψ, Fψ〉+ 〈γ (X)∇Xψ, Fψ〉
+〈γ (X)ψ,∇X (Fψ)〉]± 〈γ (∇XX)ψ, Fψ〉.
El primer y el último sumando se cancelan, y queda(
∇2f
)
(X,X) = ± (〈γ (X)∇Xψ, Fψ〉+ 〈γ (X)ψ, F (∇Xψ)〉) .
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(〈γ (X) γ (X)ψ, Fψ〉+ 〈γ (X)ψ, Fγ (X)ψ〉)
= 〈γ (X)2 ψ, Fψ〉 = −f 〈X,X〉.
Concluimos que la función real f sobre M es una solución no trivial de la ecuación de
Obata
∇2f = −f 〈 , 〉. (2.10)
Por otro lado, volviendo a usar la condición de frontera γ (N)Fψ = ∓ψ, encontramos
que f se anula sobre el borde, ya que
f |∂M = 〈ψ, Fψ〉|∂M = 〈γ (N)ψ, γ (N)Fψ〉|∂M = ∓ 〈γ (N)ψ, ψ〉|∂M = 0,
Aplicando la versión con frontera debida a Reilly [Re, Lema 3] del Teorema de Obata,
concluimos que M es una semiesfera de radio uno.
Teorema 2.4.1 Sea M una variedad riemanniana espinorial compacta de dimensión
n + 1, en la que existe un operador de quiralidad F . Supongamos que su curvatura
escalar satisface S ≥ n(n + 1) y que tiene borde no vaćıo con curvatura media H
no negativa respecto del campo normal interior. Entonces el espectro del operador de
Dirac D sobre M , con cualquiera de las condiciones de frontera B±QUI = 0 asociada a
ese operador de quiralidad, es una sucesión simétrica respecto de cero, no decreciente
y no acotada de números reales
{
λQUIm , m ∈ Z
}
, de manera que
(
λQUI
)2 ≥ (n+ 1)2
4
.
La única variedad que alcanza la igualdad en la desigualdad anterior es la semiesfera
eucĺıdea de radio uno.
2.5. Versión riemanniana de la condición del MIT
La idea para construir esta nueva condición de frontera es parecida a la del caso
anterior. Consideramos el isomorfismo iγ (N) : Γ(S) → Γ(S), que también es auto-
adjunto respecto de la métrica hermı́tica y cuyo cuadrado es la identidad. Sus únicos
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valores propios son, por tanto, ±1, y poseen la misma multiplicidad porque, en cada
fibra, la multiplicación de Clifford por un vector no nulo tangente a ∂M intercambia
los subespacios propios. Elijamos como V el subfibrado propio asociado al valor propio
positivo
V := {φ ∈ S / iγ (N)φ = φ} ,
y como condición de frontera B+MIT : L





(I + iγ (N)) .
Por las mismas razones que en la condición de frontera anterior, B+MIT es un opera-
dor (pseudo)-diferencial de orden cero cuyo śımbolo principal, sobre cada u ∈ T∂M ,




(I + iγ (N)) .
Por ser B+MIT una proyección ortogonal, claramente se verifica la condición de sobreyec-
tividad (2) de la Proposición 2.1.5. La inyectividad se deduce como sigue. Si existiese




, es decir, con iγ (N) η = −η, y tal que iγ (N) γ (u) η =
− |u| η, se tendŕıa que
|u| η = −iγ (N) γ (u) η = γ (u) (iγ (N) η) = −γ (u) η.
Pero γ(u)2 = −|u|2I y u 6= 0. En consecuencia η = 0 y esto nos dice que la condición
de frontera B+MIT es una condición de frontera eĺıptica local, según la Definición 2.1.4,
ya que está claro que el rango del fibrado V es la mitad del rango de S. Esta condición
fue introducida, para el operador de Dirac sobre variedades de Lorentz, por un grupo
de investigadores del Instituto de Tecnoloǵıa de Massachussets (M.I.T.) para mode-
lar campos fermiónicos en regiones confinadas del espacio. Su estudio en el contexto
riemanniano es nuevo.
Encontramos ahora una diferencia con los casos anteriores: el operador de Dirac D
sobre la variedad con borde M no es simétrico para el producto hermı́tico de campos
de espinores en el núcleo de B+MIT . Por el contrario, veamos que el espectro del D para
esta condición de frontera, o sea, para el problema{
Dψ = λMITψ, sobre M ,
B+MIT ψ|∂M = 0, sobre ∂M ,
(2.11)
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está formado por números complejos de parte imaginaria no negativa. En efecto, sea
ψ cualquier solución no trivial del sistema anterior. La condición B+QUI ψ|∂M = 0 es
equivalente a decir que iγ (N)ψ = −ψ sobre ∂M . Entonces la identidad (1.21) aplicada
a ψ e iψ nos dice que
(Dψ, iψ)L2 − (ψ,Diψ)L2 = −
∫
∂M




Como Dψ = λMITψ, el primer miembro es




Como ψ es no trivial, tenemos que =λMIT debe ser no positivo. Este detalle garantiza
que el espectro del problema de valores propios (2.11) no puede ser el plano complejo
entero, y aśı, de acuerdo con la Proposición 2.1.5, debe estar formado por una sucesión
no acotada de números complejos de parte imaginaria no positiva.
No obstante lo anterior, vamos a demostrar que, en las hipótesis geométricas de
la Sección 2.2, o sea, si la curvatura escalar S de M es mayor o igual que su valor
n(n + 1) en la esfera de radio uno y la curvatura media del borde ∂M respecto del
normal interior es no negativa, el término de frontera en nuestra desigualdad (2.6) es
nulo. En efecto, usando la anticonmutatividad (1.37),













〈Dψ, ψ〉 = 0.
Deducimos de ah́ı que |λMIT |2 ≥ (n+ 1)2 / 4. Si se diese la igualdad, ψ seŕıa un campo
no trivial de Killing asociado a la constante −λMIT/ (n+ 1), que en este caso es un
valor imaginario puro, porque ψ, por ser un campo de Killing no trivial, no puede
anularse en ningún punto (ver la Observación 1.6.6). No obstante, como ya razonamos
al final de la Sección 2.2, las variedades con un campo de Killing imaginario poseen
curvatura escalar constante y negativa y, sin embargo, en el caso de la igualdad que
estamos tratando se tiene S = n(n+1). En consecuencia, nunca se alcanza la igualdad
y aśı se puede enunciar el siguiente resultado.
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Teorema 2.5.1 Sea M una variedad riemanniana espinorial compacta de dimensión
n+1 cuya curvatura escalar satisface S ≥ n(n+1) y cuyo borde es una hipersuperficie
con curvatura media H no negativa respecto del campo normal interior. Entonces el es-
pectro del operador de Dirac D sobre M , bajo la condición de frontera MIT, es una suce-
sión no acotada de números complejos de parte imaginaria no positiva
{
λMITm , m ∈ Z
}
,
que satisfacen la siguiente desigualdad estricta
∣∣λMIT ∣∣2 > (n+ 1)2
4
.
Observación 2.5.2 Debemos señalar que, en la definición de la condición de frontera
BMIT , como ocurŕıa con la condición asociada a un operador de quiralidad, no jue-
ga ningún papel especial el signo del valor propio del endomorfismo iγ(N). Es decir,
podŕıamos haber elegido el fibrado V , al comienzo de esta sección, como el asociado
al valor propio negativo −1 y la correspondiente condición de frontera hubiera sido
B−MIT = (I − iγ(N))/2. Se puede comprobar fácilmente que las condiciones de eliptici-
dad que exige la Proposición 2.1.5 se hubieran dado igualmente, aśı como la anulación
del término de frontera en (2.6). La única diferencia estribaŕıa en que los valores pro-
pios correspondientes a esa otra condición de frontera seŕıan números complejos con
parte imaginaria no negativa. Por el contrario, tanto en la definición de la condición
BAPS de Atiyah, Patodi y Singer que estudiamos en la sección anterior, como en la que
estudiaremos a continuación, es determinante escoger la proyección sobre el subespacio
engendrado por los espinores propios correspondientes a valores propios no negativos.
De hecho, se puede ver sin mucha dificultad que la elipticidad se mantiene si se toma
la proyección sobre las componentes desde un valor propio cualquiera en adelante, pero
no desde un valor propio hacia atrás.
2.6. Una nueva condición de frontera
Desde una perspectiva de geómetras, el borde de una variedad compacta es una
hipersuperficie cuya geometŕıa y su interacción con la geometŕıa y propiedades anaĺıti-
cas del interior son objetos dignos de interés. De ah́ı que los teoremas de comparación
anteriores 2.3.1, 2.4.1 y 2.5.1 para el primer valor propio del operador de Dirac para
variedades compactas con borde no sean del todo satisfactorios, ya que en dos de los
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casos proporcionan desigualdades que no se alcanzan y en el otro la igualdad sólo carac-
teriza a las semiesferas. Introducimos aqúı una nueva condición de frontera asociada al
operador de Dirac para la cual el estudio del espectro presenta novedades interesantes,
ya que destaca de entre todas las hipersuperficies borde a las que son minimales.
Elijamos de nuevo el fibrado hermı́tico V de la Proposición 2.1.5 como el propio
fibrado restringido S sobre ∂M y consideremos el operador BmAPS : L
2 (S) → L2 (S)
dado por la composición
BmAPS := BAPS ◦ (I + γ (N)) ,
donde BAPS es el operador de Atiyah, Patodi y Singer definido en (2.7). El operador
I + γ (N) es un operador diferencial de orden cero, mientras que ya señalamos que
BAPS es un operador pseudo-diferencial de orden cero cuyo śımbolo principal está des-
crito en (2.8). La composición de ambos es, de acuerdo con la Observación 2.1.3, otro
operador pseudo-diferencial de orden cero cuyo śımbolo principal es la composición de
los respectivos śımbolos, es decir, que
bmAPS (u) = bAPS (u) ◦ (I + γ (N)) =
1
2
(−iγ (N) γ (u) + |u| I) ◦ (I + γ (N)) ,
para cada u tangente en algún punto del borde ∂M .
Comprobemos que BmAPS define una condición de frontera eĺıptica. Por un lado,
sea η ∈ ker bmAPS (u) un espinor tal que iγ (N) γ (u) η = − |u| η. Entonces
0 = bmAPS (u) η = |u| η + |u| γ (N) η.
Como u 6= 0, deducimos que γ(N)η = −η y por tanto η = 0. Aśı tenemos garantizada la
inyectividad (1) en la Proposición 2.1.5. Por otro lado, observemos que (I + γ (N))2 =
2γ (N), y entonces (I + γ (N))4 = (2γ (N))2 = −4I. En particular, I + γ (N) es un
isomorfismo. Por tanto, la imagen de bmAPS(u) tiene la misma dimensión que la imagen
de bAPS (u) que ya comprobamos en la Sección 2.3 que es exactamente la mitad de la
dimensión de SpM . En definitiva, esto demuestra que BmAPS define una condición
eĺıptica de frontera para el operador de Dirac de M , que es de naturaleza global.
Demostraremos ahora que el operador de Dirac es simétrico respecto del producto
hermı́tico bajo esta nueva condición de frontera. En efecto, sean φ, ψ ∈ Γ (SM) con
BmAPSφ = BmAPSψ = 0, lo que equivale a decir que
BAPS (φ+ γ (N)φ) = BAPS (ψ + γ (N)ψ) = 0.
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Como hicimos en la Sección 2.3, sean ψ+ = BAPSψ y ψ− = ψ − ψ+. Entonces la
descomposición ψ|∂M = ψ+ +ψ− es única y ortogonal. Como D y γ (N) anticonmutan,
0 = BAPS (ψ + γ (N)ψ) = (ψ + γ (N)ψ)+ = ψ+ + γ(N)ψ0 + γ (N)ψ−,
donde ψ0 es la componente de ψ en el espacio propio del operador D correspondiente
al valor propio cero. De ah́ı se deduce que
ψ0 = 0 y ψ+ = −γ(N)ψ−.
Por tanto, el campo ψ|∂M se descompone realmente como ψ|∂M = −γ(N)ψ− + ψ−, y





(φ− + γ(N)φ−,−γ(N)ψ− + ψ−) = 0.
Entonces, usando (1.21), se tiene la simetŕıa buscada
(Dφ,ψ)L2 − (φ,Dψ)L2 = −
∫
∂M
(γ (N)φ, ψ) = 0.
Nuevamente, el espectro del operador de Dirac sometido a la nueva condición de fron-
tera BmAPS, o sea, el espectro de{
Dψ = λmAPSψ, sobre M ,
BmAPS ψ|∂M = 0, sobre ∂M ,
(2.12)
debe ser real y, por no ser el plano complejo entero, debe ser exactamente, según la
Proposición 2.1.5, una sucesión de números reales.
Sea ψ cualquier campo de espinores propio para el problema anterior. Vamos a
demostrar que ∫
∂M
〈Dψ, ψ〉 = 0,
o sea, que el término de frontera en (2.6) se anula, abriéndose aśı la posibilidad de
utilizar de nuevo los argumentos de la Sección 2.2 y de conseguir el correspondiente
resultado de comparación. En efecto, basta usar de nuevo que la condición de frontera
BmAPSψ = 0 del campo propio puede expresarse como
ψ|∂M = −γ(N)ψ− + ψ−,
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tener en cuenta que, por (1.37), el operador de Dirac extŕınseco D y la multiplicación





〈γ(N)Dψ− + Dψ−,−γ(N)ψ− + ψ−〉 = 0.
A partir de aqúı, el razonamiento que varias veces hemos aplicado nos garantiza la
acotación λ2 ≥ (n+ 1)2 /4, si suponemos que S ≥ n(n + 1) y que H ≥ 0. Si se diese
la igualdad, ψ seŕıa un campo de espinores de Killing real y no trivial asociado a uno
de los números ±1/2 y la curvatura media H seŕıa constantemente cero. Por tanto,
|ψ|2 es constante sobre M y la curvatura escalar debe ser también constante e igual a




En particular, ψ+ γ (N)ψ es otro campo no trivial que es propio para D para el valor
propio ±n/2, ya que, usando (1.37), tenemos
D (ψ + γ (N)ψ) = ±n
2
(ψ + γ (N)ψ) . (2.13)
Como, por otro lado, BAPS (ψ + γ (N)ψ) = 0, todas las componentes de su desarrollo
en serie de campos propios están asociadas a valores propios estrictamente negativos.
En consecuencia, de los dos valores propios posibles hay que quedarse con −n/2. De
aqúı se deduce que λ = (n+ 1)/2. Esto demuestra lo siguiente.
Teorema 2.6.1 Sea M una variedad riemanniana espinorial compacta de dimensión
n + 1 con curvatura escalar S mayor o igual que la de una esfera de radio uno y su
misma dimensión y cuyo borde no vaćıo tiene curvatura media H no negativa respecto
del campo normal interior. Entonces el espectro del operador de Dirac D sobre M , bajo
la condición de frontera BmAPS = BAPS ◦ (I + γ (N)), es una sucesión no acotada de
números reales {λm, m ∈ Z} que satisfacen la desigualdad




Además, la igualdad ocurre si, y sólo si, M posee un campo no trivial de espinores
de Killing real asociado a la constante negativa −1/2 y la hipersuperfice borde ∂M es
minimal.
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El rećıproco que hemos enunciado se deduce de lo siguiente. Si M posee una frontera
minimal y un campo no trivial de espinores de Killing asociado a −1/2, entonces se
llega a Dψ = n+1
2





y de aqúı, al igual que en (2.13), se concluye que
D (ψ + γ (N)ψ) = −n
2
(ψ + γ (N)ψ) .
Como −n/2 < 0, el campo de espinores ψ + γ (N)ψ sólo posee componente negativa,
por lo que
BmAPSψ = BAPS (ψ + γ (N)ψ) = 0.
Entonces ψ es un campo de espinores no trivial propio para el operador de Dirac de
M para el valor propio (n+1)/2 que cumple la condición de frontera (2.12). Por tanto




Operador de Dirac de
hipersuperficies que bordean un
dominio
Cuando establecimos la desigualdad de Reilly, en el Corolario 1.8.2, para campos de
espinores sobre variedades compactas con borde, ya comentamos que se podŕıa intentar
utilizar o bien para obtener información acerca del espectro del operador de Dirac de la
variedad, sujeto a diversas condiciones en el borde, como se ha hecho en el Caṕıtulo 2
anterior, o bien para obtenerla acerca del operador de Dirac de la misma hipersuperficie
del borde y su relación con su geometŕıa extŕınseca. La esperanza de lograr resultados
de esta naturaleza teńıa un sólido apoyo en el hecho de que Reilly ya los obtuvo
para el operador de Laplace, usando una fórmula integral análoga para funciones (ver
[Re]) y también otros geómetras lo hicieron posteriormente (ver [CW, Ro]). En esta
desigualdad integral de Reilly aparece la geometŕıa de la variedad representada por su
curvatura de Ricci, no por la escalar, como en el caso espinorial, y una caracteŕıstica
común a todos los trabajos citados es que necesitan suponer que esta curvatura de
Ricci de la variedad ambiente es no negativa.
69
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En una serie de trabajos recientes, [HMZ1, HMZ2, HM], O. Hijazi, S. Montiel y X.
Zhang han explotado esta desigualdad de Reilly espinorial para estudiar el espectro
del operador de Dirac de una hipersuperficie Σ que bordee un dominio compacto Ω
en una variedad riemanniana espinorial M de dimensión n+ 1. Se parte de un campo
de espinores φ sobre la hipersuperficie Σ que sea propio para el operador de Dirac de
la estructura riemanniana espinorial inducida y se coloca en la desigualdad un campo
de espinores ψ armónico, es decir, que cumple Dψ = 0 sobre Ω y que satisface una
cierta condición de frontera relacionada con φ. Se obtiene entonces información para el
valor propio λ al que φ está asociado, supuesto que la curvatura escalar de la variedad
ambiente M es no negativa. De hecho, se llega al siguiente resultado.
Teorema 3.0.2 (Hijazi, Montiel, Zhang, [HMZ1]) Sea Σ una hipersuperficie de
una variedad riemanniana espinorial de dimensión n+1 y curvatura escalar no negativa
que bordea un dominio compacto Ω. Si la curvatura media H de Σ respecto del normal
interior cumple H ≥ 1, entonces el valor propio λ1 de menor valor absoluto del operador





La igualdad se da si y sólo si en Ω existe un campo de espinores paralelo no trivial y
H es constantemente 1. Además el espacio propio asociado a λ1 está formado por las
restricciones a Σ de los espinores paralelos de Ω, si λ1 ≥ 0, y por sus imágenes bajo
γ(N), si λ1 ≤ 0.
Se puede ver esta estimación como un resultado de comparación entre la inmersión
Σ ⊂ M y la inmersión canónica de la esfera Sn ⊂ Rn+1. Si la curvatura escalar de M
está minorada por la de Rn+1 y la curvatura media de Σ lo está por la de Sn, entonces
el espectro del operador de Dirac de Σ está minorado por el primer valor propio del
operador de Dirac de la esfera (ver la Observación 1.7.1).
También se puede observar que el resultado anterior provee la misma acotación
inferior que la desigualdad de Friedrich 1.6.3, con la ventaja de que funciona aunque
la curvatura escalar de la hipersuperficie tome valores negativos. Como además, para
una hipersuperficie del espacio eucĺıdeo, la curvatura escalar S y la curvatura media
H están relacionadas por la desigualdad S ≤ n(n − 1)H2, el teorema anterior mejora
la estimación de Friedrich en el caso de las hipersuperficies compactas embebidas en el
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espacio eucĺıdeo. Es de destacar que una minoración de estas caracteŕısticas es imposible
para el operador de Laplace, ya que se pueden encontrar ejemplos de hipersuperficies
compactas embebidas en el espacio eucĺıdeo con curvatura media acotada inferiormente
por una misma constante positiva que, sin embargo, tienen primeros valores propios
del laplaciano arbitrariamente pequeños.
De la estimación extŕınseca de Hijazi, Montiel y Zhang se pueden extraer varias
consecuencias acerca de la geometŕıa de las hipersuperficies que bordean dominios
en ambientes espinoriales de curvatura escalar no negativa. La primera es una de-
mostración trivial (ver [HMZ1]) del Teorema de Alexandrov [Al] que afirma que las
únicas hipersuperficies compactas embebidas en el espacio eucĺıdeo con curvatura media
constante son las esferas. La segunda es que proporciona condiciones [HM] para saber
cuándo los campos de espinores de Killing reales del borde de una variedad espinorial
compacta provienen de los campos paralelos del interior, o sea, nos da una especie
de principio holográfico (véase [Wi2]) para las simetŕıas espinoriales (supersimetŕıas,
suelen decir los f́ısicos). La tercera es que se deducen algunos teoremas de estructura
sobre variedades compactas con borde Ricci-llanas (ver [HM]).
Todos los resultados precedentes, derivados o relacionados con el Teorema 3.0.2
citado antes, suponen que la variedad ambiente tiene curvatura escalar no negativa.
En el presente Caṕıtulo 3 de esta Memoria vamos a sacarle partido a la desigualdad
espinorial de Reilly 1.8.2 en el caso en que la curvatura escalar de la variedad ambiente
esté minorada por una constante negativa. En tal caso, veremos que, realizando las
modificaciones oportunas al método que utilizaron los mencionados autores, podremos
deducir resultados análogos a los ya establecidos. Entre tales modificaciones estará el
resolver problemas de frontera para el operador de Dirac adecuados a la nueva situación
de la geometŕıa del espacio ambiente. A esto nos ayudarán de forma particular los
resultados que ya hemos conseguido en el Caṕıtulo 2 anterior.
Un resumen de este Caṕıtulo 3, cuya referencia completa es [HMR2], ha sido pu-
blicado en Ann. Global Anal. Geom.
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3.1. Variedades espinoriales con curvatura escalar
minorada por una constante negativa
Como hemos comentado anteriormente, en el presente caṕıtulo trabajaremos con
una variedad riemanniana espinorial M de dimensión n + 1 cuya curvatura escalar S
está minorada por una constante negativa
S ≥ −α, donde α ∈ R+.
Un simple cambio de escala en la métrica permite prefijar el valor de esa constante.
Para ganar en claridad, vamos a normalizar la métrica para que la curvatura escalar
esté minorada por el valor que toma en el espacio hiperbólico de curvatura −1. Es
decir, supondremos que M es una variedad de curvatura escalar que satisface
S ≥ SHn+1 = −n (n+ 1) . (3.1)
Como nuestra variedad espinorial ambiente M va a estar sujeta a comparación con
el espacio hiperbólico, conviene hacerse una idea clara de las estructuras riemannia-
na y espinorial que se consideran tácitamente en tal espacio. Ya señalamos tras la
Definición 1.3.7 que el espacio Hn+1 es una variedad espinorial. La estructura rie-
manniana espinorial que consideraremos en el espacio hiperbólico será la única (ya que
H1(Hn+1,Z2) = 0) correspondiente a la métrica usual de curvatura seccional constante
−1. Quizás la forma más cómoda de visualizar esa métrica y los fibrados espinoria-
les asociados resulte de ver el espacio hiperbólico como una hipersuperficie espacial
totalmente umbilical dentro del espacio de Minkowski Rn+21
Hn+1 =
{
p ∈ Rn+21 / 〈p, p〉 = −1, p0 ≥ 1
}
.
De esta manera se acentúa el paralelismo entre este espacio modelo de curvatura ne-
gativa y las esferas eucĺıdeas, que son los modelos de curvatura positiva. En efecto,
aunque el espacio de Minkowski Rn+21 no es una variedad riemanniana, śı posee una
estructura de Lorentz espinorial con propiedades análogas a las que señalamos en el
Caṕıtulo 1 para la estructura riemanniana espinorial del espacio eucĺıdeo (ver Obser-
vación 1.5.2). En particular, el fibrado espinorial SRn+21 es trivial y sus secciones se
puede identificar pues con las funciones de C∞(Rn+21 ,C2
[n/2]+1
). Además también las
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conexiones, tanto métrica como espinorial, coinciden con las derivaciones ordinarias.
La diferencia fundamental con el caso eucĺıdeo radica en el hecho de que el producto
hermı́tico natural del álgebra de Clifford Cl(Rn+21 ) no es definido positivo, aunque śı es
no degenerado. Por tanto, lo mismo pasa para el correspondiente espacio de espinores.
Una manera rápida de convencerse de ello, si no se quiere acudir a la definición que
hicimos en la Sección 1.2, es que nos demos cuenta de que la propiedad análoga a la
(1.11) implica que
|γ (X)ψ|2 = − |ψ|2




y cada campo X temporal unitario sobre Rn+21 . (Como con-
secuencia, la signatura de este producto hermı́tico ha de ser la mitad de la dimensión
del espacio de espinores.) De manera análoga a como vimos en la Sección 1.7, so-
bre el espacio hiperbólico Hn+1, contemplado como una hipersuperficie del espacio de
Minkowski se induce una estructura métrica espinorial, que es riemanniana por ser la
hipersuperficie espacial. Si S es la restricción a Hn+1 del fibrado espinorial del espacio
de Minkowski, se puede identificar este fibrado, como se hizo en la Sección 1.7, con
una o dos copias del fibrado espinorial intŕınseco, según la paridad de n. Sin embargo,
si N es un campo (temporal) normal unitario sobre el espacio hiperbólico (se puede
tomar, como en la esfera, el opuesto del vector de posición), las igualdades (1.33) que
defińıan la multiplicación de Clifford y la conexión extŕınsecas, deben ahora modificarse
levemente para adaptarse al hecho de que |N |2 = −1. Se tiene
γS = −iγ(N)γ y ∇S = ∇− 1
2
γ(N)γ = ∇+ i
2
γS,
donde hemos tenido en cuenta que el endomorfismo de Weingarten A correspondien-
te a nuestro campo normal es la identidad. Con estos datos, el lector puede repasar
los detalles necesarios para ver que la estructura riemanniana espinorial del espacio
hiperbólico es, en cierto sentido, dual de la de la esfera.
Observación 3.1.1 Consideremos sobre el espacio hiperbólico Hn+1 su única estruc-




]+1 campos de espinores independientes que son solución de cada
una de las dos ecuaciones siguientes
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O sea, el espacio hiperbólico admite un número maximal de campos de espinores de
Killing imaginarios. Por lo tanto son campos propios para el operador de Dirac que
satisfacen
Dψ = ±n+ 1
2
iψ.
Con distintas formulaciones a la que hemos empleado aqúı, se pueden consultar
para ampliar el conocimiento del operador de Dirac del espacio hiperbólico (que no
tiene espectro discreto porque no es una variedad compacta) los trabajos [Ba2, BFGK,
Bun2, CH].
Una vez señaladas estas caracteŕısticas principales de la estructura espinorial del
espacio hiperbólico, vamos a ver que la desigualdad espinorial de Reilly (1.38), que
será de nuevo una herramienta fundamental, adopta una forma especial cuando la cur-
vatura escalar de la variedad espinorial está acotada inferiormente por la del espacio
hiperbólico. Si la hipersuperficie Σ es el borde de un dominio compacto Ω de una va-
riedad riemanniana espinorial compacta M cuya curvatura escalar verifica la acotación

















Utilizamos ahora la siguiente igualdad puntual trivial∣∣∣∣Dψ ∓ n+ 12 iψ
∣∣∣∣2 = |Dψ|2 + ∣∣∣∣n+ 12 iψ
∣∣∣∣2 ∓ (n+ 1) 〈Dψ, iψ〉.













(∣∣∣∣Dψ ∓ n+ 12 iψ
∣∣∣∣2 ± (n+ 1)< (Dψ, iψ)
)
.
La integral sobre Ω del segundo sumando de la derecha se puede transformar en
una integral sobre el borde Σ, ya que aplicando la fórmula (1.21) a los campos ψ e iψ,
nos queda ∫
Σ
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Si se diese la igualdad para un campo no trivial ψ, la desigualdad espinorial de Reilly
nos diŕıa que ψ es un campo twistor. Por tanto, como es no trivial, es no nulo en
un conjunto denso, y de la acotación en (3.1), deducimos que la curvatura escalar S
es constantemente −n (n+ 1). Hemos demostrado entonces la siguiente versión de la
desigualdad espinorial de Reilly.
Proposición 3.1.2 Sea Ω un dominio compacto de una variedad riemanniana espi-
norial M cuya curvatura escalar cumpla
S ≥ −n (n+ 1)















donde D̃± : Γ (S) → Γ (S) son los operadores diferenciales sobre el fibrado espinorial
extŕınseco de Σ dados por
D̃± := D± n
2
iγ (N) , (3.3)
y N es el normal unitario interior a lo largo de Σ. Un campo no trivial alcanza la
igualdad en (3.2) si, y sólo si, es un campo de espinores twistor y la curvatura escalar
S de Ω es constantemente −n (n+ 1).
Uno de los primeros objetivos que nos hemos propuesto para este Caṕıtulo 3 es el
de estimar los valores propios del operador de Dirac intŕınseco DΣ de la hipersuperficie
que bordea un dominio compacto de una variedad riemanniana espinorial. La relación
(1.35) existente entre los espectros de los operadores de Dirac asociados al borde,
el intŕınseco DΣ y el extŕınseco D, nos permitirá hacer esa estimación estudiando el
espectro de D. Si observamos ahora la Proposición 3.1.2 anterior, veremos que un cierto
control sobre los valores propios de los nuevos operadores diferenciales D̃± ayudará a
conocer los respectivos valores propios de D, lo cual se traducirá posteriormente en
información sobre los de DΣ.
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Lema 3.1.3 Sea Σ una hipersuperficie orientable inmersa en una variedad rieman-
niana espinorial M de dimensión n + 1 y sea D el operador de Dirac extŕınseco que
actúa sobre el fibrado espinorial restringido S. Entonces los operadores diferenciales de
primer orden
D̃± = D± n
2
iγ (N) ,
donde N es un campo normal unitario sobre Σ, son eĺıpticos y formalmente autoad-
juntos. Además, si Σ es compacta, sus respectivos espectros satisfacen









λ ∈ Spec (D) , λ 6= 0
}
⊂ Spec(D̃+) ∩ Spec(D̃−),








λ ∈ Spec (D)
}
.
Demostración : Dado que D y D̃± difieren únicamente en un múltiplo del campo de
endomorfismos iγ(N) que es autoadjunto por (1.14), los nuevos operadores D̃± son
operadores diferenciables de primer orden, que heredan las propiedades de D. Son, pues,
eĺıpticos porque poseen el mismo śımbolo principal y son formalmente autoadjuntos. Si
suponemos que la hipersuperficie Σ es compacta, por las mismas razones de la teoŕıa
espectral estándar que para el espectro de D, se deduce para D̃± que sus espectros son
sucesiones no acotadas (ni inferior ni superiormente) de números reales.
La propiedad (1) a demostrar es clara, pues el automorfismo γ (N) : Γ (S) → Γ (S)
intercambia, por (1.37), los respectivos subespacios propios asociados a valores propios
opuestos.
Para demostrar (2), tomemos un valor propio no nulo λ de Spec (D) y un campo
propio asociado ϕ ∈ Γ (S). Llamemos λ̃ :=
√

















Como ϕ es no trivial, ninguno de estos campos puede anularse, ya que se tendŕıa que
(λ̃ − λ)2 = n2/4, lo cual es imposible pues λ es no nulo. Además, como Dϕ = λϕ,
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iγ (N)ϕ = λ̃ψ±.







∈ Spec(D̃+) ∩ Spec(D̃−).
Esto significa que la propiedad (2) es cierta.
Para probar (3), veamos primeramente que si el número cero es un valor propio
de D, entonces ±n/2 ∈ Spec(D̃+) ∪ Spec(D̃−). En efecto, si ϕ ∈ Γ (S) verifica que
Dϕ = 0, de la misma manera que antes, podemos demostrar que




D̃± (ϕ− iγ (N)ϕ) = ∓n
2
(ϕ− iγ (N)ϕ) .
En este caso, alguno de los campos ϕ ± iγ (N)ϕ podŕıa anularse, pero no los dos
simultáneamente, porque ϕ es no trivial. Entonces, ±n/2 ∈ Spec(D̃+) ∪ Spec(D̃−).
Rećıprocamente, tomemos un valor propio cualquiera λ̃ ∈ Spec(D̃+) y un campo propio














pero como D2 sólo posee valores propios reales no negativos, deducimos que λ̃2 ≥ n2/4,
y podemos definir λ :=
√
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iγ (N)ψ = λϕ.
La posibilidad de que ϕ = 0 se daŕıa únicamente en el caso de que λ̃ = ±n/2. Por
tanto, si suponemos que |λ̃| > n/2, λ es un valor propio de D y ya tenemos la otra
inclusión de la propiedad (3), es decir, Spec(D̃+) ⊂ {±
√
λ2 + n2/4 / λ ∈ Spec (D)},
porque λ̃2 = λ2 + n2/4 por la propia definición de λ. Por último, supongamos que
λ̃ = ±n/2 y que ϕ = 0. En este caso, obligatoriamente λ = 0 y tenemos que





iγ (N)ψ ⇒ ψ = ±iγ (N)ψ.











iγ (N)ψ = 0.
Por lo tanto 0 ∈ Spec (D) y también hemos demostrado la otra inclusión de la propiedad
(3).
Si hubiésemos partido de un valor propio λ̃ ∈ Spec(D̃−) y de un campo propio ψ
asociado, por la misma razón tendŕıamos que λ̃2 ≥ n2/4, y hubiésemos definido λ de









y el razonamiento anterior seŕıa completamente análogo, por lo que también tenemos
que Spec(D̃−) ⊂ {±
√
λ2 + n2/4/ λ ∈ Spec (D)}. Esto completa la demostración.
Este Lema 3.1.3 no sólo nos proporciona la relación entre los valores propios de D y
D̃±, sino que además construye expĺıcitamente los correspondientes isomorfismos entre
sus subespacios propios asociados. En efecto, representemos por Eλ (D) y por Eλ̃(D̃
±)
a los subespacios propios de D y D̃± asociados a los respectivos valores propios λ y λ̃.
El lema anterior nos dice que nos podemos encontrar ante dos casos distintos:
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1. Si 0 6= λ ∈ Spec (D), entonces ±λ̃ = ±
√
λ2 + n2/4 ∈ Spec(D̃+) ∩ Spec(D̃−), y













iγ (N) : Eλ (D) → E−λ̃(D̃
±),
son isomorfismos.
2. Si λ = 0 ∈ Spec (D), entonces ±n/2 ∈ Spec(D̃+) ∪ Spec(D̃−), y en el lema
anterior hemos demostrado que se verifican las igualdades
E+n
2
(D̃+) = E+0 (D) = {ψ ∈ E0 (D) / iγ (N)ψ = ψ} ,
E−n
2
(D̃+) = E−0 (D) = {ψ ∈ E0 (D) / iγ (N)ψ = −ψ} .
Por un razonamiento análogo deducimos que
E+n
2
(D̃−) = E−0 (D) y E−n2 (D̃
−) = E+0 (D) ,
por lo que finalmente tenemos
E+0 (D) = E±n2 (D̃
±) y E−0 (D) = E∓n2 (D̃
±).
3.2. Un problema de frontera adecuado
En [HMZ1], para estudiar hipersuperficies en ambientes de curvatura escalar no
negativa, la desigualdad de Reilly (1.38) invitaba a buscar espinores armónicos con
una condición de frontera conveniente. La nueva versión (3.2) de esa desigualdad para
variedades de curvatura escalar minorada por una cantidad negativa parece indicar que,
dado un cierto campo de espinores sobre la hipersuperficie Σ que bordea al dominio Ω,
seŕıa útil poner en la desigualdad una extensión suya a Ω que sea solución de una de
las dos ecuaciones de valores propios siguientes
Dψ = ±n+ 1
2
iψ.
En la variedad de referencia, que es el espacio hiperbólico, sabemos por la Observación
3.1.1 que tales espinores existen y que son, de hecho, los campos de Killing imaginarios.
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Por otro lado, como se ve en el trabajo ya citado [HMZ1] o en [HMZ2], es importante
elegir una condición de frontera adecuada a la naturaleza del problema que se quiere
estudiar. Dado que en el término de frontera de la versión que ahora usaremos de la
desigualdad de Reilly aparece, en la definición de los operadores modificados D̃±, el
campo de endomorfismos autoadjuntos iγ(N), donde N es el normal interior de Σ,
parece quizás más oportuno considerar la condición de frontera MIT (ver la Sección




iψ, sobre M ,
ψ± = ϕ±, sobre Σ,







como en la Secciones 2.4 y 2.5. Habida cuenta de que, en la citada Sección 2.5 demos-
tramos que cualquiera de las dos posibles condiciones MIT es eĺıptica (ver también la
Observación 2.5.2) y que, por lo tanto, según la Proposición 2.1.5, los problemas ante-
riores son de Fredholm y tienen soluciones diferenciables, sólo deberemos analizar cuál
es el comportamiento de los problemas homogéneos correspondientes a sus operadores
adjuntos. El siguiente resultado pone de manifiesto que esos operadores adjuntos no
nos son desconocidos.
Lema 3.2.1 Sea Ω un dominio compacto de una variedad riemanniana espinorial bor-
deado por la hipersuperficie Σ. Sean D el operador de Dirac de la variedad y B±MIT las
condiciones de frontera asociadas a los valores propios del operador iγ(N), donde N
es el normal interior a lo largo de Σ. Entonces el operador adjunto (en el sentido de
la teoŕıa de operadores no acotados) respecto del producto L2 definido en (1.20) del









= {ψ ∈ Γ(S) /ψ± = 0}









= {ψ ∈ Γ(S) /ψ∓ = 0}
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y sea ψ ∈ Γ(S). Entonces, teniendo en cuenta
(1.21),((

























Por lo tanto, usando campos ϕ que se anulen en Σ se llega a que(

















. Como consecuencia, hemos de tener∫
Σ
(iϕ, ψ) = 0
para cada ϕ ∈ Γ(S) con ϕ± = 0. Es decir que ψ∓ = 0, como queŕıamos.
Supongamos ahora que
λ = ±n+ 1
2
i
es un valor propio del operador de Dirac D sujeto a la condición de frontera B±MIT . En




ψ± = 0, sobre Σ.
Si suponemos que la curvatura escalar de M sobre el dominio Ω está minorada por










dándose la igualdad únicamente cuando ψ es un campo twistor y la curvatura escalar
es constantemente −n (n+ 1). Por otro lado, teniendo en cuenta que ψ+ y ψ− son
perpendiculares por ser proyecciones a los dos espacios propios de iγ(N), y que, por
(1.37), el operador D intercambia dichos espacios propios, se tiene







Entonces, la condición ψ± = 0 sobre Σ, implica∫
Σ
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Esta desigualdad nos indica que, si suponemos que la curvatura media H del borde
(respecto del campo normal interior) está minorada por −1, realmente se da la igualdad
en (3.6). Esto garantiza que Ω posee curvatura escalar constante −n (n+ 1) y que ψ
es un campo de espinores twistor. Pero, como también es propio para el operador de
Dirac, realmente es un campo de Killing asociado a la constante de Killing imaginaria
∓ i
2





Además, se debe dar la igualdad H = −1 en los puntos del borde en los que ψ|Σ
no se anula, pero como ψ es un campo de Killing no trivial, no puede anularse en
ningún punto (ver la Observación 1.6.6). Esto demuestra que la curvatura media es
constantemente −1, y con ello hemos comprobado la alternativa que ofrece el siguiente
lema.
Lema 3.2.2 Si Ω es un dominio compacto de una variedad riemanniana espinorial M
de dimensión n + 1 sobre el que la curvatura escalar satisface S ≥ −n (n+ 1) y cuya
hipersuperficie frontera Σ posee curvatura media H ≥ −1 (respecto del campo normal
interior), entonces alguna de las dos siguientes afirmaciones es verdadera:
1. El número complejo λ = ±n+1
2
i no es un valor propio del operador de Dirac sobre
Ω sujeto a la condición de frontera B±MIT = 0 sobre el borde Σ.
2. Existe un campo de espinores de Killing no trivial sobre Ω asociado a la constante
de Killing ∓i/2, y la curvatura media H es la función constante −1 sobre Σ.
En la segunda afirmación, no es necesario resaltar que la curvatura escalar de Ω
tomaŕıa constantemente el valor −n (n+ 1), ya que ello está impĺıcito en las restriccio-
nes que impone el hecho de poseer un campo no trivial de Killing.
Cuando se conoce un número complejo que no está en el espectro de un operador de
Fredholm, es posible utilizar la teoŕıa general para deducir que un problema correspon-
diente no homogéneo tiene siempre solución única. En nuestro caso particular, sabemos,
por la elipticidad de la condición de frontera que usamos (véase [BW, Cap. 19]), que
la realización del operador D ∓ n+1
2
i sobre Ω bajo la condición de frontera B±MIT es
un operador de Fredholm. Por tanto, cuando λ = ±n+1
2
i no es un valor propio del
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Pero, en el Lema 3.2.1 anterior, hab́ıamos calculado esos adjuntos. Aśı
coker
(





O sea, el operador D ± n+1
2
i, con la condición de frontera B∓MIT = 0 es sobreyectivo.
Como la elipticidad de nuestro problema garantiza la regularidad de las soluciones,
podemos enunciar el siguiente resultado.
Proposición 3.2.3 Sea Σ una hipersuperficie que acota un dominio compacto Ω en
una variedad riemanniana espinorial de dimensión n + 1 con curvatura escalar S ≥
−n (n+ 1) sobre Ω. Supongamos que la curvatura media H de Σ (respecto del normal
interior) satisface H ≥ −1. Entonces alguna de las dos siguientes afirmaciones es
verdadera:




(ψ|Σ)± = ϕ±, sobre Σ,
posee una única solución diferenciable ψ ∈ Γ (SΩ) sea cual sea la condición inicial
ϕ ∈ Γ (S).
2. Existe un campo no trivial de Killing sobre Ω asociado a la constante de Killing
∓i/2, y la curvatura media H es la función constante −1 sobre Σ.
Una forma bastante sencilla de excluir la segunda posibilidad consiste en suponer
que la curvatura media del borde es estrictamente mayor que −1. Haremos uso de esta
observación en la siguiente sección, donde nos pondremos en el caso de que H ≥ 0, y
aśı podremos resolver con unicidad el problema de frontera arriba planteado, lo cual
nos servirá para acotar adecuadamente valores propios del operador de Dirac extŕınseco
D sobre la hipersuperficie Σ.
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3.3. Una estimación extŕınseca para los valores pro-
pios del operador de Dirac de la hipersuperficie
En la presente sección, vamos a dar una acotación inferior de los valores propios
de los operadores D̃±, definidos en (3.3) y, por tanto, según el Lema 3.1.3, de los va-
lores propios de D. Utilizaremos la versión de la desigualdad de Reilly obtenida en
la Proposición 3.1.2 para acotar el menor valor propio no negativo de D̃±, y aśı ob-
tendremos una estimación correspondiente para los valores propios de D. El siguiente
teorema es el análogo al que obtuvieron O. Hijazi, S. Montiel y X. Zhang en [HMZ1]
en el caso de variedades con curvatura escalar no negativa.
Teorema 3.3.1 Sea M una variedad riemanniana espinorial de dimensión n+ 1 con
curvatura escalar S ≥ −n (n+ 1). Sea Σ una hipersuperficie de M que acote un do-
minio compacto Ω en M , y cuya curvatura media H, respecto del normal interior, sea
no negativa. Entonces los menores valores propios no negativos λ̃±1 de los operadores







Además, si se alcanza la igualdad, existe un campo no trivial de Killing sobre Ω asociado
a la constante de Killing ∓i/2, Σ posee curvatura media constante y el subespacio
propio de D̃± asociado al valor propio λ±1 está formado por la restricción a Σ de todos
los espinores de Killing sobre Ω asociados a la constante ∓i/2.
Demostración : Sea ϕ ∈ Γ (S) cualquier campo propio para D̃+ asociado al valor propio
λ+1 , es decir, D̃
+ϕ = λ+1 ϕ o, equivalentemente, si se tienen en cuenta la definición (3.3)














Como H ≥ 0, es imposible que la curvatura media sea constantemente −1 sobre el
borde, lo que excluye la segunda posibilidad en la conclusión del Lema 3.2.3. Sea




(ψ|Σ)+ = ϕ+, sobre Σ.
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alcanzándose la igualdad únicamente si ψ es un campo twistor (y la curvatura escalar
de Ω es constantemente −n (n+ 1)), lo que unido a que es propio para el operador de
Dirac, nos garantizaŕıa que es un campo de Killing imaginario asociado a la constante
−i/2. Por otra parte, combinando la condición (ψ|Σ)+ = ϕ+ con las igualdades (3.8)







































Ahora bien, si en las dos igualdades (3.8) multiplicamos escalarmente por ϕ− y por ϕ+





























dándose la igualdad entre los extremos únicamente si ψ|Σ = ϕ. Introduciendo esta





















De aqúı se deduce que λ̃+1 ≥ n2 infΣH. Si se diese la igualdad, ϕ = ψ|Σ seŕıa la
restricción a Σ de un campo de espinores de Killing imaginario no trivial asociado a
−i/2, y la curvatura media H seŕıa constante. La demostración de la desigualdad para
λ−1 y la discusión del caso de la igualdad es completamente análoga.
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Sólo hay que combinar el teorema anterior con el Lema 3.1.3 y las observaciones
posteriores a dicho lema para obtener el resultado central de esta sección: un teorema de
comparación extŕınseco para el espectro de una hipersuperficie que bordea un dominio.
Teorema 3.3.2 Sea Σ una hipersuperficie que bordea un dominio compacto Ω de una
variedad riemanniana espinorial M de dimensión n+1 cuya curvatura escalar cumple
S ≥ −n (n+ 1). Supongamos que la curvatura media H de Σ respecto del campo normal
y unitario interior verifica H ≥ coth r, para 0 < r ≤ +∞. Entonces el valor propio
con menor valor absoluto, λΣ1 , del operador de Dirac D
Σ de la estructura riemanniana
espinorial inducida sobre la hipersuperficie Σ satisface la desigualdad∣∣λΣ1 ∣∣ ≥ n2 sinh r
Si se alcanza la igualdad, entonces Ω es una variedad de Einstein con curvatura de
Ricci −n, la curvatura media H es constante coth r y el subespacio propio E n
2 sinh r
(D)
está dado en términos de restricciones a Σ de campos de espinores de Killing imagi-














, si r < +∞,





, si r = +∞,
donde Kµ (Ω) representa el espacio de campos de espinores de Killing sobre Ω asociados
a la constante µ.
Observación 3.3.3 La estimación dada en el teorema anterior es óptima. De hecho,
la igualdad la alcanzan las esferas geodésicas del espacio hiperbólico, cuando H > 1 (o
sea, cuando r < +∞), o las secciones {t}×P en un producto de deformación R×expP ,
cuando H = 1 (o sea, cuando r = +∞), donde P es una variedad espinorial compacta
que posea campos de espinores no triviales y paralelos (véanse [Bä2], [M] y la siguiente
sección).







donde SΣ denota la función curvatura escalar de la hipersuperficie frontera Σ. En gene-
ral, esta acotación es independiente de la que hemos obtenido en el Teorema 3.3.2. Sin
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embargo, existen situaciones especialmente interesantes en las que se pueden relacionar.
A partir de la fórmula de Gauss para el embebimiento Σ ⊂ Ω, podemos relacionar las
curvaturas escalares de ambas variedades mediante la expresión
SΣ = S − 2Ric (N,N) + n2H2 − |σ|2 ,
donde Ric es el tensor de Ricci de Ω y σ es la segunda forma fundamental del embe-
bimiento. Supongamos que el tensor de Einstein Ric−(S/2) 〈 , 〉 de Ω está minorado en






n (n− 1) . (3.10)
La desigualdad de Schwarz nH2 ≤ |σ|2 nos proporciona entonces la siguiente relación





Por tanto, en presencia de la hipótesis (3.10), nuestra estimación lleva a la de Friedrich,
ya que, en nuestro caso,
SΣ ≥ n(n− 1)
sinh2 r





Cada hipersuperficie compacta embebida en el espacio hiperbólico con curvatura escalar
positiva está en la situación anterior. Ha de bordear un dominio compacto por el
teorema de Jordan-Brower y en [MR2] se puede ver que, en tal caso, H > 1.
Aún más, existen hipersuperficies compactas embebidas en el espacio hiperbólico
para las cuales únicamente nuestra cota extŕınseca es significativa, pues su curvatura
media se puede hacer positiva y arbitrariamente grande pero poseen puntos de curvatu-
ra escalar negativa. En efecto, tomemos como variedad ambiente H3, y trabajemos con
el modelo de Poincaré. Entonces la curvatura media H de una superficie cualquiera
satisface (véase, por ejemplo, [LoM, pág. 178])
H = x3H
e +N e3 ,
donde He es la curvatura media respecto de la métrica eucĺıdea del semiespacio, x3
es la tercera función coordenada y N e3 es la tercera componente de la aplicación de
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Gauss eucĺıdea. Si consideramos un toro de curvatura media eucĺıdea positiva (es decir,
suficientemente fino para que la curvatura principal positiva sea siempre mayor que
la posible curvatura principal negativa) que esté arbitrariamente alejado del plano del
infinito (aśı x3 es tan grande como se desee), tendremos una hipersuperficie de curvatura
media hiperbólica H arbitrariamente grande y, sin embargo, por ser un toro, han de
existir puntos de curvatura escalar (de Gauss, en este caso) estrictamente negativa.
Observación 3.3.4 Cuando la variedad ambiente M es un espacio hiperbólico Hn+1,









para cada hipersuperficie inmersa, compacta y orientable Σ. De esta manera, ha mejo-
rado una anterior estimación de C. Bär en [Bä2, Corolario 4.5].
3.4. Ambientes con campos de espinores de Killing
imaginarios
Cuando se alcanza la igualdad en el Teorema 3.3.2, la variedad ambiente Ω posee
campos imaginarios no triviales de espinores de Killing asociados a alguna de las cons-
tantes ±i/2, cuyas restricciones a la hipersuperficie frontera determinan el subespacio
propio asociado al valor propio de menor valor absoluto de su operador de Dirac. Ya
dijimos en la Observación 1.6.6 que este tipo de variedades presenta propiedades espe-
ciales y, en esta sección, vamos a adoptarlas como variedades ambiente. Como ya sabe-
mos, la existencia de un tal campo impone muchas restricciones sobre la geometŕıa de
Mn+1; por ejemplo, su curvatura escalar coincide con la del espacio hiperbólico Hn+1,
es decir, es constante y vale −n (n+ 1). Cuando la variedad M es completa, H. Baum
demostró en [Ba2] (véase también [Ba1]) que M debe ser un producto de deformación
R×exp P , es decir, la variedad producto R× P dotada de la métrica
dt2 + e2t〈 , 〉P ,
donde P es una variedad riemanniana espinorial completa de dimensión n que posee
algún campo de espinores paralelo no trivial. Las posibilidades para P fueron anterior-
mente descritas en [Wa]: o bien son variedades llanas, o bien variedades de Calabi-Yau,
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o variedades hiperkaehlerianas, u otras variedades de dimensiones 7 u 8 con holonomı́a
especial. Las variedades del tipo R×exp P , donde P es una variedad de Riemann arbi-
traria, fueron denominadas espacios pseudohiperbólicos por Tashiro en [Tas], pues en el
caso de que se tome P como el espacio eucĺıdeo usual, dan lugar al espacio hiperbólico
de curvatura seccional constante −1. Este autor las caracterizó como las únicas varie-
dades completas que poseen una solución no trivial f ∈ C∞ (M) de la siguiente versión
hiperbólica de la ecuación de Obata (2.10) (véase también [Kan])
∇2f = f〈 , 〉.
De hecho, la clasificación de Baum podŕıa rehacerse a partir de la caracterización de
Tashiro, pues, dado un campo de espinores de Killing imaginario asociado a ±i/2, su
longitud al cuadrado es una solución no trivial de la ecuación de Obata (2.10).
Supongamos, pues, que existe en M un campo de espinores de Killing imaginario
no trivial ψ0 ∈ Γ (SM). Después de hacer un cambio de escala en la métrica, si es
necesario, podemos suponer que la correspondiente constante de Killing es i/2 o −i/2,














En términos de los operadores modificados D̃± definidos en (3.3), podemos reescribir





Si suponemos que la curvatura media H (respecto del normal interior) es constante y no
negativa, tendŕıamos que λ∓1 ≤ nH/2. Si la hipersuperficie Σ es el borde de un dominio
compacto Ω con curvatura escalar minorada por −n(n+ 1), entonces el Teorema 3.3.1
nos asegura que λ̃∓1 = nH/2, y que la restricción de ψ0 al borde es un campo propio
asociado a este valor propio. Haciendo una sencilla modificación del campo ψ0 podemos
encontrar otro campo propio asociado al mismo valor. Definamos
ψ± := (H ± iγ (N))ψ0 ∈ Γ (S) .
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Como H es constante, usando (1.37) y (3.12), se deduce que D̃±ψ± = (nH/2)ψ±. El
Teorema 3.3.1 asegura que, o bien ψ± = 0 o bien ψ± es la restricción a la hipersuperficie
frontera de un campo imaginario no trivial de espinores de Killing definido sobre toda




γ (X)ψ±, ∀X ∈ Γ (TM |Σ) .
Si expresamos ψ± en términos de ψ0 según su definición, la identidad superior, aplicada
a cualquier vector tangente u ∈ TΣ, nos dice que
∓iγ (Au)ψ0 + (H ± iγ (N))∇uψ0 = ∓
i
2
γ (u) (H ± iγ (N))ψ0,





(H ± iγ (N)) γ (u)ψ0 = ∓
i
2
γ (u) (H ± iγ (N))ψ0.
Finalmente, deducimos que γ (Au)ψ0 = Hγ (u)ψ0 para cada u ∈ TΣ, y como ψ0 es
no trivial, concluimos que A = HI, es decir, la hipersuperficie es totalmente umbilical
porque todas las curvaturas principales son idénticas. Hemos demostrado lo siguiente.
Teorema 3.4.1 Sea M una variedad riemanniana espinorial de dimensión n+ 1 que
posee un campo de espinores de Killing imaginario no trivial, y sea Σ una hipersu-
perficie que bordea un dominio compacto en M . Supongamos además que su curvatura
media H (respecto del normal interior) es constante y no negativa. Entonces Σ es
totalmente umbilical.
Si unimos el resultado anterior a la clasificación obtenida por Baum en [Ba2] de to-
das las variedades completas con campos de espinores de Killing imaginarios no triviales
y a la clasificación dada en [M] de las hipersuperficies umbilicales en determinadas va-
riedades riemannianas dotadas de métricas de deformación, encontramos un teorema
de tipo Alexandrov (véase [Al]) para espacios pseudohiperbólicos, los cuales incluyen el
caso del espacio hiperbólico usual. Un teorema más general fue obtenido por S. Montiel
en [M] usando métodos completamente distintos.
Corolario 3.4.2 (Teorema de Alexandrov para espacios pseudohiperbólicos)
Sea Σ una hipersuperficie que acota un dominio compacto en un espacio pseudo-
hiperbólico R ×exp P , donde P es una variedad riemanniana espinorial completa que
A. Roldán
3.5. Hipersuperficies con espinores de Killing reales 91
posee algún campo de espinores paralelo no trivial. Si Σ tiene curvatura media cons-
tante, entonces o bien Σ es una esfera y, en este caso, P es una variedad llana y, por
tanto, R ×exp P es un espacio hiperbólico y H > 1; o bien es una hipersuperficie de
nivel {s} × P y, en este caso, P es compacta y H = 1.
Demostración : En primer lugar, observemos que todas las copias de P a distintas
alturas {s} × P son hipersuperficies de curvatura media constante 1 con respecto al
normal que apunta en la dirección decreciente de la primera proyección s (pueden
consultarse los detalles en [M]). Dado que Σ es compacta, existe un punto p en el que
la proyección sobre la primera componente alcanza su valor máximo. En dicho punto,
como se demuestra en [M], todas las curvaturas principales de Σ son mayores o iguales
que 1, por lo que su media, que es H, también es mayor o igual que 1. Como H es
constante, deducimos que H ≥ 1 (geométricamente, este hecho tiene su justificación
en la comparación entre Σ y la sección {s0} × P que pasa por el punto p). Se abren
ahora dos posibilidades. Si suponemos que Σ es la frontera de un dominio compacto en
R×expP , podemos aplicar el Teorema 3.4.1, que nos garantiza que la hipersuperficie Σ
es totalmente umbilical. Si, a pesar de que Σ sea compacta, no es la frontera de ningún
dominio compacto, podemos usar nuevamente los teoremas de comparación entre Σ y
la sección que pasa por el punto donde la proyección de Σ sobre la componente real
alcanza su mı́nimo absoluto. En dicho punto se podrá deducir que H ≤ 1, pero como
ya sabemos que H ≥ 1, concluimos que H = 1. En este caso, una sencilla aplicación
del principio del máximo nos garantiza que Σ es una sección del tipo {s0} × P .
En cualquiera de los dos casos, la demostración se concluye aplicando [M, Lema
4], donde S. Montiel clasificó las hipersuperficies umbilicales en esta clase de espacios
ambientes.
3.5. Hipersuperficies que poseen un campo de es-
pinores de Killing real
Como vimos tras la Observación 3.3.3, bajo hipótesis geométricas convenientes so-
bre el dominio Ω y la hipersuperficie Σ, es posible relacionar la estimación intŕıseca de
A. Roldán
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Friedrich (véase el Teorema 1.6.3) con la estimación extŕınseca obtenida en el Teore-
ma 3.3.2. De hecho, la igualdad en la desigualdad de Friedrich sólo ocurre cuando la
hipersuperficie Σ = ∂Ω posee un campo de espinores de Killing real no trivial, mien-
tras que en nuestro Teorema 3.3.2 se alcanza la igualdad cuando en el dominio interior
Ω hay un campo de espinores de Killing imaginario no trivial. Estas propiedades nos
conducirán a demostrar una clase de principio holográfico: hay circunstancias en las
que las supersimetŕıas reales sobre la frontera proceden de supersimetŕıas imaginarias
de la variedad completa (véase [HM] para una versión en el caso de curvatura escalar
no negativa).
En lo sucesivo, representaremos por K± (Σ) a los espacios de campos de espinores
de Killing reales sobre Σ asociados respectivamente a constantes positivas y a negativas
(realmente, como máximo, y debido a la identidad (1.26), sólo puede haber una positiva
y otra negativa, que son opuestas). Cuando n = dim Σ sea impar, representaremos por
P (Σ) el espacio de campos de espinores paralelos, mientras que si n es par, merece la
pena destacar los subespacios P± (Σ), definidos por las descomposiciones quirales de
los campos de espinores paralelos. A la vista de las identificaciones de la Sección 1.7 que
relacionan el fibrado de Dirac intŕınseco SΣ y el fibrado extŕınseco S, podemos dar una
descripcción de los espacios que aqúı consideramos haciendo uso de los denominados
campos extŕınsecos reales de espinores de Killing, definidos en [HM], que son los que
verifican la identidad que caracteriza a los campos de Killing pero con los elementos
geométricos extŕınsecos, es decir, los campos ψ ∈ Γ (S) que satisfacen
∇SY ψ = λγS (Y )ψ, ∀Y ∈ Γ (TΣ) .
Como en el caso intŕınseco, la existencia de un tal campo no trivial implicaŕıa que la
curvatura escalar de Σ seŕıa constantemente SΣ = 4 (n− 1)λ2/n. Como el isomorfis-
mo iγ (N) intercambia los espacios correspondientes a campos extŕınsecos de espinores
asociados a un valor y a su opuesto, sólo tiene interés considerar el espacio EK+ (Σ)
formado por todos los campos extŕınsecos reales de espinores de Killing sobre Σ aso-
ciados a números reales positivos. Aśı, es fácil de comprobar que existe una nueva
identificación entre los espacios intŕınsecos y extŕınsecos
EK+ (Σ) ≡
{
K+ (Σ) ≡ K− (Σ) , si n es par,
K+ (Σ)⊕K− (Σ) , si n es impar.
Igualmente, cuando un campo ψ ∈ Γ (S) verifica que ∇Sψ = 0, se le denomina un
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campo de espinores paralelo extŕınseco, y EP± (Σ) serán los espacios de tales tipos
de campos que, además, sean campos propios asociados a los valores propios ±1 del
automorfismo iγ (N). Aśı, existen también identificaciones
EP± (Σ) ≡
{
P± (Σ) , si n es par,
P (Σ) , si n es impar.
El siguiente teorema nos ayuda a describir los espacios de campos paralelos y reales de
Killing a través de los correspondientes espacios extŕınsecos.
Teorema 3.5.1 Sea Ω un dominio compacto de una variedad riemanniana espinorial
compacta de dimensión n + 1 y curvatura escalar S ≥ −n (n+ 1), cuya frontera Σ
tiene curvatura media H no negativa (respecto del normal interior N). Supongamos
que el tensor de Einstein de M , Ric− (S/2) 〈 , 〉, es mayor o igual que n (n− 1) /2 en
la dirección normal a Σ.
1. Si existe una campo de espinores de Killing real no trivial sobre Σ, entonces Σ

















2. Si existe una campo paralelo no trivial de espinores sobre Σ, entonces Σ es
totalmente umbilical, H es constantemente 1 y






Demostración : En cualquiera de los dos casos del enunciado, la curvatura escalar SΣ
de la hipersuperficie Σ seŕıa constante, y a causa de la existencia de un tal campo, se







Por otro lado, nuestra hipótesis sobre el tensor de Einstein en la dirección perpendicular
a la hipersuperficie del borde, como vimos después de la Observación 3.3.3, obliga a la
desigualdad
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Como SΣ es constante, podemos tomar ı́nfimo sobre Σ, quedando





















Como H es no negativa, deducimos que infΣH ≥ 1. En tal caso, el Teorema 3.3.2 nos
proporciona la otra desigualdad, y dado que se obtiene la igualdad,
λΣ1 = ± (n/2)
√
H2 − 1
y dicho teorema describe, en el caso de la igualdad, el subespacio propio asociado a λΣ1 ,
tenemos la descripción deseada de los subespacios EK+ (Σ) y EP± (Σ).
Si existiese un campo de espinores no trivial que fuese paralelo o de Killing real
sobre una componente conexa concreta de Σ = ∂M , podŕıamos extenderlo por cero a
las demás componentes, y, mediante las identificaciones descritas, encontraŕıamos un
campo extŕınseco no trivial en EK+ (Σ) o en EP+ (Σ) (que se anula en las restantes
componentes conexas). Bajo la hipótesis del Teorema 3.5.1, este campo procedeŕıa, a
través de un isomorfismo, de un campo de espinores de Killing imaginario no trivial
sobre el dominio interior Ω, que no puede anularse en ningún punto. Esto contradice
que el primer campo se anulase en las restantes componentes conexas, por lo que,
obligatoriamente, Σ es una hipersuperficie conexa. Esta observación conduce a un cierto
resultado de unicidad de las ecuaciones de Einstein con condiciones de frontera (véase
[Sch]).
Corolario 3.5.2 Las únicas variedades de Einstein espinoriales y completas de dimen-
sión n+1, n ≥ 2, que poseen curvatura de Ricci constante −n y frontera con curvatura
media no negativa respecto del normal interior, isométrica a una esfera son los discos
hiperbólicos.
Demostración : Sea M una tal variedad y M̃ su recubridor universal, al cual se pueden
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donde r es el radio de la esfera. Esto demuestra que las componentes conexas del borde
∂M̃ , que son isométricas a la misma esfera eucĺıdea redonda, poseen curvatura media
mayor de 1 y, respecto del normal interior, se tiene inf∂M̃ H∂M̃ > 1. En estas condiciones,
podemos aplicar un resultado de Kasue, [Kas, Teorema C], y habremos deducido que
M̃ es compacta. Como cada componente de ∂M̃ es isométrica a una esfera, y la esfera,
con n ≥ 2, tiene una única estructura espinorial (ver Observación 1.7.1), posee campos
de espinores de Killing reales no triviales, pero según la observación precedente, esto
obliga a que su borde sea conexo. En consecuencia, el recubridor sólo posee una hoja
y M debe ser una variedad simplemente conexa. Además, el propio Teorema 3.5.1 nos
garantiza que cada campo real de Killing sobre el borde (que es una esfera y, por tanto,
dispone de 2[(n+1)/2] de este tipo) se puede levantar a dos campos imaginarios de Killing
sobre toda la variedad M . Aśı, sobre la variedad M existe una cantidad maximal de
campos de Killing imaginarios linealmente independientes asociados a ±i/2, y aśı M
es isométrica a un disco hiperbólico de un espacio de curvatura seccional constante
negativa −1 (véase [BFGK, Fr2]).
Un razonamiento similar al que se usó en [HM, Corolario 7] nos permite enunciar
el último resultado de esta Memoria.
Corolario 3.5.3 La única variedad espinorial de Einstein completa y sin borde con
dimensión mayor o igual que tres y con curvatura de Ricci negativa en la que se puede
embeber una esfera eucĺıdea es un cociente del espacio hiperbólico.
Demostración : Sea Σ una hipersuperficie isométrica a una esfera de radio r > 0 em-
bebida en la variedad M . Como Σ es simplemente conexa, ese embebimiento se puede
levantar al recubridor universal M̃ de M , que también es una variedad espinorial com-
pleta y sin borde con curvatura de Ricci constantemente −n. Entonces, por el Teorema
de Jordan-Brower, Σ divide a M̃ en dos dominios de los que ella es su frontera común.
El argumento de la demostración anterior prueba que también en este caso se tiene
H2 − 1 ≥ 1/r2. Por tanto, para cierta elección de normal ha de tenerse que H > 1.
Consideramos ahora el dominio Ω para el cual ese campo normal es interior y apli-
camos el Corolario 3.5.2 a ese Ω. Entonces Ω es un disco hiperbólico. Pero, como una
variedad de Einstein es siempre anaĺıtica (ver [Be])), si tiene un abierto hiperbólico,
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[ES] S. Eilenberg, N. Steenrod, Homological algebra, Princeton University Press,
Princeton, 1952.
[FGMSS] H. Falomir, R.E. Gamboa, M.A. Muschietti, E.M. Santangelo, J.E. Solomin,
Determinant of Dirac operators with local boundary conditions, J. Math.
Phys., 37 (1996), 5805-5819.
[FS] S. Farinelli, G. Schwarz, On the spectrum of the Dirac operator under bound-
ary conditions, J. Geom. Phys., 28 (1998), 67-84.
[FLPP] D. Ferus, K. Leschke, F. Pedit, U. Pinkall, Quaternionic holomorphic geom-
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(1980), 117-146.
[Fr2] T. Friedrich, Dirac Operators in Riemmanian Geometry, A.M.S. Graduate
Studies in Math., vol 25, 2000.
[Fr3] T. Friedrich, Zur Abhängigkeit des Dirac-Operators von der Spin-Struktur,
Coll. Math., 48 (1984), 57-62.
[GT] D. Gilbarg, N.S. Trudinger, Elliptic partial differential equations of second
order, Springer Verlag, Berlin, 1977.
[GLP] P.B. Gilkey, J.V. Leahy, J. Park, Spectral Geometry, Riemmanian Submer-
sions and the Gromov-Lawson Conjecture, Studies in Advanced Mathematics,
Chapman & Hall/Crc, Boca Raton, 1999.
[Gi1] N. Ginoux, Reilly-type spinorial inequalities, Math. Z., (2002), .
[Gi2] N. Ginoux, Dirac operators on submanifolds, Ph. D. Thesis, Université Henri
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