ABSTRACT: Ergodic control of a non-degenerate diffusion with two timescales is studied in the limiting case as the time-scale separation increases to infinity. It is shown that the limit problem is another ergodic control problem for the slow time-scale component alone with its dynamics averaged over the (controlled) invariant probability measures for the fast component. These measures in turn can be treated as the 'effective control variable'.
Introduction
In this paper, we consider a long run average (ergodic) problem of optimal control of non-linear singularly perturbed (SP) stochastic differential equations (SDE), in which the singular perturbations parameter > 0 is introduced in such a way that the state variables are decomposed into a group of slow variables that change their values with rates of the order O (1) , and a group of fast ones that change their values with rates of the order O(
. Singularly perturbed problems of control and optimization have been studied intensively in both deterministic and stochastic settings (see classic texts [7] , [23] , [25] , [29] and most recent publications [1] , [2] , [3] , [4] , [5] , [6] , [12] , [14] , [15] , [16] , [17] , [18] , [20] , [21] , [22] , [26] , [28] , [30] , [31] ). Problems of optimal control of SP SDE have been studied in [1] , [7] , [12] , [21] , [25] , where earlier references can also be found.
In [12] , in particular, it has been established in a very general set-up that, for the problem of optimal control of SP SDE considered on a finite time interval, the limiting problem (obtained when the singular perturbation parameter tends to zero) is an averaged problem, in which the slow dynamics is controlled by stationary marginal distributions of the fast dynamics, obtained with the slow state variables kept "frozen" (note that a deterministic counterpart of this result has been obtained in [17] ).
In this article, we continue the line of research started in [12] by establishing the validity of a similar limit behavior for long run average problems of optimal control of SP SDE (referred in the sequel as SP ergodic control problems). Note that in our study we restrict ourselves to the case of nondegenerate diffusions and thus our results complement earlier results obtained in the purely deterministic setting in [18] . Our analysis is largely based on the stability and control theory for non-degenerate diffusions established in [8] , [9] and [11] .
The paper is organized as follows. We introduce the singularly perturbed ergodic control problem in the next section. Our objective will be to relate this problem to the ergodic control problem for the 'averaged' system obtained in the → 0 limit, i.e., to prove that the latter (lower dimensional) problem is a valid approximation to the above problem for small . The exact definition of the averaged problem is deferred till later after the appropriate terminology has been introduced. Section 3 recalls some known facts about ergodic control, notably the basic existence result (Theorem 3.1 below). Section 4 is devoted to some preliminaries, in particular the defini-tion of the averaged control problem. Section 5 shows that the optimal cost for the averaged problem serves in general as an asymptotic lower bound for the optimal cost for the original problem in the ↓ 0 limit (Corollary 5.1). Section 6 shows that in the special case of the control entering the drift in an affine manner and the running cost strict convex in the control, it is in fact the exact limit (Theorem 6.1). This result is extended to a more general case in section 7 under some technical assumptions (Theorem 7.1). Section 8 discusses the 'stable case', where a blanket stability condition is imposed on the controlled diffusion. Section 9 concludes with some discussion, which includes some directions for future research.
The control problem
Let > 0. We consider the coupled pair of stochastic differential equations in
Here:
• For a prescribed compact metric action space A, h :
Lipschitz in the first and second (if any) arguments uniformly w.r.t. the third (if any),
T are uniformly bounded away from zero (non-degeneracy assumption).
• The initial values are fixed: (z (0),
Brownian motions,
• u(·) is an A−valued control process with measurable paths satisfying the non-anticipativity condition:
We call such u(·) an admissible control.
We shall impose further restrictions on A, h, m later. The ergodic control problem is to minimize over all admissible u(·) the 'ergodic cost'
Here
We shall discuss a possible relaxation of this condition later. We also assume:
( †) There exists an ∞ > M > 0 such that for each ∈ (0, 1), the cost for at least one admissible u(·) is ≤ M .
We shall work with the weak formulation of the above control problem and assume that u(·) is a relaxed control. That is, for some compact metric space A , A = P(A ) def = the space of probability measures on A with the Prohorov topology. Moreover, all functions above of the form f (· · · , u(t)) (specifically, k and the components of h, m) are of the form f (· · · , y)u(t, dy) for an f satisfying the same conditions as f except that the factor A of its domain is replaced by A . See [9] , Chapter I, for more on this. As above, P(Z) for a Polish space Z will denote the Polish space of probability measures on Z with the Prohorov topology ( [9] , Chapter 2).
Furthermore, we assume that the following 'stochastic Liapunov' condition holds:
, and
Ergodic control
We now recall from [9] , Ch. VI, some facts about ergodic control applicable to the above framework. For this purpose, we introduce the notion of a Markov control as a u(·) of the form
By a standard abuse of terminology, we identify this u(·) with the map v. Note that under a Markov control, (z (·), x (·)) will be a time-homogeneous Markov process. In turn, v will be said to be a stable Markov control if the resulting Markov diffusion is positive recurrent and thus has a unique invariant probability measure
the ergodic occupation measure associated with v and denote by G the set of all ergodic occupation measures Φ v as v varies over all stable Markov controls. This has another characterization as follows: Let
where ∇ y , ∇ 
This follows by Lemma 1.1, p. 144, [9] (see [8] for a more general result). Define the empirical measures ν t , t > 0, and the average empirical measures ν t , t > 0, by
with '∞' the point at infinity. Finally, let:
Lemma 3.2 is proved as in Ch. VI, [9] . The following consequence thereof also follows as in ibid. 
Remark One can in fact show that the v * can be taken to be precise, i.e., v * (z, x) is a Dirac measure for all z, x. This is because the extreme points of G correspond to precise controls, as proved in [13] .
The averaged system
which does not depend on explicitly. To this we associate the 'associated system'
where z is fixed, W (·) a standard Brownian motion independent of x (0), and admissibility of u (·) is defined by:
} where L is as in (5) . The next lemma in particular characterizes this as the set of ergodic occupation measures for the associated system.
where η is the unique stationary distribution for the time-homogeneous Markov diffusion X(·) given by (7) 
Proof The first claim follows from Lemma 1.1, p. 144, of [9] . That D z is convex closed for each z is easily verified from the definition. Thus we need to verify its relative compactness in P(R s × A ). Since A is compact, it suffices to verify the compactness of the corresponding marginals η(dx) in P(R s ). Under our assumption (6) , this is proved in [11] . Next, let z n → z ∞ and µ n ∈ D zn ∀ n, 1 ≤ n < ∞. Then: (i) {µ n } are tight by arguments similar to those used in [11] , and, (ii) any limit point µ thereof is in D z∞ -this is easily verified from the definition of
By our non-degeneracy assumption, the transition probabilities for t > 0 of the corresponding time-homogeneous Markov processes have densities w.r.t. the Lebesgue measure. Therefore so do the corresponding invariant probability measures {η z n }. Let {χ z n (·)} denote these densities. We claim that they are pointwise bounded and equicontinuous. If pointwise boundedness does not hold,
By Harnack's inequality (Theorem 8.20, p. 199, [19] ), the ratio of the maximum to the minimum of χ zn (·) on any compact set must remain bounded uniformly in n. Thus χ zn (·) ↑ ∞ uniformly on compacts, which contradicts the fact that they are probability densities. Hence they are pointwise bounded. By Theorem 8.24, p. 202, [19] , they satisfy a uniform Hölder continuity condition, which gives equicontinuity. In particular, χ z n (·|x) are uniformly continuous on compacts. The equation
characterizes η z n (dx) and therefore χ z n (·). Let η * denote a limit point of
. Thus the lower semi-continuity of z → D z follows. Together, upper and lower semi-continuity imply continuity of this set-valued map. Compactness of ∪ z∈B D z is proved by an argument similar to that used for proving upper semi-continuity. 2
In particular, it follows that
The averaged system is defined by
Here z(0) = z 0 (the same as in (1) (t) ) ∀t, identified with the measurable map q. Call it a stable Markov control if in addition the resulting time homogeneous Markov process z(·) is positive recurrent. In the latter case, z(·) will have a unique invariant probability distribution ϕ q (dz) and the corresponding ergodic occupation measure Γ(dzdxdu) def = ϕ q (dz)q(dxdu|z). Let Q denote the set of such Γ. Then as before, one has the following characterization. DefineL :
This is immediate from by Lemma 1.1, p. 144, [9] . We have then the following counterpart of Theorem 3.1, proved analogously. 
Let Q opt denote the set of optimal ergodic occupation measures, i.e., Argmin{ k dξ : ξ ∈ Q}. Also, write q * (dxdu|z) above as q * (dxdu|z) = v * (du|z, x)η * (dx|z).
A lower bound
We now consider the ↓ 0 limit. Let Φ * be as in Theorem 3.1 above. Then by ( †) and (4), it follows that {Φ * , ∈ (0, 1)} is tight. Let Φ * 0 be a limit point thereof in P(R d+s × A ).
Then as (11) holds for all f ∈ C 
By Lemma 1.1, p. 144, [9] , (12) implies that ϕ is the unique stationary distribution under µ for the averaged system. It follows that Φ * 0 ∈ Q. 2
This shows that the optimal ergodic cost for the averaged problem provides an asymptotic lower bound (as ↓ 0) for the optimal ergodic cost of the original problem. To show that it is in fact a valid approximation, we must replace the 'lim inf' by 'lim' in the above and the inequality by an equality. We shall do so under additional assumptions in the following sections.
Main results -the affine case
Assume the following:
• (*) A is a compact subset of R m for some m ≥ 1 and for each z, x,  h (z, x, ·), m (z, x, ·) are componentwise affine and k (z, x, ·) is strictly convex.
•
for some K, a > 0 and g as in (6).
The next lemma, which uses only (*) and (**), shows in particular that v * above is unique. Thus we can state our third assumption:
is a stable Markov control for (1), (2) for sufficiently small > 0 (say, < 0 ) and the corresponding stationary distributions, denoted ζ (dzdx), 0 < < 0 , are tight.
A stochastic Liapunov condition along the lines of (6) can be given to ensure this. Proof By Theorem 3.3, p. 163, [9] , a necessary and sufficient condition for the optimality of q * is that q * (z) minimize the function
over D z for a.e. z, where Ψ ∈ C
) is the value function for the ergodic control problem for the averaged system 3 . We may drop the qualification 3 [9] proves the existence of a C 2 value function and the associated 'verification theorem' for nondegenerate diffusions with bounded coefficients and the so called 'near-monotone' cost, for the case when the control space is state-independent. The latter would correspond to D z being independent of z in the present set-up. Condition (4) is a special case of nearmonotonicity. The modifications required to handle the more general Lipschitz coefficients and state-dependent control space needed here are minor in view of the continuity of the set-valued map z → D z already established.
'for a.e. z' by taking an appropriate version. Now for fixed z, consider the ergodic control problem for the associated system (7) with cost lim sup
Since D z is precisely the set of ergodic occupation measures for the associated system, q * is the optimal ergodic occupation measure for the above problem. By (**), Theorem 3.3, p. 163, can be applied again to this new control problem, in order to conclude as above that v *
is the value function for this new ergodic control problem 4 . By Theorem 2.1, p. 183, [9] , it follows that the map (z, x) → ∇Ψ z (x) is continuous. By (*), the above minimum is attended at a unique point. It is easy to see then that this point will depend continuously on z, x. That is, 2
and v * as above.
Proof In view of Theorem 5.1, it suffices to prove that
Let ζ (dzdx) →ζ(dzdx) =φ(dz)η(dx|z) along a subsequence as ↓ 0. In view of the continuity of v * (du|·, ·), we may pass to the limit along this subsequence in
Argue as in Theorem 5.1 to conclude thatη(dx|z) is in fact the unique stationary distribution for the associated system controlled by v * (du|z, x) (i.e.,η(dx|z) = η * (dx|z)) forφ−a.s. z. The latter qualification may be dropped by choosing an appropriate version. Recall that q *
function of the z variable alone). An argument similar to the above then yields
Thusφ(dz) is the unique stationary distribution for the averaged system controlled by the stable Markov control q * , i.e.,φ = ϕ * . Then
That is,Φ → Γ * . By (6) and Theorem 8.3 of [11] , gdΦ is uniformly bounded as Φ varies over Q. By the second half of (**), it then follows that k is uniformly integrable over Q. Hence (14) holds. 2
Main results -the general case
Now we drop (*).
where {π δ : R d+s → R, δ ∈ (0, δ 0 ]} are smooth approximations to the Dirac measure, i.e., compactly supported C ∞ probability density functions such that
and all quantities with subscript δ = 0 correspond to it. Replace (***) by (A1), (A2) below:
such that the stationary distributions of (1), (2) corresponding to {v * δ }, denoted by ζ δ (dzdx), 0 < < 0 , satisfy:
Once again in view of our non-degeneracy assumption, the transition probabilities for t > 0 of the time-homogeneous Markov process described by (7) under Markov control v * δ , δ ∈ [0, δ 0 ], have densities w.r.t. the Lebesgue measure. Therefore so do the corresponding invariant probability measureŝ
We also assume:
(A2)μ δ (dxdu|z) is a stable Markov control for (9) for δ ∈ [0, δ 0 ], and forĝ as above, sup
In view of the results of [11] , this implies in particular that ζ 0 δ , δ ∈ [0, δ 0 ], and thereforeφ δ , δ ∈ [0, δ 0 ], form tight sets.
Proof This follows by an argument based on Harnack inequality as in the proof of Lemma 4.1, using the fact that χ δ (·|z) will be equicontinuous pointwise bounded.
2
Proof By (17) and the results of [11] ,φ δ , δ ∈ [0, δ 0 ], are tight. Letφ be any limit point ofφ δ as δ ↓ 0. Sinceφ δ is characterized by
an argument based on the Harnack inequality analogous to that of Lemma 4.1 implies that this convergence is in fact in total variation. Now for f ∈
Hence by Lemma 7.1,
a.e., which in turn leads to
In particular, letting δ ↓ 0 along an appropriate subsequence in (18), we have
i.e.,φ =φ 0 . Thus Φ (17) ensure uniform integrability of k under these, which in turn implies the claim.
×A ) the corresponding ergodic occupation measure for δ > 0.
The proof goes along similar lines using (16) in place of (17) , and is omitted.
Proof Fix α > 0 and take δ > 0 small enough such that
Then pick > 0 small enough so that
Since α > 0 is arbitrary, the claim follows in view of Corollary 5.
2
We conclude this section by pointing out a routine extension of the condition (4): it can be replaced by the weaker requirement 
for some 0 > 0, where β , > 0, is the optimal cost for the ergodic control problem ( = 0 corresponds to the same for the averaged problem). This goes exactly along the lines of Chap. VI, [9] . Since in particular this presupposes that β are uniformly bounded for ∈ (0, 0 ), we may replace the 'sup 0≤ < 0 β ' above by 'sup 0< < 0 β ' in view of Theorem 5.1.
The stable case
We briefly indicate the corresponding developments when a blanket stability condition is available. We do not assume (4) 
LV (2) (z, x, u) ≤ −a V (1) (z, x), Letting N ↑ ∞ and rearranging terms, we have
(z 0 , x 0 ) ∆ .
Similarly from (22) we get
(z (t), x (t))dt] ≤ V (2) (z 0 , x 0 ) a , and therefore
(z (t), x (t))dt]
(z 0 , x 0 ).
Letting N ↑ ∞,
In view of this, one can argue as in Ch. VI, [9] , to conclude Theorem 3.1. Conditions similar to (21) , (22) imposed on (9) ensure Theorem 4.1. Next, for obtaining the counterparts of the results of section 6 above for the affine case, assume the additional conditions stipulated in section VI.4 of [9] to ensure the existence of C 2 value functions for the two ergodic control problems that feature in the proof of Lemma 6.1. The rest remains as before.
