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Transfer learning, particularly approaches that
combine multi-task learning with pre-trained
contextualized embeddings and fine-tuning,
have advanced the field of Natural Language
Processing tremendously in recent years. In
this paper we present MACHAMP, a toolkit
for easy fine-tuning of contextualized embed-
dings in multi-task settings. The benefits of
MACHAMP are its flexible configuration op-
tions, and the support of a variety of natural
language processing tasks in a uniform toolkit,
from text classification and sequence labeling
to dependency parsing, masked language mod-
eling, and text generation.1
1 Introduction
Multi-task learning (MTL) (Caruana, 1993, 1997)
has developed into a standard repertoire in natu-
ral language processing (NLP). It enables neural
networks to learn tasks in parallel (Caruana, 1993)
while leveraging the benefits of sharing parameters.
The shift—or “tsunami” (Manning, 2015)—of deep
learning in NLP has facilitated the wide-spread
use of MTL since the seminal work by Collobert
et al. (2011), which has led to a multi-task learning
“wave” (Ruder and Plank, 2018) in NLP. It has since
been applied to a wide range of NLP tasks, devel-
oping into a viable alternative to classical pipeline
approaches. This includes early adoption in Recur-
rent Neural Network models, e.g. (Lazaridou et al.,
2015; Chrupała et al., 2015; Plank et al., 2016;
Søgaard and Goldberg, 2016; Hashimoto et al.,
2017), to the use of large pre-trained language
models with multi-task objectives (Radford et al.,
2019; Devlin et al., 2019). MTL comes in many fla-
vors, based on the type of sharing, the weighting of
1The code is available at: https://github.
com/machamp-nlp/machamp (v0.2), and an instruc-
tional video at https://www.youtube.com/watch?
v=DauTEdMhUDI.
losses, and the design and relations of tasks and lay-
ers. In general though, outperforming single-task
settings remains a challenge (Martı́nez Alonso and
Plank, 2017; Clark et al., 2019). For an overview
of MTL in NLP we refer to Ruder (2017).
As a separate line of research, the idea of lan-
guage model pre-training and contextual embed-
dings (Howard and Ruder, 2018; Peters et al., 2018;
Devlin et al., 2019) is to pre-train rich representa-
tion on large quantities of monolingual or multilin-
gual text data. Taking these representations as a
starting point has led to enormous improvements
across a wide variety of NLP problems. Related to
MTL, recent research effort focuses on fine-tuning
contextualized embeddings on a variety of tasks
with supervised objectives (Kondratyuk and Straka,
2019; Sanh et al., 2019; Hu et al., 2020).
We introduce MACHAMP, a flexible toolkit for
multi-task learning and fine-tuning of NLP prob-
lems. The main advantages of MACHAMP are:
• Ease of configuration, especially for dealing
with multiple datasets and multi-task setups;
• Support of a wide range of NLP tasks, in-
cluding a variety of sequence labeling ap-
proaches, text classification, dependency pars-
ing, masked language modeling, and text gen-
eration (e.g., machine translation);
• Support of the initialization and fine-tuning of
any contextualized embeddings from Hugging
Face (Wolf et al., 2020).
As a result, the flexibility of MACHAMP sup-
ports up-to-date, general-purpose NLP (see Sec-
tion 2.2). The backbone of MACHAMP is Al-
lenNLP (Gardner et al., 2018), a PyTorch-based
(Paszke et al., 2019) Python library containing mod-
ules for a variety of deep learning methods and
NLP tasks. It is designed to be modular, high-
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Figure 1: Overview of MACHAMP, when training
jointly for sentiment analysis and POS tagging. A
shared encoding representation and task-specific de-
coders are exploited to accomplish both tasks.
level and flexible. It should be noted that con-
temporary to MACHAMP, jiant (Pruksachatkun
et al., 2020) was developed, and AllenNLP in-
cluded multi-task learning as well since release 2.0.
MACHAMP distinguishes from the other toolkits
by supporting simple configurations, and a variety
of multi-task settings.
2 Model
In this section we will discuss the model, its sup-
ported tasks, and possible configuration settings.
2.1 Model overview
An overview of the model is shown in Figure 1.
MACHAMP takes a pre-trained contextualized
model as initial encoder, and fine-tunes its layers by
applying an inverse square root learning rate decay
with linear warm-up (Howard and Ruder, 2018),
according to a given set of downstream tasks. For
the task-specific predictions, each task has its own
decoder, which is trained for the corresponding
task. The model defaults to the embedding-specific
tokenizer in Hugging Face (Wolf et al., 2020).2
When multiple datasets are used for training,
they are first separately split into batches so that
each batch only contains instances from one dataset.
Batches are then concatenated and shuffled before
training. This means that small datasets will be un-
derrepresented, which can be overcome by smooth-
ing the dataset sampling (Section 3.2.2). During de-
2This includes both the pre-tokenization (in the traditional
sense) and the subword segmentation.
coding, the loss function is only activated for tasks
which are present in the current batch. By default,
all tasks have an equal weight in the loss function.
The loss weight can be tuned (Section 3.2.1).
2.2 Supported task types
We here describe the tasks MACHAMP supports.
SEQ For traditional token-level sequence predic-
tion tasks, like part-of-speech tagging. MACHAMP
uses greedy decoding with a softmax output layer
on the output of the contextual embeddings.
STRING2STRING An extension to SEQ, which
learns a conversion for each input token to its
label. Instead of predicting the labels directly,
the model can now learn to predict the conver-
sion. This strategy is commonly used for lemma-
tization (Chrupała, 2006; Kondratyuk and Straka,
2019), where it greatly reduces the label vocabulary.
We use the transformation algorithm from UDPipe-
Future (Straka, 2018), which was also used by Kon-
dratyuk and Straka (2019).
SEQ BIO A variant of SEQ which exploits con-
ditional random fields (Lafferty et al., 2001) as
decoder, masked to enforce outputs following the
BIO tagging scheme.
MULTISEQ An extension to SEQ which supports
the prediction of multiple labels per token. Specif-
ically, for some sequence labeling tasks it is un-
known beforehand how many labels each token
should get. We compute a probability score for
each label, employing binary cross-entropy as loss,
and outputting all the labels that exceed a certain
threshold. The threshold can be set in the dataset
configuration file.
DEPENDENCY For dependency parsing,
MACHAMP uses the deep biaffine parser (Dozat
and Manning, 2017) as implemented by Al-
lenNLP (Gardner et al., 2018), with the Chu-
Liu/Edmonds algorithm (Chu, 1965; Edmonds,
1967) for decoding the tree.
MLM For masked language modeling, our imple-
mentation follows the original BERT settings (De-
vlin et al., 2019). The chance that a token is masked
is 15%, of which 80% are masked with a [MASK]
token, 10% with a random token, and 10% are left
unchanged. We do not include the next sentence
prediction task following Liu et al. (2019), for sim-






(a) Example of a token-level file format (e.g., for POS tagging),
where words are in column word idx=0, and a single layer
of corresponding annotations is in column column idx=1.
smell ya later ! negative
(b) Example of a sentence-level file format (e.g., for sentiment
classification), where only a sentence is required and is defined
in column 0 (i.e., sent idxs=[0]) and a single layer of
annotation is in the second column (column idx=1).
Figure 2: Examples of data file formats.
and the language model heads from the defined
Hugging Face embeddings (Wolf et al., 2020). It
assumes raw text files as input, so no column idx
has to be defined (See Section 3.1).
CLASSIFICATION For text classification, it pre-
dicts a label for every text instance by using the em-
bedding of the first token, which is commonly a spe-
cial token (e.g. [CLS] or <s>). For tasks which
model a relation between multiple sentences (e.g.,
textual entailment), a special token (e.g. [SEP])
is automatically inserted between the sentences to
inform the model about the sentence boundaries.
SEQ2SEQ For text generation, MACHAMP em-
ploys the sequence to sequence (encoder-decoder)
paradigm (Sutskever et al., 2014). We use a re-
current neural network decoder, which suits the
auto-regressive nature of the machine translation
tasks (Cho et al., 2014) and an attention mechanism
to avoid compressing the whole source sentence
into a fixed-length vector (Bahdanau et al., 2015).
3 Usage
To use MACHAMP, one needs a configuration
file, input data and a command to start the training
or prediction. In this section we will describe each
of these requirements.
3.1 Data format
MACHAMP supports two types of data formats for
annotated data,3 which correspond to the level of
annotation (Section 2.2). For token-level tasks, we
3The MLM task does not require annotation, thus a raw
text file can be provided.
will use the term “token-level file format”, whereas
for sentence-level task, we will use “sentence-level
file format”.
The token-level file format is similar to the tab-
separated CoNLL format (Tjong Kim Sang and
De Meulder, 2003). It assumes one token per line
(on a column index word idx), with each annota-
tion layer following each token separated by a tab
character (each on a column index column idx)
(Figure 2a). Token sequences (e.g., sentences) are
delimited by an empty line. Comments are lines
on top of the sequence (which have a different
number of columns with respect to ”token lines”).4
It should be noted that for dependency parsing,
the format assumes the relation label to be on the
column idx and the head index on the following
column. Further, we also support the UD format
by removing multi-word tokens and empty nodes
using the UD-conversion-tools (Agić et al., 2016).
The sentence-level file format (used for text clas-
sification and text generation) is similar (Figure 2b),
and also supports multiple inputs having the same
annotation layers. A list of one or more column
indices can be defined (i.e., sent idxs) to en-
able modeling the relation between any arbitrary
number of sentences.
3.2 Configuration
The model requires two configuration files, one that
specifies the datasets and tasks, and one for the hy-
perparameters. For the hyperparameters, a default
option is provided (configs/params.json,
see Section 4).
3.2.1 Dataset configuration
An example of a dataset configuration file is
shown in Figure 3. On the first level, the dataset
names are specified (i.e., “UD” and “RTE”), which
should be unique identifiers. Each of these
datasets needs at least a train data path,
a validation data path, a word idx or
sent idxs, and a list of tasks (corresponding
to the layers of annotation, see Section 3.1).
For each of the defined tasks, the user is required
to define the task type (Section 2.2), and the
column index from which to read the relevant labels
(i.e., column idx). On top of this template, the
following options can be passed on the task level:
4We do not identify comments based on lines starting with























} } } }
Figure 3: Example dataset configuration file to predict
UPOS, lemmas, and textual entailment simultaneously.
Metric For each task type, a commonly used met-
ric is set as default metric. However, one can over-
ride the default by specifying a different metric at
the task level. Supported metrics are ‘acc’, ‘las’,
‘micro-f1’, ‘macro-f1’, ‘span f1’, ’multi span f1’,
’bleu’ and ’perplexity’.
Loss weight In multi-task settings, not all tasks
might be equally important, or some tasks might
just be harder to learn, and therefore should gain
more weight during training. This can be tuned by
setting the loss weight parameter on the task
level (by default the value is 1.0 for all tasks).
Dataset embedding Ammar et al. (2016) have
shown that embedding which language an instance
belongs to can be beneficial for multilingual mod-
els. Later work (Stymne et al., 2018; Wagner et al.,
2020) has also shown that more fine-grained dis-
tinctions on the dataset level5 can be beneficial
when training on multiple datasets within the same
language (family). In previous work, this embed-
ding is usually concatenated to the word embedding
before the encoding. However, in contextualized
embeddings, the word embeddings themselves are
commonly used as encoder, hence we concatenate
the dataset embeddings in between the encoder and
the decoder. This parameter is set on the dataset
5These are called treebank embeddings in their work.
We will use the more general term “dataset embeddings”,















Figure 4: Effect of the sampling parameter α on the
training sets of Universal Dependencies 2.6 data.
level with dataset embed idx, which speci-
fies the column to read the dataset ID from. Setting
dataset embed idx to -1 will use the dataset
name as specified in the json file as ID.
Max sentences In order to limit the maximum
number of sentences that are used during training,
max sents is used. This is done before the sam-
pling smoothing (Section 3.2.2), if both are enabled.
It should be noted that the specified number will be
taken from the top of the dataset.
3.2.2 Hyperparameter configuration
Whereas most of the hyperparameters can simply
be changed from the default configuration provided
in configs/params.json, we would like to
highlight two main settings.
Pre-trained embeddings The name/path to pre-
trained Hugging Face embeddings6 can be set in the
configuration file at the transformer model
key; transformer dim might be adapted ac-
cordingly to reflect the embeddings dimension.
Dataset sampling To avoid larger datasets from
overwhelming the model, MACHAMP can re-
sample multiple datasets according to a multino-
mial distribution, similar as used by Conneau and
Lample (2019). MACHAMP performs the sam-
pling on the batch level, and shuffles after each
epoch (so it can see a larger variety of instances for











where pi is the probability that a random sample is
from dataset i, and α is a hyperparameter that can





β1, β2 0.9, 0.99
Dropout 0.2 0.1, 0.2, 0.3
Epochs 20
Batch size 32
Learning rate (LR) 1e-4 1e-3, 1e-4, 1e-5
LR scheduler slanted triangular
Weight decay 0.01
Decay factor 0.38 .35, .38, .5
Cut fraction 0.2 .1, .2, .3
Table 1: Final parameter settings, incl. tested ranges.
and α=0.0 results in one average amount of batches
for each dataset, similar to Sanh et al. (2019). The
effect of different settings of α for the Universal De-
pendencies 2.6 data is shown in Figure 4. Smooth-
ing can be enabled in the hyperparameters configu-
ration file at the sampling smoothing key.
3.3 Training
Given the setup illustrated in the previous sections,
a model can be trained via the following command.
It assumes the configuration (Figure 3) is saved in
configs/upos-lemma-rte.json.
python3 train.py --dataset_config \
configs/upos-lemma-rte.json
By default, the model and the logs will be written
to logs/<JSONNAME>/<DATE>. The name
of the directory can be set manually by providing
--name <NAME>. Further, --device <ID>
can be used to specify which GPU to use, otherwise
the CPU will be used. As a default, train.py
uses configs/params.json for the hyper-
parameters, but this can be overridden by using
--parameters config <CONFIG FILE>.
3.4 Inference
Prediction can be done with:
python3 predict.py \
logs/<NAME>/<DATE>/model.tar.gz \
<INPUT FILE> <OUTPUT FILE>
It requires the path to the best model (serial-
ized during training) stored as model.tar.gz
in the logs directory as specified above. By de-
fault, the data is assumed to be in the same format
as the training data (i.e., with the same number
of column idx columns), but --raw text can
be specified to read a data file containing raw texts
with one sentence per line. For models trained
Task Reference MACHAMP














WMT14 Liu et al. (2020)
EN-DE 30.1 24.7
IWSLT15 Zaheer et al. (2018)
EN-VI 29.27 24.72
Table 2: Scores of single task models on test data for
three popular datasets and a variety of tasks. ∗one joint
model. For the GLUE data, BERT-large (English) and
tokenized BLEU are used for fair comparison.
on multiple datasets (as “UD” and “RTE” in Fig-
ure 3), --dataset <NAME> can be used to spec-
ify which dataset to use in order to predict all tasks
within that dataset.
4 Hyperparameter Tuning
In this section we describe the procedure how
we determined robust default parameters for
MACHAMP; note that the goal is not to beat the
state-of-the-art, but to reach competitive perfor-
mance for multiple tasks simultaneously.7
For the tuning of hyperparameters, we used the
GLUE classification datasets (Wang et al., 2018;
Warstadt et al., 2019; Socher et al., 2013; Dolan
and Brockett, 2005; Cer et al., 2017; Williams et al.,
2018; Rajpurkar et al., 2018; Bentivogli et al., 2009;
Levesque et al., 2012) and the English Web Tree-
bank (EWT 2.6) (Silveira et al., 2014) with multilin-
gual BERT8 (mBERT) as embeddings.9 For each
of these setups, we averaged the scores over all
datasets/tasks and perform a grid search. The best
hyperparameters across all datasets are reported in
Table 1 and are the defaults values for MACHAMP.
7Compared to MACHAMP v0.1 (van der Goot et al., 2020)
we removed parameters with negligible effects (word dropout,
layer dropout, adaptive softmax, and layer attention).
8https://github.com/google-research/
bert/blob/master/multilingual.md
9We capped the dataset sizes to a maximum of 20,000
sentences for efficiency reasons.
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Dataset embed.∗ 72.76 –
Sep. decoder∗ 73.69 –
Table 3: Average results over all development sets.
Dataset embeddings and a separate decoder have not
been tested in GLUE, because each dataset is annotated
for a different task. ∗includes dataset smoothing.
5 Evaluation
5.1 Single task evaluation
As a starting point, we evaluate single task mod-
els to ensure our implementations are competitive
with the state-of-the-art. We report scores on de-
pendency parsing (EWT), the GLUE classifica-
tion tasks, and machine translation (WMT14 DE-
EN (Bojar et al., 2014), IWSLT15 EN-VI (Cettolo
et al., 2014)) using mBERT as our embeddings.10
Table 2 reports our results on the test sets com-
pared to previous work. For all UD tasks, we score
slightly higher, whereas for GLUE tasks we score
consistently lower compared to the references. This
is mostly due to differences in fine-tuning strate-
gies, as implementations themselves are highly sim-
ilar. Scores on the machine translation tasks show
the largest drops, indicating that task-specific fine-
tuning and pre-processing might be necessary.
5.2 Multi-dataset evaluation
We evaluate the effect of a variety of multi-dataset
settings on all GLUE and UD treebanks (v2.7) on
the test splits. It should be noted that the UD tree-
banks all have the same tasks, as opposed to GLUE.
First, we jointly train on all datasets (ALL), then
we attempt to improve performance on smaller sets
by enabling the sampling smoothing (SMOOTHED,
Section 3.2.2, we set α = 0.5). Furthermore, we at-
tempt to improve the performance by informing the
decoder of the dataset through dataset embeddings
(DATASET EMBED., Section 3.2.1) or by giving
each dataset its own decoder (SEP. DECODER). Re-
sults (Table 3) show that multi-task learning is only
beneficial for performance when training on the
same set of tasks (i.e., UD), dataset smoothing is
helpful, dataset embeddings and separate decoders
do not improve upon smoothing on average.
10For the sake of comparison we use BERT-large for GLUE,
and EWT version 2.2.
Model\Size 0 <1k <10k >10k
Single 43.5 15.1 57.9 80.1
All 44.5 37.1 66.4 80.3
Smoothed 44.3 45.4 67.1 80.3
Dataset embed.∗ 43.9 36.5 67.8 81.0
Sep. decoder∗ 45.1 37.7 66.5 80.9
Table 4: Average LAS scores on test splits of UD
treebanks grouped by training size (in number of sen-
tences). ∗includes dataset smoothing.
For analysis purposes, we group the UD tree-
banks based on training size, and also evaluate UD
treebanks which have no training split (zero-shot).
For the zero-shot experiments, we select a proxy
parser based on word overlap of the first 10 sen-
tences of the target test data and the source training
data.11 Results on the UD data (Table 4) show that
multi-task learning is mostly beneficial for medium-
sized datasets (<1k and <10k). For these datasets,
the combination of smoothing and dataset embed-
dings are the most promising settings. Perhaps
surprisingly, the zero-shot datasets (<1k) have a
higher LAS as compared to the small datasets and
using a separate decoder based on the proxy tree-
bank is the best setting; this is mainly because for
many small datasets there is no other in-language
training treebank. For the GLUE tasks (Table 5,
Appendix), multi-task learning is only beneficial
for the RTE data. This is to be expected, as the
tasks are different in this setup, and training data is
generally larger. Dataset smoothing here prevents
the model from dropping too much in performance,
as it outperforms ALL for 7 out of 9 tasks.
6 Conclusion
We introduced MACHAMP, a powerful toolkit for
multi-task learning supporting a wide range of
NLP tasks. We also provide initial experiments
demonstrating the usefulness of some of its op-
tions. We learned that multi-task learning is mostly
beneficial for setups in which multiple datasets
are annotated for the same set of tasks, and that
dataset embeddings can still be useful when em-
ploying contextualized embeddings. However, the
current experiments are just scratching the surface
of MACHAMP’s capabilities, as a wide variety of
tasks and multi-task settings is supported.
11Scores on individual sets and proxy treebanks can be
found in the Appendix.
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Héctor Martı́nez Alonso and Daniel Zeman. 2016.
Universal Dependencies for the AnCora treebanks.
Procesamiento del Lenguaje Natural, 57:91–98.
Waleed Ammar, George Mulcaire, Miguel Ballesteros,
Chris Dyer, and Noah A. Smith. 2016. Many lan-
guages, one parser. Transactions of the Association
for Computational Linguistics, 4:431–444.
Angelina Aquino, Franz de Leon, and Mary Ann
Bacolod. 2020. UD Tagalog-Ugnayan. https:
//github.com/UniversalDependencies/UD_
Tagalog-Ugnayan.
Carolina Coelho Aragon. 2018. Variações estilı́sticas e
sociais no discurso dos falantes akuntsú. Polifonia,
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Héctor Martı́nez Alonso, Djamé Seddah, and Benoı̂t
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Dataset RTE MRPC CoLa SST-2 QNLI QQP MNLI MNLI-mis SNLI
size 2k 4k 9k 67k 105k 364k 393k 393k 550k
Single 67.1 85.5 74.7 88.4 85.2 90.5 80.2 80.8 88.9
All 69.3 81.6 70.2 88.2 82.3 90.1 79.2 79.7 88.1
Smoothed 72.9 82.8 72.7 87.6 83.1 90.3 78.8 80.1 88.4
Table 5: The scores (accuracy) per dataset on the
GLUE tasks (dev) for a variety of multi-task settings
(ordered by size, indicated in number of sentences in
training data).
Appendix
Multi-dataset evaluation on GLUE tasks Ta-
ble 5 contains the per-dataset scores for the GLUE
tasks for all our tested settings. Only for RTE the
performance increases when using multi-task learn-
ing. Overall, smoothing helps to overcome some
of the performance loss we get when training one
model on all datasets simultaneously.
Multi-dataset evaluation on UD treebanks Ta-
ble 6 (on the next four pages) shows the LAS
scores for each treebank (UD2.7) for all of our
settings. We pre-processed the data with the UD-
conversion tools to remove all language-specific
sub-labels, and the multi-word tokens and empty
nodes. However, we calculate the scores against
the official files for fair comparison.12 We included
as many datasets as we could find. In the top part
of the table, we include all official UD datasets for
which we could get the words (only UD Arabic-
NYUAD and UD Japanese-BCCWJ are missing),
and the last 12 treebanks are taken from other
sources, some have undergone some specific pre-
processing to pass the evaluation script; details
about this process can be found in the repository in
scripts/udExtras.
12This is why the scores for some datasets might seem low
compared to previous work, which did either do tokenization
or did not take it into account during evaluation. In our case
the model is punished for not tokenizing.
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+smoothing
dataset citation proxy size self conc. conc. sepDec dataEmb
af afribooms (Dirix et al., 2017) — 33,894 86.7 85.9 86.6 87.0 85.9
aii as (Yako, 2019) et ewt 0 9.7 3.5 3.9 5.1 3.4
ajp madar (Zahra, 2020) ar padt 0 31.2 33.8 33.1 33.2 31.2
akk pisandub (Kopacewicz, 2018) et edt 0 3.0 4.3 4.7 3.6 3.3
akk riao (Luukko et al., 2020) et edt 0 4.0 8.2 7.6 7.3 8.1
am att (Seyoum et al., 2018) et ewt 0 1.8 0.8 0.8 0.5 0.8
apu ufpa (Freitas, 2017) fi ftb 0 6.1 13.3 13.1 8.1 13.4
aqz tudet (Aragon, 2018) cs pdt 0 6.7 9.6 9.6 9.2 14.7
ar padt (Hajič et al., 2009) — 191,869 31.5 31.4 31.3 31.4 31.5
ar pud (McDonald et al., 2013) ar padt 0 62.8 64.5 63.9 64.0 64.7
be hse (Lyashevskaya et al., 2017) — 249,897 81.0 83.6 83.1 81.8 83.8
bg btb (Simov et al., 2005) — 124,336 92.5 92.7 92.5 92.7 92.7
bho bhtb (Ojha and Zeman, 2020) hi hdtb 0 37.7 36.1 36.2 36.5 36.3
bm crb (Vydrin, 2013) qhe hiencs 0 8.8 6.5 6.1 6.7 6.3
br keb (Tyers and Ravishankar, 2018) fr gsd 0 54.9 32.0 31.3 33.2 32.4
bxr bdt (Badmaeva and Tyers, 2017) — 153 11.6 23.9 29.0 21.5 24.0
ca ancora (Alonso and Zeman, 2016) — 416,659 92.1 92.2 91.8 91.9 92.2
ckt hse (Tyers and Mishchenkova, 2020) ru syntagrus 0 8.1 15.3 15.3 13.7 14.5
cop scriptorium (Zeldes and Abrams, 2018) — 12,926 0.8 0.8 0.7 0.7 0.9
cs cac (Hladká et al., 2008) — 471,594 91.2 92.2 91.0 90.8 92.0
cs cltt (Krı́ž et al., 2016) — 27,752 83.9 89.6 88.7 87.7 89.6
cs fictree (Jelı́nek, 2017) — 133,137 91.5 93.0 92.3 92.4 93.3
cs pdt (Bejček et al., 2013) — 1,171,190 92.7 92.8 91.2 91.1 92.8
cs pud (McDonald et al., 2013) cs pdt 0 87.7 88.4 88.0 88.1 88.2
cu proiel (Haug and Jøhndal, 2008) — 37,432 65.1 67.1 68.0 67.6 67.3
cy ccg (Heinecke and Tyers, 2019) — 15,706 74.5 73.9 76.2 76.0 73.8
da ddt (Johannsen et al., 2015) — 80,378 86.7 86.1 86.5 86.8 86.0
de gsd (Brants et al., 2004) — 259,194 81.7 79.9 81.5 82.0 80.8
de hdt (Borges Völker et al., 2019) — 2,753,627 96.7 96.6 90.0 94.8 96.6
de lit (Salomoni, 2019) de hdt 0 76.9 78.9 79.8 77.8 78.4
de pud (McDonald et al., 2013) de hdt 0 78.5 81.2 82.3 78.8 80.6
el gdt (Prokopidis and Papageorgiou, 2017) — 41,212 86.9 89.0 88.9 88.8 89.0
en ewt (Silveira et al., 2014) — 202,141 87.6 85.6 85.4 86.7 86.0
en gum (Zeldes, 2017) — 81,861 89.0 87.3 87.3 88.9 88.1
en lines (Ahrenberg, 2015) — 57,372 87.4 86.8 86.9 88.0 87.2
en partut (Sanguinetti and Bosco, 2014) — 43,477 89.7 89.3 89.5 90.7 89.8
en pronouns (Munro, 2020) en ewt 0 81.8 85.5 86.8 84.9 87.2
en pud (McDonald et al., 2013) en ewt 0 89.3 87.8 87.7 89.7 89.1
es ancora (Alonso and Zeman, 2016) — 443,086 90.8 89.0 88.7 90.5 90.4
es gsd (McDonald et al., 2013) — 375,149 85.6 81.7 81.6 85.8 85.0
es pud (McDonald et al., 2013) es gsd 0 79.4 78.6 78.7 79.7 79.5
et edt (Muischnek et al., 2014) — 344,646 86.7 86.7 85.5 85.5 86.8
et ewt (Muischnek et al., 2019) — 34,287 74.6 82.4 81.6 80.9 82.4
eu bdt (Aranzabe et al., 2015) — 72,974 83.3 82.3 82.4 82.4 82.3
fa perdt (Sadegh Rasooli et al., 2020) — 445,587 89.2 88.9 84.2 87.8 89.2
fa seraji (Seraji et al., 2016) — 119,945 87.2 81.8 84.8 86.9 86.4
fi ftb (Piitulainen and Nurmi, 2017) — 127,359 89.1 80.4 80.1 88.6 88.8
fi ood (Kanerva, 2020) fi tdt 0 77.6 69.5 69.1 77.5 78.1
fi pud (McDonald et al., 2013) fi tdt 0 90.4 86.6 86.0 90.5 90.4
fi tdt (Pyysalo et al., 2015) — 162,617 89.1 83.2 82.7 89.5 89.5
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fo farpahc (Ingason et al., 2020) — 23,089 80.9 87.0 86.5 85.4 87.1
fo oft (Tyers et al., 2018) fo farpahc 0 49.8 62.1 62.2 61.6 62.7
fr fqb (Seddah and Candito, 2016) fr gsd 0 84.9 84.6 84.6 85.2 85.2
fr gsd (Guillaume et al., 2019) — 344,975 88.6 86.0 85.3 88.5 88.2
fr partut (Sanguinetti and Bosco, 2014) — 23,322 87.0 81.7 82.7 87.7 82.7
fr pud (McDonald et al., 2013) fr gsd 0 85.3 83.9 84.1 85.4 85.5
fr sequoia (Bonfante et al., 2018) — 49,157 88.4 85.9 87.1 89.6 87.4
fr spoken (Lacheret-Dujour et al., 2019) — 14,921 77.5 81.9 83.1 82.3 81.8
fro srcmf (Stein and Prévost, 2013) — 136,020 88.5 87.6 87.3 87.4 87.6
ga idt (Lynn and Foster, 2016) — 95,860 77.8 78.1 78.1 77.9 78.1
gd arcosg (Batchelor, 2019) — 37,817 72.2 72.8 73.7 73.7 72.8
gl ctg (Gómez Guinovart, 2017) — 71,928 66.3 65.6 65.4 66.0 65.5
gl treegal (Garcia, 2016) — 14,158 65.9 56.7 63.5 68.4 58.5
got proiel (Haug and Jøhndal, 2008) — 35,024 75.4 79.0 79.7 77.8 78.9
grc perseus (Bamman and Crane, 2011) — 159,895 59.6 63.3 62.4 62.2 63.4
grc proiel (Eckhoff et al., 2018) — 187,033 71.7 74.8 74.0 73.3 74.9
gsw uzh (Aepli and Clematide, 2018) de hdt 0 27.8 36.7 37.1 35.1 36.9
gun thomas (Thomas, 2019) it isdt 0 7.7 10.5 11.1 9.2 10.9
gv cadhan (Scannell, 2020) en singpar 0 2.9 12.2 13.4 6.3 12.5
he htb (McDonald et al., 2013) — 98,348 36.3 36.0 35.9 36.1 36.2
hi hdtb (Palmer et al., 2009) — 281,057 92.0 91.8 91.6 91.8 91.9
hi pud (McDonald et al., 2013) hi hdtb 0 59.6 59.8 59.5 59.6 59.7
hr set (Agić and Ljubešić, 2015) — 152,857 89.1 89.5 88.9 89.7 90.0
hsb ufal (Zeman et al., 2017) — 460 10.5 59.8 65.9 60.1 59.8
hu szeged (Vincze et al., 2010) — 20,166 82.6 83.9 85.1 84.8 84.0
hy armtdp (Yavrumyan et al., 2017) — 41,837 75.0 76.8 77.3 76.6 76.2
id csui (Alfina et al., 2020) — 17,904 77.1 74.8 76.9 79.2 75.1
id gsd (McDonald et al., 2013) — 97,531 79.9 79.7 79.3 79.5 79.9
id pud (McDonald et al., 2013) id gsd 0 59.6 63.1 62.9 61.0 63.1
is icepahc (Rögnvaldsson et al., 2012) — 704,716 83.5 83.4 80.3 80.0 83.4
is pud (Jónsdóttir and Ingason, 2020) is icepahc 0 57.9 59.3 59.0 58.7 59.3
it isdt (Bosco et al., 2014) — 257,616 81.1 81.0 80.8 81.0 81.4
it partut (Sanguinetti and Bosco, 2014) — 45,477 79.2 80.0 80.1 80.7 80.3
it postwita (Sanguinetti et al., 2018) — 95,308 74.0 74.9 74.8 74.8 74.7
it pud (McDonald et al., 2013) it isdt 0 80.1 80.3 80.3 80.6 80.6
it twittiro (Cignarella et al., 2019) — 22,656 72.6 77.3 77.1 76.5 76.6
it vit (Alfieri and Tamburini, 2016) — 208,795 78.6 78.0 77.6 78.9 78.8
ja gsd (Asahara et al., 2018) — 167,482 93.1 92.7 92.4 92.4 92.6
ja modern (Omura et al., 2017) ja gsd 0 51.8 52.9 53.8 53.8 52.9
ja pud (McDonald et al., 2013) ja gsd 0 94.3 94.3 94.1 94.2 94.2
kfm aha (Mojiri Foroushani et al., 2020a) fa perdt 0 17.6 16.7 18.5 18.9 22.1
kk ktb (Makazhanov et al., 2015) — 511 21.6 56.7 59.1 53.0 56.5
kmr mg (Gökırmak and Tyers, 2017) — 242 12.0 15.8 36.0 28.4 16.1
ko gsd (Chun et al., 2018) — 56,687 85.6 73.7 77.7 85.0 82.5
ko kaist (Chun et al., 2018) — 296,446 87.6 85.0 80.3 86.2 87.1
ko pud (McDonald et al., 2013) ko kaist 0 47.7 46.1 43.6 48.2 48.9
koi uh (Rueter et al., 2020) ru syntagrus 0 12.2 19.1 19.4 18.0 18.4
kpv ikdp (Partanen et al., 2018) ru syntagrus 0 19.5 22.1 22.2 21.1 21.8
kpv lattice (Partanen et al., 2018) ru syntagrus 0 8.2 11.3 11.7 10.5 11.6
krl kkpp (Pirinen, 2019) fi tdt 0 45.9 42.1 44.9 46.0 46.4
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la ittb (Cecchini et al., 2018) — 390,785 90.5 91.0 89.5 89.8 91.0
la llct (Cecchini et al., 2018) — 194,143 94.6 94.6 94.2 94.5 94.5
la perseus (Bamman and Crane, 2011) — 18,184 63.3 68.4 69.1 69.4 68.3
la proiel (Haug and Jøhndal, 2008) — 172,133 79.9 81.6 80.1 80.1 81.6
lt alksnis (Bielinskiene et al., 2016) — 47,641 78.0 78.1 78.3 78.3 78.2
lt hse (Lyashevskaya and Sichinava, 2017) — 3,210 47.8 63.7 64.2 68.5 64.3
lv lvtb (Gruzitis et al., 2018) — 167,594 86.8 86.6 86.3 86.2 86.8
lzh kyoto (Yasuoka, 2019) — 185,211 79.7 79.8 75.9 75.6 79.7
mdf jr (Rueter, 2018) ru syntagrus 0 16.8 17.7 17.5 18.2 17.8
mr ufal (Ravishankar, 2017) — 2,730 50.3 65.9 67.1 64.6 64.6
mt mudt (Čéplö, 2018) — 22,880 75.5 76.2 78.9 78.1 76.2
myu tudet (Gerardi, 2021) ro nonstandard 0 16.1 15.4 17.4 14.0 14.4
myv jr (Rueter and Tyers, 2018) be hse 0 20.1 18.9 19.1 18.6 18.6
nl alpino (Bouma and van Noord, 2017) — 185,883 90.9 91.4 91.4 91.1 91.5
nl lassysmall (Bouma and van Noord, 2017) — 75,080 89.4 91.0 91.0 90.7 91.2
no bokmaal (Øvrelid and Hohle, 2016) — 243,886 92.2 92.6 92.2 92.3 92.5
no nynorsk (Øvrelid and Hohle, 2016) — 245,330 91.8 92.1 92.0 91.9 92.2
no nynorsklia (Øvrelid et al., 2018) — 35,207 74.1 75.6 76.0 75.4 75.8
nyq aha (Mojiri Foroushani et al., 2020b) fa perdt 0 30.8 29.1 37.2 34.2 38.9
olo kkpp (Pirinen, 2019) — 144 8.4 40.4 44.7 26.3 43.1
orv rnc (Lyashevskaya, 2019) — 10,156 58.3 70.6 71.6 69.6 70.5
orv torot (Eckhoff and Berdičevskis, 2015) — 118,630 63.9 65.1 64.6 64.4 65.4
otk tonqq (Derin, 2020) et ewt 0 7.7 11.8 5.9 11.9 7.1
pcm nsc (Caron et al., 2019) — 111,843 90.0 90.2 89.9 89.5 90.2
pl lfg (Patejuk and Przepiórkowski, 2018) — 104,750 95.7 93.7 93.6 95.7 95.8
pl pdb (Wróblewska, 2018) — 279,596 89.4 88.8 88.2 89.3 89.7
pl pud (Wróblewska, 2018) pl pdb 0 91.2 91.0 90.5 91.0 91.4
pt bosque (Rademaker et al., 2017) — 191,406 78.2 74.1 73.8 78.1 77.1
pt gsd (McDonald et al., 2013) — 238,714 83.0 80.8 80.6 82.7 82.7
pt pud (McDonald et al., 2013) pt gsd 0 68.5 69.6 69.3 68.8 68.8
qtd sagt (Çetinoğlu and Çöltekin, 2019) — 4,761 46.4 58.0 60.9 59.9 57.7
ro nonstandard (Mărănduc et al., 2016) — 532,881 86.8 87.0 86.0 85.7 87.1
ro rrt (Barbu Mititelu et al., 2016) — 185,113 88.3 88.6 88.3 88.2 88.5
ro simonero (Mitrofan et al., 2019) — 116,857 91.3 91.0 91.2 91.0 91.0
ru gsd (McDonald et al., 2013) — 74,906 87.4 88.9 89.2 89.2 89.7
ru pud (McDonald et al., 2013) ru syntagrus 0 86.8 88.5 89.0 86.9 87.4
ru syntagrus (Droganova et al., 2018) — 870,479 93.7 93.0 88.9 92.0 93.5
ru taiga (Shavrina and Shapovalova, 2017) — 43,557 77.9 78.7 79.6 81.0 80.1
sa ufal (Dwivedi and Easha, 2017) hi hdtb 0 14.2 15.5 16.2 14.4 16.5
sa vedic (Hellwig et al., 2020) — 17,445 54.9 57.9 60.0 57.5 57.8
sk snk (Zeman, 2017) — 80,575 92.3 94.3 93.7 93.1 94.2
sl ssj (Dobrovoljc et al., 2017) — 112,530 93.4 93.2 93.1 93.0 93.0
sl sst (Dobrovoljc and Nivre, 2016) — 19,473 69.4 73.6 74.7 73.9 73.5
sme giella (Tyers and Sheyanova, 2017) — 16,835 61.3 65.3 68.5 64.5 65.5
sms giellagas (Rueter and Partanen, 2019) id gsd 0 7.8 14.9 14.6 11.7 14.8
soj aha (Mojiri et al., 2020) fa perdt 0 27.9 37.6 27.3 32.1 39.4
sq tsa (Toska et al., 2020) ga idt 0 52.1 62.8 64.0 51.2 62.6
sr set (Samardžić et al., 2017) — 74,259 91.9 91.4 91.9 92.4 92.5
sv lines (Ahrenberg, 2015) — 55,451 86.5 88.3 88.1 88.2 88.2
sv pud (McDonald et al., 2013) sv lines 0 83.8 86.9 86.9 85.8 86.7
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sv talbanken (McDonald et al., 2013) — 66,645 89.1 89.8 89.7 90.1 89.7
swl sslc (Östling et al., 2017) — 644 26.2 26.1 37.7 29.4 26.8
ta mwtt (Sarveswaran and Dias, 2020) ta ttb 0 65.4 70.0 66.1 67.1 69.9
ta ttb (Ramasamy and Žabokrtský, 2012) — 5,734 40.8 44.7 44.7 44.9 44.3
te mtg (Rama and Vajjala, 2017) — 5,082 82.8 84.2 84.5 85.7 84.7
th pud (McDonald et al., 2013) en ewt 0 28.2 25.7 25.4 22.2 26.2
tl trg (Samson and Cöltekin, 2020) en singpar 0 34.8 32.9 29.9 25.0 32.4
tl ugnayan (Aquino et al., 2020) en singpar 0 28.4 24.9 25.0 19.3 27.4
tpn tudet (Gerardi, 2020) cs pdt 0 9.7 5.1 4.2 6.5 3.2
tr boun (Türk et al., 2020) — 97,257 69.6 68.8 67.1 69.9 70.0
tr gb (Cöltekin, 2015) tr boun 0 66.3 64.8 64.1 66.1 66.6
tr imst (Sulubacak et al., 2016) — 36,822 62.5 59.1 61.2 64.2 63.8
tr pud (McDonald et al., 2013) tr boun 0 61.4 60.7 59.3 61.2 61.6
ug udt (Eli et al., 2016) — 19,262 48.5 50.3 50.1 49.7 50.2
uk iu (Kotsyba et al., 2018) — 92,355 88.0 90.2 89.7 89.6 90.3
ur udtb (Bhat et al., 2016) — 108,690 81.6 82.4 82.3 82.2 82.8
vi vtb (Nguyen et al., 2009) — 20,285 66.1 65.3 65.3 65.7 65.4
wbp ufal (Shopen, 2018) id gsd 0 5.5 6.8 8.7 7.6 8.0
wo wtb (Dione, 2019) — 22,817 67.6 68.5 72.6 71.4 68.4
yo ytb (Ishola and Zeman, 2020) ga idt 0 16.0 17.2 14.4 12.7 18.1
yue hk (Wong et al., 2017) zh gsd 0 31.8 32.4 32.5 31.7 32.7
zh cfl (Lee et al., 2017) zh gsdsimp 0 47.4 48.1 47.6 46.9 47.9
zh gsd (Shen et al., 2016) — 98,616 85.9 84.2 84.4 84.3 84.0
zh gsdsimp (Qi and Yasuoka, 2019) — 98,616 85.8 84.1 84.5 84.3 84.2
zh hk (Wong et al., 2017) zh gsd 0 52.1 53.7 53.5 52.9 53.6
zh pud (McDonald et al., 2013) zh gsd 0 62.1 62.2 62.0 61.7 62.3
de tweede (Rehbein et al., 2019) — 5,752 68.2 76.9 77.6 79.6 77.7
en aae (Blodgett et al., 2018) en ewt 0 51.5 55.1 55.9 56.5 56.1
en convbank (Davidson et al., 2019) — 5,057 69.1 71.4 70.4 71.2 71.9
en esl (Berzak et al., 2016) — 78,541 92.0 91.4 91.3 92.1 91.7
en gumreddit (Behzad and Zeldes, 2020) — 10,831 75.9 84.9 84.8 86.5 85.5
en monoise (van der Goot and van Noord, 2018) en ewt 0 55.6 64.7 64.5 62.4 64.7
en singpar (Wang et al., 2019) — 27,368 80.3 79.0 78.5 82.2 79.4
en tweebank2 (Liu et al., 2018) — 24,753 80.5 81.7 82.4 82.6 81.6
fr extremeugc (Martı́nez Alonso et al., 2016) fr gsd 0 56.2 55.7 56.6 58.0 54.4
fr ftb (Abeillé et al., 2000) — 442,228 83.1 82.2 81.6 82.9 82.8
qfn fame (Braggaar and van der Goot, 2021) nl alpino 0 54.0 43.2 42.6 43.8 43.4
qhe hiencs (Bhat et al., 2018) — 20,203 62.8 62.4 65.5 64.0 62.0
Table 6: LAS scores from official conll2018 script on test splits of all UD datasets we could obtain, averaged over
3 random seeds. Size refers to number of sentences in the training split. Results for single dataset trained models,
and our 4 multi-task strategies. The last 12 rows contain datasets that are either available without words on the
official Universal Dependencies website or are not officialy submitted.
