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Abstract
We address the problem that state-of-the-art Convolution Neural Networks (CNN) classifiers are not invariant to small
shifts. The problem can be solved by the removal of sub-sampling operations such as stride and max pooling, but at a cost of
severely degraded training and test efficiency. We present a novel usage of Gaussian-Hermite basis to efficiently approximate
arbitrary filters within the CNN framework to obtain translation invariance. This is shown to be invariant to small shifts,
and preserves the efficiency of training. Further, to improve efficiency in memory usage as well as computational speed, we
show that it is still possible to sub-sample with this approach and retain a weaker form of invariance that we call translation
insensitivity, which leads to stability with respect to shifts. We prove these claims analytically and empirically. Our analytic
methods further provide a framework for understanding any architecture in terms of translation insensitivity, and provide
guiding principles for design.
1. Introduction
Deep neural nets have revolutionized computer vision. Convolutional neural networks (CNNs) are particularly popular
in computer vision, especially for tasks such as classification, object detection, and segmentation. CNNs are motivated by
certain invariances that are claimed to be inherent in their architectures. For instance, one of these claimed invariances is
invariance to in-plane translations in the image, i.e., the output of a CNN is left unchanged as the object is translated, a
desirable property for an object classifier. That property is claimed to be built into the architecture, so that such invariance
is exhibited regardless of the parameters of the CNN that are learned. The choice of convolution and pooling in CNN layers
are said to result in such translation invariance. For more general properties of CNNs related to invariances, see [20, 2, 1]
and [11] for experimental analysis.
However, recent work [3] has shown that existing CNNs (e.g., especially ResNets [8], VGG [19], Inception Net [21])
are highly unstable to basic transformations including small translations in the image, scalings and natural perturbations
across frames in videos (see also, [15]) that one would expect CNNs to be invariant (or stable to). In fact this is not an odd
occurrence, as in adversarial perturbations, that are specifically constructed to “attack” the network, but rather it is a common
occurrence. For instance, it is reported in [3] that even a 1 pixel shift in an input test image can cause a change in the resulting
classification of the CNN with probability 30% in existing modern CNNs. This is despite typical data augmentation done in
training, i.e., augmenting the training set with shifted versions of the training images.
It is claimed by [3] that this lack of translation invariance is caused by the sub-sampling or the pooling operation in
CNNs between layers, which is said to ignore the classical Shannon-Nyquist sampling theorem. This is also noted as early
as [18]. The claim is that one would be limited to sub-sample at a rate compatible with the Nyquist rate, i.e., twice the highest
frequency in the feature map before the sub-sampling. Thus, to avoid aliasing effects, one would need to blur the feature map
to eliminate high frequencies to support the desired sub-sampling rate. That is, however, not performed in existing CNNs.
However, as claimed in [3], the approach does not achieve full translation invariance. It is claimed that the reason is due to
the presence of a non-linearity, which may introduce aliasing even in the presence of blur.
The only solution, as suggested by [3], seems to be to avoid sub-sampling. However, that leads to two problems: 1) to
retain the receptive field sizes of conventional CNNs with sub-sampling, the kernel supports in layers would have to grow with
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respect to the depth of the layer, but this would require learning an exorbitant number of parameters to represent the growing
kernel support, which poses a problem for training efficiency (see [23] for a possible solution), and 2) the memory footprint
due to non-sub-sampled feature maps is a problem in back-propagation during the training process, which may preclude
the use of many GPUs that do not have sufficient memory, and the lack of sub-sampling also leads to greater training and
inference times.
In this paper, we tackle both of these aforementioned problems. To do this, we represent convolutional kernels with
an orthogonal Gauss-Hermite basis whose basis coefficients are learned in convolution layers, rather than representing a
kernel directly in terms of its pixel values1. Without a sub-sampling layer, the representation leads to a fully translation
invariant representation that keeps constant the number of parameters in kernels across layers, while being able to capture
as big receptive fields as modern CNNs, with even fewer parameters per layer. To address the memory limitations, we
show how the layers, due to the smooth Gauss-Hermite approximation, can be sub-sampled, in a way that retains a weaker
notion of translation invariance that we term translation insensitivity. This leads to stability of classifications with respect to
translations, in contrast to existing sub-sampled CNNs, which do not exhibit translation insensitivity.
Contributions: Our specific contributions are as follows. 1. We introduce a CNN architecture, which we call GaussNets,
that is both translation invariant and has equivalent (or bigger) receptive fields with fewer parameters per kernel than existing
modern CNNs. 2. We introduce a CNN architecture, called Sub-sampled GaussNets, that exhibit the aforementioned prop-
erties with respect to receptive field and parameter usage, and is computationally efficient comparable to modern CNNs, by
performing sub-sampling. This architecture retains a weaker form of translation invariance, which we call translation insen-
sitivity that gives robustness to classifications. 3. We provide analytic proofs that show that these introduced architectures
exhibit the aforementioned properties. These analytic tools serve as a framework for analyzing any other architecture. 4. We
experimentally demonstrate the insensitivity to translation.
1.1. Related Work
The lack of translation invariance in modern CNNs (such as ResNet, VGG, InceptionNet) is due to the sub-sampling or
pooling operations. One obvious approach to deal with this lack of invariance is by data augmentation - augmenting the
training set with shifted test images. However, [3] shows that that only gives invariance to shifts on images statistically very
similar to the training set, and the lack of invariance remains on the test set. The only work, to the best of our knowledge,
that attempts to address the lack of translation invariance, due to sub-sampling is [24]. It is proposed to add an anti-aliasing
layer by applying a fixed smoothing filter before the sub-sampling. Though the approach is not translation invariant, it is
shown to empirically improve robustness to translation on the test set. We show analytically that if the right smoothing
kernel is chosen, such anti-aliasing would give what we call translation insensitivity, something that was not known. While
anti-aliasing does provide a solution, the approach we introduce, in addition lends itself to other invariances such as scaling
and deformation that we will be the subject of our future work.
In [13, 4, 17] (see also [12] for an early approach), the Scattering Transform is introduced as a representation of an
image invariant to basic transformations, such as translation, scale, rotations, and small deformations for classification. The
transform is computed by convolving the image with a wavelet filter bank, a pointwise non-linearity (complex modulus),
followed by a low-pass filtering. These operations are then stacked to create a hierarchical representation. It is proven that
such a representation provides not strict invariance, but a weaker notion, that we refer to as insensitivity. We note that all such
proofs are done assuming continuous data, and the sub-sampling operations are not analyzed. The transform has been used
in a number of classification problems such as texture discrimination with success, but since the features are hand-crafted,
it seems difficult to apply them to complex classification tasks such as ImageNet, where hand-crafting feature combinations
would be difficult to compete with learned CNN approaches. Some more recent approaches along the lines of [13, 4, 17]
are [6, 5] (based on steerable filters [7, 14]) that obtain equivariance, i.e., a group action such as rotation on the input results
in the same rotation in the feature map, while having learned parameters like CNNs.
In [9], a hybrid approach between Scattering transforms and CNNs is taken, motivated by the desire to perform well
on both small datasets with limited training data and large datasets. In that work, it is observed that the filters learned in
CNNs from large datasets often are spatially coherent, and thus, rather than learning that spatially coherent structure directly
from data, it is enforced in the filters to limit the training data requirements. To that end, a fixed structured basis, similar to
the filter bank in Scattering transforms, is chosen to represent the kernel, and the coefficients are learned like CNNs. The
particular basis chosen is derivatives of Gaussians [10], which is coincidentally the same basis that we use in this paper.
However, our motivation is quite different than [9]; indeed, we seek to obtain translation invariance in CNNs, which we show
1This basis has been used before [9] in CNNs, but the essential properties of translation invariance and insensitivity are not mentioned or explored in that
work, and the focus is rather on the reduced parameters.
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is maintained by our architecture without sub-sampling. Furthermore, we show that translation insensitivity is maintained
despite sub-sampling. Such properties were not explored in [9]. Another approach using Gaussian filters, though not a basis,
include [16], where the filter shape and size are learned. [22] uses a mixture of Gaussians in different spatial locations in
defining kernels, which is parameter efficient.
2. GaussNet CNN Architecture
We introduce our GaussNet architecture. The key idea is that rather than representing a convolution kernel directly in
terms of its pixelized values (corresponding to coefficients of a basis of shifted delta functions), we represent the kernel in
terms of an (orthogonal) basis of smooth functions given by derivatives of the Gaussian. In fact, any L2(R2) function can be
approximated as
K(x) =
∞∑
i=0
ai DiGσ(x), (1)
where Gσ is the 2d Gaussian function with standard deviation σ, Di represents the ith derivative operator (the tensor of all
partials of up to i derivatives), ai is a tensor of coefficients that are `2(N), and represents the sum of element-wise products
between the two arguments. In practice, we will use an approximation of up to order 2 derivatives, so that the kernels we
represent are given by
K(x) = WDGσ(x), (2)
where W ∈ R1×6 represent the coefficients of the Gaussian derivatives up to order 2, and D = (1, ∂x, ∂y, ∂xx, ∂xy, ∂yy)T
represents a vector of partials in the x and y directions. The representation in equation 2 will be used rather than pixelized
representations typically used (e.g., 3 × 3 pixelized kernels used in VGG and ResNet). The weights W will be learned.
By using this basis, the kernels are enforced to be smooth, while being flexible enough to have the discrimination power to
separate object classes. As we will show in the next section, the smoothness of this choice of basis, leads to the translation
insensitivity that we desire.
A basic layer of a GaussNet is be given by
fW [I] = Sd {r(WDGσ ∗ I)} (3)
where W ∈ Rm×6n is a weight matrix and I is an n-dimensional input image (feature), m is the output feature map dimen-
sion, and ∗ is the convolution. Thus, each input channel is convolved with derivatives of Gaussians, and linear combinations
of these are formed with the weight matrix W . r is the rectified linear unit, i.e., r(x) = max{x, 0}. Sd represents the
sub-sampling operator. In one form of our architecture that is fully translation invariant, Sd is not included. The sub-script
in fW is used to indicate the free parameters that are to be learned. In experiments, we will demonstrate our approach on an
architecture motivated from ResNet. In this architecture, one sums the input feature map to a layer with the result above after
the rectification, i.e.,
fW [I] = Sd {I + r(WDGσ ∗ I)} . (4)
In the analysis in the next section, for simplicity, we will analyze the basic layer in equation 3, but the results we prove will
also hold for a ResNet-like layer.
Multiple layers will be cascaded to form a deep CNN, which we call the GaussNet. As in a ResNet-like structure, our
final feature will consist of an average pooling layer, i.e.,
F [I](x) =
1
N
∑
x
fWNl ◦ · · · ◦ fW1 [I](x), (5)
where N is the number of pixels in the final feature maps, and Nl is the number of layers.
Note that the effective receptive field size of the GaussNet is controlled by the parameter σ. In the GaussNet without
sub-sampling, in order to maintain the overall receptive field size of the corresponding traditional CNN, the parameter σ
would have to grow according to the sub-sampling rate of the traditional CNN, i.e., σd`−1 where ` is the layer number. We
efficiently evaluate such large receptive field convolutions with the Fast Fourier Transform (FFT) (see Section 4). In the
sub-sampled GaussNet, σ will remain fixed over layers, and because of the sub-sampling, the overall receptive field would
be similar to the corresponding traditional CNN.
Note that in comparison to existing CNNs, the GaussNet has fewer parameters, i.e., a common choice (e.g., ResNet and
VGG) is to use 3 × 3 in convolution operations - this results in 9 parameters that should be learned, whereas we use 6
coefficients per convolution filter, while still being able to obtain a similar test accuracy as the traditional CNN.
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3. Translation Insensitivity of GaussNets
3.1. Terminology
In this section, we will denote an image or feature map as I , where I : [0,m1 − 1] × [0,m2 − 1] → R. In our proofs,
we will assume that the data is defined on the infinite discrete set Z for simplicity of notation, as we may just zero-pad the
finite data with an infinite number of zeros. The set of all such images is denoted Im1×m2 . For simplicity in the notation, we
will consider just one feature map in the input and output of each layer. We will denote an operation from one feature map
to produce another as f : Im1×m2 → Io1×o2 . This will typically correspond to an output of a layer of the network. We will
denote an operation from an image or feature map to a vector as F : Im1×m2 → RM . This will typically correspond to the
last layer of the network that produces a vector representation of the image.
We define notation for some operations that we will be used extensively in the rest of the paper. We denote Ts to be the
translation operator, i.e.,
TsI(x) , I(x+ s), (6)
which shifts the image by s. Note that the translation operator is defined only on infinite domains, as x+ s must always be in
the domain of the image. However, for finite data, this can be extended to an infinite domain by zero padding the finite data.
Next, we define the sub-sampling operator Sd, which sub-samples data by a factor of d > 1, as follows
SdI(x) , I(xd). (7)
In the following sections, we will show that the behavior of GaussNets are well-behaved with respect to the translation
operator. We will now make precise this behavior.
Definition 1 (g-Translation Covariant Operator). An operator f is g-translation covariant if for all translations Ts and all
inputs I , we have that
f [TsI] = Tg(s)f [I], (8)
where g : R→ R is a monotone bijective function. When g(s) = s, we simply say that f is translation covariant.
This definition says that a shift in the input map of a g-translation covariant operator results in a predictable shift in the output
map.
We now introduce the notion of translation invariance; ideally, a property inherent in a CNN.
Definition 2 (Translation Invariance). A function F is translation invariant if for all translations Ts and all inputs I , we have
that
F [TsI] = F [I]. (9)
This says that the feature does not change as the image is translated. In practice, we will have to settle for a weaker
property, which we call translation insensitivity:
Definition 3 (Translation Insensitivity). A function F is translation insensitive if there exists a positive constant C <∞ such
that
|F [TsI]− F [I]| ≤ C|s|, (10)
for all s.
This is what is known as Lipschitz continuity: the feature representation does not change much, i.e., at most at a linear
rate of the shift size.
3.2. Invariance of GaussNets
We define a layer of a GaussNet (without sub-sampling) as follows:
f [I] = r([WDGσ] ∗ I), (11)
where r(x) = max{x, 0} is the rectified linear unit, Gσ is the Gaussian, D = (1, ∂x, ∂y, ∂xx, ∂xy, ∂yy)T , W ∈ R1×6 is a
weight matrix, and ∗ is the convolution operator.
We show now a network consisting of stacking layers defined in equation 11 is translation covariant. In fact, the property
is true for any CNN that performs no sub-sampling (or down-sampling), and thus also a GaussNet:
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Lemma 1 (GaussNets are Translation Covariant). A deep GaussNet of the form
f˜ = fn ◦ fn−1 ◦ · · · ◦ f1, (12)
where fi is in the form equation 11, which does no sub-sampling is translation covariant.
Proof. The composition of translation covariant operators is also translation covariant. The convolution is translation covari-
ant, as is the rectified linear unit as it is a point-wise function of the input, therefore fi is translation covariant, and thus so is
the composition f˜ .
The translation covariant property of a composition of several GaussNet layers allows us to now define a network from
this composition that is translation invariant by using average pooling. Note that this also holds for ordinary CNN layers that
perform no sub-sampling / down-sampling.
Theorem 2 (Average Pooling of a GaussNet is Translation Invariant). The deep GaussNet followed by an average pooling
layer at the end, i.e.,
F [I] =
1
N
∑
x
fn ◦ fn−1 ◦ · · · ◦ f1[I](x) (13)
is translation invariant.
Proof. Using the translation covariant property of the composition of Gaussian layers, we have that
F [TsI] =
1
N
∑
x
Ts[fn ◦ fn−1 ◦ · · · ◦ f1[I]](x) (14)
=
1
N
∑
x
fn ◦ fn−1 ◦ · · · ◦ f1[I](x+ s) (15)
=
1
N
∑
z
fn ◦ fn−1 ◦ · · · ◦ f1[I](z) (16)
= F [I], (17)
where z = x+ s and a change of variables was performed.
3.3. Insensitivity of Sub-sampled GaussNets
While the GaussNets in the previous section exhibited translation invariance, and are able to capture as large receptive
fields as conventional CNNs with down-sampling (with appropriate choice of σ in each layer), with fewer parameters per
layer, the lack of down-sampling poses a problem for back-propagation as large memory requirements, preclude some GPUs.
Thus, we would like to sub-sample in practice. However, strict translation invariance is lost; however, we show that translation
insensitivity is retained.
We define a layer of the sub-sampled GaussNet as:
f [I] = Sd[r([WDGσ] ∗ I)], (18)
where, as defined before, Sd is the sub-sampling operator. We first show that a single layer GaussNet with sub-sampling
followed by an average pooling is translation insensitive. We will then use this result to generalize to the multi-layer case.
Theorem 3. Average pooling of a layer of the sub-sampled GaussNet in equation 18 is translation insensitive, i.e.,∣∣∣∣∣ 1N ∑
x
f [TsI](x)− 1
N
∑
x
f [I](x)
∣∣∣∣∣ ≤ C|s|, (19)
where C is a constant and N is the number of pixels in the feature map. The constant C is given by
C = CGN‖I‖∞‖W‖∞, (20)
where CG is the Lipschitz constant of the Gaussian and its derivatives.
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Proof. We compute
[WDGσ] ∗ I(x) =
∑
y
∑
j
wjDjGσ(x− y)I(y) (21)
and
[WDGσ] ∗ [TsI](x) =
∑
y
∑
j
wjDjGσ(x− y)I(y + s)
=
∑
y
∑
j
wjDjGσ(x− y − s)I(y),
where we have performed a change of variables. Thus,
[(WDGσ) ∗ I](x)− [(WDGσ) ∗ (TsI)](x) =
∑
y,j
wj [DjGσ(x− y)−DjGσ(x− y − s)]I(y). (22)
Now, ∣∣∣∣ 1N ∑
x
f [I](x)− 1
N
∑
x
f [TsI](x)
∣∣∣∣∣ (23)
≤ 1
N
∑
x
|f [I](x)− f [TsI](x)| (24)
≤ 1
N
∑
x
|Sd {r[K ∗ I](x)− r[K ∗ (TsI)](x)}| (25)
≤ 1
N
∑
x
|r[K ∗ I](xd)− r[K ∗ (TsI)](xd)| (26)
≤ 1
N
∑
x
|[K ∗ I](xd)− [K ∗ (TsI)](xd)| , (27)
where K = WDGσ and the last inequality is due to the Lipschitz continuity of the rectified linear unit, i.e., |r(x)− r(y)| ≤
|x− y|. Therefore,∣∣∣∣∣ 1N ∑
x
f [I](x)− 1
N
∑
x
f [TsI](x)
∣∣∣∣∣ ≤ 1N ∑
x,y,j
|wj ||[DjGσ(xd− y)−DjGσ(xd− y − s)]||I(y)|. (28)
Since the Gaussian (and its derivatives) are Lipschitz continuous, with Lipschitz constant CG, we have that∣∣∣∣∣ 1N ∑
x
f [I](x)− 1
N
∑
x
f [TsI](x)
∣∣∣∣∣ ≤ CGN‖I‖∞‖W‖∞|s|.
We now proceed to show that average pooling of a multi-layer GaussNet is also translation insensitive. To do this, we first
show that a layer of a GaussNet with sub-sampling is g-translation covariant with g(s) = s/d:
Lemma 4 (Sub-Sampled GaussNet Layer is g-Translation Covariant). The GaussNet with sub-sampling layer defined in
equation 18 is translation covariant (a shift of s in the input corresponds to a shift of s/d in the output map).
Remark 5 (Fractional Shifts). Note that s/d may not be an integer. Since the image/feature map is defined discretely, we
specify how this operation is defined. We will see that the answer will arise naturally in the proof: the fractional shifted
feature map will be defined by a formula that needs only the Gaussian on the non-sub-sampled domain, where s/d will
correspond to an integer shift.
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Proof. From the proof of the previous theorem, we have that
Sd { r[(WDGσ) ∗ (TsI)]} (x) (29)
= r
∑
y
∑
j
wjDjGσ(xd− y − s)I(y)
 (30)
= r
∑
y
∑
j
wjDjGσ[(x− s/d)d− y]I(y)
 (31)
= Sd {r[(WDGσ) ∗ I]} (x− s/d). (32)
Note in the previous equation, the spatial argument is discrete and s/d may not be an integer. However, the expression
makes perfect sense as it is applied as an argument to the Gaussian, which applies in the non-sub-sampled domain where the
fractional shift corresponds to an integral value. Therefore, by the translation covariance of rectified linear unit, we have that
f [TsI] = Ts/df [I]. (33)
We now move to proving that average pooling for a deep GaussNet is translation insensitive. First, we need a lemma that
shows that if the input feature maps are close, then the outputs through a layer of a GaussNet are close.
Lemma 6. If I and J are feature maps such that |J1(x) − J2(x)| ≤ CI |s| for all x and f is a GaussNet layer with
sub-sampling, then
max
x
|f [J1](x)− f [J2](x)| < Cf |s|, (34)
where Cf = CIN‖W‖∞‖DGσ‖∞, and N is the spatial size of the output feature map.
Proof. We estimate the difference:
|f [I](x)− f [J ](x)| =
∣∣∣∣∣r
(∑
y
K(xd− y)J1(y)
)
− r
(∑
y
K(xd− y)J2(y)
)∣∣∣∣∣ (35)
≤
∣∣∣∣∣∑
y
K(xd− y)(J1(y)− J2(y))
∣∣∣∣∣ (36)
≤
∑
y
|K(xd− y)||J1(y)− J2(y)| (37)
≤ CI |s|
∑
y
|K(xd− y)| (38)
≤ CI |s|
∑
y
∣∣∣∣∣∣
∑
j
wjDjGσ(xd− y)
∣∣∣∣∣∣ (39)
≤ CIN‖W‖∞‖DGσ‖∞|s|, (40)
where K = WDGσ , and we applied the Lipschitz continuity of r in the first step, and the fact that |J1(x) − J2(x)| ≤
CI |s|.
Using the previous lemma, we can now show that the output of a deep GaussNet is translation insensitive.
Theorem 7. A deep sub-sampled GaussNet that is followed by a global average pooling layer, i.e.,
F [I] =
1
N
∑
x
fn ◦ fn−1 ◦ · · · ◦ f1[I](x)
is translation insensitive.
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Proof. We may now apply Lemma 6 successively to the network
fˆ = fn ◦ fn−1 ◦ · · · ◦ f2 (41)
to arrive at
|fˆ [J1](x)− fˆ [J2](x)| ≤ CI‖DGσ‖n−1∞
n∏
i=2
‖Wi‖∞Ni|s|, (42)
where Ni is the spatial size in pixels of the feature map at the ith layer.
We may set J1 = f1[I] and J2 = f1[TsI], and apply equation 42. By the g-translation covariance of a layer of a GaussNet,
we have that J2 = Ts/df1[I]. Therefore (using computations in Theorem 3),
|f1[I](x)− f1[TsI](x)| ≤ CGN1‖I‖∞‖W1‖∞|s|. (43)
Now combining equation 42 and equation 43 with CI = CGN1‖I‖∞ in equation 42, we have that
|(fn ◦ fn−1 ◦ · · · ◦ f1)[I](x)− (fn ◦ fn−1 ◦ · · · ◦ f1)[TsI](x)| ≤ CG‖I‖∞‖‖DGσ‖n∞
n∏
i=1
‖Wi‖∞Ni|s|. (44)
Therefore average the previous result over x, we have that
|F [I](x)− F [TsI](x)| ≤ CG‖I‖∞‖DGσ‖n∞
n∏
i=1
‖Wi‖∞Ni|s|. (45)
Remark 8 (Lack of Translation Invariance of Sub-Sampled GaussNets). We show now that sub-sampled GaussNets are not
in general translation invariant, thus justifying the need for the weaker translation insensitivity. Recall that
∑
x
f [I](x) =
∑
x
r
∑
y,j
wjDjGσ(xd− y)I(y)
 (46)
∑
x
f [TsI](x) =
∑
x
r
∑
y,j
wjDjGσ(xd− y − s)I(y)
 . (47)
For translation invariance to hold, the above two sums should be equal. One would like to attempt the change of variable
zd = xd− s, which would result in z = x− s/d. Note that the range of summation (of x and z) would only be equal when
s is a multiple of d so that the Gaussian in the two sums above would have the same arguments, and thus the summations
would not be equal (for an arbitrary I) unless s is a multiple of d. Hence, GaussNets with sub-sampling in general will not
be translation invariant.
Remark 9 (Choice of σ). We note that in the proofs, the translation insensitivity arises from the fact thatGσ(xd)−Gσ(xd−s)
is small, which was bounded by a Lipschitz estimate. In practice, σ should be large compared to smaxd to be less sensitive
(where smax is shift of maximum desired insensitivity) - in this case the difference between the Gaussian and shifted Gaussian
is small. Note that the sub-sampling rate d contracts the Gaussian, and thus the factor of d in choosing the σ. So the higher
the desired insensitivity to large shifts and the sub-sampling rate, the more smoothing one has to perform.
Remark 10 (Contractive Operator). We have thus far shown that sensitivity of the GaussNet layer to shift in the input is
proportional to the “size” of the weights, the input, and the Gaussian derivatives. Thus, weight regularization and batch
normalization are also both beneficial in terms of adding robustness to CNN. This sensitivity can be driven to 0 as more
GaussNet layers are added if each GaussNet layer is a contraction operator (i.e., the Lipschitz constant is less than 1) on
the shift perturbations. For the standard 1d Gaussian density function, its n-order derivatives are bounded by κn < 1 for
n < 4. In theory, to ensure that each Gauss layer is contractive, one only need to apply normlization techniques on I to
ensure ‖I‖ < 1 and learning with hard constraints to ensure ‖W‖ < 1N .
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3.4. Existing CNNs are Not Translation Insensitive
We show that translation insensitivity is not a property of existing CNNs with sub-sampling. We analyze a layer of a
general sub-sampled CNN. Let K represent the learned kernel in a layer of a CNN. Then a layer (for instance, VGG with an
average pool) is given by
fold[I] = Sdr(K ∗ I), and Fold[I] = 1
N
∑
x
fold(x). (48)
We show that this architecture is not translation insensitive:
Fold[TsI](x)− Fold[I](x) (49)
=
1
N
∑
x
Sd[r(K ∗ I)− Tsr(K ∗ I)](x) (50)
=
1
N
∑
x
J(xd)− J(xd− s) (51)
where J = r(K ∗ I). For any d > 1 this sum cannot be controlled by |s| without any additional smoothness properties on
the class of J , which we do not have on general images, nor feature maps. For instance, in the case that d = 2 and s = 1, we
have that the difference above is
∑
x J(2x)−
∑
x J(2x− 1), and since the ranges of the functions J(2x) and J(2x− 1) are
in general distinct, the difference of the sums cannot be controlled.
Note that K, the kernel, which is learned, would not in general have smoothness guarantees. Therefore, the difference
J(x)− J(x− s) cannot be Lipschitz bounded. In practice, CNNs are typically implemented with small supports (e.g., 3× 3
kernels) and thus shifted differences of the kernel could be large, breaking translation sensitivity. For translation insensitivity,
the kernel would need to smoothly die down to zero at the boundary of its support.
From the argument, the lack of translation insensitivity is due to the lack of smoothness on the kernel K, rather than just
sub-sampling; of course larger sub-sampling rates would require smoother learned kernels.
3.5. Some Anti-Aliased CNNs are Insensitive
One may ask whether blurring the output before sub-sampling in layers of the CNN to remove high frequency components
and avoid aliasing effects would lead to a translation insensitive CNN. As we show now, provided the kernel is chosen
appropriately to be smooth and to die down to zero, such as a Gaussian, the answer is in the affirmative. A layer with
anti-aliasing is given by
fa[I] = Sd {Gσ ∗ r(K ∗ I)} , and Fa[I] = 1
N
∑
x
fa[I](x) (52)
where K is a typical pixelized kernel (e.g., 3 × 3 as in ResNet). Similar to the computation in the previous sub-section, the
anti-aliased CNN is not translation invariant. It is, however, translation insensitive. Consider a single-layer anti-aliased CNN
with average pooling:
|Fa[I]− Fa[TsI]| (53)
=
1
N
∣∣∣∣∣∑
x,y
Gσ(xd− y) [r(K ∗ I)(y)− r(K ∗ TsI)(y)]
∣∣∣∣∣ (54)
=
1
N
∣∣∣∣∣∑
x,y
[Gσ(xd− y)−Gσ(xd− y − s)] r(K ∗ I)(y)
∣∣∣∣∣ (55)
≤ CG|s|
∑
y
|K ∗ I|(y) (56)
≤ NCG‖K‖∞‖I‖∞|s|, (57)
where we have performed a change of variables in going from equation 54 to equation 55, and used the Lipschitz continuity
of the Gaussian and ReLu in going from equation 55 to equation 56.
Thus, as we see, one gets translation insensitivity, similar to our approach in the previous sub-section with a similar
Lipschitz constant. As we can see, the only requirement on the anti-aliasing filter is that it be Lipschitz continuous. In
practice, for finite data this would imply the need to die down to zero at the border of its support.
9
4. Experiments
We compare the robustness performance (to small translations) of our new architecture against ResNet.
Datasets: We performed experiments on CIFAR-10 dataset for image classification. We also created a second dataset
derived from CIFAR-10 in which we down-sampled the original CIFAR-10 image to 30 × 30 and then zero-pad the image
by one pixel on each side to create a 32× 32 image. We call this second dataset CIFAR10-ZP.
Shifted Test Sets: We evaluate each network’s insensitivity to shift perturbations by testing them on shifted test sets. The
shifted test sets are constructed by shifting every image in test sets of CIFAR-10 and CIFAR-10-ZP at most 1 pixel in the x
and/or y directions (8 different shifts). The missing values at borders after the shift is filled by copying the closest pixel in
the image to the missing pixel on the border2.
Architectures: Given a ResNet architecture ResNet-N, we replace its convolution layers that have kernel size of greater
than 1 with GaussNet layers. We keep the batch normalization, and the residual block structure. For every layer in ResNet-N
in which there is sub-sampling, we add a corresponding sub-sampling layer 3 into the new architecture GaussNet-N. For
each GaussNet-N, we also create a version (no sub.) that is without any sub-sampling. We also have ResNet-N with Anti-
aliasing. This architecture is created by applying a Gaussian filter to every sub-sampling layer within ResNet-N. Finally
for GaussNet-50, we evaluated a Large version that is created by replacing also the Conv1x1 layers within ResNet-50 with
GaussNet convolutions layers. The architectures and their estimated sizes are listed in Table 1.
Table 1. Model Size is proportional to # of Parameters and the size of the Fwd/Back Pass
Arch/Size # of Params. Fwd/Back Pass (MB) Model Size (MB)
ResNet-18 11,173,962 11.25 53.89
GaussNet-18 no sub. 7,515,466 120.5 149.18
GaussNet-18 7,515,466 15.72 44.4
ResNet-50 23,520,842 17.41 107.14
GaussNet-50 19,751,690 22.64 98.
GaussNet-50 Large 66,567,370 22.64 276.59
Implementation Details: To implement a GaussNet layer, we choose the supports of our Gaussians that are the sizes of
feature maps. These have to be chosen with wide support and should die down near the border of feature map so as to avoid
edge effects that would contribute to sensitivity. We use FFTs to compute the convolution with large supports efficiently. The
FFT of the Gaussian needs to be only computed once. To compute the derivatives of a Gaussian, we simply used difference
operators (Sobel-Feldman in our case) directly on the Gaussian filtered outputs. For experiments on small image data, the
output convolution, due to its large support, is inaccurate because of the lack of data near the borders. To mitigate the effects
of this, rather than performing average pooling, we first multiply the result just before the pooling by a Gaussian centered at
the center of the feature map and then compute the average.
Robustness Measures: We measure both the probability of a change in classification in the shifted test sets, ∆1 =
1
8|T |
∑
I∈T
∑
s 1(c(I) 6= c(TsI)), where T is the test set, |T | is its size, and c is the classifier output. We also mea-
sure the probability that at least one of the eight shifts of a test image results in a different classification, i.e., ∆2 =
1
|T |
∑
I∈T 1(
∑
s 1(c(I) 6= c(TsI)) ≥ 1).
Training Details: Using ADAM, we train each architecture including ResNet-N on both CIFAR-10 and CIFAR-10-ZP.
We perform no training data augmentation in order to test the inherent invariances built in the architectures. Without using
data augmentations, the test accuracy of each architecture plateaus after a quick initial convergence to 80% − 82%. We did
not push the trainings to beyond 100 epochs to get a better test accuracy because our robustness measures are applicable at
any level of test accuracy. The important thing is to select models that are comparable in terms of their test accuracies. For
the robustness benchmark, we selected trained models of around or near 80% test accuracy.
Benchmark Results: The results are shown in Tables 2- 5. The GaussNets significantly outperformed the ResNets
and their anti-aliased versions in all possible combination of datasets and robustness measures. There is a degradation of
robustness across the board going from CIFAR-10 to CIFAR-10-ZP ranging from only small degradations for the GaussNets
to very large degradations for ResNets with anti-aliasing.
In training time, GaussNet-N architectures take longer than their ResNet counterparts mostly because of the FFT Gaussian
filtering. However their training times are still comparable and are within the same order of magnitude. For example, on a
2On CIFAR-10-ZP, these shifts do not remove any content of the original image.
3implemented using an average pooling with stride of 2
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single GPU laptop, GaussNet-50 took about 16239s to complete 50 epochs of training compared to 4859s for ResNet-50.
GaussNet-18 with no sub-sampling and GaussNet-50 Large in contrast take 1-2 orders of magnitude longer to train and only
gain a slight advantage in robustness over their un-modified GaussNet-N counterparts.
Table 2. CIFAR-10 Shifted Test: Robustness(smaller is better).
Arch/Robustness ∆1 ∆2 Test-error
ResNet-18 14.24% 35.20% 20.64%
ResNet-18 + Anti-Alias 10.86% 25.69% 19.82%
GaussNet-18 8.97% 23.83% 20.59%
GaussNet-18 no sub. 7.54% 22.08% 20.88%
Table 3. CIFAR-10-ZP Shifted Test: Robustness(smaller is better).
Arch/Robustness ∆1 ∆2 Test-error
ResNet-18 19.99% 47.94% 20.63%
ResNet-18 + Anti-Alias 17.53% 39.66% 20.61%
GaussNet-18 9.44% 24.94% 21.03%
GaussNet-18 no sub. 8.96% 25.13% 20.81%
Table 4. CIFAR-10 Shifted Test: Robustness(smaller is better).
Arch/Robustness ∆1 ∆2 Test-error
ResNet-50 12.31% 31.38% 19.06%
ResNet-50 + Anti-Alias 10.70% 25.49% 19.44%
GaussNet-50 8.70% 23.50% 19.68%
GaussNet-50 Large 8.43% 22.93% 19.93%
Table 5. CIFAR-10-ZP Shifted Test: Robustness(smaller is better).
Arch/Robustness ∆1 ∆2 Test-error
ResNet-50 15.60% 39.61% 20.70%
ResNet-50 + Anti-Alias 16.51% 39.21% 20.70%
GaussNet-50 11.18% 27.96% 20.98%
GaussNet-50 Large 10.41% 27.24% 20.86%
5. Conclusion
We addressed the lack of translation invariance in modern CNNs by introducing a new CNN architecture, GaussNet that
is translation invariant and a sub-sampled version that is translation insensitive. We showed analytically why existing CNNs
are not only not translation invariant but also not translation insensitive. We proved analytically that our new architecture
is translation insensitive, owing to the enforced smoothness of the kernels. Empirically, we showed that GaussNets could
be trained to achieve similar test accuracy as modern CNNs, while being much less sensitive to shifts. This came at a
reasonable increase in training and inference times. We showed that the sub-sampled GaussNet was as insensitive as the
non-sub-sampled one, allowing considerable gains in speed and less memory usage. Some aspects not explored in this paper
were insensitivities to other transformations, e.g., scalings and deformations. GaussNets are naturally adaptable to address
these as well. We plan to explore this in future work.
A. Additional Experimental Analysis
A.1. Plots of Translation Sensitivity Over Epochs
In this section, we show additional evaluations of robustness/insensitivity of the trained models versus the epoch of train-
ing. Recall from the main paper that to evaluate the robustness/insensitivity: we first shift the test data of CIFAR-10 and
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CIFAR-10-ZP by the 8 possible 1-pixel translations in the x and y directions which results in a pair of shifted test sets; and
then we evaluate the robustness of the trained models on the respective shifted test sets via two measures of the probability
of change in classification. We measure ∆1, i.e. the probability of a change in classification in the shifted test sets. We also
measure ∆2, i.e. the probability that at least one of the eight shifts of a test image results in a different classification. Note
that lower ∆i indicates greater insensitivity.
Figures 1-4 show the plots of sensitivity. Note that the GaussNet-18 (and GaussNet-50) architectures are less sensitive
than both their corresponding ResNet and ResNet-anti-aliased architectures, uniformly over all epochs.
Figure 1. CIFAR-10: Sensitivities∆1 (left) and∆1 (right) versus Epoch for *-18 Architectures. Lower is better.
Figure 2. CIFAR-10-ZP: Sensitivities∆1 (left) and∆2 (right) versus Epoch for *-18 Architectures. Lower is better.
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Figure 3. CIFAR-10: Sensitivities∆1 (left) and∆2 (right) versus Epoch for *-50 Architectures. Lower is better.
Figure 4. CIFAR-10-ZP: Sensitivities∆1 (left) and∆2 (right) versus Epoch for *-50 Architectures. Lower is better.
A.2. Plots of Test Errors Over Epochs
In this section, we analyze the test error (on the original test set) over epochs to show that our insensitivity does not come at
a price of appreciable test-error loss. We include the test error performance versus epoch of training for all the combinations
of models and test sets from CIFAR-10 and CIFAR-10-ZP. This is shown in Figures 5-6. Notice in Figure 5, the architectures
based on ResNet-18 all perform around the 20% error mark, and the ResNet-18-anti-alias seems to give the best test error,
though it seems to fluctuate the most over epochs. ResNet-18 is next best in terms of test error, though not much different
than the GaussNet-18 architectures. Figure 6 shows the plot of the test-error for the architectures based on ResNet-50. Notice
that all the architectures perform similarly and the differences between the architectures are even less pronounced than the
ResNet-18-based architectures.
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Figure 5. Test Errors for *-18 Architectures: CIFAR-10 (left) and CIFAR-10-ZP (right).
Figure 6. Test Errors for *-50 Architectures: CIFAR-10 (left) and CIFAR-10-ZP (right).
A.3. Analysis of Sensitivity as σ Varies
In all of the experiments and the previous plots, we chose σ = 0.763. In practice, this is a hyper-parameter to optimize.
Here, we analyze sensitivity as σ varies. We chose σ ∈ {0.3, 0.76, 1.3, 2.3}. The plots of sensitivity for GaussNet-50 are
shown in Figure 7, which shows the sensitivity for 5 sample epochs. This shows that the sensitivity does vary, but not by
much. Note that for each such σ, the GaussNet-50 is still more translation insensitive than ResNet-50. For σ too small and
too large, the sensitivity is large, and thus there seems to be an optimal value in the middle.
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Figure 7. CIFAR-10: Sensitivities∆1 (left) and∆2 (right) versus Epoch for GaussNet-50 for different σ. Lower is better.
A.4. Analysis of Inference Times
In this section, we show the inference times for each of the architectures evaluated in this study. These times have been
recorded on a single NVIDIA GeForce 2080-RTX Max-Q GPU. Tables 6 and 7 shows the absolute inference times measured
in seconds for the entire CIFAR-10 test set as well as the normalized times. While it may look surprising that GaussNet-50
is faster than GaussNet-18 in inference (and training as well), note that in GaussNet-50, the Conv1x1 layers of ResNet-50
are not replaced since they are already shift covariant. ResNet-18 in contrast does not have 1x1 convolutions, and thus all
its convolution layers are replaced with the Gauss-Hermite approximation. Despite having a deeper architecture, the actual
number of GaussNet layers in the GaussNet-50 is the same as in GaussNet-18. In addition, on average the GaussNet layers
within GaussNet-50 are deeper; these deep layers have smaller feature maps due to the earlier sub-samplings, and thus are
faster to process. Finally, there is one extra sub-sampling in GaussNet-50 in comparison to GaussNet-18 thus further reducing
the average size of input feature maps to the GaussNet layers.
Thus, the translation insensitivity comes at a moderate price in inference time (GaussNet-50 is slower by a factor of 7.34x)
than its corresponding ResNet-50 architecture, and roughly 3x in training time. However, we have not explored optimizing
the GaussNet layer computations (e.g., the Gaussian filtering and derivatives) in terms of model parallelization and memory
usage, which could lead to gains in speed. Furthermore, we simply did a direct replacement of convolutions in ResNet-50,
and we have not explored the most optimized GaussNet architecture, so there are potentially speed-ups with reduced number
of layers.
Table 6. Inference Times on CIFAR-10 Test Set: *-18 Architectures
Arch/Stats Absolute (s) Normalized
ResNet-18 2.64 1.00x
ResNet-18 + Anti-Alias 3.70 1.40x
GaussNet-18 60.16 22.77x
GaussNet-18 no sub. 414.45 156.89x
Table 7. Inference Times on CIFAR-10 Test Set: *-50 Architectures
Arch/Stats Absolute (s) Normalized
ResNet-50 3.47 1.00x
ResNet-50 + Anti-Alias 4.11 1.19x
GaussNet-50 25.47 7.34x
GaussNet-50 Large 160.79 46.33x
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