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Abstract Spatial data are now prevalent in a wide range of ﬁelds including environmental and health
science. This has led to the development of a range of approaches for analysing patterns in these data. In
this paper, we compare several Bayesian hierarchical models for analysing point-based data based on the
discretization of the study region, resulting in grid-based spatial data. The approaches considered include
two parametric models and a semiparametric model. We highlight the methodology and computation
for each approach. Two simulation studies are undertaken to compare the performance of these models
for various structures of simulated point-based data which resemble environmental data. A case study
of a real dataset is also conducted to demonstrate a practical application of the modelling approaches.
Goodness-of-ﬁt statistics are computed to compare estimates of the intensity functions. The deviance
information criterion is also considered as an alternative model evaluation criterion. The results suggest
that the adaptive Gaussian Markov random ﬁeld model performs well for highly sparse point-based data
where there are large variations or clustering across the space; whereas the discretized log Gaussian Cox
process produces good ﬁt in dense and clustered point-based data. One should generally consider the
nature and structure of the point-based data in order to choose the appropriate method in modelling a
discretized spatial point-based data.
Keywords Gamma moving average model · grid-based spatial data · integrated nested Laplace
approximation · log Gaussian Cox process · Markov chain Monte Carlo · semiparametric adaptive
Gaussian Markov random ﬁeld model
1 Introduction
Spatial data occur in various disciplines including ecology (Wolpert and Ickstadt, 1998; Best et al,
2000a; Diggle et al, 2007), geology (Baddeley et al, 2010), transportation planning (Ickstadt et al, 1998;
Ickstadt and Wolpert, 1999), epidemiology or disease mapping (Diggle, 1990; Benesˇ et al, 2005; Liang
et al, 2008a,b), and health science (Heron and Walsh, 2008, 2010). Three diﬀerent types of spatial data
are encountered in the literature of spatial statistics, namely spatial point patterns, area-based data, and
geostatistical data (Banerjee et al, 2004). The methods for handling these data and key references are
given in Table 1. Precise locations of objects are known in both point pattern and geostatistical data.
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Table 1 Spatial data
Spatial point
patterns
Area-based data Geostatistical data
Regular lattice:
Grid-based data
Irregular lattice:
Areal data
Nature of data Data contain precise
locations
Data originate from
spatial point pattern
aggregated to grid
level; or originally
collected at pixel level
(raster data)
Data are collected at
the level of geographic
regions, e.g.
administrative
districts
Precise locations of
objects are known;
point observations of a
continuously varying
quantity over a region
are of interest
Commonly
used
approaches
Spatial point pattern
analysis (Diggle, 2003;
Illian et al, 2008) and
spatial point process
methodology
(Richardson, 2003;
Møller and
Waagepetersen, 2004)
Approximation of
Poisson point process
such as discretized log
Gaussian Cox process
(Benesˇ et al, 2005)
and spatial logistic
regression (Baddeley
et al, 2010)
Gaussian Markov
random ﬁeld models
(Besag et al, 1991;
Knorr-Held, 2000; Rue
and Held, 2005), joint
exponential distance
model and
bi-dimensional
P-splines (Sauleau
et al, 2007),
generalized additive
mixed models
(Fahrmeir and Lang,
2001; Brezger and
Lang, 2006), and
zero-inﬂated Poisson
model (Lambert, 1992)
Kriging (Banerjee
et al, 2004), Gaussian
predictive process
models (Banerjee
et al, 2008), and
model-based
geostatistics (Diggle
et al, 1998, 2010)
Discretization
of study region
required
No Yes, if data are
aggregated from
spatial point pattern
No (already
discretized)
No
The distinctions between these two types of data are, however, not always clearcut. In the point pattern
case, the events being observed such as trees, animal nests, domiciles of cancer cases or galaxies are often
ﬁxed whereas the event locations are thought of as the random variable. In the geostatistical case, point
observations of a continuously varying quantity over a region are of interest. Locations in the geostatistical
data usually correspond to sampling sites or monitoring sites where continuous measurements are taken.
In contrast, area-based data do not contain precise locations but summaries over well-deﬁned regions.
Areal data are most commonly seen in epidemiology and public health.
In this paper, we restrict our attention to methods of handling spatial point patterns. Spatial point
patterns are essentially realizations of a spatial point process; see Lawson and Denison (2002); Møller
(2003a); Richardson (2003); Møller and Waagepetersen (2004, 2007) for theories and review of spatial
point processes. In recent years, point pattern data have become increasingly common in many ﬁelds of
application such as image processing, spatial epidemic theory, environmental studies, ecology, geography,
astrophysics, ﬁsheries and forestry. There are growing numbers of datasets being collected in these areas of
research due to recent advances in geographical information systems (GIS) and global positioning systems
(GPS) which enable accurate geocoding of locations of data collected. In the context of epidemiology,
spatial point patterns occur in a study region and can have attributes such as presence or absence of
a disease, together with other individual characteristics such as age, gender, and socioeconomic status.
In a forestry application, locations of a certain species of tree in a forest are treated as a spatial point
pattern.
Diggle (2003) and Illian et al (2008) have discussed some methods for analyzing spatial point patterns.
Formulation and ﬁtting of realistic models to point pattern data has only become broadly accessible in
the last decade through the availability of increased computing power. For instance, software packages
are now available for analysing these types of data, such as spatial (Venables and Ripley, 2002), sp
(Pebesma and Bivand, 2005), spatstat (Baddeley and Turner, 2005) in the R package, SpPack in Excel
(Perry, 2004), and splancs in the S-Plus package (Rowlingson and Diggle, 1993).
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One of the primary interests in modelling a spatial point process is estimating the intensity func-
tion. A parametric model is often assumed and ﬁtted to the data to achieve this aim (Diggle, 2003;
Waagepetersen, 2007; Waagepetersen and Guan, 2009). The intensity function can alternatively be esti-
mated non-parametrically using kernel smoothing (Diggle, 1985; Berman and Diggle, 1989; Guan, 2008),
where the kernel weight assigned to an event of the process is often deﬁned as a function of the distance
between the event and the point of interest. Alternative approaches in modelling spatial point processes
include: likelihood-based inference for log-linear inhomogeneous Poisson processes (Cox, 1972); random
ﬁeld generalization of Poisson/gamma-models (Wolpert and Ickstadt, 1998) and relating all spatially
varying quantities to a continuous underlying random ﬁeld model (Best et al, 2000a); and extension of
Ripley’s (Ripley, 1976) deﬁnition of a reduced second moment measure, or K-function, to include a class
of nonstationary processes (Baddeley et al, 2000).
The advantage of using point level data in ecological studies (such as disease modelling or mapping)
is that it avoids the possibility of ecological bias or ecological fallacy that can occur with aggregated
data (Robinson, 1950; Selvin, 1958). This is because individual-level relationships coincide with those at
the group level only under strict circumstances. Modelling of point level data also allows estimates to
be adjusted for individual-level covariates, while estimating the spatial variation of disease risk (French
and Wand, 2004). Area-level covariates can also be added to the model, if available and relevant, via a
hierarchical extension.
In practice, point level disease data can be diﬃcult to access for reasons of conﬁdentiality. Moreover,
concerns such as data quality, data management and computational feasibility may arise when dealing
with complex and high-dimensional datasets where they contain many points and marks (marked point
pattern). As a result, there is now a growing interest in modelling data at grid level by discretizing
the study region into regular grid cells which are far smaller than the common areal regions (e.g.,
administrative districts) and thus more geographically accurate. In other instances, spatial data may be
collected directly at grid level with the aid of GIS and related software, in the form of pixel or raster data.
Brieﬂy, a raster consists of a matrix of cells (or pixels) organized into rows and columns (or a grid) where
each cell carries some information such as rainfall, concentration, or population density. Raster data play
a vital role in GIS as a tool for representing information on a continuous space, for instance, satellite
imagery, surface maps (e.g. landscape), and aerial photography, in a relatively simple data structure (Lai
et al, 2009; Chang, 2010).
Grid-based spatial data comprising a response of interest and a set of covariates can be analysed using
a generalized linear model. Baddeley et al (2010) consider predicting the occurrence of gold deposits by
dividing the study region into pixels, recording the presence or absence of data points in a pixel, and
then applying logistic regression to model the data. An alternative method was proposed by Li et al
(2012) who employed a log-Gaussian Cox process to make inference about the spatial pattern of Lupus
incidence in Toronto by modelling the continuous risk surface on a ﬁne grid and taking into account
other covariates. The analysis of grid level data based on discretization of study region has also been
widely explored in various disciplines (Benesˇ et al, 2005; Biggeri et al, 2006; Kleinschmidt et al, 2007;
Vanhatalo and Vehtari, 2007; Hossain and Lawson, 2009; Pati et al, 2011; Illian et al, 2012b,a).
An appealing feature of analysing spatial data at the grid level is that the covariance structure can be
approximated by a Markov random ﬁeld where the spatial dependence is determined by a neighbourhood
structure. In other words, counts in a grid cell depend only on neighbouring cells. For this reason, the
inverse of the covariance matrix is highly sparse and the analyses are more computationally feasible
even for very ﬁne grid cells. Another advantage of this approach is that evaluation of spatial eﬀects at
grid level provides constant geographic boundaries compared to census regions where the boundaries may
change over time. Change of geographic boundaries is most commonly seen in the context of epidemiology
and public health where data collected at diﬀerent time periods render the analyses infeasible due to
diﬀerence in the boundaries of administrative districts (Li et al, 2012).
Given this identiﬁed interest in analysing point-based data at the grid level, it is of interest to evaluate
and compare models that have been proposed for this purpose. In this paper, we select three popular
approaches, review the model and computational methodology for each approach, and then compare the
approaches in terms of estimation of the underlying intensity and goodness-of-ﬁt under diﬀerent spatial
structures. We consider dense, sparse, clustered and non-clustered point-based data, and conduct the
comparison using simulated data at similar scales of discretization of the study region. These point-
based data may resemble various patterns of environmental data which are often spatially referenced.
We select three popular Bayesian approaches: two parametric models (log Gaussian Cox process and
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gamma moving average model) and a semiparametric model (adaptive Gaussian Markov random ﬁeld
model).
A log Gaussian Cox process (LGCP) is a parametric model which is ﬂexible and attractive for its
relative tractability and simplicity (Møller et al, 1998). This process is able to incorporate adjustments
for observed, spatially referenced covariates. A fully Bayesian approach to inference for a LGCP with
covariates with non-aggregated data was proposed by Benesˇ et al (2005). They estimated the risk map
of tick-borne encephalitis in Central Bohemia and studied the dependence of the disease risk on the
covariates. While Benesˇ et al (2005) assumed that the intensity surface is constant over grid cells and
considered only location-speciﬁc covariates in their analysis, Liang et al (2008b) accommodated spatially
referenced covariates, individual-level risk factors, and related interactions in a LGCP. Smoothed maps
of marginal log-relative intensity surfaces for colon and rectum cancer were produced. In the same spirit
as Benesˇ et al (2005), a fully Bayesian approach was adopted to make posterior inference. In short, Liang
and colleagues accounted for both location-speciﬁc and non-location-speciﬁc covariates in the context of
multiple dependent point processes.
In addition to spatial epidemiology, a recent application of a LGCP in geostatistical modelling can
be seen in the work of Pati et al (2011), where they developed a Bayesian approach for the informative
locations problem. The locations were modelled using a LGCP. Besides adjustment for the location
intensity process, the outcomes were modelled conditionally on the locations as Gaussian with a Gaussian
process to account for the random spatial eﬀect. Evidence of informative sampling was seen when the
method was applied to ozone data over Eastern U.S.A. Application of LGCP is also seen in geostatistical
marking, which is a procedure of constructing marked point process models from an unmarked point
process. Focusing on intensity-dependent marking, Ho and Stoyan (2008), Myllyma¨ki and Penttinen
(2009), and Diggle et al (2010) used a stationary LGCP as an unmarked point process model. Another
interesting application of a LGCP is demonstrated in the work of Ghosh and Das (2010), where they
presented a spatial point pattern analysis of the Maoist attack and the Maoist losses in India. The LGCP
model was used to account for randomness in the observed locations of Maoist attacks or losses.
Doubly-stochastic (Cox) Poisson-gamma random ﬁeld models were introduced by Wolpert and Ick-
stadt (1998) for estimating and interpolating unobserved intensities of a point pattern. These models
are special cases of shot-noise Cox processes (see Brix (1999); Møller and Waagepetersen (2002); Møller
(2003b) for details). The intensity of the point pattern, Λ(s) is modelled continuously as a moving av-
erage of a latent independent-increment stochastic process in a space. These models arise from the idea
that counts from nearby locations are similar, have positive correlation and exhibit spatial dependence.
Similar to the LGCP, this model has a hierarchical Cox process structure. Rather than a log Gaussian
deﬁnition of Λ(s), the intensity process is a mixture of inhomogeneous, inﬁnitely divisible random ﬁelds
(Wolpert and Ickstadt, 1998). Applications of this model can be seen in transportation planning (Ick-
stadt and Wolpert, 1999), ecological regression and environmental epidemiology (Best et al, 2000a), and
estimation of nitrate concentration in groundwater (Woodard et al, 2010). Poisson-gamma random ﬁeld
models can be employed in both continuous and discrete settings, where they diﬀer in the speciﬁcation
of the latent spatial process. The discrete version of the model involves discretization of the study region
and aggregation of data, which leads to some loss of information such as the exact locations of observed
events, but is computationally less intensive. The continuous version of the model requires more extensive
analysis, but results in more precise estimates of unknown parameters.
In this article, we focus on the discrete version of Poisson-gamma random ﬁeld model, which is
a gamma moving average (GMA) model. This model was discussed by Best et al (2005) in a review
of Bayesian spatial models for disease mapping. The model is computationally simpler, since a few
gamma variates are drawn at each iteration instead of the thousands of points needed to simulate a
gamma random ﬁeld in the continuous setting. This model is also applicable to other polygonal lattice
structures, as well as non-lattice structures such as counties or regions in disease mapping, where there
is less concern about arbitrary levels of discretization.
An example of the GMAmodel is given by Ickstadt andWolpert (1997), where they studied the spatial
dependence of hickory tree counts by partitioning the study area into quadrat grids at diﬀerent levels of
discretization. Another application of this model can be seen in the study of impact of traﬃc-related air
pollution on childhood respiratory problems (Best et al, 2000b). More recently, Heron and Walsh (2010)
modelled crack initiations in orthopaedic hip replacement bone cement by using an identity-link spatial
Poisson regression model. The model accommodates non-spatial covariates and a latent spatial process,
which uses the notion of the gamma moving-average approach.
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In a Bayesian semiparametric framework, Yue and Loh (2011) described a model for the log intensity
of a spatial point pattern. After binning the data points, an adaptive version of Gaussian Markov random
ﬁelds (GMRFs) was used to smooth the corresponding counts on a regular grid. This methodology relates
closely to the Bayesian adaptive thin-plate spline (BATS) approach introduced by Yue and Speckman
(2010) to model nonstationary spatial data. A thin-plate spline is a multidimensional smoothing spline
which is commonly used in spatial data interpolation (Nychka, 2000).
Since it employs a global smoothing parameter, the thin-plate spline estimator often fails to adequately
smooth a nonstationary process, Yue and Speckman (2010) proposed the BATS approach to enhance the
spatial adaptivity of the thin-plate spline. The prior of the proposed approach is an intrinsic GMRF, which
extends a Bayesian version of discretized thin-plate splines. This was achieved by taking a GMRF prior
on a spatially adaptive variance function. The proposed approach can be viewed as a two-dimensional
extension of the one-dimensional adaptive model described by Lang et al (2002) and Yue et al (2012b).
The approach constructs a particular GMRF with a full-rank factorization property in the ﬁrst hierarchy
and then a simpler GMRF prior for the adaptive variance function. Other application of the adaptive
GMRF includes Yue et al (2012a) that perform meta-analysis of functional neuroimaging data. Here
the corresponding probability function of the peak activation at each location (or voxel) is based on
a spatially adaptive GMRF. The approach allows the probability function to be locally adaptive with
respect to the covariates and is found to be more superior than standard kernel-based methods.
One of the advantages of the adaptive GMRF in the BATS approach is that the information from
the data is used to choose the amount of smoothing. It allows the amount of smoothing to vary across
the prespeciﬁed space, as well as time. According to Yue and Loh (2011), the data-driven nature of
the semiparametric adaptive GMRF model has enabled it to impose adaptive smoothing when a point
process has increasingly local variation and when the point pattern is more homogeneously distributed,
it provides general smoothing. Nevertheless, it should be noted that the choice of grid size does aﬀect the
performance of the model. A grid size in which each cell is roughly homogeneous in counts is generally
recommended. This method works in both scenarios with and without covariates.
We carry out two simulation studies and a case study to compare the performance of these models
for various structures of point-based data, in terms of goodness-of-ﬁt in intensity estimation. The studies
involve discretization of study region at similar spatial scale for all models for the purpose of comparison.
The organization of this paper is as follows. In Section 2, we describe the methods for analysing spatial
point-based data, as well as the speciﬁcation of priors and computation, and compare these methods at
the end of the section. The simulation studies and the case study are described in Section 3. Section
4 presents two criteria for model comparison and evaluation. In Section 5, we discuss computational
requirements and model performance based on the results of the simulation studies and the case study.
Finally, Section 6 summarizes and compares the methods for diﬀerent structures of point-based data.
2 Methods for analysis of grid level spatial data
Let X be a set of point-based data discretizing the observation window S into n1 × n2 grid cells {sij}
with area |sij | for i = 1, ..., n1 and j = 1, ..., n2. We choose n1 = n2, resulting in n1 × n2 regular lattices.
Let Nij denote the observed number of points in grid cell sij and Λ(sij) denote the average intensity for
grid cell sij . Conditional on the intensities Λ(sij), Nij |Λ(sij) follows a Poisson distribution with mean
|sij |Λ(sij), as below,
Nij |Λ(sij) ∼ Poisson(|sij |Λ(sij)). (1)
Three methods for estimating the intensities Λ(sij) are described below.
2.1 Discretized log Gaussian Cox process
2.1.1 Model
A LGCP is a hierarchical Poisson process with a random intensity function deﬁned by Λ(s) = exp(Z(s))
where Z(s) is a Gaussian random ﬁeld at s ∈ Rd. The common latent variable Z(.) models the spatial
dependence in the point-based data. In this paper, we consider a simple discretized LGCP where the
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log-intensity of the Poisson process is given by a ﬁxed intercept (β0) and a random spatial eﬀect (fs(sij))
that captures the underlying trend and name this model as LGCP1,
log(Λ(sij)) = β0 + fs(sij). (2)
To account for the unexplained local random variation, we include an independent and identically dis-
tributed (i.i.d.) component, ϵij , to the above model, and name this model as LGCP2,
log(Λ(sij)) = β0 + fs(sij) + ϵij . (3)
2.1.2 Priors
Gaussian priors are assigned to all components of the latent ﬁeld φ = {β0, fs(sij)}. The resulting
model can thus be viewed as a latent Gaussian model and the (approximate) Bayesian inference will
be performed using integrated nested Laplace approximation (INLA) (see Section 2.1.4). The intercept
term, β0, is assigned a diﬀuse Gaussian prior. The spatial eﬀect fs(sij) is modelled as a second-order
random walk on the n1 × n2 lattices, with a gamma prior for the precision (inverse variance) parameter
of the spatial eﬀect. These hyperparameters determine the smoothness of the spatial ﬁeld. As stated by
Illian et al (2012b), prior parameters of (1, 0.001), (40, 0.001) and (100, 0.001) result in low, moderate
and high degrees of smoothing, respectively. We note that it is also possible to model the spatial eﬀect
as a Gaussian ﬁeld with Mate´rn correlation function (Stein, 1999) which includes a range parameter.
The RW2D model is deﬁned on a regular grid (see Rue and Held (2005), section 3.4.2). The full
conditionals of the nodes in the interior (with obvious notation) of the regular grid are as follows
E(fs(sij)|fs(−sij), τfs) =
1
20
8
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
◦ • ◦ • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
 ,
Prec(fs(sij)|fs(−sij), τfs) = 20τfs .
Here τfs is the precision parameter. The full conditionals are constructed to mimic the thin plate spline
(Rue et al, 2009). Corrections to the boundary can be found using the stencils in Terzopoulos (1988). A
sum-to-zero constraint is imposed on the spatial term, fs(sij), to ensure the identiﬁability of the intercept
β0.
2.1.3 Posterior inference
The posterior marginals of interest can be written as
π(φm|y) =
∫
π(φm|θ,y)π(θ|y)dθ, (4)
where φm are the components of the latent ﬁeld, namely β0 and fs(sij). The vector θ refers to the
hyperparameters used in deﬁning prior distributions for the precision of the Gaussian priors. The posterior
marginals of θ are given by
π(θm|y) =
∫
π(θ|y)dθ−m, (5)
where θ−m denotes all elements in θ except for θm.
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2.1.4 Computation
Markov chain Monte Carlo (MCMC) methods remain a popular computational choice for a Bayesian
LGCP due to their simplicity, ﬂexibility and generality (Simpson et al, 2011). Nevertheless, one has to
deal with challenges in terms of convergence, computational time and cost involved in building an MCMC
scheme. An alternative is the INLA approach proposed by Rue et al (2009). This approach performs
approximate Bayesian inference for latent Gaussian models. The corresponding software package by the
same name can be easily called in the R package by using library(INLA). The ﬁtting of a LGCP using
INLA is demonstrated by Rue et al (2009); Illian et al (2012a,b).
We apply INLA methodology to estimate the log-intensity in (2) and (3). In calling R-INLA to ﬁt
the simple models in (2) and (3), the model family is speciﬁed as “poisson” and “strategy=laplace”
is chosen to apply the Laplace approximation to estimate the marginals of the components of the latent
ﬁeld. The Laplace approximation is the most accurate approximation in R-INLA. The call in R-INLA
to ﬁt the model is
formula = y ˜ 1 + f(f_s, model="rw2d", nrow=nrow, ncol=ncol, hyper=<hyper>)
result = inla(formula, family="poisson", data=y, verbose=TRUE,
control.inla = list(strategy = "laplace"))
Nested approximations are constructed to estimate (4) and (5), and numerical integration is used to
integrate out θ. The INLA methodology applies a Laplace approximation to the posteriors of hyperpa-
rameters, which can be written as
π˜(θ|y) ∝ π(φ,θ,y)
π˜G(φ|θ,y)
∣∣∣
φ=φ∗(θ)
,
where π˜G(φ|θ,y) is the Gaussian approximation to the full conditional of φ and φ∗(θ) is the mode of
the Gaussian approximation for each φ. We refer the reader to Rue et al (2009) for more details.
2.2 Gamma moving average model
2.2.1 Model
Following (1), the GMA model can be summarized as follows:
Λ(sij) ≡
∑
l=1,...,n1n2
kijlΓl,
Γl
ind∼Ga{αl, (βl)−1}.
Here Γl denotes the latent inﬂuence in grid cell sl and follows a gamma distribution with shape parameter
αl and scale parameter βl. Note that kijl is a Gaussian kernel,
kijl =
1
2πρ2 exp
(
−|dijl|
2
2ρ2
)
,
where dijl is the Euclidean distance from the centroid of the grid cell sij to the centroid of the grid cell
of the latent source sl, and ρ is a parameter indicating the distance over which the latent spatial eﬀects
exert inﬂuence. As there are n1×n2 latent sources, we use l = 1, ..., n1n2 for simplicity. Λ(sij) comprises
unobserved independent gamma-distributed impulses Γl and uncertain nonnegative coeﬃcients kijl. The
parameter Γl quantiﬁes the inﬂuence of the spatially varying eﬀects on spatial point-based data.
2.2.2 Priors
As described in Section 2.2.1, we assign gamma priors to Γl, as we believe that the latent spatial factors
exert positive inﬂuence on the counts of events. Further, the mean of the Poisson distribution must be
non-negative. The choice of gamma priors also facilitates the formation of a full conditional distribution
for Γl which is of known form. As guided by Heron and Walsh (2010), a log-normal prior is chosen for
ρ, under the belief that latent inﬂuences on counts in a grid cell originate from surrounding areas only.
Besides, ρ takes only positive real values. We note that gamma or inverse-gamma priors may also be
suitable for the parameter ρ. The choice of priors is discussed in Section 4.
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2.2.3 Posterior inference
Let E(Nij) = µij = |sij |Λ(sij), up to a constant of proportionality, the joint likelihood together with
independent prior distributions for the unknown parameters (π(Γl), π(ρ)) constitute the joint posterior
distribution for the GMA model:
P(Γl, ρ|{Nij}) ∝
∏
ijl
{
exp(−µij)(µij)Nij
Nij !
π(Γl)
}
π(ρ).
We refer the reader to Ickstadt and Wolpert (1997); Best et al (2000b); Heron and Walsh (2010) for more
details on posterior inference for the GMA model.
2.2.4 Computation
We carry out posterior inference using an MCMC scheme in the R package. As proposed by Ickstadt and
Wolpert (1997) and Heron and Walsh (2010), we use Gibbs sampling to sample Γl and a Gaussian random
walk Metropolis-Hastings algorithm (Chib and Greenberg, 1995) to update ρ as the full conditional
distribution for ρ is of unknown form. See Appendix A for the detailed MCMC scheme that can be used
to sample from the posterior distribution of a GMA model.
2.3 Bayesian semiparametric adaptive Gaussian Markov random ﬁeld model
2.3.1 Model
Following (1), we employ a Bayesian semiparametric model (Yue and Loh, 2011) for the intensity function
Λ(sij) as below
log(Λ(sij)) = α+ v(sij). (6)
The stochastic process v(sij) accounts for spatial variation and uncertainty that are unexplained by the
covariates and is modelled using an adaptive GMRF. Here we give a brief introduction to the spatially
adaptive GMRF priors and refer the reader to Yue and Speckman (2010) for details.
Letting vij = v(sij), the GMRF is based on a spatial Gaussian random walk model:
(∇2(1,0) +∇2(0,1))vij ∼ N(0, δ−1), (7)
where ∇21,0 and ∇20,1 denote the second order backward diﬀerence operators in the vertical and horizontal
directions respectively:
∇2(1,0)vij = vi+1,j − 2vij + vi−1,j
∇2(0,1)vij = vi,j+1 − 2vij + vi,j−1,
for 2 6 i 6 n1 − 1 and 2 6 j 6 n2 − 1. As explained in Yue and Speckman (2010), the neighbourhood
structure is based on the 12 nearest neighbours.
To achieve an adaptive extension of (7), the constant precision δ is replaced by locally varying
precisions δij (Yue and Speckman, 2010). By setting δij = δeγij , δ is a scale parameter and γij ∈ R
serves as the adaptive precision for δij . The positive parameters δ and γij account for large-scale spatial
variation (global smoothing) and local spatial uncertainty (adaptive smoothing), respectively. The use
of γij is of particular importance in intensity estimation of inhomogeneous point-based data in order to
capture the local spatial structure of the process vij . Setting γij ≡ 1 makes (7) a nonadaptive GMRF on
a lattice.
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2.3.2 Priors and hyperpriors
The prior on v = Vec([vij ]) = (v11, . . . , vn11, v12, . . . , vn1n2)′ in the matrix form is given by
[v|δ,γ] ∝ δ(n−1)/2|Aγ |1/2+ exp
(
−δ2v
′Aγv
)
,
where Aγ = B′ΛγB is an adaptive structure matrix, B is a full rank matrix, and Λγ = γij [eγij ]. The
quantity |Aγ |+ is the product of nonzero eigenvalues from Aγ .
The prior on γ = Vec([γij ]) = (γ21, γ31, ..., γn1n2)′ is set to be a ﬁrst order intrinsic GMRF (IGMRF)
on a regular lattice (Besag and Higdon, 1999; Rue and Held, 2005), for consistency, simplicity and eﬃcient
computation (Yue and Speckman, 2010). Subject to a constraint for identiﬁability, the prior on γ has
the form
[γ|η] ∝ η(n−2)/2 exp
(
−η2γ
′Mγ
)
I(1′γ = 0),
for
I(1′γ = 0) =
{
1 if identiﬁable,
0 otherwise.
whereM is a constant matrix with rank n−2. The priors on v and γ are collectively known as a spatially
adaptive IGMRF prior. Appealing properties of this prior for Bayesian inference and computation are
discussed by Yue and Speckman (2010).
In order to carry out a fully Bayesian inference, the hyperpriors on the precision components τ , δ,
and η are required. An appealing reparameterization is to take ξ1 = δ/τ and ξ2 = η/δ, so that the
nonstationary spatially adaptive IGMRF priors become
{v|τ, ξ1,γ} ∝ (τξ1)(n−1)/2|Aγ |1/2+ exp
(
−τξ12 v
′Aγv
)
,
{γ|τ, ξ1, ξ2} ∝ (τξ1ξ2)(n−2)/2 exp
(
−τξ1ξ22 γ
′Mγ
)
I(1′γ = 0).
This parameterization is more interpretable, in that ξ1 and ξ2 can be considered as smoothing parameters
for v and γ, respectively. More speciﬁcally, ξ1 determines the degree of global smoothing on the whole
v ﬁeld, while ξ2 controls the degree of smoothing imposed on the γ. A smaller value of ξ1 yields a less
smooth v ﬁeld, whereas a smaller ξ2 shows more adaptive smoothing on the v due to more adaptive
precisions γij .
As pointed out by Yue and Loh (2011), since the null space of Aγ is spanned by 1 = (1, ..., 1)′, the
intercept α has to be removed from model (6) for identiﬁability. In terms of hyperpriors, we assign an
invariant prior on τ , a Pareto prior on ξ1, and an inverse gamma prior on ξ2, as suggested by Yue and
Speckman (2010),
[τ ] ∝ 1
τ
,
[ξ1|c] = c(c+ ξ1)2 ,
[ξ2|a, b] ∝ ξ−(a+1)2 exp
(
− b
ξ2
)
,
where ξ1 > 0, c > 0, ξ2 > 0, a > 0, b > 0. The values of a, b and c are chosen to yield ﬂexible
priors and proper posterior distributions (Yue and Speckman, 2010). The above speciﬁcation of the
hyperpriors was also considered by Yue et al (2010) in adaptive spatial smoothing of functional Magnetic
Resonance Imaging (fMRI) data via the BATS approach. In contrast, Yue and Loh (2011) omitted the
reparameterization step by using i.i.d. gamma priors on γ and a vague gamma prior on δ.
In order to choose the hyperparameters for the priors on ξ1 and ξ2, we use the notion of equivalent
degrees of freedom (df), as suggested by Yue and Speckman (2010). In general, the more complicated a
surface to be ﬁtted is, the more degrees of freedom it requires. With guidance from the prior distributions,
the data are used to choose a desirable degrees of freedom, as the model is hierarchical. (See Yue and
Speckman (2010) for guides on choosing priors.) By ﬁxing a, which is the prior on ξ2, and choosing
reasonable df for ξ1 and ξ2, the values of b and c can be obtained. Diﬀerent choices of df are employed
for diﬀerent structures of point-based data. See Section 4 for the choices of priors.
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2.3.3 Posterior inference
Based on the likelihood and prior distributions speciﬁed in Sections 2.3.1 and 2.3.2, the joint posterior
distribution for the adaptive GMRF (AGMRF) model is
π(v,γ, δ|{Nij}) ∝ L(Nij |v)π(v|γ, δ)π(γ)π(δ),
where L(Nij |v) is the likelihood function. We refer the reader to Yue and Speckman (2010) and Yue and
Loh (2011) for more details on posterior inference for the AGMRF model.
2.3.4 Computation
We carry out posterior inference for the AGMRF model using MCMC simulation in FORTRAN, by
modifying the FORTRAN and R code available online following the work of Yue and Speckman (2010)
(http://pubs.amstat.org/doi/suppl/10.1198/jcgs.2009.08124). The full conditionals for v, τ and
ξ1 are of known form, and thus can be updated using Gibbs sampling. As proposed by Yue and Speckman
(2010), we use a block-move sampling method based on a Metropolis-Hastings algorithm to sample γ in
order to speed up the convergence of Markov chains. The adaptive rejection Metropolis sampling (ARMS)
(Gilks and Wild, 1992; Gilks et al, 1995) is employed to sample ξ2 due to its log concave conditional
distribution.
2.4 Model comparison
Table 2 Characteristics of the LGCP, GMA and AGMRF models
Characteristics LGCP model GMA model AGMRF model
1. Model Parametric Parametric Semiparametric
2. Discretization required Yes Yes Yes
3. Latent process Gaussian random ﬁeld Discrete gamma impulses Adaptive GMRF
4. Spatial dependence is
denoted by
Second-order random walk
on a lattice
Gaussian kernel Neighbourhood structure
of GMRF
5. Bayesian inference via INLA MCMC MCMC
6. Priors Gaussian priors Gamma priors Spatially adaptive IGMRF
priors
Table 2 shows a comparison of the three methods. Discretization is required in each method to
carry out analysis and posterior inference. The discretized LGCP is a parametric model where the latent
process is denoted by a Gaussian random ﬁeld. The GMA model is a parametric model in which the latent
process is made up of unobserved discrete gamma-distributed impulses. The AGMRF model describes
the latent process using an adaptive GMRF. Spatial dependence of point-based data in a discretized
LGCP is modelled as second-order random walk on a lattice, whereas a Gaussian kernel determines the
inﬂuence of latent sources in a GMA model. In contrast, the neighbourhood structure of the GMRF
in the AGMRF model represents spatial dependence of the point-based data. For a discretized LGCP,
Bayesian inference is carried out using INLA, a fast computation method, whereas MCMC methods
are employed to sample from the posteriors for the GMA and AGMRF models. Latent processes in the
discretized LGCP are assigned Gaussian priors. Gamma priors are assigned to the latent impulses in
the GMA model, whereas spatially adaptive IGMRF priors are assigned to the latent processes in the
AGMRF model.
The feature of the comparison in this study is to take the three methods discussed in Section 2.1
to 2.3 from the literature as how they were being constructed and applied in various areas. It is noted
that these methods diﬀer in their construction and levels of complexity, in which the AGMRF model has
three hierarchical layers, the LGCP model has two hierarchical layers and the GMA model has a single
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layer. The AGMRF model places a prior on v (the spatial random eﬀects) with hyperparameters δ and
γ. Following which, a prior is placed on δ and γ which have hyperparameters ξ1 and ξ2. ξ1 and ξ2 also
have a hyperprior and are estimated from the data. For the LGCP model, the precision of the spatial
random eﬀects is given a hyperprior. In contrast, in the GMA model, the prior for the spatial random
eﬀects Γl is ﬁxed at Ga(1, 0.01). In light of the construction above for the models, it is anticipated that
the results would reﬂect to some degree this diﬀerence in ﬂexibility and complexity.
We note that by including an i.i.d. component in the LGCP2 model in addition to the spatial compo-
nent, comparison can be made with the LGCP1 model which only contains the spatial component. For
the GMA model, there is no need to include an i.i.d. component due to the fact that the latent gamma
impulses are essentially independently distributed. Similarly, for the AGMRF model, the adaptive GMRF
component incorporates local spatial structure into the model while simultaneously accounting for larger-
scale spatial variation and uncertainty, hence no need to include of an i.i.d. random eﬀect.
3 Description of data
In order to understand the performance of our models for diﬀerent structures of point-based data, we
carried out two simulation studies and considered a case study with real data. Simulation study 1 involved
generating spatial point-based data from various classical point-process models on the unit square. For
simulation study 2, we simulated realizations of Poisson processes with diﬀerent intensity functions on
a map of Queensland, resulting in diﬀerent structures of point data such as dense, sparse, clustered and
non-clustered point data which may resemble environmental data in practice. In the case study, lung
cancer cases recorded in Lancashire (England) during 1974− 1983 were analysed.
3.1 Simulation study 1
The purpose of this simulation study is to investigate the goodness-of-ﬁt of the models when dealing with
diﬀerent spatial structures of point-based data. As guided by Illian et al (2012a), we considered four diﬀer-
ent situations: inhomogeneous point patterns, patterns with local repulsion, patterns with local clustering,
and patterns with local clustering in the presence of a larger-scale inhomogeneity. The inhomogeneous
point patterns were generated from an inhomogeneous Poisson process (Møller and Waagepetersen, 2004,
Chapter 3.1) with trend function λ = 1000 exp(−2x) on the unit square. Five replicates were generated
and we named these point-based data as datasets X1. For the patterns with local repulsion, we generated
point-based data from a homogeneous Strauss process (Møller and Waagepetersen, 2004, Chapter 6.1),
with medium repulsion β = 700 (intensity parameter), interaction parameter γ = 0.8 and interaction
radius r = 0.05, on the unit square. Similarly, we generated ﬁve replicates for these patterns and named
them as datasets X2. To generate the clustered patterns (datasets X3), we simulated a homogeneous
Thomas process (Møller and Waagepetersen, 2004, Chapter 5.3) with parameters κ = 10 (the intensity
of the Poisson process of cluster centres), σ = 0.05 (the standard deviation of the distance of a point
from the cluster centre) and µ = 50 (the expected number of points per cluster), on the unit square. For
the last spatial pattern (datasets X4), we generated the data from an inhomogeneous Thomas process
with parameters σ = 0.01 and µ = 5 and a simple trend function for the intensity of parent points given
by κ(x1, x2) = 100x1, on the unit square. Each pattern was then superimposed with a pattern generated
from an inhomogeneous Poisson process with trend function λ = 500 exp(−2x). See Appendix B for
illustrations of the point-based data.
3.2 Simulation study 2
In this simulation study, we generated spatial point-based data using three diﬀerent approaches. In
applications, spatial point-based data in pre-deﬁned geographical regions such as counties, states, and
countries are often of interest, we therefore simulated the point data on a map of Queensland to produce
some point data that imitated realistic environmental data. Queensland is the second largest state of
Australia, located in the north-east of the country, with total area of 1, 852, 642 km2. To illustrate
inhomogeneity of the point data across the state, the 478 Statistical Local Areas (SLAs) of Queensland
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were categorized into 5 regions with diﬀerent intensity values. The 5 regions are given in Appendix B. It
is acknowledged that spatial point data exist in various patterns and structures in reality. By simulating
a range of spatial point data with various realistic spatial structures, the study aims to compare the
performance of these models in intensity estimation and provide guidelines in choosing the appropriate
model in analysing a particular pattern of spatial point data.
To generate the ﬁrst set of data, we used the rLGCP function in the spatstat R package (Baddeley
and Turner, 2005) to generate realizations of a LGCP. The mean function of the Gaussian random ﬁeld
was chosen to be a constant value 1 to generate point data with a small number of points; and 5 to
generate point data with a large number of points. An exponential covariance function was speciﬁed,
with µ = 0, nugget eﬀect equal to 0 and scale parameter equal to 1. We speciﬁed σ2 = 0 for the
covariance function to generate non-clustered point data, and σ2 = 1 to generate clustered point data.
When σ = 0, the LGCP reduced to a Poisson process. For both clustered and non-clustered point data,
7 diﬀerent patterns were generated, each with 5 replicates, resulting in a total of 70 datasets. We named
the clustered and non-clustered point data as datasets 1A and 1B, respectively. The point data diﬀered
with respect to the density of the points in the 5 regions. The 14 patterns of the point data are given in
Appendix B, with µ denoting the mean function of the Gaussian random ﬁeld.
We then used the rLGCP function in the spatstat R package, with a Mate´rn covariance function,
to generate the second set of data. All parameter speciﬁcations followed those stated above, in addition
to a smoothness parameter, ν for the covariance function, which was set to 1. As above, 14 patterns of
point-based data were generated, with 5 replicates for each, resulting in 70 datasets. Datasets 2A and
2B denoted non-clustered and clustered point data, respectively.
To generate the third set of data, we simulated realizations of Poisson processes whose intensities were
the gamma-distributed values driven by a Gaussian kernel. We ﬁrst discretized the observation windows
(Region 1 to Region 5) into small grid cells, each with equal area. We then computed the Gaussian
kernel density using the Euclidean distance from the centroid of a grid cell to another grid cell, where the
parameter ρ for the Gaussian kernel was set to 3. Two sets of point-based data were generated, which
diﬀered with respect to the shape parameter (α) of the gamma distribution. For the ﬁrst set of point
data, α = 1 for all ﬁve regions, whereas for the second set of point data, α =0.5, 1.0, 1.5, 2.0 and 2.5
respectively, across the ﬁve regions. The scale parameter of the gamma distribution, β = 0.01 was chosen
to generate point data with a small number of points; while β = 0.001 was chosen to generate point data
with a large number of points.
We drew random values from a gamma distribution with the speciﬁed values of α and β. The intensity
value for each small grid cell was the sum of the Gaussian kernel values multiplied by the gamma value.
The intensity value was then used as the mean for the function rpoispp in R to simulate Poisson processes
in each grid cell. It is noted that the intensity values were additive only within each of the ﬁve regions,
but not across the entire Queensland. As above, 14 patterns of point-based data were generated, each
with 5 replicates, resulting in 70 datasets. We named the ﬁrst and second sets of point data as datasets
3A and 3B, respectively. In general, both datasets contained clustered point data, while point data in
3A were less clustered than those in 3B. See Appendix B for illustrations of datasets 1A, 1B, 2A, 2B,
3A and 3B.
3.3 Lancashire lung cancer data
We considered a lung cancer dataset available in the spatstat R package, to investigate the goodness-
of-ﬁt of models. The data were ﬁrst studied by Diggle (1990) and subsequently analysed by Diggle and
Rowlingson (1994), Baddeley et al (2005) and Hossain and Lawson (2009). The original dataset contained
the precise domicile addresses of larynx cancer (58 cases) and lung cancer (978 cases), recorded in the
Chorley and South Ribble Health Authority of Lancashire (England) during 1974 − 1983. The initial
aim of the work by Diggle (1990) was to assess the evidence of increased incidence of larynx cancer near
an industrial incinerator, using lung cancer cases as a control variable representing the spatially varying
population density. We focused on lung cancer cases to evaluate the impact of modelling cancer incidence
at diﬀerent spatial scales, using diﬀerent modelling approaches. See Appendix B for the point patterns
of the lung cancer cases.
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4 Model evaluation and model ﬁtting
We considered two model evaluation criteria in this paper. First, we restricted our attention to the
consideration of the estimated surfaces λˆ(sij). In both simulation studies and the case study, we measured
goodness-of-ﬁt of the models by comparing the observed point counts oij = Nij in grid cell sij to the
estimated counts eij = λˆ(sij)|sij | where i = 1, ..., n1, j = 1, ..., n2 and N = n1×n2 for a grid cell sij . We
computed χ2-statistics (
∑
ij(oij − eij)2/eij) as guided by Heikkinen and Arjas (1998) and Benesˇ et al
(2005).
The second model evaluation criterion considered was the deviance information criterion (DIC) pro-
posed by Spiegelhalter et al (2002) which was used to select the most parsimonious model after penalizing
for model complexity. The DIC is a popular Bayesian model choice criterion for comparing complex hi-
erarchical models with diﬀerent degrees of complexity and ﬂexibility (Spiegelhalter et al, 1998, 2014). A
smaller DIC indicates a better ﬁt of the model. Even though the DIC can be problematic in models with
many random eﬀects (Plummer, 2008) and has been criticized for having a weak theoretical justiﬁcation
(Celeux et al, 2006; Aitkin, 2010), its use is appropriate in most generalized linear modelling problems
(Spiegelhalter et al, 2014).
Before conducting the analyses, we carried out a sensitivity analysis on all four models (LGCP1,
LGPC2, GMA and AGMRF) with respect to the choice of priors using datasets X1 in Study 1. We
studied the sensitivity of χ2-statistics to changes in the hyperparameters of the priors speciﬁed in each
model. For each model, we considered a range of hyperparameters and recorded their performance in
terms of χ2-statistics. Table 3 gives the χ2-statistics for various hyperparameters for the spatial prior
fs(sij) and the i.i.d. prior ϵij in the LGCP model. The χ2-statistics for various hyperparameters for
the priors of Γl and ρ in the GMA model are shown in Table 4. The sensitivity of χ2-statistics for the
AGMRF model with respect to degrees of freedom for ξ1 (df1) and ξ2 (df2) is illustrated in Table 5. From
the sensitivity analysis, we note that the LGCP and GMA models are more sensitive to prior choices
than the AGMRF model.
We proceeded with model ﬁtting in Study 1 using the hyperparameters that resulted in the smallest
χ2-statistics in the sensitivity analysis. Accordingly, Ga(1, 0.1) was chosen for the priors of fs(sij) and
ϵij in the LGCP model; Ga(1, 0.1) was chosen for the prior of Γl and Lognormal(0.1, 1) for the prior of
ρ in the GMA model; and for the AGMRF model, we have chosen a = 0.5, df1 = 50, and df2 = 100,
resulting in c = 8.239 while b varies according to datasets. In order to bin the data points into grid cells,
we chose the row and column dimensions, n1 = n2 = 30, resulting in 900 regular grids. The analysis
for the discretized LGCP was carried out using R-INLA. The GMA analyses were carried out using an
MCMC scheme in the R package. We ran 2 chains in the MCMC scheme with 20, 000 iterations each
chain, keeping the last 10, 000 iterations in each chain as samples from the posterior. Trace plots and
CODA diagnostic tests (Plummer et al, 2006) showed convergence to the stationary distribution fairly
quickly. The analysis of the AGMRF model was carried out in FORTRAN, using 15, 000 MCMC iterations
with a burn-in of 5, 000, which was suﬃcient for convergence of Markov chain based on trace plots and
CODA diagnostics. The block sizes for the block-move sampling of γ were chosen to be 2 and 5, where
they were the row dimension and column dimension for block sampling, respectively.
To conduct the analyses in Study 2, we chose row and column dimensions, n1 = n2 = 30, and
superimposed a rectangular observation window on the map of Queensland, resulting in 900 grid cells.
We carried out another sensitivity analysis to choose the most suitable priors. As a result, Ga(1, 0.1)
was chosen for the priors of fs(sij) and ϵij in the LGCP model; Ga(1, 0.01) was chosen for the prior of
Γl and Lognormal(0.1, 1) for the prior of ρ in the GMA model; and for the AGMRF model, we have
chosen a = 1, 000, df1 = 100 and df2 = 300, resulting in c = 2.04 while b increases in accordance to the
number of points contained in a dataset. The analysis for the GMA model was carried out using 2 chains
of 150, 000 iterations each, with a burn-in of 100, 000 iterations; while 15, 000 MCMC iterations with a
burn-in of 5000 iterations for the AGMRF model. Convergence of Markov chains was conﬁrmed using
trace plots and CODA diagnostics.
In the analysis of the Lancashire lung cancer cases, we created a 18km×18km rectangular window to
enclose all 978 lung cancer cases. Three diﬀerent spatial scales were considered in the case study, namely
n1 = n2 = 10, 20, 30. The sensitivity analysis for the selection of priors suggested that the priors used in
Study 2 were appropriate for this example.
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Table 3 The LGCP model: Sensitivity of χ2-statistics with respect to priors for fs(sij) and ϵij .
Model Prior for fs(sij) Prior for ϵij χ2-statistics
LGCP1 Ga(1, 0.1) 190.20
LGCP2 Ga(1, 0.1) Ga(1, 0.1) 175.51
LGCP2 Ga(1, 0.1) Ga(1, 0.01) 186.06
LGCP2 Ga(1, 0.1) Ga(1, 0.001) 189.26
LGCP1 Ga(1, 0.01) 204.86
LGCP2 Ga(1, 0.01) Ga(1, 0.1) 189.15
LGCP2 Ga(1, 0.01) Ga(1, 0.01) 200.37
LGCP2 Ga(1, 0.01) Ga(1, 0.001) 203.81
LGCP1 Ga(1, 0.001) 208.71
LGCP2 Ga(1, 0.001) Ga(1, 0.1) 192.70
LGCP2 Ga(1, 0.001) Ga(1, 0.01) 204.23
LGCP2 Ga(1, 0.001) Ga(1, 0.001) 207.75
LGCP1 Ga(50, 0.1) 207.19
LGCP2 Ga(50, 0.1) Ga(1, 0.1) 191.44
LGCP2 Ga(50, 0.1) Ga(1, 0.01) 202.81
LGCP2 Ga(50, 0.1) Ga(1, 0.001) 206.29
LGCP1 Ga(50, 0.01) 209.46
LGCP2 Ga(50, 0.01) Ga(1, 0.1) 193.39
LGCP2 Ga(50, 0.01) Ga(1, 0.01) 205.02
LGCP2 Ga(50, 0.01) Ga(1, 0.001) 208.54
LGCP1 Ga(50, 0.001) 209.78
LGCP2 Ga(50, 0.001) Ga(1, 0.1) 193.67
LGCP2 Ga(50, 0.001) Ga(1, 0.01) 205.36
LGCP2 Ga(50, 0.001) Ga(1, 0.001) 208.88
LGCP1 Ga(100, 0.1) 208.43
LGCP2 Ga(100, 0.1) Ga(1, 0.1) 192.53
LGCP2 Ga(100, 0.1) Ga(1, 0.01) 203.98
LGCP2 Ga(100, 0.1) Ga(1, 0.001) 207.52
LGCP1 Ga(100, 0.01) 209.63
LGCP2 Ga(100, 0.01) Ga(1, 0.1) 193.57
LGCP2 Ga(100, 0.01) Ga(1, 0.01) 205.20
LGCP2 Ga(100, 0.01) Ga(1, 0.001) 208.72
LGCP1 Ga(100, 0.001) 209.81
LGCP2 Ga(100, 0.001) Ga(1, 0.1) 193.68
LGCP2 Ga(100, 0.001) Ga(1, 0.01) 205.35
LGCP2 Ga(100, 0.001) Ga(1, 0.001) 208.90
Table 4 The GMA model: Sensitivity of χ2-statistics with respect to priors for Γl and ρ.
Prior for Γl Prior for ρ χ2-statistics
Ga(1, 0.01) Lognormal(1,1) 1134.12
Ga(50, 0.01) Lognormal(1,1) 1149.68
Ga(100, 0.01) Lognormal(1,1) 1149.27
Ga(1, 0.001) Lognormal(1,1) 1132.96
Ga(100, 0.001) Lognormal(1,1) 1144.90
Ga(1, 0.01) Lognormal(0.5,1) 1130.35
Ga(1, 0.01) Lognormal(0.1,1) 1115.66
Ga(1, 0.01) Lognormal(1,0.5) 1139.24
Ga(1, 0.01) Lognormal(1,0.1) 1199.23
Table 5 The AGMRF model: Sensitivity of χ2-statistics with respect to degrees of freedom for ξ1 (df1) and ξ2 (df2).
a df1 df2 χ2-statistics
0.5 5 5 121.85
0.5 5 50 122.33
0.5 5 100 122.31
0.5 50 5 118.85
0.5 50 50 119.05
0.5 50 100 118.70
0.5 100 100 119.51
0.5 500 500 119.14
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5 Comparison of model performance
5.1 Computational performance
Among the three methods, the LGCP model had the shortest computational time, whereas the GMA
model was the most computationally intensive. For all datasets in both simulation studies and the case
study, INLA took 4 − 5 seconds to perform inference for a discretized LGCP, given a discretization
level of 30 × 30. For the GMA model, MCMC computation in the R package took 3 − 4 hours. It is
acknowledged that this is depended on the computers used and that considerable savings in MCMC
time could also be achieved by using a platform other than R, such as PyMCMC (Strickland et al, 2011).
However, orders of magnitude of diﬀerence in computational time may still remain, due to the nature
of the algorithms themselves (sampling from full conditionals versus approximations). Markov chains
in Study 1 showed faster convergence than in Study 2 and the case study, thus 20, 000 iterations were
suﬃcient whereas 150, 000 iterations were required for the Markov chains in Study 2 and the case study
to achieve stationary distributions. Acceptance rates for the Metropolis-Hastings algorithm for updating
ρ in Study 1 ranged from 19% to 41%, and 7% to 58% for Study 2 and the case study. There was
consistency in acceptance rates for datasets with similar pattern of point data.
The AGMRF model took 2− 3 minutes for MCMC simulation in FORTRAN in both simulation studies
and the case study. The Markov chains converged quickly and were very stable and well-mixed, so 15, 000
MCMC iterations with a burn-in of 5000 were suﬃcient. Considering the large number of parameters to
be estimated, the MCMC simulation for the AGMRF model is fairly eﬃcient owing to the sparsity of
the GMRF priors. As expected in all cases, computational time increases accordingly with the row and
column dimension involved for discretization. In other words, the ﬁner the grid is, the more computational
time is required. In the Metropolis-Hastings block-move updates for γ, the acceptance rates ranged from
10% to 99% in Study 1, and 10% to 71% for Study 2 and the case study.
5.2 Model ﬁt
Figure 1 presents the χ2-statistics and DIC computed for datasets in Study 1. A smaller χ2-statistic
and DIC implies a better ﬁt for a model. We note that there are slight diﬀerences in model performance
when diﬀerent model evaluation criteria are considered. According to the χ2-statistics, the LGCP1 and
LGCP2 models are the best models for datasets X1, X2 and X4 whereas the AGMRF model appears
to be the best for dataset X3. On the other hand, the DIC suggests that the LGCP models outperform
the alternative models for all datasets in Study 1.
Figure 2 presents the χ2-statistics of the four models for each of the datasets in Study 2. We note that
the LGCP1 and LGCP2 models produce very similar statistics in most cases. In datasets 1A and 2A,
which are non-clustered point data, the AGMRF model produces the smallest χ2 values. For datasets 1B
and 2B, which are clustered point data, the AGMRF model yields the smallest χ2-statistics in highly
sparse point data (1B 2 to 1B 7 and 2B 2 to 2B 7), whereas the LGCP models perform relatively
well in dense point data (1B 1 and 2B 1). It is noted that datasets 1B 2 to 1B 7 and 2B 2 to 2B 7
are spatially sparse point data with diﬀerent degree of sparseness while datasets 1B 1 and 2B 1 are
spatially dense data where the points cover the entire map. The GMA model yields the largest χ2-
statistics in nearly all datasets except for datasets 1A 2, 1B 2, 2A 2, and 2B 2, at which this model
performs better than the LGCP models. These datasets are characterized by a small number of points
and low intensity in general. It is shown that the GMA model results in relatively large χ2-statistic in
most of the datasets, especially in clustered spatial point data. The χ2-statistics for datasets 3A and
3B which contain clustered point patterns suggest that the LGCP1, LGCP2 and AGMRF models result
in a comparable ﬁt for most of the dense point patterns. For highly sparse datasets such as 3A 2 and
3B 2, the AGMRF model appears to perform better than the LGCP model.
The DIC of the four models for each of the datasets in Study 2 is reported in Figure 3. As with the
χ2-statistics, the DIC values for the GMA model are much larger than those for any of the alternative
models, except in the case of datasets with a subscript 2 (1A 2, 1B 2, . . ., and 3B 2). These six datasets
are characterised by a small number of observed points at a low intensity, where there is essentially no
discernible spatial structure, and each of the models ﬁt equally adequately. Similar to the results for
χ2-statistics, the DIC values of the LCGP1 and LCGP2 models have shown equivalent ﬁt for these two
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Fig. 1 The χ2-statistics and DIC for all datasets in Study 1. Note that the values should only be compared within the
same dataset (vertically) but not across diﬀerent datasets (horizontally).
models in all the datasets in Study 2. Adjusting for the number of parameters in the models using the
DIC has resulted in an interesting diﬀerence between the χ2-statistics and the DIC values of the AGMRF
model. In datasets with a subscript 7 (1A 7, 1B 7, . . ., and 3B 7), the AGMRF model’s DIC values
are quite similar to those of the LCGP models, although in the remaining ﬁve simulated datasets (with
subscripts 1, 3, 4, 5 and 6), the performance is signiﬁcantly poorer than the LCGP models and in two
cases ﬁtted with consistently larger DIC than the GMA model.
Figure 4 shows the χ2-statistics and DIC values for the Lancashire lung cancer data at the three
diﬀerent spatial scales (n1 = n2 = 10, 20, 30). Of interest is the relative performance of the models when
the number of grid cells changes. The AGMRF model results in the best ﬁt at each of the three spatial
scales based on the reported χ2-statistics. It is noted that the LGCP models also produce comparable
χ2-statistics. The DIC values suggest that the LGCP and AGMRF models perform equally well at grids
10 × 10 and 20 × 20 whereas the LGCP models appear to outperform the alternative models at grid
30× 30. The larger DIC value produced by the AGMRF model at grid 30× 30 can be explained by the
fact that the DIC accounts for model complexity by adjusting for the number of parameters in the model
due to the increase in the number of grid cells. Again, the χ2-statistics and DIC values for the GMA
model are much larger than those for any of the alternative models at each of the spatial scales.
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Fig. 2 The χ2-statistics for all datasets in Study 2. Note that the values should only be compared within the same dataset
(vertically) but not across diﬀerent datasets (horizontally).
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Fig. 3 The DIC for all datasets in Study 2. Note that the values should only be compared within the same dataset
(vertically) but not across diﬀerent datasets (horizontally).
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6 Discussion
As discussed in Section 2.4, the complexity and ﬂexibility of the models are reﬂected in the results. The
results of Study 1 suggest that the LGCP model has the best ﬁt for non-clustered point data among the
three methods in terms of χ2-statistics, whereas the AGMRF model gives a better ﬁt for clustered point
data. When the DIC is concerned, the performance of the AGMRF model is found to be consistently
poorer than the LGCP model as the DIC penalizes the number of parameters in a model. The GMA
model, on the other hand, results in poor ﬁts in each of the datasets in Study 1.
When complicated surfaces are involved as in Study 2, the χ2-statistics and DIC values suggest that
the GMAmodel outperforms the alternative models only for point data with a small number of points and
low intensity. Results of Study 2 show that the four models perform similarly in analysing non-clustered
(datasets 1A and 2A) and clustered (datasets 1B and 2B) point-based data. This is consistent with our
expectation as both datasets are realizations of a LGCP.
The sensitivity analysis indicates that the LGCP and GMA models are somewhat sensitive to the
choice of hyperparameters. Therefore, the performance of the models could possibly be improved using
the appropriate priors based on the study context, in particular an understanding of the diﬀerent patterns
of spatial point-based data. The priors chosen may aﬀect the level of spatial smoothing which may then
alter the χ2-statistics and DIC values observed. In general, both over-smoothing and under-smoothing
of the spatial eﬀect are not favourable.
Overall, the GMA model seems to produce satisfactory results only when point data with a small
number of points and low intensity are involved. The acceptance rates for the Metropolis-Hastings al-
gorithm to update ρ in the GMA model are sensitive to the number of points in a point-based dataset
and the associated clustering. Thus, there seems to be a need for ﬁne tuning of the Metropolis-Hastings
algorithm when diﬀerent structures of point-based data are involved. It is noticeable that the GMA
model results in estimated intensities that are averaged across the space, thus providing poor ﬁts to
the observed intensities. We believe the poor ﬁt is due in part to the fact that the Gaussian kernel is
parameterized by a single parameter ρ, thus resulting in a stationary spatial process. The model ﬁt could
possibly be improved by specifying ρ(s) in the Gaussian kernel so as to obtain a non-stationary spatial
process.
The GMA model, in the same spirit as the gamma moving average model discussed by Best et al
(2005), assumes an additive form for the latent impulses across the space. Best and colleagues (2005)
argue that the lack of ﬁt of this model is not surprising if the datasets were not generated under an
additive model. It should be noted that the intensity values in datasets 3A and 3B in Study 2 are only
additive within a particular region out of the 5 regions speciﬁed (to generate sparse point patterns), but
not additive across the whole map. However, the modelling approach we applied assumes an additive
form of latent eﬀects across the whole map, thus resulting in poor ﬁts. It is expected that the model will
perform better in scenarios where the latent impulses are truly additive. Furthermore, the geographical
partitions chosen for the unobserved independent gamma distributed impulses are somewhat arbitrary,
other choices of partition may have yielded better results. Despite unsatisfactory results, the GMA
model nevertheless has extra ﬂexibility in modelling data on disparate spatial scales, which is appealing in
ecological regression contexts to evaluate risk factors additively. The GMA model has a further limitation
in that if the dimension of the grid cells of latent sources is too large, it will be computationally intensive.
We carried out an additional investigation to explore the performance of the GMA model by dividing
the study region into 5 regions (as speciﬁed for the data generation). As such, we assumed that the latent
eﬀects are additive within each respective region. By specifying an appropriate constraint for the gamma
impulses in each region separately, the model ﬁt has greatly improved for all datasets compared to the
model ﬁtting based on the entire region of Queensland. This has further suggested that there is a need
to segregate dense regions from sparse regions to obtain better estimates due to the averaging nature of
the model. However, the constraints for the gamma impulses should be chosen cautiously as they may
aﬀect the level of spatial smoothing. Since the model ﬁtting was conducted on 5 regions rather than the
entire region, we do not attempt to compare the results obtained here with the alternative models.
When dealing with realistic surfaces, the results of Study 2 and the case study using Lancashire lung
cancer data show that the LGCP model works better than the AGMRF model in dense and clustered
point-based data. The AGMRF model, on the other hand, performs better in highly sparse datasets. By
‘sparse’, we are referring to point data which have a mixture of high and low intensities across the space.
We believe the better ﬁt of the LGCP model in dense and clustered point data is possibly due to the
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fact that the Gaussian intensity surface is high-dimensional and can only be estimated well when there
is enough information in the data. In some situations, the performances of both models seem to be quite
comparable, such as that observed in the Lancashire case study.
The INLA computation for the LGCP model is considerably more computationally eﬃcient when
compared to the AGMRF model. INLA can generally handle larger dimensions of grids involved in
discretizing an observation window, which result in ﬁner grid cells, say to 200 × 100 (Rue et al, 2009),
compared to the AGMRF model at 60× 60 (Yue and Speckman, 2010). In view of the possible changes
in the results due to varying grid cell size, the Lancashire case study demonstrates the modelling of
the lung cancer data at several spatial scales, and reveals that the changes in the number of grid cells
have a slight impact on model performance. A further investigation of the impact of grid resolution on
goodness-of-ﬁt has been conducted in Kang et al (2013), which studies the impact of spatial scales on
the outcome of Bayesian spatial models. In addition to computational requirement, one should generally
consider the nature and structure of the point-based data in order to choose the appropriate method in
modelling a discretized spatial point-based data.
As discussed earlier, the ﬂexibility and extra hierarchical layers of the AGMRF model have enabled
it to perform satisfactorily for highly sparse point-based data where there are large variations in terms of
intensities across the space. We note the interesting diﬀerence in the performance of the AGMRF model
between the χ2-statistics and the DIC values. The larger DIC values obtained for the AGMRF model
when compared to the LGCP model could be reasoned by the fact that the larger number of parameters
in the AGMRF model has been penalized in the DIC. Given the diﬀerences in model performance
when diﬀerent model evaluation criteria are concerned, a recommendation is to choose a model selection
criterion that fulﬁls the needs of the analyses. The χ2-statistics select a model that produces the best
estimates for the observed data without taking into consideration the model complexity. The DIC, on
the contrary, takes model complexity into account and is appropriate for comparing complex hierarchical
models in which the number of parameters is not clearly deﬁned (Spiegelhalter et al, 1998, 2014).
As stated in Section 3, we generated ﬁve replicates for each of the simulated point patterns. Given
that there were 4 point patterns in Study 1 and 42 point patterns in Study 2, a total of 230 datasets
were generated in the simulation studies. It is acknowledged that by increasing the number of replicates
in the simulation studies, more reliable results could be produced. However, we note that the analyses in
the present study consumed a considerable amount of time due to the need to ﬁt all four models to the
230 datasets, especially the GMA model which required the longest computational time. Nevertheless,
we are of the belief that the number of simulations used is large enough for the comparisons undertaken.
The paper essentially compares the performance of the methods in providing estimates of a collection
of intensity functions. For this speciﬁc purpose, we note that there are other methods available such as
non-parametric kernel estimation or ﬁtting a Poisson process models with log spline intensity functions,
as discussed in Section 1. We stress that the methods chosen in this study are suitable for the analysis
of spatial point-based data where discretization of the study region is of interest.
The contribution of this work is to assess how existing spatial models perform for diﬀerent spatial
patterns under more or less the same prior information. The results of the case study are consistent with
those obtained in the simulation studies. Our intention has been to provide an overview of the performance
of existing methods to the diﬀerent types of spatial patterns commonly observed. To achieve this aim,
we mainly use simulated data to aid the comparison between methods.
Supplemental Materials
Appendix A: The data augmentation and MCMC computational scheme for the posterior analysis of
the GMA model in Section 2.2.
Appendix B: Illustrations of point-based data for Study 1, Study 2, and the Lancashire lung cancer data.
Acknowledgements The work has been supported by the Cooperative Research Centre for Spatial Information, whose
activities are funded by the Australian Commonwealth’s Cooperative Research Centres Programme. Computational (and/or
data visualization) resources and services used in part of this work were provided by the HPC and Research Support Unit,
Queensland University of Technology, Brisbane, Australia. The authors would like to thank the reviewers and Adrian
Baddeley for helpful suggestions and comments.
21
References
Aitkin M (2010) Statistical Inference: An Integrated Bayesian/Likelihood Approach. Chapman &
Hall/CRC
Baddeley A, Turner R (2005) Spatstat: an R package for analyzing spatial point patterns. Journal of
Statistical Software 12(6):1–42
Baddeley A, Turner R, Møller J, Hazelton M (2005) Residual analysis for spatial point processes (with
discussion). Journal of the Royal Statistical Society: Series B (Statistical Methodology) 67(5):617–666
Baddeley A, Berman M, Fisher NI, Hardegen A, Milne RK, Schuhmacher D, Shah R, Turner R (2010)
Spatial logistic regression and change-of-support in Poisson point processes. Electronic Journal of
Statistics 4:1151–1201
Baddeley AJ, Møller J, Waagepetersen RP (2000) Non-and semi-parametric estimation of interaction in
inhomogeneous point patterns. Statistica Neerlandica 54(3):329–350
Banerjee S, Carlin BP, Gelfand AE (2004) Hierarchical Modeling and Analysis for Spatial Data, vol 101.
Chapman & Hall
Banerjee S, Gelfand AE, Finley AO, Sang H (2008) Gaussian predictive process models for large spatial
data sets. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 70(4):825–848
Benesˇ V, Bodla´k K, Møller J, Waagepetersen RP (2005) A case study on point process modelling in
disease mapping. Image Analysis and Stereology 24:159–168
Berman M, Diggle PJ (1989) Estimating weighted integrals of the second-order intensity of a spatial
point process. Journal of the Royal Statistical Society: Series B (Methodological) 51(1):81–92
Besag J, Higdon D (1999) Bayesian analysis of agricultural ﬁeld experiments. Journal of the Royal
Statistical Society: Series B (Statistical Methodology) 61(4):691–746
Besag J, York J, Mollie´ A (1991) Bayesian image restoration, with two applications in spatial statistics.
Annals of the Institute of Statistical Mathematics 43(1):1–20
Best N, Richardson S, Thomson A (2005) A comparison of Bayesian spatial models for disease mapping.
Statistical Methods in Medical Research 14(1):35–59
Best NG, Ickstadt K, Wolpert RL (2000a) Spatial Poisson regression for health and exposure data
measured at disparate resolutions. Journal of the American Statistical Association 95(452):1076–1088
Best NG, Ickstadt K, Wolpert RL, Briggs DJ (2000b) Combining models of health and exposure data: the
SAVIAH study. In: Elliot P, Wakeﬁeld JC, Best NG, Briggs DJ (eds) Spatial Epidemiology: Methods
and Applications, Oxford University Press, Oxford, pp 393–414
Biggeri A, Dreassi E, Catelan D, Rinaldi L, Lagazio C, Cringoli G (2006) Disease mapping in veterinary
epidemiology: a Bayesian geostatistical approach. Statistical Methods in Medical Research 15(4):337–
352
Brezger A, Lang S (2006) Generalized structured additive regression based on Bayesian P-splines. Com-
putational Statistics & Data Analysis 50(4):967–991
Brix A (1999) Generalized gamma measures and shot-noise Cox processes. Advances in Applied Proba-
bility 31(4):929–953
Celeux G, Forbes F, Robert CP, Titterington DM (2006) Deviance information criteria for missing data
models. Bayesian Analysis 1(4):651–673
Chang K (2010) Introduction to Geographic Information Systems. McGraw-Hill, New York
Chib S, Greenberg E (1995) Understanding the Metropolis-Hastings algorithm. The American Statisti-
cian 49(4):327–335
Cox DR (1972) Regression models and life-tables. Journal of the Royal Statistical Society: Series B
(Methodological) 34(2):187–220
Diggle PJ (1985) A kernel method for smoothing point process data. Applied Statistics 34(2):138–147
Diggle PJ (1990) A point process modelling approach to raised incidence of a rare phenomenon in the
vicinity of a prespeciﬁed point. Journal of the Royal Statistical Society: Series A (Statistics in Society)
153:349–362
Diggle PJ (2003) Statistical Analysis of Spatial Point Patterns, 2nd edn. London: Arnold
Diggle PJ, Rowlingson BS (1994) A conditional approach to point process modelling of elevated risk.
Journal of the Royal Statistical Society: Series A (Statistics in society) 157(3):433–440
Diggle PJ, Tawn JA, Moyeed RA (1998) Model-based geostatistics. Journal of the Royal Statistical
Society: Series C (Applied Statistics) 47(3):299–350
22
Diggle PJ, Go´mez-Rubio V, Brown PE, Chetwynd AG, Gooding S (2007) Second-order analysis of
inhomogeneous spatial point processes using case–control data. Biometrics 63(2):550–557
Diggle PJ, Menezes R, Su T (2010) Geostatistical inference under preferential sampling. Journal of the
Royal Statistical Society: Series C (Applied Statistics) 59(2):191–232
Fahrmeir L, Lang S (2001) Bayesian inference for generalized additive mixed models based on Markov
random ﬁeld priors. Journal of the Royal Statistical Society: Series C (Applied Statistics) 50(2):201–220
French JL, Wand MP (2004) Generalized additive models for cancer mapping with incomplete covariates.
Biostatistics 5(2):177–191
Ghosh S, Das S (2010) Spatial point process analysis of Maoist insurgency in India. Tech. rep., Statistical
and Applied Mathematical Sciences Institute
Gilks WR, Wild P (1992) Adaptive rejection sampling for Gibbs sampling. Applied Statistics 41(2):337–
348
Gilks WR, Best NG, Tan KKC (1995) Adaptive rejection Metropolis sampling within Gibbs sampling.
Applied Statistics 44(4):455–472
Guan Y (2008) On consistent nonparametric intensity estimation for inhomogeneous spatial point pro-
cesses. Journal of the American Statistical Association 103(483):1238–1247
Heikkinen J, Arjas E (1998) Non-parametric Bayesian estimation of a spatial Poisson intensity. Scandi-
navian Journal of Statistics 25(3):435–450
Heron EA, Walsh CD (2008) A continuous latent spatial model for crack initiation in bone cement.
Journal of the Royal Statistical Society: Series C (Applied Statistics) 57(1):25–42
Heron EA, Walsh CD (2010) Bayesian discrete latent spatial modeling of crack initiation in orthopaedic
hip replacement bone cement. Journal of Applied Statistics 37(7):1153–1171
Ho LP, Stoyan D (2008) Modelling marked point patterns by intensity-marked Cox processes. Statistics
& Probability Letters 78(10):1194–1199
Hossain MM, Lawson AB (2009) Approximate methods in Bayesian point process spatial models. Com-
putational Statistics & Data Analysis 53(8):2831–2842
Ickstadt K, Wolpert RL (1997) Multiresolution assessment of forest inhomogeneity. In: Gatsonis C,
Hodges JS, Kass RE, McCulloch R, Rossi P, Singpurwalla ND (eds) Case Studies in Bayesian Statistics,
Lecture Notes In Statistics No. 121, vol 3, Springer-Verlag, New York, pp 371–386
Ickstadt K, Wolpert RL (1999) Spatial regression for marked point processes. Bayesian Statistics 6:323–
341
Ickstadt K, Wolpert R, Lu X (1998) Modeling travel demand in Portland, Oregon. In: Dey D, Mu¨ller P,
Sinha D (eds) Practical Nonparametric and Semiparametric Bayesian Statistics, New York: Springer-
Verlag, pp 305–322
Illian J, Penttinen A, Stoyan H, Stoyan D (2008) Statistical Analysis and Modelling of Spatial Point
Patterns. Statistics in Practice, John Wiley
Illian JB, Sørbye SH, Rue H (2012a) A toolbox for ﬁtting complex spatial point process models using
integrated nested Laplace approximation (INLA). The Annals of Applied Statistics 6(4):1499–1530
Illian JB, Sørbye SH, Rue H, Hendrichsen DK (2012b) Using INLA to ﬁt a complex point process model
with temporally varying eﬀects - a case study. Journal of Environmental Statistics 3(7):1–29
Kang SY, McGree J, Mengersen K (2013) The impact of spatial scales and spatial smoothing on the
outcome of Bayesian spatial model. PLoS ONE 8(10):e75,957, DOI 10.1371/journal.pone.0075957
Kleinschmidt I, Pettifor A, Morris N, MacPhail C, Rees H (2007) Geographic distribution of human
immunodeﬁciency virus in South Africa. The American Journal of Tropical Medicine and Hygiene
77(6):1163–1169
Knorr-Held L (2000) Bayesian modelling of inseparable space-time variation in disease risk. Statistics in
Medicine 19(1718):2555–2567
Lai PC, So FM, Chan KW (2009) Spatial Epidemiological Approaches in Disease Mapping and Analysis.
Boca Raton, FL: CRC Press, Taylor & Francis Group
Lambert D (1992) Zero-inﬂated Poisson regression, with an application to defects in manufacturing.
Technometrics 34(1):1–14
Lang S, Fronk EM, Fahrmeir L (2002) Function estimation with locally adaptive dynamic models. Com-
putational Statistics 17(4):479–500
Lawson AB, Denison DGT (2002) Spatial Cluster Modelling. Chapman & Hall, CRC, Boca Raton
Li Y, Brown P, Rue H, al Maini M, Fortin P (2012) Spatial modelling of lupus incidence over 40 years
with changes in census areas. Journal of the Royal Statistical Society: Series C (Applied Statistics)
23
61(1):99–115
Liang S, Banerjee S, Bushhouse S, Finley AO, Carlin BP (2008a) Hierarchical multiresolution ap-
proaches for dense point-level breast cancer treatment data. Computational Statistics & Data Analysis
52(5):2650–2668
Liang S, Carlin BP, Gelfand AE (2008b) Analysis of Minnesota colon and rectum cancer point patterns
with spatial and nonspatial covariate information. The Annals of Applied Statistics 3(3):943
Møller J (2003a) A comparison of spatial point process models in epidemiological applications. In: Green
PJ, Hjort NL, Richardson S (eds) Highly Structured Stochastic Systems, Oxford: Oxford University
Press, pp 264–268
Møller J (2003b) Shot noise Cox processes. Advances in Applied Probability 35(3):614–640
Møller J, Waagepetersen RP (2002) Statistical inference for Cox processes. In: Lawson AB, Denison
DGT (eds) Spatial Cluster Modeling, Chapman and Hall/CRC, Boca Raton, pp 37–60
Møller J, Waagepetersen RP (2004) Statistical Inference and Simulation for Spatial Point Processes, vol
100. Champman and Hall/CRC Press, Boca Raton, FL
Møller J, Waagepetersen RP (2007) Modern statistics for spatial point processes*. Scandinavian Journal
of Statistics 34(4):643–684
Møller J, Syversveen AN, Waagepetersen RP (1998) Log Gaussian Cox processes. Scandinavian Journal
of Statistics 25(3):451–482
Myllyma¨ki M, Penttinen A (2009) Conditionally heteroscedastic intensity-dependent marking of log
Gaussian Cox processes. Statistica Neerlandica 63(4):450–473
Nychka DW (2000) Spatial process estimates as smoothers. In: Schimek MG (ed) Smoothing and Re-
gression: Approaches, Computation and Application, Wiley, New York, pp 393–424
Pati D, Reich BJ, Dunson DB (2011) Bayesian geostatistical modelling with informative sampling loca-
tions. Biometrika 98(1):35–48
Pebesma EJ, Bivand RS (2005) Classes and methods for spatial data in R: the sp package. R News
5(2):9–13
Perry GLW (2004) SpPack: spatial point pattern analysis in Excel using Visual Basic for Applications
(VBA). Environmental Modelling & Software 19(6):559–569
Plummer M (2008) Penalized loss functions for Bayesian model comparison. Biostatistics 9(3):523–539
Plummer M, Best N, Cowles K, Vines K (2006) CODA: Convergence diagnosis and output analysis for
MCMC. R News 6(1):7–11
Richardson S (2003) Spatial models in epidemiological applications. In: Green PJ, Hjort NL, Richardson
S (eds) Highly Structured Stochastic Systems, Oxford: Oxford University Press, pp 237–259
Ripley BD (1976) The second-order analysis of stationary point processes. Journal of Applied Probability
13:255–266
Robinson WS (1950) Ecological correlations and the behavior of individuals. American Sociological Re-
view 15(3):351–357
Rowlingson BS, Diggle PJ (1993) Splancs: spatial point pattern analysis code in S-Plus. Computers &
Geosciences 19(5):627–655
Rue H, Held L (2005) Gaussian Markov Random Fields: Theory and Applications, Monographs on
Statistics and Applied Probability, vol 104. Chapman & Hall, London
Rue H, Martino S, Chopin N (2009) Approximate Bayesian inference for latent Gaussian models by using
integrated nested Laplace approximations. Journal of the Royal Statistical Society: Series B (Statistical
Methodology) 71(2):319–392
Sauleau EA, Musio M, Etienne A, Buemi A (2007) Comparison of three convolution prior spatial models
for cancer incidence. In: Auget JL, Balakrishnan N, Mesbah M, Molenberghs G (eds) Advances in
Statistical Methods for the Health Sciences, Statistics for Industry and Technology, Birkhäuser Boston,
pp 451–466
Selvin HC (1958) Durkheim’s suicide and problems of empirical research. American Journal of Sociology
63(6):607–619
Simpson D, Lindgren F, Rue H (2011) Fast approximate inference with INLA: the past, the present and
the future. Arxiv preprint arXiv:11052982
Spiegelhalter DJ, Best N, Carlin BP, Van Der Linde A (1998) Bayesian deviance, the eﬀective number
of parameters, and the comparison of arbitrarily complex models. Tech. rep., Research Report, 98-009
Spiegelhalter DJ, Best NG, Carlin BP, Van Der Linde A (2002) Bayesian measures of model complexity
and ﬁt. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 64(4):583–639
24
Spiegelhalter DJ, Best NG, Carlin BP, Van Der Linde A (2014) The deviance information criterion: 12
years on. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 76(3):485–493
Stein ML (1999) Interpolation of Spatial Data: Some Theory for Kriging. Chapter 2, Springer Verlag,
New York
Strickland CM, Denham RJ, Alston CL, Mengersen KL (2011) PyMCMC: a Python package for Bayesian
estimation using Markov chain Monte Carlo. http://eprintsquteduau/43469/
Terzopoulos D (1988) The computation of visible-surface representations. IEEE Transactions on Pattern
Analysis and Machine Intelligence 10(4):417–438
Vanhatalo J, Vehtari A (2007) Sparse log Gaussian processes via MCMC for spatial epidemiology. In:
JMLR Workshop and Conference Proceedings, vol 1, pp 73–89
Venables WN, Ripley BD (2002) Modern Applied Statistics with S, 4th edn. Springer, New York
Waagepetersen R, Guan Y (2009) Two-step estimation for inhomogeneous spatial point processes. Journal
of the Royal Statistical Society: Series B (Statistical Methodology) 71(3):685–702
Waagepetersen RP (2007) An estimating function approach to inference for inhomogeneous Neyman–
Scott processes. Biometrics 63(1):252–258
Wolpert RL, Ickstadt K (1998) Poisson/gamma random ﬁeld models for spatial statistics. Biometrika
85(2):251–267
Woodard DB, Wolpert RL, O’Connell MA (2010) Spatial inference of nitrate concentrations in ground-
water. Journal of Agricultural, Biological, and Environmental Statistics 15(2):209–227
Yue Y, Loh JM (2011) Bayesian semiparametric intensity estimation for inhomogeneous spatial point
processes. Biometrics 67(3):937–946, DOI 10.1111/j.1541-0420.2010.01531.x
Yue Y, Speckman PL (2010) Nonstationary spatial Gaussian Markov random ﬁelds. Journal of Compu-
tational and Graphical Statistics 19(1):96–116
Yue Y, Loh JM, Lindquist MA (2010) Adaptive spatial smoothing of fMRI images. Statistics and Its
Interface 3:3–13
Yue Y, Lindquist MA, Loh JM (2012a) Meta-analysis of functional neuroimaging data using Bayesian
nonparametric binary regression. The Annals of Applied Statistics 6(2):697–718
Yue Y, Speckman PL, Sun D (2012b) Priors for Bayesian adaptive spline smoothing. Annals of the
Institute of Statistical Mathematics 64:577–613
25
Supplemental Materials
Appendix A
We outline the data augmentation and MCMC computational scheme needed for the posterior analysis
of the GMA model in Section 2.2, as discussed by Ickstadt and Wolpert (1997), as below.
Algorithm 1 MCMC algorithm for posterior sampling of the GMA model
1: Initialize Γl and ρ.
2: Calculate the Gaussian kernel kijl for each pair of grid cells sij and sl.
3: Simulate Nij using a data augmentation scheme.
4: Update Γl using Gibbs scheme.
5: Update ρ using a Gaussian random-walk Metropolis scheme.
6: Repeat steps (1)-(5) until convergence has been achieved.
7: Obtain expected values of interest from the samples of Γl and ρ.
Let I = n1, J = n2 and L = n1×n2. Conditional on the values {γl}l∈L of {Γl}l∈L and {nij}i∈I,j∈J of
{Nij}i∈I,j∈J , set Λij ≡ kijlγl, Λi+ ≡
∑
j∈J Λij , pij ≡ λij/λi+, and let {Nij}i∈I,j∈J follow an independent
multinomial MN(ni, pi.) distribution. The data can be recovered as the row-sums ni = Ni+ ≡
∑
j∈J Nij .
Conditional on the augmented data the impulses have independent gamma distributions Γl ∼ Ga(αl+
n+j , (βl + k++l)−1), where n+j ≡
∑
i∈I nij but k++l ≡
∑
i,j∈I,J |sij |kijl, which leads to the hybrid
Gibbs/Metropolis MCMC scheme described in Algorithm 2.
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Algorithm 2 MCMC scheme for the GMA model
1: Select a parametric family {αl, β−1l } of shape and scale parameters for impulses’ gamma distributions Γl ∼ Ga(αl, β−1l )
and a Gaussian kernel {kijl}i,j,l∈I,J,L, a transition probability density q(ρ, ρ∗), and initial values ρ0 and {n0ij}i,j∈I,J ⊂
N satisfying n0i+ = ni. Generate successive points starting at t = 1 as follows.
2: Gibbs step to update the impulses variables:
Given {nt−1ij }i,j∈I,J and ρt−1,
1. Set αtl ≡ αt−1l + nt−1+j and βtl ≡ βt−1l + kt−1++l;
2. Generate γtl ∼ Ga(αtl , (βtl )−1);
3. Set Λtij ≡ kt−1ijl γtl , Λti+ ≡
∑
j∈J Λ
t
ij , and ptij ≡ Λtij/Λti+.
3: Gibbs step to update the augmentation points:
Given {ni}i∈I , {γtl }l∈L, and ρt−1,
1. Generate ntij ∼ MN(ni, pti.), independent for i ∈ I.
4: Metropolis step to update the parameter ρ:
Given {ntij}i,j∈I,J , {γtl }l∈L, and ρt−1,
1. Generate a new candidate ρ∗ ∼ q(ρt−1, ρ∗)dρ∗;
2. Calculate the Metropolis-Hastings ratio
P ∗ = π(ρ
∗)q(ρ∗, ρt−1)
π(ρt−1)q(ρt−1, ρ∗)
∏
i,j,l∈I,J,L
[
k∗ijl
kt−1
ijl
]ntij
× exp(−
∑
l∈L
(k∗++l − kt−1++l)γtl )
Using a Gaussian random walk Metropolis update and a log-normal prior for ρ, this ratio is
P ∗ =
∏
i,j,l∈I,J,L
[
kijl(ρ∗)
kijl(ρt−1)
]ntij
× exp(−
∑
l∈L
(k++l(ρ∗)− k++l(ρt−1))γtl )
×ρ
t−1
σρ∗
exp
{
−(log( ρ∗
ρt−1 )− µ)2
2σ2
}
.
3. Generate
ρt ∼
{
ρ∗ with probability min(1, P ∗),
ρt−1 otherwise.
5: Increment t← t+ 1 and return to step 1.
Appendix B
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X1 X2
X3 X4
Fig. 5 Simulation study 1: Four patterns of the simulated point-based data.
Point-based data in datasets 1A and 1B:
1A: Non-clustered point-based data (σ2 = 0)
1A 1. µ = 5 in all regions;
1A 2. µ = 1 in all regions;
1A 3. µ = 5 in 1 region and µ = 1 in 4 regions;
1A 4. µ = 5 in 2 regions and µ = 1 in 3 regions;
1A 5. µ = 5 in 3 regions and µ = 1 in 2 regions;
1A 6. µ = 5 in 4 regions and µ = 1 in 1 region;
1A 7. µ = 1, 2, 3, 4, 5 in each region, respectively.
1B: Clustered point-based data (σ2 = 1)
1B 1. µ = 5 in all regions;
1B 2. µ = 1 in all regions;
1B 3. µ = 5 in 1 region and µ = 1 in 4 regions;
1B 4. µ = 5 in 2 regions and µ = 1 in 3 regions;
1B 5. µ = 5 in 3 regions and µ = 1 in 2 regions;
1B 6. µ = 5 in 4 regions and µ = 1 in 1 region;
1B 7. µ = 1, 2, 3, 4, 5 in each region, respectively.
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Region 5
Fig. 6 Queensland in 5 regions.
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1A_1 1A_2 1A_3
1A_4 1A_5 1A_6
1A_7
Fig. 7 Simulation study 2: Seven patterns of point-based data of dataset 1A.
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1B_1 1B_2 1B_3
1B_4 1B_5 1B_6
1B_7
Fig. 8 Simulation study 2: Seven patterns of point-based data of dataset 1B.
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2A_1 2A_2 2A_3
2A_4 2A_5 2A_6
2A_7
Fig. 9 Simulation study 2: Seven patterns of point-based data of dataset 2A.
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2B_1 2B_2 2B_3
2B_4 2B_5 2B_6
2B_7
Fig. 10 Simulation study 2: Seven patterns of point-based data of dataset 2B.
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3A_1 3A_2 3A_3
3A_4 3A_5 3A_6
3A_7
Fig. 11 Simulation study 2: Seven patterns of point-based data of dataset 3A.
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3B_1 3B_2 3B_3
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3B_7
Fig. 12 Simulation study 2: Seven patterns of point-based data of dataset 3B.
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Fig. 13 Lancashire lung cancer data.
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