Identifying a low dimensional embedding of a high dimensional data set allows exploring the data structure. In this paper we tested some existing manifold learning techniques for discovering such embedding within the multidimensional operational space of a nuclear fusion tokamak. Among the manifold learning methods the following approaches have been investigated: linear methods, as Principal Component Analysis, and Grand Tour, and nonlinear methods as Self Organizing Map and its probabilistic variant, the Generative Topographic Mapping. In particular, the last two methods allows us to obtain a low-dimensional (typically 2-D) map of the high-dimensional operational space of the tokamak.
campaigns. In particular, 243 non-intentional disruptions have been considered, that occurred in the JET campaigns from 2005 to 2009 (pulse range 63718 -79853). Moreover, 1467 safe discharges have been selected, in order to describe also the disruption free operational space of JET.
The paper also proposes some novel measures such as Quantization Error measure, Trustworthiness measure, and Topology Preservation measure, which can be used to provide an objective means by which the mappings can be compared. Until now, it does not appear that these methodologies have been compared in a setting in which the underlying structure of the data may not be known a-priori. Moreover, an outlier analysis has been performed on the available data in order to quantify the goodness of the projection. In fact, in order to preserve the shape of the data cloud, the outliers in the original space have to be projected on the margin of the map.
MAnIfold leArnIng
Finding low-dimensional representations of high-dimensional data is a common problem in science and engineering. It is difficult to display and understand relationships in dimensions higher than two or three. To aid visualization and comprehension of the structure of a dataset, the dimension must be reduced in some way.
Manifold learning is an approach to non-linear dimensionality reduction. Algorithms for this task are based on the idea that the data of interest lies on a low-dimensional manifold, embedded in the high-dimensional space. In mathematical terms, the problem can be stated as follows: given the high-dimensional random variable, find a low dimensional representation of it, that captures the content in the original data according to some criterion.
Data in two or three dimensions can be visualized and the inherent structure of the data and relationships can be better understood. Thus, discovering the best suited manifold would also give the opportunity to form deeper insights into the plasma behavior and the underlying physics. The manifold learning techniques for dimensionality reduction can be distinguished in linear and nonlinear [5] , linear techniques result in each of the components of the new variable being a linear combination of the original variables. In this paper we apply Principal Component Analysis (PCA) [1] and Grand Tour [2] . Such linear techniques are simpler and easier to implement than more recent methods considering non-linear transforms, but often miss important nonlinear structures in the data. For this reason, two nonlinear algorithms have also been applied to map JET operational space, i.e., SOM [3] and GTM [4] .
Let us consider the problem of reducing the dimensionality of a given data set consisting of N high-dimensional points in Euclidean space. The high-dimensional input points will be referred to as t={t 1 ,t 2 ,....,t N } with t i ∈ ℜ D . Let L be the dimensionality of the manifold that the input is assumed to lie on. The low-dimensional representations that the dimensionality reduction algorithms find will be referred to as X={x 1 ,x 2 ,...., x N } with x i ∈ ℜ L .
PrinciPal comPonent analysis
PCA finds the L directions (vectors) along which the data has maximum variance and the relative importance of these directions. If data lies perfectly along an embedding subspace of ℜ L , PCA will reveal that subspace; otherwise, PCA will introduce some errors. Let the first L principal components of
.. The columns of P are the directions of maximum variation within the data, and they form an orthonormal basis that spans the principal subspace so there is no redundant information.
The data x i can be approximated by linear combination of the principal components as x i = P T t i , where P T t i = c i are the linear coefficients obtained by projecting the training data onto the principal subspace; that is, c = [c 1 ,....,c N ] = P T t.
Despite PCA's popularity it presents a number of limitations. The main drawback is the requirement that the data lies on a linear subspace. Indeed, when data lies in a low-dimensional manifold, not in a low dimensional subspace, PCA does not correctly extract the low-dimensional structure.
Manifold learning algorithms essentially attempt to duplicate the behavior of PCA, but on nonlinear manifolds instead of linear subspaces.
Grand tour
The Grand Tour (GT) method, introduced by Asimov [2] and Buja and Asimov [6] , is a multivariate visualization method that generates a continuous sequence of low dimensional projections of a high dimensional data set. The animation obtained provides an overview of the high dimensional space in a sequence of 2D plots. Data are looked from all possible viewpoints to get an idea of the overall distribution.
To create a two dimensional Grand Tour, a sequence of planes is generated. The set of planes has to be dense in the data space; the sequence of planes is also required to move continuously from one plane to the next so that the human visual system can smoothly interpolate the data and track individual points and structures in the data. Hence the mathematics of the Asimov-Buja Grand Tour requires a continuous, space-filling path through the set of planes in the high-dimensional data space. Then data has to be projected onto the planes and observed in a time-sequenced set of 2D images.
Several algorithms have been proposed to achieve these two conditions, based on obtaining a general rotation in the high dimensional space.
In this paper the MATLAB implementation in [7] of the Pseudo Grand Tour algorithm, firstly described in Wegman and Shen [8] , has been used. The main advantages of the Pseudo Grand Tour, that is an approximate version of the Grand Tour, are speed, ease of calculation, uniformity of the tour, and ease of recovering the projection. However, the algorithm is not space filling, thus only a "pseudo" grand tour is obtained.
self orGanizinG maP
A SOM can be intuitively interpreted as some kind of nonlinear PCA. In a SOM the objective is more to preserve the topology, rather than the distance, in the distribution of the data. One natural way to put this idea in practice consists of replacing the hyper-plane with a discrete (and bounded) grid or lattice defined by some points called prototypes. The prototypes have coordinates in both the embedding and the initial space. They are iteratively fitted inside the data cloud moving the prototypes together with their neighbors in the lattice toward the original data points. Hence, the Self-Organizing Map is a nonlinear dimensionality reduction technique which performs two concurrent subtasks:
• Dimensionality reduction: high dimensional inputs are projected on a low-dimensional regular grid.
• Data clustering and topology preservation: points close to each other in the input space are mapped to the same or neighboring clusters in the output space. Let us consider in more detail the problem of reducing the dimensionality of a given data set consisting of high-dimensional points in Euclidean space.
The SOM replaces the set of points t={t 1 ,t 2 ,.....,t N } in the D-dimensional input space t onto the smaller set of K prototypes points X={x 1 ,x 2 ,...,x K } with x i ∈ ℜ L . Each prototype point in the low-dimensional regular lattice corresponds to a point in the original space. Points close to each other in the input space are mapped on the same or neighboring prototypes in the embedding space. Thus, the SOM simultaneously performs the combination of three concurrent subtasks: vector quantization, dimensionality reduction and topology preservation.
Generative toPoGraPhic maPPinG
Generative Topographic Mapping belongs to the class of the so called "generative models", which try in a certain way to model the distribution of the data by defining a density model with low intrinsic dimensionality in the data space. GTM as a probabilistic counterpart of the SOM, defines a nonlinear mapping from the
The latent space, consists of a regular grid of nodes which is non-linearly projected into data space through Radial Basis Functions (RBF). A Gaussian noise assumption is then made in the data space so that the model becomes a constrained mixture of Gaussians. Thus, each projected point in the data space forms the centre of a Gaussian density function. The model's likelihood is usually maximized by the Expectation Maximization algorithm.
For visualization purposes the latent space is chosen to be 2 or 3-dimensional. The Bayes' theorem is used to invert the transformation from latent to data space allowing to calculate the posterior probability in the latent space for each point t in the data space.
For visualizing all the data points, it is often convenient to summarize the information provided by the posterior probability distribution and plot its mean or its mode. GTM can be applied for data clustering and topology preservation. Being the nonlinear mapping described by a smooth function, the topographic ordering of the latent space will be preserved in the data space, in the sense that points close in the latent space will be mapped onto nodes still close in the data space.
With respect to the Self Organizing Map algorithm, GTM defines explicitly a density model (given by the mixture distribution) in the data space, and it allows overcoming several problems, in particular the ones related to the objective function (log likelihood) to be maximized during the training process, and the convergence to a (local) maximum of such an objective function, that is guaranteed by the Expectation Maximization algorithm.
In the following, for easy reading purposes, the clusters in the SOM latent space and the points in the GTM latent space are named map units.
the dAtA bAse
In this paper, 243 disruptive discharges belonging to campaigns performed at JET from 2005 up to 2009, in the range between Pulse No: 63718 and 79853, have been considered. For each disruptive shot, time of the disruption and disruption class are available [9] . The disruption classes represented in the dataset are Auxiliary power shut-down, Too strong internal transport barrier (ITB), Impurity control problem, Low density and low 'q', Neo-classical tearing mode, Density control problems, Greenwald limit.
The plasma quantities used to describe the plasma operational space are listed in Table I . The choice of these quantities is mainly due to their availability in real-time and their relation to plasma stability. A near identical set of quantities has already been used in literature for disruption prediction and classification purposes [10, 11, 12] .
A time instant t pre-disr has to be defined for the disrupted discharges, which discriminates between the non-disruptive and the disruptive phase. In this paper t pre-disr has been assumed equal for all the discharges, and it has been set equal to 210 ms, a practical time for JET disruptions. Hence, the dataset for each disruptive pulse consists of the 10 signals made of 210 points each (one sample every 1ms), in the time interval [t D -210 ÷ t D ]ms, where t D is the disruption time.
In the aforementioned shot interval, 1467 safe discharges have been selected, in order to describe also the disruption free operational space of JET.
By analyzing the distributions of the signal values, a proper range of variation for each signal has been assumed to clean the data [11] . Furthermore, for each signal we discarded values within the top and bottom 1%. Being each signal sampled at 1kHz, a huge amount of data is available for describing the safe operational space. Hence, data reduction has been performed on the safe samples belonging to the flat-top phase in order to obtain a balanced data set of safe and disrupted samples [12] . The resulting database is composed of: 222 flat-top disruptions (38900 disruptive samples) and 1467 safe discharges (239965 safe samples).
MAPPIng of the Jet oPerAtIonAl sPAce
In order to explore the structure of the 10-D JET operational space, graphical methods and manifolds learning algorithms have been applied: Grand Tour, PCA, SOM, and GTM.
As the ranges of variation of the signals are very different, even several orders of magnitude, and since the manifold learning algorithms make use of space metrics, scaling of variables is mandatory.
Hence, before projecting data, each signal in the data base has been normalized by using the minmax normalization.
Further knowledge can be added to the intrinsic knowledge contained in the 10-D data associating a label to each sample in the data set: a safe state is associated with each non-disruptive sample, whereas a disruptive state is associated with each disruptive sample.
Grand tour
To get an idea of the distribution of the 10-D JET data, a sequence of 2-D images has been generated using Grand Tour algorithm. Figure 1 shows four 2-D scatterplots corresponding to different iterations of the algorithm, i.e. to different viewpoints, where blue points correspond to safe samples whereas red points correspond to disruptive samples. As can be noted, safe regions (blue) and disrupted regions (red) can be identified, even if overlaps are present.
PrinciPal comPonent analysis
In this paper, the resulting principal components have been ordered and the first two (2-D visualization) or three (3-D visualization) components are used as new coordinate axes. In this way, the components that contribute more to the variation in the dataset are retained. The Dimensionality Reduction Toolbox of Matlab [13] has been used. Figure 2 shows the projection of the JET data onto the first two principal components. Here too, blue points correspond to safe samples whereas red points correspond to disruptive samples. On the left hand side of the figure, the safe points have been plotted before the disruptive ones, conversely on the right hand side the disruptive points have been plotted before the safe ones. As it can be noted, with this representation, two principal components are not enough to clearly separate the disruptive operational space from the safe one.
The 10-D training samples have been also projected on the first three principal components, giving a 3-D visualization of the operational space of JET. Figure 3 reports the 3-D PCA projection. The visualization power of this map is higher than the previous one. However, some overlapping is still present.
Note that PCA performs a linear transformation of the input variables; in order to handle and discover nonlinear relationships between variables, a nonlinear algorithm for dimensionality reduction could be more effective.
4..3 self orGanizinG maP
The SOM of JET operational space has been presented in [Cannas 2013a ]. The map, shown in Figure  4 , has 10 input neurons and 4998 map units in the 2-D Kohonen layer. Depending on the map unit composition, four main categories of map units have been distinguished: white empty units, which contain no samples; red disruptive units, which contain disruptive samples; blue safe units, which contain safe samples; gray mixed units, which contain both safe and disruptive samples. The 2-D SOM in Figure 4 clearly highlights the presence of a large safe region (blue) with an associated low risk of disruption, some disruptive regions (red), with a high risk of disruption well separated from the safe region by transition (grey) and empty regions. Therefore, safe and disruptive states of plasma seem quite well separated in the SOM.
Generative toPoGraPhic maPPinG
The GTM of JET operational space has been presented in [12] . In order to compare GTM with SOM, a regular grid of 4900 map units has been considered and the same color code has been adopted (see Figure 5-a) .
As the SOM, the GTM presents a large safe region (blue), some disruptive regions (red), well separated from the safe region by transition and empty regions.
Topographic mappings represent a class of dimensionality reduction techniques which try to preserve the underlying structure of the data in the geometric structure of the mapping, making reference to the connection between distances in the high dimensional data space and distances in the projected space onto the map.
The property of distance preservation depends also on the flexibility of the embedding of the lower dimensional manifold in the data space: in other words we have subregions which have to be stretched or shrunk in different way to be properly embedded. Therefore it is important not only the local neighborhood relationships among the different points, usually referred to as topological ordering, but also the neighborhood relations among different subregions of the identified manifold. Regarding the two considered topographic maps of the JET 10-D operational space, it is very interesting to observe how clearly these properties show up by shrinking the SOM along the vertical axis (see Figure 5-b) . By comparing the shrunk version of the SOM with the GTM it turns out to be even more evident how much the two identified manifolds look similar. Of course, the different approach in the non-linear mapping gives rise to differences, but to be able to recover so likewise the underlying structure of the data, represents a good starting point that allows us to deal with the obtained mappings with a certain level of confidence.
PerforMAnce AnAlysIs
In order to compare the obtained mappings, some measures can be used to evaluate the performance of each methodology. Special emphasis is put on the position of outliers and extreme points in the maps, and on quantization and topological errors.
outliers' analysis
An outlier is an observation that numerically deviates abnormally from other values of the rest of the population it belongs to. For characterizing abnormal observations there exist different techniques, and, among the graphical ones, scatter plots and box plots are widely employed, revealing outliers' location and distance with respect to the other points of the population.
In the following, the outlier analysis has been used to evaluate the goodness of the mapping. In fact, the topological shape of the data cloud in the original space is preserved during the mapping if extreme points of the data cloud are mapped to extreme units, located at the borders of the map. The Mahalanobis distance is a measure of statistical distance in a multidimensional space. The points with the greatest Mahalanobis distance are considered outliers. Figure 6 reports the Mahalanobis distance for each point of the dataset with respect to the mean value of the same JET dataset. As it can be seen, the Mahalanobis distances of the safe and disruptive samples are quite different for the two macro-sets. This is confirmed by using the box plot representation (see Figure 7 ) of the Mahalanobis distances [14] . On each box, the central mark is the median value, the edges of the box are the 25 th (lower quartile) and 75 th percentiles (upper quartile), the whiskers extend to the most extreme data points not considered outliers, whereas outliers are plotted individually. If the lower quartile is Q 1 and the upper quartile is Q 3 , then the difference (Q 3 -Q 1 ) is called the interquartile range or IQR. A data point is usually marked as outlier if it is beyond the following quantity called inner fence:
• Upper/lower inner fence: Q 3 ± 1.5·IQR Another more severe condition for identifying outliers takes into consideration a larger threshold on the previous definition that is the outer fence:
• Upper/lower outer fence: Q 3 ± 3·IQR A point beyond an outer fence is considered an extreme outlier.
In Figure 7 , both for safe and disruptive samples, outliers (marked in red) with respect to inner fences are identified, and, as it can be seen, they are all above the upper one.
In the maps in Figure 8 the green map units contain samples with Mahalanobis distance greater than the upper outer fence. It can be noted that both in the GTM and the SOM, part of the identified outliers are mapped in the borders of the map, whereas the other part is mostly associated with disruptive map units, well separated by transition and empty regions from the safe ones.
Moreover, outliers' location in the learned manifolds is similar for the GTM and the SOM. The difference is emphasized because of the different geometric shape factor of the two maps.
Performance indexes
The Average quantization error E q is a common measure used to calculate the precision of the SOM clustering over the entire dataset [3]:
This error evaluates the fitting of the map to the data and it is determined by averaging the distance of each data vector t p from the barycentre b j of the N j data associated to the map unit j to whom t p is associated. Thus, the optimal map is expected to yield the smallest average quantization error. Partitions with a good resolution are characterized by low values of E q .
Literature reports several error indexes to control the conservation of topology, (see [15] and the references therein). Topology preservation has, however, turned out to be quite difficult to define for a discrete grid. In this paper, the "Trustworthiness" of the projected neighborhood and the "Preservation" of the resulting neighborhood have been taken into account.
Trustworthiness measures if data points mapped closed by on the maps are close by in the input space as well [15] . For each data point in the latent space, the set of N j points belonging to the same map unit constitutes the considered neighborhood. The Trustworthiness of the neighborhood is quantified by measuring how far the data points belonging to the neighborhood in the latent space are from their barycenter in the original space. The distances are measured as rank orders. A measure of the error on the trustworthiness can be expressed as A second type of measure analyzes if the original neighborhood is preserved when data are projected. In particular, in the latent space, for the GTM all the points belonging to a certain map unit j will be characterized by the corresponding mode of the posterior probability mode j , whereas in the case of the SOM they will be characterized by the corresponding prototype vector x j . For the GTM the error on the preservation of the original neighborhood can be expressed as where V Nj is the set of the t i vectors among the N j closest to mode j in the original space which are not associated with the map unit j, and is the position of mode(t i ) within the sorted list of increasing Euclidean distances from mode j .
For Self Organising Maps the corresponding error is . where x(t i ) is the prototype vector associated with t i . Note that all the points associated with the same map unit have the same rank. The quantization errors and the errors on the trustworthiness of the projected data and on the preservation of the original neighborhood are reported in Table II . GTM presents a lower quantization error, i.e., a better fitting of the map to data with respect to SOM. In this case, the map units better represent the data set.
GTM is characterized by a more reliable visualization of the proximities, being the Trustworthiness error one-order lower than SOM. On the contrary, SOM has better performance on the preservation of the original neighborhood. This is not surprising because each dimensionality reduction method necessarily achieves a compromise between the last two kinds of errors.
conclusIons This paper aims to test the data visualization capability of some manifold learning algorithms as tools to analyse and understand the high dimensional operational space of a tokamak. Four manifold learning methods have been investigated (Principal Component Analysis, Grand Tour, Self Organizing Maps, and Generative Topographic Mapping) to map the JET high dimensional operational space in lower dimensional spaces. SOM and GTM preserve topology and allow to reveal additional information about the inherent structure of the data, difficult to obtain by the other methods. The results show the superiority of SOM and GTM methods to identify characteristic regions of the plasma scenario, allowing to detect the regions with high risk of disruption, and those with low risk of disruption. These two models provide a non-linear mapping from the observed space to the embedded space.
GTM and SOM have been compared in terms of outliers position, goodness of fitting, trustworthiness and preservation of the neighborhoods. Outliers' location in the learned manifolds is similar for the GTM and the SOM: some outliers are mapped in the edges of the maps, whereas the others belong to disruptive map units, well separated from the safe ones.
Regarding the precision of the two clustering techniques over the entire dataset, GTM presents a lower quantization error, i.e., a better fitting of the map to data. GTM is also characterized by a more reliable visualization of the proximities. The GTM errors on the trustworthiness of the projected data is one-order lower than in the SOM, whereas the SOM has better performance on the preservation of the original neighborhood. Thus both methods supply important information since each of them achieves a different compromise between those two kinds of errors. 
