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ABSTRACT
We propose a new algorithm for blind source separation
(BSS), in which independent component analysis (ICA) and
beamforming are combined to resolve the low-convergence
problemthrough optimizationinICA.Theproposedmethod
consists of the following four parts: (1) frequency-domain
ICAwithdirection-of-arrival(DOA)estimation,(2)nullbeam-
forming based on the estimated DOA, (3) diversity of (1)
and (2) in both iteration and frequency domain, and (4) sub-
band elimination (SBE) based on the independence among
the separated signals. The temporal alternation between
ICAandbeamformingcanrealize fast-andhigh-convergence
optimization. Also SBE enforcedly eliminates the subband
components in which the separation could not be performed
well. The experiment in a real car environment reveals that
the proposed method can improve the qualities of the sepa-
rated speech and word recognition rates for both directional
and diffusive noises.
1. INTRODUCTION
Blind source separation (BSS) is the approach taken to es-
timate original source signals using only the information of
themixedsignalsobservedineachinputchannel. Thistech-
nique is applicable to the realization of noise-robust speech
recognition and high-quality hands-free telecommunication
systems. In the recent works for the BSS based on the inde-
pendent component analysis (ICA) [1], several methods, in
which the inverse of the complex mixing matrices are calcu-
lated in the frequency domain, have been proposed to deal
with the arrival lags among each of the elements of the mi-
crophone array system [2, 3, 4]. However, this ICA-based
approach has the disadvantage that there is difﬁculty with
the low convergence of nonlinear optimization [5].
In this paper, we describe a new algorithm for BSS in
which ICA and subband elimination processing are com-
bined. The proposed method consists of the following four
parts: (1) frequency-domain ICA with estimation of the di-
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Fig. 1. Conﬁguration of a microphone array and signals.
rection of arrival (DOA) of the sound source, (2) null beam-
forming based on the estimated DOA, and (3) integration
of (1) and (2) based on the algorithm diversity in both it-
eration and frequency domain, and (4) subband elimination
(SBE) based on the independence among the separated sig-
nals. The temporal utilization of null beamforming through
ICA iterations can realize fast- and high-convergence opti-
mization. Also the SBE can work so as to ﬁnd the speciﬁc
subbands in which the bad separation was performed, and
to eliminate them enforcedly.
Theexperimentinarealcarenvironmentrevealsthatthe
proposed BSS with SBE is remarkably effective to improve
the qualities of the separated speech and word recognition
rates for both directional and diffusive noises.
2. DATA MODEL AND CONVENTIONAL BSS
METHOD
In this study, a straight-line array is assumed. The coordi-
nates of the elements are designated as
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Ingeneral, theobservedsignalsinwhichmultiplesource
signals are mixed linearly are given by the following equa-
tion in the frequency domain:
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is assumed to be complex-valued because we intro-
duce a model to deal with the arrival lags among each of the
elements of the microphone array and room reverberations.
In the frequency-domain ICA, ﬁrst, the short-time anal-
ysis of observed signals is conducted by frame-by-frame
discrete Fourier transform (DFT) (see Fig. 2). By plotting
the spectral values in a frequency bin of each microphone
input frame by frame, we consider them as a time series.
Hereafter, we designate the time series as
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Next, weperformsignal separationusingthecomplex-valued
inverse of the mixing matrix,
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procedure can be given as
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We perform this procedure with respect to all frequency
bins. Finally, by applying the inverse DFT and the overlap-
add technique to the separated time series
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, we re-
construct the resultant source signals in the time domain.
In theconventional ICA-based BSSmethod, the optimal
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Fig. 2. BSS procedure based on frequency-domain ICA.
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a
denotes the time-averaging operator,
h is used to
express the value of the
h th step in the iterations, and
T
is the step-size parameter. Also, we deﬁne the nonlinear
vector function
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3. PROPOSED ALGORITHM
3.1. Fast-convergence algorithm [7]
The conventional ICA method inherently has a signiﬁcant
disadvantage which is due to low convergence through non-
linear optimization in ICA. In order to resolve the problem,
we propose an algorithm based on the temporal alternation
of learning between ICA and beamforming; the inverse of
the mixing matrix,
J
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, obtained through ICA is tempo-
rally substituted by the matrix based on null beamforming
for a temporal initialization or acceleration of the iterative
optimization. The proposed algorithm is conducted by the
following steps with respect to all frequency bins in parallel
(see Fig. 3).
[Step 1: Initialization] Set the initial
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to an arbitrary value, where the subscripts
h is set to be 0.
[Step 2: 1-time ICA iteration] Optimize
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following 1-time ICA iteration:
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Fig. 3. Proposed algorithm combining frequency-domain
ICA and beamforming with subband elimination.
where the superscript “(ICA)” is used to express that the
inverse of the mixing matrix is obtained by ICA.
[Step 3: DOA estimation] Estimate DOAs of the sound
sources by utilizing the directivity pattern of the array sys-
tem,
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rectivity patterns, directional nulls exist in only two partic-
ular directions. Accordingly,by obtaining statistics with re-
spect to the directions of nulls at all frequency bins, we can
estimate the DOAs of the sound sources. The DOA of the
￿ th sound source,
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[Step 4: Beamforming] Construct an alternativematrix for
signal separation,
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technique where the DOA results obtained in the previous
step is used. In the case that the look direction is
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Also, in the case that the look direction is
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and the direc-
tional null is steered to
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[Step 5: Diversity with cost function] Select the most
suitable unmixing matrix in each frequency bin and each it-
eration point, i.e., algorithm diversity in both iteration and
frequencydomain. Asacost functionusedtoachievethedi-
versity, we calculate two kinds of cosine distances between
the separated signals which are obtained by ICA and beam-
forming. These are given by
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performance of beamforming is superior to that of ICA,
we obtain the condition,
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. Thus, an observation of the condi-
tions yields the following algorithm:
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If the (
h
e
￿ )th iteration was the ﬁnal iteration, go to step 6;
otherwise go beck to step 2 and repeat the ICA iteration in-
serting the
J
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#
given by Eq. (23) into
J
￿
Q
￿
’
!
$
#
in Eq. (12)
with an increment of
h .
[Step 6: Ordering and scaling] Using the DOA informa-
tion obtained in step 3, we detect and correct the source
permutation and the gain inconsistency [8].
3.2. Subband elimination
Even in the proposed fast-convergence algorithm, there are
some subbands in which the separation performances are
notsowellespeciallywhentheinterferenceisdiffusivenoise.
In order to resolve the problem, subband elimination (SBE)
processing is introduced. The SBE can work so as to (1)
ﬁnd the speciﬁc subbands in which the bad separation was
performed, and (2) eliminate them enforcedly (see Fig. 4).
In SBE, ﬁrst, we calculate the smoothed cost function
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where
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are the cosine distances ob-
tained in the ﬁnal step 5 described in Sect. 3.1.
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¥ is the
frequency bandwidth for smoothing to decrease the discon-
tinuity in the frequency characteristics of
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Next, we decide the reduction gain for each subband,
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Fig. 4. Subband elimination procedure after ICA.
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where
”
5 is the threshold for the decision of the elimination
and
￿ is the small value less than 1. To use
￿
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, we can
ﬁnally obtain the separated signals as follows:
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4. EXPERIMENTS IN CAR ENVIRONMENT
4.1. Conditions for experiments
A two-element array with the interelement spacing of 4 cm
is used to record the sounds in a real car environment as
shown in Fig. 5. The target signal is a driver’s speech which
arrives from
c
?
￿
|
￿
￿
Æ . As for the typical noise in car envi-
ronment, we use the six kinds of noises as follows: (1) the
speaker in the assistant seat which arrives from
￿
￿
￿
Æ (assist),
(2) engine noise (eng), (3) road noise from the car tires at
a speed of 30 km/h (r30), (4) noise from air conditioner
(acd), (5) winker sound (wnk), and (6) wiper sound (wip).
The analytical conditions of these experiments are as fol-
lows: the sampling frequency is 16 kHz, the frame length is
128 msec, the frame shift is 2 msec, the step-size parameter
T is set to be
￿
E
ª
·
￿
ª
{
y
￿ . In the SBE,
”
￿
￿
is set to be 0.7,
and
￿ is 0.
4.2. Objective evaluation of separated signals
In order to evaluate the performance of the proposed algo-
rithm, the noise reduction rate (NRR), deﬁned as the output
signal-to-noise ratio (SNR) in dB minus input SNR in dB,
is shown in Fig. 6.Driver Assistant
 Front 
 Back 
Microphone array
-54 58
0.48 m 0.42 m
Fig. 5. Layout of array in car cabin used in experiment.
Figure 6 shows NRR results of the proposed BSS with-
out SBE (see the white bars), and those with SBE (see the
gray bars). From this ﬁgure, it is evident that the separa-
tion performance of the BSS with/without SBE for assistant
speech is superior to those for the other noises This is be-
cause the assistant speech is considered as the directional
noise, and BSS can separate such kind of noise easily [5].
However, regarding the diffusive noise like the engine
noise or the road noise, the separation performance of the
BSS without SBE remarkably degrade. Figures 7–9 show
the typical examples of cosine distance in the ﬁnal iteration
of ICA,
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, for the assistant speech,
the engine noise, and the road noise. As shown in these ﬁg-
ures, the BSS without SBE can separate the sound sources
in almost all frequency regions when the noise is the assis-
tant speech. However, as for the engine noise and the road
noise, the BSS without SBE can not separate the sources
especially in the low-frequency region (
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), compared with those in the case of
the assistant speech.
On the other hand, the separation performance of the
BSS with SBE can be improved even for the diffusive noise
like the engine noise or the road noise. These results indi-
cate that the performance of the simple BSS is insufﬁcient
in the car environment, however the combination with SBE
is effective to improve the separated speech quality.
Regarding the air-conditioner noise, the BSS without
SBE can reduce the noise to a certain extent, and the BSS
with SBE can achieve a more better performance because
this noise has both properties of directional and diffusive
noises.
Asforthewinkerandwipersounds, theBSSwith/without
SBE cannot reduce the noises.
4.3. Speech Recognition Test
TheHMMcontinuousspeechrecognition(CSR)experiment
is performed in a speaker-independent (gender-dependent)
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Fig. 6. Noise reduction rates for different noises in car en-
vironment.
manner, where we use the Japanese dictation system with
Julius and typical models provided by IPA Japanese dicta-
tion toolkit [9]. For the CSR experiment, the PTM model is
trained using clean sentences.
Figure 10 shows the results in terms of word accuracy
under different noise conditions. In this ﬁgure, the white
bars representthespeechrecognitionresultsfortheobserved
signals at the microphone, the shaded bars represent the re-
sults by the BSS without SBE, and the gray bars represent
the results by the BSS with SBE, respectively. These results
indicate that the BSS with SBE is applicable to the speech
recognition system, particularly when confronted with the
assistant speech, engine noise, and road noise.
5. CONCLUSION
In this paper, we described a fast-convergence algorithm
for BSS where null beamforming is used for temporal al-
gorithm diversity through ICA iterations. Also we newly
introduced the subband elimination technique based on the
independenceamongtheseparatedsources. Theexperiment
in a real car environment reveals that the proposed method
is remarkably effective to improve the qualities of the sepa-
rated speech and word recognition rates for both directional
and diffusive noises.
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