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Unsupervised learning or cluster analysis is an important task
in pattern recognition. It is interested in grouping similar
feature vectors in an input data set into a number of groups
or clusters. Feature vectors belonging to the same cluster are
similar to each other more than to other feature vectorsters and Information, Cairo
by Elsevier B.V. All rights
Faculty of Computers and
lsevierbelonging to the other clusters. Several clustering algorithms
are proposed in the literature such as the K-means algorithm,
and the FMM [1,2]. The FMM is preferred for cluster analysis
because it produces a certainty estimate of the membership of
each feature vector to each one of the clusters in the input data
set. Each component in the FMM is usually a Gaussian distri-
bution. Unsupervised learning of the FMM parameters is
usually achieved via the Expectation–Maximization (EM)
algorithm [3]. The EM algorithm determines the FMM param-
eters that maximize the likelihood of this FMM to ﬁt the input
data set. However, the EM algorithm has some limitations.
First, it produces sub-optimal results as it converges to the
nearest local maximum of the likelihood function to the start-
ing point. Second, it produces biased estimates for the mixture
parameters when clusters are poorly separated i.e., overlapped,
or when mixing weights of the mixture components have ex-
treme values i.e., data are sparsely distributed [4]. Optimiza-
tion of a FMM is deﬁned as the minimization of the number
of components in the FMM required for ﬁtting an input data
20 A.R. Abasset. Optimization is one of the most difﬁcult problems in clus-
ter analysis [5].
Several criteria are proposed in the literature for the estima-
tion of the number of FMM components and hence the
number of clusters assuming that each cluster is represented
by a component in the FMM. A group of these criteria is
the penalized-likelihood criteria, which include as examples
the Bayesian Information Criterion (BIC) [6], the Bezdek’s
Partition Coefﬁcient (PC) [7], and the Minimum Message
Length (MML) criterion [8]. Other examples are the Informa-
tion Theoretic Measure of Complexity (ICOMP) [9,10], the
Minimum Description Length (MDL) criterion [11], the
Akaike’s Information Criterion (AIC) [12], the Approximate
Weight of Evidence (AWE) criterion [13], and the Evidence-
Based Bayesian (EBB) criterion [14]. Also, a new MML-like
criterion is proposed [15] and used with the Component-Wise
EM (CEM) algorithm [16] to estimate the number of FMM
components. The resulting algorithm overcomes problems of
the common EM algorithm such as obtaining sub-optimal re-
sults; and approaching the boundary of the parameter space
when at least one of the components becomes too small. How-
ever, due to the dependency on the EM algorithm the model
selected using these criteria is not necessarily the best model
for clustering small data sets. In other words, the selected mod-
el does not necessarily represent well-separated clusters that
are clearly associated with the model components [17]. It has
been shown that the BIC/MDL criterion performs comparably
with both of the EBB and the MML criteria, and it outper-
forms many other criteria in the literature [14]. The BIC/
MDL criterion has been shown to produce a good approxima-
tion to Bayes factor [18]. However, although the BIC/MDL
criterion is preferred when data clusters are separated and
the data size is large [19], it tends to overestimate the number
of components when cluster shapes are not Gaussian [4]. On
the other hand, it tends to underestimate the number of
components when clusters are overlapped or when the number
of feature vectors in the given data set is small [20]. Penalized-
likelihood criteria compromise the goodness of ﬁtting of the
FMM to the input data set with the complexity of that
FMM. Since the mixture complexity is a quadratic function
of the number of features (dimensions) in the input data set
these criteria are sensitive to the increase of the number of
features in the input data set. In the rest of this paper, the
algorithms that use the BIC and the MML criteria for
determining the number of FMM components are referred to
as the BIC algorithm and the MML algorithm, respectively.
Another group of criteria for the estimation of the number
of FMM components is based on the mutual information. This
group includes Data Entropy that is used to evaluate different
mixture models with different number of components [21].
However, this criterion may overestimate the number of
components in the presence of outliers, as it is biased toward
producing separated components. Another criterion in this
group based on the Bayesian-Kullback Ying-Yang learning
theory [22] is proposed [23]. This criterion is used in determin-
ing the number of FMM components [5]. However, due to the
dependency on the EM algorithm for learning mixture model
parameters this criterion has the same drawbacks of the penal-
ized-likelihood criteria. Therefore, this criterion produces inac-
curate results with small data sets [5]. Also, an algorithm that
is based on the mutual information theory is proposed [20].
However, on the opposite of the algorithms that use the penal-ized-likelihood criteria, this algorithm removes the largest
component that is overlapped with many other small compo-
nents in the FMM. This results in bad quality of the cluster
structure obtained by the resulting FMM because large com-
ponents in the FMM are supported by the data more than
small components. In addition, deleting large components in
the FMM causes the likelihood function to be largely de-
creased. This algorithm also underestimates the number of
mixture components when some clusters are poorly separated
in the data space. Finally, the authors used only centers of the
mixture components instead of all the data points in their def-
inition of the mutual information between two components in
the FMM. This may be only valid with data sets that are dense
and concentrated around their cluster centers as the examples
shown by the authors. In the rest of this paper, this algorithm
is referred to as the Mutual Information (MI) algorithm. An-
other algorithm that is based on mutual information theory is
proposed [24]. However, this algorithm has initialization prob-
lem due to starting with small number of components in the
mixture model. In addition, this algorithm has satisfactory re-
sults in determining the number of mixture components that is
equal to the number of clusters of the input data set only when
the size of this data set is large as reported by the authors.
With small data sets, especially those data sets that are sparsely
distributed and generated from overlapped clusters, this algo-
rithm underestimates the number of mixture components due
to the use of the histogram method for density estimation. Re-
cently, a Bayesian Ying–Yang (BYY) scale-incremental EM
algorithm for Gaussian mixture learning for both the parame-
ter estimation and model selection is proposed [25]. However,
this algorithm has initialization problem due to starting with
small number of components in the mixture model and using
the BYY harmony function as a stopping criterion that de-
pends on the estimated values of mixture parameters via the
EM algorithm. In addition, with small data sets, especially
those data sets that are sparsely distributed and generated
from overlapped clusters, this algorithm underestimates the
number of mixture components because the BYY harmony
function is biased toward producing well separated clusters
of nearly equal size.
Different criteria for the estimation of the number of FMM
components include Adaptive Mixtures algorithm that is a
recursive form of the EM algorithm [26]. Although this algo-
rithm does not require a range of the number of components,
it may overestimate the number of components when the given
data set contains sparsely distributed data [20]. Also, it may
underestimate the number of components when some clusters
in the data space are poorly separated. This results from the
iterative form of the EM algorithm, which may generate an
unnecessary component for few outliers in the data set and
also may allow many components to be overlapped. In addi-
tion, the resulting model depends on the order of presenting
the input data patterns to the algorithm due to the recursive
nature of the algorithm. Finally, this algorithm does not have
a measure that compromises the increase in the FMM com-
plexity with the goodness of ﬁtting of that model to the given
data. A cross-validated likelihood criterion is proposed to
estimate the number of components in the FMM using large
data sets [27]. However, this criterion requires not only a large
data set in order to be divided into training and test data but
also a sufﬁcient range of the number of components. In
addition, the selected model is not necessarily the optimum
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complexity. Therefore, it may overestimate the number of
components when the given data set is sparsely distributed.
Algorithms that use statistical tests are proposed to estimate
the number of components in the FMM [28]. However, the
output of these algorithms depends on a user-deﬁned threshold
that controls the decision of splitting non-Gaussian shape
components. In addition, the statistical tests used in these
algorithms are sensitive to the outliers in the given data set
[28]. Finally, these algorithms do not compromise ﬁtting the
mixture model to the given data set with the complexity of this
model. Finally, an algorithm that uses Markov-Chain Monte
Carlo (MCMC) sampling to explore the space of differentmodel
sizes is proposed to estimate the optimum number of compo-
nents in the FMM according to an entropy-based measure
[29]. However, this algorithm may stop at a local minimum of
the entropy function resulting in amodel that is not the optimum
one because of a large potential barrier between this model and
the next one that has less data entropy [30]. In addition, this
algorithm requires as large number of computations as the
Bayesian algorithms (see for example, [31]) due to the use of
the MCMC sampling. Therefore, these algorithms are imprac-
tical for many pattern recognition applications [30,15].
In this paper, an algorithm is proposed to determine both
the number of components in the FMM and its parameters
for ﬁtting an input data set that may be sparsely distributed
or generated from overlapped clusters. As it learns the FMM
parameters the proposed algorithm minimizes the mutual
information among components of the FMM while keeping
the reduction in the likelihood of this FMM to ﬁt the input
data minimum. The rest of this paper is organized as follows:
Section 2 presents an algorithm that is proposed to integrate
the unsupervised learning and the optimization of the FMM
using data sets that may be sparsely distributed or contain
overlapped clusters. Section 3 presents a comparison study
of the proposed algorithm and other algorithms such as the
MI, the MML, and the BIC algorithms based on their results
in clustering the input data and determining the number of
FMM components. Section 4 presents the conclusions and
the future work.Figure 1 Steps of the2. The proposed algorithm
The steps of the proposed algorithm, named the TUnedMutu-
al Information theory (TUMI) algorithm in the rest of this pa-
per, are shown in Fig. 1. The TUMI algorithm uses both
random parameter initialization and the CEM algorithm [15]
in order to reduce the effect of obtaining sub-optimal results
or approaching the boundary of the parameter space while
learning the FMM parameters. After the convergence of the
CEM algorithm the mutual information between each compo-
nent and the rest of the FMM components is computed as
explained in Section 2.1. The component that has the smallest
mixing weight in the FMM and positive mutual information
with the rest of the FMM components is considered unneces-
sary. Therefore, this component can be deleted from the
FMM provided that the rate of decrease in the likelihood func-
tion due to this deletion is less than a certain threshold value
that is deﬁned in Section 2.2. The threshold value can be used
to tune the TUMI algorithm to allow some overlap among the
FMM components. Parameters of the FMM components are
estimated in each iteration of the CEM algorithm in an ascend-
ing order according to their mixing weights. This allows small
components to survive and reduces the likelihood that a large
component absorbs small neighboring ones.
2.1. Computing the mutual information
To introduce the notation, let D be a given data set that con-
sists of n feature vectors that are independently and identically
distributed in d-feature space. Then, using a mixture modelMk
that contains k components the density function of this data
set is deﬁned as:
PðxÞ ¼
Xk
i¼1
pðxjhiÞPðhiÞ ð1Þ
where x e D, and hi is the set of parameters that deﬁne the cen-
tre and the covariance matrix of the i-th component in Mk.
This density function is redeﬁned as:
pðxÞ ¼
Xk
i¼1
fiðxÞ ð2ÞTUMI algorithm.
22 A.R. AbasWhere, fi(x) = p(x|hi)p(hi). This equation shows that the mix-
ture model can be regarded as the summation of k sub-density
functions. Based on the general deﬁnition of the mutual infor-
mation [2] the mutual information between two sub-density
functions fi and fj in Mk is deﬁned as:
Iðfi; fjÞ ¼
X
x2bfD
X
y2D
rðx; yÞlog2
rðx; yÞ
fðxÞfðyÞ ð3Þ
where r(x, y) is the joint distribution of ﬁnding x and y feature
vectors. The mutual information measures how much two dis-
tributions differ from statistical independence. Since x and y
are conditionally independent the value of r(x, y) can be deter-
mined as:
rðx; yÞ ¼ ½fiðxÞ þ fiðxÞ½fiðyÞ þ fiðyÞ ð4Þ
From Eqs. (3) and (4) it is easy to notice that when two sub-
density functions represent two statistically independent
distributions the mutual information between them is zero,
otherwise it is greater than zero. The mutual information
between a certain sub-density function fi and the rest of the
mixture model Mk is then deﬁned as:
Iðfi;Mk  fiÞ ¼
X
fi2Mkfi
ðfi; fjÞ ð5Þ2.2. Tuning the TUMI algorithm
The proposed algorithm can be tuned to allow mixture compo-
nents to be overlapped to some extent. A heuristic is proposed
to tune the proposed algorithm. To deﬁne this heuristic let the
percentage of change in the likelihood function due to the dele-
tion of a component from the mixture model Mk be dec(k),
which is deﬁned as:
decðkÞ ¼ logðpðDjMkÞÞ  logðpðDjMk1ÞÞ
logðpðDjMkÞÞ ð6Þ
After a short burn in stage, in which four components are de-
leted from the mixture model, four percentage values of the
likelihood change will be obtained. Then, until the last compo-
nent is deleted the next smallest component that has a positive
mutual information with the rest of the mixture model Mr
can be deleted only if dec(r) < avg(dec(k:r+ 1)) + 3std(dec
(k:r+ 1)), where avg and std denote the average and the
standard deviation. Since the TUMI algorithm is independent
of the number of mixture parameters it is less sensitive to the
number of features in the input data set than the algorithms
that use penalized-likelihood criteria. Therefore, it can handle
sparse data sets more accurately than these algorithms. In addi-
tion, tuning the mutual information theory allows the TUMI
algorithm to ﬁt data sets that are generated from overlapped
clusters more accurately than other algorithms that are based
on information theory without tuning.
3. Experimental results and discussion
Experiments are carried out to compare the performances of
the TUMI, theMI, theMML, and the BIC algorithms in clus-
tering and determining the number of the FMM components.
All algorithms are implemented and experiments are carried
out using the MATLAB software package. Data sets used
are described in Section 3.1. The method of initialization and
the convergence conditions of the EM algorithm are describedin Section 3.2. The measure used to quantify how good the
clustering results obtained by a clustering algorithm is de-
scribed in Section 3.3. Results of experiments and their
discussion are shown in Section 3.4.
3.1. Data sets
The data sets used have different types of cluster separation
and different numbers of features. These data sets are de-
scribed as follows:
3.1.1. The Iris data set
This data set is commonly used in statistical experiments since
it is used in [32]. It consists of 150 feature vectors each of which
is a vector in four-feature space. These feature vectors repre-
sent three clusters of equal sizes. Two clusters are overlapped
in the data space. The purpose of using this data set is to test
the algorithms compared when data clusters are poorly sepa-
rated and when the number of features is small.
3.1.2. The Second data set
This data set is artiﬁcially generated such that it contains 150 fea-
ture vectors each of which is a vector in four-feature space. Each
feature vector is generated with equal probabilities from three
separated Gaussian-shape clusters. The center of these clusters
are l1 ¼ ½2222T; l2 ¼ ½2262T and l3 ¼ ½2226T. The covariance
matrices of these clusters are identical and equal to
P
= 0.5 I4,
where I4 is the identitymatrix of order four.Thepurpose of using
this data set is to test the algorithms compared when data clus-
ters are separated and when the number of features is small.
3.1.3. The Third data set
This data set is artiﬁcially generated such that it contains 200
feature vectors each of which is a vector in 10-feature space.
These feature vectors are generated from three poorly sepa-
rated Gaussian-shape clusters with probabilities 0.5, 0.25,
and 0.25, respectively. The centers of these clusters are
l1 ¼ ½0;0;0; 0;0; 0; 0;0; 0;0T;l2 ¼ ½2;2;2;2;2;2;2;
2;2;2T, and l3 ¼ ½2; 2; 2;2; 2;2; 2; 2;2; 2; T, while their
covariance matrices are identical and equal to
P
= I10. The
purpose of using this data set is to test the algorithms com-
pared when data clusters are poorly separated and when the
number of features is large (i.e., the data set is sparsely
distributed).
3.1.4. The Fourth data set
This data set is artiﬁcially generated such that it contains 200 fea-
ture vectors each of which is a vector in 10-feature space. These
feature vectors are generated from ﬁve separated Gaussian-
shape clusters with equal probabilities. The centres of these clus-
ters are l1 ¼ ½0; 0; 0; 0; 0; 0; 0; 0; 0; 0T; l2 ¼ ½6; 2; 2; 2; 6; 6; 2; 2; 6;
6T; l3 ¼ ½2; 6; 6; 6; 2; 2; 6; 6; 2; 2T; l4 ¼ ½4; 4; 4; 4; 4; 4; 4; 4; 4T
and l5 ¼ ½6; 6; 6; 6; 6; 6; 6; 6; 6; 6T, while their covariance
matrices are identical and equal to
P
= 0.5I10. The purpose
of using this data set is to test the algorithms compared when
data clusters are separated and when the number of features is
large.
3.2. Initialization and convergence of the EM algorithm
In all experiments, the EM algorithm is initialized with a mix-
ture model that consists of 30 Gaussian components. These
Table 1 A comparison of the TUMI, theMI, theMML and the BIC algorithms in determining the number of components (clusters)
in the FMM. The number between brackets with the name of each data set is the number of classes of this data set.
Data TUMI MI MML BIC
NMI K NMI K NMI K NMI K
Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std
Iris (3) 0.86 0.07 3.16 0.75 0.38 0.38 1.52 0.52 0.87 0.05 3.39 0.79 0.76 0.00 2.00 0.00
Data2 (3) 0.91 0.06 3.20 0.77 0.27 0.34 1.50 0.64 0.91 0.05 3.29 0.76 0.79 0.13 2.44 0.50
Data3 (3) 0.80 0.37 2.64 0.77 0.00 0.00 1.01 0.10 0.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00
Data4 0.99 0.04 4.94 0.34 0.05 0.17 2.27 4.31 0.77 0.01 3.00 0.00 0.02 0.09 1.03 0.17
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covariance matrices. The center locations of these components
are randomly chosen from the data set. The covariance matri-
ces of these components are initialized similarly as
P
= [(1/
10d)trace(
P
T)]Id, where d is the number of features of the data
set, and
P
T is the covariance matrix of the data features. The
condition of convergence is |LOGLH(t)  LOGLH(t  10)|
< 0.001, where LOGLH(t) and LOGLH(t  10) are the natu-
ral logarithm of the likelihood function at iterations (t) and
(t  10), respectively. A Bayesian regularization method
[33,34] is used to prevent the algorithm from approaching
the boundary of the parameter space. This happens when at
least one component of the FMM collapses onto one data
point resulting in a singular covariance matrix for this compo-
nent. A regularization term kId, where k is a regularization
constant and Id is the identity matrix of order d, is added to
the update equation of the covariance matrix in the M-step
of the CEM algorithm. In the experiments of this paper k is
set to 0.0001.
3.3. The evaluation criterion
The mutual information is a symmetric measure to quantify
the statistical information shared between two distributions
[35]. Based on this fact this measure is used to quantify how
good the clustering results obtained by a clustering algorithm
for a certain data set is by comparing it to the true classiﬁca-
tion of this data set [36]. Let x and y be two random variables
represent the true class labels [1. . .m] for a certain data set and
the cluster labels [1. . .k] resulting from a clustering algorithm
for the same data set respectively. The mutual information be-
tween x and y is deﬁned as Iðx; yÞ ¼Pmi¼1
Pk
j¼1Pijlog2
ðPij=PiPjÞ, where Pij is the probability that a member of cluster
j belongs to class i, Pi is the probability of class i and Pj is the
probability of cluster j. Since this measure is not bounded by
the same constant for all data sets a normalized version thatTable 2 A comparison of the TUMI, the MI, the MML, and
the BIC algorithms using the Student’s t-test statistic with
different variances.
Data (TUMI, MI) (TUMI, MML) (TUMI, BIC)
P T P T P T
Iris 0.00 12.43 0.71 0.37 0.00 14.65
Data2 0.00 18.25 0.78 0.29 0.00 8.14
Data3 0.00 21.22 0.00 21.23 0.00 21.23
Data4 0.00 54.87 0.00 55.73 0.00 99.01ranges from 0 to 1.0 is proposed for easier interpretation and
comparison [36]. This normalized version is called the Normal-
ized Mutual Information (NMI) and is computed as:
NMIðX;YÞ ¼ IðX;YÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
HðXÞHðYÞp ð7Þ
where H(X) and H(Y) denote the entropy of X and Y. The
NMI has the value of 1.0 when there is a one to one mapping
between the clusters obtained and the true classes (i.e., k= m)
of a given data set. Since this measure is not biased toward
large k, it is preferred to compare different data partitions
[36,37].
3.4. Discussion of results
Table 1 shows the performances of the algorithms compared
with each one of the data sets used. The performance of each
algorithm is evaluated by the average and the standard devia-
tion of both the NMI criterion value and the number of FMM
components determined by the algorithm from 100 experi-
ments. Each experiment has different random initialization
values of the EM algorithm. This repetition of the experiments
removes the effect of initialization values of the EM algorithm
on the results of the algorithms. The shaded cells in this table
represent the maximum values of the average NMI among all
algorithms and the correct number of mixture components
(clusters) after rounding to the nearest integer number with
each data set. Table 2 shows comparisons of the TUMI algo-
rithm with the other algorithms compared using the Student’s
t-test statistic with different variances for each one of the data
sets used. The P value is the signiﬁcance and the T value is the
t-statistic. This test examines the statistical signiﬁcance of the
difference in performance of a pair of algorithms using their
NMI criterion values obtained from 100 experiments each of
which has a different random initialization of the EM algo-
rithm. The shaded cells in this table represent the cases in
which the difference in performance of a certain pair of algo-
rithms is statistically signiﬁcant according to the 5% signiﬁ-
cance level. Figs. 2–5 show representative examples of the
FMMs obtained from the algorithms compared with each
one of the four data sets used. In each ﬁgure, the ellipses are
isodensity curves of each component in the FMM.
Table 1 shows that the TUMI and theMML algorithms are
approximately similar and they are better than the MI and the
BIC algorithms with the Iris and the Second data sets that are
non-sparsely distributed. Examples are shown in Figs. 2 and 3.
With these data sets the TUMI and the MML algorithms re-
sult in the largest NMI criterion values and the correct number
of mixture components. The results also show that the TUMI
Figure 2 Examples of the FMMs obtained from: (a) the TUMI; (b) the MI; (c) the MML; and (d) the BIC algorithms for the Iris data
set. Results are shown in the subspace that consists of the third and the fourth features of the data set.
Figure 3 Examples of the FMMs obtained from: (a) the TUMI; (b) the MI; (c) the MML; and (d) the BIC algorithms for the Second
data set. Results are shown in the subspace that consists of the third and the fourth features of the data set.
24 A.R. Abasalgorithm is the best with the Third and the Fourth data sets
that are sparsely distributed. Examples are shown in Figs. 4
and 5. With these data sets the TUMI algorithm results in
the largest NMI criterion values and the correct number of
mixture components. Table 2 shows that the performance of
the TUMI algorithm outperforms (T-values are positive) and
it is statistically different from the performances of the MI
and the BIC algorithms in all data sets. The results also showthat the performance of the TUMI algorithm outperforms and
it is statistically different from the performance of the MML
algorithm in the last two data sets.
These results show that the performance of the TUMI algo-
rithm is better than the performances of the BIC and theMML
algorithms with sparsely distributed data sets. This is because
it is not as sensitive to the curse of dimensionality as both algo-
rithms do. It is also shown that the performance of the TUMI
Figure 4 Examples of the FMMs obtained from: (a) the TUMI; (b) theMI; (c) theMML; and (d) the BIC algorithms for the Third data
set. Results are shown in the subspace that consists of the ﬁrst and the second features of the data set.
Figure 5 Examples of the resulting FMMs obtained from: (a) the TUMI; (b) the MI; (c) the MML; and (d) the BIC algorithms for the
Fourth data set. Results are shown in the subspace that consists of the ﬁrst and the second features of the data set.
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with all data sets. This is because of many reasons; ﬁrst, delet-
ing from the mixture model the smallest component that has
positive mutual information with the rest of the mixture com-
ponents causes the model ﬁtting to the given data set to be
minimally reduced. On the other hand, the MI algorithm de-
letes the component that has the maximum positive mutual
information with the rest of the mixture components. Thiscomponent is always a large component in the FMM that is
overlapped with many small components and therefore delet-
ing it causes the model ﬁtting to the given data set to be
severely reduced. Second, computing the mutual information
values using all the data points allows the TUMI algorithm
to estimate with high accuracy these values with small data
sets. On the other hand, the MI algorithm computes the
mutual information values using the estimated mixture
26 A.R. Abasparameters that are more likely to be biased due to the sparse
distribution of the feature vectors in the data space. Although
the MI algorithm is mathematically more efﬁcient than the
TUMI algorithm results show that it can be highly inaccurate,
and therefore this efﬁciency gain can be worthless. Third, using
the likelihood function to tune the TUMI algorithm allows it
to estimate the number of mixture components with high
accuracy when the given data set is generated from partially
overlapped clusters. On the other hand, this sort of tuning is
not found in theMI algorithm and therefore it tends to under-
estimate the number of mixture components when the given
data set is generated from partially overlapped clusters.
4. Conclusions and future work
In this paper, the commonly used criteria for determining the
number of FMM components required to ﬁt an input data
set are reviewed. A new algorithm, called Tuned Mutual
Information (TUMI) algorithm, that is based on the Mutual
Information Theory is proposed. This algorithm overcomes
problems of the algorithms that use the penalized-likelihood
or the mutual information criteria. This algorithm produces
a single frame for model estimation and selection. Empirical
analysis shows that the proposed algorithm outperforms the
BIC and the MI algorithms. In addition, the proposed
algorithm outperforms the MML algorithm when the given
data set is sparsely distributed. However, the TUMI algorithm
contains parameters that need empirical adjustment when the
input data set is too sparse i.e., the number of data features
is too large compared with the number of feature vectors.
These parameters are the minimum mixing weight and the
regularization constant.
In the future, dimensionality reduction may be used to re-
duce the sparsity of the input data set, which allows the TUMI
algorithm to accurately handle too sparse data sets without the
need to empirically adjusting its parameters. Also, the TUMI
algorithm may be used to ﬁnd out the cluster structure, both
the optimum number of clusters and cluster membership for
each input feature vector, in more complex and real data sets
that may be sparsely distributed or generated from overlapped
clusters. For example, the TUMI algorithm may be used to
determine the Health Inequality structure of the world coun-
tries when applied on Health Inequality data sets [38]. These
data sets contain a large number of features compared with
the number of feature vectors i.e., sparse data.
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