Abstract: For an eigenfunction of the Laplacian on a hyperbolic Riemann surface, the coefficients of the Fourier expansion are described as intertwining functionals. All intertwiners are classified. A refined growth estimate for the coefficients is given and a summation formula is proved.
Introduction
For an automorphic function, the invariance under parabolic elements is used to give the standard Fourier expansion, the coefficients of which define the L-function of the form. In this paper, we instead consider the Fourier-expansion along a hyperbolic element. In other terms, let Y be a hyperbolic Riemann surface and let be a closed geodesic in Y . We are interested in the Fourier coefficients The present paper contains the following three main results: * E-mail: deitmar@uni-tuebingen.de
• In Theorem 2.3 one finds a classification of all intertwining functionals on the dual of the group PGL 2 (R).
• In Theorem 2.5 there is given the growth estimate = O | | 1/2 as | | → ∞. The proof uses the technique of analytic continuation developed by Bernstein and Reznikov in [1] .
• In Theorem 4.2 finally, a summation formula is proved, which involves the coefficients and the spectral decomposition in the compact case. The proof relies on the uniqueness of invariant trilinear forms as in [2] . The sum formula is of the form ∈Z | | 2 α( ) = α is a test function, the decomposition of the G-representation on L 2 (Γ \ G) is π and the constants and the explicit functions W depend on π . It is hoped that the choice of specific test functions will lead to more precise growth estimates for .
We explain the construction of the factors in a bit more detail. Let X be the universal covering of Y and Γ its fundamental group. Then Γ acts on X by isometries and Y is the quotient Γ \ X . So, Γ injects into the isometry group G of X , which acts transitively on X , i.e., X ∼ = G/K for a maximal compact subgroup K . Let (π V π ) be an irreducible unitary representation of the group G and let η : V π → L 2 (Γ \ G) be an isometric linear G-map. In Section 1 we describe the setting in greater precision. In Section 2 we classify the intertwining functionals that show up in the context and define the standard intertwiners that give rise to the factors above. We also show the growth estimate of the factors . In Section 3 we show how the Fourier expansion along a geodesic expands to an expansion on the whole space and in Section 4 we show how to derive the summation formula from the uniqueness of triple products.
Generalized period integrals
In this paper we use the group GL 2 (R), the elements of which we write as matrices , and the group G = PGL 2 (R) = GL 2 (R)/R × , the elements of which we write in the form [ ]. Here we will usually arrange the determinant of to be 1 or −1. The connected component of G is G 0 = PSL 2 (R) = SL 2 (R)/(±1). The group G 0 acts on the upper half plane H in C by linear fractionals and this action extends to an action of G in a way that G is identified with the group of all hyperbolic isometries on H. The stabilizer in G of the point ∈ H is the maximal compact subgroup
Let Γ be a discrete subgroup of the group G. Later we will assume Γ to be of finite covolume. For simplicity, we will assume Γ to be torsion-free and that Γ ⊂ G 0 . This implies that Γ is the fundamental group of Y = Γ \ H and the latter is a Riemann surface equipped with the hyperbolic metric.
For a closed geodesic in Y let ( ) denote its length. The period integral I ( ) = ( ) 0 ( ( )) is the zeroth coefficient of the Fourier-expansion of the function → ( ( )). Therefore the higher coefficients can be viewed as "generalised period integrals".
The real Lie-algebra of G is g R = sl 2 (R), the Lie-algebra of all real 2 × 2 matrices of trace zero. For X Y ∈ g R let (X Y ) = (1/2)tr X Y . Then is an invariant symmetric bilinear form. Let k R ⊂ g R be the Lie algebra of K . Then is negative definite on k R and positive definite on its orthogonal complement p R . Let a R = R 1 −1 , and let A = exp a R be the corresponding subgroup of G. Let a + R = R >0 1 −1 be the positive cone and let A + = exp a + R . Then A is closed and non-compact and its centralizer in G is the group AM of all diagonal matrices in G. Here M is the two element group generated by with the set of continuous homomorphisms from
for the corresponding homomorphism. It is known that G 0 → G/K can be identified with the sphere-bundle of H = G/K in a way that the geodesic flow is given by
where
A closed geodesic in Y gives rise to a conjugacy class [γ] in Γ of elements which "close" . Any such γ ∈ Γ is hyperbolic in the sense that it is conjugate in G to an element of the form 0 = diag ( 0 − 0 ) ∈ A \ {1}. We insist that 0 ∈ A + , i.e., 0 > 0 to make it unique. We now assume that γ be primitive, i.e., γ is no power τ for any τ ∈ Γ and ≥ 2. This is equivalent to the geodesic being primitive, i.e., is no power of any shorter geodesic. The characters of the compact abelian group A/ γ are given by those µ ∈ a * with µ γ = 1, i.e., µ(log γ ) ∈ 2π Z. Let µ γ be the unique element of a * with µ γ (log γ ) = 2π . Then A/ γ = Zµ γ . Later we will use the notation
is periodic of period 0 and thus has a Fourier-expansion 
Intertwining functionals
We first shall give a description of the admissible and unitary duals of the group G. For any topological group G, let G denote the unitary dual of G, that is, the set of unitary equivalence classes of irreducible unitary representations of G.
Next let G denote a semisimple Lie group with finite center and finitely many connected components. Then G has a maximal compact subgroup K which is unique up to conjugation. Proposition 2.1.
, the standard discrete series representations, 
The statement of the proposition can be deduced from the description of the unitary dual of SL 2 (R) given, for example, in [8] .
Let T = We now define a standard intertwiner on the representation π λ for Re λ > −1. Let The integral I st λ µ ( ), as written above, makes sense for = also in the case when + is not even. We use this fact for convenience. For ∈ N 0 we compute We next consider intertwiners which are supported on the closed orbits [1] and
0 is an µ-intertwiner for µ = λ + 1. Now consider higher derivatives of this distribution. For X ∈ g, the Lie algebra of G, and ∈ C ∞ (G), we let
Let N = θ(N) and let n R be its Lie algebra. Then the tangent space of P \ G at the unit is isomorphic to R . Let
Then n R = RX and n R = RX . For ∈ N set S [1] ( ) = R X (1). Then S [1] • R( ) = λ+1+2 S [1] . Since these span the space of all distributions supported at 1 we see that we get a non-zero µ-intertwiner supported on 1 if and only if µ = λ + 1 + 2 for some ∈ N 0 . If this condition is satisfied, then the space of intertwiners supported on [1] is one dimensional.
We turn to the other closed orbit [ 0 ]. In this case we define
and we conclude that there exists a non-zero intertwiner supported on S [1] . The same holds for the χ-twist. For (d) we consider the exact sequence
which induces the exact sequence of intertwiners
This proves the first assertion, i.e., the case δ 2 −2 (µ) = 0. If µ ∈ {−2 + 2 2 − 2}, which means δ 2 −2 (µ) = 0, then we have to show that the map V ∞ 1−2 (µ) → δ 2 −2 (µ) is non-zero, for it is automatically onto then, as the target space is one-dimensional. The above exact sequence dualizes to the exact sequence
Finally, for µ = 0 we show that the kernel of the restriction map V Proof. (a) Let = λ ∈ V λ be the unique K -invariant function which on K takes the value 1 and let = η( ). Then
If Γ is cocompact, by [10] 1/4 , where the implied constant depends continuously on . Therefore, this estimate holds uniformly on the closed geodesic attached to γ. According to [5, 8.328 .1], for fixed real and for | | → ∞ one has
This implies the claim.
(b) We start out as in the above proof, except that we do not use the estimate | ( )| |λ| 1/4 . We thus get
It suffices to show that for fixed γ and η one has |I
. We will show this using the technique of analytic continuation of representations from [1] . Let X ∈ sl 2 (R) with γ = exp X . After conjugating Γ, we may assume X = diag (A −A) for some A > 0. Then γ = diag ( A −A ) and µ = 2π /A. We have
It is easy to see that the function → π λ ( ) with
extends to a holomorphic function from {|Im | < π/4A} to V λ . It follows that the function (exp( X )) = η(π λ ( ) )(1) extends to a holomorphic function on the set of all = + ∈ C with | | < π/4A. We get a continuous extension to | | ≤ π/4A. For ≥ 0 we get by a shift of the contour integral that
For < 0 we similarly move the contour to π/4A.
(c) Let ∈ N and let : K → C be given by
Then and its complex conjugate span the lowest K -type in
We use induction in ∈ N 0 to show that
and
. This follows from (1) = 1 and the fact that
where ( * ) denotes a linear combination of , ≥ + 1, with positive coefficients. Now the equality
Similarly, we have
, and thus
So the same estimate holds for 
As 0 is an L 2 -kernel, the latter integral is finite almost everywhere in and is locally bounded outside a set of measure zero. Hence the continuous function η( ) is locally bounded by a constant times (1 + ( − 1)) 2 , so it is locally O( 4 ) and the same holds for the period integral I γ 0 (η( )). 
Fourier expansion of Maaß forms
Let : Γ \ H → C be a Maaß form, i.e., ∈ L 2 (Γ \ H) is
Triple products
In this section we assume Γ to be cocompact. Then
be an automorphic representation with π = π λ for some λ ∈ C. Since π is unitary, there is an anti-linear isomorphism to the dual : V π → V * π . Letπ denote the dual representation on V * π = Vπ. Let · be the complex conjugation on L 2 (Γ \ G) and letη be the composition of the maps Vπ
is an automorphic representation as well. 
be given by η ⊗η. For γ as in the first section and ∈ Z we get an induced functional on E,
In other words, for ∈ E we have
This has the Fourier series expansion
where the last line defines and we have used the fact that η γ − = η γ .
Let (τ V τ ) be another element of G. According to [9] there is a canonical G-invariant continuous functional 
And hence, for ∈ E,
where G ds ⊂ G is the set of all discrete series representations of G. So we conclude with Lemma 4.1.
We make this a bit more explicit by plugging in special test functions. The result is the following theorem.
Theorem 4.2 (summation formula).
For 
