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3Summary
In this thesis, attention is focused on computational modelling of the type of
rotating cavity flows commonly encountered in secondary air systems.
The first part of the thesis is devoted to improving the predictive modelling capa-
bilities for these flows. The LES solver used in the current work has been validated
for the non-buoyancy dominated flow of a rotating cavity with radial inflow. The
swirl ratio predicted by different sub-grid scale models tested is in good agreement
with the measurements, although a slight overprediction is observed at lower radii.
This has been demonstrated to be caused by an excessive numerical dissipation.
Adopting a stable, less dissipative I-LES solution, the swirl ratio matches the data
almost perfectly. In the next activity, the prediction from a Large-Eddy Simulation
conducted for a rotating cavity with a radial inflow introduced from the shroud and
heated on one wall have been compared with experimental data available from the
literature, and with those obtained using two URANS eddy-viscosity models. The
LES solution has shown a very good agreement especially in the outer part of the cav-
ity, capturing buoyancy effects. The results of two URANS models are considerably
worse than the LES.
Since LES is currently limited for application in industry by the high computa-
tional demand, Reduced Order Methods (ROM) that use data from LES have been
considered in order to construct a model which could result in a computationally
efficient method for design purposes. The POD-Galerkin procedure has been vali-
dated for the relative simple turbulent shear flow of the plane Couette flow. Then,
the low Mach number turbulent flow in a rotor-stator cavity has been modelled.
Overall, it is possible to claim that the models studied reasonably well predict the
turbulence phenomenon for the rotor-stator flow (LES statistics and experimental
measurements have been used as a benchmark).
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5NOMENCLATURE
An Roe matrix associated with n
A+ = 26 Van Driest constant
a inner cavity radius
an(t) expansion coefficients of the velocity
field in terms of the POD modes
b outer cavity radius
C = 0.09 constant
Cp = ∆P/
1
2ρΩ
2b2 pressure coefficient
Crc constant in F4
CS Smagorinsky constant
Cw = m˙r/µb mass flow rate coefficient
c speed of sound
d distance between the plates
F flux tensor
FC ,FV convective and viscous flux tensor
F1 function of the k − ω SST model
F4 =
1
1+CrcRi
rotation and curvature sensitization function
G = b−as geometric aspect ratio
gij filtered velocity gradient tensor
H numerical flux tensor
HI , HD, HV inviscid, dissipative and viscous part of H
Hi subelements forming the control volume
H total enthalpy
I = H − ΩL rothalpy
i imaginary unit
iˆz unit vector oriented along the z-axes
k thermal conductivity of the air
k turbulent kinetic energy
k∗ = 12u
′
iu
′
i/(Ωb)
2 nondimensional turbulent kinetic energy associated
with the resolved scales
L = rVθ angular momentum of the fluid
Lp(ξ, η) linear shape functions in the standard bi-unit square
Lx, Lz dimensions of the domain corresponding
to the minimal flow unit (MFU)
Lθ angular dimension of the sector used in the rotor-stator flow
lS Smagorinsky lenghtscale
Mθ = Ωb/
√
γRT0 rotational Mach number
M(nx, nz) RMS modal velocity
m˙r mass flow rate
NT total number of snapshots
6n surface unit normal direction
n quantum number from the POD
nx, nz wavenumber pairs from the Fourier decomposition
nθ wavenumber from the Fourier decomposition
in the tangential direction
Nu = q˙rk(Tw−T0) Nusselt number
P production term in the equations
of the k − ω SST model
p fluid pressure
p filtered modified pressure
pr = p− 12ρΩ2r2 reduced pressure
Q volumetric flow rate of fluid entering cavity,
conventionally negative for radial inflow
q˙ computed heat flux
R curvature parameter
R(x,x′) two point correlation tensor
Reθ = Ωb
2/ν rotational Reynolds number based on b
Ri Richardson number
Re = U0d/2ν Reynolds number
Rel = Ωr
2/ν local Reynolds number
Ro = v¯r/Ωb Rossby number
Rer = Cw/2pir
∗ radial Reynolds number
Rrr = V ′rV ′r/(Ωr)2 radial Reynolds stress component
Rθθ = V ′rV ′r/(Ωr)2 tangential Reynolds stress component
Rg general function used as a lifting of non-homogeneous
Dirichlet boundary datum g
r position vector
r radial coordinate
rp position vector of the face vertices
r∗ = r/b nondimensional radius
r∗ = r−ab−a nondimensional radius for the rotor-stator cavity
r∗re nondimensional radius of the low limit
of the experimental data range
r+ = r/δv radial coordinate in wall units
S = Vθ/Ωr swirl ration in the absolute frame of reference
Sij filtered rate of strain
S characteristic filtered rate of strain
Sk control volume face
s axial spacing between the discs
T fluid temperature
T0 inlet total temperature
T ∗ = T/T0 nondimensional fluid temperature
Tw wall temperature
TMw maximum temperature assigned on the wall
t time
U time average of the LES velocity snapshots
U0 constant speed of the plates
7Ui mean flow component of the resolved scales
in the Cartesian frame of reference
U i filtered velocity component relative to a stationary
frame of reference in Cartesian coordinates
u velocity (rotor-stator flow) or
velocity perturbation to the laminar flow (PCF)
u˚ = u−Rg fluctuating velocity the for rotor-stator flow
ui, i = 1, 2, 3 flow velocities in the x, y, and z direction (PCF)
and in the r, θ and z direction (rotor-stator flow)
u˜1, u˜2, u˜3 Fourier mode amplitudes from the decomposition of u
u′i, ui fluctuating flow component of the resolved scales
in the Cartesian frame of reference
uτ friction velocity
Vr, Vθ, Vz velocity components relative to the absolute frame
of reference and a cylindrical coordinate system
V ′r , V ′θ fluctuating velocity components relative to the absolute
frame of reference and a cylindrical coordinate system
V ∗r = Vr/Ωb, V ∗θ = Vθ/Ωb nondimensional velocity components relative to the absolute
frame of reference and a cylindrical coordinate system
Vi control volume
V∞θ , v
∞
θ absolute and relative tangential velocity in the core
v test function
v velocity vector relative to the frame of reference
co-rotating with the cavity
vr, vθ, vz velocity component relative to the frame of reference
co-rotating with the cavity
v¯r mean radial velocity at the inflow
W vector of the conservative variables
wp quadrature coefficients
x position vector
x Cartesian coordinate
xi, i = 1, 2, 3 Cartesian coordinate
y Cartesian coordinate
y+ near wall grid spacing
z axial coordinate
z Cartesian coordinate
z∗ = (z − z¯)/s) nondimensional axial coordinate
z¯ axial coordinate at the cavity centre
z+ = z/δv axial coordinate in wall units
8GREEK
α volumetric expansion coefficient
α O(1) non-dimensional parameter that
characterizes the energy dissipation
β, β∗ constants of the k − ω SST model
γ constant of the k − ω SST model
∆ subgrid characteristic length scale
∆P pressure drop from r∗ = 1 to r∗re = 0.4
∆t non-dimensional timestep
δij Kronecker delta symbol
δv = uτ/ν wall unit
 turbulent dissipation rate
w weighting coefficient in the Roe flux
θ tangential coordinate
θp periodicity angle of the model
λn eigenvalues from the POD
(r θ)+ = (r θ)/δv tangential coordinate in wall units
µ fluid viscosity
µt turbulent viscosity
ν = µ/ρ fluid kinematic viscosity
νML = ανt turbulent viscosity from the mixing-length closure model
νr residual viscosity
νt eddy viscosity
ρ fluid density
σk, σω, σω2 constants of the k − ω SST model
τr radial shear stress component
τθ tangential shear stress component
τRi,j residual Reynolds stress available from the LES
τ rij anisotropic part of the residual stress tensor
τ t total shear stress tensor
Φn(x) orthogonal eigenfunctions from the POD
ω specific dissipation rate of the k − ω SST model
Ω angular speed
Ωij anti-symmetric part of g
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Chapter 1
Introduction
1.1 Objective of the work and thesis layout
In this thesis, attention is focused on computational modelling for turbomachin-
ery internal air system of aeronautical gas turbine engines. In particular, the rotating
cavity flows confined between the discs that form the compressor or turbine drum
are considered.
In the past and recent years, the Reynolds Average Navier-Stokes approach
(RANS) applied to rotating cavity flow has been regularly used in both academic
and industrial environments. It is generally accepted that turbulent viscosity mod-
els may be highly problem dependent and often the literature presents inconsistent
results. Even if for simple shear flows the turbulent viscosity hypothesis is quite rea-
sonable, for many more complicated flows the accuracy of the assumption is poor.
As a result, attempts to compute turbulent rotating cavity flows using statistical
approaches (RANS) have had only partial success. Owing to the modelling of the
smaller scales only, Large Eddy Simulations (LES) constitutes a valuable way to com-
pute such flows. The technique is currently limited for application in industry by
the high computational demand. Its use is challenging for a single operating point
and even more so over the range of conditions representative of the whole engine
flight cycle that the internal air system analysis requires. However, it is possible to
get more value out of these very expensive and detailed numerical simulations. In
flows where the turbulent energy production is related to low wavenumber spectrum
and dominated by coherent structures, a truncated flow representation with a small
number of modes may capture both the spatial structures and a large percentage
of kinetic energy and, in turn, well represent the turbulent flow dynamics. Reduced
Order Methods (ROM) that use data from LES may be used to construct a relatively
small ordinary differential equation model for fluid flow problems which can than be
computationally efficient for design purposes. With this aim, the proper orthogonal
decomposition (POD) is here considered in order to identify a set of orthonormal
basis functions for the Galerkin projection of the Navier-Stokes equations. The low
dimensional model for the modal amplitudes may potentially predict, in turn, dy-
namics for different boundary conditions and may be used to improve RANS and
even guide simpler 1D models. A secondary but important aim of the work is to
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improve the predictive modelling capability for flow in rotating disk cavities using
LES. This type of flow occurs for example in the high pressure stage of a compressor
or in a two stage turbine. In particular, co-rotating cavities with a superimposed
radial inflow of fluid are considered because they have been recently investigated for
compressor clearance control. Following Atkins [1] or Sun et al. [2], the radial inflow
can be used to limit the flow unsteadiness associated with the thermal stratification.
The thesis is organised as follows: the cooling technology of the internal (or
secondary) air system, the goal of which is to alleviate the high thermal stresses on
the metal components, is described in the next section. Thermal modelling is then
delineated, an industrial practice in the engine design phase used to predict thermal
and structural loads for critical engine components. Particular attention is given to
the role of the Computational Fluid Dynamics (CFD) for rotating flow in the aero-
thermo-mechanical analysis. Finally, the last part of this chapter will be devoted to
introducing the POD in the context of ROM. In Chapter 2, theoretical considerations
for the flow physics involved in this work and a description of the numerical methods
employed for the LES and POD approach will be presented, along with a review of the
main research results considered relevant for this study. Chapter 3 describes LES of a
flow in a rotating cavity with narrow inter-disc spacing and a radial inflow introduced
from the shroud. Validation is carried out against the experimental data available
from the study of Firouzian et al. [3]. Different subgrid scale models have been
tested and RANS results are also presented. Even if the fluid flow in the compressor
and turbine disc cavities is turbulent and, generally, in the buoyancy regime, studies
of cavity flows in the absence of buoyancy can provide benchmark information of
the flow structures that arise for the different configurations. This study also offers
an important validation of the LES solver used in this work. In Chapter 4, a Large
Eddy Simulation is conducted for a rotating cavity heated on a wall, and with a radial
inflow introduced from the shroud. The time averaged local Nusselt number on the
heated wall is compared with the experimental data available from the literature
(Farthing et al. [4]), and with those derived from the solution of two Unsteady
Reynolds Averaged Navier-Stokes (URANS) eddy viscosity models. Several LES
have been conducted for rotor-stator systems, enclosed cavities in buoyancy regime
or rotating cavities with radial outflow. However, these two studies represent, to the
best of the knowledge of the author, the first attempt to characterize the radial inflow
case with the LES approach. The major purpose of this work still remains to derive a
ROM for a rotating cavity flow. The turbulent flow in a rotor-stator cavity is selected
for this purpose. This configuration is considered relevant because it is encountered in
the secondary air system. Furthermore, it has a fundamental importance in the study
of turbulence because, for example, represents one of the simplest configurations with
a three-dimensional boundary layer. A dynamical system for a driven plane Couette
flow in a minimal flow unit, a domain whose spanwise and streamwise extent is just
sufficient to maintain turbulence, is initially studied in Chapter 5. This relative
simple turbulent shear flow is used to validate the POD-Galerkin procedure. The
ROM for the flow in a rotor-stator cavity will be subsequently derived in Chapter 6.
This time, the flow is particular challenging for numerical modelling, not only because
of the complicated geometry, but for more complex flow dynamics (i.e. not weakly
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turbulent in nature). Furthermore, laminar, transitional, and turbulent regions,
which show completely different flow properties, can coexist in the cavity. The main
points of the thesis are finally summarized in the conclusions in Chapter 7.
1.2 Secondary air system overview
While the efficiency of the aeronautical gas turbine engine has continued to im-
prove since its introduction, individual components have been subject to an increas-
ing combination of very large centrifugal forces and elevated temperatures. High
temperature materials and complex air systems have therefore been incorporated to
endure these conditions. In the engine design, an economic balance must be struck
between the use of high temperature materials, which add significantly to unit costs,
and the amount of cooling air drawn off from the various compressor stages, which
decreases the engine efficiency. It is the cooling technology on which attention is
focused in this thesis. A cut away section of a Rolls-Royce aero-engine, showing the
secondary air system, is presented in Fig. 1.1. Up to 20 % of the main air flow
Figure 1.1: Cut away section of a Rolls-Royce Trent 900 aero-engine. Rolls-Royce
plc courtesy.
is extracted from various compressor stages to manage the internal cooling and to
prevent hot gas ingestion, as well as for other secondary air system purposes. From
the bleed off-take station in the compressor, the cooling and sealing air is led to the
thermally stressed components through internal passages inside the engine. The life
targets and integrity of these components are then optimized. The interposition of a
protective film of air between the turbine blade surfaces and the hot main stream is
an example of this convection cooling technology. It overcomes the limits imposed by
the materials improving both the thermodynamic efficiency of the engine by allow-
ing an increased meanstream temperature and the blade life. However, the efficiency
and reliability of the whole engine heavily depend on the quantity and quality of the
cooling air supplied to these components. As this air makes no direct contribution
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to engine thrust, it manifests as an increase in specific fuel consumption leading to
higher operational costs, estimated at up to 5% of the total fuel consumption [5].
As a consequence, there is a strong incentive to reduce the quantity of the air drawn
off from the main annulus and to maximise its effectiveness. An accurate prediction
of the temperature, in turn, can allow the use of both less air and less expensive
materials with higher confidence. The optimisation of the secondary air system is,
as a result, a crucial part of the engine design.
Rapidly rotating cavities heated from the periphery are typical components of
gas turbine geometry. Compressor and turbine blades are supported by discs that
create a system of multiple rotating cavities. The temperature within the cavity
is controlled by a combination of radially inward or outward air and by an axial
through-flow. In the latter case the air extracted from the compressor stages of the
engine passes through the annular gaps between the discs and the engine shaft (Fig.
1.2) and then moves axially towards the compressor and turbine cavities. When the
Figure 1.2: Schematic of a secondary air system in a compressor. From Child [6].
engine conditions change, the external part of the cavity system responds quickly
to the different temperature of the main flow, stressing structural components and
affecting blade tip clearance. By controlling the radial temperature distribution, tip
clearance and stresses can be controlled, increasing the engine life and performance.
The knowledge of parameters such as heat transfer, mass flow rate and swirl fraction
is in turn fundamental to estimate the temperature distribution within the cavities.
The flow path in a typical internal bleed configuration of the air system of an
aeronautical three spool engine is shown in Fig. 1.3. Each engine spool consists of a
compressor and turbine assembly. The cooling system is dived into four different cir-
cuits highlighted with different colours in the figure. From the intermediate pressure
compressor (labelled IPC in the figure), almost 0.5% of the main flow air is extracted
to limit the radial thermal gradient in the lower pressure part of the IPC drum cavity
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Figure 1.3: Internal air system schematic section of Rolls-Royce engine. Courtesy of
Rolls-Royce plc.
system (the orange circuit in Fig. 1.3). The ventilating flow is bled between the fifth
and sixth stage and finally mixed with the main flow in its initial section. Around
2% of the main annulus air is introduced in the second circuit (represented in yellow)
from the last stages of the IPC to cool the high pressure IPC drum disks, the high
pressure compressor (HPC) disks and the cob of the high pressure turbine (HPT),
before mixing with the main flow through the rim seals of the low pressure turbine
(LPT) stator wells. The LPT drum is also pressurised to prevent hot ingestion of
the air from the main annulus path into the system. The air in the third circuit (in
pink) is extracted from the fourth stage of the HPC (2% of the main flow) to cool
the nozzle vanes and rotor blades of the intermediate pressure turbine (IPT). The
downstream IPT disk face is cooled before the air joins to the main annulus path in
the IPT stage. The fourth and largest air bleed (10%) is divided in two parts (the
purple circuit). 80% of the air cools the combustion chamber envelope and the HPT
nozzle guide vane, while the remaining 20% cools the external combustor casing and
the upstream HPT disk face. After the external film cooling of the HPT blades the
air mixes with the main annulus flow.
1.3 Modelling for the secondary air system
Temperature measurements conducted by industry during engine development
programs for engine validation and certification are extremely expensive and time
consuming. The idea of a virtual engine model to produce accurate prediction of the
behaviour of a real engine able to run quickly and cheaply is clearly attractive (see
for example Di Mare et al. [7]). Use of computational methods in aeroengine design,
in turn, is expanding considerably as parallel computing hardware has become more
and more accessible.
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1.3.1 Thermal modelling
Given the large time-scales of the internal air system metal components to reach
the stationary condition compared to turbomachinery mainstream flow (of the order
of 10 minutes and 10−1 seconds respectively), an analysis of the whole transient flight
cycle may be required (Chew and Hills [8]). Aero-thermo-mechanical analysis is a
current practice in the engine design phase to predict thermal and structural loads
in critical engine component during the transient engine cycle. Industrial tools use
finite elements codes for the discretisation of the solid mechanics and heat equations
in the solid domain. This analysis typically requires complex thermal and mechanical
boundary condition. Simplified analytical or empirical expressions and correlations
are employed to estimate efficiently these parameters, relying on the experience of the
user. Often this approach can lead to large inaccuracies as complex geometries and
turbulent flow structures are involved in modern engine designs. Matching against
engine data requires considerable effort and techniques to replace correlations with
calculated boundary conditions are in turn strongly required. Computational Fluid
Dynamics (CFD) has been increasingly used as a tool to fill this gap. Through an
aerothermal analysis, thermal boundary conditions are directly generated modelling
the fluid flow. Over the engine transient cycle, fully coupled methods permit passing
temperatures and heat fluxes between the boundaries of the fluid and solid domain.
As an alternative to the two-way coupling methods of a fluid and solid thermal
solver, conjugate solvers calculate the solution using a single code simplifying the
management. However, currently conjugate solvers lack specific features developed
for the turbomachinery industry.
1.3.2 Computational fluid dynamics
Computational fluid dynamics codes solving the RANS equations with a model
of turbulence are the current industrial practice for the design of internal air systems
in gas turbines. It is generally accepted that closure turbulence models appear to
be highly problem dependent and they can have significant influence on the results.
Turbulence model limitation, the lack of suitable measurements and the still not
completely understood complex flow phenomena involved give an idea of the chal-
lenges faced in the development of CFD methods for internal air system. A review
of CFD methods developments for industrial air system is presented in [9].
Rotating flows show a strong coupling between the momentum equations that
affects the convergence rate of the solution scheme. Compared to the main flow
calculations for the same mesh size, up to an order of magnitude greater CPU time
can be required to simulate rotating flows. Owing to the low Mach number flow
in the internal air system, incompressible formulation of the Navies-Stokes equation
with pressure correction methods were initially used in the modelling of only steady
and axisymmetric configurations. Currently, three dimensional steady and unsteady
models are commonly adopted. The growing interest in the air system and main
flow interaction has promoted the attention on robust, efficient CFD methodologies
to resolve the flow dynamics of the combined systems. Density based methods with
low Mach number treatment (preconditioning) have been successively preferred to
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pressure correction methods because they are able to calculate air system and main
flow simultaneously. Multi-grid methods have been demonstrated to be very effective
in achieving convergence of density-based solvers and inviscid problems [10]. Bound-
ary layer problems for viscous flow require stretched meshes and the convergence is
slowed as a result. The secondary air system is characterised by intricate geometries,
mainly due to mechanical requirements. Models, in turn, increase constantly their
complexity by including more and more details. The use of unstructured mesh and
mesh adaption is therefore appealing even if, in the latter case, it is difficult to define
appropriate adapting criteria. The mesh size may be limited by computing resource
and refining the mesh to areas of high discretization error may sensibly affect the
computational performance.
In an aero-engine secondary air system, the fluid dynamics modelling involves
important components such as the disc cavities. Complex fluid structures can arise
in the fluid dynamics of rotating cavity, especially when heat transfer is involved. In
an engine, during the cruise or deceleration phase of the flight cycle, the compressor
cavities have a positive radial temperature gradient, with hotter outer shrouds and
cooled cobs and strong buoyancy effects occurs under the centripetal force field. This
flow is recognised as particular complex to model using CFD due to the three dimen-
sional and unsteady nature of the physics involved. In particular, co-rotating cavity
modelling is challenging when the radial inflow is low or zero, such as in a HP com-
pressor drum. A review of previous work modelling these cavities is given in Chapter
2. For rotationally dominant flows characterised by high Reynolds numbers the k− 
model with standard wall functions is considered satisfactory for most of the cur-
rent industrial turbomachinery applications even if there are examples of significant
shortcomings in prediction. For low Reynolds numbers and near wall resolution, the
two layer k−/k−l model and k−ω SST are generally preferred. Higher level turbu-
lence closures, such as Reynolds stress models (RSM), can achieve better agreement
with measurements probably because they are able to represent complex anisotropic
structures. The higher computational demand to resolve the coupled six stress equa-
tions and the convergence difficulties however limit its use in industry. Large Eddy
Simulation (LES) is confirming its important role in the research environment, al-
though its high computational cost limits its use in the industrial design practice
(even if it is rapidly gaining acceptance). Simulation of complex turbulent flows
show that LES can lead to closer agreement with experimental measurements than
the unsteady RANS (URANS), also for air system flows. In the LES approach, large-
scale motion depending on the configuration is directly resolved while the universal
small scales are treated with a simple sub-grid scale model. A better representation
of physical processes involving large unsteadiness structures is expected as a result
[11]. However, LES models can depend on the numerical effects of the discretisation.
Unless high-order schemes are used, the numerical dissipation in most cases is not
negligible and may contribute to dissipation of the resolved turbulence.
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1.3.3 Reduced order modelling (ROM)
RANS equations are the current industrial practice for the design even if turbu-
lent viscosity models may be highly problem dependent and they can have significant
influence on the results. Large Eddy Simulations (LES) can potentially provide sig-
nificantly better results but at the moment the CPU time needed is too big for design.
However, LES can provide data ensembles to use in the context of Reduced Order
Methods (ROM) which can be computationally efficient for design purposes. Bearing
in mind this goal, proper orthogonal decomposition (also known as Karhumen-Loève
decomposition) is outlined in the following.
In the research community the apparent contrast between the simplicity of the
governing Navier–Stokes equations (NSE) and the complexity of fluid motions is al-
most evident. The nonlinear term in the acceleration is a very significant issue caus-
ing the majority of the difficulties. Fourier transform of the nonlinear term show the
strong dynamic coupling among the modes. The continuity equation introduces the
further complication of the non-locality of the solution. As partial differential equa-
tions, the NSE have infinitely many degrees of freedom. Classical turbulence theory
estimates that the number N of degrees of freedom of a turbulent three-dimensional
flow scales as N ' Re9/4. This is a very large number but, however, it is not infinite.
In isotropic, homogeneous turbulence, flow structures display an enormous range of
length scales. Low dimensional models cannot hope to account for the detailed, high
wavenumber, spatially chaotic aspects of fully developed turbulence. Many flows at
lower Reynolds number or in constrained geometries seem to have just a few basic
structures which persistently appear, disappear and then appear again. Where large
eddies experimentally seem to play an important role, modal expansion based on
a coherent structure approach may be a systematic way to extract the determinis-
tic features of the flow. Nevertheless natural mode decomposition, such as Fourier
modes, seems not to be helpful in the inhomogeneous directions. In the search for
a consistent method for identification of the coherent structures, proper orthogonal
decomposition (POD) was proposed as an unbiased technique for determining which
modes, when suitably combined, can form such organised structures (Lumley [12]).
Computing the proper orthogonal modes is reduced to resolving an eigenvalue prob-
lem of a compact self-adjoint operator. It requires three-dimensional autocorrelation
tensors averaged over many realizations of the flow. They are provided by an ex-
perimental or numerical database. The proper orthogonal decomposition yields an
optimal set of basis functions in the sense that, by the Galerkin projection of the
Navier Stokes equations onto the subspace spanned by the set of POD modes, the
resulting truncated system of ODEs best represent, in average, the kinetic energy of
the system among all possible truncations of the same order. Owing to the trunca-
tion of the spectral representation at wavenumber much smaller than that related to
the viscous dissipation, an eddy viscosity model, conceptually similar to that used
in the LES approach, is used to account for the neglected modes and to avoid the
accumulation of energy at high wavenumber.
Chapter 2
Theory and literature review
2.1 Rotating cavity flows
A general description of the type of rotating cavity systems encountered in an
aero-engine has been given in Section 1.2. In this section, theoretical consideration
on rotating cavity flows, in particular with reference to those having a radial inflow of
fluid, are recalled because they are essential for a proper interpretation of the results
presented in Chapter 3 and 4. Literature on flows in rotor-rotor cavities considered
relevant to this work is also presented. Finally, at the end of the section, a review of
the rotor-stator problem is presented with reference to the ROM derived in Chapter
6.
Inter-disc cavities may be completely sealed, or alternatively, in some configura-
tions, the shroud is equipped with holes supplying additional flow to the system. In
the absence of this radial bleed, the flow within the cavity is approximately in solid
body rotation, i.e. it rotates at the disc angular speed. In this case, the heat transfer
to the internal surfaces is weak and dominated by buoyancy effects resulting from
thermal stratification. In a rotating cavity with an axial through-flow, the centrifu-
gal force drives colder fluid into the cavity through elongated radial arms. The flow
field then forms large counter-rotating vortices (cyclonic and anti-cyclonic regions)
cyclic in time and with their axis parallel to the axis of rotation. Evidence of these
macro-structures can be found in the experiments of Farthing et al. [13], Bohn et
al. [14], Long et al. 2007 [15], Günther et al. [16] or in the numerical simulations of
Tian et al. [17], Sun et al. [11] and Owen et al. [18]. The experimental investigation
of Bohn et al. [19] of the convective heat transfer in sealed annulus rotating around
their horizontal axis has been used as a reference for several numerical studies. The
annular cavity is heated at the outer shroud and cooled at the inner shroud to estab-
lish a strong natural convection flow inside. Sun et al. [20] found excellent agreement
with the results of Bohn et al., using a laminar unsteady solver without either re-
solving or modelling the smallest turbulent length scales. This practice is referred
to as implicit LES [21], a numerical approach in which the truncation error of the
numerical scheme acts as the subgrid scale model, see Sec. 2.2.1. In this paper, Sun
et al. also applied CFD for a high Rayleigh number free convection in a stationary
cube (under gravity) and found excellent agreement with empirical correlations. In
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a numerical study of a rotating cavity with axial throughflow of cooling air, Long
and Tucker [22] found reasonable agreement of the computed Nusselt numbers over
the disc surface with their previous experimental correlation. However, limitations
of the laminar model employed were found. Mixed results have been obtained by
Owen et al. [18] using unsteady RANS k −  models in three-dimensional simula-
tions of a rotating cavity with an axial flow of air. In one of three cases considered,
radial distribution of the tangential velocity and Nusselt numbers respectively over-
predicted and underpredicted the measurements. In the investigation by Sun et al.
[11] on a rotating cavity with a central axial throughflow, comparisons with the ex-
perimental data of Long et al. [23] showed that LES based on the Smagorinsky-Lilly
model performed significantly better than unsteady RANS, representing finer tur-
bulent structures with plumes ejected from the shroud and could plumes originated
from the axial thorough-flow. The LES solutions showed a good agreement with the
tangential velocity, but the heat transfer results were shown to only be within 25
% of the measurements. The demanding computation allowed the analysis of only
three experimental conditions.
Following Atkins [1] or Sun et al. [2], the radial inflow can be used to limit the
flow unsteadiness associated with the thermal stratification. CFD investigations of
a flow not dominated by buoyancy effects generated in a test rig with both an axial
bore flow and a radial inflow were conducted by [2]. Using different RANS turbulence
models for both an axisymmetric model and a three dimensional 22.5 degrees sector,
they found similar flow patterns for all the cases. Furthermore, the results were
in agreement with an integral method solution and a LES calculation. Buoyancy
effects appeared to be suppressed by the presence of the radial inflow. Since the
results obtained from the 0.2 and the 22.5 degree sector agreed well, a 0.2 degree
axisymmetric sector CFD model was employed for a coupled simulation between the
steady CFD model and a finite element (FE) thermal model of the rotating cavity.
Good agreement was obtained between the coupled solution and rig test data in
terms of metal temperature.
When a radial bleed is introduced from the shroud, the flow within the cavity is
drastically changed. The analytical work of Hide [24] revealed the existence of four
distinct regions in a non-buoyancy dominated laminar flow, as shown in the schematic
of Fig. 2.1. In the source region, the flow is distributed in two Ekman type boundary
layers which transport the fluid to the sink region. Between the boundary layers,
the source and the sink regions, there is an inviscid interior core with zero radial and
axial velocity components. The cavity in Fig 2.1, which corresponds to the geometry
studied in Chapter 3 and 4, has radial extension (b− a), where a and b are the inner
and outer radius, respectively. It rotates with angular speed Ω around the z-axis of a
cylindrical frame of reference (r, θ, z) co-rotating with the same speed. The velocity
components in this frame are denoted by vr, vθ, vz. The corresponding components
in the absolute frame of reference are instead Vr, Vθ, Vz. The nondimensional core
tangential velocity is defined in the absolute frame of reference as
S =
Vθ,∞
Ωr
(2.1)
and subscript ∞ means that the tangential velocity is that of the cavity core. A
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Figure 2.1: Schematic representation of the flow in a rotating cavity with radial
inflow.
small amount of radial flow is introduced from the shroud. The inviscid momentum
equation, in the rotating frame of reference, is as follows:
v · ∇v + 1
ρ
∇p = ∇
(
1
2
Ω2r2
)
− 2Ω iˆz × v. (2.2)
iˆz is the unit vector oriented along the z-axis and the first and second term on the
right hand side are the centrifugal and the Coriolis forces per mass unit, respectively.
For this problem, an appropriate velocity scale may be given by the velocity of the
entering jet, |v(r = b)|. Considering as a length scale over which v varies significantly
the cavity radial extension (b− a), the relative importance of the inertial term over
the Coriolis effect measured by the Rossby number is Ro = |v(b)|Ω(b−a) . Thus, when the
velocity of the jet is small, compared to Ω(b− a), Eq. 2.2 becomes:
1
ρ
∇p = ∇
(
1
2
Ω2r2
)
− 2Ω iˆz × v. (2.3)
The flow conditions are said to be geostrophic, since, for an incompressible flow, Eq.
2.3 represents the balance between the Coriolis force and the gradient of the reduced
pressure, defined as pr = p− 12ρΩ2r. The curl of Equation 2.3 gives
2Ω iˆz · ∇v = 0 (2.4)
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from which:
∂v
∂z
= 0. (2.5)
Equation 2.5 corresponds to the Taylor-Proudman theorem: an inviscid fluid in slow
motion (relatively to the cavity rotation) cannot vary along the direction of the
rotation axis. The tendency of the rotating flow to two-dimensionality seems to
have a strong damping effect on the development of turbulence. In the experiment
of Firouzian et al. [25], a series of test conducted at different inflow rates indicated
that in the core fine scale turbulence is generally inhibited. The radial and tangential
components of Eq. 2.3 are:
1
ρ
∂p
∂r
= Ω2r + 2Ωvθ
1
ρ
∂p
∂θ
= −2Ωrvr
(2.6)
The second of Eq. 2.6 means that radial flow through the inviscid core is possible
only if exists a tangential pressure gradient is present, i.e. if the flow is axisymmetric,
then vr = 0. The core penetration is inhibited and the fluid can only move near the
walls where the viscous forces come into play to balance the Coriolis forces. Following
the first equation, instead, the tangential velocity will be determined by the radial
pressure distribution and, therefore, by the boundary layers on the discs. Assuming
symmetry around the cavity mid-axial position, Eq. 2.5 gives vz = 0 and vθ is the
only nonzero velocity component in the inviscid core.
The tangential component of the inviscid momentum equation, written in the
absolute frame, is as follow:(
Vr
∂
∂r
+
Vθ
r
∂
∂θ
+ Vz
∂
∂z
)
Vθ +
VrVθ
r
=
1
ρr
∂p
∂θ
. (2.7)
If the Taylor-Proudman holds ( ∂∂z → 0), and the flow is axisymmetric, Eq. 2.7
reduces to (
∂Vθ
∂r
+
Vθ
r
)
Vr = 0 (2.8)
whose solutions are rVθ = const and Vr = 0. The latter solution, Vr = 0, has been
discussed above. The former solution instead defines the source region, in which
the angular momentum rVθ has to be constant to allow radial inflow penetration.
Defining the non-dimensional radius as r∗ = r/b, the corresponding nondimensional
core tangential velocity in agreement with a free vortex solution is given by
S = Si r
∗−2 (2.9)
The core swirl ratio at the inlet, Si = Vθ,∞/Ωb, usually ranges in 0 < Si < 1 and
can be influenced by the shroud geometry, the rotational speed and the mass flow
rate. After passing the shroud, the swirl ratio can rapidly change and it is referred
to the effective swirl ratio Seff . The source region extends for r∗e < r∗ < 1 with r∗e
its edge and here the fluid moves into the disc boundary layers until, at r∗ = r∗e , all
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of it is entrained. When Seff < 1, the source region divides into two parts, named
S1 and S2. In the region S1, the tangential velocity is expected to be lower than
the solid body rotation, i.e. S = Seff
r∗2 < 1. In this case recirculation with outflow in
the boundary layer can occur [26]. In the region S2, instead, the tangential velocity
is higher than the solid body rotation and only inflow is admitted in the boundary
layer.
Near the wall, the balance of forces must also involve the viscous effects, causing
a departure from the geostrophic conditions. Following the usual boundary layer
approximations, the axisymmetric momentum equations can be written as(
vr
∂
∂r
+ vz
∂
∂z
)
vr − (vθ + Ωr)
2
r
= −1
ρ
∂p
∂r
+
1
ρ
∂τr
∂z(
vr
∂
∂r
+ vz
∂
∂z
)
vθ + 2Ω vr +
vrvθ
r
=
1
ρ
∂τθ
∂z
∂p
∂z
= 0
(2.10)
with the two stress components given by:
τr = (µ+ µt)
∂
∂z
vr
τθ = (µ+ µt)
∂
∂z
vθ
(2.11)
For turbulent flow the stress depends non-linearly on the derivatives of the velocity
components through an eddy viscosity µt. The next level of approximation consists
in linearizing the terms on the left hand side of Eq. 2.10 with the assumption that
vr, vθ, vz << Ωr. This readily gives
−Ω2r − 2Ωvθ = −1
ρ
∂p
∂r
+
1
ρ
∂τr
∂z
2 Ω vr =
1
ρ
∂τθ
∂z
(2.12)
Since the pressure is constant in the axial direction, the radial pressure gradient
appearing in the first of Eq. 2.12 can be replaced by the value from the geostrophic
core, given by Eq. 2.6. This finally leads to the Ekman equations
− 2ρΩ (vθ − v∞θ ) =
∂τr
∂z
2ρΩ vr =
∂τθ
∂z
(2.13)
where v∞θ denotes the relative tangential velocity in the core. This corresponds to a
balance between Coriolis and viscous forces. The Ekman layer is formed due to the
mismatch between the velocity in the core and the rotating disc. Since the pressure
is constant along the z-axis, when vθ → 0 near the wall, the pressure gradient is
not balanced by the Coriolis force and drives the radial motion against the shear
forces. Details for the solution of Equation 2.13 can be found in the books [26, 6].
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Specifically, after integration in the axial direction, the core swirl ratio is related to
the nondimensional mass flow rate Cw = m˙r/µb and the rotational Reynolds number.
If the flow is laminar, the Ekman equations can be integrated in closed form. This
gives
S = 1 +
1
2pi
Cw
Re
1/2
θ
(r∗)−2 . (2.14)
For the turbulent case, an integral-momentum theory similar to that used by Von
Kármán to solve the equations of the free disc is applied. This gives:
S = 1 + 2.22
C
5/8
w
Re
1/2
θ
(r∗)−13/8 (2.15)
Although Equation 2.14 and 2.15 have been derived assuming that the relative veloc-
ity components are small compared to the speed of the disc, the formulae have been
demonstrated to be accurate even when the swirl ratio S is significantly higher than
1 [27]. The tangential velocity in the cavity core increases with decreasing radius
and results in tangential velocity higher than that the disc walls. In the core, where
the radial velocity is almost zero, the tangential velocity depends on the flow rate in
the Ekman layer. It could be worth noting that since on the wall µt = 0, the first of
Equation 2.13 provides a direct relation between the swirl ratio in the core and the
radial shear stress gradient normal to the wall:
S =
µ
2ρΩ2r
(
∂τr
∂z
)
w
. (2.16)
This consideration will be important in the evaluation of the numerical results of
Chapter 3 and 4.
An extension of the work of Hide was carried out by Owen, Pincombe and Rogers
[27] using the integral-momentum techniques of Von Kármán. The solutions of the
linear and nonlinear Ekman layer equations were compared with experimental data,
achieving good agreement for a large number of conditions. They also proposed that
transition of the Ekman layer from laminar to turbulent occurs where the size of
the laminar and turbulent source regions predicted by the Ekman equations is the
same. This occurs at the radial position for which the Reynolds number Rer =
Cw/2pir
∗ = 180. Note that the same condition can be also expressed as m˙r/µr '
1200. Flow visualisation and velocity measurements in a rotating cavity with radial
inflow were made by Firouzian et al. [25, 3] using laser-doppler anemometer and
considering several shroud geometries. The measurements and the theoretical linear
and nonlinear solutions were compared obtaining reasonable agreement. A foam filled
shroud, consisting of a continuous peripheral slot, permitted the entering radial flow
to be in solid body rotation, i.e. swirl ratio at the inlet Si = 1. This case has been
computationally studied using LES in Onori et al. [28] and this work is presented in
Chapter 3.
Atkins [1] experimentally investigated the use a small bleed of radial inflow in
co-rotating cavities to reduce the disc time constants of a High Pressure Compressor
(HPC) disc and, in turn, the mismatch in thermal response between HPC drum
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and casing. The rig consisted of a stationary hollow shaft, a stationary casing and
four co-rotating cavities where the non-dimensional parameters are consistent with
engine conditions. The two central cavities only are fed by the superimposed radial
inflow and the axial through flow enters through the gap between the shaft and the
disc holes. During the simulated transient cycle (a model of the maximum engine
take-off condition (MTO)), the radial mass flow rate follows a three step trend while
the axial mass flow rate has an almost constant oscillating behaviour. An electrical
heater located between the casing and the outer part of the rotor provides the hot
air to condition the drum. In such configuration, as a consequence of the forced
convection in the boundary layer, the heat transfer coefficient on disc faces increases
the thermal response of the drum. A lumped model calibrated with the experimental
results showed that a modest radial inflow bleed was sufficient to significantly reduce
the disc time constant having a great potential for the blade clearance control.
Numerical simulations conducted for this class of flows are very limited. However,
an extensive assessment of RANS models in vortex chambers and rotating cavities
with imposed radial inflow has been carried out by Kumar et al. [29]. Flow and
heat transfer are investigated using k− , Spalart Allmaras and the Reynolds Stress
Model. Results from the integral method [26] are also compared with the experi-
mental data. In particular they considered narrow and wide vortex chambers and
rotor-rotor cavities with swirled and deswirled inflows. Two different CFD codes
were tested, the Rolls Royce CFD code HYDRA [30] and the commercial software
FLUENT, for both axisymmetric and three dimensional sector (almost 20 degrees)
domains. The comparison with experimental measurements reveals that the RSM
method overall best estimated flow and heat transfer. Both k −  and the Spalart
Allmaras gave poor agreement for the wide and narrow swirl chamber, in particu-
lar at low radii where the tangential velocity is stronger. This was attributed to
the overprediction of the turbulent viscosity in the core. The integral method, on
the other hand, agreed very well with measurements, probably because it neglects
any turbulent diffusion in the core. However, eddy viscosity models gave reasonable
results for co-rotating narrow cavities. The Spalart Allmaras model, furthermore,
shows a slightly better agreement than the k−. This may indicate that the core flow
in this case is less sensitive to the overprediction of the turbulent viscosity. Difference
between the two solvers were shown when using wall functions. The sensitivity to
the wall treatment is attributed to the different implementation between the codes.
However, the general good agreement of the integral methods suggests that the core
flow is not so sensitive to the turbulent modelling of the boundary layer.
Amirante et al. [31] have recently used RANS models for a coupled thermo-
mechanical analysis of a test rig featuring an axial throughflow and a radial bleed.
The study was conducted using different sector models. The predicted metal temper-
atures from a coupled analysis for an axisymmetric model compared very well with
the thermo-couple data when the radial inflow rate was sufficiently high to suppress
the buoyancy, as reported in [2]. At lower inflow rate, the unsteady RANS models
(URANS) tended to underpredict penetration of the axial throughflow into the cav-
ity. This is consistent with the study of Sun et at. [11] for a test case without radial
inflow. In this context, LES are expected to provide a significant improvement but
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no results are available in the literature.
Rotor-stator flows have a fundamental importance in the study of turbulence
because, for example, they are one of the simplest configurations with a three-
dimensional boundary layer. Furthermore, they are particular relevant to this thesis
because they are commonly encountered in turbomachinery systems. In these flows,
different coupled regions of laminar, transitional, and turbulent flow may coexist.
Moreover, the turbulence is strongly inhomogeneous and anisotropic because of finite
cavity effects, flow curvature, and rotational effects. As a consequence, the numerical
modelling is a very difficult challenge, in particular for the turbulent regimes rele-
vant to industry. Different regimes were found to depend on the rotational Reynolds
number Reθ = b2Ω/ν and the gap ratio G = (b − a)/s, where (b − a) is the differ-
ence between the outer and inner radius of the discs, s the interdisc spacing, Ω the
angular velocity of the rotating disc and ν the kinematic viscosity. Daily and Nece
[32] identified four flow regimes in an enclosed rotor-stator flow: two laminar and
two turbulent regimes each of them having either merged or separated boundary lay-
ers. In the latter case, the boundary layer is separated by an inviscid rotating core.
Experiments revealed that, for cavities with separated boundary layers, transition
to turbulence can appear in the boundary layer near the stator (which is of Böde-
wadt type) even though the flow remains laminar in the Ekman type boundary layer
along the rotor (Itoh et al. [33], Cheah et al. [34]). From measurements in a closed
cavity with separated boundary layers (having G = 12.5), Itoh et al. [33] found
that the stator-side boundary layer became turbulent for the local Reynolds number
Rel = Ωr
2/ν = 8×103 while the turbulent regime occurred later along the rotor side
for 3.6× 105 < Rel < 6.4× 105 where r is the radial location. The differences in the
transition between the two sides was explained as a consequence of deceleration and
acceleration of the flow near the stator and the rotor respectively. The experiment of
Cheah et al. [34] was in agreement with Itoh et al. [33]. They also found that near
the stationary disc the boundary layer was turbulent at lower Reynolds numbers
than the boundary layer near the rotating disc. For rotational Reynolds numbers in
the range 3×105 < Rel < 1.6×106 and aspect ratio G = 7.87, the rotor side became
turbulent for Rel = 4 × 105, while the stator was turbulent for all the range of the
Reynolds numbers considered. They pointed out that, near the rotor, transition was
delayed since the fluid, coming from the stator, relaminarised at the bottom and so
arrived from a laminar region. Since transition was observed at outer radii on the
rotor, the flow near the stator, instead, arrived from a turbulent region and therefore
remained turbulent at the smaller radii. Two types of instability, type I (or type
B) and type II (or type A), have been observed when the disc and the fluid are
rotating at different velocity. Their spatial structure consists of travelling vortices
in the boundary layers and they have positive and negative angle with the tangen-
tial direction, respectively. The type I instability arises when there is an inflection
point in the boundary layer velocity profile. This instability is also referred to as a
‘crossflow’ instability. They have been observed by many authors to develop along
the rotor of enclosed rotor-stator systems (see Viazzo et al. [35] and Sev´erac et al.
[36], for example). Type II instabilities are instead related to the combined effects
of Coriolis and viscous forces (see Del Arco et al. [37]). These three-dimensional
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patterns may explain the difficulties to predict heat and mass transfers accurately
when only axisymmetric and steady approaches are used. Therefore, while attempts
to compute turbulent rotor-stator flows using statistical approaches (Reynolds av-
eraged Navier-Stokes) have only partial success, large eddy simulation constitutes a
valuable way to compute such flows. With the aim of providing an accurate picture
of the turbulent flow when complex effects from rotation and confinement may in-
fluence the boundary layer along the discs, both LES and laser Doppler velocimeter
(LDV) measurements were performed by Sev´erac et al. [36] on an enclosed rotor-
stator configuration with a rotating hub and a stationary shroud. The LES results
compared very favorably with the velocity measurements. They studied a large range
of rotational Reynolds numbers (105 ≤ Reθ = Ωb2/ν ≤ 106). The results showed
that the turbulent flow was confined mainly to the boundary layers. An Ekman layer
was present on the rotor from Reθ = 4×105 and a Bödewadt layer on the stator was
already turbulent at Reθ = 105. While the stator boundary layer was turbulent over
most of the cavity, in the rotor boundary layer transition was observed at outer radii
on the rotor. In the flow regions where the turbulence level was low, isosurfaces of
the Q-criterion showed that three-dimensional spiral arms evolved in a set of spirals
related to the cross-flow instability (Type I instability). The development of such
vortical structures was indicative of viscous linear instability, as discussed by Serre
et al. [38]. In regions where the flow was fully turbulent, the structures became
much thinner and aligned on the tangential direction. The measurements reported
in Sev´erac et al. [36] at the rotational Reynolds number Reθ = 4 × 105 has been
used in Chapter 6 to validate the ROM for a rotor-stator cavity derived using the
POD-Galerkin procedure.
2.2 Large eddy simulation
In this section a description of the LES approach used to construct three dimen-
sional models for rotating cavity flows is outlined. Details on the theory for LES
can be found for example in Pope [21] and cited articles. Rotating flows support
strong travelling waves and, therefore, if the computational domain is limited, and
the numerical scheme is not excessively dissipative, non-reflective boundary condi-
tions are necessary to ensure the turbulent structures can leave the domain without
creating spurious oscillations. Comments on outlet boundary conditions compatible
with non-dissipative algorithms will be also presented in this section. The solver
adopted for the CFD investigations of this work is the Rolls-Royce proprietary code
Hydra [30, 39]. Industrial turbomachinery codes are designed to be robust and effi-
cient. For this reason, they use relatively low order schemes which introduce some
numerical dissipation. The role of the truncation error in LES is more important
than in RANS. In the simulation of turbulent flows, it is of crucial importance to
evaluate the effect of the numerical viscosity and its interaction with the subgrid
scale (SGS) term. The spatial discretization adopted is outlined at the end of this
section.
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2.2.1 Subgrid scale models
In the LES models only the large scales of the turbulent spectrum are resolved
while the smaller scales are filtered and taken into account by modelling the residual-
stress tensor
τRij = UiUj − U i U j . (2.17)
This means that, in turn, the LES represents directly the large unsteady structures of
one realization of the turbulent flow. In the Smagorinsky SGS model, the anisotropic
part of the residual stress tensor, τ rij , is calculated as proportional to the rate of strain
of the residual motion through the introduction of a residual viscosity,
τ rij = −2νrSij (2.18)
with
Sij =
1
2
(gij + gji). (2.19)
This is similar to the eddy-viscosity model. Following the mixing-length hypothesis,
the residual viscosity is taken to be
νr = l
2
sS (2.20)
with S the characteristic filtered rate of strain
S =
√
2SijSij , (2.21)
ls the Smagorinsky lengthscale and Sij the filtered rate of strain. The Smagorinsky
lengthscale is defined as ls = CS∆ where CS is the Smagorinsky constant and ∆
the subgrid characteristic length scale. When the cutoff wave number kc = pi/∆ lies
within the inertial subrange of the Kolmogorov energy spectrum E(k) = CK2/3k−5/3
and the mean rate of production of the residual kinetic energy, < Pr >, is equal to the
rate of dissipation of the kinetic energies, , it is possible to estimate the value of CS .
CK is the universal Kolmogorov constant and for CK ' 1.4 the value is CS ' 0.17,
see Lilly [40]. As discussed by Wray and Hunt [41] and reported by Nicoud and
Ducros [42], in isotropic turbulence the energy is concentrated in the streams (rapid
fluid without significant distortion or rotation) while the dissipation mainly occurs
in eddies and convergence zones. Eddies are circulating rotational regions where the
particles have long residence time and convergence (divergence) zones are areas with
significant irrotational strain. Therefore, because the Smagorinsky model is based
on the second invariant of the filtered rate of strain
−(1/2)SijSij
it takes into account only the irrotational strain without accounting for the regions
dominated by vorticity. Specifically, if one considers the gradient of the velocity as
an optimum parameter to represent the velocity fluctuations at the subgrid charac-
teristic scale ∆, by defining the residual viscosity from the local rate of strain the
Smagorinsky model relates the subgrid dissipation to the strain rate of the smallest
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resolved scales of motion. Since the dominant deformation in convergence zones is
irrotational strain, the strain rate in turn provides a good measure of the energy
dissipated. Furthermore, at the wall, where the velocity fluctuations are zero, the
Smagorinsky model gives nonzero residual viscosity because of the nonzero gradient
of the velocity. The Van Driest damping function
f(y+) = 1− e(−y+/A+) (2.22)
is widely used to correct this aspect by exponentially reducing the residual viscosity
to zero moving to the wall. However, the work of Moin and Kim [43] has shown
that to have sustained turbulence in channel flow a value of CS = 0.1 should be
employed when the Van Driest function is used. The Van Driest wall treatment
produces a near wall scaling of residual viscosity of the order O(y2) instead of the
theoretically correct O(y3). However the classical Smagorinsky model without Van
Driest damping function gives a near-wall scaling of O(1).
Nicoud and Ducros [42] proposed a Wall Adapting Local Eddy Viscosity model,
WALE, based on the second invariant of the traceless symmetric part of the square
of the velocity gradient tensor gij
Σij =
1
2
(g2ij + g
2
ji)−
1
3
δijg
2
kk (2.23)
with
g2ij = gikgkj .
Denoting with Ω the anti-symmetric part of g
Ωij =
1
2
(gij − gji) (2.24)
Eq. 2.23 can be rewritten as
Σij = SikSkj + ΩikΩkj − 1
3
δij(SmnSmn − ΩmnΩmn). (2.25)
This model version more efficiently represents turbulent structures with large strain
rate and rotational rate ([42]). Furthermore, no residual viscosity is produced for
simple shear flows such as Poiseuille flow. This gives improved performance for the
development of unstable waves and laminar to turbulent transition. In contrast, the
large value of the Smagorinsky model invariant tends to inhibit this transition. The
WALE model residual viscosity gives
νr = (CW∆)
2 (ΣijΣij)
3/2
(SijSij)5/2 + (ΣijΣij)5/4
(2.26)
and exhibits a O(y3) near-wall behaviour. Assuming that the WALE model would
produce the same< Pr > as the classical Smagorinsky model, for a value of CS = 0.17
it is possible to estimate CW between 0.55 < CW < 0.6.
A brief description of the Implicit large eddy simulation (ILES), tested in Chapter
3, is now reported (see for example Pope [21]). In this procedure, a non-oscillatory
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finite-volume method models the unresolved scales of the turbulence in a simple
and computationally efficient way. However, the approach is not globally accepted
in the turbulence modelling community due to the lack of a rigorous justification.
The spatial-truncation error, introduced in the numerical solution, appears in the
modified LES momentum equations (equations satisfied by the numerical solution)
as an additional numerical stress depending on a grid spacing parameter h,
D U j
Dt
= ν
∂2U j
∂xi∂xi
− ∂(τ
r
ij + τ
h
ij)
∂xi
− 1
ρ
∂p
∂xj
. (2.27)
As shown in Pope [21], for a first order accurate scheme, the numerical stress can be
seen as an additional viscous term with a numerical viscosity proportional to the grid
spacing parameters. From a classical point of view, the residual stress (associated
to the filter width) should prevail over the numerical stress when using a sufficiently
small grid parameter. On the other hand, from a different perspective the explicit
filter should be totally substituted by the numerical stress that implicitly acts as a
residual-stress model. The numerical method should be accurate for long wavelengths
and, because the spatial resolution in the vast majority of the cases is not fine enough
to represent all the scales of the turbulence, the significant numerical stress should
remove energy from the unresolved scales without contaminating the well-resolved
ones. Monotone numerical methods should be suitable for this purpose, as shown
in Boris et al. [44]. Using this procedure, the implicit filtered velocity contains the
higher rate of turbulent motion and the details of how energy is removed (with
num = −τhijSij
the numerical rate of kinetic energy dissipation) are unimportant. On the other
hand, using this methodology, the numerical methods and the spatial discretization
employed constitute the (implicit) residual stress model so refining the grid does not
allowed grid-independent solutions to be achieved.
2.2.2 Boundary conditions
The effect of low dispersion error in non-dissipative algorithms, such as LES or
DNS, can require appropriate boundary conditions to control spurious wave reflection
and numerical instabilities. A proposal in the literature for their modification can be
found in Poinsot and Lele [45] and Thompson [46]. The method designs local one-
dimensional propagation properties, which can be expressed by the characteristic
variables. A set of waves can be defined, and the number of physical conditions to
enforce at the boundary depends on the number of waves entering the computational
domain. Figure 2.2 shows the waves crossing the boundary conditions for a subsonic
flow. In the case of subsonic outlet, always encountered in this work, four waves leave
the domain (with amplitude L2, L3, L4, L5) end only one wave, L1, enters with speed
u − c. Waves propagating into the domain are estimated using a local associated
one-dimensional inviscid problem (LODI [45]) that acts as compatibility relations
between the boundary conditions and the amplitude of the crossing waves. Imposing
L1 = 0 ensures perfectly non-reflecting boundary condition. However, in this case
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Figure 2.2: Waves crossing the boundary conditions for a subsonic flow: Poinsot and
Lele [45].
the problem is not well posed, and a slow drift of pressure cannot be excluded. In
this case, the information of the static pressure, somewhere far from the outlet, will
not be conveyed by waves within the computational domain, forming therefore an
ill-posed problem, see Poinsot and Lele [45]. To maintain the physical information on
the main pressure at the outlet, therefore, the definition of the boundary condition
can be extended for fixed pressure at infinity as:
L1 = K(p− p∞) (2.28)
with
K = σ(1−M2)c/L. (2.29)
In this equation M is the Mach number, L is the characteristic size of the domain,
c is the speed of sound and σ is a constant. This partially non-reflecting boundary
condition allows waves to enter the domain from the outlet until a value close to the
target pressure is reached.
2.2.3 Spatial discretization
The simulations presented in this paper have been conducted using the Rolls-
Royce proprietary code Hydra [30, 39]. Hydra is a vertex-based, unstructured finite-
volume solver of the compressible Navier-Stokes equations. The control volume is
defined by the median dual cell surrounding each mesh node. For hexahedral mesh
elements, such as those used in this work, the dual cell is the polyhedron constructed
following the schematic of Figure 2.3. Each surface Sk of the polyhedron is described
by a bilinear form
r(ξ, η) =
4∑
p=1
Lp(ξ, η)rp (2.30)
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Figure 2.3: Subelements Hi used in the definition of the control volume Vi. V i =
∪ Hi, with the union extended to all Hi sharing the mesh node i. For clarity, only
the front elements Hi are shown. From Amirante et al. [39]
with rp being the position vector of the face vertices, and Lp(ξ, η) the linear shape
functions defined in the standard bi-unit square Ω = [−1 1]× [−1 1]. On each mesh
node i, the finite-volume discretization is written as:
d
dt
Wi = − 1
Vi
Ne∑
j=1
Nf∑
k=1
∫
Sk
F · n dS (2.31)
in which W is the vector containing the mean values of the conserved variables over
the control volume, F is the flux tensor, Ne is the number of edges departing from
node i and Nf the number of faces Sk crossed by the edge j. The surface integral
on the right hand side of Eq. 2.31 is first recast in the form∫
Sk
F(r) · n dS =
∫
Ω
F(ξ, η) ·
(
dr
dξ
× dr
dη
)
dξ dη (2.32)
and then approximated using Gauss quadrature with N2 points. Thus, Eq. 2.31
becomes
d
dt
Wi = − 1
Vi
Ne∑
j=1
Nf∑
k=1
N2∑
p=1
Fp ·
(
drp
dξ
× drp
dη
)
wp (2.33)
where wp are the quadrature coefficients. The number of Gauss integration points
should be consistent with the polynomial degree adopted for the variables recon-
struction. In this work the primitive flow variables are linearly reconstructed (to
second-order accuracy) and only one quadrature point per face is used accordingly.
The linear reconstruction is given by a Taylor series expansion including the first
derivatives only. The evaluation of the gradients is obtained using the Green-Gauss
technique [30].
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The flux tensor F on each Gauss integration point is double valued, because the
values reconstructed on both sides of the cell interface are not equal. The convective
flux is approximated using the Riemann solver of Roe [47] and consists of an inviscid
and a dissipative contribution, while the viscous fluxes are obtained from the average
of the two reconstructed gradients at the interface. Formally one has
F · n = (FC + FV ) · n ' HI · n + HDn + HV · n (2.34)
Denoting by L and R the left and right states at any integration point, the three
numerical fluxes are computed as
HI · n = +1
2
(FCL + F
C
R) · n
HDn = −w
1
2
|An|(WR −WL)
HV · n = +FV (∇WRL) · n
(2.35)
in which An is the Roe matrix associated with the normal direction n.
The resulting scheme has a leading term of the truncation error proportional to
the third spatial derivative, rendering the scheme predominantly dispersive. The
numerical dissipation corresponds to an error with a third-order leading term, pro-
portional to the fourth spatial derivative. The weighting coefficient w appearing in
the second of Eq. 2.35 can be used to calibrate the dissipative flux, depending on the
mesh resolution employed. By setting w = 0, one obtains a central discretization
without numerical dissipation (on a uniform mesh). This generally cannot work,
since, as suggested by the rationale behind the approximate Riemann solvers [47],
an upwind contribution is always required to resolve the discontinuity at the cell in-
terface. On the other hand, if w = 1, the resulting scheme becomes too dissipative,
at least for the mesh resolution generally employed in wall-resolved LES. Following
common practice, the coefficient w is reduced to the minimum value necessary to
preserve the stability of the computation.
2.3 Proper Orthogonal Decomposition
The general concept of using POD (also known as Karhumen-Loève decomposi-
tion) to derive a low order model for fluid flow systems has been already introduced in
Sec. 1.3.3. In this section, a mathematical discussion of the procedure is presented,
including the role of symmetries, and how ODE models are obtained by Galerkin
projection of the governing equations. More information on the argument can be
founded for example in Lumley [12], Holmes et al. [48] and related literature. Liter-
ature regarding the construction of (very low) POD-Galerkin models in turbulence
analysis of wall region flows, considered relevant for the work presented in Chapter 5
and 6, is also reported. The major purpose of these studies was to understand bet-
ter the interaction between the large structures that characterize the turbulent flow.
This was carried out through the derivation of models with the minimum complexity
capable of reproducing the dynamical behaviour of the full model.
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Flow visualisation and conditional sampling techniques reveal the existence of
organized structures in many shear flows. The identification of these coherent struc-
tures without a priori knowledge of their shape and location is a challenging problem.
Lumley [12] propose a systematic technique for the identification of these structures
using the orthogonal eigenfunctions of the POD given a set of realization of a random
field. From a mathematical point of view, this method is optimal in the sense that
the series of eignmodes converge more rapidly in the quadratic mean than any other
representation. Of course, compared to a priori decomposition, these modes require
calculation using a dataset from experiments and numerical simulations. However,
natural mode decomposition such as using Fourier modes has limited advantages in
the inhomogeneous directions. Galerkin projection of the governing equation onto
a low-dimensional subspace spanned by the POD modes yields a set of ordinary
differential equations (ODEs) for the modal amplitudes. In general, very low di-
mensional models can not hope to represent the high wavenumber aspects of a fully
developed turbulent flow. Moreover, a low dimensional model that aims to capture
many aspects of turbulent flow requires a very fast convergence of the series which
is only possible in flows where the major fraction of the energy is contained in the
large coherent structures. For example, mixing layer and wall region of turbulent
boundary layer belong to this type of flow [48].
A mathematical description of the Proper Orthogonal Decomposition procedure
is now outlined. It consists of finding the structures Φ(x) that maximize (in the
quadratic mean) the projection
γ = (Φ,u)/(Φ,Φ)
1
2
where u(x) is the inhomogeneous random velocity field of a realisation. The inner
product in the Hilbert space L2 is defined as (f ,g) =
∫
f∗i gidx and the norm as
(f , f) = |f |2, with ∗ being the complex conjugate. The aim is to maximize a statistical
measure of the magnitude of γ defined as the mean square of the absolute value
〈|γ|2〉, with 〈〉 referring to the assemble average. The calculus of variation reduces
the problem to a Fredholm integral equation of the first kind (and to a eigenvalue
problem), ∫
Ω
R(x,x′)Φ(x′)dx = λΦ(x) (2.36)
with the kernel corresponding to the two point correlation tensor
R(x,x′) = 〈u(x)⊗ u(x′)〉. (2.37)
In this equation, ⊗ refers to the dyadic product. For a bounded domain Ω, the square
integrability of the flow u and the symmetry of the kernel R ensure, through Hilbert-
Schmidt theory, that there are a countable infinite number of solution of equation
2.36 forming a complete set of orthogonal function {Φn(x)}. So, the turbulent
flow is decomposed into a weighted sum of orthogonal eigenfunctions (structures),
orthonormal if (Φn,Φm) = δnm, of the two point correlation tensor,
u(x) =
∞∑
n=1
anΦ
n(x). (2.38)
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δnm refers to the Kronecker delta symbol and the index n to a member of the set
Φn(x). Each member is ordered with respect to decreasing eigenvalues, λn ≥ λn+1 ≥
· · · . Furthermore, the eigenvalue are not negative (λn ≥ 0) because R(x,x′) is non-
negative defined. Moreover, the Hilbert-Schmidt theory ensures that the eigenvalues
and the eigenfunctions provide a diagonal decomposition of the two point correlation
tensor
R(x,x′) =
∞∑
n=1
λnΦ
n(x)Φn∗(x′). (2.39)
The decomposition 2.38 is unique and optimal in the sense that the coefficient
an = (Φ
n,u) are maximized in a mean-square sense among the other orthogonal
decompositions and the random expansion coefficients an are statistically orthogo-
nal (from the diagonal representation 2.39),
〈ana∗m〉 = λnδnm. (2.40)
Therefore, the mean square value of the coefficients of the representation are eigen-
values themselves. The turbulent kinetic energy is
E =
∫
〈u · u〉dx =
∞∑
n=1
λn
and, as a consequence, every structure gives an independent contribution to the ki-
netic energy and Reynolds stress. The eigenvalues can be interpreted as the average
energy of the flow along the direction of the corresponding eigenfunctions and, from
the optimality, the first several terms can contain a large amount of energy of the
turbulent flow. Information on the less energetic components associated with the
small scale will be losst with the truncation of the representation. If the random
velocity field is homogeneous in one or more directions, the spectrum of the eigenval-
ues becomes continuous and the eigenfunctions become Fourier modes [48]. In those
directions an harmonic orthogonal decomposition replaces the proper orthogonal de-
composition.
Eq. 2.36 can be transformed into a matrix eigenvalue problem through suitable
discretization using either the direct or the snapshot method. The description of the
procedures can be find for example in Holmes et al. [48] and Smith et al. [49]. The
snapshot method, used in the current work, is reported in Appendix A.1. Which
of the two methods requires less computational effort depends on the numbers of
grid points, ng, and observations or time-snapshots, NT , in the data ensemble. In
practice, when the number of grid points for each snapshots is much larger than the
number of snapshots of the data ensemble, the direct calculation becomes out of
the question. This is often the case for numerically determined ensembles. On the
other hand, because the method of snapshots reformulates the computation of POD
modes as an eigenvalue problem having dimension of the number of snapshots, this
procedure is typically more computationally manageable.
In most fluid mechanic applications, the investigation of the mode’s energy dis-
tribution shows that high energy POD modes are in general energetically well con-
verged due to the ability of the method to extract the large scale features present in
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turbulent flows. Even if the POD mode’s convergence of the dominant eigenvalues
has not been investigated in most of turbulence studies (due to the use of minimal
truncations of the Navier-Stokes equations which preserve the accuracy of the ROM
results), in some particular applications may be necessary to take into account very
high order modes. This is the case for instance in processes such as mixing, drag,
noise emission. However, in numerical studies, the number of time realization and
spatial points is limited by computational resources and memory requirements. In
the classic (or direct) representation of the POD approach (given by Lumley in 1967
[12]), the kernel of the integral eigenvalue problem is the time averaged two-point
spatial correlation tensor. In fact, appealing to stationary and ergodicity, the ensem-
ble average in Eq. 2.37 is replaced with a time average over a single solution of the
NSE. Figure 2.4 schematically describes the approach of the classic POD method.
The calculation is sampled on a sufficiently coarse set of times which ideally are
Figure 2.4: Schematic representation of the classic POD (left) and the method of
snapshots (right). Adapted from [50].
uncorrelated. The time interval between two consecutive snapshots has to be suffi-
cient to avoid obtaining flow fields that can no longer be considered as independent.
This will be further discussed in Sec. 6.4.1. The method of snapshots, developed by
Sirovich in 1987 (see [51]), corresponds to the symmetric approach with respect to
the classic method. Here, the average is the space average evaluated on the whole
domain and the cross-correlations do not appear in the core of the problem. See
Figure 2.4 for the schematic of this approach. As already mentioned above, when
the number of points in space is larger than the number of temporal samples Nt,
the snapshot method considerably reduces the numerical cost associated with solving
the POD problem. Moreover, due to the large computational cost of the numerical
simulations, often there is only available a dataset with a limited temporal history
(number of snapshots) but with a high spatial resolution. In this situation, since
the kernel of the POD decomposition corresponds to the space average temporal
correlation tensor (see the definition of aij in Appendix A.1), it is statistically well
converged [50].
Calculating the POD modes through solving an eigenvalue problem introduces
discretization and round-off errors that do not usually automatically preserve the
nontrivial symmetry properties of a fluid system. There are two main types of sym-
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metries: continuous and discrete. A low order dynamical system respecting these
symmetries can increase the number of critical eigenvalues at a bifurcation, leading
to the appearance of multiple solution branches and, in turn, a more complex dynam-
ics. Therefore, it is important to derive ODE models which respect the appropriate
symmetries of the system investigated.
Consider the evolution PDE in the abstract form
a˙ = f(a;µ) (2.41)
where a ∈ Rn and µ ∈ Rm represent the dependent variable vector and system
parameters, respectively. Let G describe a linear group acting on the dependent
variables. If the equation
f(γ a;µ) = γf(a;µ) (2.42)
is valid for all γ ∈ G, then Eq. 2.41 is defined to be equivariant with respect to the
group G. This is equivalent to the statement that if a(t) is a solution to Eq. 2.41
then this is also valid for γ a(t) for all γ ∈ G, see [48, 49].
The most common type of continuous symmetry for fluid systems is the trans-
lation symmetry which occurs when periodic boundary conditions are imposed. Let
χ(x, t) be (for simplicity) a scalar physical field for a single spatial independent vari-
able and χ(x + ∆x, t) its translation. Both are solution of the fluid problem, and
from the expansion
χ(x, t) = R{a1(t)eikx + a2(t)e2ikx}, a1, a2 ∈ C, (2.43)
imposed for periodic boundary conditions in a domain of length 2pi/k, it is deduced
that x→ x+ ∆x is equivalent to the action on the modal coefficients
(a1, a2)→ (eik∆xa1, e2ik∆xa2). (2.44)
Such continuous symmetries can therefore be understood in terms of an analogue
of Eq. 2.44. In translation-invariant directions, the averaged autocorrelation tensor
may be expanded as a Fourier series and depends only on the difference x−x′. Again
for simplicity considering a scalar functions uk for which the tensor product in Eq.
2.37 is a simple product, it reads:
R(x− x′) =
∑
k
cke
ik(x−x′) (2.45)
and substituting into 2.36 it results that Φk = eikx are eigenfunctions with eigen-
values ck. This corresponds to the basic result of the POD already discussed that
the optimal modes in translation-invariant directions are Fourier modes. Transla-
tion symmetries add the advantage of reducing the dimensionality of the eigenvalue
problem to be solved to find the POD modes, as a consequence.
To yield bases which appropriately retain all symmetries of the governing equa-
tions (not merely those of the data ensemble), and consequently to obtain projected
ODEs with the appropriate equivariance properties, it is necessary to average the
ensemble over the discrete symmetries. Furthermore, discrete symmetries can be
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used to enlarge the ensemble size without having to solve the governing equations
for new initial conditions. When the ensembles of snapshots are averaged over a dis-
crete symmetry group G, both {u(k)} and {γ u(k)} become identical. In the same
way, when POD modes are calculated from an averaged ensembles, both Φ and Φ γ
have the same eigenvalue, for each γ ∈ G. Furthermore, by linearity of the POD
procedure, it results that γ Φ = cγ Φ for some constant cγ , which in general may be
complex. Details on the use of the discrete symmetries will be presented in Chapter
5 when the shear driven turbulence of a plane Couette flow at Re = 400 is modelled
following the work of Smith et al. [52].
The ODE model is obtained through Galerkin projection of the governing partial
differential equations (PDEs) onto the POD modes. The model can be written
abstractly as
∂u
∂t
= F(u;µ). (2.46)
for the flow u and a generic system parameter µ, such as for example the Reynolds
number. Substituting the expansion of the function u in terms of POD modes
u(x, t) =
∑
n
an(t)Φ
n(x) (2.47)
in Eq. 2.46 yields
∑
n
a˙n(t)Φ
n(x) = F
(∑
n
an(t)Φ
n(x);µ
)
. (2.48)
Taking the inner product with Φm(x) and using orthonormality of the POD modes
it results
a˙n(t) =
(
F
(∑
n
an(t)Φ
n(x);µ
)
,Φm(x)
)
. (2.49)
In this work, the ensemble of snapshots of the dataset are collected at the same
value of the Reynolds number. However, Eq. 2.49 shows that the ODEs explicitly
contain the parameter µ. Thus, the model for the fluid flow is actually valid for all
values of µ. Of course, the POD modes derived from the ensemble are only optimal
at µ = µens, so the most accurate behaviour of the model is expected for a range
of µ around µens. Although not considered in this work, it has been proposed that
the range of applicability of such models can be improved by accumulating the snap-
shots from ensembles over a range of parameter values. Considering the parametrized
Navier-Stokes equations with parameter dependency µ, the mathematical problem
may be resolved for discrete value of µ and t which belong to a finite dimensional
training set of parameters (inside the parameter space P and the simulation time
windows [0, T ] respectively). See for example the recent work of Stabile et al. [53]
based on the standard POD procedure and a finite volumes approximation. The
POD procedure is then applied on snapshots that include both the time and pa-
rameter dependency. As a consequence, the reduced order problem derived from the
Galerkin projection can be efficiently solved for all the set of parameters and time
instants. ROMs which allow the variation of the boundary conditions are discussed
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in general in the following. Alternatively, the possibility to parametrize the velocity
at the boundary for the rotor-stator flow is detailed in Sec. 6.5.1. In order to deal
with parametrized boundary conditions also at reduced order level, in the following
two approaches to enforce the Dirichlet boundary conditions in the ROM are pre-
sented. They are the POD-penalty method and the control function method. Both
the formulations are considered valid for this work but they result in qualitatively
different low order models. In the penalty method (see for example Sirisup et al. [54]
and Lorenzi et al. [55]) the inhomogeneous boundary conditions are weakly imposed
when performing the Galerkin projection using a penalty term. The flow field u may
be decomposed as
u(x, t) = U(x) + u˚(x, t) (2.50)
where U is the time-averaged field of the velocity snapshots and u˚ is expressed as the
linear combination of the POD modes, see Eq. 2.47. The Dirichlet boundary condi-
tions are directly incorporated in the Galerkin projection of the governing equation
as constraints ([54, 55]) giving the following dynamical system
a˙n(t) = (F(u;µ)− τΓ(x)(u− ubc),Φm(x)) (2.51)
where ubc is the Dirichlet boundary condition, τ the penalty factor and Γ is a null
function except on the boundary where the condition is imposed [54]. As a result,
the inhomogeneous boundary condition is now treated as part of the interior domain.
In this case, however, the method relies on a penalty parameter that has to be tuned
with a sensitivity analysis. While in the penalty method the POD basis functions
are retained in their original form, in the control function method (Graham et al.
[56], Stabile et al. [57]) the inhomogenous boundary conditions are removed from
the original snapshots dataset before generating the POD basis functions. This is
done by subtracting a suitable function (so called control function) in the expansion
for the velocity field. The basis functions used in the Galerkin projection are in turn
homogeneous. The control function is in general arbitrary even if it must respect the
divergence-free property of the basis functions. The modified dataset becomes
u(x, t)− γ(t)Rg(x) (2.52)
(with γ(t)Rg the control function) and the velocity representation, which automat-
ically satisfies the boundary conditions of the problem, is
u(x, t) = U(x) + γ(t)Rg(x) +
r∑
j=1
aj(t)Φj(x). (2.53)
At the reduced order level, it is possible to deal with any boundary condition suf-
ficiently close to those used to train the ROM. The control function method has
the advantage of explicitly enforcing the desired boundary conditions. However,
this method allows to deal only with boundary conditions that can be parametrized
with a single time-dependent coefficient ([56]) and the complexity of the formulation
would increase when more control functions would be required to parameterize the
boundary condition. By contrast, the penalty method requires no parameterization
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of the motion but the appropriate value of the parameter  cannot be determined a
priori. However, its estimation is relatively easy to find using numerical tests ([56]).
Since the control function method offers an affordable alternative for the rotor-stator
case, it has been described in Sec. 6.5.1.
Aubry et al. [58] applied the POD to the wall region of a turbulent boundary
layer problem. In their minimal model, they aimed to investigate the role of the
coherent structures such as streamwise rolls characteristic of this region. The POD
basis were computed using the experimental data of Herzog [59] from a glycerine tun-
nel. Only two components of velocity (in the streamwise and spanwise directions)
were measured while the third (in the normal direction) was deduced by integration
of the continuity equation, which was thus exactly satisfied. The proper orthogonal
decomposition theorem was applied to the fluctuating velocity after subtraction of
the mean field from the flow. This procedure was required only in the direction
normal to the wall where the flow is strongly inhomogeneous. The streamwise and
spanwise direction, in which the flow was essentially homogeneous, were instead ac-
counted for by a Fourier decomposition. In their model the streamwise variation of
the field was neglected. The resulting POD modes showed a very fast convergence
of the decomposition in the near-wall region. In fact, the first three POD modes
captured almost all the kinetic energy and Reynolds stresses while almost 60% of
the kinetic energy and Reynolds stress were contained in the first eigenmode. A
feedback model was included in the governing equation to consider the stabilising
effect (evident from experiments) of the interaction between the mean and fluctu-
ating velocity fields when disturbance grows. The mean velocity in the governing
equations was therefore expressed in term of the Reynolds stress and mean pressure
gradient. In this way, the Reynolds stress created an interaction between mean ve-
locity and fluctuation in a manner to control the intensity of the rolls by reducing
the mean velocity gradient as the rolls intensify, thus weakening the source of en-
ergy. From the modal decomposition of the Navier-Stokes equations, in turn they
derived a minimal streamwise-invariant dynamic system of 3-6 ODEs for the complex
modal amplitudes. The nonlinearity of this model depended on quadratic and cubic
terms. The quadratic terms originated from the fluctuation-fluctuation interactions
and represent energy transfer between the different eigenmodes. The cubic terms
came from the feedback model and represent the mean velocity-fluctuation interac-
tion corresponding to the Reynolds stress. In the case the domain of integration
had covered the entire flow volume, the pressure term would have disappeared. Be-
cause in their work the domain was limited to a wall region of the boundary layer,
a pressure term representing an external perturbation coming from the outer flow
still remained. In order to avoid the accumulation of energy at high wavenumbers,
the effect of the neglected modes was taken into account by employing an Heisen-
berg model. The model was considered by the authors to be pretty crude but they
pointed out that the only important parameter is the amount of energy absorbed
from the resolved scales, while details have little influence on the behaviour of the
energy-containing scales. For high value of the Heisenberg parameters (that corre-
sponds to large losses of the unresolved modes) they found that the solution showed
a unique fixed point in the phase space corresponding to steady streamwise rolls.
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This is consistent with what is found in different experimental works in the litera-
ture. When the Heisenberg parameter was reduced, the fixed point became unstable.
Starting with a quasi-periodic behaviour, the solution showed growing oscillations
culminating in a burst and successively quickly retiring to the steady state. This was
repeated cyclically. The model suggested that the bursts originated very close to the
wall, as was also experimentally observed. Furthermore, it suggested that even if
the dynamical behaviour was entirely characterised by the wall layer, the pressure
perturbation from the outer part can trigger the bursts and influence their frequency.
As a result, the model seemed to be able to represent both the static and dynamical
behaviour of the coherent structures in the boundary layer.
Following other previous works on near-wall turbulence and channel flows mod-
elling using POD, Smith et al. [52, 49] numerically studied the shear driven tur-
bulence of a plane Couette flow (PCF) in a domain with spanwise and streamwise
extension just sufficient to sustain turbulence with reasonable statistics (it is referred
as minimal flow unit). Compared to more developed turbulence, the simplicity of
this turbulent shear flow and the minimal dimension of the domain permits to in-
volve only a few coherent structures simplifying the dynamical behaviour. This is
the reason this relatively simple turbulent shear flow has been chosen to validate
the POD-Galerkin procedure implemented in Chapter 5. The geometry of the test
case, the original evolution equations, the averaging of the data ensemble over the
discrete symmetries and the low order model derivation will be detailed there. In-
stead, in this section, the main results of their work are reported. The flow they
considered is driven by the shear of two parallel plates with constant speed in op-
posite direction. Its trivial laminar state is linearly stable for all Reynolds numbers,
and for sufficiently high values (Re ≥ 380 − 400) and perturbation amplitudes the
flow exhibits sustained turbulence. This corresponds to an unstable steady state
with quasi periodic dynamics and streamwise vortices and streaks forming a regener-
ation cycle. In this context, streaks are referred to as streamwise-coherent structures
with variation of the streamwise velocity with respect to spanwise position. In their
work, this streak breakdown process was found to be in agreement with the direct
numerical simulation (DNS) data of Hamilton et al. [60]. Compared to the model
of Aubry et al. [58] (discussed above), the governing equations of the plane Couette
flow are equivariant with respect to a larger number of symmetries. Low dimensional
dynamical models should respect the continuous and discrete symmetries of the orig-
inal system, which generally are not automatically preserved during discretization
and numerical manipulation. For this reason, both the POD basis and the ODEs
were restored by the authors to preserve these symmetries. POD bases were derived
from a DNS database calculated at Re = 400. Due to the optimality of the POD,
over 90% of the turbulent kinetic energy was captured by the first two modes, while
99% was captured by the leading 43 modes. To account for the energy transfer to
the neglected modes, an Heisenberg type model was employed. A 6-mode model for
complex amplitudes (corresponding in turn to a 11-dimensional dynamical system)
was initially studied. The modes that they chose for the projection were not simply
the six most energetic, but rather the top four and the tenth and eleventh. In fact,
they highlighted that obtaining a very low-dimensional models able to capture the
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desired dynamics requires careful consideration of how the modes interact with each
other (see the discussion in Sec. 5.4.2). Ignoring the losses to neglected modes, the 6-
mode model failed to determine the correct dynamics because the regeneration cycle
was completely absent even if turbulent statistics were acceptably reproduced. By
including a model for the losses to neglected modes, however, the dynamics changed
to a stable periodic orbit characterised by a self-sustaining process consistent with
the shear flow turbulence. This, in turn, resulted in good agreement with the DNS
calculations. However, the restriction to this very low-dimensional truncation lim-
ited the behaviour of the streamwise structures. They did not reproduce stability
of the laminar state and properly account for bifurcation as Reynolds number was
increased. A 9 uncoupled-mode model was therefore considered to overcome the
limitation of the previous model. Here the term "uncoupling" is referred to the de-
composition of each empirical eigenfunction in a pair of mutually orthogonal basis
with streamwise and cross-stream component evolving separately (see the discus-
sion in Sec. 5.4.1 and [52] for further details). For a general streamwise invariant
flow, fundamental considerations establish that all disturbances should eventually
decay unless streamwise variations are included. More precisely, the streamwise ve-
locity may experience transient growth due to the cross-stream flow, but it must
eventually vanish. This is demonstrated in [52] and in Section 5.4.1. Projection
onto streamwise-invariant modes may impose artificial coupling between the com-
ponents in the streamwise and cross-stream direction for each mode providing the
energy source in the model which can maintain streamwise velocity fluctuations.
This means that energy from the laminar solution can paradoxically be extracted
and feeds a non-physical sustained turbulence formed by disturbances that do not
decay to zero. This, for example, is the case for the model derived by Aubry et
al. [58] (presented above) where, however, the typical behaviour of the system was
correctly represented even if only streamwise invariant modes were used. Thanks to
the completeness of the POD basis, when a sufficient number of elements is included
in the linear representation, streamwise and cross-stream components may be de-
coupled restoring the appropriate, eventually-decaying behaviour. In the same way,
in a very low-dimensional truncations streamwise and cross-stream velocity compo-
nents of streamwise invariant modes should be allowed to evolve separately [52, 49].
By projecting the governing equation onto uncoupled POD modes, the non-physical
constraints imposed by very low-dimensional truncations may be removed providing
a less constrained low dimensional model and the two components, in turn, are able
to evolve separately. The problem of having instability of the trivial laminar state
may be overcome as a result. When coupled modes were used, the 9-mode model
(corresponding to a sixteen modal amplitudes and a 31-dimensional model), did not
lead to an interesting dynamic model. However, when the modes were suitably un-
coupled, along with the inclusion of a model to represent losses to neglected modes,
the regeneration cycle at Re = 400 was reproduced reasonably well. Moreover, the
correct stability of the laminar state was restored over the full range of Reynolds
numbers. Although the phase relationships among the modal velocities resulted this
time incorrect (see [52, 49]), the relative magnitudes of streamwise and cross-stream
velocity components were improved. While at Re = 400 almost all initial conditions
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of significant amplitude approached a periodic orbit, at different Re the uncoupled
model showed many other bifurcations and periodic and stationary states similar to
those found for the full Navier-Stokes equations.
Tarman [61] applied the POD (Karhunen-Loève) procedure to a numerical database
of a turbulent thermal convection flow governed by the Boussinesq equation. A dy-
namical system was generated with the optimal basis (in the mean square sense)
and the effects of the truncation on the turbulent solution was studied. The domain
they studied consisted of a horizontal box with a hot lower surface and a cold upper
surface. Referring to a Cartesian coordinate system, the two walls at z = 0 and
z = 1 have inviscid boundary conditions while in the horizontal x- and y-directions
the boundary conditions are periodic. The flow corresponds to three velocity com-
ponents [u, v, w] in the directions [x, y, z] respectively and the temperature deviation
from the linear conduction profile [T ]. The dataset was numerically collected using
a Fourier collocation spectral method. So, the flow representation in terms of or-
thogonal Fourier basis functions satisfying the boundary condition was substituted
into the governing equations. At this point, to properly resolve all the spatial scale,
20 Fourier modes were taken for each of the three directions. The resulting ODEs
were finally integrated in time and 500 time samples (estimated to be uncorrelated)
were taken from a statistical nearly stationary state of the computation. The two
point correlation kernel was formed from the fluctuating component of the flow and
the relative POD eigenfunctions were calculated. The vertical spatial structures (in
the z-direction) of the first four POD modes are reported in Fig 2.5 for clarity and
are now discussed. Proving the optimality, the first four corresponding eigenvalues
Figure 2.5: Vertical structure of the first four POD modes Φ(kx, ky, q; z). The com-
ponent Φ1 is represented in dots, Φ2 in short dashes, Φ3 in long dashes and Φ4 in
continuous line. From [61];
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(without considering the degeneracies) accounted for more than the 70% of the total
mean energy. The first mode shown in Fig. 2.5 is a vertical flow structure consistent
with two-dimensional convective rolls. Under the discrete symmetries of the flow,
these structures can be aligned either with the x or the y direction and therefore are
fourfold degenerate. The second mode presents similar structure and degeneration
but, this time, the rolls are aligned with the horizontal diagonals of the periodic box.
These two modes contain the large part of the energy and their motion refers to the
upward and downward movement of the heated and the cooled buoyancy induced
fluid, respectively. Differently, the third mode corresponds to a purely mechanical
mode where there is only the horizontal components of the velocity (this is a purely
shearing motion). This mode also owns a vertical vorticity component that is gen-
erated by the non-linear terms in the equation of motion. Indeed, noting that in the
Boussinesq equation the coupling between thermal and mechanical components of
the flow is given by the vertical velocity, without this velocity (as in the third mode)
the motion can be sustained only by the non-linear interaction between modes (which
is, in turn, responsible for the generation of the vertical vorticity). However, other
modes without vertical velocity can occur in purely thermal modes where no com-
ponents of the velocity are involved. This is the case for the fourth mode. This
mode is degenerate and represents the temporal variation of the temperature around
the mean value. Because the optimality of the method lies in capturing energy, as
expected by the author, not all the physically relevant quantities displayed the same
convergence as the number of POD modes was increased. However, the convective
heat transport represented by the production term in the energy equation, converged
in mean square norm faster than the optimally represented total mean energy. Con-
versely other quantities like the horizontal and the vertical vorticity components,
which involve spatial derivatives and are associated with the small scales of the flow,
showed a slower convergence. The energetic horizontal rolls dominated the POD
representation and, in turn, quantities like the vertical vorticity represented by POD
higher order modes suffered from a relatively poor convergence, as a consequence.
In order to analyse the dynamical evolution of the retained modes, first the mean
and fluctuating part of the flow were introduced into the governing equations and
then the truncated POD representation of the fluctuating velocity was finally sub-
stituted. The mean flow component appearing in the dynamical model (actually
corresponding to the mean temperature only) may be evaluated using the ensem-
ble averaging of energy equation through an iterative process. However, to avoid
a running time averaging, the author proposed a non-iterative procedure through
a different decomposition of the temperature, this time using a horizontal averaged
part (function of z and t) plus its fluctuation, see [61] for all the details. As a re-
sult, an evolving equation for the mean component of the temperature was coupled
with the fluctuating dynamics that, this time, owned a vanishing horizontal average.
In order to demonstrate the effect of the truncated dynamical representation, the
energy of the flow derived from a truncated dynamical model (retaining up until
264 conjugate pairs of POD modes) was compared with that of the corresponding
POD eigenvalues. This maximum number of bases corresponded to the resolution
of 99% of the energy of the flow and allowed the large scale features to be com-
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parable with the original solution retaining all the Fourier modes. With respect to
the original Fourier based simulation of the flow, this consisted of a reduction of the
degrees of freedom of 45. The reduced model was numerically integrated using the
same procedure adopted to achieve the original database. Starting from the same
initial condition and after the transitional period, 500 time samples of the expan-
sion coefficients were collected. The truncated dynamical model overall increased
the energy of flow of about 3% when compared to the sum of 264 POD eigenvalues.
This was explained by the author considering that in the dynamical approximation
the non-linear interaction of the truncated modes (those not used in the represen-
tation) with the retained ones was absent and the flow therefore increased both the
energy and the dissipation process to compensate. Because the cascading process
tended to accumulate energy close to the cut-off modes, these two increments were
mainly evident for the high order modes. Differently, the scale separation property
typical of the POD procedure ensured that the larger scales were not affected by
the truncation. Furthermore, the truncated flow did not completely maintain the
energy balance between production and dissipation. By comparing with the exact
solution (that retaining all the modes) it can be estimated that the truncated modes
contributed less than 1% to the production but almost 3% to the dissipation. This
in turn indicated that while the lost truncated modes were not so important from a
production point of view, they would have been active for the energy dissipation in
the cascading process through the non-linear interaction with the retained modes.
For sake of completeness, a different model reduction approach than the one used
in this work, named POD with interpolation (PODI) [62], is briefly mentioned below.
When the modelling of turbulent flows using RANS has success, the POD may be
more easily applied in multidimensional parameter spaces. The expansion coefficients
retrieved from the projection of the bases on the dataset are discrete functions in the
parameter space with values defined at the points corresponding to the individual
snapshots. Then, to derive the ROM using the PODI approach, these coefficients
are continuously extended in the parameter space by the response surface method
(RSM) [63] using different techniques, such as least-square regression and radial
basis functions (RBF) method [64]. This approach is used in the engineering design
process where multiple simulations are required to perform optimization loops with
many parameters. Whatever optimization algorithm is applied, many evaluations of
the functional relationship are needed and the ROM is used to provide a estimate
of the input-output relationship with a considerable reduction of the computational
cost. PODI is employed for example in aerodynamic shape optimization [62] where
the flow passing a few selected geometries is used to generate the snapshots. Then,
the ROM can be used to describe flow fields around varying body shapes.
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Chapter 3
Validation of a co-rotating cavity
with radial inflow
Aim of this work is to improve the predictive modelling capability for cavity
flows in a high pressure compressor using the LES. A narrow co-rotating cavity with a
radial inflow introduced from the shroud is selected for the RANS and LES validation
presented in this chapter (see also Onori et al. [28]). The flow in compressor cavities
is turbulent and, generally, in the buoyancy regime. However, studies in the absence
of buoyancy can provide benchmark information of the flow structures that arise for
the different configurations. To the best of the knowledge of the author, there are
no LES for a case where only radial inflow is considered.
3.1 Model set-up
The flow is incompressible and not in the buoyancy regime. The validation is
carried out against the experimental data from the study of Firouzian et al. [25, 3],
which has been reviewed in Sec. 2.1. Simulations have been conducted using the
compressible, unstructured, finite-volume solver Hydra [30, 39]. Reynolds averaged
Navier-Stokes (RANS) results, based on the Spalart-Allmaras and SST k−ω models,
are presented. For the LES, different subgrid scale models have been tested. These
include the standard Smagorinsky model with Van Driest damping function near the
wall, the WALE model and the implicit LES procedure (see Section 2.2.1).
3.1.1 Geometry of the test-case
The test-case is schematically depicted in Fig. 3.1. The cavity has two lateral
discs with axial spacing s = 51mm and outer radius b = 381mm. The inner to
outer radius ratio is a/b = 0.1. The flow enters the cavity from a continuous slot
of 5mm; the shroud is foam filled to ensure an inlet swirl ratio Si = 1. The fluid
leaves the cavity from one side of the cavity through the space between the drive
shaft and the drive tube. The CFD domain is shown in Fig. 3.2. To minimize the
mesh size, it has been considered a sector model of 22.5 degrees. Results of Kumar
et al. [29], obtained using an axisymmetric model of the same geometry, suggest
49
50CHAPTER 3. VALIDATION OF A CO-ROTATING CAVITYWITH RADIAL INFLOW
Figure 3.1: Schematic diagram of the rig Test Case: from Firouzian et al. [25].
Figure 3.2: The geometry used for the calculations.
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Figure 3.3: The geometry used to reduce the backflow.
that this should be sufficient. This is also confirmed by the observations of Sun et
al. [2] and Amirante et al. [31] for non-adiabatic studies when the radial inflow rate
is sufficiently high to suppress the buoyancy.
All the solutions reveal that backflow arises at the outlet where the flow leaves
the domain through the upper part and enters near the shaft. The backflow has
been substantially reduced by computing the flow in a domain where a convergent
exit pipe is added. This modified geometry is shown in Fig. 3.3. As a drawback,
a stronger axial vortex is created at the radial location corresponding to exit pipe.
A survey presented in Sec. 3.2.3 reveals that both the geometries give almost an
identical solution within the cavity. The original geometry (Fig. 3.2) has therefore
been used in the rest of this validation.
3.1.2 RANS and LES mesh and resolution
The hexahedral structured meshes are generated with the commercial software
ANSYS ICEMCFD. For the RANS, the computational grid consists of 1.5 million
cells. The LES mesh has 8 million hexahedral cells. RANS solutions on this mesh
are used to inizialize the LES calculations, and, of course, they are over-resolved.
However, they have given identical results than on the coarser mesh.
In the RANS simulations, the resolution in the viscous sublayer is considered to
be sufficient. In fact, the near wall distance (y+) throughout the domain is between
0.4 and 1.2. In the LES, the y+ is slightly increased (2 < y+ < 4) in the inner region,
where the cavity is connected to the pipe. This serves to relax the severe restriction
imposed by the CFL condition in an area which is, in effect, outside our region of
interest. It is believed that the incomplete resolution of the near wall region in the
pipe and in the lower part of the cavity would have a small effect on the solution
at intermediate and outer radii. The simulation has been speeded up by a factor
of 6, as a result. For the LES, a more general indication of the resolution adopted
is given in Fig. 3.4 where the variation of the nondimensional grid spacing, ∆r+
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Table 3.1: Non dimensional flow parameters used for the RANS simulations
Case Reθ/105 Cw Mθ
1 0.985 440 0.1
2 0.985 1425 0.1
3 1.97 1396 0.2
4 3.45 1310 0.2
, ∆(rθ)+, ∆z+, is reported along two directions. The first direction is oriented as
the radial coordinate and is located at the cavity mid-axial position. The second
direction is oriented along the axial coordinate and located near the cavity centre.
Because the flow conditions vary significantly with the radius, the grid spacing is
nondimensionalized with respect to a wall unit which varies with the radius. It
is based on the circumferential average of the friction velocity calculated on the
left disc at the corresponding radial location. The spike observed at r/b = 0.1
corresponds to where the mesh has been locally stretched to resolve the upper wall
of the pipe. According to Davidson [65], grid spacing in wall resolved LES has to
be approximately 100 and 30 wall units in the streamwise and spanwise direction,
respectively. It should be noted that, in the case here considered, the mesh is not
aligned with the flow, and the wall shear is oriented about 45◦ relative to the radius.
Because of the above observation, the resolution adopted in the LES calculations
is optimal in the range of the experimental data, i.e. r/b ≥ 0.5. At lower radii, a
coarser resolution has been employed because, as stated above, this area is believed
to have a small influence on the solution at outer radii.
3.1.3 Flow parameters
The cases investigated using RANS are shown in Tab. 3.1. Overall, the mass
flow rate coefficient varies from 440 < Cw < 1300 while the rotational Reynolds
number, based on the outer disc radius, between 0.985 < Reθ/105 < 3.45. The
experimental rig has total inlet pressure of 101, 300Pa and total temperature of
300K. The corresponding inlet Mach number, based on the outer disc radius and
the rotational speed, is Mθ ' 0.04. In order to improve the convergence of the
compressible solver, the Mach number has been set equal either to Mθ = 0.1 or
Mθ = 0.2, see Tab. 3.1. Experimental evidence suggests that transition in the
Ekman boundary layer occurs when m˙r/µr ' 1200 [27], see Sec. 2.1. Following such
condition and because Case 1 has Cw = m˙r/µb = 440, the flow in this case is laminar
[3]. Instead, all the other cases correspond to turbulent flows. LES are only carried
out for a single couple of flow parameters. These parameters are Reθ = 3.45×105 and
Cw = 1300 and correspond to Case 4 in Tab. 3.1. Again, to improve the convergence
of the compressible solver, the Mach is set equal to Mθ = 0.2.
3.1.4 CFD modelling
All the cases in Tab. 3.1 are computed with the Spalart-Allmaras model [66].
The SST k−ω model [67] is only investigated for the Case 3 and 4. Three different
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Figure 3.4: Variation of the nondimensional grid spacing with nondimensional radius
(top) and with axial coordinate in wall units at r/b = 0.6 (bottom): ∆r+ (cyan),
∆(r θ)+ (pink) and ∆z+ (orange).
54CHAPTER 3. VALIDATION OF A CO-ROTATING CAVITYWITH RADIAL INFLOW
8500
9000
9500
10000
10500
11000
0 1 2 3 4 5 6 7
p
Revolutions
Outlet Pressure
Figure 3.5: I-LES with perfectly non-reflecting boundary condition (cyan). Variation
of outlet static pressure with revolutions.
LES procedures are considered in the present work: Implicit LES, LES with the
Smagorinsky subgrid scale model and a WALE model. The CFL is equal to 1 and
w = 0.05, see Sec. 2.2.3. A further I-LES will be discussed, in which, following a
non-standard procedure, the value of w has been reduced only at intermediated radii,
where the flow conditions are less critical. The motivations behind this procedure
will be better clarified when discussing the results in Sec. 3.2.
Boundary conditions employ fixed total temperature and mass flow rate at the
inlet. In the Spalart-Allmaras computation, the eddy viscosity is specified at the
inlet to be 10 times greater than the dynamic viscosity, i.e. at r = b it is νt/ν = 10
where ν = µ/ρ is the kinematic viscosity of the radial inflow. In the k − ω SST
computation, the kinetic energy k is assigned through the specification of an inlet
turbulence intensity equal to 10%, and the value of ω is obtained enforcing the same
viscosity ratio νt/ν = 10. No perturbation is added at the inlet for the LES. A radial
equilibrium distribution of the pressure is employed for the RANS simulations. For
the LES, on the other hand, partially non-reflective conditions are used at the outlet.
This boundary conditions avoids any drift of pressure associated with a perfectly
non-reflective condition (see [45] and Sec. 2.2.2). Details are now given. In order
to control spurious wave reflection at the outlet, perfectly non-reflecting boundary
condition was initially investigated. It was observed in a early phase of testing
that this condition gives a constantly decreasing outlet pressure. This is clearly
visible from the trend recorded by a probe placed at the outlet (Fig. 3.5). In such
condition, information of the static pressure can not be conveyed by waves within
the computational domain from the external and the Navier-stokes problem is not
well-posed, as explained in Sec. 2.2.2 and here briefly summarised. In order to make
sure that the physical information on the main pressure is maintained at the outlet,
a partially non-reflecting boundary condition is imposed. Such an approach allows
waves to enter the domain from the outlet until a value close to the target pressure
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Figure 3.6: Variation of static pressure with radius at the outlet with radial equilib-
rium distribution: I-LES (cyan), RANS SA (blue).
is reached. A radial distribution of the outlet pressure is finally given following the
radial equilibrium law, Eq. 2.6. The radial profile for both Spalart-Allmaras and
I-LES is reported in Fig. 3.6. As the outlet pressure is now controlled through the
specification of Eq. 2.28 and 2.29 (Fig. 3.7), the pressure drop across the cavity is
calibrated during run-time (Fig. 3.8), so to reach mass balance in a much shorter
time. This has proved to give a considerable speed-up of the calculation. Starting
from a converged RANS solution, and following this strategy, convergence in the
I-LES has been achieved after approximately 10 disc revolutions. After that, other 5
revolutions are needed when switching to a different LES model. Each disc revolution
takes approximately 3 days (the WALE model 20% more), running on 18 nodes of a
Linux Cluster, with each node consisting of 16 Intel Xeon processors sharing 2 GB
of memory.
3.2 Results
This section describes the results obtained using RANS and LES on the flow in
the narrow rotating cavity with radial inflow above presented. Firstly, four different
couples of Reθ and Cw are used as a survey of how the RANS models behave. The
reader is referred to Tab. 3.1 to identify the cases. LES is then conducted for
Cw = 1300 and Reθ/105 = 3.45 (Case 4 in Tab. 3.1) The results are validated
against the experimental data of Firouzian et al. [3]. As all the cases use a foam
filled shroud, the inlet flow enters the domain with solid body rotation, i.e. Si = 1.
At lower radii it is S ≥ 1. The solutions reveal a source region, an oscillating core
with almost zero axial and radial velocity and Ekman type boundary layers along
the discs, as described in Sec. 2.1. The profiles presented in this section have been
obtained by circumferential average of the mean flow. All the solutions show that
backflow arises at the outlet with the flow leaving the domain through the upper
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radial equilibrium distribution. Variation of outlet static pressure with revolutions.
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Figure 3.9: Variation of tangential component of velocity with radius using the
Spalart-Allmaras model. Top: (Cw = 440, Reθ = 0.985E5 (cyan)). Bottom: (Cw =
1425, Reθ = 0.985E5 (cyan)), (Cw = 1396, Reθ = 1.97E5 (pink)) and (Cw = 1310,
Reθ = 3.45E5 (orange)). The corresponding cases are reported in Tab. 3.1.
part and entering near the shaft. In order to survey the effect of the backflow, the
flow has been also computed on a modified geometry (Sec. 3.1.1) and the results will
be discussed in Sec. 3.2.3.
3.2.1 RANS swirl ration validation
Fig. 3.9 shows the radial profiles of the swirl ratio S = Vθ/Ωr retrieved from the
Spalart-Allmaras solutions for the four cases considered in Tab. 3.1. The profiles
are extracted at the cavity mid-axial position. All the solutions show a satisfactory
agreement with the experimental data [3]. However, it is observed that Case 1 slightly
overpredicts S at outer radii. As reported before, this case corresponds to laminar
Ekman boundary layer through the cavity. Both Case 3 and 4 have been investigated
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Figure 3.10: Variation of tangential component of velocity with radius. Top: SST
k − ω (cyan) and SA (pink) with Cw = 1396 and Reθ = 1.975E5. Bottom: SST
k − ω (cyan) and SA (pink) with Cw = 1310 and Reθ = 3.45E5. The test cases are
reported in Tab. 3.1.
using also the k − ω SST model. Fig. 3.10 shows the swirl ratio along with that
derived from the Spalart-Allmaras model, for comparison. It is clearly visible that
the k−ω SST model gives very similar prediction than the Spalart-Allmaras model.
3.2.2 LES and RANS results
With reference to Case 4 in Tab. 3.1, results from LES and RANS are presented
in the next three sections: mean flow, flow structure, and shear stress. As pointed
out before, profiles have been obtained by circumferential average of the mean flow.
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Figure 3.11: Variation of tangential component of velocity with radius: I-LES (cyan),
LES with Smagorinsky filter (pink), LES WALE (orange), SA (blue) and experimen-
tal data (symbols).
Mean flow
From the different LES solutions, radial profile of the swirl ratio S = Vθ/Ωr
extracted at the cavity mid-axial position are shown Fig. 3.11. The computed
results are compared with the Spalart-Allmaras solution in the same figure. The
k − ω SST solution corresponding to this case can be found in Fig. 3.10. All the
LES subgrid scale models give a very similar prediction and the agreement with the
experimental data of Firouzian et al. [3] is satisfactory. It is noted, however, that at
inner radii S is slightly overpredicted. Both Spalart-Allmaras and k − ω SST seem
to predict better the swirl ratio in this region. Tangential velocity contours from the
Spallart-Allmaras, the I-LES and the WALE solutions are presented in Fig. 3.12. A
part from some differences observed in the lower part of the cavity and throughout
the pipe, the mean flow structure is similar.
The computed results are compared with the analytical solution, given by Eq.
2.14 and 2.15, in Fig. 3.13. The free vortex solution matches very well the experi-
mental data in the source region while the turbulent Ekman solution in the rest of
the cavity. Instead, the laminar solution gives a significantly higher level of swirl.
The I-LES solution lies between the two curves. The weighting coefficient of the
dissipative fluxes used for this case is w = 0.05 and the observed slight overpre-
diction of the swirl ratio is related to the excessive numerical dissipation inherent
to the Roe scheme. Further reduction of w would lead the simulation to blow-up
near the shroud, where the jet breaks up. The above consideration is surveyed by
computing a further I-LES in which w has been gradually reduced, in the range
0.3 < r/b < 0.9, to reach a value w ' 0.005. This range corresponds to the central
part of the cavity, where, as shown later by the flow structure, the fields are more
regular. Fig. 3.14 shows the improvement obtained adopting this strategy.
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Figure 3.12: Tangential Velocity Contour. Spalart-Allmaras (left), I-LES (centre)
and WALE (right). Velocity is nondimensionalized by Ωb.
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Figure 3.14: Variation of swirl ratio S = Vθ/Ωr with radius: I-LES (cyan), I-LES
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In the paper of Firouzian et al. [3], measures of the pressure drop across the cavity
for a shroud having 30 equispaced holes and using an inlet swirl ratio Si = 0.59 show
a substantial agreement with the results predicted by the Ekman theory. It may be
observed that when the flow rate coefficient Cw is small, the inlet swirl ratio has a
small influence on the pressure coefficient [3]. Here the holes are replaced by a slot
and Si = 1. Because of the above observation, however, the comparison with the
Ekman theory remains valid. According to this theory, the pressure coefficient reads
Cp = (r
∗
e
2 − r∗re2) +
32
3
|λt| (r∗e3/8 − r∗re3/8)+
+
8
5
λ2t (r
∗
re
−5/4 − r∗e−5/4) + S2i (r∗e−2 − 1)
(3.1)
where r∗e is the theoretical nondimensional radius at the end of the source region,
r∗re = 0.4 is the lower limit of the experimental data range, and λt is defined as
λt = sgn(Q)2.22 |Cw|5/8Re−1/2θ .
Q is the volumetric flow rate of fluid entering the cavity. Radial profiles of the
nondimensional pressure 2p/ρΩ2b2 are shown in Fig. 3.15 for the Spalart-Allmaras
and the I-LES solution. The corresponding values of pressure coefficient are reported
in Table 3.2. They are both in a very good agreement with the value predicted by
Eq. 3.1, with the I-LES showing a slightly better match.
Radial velocity profiles within the boundary layer are shown in Fig. 3.16, for a set
of three different radial positions (r/b = 0.8, r/b = 0.6 and r/b = 0.4). The reader
is referred to Fig. 3.17 to identify the reference locations considered. The three
LES solutions obtained with w ' 0.05 give almost identical profiles, which are more
slender and with a higher velocity peak than that predicted by the Spalart-Allmaras.
The I-LES obtained with w ' 0.005 is in perfect agreement with all the other LES
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Table 3.2: Pressure Coefficient
Approach Cp
Linear Theory 2.11
I-LES 2.12
RANS SA 2.03
at r/b = 0.8, whereas at inner radii it becomes much closer to the Spalart-Allmaras
solution. It is observed that all the radial velocity profiles show a small radial outflow
outside the boundary layer. This is predicted by the solution of the laminar linear
Ekman equations [26].
Flow structure
Contour plots of the instantaneous flow field from the I-LES solution with reduced
value of w are shown in Fig. 3.18. The flow components are visualized on the
periodic surface. The radial velocity contours show unsteadiness arising near the
shroud, where the shear forces between the entering jet and the surrounding fluid
induce the flow to oscillate between the two parallel walls. Note the existence of
relatively large regions of positive radial velocity, indicating that the flow recirculates
before being entrained into the two boundary layers on the walls. In the central part
of the cavity, the flow is more quiescent. The initially laminar Ekman layer breaks
up into small scale turbulence at inner radii. Small and large structures coexist
throughout the pipe, where the flow is strongly turbulent.
Positive isosurfaces of the Q-criterion are are reported in Fig. 3.19. A set of
spirals is visible near the wall and it is indicative of the transition occurring in
the boundary layer. In the literature, the development of such a kind of vortical
structured is related to two types of viscous linear instability, named Type I and II
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Figure 3.17: Radial positions frequently used in the text.
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Figure 3.19: Q-criterion from I-LES.
(see the discussion in Sec. 2.1). Type I instabilities are related to the inflectional
point of the velocity profile and manifest spiral patterns with positive angles, i.e.
angles relative to the radius larger than 90 degrees. They have been observed by
many authors to develop along the rotor of enclosed rotor-stator systems [35, 36, 39].
Type II instabilities are instead related to combined effect of Coriolis and viscous
forces [37]. For rotating cavities with radial outflow, the numerical simulations of
Serre et al. [38] have shown spiral arms with a negative angle, as in the current case.
In turn, the spirals of Fig. 3.19 should be representative of a Type II instability [37].
Fourier modes of radial velocity signals registered in the middle of the cavity at
different radial positions and relative to the rotating frame of reference are shown in
Fig. 3.20. For their interpretation, the azimuthal distribution of the radial velocity
component on a circumferential line at r/b = 0.2 is presented in Fig. 3.21. The
profiles refer to 4 distinct times covering a period associated with the dominant fre-
quency ω/Ω = 4.9 (see Fig. 3.20). Because the radial velocity has values of opposite
sign during the period, the dominant mode is not related to a wave propagation in
the circumferential direction, but rather to a quasi-axisymmetric motion inducing
the core to oscillate in the radial direction. At outer radii the behaviour is similar,
although the amplitude of the oscillations reduces gradually and the corresponding
frequency increases. This behaviour is not fully understood but may related to the
unsteady large scale structures generated at inner radii where the flow enters the
exit pipe.
Shear stress
In section 2.1 it has been shown that the tangential velocity in the core depends
on the radial shear stress gradient normal to the wall (Eq. 2.16). In order to survey
how the different models behave in the boundary layer, here, the radial shear stresses
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computed from the different solutions are compared.
If the flow is assumed to be incompressible, the filtered momentum equation in
the stationary frame of reference reads
D U j
Dt
= ν
∂2U j
∂xi∂xi
− ∂τ
r
ij
∂xi
− 1
ρ
∂p
∂xj
(3.2)
where the filtered substantial derivative is
D
Dt
=
∂
∂t
+ U · ∇. (3.3)
When Eq. 3.2 is time averaged it becomes
D¯
〈
U j
〉
D¯t
= ν
∂2
〈
U j
〉
∂xi∂xi
− ∂
〈
uiuj
〉
∂xi
− 1
ρ
∂
〈
p
〉
∂xj
− ∂
〈
τ rij
〉
∂xi
. (3.4)
where the mean filtered substantial derivative is
D¯
D¯t
=
∂
∂t
+
〈
U
〉 · ∇. (3.5)
Following Eq. 3.4, the total shear stress tensor is
τ t = ν
∂
〈
U j
〉
∂xi
− 〈uiuj〉− 〈τ rij〉 (3.6)
from which the total radial shear stress is easily derived. Such a stress component is
made of three contributions: a laminar shear stress derived from the filtered mean
flow field, a Reynolds shear stress associated with the fluctuations of the filtered flow
field, and an averaged residual shear stress associated with the Smagorinsky or WALE
subgrid scale model. This latter contribution is absent in the implicit LES procedure.
In the Spalart-Allmaras solution, the shear stress consists of a laminar contribution
derived from the mean flow and, following the turbulent viscosity hypothesis, a
turbulent contribution associated with the anisotropic part of the Reynolds stresses.
Axial profiles of the total radial shear stress at r/b = 0.4 are presented in Fig.
3.22, for the different simulations. Fig. 3.23, instead, shows the three contributions
to the total radial shear stress at the same radial location. The LES solution with
Smagorinsky model shows a substantial lower level of Reynolds stress compared to
the other solutions (Fig. 3.23 bottom). Since such as stress is directly related to the
turbulence fluctuations, this means that there is less turbulent activity. Moreover,
the residual shear stress, which is a measure of the dissipation related to the subgrid
scale term, is more prominent (Fig. 3.23 center). In turn, the Smagorinsky model
delays the transition in the Ekman layer, as expected. Profiles from I-LES andWALE
are very similar and both the solutions show a Reynolds stress substantially higher
than in the Smagorinsky model. It may be noted that the two corresponding velocity
profiles are essentially the same (see Fig. 3.16 bottom) and the two laminar shear
stresses practically overlay (Fig. 3.23 top). For the WALE solution, at r/b = 0.4
the residual shear stress is about 30% of both the Reynolds and the laminar shear
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Figure 3.22: Variation of radial shear stress with axial coordinate in wall units at
r/b = 0.4: Implicit-LES (cyan), Implicit-LES reduced w (green), WALE-LES (or-
ange), SMAG-LES (pink) and SA (blue). The Spalart-Allmaras radial shear stress
at the wall is used for the nondimensionalization.
stresses. At lower radii, r/b = 0.15, the flow is strongly turbulent and the boundary
layer thickness increases to about 500 wall units (Fig. 3.24). Here, the contribution
of the residual shear stress becomes an order of magnitude smaller than the Reynolds
stress (Fig. 3.25 center and bottom). It is also observed that the residual shear stress
is smaller than the laminar shear at both r/b = 0.4 and r/b = 0.15. This may suggest
that the contribution of the subgrid-scale model has a marginal role.
The I-LES solution with reduced w shows a Reynolds stress significantly higher
than the other LES solutions. The profile shifts towards that of the RANS solution
(see Fig. 3.23 bottom), as well as the velocity profiles of Fig. 3.16. As the flow is
more turbulent, the boundary layer thickness increases. It is also worthing to note
that the laminar shear stress become very similar to the RANS one (see Fig. 3.23
top). This is because less mass flows in the inner part of the Ekman layer and the
radial shear on the wall reduces as a consequence. This is confirmed referring to Fig.
3.22 and 3.23 top. As already pointed out, the tangential velocity depends on the
radial shear stress gradient normal to the wall. As the shear on the wall changes, the
tangential velocity in the core is consequentially adjusted (see Fig. 3.14). Note that
at r/b = 0.15 the I-LES solution with reduced w shows a worse behaviour. This
is because w is only reduced in the range 0.3 < r/b < 0.9. Thus, the numerical
viscosity plays a crucial role for the improvement of the tangential velocity in the
core. Furthermore, the LES solver used in this work, which employs a second order
schemes and in which the effect of the SGS model becomes important only within a
few wall units from the wall (Sec. 2.2, [39]), may be too dissipative for the resolution
generally employed in LES. A further discussion on the role of w on the results will
be reported in Sec. 4.2.1 for the non-adiabatic test case.
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Figure 3.23: Variation of laminar (top), residual (center) and Reynolds (bottom)
radial shear stress with axial coordinate in wall units at r/b = 0.4: Implicit-LES
(cyan), Implicit-LES reduced w (green), WALE-LES (orange), SMAG-LES (pink)
and SA (blue). The Spalart-Allmaras radial shear stress at the wall is used for the
nondimensionalization.
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r/b = 0.15: Implicit-LES (cyan), Implicit-LES reduced w (green), WALE-LES (or-
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3.2.3 Backflow
The axial component of the instantaneous flow field in Fig. 3.18 reveals that
backflow arise at the outlet. The flow leaves the domain through the upper part
of the pipe and enters near the shaft. The backflow may be substantially reduced
by computing the flow in a domain where a convergent exit pipe is added (see Sec.
3.1.1). As a drawback, a stronger axial vortex is created at the radial location
corresponding to exit pipe. In order to inspect if the backflow may influence the flow
at higher radii, the tangential velocity computed on the modified geometry has been
compared with that of the original geometry. Both the Spalart-Allmaras and the
I-LES models have been tested and the results are reported in Fig. 3.26 and 3.27,
respectively. The experimental data are also reported. Owing to the modification
of the geometry, it can be observed that for both the models the tangential velocity
increases the peak at the radial position corresponding to the exit pipe. However, in
the range 0.2 < r/b < 1, the solutions computed on the two different geometries are
almost identical. Thus, this may suggest that the backflow does not play a crucial
role for the determination of the tangential velocity in the core.
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Figure 3.25: Variation of laminar (top), residual (center) and Reynolds (bottom)
radial shear stress with axial coordinate in wall units at = r/b = 0.15: Implicit-LES
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Chapter 4
Heat transfer prediction of a
rotating cavity with radial inflow
using LES
The aim of the study presented in this chapter is to investigate the heat transfer
prediction of both LES and URANS models for a compressor cavity with a radial
bleed of air. The dimensionless mass flow rate of the radial inflow is Cw = 3500
and the rotational Reynolds number, based on the cavity outer radius, is equal to
Reθ = 1.2 × 106. For the different models, the time averaged local Nusselt number
on the heated wall is compared with the experimental data of Farthing et al. [68]. It
is anticipated that the URANS and LES show a different behaviour of the Nusselt
number which is primarily attributed to a different flow structure predicted by the
models. This will be discussed in the following. A comparative analysis between the
eddy viscosity retrieved from the LES and URANS models is conducted at the end
of the chapter.
4.1 Model set-up
The test case considered has a prescribed temperature profile along one of the
two discs. In the cavity, the outer region is hotter than the inner region and the
radial inflow is colder than the wall. The temperature in the Ekman layer increases
rapidly while heat is transferred into the interior core. The process continues until
the flow becomes hotter than the wall and the heat transfer on the surface is reversed.
Simulations have been conducted using the compressible, unstructured, finite-volume
solver Hydra [30, 39]. Results are obtained from the LES WALE model [42] and two
URANS eddy viscosity models, namely the Spalart-Allmaras [69] and the k−ω SST
model [70].
4.1.1 Geometry of the test-case
The computational domain is shown in Fig. 4.1. The cavity is confined between
two lateral discs and a peripheral shroud. The inner and outer radius are a = 12 mm
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Figure 4.1: Computational domain employed in the study. The wall on the left is
heated for r∗ > 0.44.
and b = 381 mm, respectively. The distance between the discs is s = 102 mm. In
the cob region, a vane is positioned at the centre of the domain and extends up
to r∗ = 0.44, where r∗ denotes the nondimensional radius r∗ = r/b. The model
has a sector size of 36 degrees which corresponds, in the experimental facility, to the
minimal periodic portion that includes a central vane. Following previous experiences
and best practice (Kumar et al. [29], Sun et al. [2], Amirante et al. [31], Onori et al.
[28]), this sector size should be sufficient when the radial inflow rate is sufficiently
high to suppress the buoyancy. The flow enters the cavity in solid body rotation
from a continuous slot in the shroud. It leaves through the space between the shaft
and the tube from one side of the cavity .
4.1.2 RANS and LES mesh and resolution
The commercial software ANSYS ICEMCFD is used to generate the hexahedral
structured meshes. The computational grid consists of 1.5 and 15 million hexahedral
cells for the RANS and the LES, respectively. An averaged URANS solution on the
15 millions mesh has been used to initialize the LES calculation and, of course, it is
over-resolved. However, it has given identical results than on the coarser mesh.
In the RANS, the near wall distance is y+ ' 1 throughout the cavity. In the LES,
the y+ is slightly increased (2 < y+ < 4) where the cavity is connected to the pipe.
In this way, the severe restriction imposed by the CFL condition can be relaxed in
an area which is, in effect, outside the region of interest for this work. As a result,
the simulation has been considerably speeded up. The incomplete resolution of the
near wall region in the pipe and in the lower part of the cavity is believed to be not
influential on the solution at intermediate and outer radii.
In wall resolved LES, an adequate mesh resolution requires approximately 100
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Figure 4.2: Radial profiles of nondimensional grid spacing at the cavity centre, re-
sulting from the LES computation.
and 30 wall units in the streamwise and spanwise direction, respectively [65]. Taking
into account the available computational resources, here the above requirements can
not be fulfilled everywhere in the domain. However, because the Nusselt number pre-
diction might be critical for the development of the source region, the flow was very
well resolved in the upper part of the cavity. Figure 4.2 shows the variation along the
radius of ∆r+, ∆z+ and ∆(rθ)+ at the cavity mid-axial position. Since the flow con-
ditions vary significantly with the radius, the curves have been nondimensionalized
using the wall units calculated at each radius. They are based on the circumferential
average of the friction velocity calculated on the left disc at the corresponding radial
location. Considering that in the Ekman layer the flow is predominantly oriented in
the tangential direction, Fig. 4.2 shows that the overall streamwise resolution falls
in the range of recommended values. The spanwise resolution, however, is less sat-
isfactory and degrades at lower radii. Computations on finer meshes have not been
considered, because, as stated above, the physical time scale of the problem is too
long in relation to the available computational resources. Starting from a URANS
solution, statistical convergence of the LES solution has been achieved after approx-
imately 16 disc revolutions. Each of them has taken almost 6 days running on 20
nodes of a Linux Cluster, each node consisting of 16 Intel Xeon processors sharing
32 GB of memory.
4.1.3 Flow parameters
The rotational Reynolds number of the test case is Reθ = Ωb2/ν = 1.3× 106 and
the Mach number is Mθ = Ωb/
√
γRT0 = 0.15. The Rossby number, which measures
the relative importance of the radial inflow over the Coriolis force, is Ro = v¯r/Ωb =
7.6×10−3 where v¯r is the mean velocity at the inflow. The nondimensional mass flow
rate is Cw = m˙r/µb = 3500. Experimental evidence [3, 27] suggests that transition
in the boundary layer occurs when Cw ' 1200. Hence, the Ekman layers are here
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expected to be fully turbulent.
4.1.4 CFD modelling
The WALE model of Nicoud and Ducros [42] is adopted in the LES as sub-
grid scale term (see Sec. 2.2.1). Time integration is carried out using an explicit
Runge-Kutta three-stage method [30]. The CFL is equal to 1 and, following common
practice, the coefficient w is reduced to the minimum value necessary to preserve
the stability of the computation, see Sec. 2.2.3. In the URANS, the additional trans-
port equations employed for the Spalart-Allmaras and the k − ω SST model follow
the formulation given by Mariani et al. [69] and Menter [70], respectively. Previous
work from Kumar et al. [29], carried out using the same code Hydra, has shown
that the k −  model is not adequate for this class of flows, and therefore it has not
been considered in this study. For the URANS, time integration uses a Dual Time
Stepping approach.
At the inlet, boundary conditions employ a specified mass flow rate m˙r = 0.024 kg/s
and a specified total temperature T0 = 298 K. The latter is equal to the ambient
temperature in the experiment. The swirl ratio of the radial inflow is Si = 1 and
because the computation is performed in the rotating frame of reference, this con-
dition corresponds to imposing the direction of the incoming flow as normal to the
inlet surface. In the Spalart-Allmaras computation, the inlet eddy viscosity is set to
10 times higher than the dynamic viscosity, i.e. at r∗ = 1 it is νt/ν = 10. In the
k − ω SST computation, the kinetic energy k is assigned through the specification
of an inlet turbulence intensity equal to 10%, and the value of ω is obtained enforc-
ing the same viscosity ratio νt/ν = 10. No perturbation is added at the inlet for
the LES. Particular care has to be taken for the treatment of the outlet boundary
conditions. This has been already discussed in Sec. 2.2.2 and 3.1.4. While in the
URANS a standard pressure outlet boundary condition can be safely adopted, in
the LES it is necessary to ensure that the turbulent structures can leave the domain
without spurious oscillations via the use of non-reflective boundary conditions [45].
On the heated disc, the one on the left in Fig. 4.1, a temperature profile is prescribed
between the upper end of the cob region (r∗ = 0.44) and the periphery (r∗ = 1).
The ratio between the maximum temperature assigned on the wall TMw , and the inlet
total temperature T0, is equal to 1.15; the buoyancy parameter is α(TMw −T0) = 0.16,
where α is the volumetric expansion coefficient of the inlet fluid. All the other walls
are adiabatic.
4.2 Results
Simulations from LES and RANS, conducted for a non adiabatic rotating cav-
ity with a radial inflow introduced from the shroud, are presented in the next four
sections. The numerical simulations are validated in Sec. 4.2.1, comparing the com-
puted Nusselt numbers with the experimental measurements. The LES mean flow
field is described in Sec. 4.2.2. URANS and LES show a different behaviour which
is primarily attributed to a different flow structure predicted by the models; this is
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Figure 4.3: Variation of time-average local Nusselt numbers Nu on the heated wall
with nondimensional radius r∗ = r/b.
detailed in Sec. 4.2.3. Finally, in Sec. 4.2.4, since both the URANS models show
an eddy viscosity at the cavity center significantly greater than zero, a comparative
analysis with the LES calculation and an other eddy-viscosity model (k−ω SSTRC)
is performed.
The profiles presented in the following have been extracted from averages of the
mean flows in the circumferential direction. A single mean flow results from the
time average of the instantaneous flow field over one disc revolution. The variation
of the average mean profiles for different disc revolutions, here not reported, is very
small demonstrating that statistical convergence of the results has been achieved.
Furthermore, animations of the phenomenon indicate that the prominent structure
in the source region (and, in particular the buoyancy induced vortex) appears to be
a robust constituent of the flow that does not decompose (see the discussion in Sec.
4.2.3). The axial profiles are plotted against z∗ = (z − z¯)/s, where z¯ is the axial
coordinate at the cavity centre, and s the cavity width. The velocity components are
divided by the velocity of the disc at the periphery Ωb, and denoted by V ∗. Similarly,
the fluid temperature is nondimensionalized using the inflow total temperature T0
and denoted by T ∗.
4.2.1 RANS and LES heat transfer validation
Figure 4.3 compares the time-averaged local Nusselt number with the experimen-
tal measurements of Farthing et al. [68]. Error bars corresponding to 95% confidence
intervals are reported. The Nusselt number is evaluated as
Nu =
q˙r
k(Tw − T0) (4.1)
where q˙ is the computed heat flux, k the conductivity of the air, and Tw − T0 the
difference between wall temperature and inlet total temperature. The prescribed wall
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Figure 4.4: Wall temperature prescribed on the disc and radial profiles of temperature
T ∗ = T/T0 at the cavity mid-axial position.
temperature along with radial temperature profiles at the cavity centre is shown in
Fig. 4.4.
The k − ω SST [70] and the Spalart-Allmaras [66] model capture the general
trend, but they overestimate the heat transfer in the inner region and underestimate
it in the outer part. In particular, the peak observed in the experimental data
between r∗ = 0.7 and r∗ = 0.9 is completely missed. The Nusselt number distribution
is essentially linear for r∗ ≤ 0.95. Then it suddenly increases, reaching a maximum
at the periphery. This behaviour, which was also encountered in the numerical work
of Kumar et al. [29], has been substantially improved using the LES. In Sec. 4.2.3,
through a comparative analysis of the flow structure between the different URANS
models, it will be shown that the two URANS models fail to capture the correct
dynamics of the source region, leading to a misprediction of the Nusselt number.
The LES solution is in good agreement with the experimantal Nusselt number.
After an overshoot located close to the shroud, the Nusselt number increases moving
radially inwards, and it reaches the maximum at r∗ ' 0.85. With a further decrease
of the radius, the Nusselt number decreases becoming negative at r∗ = 0.57, against
the value r∗ = 0.6 measured in the experiment. The fluid temperature in the core
remains approximately constant for r∗ > 0.85, and then grows until reaching a
maximum at r∗ ' 0.7 ( Fig. 4.4). The behaviour observed at r∗ ' 0.7, where the
core temperature stops growing, and the predicted curve of Nusselt number exhibits
an inflectional point is consistent with the experimental data distribution. These
results provide confidence in the quality of the LES solution.
In this work, the weighting coefficient w of the dissipative flux has been gradually
reduced in the simulation. The Nusselt number computed for three different values
of w is reported in Fig. 4.5 showing that the solution in the source region compares
worse to the experimental data for higher values of w. However, the solutions at
inner radii remain similar. As reported in Sec. 3.2.2 for the adiabatic test case, LES
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Figure 4.5: Effect of the numerical dissipation on the Nusselt number profiles along
the heated wall.
solvers with second order schemes may be too dissipative for the resolution generally
employed in LES [28, 39]. Fig. 4.5 shows that the solution improves by reducing
w but overall the simulation becomes more unstable since unphysical amplifications
are created by the dispersion error which are not sufficiently damped. Since in the
current scheme the numerical dissipation is proportional to the 4th spatial derivatives,
it does not incorporate the physics of an eddy viscosity model (see the discussion in
Sec. 2.2.1). As a consequence, a sufficiently high resolution is required in order to
achieve a clear separation of scales so as to avoid the unphysical behaviour where
energy is drained from the large structures. The energy spectra presented in Fig.
4.6 shows that a clear separation of scales is obtained in the solution. At inner radii
where the flow is fully turbulent, the heat flux depends primarily on the mass flow
rate in the boundary layer, which is more on less the same once the entrainment
is completed. There, the effect of w appears less important, as may perhaps be
expected for the discussion above.
4.2.2 LES mean flow
LES axial profiles of radial velocity are shown in Fig. 4.7. The axial coordinate of
the figure extends from the heated wall for 10% of the cavity width (from z∗ = −0.5
to z∗ = −0.4). The corresponding values of mass flow rate m˙∗ = m˙/m˙r are shown
in Fig. 4.8, where m˙r is the radial inflow rate. URANS profiles of m˙∗ are also
reported for completeness. Following Fig. 4.8, in the LES solution the entrainment
is complete at r∗ ' 0.9. Here, m˙ is almost equal to half of the radial inflow rate m˙r
introduced from the shroud, i.e. m˙∗ ' 0.5. For lower radii, m˙∗ increases reaching
a maximum at r∗ = 0.85. At this stage, the mass flow rate in the boundary layer
is larger than the nominal values m˙r/2. For r∗ < 0.85, m˙∗ reduces and becomes
closer to m˙r/2. According to Fig. 4.7, the mass flow rate reduction at inner radii
results from the presence of small radial outflow located in the external part of the
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Figure 4.6: Energy spectra of the velocity fluctuations at the cavity centre. Frequen-
cies are nondimensionalized by 2pi/Ω.
boundary layer. At r∗ = 0.4, that is in the cob region, the radial penetration occurs
through the core, and the Ekman layer essentially disappears.
The swirl ratio at the cavity mid-axial position is shown in Fig. 4.9 for the LES
and URANS solutions. All the curves show a good agreement with the free vortex
solution near the shroud, and exhibit a maximum located at the same position r∗ =
0.5. The predicted level of swirl, however, is significantly different. The k − ω SST
seems to be the least convincing solution. Note, in fact, that the swirl ratio in the
core is directly related to to the shear on the wall, cfr. Eq. 2.16. A lower level of swirl
is indicative of a smaller amount of fluid pumped near the wall (Eq. 2.15), with some
of the radial inflow that moves through the core. This is also confirmed by the mass
flow rate distribution within the Ekman layer of Fig. 4.8. For r∗ < 0.8, the k−ω SST
mass flow rate becomes significantly lower than the other solutions. As mentioned
before, the LES is not fully resolved at lower radii, where the tangential velocity
becomes higher. According to the study of the isothermal cavity in Sec. 3.2.2, this
may cause an overestimate of the swirl at inner radial positions, as the radial shear in
the Ekman layers could be overpredicted. Examining the difference between laminar
and turbulent solution in Fig. 3.13, underresolved LES display a similar qualitative
behaviour, with the swirl profile tending towards the laminar solution. However,
Fig. 4.9 shows that the LES solution has a certain level of agreement with both
the turbulent solution and the Spalart-Allmaras model, indicating that a possible
overestimation of the swirl could be limited. This in turn suggests that the flow field
could be reasonably accurate even at inner radii.
Assuming that close to the inlet the heated wall has a marginal effect on the
jet, the rothalpy of the radial inflow, defined as I = H − ΩL might expected to be
initially constant. Here, H is the total enthalpy and L = rVθ the angular momentum.
For r∗ > 0.9, in the source region, the flow behaves like a free vortex (Fig. 4.9).
Thus, I = const implies that H = const. Since the Mach number is also small,
4.2. RESULTS 81
z*
V r
-0.5 -0.475 -0.45 -0.425 -0.4
-0.15
-0.1
-0.05
0
r*=0.95
r*=0.9
r*=0.8
r*=0.7
r*=0.6
r*=0.4
*
Figure 4.7: LES axial profiles of radial velocity component V ∗r = Vr/Ωb at different
radial positions.
compressibility effects on a short radial extent cannot significantly alter the fluid
temperature, which, therefore, has to remain approximately equal to the radial inflow
temperature, as confirmed form the radial temperature profiles at the cavity centre
(Fig. 4.4). Outside the source region, for r∗ ≤ 0.9, the convection through the core
is drastically reduced, and the temperature in the cavity centre begins to increase
as the turbulent diffusion propagates heat from the wall. Compared to the LES
solution, the core temperature in the URANS remains constant for a shorter extent
near the shroud, indicating a stronger effect of the turbulent diffusion over the radial
convection. As already reported, the structure of the source region may be the main
cause for the mis-prediction observed in the URANS models, as well as in the integral
method solutions reported by Farthing et al. [68]. Section 4.2.3 will be devoted to
analyzing closely the flow structure.
Fig. 4.10 shows the turbulent kinetic energy associated with the resolved scales,
k∗ = 12u
′
iu
′
i/(Ωb)
2, at different radii. Turbulence increases in the boundary layers
while the core remains relatively quiescent. The turbulence kinetic energy k∗ is
equal in the core to 0.012 at r∗ = 0.9, 0.002 at r∗ = 0.6 and 0.12 at r∗ = 0.4. It is
also interesting to note the asymmetric behaviour in the two boundary layers, with
k∗ slightly higher near the hot wall.
4.2.3 LES flow structure
LES instantaneous velocity contours in a meridional plane are shown in Fig. 4.11
and 4.12. There is a large core separating two turbulent boundary layers convecting
the fluid inward. Little activity is present in the core, at least for 0.5 < r∗ < 0.9. The
radial velocity remains very small while the tangential velocity varies predominantly
along the radius, although careful inspection of Fig. 4.12 reveals slightly higher
values near the heated wall. A more chaotic behaviour can be observed in the cavity
restriction, with the appearance of smaller turbulent structures. Here the tangential
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Figure 4.8: Mass flow rates computed across axial cuts adjacent to the heated wall,
and extending for 10% of the cavity width. m˙∗ = m˙/m˙r where m˙r is the radial
inflow rate.
velocity is drastically reduced due to the presence of the vane that induces solid body
rotation to the fluid. As reported above, in the cob region, the radial penetration
occurs through the core, and the Ekman layer essentially disappears (Fig. 4.11).
Here, the strong turbulence mixing and even the acceleration induced by the cavity
restriction, render the flow conditions no longer geostrophic. As in this work the
main concern is the heat transfer prediction in the cavity, no further analysis is
reported for the cob region.
The flow structure in the source region is visualized in Fig. 4.13 and Fig. 4.14 for
the Spalart-Allmaras and k − ω SST solution, respectively. Temperature contours
in a meridional plane are superposed on the streamlines associated with the axial and
radial velocity components. Both solutions show that the entering jet rapidly forms
two small symmetric vortices adjacent to the jet. These structures are conceptually
different from the regions of re-circulating fluid schematized in Fig. 2.1. Here they
result from the shear forces acting between the entering jet and the fluid driven
towards the shroud by the Coriolis force. The peak in the Nusselt number at r∗ =
1, observed in Fig. 4.3 reflects the presence of cold fluid that moves along the
shroud before impinging on the hot disc at the periphery. The streamlines develop
symmetrically around the mid-axial position, and tend to cluster between r∗ = 0.9
and r∗ = 0.95, suggesting that this is the region where the entrainment is completed.
At about r∗ ' 0.9, the streamlines rotate counterclockwise near the hot wall and
clockwise near the cold wall, indicating the presence of fluid diverted from the two
boundary layers towards the interior core. Consistent with this, the mass flow rate
displayed in Fig. 4.8 shows a peak located exactly at r∗ = 0.9. This behaviour
is predicted by both URANS models. However, in the k − ω solution some of the
streamlines do not re-enter the boundary layers at inner radii, revealing that there is
fluid moving through the core, in agreement with the indications given by the mass
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Figure 4.9: Radial profiles of swirl ratio S = Vθ/Ωb at the cavity mid-axial position.
flow profiles of Fig. 4.8 and by the swirl ratio profiles of Fig. 4.9.
A snapshot of the LES thermal field is given in Fig. 4.15 showing contour plots
on four θ-planes. On each of them, an extended region can be seen where the fluid
temperature is fairly homogeneous and close to the radial inlet temperature. The
selected contour levels are slightly different from Fig. 4.13 and 4.14, in order to
show the small arms located near the hot wall at approximately r∗ ' 0.9. The small
arms depart from the edge of the source region and stretch outwards, as a result of
buoyancy effects originating in the boundary layer. As the flow is heated near the
wall, a density gradient is formed in the axial direction, remaining disaligned from the
pressure gradient. This induces baroclinic circulation in the meridional plane. In the
vorticity equation, the baroclinic production term is given by 1
ρ2
∇ρ×∇p. Thus, the
sign of the azimuthal vorticity created near the hot wall induces counterclockwise
circulation. On more physical grounds, buoyancy drives the flow heated near the
wall below the heavier fluid of the stratified core. Figure 4.16 shows the streamlines
corresponding to the time averaged flow on a specific θ-plane. It can be noticed the
radial inflow is deflected towards the cold disc. The vortices numbered by 2 and
3 should correspond to those also observed in the URANS solutions, adjacent to
the jet. Vortex 1, on the other hand, is a buoyancy induced vortex. The angular
momentum of the heated fluid is larger than that in the geostrophic core. Therefore,
as the buoyant fluid moves away from the wall, it is also forced to move outwards,
driven by the Coriolis force. In the cavity centre, just below Vortex 2, it merges with
an arm of the cold radial inflow, and then recirculates towards the wall, feeding the
boundary layer. In this scenario, Vortex 1 represents the mechanism whereby the cold
radial inflow is pumped near the hot wall, ensuring a large thermal difference across
the boundary layer (see Fig. 4.17). It may be useful to summarize the consistency
among the various figures presented. The Nusselt number has a maximum value
slightly above r∗ = 0.85, cfr. Fig. 4.3, corresponding to the lower edge of Vortex 1
in Fig. 4.16. The boundary layer mass flow rate increases drastically for r∗ < 0.95,
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reaching a maximum at r∗ = 0.85 (Fig. 4.8), corresponding to the upper and lower
edge of Vortex 1. Fluid temperature at the cavity centre is constant for r∗ > 0.85
(Fig. 4.4). For r∗ < 0.85 it increases faster than in the URANS solutions. Figure
4.16 shows that in this region the interior core is heated by natural convection.
Instantaneous radial velocity contours are shown in Figure 4.18 for different θ-
planes. The flow field on the two planes θ1 and θ2 are consistent with the streamlines
of Fig. 4.16, while plane θ3 shows fluid that moves in the opposite direction. A non-
uniform distribution of vr at the inlet slot can also be observed. Animations of the
phenomenon indicate that the flow behaves almost randomly near the cold wall, with
the inlet conditions having to adjust locally to preserve the specified radial inflow
rate. Vortex 1, on the other hand, appears to be remarkably robust, with small
patches where it suddenly shrinks corresponding to localised radial outflow. It is not
excluded that Vortex 1 could be the result of a combined effect. There might be, in
fact, a tendency of the flow to move towards the interior core at the latest stages
of the entrainment phase, as observed in both the URANS solutions. In the LES,
buoyancy may reinforce this mechanism near the hot wall, eventually breaking the
symmetry of the system.
4.2.4 Eddy viscosity
The last part of this work is aimed at performing a comparative analysis between
the eddy viscosity in the URANS models employed, and the turbulent viscosity
predicted in the LES calculation. In this study it is shown that both the two-
equation models share the same behaviour. The eddy viscosity at the cavity center
is significantly greater than zero. However, according to a test here conducted on
the k−ω SST model, a better behaviour is obtained when the eddy-viscosity model
is sensitised for the effects of system rotation and for streamline curvature. This will
be discussed later.
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Figure 4.11: LES instantaneous flow field. Contour plot of radial velocity component
V ∗r = Vr/Ωb on a meridional plane.
In the Spalart-Allmaras model a transport equation is solved for the eddy vis-
cosity νt, whereas in the k − ω SST model νt is determined by the conventional
Kolmogorov-Prandtl expression
νt =
k
ω
(4.2)
In the LES, one has available from the computation the turbulent kinetic energy k
and the turbulent dissipation rate . The latter is defined as
 = ν
∂u′i
∂xk
∂u′i
∂xk
(4.3)
These quantities are of course associated with the resolved motion, and do not in-
clude the contribution of the subgrid scale model. A representative value of the
corresponding eddy viscosity can then be given by the standard k −  relation [71]
νt = C
k2

(4.4)
with C = 0.09. In Keating et al. [72], this approximation for νT is found to behave
well using the values of k and  calculated from a LES.
Axial profiles of turbulent viscosity are shown in Figure 4.19 for the two radial
positions r∗ = 0.6 and r∗ = 0.9. In the cavity centre, at both radial locations, the
Spalart-Allmaras solution exhibits a turbulent viscosity significantly greater than
that calculated from the LES solution. In the k − ω SST , νt is between one and
two orders of magnitude larger. The large disparity between the values computed at
r∗ = 0.9 and those prescribed at the inlet (Sec. 4.1.4), suggests very little sensitivity
to the specified boundary conditions. Therefore, the turbulent kinetic energy in
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Figure 4.12: LES instantaneous flow field. Contour plot of tangential velocity com-
ponent V ∗θ = Vθ/Ωb on a meridional plane.
the source region has to be primarily associated with the presence of the jet. The
behaviour at r∗ = 0.6 is less clear. Here, the URANS turbulent viscosity remains an
order of magnitude larger than in the LES, while in the boundary layer the value of
νt becomes similar for the three models.
A sensitisation for rotation and curvature effects for the k − ω SST model has
been examined. The model adopted is named k − ω SSTRC (Hellsten, [73]). The
approach has the advantage of being generalizable for arbitrary three-dimensional
flow and the computational expanse is marginal. The equations of the model for k
and ω are reported for sake of clarity:
ρ
∂k
∂t
+ ρuj
∂k
∂xj
= P − β∗ρkω
+
∂
∂xj
[
(µ+
µt
σk
)
∂k
∂xj
] (4.5)
ρ
∂ω
∂t
+ ρuj
∂ω
∂xj
=
γρ
µT
P − F4βρω2
+
∂
∂xj
[
(µ+
µt
σω
)
∂ω
∂xj
]
+ 2ρ
1− F1
σω2ω
∂k
∂xj
∂ω
∂xj
.
(4.6)
Compared to the standard k − ω formulation [70], the destruction term in the ω
equation is multiplied by a rotation and curvature correction factor F4 (Eq. 4.6)
introducing a modification of the turbulent length scale. The correction factor is
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Figure 4.13: Spalart-Allmaras solution. Temperature contour plot and streamlines
associated with the axial and radial velocity components.
given by
F4 =
1
1 + CrcRi
. (4.7)
The definition of the Richardson number is computed as
Ri =
|Ωij |
|Sij |
( |Ωij |
|Sij | − 1
)
(4.8)
with |Sij | and |Ωij | a scalar measure of the strain-rate tensor and the vorticity tensor
respectively. Providing that Crc < 4 and |Sij | is limited from below to avoid division
by zero, F4 remains always bounded. It is used Crc = 3.6 as recommended in [73].
The results obtained with the k − ω SSTRC model are presented in Fig. 4.20.
The turbulent viscosity is compared with the standard k−ω SST and LES solutions.
The RC correction increases ω in the cavity center, due to a decreased destruction
term in the ω equation. This in turn decreases the turbulent kinetic energy k due to
an enhanced destruction term in the equation for the turbulent kinetic energy, Eq.
4.5. As a result, the turbulent viscosity reduces, becoming one order of magnitude
lower at r∗ = 0.6. Fig. 4.21 shows the axial profiles of the difference between the
production P and destruction D of turbulent kinetic energy. The LES solution is
reported for comparison. In the k − ω SST and SSTRC they have been evaluated
using the specific definitions of the terms. In the LES the production has been
calculated as
P = τRij
∂Ui
∂xj
(4.9)
where τRi,j is the Reynolds stress tensor available form the computation and Ui is the
mean flow component. The k−ω SSTRC reduces the difference P −D in agreement
with the LES solution. Fig. 4.22 shows the Nusselt number calculated from the
SSTRC solution and it is compared to the standard SST and LES model. At lower
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Figure 4.14: k − ω solution. Temperature contour plot and streamlines associated
with the axial and radial velocity components.
radii, the k − ω SSTRC model gives more accurate results than the k − ω SST
and the Nusselt number becomes almost coincident with that predicted by the LES.
However, at outer radii, the correction provides only a marginal improvement, since
the buoyancy phenomenon remains unpredicted.
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Figure 4.15: LES instantaneous solution. Temperature contours on different merid-
ional planes.
Figure 4.16: LES time averaged solution. Temperature contour plots and streamline
associated with the axial and radial velocity component.
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Figure 4.17: LES time averaged solution. Axial profiles of fluid temperature at
different radial positions.
Figure 4.18: LES instantaneous solution. Contour plot of radial velocity component
on different meridional planes.
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Figure 4.19: Axial profiles of turbulent viscosity ν∗t = νt/ν at different radial posi-
tions.
Figure 4.20: Sensitisation for rotation and curvature effects. Axial profiles of turbu-
lent viscosity ν∗t = νt/ν at different radial positions.
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Figure 4.21: Sensitisation for rotation and curvature effects. Axial profiles of the
normalized difference between the production and the destruction term of kinetic
energy (Eq. 4.5) at different radial positions.
Figure 4.22: Sensitisation for rotation and curvature effects. Variation of time-
average local Nusselt numbers Nu on the heated wall with nondimensional radius
r∗ = r/b.
Chapter 5
Reduced order modelling for a
plane Couette flow using POD
In this chapter, the shear driven turbulence of a plane Couette flow at Re = 400
has been modelled following the work of Smith et al. [52]. This flow was used by
Hamilton et al. [60] for studying the turbulence regeneration mechanisms of of near-
wall turbulent structures and was modelled by Smith et al. [52] by expanding the
velocity field as a sum of optimal modes calculated via proper orthogonal decompo-
sition from numerical data (see Sec. 2.3). Differently from Smith et al. [52], here
the aim, rather than understanding the interaction between the large structures that
characterize the turbulent flow, is to evaluate the robustness of the procedure for
both the calculation of the POD basis and the coefficients of the dynamical system.
The numerical domain has a spanwise and streamwise extension just sufficient to
sustain turbulence with reasonable statistics (it is referred as minimal flow unit in
Hamilton et al. [60] and Smith et al. [52]). Compared to more developed turbulence,
the relative simplicity of this turbulent shear flow and the minimal dimension of the
domain allows the involvment of only a few coherent structures, therefore simplifying
the flow-dynamics as a consequence.
5.1 CFD simulation set-up
The geometry of the test case is presented in Fig. 5.1. The streamwise, wall-
Figure 5.1: Geometry of the plane Couette flow, from [52].
normal, and spanwise directions are respectively x, y, and z, as reported in the
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figure. The flow is moved by the shear of two parallel plates with constant speed
U0 in opposite direction. The dimensions of the domain are d = 2m, Lx = 1.75pim
and Lz = 1.2pim. This corresponds to the minimal flow unit (MFU), the smallest
domain which is able to sustain turbulence for this geometry [60, 52]. The lengths
are non-dimensionalised with d/2, where d is the gap between the plates. Velocities,
time and pressure are non-dimensionalised using U0, (d/2)/U0 and U20ρ respectively,
where ρ is the fluid density. The Reynolds number is Re = U0d/2ν = 400 , where
ν is the kinematic viscosity. The non-dimensional stable laminar solution is given
by U˜ = y˜ e1 for −1 < y˜ < 1, where e1 is the versor of the Cartesian axes x. For
sake of simplicity, in the rest of the presentation, we omitting the symbol tilde when
referring to non-dimensional quantity.
Results presented in Hamilton et al. [60] and Smith et al. [52] were obtained from
a direct numerical simulation (DNS) using a pseudo-spectral code and a third-order
Runge-Kutta time advancement for the convective terms. Fourier expansions were
used in the streamwise and spanwise directions, while Chebychev polynomials were
used in the wall-normal direction. The fluid, treated as incompressible, was modelled
using the evolution equation for the perturbation to the laminar flow,
∂
∂t
u = −(u · ∇)u− y ∂
∂x
u− u2e1 −∇p+ 1
Re
∇2u,
∇ · u = 0
(5.1)
with no slip boundary condition imposed at the walls
u|y=±1 = 0 (5.2)
and periodicity in the streamwise and spanwise directions. The flow velocities in
the x, y, and z directions are u = (u1, u2, u3), respectively, and the pressure field is
denoted as p. The mean streamwise pressure gradient is zero, and the flow is driven
by the motion of the walls.
In this thesis, attention is focused on the secondary air system which is char-
acterised by intricate geometries and the interaction with the main flow (see the
discussion in Sec. 1.3). This has promoted the use of robust, efficient CFD method-
ologies as industrial practice for the design. For this reason, in this work, data are
collected through a LES simulation conducted with the finite volume CFD code Hy-
dra [30] for the full Navier-Stokes equation and compressible fluid. Time integration
is carried out using an explicit Runge-Kutta three-stage method. No subgride scale
model is used in the present study and, therefore, the approach is referred to as
implicit LES, see Sec. 2.2.1. Industrial turbomachinery codes are designed to be
robust and efficient. For this reason, they use relatively low order schemes which
may introduce excessive numerical dissipation. Compared to research codes, the ef-
fect of the numerical viscosity is in turn more important. To minimise the effect of
the numerical viscosity in a low Reynolds number flow and achieve the production
of sustained turbulence, a computational grid of 120× 80× 90 in x, y and z is used
for the calculation. The y+ at the wall is 0.2 and the CFL number is 1. A computa-
tional grid of 16× 33× 16 (streamwise, wall-normal and spanwise) was used by both
Hamilton et al. [60] and Smith et al. [52].
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After allowing transients to decay and a statistically stationary (turbulent) state
to become established, the simulation has been run for 3000 non-dimensional time
units and a database of 3000 velocity field snapshots u(x, t) is assembled by recording
every one non-dimensional time unit. The simulated time corresponds to about 300
regeneration cycles since their period is slightly less than 100 time units (Hamilton et
al. [60]). Conversely, Smith et al. [52] run for a longer time, 20000 non-dimensional
time units, and recorded every 5 non-dimensional time. They realised a database of
4000 snapshots. The reason for the shorter simulated time is motivated, as explained
above, by the interest in the evaluation of the robustness of the procedure.
In Aubry et al. [58], the Navier-Stokes equation was rewritten in a form that
highlights the dynamics of coherent structures and the interaction with the mean
flow. This has been discussed in Sec. 2.3. The mean flow that appears in the
equation for the fluctuations was modelled as a balance between the effects of pressure
and those of coherent structures. More precisely, it was expressed in term of mean
pressure gradient and the Reynolds stress. This feedback model was included to
consider the stabilising effect (evident from experiments) of the interaction between
the mean and fluctuating velocity fields when disturbance grows. In this way, the
Reynold stress creates an interaction between mean velocity and fluctuation in a
manner to control the intensity of the rolls by reducing the mean velocity gradient
as the rolls intensify, thus weakening the source of energy ([58]). The non-linearity
of the dynamical model, in turn, depended on quadratic and cubic terms. The
latter came from the feedback model and represent the mean velocity-fluctuation
interaction corresponding to the Reynolds stress. No such modelling is required in
Smith et al. [52] and here because the mean velocity does not appear in the evolution
equation for the perturbation to the laminar flow. As shown later, the non linear
(quadratic) terms derive directly from the evolution equation and the nx = nz = 0
modes represent time-varying turbulent modifications to the mean. The sum of the
latter constitutes the spatially averaged flow for the system.
5.2 CFD results
In this section, results from the LES simulation of the plane Couette flow in a
minimal flow unit are presented. This flow was used by Hamilton et al. [60] for
studying the turbulence regeneration mechanisms of of near-wall turbulent struc-
tures. These coherent structures are self-regenerating: they break up or decay and
create subsequent structures in a mechanism that sustains the turbulence. In this
domain, the regeneration occurs in a well defined, quasi periodic process with a pe-
riod of the cycle slightly less than 100 time units (d/2)/U0. It is detailed below. In
the near wall region, the predominant structures are streaks and streamwise vortices.
In this contest, sreakes are refered to low and high speed streamwise-coherent struc-
tures with variation of the streamwise velocity with respect to spanwise position.
Fig. 5.2 shows the general characteristics of the flow and the streak breakdown pro-
cess over one complete regeneration cycle. In this figure, the streamwise velocities
u1 in the (x, z) plane midway between the two parallel walls are plotted at various
times in the cycle. The figure may be compared with those reported by Hamilton
96 CHAPTER 5. ROM FOR A PLANE COUETTE FLOW USING POD
Figure 5.2: Contours and iso-lines of u1-velocity from the LES simulation of PCF
in the MFU. Velocities are presented in the (x, z) plane centred between the walls
for six times noted from (a) to (f). The images are representative of the streak
breakdown process in the regeneration cycle.
et al. [60] in Fig. 5.3. As reported in [60], the flow has initially little x-dependence,
and strong structures similar to streaks dominate the flow. As time increases, the
x-dependence increases, with the streaks becoming more irregular and then breaking
down producing smaller-scale features and loss of definition of the streak. Finally,
a well-defined, nearly x-independent streak is regenerated, and the cycle is ready to
repeat. The quasi periodic dynamics now described is consistent with the behaviour
depicted in Fig. 5.2 and is qualitatively similar to the results of Hamilton et al. [60]
and Smith et al. [52].
From the Fourier decomposition of u, the modal RMS velocity (the square root
of the kinetic energy [60]) is given by
M(nx, nz) =
(∫ 1
−1
[u˜21(nx, y, nz) + u˜
2
2(nx, y, nz) + u˜
2
3(nx, y, nz)] dy
)1/2
(5.3)
and the temporal trend is presented in Fig. 5.4 for various modes. The tildes rep-
resent Fourier mode amplitudes, (nx, nz) the various wavenumber pairs and y the
vertical inhomogeneous direction. The temporal representation of the wavenumber
pair (nx, nz) equal to (0, 1) and (1, 0), retrieved from the LES simulation, shows the
near antiphase behaviour between M(0, 1) and M(1, 0). The period of the regener-
ation cycle is between 80− 100 non-dimensional time units, as founded by [60] and
[52]. The temporal trends over a regeneration cycle from [52], practically identical
to those of [60], are reported for comparison in Fig. 5.5. The 8 times marked on the
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Figure 5.3: Contours of u1-velocity from the DNS of PCF in the MFU of [60].
Velocities are presented in the (x, z) plane centred between the walls for eight times.
Solid and dashed line indicate positive and negative velocity, respectively.
M(0, 1) curve correspond to those noted on Fig. 5.3 of Hamilton et al. [60]. The
same correspondence is valid between the six points marked in Fig. 5.4 right and
the velocity contours at the six times noted from (a) to (f) reported in Fig. 5.2.
Instantaneous streamwise (u1) velocity contours, the streaks, and cross-stream
(u2 and u3) velocity vectors, the vortices, in the cross-stream plane (y, z) are shown
in Fig 5.6. The contours noted as (a) and (c) correspond to a maximum and a
minimum in M(0, 1): the first and third point in Fig. 5.4 right (1 and 5 in Fig.
5.5 right). The figure shows that the contours of streamwise velocity are much the
same after breakdown as before, though perhaps a little more diffuse. Instead, the
streamwise vortices are stronger after the breakdown process and this is consistent
with that discussed in [60].
5.3 POD modes
After allowing transients to decay and a statistically stationary (turbulent) state
to become established, the simulation has been run for 3000 non-dimensional time
units using a non-dimensional timestep of ∆t = 0.001. A database of 3000 velocity
field snapshots u(x, t) are assembled recording every 1000th. POD bases have been
then calculated from the LES dataset following the procedure described in Holmes
et al. [48] and Smith et al. [49].
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Figure 5.4: Temporal representation of RMS modal velocities M(0, 1), M(0, 2),
M(1, 0) and M(1, 1) from the LES.
Figure 5.5: Temporal representation of RMS modal velocities M(0, 1), M(0, 2),
M(1, 0) and M(1, 1) from Smith et al. [52].
5.3.1 The POD applied to the plane Couette flow
A mathematical discussion of the POD procedure is presented in Sec. 2.3, includ-
ing the role of symmetries and how ODE models are obtained by Galerkin projection
of the governing equations. For the details of the POD procedure, the reader is re-
ferred to Lumley [12] and Holmes et al. [48], for example. In this section, instead,
the procedure is applied to plane Couette flow following the work of Smith et al.
[49].
In a three dimensional fluid dynamic problems the Fredholm integral equation is
given as
3∑
j=1
∫∫∫
Ωx
< ui(x, t)u
∗
j (x
′, t) > Φ(n)j,nx,nz(x
′) d3x′ = λ(n)nx,nzΦ
(n)
i,nx,nz
(x). (5.4)
The “quantum numbers” n, and wavenumbers (nx, nz) distinguish different POD
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Figure 5.6: Contours and isolines of streamwise velocities u1 (left) and vectors of
cross-flow velocities u2 and u3 (right), in the (y, z)-plane before (a) and after (c)
breakdown as noted in Fig. 5.2. This corresponds to the first and third point in Fig.
5.4 right.
modes Φ(n)nx,nz . When periodic boundary conditions are imposed in x and z, because
optimal modes in translational-invariant direction are Fourier modes ([48]), it is
possible to assume a priori that
Φ(n)nx,nz =
1√
LxLz
exp
(
2pii
(
nxx
Lx
+
nzz
Lz
))
Φ(n)nx,nz(y) (5.5)
with
Φ(n)nx,nz(y) = (Φ
(n)
1,nx,nz
(y),Φ
(n)
2,nx,nz
(y),Φ
(n)
3,nx,nz
(y)). (5.6)
The expansion of the velocity field in terms of these modes has the form
u(x, t) =
∑
n
∑
nx
∑
nz
a
(n)
nx,nz√
LxLz
exp
(
2pii
(
nxx
Lx
+
nzz
Lz
))
Φ(n)nx,nz(y) (5.7)
with a(n)nx,nz the modal coefficients. Writing the velocity in the form
u(x, t) =
∑
n
∑
nx
∑
nz
exp
(
2pii
(
nxx
Lx
+
nzz
Lz
))
F(nxnz; y, t) (5.8)
it is possible to achieve the one-dimensional eigenvalue problem
LxLz
3∑
j=1
∫
Ωy
< Fi(nx, nz; y, t)F
∗
j (nx, nz; y
′, t) > Φ(n)j,nx,nz(y
′) dy′ = λ(n)nx,nzΦ
(n)
i,nx,nz
(y)
(5.9)
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that can be discretised using the direct or the snapshot method. The description of
the procedures can be found for example in Holmes et al. [48] and Smith et al. [49].
The method of snapshot, used in the current work, is reported in Appendix A.1.
For the present system, translation symmetries in the streamwise and spanwise
direction are accounted for by the Fourier decomposition (Eq. 5.5). As discussed
in Sec. 2.3, in order to preserve all symmetries of the governing equations and to
obtain projected ODEs with the appropriate properties, it is important that the
ensemble of snapshots is averaged over the discrete symmetries of the system. This
is because round-off and other discretization errors do not automatically preserve
these nontrivial symmetry properties of the fluid system (see discussion in Sec. 2.3).
Equations 5.1 and 5.2 are equivariant with respect to the following symmetries (see
Smith et al. [49]):
P · [(u1, u2, u3, p)(x, y, z, t)] = (−u1,−u2,−u3, p)(−x,−y,−z, t)
R · [(u1, u2, u3, p)(x, y, z, t)] = (u1, u2,−u3, p)(x, y,−z, t)
RP · [(u1, u2, u3, p)(x, y, z, t)] = (−u1,−u2, u3, p)(−x,−y, z, t)
T∆x,∆z · [(u1, u2, u3, p)(x, y, z, t)] = (u1, u2, u3, p)(x+ ∆x, y, z + ∆z, t)
(5.10)
P is a "point reflection" about (x, y, z) = (0, 0, 0), R is a reflection in the plane
z = 0, RP is a rotation by pi about the z-axis, and T∆x,∆z is a translation by ∆x
in the streamwise direction and by ∆z in the spanwise direction. Note that RP
simply represents the product of the actions P and R. Differently from the model
of Smith et al. [49], in the boundary layer model of Aubry et al. [58] the upper wall
is absent and, as a consequence, also the action P is absent. Following the action of
these discrete symmetries through Fourier transformation and the POD, the modal
components behave as follows ([49]):
P ·
 Φ
(n)
1,nx,nz
(y)
Φ
(n)
2,nx,nz
(y)
Φ
(n)
3,nx,nz
(y)
 =
 −Φ
(n)
1,−nx,−nz(−y)
−Φ(n)2,−nx,−nz(−y)
−Φ(n)3,−nx,−nz(−y)

R ·
 Φ
(n)
1,nx,nz
(y)
Φ
(n)
2,nx,nz
(y)
Φ
(n)
3,nx,nz
(y)
 =
 Φ
(n)
1,nx,−nz(y)
Φ
(n)
2,nx,−nz(y)
−Φ(n)3,nx,−nz(y)

RP ·
 Φ
(n)
1,nx,nz
(y)
Φ
(n)
2,nx,nz
(y)
Φ
(n)
3,nx,nz
(y)
 =
 −Φ
(n)
1,−nx,nz(−y)
−Φ(n)2,−nx,nz(−y)
Φ
(n)
3,−nx,nz(−y)
 .
(5.11)
In Sec. 2.3 it is deduced that γ ·φ = cγφ for some constant cγ , which in general may
be complex. Consider, for example, the action of P on the POD mode
P · Φ(n)nx,nz(y) = −Φ(n)−nx,−nz(−y)
= cPΦ
(n)
nx,nz(y).
(5.12)
Since P2 = 1, the transformation
(Φ(n)nx,nz + P · Φ(n)nx,nz)/‖Φ(n)nx,nz + P · Φ(n)nx,nz‖ 7→ Φ(n)nx,nz (5.13)
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ensures that
P · Φ(n)nx,nz = Φ(n)nx,nz (5.14)
and, hence, cP = 1. This is not valid for one single case that is reported below. It is
demonstrated that POD modes satisfying 5.14 must necessarily have components of
the form
Φ
(n)
j,nx,nz
(y) = o(y) + ie(y) (5.15)
where o and e are, respectively, odd and even functions of y. Thus POD modes lack-
ing obvious symmetry properties will, under the transformation 5.13, be of the form
5.15 and those which originally were of this form will remain unchanged. However,
POD modes with components of the form
Φ
(n)
j,nx,nz
(y) = e(y) + io(y) (5.16)
will simply vanish altogether under the transformation 5.13.
The actions of P , R and RP on the POD modes may be summarised as follows
(see Smith et al. [49]):
P · Φ(n)nx,nz(y) = cPΦ(n)nx,nz(y)
R · Φ(n)nx,nz(y) = cRΦ(n)nx,−nz(y)
RP · Φ(n)nx,nz(y) = cPcRΦ(n)−nx,nz(y)
(5.17)
where:
cP =
{
−1, if nx = nz = 0 and Φ(n)0,0 has components even in y
+1, otherwise
cR =

−1, if nx = nz = 0 and Φ(n)3,0,0 = 0
−1, if nz = 0 and Φ(n)1,nx,0 = Φ
(n)
2,nx,0
= 0
+1, otherwise
(5.18)
In order to restore the appropriate (discrete) symmetries of the model onto the POD
bases, these transformations have been directly applied to the POD modes so those
modes lacking obvious symmetry properties acquire components of the form of Eq.
5.11.
5.3.2 POD eigenvalues and modes
The eigenvalues λ(n)nx,nz are equal to twice the average kinetic energy carried by the
corresponding modes, i.e. λ(n)nx,nz =< |aˆ(n)nx,nz |2 > where aˆ(n)nx,nz is the modal amplitude
obtained by projection of the dataset onto the (n, nx, nz) mode. The decay properties
of these eigenvalues therefore indicate which modes should be included on energy
grounds. The eigenvalues retrieved from the LES dataset and corresponding to the
POD modes used for the construction of the 6-mode model of Smith et al. [52] are
listed in decreasing energetic order in Table 5.1. These eigenvalues are not simply
the six most energetic modes, but rather the top four and the modes (1, 1, 1) and
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Table 5.1: List of eigenvalues from LES and corresponding to the POD modes of the
6-mode model ([52]) ordered following the decreasing magnitude.
mode(n, nx, nz) λ
(n)
nxnz
(1, 0, 0) 4.1116
(1, 0,±1) 0.7409
(1, 0,±2) 0.0516
(1,±1, 0) 0.0355
(1,±1,±1) 0.0081
(1,±1,∓1) 0.0079
(1, 1,−1). Comparison may be done with those derived by [52] and associated with
the first twelve (sets of) POD modes in order of decreasing eigenvalue magnitude.
They are presented in Table 5.2. In this table, the percentage of average total energy
Table 5.2: List of the first twelve eigenvalues for the PCF in the MFU ordered
following the decreasing magnitude from Smith et al. [52].
mode(n, nx, nz) λ
(n)
nxnz %E
(n)
nxnz
(1, 0, 0) 4.4550 68.02
(1, 0,±1) 0.7821 23.88
(1, 0,±2) 0.0543 1.66
(1,±1, 0) 0.0386 1.18
(1, 0,±3) 0.0195 0.59
(2, 0, 0) 0.0174 0.27
(2, 0,±1) 0.0123 0.38
(1,±1,±2) 0.0109 0.33
(1,±1,±1) 0.0090 0.27
(3, 0, 0) 0.0068 0.10
(4, 0, 0) 0.0054 0.08
(3, 0,±1) 0.0039 0.12
contained in the (n, nx, nz) POD mode defined as
%E(n)nx,nz =
(
λ(n)nx,nz
/ ∑
m,mx,mz
λ(m)mx,mz
)
× 100 (5.19)
is also reported. Note that because the symmetries guarantee that λ(n)nx,nz = λ
(n)
nx,−nz ,
these modes are lumped together accordingly. Over 90% of the turbulent kinetic
energy is captured by the first two modes, while 99% is captured by the leading 43
modes.
Two different sets of empirical eigenfunctions has been derived in this work. In
the first set, the discrete symmetries of the system discussed above are not accounted
for and POD bases are directly presented without any correction. These bases will
be used in Sec. 5.4.2 for the construction of a low order model with the purpose of
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evaluating the robustness of the procedure. In the second set, the appropriate (dis-
crete) symmetries of the model are restored on the POD bases. Instead of expanding
four-fold the dataset by averaging over the discrete symmetries, transformations of
the form reported in Eq. 5.13 have been directly applied to the POD modes. In this
way, those modes lacking obvious symmetry properties acquire components of the
form of Eq. 5.10. The two sets are referred as "not corrected" and "corrected" in the
rest of the section. In Fig. 5.7 and 5.8 the POD modes used in the 6-mode model,
calculated without averaging over the discrete symmetries, are shown. Fig. 5.9 and
5.10 show the same POD modes but after applying the transformations reported in
Eq. 5.17 and 5.18. All these modes may be compared with those retrieved from
Smith et al. [52] in Fig. 5.11. It is possible to see that the corrected POD modes
agree well with those reported in Fig. 5.11. Furthermore, the symmetry properties
of the POD modes discussed in Sec. 5.3.1 may be verified.
5.4 Dynamical System
In this work, the POD procedure has been applied on a dataset collected via a
LES simulation. Due to the low Mach number of the PCF, even if the POD basis
is derived from a compressible dataset, the dynamical system has been obtained by
projecting the bases onto the same incompressible evolution equation reported above
(Eq. 5.1). Two different ODE models has been derived projecting onto a different
set of empirical eigenfunctions. They are referred as "corrected" and "not corrected"
(see the previous section). To account for the energy transfer to the neglected modes,
an Heisenberg type model should be used (see Smith et al. [52]). According to the
work of Smith et al. [52], both the two models mentioned above have been tested
with and without considering the role of the neglected mode.
5.4.1 Low dimensional model
Inserting the expansion of the velocity field in terms of the POD modes, Eq. 5.7,
in the evolution equation for the perturbation, Eq. 5.1, and performing a Galerkin
projection onto the subspace spanned by the set of POD modes, the ODEs take the
form:
a˙(n)nx,nz =
∞∑
k=1
A(n,k)nx,nza
(k)
nx,nz +
∑
m,k,mx,mz
B(n,m,k)nx,nz ,mx,mza
(m)
mx,mza
(k)
nx−mx,nz−mz (5.20)
where the coefficients are
A(n,k)nx,nz =−
1
Re
((
2pinx
Lx
)2
+
(
2pinz
Lz
)2)
δnk
−
∫ 1
−1
Φ
(n)
2,nx,nz
Φ
(k)∗
1,nx,nz
dy − 2piinx
Lx
3∑
j=1
∫ 1
−1
yΦ
(n)
j,nx,nz
Φ
(k)∗
j,nx,nz
dy
− 1
Re
3∑
j=1
∫ 1
−1
Φ
(n)′
j,nx,nz
Φ
(k)′∗
j,nx,nz
dy
(5.21)
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Figure 5.7: Real and imaginary parts of three components (c) of the first three POD
modes Φ(1)c,nx,nz used in the 6-mode model, from the LES dataset.
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Figure 5.8: Real and imaginary parts of three components (c) of the second three
POD modes Φ(1)c,nx,nz used in the 6-mode model, from the LES dataset.
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Figure 5.9: Real and imaginary parts of three components (c) of the first three POD
modes Φ(1)c,nx,nz used in the 6-mode model after applying the transformations reported
in Eq. 5.17 and 5.18, from the LES dataset.
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Figure 5.10: Real and imaginary parts of three components (c) of the second three
POD modes Φ(1)c,nx,nz used in the 6-mode model after applying the transformations
reported in Eq. 5.17 and 5.18, from the LES dataset.
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Figure 5.11: Real part (continuous line) and imaginary part (dashed line) of the
three components (c) of the POD modes Φ(1)c,nx,nz , from [49].
and
B(n,m,k)nx,nz ,mx,mz =−
1√
LxLz
3∑
j=1
∫ 1
−1
(
2piimx
Lx
Φ
(k)
1,nx−mx,nz−mzΦ
(m)
j,mx,mz
+ Φ
(k)
2,nx−mx,nz−mzΦ
(m)′
j,mx,mz
+
2piimz
Lz
Φ
(k)
3,nx−mx,nz−mzΦ
(m)
j,mx,mz
)
Φ
(n)∗
j,nx,nz
dy.
(5.22)
Explicit statements of the ODEs can be found in Smith at al. [52]. The reality
condition of u implies that
a(n)nx,nz(t) = a
(n)∗
−nx,−nz (5.23)
and, in light if this, almost half these equations may be excluded. So, if nx = 0 (resp.
nz = 0) it suffices to consider only nz ≥ 0 (resp. nx ≥ 0), and if nx, nz 6= 0 only
nx ≥ 0 (or nz ≥ 0).
The projected ODEs (Eq. 5.20) are equivariant with respect to the continuous
symmetries (see Sec. 2.3). Furthermore, from the symmetries of the POD modes
(Eq. 5.10), the equations must also be equivariant with respect to the following
discrete actions of P , R, and RP on the modal coefficients:
P · a(n)nx,nz(t) = cPa(n)−nx,−nz(t)
R · a(n)nx,nz(t) = cRa(n)nx,−nz(t)
RP · a(n)nx,nz(t) = cPcRa(n)−nx,nz(t)
(5.24)
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This implies that many terms appearing in Eq. 5.20 are, in fact, absent. Finally, the
nonlinear terms in the Navier–Stokes equations are energy-conserving ([49]).
As reported above, there are important differences between the ODEs presented
in this section and those of Aubry et al. [58]. First of all, in [58] the governing equa-
tions involve a (t-dependent) spatially-averaged mean turbulent velocity, modelled
as a balance between the effects of pressure and those of the coherent structures (see
Sec. 2.3). This originate cubic terms in the projected ODEs. No such modelling is
required for the problem here studied: the nonlinear terms derive directly from Eq.
5.1 and the (nx = nz = 0) modes represent the time-varying turbulent modifications
to the mean. Furthermore, in [58], the contribution from the pressure term at the
outer edge of the wall layer was modelled as stochastic forcing. Here, the pressure
term makes no contribution because of the divergence free expansion of the veolocty
field (Eq. 5.7) and no-slip and periodic conditions at the boundaries [48]. Finally,
compared to the model of Aubry, the governing equations in this case are equivariant
with respect to a larger number of symmetry, i.e. the reflection R and rotation RP
symmetries, further constraining the modal interactions.
Smith et al. [52] highlight that to remove the coupling constraint in the very low-
dimensional truncations, the streamwise (u1) and cross-stream (u2 and u3) velocity
components of streamwise invariant modes (having nx = 0) must be allowed to
evolve separately (see the discussion in Sec. 2.3). As reported in [52],the convective
derivative for streamwise-invariant flow (flows derived by models which uses only
streamwise-invariant modes Φ(n)0,nz) reduces to
D/Dt = ∂/∂t+ u2∂/∂y + u3∂/∂z (5.25)
and the x-component of the NSE to
D
Dt
(U + u1) =
1
Re
(
∂
∂y
+
∂
∂z
)
(U + u1) (5.26)
where U denotes the laminar flow entirely in the x-direction. It can also be noted
that the cross-stream components of the velocity (u2 and u3) influence the dynamics
of the streamwise component (u1), but u1 does not influence the dynamics of u2 and
u3. It can be shown that
d
dt
∫∫
(u22 + u
2
3) dy dz = −2ν
(∫∫
ω21 dy dz
)
(5.27)
where ω1 is the x-component of the vorticity (see [52]). This equation demonstrates
that the energy in the cross-stream components of the velocity (u2 and u3) must
decay to zero and Eq. 5.26 becomes a simple diffusion equation for the streamwise
component u1 that therefore vanishes. However, as discussed in Section 2.3, pro-
jection onto streamwise-invariant modes may impose artificial coupling between the
components in the streamwise and cross-stream direction for each mode providing
the energy source in the model that can maintain streamwise velocity fluctuations.
This is, for example, the case of the model derived by Aubry et al. [58]. By project-
ing the governing equation onto uncoupled POD modes, the non-physical constraints
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imposed by very low-dimensional truncations may be removed providing a less con-
strained low dimensional model and the two components, in turn, are able to evolve
separately. These modes are uncoupled by decomposing them into mutually orthog-
onal components Φ(n)[1]0,nz and Φ
(n)[2]
0,nz
, for example having the form
Φ
(n)[1]
0,nz
= (Φ
(n)
1,0,nz
, 0, 0)
Φ
(n)[2]
0,nz
= (0,Φ
(n)
2,0,nz
,Φ
(n)
3,0,nz
)
(5.28)
(see [52] for further details). In this work, the procedure to construct a pair of uncou-
pled basis is not considered and only the six coupled-mode model is studied. Note
that, without modelling losses, the laminar state of the present model is unstable at
sufficiently large Reynolds numbers. This is due to the inner product in the second
term in the linear coefficients A(n,k)nx,nz (Eq. 5.21) that is strictly positive for nx = 0.
This term provides the energy source, an unphysical result because of the property
of the plane Couette flow that the laminar state (corresponding to a(n)nx,nz = 0 in Eq.
5.20) is stable for all Reynolds numbers. This latter motivated the effort conducted
by [52] in the construction of low dimensional models using uncoupled modes. They
made a nine uncoupled-mode model with modelling of the losses to neglected modes
that rendered the laminar state stable for all Reynolds numbers, as a result.
Defining the ’true’ modal amplitude aˆ(n)nx,nz as the projection of the DNS data
onto the mode Φ(n)nx,nz , Smith et al. [52] considered the effect of the energy transfer
between the resolved and the unresolved modes computing the term
T (n)nx,nz =
∑
n′ 6=n
A(n,n
′)
nx,nz aˆ
(n′)
nx,nz +
∑
m,k,mx,mz
B(n,m,k)nx,nz ,mx,mz aˆ
(m)
mx,mz aˆ
(k)
nx−mx,nz−mz . (5.29)
In this equation, the first sum is over all n′ such that the modes (n′, nx, nz) does not
belong to the truncation, while the second sum is over all m, k,mx,mz such that the
modes (m,mx,mz) and (k, nx −mx, nz −mz) are not in the truncation. If T (n)nx,nz
and aˆ(n)nx,nz are significantly anti-correlated (see the definition in [52]), it is possible
to assume that the following linear approximation is valid
T (n)nx,nz ≈ −β(n)nx,nz aˆ(n)nx,nz ; β(n)nx,nz > 0 (5.30)
and the closure of a truncation of the system in Eq. 5.20 becomes the damping term
−β(n)nx,nza(n)nx,nz . (5.31)
The optimal damping coefficients required for each mode, β(n)nx,nz , was then computed
via the minimization of the error induced by the using of the linear approxima-
tion (Eq. 5.30) in a least-squares sense (see [52]). Considering that the correlation
of T (n)nx,nz and aˆ
(n)
nx,nz varied considerably for the different modes, they lumped the
damping coefficients β(n)nx,nz using a weighted averaged defined as
νt =< β
(n)
nx,nz/(n
2
x + n
2
z) > . (5.32)
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The losses were in turn approximated as
T (n)nx,nz ≈ −ανt(n2x + n2z)a(n)nx,nz (5.33)
where α was an O(1) parameter used for adjusting the losses to the neglected modes.
Note that when α = 1 the model corresponds to a standard spectral eddy viscosity
model as reported in [52]. Since T (n)0,0 is identically zero, by using the approximation
in Eq. 5.33 the influence of the neglected modes was not considered for the modes
(n, 0, 0) which are representative of the ’mean flow’. Moreover, energy flows from the
neglected modes back to these modes were not taken into account from the model.
This behaviour was considered an important mechanism for sustaining not trivial
behaviour in the PCF, as shown in the work of [52] by the backscatter from the
retained modes a(1)nx,nz to the mode a
(1)
0,0.
5.4.2 Behaviour of the 6 coupled-mode model
The six coupled-mode model of Smith et al. [52] is obtained by projection of
the governing equation onto the six modes (n, nx, nz) = (1, 0, 0), (1, 0, 1), (1, 0, 2),
(1, 1, 0), (1, 1, 1) and (1, 1,−1). This corresponds to a 11-dimensional dynamical
system: a(1)0,0 is real while all other amplitudes are complex. Referring to the eigen-
values of Table 5.2, it can be seen that these are not simply the six most energetic
modes, but rather the top four plus the modes (1, 1, 1) and (1, 1,−1). They found
that, in general, obtaining very low-dimensional models which capture the desired
dynamics required careful consideration of how the modes interact with each other.
For achieving the correct representation of the turbulence phenomenon, as much of
the energy and the Reynolds stress as possible must be included in the system. This
is satisfied in the inhomogeneous direction by the proper orthogonal decomposition.
So, given the big energetic gap between POD modes which differ for the first two
quantum number n, both Aubry et al. [58] and Smith et al. [52] considered quite
reasonable to include only POD bases with n = 1. Furthermore, when the stream-
wise characteristic lengthscale is bigger than the spanwise characteristic lenghtscale,
a lower stremwise wavenumber may be considered. In Aubry et al. [58], they ne-
glected streamwise variations, i.e. they included only modes with nx = 0. In Smith
et al. [52], they considered POD modes with nx = 1 . Finally, at least three terms in
the spanwise direction must included for taking into account nonlinear interactions
(i.e. two active modes). However, considering that a certain level of complexity is
necessary to reproduce nonlinear processes, more active Fourier modes may need to
be included, following considerations on the properties of the equations when the
order of truncation increases. This is done with an experimental approach. Aubry
et al. [58] considered up to six spanwise wavenumbers while Smith et al. [52] up to
three.
The behaviour of the six-coupled model without modelling losses to neglected
modes is presented in Fig. 5.12 for the "correct" and "not corrected" model. The
amplitudes of the modes (1, 0, 0), (1, 0, 1) and (1, 0, 2) retrieved from the dynamical
models are reported together with the modal amplitudes obtained by projecting the
LES data onto these modes. The latter are denoted as aˆ0,j . For the comparison with
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Figure 5.12: Behaviour of the modes (1, 0, 0), (1, 0, 1) and (1, 0, 2) from the "cor-
rected" (top) and "not corrected" (bottom) dynamical models including the projec-
tion of this modes onto the LES dataset (aˆ0,j).
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Figure 5.13: Behaviour of the modes (1, 0, 0), (1, 0, 1) and (1, 0, 2) from the dynamical
model and projection onto the DNS dataset (aˆ0,j), from [52].
the results of Smith et al. [52] the reader is referred to Fig. 5.13. Without modelling
the losses of the neglected modes, Smith et al. [52] found that the 6-mode model
fails to reproduce the correct dynamics. In particular, the modal amplitudes reveals
travelling waves of the form
a(n)nx,nz = r
(n)
nx,nzexp(i(−ωnzt+ α(n)nx,nz)) (5.34)
with lower period of almost 65.9 non-dimensional time units. The RMS modal ve-
locities, calculated from
M(nx, nz) =
√√√√∑n |a(n)(nx,nz)|2
LxLz
(5.35)
are constant, since the modal amplitudes are constant; hence the regeneration cycle
identified in [60] is completely absent. The sum in Eq. 5.35 is not performed because
only one "quantum" number is included in the models. The "corrected" and "not
corrected" model reproduces the same circumferential motion with travelling waves
having a period of almost 63 and 62 non-dimensional time units, respectively. In
[52], the projected modal amplitudes aˆ01 and aˆ02 are approximately confined to
two torus, each oscillating relatively quickly along a radius and drifting more slowly
and chaotically around the circumference. Differently, here the projected modal
amplitude are standing waves that appear as radial segments in Fig. 5.12, for both
the "corrected" and "not corrected" model.
In Smith et al. [52], the model was improved by considering the losses to the
neglected modes. As reported in Sec. 5.4.1, terms of the form
−ανt(n2x + n2y)a(n)nx,nz
were added to the ODEs, where νt is the eddy viscosity defined in Eq. 5.32 and
α an O(1) parameter adjusted to obtain the best fit between the behaviour of the
model and the DNS ([52]). They used νt = 0.0333 and α = 0.8. A representation
analogous to Fig. 5.12 for the "corrected" and "not corrected" models is presented in
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Figure 5.14: Behaviour of the modes (1, 0, 0), (1, 0, 1) and (1, 0, 2) from the "cor-
rected" (top) and "not corrected" (bottom) dynamical models considering losses to
the neglected modes. Projection onto the LES dataset (aˆ0,j) are included.
Figure 5.15: Behaviour of the modes (1, 0, 0), (1, 0, 1) and (1, 0, 2) from the dynamical
model considering losses to the neglected modes and projection onto the DNS dataset
(aˆ0,j), from [52].
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Figure 5.16: Temporal representation of RMS modal velocities M(0, 1), M(0, 2),
M(1, 0) and M(1, 1). From LES (left). From the "corrected" (right and up) and
from the "not corrected" (right and down) six coupled mode model.
Fig. 5.14 for this case. The results from [52] are reported in Fig. 5.15. Considering
the "corrected" model (Fig. 5.14 top), the travelling waves of Fig. 5.12 are replaced
by standing waves and the modal coefficients (1, 0, 1) and (1, 0, 2) appear as radial
segments in the phase space. This is consistent with what was found by Smith et
al. [52] and reported in Fig. 5.15. The modal amplitudes a01 and a02 retrieved
from the "not correct" model, instead, oscillate along a radius with almost the same
amplitude of the "corrected" model. However, they drift pretty slowly around the
circumference remaining confined to two torus, as it can be seen from in Fig. 5.14
bottom.
The RMS modal velocities calculated from Eq. 5.35, are presented in Fig. 5.16
for both the "corrected" and "not corrected" models when the losses to the neglected
modes are considered. The LES quantities from a representative cycle (already shown
in Fig. 5.4) are reported in the left panel of the same figure, for comparison. For
a further comparison, the corresponding RMS from the DNS of [52] and from one
period of their six coupled mode model are reported in Fig. 5.17. It can be seen
that the result of both the "corrected" and "not corrected" models are qualitatively
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Figure 5.17: From [52]. Temporal representation of RMS modal velocities M(0, 1),
M(0, 2), M(1, 0) and M(1, 1). From DNS (left) and the six coupled mode model
(right).
Figure 5.18: The streak breakdown process in (x, z) plane lying between the two
plates. DNS projected onto the 6 modes (left) and reconstructed from one period of
the six coupled mode model (right). From [52].
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and quantitatively consistent with those reported in [52]. Modelling the losses of
the neglected modes, the travelling waves are replaced by standing waves and the
regeneration cycle is captured fairly well. The appropriate amplitudes for the com-
plex modes (1, 0, 1) and (1, 0, 2) is reasonable although the amplitude of the (1, 0, 0)
mode in the model is significantly lower than that from the projected LES (Fig.
5.14). This is consistent with [52] and Fig. 5.15.
Finally, for sake of completeness, the comparison between the streak breakdown
process from the DNS of Smith et al. [52] and that retrieved from their model
reconstruction is reported. Fig. 5.18 left reports the projected DNS data only onto
the 6 modes present in the model at the time instants 1−8. The times corresponds to
those reported in Fig. 5.17 left. Through the projection they removed the majority of
the small scales leaving only large scale structures. The reconstructed model velocity
fields marked from 1′ to 8′ (corresponding to Fig. 5.17 right) are reported on the
right panel. The comparison confirms that the solution from the six coupled mode
model provides reasonable reconstructions of the streak breakdown process.
It can be summarised that, without modelling the neglected modes, the "correct"
and the "not correct" models shear an identical behaviour that is coincident with
what was found in Smith et al. [52]. When the losses to the neglected modes are
considered, small differences between the "correct" and the "not correct" models
appear. Without restoring the discrete symmetries of the model on the POD bases,
the solution shows a slow drift of the modal amplitudes a01 and a02 around the
circumference in the phase plane, while oscillates along the radius with almost the
same amplitude as the "correct" model. However, the RMS modal velocities confirm
that both the "correct" and the "not correct" models are in agreement with [52]
and they capture the regeneration cycle fairly well. So, the procedure here adopted
for the calculation of the POD bases and the coefficients of the dynamical system
may be considered robust enough to qualitatively e quantitatively reproduced the
dynamical behaviour of the six mode model of Smith et al. [52].
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Chapter 6
Reduced order modelling for a
rotor-stator cavity using POD
The aim of this work is to derive a low-dimensional model for a low Mach number
turbulent flow in a rotor-stator cavity using the POD-Galerkin procedure discussed
in Section 2.3. This configuration is considered relevant because it is commonly
encountered in secondary air systems. The test-case presented in this section corre-
sponds to the confined turbulent flow with a rotating hub and a stationary shroud
numerically and experimentally investigated in Sev´erac et al. [36]. See Section 2.1
for a review of their work. These measurements, at the rotational Reynolds number
Reθ = 4 × 105, have been used by Amirante et al. [31] to validate a LES using the
solver Hydra (see also Section 2.2). In the current work, the autocorrelation tensor
for computing the POD bases has been obtained by collecting data from a LES using
the same solver and test-case as in [31]. The procedure here adopted has been vali-
dated in Chapter 5 using the relative simple turbulent shear flow of the plane Couette
flow. Two reduced order model have been derived and they are named Model A and
B in the rest of the work. For Model A, the clock time to complete a rotor-disc
revolution is one order of magnitude lower than that of the LES. Model B, instead,
has the same order of magnitude. They both run on a single-processor machine and,
defining the computation efficiency as the ratio between the CPU time of the LES
(running instead on 186 processors) and the POD-Galerkin models, we may derive
a speed-up of the ROMs of 3 and 2 orders of magnitude (without considering the
computational cost for the precomputation of the coefficients of the ROM dynamical
system, a procedure that is however highly parallelisable).
Flow in rotor-stator cavity is particularly challenging for numerical modelling.
Laminar, transitional, and turbulent regions show completely different flow proper-
ties and they can coexist in the cavity. In general, the turbulent regime is inhomo-
geneous and anisotropic. The literature supports the fact that homogeneity occurs
in the tangential direction. So periodic conditions are applicable in the (streamwise)
tangential direction and, in this direction, the two-point correlation tensor becomes
translation-invariant. POD modes are therefore calculated in two directions (the ra-
dial and axial direction). Compared to the test case studied in Chapter 5, the more
complicated geometry (i.e. non Cartesian), and the more complex flow dynamics
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(i.e. not weakly turbulent in nature) in turn result in coupled POD bases and lack
of symmetries. Therefore, a larger number of bases may be expected to be required
to account for a large percentage of the energy of the flow and to correctly represent
the flow dynamics.
6.1 CFD simulation set-up
LES is conducted on the cavity shown in Figure 6.1 using the solver Hydra (see
[30, 31] and Sec. 2.2). The parameters of the simulation are the rotational Reynolds
Figure 6.1: Geometry of the rotor stator cavity.
number, the rotational Mach number, the geometric aspect ratio and the curvature
parameter. These are defined as follows:
Reθ =
Ωb2
ν
= 4× 105
Mθ =
Ωb
c
= 0.2
G =
b− a
s
= 5
R =
b+ a
b− a = 1.8.
(6.1)
The domain is a 30 deg sector with two periodic surfaces. The geometry is composed
of a stationary upper disk and shroud and a lower disk and hub which rotate with
angular velocity Ω. All the viscous walls are considered isothermal to offset the
internal frictional heat. The mesh is a single block with 6.4 × 106 hexahedral cells.
Near-wall grid refinement has been employed to resolve the walls on the discs and
on the hub (with an average y+ = 1.5). The LES is computed with Smagorinsky
constant CS = 0.1 (see Section 2.2.1) and the weighting coefficient w = 0.05 (see
Section 2.2.3). The CFL number is always kept equal to 1. The LES calculations
took about 24 days running on 22 nodes of a cluster where each node consists of
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8 Intel Xeon X5550 2.67GHz processors sharing 2 GB of memory, for a simulated
nondimensional time corresponding to 20 disc revolutions.
6.2 CFD results
Figure 6.2 shows the instantaneous velocity contours in a meridional plane where
the velocity components are nondimensionalised using the peripheral rotational ve-
locity of the disc Ωb. The flow structure consists of a quiescent core separating two
Figure 6.2: Radial and axial velocity contours on the periodic surface. The stator
disc (S) is on the left and the rotor disc (R) on the right.
boundary layers along the discs. At the rotor the fluid is pumped radially outward
and at the stator radially inward. Compared to the rotor, the boundary layer thick-
ness is larger on the stator (Fig. 6.2 left) and the flow decelerates as it moves radially
inward. Small scale structures are visible in the near-wall region throughout the sta-
tor and in the outer part of the cavity. The inner part is only weakly turbulent.
The flow coming from the stator relaminarises at the bottom and transition occurs
at higher radii on the rotor (see Section 2.1).
Validation of the LES results (identical to those found by Amirante et al. [31])
is conducted against the measurements reported in [36]. The experimental error of
these measurements has been estimated by the authors to be 2% for the mean flow
and 5% for the Reynolds stress components. Data for the statistics have been col-
lected from the steady conditions time-averaging after one revolution. The mean flow
is described in Fig. 6.3, where the axial profiles of radial and tangential velocity com-
ponents are shown at nondimensional radius r∗ = (r−a)/(b−a) = 0.5, representative
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Figure 6.3: Mean profiles of radial and tangential velocity components at the radial
location r∗ = 0.5.
of the cavity centre. The velocity profiles have been obtained by circumferential av-
erages of the mean flow. The mean flow at the two locations representative of the
inner region (r∗ = 0.3) and outer region (r∗ = 0.7) can be found in Amirante et
al. [31] and here is not reported. As discussed in [31], the overall agreement of
the LES solution with the experimental data is good. The core swirl ratio Vθ/(Ωr)
is perfectly matched (see Fig. 6.3 and [31] for the others radial locations). The
boundary layer thickness and the locations and magnitude of the velocity peaks are
also very well predicted. The second-order statistics available from the experimental
data are Rrr = V ′rV ′r/(Ωr)2 and Rθθ = V ′θV
′
θ/(Ωr)
2. Axial profiles for the square
root of the two components at the radial location r∗ = 0.5 are shown in Fig. 6.4.
The inner region and outer region solutions can be found in [31]. Their intensity
is well predicted within the core at this location as well as at r∗ = 0.3 (here not
reported). At r∗ = 0.7 (see [31]), the tangential component Rθθ is still well captured
whereas the radial component Rrr is overpredicted. This seems to be attributable
to the limited circumferential extent of the sector adopted (30 deg), which alters
the large vortical structures appearing in the outer region of the cavity ([31]). The
main error observed is a significant overprediction of the tangential component Rθθ
in both boundary layers and especially near the rotor at outer radii ([31]).
6.3 Governing equations for the ROM
Computing the POD bases requires the three-dimensional autocorrelation tensors
averaged over many realizations of the flow. In Aubry et al. [58], data were available
from experimental work while here they are obtained from the LES described above
using the compressible solver Hydra. The POD-Galerkin model is then developed
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Figure 6.4: Mean profiles of the Reynolds stress components Rrr and Rθθ at the
radial location r∗ = 0.5.
by considering the incompressible Navier-Stokes equations (NSE) reported below:
∂u
∂t
+ u · ∇u = −1
ρ
∇p+ ν∇2u
∇ · u = 0
(6.2)
where u is the velocity and p the pressure. They are also reported in component
form, referred to a stationary frame of reference and in cylindrical coordinates, in
Appendix B.1.
In the work of Aubry et al. [58], two components of velocity were measured
while the other velocity component was deduced by integration of the continuity
equation which was thus exactly satisfied. Considering that in this work the LES
is conducted for a low Mach number turbulent flow, here it is assumed that all the
collected snapshots are divergence-free. Hence, since the proper orthogonal decom-
position yields divergence-free bases [48] (POD is a linear procedure and all basis
functions preserve linear properties such as the divergence-free property), the con-
tinuity equation (the second of Eq. 6.2) is considered exactly satisfied, even if the
POD bases are computed from a dataset derived from a compressible solver. The
divergence-free propriety may be verified by substituting the velocity representation
in terms of POD modes within the continuity equation
∇ · u(x, t) =
∑
n
an(t)∇ ·Φn(x) = 0. (6.3)
Since an(t) 6= 0 in general, it results that ∇ · Φn(x) = 0. In order to fulfill the
incompressibility condition, a further step may be introduced in which the velocity
field is projected onto a divergence-free space, at each time. This last step is equiv-
alent to the solution of a Poisson equation for pressure. However, for simplicity and
computational efficiency, this second step has not been considered.
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Since the left disc and the shroud are stationary while the right disc and the hub
rotate with a constant angular velocity Ω (see Fig. 6.1), the problem for the velocity
u is a non-homogeneous Dirichlet problem. In order to ensure the automatic preser-
vation of the boundary conditions, the problem is transformed in a homogeneous
Dirichlet boundary problem. The governing equations are so resolved in the follow-
ing for a fluctuating velocity u˚ = u−Rg where Rg is a general function, defined in
[74] as a lifting of non-homogeneous Dirichlet boundary datum g, with u = g on ∂Ω.
Furthermore, a weak formulation of the problem has been used in order to involve
only first order derivatives. Multiplying the momentum equation (first of Eq. 6.2)
by a test function v and integrating on the domain, it writes as follow:∫
Ω
∂u
∂t
· v dΩ +
∫
Ω
[u · ∇u] · v dΩ = −
∫
Ω
1
ρ
∇p · v dΩ +
∫
Ω
ν∇2u · v dΩ. (6.4)
Using the Green’s formula one then obtains:∫
Ω
∂u
∂t
·v dΩ+
∫
Ω
[u · ∇u]·v dΩ =
∫
Ω
1
ρ
p∇·v dΩ−
∫
Ω
ν∇u·∇v dΩ+
∫
∂Ω
(
ν
∂u
∂n
− pn
)
·v dγ.
(6.5)
The weak formulation of the problem for the velocity u˚ becomes:∫
Ω
∂u˚
∂t
· v dΩ +
∫
Ω
[˚u · ∇u˚] · v dΩ +
∫
Ω
[˚u · ∇Rg] · v dΩ+∫
Ω
[Rg · ∇u˚] · v dΩ +
∫
Ω
[Rg · ∇Rg] · v dΩ =∫
Ω
1
ρ
p∇ · v dΩ−
∫
Ω
ν∇u˚ · ∇v dΩ−
∫
Ω
ν∇Rg · ∇v dΩ +
∫
∂Ω
(
ν
∂Rg
∂n
− pn
)
· v dγ.
(6.6)
The functional space V is chosen in such a way solution and test functions, u˚ and v
respectively, vanish at the boundary where Dirichlet data is prescribed, that is
V ∈ H10 (Ω) = {u˚,v ∈ H1(Ω) : u˚,v|∂Ω}. (6.7)
Considering a subspace with the property ∇ · v = 0, the problem for the velocity u˚
becomes: ∫
Ω
∂u˚
∂t
· v dΩ +
∫
Ω
[˚u · ∇u˚] · v dΩ +
∫
Ω
[˚u · ∇Rg] · v dΩ+∫
Ω
[Rg · ∇u˚] · v dΩ +
∫
Ω
[Rg · ∇Rg] · v dΩ =
−
∫
Ω
ν∇u˚ · ∇v dΩ−
∫
Ω
ν∇Rg · ∇v dΩ.
(6.8)
In the present study, the time average of the LES snapshots, U(x), is chosen as the
particular lifting of the boundary datum function Rg. Therefore, the autocorrelation
tensor is obtained by averaging the fluid velocity of LES data ensemble when the
time average is removed from the velocity snapshots, so only the fluctuation from
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the mean (or a centering trajectory) is contained. Then, the reduced order model
representation of the flow is constructed by writing
ur(x, t) = Rg + u˚r = U(x) +
r∑
j=1
aj(t)Φj(x). (6.9)
In the equation, r indicates the cutoff point r = (nc, nθc), Φj(x) are the first r
POD basis functions and aj(t) the time-varying coefficients that represent the POD-
Galerkin trajectories (see Section 6.4.1). For sake of simplicity, in the rest of the
presentation, we refer to u˚ as u. It is worth noting that the mean velocity of the ROM
may still vary compared to the mean velocity derived from the LES flow. Considering
the velocity representation for the fluctuating velocity when the tangential direction
is translational-invariant
u(r, θ, z, t) =
∞∑
n=1
+∞∑
nθ=−∞
a
(n)
nθ√
Lθ
exp
(
2pii
nθθ
Lθ
)
Φ˜(n)nθ (r, z), (6.10)
where n is the quantum number, nθ is the wave number in the tangential direction
and
Φ˜(n)nθ (r, z) = (Φ
(n)
1nθ
(r, z),Φ
(n)
2nθ
(r, z),Φ
(n)
3nθ
(r, z)), (6.11)
the variation to the LES mean would be expressed in the form of a tangential spatial
average 〈〉θ of the velocity given by
〈u〉θ =
∞∑
n=1
a
(n)
0√
Lθ
Φ
(n)
0 . (6.12)
Aliasing errors can be generated by the nonlinear convective term of the Navier-
Stokes equations giving rise to nonlinear instabilities. The product of low order
modes creates high frequency modes that when discretized appear as low frequency
modes (see Blaisdell et al. [75]). More precisely, when the product is discretized,
Fourier modes, named p and q, interact in the nonlinear term to give the mode
(p + q) and its aliases (ra = p + q ± 2r, p + q ± 4r, etc.). Here r is the cutoff wave
number. In other words, the Fourier modes (p + q) with wavenumber outside the
resolved range are aliased to lower frequency modes in the resolved range with a
wavenumber that differs from (p + q) by an integer multiple of 2r. As discussed in
Orszag [76] and reported in [75], aliasing errors can be eliminated by truncating the
Fourier coefficients of the velocity representation using the so called "2/3 rule". In
fact, considering only modes |p| < 2/3r and |q| < 2/3r, all the aliases are filtered
out since |ra| > 2/3r (see [76] for more details). In this work, analytical integration
is performed in the (translational-invariant) tangential direction. It provides, in
that direction, an exact Galerkin projection of all the terms and hence removes
aliasing errors. In the radial and axial direction the projection of the POD modes
is performed numerically. In this case, the procedure above discussed would require
additional Fourier transforms to be applied resulting in a higher computational cost.
As reported in [75], the convective term in the momentum equation (in this work
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represented in the non conservative form) can be rewritten in a skew-symmetric
formulation as below
1
2
∂
∂xj
(uiuj) +
1
2
uj
∂ui
∂xj
. (6.13)
The two formulations are not identical when discretized numerically and the differ-
ence is attributed to the occurrence of aliasing errors ([75]). In [75] they show that
the reformulation of the convective terms in a skew-symmetric formulations reduces
the amplitude of the aliasing errors offering a valid and more practical dealiasing
procedure. Since in this work the main interest is to evaluate the robustness of the
procedure, the effect on aliasing errors is not taken into consideration. Furthermore,
considering that the solutions have Fourier coefficients that decay at high wavenum-
bers and that in the POD the convergence of the representation is optimally fast,
aliasing errors are expected to be limited. However, further studies should verify the
impact of aliasing on the results.
The ROM equations, obtained from the decomposition truncated at some cutoff
point (Eq. 6.30), does not account for the energy transfer between the resolved
(included) modes and the unresolved smaller scales. The effect of the discarded
POD modes needs to be considered in the model. As discussed in Wang et al. [77],
for turbulent flows the most natural way to tackle this POD closure problem is by
using the eddy viscosity concept which states that the role of the discarded modes
is to extract energy from the system using LES inspired closure models. The closure
model here used is different compared to the spectral eddy viscosity model adopted
in Chapter 5 for the plane Couette flow. The reason is because, in that case, the
influence of the neglected terms on the ’mean flow’ has not been taken into account
while here it is considered relevant (see Sec. 5.4.1). In general, after Galerkin
projection of the NSE (Eq. 6.2), the POD dynamical system may be represented in
vector form as
a˙ = b + Aa + aTBa, (6.14)
where a(t) represent the vector of the modal coefficients while b, A, and B corre-
spond to the constant, linear, and quadratic terms respectively. Including the eddy
viscosity framework, it can be written as
a˙ = b + b˜(a) +
(
A + A˜(a)
)
a + aTBa (6.15)
where the vector b˜(a) and the matrix A˜(a) correspond to the numerical discreti-
sation of the POD closure model (see [77]). Aubry et al. [58] highlighted how the
details of a model for considering the unresolved modes have little influence on the
behaviour of the energy-containing scales, just as the details of a subgrid-scale model
have relatively little influence on the behaviour of the resolved scales in a large-eddy
simulation. The only important parameter is the amount of energy absorbed. For
this reason, in their work they used a fairly crude model described as a generaliza-
tion of the Heisenberg spectral model in homogeneous turbulence. Their approach
also corresponds to the mixing-length model where a constant turbulent viscosity is
computed only once, at the beginning of the simulation. To define a POD closure
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model, the issue of finding a lengthscale δ for making a connection between the ROM
and the LES needs to be resolved (as discussed in [77]). Using dimensional analysis,
Aubry at al. [58] defined implicitly a lengthscale for the ROM, through the turbulent
eddy viscosity, νt := u>l>, where u> and l> are characteristic scales of the neglected
modes. The equation is here reported:
νt =
∫ X2
0 〈u>iu>i〉 dx2(
X2
∫ X2
0 〈u>i,ju>i,j〉 dx2
) 1
2
. (6.16)
In this equation, which is appropriate for boundary layer turbulence where POD is
applied in a vertical, inhomogeneous direction, repeated indices denote summation,
", i" indicates derivation with respect to the direction xi, 〈〉 is the spatial aver-
age in the homogeneous directions, x2 is the inhomogeneous direction and X2 the
wall-normal dimension of the computational domain considered in their work. The
subscript > denotes the sum in the velocity representation over all the unresolved
POD modes (k1, k3, n) for k1 > k1c or k3 > k3c or n > nc, where (k1c, k3c, nc) is
the cutoff point. In Aubry et al. [58], (k1, k3, n) represents the wave number of
the homogenuous streamwise and spanwise direction and the quantum number, re-
spectively. By observing that the energy decreases rapidly with increasing quantum
and wave numbers, they assumed that the relevant scales are given by characteris-
tic scales of the first neglected modes. This is due to the very fast convergence of
the decomposition in the near-wall region, enhanced by the limited domain of the
problem. Their results show that approximately 60% of the total kinetic energy and
Reynolds stress is contained including modes with the quantum number n = 1 and
six and three cross-stream and streamwise wavenumbers, respectively. The results
presented in the current work show that the convergence is slower and accounting
for 60% of the energy requires considering, in this sense, 50 eigenmodes (nc = 50
and nθc = 6). Therefore, the summation in the velocity representation (>) is here
extended for a greater number of neglected modes over the cutoff point r = (nc, nθc),
that corresponds to n = 900 and nθ = 40. In Aubry at al. [58], the closure model
also introduced an explicit dimensionless parameter (named α1 and referred to as a
Heisenberg parameter) which could be adjusted upward and downward to simulate
greater and smaller energy transfer to the unresolved modes neglected in the trun-
cation, thus providing a natural bifurcation parameter. In Holmes et al. [48], the
authors defined another turbulent viscosity on similar grounds, which reads:
νt =
1
X2
∫ X2
0
〈u>iu>i〉
〈u>i,ju>i,j〉 12
dx2. (6.17)
Both Eq. 6.16 and 6.17 have been tested and are valid candidates for the estimation
of νt.
In the current work, the mixing-length closure model (proposed in Aubry et
al. [58] and reported in Eq. 6.16) is used. Due to the computational domain
here considered, the spatial average is performed in the tangential (homogeneous)
direction and the double integral in the remaining radial and axial directions, as
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discussed in [77]. Specifically, it is:
νt =
∫
ΩrΩz
〈ui>ui>〉 drdz(
LrLz
∫
ΩrΩz
〈ui>,jui>,j〉 drdz
) 1
2
. (6.18)
With respect to Eq. 6.15, this model takes the form
b˜(a) = −νML
(
∇Φ,∇U
)
A˜(a) = −νML
(
∇Φ,∇Φ
)
.
(6.19)
where
νML = ανt. (6.20)
The parameter α is an O(1) non-dimensional parameter that characterizes the energy
being dissipated and is expected to vary in a real turbulent flow. As shown in Aubry
et al. [58] and Holmes et al. [48], different values may result in different dynamics
of the flow. For example, in [58], the equations resulting from retaining the five
most energetic streamwise-invariant modes and a suitable model for the turbulent
mean flow were studied varying α. Several solution regimes were identified as the
bifurcation parameter was varied, including periodic, quasi-periodic, intermittent and
chaotic behaviour. The intermittent behaviour, the most interesting, was interpreted
as a manifestation of the "burst-sweep" cycle observed in a turbulent boundary layer.
A potential improvement over the mixing-length hypothesis is to replace the
constant turbulent viscosity νML, which is computed only once at the beginning of
the simulation, with a variable turbulent viscosity which is recomputed at every time
step, see [77]. The Smagorinsky subgrid scale model can be used for this purpose.
However, it is important to note that the quadratic nonlinearity in the NSE (Eq. 6.2)
allows for easy precomputation of the vector b, the matrix A and the tensor B in the
framework presented in Eq. 6.15. For a general nonlinear closure model, however,
the vector b˜(a) and the matrix A˜(a), that correspond to the additional closure terms,
have to be recomputed at each time step. Since the POD basis functions are global,
although only a few are used, reassembling b˜(a) and A˜(a) at each time step would
dramatically increase the CPU time of the corresponding model. Thus, the major
advantage of POD-Galerkin modelling (the dramatic decrease of computational time)
would be completely lost. To address the significant computational cost posed by
the recalculation of the Smagorinsky coefficient at every time step, however, the
closure terms may be not updated at every time step while the discretisation may
be performed on a coarser mesh ([77]).
6.4 POD modes
6.4.1 The POD applied to the rotor-stator flow
A mathematical discussion of the POD procedure is presented in Sec. 2.3. Here,
the procedure is specialised for the rotor-stator flow. In cylindrical coordinates the
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Fredholm integral equation become
3∑
j=1
∫∫∫
Ω
< ui(r, θ, z, t)u
∗
j (r
′, θ′, z′, t) > Φ(n)jnz(r
′, θ′,′ z) dr′dθ′dz′r = λ(n)nz Φ
(n)
inx
(r, θ, z).
(6.21)
When periodic boundary conditions are imposed in the tangential direction θ, since
optimal modes in translation-invariant directions are Fourier modes, it is possible to
assume a priori that
Φ(n)nθ =
1√
Lθ
exp
(
2pii
nθθ
Lθ
)
Φ˜(n)nθ (r, z) (6.22)
with Φ˜(n)nθ defined in Eq. 6.11 and here reported for clarity
Φ˜(n)nθ (r, z) = (Φ
(n)
1nθ
(r, z),Φ
(n)
2nθ
(r, z),Φ
(n)
3nθ
(r, z)).
The expansion of the velocity field in terms of these modes has the form repre-
sented in Eq. 6.10 and here reported
u(r, θ, z, t) =
∑
n
∑
nθ
annθ√
Lθ
exp
(
2pii
nθθ
Lθ
)
Φ˜nnθ(r, z)
with annθ the modal coefficients. Writing the velocity in the form
u(r, θ, z, t) =
∑
n
∑
nθ
exp
(
2pii
nθθ
Lθ
)
F(nθ; r, z, t) (6.23)
it is possible to achieve the two-dimensional eigenvalue problem
Lθ
3∑
j=1
∫
Ωr
∫
Ωz
< Fi(nθ; r, z, t)F
∗
j (nθ; r
′, z′, t) > Φ(n)jnθ(r
′, z′) dr′dz′r = λ(n)nθ Φ
(n)
inθ
(r, z).
(6.24)
It can be transformed into a matrix eigenvalue problem through suitable discretisa-
tion using the direct or the snapshot method. The description of the procedures can
be found for example in [48, 49]. The problem is then solved using a numerical linear
algebra package. In practice, when the number of grid points for each snapshots is
much larger than the number of snapshots of the data ensemble, the direct calcula-
tion is out of the question. However, since the method of snapshots reformulates the
computation of POD modes as an eigenvalue problem having dimension of number
of snapshots, this procedure remains computationally manageable. The method of
snapshot, used in the current work, is reported in Appendix A.1. Here we use the
trapezoidal rule to perform the integrations and the POD modes found have O(δx2)
error.
It is pointed out that the snapshot POD procedure employed in this work is a so
called three-dimensional decomposition and it requires a set of snapshots sampled
in time according to an approximately ergodic measure. This approach differs from
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other methods such as the spatio-temporal POD (a four-dimensional decomposition,
see for example the recent work of Muralidhar et al. [78]) where the FFT is performed
both in time and homogeneous spatial directions. In the latter, collecting uniformly
sampled time-resolved velocity snapshots is required. The sample rate is chosen
such that the Nyquist frequency is well above the range of characteristic frequencies
of the flow. For the fields sampled in time at a lower rate, aliasing effects can
produce eigenvalues with higher energy levels at higher modes ([78]). In the spatial
directions, the same discretisation used in the LES has been employed in order to
avoid the introduction of further aliasing error.
6.4.2 POD eigenvalues and modes
As mentioned before, the autocorrelation kernel contains only the fluctuation
from the mean (or a centering trajectory). From the statistically stationary (turbu-
lent) state, 1000 time samples of the velocity field are collected at regular intervals
from the LES dataset. The time interval of the simulation corresponds to four revo-
lutions of the rotor disc. POD bases are obtained up to the maximum wave number
nθ = 40. To give an idea of the form of the two dimensional POD modes, the real
and imaginary part for the three components of the modes (n, nθ) equal to (1, 0) and
(1, 1) are shown in Fig. 6.5 and 6.6, respectively.
As already reported, in this work the method of snapshot is used for the compu-
tations of the POD modes since it reformulates the eigenvalue problem so as to have
dimension of the number of snapshots (see Appendix A.1 for the details). Therefore,
the kernel of the decomposition is the temporal correlation tensor aij which is av-
eraged in space, as discussed in Sec. 2.3. In this work, the spatial resolution of the
snapshots is the same as that in the LES computation so to favour a situation for
which aij is statistically well converged [50]. Figure 6.7 shows the spectrum eigen-
values of POD modes for different numbers of temporal samples used to build aij
(Nt = 800, 1000 and 1200). It can be seen that the eigenvalues are very similar and
the asymptotic decay rates are essentially indistinguishable from each other. This, in
turn, indicates that the number of samples used for the temporal correlation tensor
appears to be sufficient for the convergence of the dominant eigenvalues used in this
work ([78]).
For the choice of the modes to include in the ROM, considering that the POD
representation is optimal in capturing energy for a given truncation, it seems reason-
able to chose a model which captures the greatest turbulent kinetic energy. In the
six-modes model of Smith et al. [52] (reviewed in Sec. 2.3), since the first four modes
captured 94.7% of the average turbulent kinetic energy, they considered these four
plus adding other modes necessary to retain appropriate Fourier wavenumber inter-
actions. In general they found that the latter condition requires, along with careful
consideration of how the modes interact with each other, a modest amount of trial
and error. In Section 5.4.2, an overview of the strategy used to select the POD modes
in very low-dimensional models is detailed for both Smith et al. [52] and Aubry et al.
[58]. In Smith et al. [52], the laminar state for the coupled model (without modelling
the losses) was unstable at sufficiently large Reynolds numbers due to some strictly
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Figure 6.5: Three components of the POD mode n = 1, nθ = 0. Since this mode has
nθ = 0 there is only the real part.
positive linear coefficients in the second term of A(n,k)nx,nz in Eq. 5.21, which provide
the energy source. This result is unphysical because of the property of the plane
Couette flow that the laminar state (corresponding to a(n)nx,nz = 0 in Eq. 5.20) is sta-
ble for all Reynolds numbers. This motivates their work of deriving ODE models by
projection onto uncoupled POD modes (see Eq. 5.28) that allow streamwise (u1) and
cross-stream (u2 and u3) components to evolve independently, thus removing non-
physical constraints imposed by very low-dimensional truncations (see the discussion
in Section. 2.3 and the demonstration in Section 6.5.1). In general, completeness of
the POD bases (see Section 2.3) implies that, if sufficiently many empirical eigen-
functions are included, linear combinations exist that effectively decouple streamwise
and cross-stream components and restore the appropriate behaviour.
Fig. 6.8 shows the convergence of the energy in the POD representation, i.e.
< (u,u) >=
∑
n,nz
λ(n)nθ (6.25)
with respect to the number of conjugate pairs modes. In the summation, the eigenval-
ues λ(n)nθ are ordered following a decreasing magnitude order and the energy content
is normalised with respect to its maximum value. 99% of the energy is captured with
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POD mode n = 1, nθ = 1
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Figure 6.6: Three components of the POD mode n = 1, nθ = 1. Real (top) and
imaginary (bottom) part.
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Figure 6.9: Fraction of energy content in the POD representation of flow for the only
retained modes in Model A and B.
a representation requiring almost 13000 modes. Two ROMs differing by cutoff point
r and defined as
• Model A: r = (nmax = 50, nθmax = 6)
• Model B: r = (nmax = 60, nθmax = 10)
are here introduced and the results from their numerical integration are presented
in the next section. Model A corresponds to a set of 350 modal amplitudes and
model B to a set of 660. The two models, running on a single-processor machine,
take respectively a clock time of 4 h and 2 days to complete a disc revolution. For
the LES, a disc revolution is completed in a clock time of 1.2 days. The two mod-
els are considered valid candidates to evaluate both the computational efficiency of
the POD-Galerkin procedure and the qualitative temporal average behaviour of the
ROMs using as benchmark the LES statistics. The energy content of the flow, when
only the retained eigenvalues are included for each model, is reported in Fig. 6.9. In
the summation in Eq. 6.25, instead with respect to the decreasing magnitude, the
eigenvalues λ(n)nθ are ordered firstly with respect to the increasing quantum number
n and secondly with the increasing wave number nθ. The representation for the two
models capture 63% and 72% of the energy, respectively. To ensure a realistic com-
parison of the computational efficiency, defined as the ration between the CPU time
of the LES and the POD-Galerkin models, the CPU time of the LES is multiplied
by a factor of 186 (the number of processors used). We may derive a speed-up of the
ROMs of 1339 and 112, as a result.
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6.5 Dynamical System
6.5.1 ROM dynamical equations
The velocity field is decomposed as indicated in Eq. 6.30. The mean is calculated
by the time average of the LES snapshots and may be written as
U(r, θ, z) =
1√
Lθ
∑
nθ
Unθ(r, z)exp
(
2piinθ
Lθ
)
. (6.26)
The flow is periodic in the tangential direction and the expansion of the fluctuating
velocity field around the centring trajectory results, in terms of the POD modes, as
reported in Eq. 6.10. Finally, for the orthonormality of the POD bases, the relation
3∑
j=1
∫
ΩrΩz
Φ
(n)
j,nθ
Φ
(m)∗
j,mθ
r dr dz = δn,m (6.27)
is valid. Inserting Eq. 6.26 and Eq. 6.10 into the weak formulation of the Navier-
Stokes equations (Eq. 6.8) and performing a Galerkin projection onto the subspace
spanned by the set of POD modes, the ODEs take the form:
a˙(m)mθ =
∞∑
n=1
A1
(m,n)
mθ
a(n)mθ +A2
(m)
mθ
+
∑
p,n,pθ
B1
(m,p,n)
mθ,pθ
a(p)pθ a
(n)
mθ−pθ+
+
∑
p,pθ
B2
(m,p)
mθ,pθ
a(p)pθ +
∑
n,pθ
B3
(m,n)
mθ,pθ
a
(n)
mθ−pθ +
∑
pθ
B4
(m)
mθ,pθ
.
(6.28)
The dynamical model has quadratic terms that come from the nonlinear fluctuation-
fluctuation interactions and represent the energy transfer between the different eigen-
modes and Fourier modes. The coefficients in Eq. 6.28 are reported in Appendix
B.2. For the calculations of the dynamical system coefficients, the trapezoidal rule is
used for the projection (having O(δx2) error). First order derivatives are calculated
using a second order finite differencing scheme over non evenly spaced gridpoints.
Both the central difference approximation (used for the interior points) and forward
and backward difference (for the first and last point) are derived using Lagrange
polynomials.
Using parametrized ROM is relevant, for example, in control-oriented applica-
tions where control actions are performed varying the velocity at the boundary.
Although reduced order models that allow the variation of the boundary conditions
have not been obtained in this work, the possibility to enforce the boundary con-
ditions at the ROM level for the rotor-stator case is now taken into account using
the control function method (see Sec. 2.3). The velocity field is represented using a
divergence free lifting function Rg having unitary value at the reference point and
a scaling factor γ(t) (depending on time) that assumes the value of the Dirichlet
boundary condition at this reference point
ur(x, t) = γ(t)Rg(x) +
r∑
j=1
aj(t)Φj(x). (6.29)
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It is convenient to evaluate Rg as the temporal average of the velocity snapshots
divided by Ωb (the velocity at the reference point) in order to respect the desired
Dirichlet boundary condition. The velocity field representation becomes
ur(x, t) = γ(t)
U(x)
Ωb
+
r∑
j=1
aj(t)Φj(x). (6.30)
By using the angular velocity Ω as a physical parameter, snapshots from LES may
be collected for each value of it. Thus, the POD procedure is performed on the
ensemble of snapshots gathered from the different simulations where each velocity
snapshot is modified as
u′(x, t) = u(x, t)− γ(t)Rg(x). (6.31)
The Galerkin projection produces then additional terms that explicitly contain γ(t)
(see for example [56]). Using POD modes collected for different boundary conditions
and given a prescribed time history for γ(t), several reduced simulations can be
performed also featuring angular velocities that correspond to boundary conditions
which have not been considered in the LES simulations.
6.5.2 Behaviour of the model
Numerical integration of two dynamical models discussed in Sec. 6.4.2 have been
carried out using a ODE solver routine for stiff and nonstiff systems in complex
double precision. It uses variable-coefficient Adams-Moulton and BDF methods.
The solver has been demonstrated to be efficient on problem with widely different
active timescales [79]. The default user-specified relative error tolerance and one
order lower have been used for the computations reported here: it is found that both
gave indistinguishable results.
Two ROMs have been presented in Sec. 6.4.2, focusing on their energy content.
For Model A, the ODEs corresponds to a set of 350 modal amplitudes. Note that
only a(n)0 are real and all the other modal amplitudes are complex and appear in
pairs. Counting each complex mode as two real dimensions, this model is therefore
650-dimensional. For the same reason Model B, corresponding to a set of 660 modal
amplitudes, is 1260-dimensional. The mixing-length closure model (Eq. 6.19) is
used to take into account the losses to the neglected modes. Following Aubry et
al. [58] and the expression reported in Eq. 6.18, the resulting turbulent viscosity
is νt/ν = 12.9 and νt/ν = 10.0, for Model A and B respectively. In [58] several
interesting solution regimes were identified as the bifurcation parameter was varied.
Here, in order to evaluate the different dynamics of the flow with different values of
the energy being dissipated, the nondimensional parameter α (see Eq. 6.20) is taken
to be as reported in the list below:
• Model A: α = (1.0, 0.9, 0.8)
• Model B: α = (1.1, 1.0, 0.9) .
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The range of α used for Model B is slightly increased compared to the range used for
Model A. This is because, as shown later, νt (and the estimated energy transfer to the
unresolved scales) is slightly underpredicted. For α greater than 1.1, the amplitudes
of the components become smaller, and the trivial solution is an attracting fixed
point. When α is set to 0, the simulation becomes unstable and blows up. The
chaotic oscillating behaviour of the two models, when α varies in the reported range,
instead appears to be the interesting solution regime. Figure 6.10 shows an example
of time histories of the solution. The temporal trends of the modal coefficient a(1)0
and a(50)6 are reported. It could be worth noticing that the modal coefficients a
(1)
0
oscillates around a non-zero value, indicating that the average solution may slightly
differ from the LES solution (see Eq. 6.12).
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Figure 6.10: Modal coefficients a(1)0 (real part) and a
(50)
6 (real and imaginary part)
for the Model A using α = 0.8. The x axis corresponds to revolutions of the rotor
disc.
Mean flow and second-order statistics profiles, at the non-dimensional radius
r∗ = r−ab−a = 0.5, are described in the next figures. For the comparison of the average
behaviour, the experimental data available from [36] are included. The LES solu-
tions already reported in Sec. 6.2 are also shown for reference. Radial and tangential
mean velocity component profiles are shown in Fig. 6.11 and Fig. 6.12, respectively.
The agreement of the models with the LES and the experimental data is good, even
if small bumps are visible within the core for both the mean radial and tangential
velocity. This is due to the contribution of the a(n)0 coefficients in the tangential
spatial average of the velocity given by Eq. 6.12. The behaviour mentioned above
may possibly be attributed to either the use of a relatively low number of modes for
the velocity representation (to preserve the computational efficiency) or the incom-
plete fulfilment of the incompressibility condition. The boundary layer thickness,
locations, and magnitude of the velocity peaks all remain well predicted by both the
models. Figure 6.13 and 6.14 show the axial profiles of the square root of Reynolds
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Figure 6.11: Axial profiles of the mean radial velocity components V ∗r =
Vr
Ωr at
r∗ = r−ab−a = 0.5 for the two models. Comparison with LES and experimental data
from [36].
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Figure 6.12: Axial profiles of the mean tangential velocity components V ∗θ =
Vθ
Ωr at
r∗ = r−ab−a = 0.5 for the two models. Comparison with LES and experimental data
from [36].
stress components Rrr and Rθθ, at the same radial position. The agreement with
the measurements is reasonably good. Within the core, the intensity is well pre-
dicted especially near the rotor. For Model A, the results for different values of
α are very similar while for Model B, the solution using α = 1.1 seems to give the
better results, indicating that transfer of energy towards the neglected modes needs
to be slightly enhanced with respect to the estimation, as previously anticipated.
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Figure 6.13: Axial profiles of the square root of the radial Rrr Reynolds stress tensor
component at r∗ = 0.5 for the two ROM. Comparison with LES and experimental
data from [36].
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Figure 6.14: Axial profiles of the square root of the radial Rθθ Reynolds stress tensor
component at r∗ = 0.5 for the two ROM. Comparison with LES and experimental
data from [36].
The radial component Rrr is well predicted in the boundary layer near the stator
and underpredicted near the rotor, for both the models. The main error observed
in the LES, the significant overprediction of the tangential component Rθθ in both
boundary layers, is reduced for all the solutions of Model A and for Model B when
α = 1.1 is used. For the two models, the mean square value of the modal coeffi-
cients, i.e. 〈a(n)nθ
2〉, is reported in Fig. 6.15 along with the eigenvalues derived from
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the POD procedure, λ(n)nθ . Both are ordered firstly with respect to the increasing
quantum number n and secondly with the increasing wave number nθ. It is shown
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Figure 6.15: Eigenvalues computed from the model using different values of α. They
are ordered with increasing parameter n firstly and nθ secondly. The eigenvalues
from the POD procedure are also reported.
that each model reasonably well estimates the content of energy retrieved from the
LES. For Model A, the solution using α = 1.0 underestimates the content of energy
and displays sporadic large amplitude oscillations at the higher modes. Solutions for
α = 0.9 and α = 0.8 are qualitatively similar. For Model B, solutions using α equal
to 1.0 and 0.9 are similar and they tend to slightly overestimate the energy content
at higher modes, while at lower modes the behaviour is similar to the solutions of
Model A. This seems to reflect the worse agreement with the second-order statistics.
The solution for α = 1.1, instead, slightly underestimates the energy with respect to
the LES but it does not suffer from the accumulation of energy at the higher modes.
Since this behaviour is not visible for Model A, it is suggested, in turn, that the use
of a nonlinear model for considering the neglected modes may be worthwhile when
a greater number of modes are included in the representation (however dramatically
decreasing the computational efficiency).
Overall, we may claim that both Model A and B reasonably well predict the
correct representation of the turbulence phenomenon for the rotor-stator flow, indi-
cating that a sufficient amount of the energy and the Reynolds stress are included
in the system. As expected, compared to the test case studied in Chapter 5, a larger
number of bases are required. The mean velocity of the two ROMs only slightly
varies with respect to the mean velocity derived from the LES flow (or the centering
trajectory) and the second-order statistics are qualitatively and quantitatively well
reproduced. For Model B, the estimated Heisenberg parameter α tends to produce
a slightly worse agreement with the second-order statistics. This may be due to
the accumulation of energy at the higher modes, which is not visible in Model A.
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The solution is improved mildly by adjusting α upward to simulate a greater energy
transfer to the unresolved modes neglected in the truncation. As mentioned before,
in this case the use of a nonlinear closure model may be worthwhile. Considering
that the representation of the two models captures a similar amount of energy (63%
and 72% for Model A and B respectively) but Model A has a CPU time to complete a
rotor-disc revolution one order of magnitude lower than that of Model B, the former
seems to better represent the characteristics of a ROM.
142 CHAPTER 6. ROM FOR A ROTOR-STATOR CAVITY USING POD
Chapter 7
Conclusions and future work
In this thesis, attention has been focused on computational modelling of the type
of rotating cavity flows commonly encountered in secondary air systems. Since in this
context attempts to compute turbulent flows using statistical approaches (RANS)
have had only partial success, Large Eddy Simulations (LES) has been considered
as a valuable way to compute such flows. The first part of the thesis was devoted to
improving the predictive modelling capabilities for these flows. The work in Chapter
3 has focused on the validation of the LES solver for a non-buoyancy dominated
flow [28]. A study of a rotating cavity with radial inflow has been carried out using
RANS and LES and a number of different sub-grid scale models have been tested.
The solver used was the turbomachinery code Hydra [30], based on the second-order
scheme of Roe [31]. The numerical dissipation is third-order accurate and weighted
by a user-input parameter w. The RANS Spalart-Allmaras and SST k-ω solutions
predict a swirl ratio which is in very good agreement with the experimental data
of Firouzian et al. [3]. The swirl ratio predicted by all the LES solutions is also in
good agreement with the measurements, although a slight overprediction is observed
at lower radii. This has been demonstrated to be caused by an excessive numeri-
cal dissipation, which does not allow the development of a sufficiently thick Ekman
layer. This ultimately results in a stronger radial shear stress on the wall. A stable,
less dissipative, I-LES solution has been obtained adopting a non-uniform value of
w, minimized in the central part of the cavity. In this case, the swirl ratio matches
the data almost perfectly and the radial velocity profile in the boundary layer be-
comes very similar to that predicted by the RANS solutions. The next activity
involved cavities in the buoyancy regime, for which RANS models are known to be
less reliable. Results from a Large-Eddy Simulation conducted for a rotating cavity
with a radial inflow introduced from the shroud and heated on one wall have been
presented in Chapter 4. Heat transfer predictions have been compared with experi-
mental data available from the literature, and with those obtained using two URANS
eddy-viscosity models widely adopted in industry, namely the Spalart-Allmaras and
the k − ω SST . The LES solution has shown a very good agreement in the outer
part of the cavity, capturing buoyancy effects arising due to the interaction between
the cold radial inflow and the hot wall. The agreement at inner radii remains good,
despite the fact that the resolution employed is not optimal for this region. The
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results of two URANS models are considerably worse than the LES, especially in the
source region. This behaviour is attributed to an excess of turbulent viscosity pro-
duced within the rotating core, rendering the turbulent diffusion dominant over the
radial convection. This has been shown to affect the structure of the source region,
ultimately preventing any buoyancy effect from occurring. However, as discussed in
Sec. 4.2.1, the solver used is an industrial turbomachinery code with a relatively
low order scheme and the effect of the SGS model employed becomes important only
within a few wall units from the wall. Therefore, the solver may be too dissipative
for the resolution generally used in LES. As a result, a sufficiently high resolution is
required in order to achieve a clear separation of scales so as to avoid the unphysical
behaviour where energy is drained from the large structures. It is pointed out that
studies considering different sector sizes should be conducted for the LES models
presented in this work in order to clearly evaluate the impact on the results. Due
to stiffness of the CFD solutions recognized in geostrophic flows, a comprehensive
investigation of the sector size using LES is very difficult. As a result, in this work
it has been necessary to rely on the best practice acquired in previous studies and
simpler test cases. The relevant scaling parameters (Reθ and Cw) considered in the
current study are lower than the typical engine conditions. The nondimensional mass
flow rate, for example, could be an order of magnitude larger in an engine. In these
conditions, the mesh resolution for a LES becomes much more stringent. To address
the requirements, future work could aim at testing hybrid URANS/LES modeling.
Since LES is currently limited for application in industry by the high compu-
tational demand, in the second part of the thesis Reduced Order Methods (ROM)
that use data from LES have been considered in order to construct a relatively small
ordinary differential equation model for fluid flow problems which could result in a
computationally efficient method for design purposes. The ROM procedure using
the Proper Orthogonal Decomposition (POD) on a LES dataset has been validated
for the relative simple turbulent shear flow of the plane Couette flow in Chapter 5.
Since the industrial practice for the design promotes the use of robust, efficient CFD
methodologies, in this work data are collected through a LES simulation conducted
with the finite volume CFD code Hydra [30] for the full Navier-Stokes equation and
compressible fluid. RMS modal velocities confirm that the ROM is in agreement with
Smith et al. [52] and the regeneration cycle is captured fairly well. So the procedure
adopted for both the calculation of the POD bases and the coefficients of the dy-
namical system may be considered robust enough to qualitatively and quantitatively
reproduce the dynamical behaviour of the six mode model of Smith et al. [52]. Then,
the low Mach number turbulent flow in a rotor-stator cavity has been modelled using
the POD-Galerkin procedure in Chapter 6. This configuration is considered relevant
because it is commonly encountered in secondary air systems. This time, the flow is
more challenging for numerical modelling and, as expected, a larger number of bases
are required in this case to account for a significantly large percentage of the energy
of the flow and to correctly represent the flow dynamics. Overall, we may claim that
both models studied (Model A and B) reasonably well predict the turbulence phe-
nomenon for the rotor-stator flow (LES statistics and experimental measurements
have been used as a benchmark), indicating that a sufficient amount of the energy
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and the Reynolds stresses are included in the system. The mean velocity of the
two ROMs varies only slightly with respect to the mean velocity derived from the
LES flow. For Model B, the estimated Heisenberg parameter α tends to produce
a slightly worse agreement with the second-order statistics. This may be due to
the accumulation of energy at the higher modes, which is not visible in Model A.
The solution is improved mildly by adjusting α upward to simulate a greater energy
transfer to the unresolved modes neglected in the truncation. As mentioned before,
in this case the use of a nonlinear closure model may be worthwhile. Considering
that the representation of the two models captures a similar amount of energy (63%
and 72% for Model A and B respectively) but Model A has a CPU time to com-
plete a rotor-disc revolution one order of magnitude lower than that of Model B,
the former seems to better represent the characteristics of a ROM. As a next step,
a potential improvement over the mixing-length hypothesis may be to replace the
constant turbulent viscosity νML, which is computed only once at the beginning of
the simulation, with a variable turbulent viscosity which is recomputed at every time
step. The Smagorinsky subgrid scale model can be used for this purpose. However,
as discussed in Sec. 6.3, it is important to note that the quadratic nonlinearity in the
NSE allows for easy precomputation of the coefficients of the dynamical system. For
a general nonlinear closure model, however, they have to be recomputed at each time
step dramatically increase the CPU time of the corresponding model. To address
the significant computational cost posed by the recalculation of the Smagorinsky co-
efficient at every time step, however, the closure terms may be not updated at every
time step while the discretisation may be performed on a coarser mesh. Finally,
in order to completely fulfil the incompressibility condition, a further step may be
introduced in which the velocity field is projected onto a divergence-free space, at
each time. This last step, equivalent to the solution of a Poisson equation for the
pressure, could be worthwhile for removing the small bumps within the core for both
the mean radial and tangential velocity. Since in this work the main interest is to
evaluate the robustness of the procedure, the effect on aliasing errors has not been
taken into account. However, in the radial and axial direction the projection of the
POD modes is performed numerically and a further study should verify the impact
of aliasing on the results. As discussed in Sec. 6.3, a valid dealiasing procedure may
consist in rewriting the convective term in the momentum equation (in this work
represented in the non conservative form) in a skew-symmetric formulation.
At the beginning of the thesis we posed the objective of investigating if it was
possible to get more value out of the very expensive and detailed LES and if reduced
order methods that use data from LES may be used to construct computationally
efficient models for design purposes of the turbulent flows commonly encountered in
the secondary air system. We may assert that the POD-Galerkin procedure used
in the current work can potentially constitute an alternative way to model such
turbulent flows with respect to the current industrial practice (RANS). With this
aim, we can mention some possible future investigations of this approach. Firstly,
as discussed in Sec. 2.3, the ODEs may been written in a form that explicitly
contain parameters such as the Reynolds number or which describe the change of the
boundary conditions. So, the model is then valid for all values of these parameters.
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However the POD modes are only optimal at the values which are used to generate
the data ensemble and the most accurate behaviour of the model is expected for
a range of the parameters around the optimality of the modes. In any case, the
range of applicability of the models can be improved by accumulating the snapshots
from ensembles over a range of parameter values. In turn, the ROM may potentially
predict dynamics for different boundary conditions. Although this work is limited to
reduced order models that do not allow the variation of the boundary conditions, the
possibility to enforce the boundary conditions at the ROM level for the rotor-stator
flow is described in Sec. 6.5.1. Future work should investigate the behaviour of the
ROM with a prescribed time history for the angular velocity Ω. Secondly, considering
that to predict thermal loads in critical engine components of the secondary air
system the industrial tools used for the design typically require complex thermal
boundary conditions (see discussion in Sec. 1.3), the POD procedure may be applied
to a turbulent flow in the buoyancy regime governed by the Navier-Stokes equations
and the energy equation (see for example the study of Tarman [61] and the related
review in Sec. 2.3). The ROM derived using the POD-Galerkin procedure may
efficiently generate different thermal boundary conditions and both temperatures
and heat fluxes may be passed between the boundaries of the fluid and solid domain
over the whole transient engine cycle. Finally, the procedure adopted in the current
work may provide useful information to be used for improving the RANS models
and even for guiding simpler 1D models. To conclude, it is pointed out that since
modelling turbulent rotating cavity flows using statistical approaches (RANS) have
had only partial success while LES may constitute a valuable way to compute such
flows, in this thesis attention is focused on ROM based on dataset generated using
this last approach. However, it is recognized that its use is challenging for a single
operating point and even more so over a training set of parameters representative of
the whole engine flight cycle (see discussion in Sec. 1.1). Therefore, the limitation
of this approach for parametric studies should be put in context with other ROM
approaches such as the PODI mentioned in Sec. 2.3.
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Appendix A
A.1 Method of snapshot
The method of snaphot reformulate the computation of POD modes as an NT ×
NT eigenvalue problem, where NT is the total number of snapshots. Considering for
simplicity a scalar function u(j)(x) and Eq. 2.36, where R(x, x′) is defined by Eq.
2.37, we may write the eigenvalue problem as
1
NT
NT∑
j=1
u(j)(x)
∫
Ωx
u∗(j)(x
′)Φ(x′)dx = λΦ(x). (A.1)
Compared to Eq. 2.36, here the average operator is the space average operator
evaluated on the whole domain and the cross-correlations do not appear in the core
of the problem. Defining
cj =
∫
Ωx
u∗(j)(x
′)Φ(x′)dx′, (A.2)
Eq. A.1 may be written as
1
NT
NT∑
j=1
cju(j)(x) = λΦ(x). (A.3)
Multiplying both sides by u∗(i) and integrating yields
1
NT
NT∑
j=1
cj
∫
Ωx
u∗(i)(x)u(j)(x)dx = λ
∫
Ωx
u∗(i)(x)Φ(x)dx (A.4)
If we define
aij =
∫
Ωx
u∗(i)(x)u(j)(x)dx, (A.5)
Eq. A.4 may be written as
1
NT
NT∑
j=1
aijc
(n)
j = λ
(n)c
(n)
i , (A.6)
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where c(n)i and λ
(n) are the eigenvectors and eigenvalues of a NT ×NT matrix eigen-
value problem, respectively. Finally, from Eq. A.3, the nth eigenfunction of the
original problem can be reconstructed from the coefficients c(n)i via
Φ(n)(x) =
1
λ(n)NT
NT∑
j=1
cnj u(j)(x). (A.7)
Further details on the procedure can be find for example in Holmes et al. [48] and
Smith et al. [49].
Appendix B
B.1 Component form of the Navier-Stokes equations for
the rotor-stator flow
In component form, referred to a stationary frame of reference in cylindrical
coordinates, the incompressible Navier-Stokes equations become:
∂u1
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+
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r
+
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(B.1)
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B.2 Coefficients of the dynamical equations for the rotor-
stator flow
Below, the coefficients in Eq. 6.28 are reported.
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