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The information-thermodynamics link is revisited, going back to the analysis of Szilard’s engine.
It is argued that instead of equivalence rather complementarity of physical entropy and information
theoretical one is a correct concept. Famous Landauer’s formula for a minimal cost of information
processing is replaced by a new one which takes into account accuracy and stability of informa-
tion encoding. Two recent experiments illustrating the information-energy conversion are critically
discussed.
The long-lasting discussion initiated in 1929 by the Szi-
lard’s analysis[1] of Maxwell demon [2] and followed by
Brillouin [3], Landauer [4], Bennett [5], Sagawa [6], and
others led to a generally accepted conclusion that a bit of
information is equivalent to kB ln 2 of thermodynamical
entropy and kBT ln 2 of energy, where T is the temper-
ature of environment. The common believe in this link
strongly influenced the recent developments in quantum
information theory and thermodynamics of nanoscopic
systems. Recently, this information-thermodynamics
link has been illustrated using nanoscopic implementa-
tions of the Szilard’s engine [7, 8]. Here, I show, by
pointing out the missing energy source, that the inter-
pretation of those experiments is based on a misconcep-
tion already present in the original Szilard’s analysis. I
argue that information is an abstract entity independent
of the physical nature of a carrier, which differs from the
thermodynamical entropy and should not be included in
the physical energy-entropy balance. Instead of equiv-
alence, complementarity of information and thermody-
namical entropy is proposed. The famous Landauer’s
formula for the minimal cost of information processing is
replaced by the new one, based on a quantum model of
a switch [9, 10].
One should also comment on the numerous ”deriva-
tions” of the Landauer’s principle based on quantum sta-
tistical physics including the most recent and rigorous
ones [11, 12]. In all those derivations the initial prod-
uct state ρ ⊗ ωB of the information bearing degrees of
freedom (typically a d-level system) and the heat bath
is assumed. Although this is a useful approximation in
the context of the derivation of Master equations it can
be misleading when the balance of entropy for the total
system is relevant. Namely, as the heat bath is a large
system composed of N particles with the density of states
per unit energy scaling like eN , we can replace the initial
state by a slightly perturbed one ρSB(). This new initial
state can differ in norm by  and in energy by, say, kBT ,
but its von Neumann entropy can deviate from the prod-
uct state entropy by ∼ N . This means that, from the
point of view of the total entropy balance product state
is not generic and unstable. Actually, preparation of a
strictly product state in a realistic environment can cost
work which should be included in the total thermody-
namical balance.
Szilard proposed a model of an engine which consists
of a box, containing only a single gas particle, in thermal
contact with a heat bath, and a partition. The partition
can be inserted into the box, dividing it into two equal
volumes, and can slide without friction along the box.
To extract kBT ln 2 of work in an isothermal process of
gas expansion one connects up the partition to a pulley.
Szilard assumes that in order to realize work extraction
it is necessary to know “which side the molecule is on”
what corresponds to one bit of information.
In this picture energy used to insert the partition
is negligible while the subjective lack of knowledge is
treated as a real thermodynamical entropy reduced by
the measurement. To avoid the conflict with the Second
Law of Thermodynamics it is assumed that the reduction
of entropy is compensated by its increase in the environ-
ment due to dissipation of at least kBT ln 2 work invested
in the feed-back protocol of work extraction. This idea
initiated a never ending discussion about the place where
the external work must be invested: in measurement[3],
in resetting memory[4, 5], or both [6].
However, the reasoning of above is incorrect. First of
all the insertion of partition compresses the single par-
ticle gas and reduces its entropy from the initial value
S to S′ = S − kB ln 2 and hence increases the free en-
ergy of the gas from the value F = U − TS to the value
F ′ = U − TS′ = F + kBT ln 2.
The excess free energy ∆F = kBT ln 2, which can
be transformed into useful work, is objective and does
not depend on anybody’s knowledge “of which side the
molecule is on”.
Indeed, on the same level of idealization, one can design
procedures of extracting work without knowing the po-
sition of the particle (see Fig. 1(A)). This was already
noticed by Popper and Feyerabend [13] who used a dif-
ferent design and aimed to reject the idea that statistical
mechanical entropy was a subjective quantity.
The external work needed to reduce the physical
entropy of gas particle is directly provided by the par-
tition. Namely, the position of the partition inside the
box must be stable with respect to thermal fluctuations
and hence separated from the position “partition outside
the box” by the energy barrier of the height W >> kBT
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2FIG. 1: (A) A design of the Szilard’s engine which does not
involve a measurement. (B) Partition as a switch with a po-
tential barrier.
(Fig.1(B)). Therefore, to move the partition from one
position to the other one needs at least several kBT
of work to overcome the energy barrier. The higher
is the energy barrier the lower is the probability of
error and hence the average extracted work is closer
to the maximal value kBT ln 2. Friction is necessary
to stabilize the partition in the new position and the
supplied work is partially dissipated into environment
and partially converted into free energy of the gas
particle. Summarizing:
The operation of the Szilard engine can be easily
explained without any reference to measurement and
information.
The statement above does not mean that feed-back
control cannot be employed in the Szilard-type devices.
It means only that it is superfluous and in principle can
be done at the arbitrarily low cost. The position of the
particle in the box can be signalized by various types
of interactions in a continuous fashion which cannot be
quantified in terms of information measured in bits. Such
a signal, conveyed with an infinitesimally low energy ex-
change, can trigger the mechanism driving the partition
which is the real source of work.
An example of such device has been realized with
the goal to present “experimental demonstration of
information-to-energy conversion”[7]. A nanoscopic
Brownian particle with a rotational degree of freedom
can climb a spiral-staircase-like potential increasing its
free energy, similarly to the Szilard’s engine. Here, the
“partition” is replaced by the controlled “block” which
does not allow the particle to “fall downstairs”. A ran-
dom jump “upstairs” is observed and followed by putting
the block one step higher, thus allowing only the increase
of the free energy.
The interpretation of this experiment is based on the
FIG. 2: Gaussians depict metastable localized oscillator
states (bottom) or excited states (top) with arrows inside cor-
responding to spin direction. The long solid arrows represent
dissipation routes, while the dashed ones spin-flip.
erroneous assumption that: “in the ideal case, energy to
place the block can be negligible”. In reality, “placing a
block” (partition) costs at least several kBT of work and
provides a direct energy injection into the system. The
feed-back system which consists of a microscope and a
digital camera consumes an enormous amount of energy
in kBT units per cycle and involves a lot of information
processing but these costs are superfluous. The relevant
energy input is provided by the electric field generator
which implements the “block”.
One of the consequences of “information-to-energy
conversion” paradigm is the claim that kBT ln 2 is the
minimal energy needed to execute an irreversible elemen-
tary logical gate. In particular this Landauer’s formula is
applied to resetting an arbitrary logical value represented
by a state of the information carrier to a fixed one repre-
sented by the given reference state. In fact the thermody-
namical cost of information processing must depend on
the accuracy and stability of information encoding: en-
graving on a stone tablet is more expensive than writing
on paper. This means that the generally accepted Lan-
dauer’s formula W = kBT ln 2 cannot give a practically
useful bound for the cost of information processing.
To derive a more realistic bound for the cost of infor-
mation processing I use a quantum model of a switch (see
[9, 10] for technical details of this model). The switch
encodes a bit of information, and consists of two cou-
pled quantum systems: a microscopic one, represented
by spin-1/2, and a harmonic oscillator which represents
the semi-classical pointer showing two macroscopically
distinguishable positions of the switch. A kind of “ferro-
magnetic coupling” favorizes energetically particular po-
sition of oscillator (“right” or “left”) correlated with spin
polarizations (“up” or “down “) ( Fig.2).
3The advantage of this model in comparison with the
common double-well potential one is that the former
is exactly solvable even in the case of weak interaction
with a heat bath. The picture which emerged from
the detailed analysis is the following. Two Gaussian
mixed states of the quantum oscillator localized around
two (dimensionless) positions ±D >> 1 with the cor-
responding two spin states “up/down” are long living
metastable states which encode a single bit of informa-
tion. The reduced oscillator states describe switch posi-
tions which can be distinguished with the error probabil-
ity  ∈ [0, 1/2]. This error is identified with the overlap of
those states, called also quantum transition probability or
fidelity, and can be written as the Boltzmann-type factor
 = exp
{
−W
Θ
}
. (1)
Here, Θ is the average quantum oscillator energy at the
temperature T interpolating between kBT (for kBT >>
~ω0) and the oscillator zero-point energy ~ω0/2 (for
kBT << ~ω0), thus characterizing both, thermal and
quantum components of the environmental noise. The
energy parameter W is a half of energy amount neces-
sary for spin-flip in one of the metastable states (Fig.2.)
and can be interpreted as the “energy barrier” between
the switch positions. Such a spin-flip caused by external
time-dependent driving changes the switch position at
the cost of 2W of work. This work is dissipated during
the process of oscillator relaxation to the new position
(Fig.2.) and is expressed as a function of error by the
formula
W = Θ ln
1

. (2)
(compare with the Kish’s formula W = kBT ln(1/) de-
rived for the classical electronic switch [14] and the same
formula obtained by Brillouin in [3] for a particular ex-
ample of measurement involving photons). On average
to reset the switch to the given reference position we
need at least W of work and hence (2) should replace the
Landauer’s formula.
The energy barrier protects the encoded information
and this feature can be quantified by the life-time of the
metastable states given by the Kramers-like formula
τ = τ0 exp
{W
Θ
}
= τ0
1

. (3)
Here, τ0 is the life-time of the spin decoupled from the
oscillator, but interacting with the same environment.
The presented model of a switch is in a certain sense
minimal and based on Gaussian quantum states what
suggests that the obtained formulas (2) and (3) provide
universal relations for the minimal cost of resetting a bit
and the proper scaling of the information life-time, re-
spectively. One can expect that any attempt to “recycle”
energy used to cross the barrier implies temporal reduc-
tion of the barrier and hence increase of error preserving
the validity of the bound (2).
The relations (2),(3) imply much more realistic esti-
mations for the thermodynamical cost of computation
than the Landauer’s formula. Again, such a cost should
depend on the accuracy and stability of information pro-
cessing. Hence, it should not be additive but the min-
imal cost of a single gate Wgate must increase with the
assumed total volume N of the computation. It is not
difficult to find such estimation in the limit of very large
N obtaining Wgate ' Θ lnN [9, 10].
Another ingenious experiment [8] demonstrates the
process of resetting of a single-bit memory implemented
by the nanoscopic Brownian particle in the controlled
double-well potential. A simplified description of this
process in terms of the Szilard setting is the following
(Fig.3). Initially, the particle occupies the right or left
part of the box and these two states are separated by the
partition (potential barrier). One removes the partition
and pushes the particle using a piston to the fixed, say
right part of the box investing at least kBT ln 2 of work
which is then dissipated into environment. Finally, one
again inserts the partition. Exactly that dissipated work
is measured in the experiment by tracking the position
of the Brownian particle and using the knowledge of the
controlled time-dependent potential.
However, this amount of work bounded from below by
kBT ln 2 is not the total cost of resetting.
Removing and inserting of the partition costs at least
several kBT of work supplied by the external machin-
ery which controls the shape of time-dependent potential
with a high enough stability and accuracy. The related
work bounded from below by the expression (2) with the
known success rate r = 1 −  is not measured within
this experimental scheme and for sure contains a large
overhead. However, the reported maximal success rate
r = 0.96 ( = 0.04) corresponds to the effective barrier
height of W = 3.2kBT predicted by the formula (2) and
is consistent with the minimal (2.2kBT ) and maximal
(∼ 8kBT ) values maintained during the experiment.
The critical analysis of these two experiments and their
theoretical background leads to the conclusion that their
results do not contradict the statement that information
is an abstract entity independent of the physical nature
of a carrier. Information can be encoded in stable, long-
living and well-distinguishable states of physical systems
like, for example, ensembles of switches. The read-out
of information can be done with an arbitrarily low cost,
albeit with a given error. The real costs of information
processing is the cost of any change of switch position,
and must be at least as that given by the formula (2).
The subjective lack of knowledge about the position of a
switch is not equivalent to the thermodynamical entropy
and need not to be taken into account in the thermody-
namical entropy-energy balance.
4FIG. 3: Resetting of a single bit encoded in the Szilard’s
machine
Another instructive example of the fundamental differ-
ence between information and thermodynamical entropy
is given by the comparison of two molecules: ammonia
(NH3) and alanine (CH3CH(NH2)COOH). For both
molecules the model of a fictitious particle in a symmetric
double-well potential gives the structure of lowest lying
eigenstates. The ground state ψ0 and the first excited
state ψ1 are symmetric and antisymmetric superpositions
of the states ψL, ψR localized at the left or right potential
minimum
ψ0 =
1√
2
(
ψL + ψR
)
, ψ1 =
1√
2
(
ψL − ψR
)
. (4)
At the room temperature equilibrium ensembles of both
molecules should be described by the maximally mixed
density matrix
ρeq =
1
2
[|ψ0〉〈ψ0|+ |ψ1〉〈ψ1|] = 1
2
[|ψL〉〈|ψL|+ |ψR〉〈ψR|]
(5)
with the von Neumann entropy equal to S(ρeq) = ln 2.
For ammonia the equilibrium distribution is main-
tained by fast relaxation processes caused by combina-
tion of collisional localization at ψL or ψR and tunnel-
ing with the inversion time of the order of 10−10sec. In
ammonia maser a separator splits a beam of ammonia
molecules and sends the molecules in excited state into
the resonant cavity where coherent microwave radiation
(work) is produced. Energy invested in the separation
process reduces the physical entropy of the molecules in-
creasing their free energy which is then transformed into
work. Hence, the von Neumann entropy of the density
matrix (5) is the physical thermodynamical entropy. On
the other hand, the unstable states of ammonia cannot
be used as information carrier.
For alanine both optical isomers ψL, ψR are extremely
stable with the inversion time of the order of 1029 years.
For example, in the biological context alanine appears al-
ways in the left-handed form. Therefore, only the states
ψL, ψR of alanine can encode information in a very stable
way and only the decomposition of the density matrix
on the RHS of (4) seems to be physically meaningful.
The von Neumann entropy represents here the subjective
lack of knowledge and has no thermodynamical meaning.
This follows from the fact that the absence of thermaliza-
tion producing a mixture of left and right-handed states
prohibits the work extraction.
Therefore, instead of equivalence one can formulate
complementarity principle for information and thermo-
dynamical entropy :
The von Neumann entropy of an ensemble of quantum
states can be interpreted either as thermodynamical or
information-theoretical one depending on the stability of
those states with respect to dynamics.
One usually assumes that all decompositions of a
mixed states into pure or “less mixed” ones are equally
meaningful. On the other hand, the so-called “pointer
states” are examples of preferred basis [15] which are
structurally stable with respect to environmental noise.
Hence, the role of dynamics in the very definition of a
mixed state (e.g. time-averaging vs. ensemble averag-
ing) remains still worth of investigation.
Although the validity and usefulness of the
information-thermodynamics link has been criticized by
several authors (using often arguments similar to those
presented above[16–18]) a simple justification of these
doubts in terms of energy-entropy balance was missing.
Here, the explicitly pointed out source of work hidden
in the operation of the Szilard’s engine allows to avoid
the controversial information-theoretical considerations.
This simple mechanistic approach gives an alternative
interpretation of the experiments aiming to support the
“information-energy conversion”.
Deconstruction of the information-thermodynamics
link is quite important for the foundations of thermo-
dynamics and related fields. The common believe in
this link created the whole reality in which “informa-
tion” reached the status of a “substance”. This philoso-
phy strongly influenced the development of quantum in-
formation, quantum computing and thermodynamics of
nanoscopic systems.
On the constructive side, the presented down to earth
approach allows to derive more realistic bounds for en-
ergy dissipation per logical operation which take into ac-
count accuracy and stability of information processing.
The author acknowledges the support by the FNP
TEAM project co-financed by EU Regional Development
Fund.
5[1] L. Szilard, On the Decrease of Entropy in a Thermody-
namic System by the Intervention of Intelligent Beings,
Zeitschrift fuer Physik 53: 840856 (1929).
[2] J.C Maxwell, Letter to P.G. Tait, 11 December 1867,
in Life and Scientific Work of Peter Guthrie Tait,
C.G.Knott (author), Cambridge: Cambridge University
Press, (1911), pp. 213215.
[3] L. Brillouin, Science and Information Theory, New York:
Academic Press (1956).
[4] R. Landauer, Irreversibility and heat generation in the
computing process, IBM Journal of Research and Devel-
opment 5, 183 (1961).
[5] C. H. Bennett, Notes on Landauer’s principle, reversible
computation, and Maxwell’s demon, Studies in History
and Philosophy of Modern Physics34, 501 (2003).
[6] T. Sagawa, Thermodynamics of Information Processing
in Small Systems, Progress of Theoretical Physics 127,
16 (2012)
[7] S. Toyabe, T. Sagawa, M. Ueda, E. Muneyuki and
M. Sano, Experimental demonstration of information-
to-energy conversion and validation of the generalized
Jarzynski equality, Nature Physics 6, 988 (2010)
[8] A. Be´rut, A. Arakelyan, A. Petrosyan, S. Cilibert, R.
Dillenschneider and E. Lutz, Experimental verification of
Landauer’s principle linking information and thermody-
namics, Nature 483, 187 (2012)
[9] R. Alicki, Model of quantum measurement and thermo-
dynamical cost of accuracy and stability of information
processing, arXiv:1305.4910
[10] R. Alicki, Information is not physical, arXiv:1402.2414
[11] D. Reeb and M. Wolf, (Im-)Proving Landauer’s Princi-
ple, arXiv:1306.4352 , (2013)
[12] V. Jaksic and C.A. Pillet. A note on the Landauer prin-
ciple in quantum statistical mechanics, arXiv:1406.0034,
(2014)
[13] P.K. Feyerabend, On the possibility of a perpetuum mo-
bile of the second kind, in Mind, Matter and Method:
Essays in Philosophy and Science in Honor of Herbert
Feigel, P.K. Feyerabend and G. Maxwell (eds.), Min-
neapolis, Minnesota: University of Minnesota Press, pp.
409412 (1966).
[14] L.B. Kish, Moore’s Law and the Energy Requirement of
Computing versus Performance, IEE Proc.-Circ. Dev.
Syst.151, 190-194 (2004)
[15] W. H. Z˙urek, Decoherence, einselection, and the quantum
origins of classical, Rev. Mod. Phys.75, 715 (2003).
[16] J.D. Norton, Eaters of the lotus: Landauer’s principle
and the return of Maxwell’s demon, Studies in the History
and Philosophy of Modern Physics, 36: 375411 (2005).
[17] O. Shenker, 2000, Logic and entropy, Philos-
ophy of Science preprint archive, http://philsci-
archive.pitt.edu/archive/00000115/ (2000).
[18] S. Ishioka and N. Fuchikami, Thermodynamics of com-
puting: Entropy of nonergodic systems, Chaos 11, 734
(2001)
