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The existence of complex (multiple-step) genetic adaptations that are 'irreducible' (i.e., all 2 partial combinations are less fit than the original genotype) is one of the longest standing 3 problems in evolutionary biology. In standard genetics parlance, these adaptations require the 4 crossing of a wide adaptive valley of deleterious intermediate stages. Here we demonstrate, using 5 a simple model, that evolution can cross wide valleys to produce 'irreducibly complex' 6 adaptations by making use of previously cryptic mutations. When revealed by an evolutionary 7 capacitor, previously cryptic mutants have higher initial frequencies than do new mutations, 8 bringing them closer to a valley-crossing saddle in allele frequency space. Moreover, simple 9 combinatorics imply an enormous number of candidate combinations exist within available 10 cryptic genetic variation. We model the dynamics of crossing of a wide adaptive valley after a 11 capacitance event using both numerical simulations and analytical approximations. Although 12 individual valley crossing events become less likely as valleys widen, by taking the 13 combinatorics of genotype space into account, we see that revealing cryptic variation can cause 14 the frequent evolution of complex adaptations. This finding also effectively dismantles
Introduction
1
When a population is well adapted to its environment, the vast majority of new mutations will be 2 neutral or negative. If a higher fitness genotype exists that requires multiple mutations, but each 3 intermediate mutation combination is deleterious, the population must traverse a metaphorical 4 "adaptive valley" of low fitness to access the superior adaptation (Wright 1932 ). Such 5 adaptations are called "irreducibly complex" by the intelligent design lobby, which uses the term 6 to assert that evolution cannot cross multi-step adaptive valleys. Detailed investigations into the In fact, valley crossing in asexual populations is both possible and relatively well 12 understood (Van Nimwegen and Crutchfield 2000; Weissman et al. 2009 ). In small populations, 13 individually deleterious mutations may fix sequentially by drift (Wright 1932) . In large 14 populations, fit multiple-mutants occasionally appear even when the component mutations are 15 rare. This process is called 'stochastic tunneling' (Carter and populations the situation is particularly dire, as mutations are kept even rarer by more efficient 4 selection. Thus, barring tiny effective population sizes or large mutation rates, high rates of 5 recombination prevent valley crossing (Weissman et al. 2010 ). This raises the question: is it 6 possible for sexual populations to produce irreducibly complex adaptations at all? 7 One mechanism that may allow the evolution of complex adaptations is the revelation of evolutionary capacitors switch the status of genetic variation from "off" (phenotypically cryptic) 12 to "on". After revelation by a capacitor, this previously phenotypically silent genetic variation 13 can acquire fitness consequences, producing a burst of "new" genotypic effects that are 14 potentially adaptive in the new environment. A growing body of both theoretical and laboratory 15 work suggests that such revelation events are a common feature of biological systems (Bergman 16 and The argument that crypticity can facilitate complex adaptation is twofold. First, cryptic 19 mutations attain higher allele frequencies than they would if selection against them was 20 operating at full strength. Since allele frequency must exceed a threshold before recombination 21 produces peak genotypes more often than it breaks them up (Weinreich and Chao 2005), high 22 initial frequencies of cryptic mutants can give adaptation a head start across a valley (Kim 2007 number of newly exposed mutant loci increases, the number of ways to combine those loci to 4 form potential complex adaptations can become enormous. In other words, while any given 5 complex adaptation is unlikely to fix, simple combinatorics imply that an enormous number of 6 candidate combinations exist within available cryptic genetic variation, any one of which might formalized. 12 Here we show, using a simple population genetic model, that irreducibly complex 13 adaptations can arise and fix under biologically reasonable conditions. We model crossing a 14 fitness valley (Figure 1 ) in two stages, corresponding to 'before' and 'after' an event in which 15 environmental change prompts revelation via evolutionary capacitance. First, we sample initial 16 allele frequencies at j cryptic mutant sites, using distributions calculated using the Moran model 17 (Masel 2006 ). Second, we expose those j loci to stronger selection, as expected after revelation 18 by a capacitor. Assuming that the mutations are individually deleterious, but in full combination 19 confer an adaptive advantage in the new environment, we evaluate whether or not the population 20 fixes all j mutant alleles. Simulating many such valley crossing attempts, and counting the 21 successes, yields the probability of crossing a given j-step valley after a capacitance event. Each For simplicity, we neglect any fitness effects at other loci. Each additional mutant site 6 incurs a fitness decrement regardless of crypticity, but this decrement is smaller when a mutation 7 is in a cryptic state. Crypticity effectively flattens the valley, allowing the population to spread 8 further across genotype space than would be possible under full-strength selection. 9 The probability of valley crossing depends on the parameters (j, svalley, speak) associated 10 with the valley itself, as well as population size (N), mutation rate (μ), and selection against new 11 mutations while they are cryptic (scryptic_valley). Finally, we multiply the probability of crossing a 12 given j-step valley by the expected number of available j-step genotypes (as derived in (Masel 13 2006), each of which might be a peak with low probability ε. 14 Although individual valley crossing events become less probable as valleys widen, by 15 taking the combinatorics of genotype space into account, we find that revealing cryptic variation 16 7 can cause the frequent evolution of complex adaptations. We also present analytical 1 approximations that agree with our simulation results, providing additional support for our 2 findings.
3
Methods
4
Our model follows a population of N diploid, randomly mating individuals with discrete 5 generations. We assume infinite sites with total mutation rate µ, and free recombination. Fitness 6 effects are multiplicative between sites, and the dominance coefficient is h=0.5. Let selection 7 against mutant alleles while in the cryptic state be scryptic_valley, and while revealed, svalley. 8 Selection for adaptive peak genotypes is speak .Where required for brevity, we will write these as 9 scv, sv, and sp. At cryptic sites, we assume weakened selection such that svalley > scryptic_valley > 1/2N. 10 We use both numerical simulations and analytical approximations to estimate the expected 11 number of complex fixations produced after the revelation of variation by a capacitor, under a 12 wide range of valley and population parameters. 13 
14
Simulations
15
Initial "Revealed" Allele Frequencies 16 For a given population size, allele frequencies at each of the j sites at the time of revelation were 17 sampled from the distribution of expected sojourn times, with (frequency = ) = ( , ) . The 18 expected sojourn times τi during which the allele frequency is i and the total time τ during which 19 it has not yet become fixed or gone extinct, given that it entered the population as a single new coefficient h = 0.5: these assumptions are necessary in order to approximate a diploid population 1 using the Moran model. Given that homozygosity of mutant cryptic alleles is extremely rare, 2 relaxing the codominance assumption is not expected to be important. 3 At each time step before revelation, one haploid individual is randomly chosen to die and 4 one to reproduce. 2N such time steps comprise one "generation". For a given polymorphic site at 5 time t, i copies of the mutant allele will be present in the population, each contributing factor [1] [2] [3] [4] [5] [6] scv to the fitness of the individual that carries them. The evolutionary dynamics are dominated by 7 the selection coefficient on one copy of a mutant allele, set here to be scv .We model fitness as 8 differential reproduction. As an infinite sites model, it is possible to neglect recurrent and back 9 mutations, so the next reproducing individual has the mutant allele with probability:
The probability that the mutant allele appears in the next haploid individual chosen to die is i/2N. 13 The probability that the number of copies of the mutant allele increases from i by 1 is then given 14 by the probability that a mutant haploid individual reproduces while a wild-type haploid 15 individual dies:
The probability that the number of mutants decreases from i by 1 then takes into account the 18 probability that a mutant individual dies and a wild-type individual reproduces: , (37, eq 2.144), where the unit of time is one generation or 2N rounds in the 7 Moran model.
After revelation, the j-site genotypes were assigned new fitness based on the number of 1 copies of mutant alleles. In the case of a recessive peak: 2 (valley) = (1 − ) , k = total number of mutant alleles across j sites
In the case of a dominant peak: (1) 15 We assume that any one of the many possible combinations of j sites could be adaptive, 16 each with low probability ε. All adaptation rates are proportional to the infinitesimal ε, which can 17 be approximated as constant and hence factor out of their ratios unless ε scales extremely 18 strongly with j. 
Analytical Approximations
21
We would like to find a mathematical approximation for the probability of irreducibly complex 22 adaptation from formerly cryptic variation. In our model, this probability 23 is the product of two factors: ε (the probability that a given combination of mutations is 1 adaptive), and E[fixations], the expected number of combinations of j mutations that would fix if 2 they were adaptive. We want to find this second factor. We do this by writing it as the 3 probability that at the time that cryptic genetic variation is revealed, there is a set of j mutations 4 present at frequencies x1≥ x2≥ …xj , multiplied by the probability that they successfully fix 5 (assuming that they are an adaptive combination), summed over all possible combinations of xi.
6
[fixations] = ∑ ( (frequencies 1 , … ) * (fixation| 1 , … ))
Finding the first factor in (2) is straightforward. Let ( ) be the equilibrium site-8 frequency spectrum of the cryptic variation, meaning that the probability that there is a mutation 
13
Since all the mutations are independent, the joint spectrum is the product ∏ ϕ( =1 ). Note that 14 since the diffusion approximation requires continuous allele frequencies, we must also change 15 the sum in (2) to an integral when we substitute in (3).
16
[fixations] ≈ ∫ ∏ ( )
17
Calculating the second factor in (2), the probability of fixation given the vector of initial 18 frequencies, is harder. To make progress we first assume that the trajectory of the mutations will 19 be entirely determined by selection once the variation is revealed, so that we can neglect 20 stochastic effects. This will be accurate as long as mutations that start out at very low frequencies 21 13 do not contribute much to the probability of complex adaptation. With this assumption, the 1 probability of fixation is always 0 or 1, so instead of having to find and multiply it, we can take 2 an integral over the basin of attraction of fixation (which we here call V) under deterministic 3 expectations. 4 Thus, our approximation takes the form:
However, finding the boundary of this basin of attraction is difficult, and in general must be done 
The approximate expected number of potential combination is still given by (7), but now the 18 lower bounds on the integral are given by homozygous for the j th mutation.) To account for finite population size, we must adjust the 6 integral bounds to also include the requirement that xj > 1/2N, to avoid impossibly low allele 7 frequencies. 8 We also need to have a better approximation for the volume of V that includes 9 frequencies such that the most common mutant alleles are initially disfavoured, but then switch 10 to being favoured as the rarer mutant alleles increase in frequency. Rather than requiring that the 11 lowest frequency xj be high enough for all alleles to have an initial advantage, we can just require 12 that it be within striking distance of this threshold. Specifically, we can require that once 13 variation is revealed, it will increase to the value given by min before the other xi decrease 14 much. These other alleles will have a mean fitness disadvantage of at most sv, so we can make 15 the approximation that xj has about 1/sv generations to reach the threshold before they can 
20
Using these approximations, numerical integration of (7) gives the lower j = 3 curve in Figure 2 .
1
For j ≥ 4, however, even more accurate approximations are needed, and this approach becomes 2 impractical. 3 For the simplest case, j = 2, we can do better, and actually find an "exact" expression for 4 the region in which the mutations will be driven to fixation:
), and 1 ≥ 2
6
Integrating ( 1 ) ( 2 ) over this region gives the lower j = 2 curve in Figure 2 . 
Results
9
We find that, for a large subset of parameter value combinations, the expected number of 10 fixation events (Figure 2 ) is much greater for complex adaptations than for simple one step 11 adaptations, even given a recessive peak. In both cases illustrated in Figure 2 , as crypticity 12 becomes stronger (small scryptic_valley), a higher proportion of adaptations are complex. Higher 13 values of j represent valleys that are more difficult to cross, but they also present the population 14 with a larger number of possible peaks to sample. For strong crypticity, the latter effect 15 dominates the results, leading to many complex fixation events. We see that when mutations are significantly cryptic (a definitional criterion in our 6 scheme), complex adaptations dominate (i.e., we find >50% of observed fixation events have j > and such a result would only add strength to our primary conclusions. 10 Thinking about evolution as a process often requires us to ignore our usual intuition about 11 the threshold at which we consider improbable to become impossible. We have already become 12 accustomed to considering the immensity of evolutionary time when we talk about adaptation. Percent complexity is determined primarily by the number of available j-combinations, 12 . This is why the level of selection on cryptic variation is the most 13 important factor affecting the probability of crossing any given valley. 
