The XMM-Newton observatory is collecting a tremendous amount of X-ray imaging spectroscopy data. To deal with this huge volume of data, we are investigating more efficient methods to classify astronomical sources based purely on their X-ray spectra, and to understand the fundamental physical mechanisms responsible for X-ray emission. Multivariate statistics and pattern classification techniques are powerful tools to provide insight into the spectral similarities between a given target and its neighbors in the same observation. With this goal, we are developing approaches to classification of X-ray CCD spectra obtained by the XMM EPIC CCD instruments. Although X-ray CCD spectra have low resolution, they can be obtained in batches, whereas a high resolution spectrum can be only generated by the XMM RGS spectrometer for the brightest sources. Furthermore, X-ray CCD spectra can yield the relationship, if any, between the target source and other sources in the same field. The initial results are demonstrated by using a field centered on V1647 Ori, a young star that has recently displayed an accretion-driven optical, infrared and X-ray outburst. We applied Principle Component Analysis (PCA) to reduce the data dimensionality and Independent Component Analysis (ICA) to separate the CCD spectra as independently as possible. Then the Hierarchical Clustering classification method was employed to discriminate between this eruptive young star and other pre-main sequence Xray sources in the field.
INTRODUCTION
Although the origin of X-ray emission from young, low-mass stars is uncertain, recent work [1, 2] suggests that X-ray emission may result from mass accretion onto the forming star. Recently, the Chandra and XMM-Newton X-ray telescopes had opportunities to observe a pre-main sequence object V1647 Ori at the beginning of an apparent accretion-generated, visible light outburst. Its X-ray count rate, which has been reported in [3] , was observed to increase by a factor of ~50 over pre-outburst during Chandra observations on 7 and 22 March, 2004 . The flux of V1647 Ori in the first Chandra observation on 7 March, 2004 was ~100 times greater than its pre-burst and its flux in the observation on 22 March, 2004 was ~10 times greater than its pre-burst. Then a ~36 ksec XMM-Newton observation was completed on 4 April, 2004 [4] . The X-ray flux of in this observation is roughly equal to the Chandra observation on 7 March, 2004 and somewhat greater than that in Chandra observation on 22 March, 2004 . The XMM-Newton observation also established the X-ray variability of V1647 Ori.
The multivariate statistical analysis of X-ray CCD spectra data provides a powerful way to survey the environments of interesting objects and thereby to better understand the context and nature of such objects. Both Principle Component Analysis (PCA) and Independent Component Analysis (ICA) are data-driven multivariate statistical tools to find underlying patterns in data. PCA was performed to understand the origin of X-ray emission from young stars in the Orion Nebula Cluster observed by the Chandra X-ray Observatory [5] . ICA, which is an extension of PCA, was first introduced in 1994 by Comon [6] . Since then, various ICA algorithms have been proposed, such as FastICA [7] , JADE [8] , Informax [9] , cICA [10] , RADICAL [11] , MILCA [12] , and SNICA [13] . These algorithms have been successfully applied in signal and image processing, e.g., for remote sensing scene classification and medical signal separation. In our experiment, we chose the FastICA algorithm due to its fastest running speed and robustness. Another attractive property of FastICA is its ability to project high dimensional spectra onto a lower dimensional space. We can therefore cluster the spectra more efficiently based on these low dimensional projections.
The basic idea of PCA is to seek a set of principle components (PCs) that can explain the maximum variance of the entire data set [14] . PCA transforms the high dimensional data into a lower dimensional uncorrelated vector space. ICA, which was used to solve the cocktail-party problem, is a new approach to separate non-Gaussian observed signals (linear mixtures) into components which are as statistically independent as possible from each other [15] . The main difference between ICA and PCA is that PCA is a second-order statistical technique which uses the covariance or correlation matrix under the classic assumption of the Gaussian distribution of each observed variable vector, while ICA is a higher-order statistical technique which is based on the non-Gaussian distribution of each observed variable vector.
Independent Component Analysis has been recently introduced into astronomical research. Baccigalupi [16] and Maino [17] applied ICA to separate the astrophysical signals from the cosmic microwave background. Kaban et al. estimated young stellar populations in elliptical galaxies based on the independent components of the galaxies' optical spectra [18] . Cadavid et al. studied the temporal and spatial variations of independent global modes of solar magnetic field fluctuations over a long period [19] . Lu et al employed the El-ICA algorithm to represent a synthetic galaxy spectral library with a few nonnegative independent components (ICs) [20] .
To investigate the outburst of V1647 Ori more thoroughly and to establish whether V1647 Ori represents an unusual object in the context of its associated young star cluster (which is located in the Lynds 1630 dark cloud), another longer exposure observation 1 by XMM-Newton was obtained during 24 to 26 March, 2005 . A set of CCD spectra of bright sources obtained by the XMM PN instrument has been extracted in batches. We apply PCA and ICA, in combination with hierarchical clustering, to investigate the classification of these X-ray spectra of V1647 Ori and its associated cluster. We describe the XMM observation of the V1647 Ori field obtained with XMM-NEWTON and the CCD spectral extraction approach in section 2; section 3 is devoted to explaining the ICA algorithm and the hierarchical clustering algorithm. We analyze and discuss the classification results in Section 4. The final section contains a summary.
DATA
V1647 Ori was observed with the XMM-Newton X-ray telescope for 132 ksec during March 24-26, 2005 to investigate its X-ray spectral and temporal variability. The observation was centered on RA: 05:46:17, DEC:-00:07:31.9 in J2000 coordinates. Three EPIC cameras, MOS-1, MOS-2 and PN, were operated with medium optical blocking filters in "Prime Full Window" mode, which covers the full field-of-view (FOV) of 30' diameter. Because about half of the X-ray flux which should be collected by the MOS cameras is directed to dispersing grating spectrometers, the X-ray photons collected by MOS CCD are fewer than those collected by PN CCD.
The data was reprocessed using the XMM-Newton Science Analysis System (SAS) V6.5.0 [21] . EMCHAIN and EPCHAIN were employed to obtain the photon event lists. Then we applied EVSELECT to select single, double, triple and quadruple (PATTERN <=12) for MOS, and single and double events (PATTERN <=4) for PN with the energy range from 0.2 keV to 12 keV. FLAG was set to zero to reject the events which are close to CCD gaps and bad pixels. Because a solar flare event occurred during the observation, it is necessary to screen the events with Good Time Interval (GTI) filters to mitigate solar flare effects. We generated the light curves above 10 keV for each EPIC instruments and obtained the median count rates for PN, MOS-1 and MOS-2, which are 0.56 counts/sec, 0.08 counts/sec and 0.11 counts/sec, respectively. We chose 0.75 counts/sec for PN and 0.25 counts/sec for MOS as the respective thresholds to filter the event data file. The sums of the resulting GTIs are then 77.7 ksec for PN, 85.4 ksec for MOS-1 and 84.8 ksec for MOS-2.
In order to run the source detection task EDETECT_CHAIN, five images with different energy bands, 0.2-0.5 keV, 0.5-2 keV, 2-4.5 keV, 4.5-7.5 keV and 7.5-12 keV, were created. Fig.1 (a) shows a mosaic of merged PN, MOS-1 and MOS-2 images within the 0.5-2 keV, 2-4.5 keV and 4.5-7.5 keV bands. EDETECT_CHAIN was run with maximum likelihood threshold above 10 (~3.3σ) to find the source positions in these images. The SAS6.5 task REGION was disposed to shrink the source size for the purpose of avoiding overlap of source regions where possible. A total of 96 sources have been detected. Only ~27% of these sources have more than 200 total counts. We plot the PN Fig.1(b) . As a comparison, the source positions in the same region (obtained from the SIMBAD catalogue) are also plotted in Fig.1(c) . The order of source labels in Fig.1 (b) is ascending with decreasing numbers of collected counts, that is, source 1 is the brightest object, source 2 is the second brightest object, etc. Although the shrinking-size algorithm has been applied, some overlapping regions can still be noticed in Fig.1 The list of source regions was used to sequentially extract a set of X-ray CCD spectra from the PN event table. In order to maintain the spectral signal-to-noise ratio, we used a circle of 30 arcsecond radius as the smallest extraction region to generate source spectra. Similarly, the smallest extraction region for background spectra is an annulus surrounding the target with 30 arcsecond and 60 arcsecond inner and outer radii, respectively. The source and background regions, excluding adjacent sources to minimize contaminations, were refined so that we could employ ESPECGET to consecutively generate the spectra files, Redistribution Matrix Files (RMF) and Auxiliary Response Files (ARF). The source spectra and their errors were computed by subtracting the background spectra and applying Poisson photon counting statistics.
ALGORITHM

Independent component analysis
Given an observed spectral matrix X N x M (mixed signals) without considering intervening absorption, the relationship between X, the "abundance" profile A N x L and the pure independent components S L x M can be approximated as a linear mixture model
where N is the number of observed spectra, L is the number of estimated pure components and L ≤ N; M is the number of wavelength samples. If A is a full rank matrix, it is easy to solve Eq.1 by S = A -1 X=WX, where W= A -1 and A -1 is the inverse of A .But we are "blind" to A and S and would like to estimate them based only on the observed X. The ICA method provides an approximate solution by assuming that the pure components are as interdependent as possible. Supposing a de-mixing matrix W exists, such that Y=WX=WAS, then Y becomes a linear combination of components in S. The components in Y should be more Gaussian than those in S according to the Central Limit Theorem. If we maximize the non-Gaussianity of the components of Y=WX, Y should be the approximation of S but the order of Y components might be a permutation of S. More details of ICA theory can be found in [22] .
Principal component analysis (PCA), an important data-whitening technique, usually needs to first be applied to the spectral data set to minimize the correlation between observations. The number of reduced components, L in Eq.1, can be chosen from the sorted eigenvalues found by PCA. Then we define
where V is a K×N matrix which rotates the observed spectral data to an orthogonal space. In addition, the rotated vectors z i in Z have unit variance and are mutually uncorrelated. We define the de-mixing matrix W as
where R L × K is a unknown rotation matrix to rotate the data again from the orthogonal space to an independent space and L ≤ K.
A survey of ICA algorithms has been presented in [15] . Here we chose the fast fixed-point algorithm (FastICA). FastICA estimates the rotation matrix R by maximizing the non-Gaussianity of each Y component. A measure of the non-Gaussianity is negentropy which is based on the normalized differential entropy. If the variable is more random, its entropy should be larger, according to information theory [23] . Meanwhile, the Gaussian distribution has the largest entropy among all random variables which have identical variance. Hence we define the negentropy as a difference between the entropy of random variable and Gaussian variable,
J(y) = H(y gauss ) -H(y)
where y gauss is a Gaussian random variable which has the same covariance matrix as y and H represents entropy.
Thus the negentropy J(y) always is nonnegative and equals to zero if and only if y is a gauss random variable. Due to the difficulty in estimating the entropy, Hyvarinen [24] approximated the negentropy as
(6) where y is an estimated component assumed to have zero mean and unit variance; ν is a Gaussian variable which has zero mean and unit variance and G is any non-quadratic function, such as G(u)=u 3 , a tanh function, or a Gaussian function. The Gaussian function kernel G(u) = -exp (-u 2 /2) proves to be more robust than the other two kernels [24] . See [7] for the details of FastICA algorithm procedure.
Hierarchical clustering
In the absence of detailed physical knowledge concerning the observed sources, unsupervised spectral clustering provides a path to identify the empirical similarities or dissimilarities among the sources so that we can begin to group them observationally. K-means clustering and hierarchical clustering are two popular unsupervised clustering algorithms. Either one can be applied to the spectral clustering. We choose hierarchical clustering because it uses a tree-shape diagram, or dendrogram, to express the data structure and this diagram can illustrate how the data are grouped. Because an agglomerative hierarchical clustering algorithm is more easily implemented than a divisive algorithm in practice, such an algorithm was applied to the problem of classification in our experiment. Agglomerative hierarchical clustering is a "bottom-to-top" method which sequentially merges individuals into groups. In previous work [25] , we found that the average linkage method in hierarchical clustering outperforms the other grouping methods for the purposes of astronomical spectral classification. Meanwhile, the Euclidian distance, a measure of similarity between clusters, is invariant with data or axes rotation in vector space. Therefore we chose average linkage as our grouping method and Euclidian distance as the similarity measurement to perform hierarchical clustering of our spectral data.
Eq.1 implies that the "abundance" profile, each row vector in A N × L , can be considered as a mapping point of each corresponding observed spectrum, each row vector in X N × M, in a S L × M space whose axes are constituted by L independent components. Usually, L is much less than M. Thus, clustering the original spectral data set which has M dimensions can be simplified as clustering the corresponding L-dimension "abundance" profiles. The computing cost to calculate the similarities between objects is thus reduced.
RESULTS AND DISCUSSION
In this section, the hierarchical clustering results based on ICA will be illustrated. As a comparison, the hierarchical clustering results based on normalized original spectra, whitened spectra and applying PCA on spectral wavelength variables will also be respectively demonstrated. It should be noted that the whitened spectra are found by applying PCA on spectral observation variables (rows of X), which is not same as applying PCA on spectral wavelength variables (columns of X).
The 26 spectra which contain more than 200 photon counts were extracted and sorted by brightness. The negative counts in each spectrum due to background subtraction were set to a very small positive value so as to reduce their effects on the classification results. Then a Savitzky-Golay smoothing filter with a 5th-order polynomial and 51-point window has been applied to these spectra. The Savitzky-Golay filter is a particular low-pass filter often used in spectroscopy [12, 26, 27] . The filter coefficients are obtained by applying a least-square linear fit with a given-degree polynomial. The advantage of the Savitzky-Golay filter is that it can preserve higher moments of signal. In other words, the distortion of spectral peak heights and widths can be alleviated while the efficiency of the suppression of random noise is still maintained.
Due to the solar proton contamination below 0.5 keV and low statistics above 8.0 keV, we chose 0.5-8.0 keV as our spectral wavelength range of interest, with a 5-eV interval as the spectral bin width. Note that the choice of spectral normalization method affects the classification results [25] ; in the present case we normalized each spectrum by its maximum amplitude. This procedure improves classification accuracy because the clustering results, which we are seeking, are determined by the positions of the maximum peaks of spectra.
The resulting truncated and normalized spectra form the matrix X 26 × 1500 in Eq.1, in which rows are mixture spectra and columns are wavelength. We call X the original spectral data set, and we treat the rows in matrix X as the observation variables and the columns as the wavelength variables. The spectra data set X was centered by subtracting the mean value from each row and thereafter PCA was applied to the observation variables. We found that the first 7 principle components (PCs) can explain 95.8% of the total variance of the observation variables. Consequently, the whitened spectral data set Z 7 × 1500 and the whitening matrix V 7 × 26 were obtained through Eq.2 based on the first 7 principle components (PCs). Thus we can iteratively solve the independent components according to Eq.4 to minimize the objective function Eq.6, by using the FastICA algorithm. We obtain only 6 independent components, because the 7 th component did not converge. Meanwhile, the "abundance profile" A 26 × 6 was also found as the inverse of de-mixing matrix W 6 × 26. We reconstructed X by adding the mean value of each row back to the product of the "abundance profile" channeIenergy(ke\ and the independent components based on Eq.1. A comparison of several reconstructed spectra with original spectra (after smoothing by the Savitzky-Golay filter) is illustrated in Fig.2 . The negligible difference between original and reconstructed spectra indicates that the high-dimension spectra can be faithfully represented in the lower-dimension space constituted by 6 ICs. Hence we can classify the lower dimensional "abundance" profile instead of classifying the original, higher dimensional spectra. We applied the agglomerative hierarchical clustering algorithm to the "abundance" profile of the observed spectral data set. The classification results obtained from ICA and the "top-view" of the whole normalized spectra data set appear in Fig.3 . Note that the space in Fig.3(b) which is constituted by the first three ICs actually is not orthogonal. However, we plot it as an orthogonal space to visualize the classification result. These 26 sources are divided into four groups via the hierarchical clustering technique, as shown in Fig.3 (b) . Sources 1, 2, 3, 4, 6, 7, 8, 9, 10, 12, 16, 17, 20, 21, 23 and 26 are clustered into class 1; sources 5, 13, 14, 15, 18, 19, 24 and 25 belong to class 2; source 11, V1647 Ori, and source 22 are grouped into class 3 and class 4, respectively, because they are far away from the other two classes and they are well separated from each other. Source 22, corresponding to 2E 0543.1-0008 in the Einstein archive [28] , has potential emission lines at 1.6 keV and 3.6 keV (see Fig.2(d) and Fig.3(a) ). Those sources in class 1 have a common feature that their strongest emission is located at ~1.0 keV. Those sources with strongest emissions between 1.0 keV and 2.0 keV are grouped into class 2. . Both Fig.2(c) and Fig.3(a) illustrate that V1647 Ori has potential emission peaks at ~2.7 keV, 3 keV, 4 keV and a strong line from Fe XXV at 6.7 keV. The Fe XXV emission line was also apparent in the XMM Fig.4 shows the classification dendrograms based on ICA, based on PCA on wavelength variables, based on whiten spectra which are derived from PCA on observed variables, and obtained directly from the original normalized spectra data set. When we performed PCA on wavelength variables, we kept 10 PCs, which accounts for 95% of the total variance of the wavelength variables. Clustering of these data results in the same classifications as obtained directly from the original spectra, if the number of clusters is fixed at four. The only difference is that source 8, which is actually classified into one subgroup of class 1 when using original data, now is classified into the other subgroup of class 1. The members in the four clusters which are obtained from the whitened spectra or from the "abundance" profiles are exactly same as those obtained from the original data. This confirms that the similarity measurement, Euclidian distance, between objects with the same dimensionality is not influenced by the rotation space. In addition, as we mentioned in section 3, ICA is an extension of PCA. If we choose enough principle components to explain enough data variance, for example, 95%, either PCA or ICA can achieve 100% classification accuracy as long as the number of classes is fixed at four in this experiment. But ICA may yield a set of interpretable ICs, while PCA may not, since these estimated ICs are as independent as possible and they have the same wavelength samples as the original spectra. The interpretation of the ICs for the V1647 Ori XMM data set will be the subject of a forthcoming paper. 
SUMMARY AND CONCLUSION
We have developed a new algorithm based on independent component analysis to classify the sources in an XMMNewton observation of a star cluster that includes the rapidly accreting young star V1647 Ori. A batch processing program based on SAS6.5 routines was implemented for extracting the entire set of CCD spectra from XMM EPIC Xray event data. During the spectra extraction procedure, a cleaning process to avoid the spectral contamination contributed by the nearby sources was performed. Finally, a set of 26 bright spectra that are more than 200 photon counts was collected from PN camera and used as our sample data.
Both PCA and ICA have been demonstrated as efficient ways to dramatically reduce the data dimensionality so as to reduce the computation cost for similarity measurements in hierarchical clustering analysis. A new multivariate statistical method based on ICA is introduced to classify the X-ray sources using lower dimensional "abundance" profiles instead of the original high dimensional spectral data. By comparing the clustering results obtained through PCA and ICA with that obtained directly from the original data, we found that classification accuracies can be Class members maintained when enough components are retained. In addition, the ICs may be interpretable, while PCs may not be as amenable to interpretation.
Four classes of sources, containing two single-member classes and two larger classes, were found via hierarchically clustering algorithm with average linkage. We find that V1647 Ori, a single-member class, is a spectrally distinct bright source in the field of view of the XMM-Newton EPIC observation. Source 22 (2E 0543.1-0008) is another singlemember class; this source displays possible emission lines at 1.6 keV and 3.6 keV and has no counterparts in other wavelength regimes.
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