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The aim of this work is to develop an algorithm based on causal entropic forces
that induces swarming behavior. By using the concept of entropy we pursue a
completely new approach to swarming. After discussing the significance of entropy
and swarming in the context of complex systems we will approach the theoretical
and methodological fundamentals of the work. The influence of the key parameters
is examined to find a combination that creates swarm behavior.
1 Introduction
1.1 Analyzing Complex Systems
Complex systems usually consist of many units which influence each other via a
variety of interactions and exhibit some of the following characteristics: feedback
loops in the network of interactions, spontaneous order, robustness of the order,
emergent organization and hierarchical organization, as stated in Ladyman et al.[1].
To analyze such systems it has proven helpful to search for patterns on a macro-
scopic scale and to find observables helpful to describe the characteristics of a system
neglecting microscopic variations. The entropy of a system is one of those macro-
scopic observables. Examples from different areas, some of which are discussed in a
study by Martyushev and Seleznev [2], show the trend for systems to increase their
entropy over time, which, for equilibrium processes, is manifested in the second law
of thermodynamics. This gives rise to the idea that a universal function could de-
scribe the macroscopic behavior of a system based on entropy, similar to Fermat’s
principle, which can predict the propagation of light on a macroscopic scale. The
only consideration there is to minimize the travel time of light in different media,
without taking into account the light’s “microscopic behavior”. In this work a new
a idea for a set of rules for particle movement based on entropy is used to produce
swarming behavior in a system of simple particles.
1.2 Swarming
Swarming is a very interesting behavior in complex systems such as fish schools
or bird flocks. It provides the connection between the movement of an individual
and a group: The movement of a living being is based on its complex brain, which
involves fear, intuition and its own perception of the world around it, which is yet
impossible to model. The movement of the group, however, seems to show certain
patterns which we can try to emulate. Many attempts have been made to find a
good model that describes the phenomenon of self-organization and that consists of
a set of simple rules for a single individual without any central coordination. A very
early one was made by Reynolds [3] in 1987 , who developed differential equations
based on three interaction rules:
• the particles avoid collisions;
• they adjust their speed and directions to match the speed and align with other
nearby particles;
• they move towards the average position of the other nearby particles;
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We note that each interaction is local, which means that particles only react to their
immediate surroundings. In 1995 this was modified by the “Viscek model” of self-
propelled particles [4]. Here, rule one and three were removed so that each particle
interacts with its nearest neighbors only by adopting the average of their direction of
motion. As a function of noise in the orientational dynamics the rotational symme-
try of particles’ orientations is spontaneously broken, which leads to a net particle
transport. In their analysis they varied the density and noise and obtained three
main results. For low density and noise the particles form coherently moving groups.
For high density and noise the particles move randomly with some correlation. And
for large density and small noise the motion becomes ordered on a macroscopic scale
and all of the particles move in the same spontaneously selected direction. The idea
of the present work is to find a different approach for the simulation of swarming.
2 Theory
2.1 Entropic Force
The term “entropic force” refers to the statistical tendency of a system to increase
its entropy. This behavior is always based on a microscopic force but often it is
helpful to model it with the help of a “macroscopic force”. An example for this are
freely jointed polymers. They effectively feel a (macroscopic) elastic force, which is
not intrinsic to the system. It is instead only caused by the statistical effect of its
temperature and the consequential drive towards the configuration with the highest
number of possible microstates hence the highest probability. Macroscopically, any
deviation from the configuration of maximum entropy results in a force proportional
to the polymer extension. The entropic force is given by
F (x) = T ∇x S(x|x0),
where x0 is the current state of the system, S(x) is the entropy of another state the
system could evolve to, and T is the temperature of the system. The entropic force
has as many components as there are dimensions of phase space. Each entry is the
force created by the change of entropy with respect to this direction. This means
that the force points into the direction in which the entropy increases the most. The
whole term is then multiplied by the temperature. This principle has been taken
further by Wiessner-Gross and Freer [5] who suggest a possible connection between
intelligence and entropy maximization. They claim that social cooperation emerges
from their causal generalization of entropy.
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2.2 Causal Entropic Force
The idea behind causal entropic force (CEF), upon which the following implementa-
tion is based, is not to calculate an absolute entropy of each state of the system, but
instead to calculate the entropy of possible future paths of the system through phase
space. This means that the entropy of a state is based on the probabilities to convert
into other states out of the current state of the system. Consider a system consisting
of only one particle and completely determined by the position and momentum of
the particle. We can express this in a more explicit way: The causal entropy of a
macrostate X is calculated based on the integral over all possible paths χτ starting
from a corresponding microstate x(0), which includes position and momentum of
all particles, after a certain amount of time τ
Sc(X, τ) = −kB
∫
p(χτ |x(0)) ln[p(χτ |x(0))]Dχτ ,
where kB is the Boltzmann constant. This resembles the statistical entropy given
by the Gibbs entropy, which is a definition that is helpful even far away from equi-
librium. It is noteworthy that we do not use a probability distribution of the mi-
crostates (as usual) but instead we use the probability distribution of the paths to
a future state of the system.
2.3 Discrete System
To clarify our definition of causal entropy, we first take a look at discrete systems.
Here it is possible to analytically determine the entropy of a system by counting
all possible microstates. Imagine a particle on a chess board that has the ability
to make three consecutive steps in any of the four possible directions, as illustrated
in Figure 1. Depending on its position with respect to the edge of the board, the
particle has a certain amount of possibilities for its random walk. To calculate the





where pi is usually the probability of a single microstate. Here however, it is the
probability of one specific path consisting of two steps.
3
Figure 1 – Example of three possible paths in our chessboard example. The black
circle is the starting point. A smaller circle marks a step at a later time. Different
colors mark different possible trajectories. We assume that making a step backwards
is allowed.
As we assume all the paths to be equally likely, it is sufficient to use the log-
arithm of the number of possibilities as a measure of the associated entropy as in
Boltzmann’s entropy formula, Equation (2).
S = −kB ln(Ω), (2)
where Ω is the number of possible microstates, which in our case is the number
of possible configurations of the 3-step paths. So we essentially count the number
of possibilities the particle has after the first step and compare the four different
direction. Table 1 shows the result for our chessboard system.




Table 1 – Example for counting all possible paths in Figure 1 and calculating the
entropy.
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The causal entropic force points in the direction of the highest entropy which
in this case would be upwards, away from the confinement. The steady state of
the system is then a configuration where the particle is placed in the center of the
system, away from any wall.
3 Methods
3.1 Transition to Continuous Space
Now this definition of entropy has to be extended to continuous space or rather
we need a mathematically accurate algorithm for the transition. But as with all
simulations the way the algorithm is implemented constitutes a compromise between
mathematical accuracy and computational practicality. In contrast to discrete space
it is not feasible anymore to count all possible trajectories since they constitute an
uncountable infinite set, so the amount of possible future paths has to be estimated
by some kind of sampling. The algorithm we used for this is explained in this
section. It was developed by Hannes Hornischer and further details can be found in
his Master Thesis [6].
3.2 Calculation of the Causal Entropic Force
To compute an approximation for all possible paths the possible future states are
explored by “sampling trajectories”. Those are random walks starting from the
particles’ positions in each simulation step. Figure 2 shows this sampling process
for one particle.
Figure 2 – During the simulation each particle performs a certain amount of random
walks in each step. We call them “sampling trajectories”. Figure taken from [6].
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In each timestep the particles individually perform a high number of random
walks, while the other particles are held in place. The sampling trajectories of each
particle are saved and used to calculate the entropic force F c for this particle in
one timestep. This is done by considering the elongation of each trajectory and the
Figure 3 – One of many sampling trajectories associated to a particle. They are
created during one step of the simulation. The force on this particle in this particular
simulation step is based on the elongation of the trajectory and the direction of the
first step. The red ellipse is a visual indicator of the elongation. For the exact
mathematical expression see equation (3). Figure taken from the master thesis this
work is based on [6].
direction of its first step. Figure 3 gives an idea of that. The causal entropic force on
one particle is a superposition of the directions of the first step of the given trajectory,
weighted by the logarithm of the elongation of the trajectory. More precisely, the
elongation is quantified by the radius of gyration Rgyr, which represents the mean






(rk − rmean)2, (3)
where rk are the positions of the steps during one sampling trajectory, with rmean
being their center and N = 15 the total number of steps of each trajectory. This
can be understood as the freedom a particle experiences when traveling in a certain
direction. If the particles bounces off a wall or a different obstacle on its virtual
journey, the trajectory will be contracted, leading to a smaller radius of gyration
and therefore a smaller statistical weight for this direction, depicted in Figure 4.
The causal entropic force is then taken into account in the following equation of
motion:
mv˙ = −γv + F c + h(x), (4)
where m and v are the mass and velocity of the particle, respectively, γ the drag co-
efficient, F c the causal entropic force, and h(x) represents the hard-core interaction
(harmonic potential) with walls, obstacles or other particles. In our simulations this
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Figure 4 – Hitting a wall decreases the elongation of a trajectory. This results in a
lower weight for the trajectory that started to the left. In this example this will lead
to a net force to the right, as the trajectory that started to the left doesn’t hit an
obstacle and is therefore more elongated. Figure taken from [6].
is of lower importance, as particles generally avoid collisions due to the influence of
the causal entropic force.
3.3 Limits of the Algorithm
For our purposes, this way of implementing the algorithm is sufficient. More pre-
cisely it does a good job avoiding walls and the swarming behavior can be included
quite elegantly. However, for more complex systems certain problems can arise. This
is again best explained by an example: If we choose again our discrete chessboard,
but this time allow the particle to exit it trough a corridor to the bottom, it is clear
that going up still allows for more possible paths, since there are no restraints, while
going downwards looses four paths, shown in Figure 5.
But if we now calculate the average radius of gyration in both directions we get
the same number (4/3). This shows the problem of not actually counting possibil-
ities. While moving down has fewer possibilities the average path downwards is as
elongated as the average path upwards. So the two directions are not represented
in a fair way. Again, in discrete space this is no problem, as we can take the total
number of trajectories in each direction into account, but in continuous space we
statistically send an equal amount of sampling trajectories in each direction. An
algorithm which would be fair for such a case would involve preventing “double
counting” of trajectories. For that a criterion for two trajectories being “the same”
is needed. This could be realized by means of a tube of a certain size around each
trajectory. If the tubes of two trajectories heavily intersect, they could be marked
“the same” and one could be erased. However this algorithm would be much more
computationally expensive, so it was not considered any further in the present work.
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(a) Possible paths for a step downwards. (b) Possible paths for a step upwards.
Figure 5 – While it is similar to our initial example in Figure 1, here we show a
weakness of the current algorithm: Moving downwards grants fewer possibilities than
going upwards. Yet, the paths depicted in panel (a) (green) and (b) (blue) are on
average equally elongated based on Equation (3), which would result in F c = 0.
3.4 Implementing the Swarming Behavior
3.4.1 General Idea
We modified the basic algorithm described above so that it produces swarming
behavior. The basic idea to accomplish this goal to let the particles “share” their
information. For the implementation a new local interaction between the particles
has to be introduced. Instead of bouncing off each other, a particle when reached by
the sampling trajectory of a neighboring particle should share a part of its available
phase space. A more detailed explanation of this process will follow in the next
chapter. Then we will analyze their behavior in different situations, in order to see
to what extent a swarm-like motion can be reproduced.
3.4.2 The Swarm Algorithm in Detail
We now tackle the question how to induce swarming behavior into a system of
particles interacting through causal entropic forces. Based on the initial algorithm
described in Section 3.2 the particles evade each other because their sampling tra-
jectories bounce off each other. If not constrained by walls they will in fact keep
spreading out. So it is necessary to induce a certain degree of cohesion among the
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particles such that it is repulsive at short distances, and that becomes attractive
for larger distances between the particles. In the new interaction the sampling tra-
jectories do not bounce off other particles anymore. Instead they are “informed”
about the surroundings of the particle they hit with respect to walls or an obsta-
cle/predator. This is implemented by providing a trajectory, upon hitting another
particle in virtual space, with a certain amount of “bonus steps” to discover that
particles surroundings. So after a collision the amount of steps a trajectory is left
with is fixed and independent of how many steps it already made before the collision.
The radius of gyration is calculated taking the whole trajectory into account, the
steps before and after a collision. As a consequence of this interaction, particles can
generally see further in the direction of other particles as they get additional steps
upon reaching them. However, if particles get closer the benefit of hitting another
particle decreases. When very close to another particle the amount of initial steps
will eventually be greater than the sum of the number of steps needed to reach the
other particle and the bonus steps.
For example, we could assign ten “bonus steps” for the sampling trajectories.
Then if a sampling trajectory hits another particle after 12 of its 15 steps, it would
be allowed to make a total of 22 steps. Statistically this creates a larger Rgyr than
15 steps and results in a force toward the particle. This case is shown in Figure 6.
It also depicts the situation when the particle is very close to another one, which
leads to a force away from its neighbor.
Figure 6 – The particle on the left is the one currently sampling. For the purpose
of sampling the particle on the right is fixed. The red ellipse indicates the size of the
radius of gyration from Equation (3). The upper case results in an attracting force
while the lower results in a slight repulsive force.
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4 Basic Analysis and Equilibrium State
4.1 Parameters
There are a variety of parameters to consider in the model.
(I) Confinement and Obstacle
After a few experiments in a box and a bottleneck scenario we decided the swarming
behavior could be better analyzed without any walls that would perturb the particle
dynamics. Later we introduce a moving obstacle the particles have to maneuver
around.
(II) Friction
The friction has been chosen to reduce the momentum in each timestep by 60%.
A much lower friction and therefore higher momentum would basically lead to a
stronger response to a changing environment, spreading the particles further when
an obstacle is passing through them. The chosen value is a product of experimenting
with different values and choosing a reasonable response.
(III) Temperature
The temperature T of the particles determines the strength of the causal entropic
force. Together with the drag this has to be balanced to make the particles react in
a reasonable way. A higher temperature lets the particles react faster to a changing
environment. It also lets their movement appear more wiggly. We used T = 0.2/kB




where m is the mass and d the diameter of the particles, which are both normalized
and t¯ is the number of timesteps in the simulation.
(IV) Horizon
The “horizon” τ of the particles is the most important and interesting parameter
of the model. We introduced it earlier as the time in which possible future paths
can evolve, but it can also be understood as an average distance a path can cover.
The length of the individual trajectories is Gaussian distributed. So the horizon
correlates to how far the particles can “see” on average. This is illustrated in Figure
7 and will be examined in Section 5.
(V) Sampling Trajectories
The number of trajectories determines how well the area around a particle is cov-
ered. More trajectories provide a more precise representation of the environment






















Figure 7 – This is an example for to clarify what “horizon” means. The blue circle
marks the average end-to-end distance. Each red circle is a trajectory step. Distance
are in multiples of the particle diameter d.
ically find that 500 trajectories generate a qualitative picture that shows swarming
behavior, the particles show very rapid vibrational movement. This is less notable
for 2500 trajectories which are used for the analysis of the equilibrium state. Later
in a dynamical environment the number has been increased to 5000. Here the wiggly
movement of the individual particles can still be observed but as the run time of the
program scales linearly with the amount of trajectories, we are constrained in this
regard.
(VI) Bonus Steps
This number is the amount of steps Nb that remain after a trajectory hits a par-
ticle. It determines the “bonus” a particle gets for being nearby another particle.
Increasing this number causes the particles to stay closer together. To gain a deeper
understanding, we put two particles at a fixed distance from each other and measure
the force exerted from one on the other. The result for different distances and bonus
steps is shown in Figure 8: For small distances the force is repulsive. Increasing the
distance leads to a smaller repulsion until reaching the critical point of vanishing
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force, an equilibrium state. Increasing the distance further brings us in an attractive
regime before approaching zero again, when the distance is too large for an interac-



















Figure 8 – Comparison of the force between two particles for different bonus steps,
while τ = 6 d. Each measuring point is the result of simulating two million trajectories.
The horizontal line is a guide for the eye to mark the position of vanishing force.
small. So while it could still generate swarming behavior, it would require a much
higher amount of sampling to ensure cohesion in a dynamical environment. For this
reason this number has been chosen to be 14 for all following simulations.
(VII) Number and Size of Particles
More particles provide a better understanding of the dynamics but are computa-
tionally more expensive. For most simulations an amount of 50 particles has been
found to be a good compromise. The particles diameter d is the result of a lot of
tweaking of the parameters in the beginning balancing it with the stepsize and the
confinement. The value it settled on is used to normalize all lengths in the results.
4.2 Steady State
For a first analysis, 50 particles are put in a box so large that they cannot perceive
the presence of the walls, in the sense that it is extremely unlikely for a trajectory to
be long enough to reach a wall. The particles are randomly placed in the center of
the box. When the simulation starts they slowly come closer to each other and after
a while form a circular aggregate. Apart from a slight shaking of individual particles
this structure remains stable for long simulation times. The main information we
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can obtain from this steady state is the average distance between the particles. It






δ(r − rij), (5)
where ρ is the particle density and rij = |ri − rj|. This function sums over all
particles which have a certain distance to each other. The pair correlation function
gives us the probability to find a neighbor at a certain distance from a reference
particle. Figure 9 shows g(r) for a system whose sampling trajectories have 14
bonus steps and Figure 10 combines the results for different bonus steps by plotting
only the first peak of the pair correlation function. As the number of bonus steps
increases the average separation among particles decreases, with an inflection point














Figure 9 – Pair correlation function after the transient time for a 50 particle simula-
tion with τ = 6 d and 14 bonus steps. The first peak gives us the equilibrium distance
of the particles. In Figure 10 this has been done for a variety of bonus steps.
This can be compared to Figure 8. The equilibrium distances roughly match the
distance where the force vanishes. The main conclusion of this section is that the



























Figure 10 – The equilibrium distances of the particles for τ = 6 d, evaluated from
the first peak of the pair correlation function, see Figure 9. The minimal distance is
1 as this is the particles’ diameter. Compare to Figure 8
5 Interaction With an Obstacle
5.1 Experimental Setup
To get a better understanding of the dynamics of the swarm, a moving circular
obstacle which can be understood as a predator, is introduced. In this way we in-
vestigate the influence of τ , the horizon, as this is the range of the virtual exploration
which determines the interaction of causal entropic particles with the environment.
Varying the obstacle’s diameter D should inform us as to how to choose τ to ensure
cohesion. The particles interact with this predator in the following way: If a sam-
pling trajectory reaches it, the trajectory is cut off at that point, meaning that the
particle is “virtually” eaten, resulting in short trajectories in the direction of the
predator and therefore a net force pointing away from it, see Figure 11.
We then examined the following scenario: Like in the previous analysis the
particles are randomly placed in the simulation box. After a short time, in which
the particles have time to get close to their circular steady state, the predator moves
through the swarm in a straight line which pushes the particles aside. After it passed
through, the particles regroup and form a circular swarm again. This last process
however strongly depends on D and τ . So this has been simulated for a variety
of predator sizes, ranging from two to ten times the size of a particle, and particle
horizons, ranging from three to ten times the size (diameter) of a particle.
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Figure 11 – Cutting of the trajectory when reaching the predator results in a force
pointing away from it.
5.2 Evaluation
To analyze the results a function is needed that expresses how close together the
particles are. For this purpose the radius of gyration will serve us again. This time
though we apply it not to the sampling trajectories but to the configuration of the
particles. A small value of Rgyr corresponds to tightly packed particles and a large
one corresponds to separated particles. Applying this function to every simulation
reveals that three different behaviors are possible. Figure 12 shows an example for
the first case with a relatively large horizon τ and a small obstacle diameter D. Here
the particles converge immediately after the obstacle passed through. Keeping τ the
same and increasing the D leads to a plateau after the initial separation. It takes
the particles a comparatively long time to reunite, see Figure 13. If we additionally
decrease τ below D the particles do not reunite anymore, as shown in Figure 14.
Most of the parameter combinations show behavior which does not distinctively
belong into one category but instead forms a transition between them. To analyze
this, we are interested in the time it takes for the swarm to converge behind the
predator. Because during the reuniting process Rgyr approaches the steady state
value, which is the smallest possible value, asymptotically, it is unpractical to wait
until it fully completes to call the swarm reunited. Instead we choose 150 % of the
steady state value to be the break point. And we call t∗ to be the time where Rgyr
drops to this point. Some parameter combinations lead to the particles staying
divided. Figure 15 shows the corresponding phase diagram. The data shows that
increasing the obstacle diameter increases the time for the particles to converge
up to a point where they cannot converge anymore but instead form two separate
groups. However, for each diameter there is a horizon τ that is big enough to allow
the particles to find each other again. To have a better perspective for the timescale,
it helps to look at how fast the particles separate. This of course depends on the
















Figure 12 – After the predator passed through the particles come back together
















Figure 13 – After the predator passed through the particles form two groups which
stay separated for a while before finally reuniting. Parameters in units of d.
the particles are moving around it without colliding among themselves. So it gives a
good impression of the “maximum reaction speed” of the particles. The time for the
separation of the particles lies in an order of magnitude of 5. Expecting a roughly
similar time for converging, this rules out a major part of the examined parameter
space. Namely where the ratio of the horizon τ to the diameter of the obstacle D
is small and t∗ is much larger than 5. Figure 16 shows snapshots of the simulation
















Figure 14 – After the predator passed through the particles stay separated. Param-
eters in units of d.

















Figure 15 – The time t∗ a swarm needs to converge behind an obstacle. Obstacle
diameter D and horizon τ are given in multiples of the particle diameter. Black marks
indicate that the particles do not merge within t = 60. Compare with Figures 12, 13
and 14.
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(a) Snapshot at t = 2.5 (b) Snapshot at t = 3.75
(c) Snapshot at t = 5 (d) Snapshot at t = 7.5
(e) Snapshot at t = 10
Figure 16 – Snapshots of the bottom right simulation from the phase diagram Figure
15. In this and all similar plots below, the frame does not represent the solid walls.
Those are much farther away and effectively do not interact with the particles. It
merely serves as a fixed reference frame.
6 Leader Particles
We also tested the reaction of the swarm to the presence of “leaders” in it. Those
are some particles with a desire to move in a certain direction. Those particles
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would resemble individuals that are more experienced than the others and have
general sense of where they want to go. Examples for that are fish that return
to their breeding place or migrating birds. Those individual drifts would give the
simulated system a mechanism to include a driving force, to observe the behavior of
the swarm while moving through a complex environment. First experiments include
simple environments to see how the entire swarm reacts to the “leading” particles.
In a simulation, 50 particles are inserted in an environment without boundaries
and ten of them are randomly given a slight drift in one direction. Four snapshots
of this simulation are shown in Figure 17 The drift is added to their previously
calculated causal-entropic force. If the drift is too high the other particles cannot
keep up. However this also depends on the amount of sampling trajectories, as
with a larger sampling the main swarm manages to keep up better. Increasing the
temperature of the system also helps the main swarm to stick to the leaders. In
the simulation the leaders slowly move to one side of the swarm and start pulling
the others with them. After a while the relative position of the particles does not
change anymore and they keep moving in unison.
(a) Snapshot at t = 15 (b) Snapshot at t = 30
(c) Snapshot at t = 75 (d) Snapshot at t = 135
Figure 17 – Snapshots of a simulation with ten leading particles moving slowly to
the right. Leaders are highlighted in blue.
We have studied the role of leaders in a swarm also in the presence of an obstacle
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(see Figure 18). The obstacle is in front of the center of the swarm which forces the
leaders to “decide” which way to take. For a while they manage to drag the swarm
with them but the two groups eventually split.
(a) Snapshot at t = 15 (b) Snapshot at t = 37.5
(c) Snapshot at t = 115 (d) Snapshot at t = 160
(e) Snapshot at t = 200
Figure 18 – Snapshots of a simulation with ten leading particles moving around a
fixed obstacle. Notice the different time scale in this setup compared to Figure 16
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6.1 Swarmyness
An attempt to associate a number to how well the dynamics reproduce swarming
behavior was to use the correlation function
Cd(r,∆t) =
〈∑i,j 6= di · djδ(r − |ri − rj|)〉t
c0〈
∑
i,j 6= δ(r − |ri − rj|)〉t
, (6)
Distance are in multiples of the particle diameter d. Here ri is the position and
di(t,∆t) = ri(t + ∆t)− ri(t) the displacement of particle i in a timestep ∆t. c0 =
〈∑i d2i /N〉t is a normalization constant. This gives us the scalar product of particles
in a certain distance r to each other. Equation (6) was used by Wysocki, Winkler and
Gompper [7] to analyze the cooperative motion of active Brownian particles. Applied
to the simulation shown in Figure 16 we can clearly see an increased correlation in















Simulation with an obstacle
Figure 19 – Correlation of the particle movement in the simulation depicted in Figure
16. For the calculation particles with a distance of r = 5 d or less have been taken
into account. It has been averaged over eight simulation steps.
in Figure 20, which refers to the particles that are leading the swarm around an
obstacle, we can see a correlation. But here it is less distinct and very noisy. This is

















Simulation with an obstacle and leaders
Figure 20 – Correlation of the particle movement in the simulation depicted in Figure
18. For the calculation particles with a distance of r = 5 d or less have been compared.
It has been averaged over eight simulation steps.
7 Conclusion
The goal of this thesis was to create swarming behavior using a new and different
approach. On doing so we focused on the aspect of cohesion and the influence of the
model parameters on it. With the current set of parameters many properties of the
swarm can be determined, like the average distance, the average range of sight and
the speed of the particles. The accomplishment of this work is to show that basic
swarming behavior (like aggregation, avoiding obstacles, collective motion) can be
achieved by using an algorithm that is only based on causal entropic forces, with
the introduction of one interaction rule between the particles.
We had an additional interest in evaluating how “swarm-like” our results were.
But it turned out that it is quite difficult to classify a dynamic motion as “swarm-
like”. Even though papers exist that have evaluated experimental data, such as a
study about starling flocks [8], and proposed some measures of collective behavior,
we could not find published data to compare to our simulation.
In Section 6.1 we used a function that has been used in their simulation studies.
But on a second thought this seemed to be too trivial, because it basically measures
whether the particles are moving in a similar direction. In Reference [7], it is used to
analyze hundreds of particles in fast motion and a rough but automatic evaluation
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proved useful. In our case though, where 50 particles are separated by a predator,
the correlation function can tell us that the movement of all particles moving up
is correlated and the same for the ones moving down. It is of course satisfying to
see this illustrated by an objective mathematical function, but ultimately it does
not help us to further optimize our algorithm. For that, a more elaborate measure
would be required. So the major part of the initial evaluation, that was part of an
iterating process to improve the “swarmyness” of the model, was to use eye and
brain and intuitively compare it to one’s experience of swarm behavior. So while
it was not the goal of this work to provide one, a solid “swarmyness” measure is
definitely something a further study would benefit from.
8 Outlook
The movement of the swarm is slow compared to the movement of the individual
particle. This is definitely a property that intuitively distinguishes the simulation
from any real swarm and also caused problems in the attempt to evaluate it with
the correlation function in Equation (6), as it generated a lot of noise overshadowing
the macroscopic swarm movement. This issue could be fixed with a more efficient
version of the algorithm, which is already in development. It would allow for a
higher amount of sampling and therefore less wiggling and stronger cohesion.
One property not included in the present model which is quite important in
real swarms is orientation. So far the model only operates with spheres which is
a simplification but prevents more complex interactions. For example, particles
could, during their “decision” process, take into account in which direction other
particles will roughly move based on their current orientation. This would change
the particles’ behavior in a dynamic environment.
Another very interesting direction is to introduce new interactions. They for
example could interact with a new object like a tool. The particles could take the
deterministic movement of such an object into account and favor trajectories which
would lead to the object moving into a certain direction. Then the swarm would be
able to cooperatively work on a task like keeping an object in their middle.
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