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Introduction
The qualitative theory of quasilinear elliptic equations with variational structure has been a
rapidly developing field for several last decades. In this paper we study the multiplicity effect
for a model boundary value problem
−∆pu = uq−1 in ΩR; u > 0 in ΩR; u = 0 on ∂ΩR, (1)
where ΩR = B
n
R+1 \ BnR−1 is a spherical layer in Rn, ∆pu = div (|∇u|p−2∇u) is p-Laplacian,
1 < p <∞, q > p and R > 2. Denote by p∗n the critical Sobolev exponent, which can be defined
from equation 1
p∗n
=
(
1
p
− 1
n
)
+
.
Multiplicity of solutions to the problem (1) in the expanding annuli was studied in a number
of papers, starting with a seminal paper [6]. The term “multiplicity” means that for any natural
K there exists R0 = R0(p, q,K) such that for all R > R0 the problem (1) has at least K
nonequivalent (i.e. not obtainable from each other by rotations) solutions. Multiplicity in the
case p = 2 was proven in [6] for n = 2 and in [12] for n > 4. In these articles solutions of the
boundary problem (1) were obtained as points of global minimum of functional
J [u] =
∫
ΩR
|∇u|pdx
/(∫
ΩR
|u|qdx
)p
q
(2)
on spaces of functions with certain symmetries. The case n = 3 was treated in [5]. Here,
the solutions are obtained as local minimizers of functional (2). Solutions obtained in these
papers concentrate in the neighbourhood of discrete set of points. Solutions concentrating in
the neighboourhood of manifolds were constructed in [10]. Many other papers are devoted to
semilinear case, but their methods cannot be applied directly to quasilinear problem (1) in case
of general p ∈ (1,∞).
Multiplicity of solutions for equation with p-Laplacian was proven in [4] for n = 2 and in
[2] for n > 4. Three-dimensional case was treated in [8]. By solution hereafter we mean a
weak solution of class
o
W 1p (ΩR). As in semilinear case, solutions constructed in these papers
concentrate in the neighbourhood of discrete set of points. Note that multiplicity of solu-
tions constructed in all mentioned papers arises only for q ∈ (p, p∗n). The existence of several
nonequivalent solutions concentrating in the neighbourhood of manifolds was proven in [2].
∗Supported by RFBR grant 11-01-00825.
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We establish the multiplicity of solutions to the problem (1) in case of n = 4 or n > 6,
arbitrary p and q ∈ (p, p∗n−1) (note that p∗n−1 > p∗n if p < n). Solutions we will present
concentrate in the neighbourhood of certain curves.
The structure of paper is as follows: Section 1 contains some auxilary lemmas and defi-
nitions. Multiplicity of solutions in R4 is obtained in Sections 2,3 and 4. Sections 5 and 6
cover the multiplicity effect in Rn, n > 6. A more general construction of multiple solutions is
considered in Section 7.
Let us introduce some notation. f = oR(1) means that lim
R→∞
f = 0. All functions subscripted
with R have a support inside ΩR and are continued to R
n \ΩR with zero values. All sequences
of radii Rj are considered increasing with respect to j and tending to infinity as j →∞. When
we consider sequences uRj or xRj , we omit the index j.
The ball of radius ρ with center x in Rn will be denoted Bnρ (x). If x = 0, we will omit the
center and if dimension of containing space is evident from context, we will omit the dimension.
We use the standard notation Lp(Ω), W
1
p (Ω),
o
W 1p (Ω) for the functional spaces. ‖ · ‖p stands
for the norm in Lp(R
n).
Lq(ω,w) is the weighted Lebesgue space, i.e. the space of measurable functions such that∫
ω
|u|qwdx <∞. W 1p (ω,w) is the weighted Sobolev space, i.e. the space of weakly differentiable
functions such that
∫
ω
(|∇u|p + |u|p)wdx <∞.
Let G be a closed subgroup of O(n). We define by BG(x, ρ) a G-tube:
BG(x, ρ) =
{
gy
∣∣g ∈ G, |x− y| < ρ} .
LG stands for the space of G-invariant functions from
o
W 1p (ΩR).
Consider a 1-homogeneous map P : ΩR → Ω′R = PΩR. Points in PΩR will be denoted as
Px. Given G ⊂ O(n), suppose that Px = Py only if x and y are equivalent up to action of G,
i.e. there exists g ∈ G such that y = gx. Consider a G-invariant function f : ΩR → R. The
function Pf : Ω′R → R defined by (Pf)(Px) = f(x) will be called transplant of function f
under action of map P . As P is homogeneous, PRn is a cone and PΩR is a part of spherical
layer in appropriate euclidean space.
Im is the identity m×m-matrix and Tϕ is the 2× 2-rotation matrix:
Tϕ =
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
)
.
Constants depending only on n, p and q are denoted by C.
1 Auxilary lemmas and definitions
This lemma is a variant of Lemma 1.1 in [11, part 1].
Lemma 1.1. Let G(s) be a positive function. Consider a sequence uj of G-invariant functions
and suppose that
∫
Rn
G(uj)dx is finite for all j. Consider a sequence of points in xj ∈ Rn.
Then, passing to subsequence if necessary, one of two following statements holds:
1) (concentration) There exists λ ∈ (0, 1] such that for any ε > 0 there exist ρ > 0 and j0
2
such that for any j > j0 there exists a sequence ρ
′(j) tending to infinity such that∣∣∣∣∣∣∣
∫
BG(xj ,ρ)
G(uj)dx− λ
∫
Rn
G(uj)dx
∣∣∣∣∣∣∣+
+
∣∣∣∣∣∣∣
∫
Rn\BG(xj ,ρ′(j))
G(uj)dx− (1− λ)
∫
Rn
G(uj)dx
∣∣∣∣∣∣∣ < ε
∫
Rn
G(uj)dx. (3)
2) (vanishing) For all ρ > 0 the following statement holds:
lim
j→∞
∫
BG(xj ,ρ)
G(uj)dx∫
Rn
G(uj)dx
= 0. (4)
Proof: Let aj =
∫
Rn
G(uj)dx. Consider functions
h(ρ, j) =
1
aj
∫
BG(xj ,ρ)
G(uj)dx and i(ρ) = lim
j→∞
h(ρ, j).
i(ρ) is a nondecreasing and bounded function of ρ, so we can consider λ = lim
ρ→∞
i(ρ). If λ = 0,
then for all ρ > 0 i(ρ) = 0 holds, i.e. statement (4) (vanishing) holds.
Suppose that λ ∈ (0, 1]. Fix ε > 0. There exists such ρ0 that i(ρ) > λ − ε6 , if ρ > ρ0. Fix
such ρ > ρ0. Then by lim
j→∞
h(ρ, j) > λ − ε
4
we obtain that there exists a subsequence jm such
that jm →∞ and h(ρ, jm) > λ− 2ε4 , i.e.
1
aj
∫
BG(xj ,ρ)
G(uj)dx > λ− 2ε
4
. (5)
On the other hand, i(ρ) 6 λ for all ρ. Let sequence ρm tend to infinity. Then for any m there
exists j0,m such that h(ρm, j) 6 λ +
ε
2
for all j > j0,m, i.e.
1
aj
∫
BG(xjm ,ρm)
G(ujm)dx 6 λ +
ε
2
. (6)
Thus ∣∣∣∣∣∣∣
1
aj
∫
BG(xjm ,ρ)
G(ujm)dx− λ
∣∣∣∣∣∣∣ 6
ε
2
.
From (6) we obtain 1
aj
∫
Rn\BG(xjm ,ρm)
G(ujm)dx > 1 − λ − ε2 . On the other hand, from (5) we
obtain 1
aj
∫
Rn\BG(xjm ,ρm)
G(ujm)dx 6
1
aj
∫
Rn\BG(xjm ,ρ)
G(ujm) 6 1− λ+ ε2 . Thus∣∣∣∣∣∣∣1− λ−
1
aj
∫
Rn\BG(xjm ,ρm)
G(ujm)dx
∣∣∣∣∣∣∣ 6
ε
2
.

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Remark 1.1. Sequence xj for which inequality (3) holds is called concentration sequence
for sequence uj.
For brevity, we will say “sequence uj has concentration sequence xj” instead of “sequence
uj has subsequence ujk such that xjk is concentration sequence for ujk”.
Remark 1.2. Sequence of radii ρ′j can be replaced with any sequence of radii ρ
′
j for which
ρ′j 6 ρj for all j and ρ
′
j → ∞ as j → ∞ and ρ can be replaced with any greater constant
ρ′ without breaking inequality (3). Obviously we can assume without loss of generality that ρ′j
tends to infinity as slowly as desired.
Remark 1.3. Two sequences of points xj and yj are called equivalent if there exists C > 0
such that for all j dist(Gxj ,Gyj) = ming∈G |xj − gyj| < C.
Increasing ρ and decreasing ρ′j if needed we can ensure that application of Lemma 1.1 to
equivalent sequences xj and yj yields either (4) or (3) with the same λ simultaneously. Hence
in what follows we will consider concentration sequences up to equivalence.
Lemma 1.2. Let uj be a sequence of G-invariant functions. Suppose that xj is not a concen-
tration sequence for uj. Fix ε > 0. Then there exists a sequence of radii ρj → ∞ as j → ∞
such that ∫
BG(xj ,ρj)
G(uj)dx < ε
∫
Rn
G(uj)dx. (7)
Proof: Define
F (j, r) =
∫
BG(xj ,r)
G(uj)dx∫
Rn
G(uj)dx
.
Take j1 such that for any j > j1 inequality F (j, 1) < ε holds. Select r0 > 0 such that F (r0) < ε
for all j 6 j0 inequality F (j, r0) < ε holds and put ρj = r0 for j 6 j1.
Now take j2 such that for any j > j2 inequality F (j, 2) < ε holds. Without loss of generality
we can assume that j2 > j1. Put ρj = 1 for j ∈ (j1, j2].
Suppose now that we have constructed ρj , j 6 jk such that 1) F (j, ρj) < ε for any j 6 jk,
2) F (j, k) < ε for any j > jk, 3) jk > k, and 4) ρjk = k−1. Take jk+1 > jk such that inequality
F (j, k+1) < ε holds for any j > jk+1 and put ρj = k for j ∈ (jk, jk+1]. By induction, we obtain
a sequence ρj such that (7) holds. 
From now on we will assume that all sequences xj are tending to infinity and their projections
on unit sphere converge. By convention, if sequence is indexed with Rj rather then j, we assume
that |xRj | = Rj . We recall that by convention Rj →∞ as j →∞.
Next two statements are well known and we state them without proof.
Proposition 1.1. (Lemma 1.4 [2]) Let D = {(R,Θ)|R ∈ (R − 1, R + 1),Θ ∈ S} be the
intersection of spherical layer with a cone built upon the set S ⊂ Sn. Let p < q < p∗, u ∈
o
W 1p (Ω),
v = u|D. Assume that S is “large enough” in following sense: any straight line parallel to
coordinate axis and intersecting D intersects ∂D at {R− 1, R+1}×S, i.e. where v = 0. Then
‖v‖q 6 c0‖∇v‖p,
where c0 does not depend on R. If p 6= n, this inequality also holds for q = p∗.
Remark 1.4. Any domain S ⊂ Sn satisfies conditions of Proposition 1.1 if R is large enough.
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Proposition 1.2. (Lemma 3 [8]) Let sequence uR be bounded in
o
W 1p (ΩR), let q ∈ (p, p∗), and
let for some ρ > 0
lim
R→∞
sup
x∈ω
∫
B(x,ρ)
|uR|qdx = 0,
where ω is an open set in Rn, such that |ω ∩B(x0, ρ)| > Aρn for all x ∈ ω with constant A > 0
independent of ρ and x0. Then
∫
ω
|uR|qdx→ 0 as R→∞.
Next two lemmas allow to freeze weight functions in integral functionals. First lemma is
elementary, so we give it without proof.
Lemma 1.3. Let vj ∈ L1(Rn,w). Suppose that for some xj ∈ supp vj following condition
holds:
max
x∈supp vj
|w(x)−w(xj)|
min
x∈supp vj
w(x)
→ 0 as j →∞.
Then ∫
Rn
vjwdx = w(xj)
∫
Rn
vjdx · (1 + oj(1)).
Lemma 1.4. Let p > 1. Let w : D ⊂ Rn → R be a nonnegative function. Let A,Bj : D → Rn×n
be nonnegative matrix functions. Let vj be a sequence of functions such that∫
supp vj
(A(x)∇vj ,∇vj)
p
2 w(x)dx <∞.
Assume that
|((Bj(x)− A(x))ζ, ζ)| 6 (A(x)ζ, ζ) · oj(1)
for all x ∈ supp vj and ζ ∈ Rn with some αj → 0 as j →∞.
Then ∫
supp vj
(Bj(x)∇vj ,∇vj)
p
2 w(x)dx =
∫
supp vj
(A(x)∇vj ,∇vj)
p
2 w(x)dx · (1 + oj(1)).
Proof: We will need the following inequality:
|a+ b|s 6 |a|s + C(s) (|a|s−1|b|+ |b|s) . (8)
It holds for all a, b ∈ RN , s > 1. It follows that
||b|s − |a|s| 6 C(s) (|a|s−1|b− a|+ |b− a|s) (9)
Suppose that p > 2. Inequality (8) provides that∣∣∣∣∣∣∣
∫
supp vj
(Bj(x)∇vj ,∇vj)
p
2 w(x)dx−
∫
supp vj
(A(x)∇vj ,∇vj)
p
2 w(x)dx
∣∣∣∣∣∣∣ 6
C
( ∫
supp vj
|((Bj(x)− A(x))∇vj ,∇vj)| (A(x)∇vj ,∇vj)
p
2
−1
w(x)dx+
+
∫
supp vj
|((Bj(x)−A(x))∇vj ,∇vj)|
p
2w(x)dx
)
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Consider the last term:∫
supp vj
|((Bj(x)− A(x))∇vj ,∇vj)|
p
2w(x)dx 6
∫
supp vj
(A(x)∇vj ,∇vj)
p
2w(x)dx · oj(1).
Applying Ho¨lder inequality to first term, we obtain∫
supp vj
|((Bj(x)− A(x))∇vj ,∇vj)| (A(x)∇vj ,∇vj)
p
2
−1
w(x)dx 6
 ∫
supp vj
|((Bj(x)− A(x))∇vj ,∇vj)|
p
2w(x)dx

2
p
 ∫
supp vj
(A(x)∇vj ,∇vj)
p
2w(x)dx

1− 2
p
6
6
∫
supp vj
(A(x)∇vj ,∇vj)
p
2w(x)dx · oj(1).
Estimate is proven for p > 2. If 1 < p < 2, we use concavity of function f(t) = t
p
2 .∣∣∣∣∣∣∣
∫
supp vj
(Bj(x)∇vj ,∇vj)
p
2 w(x)dx−
∫
supp vj
(A(x)∇vj ,∇vj)
p
2 w(x)dx
∣∣∣∣∣∣∣ 6
6
p
2
∫
supp vj
|((Bj(x)−A(x))∇vj ,∇vj)| (A(x)∇vj ,∇vj)
p
2
−1
w(x)dx 6
6
∫
supp vj
(A(x)∇vj ,∇vj)
p
2w(x)dx · oj(1).

Remark 1.5. Let xj be a sequence of points such that |xj | → ∞ as j → ∞. Let ρj be such a
sequence that
ρj
|xj | → 0 as j →∞. Let vj be a sequence of functions such that supp vj ⊂ Bxj ,ρj .
1) Let w be a positive m-homogeneous function. Then conditions of Lemma 1.3 are satisfied.
2) Let A,Bj be positive 0-homogeneous matrix functions such that A(xj) = Bj(xj). Then
conditions of Lemma 1.4 are satisfied.
Lemma 1.5. Let 0 < A 6 B < C and 0 < r < 1. Let δ = AA+B . Consider a following
minimization problem: f(α, β, γ) = Aαr + Bβr + Cγr → min with constraints
1− ε 6 Aα+ Bβ + Cγ 6 1;
Aα 6 δ; Aα+ Cγ > δ − ε; (10)
α > 0; β > 0; γ > 0.
Then there exists such ε0 > 0 depending only on A, B, C and r that for any ε ∈ (0, ε0) minimal
value of function f with constraints (10) is strictly greater than B1−r.
The same statement holds if 0 < A 6 B and C = 0.
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Proof: Consider an auxilary problem: minimize function f with constraints
Aα + Bβ + Cγ = 1;
Aα 6 δ; Aα+ Cγ > δ; (11)
α > 0; β > 0; γ > 0.
If C 6= 0, the domain given by constraints (11) is a flat convex quadrangle. f is a concave
function, hence minimum is attained at one of corners. Values of function f at corners are
f1 = C1−r;
f2 = (1− δ)rB1−r + δrC1−r;
f3 = (1− δ)rC1−r + δrA1−r;
f4 = (1− δ)rB1−r + δrA1−r.
Obviously f4 < f2 and f4 < f3. f4 as a function of δ attains maximum when δ =
A
A+B , and its
maximal value is (A+ B)1−r. Then the minimum of function f under constraints (11) is equal
to M := min ((A+ B)1−r, C1−r) > B1−r.
If C = 0, constraints (11) imply that α = δA , β = 1−δB , i.e. domain defined by these
constraints consists of exactly one point. Value of function f at this point is f4, which is
greater than B1−r.
Constraints (10) are continuous with respect to ε, so the domain given by these constraints
is close to the domain given by (11), and f is continuous, hence its minimum under constraints
(10) is close to M if ε is small enough. 
Lemma 1.6. Let 1 < p < q < ∞. Let functions a, b, c ∈
o
W 1p (R
n) ∩ Lq(Rn) have separated
supports. Suppose that b 6= 0, c 6= 0, and
‖∇b‖pp/‖b‖qq > ‖∇c‖pp/‖c‖qq. (12)
Suppose that function u = a + b + c is normalized in Lq(R
n). Then there exists such function
U that
U = a if x ∈ Rn \ supp c;∫
Rn
U qdx =
∫
Rn
uqdx = 1;
‖∇U‖pp < ‖∇u‖pp − C(b, c);
Proof: Let
t0 =
‖b‖qq
‖b‖qq + ‖c‖qq .
Consider a function ut = a+
(
t
t0
) 1
q
b+
(
1−t
1−t0
) 1
q
c. Then ut0 = u and, since supports of summands
are separated from one another, ‖ut‖qq = 1.
Consider the function
f(t) = ‖∇ut‖pp =
∫
Rn
|∇a|pdx+
(
t
t0
) p
q
∫
Rn
|∇b|pdx+
(
1− t
1− t0
) p
q
∫
Rn
|∇c|pdx.
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Then
f ′(t0) =
p
q
[
1
t0
‖∇b‖pp −
1
1− t0‖∇c‖
p
p
]
=
p
q
(‖b‖qq + ‖c‖qq)
[‖∇b‖pp/‖b‖qq − ‖∇c‖pp/‖c‖qq] > 0.
Since p < q, f is obviously strictly concave. Therefore it is strictly increasing on [0, t0]. Thus
‖∇u0‖pp = f(0) < f(t0)− C(b, c) = ‖∇u‖pp − C(b, c).
A following bound can be obtained after certain evaluations:
f(0) < f(
t0
4
) 6 f(t0)− p
16q
(
1− p
q
)[
‖∇b‖pp +
(
2‖c‖qq
2‖c‖qq + ‖b‖qq
)2− p
q ‖b‖2qq
‖c‖2qq
‖∇b‖pp
]
.

2 4D case. Global and local profiles
In this section we consider the case n = 4. Let group Gk, k > 2 be generated by matrices
T =
(
0 I
I 0
)
,Sk =
(
T 2pi
k
0
0 I
)
and Rϕ =
(
Tϕ 0
0 Tϕ
)
, where ϕ ∈ [0, 2pi]. (13)
Let G0 be the group of all Rϕ. Let Hk be the group generated by matrices T and Sk.
Orbits of points under action of group Gk have dimension 1, but their topological structure
may differ. There are three classes of points:
1. Points that have coordinates (x1, x2, 0, 0) or (0, 0, x3, x4). Orbits of such points have length
4pi|x|. Their orbits will be called polar orbits. Set of all such points has dimension 2 and
will be denoted N . For example, points N = (1, 0, 0, 0)T and N · R lie in N for all R.
2. Points with coordinates (x1, x2, x3, x4) with x
2
1+x
2
2 = x
2
3+x
2
4 =
|x|2
2
. Orbits of such points
have length 2kpi|x|. Their orbits will be called equatorial orbits. Set of all such points
has dimension 3 and will be denoted M. For example, points M = ( 1√
2
, 0, 1√
2
, 0)T and
M · R lie in M for all R.
3. Points with coordinates (x1, x2, x3, x4) not mentioned in previous items. Orbits of such
points have length 4kpi|x|. These are points of general position.
Now, points of type 1 and type 2 can be limits of sequence of points of type 3 or general
position points, but limit of sequence of points of type 1 is always of type 1 and limit of sequence
of points of type 2 is always of type 2. We represent this with following graph, called degeneracy
graph for orbits of group Gk.
general position
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
N M
Lemma 2.1. There exist a map PG : R
4 → R3, weight function w(y) and 3×3-matrix function
Aˆ(y) such that
1. weight function w is 1-homogeneous and strictly positive;
8
2. matrix function Aˆ is 0-homogeneous and uniformly elliptic;
3. for any 1 6 p, q <∞ and any G1-invariant function u∫
ΩR
|u|qdx =
∫
PGΩR
|PGu|qw(PGx)dPGx; (14)
∫
ΩR
|∇u|pdx =
∫
PGΩR
(
Aˆ(PGx)∇(PGu),∇(PGu)
)p
2
w(PGx)dPGx. (15)
PGu is called global profile of function u and PG is called a map providing global profile.
Proof: Let u be a G1-invariant function. Let
P0(x1, x2, x3, x4) =
{
(x1, x2, x3, x4), if x
2
1 + x
2
2 6 x
2
3 + x
2
4;
(x3, x4, x1, x2), if x
2
1 + x
2
2 > x
2
3 + x
2
4.
Note that P−10 (x) consists of exactly two points for any x 6∈ M. As mes4M = 0, we obtain∫
ΩR
|u|qdx = 2
∫
P0ΩR
|P0u|qdP0x
∫
ΩR
|∇u|pdx = 2
∫
P0ΩR
|∇(P0u)|pdP0x.
The map P0 excludes the discrete component of symmetry group G1. Namely, P0(G1x) is a
connected set for any x ∈ R3. Let (r1, ϕ1) be polar coordinates in plane (x3, x4). Denote
Q1(x1, x2, x3, x4) = (x1, x2, r1, ϕ1) and P1 = Q1P0. Then
P1ΩR = {(x1, x2, r1, ϕ1) :
r1 >
√
x21 + x
2
2 > 0; (R− 1)2 < r21 + x21 + x22 < (R + 1)2; 0 < ϕ1 < 2pi}.
and
P1(G1x(0)) = {(x1, x2, r1, ϕ1) : ϕ1 ∈ [0, 2pi],
r1 = r1(x
(0)) = const, T−1ϕ1
(
x1
x2
)
=
(
x
(0)
1
x
(0)
2
)
= const}.
We obtain∫
ΩR
|u|qdx = 2
∫
P1ΩR
|P1u|qr1dP1x;
∫
ΩR
|∇u|pdx = 2
∫
P1ΩR
[(
∂(P1u)
∂r1
)2
+
1
r21
(
∂(P1u)
∂ϕ1
)2
+
2∑
j=1
(
∂(P1u)
∂xj
)2] p2
r1dP1x.
Let
(
y1
y2
)
= T−1ϕ1
(
x1
x2
)
. Define Q2(x1, x2, r1, ϕ) = (y1, y2, r1, ϕ1) and P2 = Q2P1. Then
P2ΩR = {(y1, y2, r1, ϕ1) :
r1 >
√
y21 + y
2
2 > 0; (R− 1)2 < r21 + y21 + y22 < (R + 1)2; 0 < ϕ1 < 2pi}
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and P2(G1x) = {r1 = const, y1 = const, y2 = const, 0 < ϕ1 < 2pi} is a segment of a straight
line. Let Q3(y1, y2, r1, ϕ1) = (y1, y2, r1) and P3 = Q3P2, so that P3(G1x) consists of exactly one
point. As function u is constant with respect to ϕ1, we obtain∫
ΩR
|u|qdx = 4pi
∫
P3ΩR
|P3u|qr1dP3(x)
∫
ΩR
|∇u|pdx = 4pi
∫
P3ΩR
[(
∂(P3u)
∂r1
)2
+
1
r21
(
(y2
∂(P3u)
∂y1
− y1∂(P3u)
∂y2
)
)2
+
+
(
∂(P3u)
∂y1
)2
+
(
∂(P3u)
∂y2
)2 ] p
2
r1dP3(x) =
= 2pi
∫
P3ΩR
(
Â(P3x)∇(P3u),∇(P3u)
)p
2
r1dP3x, (16)
where
Â(PG(x)) =
 1 +
y22
r21
−y1y2
r21
0
−y1y2
r21
1 +
y21
r21
0
0 0 1
 . (17)
Let
ξ =
(
1√
y21 + y
2
2
(
y1
y2
))
; η =
(
1√
y21 + y
2
2
(
y2
−y1
))
. (18)
Matrix Â has eigenvalue 1 of multiplicity 2 with eigenvectors (1, 0, 0)T , (0, ξT )T and eigenvalue
|P3x|2
r21
of multiplicity 1 with eigenvector (0, ηT )T . Due to inequality |P3x| > r1 > |P3x|2 we obtain
|ζ |2 6 (Â(P3x)ζ, ζ) 6 4|ζ |2 for all P3x ∈ P3R4, ζ ∈ R3. Taking PG = P3 and w(PGx) = 4pir1,
we obtain identities (14) and (15). 
Remark 2.1. Lemma 2.1 holds for u ∈ LG0 with support bounded away from plane {x1 = x2 =
0}. Indeed, one can put PG = Q1Q2Q3, w(PGx) = 2pir1 and Â(PGx) given by (17).
Lemma 2.2. Let v ∈ W 1p (PGΩR) and v = 0 on PG(∂ΩR). Then there exists a unique function
u ∈ LG1 such that PGu = v. If v is invariant with respect to the group generated by matrix(
T 2pi
k
0
0 1
)
,
then u ∈ LGk . We will say that function u is recovered from global profile v and denote it
P ∗Gv.
Proof: For any x ∈ R4 the map Q0 = P0 maps orbit G1x to a connected set, maps Q1 and
Q2 are bijections and Q3 maps P2(G1x) to a single point. Let function w be defined by identity
w(r1, ϕ1, y3, y4) = v(r1, y3, y4). Define u by identity
u(x1, x2, x3, x4) =
{
(Q−11 Q
−1
2 w)(x1, x2, x3, x4), if x
2
1 + x
2
2 > x
2
3 + x
2
4;
(Q−11 Q
−1
2 w)(x3, x4, x1, x2), if x
2
1 + x
2
2 < x
2
3 + x
2
4.
Obviously, function u ∈ LG1 and PGu = v. 
Next corollary is a special case of result of [14], but we give it with full proof for reader’s
convenience.
Corollary 2.1. Let 1 6 q < p∗3. Then LGk is compactly embedded into Lq(ΩR).
Proof: By (14), (15) LG1 ∼= W 1p (PGΩR, r1) ∼= W 1p (PGΩR) and Lq(PGΩR, r1) ∼= Lq(PGΩR).
If 1 6 q < p∗3, embedding of W
1
p (PGΩR) into Lq(PGΩR) is compact. 
Corollary 2.2. There exists such c0 that for all u ∈ LGk
c0R
1
p
− 1
q ‖u‖q 6 ‖∇u‖p, (19)
where c0 does not depend on R.
Proof: By (14) and (15) we have for any vR ∈ LGk∫
ΩR
|∇vR|pdx = C
∫
PGΩR
(A(PGx)∇(PGvR),∇(PGvR))
p
2 r1dPGx >
> CR
∫
PGΩR
|∇(PGvR)|pdPGx
∗
> CR
 ∫
PGΩR
(PGvR)
qdPGx

p
q
>
> CR1−
p
q
 ∫
PGΩR
(PGvR)
qr1dPGx

p
q
= CR1−
p
q
∫
ΩR
vqRdx

p
q
. (20)
Inequality denoted with * holds by Proposition 1.1. 
Lemma 2.3. Let xR be a sequence of points, such that the type of their orbits does not depend
on R. Suppose that
1) uR ∈ LGk is a sequence of functions supported inside BGk(xR, ρR), where ρR = R · oR(1)
and
2) If xR is a sequence of points of general position, suppose additionally that dist(xR,N ∪
M)− ρR > c > 0.
Then there exists a sequence of maps PR such that∫
ΩR
|uR|qdx = mes1 (GxR)
∫
PRΩR
|PRuR|qdPR(x) · (1 + oR(1)), (21)
∫
ΩR
|∇uR|pdx = mes1 (GxR)
∫
PRΩR
|∇(PRuR)|pdPR(x) · (1 + oR(1)). (22)
The same statement holds if group Gk is replaced by G0.
Function PRuR is called a local profile of function uR. Such a sequence of maps PR is
called a sequence of maps providing local profile (SMPLP) centered at xR.
Remark 2.2. Condition 2 is not automatically implied by condition 1. For example consider
sequence xR = (
√
R, 0,
√
R2 −R, 0)T and ρR = R 34 . Then xR are of general position but
dist(xR,N ) =
√
R = R
3
4 · oR(1).
Proof: First we consider G0-invariant functions.
Without loss of generality we can assume that (x21 + x
2
2)|x=xR > (x23 + x24)|x=xR. Thus we
can assume that x21 + x
2
2 >
1
2
(x23 + x
2
4) for all x ∈ supp uR if R is large enough.
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We put ξR = ξ|PGx=PGxR and ηR = η|PGx=PGxR with ξ and η introduced in (18).
Freezing coefficients in identity (16) by Lemma 1.4 and Remark 1.5, we obtain∫
ΩR
|∇uR|pdx = 2pi
∫
P3ΩR
[(
∂(P3uR)
∂r1
)2
+
(
1
l2
− 1
)( 2∑
j=1
(ηR)j
∂(P3uR)
∂yj
)2
+
+
2∑
j=1
(
∂(P3uR)
∂yj
)2 ] p
2
r1d(P3x)(1 + oR(1)),
(23)
where l2 =
r21
r21+y
2
3+y
2
4
∣∣∣
PGx=PGxR
∈ [1
2
, 1].
If xR ∈ N , l = 1 and we can put PR = PG.
Suppose that xR 6∈ N . We put D = [ξR, ηR]−1 and(
z1
z2
)
= D ·
(
y1
y2
)
and let P4,Rx = (z1, z2, r1). Note that P4,RxR = (z1, 0, r1)
T , and functions P4,RuR have support
in B(P4,Rx, ρR). We obtain∫
ΩR
|∇uR|pdx =
= 2pi
∫
P4,RΩR
[(
∂(P4,RuR)
∂r1
)2
+
(
∂(P4,RuR)
∂z1
)2
+
1
l2
(
∂(P4,RuR)
∂z2
)2 ] p
2
r1d(P4,Rx)(1 + oR(1)).
Let (r2, θ) be polar coordinates in plane (z1, z2) and let P5,Rx = (r2, θ, r1). Note that P5,RxR =
(r2, 0, r1). We obtain∫
ΩR
|∇uR|pdx = 2pi
∫
P5,RΩR
[(
∂(P5,RuR)
∂r1
)2
+
(
cos2 θ +
1
l2
sin2 θ
)(
∂(P5,RuR)
∂r2
)2
+
+ 2
(
1
l2
− 1
)
sin θ cos θ
r2
∂(P5,RuR)
∂r2
∂(P5,RuR)
∂θ
+
+
(
sin2 θ +
1
l2
cos2 θ
)
1
r22
(
∂(P5,RuR)
∂θ
)2 ] p2
r2r1d(P5,Rx)(1 + oR(1)).
Applying Remark 1.5 and Lemma 1.4 once more, we obtain∫
ΩR
|∇uR|pdx = 2pi
∫
P5,RΩR
[(
∂(P5,RuR)
∂r1
)2
+
(
∂(P5,RuR)
∂r2
)2
+
+
1
l2
1
r22
(
∂(P5,RuR)
∂θ
)2 ]p
2
r2r1d(P5,Rx)(1 + oR(1)).
We set ψ = lθ and P6,Rx = (r2, ψ, r1). Then∫
ΩR
|∇uR|pdx = 2pi
∫
P6,RΩR
[(
∂(P6,RuR)
∂r1
)2
+
(
∂(P6,RuR)
∂r2
)2
+
+
1
r22
(
∂(P6,RuR)
∂ψ
)2 ]p
2
r2
r1
l
d(P6,Rx)(1 + oR(1)).
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Now we unfold polar coordinates (r2, ψ) to Carthesian coordinates (Z1, Z2) and put P7,Rx =
(Z1, Z2, r1). Freezing weight function
r1
l
with Lemma 1.3, we obtain
∫
ΩR
|∇uR|pdx = 2piR
∫
P7,RΩR
[(
∂(P7,RuR)
∂r1
)2
+
4∑
j=3
(
∂(P7,RuR)
∂Zj
)2] p2
d(P7,Rx)(1 + oR(1)).
Finally we ensure that supports of profiles of functions with disjunct supports are disjunct by
putting P8,Rx = (Y1, Y2, r1), where (
Y1
Y2
)
= D−1
(
Z1
Z2
)
.
Then ∫
ΩR
|∇uR|pdx = 2piR
∫
P8,RΩR
|∇(P8,RuR)|pd(P8,Rx)(1 + oR(1)). (24)
Similarly we obtain that∫
ΩR
|uR|qdx = 2piR
∫
P8,RΩR
|P8,RuR|qd(P8,Rx)(1 + oR(1)). (25)
This proves that PR = P8,R is an SMPLP for sequence xR and group G0.
Now let uR be a sequence of Gk-invariant functions. Let ER be the connected component of
supp uR that contains xR, and let vR = uR · χER. Note that vR is G0-invariant. If gxR ∈ G0xR
for some g ∈ Hk then vR(gx) = vR(x) for all x ∈ supp vR. Otherwise, condition 2 provides that
supports of vR(gx) and vR(x) are disjunct if gxR 6∈ G0xR. Also,
uR =
1
C
∑
g∈Hk
vR(gx), (26)
where
C = #{g ∈ Hk|gxR ∈ G0xR} =

k, if xR is of general position;
2k, if xR ∈M;
k2, if xR ∈ N .
Thus we obtain ∫
ΩR
|uR|qdx = 2piR2k
2
C
∫
P8,RΩR
|P8,RvR|qdP8,Rx · (1 + oR(1)),
∫
ΩR
|∇uR|pdx = 2piR2k
2
C
∫
P8,RΩR
|∇(P8,RvR)|pdP8,Rx · (1 + oR(1)),
where 2k
2
C
is the number of connected components of GkxR. Noting that mes1GkxR = 2piR 2k2C ,
we obtain (21) and (22). 
Remark 2.3. Note that SMPLP is not unique. Let PR be a SMPLP. Suppose that K ⊂
R3 is an open cone that contains PRxR and LR : K → R3 is a sequence of C1 maps with
following properties: 1) LR is 1-homogenious; 2) LR(PRxR) = PRxR; 3)
∂LR
∂(PRx)
∣∣∣
x=xR
= I3.
Then LR(PR(·)) is also SMPLP.
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We need a way to reconstruct a sequence of functions from a sequence of their local profiles.
We have to consider three subcases: 1) general case, i.e. sequence xR is not equivalent to any
sequence lying in M∪N ; 2) xR ∈ N ; 3) xR ∈M.
Define maps Qi,R, i = 4, . . . , 8 by identities Qi,R(Pi−1,Rx) = Pi,R. These maps are bijections.
Let UR be a sequence of local profiles centered at sequence PRxR, i.e UR ∈
o
W 1p (PRΩR) and
suppUR ∈ B(PRxR, ρR), where ρR = R · oR(1).
In case of general position we suppose additionally that dist(xR,N ∪M)− ρR > c > 0. We
can consider a sequence of functions uR = P
∗
GQ
−1
4,R . . . Q
−1
8,RUR. Obviously PRuR = UR.
In case of polar orbit sequence we can use the same argument. However, profile must have
a nontrivial symmetry group generated by matrix(
T 2pi
k
0
0 1
)
.
In case of equatorial orbit sequence we may still use the same argument, but profile must
satisfy a certain nonlinear symmetry. Namely, introduce spherical coordinates (r, ϕ, θ) in space
(r1, Y3, Y4). Then vR(r, ϕ, θ1) = vR(r, ϕ, θ2) must hold if θ1+ θ2 =
pi
2
. For matter of convenience
we will introduce additional maps so that symmetry would be linear. Namely, let P9,R(x) =
(r, ϕ, θ). Then P9,RxR = (r, ϕ,
pi
4
) and∫
ΩR
|∇uR|pdx = 2pikR
∫
P9,RΩR
[(
∂(P9,RuR)
∂r
)2
+
1
r2
(
∂(P9,RuR)
∂θ
)2
+
+
1
r2 sin2 θ
(
∂(P9,RuR)
∂ϕ
)2] p2
r2 sin θd(P9.Rx) · (1 + oR(1));∫
ΩR
upRdx = 2pikR
∫
P9,RΩR
(P9,RuR)
qr2 sin θd(P9.Rx) · (1 + oR(1)).
Using Remark 1.5 and Lemmas 1.3 and 1.4 to freeze the coefficients, obtain∫
ΩR
|∇uR|pdx = 2pikR
∫
P9,RΩR
[(
∂(P9,RuR)
∂r
)2
+
1
r2
(
∂(P9,RuR)
∂θ
)2
+
+
2
r2
(
∂(P9,RuR)
∂ϕ
)2] p2
r2
1√
2
d(P9.Rx) · (1 + oR(1));∫
ΩR
upRdx = 2pikR
∫
P9,RΩR
(P9,RuR)
qr2
1√
2
d(P9.Rx) · (1 + oR(1)).
Let Θ = θ + pi
4
,Φ = ϕ√
2
, unfold spherical coordinates (r,Θ,Φ) into carthesian coordinates
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(s1, s2, s3) and let P10,R(x) = (s1, s2, s3). We have∫
ΩR
|∇uR|pdx = 2pikR
∫
P10,RΩR
[(
∂(P10,RuR)
∂s1
)2
+
(
∂(P10,RuR)
∂s2
)2
+
+
(
∂(P10,RuR)
∂s3
)2] p2
d(P10.Rx) · (1 + oR(1));∫
ΩR
upRdx = 2pikR
∫
P10,RΩR
(P10,RuR)
qd(P10.Rx) · (1 + oR(1)).
P10,R is SMPLP while symmetry constraint becomes linear, namely (PRuR)(s1, s2, s3) =
(PRuR)(s1, s2,−s3). Now we rotate coordinate system again so that P11,RxR = P8,RxR to
ensure that profiles of functions with disjunct supports have disjunct supports. Now we can
define the recovering map P−111,R on any sequence of profiles with a certain mirror symmetry.
Note that in all cases a function can be recovered from an axially symmetric profile.
The next lemma is a variant of Proposition 1.2 for Gk-invariant functions.
Lemma 2.4. Let p ∈ (1,∞) and q ∈ (p, p∗3). Let sequence uR ∈ LGk be such that ‖∇uR‖p 6
CR
1
p
− 1
q and suppose that for some ρ > 0
sup
x∈R4
∫
BGk
(x,ρ)
uqRdx = oR(1).
Then
∫
ΩR
uqRdx = oR(1).
Proof: By Lemma 2.1 we have for vR = PGuR∫
PGΩR
|∇vR|pdPGx 6 C1R−
p
q ,
sup
x∈ΩR
∫
PG(BGk (x,ρ))
|vR|qdPGx = R−1 · oR(1).
Let wR = R
− 1
q vR. Then ∫
PGΩR
|∇wR|pdPGx 6 C1,
sup
x∈ΩR
∫
PG(BGk (x,ρ))
|wR|qdPGx = oR(1).
Sequence wR satisfies conditions of Proposition 1.2, so∫
PGΩR
|wR|qdPGx = oR(1),
and the statement follows by Lemma 2.1. 
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Remark 2.4. Suppose that sequence uR ∈ LGk be such that ‖∇uR‖p 6 CR
1
p
− 1
q and
∫
R4
|uR|qdx >
c > 0 for some q ∈ (p, p∗3) and some c independent of R. Then for any ρ > 0
lim
R→∞
sup
x∈R4
∫
BGk
(x,ρ)
|uR|qdx > 0
Hence sequence uR has at least one concentration sequence.
3 4D case. Separation of concentration sequences
Lemma 3.1. Let vR be a sequence of Gk-invariant functions. Let sequence xR be a concentration
sequence for vR, i.e. for any ε > 0 there are such radii ρ > 0 and ρ
′(R) that (3) holds. Without
loss of generality suppose that ρ′(R) satisfies conditions of lemma 2.3. Consider Gk-invariant
cut-off function σ such that
σ(x) = 1 if x ∈ BGk(xR,
5ρ+ ρ′(R)
6
)
σ(x) = 1 if x 6∈ BGk(xR,
ρ+ 5ρ′(R)
6
)
σ(x) = 0 if x ∈ BGk(xR,
2ρ′(R) + ρ
3
) \BGk(xR,
ρ′(R) + 2ρ
3
)
|∇σ| 6 12
ρ′(R)− ρ.
Then ∫
ΩR
|σvR|qdx > (1− ε)
∫
ΩR
|vR|qdx (27)
∫
ΩR
|∇(σvR)|pdx =
∫
ΩR
|∇vR|pdx(1 + oR(1)). (28)
Proof: Inequality in (27) holds due to (3). Further, by the estimate (8) we have∫
ΩR
|∇(σvR)|p dx 6
∫
ΩR
|∇vR|p dx+
+ C1
∫
ΩR
|∇vR||∇σ|p−1|vR|p−1σ dx+
∫
ΩR
|vR|p|∇σ|p dx
 .
Estimate the last term:∫
ΩR
|vR|p|∇σ|p dx 6 C2(ρ′(R)− ρ)−p
∫
supp∇σ
|vR|p dx 6
6 C2(ρ
′(R)− ρ)−p(mes4 supp∇σ)1−
p
q
∫
ΩR
|vR|q dx

p
q
.
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Since mes4 supp∇σ 6 CR(ρ′(R))3 and ρ′(R)→∞, we have
∫
ΩR
|vR|p|∇σ|p dx 6 C3(ρ′(R))(
3
p
− 3
q
−1)pR1−
p
q
∫
ΩR
|vR|q dx

p
q
∗
=
∗
= C3R
1− p
q
∫
ΩR
|vR|q dx

p
q
· oR(1) 6
∫
ΩR
|∇vR|pdx · o(1).
Relation * holds because q < p∗3, and last inequality holds due to (19).
By the Ho¨lder inequality the second term is also
∫
ΩR
|∇vR|pdx · oR(1), and (28) follows. 
Remark 3.1. If sequence vR has two nonequivalent concentration sequences xR and yR, one
can present a cut-off function that separates neighbourhoods of both concentration points from
one another and from neighbourhood of infinity. Fix ε > 0 and let ρ1, ρ
′
1(R) and ρ2, ρ
′
2(R) be
the radii in inequality (3) for xR and yR respectively. Now we use Remark 1.2 to introduce new
exterior radii
ρ′′i (R) = min
{
ρ′i(R),
1
4
min {xR − gyR|g ∈ Gk}
}
6 ρ′i(R), i = 1, 2.
Let σ and τ be the cut-off functions constructed with these radii centered at sequences xR and
yR respectively. Then supports of 1 − σ and 1 − τ have an empty intersection, and estimates
(27) and (28) are satisfied for cut-off function σ′ = στ .
Cut-off function which separates neighbourhoods of several concentration sequences and
neighbourhood of infinity can be constructed similarly.
Remark 3.2. Cut-off function σ′ equal to σ on connected components of supp σ that have
nonempty intersection with set A and equal to zero elsewhere is called component of σ sep-
arating A.
Lemma 3.2. Let vR be a sequence of Gk-invariant functions. Suppose that sequence xR is not
a concentration sequence for vR, i.e. for any ε > 0 there are such radii ρ
′(R) that (7) holds.
Without loss of generality suppose that ρ′(R) satisfies conditions of lemma 2.3. Consider Gk-
invariant cut-off function σ such that
σ(x) = 0 if x ∈ BGk(xR, ρ′(R))
σ(x) = 1 if x 6∈ BGk(xR,
2ρ+ ρ′(R)
3
)
|∇σ| 6 3
ρ′(R)− ρ.
Then estimates (27) and (28) hold.
Proof of Lemma 3.2 repeats the proof of Lemma 3.1, using inequality (7) instead of (3).
Lemma 3.3. Let τ be a component of σ separating GkxR. Then one can choose external radius
ρ′(R) in definition of σ such that τuR satisfies conditions of Lemma 2.3.
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Proof: Suppose that condition 1 of Lemma 2.3 is not satisfied. Then ρ′(R) > cR, and we
use remark 1.2 to introduce new exterior radius ρ′′(R) = c
√
R, which satisfies condition 1.
Suppose now that condition 2 is not satisfied, that is, xR is of general position, dist(xR,M∪
N ) → ∞ as R → ∞ but the inequality dist(xR,M∪N )− ρ′(R) > c > 0 does not hold. We
use Remark 1.2 to introduce new exterior radius
ρ′′(R) =
1
2
dist(xR,M∪N )
and condition 2 is satisfied. 
4 4D case. Construction of solutions
If we minimize quotient (2) on Gk-invariant functions, the only concentration orbit will be the
orbit with minimal length, namely N ·R (see [2]). We will construct local minimizers of quotient
(2) concentrating in the neighbourhood of locally (but not globally) minimal orbit. Following
the general idea of [5], we require that denominator of quotient (2) is bounded away from zero
in neighbourhood of chosen orbit.
Consider the set
Aκ = {x ∈ Rn : dist(x,M) 6 κ|x|} , (29)
where κ > 0 is such that N · R 6∈ Aκ. We minimize J [u] on the set L˜Gk of functions v ∈ LGk
such that ∫
ΩR
|v|qdx = 1, (30)
∫
Aκ∩ΩR
|v|qdx > (1− δ)
∫
ΩR
|v|qdx (31)
where δ will be chosen later.
Lemma 4.1. Minimum of functional (2) on the set L˜Gk is obtained.
Proof: Since by Lemma 2.1 embedding of LGk into Lq(ΩR) is compact, the set L˜Gk is weakly
closed in
o
W 1p (ΩR). Functional J [u] on the set L˜Gk coincides with convex coercive functional
‖∇u‖pp. Hence minimum is obtained. 
Remark 4.1. Obviously substitution of |v| into functional (2) yields the same value as v. So
without loss of generality we can assume that v > 0.
Lemma 4.2. Let uR be a sequence of minimizers of functional (2) on the set L˜Gk . Then
J [uR] ≍ R1−
p
q . (32)
Proof: Lower bound follows from Corollary 2.2.
Let us obtain the upper bound: let PR be an SMPLP for sequence M ·R. Take an arbitrary
radially symmetric positive function V ∈
o
W 1p (B
3
1(0)), consider a sequence of profiles VR(PRx) =
V (PRx − PR(M · R)) and recover Gk-invariant function vR. This function satisfies inequality
(31), and relations (21) and (22) yield J [vR] 6 C1R
1− p
q . 
Lemma 4.2 and Remark 2.4 prove that any sequence of minimizers uR has concentration
sequences. Next three lemmas describe possible concentration sequences.
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Lemma 4.3. (Unique orbit principle) Let uR be a sequence of minimizers of functional (2) on
the set L˜Gk . Then uR cannot have more that one concentration sequence inside IntAκ, inside
ExtAκ and on ∂Aκ.
Proof: Assume the contrary. For instance, let xR and yR be two concentration sequences
inside IntAκ with weights λ1 and λ2 respectively. Remark 3.1 states that there exists a cut-off
function σ such that estimates (27) and (28) hold. Let σ1 be a component of σ separating
GkxR, σ2 be a component of σ separating GkyR and σ0 = σ − σ1 − σ2. Let P (x)R and P (y)R be
SMPLPs centered at xR and yR respectively. By Lemma 3.3 we can consider profiles P
(x)
R (σ1uR)
and P
(y)
R (σ2uR). We can assume that profiles P
(x)
R (σ1uR) and P
(y)
R (σ2uR) are defined on the
same spherical layer ωR ⊂ R3 and their supports are separated from one another. Introduce
b = P
(x)
R (σ1uR) and c = P
(y)
R (σ2uR) and assume without loss of generality that inequality (12)
holds. Applying Lemma 1.6 to functions a ≡ 0, b and c, we obtain function VR defined on ωR,
for which ∫
ωR
|VR(ξ)|qdξ =
∫
ωR
(P
(x)
R (σ1uR))
q + (P
(y)
R (σ2uR))
q)dξ,
∫
ωR
|∇VR(ξ)|pdξ <
∫
ωR
(|∇(P (x)R (σ1uR))|p + |∇(P (y)R (σ2uR))|p)dξ − µ.
We denote by V˜R the spherical symmetrization of VR (see [13]), and recover a Gk-invariant
function vR from V˜R. By (21) and (22) we obtain∫
ΩR
vqRdx =
∫
ΩR
((σ1uR)
q + (σ2uR)
q)dx · (1 + oR(1)),
∫
ΩR
|∇vR|pdx =
∫
ΩR
(|∇(σ1uR)|p + |∇(σ2uR)|p)dx− µ1R1−
p
q
 · (1 + oR(1)).
Then for function UR = σ0uR + vR we have
J [UR] < (J [σuR]− µ1R1−
p
q ) · (1 + oR(1)) 6 1
1− εJ [uR](1− µ2 + oR(1))
with some µ2 > 0, which contradicts the assumption that uR is a minimizer if ε is sufficiently
small. Cases of sequences inside ExtAκ and on ∂Aκ are proven similarly. 
Lemma 4.4. (Minimal orbit principle) Let uR be a sequence of minimizers of functional (2)
on the set L˜Gk . Then if concentration sequence yR inside ExtAκ exists, it lies in N , and the
concentration sequence xR inside IntAκ lies in M.
Proof: Let yR be the concentration sequence inside ExtAκ. Assume that yR is not equiv-
alent to any sequence in N . By Lemma 4.3, N · R is not a concentration sequence. Let σ1
be a cut-off function separating neighbourhoods of GkxR and infinity, and let σ2 be a cut-off
function clearing the neighbourhood of Gk(N ·R) (these functions are given by Lemmas 3.1 and
3.2). Assume without loss of generality that supports of 1 − σ1 and 1 − σ2 are disjunct. Let
σ = σ1σ2 and let τ be a component of σ separating GkxR. Put λR =
∫
ΩR
(τuR)
qdx. Without loss
of generality we can assume that λR → λ > 0.
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Let P
(x)
R and P
(N)
R be SMPLPs at xR and N ·R respectively. By Lemma 3.3 we can consider
profile P
(x)
R (τuR). Denote by fR its spherical symmetrization. Let SR and sR be sequences of
rotations in R4 and R3 respectively such that SRxR = N · R and sRP (x)R xR = P (N)R (N · R).
Consider a function
vR(x) =
(
P
(N)
R
)∗ (
k
1
q fR(s
−1
R P
(x)
R (SRx))
)
.
Sequence vR is centered at N ·R. Since mes1 (GkxR) = 4pikR and mes1 (Gk(N · R)) = 4piR, we
obtain ∫
ΩR
vqRdx =
∫
ΩR
(τuR)
qdx · (1 + oR(1)),
∫
ΩR
|∇vR|pdx 6 k1−
p
q
∫
ΩR
|∇(τuR)|pdx · (1 + oR(1)).
Define UR = vR + (σ − τ)uR. Then∫
ΩR
U qRdx =
∫
ΩR
((σ − τ)uR)qdx+
∫
ΩR
vqRdx =
∫
ΩR
((σ − τ)uR)qdx+
∫
ΩR
(τuR)
qdx · (1 + oR(1)) >
> (1− ε)
∫
ΩR
(σuR)
qdx > 1− 2ε,
∫
ΩR
|∇UR|pdx =
∫
ΩR
|∇((σ − τ)uR)|pdx+
∫
ΩR
|∇vR|pdx 6
6
∫
ΩR
|∇(σuR)|pdx−
(
1−
(
1
k
)1− p
q
)∫
ΩR
|∇(τuR)|pdx.
Using Proposition 1.1, we obtain
λ
2
6 λR =
∫
ΩR
(τuR)
qdx = 4pikR
∫
P
(x)
R
ΩR
(P
(x)
R (τuR))
qdP
(x)
R x · (1 + oR(1)) 6
6 4pikR
 ∫
P
(x)
R
ΩR
|∇(P (x)R (τuR))|pdP (x)R x

q
p
· (1 + oR(1)) =
= (4pikR)1−
q
p
∫
ΩR
|∇(τuR)|pdx

q
p
· (1 + oR(1)),
which means that∫
ΩR
|∇(τuR)|pdx >
(
λ
2
) p
q
(4pikR)1−
p
q · (1 + oR(1)) > Cλ
p
qR1−
p
q .
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Then due to lemma 4.2 we have
J [UR] 6
1
(1− 2ε) pq
J [uR](1− µ+ oR(1))
with some µ > 0 independent of ε, which contradicts minimality of uR if ε is small enough.
The case of IntAκ is considered similarly. 
Lemma 4.5. Let δ = 2
2+k
, and let uR be a sequence of minimizers of functional (2) on L˜Gk .
Then a strict inequality holds in (31) if R is large enough.
Proof: Assume the contrary: let uR be such a sequence of minimizers that equality holds
in inequality (31). Due to lemma 4.4 sequence uR cannot have more than three concentration
sequences, and without loss of generality we can assume that sequences inside IntAκ and ExtAκ
are M ·R and N · R respectively. Denote by KR the concentration sequence on ∂Aκ.
Lemma 3.1 provides a cut-off function τ (N) separating the neighbourhood of orbit of N · R
and the neighbourhood of infinity such that∫
ΩR
(τ (N)uR)
qdx > 1− ε
4∫
ΩR
|∇(τ (N)uR)|pdx =
∫
ΩR
|∇uR|pdx(1 + oR(1)).
Cut-off functions τ (M) and τ (K) are introduced similarly. By Remark 3.1, a cut-off function
τ = τ (N) · τ (M) · τ (K) satisfies∫
ΩR
(τuR)
qdx > 1− ε
∫
ΩR
|∇(τuR)|pdx =
∫
ΩR
|∇uR|pdx(1 + oR(1)).
Denote by σ the component of τ separating Gk(N · R) ∪ Gk(M ·R) ∪ Gk(KR) and consider the
function (1− σ)uR. By Lemma 3.1 we have
supp(1− σ) = Rn \
(
BGk(N · R,
ρ′(R) + 5ρ
6
) ∪BGk(M · R,
ρ′(R) + 5ρ
6
)∪
∪BGk(KR,
ρ′(R) + 5ρ
6
)
)
.
Concentration sequences N · R, N · R and KR are cleared, thus by Lemma 4.3 the sequence
(1− σ)uR cannot have concentration sequences at all. Since
‖∇((1− σ)uR)‖p 6 ‖∇uR‖p + ‖∇(σuR)‖p 6 CR
1
p
− 1
q ,
function (1 − σ)uR satisfies conditions of Lemma 2.4. Therefore
∫
ΩR
((1 − σ)uR)qdx → 0. Thus∫
ΩR
(σuR)
qdx = 1 + oR(1) and
J [σuR] = J [uR](1 + oR(1)). (33)
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We denote by τˆ (N) the component of σ separating the neighbourhood of Gk(N · R) and set
w
(N)
R = τˆ
(N)uR. We define similarly functions w
(M) and w(K) and introduce the ”normalized
weights”:
aR =
1
4pi
∫
ΩR
|∇w(N)R |pdx; αR =
1
4pi
∫
ΩR
w
(N)
R
q
dx,
bR =
1
2kpi
∫
ΩR
|∇w(M)R |pdx; βR =
1
2kpi
∫
ΩR
w
(M)
R
q
dx,
cR =
1
4kpi
∫
ΩR
|∇w(K)R |pdx; γR =
1
4kpi
∫
ΩR
w
(K)
R
q
dx.
Let P
(N)
R be an SMPLP
1 at N · R. We denote by W (N)R the spherical symmetrization of
P
(N)
R (τ
(N)uR) with center at P
(N)
R (N · R). Introduce similarly the spherical symmetrizations
W (M),W (K) of profiles of w
(M)
R and w
(K)
R with centers at P
(M)
R (M ·R) and P (K)R (KR) respectively.
By construction we obtain
1− εR 6 4pi · αR + 2kpi · βR + 4kpi · γR 6 1
4pi · αR 6 δ (34)
4pi · αR + 4kpi · γR > δ − εR,
where εR = 1−
∫
ΩR
(σuR)
qdx→ 0 as R→∞. As in proof of Lemma 4.3, we assume that W (N)R ,
W
(M)
R and W
(K)
R are defined on the same spherical layer in R
3, which we denote by ωR, and are
separated from one another.
Due to estimates (21) and (22) we have
∫
ωR
|∇W (N)R |pdξ 6
aR
R
(1 + oR(1));
∫
ωR
(W
(N)
R )
qdξ =
αR
R
(1 + oR(1)),
∫
ωR
|∇W (M)R |pdξ 6
bR
R
(1 + oR(1));
∫
ωR
(W
(M)
R )
qdξ =
βR
R
(1 + oR(1)),
∫
ωR
|∇W (K)R |pdξ 6
cR
R
(1 + oR(1));
∫
ωR
(W
(K)
R )
qdξ =
γR
R
(1 + oR(1)),
We show that there exists a function providing a smaller value of functional (2) than uR.
Sequences αR, βR and γR cannot tend to zero simultaneously, so, passing to subsequence if
necessary, we can assume that at least one of them is bounded away from zero. From sequences
aR
α
p
q
R
, bR
β
p
q
R
, cR
γ
p
q
R
we pick ones with denominator bounded away from zero, and from them we select
the minimal one.
If it is aR
α
p
q
R
, we denote mR = aR, µR = αR, XR = N · R, PR = PR(N) and VR = W (N)R . If
it is bR
β
p
q
R
, we denote mR = bR, µR = βR, XR = M · R, PR = PR(M) and VR = W (M)R . If it is
1By Lemma 3.3 we can assume that w
(N)
R
satisfies conditions of Lemma 2.3, therefore the profile P
(N)
R
(w
(N)
R
)
exists.
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cR
γ
p
q
R
, we denote mR = cR, µR = γR, XR = KR, PR = PR(K) and VR = W
(K)
R . Thus VR is the
optimal profile.
Let s
(N)
R be a rotation that moves PRXR to P
(N)
R N · R. Introduce a function
v
(N)
R =
(
αR
µR
) 1
q (
P
(N)
R
)∗(
VR
((
s
(N)
R
)−1
ξ
))
.
We introduce function v
(M)
R and v
(K)
R in a similar way and consider a function
vR = v
(N)
R + v
(M)
R + v
(K)
R .
Layout of ”humps” of function vR coincides with layout of ”humps” of function σuR, masses of
these ”humps” coincide too, and ”humps” of vR have an optimal shape. Hence∫
ΩR
vqRdx = (4pi · αR + 2kpi · βR + 4kpi · γR)(1 + oR(1));∫
ΩR
|∇vR|pdx =
(
4pi · α
p
q
R + 2kpi · β
p
q
R + 4kpi · γ
p
q
R
) mR
µ
p
q
R
(1 + oR(1)) 6
6
∫
ΩR
|∇(σuR)|pdx(1 + oR(1)).
Then, using the first inequality of (34), we obtain
J [vR] =
(
4pi · α
p
q
R + 2kpi · β
p
q
R + 4kpi · γ
p
q
R
) mR
µ
p
q
R
(1 + oR(1)) (35)
and
J [vR] 6 J [σuR](1 + oR(1)). (36)
We set UR = v
(M)
R . It has ”humps” only in the neighbourhood of M · R, and∫
ΩR
U qRdx = 2kpi · µR(1 + oR(1));
∫
ΩR
|∇UR|pdx = 2kpi ·mR(1 + oR(1))
J [UR] = (2kpi)
1− p
q
mR
µ
p
q
R
(1 + oR(1)).
Let M be the minimum of function 4pi · α
p
q
R + 2kpi · β
p
q
R + 4kpi · γ
p
q
R under constraints (34).
Using consecutively (35), (36) and (33), obtain
J [UR] 6
(2kpi)1−
p
q
M
· J [vR](1 + oR(1)) 6
6
(2kpi)1−
p
q
M
· J [σuR](1 + oR(1)) 6 (2kpi)
1− p
q
M
· J [uR](1 + oR(1)).
Applying Lemma 1.5 with A = 4pi, B = 2kpi, C = 4kpi and δ = 2
2+k
, we obtain that
M > (2kpi)1−
p
q if εR is small enough. Introduce constant cR such that ‖cRUR‖qq = 1. Then∫
Aκ
(cRUR)
qdx =
∫
ΩR
(cRUR)
qdx = 1, and J [UR] < J [uR] if R is large enough, which contradicts
minimality of uR. 
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Remark 4.2. As a byproduct, we obtain that any sequence uR has exactly one concentration
sequence xR, and xR ∈M.
Lemma 4.6. Let uR be a minimizer of functional (2) on L˜Gk . Then uR is a positive weak
solution of boundary value problem (1) if R is large enough.
Proof: Lemma 4.5 states that constraint
∫
Aκ
|uR|qdx > (1− δ)
∫
ΩR
|uR|qdx is inactive if R
is large enough. Hence uR is a local minimizer on the setu ∈ oW 1p (ΩR)
∣∣∣∣∣∣
∫
ΩR
|u|qdx = 1
 .
By the Lagrange theorem for some λ ∈ R following identity holds:∫
ΩR
(
(|∇uR|p−2∇uR,∇h)− λ|uR|q−2uRh
)
dx = 0 ∀ h ∈ LGk . (37)
Due to principle of symmetric criticality (see [9]) uR is a nonnegative solution to boundary
value problem
−∆puR = λuq−1R in ΩR; uR = 0 on ∂ΩR. (38)
Notice that uR > 0 is a super-p-harmonic function, and due to the Harnack inequality for p-
harmonic functions ([7]) it is positive in ΩR. As left-hand side and right-hand side of equation in
(38) have different degrees of homogeneity, a function v = cuR with some appropriate constant
c is a solution to boundary problem (1). 
We have thus proven a following
Theorem 4.1. Let p ∈ (1,∞), q ∈ (p, p∗3), k ∈ N, k > 2. Then there exists R0 = R0(p, q, k)
such that for any R > R0 boundary problem (1) has a positive weak solution concentrating in
neighbourhood of Gk(M · R).
Obviously, solutions provided by this theorem have different concentration sets and are
different if R is large enough. We obtain
Theorem 4.2. Let p ∈ (1,∞), q ∈ (p, p∗3). Then for any natural K there exists such R0 =
R0(p, q,K), that for all R > R0 problem (1) has at least K nonequivalent positive solutions.
Remark 4.3. If p < 4, then p∗3 > p
∗
4, thus Theorem 4.2 provides the multiplicity of solutions
in supercritical case.
5 General case with 4D main subspace. Profiles and
separation of concentration sequences
In this section we assume that n > 6. We introduce decomposition Rn = R4 × Rn−4 and
consider a group G ′k = Gk×O(n−4), where groups Gk are defined in previous section. Subspace
F1 = R
4 × {0} will be called “body”, subspace F2 = {0} × Rn−4 will be called “tail”.
Structure of orbits here is more complicated. There are five classes of orbits.
Points in F1 are classified as before, namely
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1. Points that have coordinates (x1, x2, 0, 0, 0, . . . , 0) or (0, 0, x3, x4, 0, . . . , 0)
T . Orbit of any
such point has dimension 1 and length 4pi|x|. Set of all such points will be denoted N .
For example, points N = (1, 0, 0, 0, 0, . . . , 0)T and N · R lie in N for all R.
2. Points with coordinates (x1, x2, x3, x4, 0, . . . , 0)
T with x21 + x
2
2 = x
2
3 + x
2
4 =
|x|2
2
. Orbit of
any such point has dimension 1 and length 2kpi|x|. Set of all such points will be denoted
M. For example, points M = ( 1√
2
, 0, 1√
2
, 0, 0, . . . , 0)T and M ·R lie in M for all R.
3. Points with coordinates (x1, x2, x3, x4, 0, . . . , 0) not mentioned in previous items. Orbit of
any such point has dimension 1 and length 4kpi|x|.
Other points are divided into two more classes:
4. Points whose orbits lie only in ”tail” subspace. These orbits have dimension n − 5 > 1.
If n = 6, we note in addition that the length of such orbits equals 2pi|x|. Set of all such
points will be denoted N0. For example, points N0 = (0, 0, 0, 0, 1, 0, . . . , 0)T and N0 · R
lie in N0 for all R.
5. Points of general position, whose orbits lie neither in ”tail” nor in ”body” subspace.
Dimension of such orbits is n− 4 > 2.
The degeneracy graph in this case is following:
general position
tt✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
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◆◆
◆◆
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general position in F1
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First we provide global and local profiles.
Lemma 5.1. There exist maps PG,1, PG,2 and PG,3, weight functions w1(PG,1x), w2(PG,2x) and
w3(PG,3x) and matrix functions Aˆ1(PG,1x), Aˆ2(PG,2x) and Aˆ3(PG,3x) such that:
1) weight w1 is 1-homogeneous, nonnegative and satisfies following inequality:
c1 · dist(x, F2) 6 w1(PG,1x) 6 c2 · dist(x, F2);
2) weight w2 is (n− 5)-homogeneous, nonnegative and satisfies following inequality:
c3 · (dist(x, F1))n−5 6 w2(PG,2x) 6 c4 · (dist(x, F1))n−5 ;
3) w3 = w1w2;
4) (n− 1)× (n− 1)-matrix function Aˆ1(PG,1x), 5× 5-matrix function Aˆ2(PG,2x) and 4× 4-
matrix function Aˆ3(PG,3x) are 0-homogeneous and uniformly elliptic;
5) following identities hold for all G ′1-invariant functions u and i = 1, 2, 3:∫
supp u
|u|qdx =
∫
PG,i(suppu)
|PG,iu|qwi(PG,ix)dPG,ix; (39)
∫
supp u
|∇u|pdx =
∫
PG,i(supp u)
(
Aˆi(PG,ix)∇(PG,iu),∇(PG,iu)
)p
2
wi(PG,ix)dPG,ix. (40)
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Proof: Introduce y1, y2, r1 as in Lemma 2.1 and put PG,1x = (y1, y2, r1, x5, . . . , xn)
T . Then∫
suppu
|u|qdx = 4pi
∫
PG,1(supp u)
|PG,1u|qr1dPG,1(x)
∫
supp u
|∇u|pdx = 4pi
∫
PG,1(supp u)
[(
∂(PG,1u)
∂r1
)2
+
1
r21
(
(y2
∂(PG,1u)
∂y1
− y1∂(PG,1u)
∂y2
)
)2
+
+
(
∂(PG,1u)
∂y1
)2
+
(
∂(PG,1u)
∂y2
)2
+
n∑
j=5
(
∂(PG,1u)
∂xj
)2 ] p
2
r1dPG,1(x). (41)
Let
Â1 =
(
Â 0
0 In−4
)
,
where Â is given by (17). Putting w1 = 4pir1, we obtain (39) and (40) for i = 1.
Now let r0 =
√
x25 + . . .+ x
2
n and put PG,2x = (x1, . . . , x4, r0)
T . Then∫
suppu
|u|qdx = mesn−5(Sn−4)
∫
PG,2(suppu)
|PG,2u|qrn−50 dPG,2(x)
∫
suppu
|∇u|pdx = mesn−5(Sn−4)
∫
PG,2(supp u)
[ 4∑
j=1
(
∂(PG,2u)
∂xj
)2
+
+
(
∂(PG,2u)
∂r0
)2 ] p
2
rn−50 dPG,2(x).
(42)
Putting w2 = mesn−5(Sn−4)rn−50 and Â2 = I5, we obtain (39) and (40) for i = 2.
Finally, put PG,3x = (y1, y2, r1, r0). Let
Â3 =
(
Â 0
0 1
)
,
where Â is given by (17). Putting w3 = w1w2, we obtain (39) and (40) for i = 3. 
Corollary 5.1. Let 1 6 q < p∗n−1. Then LG′k is compactly embedded into Lq(ΩR).
This is a particular case of results of [14], but for reader’s convenience we give a full proof.
Proof: Define cones
K1 = {x|
4∑
j=1
x2j >
n∑
j=5
x2j}
K2 = {x|
4∑
j=1
x2j 6
n∑
j=5
x2j}
Apply the map PG,1 intoduced in Lemma 5.1 to the cone K1. On PG,1K1 we have r21 > y21 + y22
and r21 + y
2
1 + y
2
2 > x
2
5 + . . . + x
2
n. Then r
2
1 >
1
4
|x|2. On the other hand, r1 6 |x|. Thus
2pi(R− 1) 6 w1 6 4pi(R + 1).
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Then
PG,1(LG′1|K1∩ΩR) ⊂ W 1p (PG,1(K1 ∩ ΩR),w1) ≃W 1p (PG,1(K1 ∩ ΩR)).
Similarly
PG,1(Lq(K1 ∩ ΩR)) = Lq(PG,1(K1 ∩ ΩR),w1) ≃ Lq(PG,1(K1 ∩ ΩR)).
Then LG′1|K1∩ΩR is compactly embedded into Lq(K1 ∩ ΩR) if 1 6 q < p∗n−1.
Similarly, on PG,2K2 we have mesn−5(Sn−4)2−n−52 (R − 1)n−5 6 w2 6 mesn−5(Sn−4)(R +
1)n−5. Repeating the arguments of previous paragraph, we obtain that LG′1|K1∩ΩR is compactly
embedded into Lq(K2 ∩ ΩR) if 1 6 q < p∗5.
Thus LG′1 is compactly embedded into Lq(ΩR), if q ∈ [1,max{p∗5, p∗n−1}) = [1, p∗n−1). 
Corollary 5.2. There exists such c0 that for all u ∈ LG′
k
c0R
1
p
− 1
q ‖u‖q 6 ‖∇u‖p, (43)
where c0 does not depend on R.
Proof: Repeating the arguments of Lemma 2.2, we obtain
c1R
q
p
−1
∫
ΩR∩K1
|u|qdx 6
 ∫
ΩR∩K1
|∇u|pdx

q
p
;
c2R
(n−5)( q
p
−1)
∫
ΩR∩K2
|u|qdx 6
 ∫
ΩR∩K2
|∇u|pdx

q
p
.
As R > 2, statement of lemma follows immediately. 
Lemma 5.2. Let xR ∈ F1 be a sequence of points, such that the type of their orbits does not
depend on R. Suppose that
1) uR ∈ LGk is a sequence of functions supported inside BGk(xR, ρR), where ρR = R · oR(1)
and
2) If xR is a sequence of points of general position in F1, suppose additionally that
dist(xR,N ∪M)− ρR > c > 0.
Then such a sequence of maps PR exists that∫
ΩR
|uR|qdx = mes1 (G ′kxR)
∫
PRΩR
|PRuR|qdPR(x) · (1 + oR(1)), (44)
∫
ΩR
|∇uR|pdx = mes1 (G ′kxR)
∫
PRΩR
|∇(PRuR)|pdPR(x) · (1 + oR(1)). (45)
If n = 6, relations (44) and (45) hold also for a concentration sequence xR ∈ F2.
The same statements holds for functions with symmetry group G ′0.
Proof: The first statement can be proven by repeating the steps given in the proof of
Lemma 2.3 to global profiles PG,1uR.
The second statement can be proven by applying Lemma 1.3 to identities (39) and (40),
since Â2 = I5. 
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Observing that global profiles PG,1uR and local profiles PRuR are radially symmetric with
respect to F2 and repeating the arguments given in Section 2, we can recover a sequence of
functions from any sequence of axially symmetric local profiles.
We can repeat the proof of Lemma 2.4, using Lemma 5.1 instead of Lemma 2.1 and obtain
Lemma 5.3. Let p ∈ (1,∞) and q ∈ (p, p∗n−1). Let sequence uR ∈ LG′1 be such that ‖∇uR‖p 6
CR
1
p
− 1
q and suppose that for some ρ > 0
sup
x∈Rn
∫
B
G′1
(x,ρ)
uqRdx = oR(1).
Then
∫
ΩR
uqRdx = oR(1).
Remark 5.1. Suppose that sequence uR ∈ LG′1 be such that ‖∇uR‖p 6 CR
1
p
− 1
q and
∫
Rn
|uR|qdx >
c > 0 for some q ∈ (p, p∗n−1) and some c independent of R. Then for any ρ > 0
lim
R→∞
sup
x∈Rn
∫
B
G′1
(x,ρ)
|uR|qdx > 0.
Thus, sequence uR has at least one concentration sequence.
Next two lemmas are analogues of Lemmas 3.1 and 3.2 and allow to separate a neighbour-
hood of concentration sequence or to clear a neighbourhood of non-concentration sequence.
Lemma 5.4. Let vR be a sequence of G ′k-invariant functions. Let xR ∈ F1 be a concentration
sequence for vR, i.e. for any ε > 0 there are such radii ρ > 0 and ρ
′(R) that (3) holds. Without
loss of generality suppose that ρ′(R) satisfies conditions of Lemma 2.3. Consider G ′k-invariant
cut-off function σ such that
σ(x) = 1 if x ∈ BG′
k
(xR,
5ρ+ ρ′(R)
6
)
σ(x) = 1 if x 6∈ BG′
k
(xR,
ρ+ 5ρ′(R)
6
)
σ(x) = 0 if x ∈ BG′
k
(xR,
2ρ′(R) + ρ
3
) \BG′
k
(xR,
ρ′(R) + 2ρ
3
)
|∇σ| 6 12
ρ′(R)− ρ.
Then ∫
ΩR
|σvR|qdx > (1− ε)
∫
ΩR
|vR|qdx (46)
∫
ΩR
|∇(σvR)|pdx =
∫
ΩR
|∇vR|pdx(1 + oR(1)). (47)
If n = 6, relations (46) and (47) hold also for concentration sequence xR ∈ F2.
Proof: We repeat the proof of Lemma 3.1, using inequality (43) instead of (19). 
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Lemma 5.5. Let vR be a sequence of G ′k-invariant functions. Suppose that sequence xR ∈ F1
is not a concentration sequence for vR, i.e. for any ε > 0 there are such radii ρ
′(R) that (7)
holds. Without loss of generality suppose that ρ′(R) satisfies conditions of lemma 2.3. Consider
G ′k-invariant cut-off function σ such that
σ(x) = 0 if x ∈ BG′
k
(xR, ρ
′(R))
σ(x) = 1 if x 6∈ BG′
k
(xR,
2ρ+ ρ′(R)
3
)
|∇σ| 6 3
ρ′(R)− ρ.
Then estimates (46) and (47) hold.
If n = 6, relations (46) and (47) hold also for non-concentration sequence xR ∈ F2.
Proof: We again repeat the proof of Lemma 3.1, using inequality (7) instead of (3) and
inequality (43) instead of (19). 
6 General case with 4D main subspace. Construction of
solutions
Similarly to Section 4, we minimize the functional J [u] on the set
L˜G′
k
= {v ∈ LG′
k
: inequalities (30), (31) hold},
with Aκ defined in (29), κ > 0 is such that N0 · R 6∈ Aκ and N · R 6∈ Aκ and δ > 0 will be
chosen later. The existence of minimizer uR is established by repeating the proof of Lemma 4.1
verbatim. Repeating the proof of Lemma 4.2, we obtain that sequence of minimizers satisfies
estimate (32).
Lemma 6.1. Let uR be a sequence of minimizers. Let xR is a concentration sequence for uR.
Then
1. If n > 7, xR is equivalent to a sequence yR ∈ F1;
2. If n = 6, xR is equivalent either to a sequence yR ∈ F1 or to a sequence zR ∈ F2.
Proof: Define dR,1 = dist(xR, F1) and dR,2 = dist(xR, F2). Let dR,1 → ∞ as R → ∞. By
Lemma 1.1 for some ρ > 0 we have
0 <
λ
2
6
∫
B
G′
k
(xR,ρ)
uqRdx.
1) Suppose that limR→∞ dR,2 = ∞. Apply the map PG,3 defined in Lemma 5.1. Then we
have for PG,3x ∈ PG,3(BG′
k
(xR, ρ))
c1dR,1 6 r0 6 c2dR,1; c3dR,2 6 r1 6 c4dR,2.
Therefore
λ
2
6 C5
∫
PG,3(BG′
k
(xR,ρ))
(PG,3uR)
qrn−50 r1dPG,3x 6 C6dR,2d
n−5
R,1
∫
PG,3(BG′
k
(xR,ρ))
(PG,3uR)
qdPG,3x.
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By Proposition 1.1 we have
λ
p
q 6 C7d
p
q
R,2d
(n−5)p
q
R,1
∫
PG,3(BG′
k
(xR,ρ))
|∇(PG,3uR)|pdPG,2x.
Then
λ
p
q 6 C8d
p
q
−1
R,2 d
(n−5)(p
q
−1)
R,1
∫
B
G′
k
(xR,ρ)
|∇uR|pdx
and thus
J [uR] >
∫
B
G′
k
(xR,ρ)
|∇uR|pdx > C8λ
p
q d
1− p
q
R,2 d
(n−5)(1− p
q
)
R,1 . (48)
Recall that d2R,1+ d
2
R,2 = R
2, so either dR,2 >
R
2
, or dR,1 >
R
2
. In both cases the right-hand side
of inequality (48) grows faster than R1−
p
q , which contradicts the estimate (32). If n = 6, this
concludes the proof.
2) Suppose that dR,2 6 C for all R. Apply the map PG,2 defined in Lemma 5.1. Then we
have c5R 6 r0 ≍ dR,1 6 c6R for PG,2x ∈ PG,2(BG′
k
(xR, ρ)) and
λ
2
6 C1
∫
PG,2(BG′
k
(xR,ρ))
(PG,2uR)
qrn−50 dPG,2x 6 C2R
n−5
∫
PG,2(BG′
k
(xR,ρ))
(PG,2uR)
qdPG,2x.
By Proposition 1.1 we have
λ
p
q 6 C3R
(n−5)p
q
∫
PG,2(BG′
k
(xR,ρ))
|∇(PG,2uR)|pdPG,2x.
Then
λ
p
q 6 C4R
(n−5)(p
q
−1)
∫
B
G′
k
(xR,ρ)
|∇uR|pdx
and thus
J [uR] >
∫
B
G′
k
(xR,ρ)
|∇uR|pdx > C5λ
p
qR(n−5)(1−
p
q
),
which contradicts estimate (32), if n > 7. 
Let us discuss the multidimensional analogues of Lemmas 4.3 – 4.6.
If n > 7, statements and proofs of all these lemmas hold with group G ′k replacing Gk. If
n = 6, then Lemma 4.3 also holds.
The following statements are a 6D analogues of Lemma 4.4 and Lemma 4.5:
Lemma 6.2. (minimal orbit principle) Let uR be a sequence of minimizers of functional (2)
on the set L˜G′
k
. Then if concentration sequence yR inside ExtAκ exists, it lies in N0, and the
concentration sequence xR inside IntAκ lies in M.
Lemma 6.3. Let δ = 1
1+k
, and let uR be a sequence of minimizers of functional (2) on L˜G′
k
.
Then a strict inequality holds in (31) if R is large enough.
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The proofs in case n = 6 are similar to cases n = 4 and n > 7 with N0 replacing N .
Lemma 4.6 in the case n = 6 also holds. Thus, for n > 6 we obtain the following theorem:
Theorem 6.1. Let p ∈ (1,∞), q ∈ (p, p∗n−1), k ∈ N. Then there exists R0 = R0(n, p, q, k)
such that for any R > R0 boundary problem (1) has a positive weak solution concentrating in
neighbourhood of M · R.
Obviously, solutions provided by this theorem have different concentration sets and are
different if R is large enough. We obtain
Theorem 6.2. Let p ∈ (1,∞), q ∈ (p, p∗n−1). Then for any natural K there exists such
R0 = R0(n, p, q,K), that for all R > R0 problem (1) has at least K nonequivalent positive
solutions.
7 General case with even-dimensional main subspace
If n is large enough, we can consider more general symmetry groups, leading to solutions
different from those presented in previous sections.
Let n = 2m and let group G˜k be generated by n× n-matrices
Rϕ =

Tϕ 0 . . . 0
0 Tϕ . . . 0
...
...
. . .
...
0 0 . . . Tϕ
 , Sk =

T 2pi
k
0 . . . 0
0 I2 . . . 0
...
...
. . .
...
0 0 . . . I2
 ,
Tσ =

δ1,σ(1)I2 δ1,σ(2)I2 . . . δ1,σ(m)I2
δ2,σ(1)I2 δ2,σ(2)I2 . . . δ2,σ(m)I2
...
...
. . .
...
δm,σ(1)I2 δm,σ(2)I2 . . . δm,σ(m)I2
 .
The orbit of any point except the origin under the action of group G˜k has dimension 1.
We will say that vector x = (x1, x2, . . . , x2m−1, x2m)T consists of m pairs (x2j−1, x2j)T , j =
1, . . . , m. Note that for a given x Rϕ and Sk conserve the norm of any pair and Tσ conserves
the set of norms of all pairs.
It is reasonable to classify points by a number of nonzero pairs, or, equivalently, by dimension
of coordinate hyperspace containing one connected component of orbit of point under the action
of group G˜k. Denote by Fl a set of points with exactly l nonzero pairs. Then we can present a
following classification:
1. All points in F1 have length 2pim|x|. For the sake of uniformity we put M1 = F1.
2. Points in Fl, l > 2, are split into two subclasses:
(a) Points with equal norms of all their pairs. The length of orbit of any such point is
2
(
m
l
)
kl−1pi|x|. Set of all such points will be denoted Ml.
(b) All other points. The length of orbit of any such point is not less than 2m
(
m
l
)
kl−1pi|x|
and not greater than 2l!pikl−1|x|.
Remark 7.1. There exists k0 = k0(m) such that if k > k0, l ∈ {1, . . . , m − 1}, x ∈ Fl and
y ∈ Fl+1 then mes1(G˜kx) < mes1(G˜ky).
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We give a thorough classification of orbits of group G˜k in the case n = 6.
1. Points in F1 =M1, for example, points M1 = (1, 0, 0, 0, 0, 0) and M1 · R. Orbits of such
points have length 6pi|x|. 2.
2. Points in M2, for example, points M2 = ( 1√2 , 0, 1√2 , 0, 0, 0) and M2 · R. Orbits of such
points have length 6kpi|x|.
3. Points in F2 \M2. Orbits of such points have length 12kpi|x|.
4. Points in M3, for example, points M3 = ( 1√3 , 0, 1√3 , 0, 1√3 , 0) and M3 · R. Orbits of such
points have length 2k2pi|x|.
5. Points which have exactly three nonzero pairs and only two of their moduli are equal.
Orbits of such points have length 6k2pi|x|.
6. All points not mentioned in previous items. Length of their orbits is 12k2pi|x|. These are
general position points, and their complement on S6 has measure zero.
The degeneracy graph in the case n = 6 is following:
general position
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❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤

points described in item 5
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
general position in F2
ss❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣

M3 M2 F1 =M1
Similarly to the case n = 4 one can obtain that the following analogues of Lemmas 2.1 - 2.3
hold:
Lemma 7.1. There exist a the map PG : R
n → Rn−1, the weight function w(y) and (n− 1)×
(n− 1)-matrix function Aˆ(y) such that
1. the weight function w is 1-homogeneous and strictly positive;
2. the matrix function Aˆ is 0-homogeneous and uniformly elliptic;
3. for any 1 6 p, q <∞ and any G˜1-invariant function u we have∫
ΩR
|u|qdx =
∫
PGΩR
|PGu|qw(PGx)dPGx; (49)
∫
ΩR
|∇u|pdx =
∫
PGΩR
(
Aˆ(PGx)∇(PGu),∇(PGu)
)p
2
w(PGx)dPGx. (50)
2F1 ∩ S6 consists of exactly one orbit G˜kM1.
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Lemma 7.2. Let v ∈ W 1p (PGΩR) and v = 0 on PG(∂ΩR). Then there exists a unique function
u ∈ LG˜1 such that PGu = v. If v is invariant with respect to the group generated by block-
diagonal matrices 
T 2pi
k
0 . . . 0 0
0 I2 . . . 0 0
...
...
. . .
...
...
0 0 . . . I2 0
0 0 . . . 0 1
 , . . . ,

I2 0 . . . 0 0
0 I2 . . . 0 0
...
...
. . .
...
...
0 0 . . . T 2pi
k
0
0 0 . . . 0 1
 ,
then u ∈ LG˜k .
Lemma 7.3. Let xR be a sequence of points, such that the type of their orbits does not depend
on R. Suppose that
1) uR ∈ LG˜k is a sequence of functions supported inside BG˜k(xR, ρR), where ρR = R · oR(1)
and
2) For xR ∈ Fl, l 6 2, suppose additionally that dist(xR,F1 ∪ . . . ∪ Fl−1)− ρR > c > 0.
Then there exists a sequence of maps PR such that relations (21) and (22) hold with group
G˜k replacing Gk.
Fix l0 ∈ {2, . . . , m}. Consider the set
Aκ = {x : dist(x,Ml0) 6 κ|x|} . (51)
where κ > 0 is such that Fl ∩ Aκ = ∅ for all l < l0. We minimize J [u] on the set L˜G˜k of
functions v ∈ LG˜k such that conditions (30) and (31) hold with δ > 0 to be chosen later.
Proposition 7.1. Let k > k0(m). Then orbit of M1 · R ∈ M1 is the shortest one in ExtAκ,
orbit of Ml0 ·R ∈Ml0 is the shortest one in IntAκ, and all orbits on ∂Aκ are longer than orbit
of Ml0 · R.
Using this proposition, we obtain that Lemma 4.3 holds. Minimal orbit principle also holds
in the following form:
Lemma 7.4. Let uR be a sequence of minimizers. Then if a concentration sequence yR inside
ExtAκ exists, it lies in M1, if a concentration sequence zR on ∂Aκ exists, it lies on Ml0+1,
and the concentration sequence xR inside IntAκ lies in Ml0.
The following lemma is analogue of Lemma 4.5:
Lemma 7.5. Let δ = m
m+(ml )kl−1
, and let uR be a sequence of minimizers of functional (2) on
L˜Gk . Then a strict inequality holds in (31) if R is large enough.
Lemma 4.6 and Remark 4.2 hold, and thus the following theorem holds:
Theorem 7.1. Let p ∈ (1,∞), q ∈ (p, p∗n−1), k ∈ N, k > k0(m). Then there exists R0 =
R0(p, q, n, k) such that for any R > R0 the boundary problem (1) has a positive weak solution
concentrating in a neighbourhood of G˜k(Ml0 · R).
Let n = 2m + m0, m0 > 2. As we did in Chapter 5, we introduce decomposition R
n =
R2m×Rm0 and consider groups G˜ ′k = G˜k ×O(m0), k ∈ N. As before, subspace F1 = R2m×{0}
will be called “body”, subspace F2 = {0} × Rm0 will be called “tail”.
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Points in F1 are classified as it was done for G˜k, and the degeneracy graph in case m = 3 is
following:
general position
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general position in F3
(=general position in F1)
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
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
M3 M2 F1 =M1
Consider the minimizer of functional (2) on the set L˜G˜′
k
of functions v ∈ LG˜′
k
such that
conditions (30) and (31) hold with δ > 0 to be chosen later.
Repeating the arguments of chapters 5 and 6, we obtain that the estimate (32) holds. The
following lemma is the analogue of Lemma 6.1:
Lemma 7.6. Let uR be a sequence of minimizers. Let xR is a concentration sequence for uR.
Then
1. For m0 > 3, xR is equivalent to a sequence yR ∈ F1;
2. For m0 = 2, xR is equivalent either to a sequence yR ∈ F1 or to a sequence zR ∈ F2.
The case m0 > 3 can be treated as the case m0 = 0. In case m0 = 2 Lemma 4.3 holds and
following analogues of Lemmas 4.4 and 4.5 hold:
Lemma 7.7. (minimal orbit principle) Let uR be a sequence of minimizers of functional (2)
on the set L˜G˜′
k
. Then if concentration sequence yR inside ExtAκ exists, it lies in F2, and the
concentration sequence xR inside IntAκ lies in Ml0.
Lemma 7.8. Let δ = 1
1+(ml )kl−1
, and let uR be a sequence of minimizers of functional (2) on
L˜Gk . Then a strict inequality holds in (31) if R is large enough.
Lemma 4.6 and Remark 4.2 hold, and thus the following theorem holds:
Theorem 7.2. Let p ∈ (1,∞), q ∈ (p, p∗n−1), k ∈ N, k > k0(m). Then there exists R0 =
R0(p, q, n, k) such that for any R > R0 the boundary problem (1) has a positive weak solution
concentrating in a neighbourhood of G˜ ′k(Ml0 · R).
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