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Resumo
Nesta tese, apresenta-se e discute-se um método de avaliação de opções europeias, baseado em
séries de Fourier complexas e denominado de método CFS. O principal objetivo deste método
centra-se essencialmente entre a função característica e as séries de Fourier complexas. O
método foi proposto por Chan [8]. Este método de avaliação é aplicável a todos os processos
dos ativos subjacentes para os quais a função característica é conhecida. Assim sendo, este
método é aplicável a vários tipos de opções, tais como os modelos exponenciais de Lévy, entre
outros. Por fim, pretende-se mostrar, que na maioria dos casos, a convergência do método é
exponencial.
Palavras-Chave: Avaliação de opções, opções europeias, séries de Fourier complexas.
Abstract
In this thesis, we present and discuss an evaluation method for European options based on
complex Fourier series, named the CFS method. The main purpose of this method is centred
essentially between the characteristic function and complex Fourier series. The method was
proposed by Chan [8]. This evaluation method can be applied to every underlying active
process of which the characteristic function is known. Therefore, this method can be applied
to several types of contracts over options, such as Lévy’s exponential models, between others.
Finally, we’ll show that in most cases, the method’s convergence is exponential.
Keywords: European options, option pricing, complex Fourier series
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1. Introdução
Nesta tese, apresenta-se a avaliação de opções Europeias com séries de Fourier com-
plexas. Neste capítulo inicial, na secção 1.1, elabora-se uma breve revisão da literatura.
Seguidamente, na secção 1.2, apresenta-se as definições das opções Europeias e todas as suas
características. Finalmente, na secção 1.3, tem-se uma visão geral do que irá ser esta tese.
1.1. Breve revisão da Literatura
Ao avaliar riscos de derivados exóticos, a velocidade e a eficiência dos métodos utilizados
são extremamente importantes. De facto, o sucesso ou o fracasso das instituições dependem
de alguma forma da aplicação rápida e precisa desses métodos. Os métodos numéricos usados
podem ser brevemente classificados em três grupos: métodos de equação diferencial integro
parcial, simulação de Monte Carlo e métodos de integração numérica. São necessários mé-
todos numéricos bastante eficientes para a calibração dos modelos financeiros, uma vez que
tem de se avaliar bastantes opções com vários preços de exercício de um modo eficiente e
rápido.
Os métodos de integração são usados para fins de calibração sempre que a função carac-
terística do processo é conhecida analiticamente. Uma grande variedade de exemplos surge
quando a dinâmica do preço logaritmizado é dada por um processo de incrementos indepen-
dentes infinitamente divisível. Para estes processos surge então, através da representação
Lévy-Khintchine, a função característica. Neste conjunto de processos tem-se, por exemplo,
o processo VG [18] e o processo Carr-Madan [7]. As funções características também foram
usadas no contexto da difusão pura com volatilidades estocásticas por Heston [12] e com
taxas de juro estocásticas por Bakshi e Chen [2]. Por fim, também foram usadas no método
CONV [16]. No domínio de Fourier é então possível avaliar de forma eficiente derivados
financeiros.
Como mencionado anteriormente, um importante aspeto da pesquisa nas finanças com-
putacionais é aumentar ainda mais o desempenho dos métodos de avaliação de derivados
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financeiros. Por exemplo, as técnicas baseadas em regras de quadratura podem não ser efica-
zes para resolver os integrais das transformadas de Fourier, uma vez que estes são bastante
oscilantes.
Neste trabalho irá desenvolver-se um método numérico, proposto por Chan [8], chamado
método CFS. Este método pode melhorar ainda mais a velocidade na avaliação de opções
europeias simples e também de algumas opções exóticas. Este método é bastante semelhante
ao método proposto por Fang e Oosterlee [11], o método COS, em que este oferece uma
maneira altamente eficiente de recuperar a densidade da função característica, uma particu-
laridade bastante importante para várias aplicações financeiras, tais como, a calibração e a
computação de opções forward-start.
1.2. Conceitos Básicos
Antes de abordar o tema referente a esta tese, ir-se-á primeiro apresentar algumas defi-
nições e terminologias de opções, tendo por base o livro de Hull [13].
Definimos uma opção como um contrato, em que um agente comprador a troco de um
valor monetário obtém o direito, mas não a obrigação, de comprar ou de vender uma acordada
quantidade de um determinado ativo, a um preço pré-estabelecido e numa, ou até uma, data
futura a um segundo agente vendedor. Com o pagamento do prémio o comprador do contrato,
possui o direito, mas não a obrigação, de poder exigir do vendedor a compra ou a venda de
um determinado ativo ao preço pré-fixado, sendo que em contrapartida o vendedor da opção
é obrigado a comprar ou a vender o ativo nas condições pré-acordadas. As opções dividem-se
em opções de compra, com o direito de comprar uma dada quantidade do ativo subjacente, e
opções de venda, com o direito de vender uma dada quantidade do ativo subjacente. Qualquer
agente pode realizar quatro diferentes transações: compra de uma opção de compra (long
call) ou de venda (long put) e venda de uma opção de compra (short call) ou de venda
(short put). O ativo subjacente de uma opção é o ativo sobre o qual incide o direito, de
compra ou de venda, abrangendo ações, commodities, divisas, entre outros. O preço pré-
estabelecido corresponde ao preço de exercício da opção, ou strike, e consiste no preço ao
qual o comprador do contrato pode comprar ou vender cada unidade do ativo subjacente. Em
relação ao momento no qual uma opção pode ser exercida, podemos distinguir dois tipos de
opções: opção europeia, que apenas pode ser exercida pelo seu comprador na maturidade do
contrato, e opção americana, que pode ser exercida pelo seu comprador em qualquer momento
anterior à maturidade do contrato. Finalmente, a maturidade de uma opção corresponde à
data de vencimento ou de expiração do direito.
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Valor de uma opção
Nesta tese apenas se avaliam opções europeias. Denota-se VT o payoff de uma opção na
data T . Deste modo tem-se
VT =
(ST −K)+, para opção de compra(K − ST )+, para opção de venda. (1.1)
Sendo agora o nosso foco uma opção de compra Europeia que não paga dividendos, defina-
se o preço spot e strike por St e K, respetivamente. Logo, tem-se que o valor esperado da
opção na data de avaliação t seguindo a medida de risco neutro Q é
V call(S,K, T ) = e−r(T−t)EQ[(ST −K)+]
= e−r(T−t)EQ[(ST −K)I{St>K}]
= e−r(T−t)EQ[ST I{ST>K}]−Ke−r(T−t)EQ[I{ST>K}].
(1.2)
tal que I é a função indicatriz. Sabemos que EQ[I{ST>K}], representada na equação (1.2),
pode ser escrita da seguinte forma
EQ[I{ST>K}] = Q(ST > K). (1.3)
Avaliar e−r(T−t)EQ[ST I{ST>K}] em (1.2) requer que se altere a medida original Q para QS .
Considerando a derivativa de Radon-Nikodym tem-se
dQ
dQS
= BT /Bt
ST /St
= E
Q[exT ]
exT
, (1.4)
onde
ST = exT e Bt = exp
(∫ t
0
r du
)
= ert.
Em (1.4), tem-se Ster(T−t) = EQ[exT ] pois na medida Q os ativos crescem sem a taxa de
juro sem risco, r. Desta forma, a primeira metade da equação (1.2) pode ser escrita como
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e−r(T−t)EQ[ST I{ST>K}] = StEQ
[ ST /St
BT /Bt
I{ST>K}
]
= StEQ
S
[ ST /St
BT /Bt
I{ST>K}
dQ
dQS
]
= StEQ
S
[I{ST>K}]
= StQS(ST > K).
(1.5)
Deste modo, o preço da opção europeia dada em (1.2) pode ser escrita em termos de ambas
as medidas como
V call(S,K, T ) = StQS(ST > K)−Ke−r(T−t)Q(ST > K). (1.6)
Utilizando a paridade put-call, o preço de uma opção de venda europeia, com o mesmo
preço de exercício e mesma maturidade, é dada por
V put(S,K, T ) = V call(S,K, T ) +Ke−r(T−t) − St. (1.7)
1.3. Organização da Tese
Esta tese está organizada da seguinte forma. No capítulo 2 começa-se por explicitar algu-
mas definições e propriedades importantes utilizadas pelos modelos apresentados no capítulo
3. Neste capítulo tem-se a definição de vários modelos utilizados nesta tese, nomeadamente:
o modelo de Black e Scholes, que é um modelo de difusão; o modelo variância gamma, sendo
este um modelo de puro salto; também se tem a definição do modelo Gaussiano inverso
normal; e finalmente, a definição do modelo CGMY, que também se caracteriza como um
processo Lévy. O capítulo 4 irá ser o capítulo chave desta tese, no qual será desenvolvida
a avaliação de opções europeias com séries de Fourier complexas, ou seja, o método CFS.
No capítulo 5, serão mostrados os resultados obtidos pelo método estudado, ou seja, serão
avaliados os tempos e precisões na avaliação de opções europeias. Finalmente, no capítulo
6 conclui-se esta tese expondo as principais contribuições do modelo para a avaliação de
opções.
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2. Definições
Este capítulo tem como objetivo explicitar algumas definições e propriedades dos modelos
que estão apresentados no capítulo 3 e também do modelo em estudo nesta tese.
2.1. Movimento Browniano
Pelo livro de Karatzas e Shreve (1991), um movimento Browniano ou processo de Wiener
em R é um processo estocástico (Bt)t≥0, definido num espaço de probabilidade (Ω,F ,P), tal
que
• B0 = 0 quase certamente;
• (Bt)t≥0 tem caminhos contínuos quase certamente;
• Para todo o n ∈ N, 0 ≤ t1 < ... < tn <∞ e A1, ..., An ∈ B(R),
P ((Bt1 , ..., Btn) ∈ A1 × ...×An) =
∫
...
∫
A1×...×An
ft1,...,tn(x1, ..., xn)dx1...dxn; (2.1)
onde ft1,...,tn(x1, ..., xn) = p(t1, 0, x1)p(t2 − t1, x1, x2)...p(tn − tn−1, xn−1, xn), tal que,
p(t, x, y) = 1√
2pit
e−
(y−x)2
2t ,∀x, y ∈ R, t > 0
e onde se convenciona que, ∀A ∈ B(R),
∫
A
p(0, x, y) dy = δx(A) =
1 se x ∈ A0 se x /∈ A
Demonstração. Por favor, ver [14].
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2.2. Função Característica
A função característica com variável aleatória X é a função ϕX : R→ R definida por:
∀z ∈ R, ϕX(z) = E[exp(izX)] =
∫
R
eizxdµX(x). (2.2)
Algumas propriedades existentes são:
• ϕ(0) = 1 e |ϕ(u) ≤ 1|, ∀u ∈ R;
• A função característica existe sempre e é contínua;
• ϕ determina apenas a função distribuição de µ, de tal modo que variáveis aleatórias
com a mesma função característica são identicamente distribuídas;
• É possível derivar os momentos da variável aleatória a partir de ϕ.
2.3. Processo Martingala
Um processo estocástico X = {Xt, t ≥ 0} é uma martingala relativa a (P,F) se
• X é F-adaptado;
• E[|Xt|] <∞, ∀t ≥ 0;
• E[Xt|Fs] = Xs, P-a.s (0 ≤ s ≤ t).
Sabemos ainda que o valor esperado da martingala X no momento T é igual ao valor
inicial X0, logo
E[XT |F0] = X0. (2.3)
2.4. Processo Lévy
Existem vários tipos de processos estocásticos. O que irá ser estudado neste trabalho
é chamado de processo Lévy. Tem alguns aspetos particulares que o caracterizam. É uma
sequência de variáveis aleatórias que não estão correlacionadas mas que são estacionárias, o
que significa que os incrementos do conjunto tenham a mesma distribuição.
Um processo Lévy é um processo estocástico X = {Xt : t ≥ 0} definido no espaço de
probabilidade (Ω,F ,P), caso verifique as seguintes propriedades:
• X0 = 0;
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• Para 0 ≤ s ≤ t, Xt−Xs tem a mesma lei de distribuição que Xt−s (Estacionariedade);
• Para 0 ≤ s ≤ t, Xt −Xs é independente de Xu : u ≤ s.
Finalmente, a diferença existente entre os processos normais de Wiener e os processos de
Lévy, é que no primeiro caso os incrementos seguem uma distribuição normal. Deste modo,
os processos de Wiener são uma subclasse dos processos de Lévy mas que evitam grandes
variações na distribuição.
2.5. Representação Lévy-Khintchine
Um dos teoremas fundamentais para os processos Lévy é a representação Lévy-Khintchine:
Teorema: Seja Xt um processo Lévy. Temos que, a função característica representa-se da
seguinte forma:
ϕXt =
∫
R
eiθXtν(dx) = etΨ(θ), ∀θ ∈ R, (2.4)
se e só se existe uma tripla de Lévy (a, σ2, ν) em que, a ∈ R, σ ≥ 0 e ν, a média contida em
R\{0}, satisfazem ∫R(1 ∧ x2)ν(dx) ≤ ∞ tal que,
Ψ(θ) = iaθ − 12σ
2θ2 +
∫
R
(eiθx − 1− iθxI|x|≤1)ν(dx), ∀θ ∈ R. (2.5)
Demonstração. Por favor, ver [4].
2.6. Transformada de Fourier
Existem várias definições da representação da transformada de Fourier fˆ da equação f .
Seguindo por exemplo, a terminologia utilizada por Carr e Madan (1999) e Duffie, Pan e
Singleton (2000), então
fˆ(u) =
∫ ∞
−∞
eiuxf(x) dx, (2.6)
onde i =
√−1 é a unidade imaginária. Por exemplo, usando Shephard (1991), conseguimos
obter a função original f partindo de fˆ através da transformada inversa de Fourier, logo
f(x) = 12pi
∫ ∞
−∞
e−iuxfˆ(u) du. (2.7)
A diferenciação da transformada de Fourier é convertida em multiplicação, de modo que
7
a transformada de Fourier da derivada de f é
f̂ ′(u) =
∫ ∞
−∞
eiuxf ′(x) dx. (2.8)
Resolvendo a integração por partes, obtemos
f̂ ′(u) = eiuxf(x)
∣∣∣x=∞
x=−∞
− iu
∫ ∞
−∞
eiuxf(x) dx = −iufˆ(u). (2.9)
Aplicando a integração por partes mais uma vez, tem-se que f̂ ′′(u) = (−iu)2fˆ(u). Deste
modo, quando se tem a derivada de ordem n, a transformada de Fourier é (−iu)nfˆ(u).
A representação em (2.6) é conveniente quando f(x) representa a densidade de uma
variável aleatória X. Nesse caso, a transformada de Fourier é a função característica para
X, ou seja,
fˆ(u) = E[eiux]. (2.10)
Usando a identidade de Euler, eix = cosx+ i sin x, a função característica ϕ(u) pode ser
escrita como:
ϕ(u) = E[eiux] = E[cosux] + iE[sin ux]. (2.11)
Finalmente, mostremos uma propriedade importante da função característica:
ϕ(−u) = E[cos(−ux)] + iE[sin(−ux)]
= E[cosux]− iE[sin ux] = ϕ(u),
(2.12)
onde ϕ(u) denota o conjugado complexo de ϕ(u).
8
3. Modelos
Neste capítulo irá apresentar-se alguns modelos que serão usados como processos estocás-
ticos no modelo de avaliação a estudar. Começamos na secção 3.1, apresentando o movimento
geométrico Browniano, que é um modelo de difusão. Na secção 3.2, é apresentado outro pro-
cesso de Lévy, uma generalização de três parâmetros do movimento Browniano, conhecido
como o modelo variância gamma. Seguidamente, na secção 3.3, tem-se o modelo Gaussiano
inverso normal. Finalmente, na secção 3.4 apresenta-se o modelo CGMY, que é também um
processo de Lévy.
3.1. Black-Scholes
Black e Scholes (1973) abordaram o problema de cobertura e fixação de preços de opções
Europeias. Surge assim a necessidade de analisar este modelo, que é utilizado até hoje em
processos envolvendo grandes transações.
O modelo sugerido por Black e Scholes (1973) para descrever o comportamento dos preços
é um modelo em tempo contínuo, tendo um ativo com risco (com preço St, no momento t) e
tendo um ativo livre de risco (com preço S0t , no momento t). Supomos que o comportamento
de S0t é definido pela seguinte equação diferencial ordinária:
dS0t = rS0t dt, (3.1)
onde r é uma constante não negativa. Note-se que r é a taxa de juro sem risco instantânea.
Seja S00 = 1, então S0t = exp(rt), para t ≥ 0. Assumimos que o comportamento do preço das
ações é determinado pela seguinte equação diferencial estocástica:
dSt = St(µdt+ σdBt), (3.2)
onde µ e σ são duas constantes e (Bt) é um movimento Browniano standard. O modelo é
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válido no intervalo [0,T ], onde T é a maturidade da opção. A equação (3.2) tem a solução
única:
St = S0 exp
(
µt− σ
2
2 t+ σBt
)
, (3.3)
onde S0 é o preço do spot observado no momento 0. Um resultado particular deste modelo
é que St segue uma distribuição normal.
Mais precisamente, temos que o processo (St) é a solução de uma equação do tipo (3.2)
se e só se, o processo (log(St)) é um movimento Browniano (não necessariamente standard).
Finalmente, o processo St segue as seguintes propriedades:
• Continuidade dos caminhos da amostra;
• Independência dos incrementos relativos: se u ≤ t, o incremento relativo (St − Su)/Su
é independente da σ − álgebra σ(Sv, v ≤ u);
• Estacionariedade dos incrementos relativos: se u ≤ t, a lei de (St − Su)/Su é idêntica
à lei de (St−u − S0)/S0;
Estas três propriedades expressam, em termos concretos, as hipóteses do modelo de Black
e Scholes (1973) sobre o comportamento do preço das ações.
Função Distribuição
Redefinindo a equação (3.3) como sendo o processo Xt tem-se:
Xt = µt+ σBt. (3.4)
Deste modo, pode obter-se a função característica do modelo usando diretamente a definição
dada na equação (2.2). Logo:
ϕXt(z) =
∫
R
eizx
1√
2piσ2t
exp
(
− (x− µt)
2
2σ2t
)
dx
= exp
(
iµzt− σ
2z2
2 t
)
.
(3.5)
3.2. Variance Gamma
Madan, Carr e Chang (1998) sugerem um processo que é obtido pela avaliação de um
movimento Browniano, com volatilidade e drift constantes, numa mudança de tempo ale-
atória dada por um processo gamma. Cada unidade de tempo pode ser vista como um
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comprimento temporário relevante obtido através de uma variável aleatória independente de
densidade gamma, com média unitária e variância positiva. No processo Variance Gamma
(VG), o retorno de período contínuo unitário é de distribuição normal, condição necessária na
realização de um tempo aleatório. Este tempo aleatório tem densidade gamma. O processo
estocástico resultante e o modelo de preço de opção associado fornecem um modelo de três
parâmetros, sendo estes a volatilidade, a curtose e o achatamento.
O processo VG é um processo de salto puro com alta atividade, uma vez que tem um
número infinito de saltos em qualquer intervalo de tempo.
3.2.1. Variance Gamma como Movimento Browniano com Drift
Consideremos um movimento Browniano com drift constante θ e volatilidade σ represen-
tado por:
b(t; θ;σ) = θt+ σBt, (3.6)
onde (Bt) é um movimento Browniano standard. O processo gamma γ(t;µ; ν), com média
e variância µ e ν, respetivamente, é o processo de incrementos gamma independentes sobre
intervalos de tempo não sobrepostos (t, t + h). A densidade fh(g) do incremento g = γ(t +
h;µ; ν) − γ(t;µ; ν) é resultado da função densidade gamma com média µh e variância νh.
Especificamente,
fh(g) =
(µ
ν
)µ2h
ν g
µ2h
ν −1 exp
(− µν g)
Γ
(
µ2h
ν
) , g > 0, (3.7)
onde Γ(x) é a função gamma de Euler, definida em Abramowitz e Stegun (1972, Equação
6.1.1). A densidade gamma tem a função característica, ϕγ(t)(u) = E[exp(iuγ(t;µ; ν))], dada
por:
ϕγ(t)(u) =
(
1
1− iu νµ
)µ2t
ν
. (3.8)
A dinâmica do processo gamma de tempo contínuo é melhor explicada pela descrição de
uma simulação do processo. Como o processo é infinitamente divisível, por incrementos
independentes e identicamente distribuídos sobre intervalos sem sobreposição de igual com-
primento, a simulação pode ser descrita em termos de medida de Lévy, em que kγ(x)dx é
dado explicitamente por:kγ(x)dx =
µ2 exp
(
−µν x
)
νx dx, para x > 0
0, caso contrário.
(3.9)
11
O processo VG, X(t;σ, ν, θ), é definido em termos de movimento Browniano com drift
b(t; θ, σ) e processo gamma com média unitária, γ(t; 1, ν), como
X(t;σ, ν, θ) = b(γ(t; 1, ν); θ, σ). (3.10)
O processo VG tem três parâmetros importantes que são:
• A volatilidade σ do movimento Browniano;
• A variância ν da mudança de tempo gamma;
• O drift θ no movimento Browniano com drift.
De acordo com Madan, Carr e Chang (1998), a função característica do processo VG é dada
por
ϕX(t)(ω) =
( 1
1− iθνω + (σ2ν/2)ω2
) t
ν
. (3.11)
3.2.2. Variance Gamma como Diferença do Processo Gamma
O processo VG também pode ser obtido através da diferença de dois processos gamma
independentes, ou seja,
X(t;σ, ν, θ) = γp(t;µp, νp)− γn(t;µn, νn). (3.12)
A relação explícita entre os parâmetros dos processos gamma diferenciados em (3.12) e os
parâmetros originais do processo VG (3.10) é dada por
µp =
1
2
√
θ2 + 2σ
2
ν
+ θ2 , (3.13)
com
µn = µp − θ, (3.14)
νp = µ2pν (3.15)
e
νn = µ2nν. (3.16)
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Tendo a diferença de dois processos gamma, como em (3.12), pode então ser escrita a medida
de Lévy para X(t), substituindo a equação (3.9) por
kX(x)dx =

µ2n
νn
exp(−µnνn |x|)
|x| dx, para x < 0
µ2p
νp
exp(−µpνp |x|)
x dx, para x > 0.
(3.17)
A função dos parâmetros originais é mais facilmente observável quando se escreve a medida
de Lévy tendo em conta estes parâmetros. Em termos de (σ, ν, θ), podemos escrever a medida
de Lévy como
kX(x)dx =
exp(θx/σ2)
ν|x| exp
(
−
√
2
ν +
θ2
σ2
σ
|x|
)
dx. (3.18)
Quando θ = 0 em (3.18), é produzida uma medida de Lévy que é simétrica em torno de
zero, deste modo estamos perante o processo VG simétrico (estudado por Madan e Seneta
(1990)). No caso de θ < 0, os valores de x negativos têm uma probabilidade relativa mais
elevada do que o valor positivo correspondente. Assim, os valores negativos dão origem a
uma inclinação negativa. Finalmente, temos ainda que valores elevados de ν aumentam a
probabilidade de existência de grandes saltos.
3.3. Modelo NIG
O processo Gaussiana inverso normal (NIG) foi introduzido por Barndorff-Nielsen (1995) e
Rydberg (1997). Pode ser representado como um movimento Browniano de tempo alterado.
A mudança de momento é um processo Gaussiano Inverso, em que os incrementos deste
processo obedecem a uma distribuição Gaussiana Inversa. O processo Gaussiano inverso
normal Lt é um proceso Lévy onde os incrementos em Lt são distribuídos de acordo com a
distribuição NIG. Tem parâmetros µ, δ, α, β ∈ R, com δ > 0 e 0 ≤ |β| ≤ α. Seja δt = δt,
µt = µt e γ =
√
α2 − β2, então a densidade de Lt, condicional em L0 = 0, é
fNIGt (l;α, β, δt, µt) =
α
pi
K1
(
αδt
√
1 +
(
l−µt
δt
)2)√
1 +
(
l−µt
δt
)2 exp(δt(γ + β( l − µtδt
)))
, (3.19)
onde Kλ(z) é a função de Bessel modificada, ou seja,
Kλ(z) =
1
2
∫ ∞
0
yλ−1 exp
(
− 12z(y + y
−1)
)
dy. (3.20)
13
Os momentos centrais da distribuição são
µ1 = µt + δtβγ−1,
µ2 = δtα2γ−3,
µ3 = 3δtβα2γ−5
µ4 = 3δtα2(α2 + 4β2)γ−7.
(3.21)
A tripla característica da distribuição NIG na representação de Lévy-Khintchine é dada
por (a, 0, lNIG), onde
a = µ+ 2δα
pi
∫ 1
0
sinh(βx)K1(αx) dx (3.22)
e a medida de Lévy lNIG(dl) = kNIG(l) dl tem densidade Lévy
kNIG(l) = pi−1δα|l|−1K1(α|l|)eβl. (3.23)
No processo NIG, Lt pode ser representado como um movimento Browniano subordinado,
Lt = µt + Bh(t), onde (Bt) é um movimento Browniano com drift β e variância 1 e h(t) é
um processo Gaussiano inverso ht ∼ IG(δt, γ). A densidade f IGt (x) de ht, condicional a
h(0) = 0, é
f IGt (x) =
δt√
2pi
x−
3
2 exp
(
− 12
γ2
x
(
x− δt
γ
)2)
. (3.24)
Uma parametrização alternativa é
fNIGt (x) =
√
λt
2pi x
− 32 exp
(
− λt2
(x− µt)2
xµ2t
)
, (3.25)
onde µt = δtγ e λt = δ2t .
O processo NIG é um caso especial de um conjunto de distribuições hiperbólicas gene-
ralizadas. Este conjunto pode ser representado como um movimento Browniano de tempo
mudado onde a mudança de tempo ht é um membro de um conjunto de distribuições Gaus-
sianas inversas generalizadas indexadas por t, ht ∼ GIG(δt, λ, γ), com densidade fGIGt dada
por
fGIGt (h; δt, λ, γ) =
( γ
δt
)γ 1
2Kλ(δtγ)
hλ−1 exp
(
− 12
(
δ2t
h
+ γ2h
))
. (3.26)
O processo NIG tem como caso especial com uma mudança de tempo Gaussiana inversa,
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um processo GIG com λ = − 12 .1
Função Característica
Começando por definir:
XNIG = {Xt, t ≥ 0}, (3.27)
tem-se então que a função característica do modelo, com auxílio da equação (3.27), é
ϕNIG(z;α, β, δ) = exp
(
− δ(√α2 − (β + iz)2 −√α2 − β2)+ iµz). (3.28)
3.4. Modelo CGMY
No modelo CGMY de Carr, German, Madan e Yor (2002), vamos começar por genera-
lizar a densidade Lévy VG para a densidade Lévy CGMY com parâmetros C, G, M e Y .
Especificamente, a densidade Lévy do processo CGMY, νCGMY (x), é dada por
νCGMY (x) =
C exp(Gx)(−x)−1−Y , x < 0,C exp(−Mx)x−1−Y , x > 0, (3.29)
onde C > 0, G ≥ 0, M ≥ 0 e Y < 2. A condição Y < 2 é induzida pela exigência de que as
densidades de Lévy integrem x2 na vizinhança de 0.
Os parâmetros do modelo desempenham um papel importante na incorporação de vários
aspetos do processo estocástico em estudo. O parâmetro C pode ser visto como uma medida
do nível geral de atividade. Se mantivermos os outros parâmetros constantes, vemos que o
nível de atividade pode ser calibrado através de movimentos no parâmetro C.
Os parâmetros G e M controlam, respetivamente, a taxa de decaimento exponencial
à direita e à esquerda da densidade Lévy, levando a distribuições distorcidas quando são
desiguais. Sabemos ainda que, quando G e M estão implícitos na distribuição neutra do
risco, a diferença destes calibra o preço de uma perda em relação a um ganho, enquanto a
soma mede o preço de um grande movimento em relação a um pequeno. Em contraste, na
distribuição estatística, a diferença entre G e M determina a frequência relativa das perdas
em relação aos ganhos, enquanto a soma destes mede a frequência de grandes movimentos
em relação aos pequenos.
Por fim, o parâmetro Y é particularmente útil na caracterização da estrutura fina do
processo estocástico.
1Quando λ = − 12 , K− 12 (z) = K 12 reduz para K 12 =
√
pi
2z e
−z .
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Função Característica
A função característica do modelo CGMY (C,G,M, Y ) é dada por
ϕCGMY (u;C,G,M, Y ) = exp
(
CΓ(−Y )((M − iu)Y −MY + (G+ iu)Y −GY )). (3.30)
Denominamos, ainda, XCGMY (t;C,G,M, Y ) como sendo o processo infinitamente divisível
de incrementos independentes com densidade Lévy dada pela equação (3.29), por
XCGMY = {Xt, t ≥ 0}. (3.31)
Pelo facto de o processo ter início em 0, tem distribuição estacionária e incrementos
independentes. Sabemos ainda, que um incremento ao longo de um intervalo de tempo,
de comprimento s, segue distribuição CGMY (sC,G,M, Y ). Deste modo, através de [6],
podemos afirmar que a função característica de Xt é dada por
E[exp(iuXt)] = ϕCGMY (u; tC,G,M, Y )
= (ϕCGMY (u;C,G,M, Y ))t
= exp
(
CtΓ(−Y )((M − iu)Y −MY + (G+ iu)Y −GY )). (3.32)
3.4.1. Propriedades
Sabendo que o parâmetro Y descreve o comportamento da densidade de Lévy perto
de zero, apresenta-se de seguida uma tabela que irá caracterizar algumas propriedades e
intervalos do processo tendo em conta este parâmetro.
Tabela 3.1.: Propriedades e Intervalos do Processo para o parâmetro Y
Intervalo dos valores Y Propriedades do Processo
Y < −1 Não é completamente monótona e tem atividade finita
−1 < Y < 0 Completamente monótona e atividade finita
0 < Y < 1 Completamente monótona, atividade infinita e variação finita
1 < Y < 2 Completamente monótona, variação infinita e variação quadrática finita
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4. Modelo utilizando Séries de Fourier
Complexas
4.1. Aproximação da Função Densidade de Probabilidade
usando Séries de Fourier Complexas
Para a função f(t) no intervalo [−pi, pi], a representação de uma série de Fourier complexa
(CFS) é dada por:
f(t) =
∞∑
k=−∞
bke
ikt, com bk =
1
2pi
∫ pi
−pi
f(t)e−iktdt. (4.1)
Se estendermos a série de modo a suportar qualquer função real com uma variável finita
no intervalo [a, b], a expansão desta pode ser definida como:
f(x) = <e
[ ∞∑
k=−∞
bke
i 2pib−akx
]
, com bk =
1
b− a
∫ b
a
f(x)e−i 2pib−akx dx, (4.2)
com <e representando a parte real da função. Se truncarmos o somatório e permitirmos o
erro do somatório truncado, obtemos
f(x) ≈ fN (x) = <e
[
N∑
k=−N
bke
i 2pib−akx
]
. (4.3)
Suponha-se agora que f(x) é uma função densidade de probabilidade (FDP), com uma
função característica conhecida definida como
ϕ(u) = E[eiuX ] =
∫ ∞
−∞
eiuxf(x) dx, u ∈ R, (4.4)
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onde u é um número real, i é a unidade imaginária e E denota o valor esperado. Como a
função densidade de probabilidade tende para zero se x→ ±∞, podemos truncar a parte de
integração infinita sem perder exatidão significativa quando [a, b] ∈ R, isto é,
E[eiuX ] =
∫ b
a
eiuxf(x) dx ≈ ϕ(u). (4.5)
Com base na equação anterior e nos conhecimentos das funções características podemos
aproximar os coeficientes de Fourier na equação (4.3), sendo cada um deles dado por
bk ≈ Bk = 1
b− aϕ
(−2kpi
b− a
)
. (4.6)
Finalmente, como ϕ(u) = ϕ(−u) é o conjugado complexo de ϕ, que permite a simetria
em torno de u, é suficiente nos basearmos em u ≥ 0 para descrever completamente a FDP.
Como resultado, a equação (4.3) torna-se
fN (x) ∼ <e
[
2
N∑
k=0
1
b− a
(∫ b
a
ei
(
− 2pikb−ax
)
f(x) dx
)
ei
(
2pik
b−ax
)
− 1
b− a
∫ b
a
f(x) dx
]
= <e
[
2
N∑
k=0
1
b− aϕ
(
− 2pik
b− a
)
ei
(
2pik
b−a
)
− 1
b− aϕ(0)
]
= <e
[
2
N∑
k=0
Bke
i 2pib−akx −B0
]
.
(4.7)
4.2. Fórmula de avaliação de opções europeias
Nesta secção iremos utilizar o paper de Chan (2016) para obter uma fórmula aproximada
para opções europeias usando uma expansão de Fourier. Em primeiro lugar, assumimos a
existência de uma obrigação com uma taxa de juro sem risco, r. Sabemos ainda, que uma
opção europeia só pode ser exercida na data de vencimento, isto é, num único momento
pré-definido no tempo. O preço da opção no momento t, pagando na maturidade G(ST ),
com T ≥ t, e tendo em conta o processo Lévy Lt, é dado por
e−r(T−t)E
(
G(ST )|St = S
)
= e−r(T−t)E
(
G(SeLT−Lt)
)
= e−r(T−t)E
(
G(SeLT−t)
)
.
(4.8)
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Para o efeito, utiliza-se a independência de incrementos de Lt. Em função do preço logarit-
mizado x = logS e maturidade T − t, concluímos que
V (x, t) = e−r(T−t)E
(
G(ex+LT−t)
)
= e−r(T−t)
∫ ∞
−∞
G(ex+z)f(z) dz. (4.9)
Com base na equação (4.5), obtemos ainda uma aproximação de V (x, t), em que
V (x, t) = e−r(T−t)
∫ b
a
G(ex+z)f(z) dz. (4.10)
4.2.1. Teorema 1
Seja (St)t≥0 o processo dos ativos com risco e geradores de dividendos, modelado usando
um processo Lévy exponencial (processo Lévy exponencial alterado no tempo), com preço
S = ex, taxa de juro sem risco r, taxa de dividendos contínua q, maturidade T e preço de
exercício K.
Opção de compra
A fórmula de cálculo do preço de uma opção de compra europeia é
VV an(x, t) = e−r(T−t)
(
<e
[ N∑
k=1
(
exB˜k −KBk
)
ψk
(
logK − x, b)
+
(
exB˜0 −KB0
)
ψ0
(
logK − x, b)]), (4.11)
com
B˜k =
1
b− aϕ
(−2pik
b− a − i
)
, B˜0 =
1
b− aϕ
(− i) ,
Bk =
1
b− aϕ
(−2pik
b− a
)
, B0 =
1
b− aϕ
(
0
) (4.12)
e
ψk
(
logK − x, b) = b− a
ipik
(
ei
2pik
b−a z
∣∣∣∣b
logK−x
)
,
ψ0
(
logK − x, b) = b− (logK − x). (4.13)
O intervalo [a, b] tem de satisfazer a equação (4.5) e ϕ(·) é a função característica de St.
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Demonstração. Como a opção em questão é uma opção de compra, temos:(
SeLT−t −K
)+
=
(
ex+z −K
)+
Pela igualdade anterior rapidamente se conclui que:
ex+z −K ≥ 0⇔ x+ z ≥ logK ⇔ z ≥ logK − x.
Comecemos então a demonstração. Em primeiro lugar, escolhemos um intervalo [a,b] que
satisfaça a condição (4.5). Então, a opção europeia vem da forma:
VV an(x, t) = e−r(T−t)E
((
SeLT−t −K)+)
≈ e−r(T−t)
∫ b
logK−x
(
exezf(z)−Kf(z)) dz. (4.14)
Com base nas equações (4.6) e (4.7), observamos que a expansão complexa de Fourier da
função ezf(z) é dada (com auxílio das funções B˜k e B˜0) por:
exf(x) ∼ <e
[
2
N∑
k=0
1
b− a
(∫ b
a
e
i
(
−2pik
b−a x
)(
exf(x)
)
dx
)
e
i
(
2pik
b−ax
)
− 1
b− a
∫ b
a
(
exf(x)
)
dx
]
= <e
[
2
N∑
k=0
1
b− aϕ
(−2pik
b− a − i
)
ei
2pik
b−ax − 1
b− aϕ
(
− i
)]
= <e
[
2
N∑
k=1
B˜ke
i 2pikb−ax + 2
b− aϕ
(
− i
)
− 1
b− aϕ
(
− i
)]
= <e
[
2
N∑
k=1
B˜ke
i 2pikb−ax + B˜0
]
,
(4.15)
sendo
B˜k =
1
b− aϕ
(−2pik
b− a − i
)
= 1
b− a
∫ b
a
e
i
(
−2pik
b−a −i
)
x
f(x) dx
= 1
b− a
∫ b
a
e
i
(
−2pik
b−a
)
x
(
exf(x)
)
dx.
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B˜0 =
1
b− aϕ
(− i)
= 1
b− a
∫ b
a
ei
(
−i
)
xf(x) dx
= 1
b− a
∫ b
a
(
exf(x)
)
dx.
(4.16)
Sabemos através da equação (4.7), que a expansão complexa de Fourier da função f(z) é:
f(x) ∼ <e
[
2
N∑
k=0
Bke
i 2pib−akx −B0
]
, (4.17)
com
Bk =
1
b− aϕ
(
−2pik
b− a
)
= 1
b− a
∫ b
a
e
i
(
−2pik
b−a −i
)
x
f(x) dx.
B0 =
1
b− aϕ
(
0
)
= 1
b− a
∫ b
a
f(x) dx.
(4.18)
Se substituirmos as equações (4.15) e (4.17) em (4.14) e combinarmos com o seguinte resultado
∫ b
logK−x
ei
2pik
b−a z dz = b− a2ipik
(
ei
2pik
b−a z
)∣∣∣∣b
logK−x
,
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finalmente, mostramos que
VV an(x, t)
= e−r(T−t)
∫ b
logK−x
(
ex<e
[
2
N∑
k=1
B˜ke
i 2pikb−a z + B˜0
]
−K<e
[
2
N∑
k=1
Bke
i 2pikb−a z +B0
])
dz
= e−r(T−t)<e
[ ∫ b
logK−x
(
2ex
N∑
k=1
B˜ke
i 2pikb−a z + exB˜0 − 2K
N∑
k=1
Bke
i 2pikb−a z −KB0
)
dz
]
= e−r(T−t)<e
[ N∑
k=1
(
exB˜k −KBk
)(b− a
ipik
(
ei
2pik
b−a z|blogK−x
))
+
(
exB˜0
−KB0
)(
b− ( logK − x))]
= e−r(T−t)
(
<e
[ N∑
k=1
(
exB˜k −KBk
)
ψk
(
logK − x, b)+ (exB˜0 −KB0)ψ0( logK − x, b)]),
(4.19)
com
ψk
(
logK − x, b) = b− a
ipik
(
ei
2pik
b−a z
∣∣∣∣b
logK−x
)
ψ0
(
logK − x, b) = b− ( logK − x). (4.20)
Opção de venda
Para uma opção de venda, temos de considerar o seguinte payoff:(
K − SeLT−t
)+
=
(
K − ex+z
)+
Pela igualdade anterior rapidamente se conclui que:
K − ex+z ≥ 0⇔ logK − x ≥ z.
De seguida, calculamos o valor da opção de venda de forma análoga ao valor da opção
de compra, apenas tendo em conta o payoff utilizado pela opção de venda e as diferentes
expressões para ψk e ψ0.
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Assim, o valor da opção vem:
VV an(x, t) = e−r(T−t)
(
<e
[ N∑
k=1
(
KBk − exB˜k
)
ψk
(
a, logK − x)+
(
KB0 − exB˜0
)
ψ0
(
a, logK − x)]), (4.21)
com
ψk(a, logK − x) = b− a
ipik
(
ei
2pik
b−a z
∣∣∣∣logK−x
a
)
ψ0(a, logK − x) = logK − x− a.
(4.22)
As expressões de B˜k, B˜0, Bk e B0 estão representadas nas equações (4.16) e (4.18).
Depois de demonstrado o Teorema 1, podemos reutilizar este para demonstrar as fórmulas
de pricing das opções asset-or-nothing (compra e venda) e cash-or-nothing (compra e venda).
Assim, obtemos os próximos dois corolários.
4.2.2. Corolário 1: Cash-or-Nothing
O valor de equilíbrio de uma opção cash-or-nothing é então dado por:
VCN (x, t) =

e−r(T−t)
(
<e
[∑N
k=1Bkψk(logK − x, b) +B0ψ0(logK − x, b)
])
: (Call)
e−r(T−t)
(
<e
[∑N
k=1Bkψk(a, logK − x) +B0ψ0(a, logK − x)
])
: (Put)
(4.23)
Note-se que ψk(logK − x, b), ψ0(logK − x, b), ψk(a, logK − x) e ψ0(a, logK − x) estão
definidas em (4.20) e (4.22). Bk e B0 são definidas em (4.18).
Demonstração. Ver Apêndice A.
4.2.3. Corolário 2: Asset-or-Nothing
Desta forma, o valor de equilíbrio de uma opção asset-or-nothing é dado por:
VAN (x, t) =

e−r(T−t)+x
(
<e
[
B˜kψk(logK − x, b) + B˜0ψ0(logK − x, b)
])
: (Call)
e−r(T−t)+x
(
<e
[
B˜kψk(a, logK − x) + B˜0ψ0(a, logK − x)
])
: (Put)
(4.24)
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Sendo ψk(logK − x, b), ψ0(logK − x, b), ψk(a, logK − x) e ψ0(a, logK − x) definidas em
(4.20) e (4.22). B˜k e B˜0 são definidas em (4.16).
Demonstração. Ver Apêndice A.
Seguidamente, iremos formular a expansão da série de Fourier complexa para o preço de
outra opção exótica europeia: forward-start. Deste modo, o teorema seguinte é relativo às
opções forward-start europeias, ou seja,
4.2.4. Teorema 2: Opções forward-start europeias
Seguindo Nunes e Alcaria (2015), as opções forward-start são opções exóticas cujo prémio
é pago antecipadamente, na data de compra, mas cuja vida da opção só começará numa data
futura. O preço de exercício é definido como sendo uma percentagem do preço do ativo
subjacente prevalecente quando a opção se torna ativa.
VforSt(x, t) =

e−r(T−Tc)+x−q(Tc−t)
(
<e
[ ∑N
k=1
(
B˜k −mBk
)
ψk(logm, b)+(
B˜0 −mB0
)
ψ0(logm, b)
])
: (Compra)
e−r(T−Tc)+x−q(Tc−t)
(
<e
[ ∑N
k=1
(
mBk − B˜k
)
ψk(a, logm)+(
mB0 − B˜0
)
ψ0(a, logm)
])
: (Venda)
B˜k, B˜0, Bk e B0 são definidas em (4.16) e (4.18).
Demonstração. Sabemos que o payoff de uma forward-start vem da seguinte forma,
GforSt(ST ) =

(
ST −mSTc
)+ = (eLT −meLTc )+ : (Compra)(
mSTc − ST
)+ = (meLTc − eLT )+ : (Venda) (4.25)
Agora para a opção de compra, com maturidade T e preço de equilíbrio mSTc , no momento
Tc, vem:
CTc = e−r(T−t)+LTc+xE
(
(eLT−Tc −m)+).
Sabemos que LTc é independente de LT−Tc , então o preço final da opção em t é dado por:
VforSt(x, t) = e−r(Tc−t)E(CTc)
= e−r(Tc−t)E(ex+LTc−t)e−r(T−Tc)E
(
(eLT−Tc −m)+). (4.26)
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Como VforSt(x, t) é um processo de martingala, então e−r(Tc−t)E
(
ex+LTc−t
) ≈ ex−q(Tc−t).
Deste modo,
VforSt(x, t)
= e−r(T−Tc)+x−q(Tc−t)E
(
(eLT−Tc −m)+)
= e−r(T−Tc)+x−q(Tc−t)
∫ b
a
f(z)(ez −m)+ dz
=
ez−m≥0⇔z≥logm
e−r(T−Tc)+x−q(Tc−t)
∫ b
logm
ezf(z)−mf(z) dz
= e−r(T−Tc)+x−q(Tc−t)
∫ b
logm
(
<e
[
2
N∑
k=1
B˜k e
i 2pikb−a z︸ ︷︷ ︸
=ψk(logm,b)
+B˜0 −mBk ei 2pikb−a z︸ ︷︷ ︸
=ψ0(logm,b)
−mB0
])
dz
= e−r(T−Tc)+x−q(Tc−t)
(
<e
[ N∑
k=1
(
B˜k −mBk
)
ψk(logm, b) +
(
B˜0 −mB0
)
ψ0(logm, b)
])
.
(4.27)
em que
ψk(logm, b) =
b− a
ikpi
ei
2pik
b−a z
∣∣∣b
logm
ψ0(logm, b) = b− log m.
(4.28)
Para a opção de venda, o raciocínio é análogo ao que fizemos anteriormente, apenas tendo
em conta que o payoff é
(
m− ez)+. Logo:
VforSt(x, t)
= e−r(T−Tc)+x−q(Tc−t)
(
<e
[ N∑
k=1
(
mBk − B˜k
)
ψk(a, logm) +
(
mB0 − B˜0
)
ψ0(a, logm)
])
,
(4.29)
com
ψk(a, logm) =
b− a
ikpi
ei
2pik
b−a z
∣∣∣logm
a
ψ0(a, logm) = logm− a.
(4.30)
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4.3. Letras gregas das opções
Esta secção tem como objetivo a formulação das expansões das séries de Fourier comple-
xas para as várias sensibilidades existentes na avaliação de opções. Comecemos então por
demonstrar a expansão para o Delta (”∆”).
4.3.1. Delta (”∆”)
O delta de uma opção mede a sensibilidade do prémio tendo em conta a variação da
cotação do ativo subjacente. Pode ser entendido como um indicador do risco da opção às
oscilações do preço deste ativo no mercado.
Sabe-se que:
∆t =
∂V (x, t)
∂x
= ∂V (x, t)
∂x
∂x
∂S
= e−r(T−t)
∫ ∞
−∞
∂G(ex+z)
∂x
∂x
∂S
f(z) dz.
Se o payoff de uma opção de compra é da forma (ex+z−K)+ tem de calcular-se ∂(ex+z−K)+∂x ∂x∂S ,
então obtém-se, calculando por partes:
∂(ex+z −K)+
∂x
= ∂(e
x+z −K)
∂x
I{z≥logK−x} = ex+zI{z≥logK−x} (4.31)
e
∂x
∂S
=
x=logS
1
S
. (4.32)
Pelas equações (4.31) e (4.32), facilmente vemos que:
∂(ex+z −K)+
∂x
∂x
∂S
= ex+zI{z≥logK−x}e−x = ezI{z≥logK−x}. (4.33)
Conclui-se então que:
∆Comprat = e−r(T−t)
∫ ∞
−∞
(∂G(ex+z)
∂x
∂x
∂S
)
f(z) dz
= e−r(T−t)
∫ b
a
(
ezI{z≥logK−x}
)
f(z) dz
= e−r(T−t)
∫ b
max(a,logK−x)
ezf(z) dz
= e−r(T−t)
(
<e
[ N∑
k=1
B˜kψk(logK − x, b) + B˜0ψ0(logK − x, b)
])
,
(4.34)
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onde a última linha é obtida pelo Teorema 1.
De uma forma análoga e trivial, sendo o payoff de uma opção de venda (K − ex+z)+,
obtém-se:
∆V endat = −e−r(T−t)
(
<e
[ N∑
k=1
B˜kψk(a, logK − x) + B˜0ψ0(a, logK − x)
])
. (4.35)
Note-se que as expressões de B˜k, B˜0, Bk e B0 estão representadas nas equações (4.16) e
(4.18). ψk(logK − x, b), ψ0(logK − x, b), ψk(a, logK − x) e ψ0(a, logK − x) estão definidas
em (4.20) e (4.22).
Analogamente, e com base no Teorema 1, para as opções forward-start europeias tem-se:
∆forStt =

e−r(T−Tc)−q(Tc−t)
(
<e
[∑N
k=1
(
B˜k −mBk
)
ψk(logm, b)+(
B˜0 −mB0
)
ψ0(logm, b)
])
: (Compra)
e−r(T−Tc)−q(Tc−t)
(
<e
[∑N
k=1
(
mBk − B˜k
)
ψk(a, logm)+(
mB0 − B˜0
)
ψ0(a, logm)
])
: (Venda)
(4.36)
As expressões de B˜k, B˜0, Bk eB0 estão representadas nas equações (4.16) e (4.18). ψk(logm, b),
ψ0(logm, b), ψk(a, logm) e ψ0(a, logm) estão definidas em (4.28) e (4.30).
Finalizada a demonstração anterior, de seguida iremos obter a expansão de Fourier com-
plexa para Gamma (”Γ”).
4.3.2. Gamma (′′Γ”)
O gamma é a sensibilidade do delta da opção relativamente ao preço do ativo subjacente.
O gamma é importante pois indica como reagirá o portfolio a mudanças relativamente grandes
nas cotações dos ativos.
Sabe-se que, Γt = ∂
2V (x,t)
∂S2 =
∂∆t
∂x
∂x
∂S . Calcula-se agora as derivadas necessárias para o
cálculo de Γt:
ψk(logK − x, b) = b− a
ipik
ei
2pik
b−a b − b− a
ipik
ei
2pik
b−a (logK−x)
∂ψk(logK − x, b)
∂x
= 2ei 2pikb−a (logK−x)
(4.37)
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eψ0(logK − x, b) = b− (logK − x)
∂ψ0(logK − x)
∂x
= 1.
(4.38)
Conclui-se, pelas equações (4.37) e (4.38) que:
Γt =
∂
∂x
(
e−r(T−t)
(
<e
[ N∑
k=1
B˜kψk(logK − x, b) + B˜0ψ0(logK − x, b)
])) ∂x
∂S
=
(
e−r(T−t)
(
<e
[
B˜k
(
2ei 2pikb−a (logK−x)
)
+ B˜0(1)
]))
e−x
= e−r(T−t)
(
<e
[ N∑
k=1
B˜k
(
2ei 2pikb−a (logK−x)−x
)︸ ︷︷ ︸
=ψ˜k
+B˜0 e−x︸︷︷︸
=ψ˜0
])
= e−r(T−t)
(
<e
[ N∑
k=1
B˜kψ˜k + B˜0ψ˜0
])
,
(4.39)
em que para opção de compra, tem-se:
ψ˜k = 2ei
2pik
b−a (logK−x)−x , ψ˜0 = e−x. (4.40)
e para a opção de venda, tem-se:
ψ˜k = −2ei 2pikb−a (logK−x)−x , ψ˜0 = −e−x. (4.41)
Nota 1. Note-se que as equações (4.40) e (4.41) são diferentes das apresentadas por Chan
(2016, Equação 35).
Nota 2. Note-se também que apesar das equações (4.40) e (4.42) serem matematicamente
diferentes, o valor gamma é igual para ambos os casos.
Nos próximos três pontos iremos calcular as expansões de Fourier complexas para as
sensibilidades V ega, V anna e V olga. O primeiro caso é a sensibilidade relativamente à
volatilidade σ, ou seja, V ega (”V”).
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4.3.3. Vega (′′V ′′)
Sabemos que Vt = ∂V (x,t)∂σ . Antes de passarmos ao cálculo de V ega, calculemos as deriva-
das auxiliares necessárias. Sendo a função característica utilizada ϕT−t(z) = e{izµ(T−t)−
1
2σ
2z2(T−t)}1
e como ∂ϕT−t(z)∂σ = −σ(z2 + iz)(T − t)e{izµ(T−t)−
1
2σ
2z2(T−t)}, então:
∂B˜k
∂σ
= −σ(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))
B˜k
∂B˜0
∂σ
= −σ(T − t)
(
(−i)2 + i(−i)
)
B˜0 = 0
∂Bk
∂σ
= −σ(T − t)
((
− 2kpi
b− a
)2
Bk + i
(
− 2kpi
b− a
))
Bk
∂B0
∂σ
= 0. (4.42)
Deste modo, podemos concluir que
Vt = ∂V (x, t)
∂σ
=

e−r(T−t)
(
<e
[∑N
k=1
(
ex ∂B˜k∂σ −K ∂Bk∂σ
)
ψk(logK − x, b)
)
: (Compra)
e−r(T−t)
(
<e
[∑N
k=1
(
K ∂Bk∂σ − ex ∂B˜k∂σ
)
ψk(a, logK − x)
)
: (Venda)
(4.43)
Nota 3. Note-se que as equações (4.42) são diferentes das apresentadas por Chan (2016,
Equações 41).
4.3.4. V anna
Relativamente ao V anna, sabemos que é a sensibilidade de V ega tendo em conta a vari-
ação no preço logaritmizado x. Como V annat = ∂
2V (x,t)
∂x∂σ =
∂∆t
∂σ =
∂Vt
∂x , então:
V annat =
∂∆t
∂σ
=

e−r(T−t)
(
<e
[∑N
k=1
∂B˜k
∂σ ψk(logK − x, b)
+∂B˜0∂σ ψ0(logK − x, b)
])
: (Compra)
e−r(T−t)
(
<e
[∑N
k=1
∂B˜k
∂σ ψk(a, logK − x)
+∂B˜0∂σ ψ0(a, logK − x)
])
: (Venda)
(4.44)
1Temos que, µ = r − q − 12σ2.
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em que ∂B˜k∂σ e
∂B˜0
∂σ têm definição dada em (4.42).
Podemos representar também V anna por:
V annat =
∂Vt
∂x
=

e−r(T−t)
(
<e
[∑N
k=1 e
x ∂B˜k
∂σ ψk(logK − x, b)
+
(
ex ∂B˜k∂σ −K ∂Bk∂σ
)
∂ψk(logK−x,b)
∂x
])
: (Compra)
e−r(T−t)
(
<e
[∑N
k=1−ex ∂B˜k∂σ ψk(a, logK − x)
+
(
K ∂Bk∂σ − ex ∂B˜k∂σ
)
∂ψk(a,logK−x)
∂x
])
: (Venda)
(4.45)
em que ∂B˜k∂σ e
∂Bk
∂σ estão definidas em (4.42). Tem-se que ψk(logK − x, b) e ψk(a, logK − x)
estão definidas em (4.20) e (4.22), respetivamente. Finalmente, calcula-se ainda:
∂ψk(logK − x, b)
∂x
= 2ei 2pikb−a (logK−x),
∂ψk(a, logK − x)
∂x
= −2ei 2pikb−a (logK−x).
4.3.5. V olga
Para terminar o capítulo, vamos calcular o Volga, que é a sensibilidade de Vega tendo
em conta a variação da volatilidade implícita σ. Visto que V olgat = ∂
2V (x,t)
∂σ2 =
∂Vt
∂σ , iremos
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calcular as derivadas em ordem a σ das equações (4.42). Assim,
∂2B˜k
∂σ2
= −(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))
B˜k − σ(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))∂B˜k
∂σ
= −(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))
B˜k − σ(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))(
− σ(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))
B˜k
)
= −(T − t)
((
− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))
B˜k +
(
σ(T − t))2((− 2kpi
b− a − i
)2
+ i
(
− 2kpi
b− a − i
))2
B˜k,
∂2B˜0
∂σ2
= −(T − t)
((− i)2 + i(−i))B˜0 + (σ(T − t))2((−i)2 + i(−i))2B˜0 = 0,
∂2Bk
∂σ2
= −(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))
Bk − σ(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))∂Bk
∂σ
= −(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))
Bk − σ(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))(
− σ(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))
Bk
)
= −(T − t)
((
− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))
Bk +
(
σ(T − t))2((− 2kpi
b− a
)2
+ i
(
− 2kpi
b− a
))2
Bk
e
∂2B0
∂σ2
= 0.
(4.46)
Nota 4. Note-se que a equações (4.46) são diferentes das apresentadas por Chan (2016,
Equações 44).
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Concluindo, e com auxílio da equação (4.46), obtém-se:
V olgat =
∂VV ant
∂σ

e−r(T−t)
(
<e
[∑N
k=1
(
ex ∂
2B˜k
∂σ2 −K ∂
2Bk
∂σ2
)
ψk(logK − x, b)
+ex ∂
2B˜0
∂σ2 ψ0(logK − x, b)
])
: (Compra)
e−r(T−t)
(
<e
[∑N
k=1
(
K ∂
2Bk
∂σ2 − ex ∂
2B˜k
∂σ2
)
ψk(a, logK − x)
+ex ∂
2B˜0
∂σ2 ψ0(a, logK − x)
])
: (Venda)
(4.47)
em que ψk(logK − x, b), ψ0(logK − x, b), ψk(a, logK − x) e ψ0(a, logK − x) estão definidas
em (4.20) e (4.22).
32
5. Resultados Numéricos
Neste capítulo realizamos alguns testes numéricos de modo a avaliar a eficiência e precisão
do método CFS. Em primeiro lugar, na secção 5.1 será descrita a configuração destes testes
numéricos. Nas secções seguintes, iremos avaliar opções europeias vanilla. Para a obtenção
dos resultados pretendidos, iremos utilizar os modelos do capítulo 2 (Black e Scholes, VG,
NIG e CGMY). Tem-se também que para a obtenção dos resultados dos métodos COS e
CONV foram utilizados os códigos MATLAB de [15].
5.1. Configuração dos testes numéricos
O computador usado para todos os resultados obtidos possui um processador Intel(R)
Core(TM) i5-3337U CPU, com 1.80 GHz e 6.00 GB de RAM. O código está escrito em
MATLAB.
O valor de N denota o número de termos da expansão de Fourier; quanto maior este valor
maior será a precisão da avaliação das opções em estudo. Para determinar o intervalo [a, b]
do método CFS tem-se dois casos. Caso C˜ > 0, então:
[a, b] =
[
− b, |c1 + L
√
c2 +
√
c4 + C˜|
]
. (5.1)
Caso C˜ < 0, então:
[a, b] =
[
− b, |c1 + L
√
c2 +
√
c4 − C˜|
]
, (5.2)
onde cn denota o n-ésimo cumulante de log(ST /K) e C˜ = log(K/S0). Os cumulantes utili-
zados para os vários modelos estão apresentados no Apêndice C.
Para ilustrar a convergência do erro para os vários modelos, tendo como base o n utilizado,
usamos o erro relativo logarítmico, ou seja:
log10 |ErroRelativo| = log10
(∣∣∣∣VV an − V refV an
V refV an
∣∣∣∣). (5.3)
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5.2. Black-Scholes
Nesta primeira experiência utilizando o processo de Black e Scholes, iremos avaliar uma
opção de compra. Os parâmetros selecionados para o teste são
S0 = 100, r = 0.1, q = 0.01, T = 0.1, σ = 0.25, L = 10. (5.4)
Pela figura 5.1, pode visualizar-se o erro relativo logaritmizado de convergência entre o mé-
todo de Black e Scholes e os métodos CFS, COS e CONV. Nesta figura tem-se que K = 80,
logo
Figura 5.1.: Erro relativo logaritmizado de convergência entre os métodos
Na tabela seguinte irá ser apresentado o erro e o tempo CPU do modelo CFS para opções
europeias de compra utilizando o modelo Black e Scholes.
Tabela 5.1.: Erro e tempo CPU utilizando o método CFS para opções europeias de compra
com auxílio do modelo de Black e Scholes. Utiliza-se os parâmetros dados em (5.4) sendo
K = 80, K = 100 e K = 120. Os valores referência foram obtidos através do paper de
Chan(2016) e são 20.699419292..., 3.603652682..., e 0.0429869349..., respetivamente.
CFS N 8 16 32 64 128
K=80 seg.Erro
0.0773
0.1547
0.0774
2.14e-04
0.0781
5.33e-14
0.0783
5.33e-14
0.0784
5.33e-14
K=100 seg.Erro
0.0517
0.0337
0.0518
1.05e-06
0.0539
2.98e-14
0.0539
2.98e-14
0.0540
2.98e-14
K=120 seg.Erro
0.0589
0.0213
0.0590
6.12e-05
0.0605
1.29e-14
0.0606
1.29e-14
0.0606
1.29e-14
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5.3. VG
Neste segundo teste tem-se a avaliação de opções de compra através do modelo VG, ou
seja, utilizando processos Lévy de atividade infinita. Os parâmetros utilizados foram retirados
do paper de Fang e Oosterlee(2008) e são
S0 = 100, K = 90, r = 0.1, q = 0, σ = 0.12, θ = −0.14, ν = 0.2. (5.5)
Iremos comparar a convergência para T = 1 ano e T = 0.1 ano, com L = 10. Seguidamente,
iremos apresentar as funções densidade obtidas para cada uma das maturidades.
Figura 5.2.: Função densidade para o modelo VG com duas maturidades e parâmetros apre-
sentados em (5.5).
Na tabela seguinte serão apresentados os valores obtidos pelo método CFS tendo por base
o modelo VG com os parâmetros em (5.5) e maturidade T = 0.1 anos.
Tabela 5.2.: Erro e tempo CPU do método CFS para opção de compra usando o modelo VG,
tendo os parâmetros dados em (5.5) e T = 0.1. O valor referência utilizado é 10.993703187.
T=0.1
N 256 512 1024 2048 4096 8192
Erro 4.60e-04 1.50e-04 1.34e-07 1.91e-05 1.82e-06 1.19e-06
Tempo
seg. 0.1993 0.1994 0.1995 0.1996 0.1997 0.1998
Finalmente, na próxima tabela serão apresentados os valores obtidos pelo método CFS
tendo por base o modelo VG com os parâmetros em (5.5) e maturidade T = 1 ano.
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Tabela 5.3.: Convergência do erro e tempo CPU do método CFS para opção de compra
usando o modelo VG, tendo os parâmetros dados em (5.5) e T = 1. O valor referência
utilizado é 19.099354724.
T=1
N 16 32 64 128 256 512
Erro 0.0205 2.95e-04 3.08e-07 1.55e-10 1.52e-12 1.52e-12
Tempo
seg. 0.1974 0.1975 0.1976 0.1977 0.1978 0.1979
Através dos dados obtidos nas tabelas anteriores, pode concluir-se que devido à densidade
ser descontínua para T = 0.1 anos e contínua para T = 1 ano (observação feita através da
figura 5.2), T = 0.1 anos tem uma distribuição algébrica enquanto que T = 1 ano tem uma
distribuição exponencial.
5.4. CGMY
Nesta secção irão ser apresentados os resultados utilizando o modelo CGMY para várias
opções de compra. Os dados utilizados para esta experiência foram retirados do paper de
Fang e Oosterlee (2008) e são os seguintes:
S0 = 100, K = 100, r = 0.1, q = 0, σ = 0.25, C = 1, G = 5, M = 5, T = 1. (5.6)
Nas tabelas seguintes irão ser analisados vários resultados tendo por base a alteração do
parâmetro Y e também do parâmetro L.
Tabela 5.4.: Erro e tempo CPU usando o modelo CGMY, sendo os parâmetros dados em
(5.6) mas Y = 0.5 e L = 10. O valor referência utilizado é 19.812948843...
Y=0.5
N 16 32 64 128 256 512
Erro 0.1103 7.19e-04 2.12e-07 1.06e-09 1.06e-09 1.06e-09
Tempo
seg. 0.2013 0.2013 0.2021 0.2022 0.2023 0.2023
Seguidamente os resultados obtidos por este modelo seguem os parâmetros dados em (5.6)
mas o parâmetro Y altera-se. Deste modo, temos Y = 1.5 e L = 10.
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Tabela 5.5.: Convergência do erro e tempo CPU usando o modelo CGMY, sendo os parâme-
tros dados em (5.6) mas Y = 1.5 e L = 10. O valor referência utilizado é 49.790905469...
Y=1.5
N 8 16 32 64
Erro 0.3610 1.62e-06 1.85e-13 1.85e-13
Tempo
seg. 0.1978 0.1978 0.1985 0.1986
Finalmente, na tabela seguinte tem-se Y = 1.98 e os parâmetros apresentados em (5.6).
Neste caso, o valor de L irá ser alterado de forma a melhorar a convergência do erro relativo.
Tabela 5.6.: Erro e tempo CPU usando o modelo CGMY, sendo os parâmetros dados em
(5.6) mas Y = 1.98 e L = 10, L = 15 e L = 20. O valor referência utilizado é 99.999905510...
Y=1.98
L=10 L=15 L=20
N Erro Temposeg. N Erro
Tempo
seg. N Erro
Tempo
seg.
8 77.0219 0.2515 8 0.2180 0.2490 8 0.0392 0.2546
16 77.0219 0.2516 16 1.84e-05 0.2491 16 0.0130 0.2547
32 77.0219 0.2528 32 1.45e-05 0.2498 32 2.11e-10 0.2558
64 77.0219 0.2529 64 1.45e-05 0.2499 64 8.95e-13 0.2559
5.5. NIG
Nesta secção serão obtidos os resultados usando o modelo NIG para a avaliação de uma
opção de venda. Para este modelo apenas se irão comparar os resultados entre o método CFS
e os métodos COS e CONV, uma vez que no paper de Chan (2016) não existem resultados
fidedignos para o modelo NIG. Desta forma, os parâmetros utilizados são
S0 = 100, K = 100, r = 0.05, q = 0.02, T = 1, σ = 0.12, α = 15, β = −5, δ = 0.5. (5.7)
Na tabela seguinte é apresentada a convergência do erro tendo como termo de comparação,
para cada um dos casos, o valor obtido pelo COS e pelo CONV, com n = 14 e L = 10.
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Tabela 5.7.: Comparação da convergência do erro entre o método CFS e os métodos COS e
CONV para o modelo NIG, utilizando os parâmetros em (5.7).
N 16 32 64 128 256
Erro COS 0.0068 1.37e-06 2.64e-10 2.64e-10 2.64e-10CONV 0.0068 4.52e-06 5.88e-06 5.88e-06 5.88e-06
Tempo
seg. 0.1283 0.1284 0.1284 0.1285 0.1286
Neste modelo utilizou-se a avaliação de uma opção de venda, uma vez que para o método
COS a avaliação da opção de compra não seria correta.
5.6. Resultados adicionais
Finalmente, nesta última secção tem-se os resultados das letras gregas das opções, de
opções cash-or-nothing e também de opções asset-or-nothing. Os resultados obtidos não
foram calculados no paper de Chan (2016). Desta forma, são comparados segundo Black e
Scholes simples. Os parâmetros que irão ser utilizados estão representados em (5.4).
Tabela 5.8.: Convergência do erro e tempo CPU para uma opção cash-or-nothing de compra
usando o modelo de Black e Scholes. O valor referência é 0.9881841...
N 8 16 32 64 128
Erro 0.0027 5.41e-07 2.22e-16 2.22e-16 2.22e-16
Tempo
seg. 0.0310 0.0311 0.0322 0.0322 0.0323
Tabela 5.9.: Erro e tempo CPU para uma opção asset-or-nothing de compra usando o modelo
de Black e Scholes. O valor referência é 99.754148972...
N 8 16 32 64 128
Erro 0.3735 1.71e-04 5.68e-14 5.68e-14 5.68e-14
Tempo
seg. 0.0317 0.0318 0.0326 0.0326 0.0327
Finalmente, as duas imagens seguintes mostram a convergência do erro relativo para as
letras gregas das opções. No entanto, percebe-se que para V anna o método CFS obtém uma
melhor convergência caso se derive o V ega em ordem a x, do que caso se deriva o Delta em
ordem a σ.
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Figura 5.3.: Convergência do erro relativo para as letra gregas Delta e Gamma das opções.
Figura 5.4.: Convergência do erro relativo para as letras gregas Vega, Volga e Vanna das
opções.
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6. Conclusão
Nesta tese apresentou-se um método de avaliação de opções, com base no trabalho de
Chan (2016), para a avaliação de opções europeias e também de outras opções exóticas.
Este método baseia-se nas expansões de séries de Fourier complexas e por isso denomina-se
método CFS. Do mesmo modo que outros modelos baseados no conhecimento da função
característica, é também possível a escolha de vários processos na avaliação das várias opções
pretendidas. Neste trabalho avaliamos vários tipos de opções e suas sensibilidades usando
quatro processos diferentes, nomeadamente Black e Scholes, VG, NIG e CGMY. Como foi
provado anteriormente, a função densidade obtida através da função característica pode ser
decomposta numa série de Fourier complexa. Esta decomposição obriga a que a computação
numérica da avaliação seja rápida e altamente eficiente.
Relativamente às experiências numéricas realizadas, consegue concluir-se que a conver-
gência do erro relativo é exponencial, exceto quando a função densidade do processo utilizado
é descontínua. Neste caso, como esperado, tem-se uma convergência algébrica.
Nesta tese não é viável compararmos os valores obtidos com os valores de Chan (2016),
uma vez que ao longo da realização deste trabalho foram encontradas algumas infrações no
trabalho de Chan, tais como, erros em derivadas e nos resultados divulgados pelo mesmo.
Finalmente, seria interessante testar este modelo para a avaliação de opções americanas,
de modo a avaliar realmente a precisão do mesmo.
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A. Apêndice A
Nos corolários seguintes, iremos ter em conta os resultados do Teorema 1, de modo a
obtermos as demonstrações para as opções.
A.1. Corolário 1
A.1.1. (CASH-OR-NOTHING COMPRA)
Demonstração.
VCORN (x, t) = e−r(T−t)E
(
I{ex+LT−t≥K}
)
= e−r(T−t)
∫ b
a
f(z)I{ex+z≥K} dz
= e−r(T−t)
∫ b
logK−x
f(z) dz = e−r(T−t)
∫ b
logK−x
(
<e
[
2
N∑
k=1
Bke
i 2pikb−a z +B0
])
dz
= e−r(T−t)
(
<e
[ N∑
k=1
Bkψk(logK − x, b) +B0ψ0(logK − x, b)
])
.
(A.1)
Tal que ψk(logK − x, b) e ψ0(logK − x, b) estão definidas em (4.20) e Bk e B0 definidas em
(4.18).
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A.1.2. (CASH-OR-NOTHING VENDA)
Demonstração.
VCORN (x, t) = e−r(T−t)E
(
I{ex+LT−t≤K}
)
= e−r(T−t)
∫ b
a
f(z)I{ex+z≤K} dz
= e−r(T−t)
∫ logK−x
a
f(z) dz = e−r(T−t)
∫ logK−x
a
(
<e
[
2
N∑
k=1
Bke
i 2pikb−a z +B0
])
dz
= e−r(T−t)
(
<e
[ N∑
k=1
Bkψk(a, logK − x) +B0ψ0(a, logK − x)
])
.
(A.2)
Em que ψk(a, logK − x) e ψ0(a, logK − x) estão definidas em (4.22) e Bk e B0 definidas em
(4.18).
A.2. Corolário 2
A.2.1. (ASSET-OR-NOTHING COMPRA)
Demonstração.
VAORN (x, t) = e−r(T−t)E
(
ST I{SeLT−t}≥K
)
= e−r(T−t)
∫ b
a
ex+zf(z)I{ex+z≥K} dz
= e−r(T−t)+x
∫ b
logK−x
ezf(z) dz = e−r(T−t)+x
∫ b
logK−x
(
<e
[
2
N∑
k=1
B˜ke
i 2pikb−a z + B˜0
])
dz
= e−r(T−t)+x
(
<e
[
B˜kψk(logK − x, b) + B˜0ψ0(logK − x, b)
])
.
(A.3)
De tal modo que ψk(logK − x, b) e ψ0(logK − x, b) estão definidas em (4.20) e B˜k e B˜0
definidas em (4.16).
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A.2.2. (ASSET-OR-NOTHING VENDA)
Demonstração.
VAORN (x, t) = e−r(T−t)E
(
ST I{SeLT−t}≤K
)
= e−r(T−t)
∫ b
a
ex+zf(z)I{ex+z≤K} dz
= e−r(T−t)+x
∫ logK−x
a
ezf(z) dz = e−r(T−t)+x
∫ logK−x
a
(
<e
[
2
N∑
k=1
B˜ke
i 2pikb−a z + B˜0
])
dz
= e−r(T−t)+x
(
<e
[
B˜kψk(a, logK − x) + B˜0ψ0(a, logK − x)
])
(A.4)
Tendo em conta que ψk(a, logK − x) e ψ0(a, logK − x) estão definidas em (4.22) e B˜k e B˜0
definidas em (4.16).
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B. Apêndice B
Neste capítulo irá mostrar-se algumas fórmulas necessárias, utilizadas para calcular o valor
referência do modelo de Black e Scholes (seguindo Dias (2017)) para as várias sensibilidades
e opções cash-or-nothing e asset-or-nothing, no capítulo 5. Comecemos então por definir d1
e d2, tem-se:
d1 =
ln
(
St
K
)
+
(
r − q + σ22
)
(T − t)
σ
√
(T − t) , d2 = d1 − σ
√
(T − t). (B.1)
Cash-or-nothing:
VT (S,K, T,M) = Me−r(T−t)N(θd2). (B.2)
onde θ = 1 para opção de compra, θ = −1 para opção de venda e M é o montante investido.
Asset-or-nothing:
VT (S,K, T,M) = MSte−q(T−t)N(θd1). (B.3)
onde θ = 1 para opção de compra, θ = −1 para opção de venda e M é o montante investido.
Delta para opções standard usando o modelo de Black e Scholes:
∆ = θe−q(T−t)N(θd1). (B.4)
onde θ = 1 para opção de compra, θ = −1 para opção de venda.
Gamma para opções standard usando o modelo de Black e Scholes:
Γ = e−q(T−t) n(d1)
Sσ
√
(T − t) . (B.5)
Vega para opções standard usando o modelo de Black e Scholes:
V = Se−q(T−t)n(d1)
√
(T − t). (B.6)
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Vanna para opções standard usando o modelo de Black e Scholes:
V anna = −e−q(T−t)n(d1)d2
σ
. (B.7)
Volga para opções standard usando o modelo de Black e Scholes:
V olga = Se−q(T−t)
√
(T − t)n(d1)d1d2
σ
. (B.8)
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C. Apêndice C
Na tabela seguinte ir-se-á apresentar os cumulantes que foram utilizados nesta tese, pelos
modelos Black e Scholes, VG, NIG e CGMY. Dadas as funções características pode-se então
obter os cumulantes c1, c2 e c4, através da seguinte expressão:
cn =
1
in
∂n logϕ(z)
∂zn
∣∣∣∣
z=0
.
Tabela C.1.: Cumulantes c1, c2 e c4 dos vários modelos utilizados nesta tese.
Black-Scholes c1 = (µ− 12σ2)t, c2 = σ2t, c4 = 0.
VG
c1 = (µ+ θ)t,
c2 = (σ2 + νθ2)t,
c4 = 3(σ4ν + 2θ4ν3 + 4σ2θ2ν2)t,
ω = 1ν ln(1− θν − σ
2ν
2 ).
NIG
c1 = (µ− 12σ2 + ω)t+ δtβ/
√
α2 − β2,
c2 = δtα2(α2 − β2)−3/2,
c4 = 3δtα2(α2 + 4β2)(α2 − β2)−7/2,
ω = −δ(
√
α2 − β2 −√α2 − (β + 1)2).
CGMY
c1 = µt+ CtΓ(1− Y )(MY−1 −GY−1),
c2 = σ2t+ CtΓ(2− Y )(MY−2 +GY−2),
c4 = CtΓ(4− Y )(MY−4 +GY−4),
ω = −CΓ(−Y )[(M − 1)Y −MY + (G+ 1)Y −GY ].
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