Abstract. We are concerned with spherically symmetric solutions to the Euler equations for the multi-dimensional compressible fluids, which have many applications in diverse real physical situations. The system can be reduced to one dimensional isentropic gas dynamics with geometric source terms. Due to the presence of the singularity at the origin, there are few papers devoted to this problem. The present paper proves two existence theorems of global entropy solutions. The first one focuses on the case excluding the origin in which the negative velocity is allowed, and the second one is corresponding to the case including the origin with non-negative velocity. The L ∞ compensated compactness framework and vanishing viscosity method are applied to prove the convergence of approximate solutions. In the second case, we show that if the blast wave initially moves outwards and the initial densities and velocities decay to zero with certain rates near origin, then the densities and velocities tend to zero with the same rates near the origin for any positive time. In particular, the entropy solutions in two existence theorems are uniformly bounded with respect to time.
Introduction
In this paper, we are consider the Euler equations for compressible isentropic fluids with spherical symmetry which read    ρ t + ∇ · m = 0, x ∈ R N ,
where ρ, m and p(ρ) denote the density, momentum and pressure of the gas respectively. The pressure takes the form of p(ρ) = p 0 ρ γ , with p 0 = θ 2 γ , θ = γ−1 2 and γ > 1 being the adiabatic exponent.
We are interested in spherically symmetric solutions to system (1.1) with the form (ρ, m)( x, t) = (ρ(x, t), m(x, t) x x ), x = | x|. For the system (1.3), the study of spherically symmetric motion originates from several important applications such as the theory of explosion waves in medium, and the stellar dynamics including gaseous star formation and supernova formation. Note that the geometric source terms of (1.3) are singular at the origin, i.e., x = 0. In the present paper, we first study the system (1.3) for the case that the origin is excluded. For simplicity, we consider (1. x . Then we consider the case that the origin is included, i.e., x ≥ 0. Note that in this case, the initial boundary value problem is equivalent to the Cauchy problem of compressible Euler equations (1.1) with spherically initial data (ρ, m)| t=0 = (ρ 0 (x), m 0 (x)) ∈ L ∞ ([0, +∞)), x ≥ 0.
(1.5)
There has been considerable progress on the existence of global entropy solutions for one dimension. T. Nishida [25] first proved the existence of large BV solutions for isothermal gas (i.e., γ = 1) by Glimm Scheme. Nishida and Smoller [26] further studied the isentropic case (i.e., γ > 1) under some restrictions on the initial data. Note that both works are away from vacuum.
If the initial values contain vacuum, Diperna [11] first proved the global existence of L ∞ entropy solutions with large initial data by the theory of compensated compactness for γ = 1 + 2 2n+1 , where n ≥ 2 is any integer. Subsequently, Ding et al. [9] and Chen et al. [2] successfully extended the result to γ ∈ (1, 5 3 ]. Lions et al. [15] and [16] treated the case γ > 5 3 . Finally Huang et al. [12] solved the existence problem of L ∞ entropy solutions for γ = 1 through compensated compactness and analytic extension method.
For the inhomogeneous case, that is, the right hand side of (1.1) is not zero, Ding et al. [10] established a general framework to investigate the global existence of L ∞ entropy solutions through the fractional step Lax-Friedrichs scheme. It should be noted that in the framework of [10] , the approximate solutions are only required to be uniformly bounded in the space x, but not in the time t. The L ∞ norm of approximate solutions may increase with respect to time t. Later on, there have been extensive works on the inhomogeneous case, see [5, 8, 22, 23] and the references therein. To study the large time behavior of entropy solution, it is important to show the uniform bound of solutions independent of time t.
As shown in (1.3), the multi-dimensional compressible Euler system with spherical symmetry can be reduced to one dimensional isentropic gas dynamics with geometric source terms, which may have singularity at x = 0. One of the main features is the resonance interaction among the characteristic mode and the geometrical source one. The local existence of spherically symmetric solutions outside a solid ball centered at the origin was discussed in Makino et al. [21] by the fractional step Lax-Friedrichs scheme. The global existence was first studied by Chen and Glimm [5] , then by Tsuge [29] . For the domain including the origin, Chen et al. [3] proved a global existence theorem with large L ∞ data having only non-negative initial velocity. More interesting works can be found in [3, 6, 14, 29, 30, 32, 33] and references therein. Recently Chen et al. [7] established L p global finite-energy entropy solution of the isentropic Euler equations with spherical symmetry and large initial data.
Note that all of above works are based on numerical scheme and need laborious estimates. In this paper, we apply the vanishing viscosity method together with the invariant region of parabolic system with nonlinear source terms to obtain the a priori estimates of viscosity solutions. This approach is valid for both the Cauchy problem and initial boundary value problem. In the first part of present paper, we consider an initial boundary value problem outside a unit ball in which the origin is excluded. In the second part of present paper, we study the Cauchy problem so that the origin is included. In both cases, we obtain the uniform bound of viscosity solutions independent of space x and time t, while the L ∞ bound depends on time t in almost all previous works. This marks an important step to investigate the large time behavior of entropy solutions. It worths to point out that a set of new delicate control functions are designed to obtain the uniform bound of approximate solutions. Moreover, a new approach is proposed in the proof of lower bound of density by using the appropriate decomposition of source terms of heat equation and corresponding solutions successively. Before formulating the main results, we define the entropy solutions of initial boundary value problem and Cauchy problem respectively as follows. 
holds for any function Φ ∈ C 1 0 ((1, +∞) × [0, +∞)) for t ≥ 0 and for any weak convex entropy pair (η, q)(v), the inequality
holds in the sense of distributions.
The weak convex entropy-flux pair will be defined in the next section. The precise statement of the first result is below. 
then there exists a global entropy solution of (1.4) satisfying 8) where α is any constant satisfying α ≥
Remark 1.1. In Tsuge [28] , the initial data satisfies
, the existence result of [28] is included in Theorem 1. 
holds for any function Φ ∈ C 1 0 ([0, +∞) × [0, +∞)) and for any weak convex entropy pair (η, q), the inequality
holds in the sense of distributions. Remark 1.3. It is noted that the origin belongs to the support of Φ(x, t) in (1.9). Thus, the origin is included.
The precise statement of second result is stated as follows. 
then there exists a global entropy solution of (1.3) and (1.5) satisfying
where C depends on M.
Remark 1.4. Theorem 1.2 means that if the blast wave initially moves outwards and ρ θ and u = m ρ initially decay to zero with certain rates near origin, then they tend to zero with same rates near the origin for any positive time.
Remark 1.5. In Theorem 1.2, the initial data can be allowed to tend to infinity at far field. [3] . This corresponds to the case c = 0 in Theorem 1.2.
The main ingredient in proving Theorem 1.1 is how to get the uniform estimates of viscosity solutions independent of viscosity ε and time t. In fact, the viscosity solutions are uniformly bounded through a maximum principle for parabolic system, see Lemma 2.1 below. Roughly speaking, we first add viscous perturbation on the system (1.3) and get a viscous system (3.1), which can be reduced into a decoupled system (3.3) of the Riemann invariants. Unfortunately Lemma 2.1 can not be directly applied since the coefficients a 12 and a 21 of Lemma 2.1 may not be negative in the system (3.3), while they have to be negative for the application of the lemma. The key point is to introduce modified Riemann invariants to derive a new system (3.6) in which the coefficients have desired sign. To prove Theorem 1.2, we first introduce a space scaling transformation for both variables ρ =ρx c , m =mx d and space coordinate ξ
, see section 4 below. Then we add viscous perturbations (ερ ξξ , εm ξξ ) on the new system for (ρ,m). Again using Lemma 2.1, we get desired uniform estimates of viscosity solutions in dependent of viscosity ε and time t.
The present paper is organized as follows: In Section 2, we construct approximate solutions by adding viscosity and some preliminaries are given. In Section 3, we first obtain the uniform upper bounds independent of viscosity ε and time t for the viscosity solutions and then prove the H −1 loc compactness for entropy-entropy flux pairs, and finally Theorem 1.1. Section 4 is devoted to Theorem 1.2, i.e., the existence of entropy solutions with spherical symmetry.
Preliminaries and Formulations
We first introduce some basic facts for the system (1.3). The eigenvalues are
where θ = γ−1 2 , and the corresponding right eigenvectors are
The Riemann invariants (w, z) are given by 
is a strictly convex entropy pair. As shown in [15] and [16] , any weak entropy for the system (1.3) is
Now, we will introduce a revised version of the theory of invariant region which is essentially based on the maximum principle for parabolic equation, see [27] .
T ] be any bounded classical solutions of the following quasilinear parabolic system
where
and the source terms
Here µ i , a ij are bounded with respect to 
Then for any
3. Proof of Theorem 1.1 3.1. Uniform upper bound estimate. We approximate (1.3) by adding artificial viscosity as follows.
where α, M 2 are some positive constants, which will be determined later. We consider 
where j ε is the standard mollifier with small parameter ε > 0. Next we will derive the uniform bound of the viscosity solutions by the maximum principle, i.e., Lemma 2.1. Based on the Riemann invariants w and z, we transform (3.1) into the following form:
From the initial condition (1.7), we set the non-negative control functions (φ, ψ):
where C is a positive constant, which will be determined later. Then a simple calculation shows that
Define a modified Riemann invariants (w,z) as
We shall use Lemma 2.1 to showw ≤ 0 andz ≥ 0 for any time. Inserting (3.4) into (3.3) yields the equations forw andz :
(3.5)
Note that
The system (3.5) becomes
A direct computation gives
To ensure R 1 ≤ 0, it is sufficient to show that
By Cauchy-Schwartz inequality, we have
Since x ≥ 1, choosing M 1 =M 1 + 1 and C large enough, (3.7) holds, thus R 1 ≤ 0.
We now turn to the term R 2 . Denote β = α θ(N −1) . By a direct calculation, we have
(3.8)
Choosing C sufficient large and ε small such that C > (α 2 + 2α)M 2 and using θ ∈ (0, 1], we get that the second term of right hand side of (3.8) is non-negative. To ensure R 2 ≥ 0, it remains to guarantee that
which holds for any
where 
Hence we obtain
This gives the following Theorem 3.1. 
where α ≥
3.2. Lower bound estimate of density. From the above argument, we know that the velocity u = m ρ is uniformly bounded, i.e., |u| ≤ M 1 . The lower bound of density can be derived as in [18] , but we introduce a different treatment for estimating a priori lower bound for solutions of heat equations with general source terms. Set e = ln ρ, and we can get a scalar equation for e, that is,
From the initial-boundary value of (3.2), we have e| t=0 = ln ρ ε 0 (x), e| x=1 = ln ρ ε 0 (1), e| x=b = ln ρ ε 0 (b). Then it follows from (3.11) that
To the best of our knowledge, we found no literature that ever stated the following Lemma to obtain the lower bound of density.
Lemma 3.1. Assume that w is a classical solution of heat equation:
where f 1 (x, t) ≥ 0, f 2 (x, t) and h(x, t) are bounded smooth functions and ϕ(x) is a bounded function. Then, there exits a positive constant C(a, b, ε, t), s.t.,
w ≥ −C(a, b, ε, t).
Proof: the proof is given in Appendix.
By applying Lemma 3.1, for
From the local existence of solutions, the upper and the lower bound of density, we can conclude the following theorem. 
H −1
loc compactness of the entropy pair. For any T ∈ (0, ∞), let Π T = (1, +∞) × (0, T ). We consider the entropy dissipation measures
where (η, q) is any weak entropy-entropy flux pair whose formula is given in (2.6). We will apply Murat Lemma to conclude that the entropy dissipation measures in (3.13) lie in a compact set of H −1
ρ for simplicity. Let K ⊂ Π T be any compact set and choose ϕ ∈ C ∞ c (Π T ) such that ϕ| K = 1 and 0 ≤ ϕ ≤ 1. When ε is small, K ⊂ (1, b(ε)) × (0, T ). Multiplying (3.1) by ∇η * ϕ with η * being the mechanical entropy in (2.5), we obtain
(3.14)
Thus we have arrived that
Note that when γ > 2, ρ γ−2 ρ 2 x is degenerate near ρ = 0. For simplicity, we assume that 1 < γ ≤ 2. For any weak entropy-entropy flux pairs given in (2.6), as in (3.14), we have
From (3.15), it is obvious that J 1 is compact in H −1 loc (Π T ). Note that for any weak entropy, the Hessian matrix ∇ 2 η is controlled by ∇ 2 η * (see [15] ), i.e.,
then J 2 is bounded in L 1 loc (Π T ) and then compact in W −1,ν loc (Π T ) by the embedding theorem, for some 1 < ν < 2. Similarly, J 3 and J 4 are bounded in L 1 loc (Π T ). Thus
On the other hand, η t + q x is bounded in W −1,∞ loc (Π T ). With the help of Lemma 3.2, we conclude that
18) for all weak entropy-entropy flux pairs.
Remark 3.1. We are focusing on the uniform bound of ρ and m. In the above argument, (3.18) still holds for the case that 2 < γ ≤ 3 by a similar argument of [31] . See also [18] . We assume 1 < γ ≤ 2 for simplicity.
3.4. Entropy solution. By (3.18) and the compactness framework established in [9, 11, 15] , we can prove that there exists a subsequence of (ρ ε , m ε ) (still denoted by (ρ ε , m ε )) such that [5, 6, 28, 29] , we can prove that (ρ, m) is an entropy solution to the initial-boundary value problem (1.4) and m| x=1 = 0 in the sense of the divergence-measure fields introduced in [4] . Therefore Theorem 1.1 is completed. Take d = (θ + 1)c > 0, the system (1.3) can be rewritten as
We approximate (4.2) by adding artificial viscosity as follows:
3)
The initial-boundary value conditions are given as follows:
where j ε is the standard mollifier and χ is the characteristic function. As in the proof of Theorem 1.1, the key point is to derive the uniform upper bound of the approximate solutionρ andm. By the definition of Riemann invariants, we have
Similarly, we have
It is obvious that the system (4.3) is equivalent to the following system
By the rescaled Riemann invariantsw andz, we have
Set the control functions (φ, ψ) = (M 3 , 0) and assume that
Define the modified Riemann invariants (ŵ,ẑ) aŝ
The system (4.6) becomes
By the initial and boundary data (4.4) and maximum principle Lemma 2.1, we havẽ w(ξ, t) ≤ C,z(ξ, t) ≥ 0, which implies that 0 ≤ρ(x, t) ≤ C, 0 ≤m(x, t) ≤ Cρ(x, t).
i.e.
where C depends on M 3 , but not on T. Thus we have 
then the solution of (4.5) and (4.7) satisfies
where C depends on M 3 , but not on T.
4.2.
Lower bound estimate. When c − d + 1 = 0, setṽ = lnρ, then we get a scalar equation forṽ,ṽ t +ṽ ξũ +ũ ξ = εṽ ξξ + εṽ
Note that the velocityũ =m ρ is uniformly bounded, i.e., |ũ| ≤ C, and
following the same way in Subsection 3.2, we can show thatρ ≥ e −C(ε,t) . A similar argument can be applied to the case when c − d + 1 = 0. Consequently, we conclude that Theorem 4.2. For any time T > 0, there exist positive constants C and ε 0 such that for 0 < ε < ε 0 , the initial-boundary value problem (4.3)-(4.4) admits a unique classical solution satisfying
where C is independent of x and T . Since the proof is almost the same as in subsection 3.3, we omit it here.
4.4. Entropy solution. By (4.15) and the compactness framework established in [9, 11, 15] , we can prove that there exists a subsequence of (ρ ε , m ε ) (still denoted by (ρ ε , m ε )) such that ρ , are integrable near the origin with respect to x. As in [5, 6, 28, 29] , we can prove that (ρ, m) is an entropy solution to the problem (1.3) and the test function Φ(x, t) can contain the origin. Therefore, Theorem 1.2 is completed. It is remarked that the entropy solution obtained above is exactly the entropy solution to the Cauchy problem of isentropic gas dynamics system with spherical symmetry.
Appendix
Proof of Lemma 3.1: We decompose w into w = It is obvious that w 2t − εw 2xx = f 2 (x, t) and w 3t − εw 3xx = h x (x, t). Thus w = , then Γ x is integrable with respect to ξ and τ up to time T > 0. From (5.5), we obtain that w 2 and w 3 are bounded. Moreover, they are also bounded on the boundary x = a, b. We then turn to the problem (P 0 ) and find that its solution w 0 is bounded. For the problem (P 1 ), the solution w 1 ≥ 0 due to f 1 (x, t) ≥ 0. Therefore, the proof of Lemma 3.1 is completed.
