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We propose a new quantum transition-state theory for calculating Fermi’s golden-rule rates in complex mul-
tidimensional systems. This method is able to account for the nuclear quantum effects of delocalization,
zero-point energy and tunnelling in an electron-transfer reaction. It is related to instanton theory but can
be computed by path-integral sampling and is thus applicable to treat molecular reactions in solution. A
constraint functional based on energy conservation is introduced which ensures that the dominant paths con-
tributing to the reaction rate are sampled. We prove that the theory gives exact results for a system of crossed
linear potentials and also the correct classical limit for any system. In numerical tests, the new method is
also seen to be accurate for anharmonic systems, and even gives good predictions for rates in the Marcus
inverted regime.
I. INTRODUCTION
One of the most successful approaches for deriving
new quantum transition-state theories1–7 is by connec-
tion to semiclassical instanton rate theory.8–10 This the-
ory can be rigorously derived as an asymptotic approx-
imation to the exact rate constant,11,12 and the ring-
polymer representation of the instanton can be employed
to study polyatomic reactions in the gas phase.4,13,14 This
makes semiclassical instanton theory a remarkably effi-
cient and accurate method for studying quantum tun-
nelling in molecules and clusters.15–25
For the atomistic simulation of reactions in solution,
the semiclassical instanton method is no longer appli-
cable, but an alternative method is provided by ring-
polymer molecular dynamics (RPMD).26–29 The excel-
lent accuracy achieved by RPMD rate theory can be
explained by its connection to instanton theory, as the
instanton can be shown to be equivalent to the domi-
nant ring-polymer configuration sampled by the RPMD
scheme.4 RPMD can of course also be used to simulate
gas-phase reactions30,31 where it has been shown that it
gives a similar level of accuracy to that of the instanton.32
In this paper, we shall study reactions in the nonadi-
abatic limit, for which a typical case is electron trans-
fer accompanied by a reorganization of the solvent
environment.33 A simulation requires the consideration
of at least two electronic states, and hence one cannot
use the Born-Oppenheimer (BO) approximation to study
these processes. Quantifying the rate of such reactions
is challenging, but instrumental in understanding redox
processes in chemical and biological systems.34 Nuclear
quantum effects such as tunnelling can play a signifi-
cant role in these reactions,35–37 as has been experimen-
tally confirmed by large room-temperature kinetic iso-
tope effects.38
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The celebrated Marcus theory39–41 provides an ap-
proximate solution to the rate of an electron-transfer
reaction by assuming that the nuclei can be described
by classical statistical mechanics and that the resulting
free-energy curves are harmonic. Although extensions
have been proposed to extend Marcus theory beyond the
classical approximation, many of them rely on an un-
derlying assumption that the system can be described
by a spin-boson model.42 Hence there is a need for a
full-dimensional atomistic simulation approach which is
applicable to study electron-transfer processes in liquid
systems including nuclear quantum effects. We shall de-
rive a new quantum transition-state theory to treat such
processes, using a connection to semiclassical instanton
theory to guide our derivation.
In this paper, we shall consider the rate of population
transfer from the reactant electronic state, |0〉, to the
product electronic state, |1〉, at a temperature defined by
β = (kBT )
−1. The total Hamiltonian of the system is
given by
Hˆ = Hˆ0 |0〉〈0|+ Hˆ1 |1〉〈1|+ ∆
( |0〉〈1|+ |1〉〈0| ). (1)
Each diabatic state, |n〉, has an associated nuclear Hamil-
tonian, Hˆn = pˆ
2/2m + Vn(xˆ), which for the purpose
of simplifying the presentation we shall first consider to
be one-dimensional and extend the approach to multidi-
mensional systems in Sec. V. We shall assume that the
golden-rule limit applies, in which the coupling, ∆, be-
tween these electronic states is weak. Fermi’s golden-rule
rate constant is defined as43
k =
2pi∆2
~
Z‡
Z0
, (2)
where Z0 = tr
[
e−βHˆ0
]
is the reactant partition function.
The transition-state partition function is defined as44
Z‡ =
∫
e−βE tr
[
δ(Hˆ0 − E) δ(Hˆ1 − E)
]
dE (3)
=
∫
tr
[
e−Hˆ0τ0/~ δ(Hˆ0 − E) e−Hˆ1τ1/~ δ(Hˆ1 − E)
]
dE ,
(4)
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2where τ0 ≡ τ and τ1 ≡ β~ − τ are imaginary times
corresponding to a particular splitting of the Boltzmann
operator between the reactant and product states. We
shall employ these definitions for τn in terms of τ and β
throughout this paper. Note that because this expression
forces the reactant and product energies to be equal, the
exact golden-rule rate is independent of the choice of τ .45
In previous work, we have rigorously derived a semi-
classical instanton expression for the rate constant of
this reaction.12,46 This approach includes the important
quantum effects of tunnelling, delocalization and zero-
point energy within an ~ → 0 asymptotic approxima-
tion. We have shown how the instanton can be written
as a discretized ring polymer,47 which makes numerical
evaluation of the rate computationally efficient, and have
successfully tested this method on an asymmetric sys-
tem which generalizes the spin-boson model such that
the free-energy curves become anharmonic.48
The instanton is formed of two imaginary-time classical
trajectories, one on each state, joined together to form a
closed ring. The length of time the trajectory travels on
the reactant surface is τ0 whereas its time on the product
surface is τ1. The total time of the instanton path is thus
β~, as in other semiclassical theories which involve the
Boltzmann distribution.8,49 In the instanton approach,
the time τ = τinst is chosen such that the energies of the
two trajectories match. The instanton must therefore
always be located in the vicinity of the crossing seam,
where V0(x) = V1(x), and in fact the two trajectories
join together smoothly on the crossing seam to form a
periodic orbit. Instanton rate theory is exact for a system
of crossed linear potentials, as defined in Appendix B. In
the classical limit, it is well behaved and gives a steepest-
descent approximation to the true classical rate.46
The main disadvantage of semiclassical instanton the-
ories is that they cannot be directly applied to systems
with explicit solvents. This is because there would be
such a large number of instanton orbits, each corre-
sponding to a different configuration of the solvent, that
they could not all be located. Also, if the instantons
are close to each other in configuration space, the indi-
vidual steepest-descent approximations will overlap with
each other and give a poor estimate of the configuration
integral.50 Taking inspiration from quantum simulations
of liquids,51–54 one sees that a better method would sam-
ple over relevant path-integral configurations in order to
obtain the rate.
Wolynes has developed a theory to predict the golden-
rule rate from a path-integral Monte Carlo simulation,55
which has been employed with atomistic simulations in a
number of applications.35,56 The theory was derived as a
steepest-descent approximation to the flux-flux correla-
tion function with respect to the time variable only. This
is very similar to the derivation of the so-called “quan-
tum instanton” theory in the adiabatic limit described in
Ref. 57. The same theory can also be obtained by an-
alytic continuation of the imaginary free-energy.58 The
resulting method can be computed in terms of an in-
tegral over imaginary-time paths, x(t), with the cyclic
boundary conditions, x(0) = x(β~). The paths are split
over the two potential-energy surfaces according to the
variable τ and have action Sτ [x(t)], which is defined later
in Eq. (9). The value of τ is chosen to minimize the inte-
gral. However, Wolynes theory is not directly connected
to semiclassical instanton theory, and as well as sam-
pling configurations near to the crossing seam, it also in-
cludes configurations far away. Like the adiabatic quan-
tum instanton approach,6 it does not tend to the correct
classical limit in general anharmonic systems.47 We are
thus interested in deriving a new path-integral sampling
scheme that demonstrates a stronger connection to semi-
classical instanton theory.
We would like to obtain a new approach which samples
over paths subject to a constraint such that the integral
is dominated by the instanton-like configurations near
the crossing seam. Like other quantum transition-state
theories,1–5 it should not perform real-time propagation
but be based only on a constrained imaginary-time path-
integral simulation. In adiabatic quantum transition-
state theories, the constraint is typically the centroid of
the path integral,1,2 or generalizations of this which in-
clude higher normal modes.3–5 In Ref. 4, it was shown
that the optimal dividing surface passes through the in-
stanton and in this way the semiclassical instanton rate
can be related to quantum transition-state theory and
hence to RPMD.
In order to obtain such a method, we shall need to
introduce a constraint functional which is obeyed by in-
stanton configurations. Following Ref. 59, we suggest us-
ing a constraint which forces the energy of the reactant
and product states to be equal. We therefore propose a
new theory, called golden-rule quantum transition-state
theory (GR-QTST), in which the rate constant is defined
by Eq. (2) with the ansatz
Z‡ ≈ β e−φ(τ∗)/~, (5)
where, written in path-integral notation,60 the effective
action, φ(τ), is defined as
e−φ(τ)/~ =
∮
e−Sτ [x(t)]/~ δ(στ [x(t)])Dx(t). (6)
The dimensionless constraint functional, στ [x(t)], will be
defined below such that it forces the energy of the re-
actant and product to match for every path in the en-
semble. Our derivation will rely on the idea that the
method should predominantly sample the instanton tra-
jectory and fluctuations nearby. Therefore only paths
in the region around the crossing seam, including the
instanton configuration itself, should be located on the
constraint hypersurface, στ [x(t)] = 0.
In this paper, we shall obtain a definition for an
appropriate constraint functional which has these re-
quired properties. Rather than variationally optimizing
a constraint based on centroids and ring-polymer normal
modes, we shall use the physically suggestive constraint
3that the energy of the reactants and products must be
equal. We shall show how the resulting method tends to
the correct classical limit for high temperatures or heavy
masses. A ring-polymer discretization, which makes the
method applicable to complex multidimensional systems,
will also be presented. We shall investigate a number of
model systems for which exact results are available for
comparison and will apply the method to atomistic sim-
ulations in future work.
II. THEORY
In this section, we define the action functional,
Sτ [x(t)], and derive a constraint functional, στ [x(t)], with
the properties required for the new GR-QTST method.
In order to make the argument as clear as possible, we
first treat a one-dimensional system. The advantage of
using path-integral approaches is that they easily general-
ize to multidimensional systems and the necessary extra
steps are outlined in Sec. V.
We shall employ the Lagrangian formalism of classi-
cal mechanics and its extension to quantum mechanics
provided by Feynman’s path-integral theory.60 The La-
grangian for imaginary-time dynamics in the electronic
state |n〉, corresponding to the Hamiltonian Hˆn, is
Ln ≡ Ln(x, x˙) = 12mx˙2 + Vn(x). (7)
Note that the sign of the second term is opposite
from that of the usual expression as it is known that
imaginary-time dynamics is equivalent to classical dy-
namics with an inverted potential.49
The most important functional is the Euclidean action,
which is defined as
Sn[x(t)] =
∫ τn
0
Ln
(
x(t), x˙(t)
)
dt. (8)
A path for which Sn[x(t)] is stationary is called a trajec-
tory and is denoted x˜(t).61
Two open-ended paths are combined into a ring, x(t),
such that x(0) = x(β~), where imaginary time, t, runs
from 0 to τ on the reactant state and from τ to β~ on
the product. The total action is the sum of the individual
actions of each of these paths,
Sτ [x(t)] = S0[x(t)] + S1[x(τ + t)], (9)
where the time integral is from 0 to τ on the reactant
and from τ to β~ on the product. The coordinates where
the path hops from one state to another are
x′ ≡ x(0), x′′ ≡ x(τ). (10)
Solving a set of equations, ∂∂x′ Sτ [x˜(t)] = 0,
∂
∂x′′ Sτ [x˜(t)] = 0 and
∂
∂τ Sτ [x˜(t)] = 0 yields a special tra-
jectory, with x˜(t) = xinst(t) and τ = τinst. This clas-
sical trajectory is called the instanton and it hops at
x′inst = x
′′
inst = x
‡, where x‡ is defined as the crossing
point of the diabatic surfaces, such that V0(x
‡) = V1(x‡).
That the derivative of the action with respect to τ is
zero ensures that the two trajectories of the instanton
have the same energy.46 Our formulation of GR-QTST is
motivated by a similar energy-matching constraint.
As will become apparent, it will be necessary to rewrite
the Lagrangian in terms of a generalized coordinate, q ≡
q(x). The Euler-Lagrange equation which is satisfied by
trajectories, q˜(t) ≡ q(x˜(t)), is
∂
∂t
(
∂Ln
∂q˙
)
=
∂Ln
∂q
for q = q˜ and q˙ = ˙˜q, (11)
where the conjugate momentum of the new coordinate is
∂Ln
∂q˙
= mx˙
∂x˙
∂q˙
= mx˙
∂x
∂q
(12)
and the right-hand side is
∂Ln
∂q
= mx˙
d
dt
(
∂x
∂q
)
+
∂Vn
∂q
= −mx˙
(
∂q
∂x
)−1
∂2q
∂x2
(
∂q
∂x
)−1
x˙+
∂Vn
∂x
(
∂q
∂x
)−1
.
(13)
Following standard manipulations discussed in many
classical mechanics text books, it can be shown that
the instantaneous energy, here defined as En(q, q˙) =
−∂Ln∂q˙ q˙ + Ln, is conserved along a trajectory, q˜(t), as
its time-derivative is zero if the Euler-Lagrange equation
is obeyed. There is, however, no unique definition for
a functional reporting on the energy of a non-classical
path, q(t). One possible measure is the average of the
instantaneous energy along the path:
E¯thn [x(t)] =
1
τn
∫ τn
0
En(q, q˙) dt (14a)
=
1
τn
∫ τn
0
[
−1
2
∂Ln
∂q˙
q˙ + Vn(x)
]
dt. (14b)
This is known as the thermodynamic estimator as it can
also be derived from the derivative with respect to β of
the partition function. There are however other function-
als which can be designed to report on the energy of a
path. The only requirement is that they return the cor-
rect energy for trajectories, but may give different results
for a non-classical path.
At first, we attempted to use the thermodynamic esti-
mator, Eq. (14), to define the constraint functional
σthτ [x(t)] = β
(
E¯th0 [x(t)]− E¯th1 [x(τ + t)]
)
, (15)
but found that although the instanton is located on
the constraint hypersurface, it also allows non-instanton
paths to dominate the sampling, as shown in Fig. 1. The
thermodynamic energy contains a minus sign in front of
4the kinetic-energy term and thus this constraint may al-
low for sampling of highly-stretched paths which are un-
physical. To avoid this problem, it is necessary to remove
all terms involving x˙.
Thus we shall use classical-mechanical considerations
to obtain a different energy functional in such a way that
it does not change the result for the instanton trajecto-
ries, but which is not defined in terms of x˙. This fol-
lows a similar derivation to the virial theorem in classi-
cal statistical mechanics and a similar strategy has been
applied previously to path-integrals to get virial energy
estimator.62–64
First we integrate Eq. (14b) by parts to get
E¯thn [x(t)] = −
1
2τn
∂Ln
∂q˙
q
∣∣∣∣τn
0
+
1
τn
∫ τn
0
[
1
2
d
dt
(
∂Ln
∂q˙
)
q + Vn(x)
]
dt.
(16)
The first term in the integrand will be modified by apply-
ing the Euler-Lagrange equation, Eq. (11), even though
it is not obeyed by a non-classical path. We shall also
choose to define q(x) such that for the instanton trajec-
tory q′inst ≡ q(x′inst) = 0 and q′′inst ≡ q(x′′inst) = 0, and
thus the boundary terms can be neglected. This gives
the definition of the virial energy functional,
E¯vn[x(t)] =
1
τn
∫ τn
0
[
1
2
∂Ln
∂q
q + Vn(x)
]
dt. (17)
The two energy estimators are equal only for an instan-
ton trajectory: i.e. E¯thn [xinst(t)] = E¯
v
n[xinst(t)]. Their
value is also equal to the instantaneous classical energy
En(qinst, q˙inst) at all points along the instanton trajec-
tory.
One can now see that it was necessary to change to the
generalized coordinate system so that we could ignore the
boundary term. In order to choose the form of q(x) cor-
rectly, we take into consideration all knowledge that we
have about the instanton in general. We have already dis-
cussed that the energies of the two trajectories are equal,
E0 = E1, and are using this fact to define the constraint.
We also know that the instanton hops between electronic
states at the crossing point where V0(x) = V1(x), and
this information can be used to obtain a definition for
q(x).
One choice for the generalized coordinate might be
q(x) = V−(x) ≡ V0(x) − V1(x). This obviously goes to
zero at the ends of the instanton as required. The defi-
nition also has a physical interpretation as this is often
used as the reaction coordinate in classical simulations
of electron-transfer reactions.33,65,66 However, in general,
because ∂
2q
∂x2 6= 0 it will give a complicated form for ∂Ln∂q
(see Eq. (13)) which involves the x˙ terms which we are
trying to remove. A better choice is its linearized form:
q(x) = V−(x+) +∇V−(x+)(x− x+), (18)
which is a first-order Taylor expansion around x+ ≡
1
2 (x
′ + x′′). This is also a suitable definition for the gen-
eralized coordinate as it clearly goes to 0 at the hopping
points of the instanton as required. Note that this ap-
proach does not require knowledge of the location of the
crossing seam which would not in general be known for
a complex multidimensional system.
This generalized coordinate transform gives a simple
form for ∂Ln∂q = ∇Vn(x)
(∇V−(x+))−1 and hence
E¯vn[x(t)] =
1
τn
∫ τn
0
[
1
2
∇Vn(x)
(
x− s(x+)
)
+ Vn(x)
]
dt,
(19)
where s(x+) = x+ − V−(x+)∇V−(x+) . For systems where V−(x)
is linear, which includes the spin-boson model, s(x+) will
be defined at exactly the crossing point, x‡, for all paths.
We choose to define the constraint functional for GR-
QTST in terms of the virial energy as
στ [x(t)] =
2
3β
(
E¯v0 [x(t)]− E¯v1 [x(τ + t)]
)
. (20)
The factor of β is included in the definition so as to
make the functional dimensionless and the factor of 23
ensures that the method tends to certain important lim-
its as shown in Appendices A and B.
The GR-QTST proposed in this paper gives the cor-
rect rate for all systems in the classical limit, as shown in
Appendix A. It gives the exact quantum rate in the case
of a system of crossed linear potentials. This is proved in
Appendix B. This suggests that within the ansatz of our
new method, we have chosen the correct functional form
for στ [x(t)]. Had we, for instance, allowed the boundary
terms to remain or not performed the virial transforma-
tion, the proof would no longer hold. Note that our choice
of coordinate transform is however not unique in general.
There will be other definitions of q(x) with the correct
properties which in the case of a linear model or classical
limit reduce to give the correct result. In future work,
we shall test other forms of the generalized coordinate to
explore possible improvements to the method.
III. RING-POLYMER REPRESENTATION
In order to apply the GR-QTST method to com-
plex systems for which analytical results are not avail-
able, one discretizes paths into N ring-polymer beads,
x = {x1, . . . , xN}.51 Between neighbouring beads, there
are N0 intervals describing dynamics of the reactant sys-
tem and N1 ≡ N − N0 of the product system. The
functionals become functions of the positions of the ring-
polymer beads, which we obtain by using finite differ-
ences for time derivatives and the trapezoidal rule on the
integrals over time. In this representation, the total ac-
5tion, equivalent to Eq. (9), is given by
Sτ (x) =
N0∑
i=1
mN0
2τ0
|xi − xi−1|2 + τ0
2N0
(
V0(xi) + V0(xi−1)
)
+
N∑
i=N0+1
mN1
2τ1
|xi − xi−1|2
+
τ1
2N1
(
V1(xi) + V1(xi−1)
)
(21)
with cyclic indices such that x0 ≡ xN .
With this definition, there are two simple discretiza-
tion schemes. The first is defined to keep the N0 :N1 ratio
fixed as τ is varied, which leads to unequal spring force
constants around the ring polymer. This is the scheme
used in our ring-polymer instanton approaches.47,48 The
second is to vary the ratio N0 :N1 with τ so as to preserve
the equality τ0/N0 ≡ τ1/N1. In the limit of N → ∞,
the same results will be obtained by either method al-
though the convergence with respect to N appears to be
slightly better for the first approach, especially when τ
approaches its extremes of 0 or β~. However, the second
approach, which is similar to the discretization scheme
proposed by Wolynes,55 may be simpler to implement in
a computationally efficient atomistic simulation and is
the approach employed in this paper.
The ring-polymer version of the constraint function,
Eq. (20), is
στ (x) =
2
3β
(
E¯v0 (x0, . . . , xN0)− E¯v1 (xN0 , . . . , xN )
)
(22)
with the virial energy on each state defined by
E¯vn(x0, . . . , xNn) =
1
2Nn
Nn∑
i=1
[
Vn(xi) + Vn(xi−1)
+
1
2
∇Vn(xi)
(
xi − s(x+)
)
+
1
2
∇Vn(xi−1)
(
xi−1 − s(x+)
)]
,
(23)
where x+ ≡ 12 (x0 + xN0). There may of course be other
finite-difference formulae which have better convergence
with N →∞, but we found that this one worked well for
a reasonably small value of N .
The path integral in Eq. (6) becomes the following con-
strained configuration integral over the ring polymer:
e−φ(τ)/~ = Λ−N
∫
e−Sτ (x)/~ δ(στ (x)) dx, (24)
with the normalization constants Λ =
√
2piβ~2/mN .60
The rate constant of the GR-QTST method is then de-
fined by Eq. (2) with the approximation of Eq. (5) and
the definitions Eqs. (22) and (24). The reactant parti-
tion function is defined in the usual way as
Z0 = Λ
−N
∫
e−Sβ~(x)/~ dx, (25)
with N0 = N and N1 = 0.
The GR-QTST method is defined using the virial en-
ergy estimator. However, for comparison, we note that
the thermodynamic estimator in ring-polymer form is
E¯thn (x0, . . . , xNn) =
1
2Nn
Nn∑
i=1
[
Vn(xi) + Vn(xi−1)
− mN
2
n
τ2n
|xi − xi−1|2
]
. (26)
This is used to define the thermodynamic constraint,
which however should not be used in the GR-QTST
ansatz as we shall show.
Wolynes theory55 is based on an unconstrained path-
integral simulation and defines the rate constant by
Eq. (2) with the ansatz
Z‡ ≈
[
−2pi~ ∂
2φu
∂τ2
]− 12
τ=τ∗
e−φu(τ
∗)/~ (27a)
e−φu(τ)/~ = Λ−N
∫
e−Sτ (x)/~ dx, (27b)
where τ∗ is chosen to maximize the effective action,
φu(τ
∗).
A probability distribution of the sampled configura-
tions is plotted in Fig. 1 for both the thermodynamic and
virial constraints, as well as for an unconstrained version.
As shown in the insets, even for values of τ far from
τinst, configurations obtained with the virial constraint
resemble instanton-like configurations localized close to
the crossing seam, x‡. However configurations sampled
using either the thermodynamic constraint or without
constraint can be found far away. As expected, the un-
constrained simulation samples configurations which do
not require that the energy of beads on the reactant and
product surfaces match and which are thus clearly un-
physical descriptions of the reaction. In each case, simu-
lations carried out at τ = τinst do sample the instanton,
but the unconstrained simulation as well as simulations
performed using the thermodynamic constraint also sam-
ple a much wider set of configurations which are not local-
ized at the crossing seam. Therefore results using these
two approaches, unlike when using the virial constraint,
may be contaminated by unphysical configurations.
We next study the behaviour of the action with re-
spect to τ . There exists a point, x?, for each value of τ
between 0 and β~ which minimizes the action, Sτ (x?),
while obeying the constraint. The constrained minimiza-
tion is performed by introducing a Lagrange multiplier,
µ, and solving the following (N + 1) equations:67
∇Sτ (x?)− µ∇στ (x?) = 0 (28a)
στ (x
?) = 0 , (28b)
where ∇ denotes the derivative with respect to x. Note
that for τ = τinst, the solution x
? represents the ring-
polymer instanton configuration, xinst(t), but is other-
wise a non-classical path.
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FIG. 1. Density plots of the relative free energy, Fτ (E) =
− log pτ (E), over a range of τ values. pτ (E) is the probabil-
ity density of finding the average hopping point, x+, with
the polarization E ≡ 1
2
V−(x+) at a given τ obtained from
path-integral sampling with (a) no constraint, (b) the ther-
modynamic constraint, and (c) the virial constraint. (Note
that here the probability is normalized for each value of τ such
that
∫
pτ (E) dE = 1.) This system is the one-dimensional har-
monic model defined in Sec. V B, with /λ = 0.5 and no bath
modes. For this system, τinst/β~ ≈ 0.79. The regions which
are rarely sampled are coloured yellow whereas the commonly
sampled regions are blue. The crosses signify the instanton
configurations. The insets show the path with the minimal
action at the indicated values of τ and E . The x-axis of the
insets is the nuclear configuration, x, and the y-axis shows
the potential-energy surfaces and the instantaneous energy of
the beads.
As an example, we choose a one-dimensional biased
system in which both potential-energy surfaces are har-
monic. In Fig. 2, we plot the value of the action, Eq. (21),
after performing a constrained minimization for different
values of τ . The function Sτ (x
?) is almost flat for this
x
FIG. 2. Minimized actions, Sτ (x
?), with and without con-
straints for various values of τ are compared for the one-
dimensional harmonic system used in Figure 1. The mini-
mizations were performed with N = 50. The black dot in-
dicates the action corresponding to the ring-polymer instan-
ton configuration computed using the same number of path-
integral beads.
system, and in fact, as shown in Appendix B, it becomes
perfectly flat in the limiting case of the crossed linear
model. When τ is equal to its value at the instanton,
τinst, the value of Sτ (x
?) is equal to the instanton action,
Sinst.
Had we minimized Sτ (x) without the constraint, this
function would be strongly dependent on τ , as shown by
the dashed line. Even with the thermodynamic energy
constraint the action still varies over orders of magnitude
depending on τ . Both Figures 1 and 2 show clearly that
only by using the virial energy constraint can we say that
there is a strong connection to the instanton result for
any value of τ .
IV. PATH-INTEGRAL MONTE CARLO
IMPLEMENTATION
Here we employ a Monte Carlo importance sam-
pling approach based on an extension of the ring-
polymer transition-state sampling methods used in pre-
vious work.4,27 It would also be possible to compute the
GR-QTST integral using thermodynamic integration and
Metropolis Monte Carlo68 or path-integral molecular dy-
namics schemes.69 This will be necessary to extend our
method to the atomistic description of liquids, and we
shall discuss such applications in future studies.
7A. Importance sampling
After locating the constrained minimum, x?, for a
given τ value, as described in Sec. III, we shall perform
a coordinate transformation similar to a normal-mode
transformation. In order to do this, we start by expand-
ing our total action as a Taylor series around this point:
Sτ (x) = Sτ (x
?) +∇Sτ (x?) · (x− x?)
+ 12 (x− x?) ·∇2Sτ (x?) · (x− x?) + · · · (29)
and
στ (x) =∇στ (x?) · (x− x?) + · · · . (30)
In what follows, we do not truncate the series, so no
approximation is made.
The transformation shall be defined by the orthogonal
matrix U , such that the first column is a vector paral-
lel to ∇στ (x?), i.e. Ui1 = ∇iστ (x?)|∇στ (x?)|−1, and
so all other column vectors are orthogonal to this and
normalized.70 We shall make use of the fact that the el-
ements of the vector UT∇στ (x?) are all zero except the
first, i.e.
∑N
i=1 Uij∇iστ (x?) = |∇στ (x?)|δ1j . Then from
Eq. (28a), we have b ≡ UT∇Sτ (x?) = µUT∇στ (x?)
which implies that therefore b1 = µ|∇στ (x?)| and bk = 0
for k = 2, . . . , N .
We have not yet defined the other column vectors of
U . They will be chosen so as to diagonalize a sub-
matrix of A = UT∇2Sτ (x?)U such that Akk′ = δkk′ak
for k = 2, . . . , N and k′ = 2, . . . , N . Because x? is
the constrained minimum, we know that ak > 0 for
k = 2, . . . , N . The coordinate transformation is then
defined as y ≡ UT(x− x?), which gives
Sτ (x) = Sτ (x
?) + b · y + 12y ·A · y + · · · (31a)
= Sτ (x
?) + b1y1 +
1
2A11y
2
1 +
N∑
k=2
A1ky1yk
+
N∑
k=2
1
2aky
2
k + · · · . (31b)
To obtain an efficient Monte Carlo importance sam-
pling scheme for the integral in Eq. (24), we change to
the new coordinates and then multiply and divide by a
set of Gaussian distributions to give
e−φ(τ)/~ = Λ−1
N∏
k=2
√
2pi~
Λ2ak
∫
e−Sτ (x)/~
× e 12~
∑N
k=2 aky
2
k
∣∣∣∣∂στ (x)∂y1
∣∣∣∣−1 P (y) dy, (32)
where here the action Sτ (x) is the full form, Eq. (21). We
have introduced the normalized distribution
P (y) = δ(y1 − y?1)
N∏
k=2
e−aky
2
k/2~√
2pi~/ak
(33)
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FIG. 3. Plot showing the effective action for a
one-dimensional harmonic system computed using GR-
QTST, Eq. (32), and its steepest-descent (SD) approxima-
tion, Eq. (35). The results are scaled by the reactant partition
function, Z0, to ease comparison with the multidimensional
system-bath model presented in Sec. V B. The effective ac-
tion, φinst, of the instanton method, Eq. (36), is marked with
a black dot at τ = τinst. The system is the same as was used in
Figures 1 and 2 and simulations were performed with N = 50.
and defined y?1 such that στ
(
x(y?1 , y2, . . . , yN )
)
= 0. Fi-
nally, note that the term arising from the normalization
of the delta function is given by
∂στ (x)
∂y1
=
N∑
i=1
∇iστ (x)Ui1. (34)
In this form, the integral lends itself well to a Monte
Carlo importance sampling evaluation with P (y) defin-
ing the sampling distribution. For each Monte Carlo
step, yk is sampled from the normal distribution, yk ∼
N (0, ~/ak), for k = 2, . . . , N . Then y1 is set to y?1
which is found by a one-dimensional root search al-
gorithm, starting from a guess which solves the first-
order equation 0 = στ (xMC) +∇στ (xMC) ·U · y, where
xMC = U · (0, y2, . . . , yN ) +x?. For the simulations per-
formed using the virial constraint, the guess obtained
from solving this equation analytically was always very
close to the correct root and thus there was no problem
in obtaining y?1 numerically.
In the N → ∞ limit and within statistical error, the
Monte Carlo importance sampling scheme outlined above
introduces no extra approximations into the GR-QTST
method. It is the approach which we shall use to test
the method on model systems for which analytical re-
sults are not available. However, one could also obtain
a steepest-descent approximation to Eq. (32) by ignoring
higher-order terms in Eqs. (29) and (30), which would be
exact only for the linear system. This gives y?1 = 0 and
makes the exponent independent of yk for k = 2, . . . , N .
8Therefore
e−φSD(τ)/~ = Λ−1
N∏
k=2
√
2pi~
Λ2ak
|∇στ (x?)|−1 e−Sτ (x?)/~.
(35)
Using Eq. (35) in Eqs. (2) and (5) gives a steepest-descent
approximation to the GR-QTST rate.
For comparison, under the ring-polymer instanton for-
malism, the effective action, φinst, is defined at τ = τinst
as follows:46
e−φinst/~ = β−1
N∏
k=1
√
2pi~
Λ2ak
[
−2pi~d
2Sinst
dτ2
]− 12
τ=τinst
e−Sinst/~,
(36)
where ak are the eigenvalues of A and Sinst is the action
corresponding to the instanton trajectory. The instanton
rate is given by Eq. (2) with the ansatz Z‡ ≈ β e−φinst/~.
This formulation is clearly related to the steepest-descent
version of GR-QTST, Eq. (35), and has exactly the same
exponential factor for τ = τinst. There is a minor differ-
ence in the prefactor, just as between a steepest-descent
approximation to ring-polymer transition-state theory
and standard ring-polymer instanton rate theory.4
We are now in a position to make numerical calcu-
lations of GR-QTST for a general system. We choose
to illustrate the method using the example of the one-
dimensional harmonic system, for which results are
shown in Fig. 3.
The effective actions of GR-QTST and its steepest-
descent approximation are very similar. Although the
curves of φ(τ) and φSD(τ) have a different shape due to
subtle differences, they are both seen to be almost inde-
pendent of τ and within one decimal place give the same
numerical value. It is relatively unimportant which value
of τ is used to define the GR-QTST rate because φ(τ) is
approximately independent of this choice. However, for
reasons explained in Appendix C, the ansatz of the new
method is evaluated at τ∗ which maximizes φ(τ∗).
As expected, it is seen that the steepest-descent ap-
proximation, φSD(τ), is in excellent agreement with the
instanton value, φinst, for all values of τ . This is due to
the similarity between Eqs. (35) and (36), and the fact
that the exponent, Sτ (x
?), is exactly equal to Sinst at
τ = τinst and almost constant with respect to τ as shown
in Fig. 2.
Because of these two relationships, GR-QTST is there-
fore also strongly connected to instanton theory and pre-
dicts an effective action similar to φinst at all values of
τ . This is a positive result as instanton theory is rig-
orously derived46 and gives accurate rate predictions for
this type of system.48 In liquids, where many diabatic
crossings exist, both the steepest-descent approximation
to the GR-QTST formula and instanton theory will fail.
However GR-QTST should still be applicable to liquids
and is expected to sample all the crossing seams correctly.
B. One-dimensional anharmonic model
We have given an analytical proof that GR-QTST is
exact for the crossed linear system in Appendix B. To
test the new method on an anharmonic system, we study
a one-dimensional model of the dissociation of a molecule
via an electron transfer, which has been employed to
benchmark rate calculations in previous work.59,71 The
potential-energy surfaces are defined as
V0(x) =
1
2mω
2x2
V1(x) = D e
−2α(x−x0) − . (37)
The parameters are specified in reduced units such that
~ = 1, mass m = 1 and frequency ω = 1. We study the
system with parameters  = 0, D = 2, α = 0.2 and x0
= 5. This is a non-trivial test case because V−(x) has a
nonlinear dependence on x such that s(x+) appearing in
Eq. (23) is not always equal to the crossing point, x‡.
For comparison with GR-QTST, we also present re-
sults from exact, classical, semiclassical and Wolynes the-
ories. The exact rate is found using a wave-function
expansion of Eq. (3) using the known eigenstates of the
harmonic and Morse oscillators.72,73 Semiclassical instan-
ton rates were computed using the formula presented in
Ref. 47. The classical rate for this anharmonic system
is given by Landau-Zener formula74,75 in the golden-rule
limit,59,76
kLZ(T ) =
∆2
~
√
2piβmω2
|∇V0(x‡)−∇V1(x‡)| e
−βV0(x‡) , (38)
where x‡ denotes the crossing point. This formula can be
obtained from the classical limit of the instanton rate46
and takes into account that reactive trajectories might
have positive or negative values of momenta and will con-
tribute equally.76
As shown in Figure 4, the GR-QTST method is accu-
rate at a wide range of temperatures. In the high tem-
perature limit, it tends rigorously to the exact result, as
do classical Landau-Zener and the semiclassical instan-
ton theories. For example, at β = 0.005, the GR-QTST
method demonstrates very small error of about 0.2% in
the rate constant. At lower temperatures, such as at
β = 6, it still gives good predictions but shows slightly
higher error of 8%. Wolynes theory is actually more ac-
curate than GR-QTST for this system at lower tempera-
tures. However, at higher temperatures, Wolynes theory
fails to reproduce the classical limit, and demonstrates an
error of over 41% at β = 0.005. In the classical limit, all
beads should collapse to a point at the crossing between
the two diabatic surfaces.59 However, because the inte-
grand of Wolynes theory does not contain a constraint in
the path integral, it samples many other configurations
as well which contaminate the result47 (see Fig. 1). Al-
though this may be seen as a rather minor problem here,
its unphysical behaviour in the classical limit could have
much more drastic consequences in complex systems.
9FIG. 4. Rate constants calculated for the one-dimensional
anharmonic system defined in Eqs. (37). GR-QTST rates
obtained using Eq. (32) are compared against exact, Eq. (3),
semiclassical instanton (SC), Eq. (36), classical Landau-Zener
(LZ), Eq. (38), and Wolynes, Eqs. (27), theories. N = 100
was used for all path-integral methods.
V. MULTIDIMENSIONAL GENERALIZATION
In this section we generalize the theory presented above
to treat a system with f nuclear degrees of freedom, x =
(x1, . . . , xf ). Each electronic state is thus described by
the Hamiltonian Hˆn =
∑f
j=1 pˆ
2
j/2m + Vn(xˆ). We have
mass-scaled each degree of freedom such that they have
the same effective mass, m.
A. Definition of the multidimensional theory
As before, we use generalized coordinates, q =
{q1, . . . , qf}. The first one is defined similarly to the one-
dimensional case as
q1(x) = V−(x+) +∇V−(x+) · (x− x+), (39)
where x+ =
1
2 (x
′ + x′′) and x′ = x(0) and x′′ = x(τ). The
other generalized coordinates are chosen to be orthogonal
to q1(x) and defined as
qk(x) = vk · (x− x+), for k = 2, . . . , f , (40)
where vk form a set of vectors orthogonal to each other
as well as to ∇V−(x+).
Using the Einstein summation rule, the Lagrangian for
each electronic state can be written Ln =
1
2mx˙j x˙j +
Vn(x), and its derivatives are
∂Ln
∂q˙k
= m
∂xj
∂qk
∂xj
∂qk′
q˙k′ (41)
∂Ln
∂qk
= mx˙j
d
dt
(
∂xj
∂qk
)
+
∂Vn
∂xj
∂xj
∂qk
. (42)
The Jacobian matrix for the transformation, J, has ele-
ments [J]kj =
∂qk
∂xj
and the inverse transformation is given
by
∂xj
∂qk
= [J−1]kj .
The thermodynamic energy functional for a path, x(t),
is given by
E¯thn [x(t)] = −
1
2τn
∂Ln
∂q˙k
qk
∣∣∣∣τn
0
+
1
τn
∫ τn
0
[
1
2
d
dt
(
∂Ln
∂q˙k
)
qk + Vn(x)
]
dt
(43)
and by following the same steps as in Sec. II, the virial
energy functional is found to be
E¯vn[x(t)] =
1
τn
∫ τn
0
[
1
2
∂Ln
∂qk
qk + Vn(x)
]
dt, (44)
where ∂Ln∂qk qk =
∂Vn
∂xj
(
xj − sj(x+)
)
and s(x+) = x+ −
∂x
∂q1
V−(x+). This was derived using the Euler-Lagrange
equation, Eq. (11), for each degree of freedom. As be-
fore, the boundary term can be shown to vanish for
the instanton trajectory because the following relations
are obeyed at the end points: q′inst1 = q
′′
inst1 = 0 and
q˙′instk = q˙
′′
instk = 0 for k = 2, . . . , f . This follows from the
proof in Ref. 46 that the instanton changes state on the
crossing seam and at this point has velocity perpendicu-
lar to the seam, which is in the q1 direction only.
All other formulae given in Sec. III and Sec. IV A are
easily generalized by replacing the scalar x with the vec-
tor x and Λ by Λf . If we also allow the coupling to
become dependent on position, the prefactor ∆2 should
be replaced by ∆(x′)∆(x′′), and moved inside the integral
of Eq. (6).59
The GR-QTST rate tends correctly to the classical
limit also for multidimensional systems. This is because
for short paths, which occur in the classical limit, q1 is
simply V−(x+). This gives στ (x) = βV−(x), which is the
required constraint in this limit,59 similarly to the one-
dimensional case outlined in Appendix A.
B. Application to system-bath model
The new GR-QTST method is applied to a multidi-
mensional system-bath model, and the rates obtained
are compared against existing methods. The potential-
energy surfaces of the system-bath model are defined as
follows,
Vn(x) = Vn(x1) + Vb(x1, . . . , xf ), (45)
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where
V0(x1) =
1
2mΩ
2(x1 + ξ)
2 (46)
V1(x1) =
1
2mΩ
2(x1 − ξ)2 − , (47)
and Vb describes the bath which couples x1 to the other
degrees of freedom:
Vb(x1, . . . , xf ) =
f∑
j=2
1
2mω
2
j
(
xj − cj
mω2j
x1
)2
. (48)
The bath is defined by the Ohmic spectral density,
J(ω) = mγω e−ω/ωc , where mγ is the friction coefficient
and ωc is the cut-off frequency. The bath is discretized
into f − 1 modes as77
J(ω) =
pi
2
f∑
j=2
c2j
mωj
δ(ω − ωj), (49)
where27
ωj = −ωc ln
(
j − 3/2
f − 1
)
(50a)
cj = mωj
√
2γωc
pi(f − 1) . (50b)
The one-dimensional system (f = 1) has no bath and is
thus frictionless, whereas all other systems are dissipative
with the same damping, γ. Note that the Hamiltonian of
this system-bath model is equivalent by unitary transfor-
mation to that of a spin-boson model with Debye spectral
density.78
The system considered in our numerical tests has re-
organization energy λ ≡ 2mξ2Ω2 = 80 kcal mol−1 and
the bias, , is varied from 0 to 2λ. The system fre-
quency is Ω/2pic = 500 cm−1 and the bath cut-off fre-
quency ωc/2pic = 500 cm
−1, where here c is the speed
of light in vacuum. The friction coefficient is defined by
γ~ = 0.001Eh, where Eh is the Hartree energy. This is a
medium strength friction, strong enough to ensure that
the reaction dynamics is incoherent but not too large as
to significantly reduce the rate.79–81 Rates are computed
at a temperature of T = 300 K. Note that the rate for
this system is independent of mass, m.
The classical rate constant, Eq. (A3), of the system-
bath model in the golden-rule limit is given by Marcus
theory as40
kMT =
∆2
~
√
piβ
λ
e−β(λ−)
2/4λ. (51)
The exact Fermi’s golden-rule rate was calculated using
the analytical path-integral expression77 for the flux-flux
correlation function45 and numerically integrated to the
first plateau.35
In previous work, we have shown that instanton the-
ory gives excellent predictions for the rate of the reac-
tion in this model.48 However, the ring-polymer instan-
ton method is not numerically applicable in the inverted
regime because τinst would fall outside of the range [0,
β~]. Nonetheless, one can use analytically obtained in-
stantons to predict semiclassical rates in the inverted
regime for a finite number of beads. To obtain an an-
alytical expression for the instanton rates, we consider
a coordinate transform of the multidimensional system-
bath Hamiltonian to a spin-boson Hamiltonian.78,82 Ωj
are the normal-mode frequencies and ξj are the displace-
ments of the harmonic oscillators that result from this
coordinate transformation. For N beads, the semiclas-
sical instanton rate constant is given by the following
formula:46
k
(N)
SC =
√
2pi~
∆2
~2
[
−d
2S
(N)
inst
dτ2
]− 12
τ=τinst
e−S
(N)
inst/~, (52)
where S
(N)
inst is the action corresponding to an instanton
trajectory discretized with N ring-polymer beads for τ =
τinst, and is defined as
S
(N)
inst = −τ1 −
f∑
j=1
8mξ2j
Υ
(0)
j Υ
(1)
j
Υ
(0)
j −Υ(1)j
, (53)
where Υ
(n)
j =
Nn sinh (ζn,j/Nn)
2τn sinh ζn,j
[cosh ζn,j − 1] and ζn,j =
2Nn arsinh (Ωjτn/2Nn).
83 In our calculations, we chose
to distribute an equal number of beads on the reactant
and product surfaces, i.e. N0 = N1 = N/2. To compute
the rate in Eq. (52), one chooses τinst numerically as the
value of τ which solves ddτ S
(N)
inst = 0.
To calculate the GR-QTST rates, the Monte Carlo
scheme we proposed in Sec. IV A is employed. The im-
portance sampling scheme turns out to be extremely effi-
cient for this problem and we are able to get an extremely
small statistical error of less than 1% with about 104 ran-
dom samples for this system-bath model with 8 degrees
of freedom.
In Fig. 5, we show the form of the effective action, φ(τ),
to investigate its behaviour on adding extra degrees of
freedom. In Appendix C we examined the effect of adding
uncoupled bath modes to the linear crossing model. In
this case where the bath is coupled to the system, the
behaviour is similar in many ways. The effect on φSD(τ)
is to simply shift it to slightly higher values but it remains
approximately flat. However, adding extra degrees of
freedom to the model has a larger effect on φ(τ), which
gets increasingly curved around its maximum with each
additional degree of freedom. The value of τ∗ chosen to
compute the GR-QTST rate is the one which maximizes
these curves, and this value is found at approximately
the same value as for the instanton, τinst. At this point,
the value of φ(τ∗) is very similar to that of the instanton,
φinst, and thus GR-QTST will predict a rate similar to
that of instanton theory as we wanted.
Figure 6 shows the results for this multidimensional
system-bath model for varying degrees of bias, . It is
seen that the semiclassical and GR-QTST methods both
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FIG. 5. The dependence of the effective action on τ for
the system-bath model with /λ = 0.5 and in each case, a
different number of dimensions, f . All calculations were per-
formed using N = 50. GR-QTST results, computed using
Eq. (32), are shown with statistical error bars. The result of
the steepest-descent (SD) approximation, Eq. (35), is included
only for f = 8 as for all multidimensional (f ≥ 2) cases, the
SD approximations to φ(τ) are approximately the same. The
effective actions of the instanton method, φinst, are marked
with dots at τ = τinst for each case, although these lie almost
exactly on top of each other. All results are normalized by the
partition function Z0 to ease comparison with the frictionless
results shown in Fig. 3.
give excellent predictions for the rate both in the nor-
mal and inverted regimes, where  > λ. Because in
this case the reactant and product surfaces are harmonic,
Wolynes theory gives the same result as semiclassical in-
stanton theory. However, neither Wolynes theory nor
ring-polymer instanton theory is numerically applicable
to study nonadiabatic reactions in the inverted regime. It
is therefore particularly interesting that GR-QTST gives
accurate predictions even deep into this regime.
In the inverted regime, the optimal value of τinst which
makes the action stationary is greater than β~. Accord-
ing to the ansatz of GR-QTST the rate should be evalu-
ated at τ∗ = β~, which gives the maximum φ(τ∗) which
can be obtained. As shown in Figure 2, because Sτ (x
?)
is quite flat with respect to τ and in fact exactly so in the
linear case, the effective actions sampled will be similar
to the action of the analytic instanton solution and thus
the rate prediction, like that of instanton theory, will be
a good approximation to the exact result.
We did not have to rely on analytic continuation of the
function φ(τ) outside the range [0, β~] in order to obtain
this result because the GR-QTST rate is approximately
independent of the value of τ . However, because it can
be curved, especially with many degrees of freedom, it
may be possible to obtain a better prediction using ex-
trapolation to locate the optimal splitting τ∗, as has been
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FIG. 6. The calculated rate constants are shown as a func-
tion of bias, , for the 8-dimensional system-bath model. The
various approaches used are exact Fermi’s golden rule,43 clas-
sical Marcus theory, Eq. (51), semiclassical instanton (SC),
Eq. (52), and GR-QTST. Wolynes theory is equal to SC for
this case but is only numerically applicable in the normal
regime,  < λ. The reference, kMT(0), is the classical Marcus
theory rate constant for  = 0. SC rates were computed an-
alytically using N → ∞, whereas the GR-QTST rates were
obtained with N = 100 ring-polymer beads.
done previously from Wolynes theory in Ref. 71. As our
function is flatter than the unconstrained form, the ex-
trapolation will be more robust and less likely to give an
unphysical prediction.
In order to analyse the accuracy of the various methods
in more detail, the calculated rate constants are given in
Table I. All results are reported relative to the classical
Marcus theory rate, which is independent of f .
For the frictionless one-dimensional system, the exact
rate is technically not defined as the quantum dynamics
is coherent. Instanton theory and GR-QTST, like other
transition-state theories, cannot describe this behaviour
and thus for comparison, we give the value obtained by
integrating the flux-flux correlation function up to the
first plateau. We have checked that the friction of our
system is strong enough to ensure that the revivals are
destroyed and the exact rate is well defined for the mul-
tidimensional systems. About 8 degrees of freedom are
needed to converge these rates to three significant fig-
ures. The exact calculations for this system indicate that
the Fermi’s golden-rule rates decrease slightly because of
the coupling to the bath modes. This is a well-known
effect in dissipative systems, in which friction hinders
tunnelling.77,80,84,85
As has been observed in previous work,48 the semi-
classical instanton approximation has excellent accuracy
in predicting the rates of the spin-boson model. This is
due to the fact that as the potentials are harmonic, the
12
/λ method f = 1 f = 2 f = 4 f = 8
0.0
exact 37.81 33.65 33.92 33.97
SC (N →∞) 37.68 33.55 33.81 33.86
SC (N = 100) 37.62 33.50 33.76 33.83
GR-QTST (N = 100) 39.11(3) 34.93(5) 34.90(8) 35.27(9)
0.5
exact 5.987 5.738 5.753 5.757
SC (N →∞) 5.980 5.729 5.747 5.750
SC (N = 100) 5.961 5.713 5.737 5.764
GR-QTST (N = 100) 6.12(2) 5.81(3) 5.83(3) 5.73(3)
1.0
exact 0.8334 0.8362 0.8359 0.8359
SC (N →∞) 0.8337 0.8363 0.8363 0.8361
SC (N = 100) 0.8337 0.8364 0.8364 0.8362
GR-QTST (N = 100) 0.826(3) 0.838(3) 0.829(3) 0.807(4)
1.5
exact 16.63 16.25 16.27 16.28
SC (N →∞) 16.64 16.25 16.28 16.28
SC (N = 200) 16.63 16.25 16.27 16.28
GR-QTST (N = 200) 15.73(4) 15.03(8) 14.57(9) 13.51(9)
2.0
exact 1.176× 106 1.129× 106 1.134× 106 1.134× 106
SC (N →∞) 1.178× 106 1.127× 106 1.134× 106 1.134× 106
SC (N = 200) 1.174× 106 1.126× 106 1.131× 106 1.132× 106
GR-QTST (N = 200) 1.001(2)× 106 0.925(3)× 106 0.883(8)× 106 0.790(9)× 106
TABLE I. Results of exact, semiclassical instanton (SC), Eq. (52), and GR-QTST calculations on the system-bath model
defined in the text for different values of bias, , and number of degrees of freedom, f . Exact rate constants were computed by
numerically integrating over the analytic expression for the flux-flux correlation function as far as the first plateau. In the table,
we present the quantum factor k/kMT, where the Marcus theory rate constant was calculated using Eq. (51). The GR-QTST
results are reported along with the Monte Carlo sampling error, which is given for the last digit in parentheses.
steepest-descent approximation is exact for all nuclear
degrees of freedom. By comparison with semiclassical
calculations with a finite number of beads, we also show
that the discretization error is very small. In the normal
regime, it is seen that N = 100 is enough to converge
the results to three significant figures, whereas in the in-
verted regime, because of particularly large tunnelling
effects, one needs N = 200.
Rates obtained by GR-QTST are then compared with
the instanton method for the same number of ring-
polymer beads, N . It is seen that GR-QTST makes an
error of less than 4% in each case in the normal regime,
where  < λ. However, deep in the inverted regime,
where /λ = 2, the new method demonstrates slightly
higher error of about 30%, but nonetheless continues to
give a correct order-of-magnitude estimate of the rate
even though the quantum effects are greater than a mil-
lion.
VI. DISCUSSION
In this paper, we have described a new quantum
transition-state theory for the calculation of nonadia-
batic rates in the golden-rule limit. The current work
only presents applications to low-dimensional model sys-
tems for which Monte Carlo importance sampling is sim-
ple and accurate to apply. However, in order to employ
the new approach with atomistic simulations of electron-
transfer reactions in solution, different sampling schemes
will be required. Due to the quantum-classical corre-
spondence of the path-integral formalism, many of the
molecular dynamics sampling techniques developed for
classical statistical mechanics can be used in an extended
ring-polymer space to evaluate the imaginary-time path
integration in a numerically efficient manner.51,69,86 For
instance, the GR-QTST rate could be computed with
biased path-integral molecular dynamics using a thermo-
dynamic integration along the reaction coordinate στ (x).
We shall explore these possibilities in future work.
In contrast to Wolynes theory,55 the new method rig-
orously tends to the correct classical limit. For a sys-
tem of crossed linear potential-energy surfaces uncoupled
to a harmonic oscillator bath, it gives the exact Fermi’s
golden-rule rate. Furthermore, due to its connection to
instanton theory, it also gives a good order-of-magnitude
prediction for more general systems for a wide range of
temperatures. It is particularly interesting that it is able
to go beyond ring-polymer instanton theory and make ac-
curate predictions for rates deep in the inverted regime.
Note that other forms of the ansatz, Eqs. (5),
might also exist. We originally considered Z‡ ≈∫ β~
0
e−φ(τ)/~ dτ , which is similar to a rate formulation
in terms of the Kubo transform.87,88 This was found to
work well for one-dimensional systems, where φ(τ) is al-
most flat, but was not as accurate for the case of mul-
tidimensional systems. In future work, we shall investi-
gate variations of the constraint functional which could
be used with an alternative ansatz.
Previous QTST approaches designed to give the adia-
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batic rate on a single Born-Oppenheimer surface have
used a constraint based on dividing surfaces in ring-
polymer configuration space.1–5 This introduces the nu-
merically challenging problem of locating the optimal di-
viding surface in each case which makes them difficult
to apply in general to complex systems. One thus uses
RPMD which is independent of this choice.27,28,89 In con-
trast to these approaches, the GR-QTST formulation em-
ploys a completely different constraint functional based
on energy conservation which does not need to be vari-
ationally optimized. Because of this, we do not require
dynamical methods like RPMD in this case.
This work also points towards the development of
a general nonadiabatic quantum transition-state theory
which would be valid beyond the golden-rule approxi-
mation. In this more general regime, the exact rate
constant can still be written as two Boltzmann factors
separated by flux operators with an energy conservation
requirement.59 The only difference is that hops between
surfaces are also allowed within the Boltzmann operators.
The imaginary-time path integrals for such problems are
easily evaluated using matrix algebra.90 If an appropri-
ate energy constraint functional can be devised, such a
method would be able to describe a wide range of chem-
ical reactions from those occurring in the golden-rule
limit, where ∆ → 0, to those in the Born-Oppenheimer
regime where ∆ is large.
Some progress in this direction has been achieved
already,58,91–93 but these methods do not include en-
ergy constraints and are thus not directly comparable
to our GR-QTST approach. The kinetically-constrained
RPMD approach (KC-RPMD),94–96 does employ an en-
ergy constraint to perform the path-integral sampling.
The constraint is however applied only on the centroid
which means that such a constraint surface will not pass
through the instanton for asymmetric barriers and the
instanton configuration will not be included in the path-
integral sampling. KC-RPMD is a dynamical method,
which makes use of real-time trajectories to correct for
recrossing effects, and is designed to predict rates for
all coupling strengths, ∆. Dynamics are performed in
an extended space including an auxiliary variable which
reports on the formation of hops in the ring polymer.
Due to all of these differences, it is hard to see ex-
actly how KC-RPMD and GR-QTST are related. How-
ever, we can at least make some numerical comparisons.
In Ref. 95, the authors report results for a symmetric
system-bath model (called System A3).97 For this sys-
tem with intermediate friction, γ/Ω = 1, GR-QTST
gives k/kcl = 0.048(4), where kcl is the classical adia-
batic TST rate.80 This is in good agreement with the
exact result, 0.053, whereas the KC-RPMD result re-
ported in that paper is about 5 times too large. For
the same symmetric system, in the weaker dissipative
regime, γ/Ω ≤ 0.1, where nuclear coherence effects be-
come significant,79,80 neither KC-RPMD nor GR-QTST
is able to describe the enhancement of the exact rate. In-
stead, the GR-QTST rate becomes independent of fric-
tion, which is in agreement with the result obtained by
integrating the analytic flux-flux correlation function up
to the first plateau. The KC-RPMD rate deep in the
inverted regime ( = 0.236Eh) for System B of Ref. 94
is also reported to be too large compared with the exact
result by almost an order of magnitude. For the same sys-
tem, the GR-QTST method gives k/kMT = 8.0(2)× 106,
demonstrating a smaller error compared to the exact re-
sult, 1.4× 107.
Other approaches extract the quantum rate constant
from a real-time dynamical simulation of the nonadia-
batic reaction. Examples include those based on exten-
sions of RPMD to employ the mapping formalism,98–104
surface hopping105–107 or explicit electron dynamics
in the position representation108,109 as well a related
instanton theory.110 There are also mixed quantum-
classical dynamical methods111,112 based on linearized
and partially linearized path-integral simulations,113–115
Bohmian dynamics116 or the exact factorization of the
time-dependent electron-nuclear wave function.117 An
isomorphic Hamiltonian can be used to include quantum
nuclear effects in nonadiabatic trajectory simulations.118
It is expected that in an accurate nonadiabatic RPMD
simulation, the ring polymer will pass through transition-
state configurations similar to those sampled in the GR-
QTST ensemble. We therefore expect that our study of
GR-QTST will be of use in understanding and improving
the dynamical methods discussed above.
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Appendix A: Connection to the classical limit
As shown by Feynman,60 the classical, high-
temperature, limit of a path integral can be obtained by
noting that paths will collapse to a single point, x(t)→ x
and x˙ → 0, such that functionals become functions of
a position and path integrals become configuration in-
tegrals. The classical limit of the constrained effective
action is thus given by
e−φ(τ)/~ =
√
m
2piβ~2
∫
e−τ0V0(x)/~−τ1V1(x)/~ δ(στ (x)) dx.
(A1)
The constraint functional also simplifies due to the col-
lapsed path. Using x+ = x, Eq. (18) simplifies to give
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q(x) = V−(x) and hence
στ (x) =
2
3
β
(
1
2
(
∂V0
∂q
− ∂V1
∂q
)
q(x) + V0(x)− V1(x)
)
= βV−(x) . (A2)
Therefore the integral in Eq. (A1) is independent of
τ . In this way, one recovers the correct classical rate
expression59
kclZ0 =
2pi∆2
~
√
m
2piβ~2
∫
e−βV0(x) δ[V0(x)− V1(x)] dx .
(A3)
The necessity of the factor of 23 is now seen clearly. As
is known from the virial theorem, in the classical limit the
contribution to the total energy from the kinetic energy
is half that of the potential energy and this factor was
necessary to normalize the term. This general classical
limit is also valid in the Marcus inverted regime.
Appendix B: Analytical solution for linear system
In this appendix, we consider the linear system defined
by
Vn(x) = κnx (B1)
with κ0 6= κ1. If the signs of κ0 and κ1 are different, this
system describes electron transfer in the normal regime.
However, if the signs are the same, the reaction is in the
inverted regime. The following proof is valid for both
cases.
The form of Eq. (B1) could be trivially generalized to
Vn(x) = V
‡ + κn(x − x‡). This would make only minor
differences to the following equations, e.g. by including
an extra term β~V ‡ in the action. Using the definition
of the q coordinate, it is clear that the rate expression is
independent of x‡. We therefore use the simpler expres-
sion Eq. (B1) to keep the following equations as compact
as possible.
The derivation can be carried out analytically because
The instanton and functionals of its trajectory are known
for this system.46 The total action of a ring formed of two
classical trajectories is S˜(x+, x−, τ) = S˜0(x+, x−, τ0) +
S˜1(x+, x−, τ1), where we employ the following change of
coordinates for the end points:
x+ =
1
2 (x
′ + x′′) x− = x′ − x′′. (B2)
The action along a classical trajectory is known
analytically:119
S˜n(x+, x−, τn) =
mx2−
2τn
+ κnτnx+ − κ
2
nτ
3
n
24m
. (B3)
The instanton is defined at the stationary point of
S˜(x+, x−, τ), which in this case is given by46 x− = 0,
x+ = 0 and τinst = −κ1/(κ0 − κ1). The total instanton
action is therefore
Sinst = S˜(0, 0, τinst) = − β
3~3κ20κ21
24m(κ0 − κ1)2 . (B4)
It will also be useful to have the formula for the average
potential energy, defined as V¯n[x(t)] =
1
τn
∫ τn
0
Vn(x) dt,
along a trajectory,
V¯n(x+, x−, τn) = κnx+ − κ
2
nτ
2
n
12m
. (B5)
In order to perform the integral over the non-classical
paths, we follow the procedure developed by Feynman60
and write
x(t) = x˜(t) + δx(t), (B6)
where x˜(t) is the classical trajectory which obeys the clas-
sical equations of motion as well as the boundary condi-
tions, x(0) = x(β~) = x′ and x(τ) = x′′. The action is
stationary about this trajectory. The fluctuations can be
expanded as a Fourier series
δx(t) =
N0−1∑
k=1
γ
(0)
k sin(kpit/τ0) for t < τ (B7a)
δx(t) =
N1−1∑
k=1
γ
(1)
k sin(kpi(t− τ)/τ1) for t > τ (B7b)
and we shall take the Nn →∞ limit to obtain the exact
result. Note that this discretization scheme is not the
same as for the ring polymer, but all discretizations are
equivalent in N →∞ limit.
By expanding the path in this way and performing the
integrals over time, the total action can be written
Sτ [x(t)] = S˜(x+, x−, τ) + 12γ0 ·A0 · γ0 + 12γ1 ·A1 · γ1,
(B8)
where the fluctuation terms are written in terms of the
Fourier coefficients, γn = (γ
(n)
1 , . . . , γ
(n)
Nn−1), as
1
2γn ·An · γn =
Nn−1∑
k=1
m(pikγ
(n)
k )
2
4τn
. (B9)
The generalized coordinate is q(x) = (κ0−κ1)x, giving
∂Ln
∂q =
κn
κ0−κ1 , such that
E¯vn[x(t)] =
1
τn
∫ τn
0
[
1
2κnx+ Vn(x)
]
dt (B10)
= 32 V¯n[x(t)]. (B11)
Accounting for the factor of 23 , we get
στ [x(t)] = β
(
V¯0[x(t)]− V¯1[x(τ + t)]
)
. (B12)
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As it is defined as the difference between energy func-
tionals, the constraint functional, στ [x(t)] would be in-
dependent of an energy bias, V ‡, and of shifting the x
coordinates. This is due to having used the generalized
coordinate q = q(x) to allow neglecting the boundary
terms.
The constraint functional can then be written
στ [x(t)]/β = V¯0(x+, x−, τ0)− V¯1(x+, x−, τ1)
+ b0 · γ0 − b1 · γ1 (B13)
= (κ0 − κ1)x+ − κ
2
0τ
2
0 − κ21τ21
12m
+ b0 · γ0 − b1 · γ1, (B14)
where
bn · γn =
Nn−1∑
k=1
κn(1− (−1)k)γ(n)k
pik
. (B15)
Noting that changing the integration variables for the
path integral to the Fourier coefficients γ
(n)
k introduces a
Jacobian, Jn, the integral can be written
e−φ(τ)/~ = J0Λ−N00 J1Λ
−N1
1
∫∫
Fτ (γ0,γ1)
×Gτ (γ0,γ1) dγ0 dγ1, (B16)
where Λn =
√
2piτn~/mNn. The fluctuation terms are
Fτ (γ0,γ1) = exp
[
− 1
2~
γ0 ·A0 · γ0 − 1
2~
γ1 ·A1 · γ1
]
(B17)
and
Gτ (γ0,γ1) =
∫∫
e−S˜(x+,x−,τ)/~ δ(στ ) dx− dx+ (B18)
=
√
2pi~
m/τ0 +m/τ1
∫
e−S˜(x+,0,τ)/~ δ(στ ) dx+.
(B19)
Using the properties of a delta function and performing
the integral over x+ gives
Gτ (γ0,γ1) =
√
2piτ0τ1
βm
1
β|κ0 − κ1|
× e−
χτ
~
[
κ20τ
2
0−κ21τ21
12m −b0·γ0+b1·γ1
]
+
κ20τ
3
0+κ
2
1τ
3
1
24m~
,
(B20)
where χτ =
κ0τ0+κ1τ1
(κ0−κ1) . Using the fact that
60
lim
Nn→∞
JnΛ
−Nn
n
∣∣∣∣An2pi~
∣∣∣∣− 12 = √ m2pi~τn , (B21)
which we know by comparison with the exact path-
integral expression for a linear potential,119 performing
the remaining Gaussian integrals gives
e−φ(τ)/~ =
√
m
2piβ~2
1
β|κ0 − κ1| e
−S˜(τ)/~, (B22)
where
S˜(τ) = χτ
κ20τ
2
0 − κ21τ21
12m
− κ
2
0τ
3
0 + κ
2
1τ
3
1
24m
− χ
2
τ
2
[
b0 ·A−10 · b0 + b1 ·A−11 · b1
]
. (B23)
In the limit of an infinite number of modes,
lim
Nn→∞
bn ·A−1n · bn =
∞∑
k=1
2κ2n(1− (−1)k)2τn
mpi4k4
(B24)
=
κ2nτn
12m
, (B25)
and we find that actually S˜(τ) is independent of τ and is
equal to the instanton action Sinst, Eq. (B4). Therefore
the GR-QTST rate will not depend on the choice of τ ,
and will be given by
kZ0 =
√
2pim
β~2
∆2
~|κ0 − κ1| e
−Sinst/~, (B26)
which is also the instanton and exact Fermi’s golden-
rule result for a system of two linear potentials.46 In the
classical limit, the prefactor is the same, but the exponent
disappears as Sinst → 0.
Interestingly if we had ignored the fluctuation terms,
GR-QTST would not have given the correct result. This
shows that it is not just the instanton, but also the fluc-
tuations around all the constrained minima which con-
tribute to the path integral and to the success of the new
method.
This proof is valid not just for systems with κ0κ1 < 0,
but also for those with κ0κ1 > 0, which describe the
Marcus inverted regime. Note that the ring-polymer in-
stanton method is not stable numerically in the inverted
regime, whereas GR-QTST is.
Although the reactant partition function, Z0, is not
well defined for this system, this important model system
describes a limiting case of many nonadiabatic reactions,
for which the reactant partition function can be defined.
Our findings here that GR-QTST gives excellent predic-
tions for the rate constant are expected to carry over at
least approximately to more general systems.
Appendix C: Analytic solution for an uncoupled linear and
harmonic system
In this section, we consider a multidimensional sys-
tem formed of crossed linear potentials uncoupled to har-
monic oscillators. We choose it to be uncoupled such that
the analytical result can be obtained. The numerical re-
sult of a coupled problem is given in Sec. V B.
For an uncoupled system, we have Vn(x, y) = V
(x)
n (x)+
V (y)(y), where V
(x)
n (x) is linear as defined in Appendix
B and V (y)(y) = 12mω
2y2. For this system, the effective
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action is separable and can be written as a sum of the lin-
ear and harmonic parts, φ(τ) = φ(x)(τ) + φ(y)(τ), where
φ(x)(τ) is defined as in Eq. (B22).
Here we just consider the effective action of the y-part,
which is defined as follows:
e−φ
(y)(τ)/~ = J0Λ
−N0
0 J1Λ
−N1
1
∫∫
Fτ (λ0,λ1)
×Gτ (λ0,λ1) dλ0 dλ1, (C1)
where
Fτ (λ0,λ1) = exp
[
− 1
2~
λ0 ·B0 · λ0 − 1
2~
λ1 ·B1 · λ1
]
(C2)
and
Gτ (λ0,λ1) =
∫∫
e−S˜
(y)(τ)/~
× eχτ [σ(y)(τ)−( 12 cλ21− 12 cλ20)]/~ dy′ dy′′,
(C3)
The action in the y degree of freedom is S˜(y)(τ) =
S˜
(y)
0 (τ0) + S˜
(y)
1 (τ1), where
S˜(y)n (τn) =
mω
2 sinh(ωτn)
(
(y′2 + y′′2) cosh(ωτn)− 2y′y′′
)
.
(C4)
For a harmonic oscillator, the fluctuations in the clas-
sical action are given in terms of the Fourier coefficients
λn = (λ
(n)
1 , . . . , λ
(n)
Nn−1) as
1
2λn ·Bn · λn =
Nn−1∑
k=1
m(pikλ
(n)
k )
2
4τn
+ 14mω
2τn(λ
(n)
k )
2.
(C5)
Likewise the fluctuations in energy are given as
1
2cλ
2
n =
Nn−1∑
k=1
1
2mω
2(λ
(n)
k )
2, (C6)
where c = mω2, which is just a constant independent of
index k.
The constraint functional for the uncoupled linear
and harmonic potential-energy surface is the sum of the
energy-matching functionals in x and y directions,
σ(x,y)(τ) = σ(x)(τ) + σ(y)(τ). (C7)
where σ(x)(τ) is the constraint functional for the one-
dimensional problem, Eq. (B14). For the end points of
the classical path, the energy matching function for the
harmonic oscillator simply is
σ(y)(τ) = 23β
(
η
(y)
0 (τ0)− η(y)1 (τ1)
)
, (C8)
where
η(y)n (τn) =
1
τn
∫ τn
0
3
2mω
2y2 dt, (C9)
which is the classical energy corresponding to one of the
trajectories projected onto the y-direction.
First we perform Gaussian integrals over fluctuation
variables, λn, yielding
e−φ
(y)(τ)/~ =
m
2pi~τ0τ1
√
ψ0ψ1
∫∫
e−S˜
(y)(τ)/~
× eχτσ(y)(τ)/~ dy′ dy′′, (C10)
where
ψn =
ω
√
τn(τn − 2χτ )
sinh(ω
√
τn(τn − 2χτ )
. (C11)
Here we have used the following identities given by
Feynman60
lim
N0→∞
J0Λ
−N0
0 |B0/(2pi~)|−
1
2 =
√
mω
2pi~ sinhωτ0
lim
N1→∞
J1Λ
−N1
1 |B1/(2pi~)|−
1
2 =
√
mω
2pi~ sinhωτ1
.
(C12)
The integral over end points, y′ and y′′, are also Gaus-
sian, and yields the following result:∫∫
e−S˜
(y)(τ)/~+χτσ(y)(τ)/~ dy′ dy′′ =
2pi√
detC
, (C13)
where the diagonal entries of the 2 × 2 matrix C are
c11 = c22 = mω [coth(ωτ0) + coth(ωτ1)− χτ (α0 − α1)] ,
(C14)
where αn = coth(ωτn)/τn − ω csch2(ωτn). The off-
diagonal entries are
c12 = c21 = −mω [csch(ωτ0) + csch(ωτ1) + χτ (θ0 − θ1)] ,
(C15)
where θn = csch(ωτn) (ω coth(ωτn)− 1/τn). Therefore
the effective action is defined by
e−φ
(y)(τ)/~ =
m
~τ0τ1
√
ψ0ψ1
detC
. (C16)
Under the GR-QTST formulation, the effective ac-
tion is evaluated at τ = τ∗, which corresponds to the
point where φ(y)(τ) demonstrates the maximum. For
this system, this maximum occurs at τ∗ = τinst for which
χτinst = 0. Therefore the effective action simplifies to
e−φy(τ
∗)/~ =
1
2 sinh(β~ω/2)
. (C17)
This quantity is recognized as the partition function
in the y-direction, which cancels with an equivalent term
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in the reactant partition function. Therefore the GR-
QTST rate obtained for an uncoupled linear and har-
monic system is exactly the same as the rate obtained
for a one-dimensional linear system, which is of course
correct. This derivation also holds for many uncoupled
oscillators and remains at least approximately true for a
coupled bath (see Fig. 5).
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