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CONGRUENCE SUBGROUPS FROM REPRESENTATIONS OF THE
THREE-STRAND BRAID GROUP
JOSEPH RICCI AND ZHENGHAN WANG
Abstract. Ng and Schauenburg proved that the kernel of a (2+1)-dimensional topological quan-
tum field theory representation of SL(2,Z) is a congruence subgroup. Motivated by their result,
we explore when the kernel of an irreducible representation of the braid group B3 with finite im-
age enjoys a congruence subgroup property. In particular, we show that in dimensions two and
three, when the projective order of the image of the braid generator σ1 is between 2 and 5 the
kernel projects onto a congruence subgroup of PSL(2,Z) and compute its level. However, we prove
for three dimensional representations, the projective order is not enough to decide the congruence
property. For each integer of the form 2ℓ ≥ 6 with ℓ odd, we construct a pair of non-congruence
subgroups associated with three-dimensional representations having finite image and σ1 mapping
to a matrix with projective order 2ℓ. Our technique uses classification results of low dimensional
braid group representations, and the Fricke-Wohlfarht theorem in number theory.
1. Introduction
The double cover SL(2,Z) of the modular group PSL(2,Z) naturally occurs in quantum topology
as the mapping class group of the torus. Let Σg,n be the orientable genus g surface with n punctures
and denote by Mod(Σg,n) its mapping class group. A (2+1)-dimensional topological quantum field
theory (TQFT) affords a projective representation of Mod(Σg,n) which we refer to as a quantum
representation. An amazing theorem of Ng and Schauenburg [NS10] says that the kernel of the
quantum representations of SL(2,Z) is always a congruence subgroup. The modular group is also
disguised as the three-strand braid group B3 through the central extension: 1→ Z = 〈(σ1σ2)
3〉 →
B3 → PSL(2,Z)→ 1. Each simple object of the modular tensor category C associated to a (2+ 1)-
TQFT gives rise to a representation of B3. Are there versions of the Ng-Schauenburg congruence
kernel theorem for those braid group representations? We initiate a systematical investigation of
this problem and find that a native generalization does not hold.
To pass from a representation of B3 to the modular group PSL(2,Z), we consider only irreducible
representations ρx : B3 → GL(d,C) associated to a simple object x of a modular tensor category C.
Then the generator (σ1σ2)
3 of the center of B3 is a scalar of finite order. By rescaling ρx with a root
of unity ξ, we obtain a representation of the modular group ρx,ξ : PSL(2,Z) → GL(d,C). By the
property F conjecture, the representations ρx,ξ should have finite images if the squared quantum
dimension d2x of x is an integer. For the Ising anyon σ, the kernel is indeed a congruence subgroup,
but the kernel for the anyon denoted as G in D(S3) is not [CHW15]. Therefore, when a property F
anyon has a congruence subgroup property is more subtle. In this paper we systematically explore
the low dimensional irreducible representations of B3 with finite images, and determine when the
kernel is a congruence subgroup.
Congruence subgroups of SL(2,Z) are well-studied as they are easy examples of finite index
subgroups of SL(2,Z) and because of their role in the theory of modular forms and functions.
Their relative scarcity in the collection of all finite index subgroups of SL(2,Z) makes them of
interest. Indeed, if we let Nc(n) (resp. N(n)) denote the number of congruence subgroups (resp.
subgroups) of SL(2,Z) with index n then Nc(n)/N(n) → 0 as n → ∞ [Sto84]. Contrast this with
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the result of Bass, Lazard, and Serre [BSL64] and separately Mennicke [Men65] stating that for d
greater than two any finite index subgroup of SL(d,Z) is a congruence subgroup.
Another motivation of this research is to study the vector-valued modular forms (VVMF) as-
sociated to congruence subgroups (see [Gan14] and the references therein). VVMFs provide deep
insight for the study of TQFTs and conformal field theories (CFTs). Since the general VVMF
theory applies also to non-congruence subgroups, TQFT representations of B3 provide interesting
test ground of the theory and conversely, VVMF could provide deep insight into the study of the
TQFT representations of B3 even in the non-congruence case. The matrices contained in the image
of a B3 representation can also be used as quantum gates for topological quantum computations,
the congruence property of B3 representations might even find application to quantum information
processing [Wan10].
1.1. Main results. Our two main theorems address the question raised above. For a square matrix
A with eigenvalues λ1, . . . , λd denote by po(A) the least positive integer t so that λ
t
1 = · · · = λ
t
d.
This is the projective order of A. Rowell and Tuba determined in [RT10] a criteria for deciding (in
almost all cases) when the image of an irreducible representation ρ of dimension five or less has
finite image. When ρ is two or three-dimensional, this often depends only on the projective order of
ρ(σ1) and is therefore determined by the eigenvalues of this matrix. Upon scaling by a character, we
can assume such a representation factors through the quotient map π : B3 → PSL(2,Z). Motivated
by the result of Ng and Schauenburg, we ask when the kernel of the induced representation of
PSL(2,Z) is a congruence subgroup.
Theorem A. Let d = 2 or 3 and suppose ρ : B3 → GL(d,C) is a d-dimensional representation with
finite image that factors through π. If 2 ≤ po(ρ(σ1)) ≤ 5 then π(ker ρ) is a congruence subgroup
with level equal to the order of ρ(σ1).
We immediately are able to conclude:
Corollary. Every two-dimensional irreducible quantum representation of B3 with finite image can
be scaled so that its kernel projects onto a congruence subgroup of B3/Z(B3) = PSL(2,Z). Every
three-dimensional irreducible quantum representation of B3 with finite image and 2 ≤ po(ρ(σ1)) ≤ 5
can be scaled so that its kernel projects onto a congruence subgroup of PSL(2,Z).
The most important tool we will use for the proof of the above is the Fricke-Wohlfarht theorem.
This relates the (ordinary) level and the geometric level of a congruence subgroup of PSL(2,Z).
In particular, if we let N be the order of ρ(σ1) then as a consequence of Fricke-Wohlfarht, we find
that π(ker ρ) is a congruence subgroup if and only if the principal congruence subgroup of level N
is a subgroup of π(ker ρ). This is Corollary 2.8. To finally obtain our main result we will show that
an arbitrary two-dimensional representation factors through PSL(2, N) with N as above. This can
be explicitly checked using the presentation given in [Hsu96]. Applying the result of Rowell and
Tuba, we find that there are only a small number of cases to check. Moreover, the above property
is determined by the eigenvalues of ρ(σ1) which is both pleasing and expected. Our second main
result points out that for three dimensional representations, once the projective order of ρ(σ1) is
greater than five, the projective order is not enough to determine the congruence properties of the
induced kernel.
Theorem B. For any positive integer of the form 2ℓ > 2 with ℓ odd, there are two representations
ρℓ,± : B3 → GL(3,C) with finite image that factors through π for which po(ρℓ,±(σ1)) = 2ℓ and each
π(ker ρℓ,±) is not a congruence subgroup.
2. Background
In this section we will develop the some of the basic material necessary for our main theorem.
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2.1. Congruence subgroups. The finite index subgroups of an infinite group hold much infor-
mation about the group. The congruence subgroups of SL(d,Z) and its projectivization PSL(d,Z)
are one class such class subgroups. In some sense, they are the easy examples of such subgroups.
Let us give the formal definition.
Definition 2.1. Let d be greater than one. For each positive integer N there is a short exact
sequence
1→ kerϕN → PSL(d,Z)
ϕN
→ PSL(d,Z/NZ)→ 1
where ϕN is the homomorphism given by reducing mod N . The kernel of this homorphism is a
finite index subgroup of PSL(d,Z), called the principal congruence subgroup of PSL(d,Z) of
level N . Any finite index subgroup subgroup G of PSL(d,Z) containing kerϕN for some N > 1 is
called a congruence subgroup and otherwise we say G is non-congruence.
The above definition brings one to ask whether every finite index subgroup of PSL(d,Z) is
a congruence subgroup. This was answered in [BSL64, Men65]. In particular, the question of
congruence is interesting only for subgroups of PSL(2,Z).
Theorem 2.2. Every finite index subgroup of PSL(d,Z) is a congruence subgroup if and only if d
is greater than two.
2.2. The modular group. For the rest of this paper, let Γ denote PSL(2,Z). It is well-known
that Γ is isomorphic to the free product (Z/2Z) ∗ (Z/3Z) and a presentation of Γ is given with
generators T and U subject to
(TU−1T )2 = (U−1T )3 = 1
where we identify T and U respectively with the images of the matrices(
1 1
0 1
)
and
(
1 0
1 1
)
in Γ. Another presentation often encountered in the literature is given with generators S and T
with the relations
S2 = (ST )3 = 1
and this relates to the first presentation via S = TU
−1
T . Both sets of generators will be used
throughout this paper depending on our preferences. We can treat an element of Γ as a matrix
A with the understanding that A ∼ −A in Γ. Let us also make special notation for the principal
congruence subgroups of Γ. Denote by Γ(N) the principal congruence subgroup of level N . The
proof of our main result requires having a reasonably sized (normally) generating set for Γ(N) and
so we record this information here. The following is from [Hsu96], where the proof can be found.
In what follows, for a subset K of a group G, we denote by 〈〈K〉〉 the smallest normal subgroup of
G containing K.
Proposition 2.3. Let N be an integer greater than one. Write N = ek where e is a power of two
and k is odd.
(i) (N is odd) Suppose e = 1 and let t(N) be the multiplicative inverse of 2 mod N . Let
GN =
{
TN , (U2T−t(N))3
}
.
(ii) (N is a power of two) Suppose k = 1 and let f(N) be the multiplicative inverse of 5 mod N .
Set PN = T
20Uf(N)T−4U−1 and let
GN =
{
TN , (PNU
5TU
−1
T )3, (TU
−1
T )−1PN (TU
−1
T )PN
}
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(iii) (N even, not a power of two) Suppose e > 1 and k > 1. Let c be the unique integer mod N
so that
c = 0 mod e
c = 1 mod k
and let d be the unique integer mod N so that
d = 0 mod k
d = 1 mod e.
Write t(N) for the multiplicative inverse of 2 mod k and f(N) for the multiplicative inverse
of 5 mod e. Set
x = T c z = T d
y = U c w = Ud
and pN = z
20wf(N)z−4w−1. Let GN be equal to{
TN , [x,w], (xy
−1
x)4, (xy
−1
x)2(x
−1
y)3, (xy
−1
x)2(xt(N)y−2)3
(zw
−1
z)2(pNw
5zw
−1
z)−3, (zw
−1
z)
−1
pN (zw
−1
z)pN , w
25pNw
−1
p
−1
N
}
.
Then in any of the above cases, Γ(N) = 〈〈GN 〉〉.
Suppose G is a congruence subgroup of Γ. Since each of the sets in Proposition 2.3 contains
TN =
(
1 N
0 1
)
and since Γ(N) is a normal subgroup, G contains each of the conjugates of TN . Of course, an
arbitrary finite index subgroup contains TN for some integer N as well. With this in mind, we
make two definitions.
Definition 2.4. Let G be a subgroup of Γ with finite index µ and let φ : Γ → Sµ be the coset
representation afforded by G. Define the geometric level of G to be geolevel(G) = |φ(T )|. It is
an exercise to show
geolevel(G) = min
{
N ≥ 1
∣∣ 〈〈TN 〉〉 ⊆ G } .
If we further take G to be congruence subgroup of Γ then we can define the level of G to be
level(G) = min {N | Γ(N) ⊆ G } .
Of course, if N = level(G) then G contains Γ(M) for each multiple M of N .
We have an easy consequence of the definition of geometric level in the case of a normal subgroup.
Proposition 2.5. Suppose H is a finite group and ϕ : Γ → H is a homomorphism. Then
geolevel(kerϕ) = |ϕ(T )|.
Proof. Since kerϕ is a normal subgroup of Γ, we see that
geolevel(kerϕ) = min
{
N ≥ 1
∣∣ TN ∈ kerϕ } = |ϕ(T )|
as desired. 
Observation 2.6. For a congruence subgroup G, we see immediately from their definitions that
geolevel(G) ≤ level(G). In fact, it is easy to prove geolevel(G) divides level(G), although we will
not need this.
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2.3. The Fricke-Wohlfahrt theorem. Here we further explore the relationship between the two
notions of level introduce above. Observation 2.6 leads us to investigate the reverse inequality.
While both these numbers need not be defined for arbitrary finite index subgroups of Γ, it is the
case that when both are defined, they must agree. This result was originally proved by Fricke
[FK90] and later explored and expanded upon by Wohlfahrt [Woh64] and therefore bears both of
their names. The majority of the proof is straightforward applications of linear congruences. This
result is not entirely elementary, however, since it relies on the existence of arbitrary large primes
in certain arithmetic progressions, a highly nontrivial fact from analytic number theory.
Theorem 2.7 (Fricke-Wohlfahrt theorem). Suppose G is a congruence subgroup of Γ. Then the
level of G equals the geometric level of G.
As a corollary, we apply Proposition 2.5 to get the central tool in the proof of our main theorem.
Corollary 2.8. Suppose H is a finite group and ϕ : Γ→ H is a homomorphism and let m = |ϕ(T )|.
Then kerϕ is a congruence subgroup if and only if Γ(m) ⊆ kerϕ.
Proof of Fricke-Wohlfahrt. Let m = geolevel(G) and n = level(G). We will prove that Γ(m) ⊆ G.
Since G has level n, this implies n ≤ m and therefore m = n by Observation 2.6. More specifically,
we will define subsets E1, E2, and E3 of Γ(m) whose union equals Γ(m) and show that each Ei is a
subset of G. To this end, let A ∈ Γ(m) and write
A =
(
a b
c d
)
where (without loss of generality) a = d = 1 mod m, b = c = 0 mod m, and ad− bc = 1.
First, let E1 be the collection of elements whose upper right and lower left entries are divisible
by n and suppose A ∈ E1. If we let
A0 =
(
a ad− 1
1− ad d(2− ad)
)
then since ad − bc = 1 we have ad = 1 mod n and so A = A0 mod n. Equivalently, AA
−1
0 ∈
Γ(n) ⊆ G. It suffices to show A0 ∈ G. This follows from writing V = TU
−1
T 3U
−1
T and computing
A0 = (ST
d−1S)
−1
(V T a−1V
−1
)T d−1 is an element of 〈〈Tm〉〉 since a = d = 1 mod m.
Now let E2 be the set of matrices who diagonal entries are relatively prime to n. If A ∈ E2 then
gcd(a, n) = 1 so a is a unit mod n say with inverse a′. We can write c = mc˜ and let k = −a′c˜.
Then
(STmS)−kA =
(
1 0
mk 1
)(
a b
c d
)
=
(
a b
c+ amk d+ bmk
)
and c + amk = m(c˜ − a′ac˜) is congruent to 0 mod n. Let d˜ = d + bmk. Taking the determinant
of (STmS)−kA, we see that d˜ is relatively prime to n. Therefore we can also choose ℓ so that
b+ d˜mℓ = 0 mod n. In this case,
Tmℓ(STmS)−kA =
(
1 mℓ
0 1
)(
a b
c+ amk d˜
)
=
(
∗ b+ d˜mℓ
c+ amk d˜
)
and this is an element of E1. This says A is an element of 〈〈T
m〉〉E1 and is therefore in G.
Finally, define E3 = Γ(m) \ (E1 ∪E2). If A ∈ E3 then gcd(a, n) 6= 1 or gcd(d, n) 6= 1. Suppose first
that gcd(a, n) 6= 1. Since ad − bc = 1 we know gcd(a, b) = 1. Then since a = 1 mod m, we also
have gcd(a, bm) = 1. Recall Dirichlet’s theorem on primes in arithmetic progressions: Suppose r
and s are relatively prime integers. Then
{ r + st | t ∈ Z }
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contains infinitely many prime numbers. In particular, taking r = a and s = bm we can choose an
integer k so that a+ bmk is a prime number larger than n. Then
A(STmS)−k =
(
a b
c d
)(
1 0
mk 1
)
=
(
a+ bmk b
c+ dmk d
)
has upper left entry relatively prime to n. If gcd(d, n) = 1 then A(STmS)−k ∈ E2 and we are
done. Otherwise, let a˜ = a + bmk, let c˜ = c + dmk and note that a˜d − bc˜ = 1 so gcd(c˜, d) = 1.
As gcd(d,m) = 1, just as above we can choose ℓ so that d+ c˜mℓ is a prime number larger than n.
Then
A(STmS)−kTmℓ =
(
a˜ b
c˜ d
)(
1 mℓ
0 1
)
=
(
a˜ ∗
c˜ d+ c˜mk
)
and A(STmS)−kTmℓ must be in E2 Thus A is an element of E2〈〈Tm〉〉 and the theorem follows. 
2.4. Low-dimensional representations of B3. In this section collect some known results about
representations of B3 of small dimension. One major theorem in this direction is the Tuba-Wenzl
classification. Indeed, a representation of dimension between two and five can be conjugated so
that σ1 (resp. σ2) is mapped to an upper (resp. lower) triangular matrix. We record the two and
three-dimensional version here.
Theorem 2.9 (TW classificiation in dimension two and three).
(i) Let N2 be the zero set of λ
1
1+λ1λ2+λ
2
2 and let N3 be the zero set of
{
λ2j + λkλℓ
∣∣∣ { j, k, l } = { 1, 2, 3 } }.
Then for d = 2 or 3 there is a bijection between conjugacy classes of irreducible d-dimensional
representations of B3 and Sd-orbits of C
d \Nd.
(ii) Suppose ρ : B3 → GL(2,C) is irreducible and spec(ρ(σ1)) = {λ1, λ2 }. Then up to conjugation,
ρ(σ1) =
(
λ1 λ1
0 λ2
)
ρ(σ2) =
(
λ2 0
−λ2 λ1
)
.
Furthermore, ρ factors through π if and only if −(λ1λ2)
3 = 1.
(iii) Suppose ρ : B3 → GL(3,C) is irreducible and spec(ρ(σ1)) = {λ1, λ2, λ3 }. Then up to conju-
gation,
ρ(σ1) =
λ1 λ1λ3λ−12 + λ2 λ20 λ2 λ2
0 0 λ3
 ρ(σ2) =
 λ3 0 0−λ2 λ2 0
λ2 −λ1λ3λ
−1
2 − λ2 λ1
 .
Furthermore, ρ factors through π if and only if (λ1λ2λ3)
2 = 1.
The task of determining if the image of an irreducible representation of dimension between two
and five is finite or infinite was initiated in [RT10] and there the authors’ main result showed that
for a two or three-dimensional representation this is a property of the eigenvalues of the image of σ1
under the representation. A version of their results in dimensions two and three is included below.
Definition 2.10. Let A be an n×n matrix with eigenvalues λ1, λ2, . . . , λn. Define the projective
order of A to be
po(A) = min
{
t > 1
∣∣ λt1 = · · · = λtn }
where this is allowed to be infinite. The projective order of a matrix is invariant under scaling.
That is, po(A) = po(θA) for all θ ∈ C∗.
Theorem 2.11. Let d = 2 or 3 and suppose ρ : B3 → GL(d,C) is irreducible with spec(ρ(σ1)) =
{λ1, . . . , λd}.
(a) If some λi is not a root of unity then the image of ρ is infinite.
(b) If λi = λj for some i 6= j then the image of ρ is infinite.
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(c) If {λ1, . . . , λd } consists of distinct roots of unity and 2 ≤ po(ρ(σ1)) ≤ 5 then the image of ρ is
finite.
(d) If d = 2 and the image of ρ is finite then 2 ≤ po(ρ(σ1)) ≤ 5.
(e) If d = 3 and {λ1, λ2, λ3 } = {±λ, µ } for some distinct roots of unity λ, µ then the image of ρ
is finite.
3. Main results
This section is devoted to proving our main results. Recall that Z(B3) is the cyclic group
generated by (σ1σ2)
3 and we have a surjection π : B3 → Γ whose kernel is Z(B3). Explicitly, we
can take π(σ1) = T and π(σ2) = U
−1. We first establish results for Γ that handles most of the
work for our main theorem. Let us begin in dimension two.
Proposition 3.1. Suppose ρ : Γ→ GL(2,C) is irreducible and has finite image and let N = |ρ(T )|.
Then ker ρ is a congruence subgroup of level N .
Proof. It is clear from the definition that the geometric level of ker ρ is N . Therefore, by 2.8, we
are done if we can show that ker ρ is a congruence subgroup. To this end, we will show that ker ρ
contains the generating set of GN given in Proposition 2.3. Denote by λ1 and λ2 the eigenvalues of
ρ(T ). Since the image of ρ is finite, the projective order r of ρ(T ) must be finite. Then Theorem
2.11 implies that we can write λ2 = e
2πij/rλ1 where 2 ≤ r ≤ 5 and j ∈ Z
×
r . Define ρ˜ = ρ ◦ π. This
is a representation of B3 that factors through π and thus (σ1σ2)
3 is in the kernel of this map. We
computed earlier that (σ1σ2)
3 acts by −(λ1λ2)
3 under ρ and hence λ1 satisfies
(3.1) λ61 + e
−6πij/r = 0
since (σ1σ2)
3 is in the kernel of ρ˜. This polynomial equation determines the possibilities for λ1 and
hence for ρ by Theorem 2.9. Each allowable choice of r and j provides six representations ρr,j,λ
corresponding to the six solutions λ to (3.1) and ρ must be equivalent to ρr,j,λ for some r and j and
solution λ to (3.1). To proceed, we show the result holds for each ρr,j,λ. For the rest of the proof
let us write X = ρ(T ) and Y = ρ(U). The key observation we use repeatedly is that Xr = λrI
since po(X) = r and X has λ as an eigenvalue. Also Y r = λ
r
I and by [RT10] there is a symmetry
ρr,j,λ = ρr,−j,e2πij/rλ which reduces the number of cases to consider.
r = 2: The only option for ξ2 is -1, so spec(ρ2,1,λ(T )) = { λ,−λ } where λ
6 = 1. When λ = 1 or −1
then N = 2 and X2 = I. Here P2 = T
20UT−4U−1 and so ρ2,1,λ(P2) = X20Y X−4Y −1 = Y Y −1 = I.
In turn,
ρ2,1,λ(T
2) = X2 = I
ρ2,1,λ(P2U
5TU−1T )3 = (Y 5XY −1X)3 = (Y −1X)6 = (ρ2,1,λ(U−1T )3)2 = I
which shows Γ(2) ⊆ ker ρ2,1,λ.
Now, λ = e2πi/6 or e4πi/3 implies N = 6 and X2 = e2πi/3I. Here c = 4 and d = 3 so that
ρ2,1,λ(x) = X
4 = e4πi3I ρ2,1,λ(z) = X
3 = e2πi/3X
ρ2,1,λ(y) = Y
4 = e2πi/3I ρ2,1,λ(w) = Y
3 = e4πi/3Y
and ρ2,1,λ(p6) = ρ2,1,λ(z
20wz−4w−1) = I. We see T 6 ∈ ker ρ2,1,λ and since ρ2,1,λ(x) is a scalar
matrix, [x,w] is also in the kernel of ρ2,1,λ. We have
ρ2,1,λ(xy
−1x)4 = (e4πi/3I)12 = I
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so that (xy
−1
x)4 ∈ ker ρ2,1,λ. Also
ρ2,1,λ(xy
−1
x)2 = (e4πi/3I)6 = I
ρ2,1,λ(x
−1
y)3 = (e4πi/3I)3 = I
ρ2,1,λ(x
2y−2)3 = (e4πi/3I)3 = I.
Further,
ρ2,1,λ(zw
−1
z)2 = ((e2πi/3)3XY
−1
X)2 = ρ((TU
−1
T )2) = I
ρ2,1,λ(p6w
5zw
−1
z)3 = (XX
−1
Y XY
−1
X)3 = (XY
−1
)3 = I
since U
−1
= T
−1
UTU
−1
X. Lastly, ρ2,1,λ(w
25) = ρ2,1,λ(w), and so we see that Γ(6) ⊆ ker ρ2,1,λ.
If λ = e2πi/3 or e10πi/6 then N = 6 and X2 = e4πi/3I. Again c = 4 and d = 3 so that
ρ2,1,λ(x) = X
4 = e2πi3I ρ2,1,λ(z) = X
3 = e4πi/3X
ρ2,1,λ(y) = Y
4 = e4πi/3I ρ2,1,λ(w) = Y
3 = e2πi/3Y
and ρ2,1,λ(p6) = ρ2,1,λ(z
20wz−4w−1) = I. We see T 6 ∈ ker ρ2,1,λ and since ρ2,1,λ(x) is a scalar
matrix, [x,w] is also in the kernel of ρ2,1,λ. We have
ρ2,1,λ(xy
−1x)4 = (e2πi/3I)12 = I
so that (xy
−1
x)4 ∈ ker ρ2,1,λ. Also
ρ2,1,λ(xy
−1
x)2 = (e2πi/3I)6 = I
ρ2,1,λ(x
−1
y)3 = (e2πi/3I)3 = I
ρ2,1,λ(x
2y−2)3 = (e2πi/3I)3 = I.
Further,
ρ2,1,λ(zw
−1
z)2 = ((e4πi/3)3XY
−1
X)2 = ρ((TU
−1
T )2) = I
ρ2,1,λ(p6w
5zw
−1
z)3 = (XX
−1
Y XY
−1
X)3 = (XY
−1
)3 = I
since U
−1
= T
−1
UTU
−1
X. Lastly, ρ2,1,λ(w
25) = ρ2,1,λ(w), and so we see that Γ(6) ⊆ ker ρ2,1,λ.
r = 3: We can have either ξ3 = e
2πi/3 or e4πi/3 but by the symmetry mentioned above we can
take ξ3 = e
2πi/3. If λ = eπi/6, e5πi/6, or e9πi/6 then N = 12 and X3 = iI. Here c = 4 and d = 9 so
that
ρ3,1,λ(x) = X
4 = iX ρ3,1,λ(z) = X
9 = −iI
ρ3,1,λ(y) = Y
4 = −iX ρ3,1,λ(w) = Y
9 = iI
and ρ3,1,λ(p12) = ρ3,1,λ(z
20wz−4w−1) = I. We see T 12 ∈ ker ρ3,1,λ. Since ρ3,1,λ(w) is a scalar
matrix, [x,w] is also in the kernel of ρ3,1,λ. We have
ρ3,1,λ(xy
−1x)4 = (−iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ3,1,λ. Also
ρ3,1,λ(xy
−1
x)2 = (−iXY
−1
X)2 = −I
ρ3,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ3,1,λ(x
2y−2)3 = (X2Y −2)3 = (X2Y 10)3 = −i[(Y
−1
X10)3]
−1
= −[(Y
−1
X)3]
−1
− I.
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Further,
ρ3,1,λ(zw
−1
z)2 = −I
ρ3,1,λ(p12w
5zw
−1
z)3 = ρ3,1,λ(wzw
−1
z) = −I.
Lastly, ρ3,1,λ(w)
25 = ρ3,1,λ(w), and so we see that Γ(12) ⊆ ker ρ3,1,λ.
If λ1 = e
3πi/6, e7πi/6, or e11πi/6 then N = 12 and X3 = −iI. Here c = 4 and d = 9 so that
ρ3,1,λ(x) = X
4 = −iX ρ3,1,λ(z) = X
9 = iI
ρ3,1,λ(y) = Y
4 = iX ρ3,1,λ(w) = Y
9 = −iI
and ρ3,1,λ(p12) = ρ3,1,λ(z
20wz−4w−1) = I. We see T 12 ∈ ker ρ3,1,λ. Since ρ3,1,λ(w) is a scalar
matrix, [x,w] is also in the kernel of ρ3,1,λ. We have
ρ3,1,λ(xy
−1x)4 = (iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ3,1,λ. Also
ρ3,1,λ(xy
−1
x)2 = (iXY
−1
X)2 = −I
ρ3,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ3,1,λ(x
2y−2)3 = (X2Y −2)3 = (X2Y 10)3 = i[(Y
−1
X10)3]
−1
= −[(Y
−1
X)3]
−1
− I.
Further,
ρ3,1,λ(zw
−1
z)2 = −I
ρ3,1,λ(p12w
5zw
−1
z)3 = ρ3,1,λ(wzw
−1
z) = −I.
Lastly, ρ3,1,λ(w)
25 = ρ3,1,λ(w), and so we see that Γ(12) ⊆ ker ρ3,1,λ.
r = 4: We can take ξ4 = i so that λ
6
1 = −i. When λ = e
3πi/12 or e15πi/12 we have N = 8 and
X4 = −I. Here P8 = T
20U5T−4U−1 and so ρ4,1,λ(P8) = X20Y 5X−4Y −1 = X4Y 5X−4Y −1 = Y 4 =
−I. In turn,
ρ4,1,λ(T
2) = X2 = I
ρ4,1,λ(P8U
5TU−1T )3 = (−Y 5XY
−1
X)3 = (Y XY
−1
X)3 = (XY
−1
)3 = I
which shows Γ(8) ⊆ ker ρ4,1,λ. If λ1 = e
7πi/12 or e19πi/12 then N = 24 and X4 = eπi/3I. Here c = 16
and d = 9 so that
ρ4,1,λ(x) = X
16 = e4πi/3I ρ4,1,λ(z) = X
9 = e2πi/3X
ρ4,1,λ(y) = Y
16 = e2πi3I ρ4,1,λ(w) = Y
9 = e4πi3Y
and
ρ4,1,λ(p24) = ρ4,1,λ(z
20w5z−4w−1) = ρ4,1,λ(z4w5z−4w−1) = ρ(w)4 = e4πi/3Y 4 = −I.
We see T 24 ∈ ker ρ4,1,λ. Since ρ4,1,λ(x) is a scalar matrix, [x,w] is also in the kernel of ρ4,1,λ. We
have
ρ4,1,λ(xy
−1x) = (e4πi/3I)3 = I
so that (xy
−1
x)4 ∈ ker ρ4,1,λ. Also
ρ4,1,λ(xy
−1
x)2 = I
ρ4,1,λ(x
−1
y)3 = (e4πi/3I)3 = I
ρ4,1,λ(x
2y−2)3 = (e4πi/3I)3 = I.
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Further,
ρ4,1,λ(zw
−1
z) = XY
−1
X
so that
ρ4,1,λ(zw
−1
z)2 = I
and
ρ4,1,λ(p24w
5zw
−1
z)3 = (ρ4,1,λ(wzw
−1
z))3 = (e4πi/3Y XY
−1
X)3 = (XY
−1
)3 = I.
Lastly, ρ4,1,λ(w)
25 = ρ4,1,λ(w), and so we see that Γ(24) ⊆ ker ρ4,1,λ. If λ1 = e
11πi/12 or e23πi/12
then N = 24 and X4 = e5πi/3I. Again c = 16 and d = 9 so that
ρ4,1,λ(x) = X
16 = e2πi/3I ρ4,1,λ(z) = X
9 = e4πi/3X
ρ4,1,λ(y) = Y
16 = e4πi3I ρ4,1,λ(w) = Y
9 = e2πi3Y
and
ρ4,1,λ(p24) = ρ4,1,λ(z
20w5z−4w−1) = ρ4,1,λ(z4w5z−4w−1) = ρ4,1,λ(w)4 = e2πi/3Y 4 = −I.
We see T 24 ∈ ker ρ4,1,λ. Since ρ4,1,λ(x) is a scalar matrix, [x,w] is also in the kernel of ρ4,1,λ. We
have
ρ4,1,λ(xy
−1x) = (e2πi/3I)3 = I
so that (xy
−1
x)4 ∈ ker ρ4,1,λ. Also
ρ4,1,λ(xy
−1
x)2 = I
ρ4,1,λ(x
−1
y)3 = (e2πi/3I)3 = I
ρ4,1,λ(x
2y−2)3 = (e2πi/3I)3 = I.
Further,
ρ4,1,λ(zw
−1
z) = XY
−1
X
so that
ρ4,1,λ(zw
−1
z)2 = I
and
ρ4,1,λ(p24w
5zw
−1
z)3 = (ρ4,1,λ(wzw
−1
z))3 = (e2πi/3Y XY
−1
X)3 = (XY
−1
)3 = I.
Lastly, ρ4,1,λ(w)
25 = ρ4,1,λ(w), and so we see that Γ(24) ⊆ ker ρ.
r = 5: There are two cases to consider for r = 5. We can have either ξ5 = e
2πi/5 or e4πi/5. Let
us take ξ5 = e
2πi/5. Then λ6 = −e4πi/5. If λ = e3πi/10 then N = 20 and X5 = −iI. Here c = 16
and d = 5 so that
ρ5,1,λ(x) = X
16 = iX ρ5,1,λ(z) = X
5 = −iI
ρ5,1,λ(y) = Y
16 = −iY ρ5,1,λ(w) = Y
5 = iI
and ρ5,1,λ(p20) = ρ5,1,λ(z
20wz−4w−1) = I. We see T 20 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w) is a scalar
matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (−iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ5,1,λ. Also
ρ5,1,λ(xy
−1
x)2 = (−iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
3y−2)3 = (iX3Y −2)3 = (iX3Y 18)3 = (X3Y 3)3 = −I.
CONGRUENCE SUBGROUPS AND B3 REPRESENTATIONS 11
Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p20w
5zw
−1
z)3 = (ρ5,1,λ(wzw
−1
z))3 = ρ5,1,λ(z)
6 = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(20) ⊆ ker ρ5,1,λ.
If λ = e19πi/30 then N = 60 and X5 = e7πi/6I. Here c = 16 and d = 5 so that
ρ5,1,λ(x) = X
16 = −iX ρ5,1,λ(z) = X
5 = e7πi/6I
ρ5,1,λ(y) = Y
16 = iY ρ5,1,λ(w) = Y
5 = e5πi/6I
and ρ5,1,λ(p60) = ρ5,1,λ(z
20wz−4w−1) = ρ5,1,λ(z)4 = e2πi/3I. We see T 60 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w)
is a scalar matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ5,1,λ. Also
ρ5,1,λ(xy
−1
x)2 = (iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
8y−2)3 = (−X8Y −2)3 = (e2πi/3X3Y 3)3 = (X3Y 3)3 = −I
Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p60w
5zw
−1
z)3 = (e2πi/3ρ5,1,λ(w
5zw
−1
z))3 = ρ(w12z6) = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(60) ⊆ ker ρ5,1,λ.
If λ = e29πi/30 then N = 60 and X5 = e5πi/6I. Here c = 16 and d = 5 so that
ρ5,1,λ(x) = X
16 = iX ρ5,1,λ(z) = X
5 = e5πi/6I
ρ5,1,λ(y) = Y
16 = −iY ρ5,1,λ(w) = Y
5 = e7πi/6I
and ρ5,1,λ(p60) = ρ5,1,λ(z
20wz−4w−1) = ρ5,1,λ(z)4 = e4πi/3I. We see T 60 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w)
is a scalar matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (−iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ5,1,λ. Also
ρ5,1,λ(xy
−1
x)2 = (−iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
8y−2)3 = (−X8Y −2)3 = (e2πi/3X3Y 3)3 = (X3Y 3)3 = −I
Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p60w
5zw
−1
z)3 = (e4πi/3ρ5,1,λ(wzw
−1
z))3 = ρ5,1,λ(w
12z6) = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(60) ⊆ ker ρ5,1,λ.
If λ = e13πi/10 then N = 20 and X5 = iI. Here c = 16 and d = 5 so that
ρ5,1,λ(x) = X
16 = −iX ρ5,1,λ(z) = X
5 = iI
ρ5,1,λ(y) = Y
16 = iY ρ5,1,λ(w) = Y
5 = −iI
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and ρ5,1,λ(p20) = ρ5,1,λ(z
20wz−4w−1) = I. We see T 20 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w) is a scalar
matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ5,1,λ. Also
ρ5,1,λ(xy
−1
x)2 = (iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
3y−2)3 = (−iX3Y −2)3 = (−iX3Y 18)3 = (X3Y 3)3 = −I.
Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p20w
5zw
−1
z)3 = (ρ5,1,λ(wzw
−1
z))3 = ρ5,1,λ(z)
6 = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(20) ⊆ ker ρ5,1,λ.
If λ = e49πi/30 then N = 60 and X5 = eπi/6I. Here c = 16 and d = 5 so that
ρ5,1,λ(x) = X
16 = iX ρ5,1,λ(z) = X
5 = eπi/6I
ρ5,1,λ(y) = Y
16 = −iY ρ5,1,λ(w) = Y
5 = e11πi/6I
and ρ5,1,λ(p60) = ρ5,1,λ(z
20wz−4w−1) = ρ5,1,λ(z)4 = e2πi/3I. We see T 60 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w)
is a scalar matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (−iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ5,1,λ. Also
ρ5,1,λ(xy
−1
x)2 = (−iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
8y−2)3 = (−X8Y −2)3 = (e2πi/3X3Y 3)3 = (X3Y 3)3 = −I
Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p60w
5zw
−1
z)3 = (e2πi/3ρ5,1,λ(w
5zw
−1
z))3 = ρ5,1,λ(w
12z6) = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(60) ⊆ ker ρ5,1,λ.
If λ = e59πi/30 then N = 60 and X5 = e11πi/6I. Here c = 16 and d = 5 so that
ρ5,1,λ(x) = X
16 = −iX ρ5,1,λ(z) = X
5 = e11πi/6I
ρ5,1,λ(y) = Y
16 = iY ρ5,1,λ(w) = Y
5 = eπi/6I
and ρ5,1,λ(p60) = ρ5,1,λ(z
20wz−4w−1) = ρ5,1,λ(z)4 = e4πi/3I. We see T 60 ∈ ker ρ5,1,λ. Since ρ5,1,λ(w)
is a scalar matrix, [x,w] is also in the kernel of ρ5,1,λ. We have
ρ5,1,λ(xy
−1x)4 = (iXY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ. Also
ρ5,1,λ(xy
−1
x)2 = (iXY
−1
X)2 = −I
ρ5,1,λ(x
−1
y)3 = (−X
−1
Y )3 = −I
ρ5,1,λ(x
8y−2)3 = (−X8Y −2)3 = (e2πi/3X3Y 3)3 = (X3Y 3)3 = −I
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Further,
ρ5,1,λ(zw
−1
z)2 = −I
ρ5,1,λ(p60w
5zw
−1
z)3 = (e4πi/3ρ5,1,λ(w
5zw
−1
z))3 = ρ5,1,λ(w
12z6) = −I
Lastly, ρ5,1,λ(w)
25 = ρ5,1,λ(w), and so we see that Γ(60) ⊆ ker ρ5,1,λ. The case of ξ5 = e
4πi/5 is
completely analogous.

We now move on studying the congruence properties of three-dimensional representations.
Proposition 3.2. Suppose ρ : Γ→ GL(3,C) is irreducible with finite image and 2 ≤ po(ρ(σ1)) ≤ 5
and let N = |ρ(T )|. Then ker ρ is a congruence subgroup of level N .
Proof. We proceed as in the proof of Proposition 3.1. Let spec ρ(T ) = { λ1, λ2, λ3 }. By Theorem
2.11, we can write λ2 = e
2πij/rλ1 and λ3 = e
2πik/rλ1 where 2 ≤ r ≤ 5 and j, k ∈ Z
×
r distinct. If we
define ρ˜ = ρ ◦ π then this is a representation of B3 that factors through π and therefore
(3.2) λ61 = e
−4πi(j+k)/r.
Each solution to (3.2) gives rise to a representation ρr,j,k,λ where spec(ρ(T )) = {λ, e
2πij/rλ, e2πik/rλ }.
We finish by showing that the result holds for each of these representations. Again let ρ(T ) = X and
ρ(U) = Y and note that there are symmetries among the ρr,j,k,λ corresponding to the elements of S3.
r = 2: There are no cases since the eigenvalues cannot be distinct.
r = 3: We must have spec ρ(T ) =
{
λ1, e
2πi/3λ1, e
4πi/3λ1
}
where λ61 = 1. If λ1 = 1, e
2πi/3,
or e4πi/3 then N = 3 so T 3 ∈ ker ρ. Also ρ(U2T−2)3 = (Y
−1
X)3 = I so Γ(3) ⊆ ker ρ. If
λ1 = e
2πi/6, −1, or e10πi/6 then N = 6 and X3 = −I. Here c = 4 and d = 3 so that
ρ3,1,2,λ(x) = X
4 = −X ρ3,1,2,λ(z) = X
3 = −I
ρ3,1,2,λ(y) = Y
4 = −Y ρ3,1,2,λ(w) = Y
3 = −I
and ρ3,1,2,λ(p6) = ρ3,1,2,λ(z
20wz−4w−1) = I. We see T 6 ∈ ker ρ3,1,2,λ. Since ρ3,1,2,λ(w) is a scalar
matrix, [x,w] is also in the kernel of ρ3,1,2,λ. We have
ρ3,1,2,λ(xy
−1x)4 = (−XY
−1
X)4 = I
so that (xy
−1
x)4 ∈ ker ρ3,1,2,λ. Also
ρ3,1,2,λ(xy
−1
x)2 = (−XY
−1
X)2 = I
ρ3,1,2,λ(x
−1
y)3 = (XY
−1
)3 = I
ρ3,1,2,λ(x
2y−2)3 = (X2Y −2)3 = (Y
−1
X)−3 = I.
Further,
ρ3,1,2,λ(zw
−1
z)2 = I
ρ3,1,2,λ(p6w
5zw
−1
z)3 = ρe2πi/3,e4πi3,λ(wzw
−1
z)3 = I.
Lastly, ρ3,1,2,λ(w
25) = ρ3,1,2,λ(w), and so we see that Γ(6) ⊆ ker ρ3,1,2,λ.
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r = 4: The only primitive spec ρ4,1,3,λ(T ) = { λ, iλ,−iλ } where again λ
6 = 1. When λ = 1 or
−1 we have N = 4. Here P4 = T
20UT−4U−1 and so ρ4,1,3,λ(P4) = X20Y X−4Y −1 = I. In turn,
ρ4,1,3,λ(T
4) = X4 = I
ρ4,1,3,λ(P4U
5TU−1T )3 = (Y 5XY
−1
X)3 = (Y XY
−1
X)3 = (XY
−1
)3 = I
which shows Γ(4) ⊆ ker ρ4,1,3,λ. If λ = e
2πi/6 or e8πi/6 then N = 12 and X4 = e4πi/3I. Here c = 4
and d = 9 so that
ρ4,1,3,λ(x) = X
4 = e4πi/3I ρ4,1,3,λ(z) = X
9 = e2πi/3X
ρ4,1,3,λ(y) = Y
4 = e2πi3I ρ4,1,3,λ(w) = Y
9 = e4πi3Y
and
ρ4,1,3,λ(p12) = ρ4,1,3,λ(z
20wz−4w−1) = I.
We see T 12 ∈ ker ρ4,1,3,λ. Since ρ4,1,3,λ(x) is a scalar matrix, [x,w] is also in the kernel of ρ4,1,3,λ.
We have
ρ4,1,3,λ(xy
−1x) = (e4πi/3)3I = I
so that (xy
−1
x)4 ∈ ker ρ4,1,3,λ. Also
ρ4,1,3,λ(xy
−1
x)2 = I
ρ4,1,3,λ(x
−1
y)3 = (e2πi/3I)3 = I
ρ4,1,3,λ(x
2y−2)3 = (e4πi/3I)3 = I.
Further,
ρ4,1,3,λ(zw
−1
z) = XY
−1
X
so that
ρ4,1,3,λ(zw
−1
z)2 = I
and
ρ4,1,3,λ(p12w
5zw
−1
z)3 = (ρ(wzw
−1
z))3 = (e4πi/3Y XY
−1
X)3 = (XY
−1
)3 = I.
Lastly, ρ4,1,3,λ(w)
25 = ρ4,1,3,λ(w), and so we see that Γ(12) ⊆ ker ρ4,1,3,λ. If λ = e
4πi/6 or e10πi/6
then N = 12 and X4 = e2πi/3I. Here c = 4 and d = 9 so that
ρ4,1,3,λ(x) = X
4 = e2πi/3I ρ4,1,3,λ(z) = X
9 = e4πi/3X
ρ4,1,3,λ(y) = Y
4 = e4πi3I ρ4,1,3,λ(w) = Y
9 = e2πi3Y
and
ρ4,1,3,λ(p12) = ρ4,1,3,λ(zwz
−4w−1) = I.
We see T 12 ∈ ker ρ. Since ρ4,1,3,λ(x) is a scalar matrix, [x,w] is also in the kernel of ρ4,1,3,λ. We
have
ρ4,1,3,λ(xy
−1x) = (e2πi/3)3I = I
so that (xy
−1
x)4 ∈ ker ρ4,1,3,λ. Also
ρ4,1,3,λ(xy
−1
x)2 = I
ρ4,1,3,λ(x
−1
y)3 = (e4πi/3I)3 = I
ρ4,1,3,λ(x
2y−2)3 = (e2πi/3I)3 = I.
Further,
ρ4,1,3,λ(zw
−1
z) = XY
−1
X
so that
ρ4,1,3,λ(zw
−1
z)2 = I
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and
ρ4,1,3,λ(p12w
5zw
−1
z)3 = (ρ4,1,3,λ(wzw
−1
z))3 = (e2πi/3Y XY
−1
X)3 = (XY
−1
)3 = I.
Lastly, ρ4,1,3,λ(w)
25 = ρ4,1,3,λ(w), and so we see that Γ(12) ⊆ ker ρ4,1,3,λ.
r = 5: We can always reduce to the cases ρ5,1,2,λ with λ
6 = e8πi/5. Let us consider the first
case. We find that λ6 = e8πi/5. If λ=e
4πi/15 or e28πi/5 then N = 15 so T 15 ∈ ker ρ5,1,2,λ. Also
ρ5,1,2,λ(U
2T−8)3 = (Y 2X2)3 = I so Γ(15) ⊆ ker ρ5,1,2,λ. If λ1 = e19πi/15 (resp. e29πi/15) then
N = 30 and X5 = eπi/3I (resp. e5πi/3). Then c = 16 and d = 15 so that
ρ5,1,2,λ(x) = X
16 = −X ρ5,1,2,λ(z) = X
15 = −I
ρ5,1,2,λ(y) = Y
16 = −Y ρ5,1,2,λ(w) = Y
15 = −I
and
ρ5,1,2,λ(p30) = ρ5,1,2,λ(z
20wz−4w−1) = I.
We see T 30 ∈ ker ρ5,1,2,λ. Since ρ5,1,2,λ(w) is a scalar matrix, [x,w] is also in the kernel of ρ5,1,2,λ.
We have
ρ5,1,2,λ(xy
−1x) = −XY
−1
X
so that (xy
−1
x)4 ∈ ker ρ5,1,2,λ. Also
ρ5,1,2,λ(xy
−1
x)2 = (−XY
−1
X)2 = I
ρ5,1,2,λ(x
−1
y)3 = (X
−1
Y )3 = I
ρ5,1,2,λ(x
8y−2)3 = (X8Y −2)3 = (X3Y 3)3 = I.
Further,
ρ5,1,2,λ(zw
−1
z) = −I
so that
ρ5,1,2,λ(zw
−1
z)2 = I
and
ρ5,1,2,λ(p30w
5zw
−1
z)3 = (ρ5,1,2,λ(wzw
−1
z))3 = I.
Lastly, ρ5,1,2,λ(w)
25 = ρ(w), and so we see that Γ(30) ⊆ ker ρ5,1,2,λ. If λ = e
8πi/5 then N = 5
so T 5 ∈ ker ρ5,1,2,λ. Also ρ5,1,2,λ(U
2T−3)3 = (Y 2X2)3 = I so Γ(5) ker ρ5,1,2,λ. If λ = e3πi/5 then
N = 10 and X5 = −I. Then c = 6 and d = 5 so that
ρ5,1,2,λ(x) = X
6 = −X ρ5,1,2,λ(z) = X
5 = −I
ρ5,1,2,λ(y) = Y
6 = −Y ρ(5,1,2,λw) = Y
5 = −I
and
ρ5,1,2,λ(p10) = ρ(z
20wz−4w−1) = I.
We see T 10 ∈ ker ρ. Since ρ5,1,2,λ(w) is a scalar matrix, [x,w] is also in the kernel of ρ5,1,2,λ. We
have
ρ5,1,2,λ(xy
−1x) = −XY
−1
X
so that (xy
−1
x)4 ∈ ker ρ5,1,2,λ. Also
ρ5,1,2,λ(xy
−1
x)2 = (−XY
−1
X)2 = I
ρ5,1,2,λ(x
−1
y)3 = (X
−1
Y )3 = I
ρ5,1,2,λ(x
3y−2)3 = (X3Y −2)3 = (X3Y 3)3 = I.
Further,
ρ5,1,2,λ(zw
−1
z) = −I
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so that
ρ5,1,2,λ(zw
−1
z)2 = I
and
ρ5,1,2,λ(p30w
5zw
−1
z)3 = (ρ(wzw
−1
z))3 = I.
Lastly, ρ5,1,2,λ(w)
25 = ρ5,1,2,λ(w), and so we see that Γ(10) ⊆ ker ρ5,1,2,λ. The other case is analo-
gous.

Definition 3.3. Let ρ : G → GL(d,C) be a representation of a group G. Another representation
ρ′ is called a scaling of ρ there is some scalar θ ∈ C∗ so that for all g ∈ G we have ρ′(g) = θρ(g).
In this case we write ρ′ = θρ and we say a representation is essentially finite if it has a scaling
with finite image. Clearly if ρ is irreducible then so is θρ for any θ.
Note that choices of scalings of a representation are in one-to-one correspondence with elements
of the character group of G. We are now able to prove Theorem A as a corollary to the above
results.
Theorem A. Let d = 2 or 3 and suppose ρ : B3 → GL(d,C) is an irreducible essentially finite
representation such that 2 ≤ po(ρ(σ1)) ≤ 5. Then there is a scaling ρ˜ of ρ so that ρ˜ factors through
π and if we let N = |ρ˜(σ1)|, then π(ker ρ˜) is a congruence subgroup of level N .
Proof. First, let ρ′ be a scaling of ρ with finite image. Then under ρ′, we know (σ1σ2)3 acts by
some root of unity λ. Let θ be a root of the polynomial x6 − λ. Define ρ˜ = θρ so that (σ1σ2)
3
is in the kernel of ρ˜. There is then a representation ρ of Γ with finite image so that ρ˜ = ρ ◦ π.
Since po(ρ(σ1)) = po(ρ˜(σ1)) = po(ρ(T )) and π(ker ρ) = ker(ρ ◦ π), the result now follows from
Proposition 3.1 and Propsition 3.2.

4. Non-congruence kernels
We have shown that for three-dimensional representations, given the projective order of the image
of the braid group generator σ1 is between two and five, we can ensure that the induced kernel is a
congruence subgroup . In this section, we establish that in general this cannot be determined from
the projective order alone. Let us begin with a lemma.
Lemma 4.1. Let ℓ > 1 be an odd integer and let
(4.1) X± =
e
2πi
3ℓ ∓e
2πi
3ℓ − e
−4πi
3ℓ −e
2πi
3ℓ
0 −e
2πi
3ℓ −e
2πi
3ℓ
0 0 e
−4πi
3ℓ
 Y± =
 ±e
4πi
3ℓ 0 0
±e
4πi
3ℓ −e
−2πi
3ℓ 0
−e
−2πi
3ℓ ±e
−8πi
3ℓ + e
−2πi
3ℓ e
−2πi
3ℓ
 .
Then [X3ℓ+1± , Y
3ℓ
± ] has e
−2πi/ℓ as an eigenvalue. In particular, [X3ℓ+1± , Y
3ℓ
± ] is not the identity
matrix.
Proof. Let M± = [X3ℓ+1± , Y
3ℓ
± ]. First note that
M± = X3ℓ+1± Y
3ℓ
± X
−(3ℓ+1)
± Y
−3ℓ
±
= X3ℓ+1± Y
3ℓ−1
± (Y±X
−(3ℓ+1)
± Y
−1
± )Y
−(3ℓ−1)
± .
We will show that each of X3ℓ+1± , Y
3ℓ−1
± , Y±X
−(3ℓ+1)
± Y
−1
± , and, Y
−(3ℓ−1)
± have v = (0, 0, 1) as a right
eigenvector so that their product M± does as well.
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Now since X± is upper triangular, we know v is already a right eigenvector of X3ℓ+1± with
eigenvalue e−4(3ℓ+1)πi/3ℓ = e−4πi/3ℓ. We can compute that
Y 2± =
 e
8πi
ℓ 0 0
e
8πi
ℓ ∓ e
2πi
3ℓ e
−4πi
ℓ 0
0 0 e
−4πi
ℓ

and since 3ℓ− 1 is even, we see that both Y 3ℓ−1± and its inverse both have v as a right eigenvector.
Another computation shows
Y±X2±Y
−1
± =
 e
4πi
3ℓ 0 0
e
4πi
3ℓ ∓ e
−2πi
3ℓ e
−8πi
3ℓ ∓e
4πi
3ℓ ± e
−2πi
3ℓ
0 0 e
4πi
3ℓ

Again 3ℓ + 1 is even so Y±X
−(3ℓ+1)
± Y
−1
± = [(Y±X
2
±Y
−1
± )
−1]
3ℓ+1
2 has v as a right eigenvector with
eigenvalue (e4πi/3ℓ)−(3ℓ+1)/2 = e−2πi/3ℓ. Thus M± too has v as a right eigenvector and the corre-
sponding eigenvalue is e−4πi/3ℓe−2πi/3ℓ = e−2πi/ℓ.

Theorem B. For each odd positive integer ℓ greater than one, there are two irreducible repre-
sentation ρℓ,± with finite image so that ρℓ,±(σ1) has projective order 2ℓ and π(ker ρℓ,±) is a non-
congruence subgroup of Γ with geometric level 6ℓ.
Proof. Fix ℓ satisfying the hypotheses above and let ρℓ,± : B3 → GL(3,C) be given by ρℓ,±(σ1) =
X± and ρℓ,±(σ2) = Y −1± with X± and Y± as above. Since (e
2πi/3ℓ ·−e2πi/3ℓ ·±e−4πi/3ℓ)2 = 1, we see
by Theorem 2.9 that ρℓ,± factor through π. Let ρℓ,± be the induced representations. Rowell and
Tuba’s criteria in dimension three implies ρℓ,± (hence ρℓ,±) has finite image since spec(ρℓ,±(σ1)) =
{±e2πi/3ℓ,±e−4πi/3ℓ }. Its easy to compute po(X±) = 2ℓ and that X± has order 6ℓ. Therefore, if
we let Kℓ,± equal π(ker ρℓ,±) then each Kℓ,± is a finite index subgroups of Γ with geometric level
6ℓ. We are done if Γ(6ℓ) is not a subgroup of Kℓ,±.
Taking G6ℓ as in Proposition 2.3, we see Kℓ,± is non-congruence if and only if for some element
of γ ∈ G6ℓ we have ρ±(γ) is not the identity matrix. Observe that since ℓ is odd, the values of c and
d in Proposition 2.3 can be determined to be c = 3ℓ+ 1 and d = 3ℓ. Therefore [T 3ℓ+1, U3ℓ] ∈ G6ℓ.
But then
ρℓ,±
(
[T 3ℓ+1, U3ℓ]
)
= ρℓ,±
(
[π(σ1)
3ℓ+1, π(σ−12 )
3ℓ]
)
= ρℓ,±
(
[σ3ℓ+11 , σ
−3ℓ
2 ]
)
= [X3ℓ+1± , Y
3ℓ
± ]
=M±
so by Lemma 4.1 [T 3ℓ+1, U3ℓ] is not in the kernel of ρℓ,±. Thus, we have shown each Kℓ,± is
non-congruence. 
5. Realization by modular tensor categories
Our results in section 3 apply to arbitrary two-dimensional representations. Let us now turn
our attentions towards those arising from modular tensor categories. We will show that there are
quantum representations of B3 satisfying Corollary A for r = 2, 3, 4. For each representations ρ, it
will be enough to know the eigenvalues of ρ(σ1).
For r = 2, 3, and 4 there are two-dimensional irreducible unitary representations ρ with po(ρ(σ1)) =
r arising from weakly integral modular tensor categories. The modular tensor category structure
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of C = RepD(S3) was described completely in [CHW15]. The authors label the simple objects of
this category with the letters A through G. It was shown that the anyon C corresponding to the
standard representation of the S3 gives rise to a unitary representation ρ˜C : B3 → U(Hom(C,C
⊗3)).
This representation has a two-dimensional irreducible summand ρC so that with respect to some
basis
ρC(σ1) =
(
i 0
0 −i
)
.
One can see that po(ρC(σ1)) = 2. Also arising from RepD(S3) is a unitary representation ρ˜D :
B4 → U(Hom(B,D
⊗4)). However, the vector space Hom(B,D⊗4) is isomorphic to Hom(B ⊗
D,D⊗3) which gives a representation of B3 with a two-dimensional irreducible summand ρD. In
this case, we can choose a basis so that
ρD(σ1) =
(
ω 0
0 ω2
)
where ω = e2πi/3 and so po(ρD(σ1)) = 3. The Ising category is a rank 3 modular tensor category
with simple objects usually denoted { 1, σ, ψ } in the literature and is closely related to the Chern-
Simmons-Witten SU(2)-TQFT at level 2 or equivalently the purification of RepUqsl2 C where q
is an appropriate choice of 16th root of unity. It arises as a Temperley-Lieb-Jones algebroid with
Kauffman variable A = ie−πi/16 (see [Wan10]). The simple object σ affords a two-dimensional
irreducible representation ρσ : B3 → U(Hom(σ, σ
⊗3)) where in the canonical basis of admissibly
labelled trivalent trees
ρσ(σ1) =
(
e−πi/8 0
0 e3πi/8
)
thus po(ρσ(σ1)) = 4. Although not defined using the braiding on the category, it is worth pointing
out that the quantum representation of SL(2,Z) associated to the Fibonacci category maps T to a
matrix with projective order 5 and this pulls back to a representation ρ of B3 so that po(ρ(σ1)) = 5.
There is a three-dimensional irreducible representation of B3 arising from RepD(S3) with finite
image, none of whose scalings project onto a congruence subgroup of Γ. The anyon G in this
category leads us to an irreducible representation ρG : B3 → U(Hom(G,G
⊗3)) with finite image.
In the basis of the admissibly labeled trivalent trees, this representation is given by
ρG(σ1) = ω
2
1 0 00 −1 0
0 0 ω2
 ρG(σ2) = ω

1
2 −
1
2
1√
2
ω
−12
1
2
1√
2
ω
1√
2
ω 1√
2
ω 0

where ω = e2πi/3. The generator of the center acts by ω. If we let τ = e−πi/9 and ρ = τρG then
spec(ρ(σ1)) = {±e
2πi/9, e5πi/9 } and so ρ is conjugate to ρ3,−. In particular, the induced kernel
π(ker ρ) is a non-congruence subgroup of Γ.
References
[BSL64] H. Bass, J.-P. Serre, and M. Lazard. Sous-groupes d’indice fini dans SL(n,Z). Bulletin of the American
Mathematical Society, 70:385–392, 1964.
[CHW15] S. X. Cui, S.-M. Hong, and Z. Wang. Universal quantum computation with weakly integral anyons. Quan-
tum Information Processing, 14(8):2687–2727, August 2015.
[FK90] R. Fricke and F. Klein. Vorlesungen iiber die Theorie der elliptischen Modulfunktionen, Band I. Leipzig,
1890.
[Gan14] Terry Gannon. The Theory of Vector-Valued Modular Forms for the Modular Group, pages 247–
286. Springer Berlin Heidelberg, Berlin, Heidelberg, 2014. ISBN 978-3-662-43831-2. doi:10.1007/
978-3-662-43831-2 9.
[Hsu96] T. Hsu. Identifying congruence subgroups of the modular group. Proceedings of the American Mathematical
Society, 5(5):1351–1359, 1996.
[Men65] J. L. Mennicke. Finite factor groups of the unimodular group. Annals of Mathematics, 81:31–37, 1965.
CONGRUENCE SUBGROUPS AND B3 REPRESENTATIONS 19
[NS10] S.-H. Ng and P. Schauenburg. Congruence subgroups and generalized Frobenius-Schur indicators. Com-
munications in Mathematical Physics, 300(1):1–46, 2010.
[RT10] E. Rowell and I. Tuba. Finite linear quotients of B3 of low dimension. Journal of Knot Theory and its
Ramifications, 19(5):587–600, 2010.
[Sto84] W. W. Stothers. Level and index in the modular group. Proceedings of the Royal Society of Edinburgh.
Section A., 99(1-2):115–126, 1984.
[Wan10] Z. Wang. Topological quantum computation, volume 112 of CBMS Regional Conference Series in Mathe-
matics. American Mathematical Society, Providence, RI, 2010.
[Woh64] K. Wohlfarhrt. An extension of F. Klein’s level concept. Illinois Journal of Mathematics, 8(3):529–535,
1964.
E-mail address: ricci@math.ucsb.edu
Dept. of Mathematics, University of California, Santa Barbara, CA 93106-6105, U.S.A.
E-mail address: zhenghwa@microsoft.com
Microsoft Station Q and Dept. of Mathematics, University of California, Santa Barbara, CA
93106-6105, U.S.A.
