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A method for selecting the best in some sense of two 
or more mathematical models is investigated in this study.
The method is that of using part of the data to estimate 
parameters and using the resulting equation to predict 
the additional data which are then compared with the existing 
data not used in estimating the parameters. In particular 
the effects produced on the method by the number and location 
of points used in estimating the parameters and the criterion 
for determining the best fit are investigated. It was 
concluded from the results of an emperical investigation that 
the success of the method was significantly affected by 
both the location and number of points used in estimating 
the parameters. It was also concluded that the criterion for 
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When a relationship between quantities in the physical 
world is such that one or more known quantities can be used 
to estimate another quantity, we could say that a relationship 
exists between the known quantities and the estimated quantity. 
The formulation of a mathematical model is an attempt to 
express in mathematical terms the relationship which exists 
among the quantities. Such a mathematical model often makes 
data obtained from an experiment more useful. One way which 
it does so is by predicting future responses on the basis of 
past results. Without some means of prediction, each new 
response must be sought by observation or experiment. 
Experimental data are often costly and sometimes difficult 
to obtain. Thus, there is an ever present need for a 
mathematical model that will predict future responses within 
a certain degree of accuracy. Since in general no exact 
function can be found which perfectly predicts future responses, 
attention is turned to a study of a process for selecting a 
function or functions which sufficiently approximate the 
responses studied.
In cases where Y is a function of one independent variable 
x for a given range of the variable x, the problem reduces 
to curve fitting. When the general form of F(x) is known 
except for the particular values of the parameters, there are 
standard methods for estimating the values of the parameters.
2The primary concern here is to study a method for selecting 
the "best" in some sense of two or more mathematical models 
from the results of an experiment.
The use of the word "best" requires further explanation. 
A model may be considered adequate when certain criteria are 
met. Some frequently used criteria are:
(1) | Yo - Yp|n , n = 1 or 2, is sufficiently small,
(2) the maximum |Yo - Yp | is sufficiently small 
where Yo is an observed value and Yp is a predicted value 
for Y at some x. In this experiment Z Z  |lo - Yp I ,
y  |Yo - Yp|2 , and n  |y o  - Y p p  are used as criteria.
The word "best" as used here will mean that the summation 
will be the smallest for a given model when compared to other 
models for a given n on | Yo - Yp| n .
For a given set of data, an infinitude of models may be 
found which will fit the data perfectly. However, these same 
models may not predict future responses within the desired 
degree of accuracy. In many cases the usefulness of a 
mathematical model depends on how well it predicts future 
responses. It seemed therefore that a study of a method of 
selecting the "best" model based on how well it predicts 
data would merit investigation. The author shall herein 
present the results of a study of a method for selecting the 
"best" in some sense of two or more mathematical models.
3CHAPTER II
Apparently there are no publications available which 
deal directly with the method investigated in this thesis.
There are many publications which deal with model selection 
and in that sense are related to the method being studied.
Graybillv ' points out that finding a functional form 
of F(x) by using a small amount of data is a very complex 
problem in general and in most cases a satisfactory solution 
does not exist. He also points out that in most cases we want 
a polynomial of low degree that represents the data. He 
devotes an entire chapter to a method for finding the polynomial 
of lowest degree that adequately represents the given data. 
Various ways are given to determine the functional form of 
F‘(x). Sometimes a known fundamental law will determine the 
functional form. Vast amounts of data may be available which 
enable the experimenter to perceive the form of F(x) or finally
the experimenter may rely on intuition.
( 2 )T. A. Bancroft presents a discussion on "The Theory 
of Incompletely Specified Models In Statistical Inference" 
in which he studies two types of incompleteness of model 
specification:
(1 ) alternative choices of number of parameters in the 
model,
(2 ) alternative choices of side conditions on certain 
parameter(s) in the model.
REVIEW OF LITERATURE
if
In his approach to the problem, data in hand is used as an 
aid in determining the final model to be used in subsequent 
inferences. The final models were limited to members or 
subgroups of a single more general model which relates it 
to the problem at hand.
Box and Tidwell^3) have an article published which deals 
with a transformation of the independent variables in order 
to simplify the function in the transformed variables. This 
is another effort to obtain a low-degree polynomial or 
simplified function to represent given data.
5CHAPTER III 
THE METHOD STUDIED
A method which we might reasonably expect an experimenter 
to use in selecting the best of two or more models might be 
to use some portion of the data to estimate parameters and 
then see how well the resulting equation would predict the 
additional data. This should appeal to him as he may want 
to use the fitted models to predict future responses. This 
method would evaluate the model by its preformance in predict­
ing subsequent responses. Furthermore, the method is quite 
general since the form of the model is general so long as 
the parameters can be conveniently estimated. In addition, 
it does not appear that any one model should be favored. The 
adequacy of each model would be determined by its ability to 
predict subsequent data.
Three factors which would obviously produce an effect 
on such a method ares
(1 ) the number of points used in estimating the parameters
(2 ) the location of the points used
(3) the criterion used to determine which model is best. 
This study will be limited to the effects of the three factors 
above. Although other possible factors could be included the 
author felt that the three given were the most important. The 
effect of each factor and the interaction of the factors will 
be investigated. This will be an empirical investigation and 
may even be considered as an experiment. The use of the IBM
61620 computer permitted the repetition of the experiment 
enough times to allow conclusions to be drawn. Nine different 
arrangements of location and number of points used in estimat­
ing parameters for the models will be investigated. Three 
criteria for determining best fit will be compared. In addi­
tion to determining the effects of the above factors, the experi 
ment will provide the best procedure for using the method 
described.
a set of models was needed for use in the experiment.
The models will serve to generate data when the original 
parameters are in the models. They will serve as a set of 
models from which the method is to select the best model when 
estimated parameters are in the models. The following chapter 
describes the choice of models to be used and the generation 
of data.
7CHAPTER IV
THE CHOICE OF MODELS a ND GENERATION OF DATA 
A. THE CHOICE OF MODELS
Two things needed to be considered in the selection of 
the models to be used in this study. First, the general 
trend of the graph of the models needed to be essentially 
the same. That is, the graphs needed to look enough alike 
so that any one of the models would seem to be an adequate 
choice to represent the data. Second, the general types of 
models to be used would depend upon the behavior of the 
graphs of the models in the range for which they were to 
represent the data. The number of models used was arbitrarily 
chosen to be seven. Four polynomials and a trigonometic 
function were selected because they are so commonly used in 
curve fitting. Two other models, an exponential and a 
logarithmic function were selected to avoid any special 
effects that using mostly polynomials might have on the 
conclusion. On the basis of the previous considerations the 
following types of models were selected:
(1) Y = B „  + B 12 x
(2) Y = B21 + B22 x + B23 x2
(3) Y = B + B^2 x + B^^ x2 + B ^  x^
(*f) Y = B lf1 + B^g x + B ^  x2 + B ^  x^ + Bi^ x^
Y = B + B ^2 x + B ?3 sin (x/h)(5 )
8(6) Y = + B62 x + B ^  In (x + k)
(7) Y = B„. + B x + B e (x/m)71 72 73
The parameters in the models needed to be estimated so 
as to make the general trend of the graphs of the models the 
same for a given range of x. The range of x was chosen as 
- 6 4 x ^ 6  for convenience. The parameters in model (1) 
were chosen arbitrarily as B ^  = 3  and B = 2. The constants 
h, k, and m in models (5)* (6) and (7 ) respectively were 
then chosen for convenience before the remaining parameters 
were estimated. The remaining parameters were then estimated 
so that Y for any of the models would not vary significantly 
from Y = 3 + 2x for any x in the interval - 6 f  x f  6 . The 
results were such that |Y(1) - Y(K)| £ 1.51 for all x in the 
interval - 6 £ x £ 6 where Y(K) represents values of Y for 
model (K) at the point x. This assured that the general 
trend of the graphs of the models would be the same. Figure 
1 illustrates the region containing the graphs of all of the 
models. The graph of each of the seven models is shown in 
Appendix I. The seven models used in the experiment are 
Y( 1) = 3 + 2x
Y(2) = 3.5 + 2.0426 x - .0486 x2
Y(3) = 2.9 9 9 + 2.302 x + .0001 x2 - .0 13 x3
Y(4) = 2.5 + 2.0078 x + .1491 x2 - .00006 x3 - .0045 x^
Y(5) = 3 + 2.1538 x + .0396 sin (x/2)
9Y(6) = - 16.563 + .967 x + 8.929 In (x + 10) 
Y(7) = 2.138 + 1.781 x + .3620 e(x/3).
REGION CONTAINING GRAPHS OF MODELS 
Figure 1
B. GENERATION OF DATA
The data to be used needed to lie primarily within the 
region of the graphs of the models. Each of the seven models 
was used to generate data. A model was selected from the 
seven and designated as the true model. The data were generated 
using the true model to calculate a value for Y at each 
integer value for x in the interval - 6 £ x 6 6. To each 
calculated value of Y a random error was added. These generated 
values of Y will hereafter be referred to as Y(T)o where T 
designates the model number being used as the true model.
For example, an observed value using model (1) as the true
model would be;
Y(1)o = 3 + 2x + e. Of.1)
10
Seven of the integer values of x, - 6, - - 2, 0,
2, 6, were repeated. This made a total of twenty observed
values of Y generated from a model using one set of twenty 
random errors. Each of the seven models was used to generate 
twenty observed values for a given set of errors. A total 
of fifty sets of random errors were used. This produced 
a total of seven thousand observed values of Y to be used 
in the experiment.
The random errors were from a normal distribution with 
zero mean and unit variance. They were a part of the results 
of a thesis submitted by Mr. Karl Kneile. They were obtained 
from the computer center of The University of Missouri at Rolla 
and used with Mr. Kneile*s permission.
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CHAPTER V
THE EXPERIMENT AND ANALYSIS 
A. THE EXPERIMENT
It was pointed out in Chapter III that the effects of 
the following factors were to be investigated:
(1) the number of points used in calculating the 
parameters for the models,
(2) the location of the points used,
(3) the criterion used to determine the best fit,
that is | Yo - Yp | , | Yo - Yp|2 or
X T  l*° - *pi3-
Other factors such as using repeated values of x could be 
expected to produce an effect on the results but will not 
be taken into consideration.
Due to the large number of calculations involved in the 
experiment, the actual numerical work was done mostly on the 
IBM 1620 computer. The details of the programming will be 
omitted. A flow chart is included in Appendix II.
In order to study the three factors listed above, some 
systematic method of using them in the procedure needed to 
be outlined. Figure 2 shows a table illustrating how the factors 
were arranged in the experiment. The summations, V~~?| Yo - Yp|n 





NUMBER OF POINTS 




ZTlYo - Yp|n 
A,n=1 B,n=2 C,n=3
" - ' ' ' ■ ' 
1 13 Evenly spaced
2 13 Middle
3 13 Ends
b 10 Evenly spaced
5 10 Middle
6 10 Ends j
7 7 Evenly spaced
i
j
8 7 Middle i|
9 7 Ends !
______ l
TABLE SHOWING ARRANGEMENT FOR EACH METHOD USED
Figure 2
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In order to avoid notational difficulties in the 
discussion of the experiment, a set of symbols will be 
defined next and used throughout the discussion.
(a) Y(T)oi = observed values for Y using model (T)
as the true model. T = 1,...,7 and i = 1,...,20.
(b) Y(K)pi = predicted or fitted values for Y with 
K = 1,..., 7 and i = 1,...,20.
(c) NO = set of values for i for the points not used 
in estimating the parameters in the model.
A model was selected from the seven given models and 
designated as the true model. Data were generated using the 
true model plus random errors. For example, if model (1) 
were the true model then the data would be generated as follows:
Y(1)oi = 3 + 2x± + e± , i = 1,...,20. (?.1)
A selected set of these twenty observed values was then used 
in estimating parameters for each model using a least squares 
fit. These new parameters were then used to calculate predicted 
values with each model using the points in the set NO. The 
predicted values for model (1) using method 1 would be:
Y(1)p = + B 12 X i , i £ K 0  (5.2)
A  Awhere and are the estimated parameters. Figure 3 shows
a table of points used in estimating the parameters in methods 
1 through 9•
The predicted values of Y(K)p^, K = 1,...,7 and i = 1,...,20, 
and the observed values from the true model were used in calcu­
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- 3 -2 -2 -1 0 0 1 2 2 3 i+ 5 6 6
1 * * *» ** *»• K * *• y* V
2 i* *>• ** 4" »<• y* 4- y* *
**
3 V * ✓ u* >*
is ** 4- *- *• y* 4- 4*
5 * *•*
✓ y* * s y' I*
6 u u * *** \s y*
7
u ** i** \S i- \f
CO 4* 'f i-
4-
9 u ** 4* * 4- s
POINTS USED IN ESTIMATING PARAMETERS 
Figure 3
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1,...,7* The experimenter could hopefully expect the sum
y ~ |Y(T)o. - Y(T)p.| n for each n to be the smallest since 
i 6 NO 1 11
model (T) represents the true model* That is, one could 
hope the true model would be declared the best model for 
each criterion used.
Some system of scoring the methods was needed. If the
method declared the true model best, that is, if the smallest
of the sums } H  |Y(T)o^ - Y(K)p.ln occurred when K = T, then ieNO1 1 11
the method being used was given a score of 1. If it did not
declare the true model best then the method could be given
a score of 0 or it could be given a score depending on its
relative position when compared with the remaining six
summations for each n. The latter was chosen as the system
of scoring. Each method from Figure 2 was given a score from
1 to 7 for each n used on I Y(T)o. - Y(K)p.l n and eachieNO 1 14
set of random errors. Figure b shows a typical set of scores
as they were obtained from the computer. Scores A, B, and C
represent the scores for n = 1, 2 and 3 respectively on
2ZZL I Y(T)o. - Y(K)p.ln . Figure b shows twenty-one scores i€NO 1 11
for one method and one set of random errors. There were nine 
methods and fifty sets of random errors. This produced nine 
thousand, four hundred and fifty such scores to be analyzed.
B. a na lysi s
There were four hundred and fifty sets of scores such as 














1 7 50 1 1 1
2 7 50 5 5 3
3 7 50 if if
7 50 1 1 1
5 7 50 2 2 2
6 7 50 if 2 1
7 7 50 7 7 7
TABLE OF SCORES FOR A GIVEN METHOD











1 1 162 i?if 150 7*fif 658 6 3 6
2 160 162 163 600 6 ^ 6 6 7
3 177 165 175 817 713 789
if 178 178 1 7 1* 9 if6 978 9b6
5 157 158 165 683 711+ 759
6 160 11+>4- 1^3 668 570 537
7 18^ 170 167 8ifif 758 725
SUMS FOR 
MODELS 1-7 1178 1 1 3 1 1137
TABLE OF SUMS OF SCORES FOR METHOD 1
Figure 5
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method as shown in Figure 5- There was a table of values such
as that shown in Figure 5 for each of the nine methods used.
The sums for models 1 through 7 using each method were used
in making the table of values shown in Figure 6. The dots
in the subscripts for in each case indicate that a sum
was taken with that subscript varying from 1 to 3*
(1)An analysis of variance v ' was performed on the scores 
using the sums from the table shown in Figure 6 and also the 
sums of squares of scores A, B, and C as shown in Figure 5*
The following notation is used in the analysis of variance 
table in Figure ?•
Symbols Reduction in sum of squares due to:
R(M) mean
R(S) spacing of points used
R(A) value of n used in criteria for best fit
R(P) number of points used
R(SXP) interaction of spacing and number of points
R(SXA) interaction of spacing and criteria used
R(PXA) interaction of number of points and criteria
used
R(PXAXS) interaction of spacing, criteria and
number of points used.
The analysis of variance showed that the effect produced 
on the method due to the spacing of the points was highly 
significant. The effect due to the number of points used 
was also significant. In addition, the effect due to the
18
Sums f o r  n  * 1 Sums f o r  n  * 2 Slims f o r  n  = 3
LOCATION HUMBER OF POINTSUSED
13 10 7 13 10 7 1 3 10 7
Ym
Y
121 Y131 YX211 YX221 Yx231 Y311 Y321 Y331 Y - n
a 3 , ^
EVEN 1,178 1,079 1,100 1,131 1,069 1 , 0 5 2 1,137 1,080 1,09*f Y*21 z 3,228
V 1 = 3,357 Y2. 1 = 3,252 Y3* 1 = 3,311 Y ,31
s 3 ,2 W
Y..1
s 9,920
Y112 Y122 Y132 Y212 Y222 Y2 3 2 Y312 Y3 2 2 Y332 Y.12
z 3,656
MIDDLE 1,228 1,329 1,381 1,212 1,323 1 ,366 1,216 1,323 1,365 CMCM» = 3 , 9 7 5
y
1 •
2 »  3,938 Y2. 2 -  3,901 Y3* 2 = 3,90^-
Y
•32
z >t, 1 1 2















s 3 , ^ 3 3
ENDS 1,138 1 , 1 3 3 1,226 1 , 1 3 5 1,138 1 ,22*t 1,160 1 , 1 3 9 1 , 2 0 7 Y*23 = 3 , ^ 1 0
Y1.






ss 1 0 ,5 0 0
Y11- Y12. 13* Y21 •
•CM *23- Y31 • Y32. Y33* y . i .
z 10,535
3 ,5 ^ 3,5^1 3 , 7 0 7 3A78= 3,530 3,6^2 3,513 3,5*+2 3,666 Y.2 .
s 1 0 , 6 1 3
Y1.
*  10,# 7 9 2 Y2 -
= 10,650
• Y3.
® 10• , 7 2 1 Y 3*
= 1 1 , 0 1 5
Y• * * z 32,163
TABLE OF SUMS OF SCORES FOR EACH METHOD
Figure 6
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R(M) 1 109, ^ 6 .5 15
R(S) 2 550.770 275.385 93.727 2.3 3.0
R(A) 2 3.201 1.601 .5^5
R(P) 2 1*2.126 21.063 7.169
R(SXP) k 125.502 31.376 10.679 1 .91* 2.37
R(SXA) b 2.932 •733 .21*9
R(PXA) b 1.018 .255 .087
R(PXAXS) 8 3-379 A22 1.6 7 1 .91*
ERROR 9161 2.938
a na ly s is of variance
Figure 7
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interaction of the spacing and number of points was also 
significant. This would indicate that the spacing and 
number of points cannot be considered independently. A 
combination of spacing and number of points used in estimating 
the parameters must be considered.
The effect due to the criteria for best fit was shown 
to be insignificant. Also, the interaction of the criteria 
with the other factors did not produce a significant effect. 
This would indicate that the effect on the method due to the 
criteria for best fit could be neglected. Since that classi­
fication can be neglected we look in the right hand column 
of Figure 6 to find the best way to use the method. The 
sum *s ^ound to be the smallest in the column. This
would indicate that method b is the best method to use.
Method b used half of the points in estimating parameters 




On the basis of the results obtained from the analysis 
in the previous chapter, the following can be concluded:
(1) The effect on the method due to the criteria for 
best fit used in this study are negligible*
(2) The method is significantly affected by both the 
location and number of points used in estimating 
the parameters.
(3) Since the interaction of the number of points used 
and the location of the set of points used is highly 
significant, the choice of these must be made 
simultaneously.
(*+) The best way to use the method is by using half of 
the points to estimate the parameters, spacing the 
points evenly, and using any of the three given 
criteria for best fit.
The models used in this experiment were linear in the 
parameters. It would seem that the method should be useful 
in situations where some of the models are not linear in their 
parameters. Further investigations in this area are planned.
22
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APPENDIX I 
GRAPHS OF THE MODELS
The following three pages present autoplot graphs 
of the models used in the generation of data for the 
experiment. Model (1) is included in each graph to provide 
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