We introduce an e cient method for learning and inference in higher order Boltzmann machines. The method is based on mean eld theory with the linear response correction. We compute the correlations using the exact and the approximated method for a fully connected third order network of ten neurons.
Introduction
A Boltzmann machine is a network of stochastic binary variables (neurons). All neurons s i are linked to each other with symmetric couplings w ij = w ji . Due to this symmetry the probability distribution is given by the Boltzmann-Gibbs distribution which is a known function of the couplings and thresholds of the network 1].
Sejnowski 15] introduced higher order Boltzmann machines (hobm), which have also connections like w ijk or w ijkl . Those neural networks can be used to decrease the number of hidden neurons needed in an ordinary Boltzmann machine since the higher order connections can represent higher order correlations in the data. In case the order of the network equals the number of neurons, the system is capable to learn every distribution exactly without hidden neurons 3].
Since learning of a Boltzmann machine requires an amount of time proportional to 2 N , where N is the number of neurons, an approximation is necessary. One can use, for instance, Gibbs sampling 11] where the averages are approximated by taking some samples from the space of all the 2 N possible states of the neurons. This is, however, still a time consuming procedure. Another approximation method, known as naive mean eld theory, where the correlations hs i s j i?hs i i hs j i are assumed to be zero, was applied to ordinary second order Boltzmann machines 13], but gives in general poor results.
Several improvements to mean eld theory were made. Thouless We describe the theory of an exact hobm in the next section. In the third section we derive the linear response approximation for hobm. We introduce the Gibbs free energy G as the Legendre transform of the free energy, F. The derivative of F with respect to the model parameters are the moments of the hobm. We show that these are related to the derivatives of G through the Legendre transform. The mean eld approximation results from a small coupling expansion of the Gibbs free energy 14].
The linear response approximation can be used to approximate the correlations given the couplings of the hobm (the forward problem). This is useful for inference tasks, where one wants to compute the marginal probability of some neurons given the value of some others.
It can also be used for learning, where the couplings must be estimated from the correlations in the data (the backward problem). In this case a gradient based method must be used to adapt the couplings in such a way that the corresponding correlations are equal to the target correlations. In the case of no hidden units we solve the backward problem for hobm in the linear response approximation without iteration.
In section 4 we compare the quality of the linear response approximation for the forward and backward problem and we solve the shifter problem as was done by 6]. (1) We use the notation i instead of w i since it will turn out that the thresholds are treated in another way than the other couplings.
The probability to nd the system in equilibriuim in some states is the Boltzmann-
where Z is a normalization constant
The learning problem is to set the thresholds and all the couplings such that some target distribution Q (s ) is approximated as closely as possible. Therefore one minimizes the distance between P and Q. A suitable measure of this distance is the Kullback-Leibler divergence, given by
since it stands for the average distance (in information theoretical sense) between the model and the observed data. Since the model is considered to be an approximation of the reality, the average is taken with respect to the data. For details see 9] . An important property is that K = 0 , P = Q and K > 0 otherwise. 
We use the -expansion as introduced by Plefka 14] to approximate the free energy.
The energy of some state of the network is given by E (s; ) = ?
where E int stands for the interaction energy given by Using the approximation for G (13) we obtain the generalised mean eld equations:
In principle one can expand upto higher orders in . For second order Boltzmann machines this was done by 8].
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The forward problem
We will now show how to approximate the forward problem, i.e. to compute the correlations given the couplings and thresholds of the network.
First we de ne F ijk::: = @ ::: F @ i @ j @ k : : : (16) and G ijk::: = @ ::: G @m i @m j @m k : : : (17) F is the cumulant generating function of the distribution P and hence F ijk::: are the connected parts of the correlations. For instance F ij = ? hs i s j i + hs i i hs j i (18) 
with respect to j and m j respectively.
When we di erentiate both sides of equation (20) with respect to k we obtain
which expresses the third order derivatives of F in terms of derivatives of G. Di erentiating again with respect to l gives us an expression for the fourth order derivative and so on.
Thus given the couplings and thresholds of a hobm we can compute m i from (15) and compute G and its derivatives with respect to m i from (13) . Using (22) we compute the correlations. In this way we approximately solve the forward problem. Note that the linear response algorithm has a computational complexity which is polynomial in the number of neurons, whereas the exact learning method is exponential.
The backward problem
When there are no hidden neurons, all the clamped correlations in the learning rule However, we can nd a solution to equation (23), (24) and (25) by imposing the stronger condition that (23), (24) and (25) must hold for any set of indices and allowing non-zero diagonal couplings. This`trick' was succesfully used for second order Boltzmann machines. In that case, these diagonal contributions e ectively estimate the second order self coupling contributions 7] . Here, such a motivation is less evident.
Step 1
From (23) we can compute m i , since m i = ?F i = hs i i f . From (24) and (25) we can compute the derivatives of F using (18) and (19).
Step 2
The derivatives of G expressed in terms of the derivatives of F can be obtained as Step 3 The derivatives of G are approximately given in terms of m i and w by di erentiating equation (13) 
Results
In this section we apply the above theory to third order Boltzmann machines.
The forward problem
We assess the quality of the approximation to compute the correlations of a given 
The couplings are randomly drawn from a Gaussian with zero mean and standard deviation = p N for the second order interactions and =N for the third order ones.
We plot the exact correlations versus the approximated ones for = 0:2, 0:3 and 0:4.
Since it is known that for second order models the mean eld approximation breaks down at > 1=2 for large N 17], we took < 1=2. The network consists of 10 neurons, since in that case it is possible to compare the results with the exact calculations. 
The backward problem
A Boltzmann machine with distribution P (s ) which has thresholds, second and third order couplings, is trained using the method from section 3.2. The target distribution Q (s ) in equation (4) Linear response is used to obtain the couplings and thresholds of P (s ). The di erence between the target and P (s ) is measured using the Kullback divergence. If our approximation is perfect, the Kullback divergence is zero, since the task is realizable.
Indeed, using the exact learning rule, the Boltzmann machine converges to a K = 0 solution.
In gure 2 the logarithm of the Kullback is shown versus 2 and 3 . It is clear that in the case of large 2 and 3 our approximation is no longer valid, since it was based on a Taylor expansion with respect to the couplings. We conclude from the gure that the linear response approximation is only allowed as long as 2 < 0:6 and 3 < 0:8 (since in that region the Kullback is small enough). The fact that the method does not break down at 2 = 1=2 but gradually deteriorates between 1=2 < 2 < 1 can apparently be attributed to the fact that the diagonal couplings e ectively play the role of the Onsager reaction term (tap) 7].
The shifter problem
We applied the linear response method to the shifter problem as described in 6]. For this problem the neurons are divided into three groups. Group P 1 is a group of p neurons which are clamped to one of the 2 p binary patterns with equal probability.
Group P 2 is again a group of p neurons and their states are determined by shifting the states of the neurons in P 1 . Wrap-around is used so that a bit that is shifted out appears at the opposite side. The pattern can be shifted upto s positions to the left, upto s positions to the right or no shift with equal probability 1 2s+1 . The third group, S, has 2s+1 neurons, which represent the possible shifts. In the original problem p = 8 and s = 1 (only left, right or no shift was allowed). The network had to recognize the shift, given the two patterns on P 1 and P 2 .
Hinton and Sejnowski 6] used a second order Boltzmann machine with 24 hidden neurons to solve the problem. More recently, Albizuri et al. used a third order machine without hidden neurons 2]. We trained a third order network without hidden neurons for the original problem using the method from section 3.2 with one small change:
Since there is always exactly one neuron in S which is on, the matrix of second order correlations, F ij , has a zero eigenvalue. Therefore, in equation (20), we take the pseudo inverse instead of the true inverse. After training, the network had to solve two tasks:
1. The neurons in P 1 and P 2 are clamped and the network has to recognize the shift.
2. The neurons in P 1 and S are clamped and the neurons in P 2 have to output the shifted pattern.
The rst task was perfectly done by the network. All shifts were recognized except 10 ambiguous cases: Six cases in which all neurons in P 1 are either plus or minus one (where the shifts can not be distinguished) and four cases where the neurons in P 1 are alternately plus and minus one (where a left and right shift can not be distinguished).
The second task was harder to solve. About 80% of the patterns were shifted correctly,
i.e. the sign of all mean ring rates in P 2 , computed using equation (15) 
