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Abstract 
A Small-Gain Theorem, which can be applied to a wide class of systems that 
includes systems satisfying the weak semigroup property, is presented in the 
present work. The result generalizes all existing results in the literature and 
exploits notions of weighted, uniform and non-uniform Input-to-Output Stability 
(IOS) property. Applications to partial state feedback stabilization problems 
with sampled-data feedback applied with zero order hold and positive sampling 
rate, are also presented.  
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1. Introduction 
 
     A common feature of stability analysis for complex interconnected systems is the application of small-gain results. 
Small-gain theorems for continuous-time finite-dimensional systems expressed in terms of “nonlinear gain functions” 
have a long history (see [10,27,44,45] and the references therein). A nonlinear small-gain result was presented in [10], 
which allowed numerous applications to feedback stabilization problems. The methodology presented in [10] was 
followed by many researchers (see [11,12,18,20,40,43]). A common characteristic of current research on nonlinear 
small-gain results in Mathematical Systems Theory is the use of the notion of uniform Input-to-State Stability (ISS), 
introduced by E.D. Sontag in [37] for systems described by Ordinary Differential Equations, or the notion of uniform 
Input-to-Output Stability (IOS), introduced by E.D. Sontag and Y. Wang in [39] (also see [10]) and extended in [8]. 
Small-Gain theorems for discrete-time systems can be found in [13,14,15].  
 
    Extensions of small-gain results were presented recently in the literature. A non-uniform in time small-gain 
theorem for continuous-time finite-dimensional systems was presented in [18]. Moreover, in [20,40] small-gain 
results for wide classes of systems were provided. The classes of systems considered in [20,40] satisfy the classical 
“semigroup property” (see [20,21,22,38]). Small-gain results for hybrid systems satisfying the classical “semigroup 
property” were recently presented in [26]. 
 
   An important feature of certain hybrid systems is that they do not satisfy the classical “semigroup property”: for 
example, the solution )(tx  of a system Σ  with initial condition 00 )( xtx =  does not coincide (in general) for 
01 ttt >≥  with the solution )(~ tx  of Σ  with initial condition )()(~ 11 txtx = . Such systems arise when sampled-data 
feedback laws are applied to finite-dimensional control systems or when numerical discretization schemes are applied 
for the numerical solution of a system of ordinary differential equations. However, from a mathematical point of 
view, these structures cannot be considered as “systems” in the sense given in [16,20,38]. This feature has important 
consequences, since the researcher cannot use the tools developed for systems theory and mathematical control 
theory. In [21,22] the notion of a system was relaxed so that the “semigroup property” does not hold in a strict sense. 
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Moreover, the modification introduced allows the results obtained in [20] to hold. Thus we are in a position to 
develop a complete stability theory, which covers the systems that satisfy the so-called “weak semigroup property”. 
 
The purpose of the present work is to present a small-gain result (Theorem 3.1 and Corollary 3.4), which 
 
∗  can be applied to a very general class of systems (including systems that do not satisfy the classical “semigroup” 
property). 
∗  unifies all existing results, which make use of uniform or non-uniform and weighted notions of Input-to-State 
Stability (ISS) or Input-to-Output Stability (IOS). 
∗  can be used directly for the solution of sampled-data feedback stabilization problems or problems of numerical 
stability of discretization schemes. 
∗  can be applied to uncertain time-varying systems with vanishing or non-vanishing perturbations. 
 
     We believe that the main result of the present work is a valuable tool for establishing stability and will be used 
frequently in future research. However, we would like to emphasize the theoretical significance of our main result: it 
is a method for establishing qualitative properties expressed in a very general framework that unifies works from 
various fields as well as different stability notions. The results presented in the paper can be extended without much 
difficulty to the case of local stability notions. 
 
     The contents of this paper are presented as follows. In Section 2 we provide the definitions of the notions used and 
several examples of systems that have the “Boundedness-Implies-Continuation” (BIC) property. In Section 3 the 
main result is stated and proved. In Section 4, it is shown how the main result of the present work can be applied to an 
ISS stabilization problem of a certain class of systems with partial-state sampled-data feedback. It should be 
emphasized that sampled-data control systems cannot be handled with Small-Gain results that have appeared so far in 
the literature, since sampled-data control systems do not satisfy the classical semigroup property. Finally, Section 5 
contains the conclusions of the paper. The proofs of some basic results are given in the Appendix.  
 
 
 
Notations Throughout this paper we adopt the following notations:  
∗  We denote by +K  the class of positive, continuous functions defined on +ℜ . We say that a function 
++ ℜ→ℜ:ρ  is of class N , if ρ  is continuous, non-decreasing with 0)0( =ρ . By K  we denote the set of 
positive definite, increasing and continuous functions. We say that a positive definite, increasing and continuous 
function ++ ℜ→ℜ:ρ  is of class ∞K  if +∞=+∞→ )(lim ss ρ . By KL  we denote the set of all continuous functions 
+++ ℜ→ℜ×ℜ= :),( tsσσ  with the properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 
0≥s , the mapping ),( ⋅sσ  is non-increasing with 0),(lim =+∞→ tst σ . 
∗  By X , we denote the norm of the normed linear space X . By  we denote the Euclidean norm of nℜ . Let 
X⊆U  with U∈0 . By { }ruUurBU ≤∈= X;:],0[  we denote the intersection of X⊆U  with the closed 
sphere of radius 0≥r , centered at U∈0 .  
∗   Let a set U  be a subset of a normed linear space U , with U∈0 . By )(UM  we denote the set of all locally 
bounded functions Uu →ℜ+: . By 0u  we denote the identically zero input, i.e., the input that satisfies 
Utu ∈= 0)(0  for all 0≥t . If nU ℜ⊆  then );( Uloc +∞ ℜL  denotes the space of measurable, locally bounded 
functions Uu →ℜ+: .  
 
 
 
The following convention will be adopted throughout the paper: the Cartesian product of two normed linear spaces 
YX ×=:C  will be considered to be endowed with the norm 22:),( YX yxyx C += , unless stated otherwise. 
Furthermore, our results can be extended to the case of measurable and locally essentially bounded inputs (where the 
“sup” operator is to be understood as “essential supermum”).  
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2. Input-to-Output Stability in a System-Theoretic Framework  
 
In this section we first give the notion of a control system with outputs. We emphasize that we consider control 
systems which do not necessarily satisfy the classical “semigroup property” (see [16,20,38]).  
 
 
Definition 2.1: A control system ),,,,,(: HMM DU πφYX,=Σ  with outputs consists of  
 
(i)  a set U  (control set) which is a subset of a normed linear space U  with U∈0  and a set )(UM U M⊆  
(allowable control inputs) which contains at least the identically zero input 0u ,  
(ii)  a set D (disturbance set) and a set )( DM D M⊆ , which is called the “set of allowable disturbances”,  
(iii) a pair of normed linear spaces YX,  called the “state space” and the “output space”, respectively,  
(iv)  a continuous map YX →××ℜ+ UH :  that maps bounded sets of U××ℜ+ X  into bounded sets of Y , called 
the “output map”,  
(v)  a set-valued map ),[),,,(),,,( 00000 +∞⊆→∋×××ℜ+ tduxtduxtMM DU πX , with ),,,( 000 duxtt π∈  for all 
DU MMduxt ×××ℜ∈ + X),,,( 00 , called the set of “sampling times”  
(vi) and the map X→φφ A:  where DU MMA ×××ℜ×ℜ⊆ ++ Xφ , called the “transition map”, which has the 
following properties: 
 
1) Existence: For each DU MMduxt ×××ℜ∈ + X),,,( 00 , there exists 0tt >  such that φAduxttt ⊆× ),,,(],[ 000 .  
 
2)   Identity Property: For each DU MMduxt ×××ℜ∈ + X),,,( 00 , it holds that 0000 ),,,,( xduxtt =φ . 
 
3) Causality: For each φAduxtt ∈),,,,( 00  with 0tt >  and for each DU MMdu ×∈)~,~(  with 
))(),(())(
~
),(~( ττττ dudu =  for all ],[ 0 tt∈τ , it holds that φAduxtt ∈)~,~,,,( 00  with 
)
~
,~,,,(),,,,( 0000 duxttduxtt φφ = . 
 
4) Weak Semigroup Property: There exists a constant 0>r , such that for each 0tt ≥  with φAduxtt ∈),,,,( 00 : 
 
(a) φτ Aduxt ∈),,,,( 00  for all ],[ 0 tt∈τ , 
(b) ),,,,(),),,,,,(,,( 0000 duxttduduxtt φτφτφ =  for all ),,,(],[ 000 duxttt πτ ∩∈ ,  
(c)   if φAduxtrt ∈+ ),,,,( 00 , then it holds that ∅≠+∩ ],[),,,( 00 rttduxtπ . 
(d)  for all ),,,( 00 duxtπτ ∈  with φτ Aduxt ∈),,,,( 00  we have ),[),,,(),),,,,,(,( 0000 +∞∩= τπτφτπ duxtduduxt . 
 
 
   In order to develop stability notions for a control system with outputs we need to clarify the notions of an 
equilibrium point as well as certain other important notions and classes of systems that characterize the dynamic 
behavior of the system (see [20,21]). 
 
 
Definition 2.2:  Let 0>T . A control system ),,,,,(: HMM DU πφYX,=Σ  with outputs is called T-periodic, if: 
a) ),,(),,( uxtHuxTtH =+  for all Uuxt ××ℜ∈ + X),,( ,  
b) for every DU MMdu ×∈),(  and integer k  there exist inputs UkT MuP ∈ , DkT MdP ∈  with ( ) ( )kTtutuPkT +=)(  
and ( ) ( )kTtdtdPkT +=)(  for all 0≥+ kTt ,  
c) for each φAduxtt ∈),,,,( 00  with 0tt ≥  and for each integer k  with 00 ≥− kTt  it follows that 
( ) φAdPuPxkTtkTt kTkT ∈−− ,,,, 00  and ( ) }{,,, ),,,(00 00 kTdPuPxkTt duxtkTkT −∪=− ∈ τπ πτ  with ( ) ( )dPuPxkTtkTtduxtt kTkT ,,,,,,,, 0000 −−= φφ . 
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Definition 2.3:  A control system ),,,,,(: HMM DU πφYX,=Σ  with outputs is called time-invariant or 
autonomous, if: 
a) the output map is independent of t , i.e., ),(),,( uxHuxtH ≡ ,  
b) for every DU MMdu ××ℜ∈),,(θ  there exist inputs UMuP ∈θ , DMdP ∈θ  with ( ) ( )θθ += tutuP )(  and ( ) ( )θθ += tdtdP )(  for all 0≥+θt ,  
c) for each φAduxtt ∈),,,,( 00  with 0tt ≥  and for each ],( 0t−∞∈θ  it follows that ( ) φθθθθ AdPuPxtt ∈−− ,,,, 00  
and ( ) }{,,,
),,,(00 00
θτθπ πτθθ −∪=− ∈ duxtdPuPxt  with ( ) ( )dPuPxttduxtt θθθθφφ ,,,,,,,, 0000 −−= . 
 
 
Definition 2.4: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with outputs. We say that system Σ  
 
(i) has the “Boundedness-Implies-Continuation” (BIC) property if for each 
DU MMduxt ×××ℜ∈ + X),,,( 00 , there exists a maximal existence time, i.e., there exists 
],(),,,(: 000maxmax +∞∈= tduxttt , such that )},,,{(),[ 00max0
),,,( 00
duxtttA
DU MMduxt
×∪=
×××ℜ∈ + Xφ
. In 
addition, if +∞<maxt  then for every 0>M  there exists ),[ max0 ttt∈  with Mduxtt >X),,,,( 00φ .  
 
(ii) is robustly forward complete (RFC) from the input UMu∈  if it has the BIC property and for every 
0≥r , 0≥T , it holds that 
 { } +∞<∈∈≤∈∩∈+ DUU MdTtrxTsMrBuduxtst ,],0[,,],0[,]),0[(;),,,,(sup 00000 XX Mφ  
 
 
Definition 2.5: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  and suppose that 0)0,0,( =tH  for all 0≥t . 
We say that X∈0  is a robust equilibrium point from the input UMu∈  for Σ  if 
  
(i) for every DMdtt ×ℜ×ℜ∈ ++),,( 0  with 0tt ≥  it holds that 0),,0,,( 00 =duttφ . 
 
 (ii)        for every 0>ε , +ℜ∈hT ,  there exists 0),,(: >= hTεδδ  such that for all UMTuxt ××∈ X],0[),,( 0 , 
],[ 00 htt +∈τ  with δ<+ ≥ UX )(sup0 tux t  it holds that φτ Aduxt ∈),,,,( 0  for all DMd ∈  and 
 { } εττφ <∈+∈∈ ],0[,],[,;),,,,(sup 0000 TthttMdduxt DX  
 
 
Remark 2.6: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with the BIC property. It follows that Σ  
satisfies the (classical) semigroup property (see [20,38]) if the weak semigroup property holds with 
),[),,,( max000 ttduxt =π , where ],( 0max +∞∈ tt  is the maximal existence time of the transition map for Σ  that 
corresponds to DU MMduxt ×××ℜ∈ + X),,,( 00 , i.e.,     
 
“for each ),[ max0 ttt ∈  it holds that ),,,,(),),,,,,(,,( 0000 duxttduduxtt φτφτφ =  for all ],[ 0 tt∈τ ” 
(Classical Semigroup Property) 
 
The following example shows the difference between the classical semigroup property and the weak semigroup 
property for simple systems. 
 
Example 2.7: Consider the following system: 
 
ℜ∈
+=
∈−=
+
+
)(
1
),[,)()(
1
1
tx
txtx
ii
iii
ττ
τττ&
                                                              (2.1) 
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with initial condition ℜ∈= 00 )( xtx  and 000 ≥= tτ . Such systems will be characterized as hybrid systems with 
sampling partition generated by the system (see Example 2.11) and they satisfy the BIC property.  In this case we can 
determine analytically the transition map for all 0tt ≥  ( du,  in this example are irrelevant): 
 
⎩⎨
⎧
+≥
+∈+−=
1,0
)1,[,)1(
),,(
0
0000
00 ttfor
tttforxtt
xttφ  
 
It is clear that the state space is ℜ  and that the classical semigroup property does not hold for this system. On the 
other hand the weak semigroup property holds for this system with ,...}2,1,{),( 00000 ++= tttxtπ . Notice that the 
set of sampling times (the sampling partition) ,...}2,1,{),( 00000 ++= tttxtπ  is generated by the system itself and 
depends on the initial condition. Furthermore, according to Definition 2.3, system (2.1) is autonomous. 
 
Next, consider the following system: 
 
,...}2,1,0{}{,)(
),[,)()(
0
1
==ℜ∈
∈−=
∞=
+
ii
iii
tx
txtx
τπ
τττ&
                                                              (2.2) 
 
Such systems will be characterized as hybrid systems with impulses at fixed times (see Example 2.12) and they 
satisfy the BIC property. Notice that if the initial time 0t  is not a member of the partition ,...}2,1,0{}{ 0 == ∞=iiτπ , 
then it is not possible to determine the solution of (2.2) based only on the initial condition ℜ∈= 00 )( xtx  and the 
transition map is not well-defined. In order to be able to determine the solution of (2.2), we need to know 
2
0,20,1000 ),(])([),(( ℜ∈== xxxtxtx  (where ][ 0t  denotes the integer part of 0t ). Indeed, we have: 
 
( )( )
⎪⎩
⎪⎨
⎧
+≥
+<≤+−+−+−
+<≤−−
=
2][,0
2][1][,)1]([][2
1][,)(
)(
0
000,2000,10
000,200,1
tt
tttxttxtt
tttxttx
tx ,  if π∉0t  
 
⎩⎨
⎧
+≥
+∈+−=
1,0
)1,[,)1(
)(
0
000,10
ttfor
tttforxtt
tx , if π∈0t  
 
In this case the state space is 2ℜ  and the state of (2.2) at time 0tt ≥  is 200 ]))([),((),,( ℜ∈= txtxxttφ . Furthermore, 
notice that the classical semigroup property holds and that the partition ,...}2,1,0{}{ 0 == ∞=iiτπ  is fixed and does not 
depend on the initial condition. Finally, according to Definitions 2.2 and 2.3, system (2.2) is T -periodic with 1=T  
but it is not autonomous.          <  
 
    The following examples provide classes of control systems with the BIC property and a robust equilibrium point. 
The examples help the reader to understand that the notions defined by Definitions 2.4-2.5 are typical for a wide class 
of systems under minimal assumptions. 
 
Example 2.8 (Finite-Dimensional Control Systems Described by Ordinary Differential Equations-ODEs): 
Consider the class of systems described by ODEs of the form 
 
0,)(,)(,)(
))(),(,()(
))(),(),(,()(
ttDtdUtutx
tutxtHtY
tdtutxtftx
n ≥∈∈ℜ∈
=
=&
                                                                  (2.3) 
 
where mU ℜ⊆ , lD ℜ⊆ , with U∈0  and nn DUf ℜ→××ℜ×ℜ+: , kn UH ℜ→×ℜ×ℜ+:  are two locally 
bounded mappings with 0)0,0,( =tH , 0),0,0,( =dtf  for all Ddt ×ℜ∈ +),(  that satisfy the following hypotheses: 
 
(A1) The mapping ),,,(),,( duxtfdux →  is continuous for each fixed 0≥t , measurable with respect to 0≥t  for 
each fixed DUdux n ××ℜ∈),,(  and such that for every bounded sets +ℜ⊆I , US n ×ℜ⊂ , there exists a constant 
0≥L  such that: 
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( ) ( )
DdSSuyuxIt
yxLduytfduxtfyx
∈∀×∈∀∈∀
−≤−′−
,),,,(,
),,,(),,,( 2  
 
(A2) The mapping kn UH ℜ→×ℜ×ℜ+:  is continuous. 
 
(A3) There exist functions +∈Kγ , ∞∈Ka  such that ( )uxatduxtf +≤ )(),,,( γ  for all 
DUduxt n ××ℜ×ℜ∈ +),,,( . 
 
The theory of ordinary differential equations guarantees that under hypotheses (A1-3), for each nxt ℜ×ℜ∈ +),( 00  
and for each pair of measurable and locally bounded inputs )()(),( DUdu MM ×∈  there exists a unique absolutely 
continuous mapping )(tx  that satisfies a.e. the differential equation (2.3) with initial condition nxtx ℜ∈= 00 )( . 
Moreover, certain results from the theory of ordinary differential equations guarantee that (2.3) is a control system 
),,,,,(: HMM DU
kn πφℜℜ=Σ ,  with outputs that satisfies the BIC property with DU MM ,  the sets of all 
measurable and locally bounded mappings Uu →ℜ+: , Dd →ℜ+: , respectively. Furthermore, the classical 
semigroup property is satisfied for this system, i.e., we have ),[),,,( max000 ttduxt =π , where 0max tt >  is the 
maximal existence time of the solution. Finally, hypotheses (A1-3) guarantee that nℜ∈0  is a robust equilibrium 
point from the input UMu∈  for Σ .       <  
 
     The following example presents a class of neutral functional equations described by continuous time difference 
equations. Such systems were recently studied in [22,35]. The importance of functional difference equations in 
applications is explained in [35]. 
 
Example 2.9 (Control Systems described by Functional Difference Equations-FDEs): Consider the class of 
systems described by FDEs of the form 
 
0
)(
,)(,)(,)(,)(
))(,)(,()(
))(),(,))((,()(
ttDtdUtutYtx
tuxtTtHtY
tdtuxttTtftx
n
r
tr
≥∈∈∈ℜ∈
=
−= −
Y
ττ
                                               (2.4) 
 
where 0>r  is a constant, ),0(: +∞→ℜ+τ  is a positive continuous function with rt
t
≤
≥
)(sup
0
τ , lD ℜ⊂ , mU ℜ⊆  
with U∈0  are non-empty sets, ]0),([;))((:))(()( trttxxttT tr τθθτττ +−∈+−=−− , ]0,[;)(:)( rtxxtTr −∈+= θθ  and 
H , nDUf ℜ→××Ω: , where tt t F×∪=Ω ≥ }{0  and tF  denotes the set of bounded functions 
ntrx ℜ→+− ]0),([: τ , 
are locally bounded mappings which satisfy the following hypotheses: 
 
(R1) There exist functions +∈Kγ , ∞∈Ka  such that ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≤−
−−∈−
uxatduxtTtf
tr
tr )(sup)(,,))((,
)](,[
)( θγτ τθτ  for all 
DUduxt ×××ℜ∈ + X),,,( , where X  is the normed linear space of the bounded functions nrx ℜ→− ]0,[:  with 
)(sup:
]0,[
θ
θ
xx
r−∈
=X  . 
 
(R2) The output map YX →××ℜ+ UH : , where Y  is a normed linear space, is a continuous mapping that maps 
bounded sets of U××ℜ+ X  into bounded sets of Y  with 0)0,0,( =tH  for all 0≥t . 
 
    It should be clear that under the hypotheses stated above, for each X×ℜ∈ +),( 00 xt   and for each pair of locally 
bounded functions Uu →ℜ+: , Dd →ℜ+:  there exists a unique locally bounded mapping )(tx  that satisfies the 
difference equations (2.4) with initial condition ]0,[;)()( 00 rxtx −∈=+ θθθ . Consequently, (2.4) describes a control 
system ),,,,,(: HMM DU πφYX,=Σ  with outputs and evolution map φ  defined by 
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]0,[;)(),,,,( 00 rtxduxtt −∈+= θθφ , where mℜ=:U , UM  the set of all locally bounded functions Uu →ℜ+:  
and DM  the set of all functions Dd →ℜ+: . 
 
    Systems described by functional difference evolution equations of the form (2.4) are considered in [4,22,35]. 
Working exactly in the same way as in [22], it can be shown that system (2.4) is RFC from the input UMu∈  and 
that X∈0  is a robust equilibrium point from the input UMu∈  for system (2.4). 
 
   Notice that a major advantage of allowing the output to take values in abstract normed linear spaces is that we are in 
a position to consider: 
 
•  outputs with no delays, e.g. ))(),(,()( tutxthtY =  with kℜ=Y ,  
•  outputs with discrete or distributed delay, e.g. ))(),(),(,()( turtxtxthtY −=  or ))(),(,,(sup)(
],[
tuxthtY
trt
θθ
θ −∈
=  with 
kℜ=Y , 
•  functional outputs with memory, e.g. ]0,[;))(,,()( rtxthtY −∈+= θθθ  or the identity output 
]0,[;)()()( rtxxtTtY r −∈+== θθ  with XY = .  
 
Finally, notice that the classical semigroup property is satisfied for this system, i.e., we have 
),[),,,( 000 +∞= tduxtπ .        <  
 
    The following example is an immediate consequence of Theorems 2.2 and 3.2 in [4], concerning continuous 
dependence on initial conditions and continuation of solutions of retarded functional differential equations, 
respectively.  
 
Example 2.10 (Control Systems described by Retarded Functional Differential Equations-RFDEs): Consider 
the class of systems described by RFDEs of the form  
 
0,)(,)(,)(
))(,)(,()(
))(),(,)(,()(
ttDtdUtutx
tuxtTtHtY
tdtuxtTtftx
n
r
r
≥∈∈ℜ∈
=
=&
                                                                (2.5) 
 
where ]0,[;)(:)( rtxxtTr −∈+= θθ , lD ℜ⊆  is a non-empty set, mU ℜ⊆  is a non-empty set with U∈0 , 
nn DUrCf ℜ→××ℜ−×ℜ+ );]0,([: 0 , Y→×ℜ−×ℜ+ UrCH n );]0,([: 0  (Y  is a normed linear space) are locally 
bounded mappings with 0),0,0,( =dtf , 0)0,0,( =tH  for all Ddt ×ℜ∈ +),( , that satisfy the following hypotheses: 
 
 
(S1) The mapping ),,,(),,( duxtfdux →  is continuous for each fixed 0≥t  and such that for every bounded 
+ℜ⊆I  and for every bounded UrCS n ×ℜ−⊂ );]0,([0 , there exists a constant 0≥L  such that: 
 
( ) ( )
DdSSuyuxIt
yxLduytfduxtfyx
r
∈∀×∈∀∈∀
−≤−′−
−∈
,),,,(,
)()(max),,,(),,,()0()0( 2
]0,[
τττ  
 
 
(S2) There exist functions +∈Kγ , ∞∈Ka  such that ( )uxatduxtf r +≤ )(),,,( γ  for all 
DUrCduxt n ××ℜ−×ℜ∈ + )];0,([),,,( 0 , where rx  denotes the sup-norm of the space );]0,([0 nrC ℜ− , i.e., 
)(max:
]0,[
θθ xx rr −∈= . 
 
 
(S3) There exists a countable set +ℜ⊂A , which is either finite or },...,1;{ ∞== ktA k  with 01 >>+ kk tt  for all 
,...2,1=k  and +∞=ktlim , such that mapping ),,,()];0,([)\(),,,( 0 duxtfDUrCAduxt n →××ℜ−×ℜ∈ +  is 
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continuous. Moreover, for each fixed DUrCduxt n ××ℜ−×ℜ∈ + )];0,([),,,( 00 , we have 
),,,(),,,(lim 0
0
duxtfduxtf
tt
=+→ . 
 
(S4) The mapping  Y→×ℜ−×ℜ+ UrCH n );]0,([: 0  is a continuous mapping that maps bounded sets of 
UrC n ×ℜ−×ℜ+ );]0,([0  into bounded sets of Y . 
 
The theory of retarded functional differential equations guarantees that under hypotheses (S1-4), for each 
);]0,([),( 000
nrCxt ℜ−×ℜ∈ +  and for each pair of measurable and locally bounded inputs )()(),( DUdu MM ×∈  
there exists a unique absolutely continuous mapping )(tx  that satisfies a.e. the differential equation (2.5) with initial 
condition );]0,([)( 000
nrCxtx ℜ−∈= . Moreover, certain results from the theory of retarded functional differential 
equations (Theorems 2.2 and 3.2 in [4]) guarantee that (2.5) is a control system 
),,,,,);]0,([(: 0 HMMrC DU
n πφY,ℜ−=Σ  with outputs that satisfies the BIC property with DU MM ,  the sets of all 
measurable and locally bounded mappings Uu →ℜ+: , Dd →ℜ+: , respectively. Furthermore, the classical 
semigroup property is satisfied for this system, i.e., we have ),[),,,( max000 ttduxt =π , where 0max tt >  is the 
maximal existence time of the solution. Finally, hypotheses (S1-4) guarantee that );]0,([0 0 nrC ℜ−∈  is a robust 
equilibrium point from the input UMu∈  for Σ . Again notice that a major advantage of allowing the output to take 
values in abstract normed linear spaces is that we are in a position to consider various output cases (see previous 
example).        <  
 
The following example presents an important class of systems that does not satisfy the classical “semigroup 
property”. 
 
Example 2.11 (Hybrid Systems with sampling partition generated by the system): Consider the class of systems 
described by impulsive differential equations of the form 
 
))(),(,()(
)(),(),(),(),(),(lim,)(
,...1,0,))(),(),(,(,
),[,))(),(),(),(),(),(,,()(
111
100
1
1
tutxtHtY
dduuxtxRx
iduxht
tdtdutuxtxtftx
iiiii
t
ii
iiiiii
iiiiii
i
=
⎟⎟⎠
⎞⎜⎜⎝
⎛=
=+==
∈=
++→+
+
+
−+
τττττττ
τττττττ
ττττττ
τ
&
                                (2.6) 
 
where lD ℜ⊆ , mU ℜ⊆  is a closed set with U∈0 , ],0(: rDUh n →××ℜ×ℜ+  is a positive function which is 
bounded by certain constant 0>r , nnn DDUUf ℜ→××××ℜ×ℜ×ℜ×ℜ ++: , pn UH ℜ→×ℜ×ℜ+:  and 
nnn DDUUR ℜ→××××ℜ×ℜ×ℜ+:  is a triplet of vector fields that satisfy the following hypotheses: 
 
(P1) ),,,,,,,( 000 dduuxxtf τ  is measurable with respect to 0≥t , continuous with respect to UDudx n ××ℜ∈),,(  
and such that for every bounded UUS nn ××ℜ×ℜ×ℜ×ℜ⊂ ++  there exists constant 0≥L  such that 
 
( ) ( )
DDSdduuxytDDSdduuxxt
yxLdduuxytfdduuxxtfyx
××∈∀××∈∀
−≤−′−
),,,,,,,(,),,,,,,,(
),,,,,,,(),,,,,,,(
000000
2
000000
ττ
ττ  
 
 
(P2) There exist functions +∈Kγ , ∞∈Ka  such that  
 ( )00000 )(),,,,,,,( uuxxatdduuxxtf +++≤ γτ , nnDDUUxxdduu ℜ×ℜ×××××ℜ∈∀ +),,,,,,( 000τ , τ≥∀t  
 ( )00000 )(),,,,,,( uuxxatdduuxxtR +++≤ γ , nnDDUUxxdduut ℜ×ℜ×××××ℜ∈∀ +),,,,,,( 000  
 
 
(P3) pn UH ℜ→×ℜ×ℜ+:  is a continuous map with 0)0,0,( =tH  for all 0≥t ,  
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(P4) There exist a positive, continuous and bounded function ],0(: rUh nl →×ℜ×ℜ+  and a partition { }∞== 0iiTπ  of 
+ℜ , i.e., an increasing sequence of times with 00 =T  and +∞→iT  such that: 
 
{ }),,(,)(min),,,( uxthttpduxth l−≥ π , DUduxt n ××ℜ×ℜ∈∀ +),,,(  
 
where { }TtTtp <∈= ;min:)( ππ . 
 
    Hybrid systems of the form (2.6) under hypotheses (P1-4) are considered in [21,22], where it is shown that for each 
nxt ℜ×ℜ∈ +),( 00  and for each pair of measurable and locally bounded inputs Uu →ℜ+:  and Dd →ℜ+:  there 
exists a unique piecewise absolutely continuous function ntxt ℜ∈→ )(  with initial condition 00 )( xtx = , which is 
produced by the following algorithm: 
 
 
Step i :  
1) Given iτ  and )( ix τ , calculate 1+iτ  using the equation ))(),(),(,(1 iiiiii duxh ττττττ +=+ , 
2)  Compute the state trajectory )(tx , ),[ 1+∈ iit ττ  as the solution of the differential equation 
))(),(),(),(),(),(,,()( iiii dtdutuxtxtftx ττττ=& , 
3) Calculate )( 1+ix τ  using the equation ⎟⎟⎠
⎞⎜⎜⎝
⎛= ++→+ −+ )(),(),(),(),(),(lim,)( 111 1 iiiiitii dduuxtxRx i τττττττ τ , 
4) Compute the output trajectory )(tY , ],[ 1+∈ iit ττ  using the equation ))(),(,()( tutxtHtY =  
 
For 0=i  we take 00 t=τ  and 00 )( xx =τ  (initial condition).  
 
In [21] it is shown that system (2.6) under hypotheses (P1-4) is a control system ),,,,,(: HMM DU πφYX,=Σ  with 
outputs with the BIC property for which nℜ∈0  is a robust equilibrium point from the input UMu∈ . Particularly, 
we have nℜ=X , pℜ=Y , mℜ=U  and UM , DM  the sets of measurable and locally bounded inputs Uu →ℜ+:  
and Dd →ℜ+: , respectively. The set ),[),,,( 000 +∞⊆ tduxtπ  involved in the weak semigroup property consists of 
the sequence { }∞== 0iiτπ  generated by the recursive relation ,...1,0,))(),(),(,(1 =+=+ iduxh iiiiii ττττττ  with 
00 t=τ . Notice that the control system (2.6) fails to satisfy the classical semigroup property. 
 
Notice that if ),,,(),,,( duxhduxTh ττ =+ , ),,,,,,,(),,,,,,,( 000000 dduuxxtfdduuxxTTtf ττ =++ , ( ) ( )000000 ,,,,,,,,,,,, dduuxxRdduuxxTR ττ =+  and ),,(),,( uxtHuxTtH =+  for certain 0>T  and for 
nnDDUUxxdduut ℜ×ℜ×××××ℜ×ℜ∈ ++),,,,,,,( 000τ  with τ≥t , then system (2.6) is T-periodic. Moreover, 
if ),,(),,,( duxhduxh =τ , ),,,,,,(),,,,,,,( 000000 dduuxxtfdduuxxtf ττ −= , ( ) ( )000000 ,,,,,,,,,,, dduuxxRdduuxxR =τ  
and ),(),,( uxHuxtH =  for nnDDUUxxdduut ℜ×ℜ×××××ℜ×ℜ∈ ++),,,,,,,( 000τ  with τ≥t  then system 
(2.6) is autonomous. 
 
    Systems of the form (2.6) under hypotheses (P1-4) arise frequently in certain applications in mathematical control 
theory and numerical analysis. Specifically, they arise when  
 
i) a (not necessarily continuous) sampled-data feedback law (with possibly variable sampling rate) is 
applied to a finite-dimensional control system. For example, state-dependent sampling rates were related 
in [2] with the classical work on discontinuous stabilizability in [1] while feedback stabilization 
problems with zero order hold and constant positive sampling rate were considered in [28-34] and time-
varying sampling rates were considered in [6,7].    
ii) a numerical discretization method (with possibly variable integration step sizes) is applied in order to 
obtain the numerical solution of a given system of ordinary differential equations; see [3,41] for the case 
of constant integration step sizes and [19,21] for the case of variable integration step sizes. 
 
For a unified description of the above problems, see [21,22].        <  
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In contrast with the previous example, it should be noted that hybrid systems with impulses at fixed times satisfy the 
classical “semigroup property”. The following example illustrates this case. 
 
 
Example 2.12 (Hybrid Systems with Impulses at fixed times):  Consider the class of systems described by 
impulsive differential equations of the form  
 ( ) ( ) ( )( )
DtdtVtutYtx
tutxtHtY
dduuxtxRx
tutuxtxdtdtftx
mkn
iiiii
t
ii
iiiii
i
∈≥ℜ⊆∈ℜ∈ℜ∈
=
⎟⎟⎠
⎞⎜⎜⎝
⎛=
<≤=
++→+
+
−+
)(,0,)(,)(,)(
))(),(,()(
)(),(),(),(),(),(lim,)(
,),(,),(,),(,)(
111
1
1
τττττττ
τττττ
τ
&
                                  (2.7) 
 
where lD ℜ⊆ , mV ℜ⊆  is a closed set with V∈0 , { }∞== 0iiτπ  is a partition of +ℜ with diameter 0>r , i.e., an 
increasing sequence of times with 00 =τ , { } riii ==−+ ,...2,1,0;sup 1 ττ  and +∞→iτ ,  )(td  represents the 
disturbance vector or the vector of time-varying uncertainties taking values in the set lD ℜ⊂ , )(tY  represents the 
output of the system and Vtu ∈)(  represents the input vector. A wide class of systems described by impulsive 
differential equations with impulses at fixed times, as well as hybrid systems of the form:  
 
))(),(,()(
,))(),(),(,()( 1
ii
ii
uxigiw
tiwtutxtftx
ττ
ττ
=
<≤= +&                                                    (2.8) 
 
where { }∞== 0iiτπ  is a partition of +ℜ of diameter 0>r ,  can be represented by the time-varying case (2.7). 
Fundamental properties of the solutions of systems of the form (2.8) are studied in [24,25].  
 
Consider system (2.7) under the following assumptions: 
 
(Q1) { }∞== 0iiτπ  is a partition of +ℜ with finite diameter 0>r , i.e., an increasing sequence of times with 00 =τ , { } riii ==−+ ,...2,1,0;sup 1 ττ and +∞→iτ . 
 
(Q2) kn VH ℜ→×ℜ×ℜ+:  is continuous with 0)0,0,( =tH , for all 0≥t . 
 
(Q3) ),,,,,,( 000 uuxxddtf  is measurable with respect to 0≥t , continuous with respect to VDudx n ××ℜ∈),,(  
and such that for every compact VVS nn ××ℜ×ℜ⊂  and for every compact +ℜ⊂I  there exists constant 0≥L  
such that 
 
( ) ( )
SuuxySuuxxDDddIt
yxLuuxyddtfuuxxddtfyx
∈∀∈∀×∈∀∈∀
−≤−′−
),,,(,),,,(,),(,
),,,,,,(),,,,,,(
00000
2
000000  
 
(Q4) There exist functions +∈Kγ , ∞∈Ka  such that ( )00000 )(),,,,,,( uuxxatuuxxddtf +++≤ γ , ( )00000 )(),,,,,,( uuxxatdduuxxtR +++≤ γ , for all VVDDuuxxddt nn ××ℜ×ℜ×××ℜ∈ +),,,,,,( 000 . 
 
     Systems of the form (2.7) with xdduuxxtR ≡),,,,,,( 000  (impulse free case) were considered in [23]. Special 
classes of impulsive systems of the form (2.7) were studied in [5]. Using the method of steps on consecutive intervals, 
it is clear that system (2.7) under hypotheses (Q1-4) defines a control system ),,,,,(: HMM DU πφYX,=Σ  with 
outputs and the BIC property, with state space nn ℜ×ℜ=X , output space kℜ=Y , set of structured uncertainties 
DM  being the set of mappings { }]0,[;)(~)( rtdtdt −∈+=→ℜ∈ + θθ  where Dd →ℜ:~  is any measurable and 
locally bounded function, input space U  the normed linear space of measurable and bounded functions on ]0,[ r−  
taking values in mℜ  endowed with the sup norm, U⊆U  the set of measurable and bounded functions on ]0,[ r−  
taking values in mV ℜ⊆  and set of external inputs UM  being the set of mappings 
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{ } Urtutut ∈−∈+=→ℜ∈ + ]0,[;)(~)( θθ , where mu ℜ→ℜ:~  is a measurable and locally bounded function. The 
reader may be surprised by the complicated definition of DM  and UM , but it should be emphasized that this 
definition guarantees that the causality property of the control system (2.7) holds. Notice that the classical semigroup 
property is satisfied for this system, i.e., we have ),[),,,( max000 ttduxt =π , where 0max tt >  is the maximal 
existence time of the solution. However notice that if the vector fields f  and R  are independent of 
( ) ( ) ( )iii uxd τττ ,,  (this is the case studied in [5]) then system (2.7) under hypotheses (Q1-4) defines a control system 
),,,,,(: HMM DU πφYX,=Σ  with outputs and the BIC property, with state space nℜ=X , output space kℜ=Y , 
set of structured uncertainties DM  being the set of measurable and locally bounded functions Dd →ℜ: , input 
space mℜ=U  and UM  being the set of measurable and locally bounded functions Uu →ℜ: . 
 
     Let { }ttq iii ≤∈= τπττπ ,;max)( . For all UDnn MMudxxt ××ℜ×ℜ×ℜ∈ +),,,,( 100 , we denote by 
nudxxtttx ℜ∈= ),;,,,()( 100φ  the solution of (2.7) at time 0tt ≥  with initial condition 00 )( xtx =  and the additional 
condition 10 ))(( xtqx =π , which holds only for the case π∉0t , corresponding to inputs UD MMud ×∈),(  (this 
solution is unique by virtue of property (Q3)). Notice that the actual state of system (2.7) at time 0tt ≥  is given by 
nnudxxttqudxxttudxxtt ℜ×ℜ∈= )),;,,),((),,;,,,((),;,,,(~ 100100100 πφφφ .  
 
    Hypotheses (Q3-4) can be used in order to show that nn ℜ×ℜ∈0  is a robust equilibrium point from the input 
UMu∈ , exactly in the same way with the proof of the analogous result in [23]. Notice that if 
),,,,,,(),,,,,,( 000000 dduuxxtfdduuxxTtf =+ , ( ) ( )000000 ,,,,,,,,,,,, dduuxxtRdduuxxTtR =+ ,  
),,(),,( uxtHuxTtH =+  and { }∞== 0iiTπ  for certain 0>T  and for all 
nnDDVVxxdduut ℜ×ℜ×××××ℜ∈ +),,,,,,( 000 , then system (2.7) is T-periodic. Moreover, it should be noted 
that there system (2.7) fails to be autonomous for every possible selection of the sets D , V , vector fields HRf ,,  
and partition π .        <  
 
For control systems with the BIC property the following lemma provides a useful characterization of the RFC 
property. Its proof is provided in the Appendix. 
 
Lemma 2.13: System ),,,,,(: HMM DU πφYX,=Σ   is RFC from the input UMu∈  if and only if for every +∈Kβ  
there exist functions +∈Kc,μ , ∞∈Kpa,  (depending only on +∈Kβ ) such that the following estimate holds for 
all UD MMudxt ×××ℜ∈ + X),,,( 00 : 
 
( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤ UXX
)(sup,,)(,)(max),,,,()(
0
00000 τμφβ τ upxatcttduxttt tt , 0tt ≥∀                (2.9) 
 
 
Next we present the Input-to-Output Stability property for the class of systems described by Definition 2.1.  
 
Definition 2.14: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with outputs and the BIC property and for 
which X∈0  is a robust equilibrium point from the input UMu∈ . Suppose that Σ  is RFC from the input UMu∈ . 
 
∗  If there exist functions KL∈σ , +∈Kδβ , , N∈γ  such that the following estimate holds for all UMu∈ , 
DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
 ( ) ( )
UXY )()(sup,)())(),,,,,(,(
0
00000 ττδγβσφ τ uttxttuduxtttH tt ≤≤+−≤                    (2.10) 
 
then we say that Σ  satisfies the Weighted Input-to-Output Stability (WIOS) property from the input UMu∈  with 
gain N∈γ  and weight +∈Kδ . Moreover, if 1)( ≡tβ  then we say that Σ  satisfies the Uniform Weighted Input-to-
Output Stability (UWIOS) property from the input UMu∈  with gain N∈γ  and weight +∈Kδ . 
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∗  If there exist functions KL∈σ , +∈Kβ , N∈γ  such that the following estimate holds for all UMu∈ , 
DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
 ( ) ( )
UXY )(sup,)())(),,,,,(,(
0
00000 τγβσφ τ uttxttuduxtttH tt ≤≤+−≤                (2.11) 
 
then we say that Σ  satisfies the Input-to-Output Stability (IOS) property from the input UMu∈  with gain N∈γ . 
Moreover, if 1)( ≡tβ  then we say that Σ  satisfies the Uniform Input-to-Output Stability (UIOS) property from the 
input UMu∈  with gain N∈γ . 
 
Finally, for the special case of the identity output mapping, i.e., xuxtH =:),,( , the (Uniform) (Weighted) Input-to-
Output Stability property from the input UMu∈  is called (Uniform) (Weighted) Input-to-State Stability property 
from the input UMu∈ . 
 
Remark 2.15: Using the inequalities { })(),(max},max{ 1 bbaababa −++≤+≤ ρρ  (which hold for all ∞∈Kρ  and 
0, ≥ba ), it should be clear that the WIOS property for ),,,,,(: HMM DU πφYX,=Σ  can be defined by using an 
estimate of the form: 
( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤ UXY
)()(sup,,)(max))(),,,,,(,(
0
00000 ττδγβσφ τ uttxttuduxtttH tt             (2.10’) 
instead of (2.10). Similarly, the IOS property for ),,,,,(: HMM DU πφYX,=Σ  can be defined by using an estimate 
of the form: 
( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤ UXY
)(sup,,)(max))(),,,,,(,(
0
00000 τγβσφ τ uttxttuduxtttH tt                (2.11’) 
instead of (2.11). 
 
 
The following lemmas provide δε −  characterizations of the WIOS and UWIOS properties, which are going to be 
used in the following section of the paper. Their proofs are provided in the Appendix. 
 
Lemma 2.16: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with outputs and the BIC property and for 
which X∈0  is a robust equilibrium point from the input UMu∈ . Suppose that Σ  is RFC from the input UMu∈ . 
Furthermore, suppose that there exist functions ++ ℜ→××ℜ UV X:  with 0)0,0,( =tV  for all 0≥t , N∈γ  and 
+∈Kδ  such that the following properties hold: 
 
P1 For every 0≥s , 0≥T , it holds that 
( ) +∞<⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ ∈∈∈≤≥−
≤≤ UDtt
MuMdTtsxttutuduxtttV ,,],0[,,;)()(sup))(),,,,,(,(sup 00000
0
XUττδγφ τ  
 
 P2  For every 0>ε  and 0≥T  there exists a ( ) 0,: >= Tεδδ , such that: 
( ) εδττδγφ
τ
≤⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈∈∈≤≥−
≤≤ UDtt
MuMdTtxttutuduxtttV ,,],0[,,;)()(sup))(),,,,,(,(sup 00000
0
XU  
 
P3  For every 0>ε , 0≥T  and 0≥R , there exists a ( ) 0,,: ≥= RTεττ , such that: 
( ) ετττδγφ
τ
≤⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈∈∈≤+≥−
≤≤ UDtt
MuMdTtRxttutuduxtttV ,,],0[,,;)()(sup))(),,,,,(,(sup 00000
0
XU  
 
Then there exist functions KL∈σ  and +∈Kβ  such that the following estimate holds for all UMu∈ , 
DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
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( ) ( )
UX )()(sup,)())(),,,,,(,(
0
00000 ττδγβσφ τ uttxttuduxtttV tt ≤≤+−≤                    (2.12) 
Moreover, if there exists N∈a  such that )),,((),,( uxtVauxtH ≤Y  for all Uuxt ××ℜ∈ + X),,( , then for every 
∞∈Kρ , Σ  satisfies the WIOS property from the input UMu∈  with gain N∈γ~  and weight +∈Kδ , where ( )( ))()(:)(~ ssas γργγ += . 
 
 
Lemma 2.17: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with outputs and the BIC property and for 
which X∈0  is a robust equilibrium point from the input UMu∈ . Suppose that Σ  is RFC from the input UMu∈ . 
Furthermore, suppose that there exist functions ++ ℜ→××ℜ UV X:  with 0)0,0,( =tV  for all 0≥t , N∈γ  and 
+∈Kδ  such that the following properties hold: 
 
P1 For every 0≥s , it holds that 
( ) +∞<⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ ∈∈≥≤≥−
≤≤ UDtt
MuMdtsxttutuduxtttV ,,0,,;)()(sup))(),,,,,(,(sup 00000
0
XUττδγφ τ  
 
 P2  For every 0>ε  there exists a ( ) 0: >= εδδ , such that: 
( ) εδττδγφ
τ
≤⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈∈≥≤≥−
≤≤ UDtt
MuMdtxttutuduxtttV ,,0,,;)()(sup))(),,,,,(,(sup 00000
0
XU  
 
P3  For every 0>ε  and 0≥R , there exists a ( ) 0,: ≥= Rεττ , such that: 
( ) ετττδγφ
τ
≤⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈∈≥≤+≥−
≤≤ UDtt
MuMdtRxttutuduxtttV ,,0,,;)()(sup))(),,,,,(,(sup 00000
0
XU  
 
Then there exists a function KL∈σ  such that estimate (2.12) holds for all UMu∈ , DMdxt ××ℜ∈ + X),,( 00  and 
0tt ≥  with 1)( ≡tβ . Moreover, if there exists N∈a  such that )),,((),,( uxtVauxtH ≤Y  for all 
Uuxt ××ℜ∈ + X),,( , then for every ∞∈Kρ , Σ  satisfies the UWIOS property from the input UMu∈  with gain 
N∈γ~  and weight +∈Kδ , where ( )( ))()(:)(~ ssas γργγ += . 
 
Remark: Notice that Lemmata 2.16 and 2.17 can be very useful for the demonstration of the (U)WIOS property, 
because in practice we show properties (P1-3) for some Lyapunov function V  and not necessarily for the norm of the 
output map. Moreover, notice that it is not required that V  is continuous. If ++ ℜ→××ℜ UV X:  is a continuous 
functional that maps bounded sets of U××ℜ+ X  into bounded sets of +ℜ , then Lemmata 2.16 and 2.17 guarantee 
that Σ  satisfies the WIOS and the UWIOS properties with V  as output, respectively, from the input UMu∈  with 
gain N∈γ  and weight +∈Kδ . 
 
 
   Finally, we end this section with some useful observations for T-periodic control systems. It turns out that 
periodicity guarantees uniformity with respect to the initial times. The following lemmas should be compared with 
Lemma 1.1, page 131 in [4]. Their proofs are provided in the Appendix. 
 
 
Lemma 2.18: Suppose that ),,,,,(: HMM DU πφYX,=Σ  is T-periodic. If  Σ  satisfies the WIOS property from the 
input UMu∈ , then Σ  satisfies the UWIOS property from the input UMu∈ . 
 
 
Lemma 2.19: Suppose that ),,,,,(: HMM DU πφYX,=Σ  is T-periodic. If  Σ  satisfies the IOS property from the 
input UMu∈ , then Σ  satisfies the UIOS property from the input UMu∈ . 
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3. A Small-Gain Theorem for a Wide Class of Systems 
 
The main result of the present work is stated next.  
 
Theorem 3.1: Consider the system ),,,,,(: HMM DU πφYX,=Σ  with the BIC property and suppose that there exist 
maps ++ ℜ→××ℜ UV X:1 , ++ ℜ→××ℜ UV X:2 , with 0)0,0,( =tVi  for all 0≥t ( 2,1=i ) such that the following 
hypotheses hold: 
 
(H1) There exist functions KL∈1σ , +∈Kqc uu 111111 ,,,,, δδμβ , N∈uu ppa 11111 ,,,,γγ ,  ++ ℜ→×ℜ X:1L  with 
0)0,(1 =tL  for all 0≥t , such that for every DU MMduxt ×××ℜ∈ + X),,,( 00  the mapping 
))(),,,,,(,( 001 tuduxtttVt φ→  is locally bounded on ),[ max0 tt  and the following estimates hold for all 
),[ max0 ttt∈ : 
( ) ( ) ( )U)()(sup)()(sup,),()())(),,,,,(,( 112110001011001
00
ττδγττδγβσφ
ττ
uVttxtLttuduxtttV uu
tttt ≤≤≤≤
++−≤        (3.1) 
( ) ( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤≤≤ UX
)()(sup,)(sup,,)(,)(max)),,,,(,()( 11210101010011
00
τττμφβ
ττ
uqpVpxatcttduxtttLt uu
tttt
     (3.2) 
where ( ))(),,,,,(,)( 0022 tuduxtttVtV φ=  and maxt  is the maximal existence time of the transition map of Σ . 
 
(H2) There exist functions KL∈2σ , +∈Kqc uu 222222 ,,,,, δδμβ , N∈uu ppa 22222 ,,,,γγ , ++ ℜ→×ℜ X:2L  with 
0)0,(2 =tL  for all 0≥t , such that for every DU MMduxt ×××ℜ∈ + X),,,( 00  the mapping 
))(),,,,,(,( 002 tuduxtttVt φ→  is locally bounded on ),[ max0 tt  and the following estimates hold for all 
),[ max0 ttt∈ :  
( ) ( ) ( )U)()(sup)()(sup,),()())(),,,,,(,( 221220002022002
00
ττδγττδγβσφ
ττ
uVttxtLttuduxtttV uu
tttt ≤≤≤≤
++−≤          (3.3) 
( ) ( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤≤≤ UX
)()(sup,)(sup,,)(,)(max)),,,,(,()( 22120202020022
00
τττμφβ
ττ
uqpVpxatcttduxtttLt uu
tttt
       (3.4) 
where ( ))(),,,,,(,)( 0011 tuduxtttVtV φ=  and maxt  is the maximal existence time of the transition map of Σ . 
 
(H3) There exist a function ∞∈Kρ and a constant 0>M  such that:  
 
Mt ≤)(1δ , 0≥∀t                                                               (3.5) 
 ( )( ) ssgtg ≤)()( 2211 τδδ , 0, ≥∀ st  and ],0[ t∈τ                                     (3.6) 
where ( ))()(:)( sssg iii γργ += , 2,1=i .  
 
(H4) There exists a function N∈a  such that the following inequality holds for all Uuxt ××ℜ∈ + X),,( :  
 ( )( )),,()(),,(),,( 2111 uxtVtuxtVauxtH δγ+≤Y                                       (3.7) 
 
(H5) There exists a function N∈b  such that the following inequality holds for all X×ℜ∈ +),( xt : 
 ( )),(),( 21 xtLxtLbx +≤X ; ( ) ( )XxbxtLxtL ≤),(),,(max 21                                        (3.8) 
 
Then there exists a function N∈γ  such that system Σ  satisfies the WIOS property from the input UMu∈  with gain 
N∈γ  and weight +∈Kδ , where 
)}(,)(),(),(max{:)( 2121 tqtqttt
uuuu δδδ =                                                       (3.9) 
 
Moreover, if +∈Kcc 22121 ,,,, δββ  are bounded then system Σ  satisfies the UWIOS property from the input 
UMu∈  with gain N∈γ  and weight +∈Kδ . 
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Remark 3.2:  
 
(a) It should be clear that Theorem 3.1 takes into account all possible cases (weights, non-uniformity with 
respect to initial times) and thus is applicable to a very wide class of systems. 
 
(b) When N∈1γ  (or N∈2γ ) is identically zero, it follows that (3.6) is automatically satisfied. This is the case 
of systems in cascade (see [10]). On the other hand, if sKs ii =)(γ  for certain constants 0≥iK  ( 2,1=i ) 
then inequality (3.6) is satisfied if 1)(max)(sup 2
],0[
1
0
21 <⎟⎠
⎞⎜⎝
⎛
∈≥
τδδ τ tt tKK . Moreover, if sKs ii =)(γ  for certain 
constants 0≥iK  ( 2,1=i ) and 1)()( 21 ≡≡ tt δδ  then hypothesis (H3) is satisfied if 121 <KK . This is the 
case of the classical Small-Gain Theorem. 
 
(c) If, instead of hypothesis (H4), there exists a function N∈a  such that ( )( )),,()(),,(),,( 1222 uxtVtuxtVauxtH δγ+≤Y  holds for all Uuxt ××ℜ∈ + X),,( , then indices 1 and 
2 must be changed in hypothesis (H3). Furthermore, in this case system Σ  satisfies the UWIOS property 
from the input UMu∈  with gain N∈γ  and weight +∈Kδ , if  functions +∈Kcc 12121 ,,,, δββ  are 
bounded. 
 
(d) In classical Small-Gain Theorems (e.g. [10]), the functions ++ ℜ→×ℜ X:1L  and  ++ ℜ→×ℜ X:2L  take 
the form 11 ),( xxtL =  and 22 ),( xxtL = , where ),( 21 xxx = . It follows that hypothesis (H5) automatically 
holds with ssb =:)( . This is the case in Corollary 3.4 below. 
 
 
      Since Small-Gain results are frequently applied to feedback interconnections of control systems, we need to 
clarify the notion of the feedback interconnection of two control systems. However, the fact that we do not require the 
classical semigroup property for each of the interconnected subsystems, creates technical difficulties: for example, the 
determination of the set of sampling times for the composite system is not trivial. In order to guarantee the existence 
of a set of sampling times for the composite system, we assume that the sampling times of the composite system are 
the common sampling times of the interconnected subsystems. The details are given in the following definition. 
 
Definition 3.3: Consider a pair of control systems ),,~,,,( 111111 2 HMM DUS πφ×=Σ Y,X , 
),,~,,,( 222222 1 HMM DUS πφ×=Σ Y,X  with outputs 1111 : YX ⊆→××ℜ+ SUH , 22122 : YYX ⊆→×××ℜ+ SUH  
and the BIC property and for which iX∈0  2,1=i  are robust equilibrium points from the inputs USMuv ×∈ 2),( 2 , 
USMuv ×∈ 1),( 1 , respectively. Suppose that there exists a unique pair of a map X→= φφφφ A:),( 21  and a set-
valued map ),[),,,(),,,( 00000 +∞⊆→∋×××ℜ+ tduxtduxtMM DU πX , where DU MMA ×××ℜ×ℜ⊆ ++ Xφ , 
21 XXX ×= , such that for every φAduxtt ∈),,,,( 00  with 0tt ≥ , 210,20,10 ),( XX ×∈= xxx  it holds that: 
 
“there exists a pair of external inputs )( ii Sv M⊆  2,1=i  with ))(),,,,,(,()( 00111 ττφττ uduxtHv = , 
))(),(),,,,,(,()( 100222 τττφττ uvduxtHv =  for all ],[ 0 tt∈τ ,  USi iMuv ×∈),(  2,1=i , 
)),,(,,()),,(,,(),,,( 10,20220,10100 duvxtduvxtduxt πππ ∩=  and )),,(,,,(~),,,,( 20,101001 duvxtduxt τφτφ = , 
)),,(,,,(~),,,,( 10,202002 duvxtduxt τφτφ =  for all ],[ 0 tt∈τ .” 
 
Moreover, let Y  be a normed linear space and YX →××ℜ+ UH :  a continuous map that maps bounded sets of 
U××ℜ+ X  into bounded sets of Y , with 0)0,0,( =tH  for all 0≥t  and suppose that ),,,,,(: HMM DU πφYX,=Σ  
is a control system with outputs and the BIC property, for which X∈0  is a robust equilibrium point from the input 
UMu∈ . Then system Σ  is said to be the feedback connection or the interconnection of systems 1Σ  and 2Σ . 
 
It should be emphasized that the feedback interconnection of two systems may create a system, which has different 
qualitative properties from each of the interconnected subsystems. For example, if we interconnect a subsystem 
described by RFDEs (see Example 2.10) with a hybrid subsystem with impulses at fixed times (see Example 2.12), 
then the overall system will be a system with both “memory” and impulses (discontinuous systems described by 
RFDEs-see [42]).  
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We are now in a position to state our main result for feedback interconnections of control systems. It is a direct 
consequence of Theorem 3.1 and its proof is omitted.  
 
Corollary 3.4: Suppose that ),,,,,(: HMM DU πφYX,=Σ  is the feedback connection of systems 
),,~,,,( 111111 2 HMM DUS πφ×=Σ Y,X  and ),,
~,,,( 222222 1 HMM DUS πφ×=Σ Y,X  with outputs 
1111 : YX ⊆→××ℜ+ SUH , 22122 : YYX ⊆→×××ℜ+ SUH . We assume that: 
 
(H1’) Subsystem 1Σ  satisfies the WIOS property from the inputs )( 22 Sv M∈  and UMu∈ . Particularly, there exist 
functions KL∈1σ , +∈Kqc uu 111111 ,,,,, δδμβ , N∈uu ppa 11111 ,,,,γγ ,  such that the following estimate holds for all 
DUS MMduvxt ×××ℜ∈ ×+ 210210 )),,(,,( X  and 0tt ≥ : 
 ( ) ( ) ( )UYXY )()(sup)()(sup,)())(),),,(,,,(~,( 112110101121011
0
2
0
11
ττδγττδγβσφ
ττ
uvttxttuduvxtttH uu
tttt ≤≤≤≤
++−≤  
   (3.10) 
 ( ) ( ) ( )⎪⎭⎪⎬⎫⎪⎩⎪⎨⎧ −≤ ≤≤≤≤ UYXX )()(sup,)(sup,,)(,)(max)),,(,,,(~)( 112111010121011 02011 τττμφβ ττ uqpvpxatcttduvxttt uutttt  
         (3.11) 
 
(H2’) Subsystem 2Σ  satisfies the WIOS property from the inputs )( 11 Sv M∈  and UMu∈ . Particularly, there exist 
functions KL∈2σ , +∈Kqc uu 222222 ,,,,, δδμβ , N∈uu ppa 22222 ,,,,γγ , such that the following estimate holds for 
all DUS MMduvxt ×××ℜ∈ ×+ 120120 )),,(,,( X  and 0tt ≥ :  
 ( ) ( ) ( )UYXY )()(sup)()(sup,)())(),(),),,(,,,(~,( 2212202022112022
0
1
0
22
ττδγττδγβσφ
ττ
uvttxttutvduvxtttH uu
tttt ≤≤≤≤
++−≤   (3.12) 
 ( ) ( ) ( )⎪⎭⎪⎬⎫⎪⎩⎪⎨⎧ −≤ ≤≤≤≤ UYXX )()(sup,)(sup,,)(,)(max)),,(,,,(~)( 221222020212022 01022 τττμφβ ττ uqpvpxatcttduvxttt uutttt   (3.13) 
 
Moreover, assume that hypothesis (H3) of Theorem 3.1 holds and there exists a function N∈a  such that the 
following inequality holds for all Uuxt ××ℜ∈ + X),,(  with 2121 ),( XX ×∈= xxx :  
 ( )( )
21
)),,,(,,()(),,(),,( 11221111 YYY uuxtHxtHtuxtHauxtH δγ+≤                                   (3.14) 
 
Then there exists a function N∈γ  such that system Σ  satisfies the WIOS property from the input UMu∈  with gain 
N∈γ  and weight +∈Kδ , where +∈Kδ  is defined by (3.9). Moreover, if +∈Kcc 22121 ,,,, δββ  are bounded then 
system Σ  satisfies the UWIOS property from the input UMu∈  with gain N∈γ  and weight +∈Kδ . 
 
 
Remark 3.5:  
 
(a) When 1)()( 21 ≡≡ tt δδ  and ∞∈K1γ  then the result of Corollary 3.4 guarantees the WIOS property from 
the input UMu∈  for the output ))),,,(,,(),,,((:),,( 112211 uuxtHxtHuxtHuxtH = , i.e., for the output that 
combines the outputs of each individual subsystem. Moreover, if in addition the functions )(tqui  ( 2,1=i ) 
are bounded, then the result of Corollary 3.4 guarantees the IOS from the input UMu∈  for the output 
))),,,(,,(),,,((:),,( 112211 uuxtHxtHuxtHuxtH = . Finally, if in addition the 
functions +∈Kcc 22121 ,,,, δββ  are bounded then the result of Corollary 3.4 guarantees the UIOS from the 
input UMu∈  for the output ))),,,(,,(),,,((:),,( 112211 uuxtHxtHuxtHuxtH = . This particular case 
coincides with the prior result of the nonlinear ISS Small-Gain Theorem presented in [10] for control 
systems described by ODEs. 
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(b) Conditions (3.11) and (3.13) hold automatically, when each one of the subsystems 1Σ  and 2Σ  satisfy the 
WISS property. 
 
(c) If, instead of hypothesis (3.14), there exists a function N∈a  such that ( )( )
12
),,()()),,,(,,(),,( 11221122 YYY uxtHtuuxtHxtHauxtH δγ+≤  holds for all 
Uuxt ××ℜ∈ + X),,( , then indices 1 and 2 must be changed in hypothesis (H3). Furthermore, in this case 
system Σ  satisfies the UWIOS property from the input UMu∈  with gain N∈γ  and weight +∈Kδ , if  
functions +∈Kcc 12121 ,,,, δββ  are bounded. 
 
 
Proof of Theorem 3.1: The proof consists of three steps: 
 
Step 1: We show that Σ  is RFC from the input UMu∈ .  
 
Step 2: Let )(
2
1:)(~ sss ρϕ += , where ∞∈Kρ  is the function involved in hypothesis (H3). We show that properties 
P1 and P2 of Lemma 2.16 hold for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  and 
+∈Kδ  as defined by (3.9). Moreover, if +∈K21 , ββ  are bounded we show that properties P1 and P2 of Lemma 
2.17 hold for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  and +∈Kδ  as defined by 
(3.9). 
 
Step 3: We show that property P3 of Lemma 2.16 holds for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for 
appropriate N∈γ~  and +∈Kδ  as defined by (3.9). Moreover, if +∈Kcc 22121 ,,,, δββ  are bounded, we show that 
property P3 of Lemma 2.17 holds for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  and 
+∈Kδ  as defined by (3.9). 
 
It then follows from Lemma 2.16 that exist functions KL∈σ  and +∈Kβ  such that the following estimate holds for 
all UMu∈ , DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
 ( ) ( )
UX )()(sup,)())(),,,,,(,(
0
000001 ττδγβσφ τ uttxttuduxtttV tt ≤≤+−≤                    (3.15a) 
 ( )( ) ( ) ( )UX )()(sup,)())(),,,,,(,()(~
0
00000211 ττδγβσφδγϕ τ uttxttuduxtttVt tt ≤≤+−≤        (3.15b) 
 
Moreover, if +∈Kcc 22121 ,,,, δββ  are bounded it follows from Lemma 2.17 that estimates (3.15a,b) hold with 
1)( ≡tβ . 
 
Thus, using (3.7) and the fact that ss ≥)(~ϕ  for all 0≥s , we conclude that Σ  satisfies the WIOS property from the 
input UMu∈  with gain ( ) N∈= )(~4:)( sas γγ  and weight +∈Kδ . Moreover, if +∈Kcc 22121 ,,,, δββ  are bounded 
we conclude that Σ  satisfies the UWIOS property from the input UMu∈  with gain ( ) N∈= )(~4:)( sas γγ  and weight 
+∈Kδ . 
 
 
Step 1: 
 
Let arbitrary φAduxtt ∈),,,,( 00  with 0tt ≥ , X∈0x  and let ],( 0max +∞∈ tt  the maximal existence time of the 
transition map φ  of ),,,,,(: HMM DU πφYX,=Σ  that corresponds to DU MMduxt ×××ℜ∈ + X),,,( 00 . Notice 
that by virtue of the BIC property, if +∞<maxt  then for every 0>M  there exists ),[ max0 ttt∈  with 
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Mduxtt >X),,,,( 00φ . We define ))(),,,,,(,()( 0011 ττφττ uduxtVV = , )),,,,(,()( 0011 duxtLL τφττ =  and 
))(),,,,,(,()( 0022 ττφττ uduxtVV = , )),,,,(,()( 0022 duxtLL τφττ =  for all ],[ 0 tt∈τ . 
 
The previous definitions in conjunction with (3.1), (3.2), (3.3), (3.4) imply the following inequalities for all 
),[ max0 ttt∈ : 
 
( ) ( ) ( )U)()(sup)()(sup,)()()( 112110010111
00
ττδγττδγβσ
ττ
uVtttLttV uu
tttt ≤≤≤≤
++−≤                (3.16) 
 
( ) ( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤≤≤ UX
)()(sup,)(sup,,)(,)(max)()( 112101010111
00
τττμβ
ττ
uqpVpxatctttLt uu
tttt
               (3.17) 
 
( ) ( ) ( )U)()(sup)()(sup,)()()( 221220020222
00
ττδγττδγβσ
ττ
uVtttLttV uu
tttt ≤≤≤≤
++−≤                   (3.18) 
 
( ) ( ) ( )⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ −≤
≤≤≤≤ UX
)()(sup,)(sup,,)(,)(max)()( 221202020222
00
τττμβ
ττ
uqpVpxatctttLt uu
tttt
            (3.19) 
 
Let ∞∈Kρ  the function involved in hypothesis (H3) and define ( )sss 1:)( −+= ρκ , ( )sss ρϕ +=:)( . Using the 
inequality { })(;)(max srsr ϕκ≤+  (which holds for all 0, ≥sr ) as well as the equality ( ))()( 22 ssg γϕ= , we obtain 
from (3.18) for all ),[ max0 ttt∈ : 
 
( ) ( ) ( ) ⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−≤
≤≤≤≤
)()(sup;)()(sup,)()(max)( 122220020222
00
ττδττδγβσκ
ττ
VgutttLttV
tt
uu
tt
U         (3.20) 
 
Notice that inequality (3.6) implies that ( )( ) )()()( 12211 ssgt −≤ ϕτδδγ , 0, ≥∀ st  and ],0[ t∈τ . Thus (3.20) in 
conjunction with (3.5) and the previous observation implies the following estimate which holds for all ),[ max0 ttt∈ : 
 
( ) ( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−≤
≤≤
−
≤≤
)(sup;)()(sup,)()(max)()( 1
1
220020221211
00
τϕττδγβσκγδγ
ττ
VutttLtMtVt
tt
uu
tt
U
         (3.21) 
 
Combining estimate (3.16) with (3.21), we obtain: 
 
( ) ( )
( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
+≤
≤≤
−
≤≤
≤≤≤≤
)(sup;)()(sup0,)()(max
)()(sup0,)()()(sup
1
1
22020221
11010111
00
00
τϕττδγβσκγ
ττδγβστ
ττ
ττ
VutLtM
utLtV
tt
uu
tt
uu
tttt
U
U
              (3.22) 
 
Distinguishing the cases ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛≥⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
≤≤
−
≤≤
)(sup)()(sup0,)()( 1
1
22020221
00
τϕττδγβσκγ
ττ
VutLtM
tt
uu
tt
U , 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
≤≤
−
≤≤
)(sup)()(sup0,)()( 1
1
22020221
00
τϕττδγβσκγ
ττ
VutLtM
tt
uu
tt
U , using the identity 
)()( 11 sss −− =− κϕ  and the fact that ss ≥)(κ  in conjunction with (3.22) and (3.8) (which implies ( )X00 )( xbtLi ≤ , 
2,1=i ) gives the following estimate which holds for all ),[ max0 ttt∈ : 
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( )( ) ( )
( )( ) ( ) ( )( ) ( ) ⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
≤
≤≤≤≤
≤≤
≤≤
UXUX
UX
)()(sup0,)()()(sup0,)(
)()(sup0,)(
max
)(sup
2200221110011
110011
1
00
0
0
ττδγβσκγττδγβσ
ττδγβσκ
τ
ττ
τ
τ
uxbtMuxbt
uxbt
V
uu
tt
uu
tt
uu
tt
tt
 
                                     (3.23) 
 
We show next that Σ  is RFC from the input UMu∈  by contradiction. Suppose that +∞<maxt . Then by virtue of 
the BIC property for every 0>M  there exists ),[ max0 ttt∈  with Mduxtt >X),,,,( 00φ . On the other hand 
estimate (3.23) in conjunction with the hypothesis +∞<maxt  shows that there exists 01 ≥M  such 
that 11 )(sup
max0
MV
tt
≤
<≤
τ
τ
. The fact that )(1 tV  is bounded in conjunction with estimates (3.18) and (3.19), implies that 
there exist constants 0, 32 ≥MM  such that 22 )(sup
max0
MV
tt
≤
<≤
τ
τ
 and 32 )(sup
max0
ML
tt
≤
<≤
τ
τ
. Finally, the fact that 
)(2 tV  is bounded in conjunction with estimate (3.17), implies that there exists a constant 04 ≥M  such that 
41 )(sup
max0
ML
tt
≤
<≤
τ
τ
. It follows from (3.8) and inequality ( ))()(),,,,( 2100 tLtLbduxtt +≤Xφ  that the transition map of 
Σ , i.e., ),,,,( 00 duxttφ , is bounded on ),[ max0 tt  and this contradicts the requirement that for every 0>M  there 
exists ),[ max0 ttt∈  with Mduxtt >X),,,,( 00φ . Hence, we must have +∞=maxt . 
 
Let arbitrary 0≥R , 0≥T . For every DUU MdTtRxTsMRBu ∈∈≤∈∩∈ ,],0[,,],0[,]),0[( 00 XM  estimate 
(3.23) shows that there exists 0),(1 ≥RTM  such that ),()( 101 RTMstV ≤+ , for all ],0[ Ts∈ . The previous 
observation in conjunction with estimates (3.18), (3.19) and (3.8) (which gives ( )X00 )( xbtLi ≤ , 2,1=i ), implies 
that there exist 0),(),,( 32 ≥RTMRTM  such that for every 
DUU MdTtRxTsMRBu ∈∈≤∈∩∈ ,],0[,,],0[,]),0[( 00 XM  we have  ),()( 202 RTMstV ≤+  and 
),()( 302 RTMstL ≤+ , for all ],0[ Ts∈ . Finally, inequality ),()( 202 RTMstV ≤+  in conjunction with estimate 
(3.17), implies that there exists a constant 0),(4 ≥RTM  such that for every 
DUU MdTtRxTsMRBu ∈∈≤∈∩∈ ,],0[,,],0[,]),0[( 00 XM  we have ),()( 401 RTMstL ≤+ , for all 
],0[ Ts∈ . It follows from (3.8) and inequality ( ))()(),,,,( 2100 tLtLbduxtt +≤Xφ  that for every 
DUU MdTtRxTsMRBu ∈∈≤∈∩∈ ,],0[,,],0[,]),0[( 00 XM  the transition map of Σ , i.e., ),,,,( 00 duxttφ , 
satisfies ( ) +∞<+≤ ),(),(),,,,( 4300 RTMRTMbduxtt Xφ  and this according to Definition 2.2 implies that Σ  is 
RFC from the input UMu∈ . 
 
 
Step 2: 
 
Using (3.23) in conjunction with the inequality ( ) ( ))()()( sqrqsrq ϕκ +≤+  (which holds for all 0, ≥sr  and  N∈q ) 
gives the following estimate, which holds for all 0tt ≥ :  
 ( )( )( )( ) ( )( )( )( )( )
( )( )( ) ( )( )( )( )
UU
XX
)()(sup)()(sup
0,)(0,)()(
22111
0022100111
00
ττδγϕκγττδγϕκ
βσκκγβσκκ
ττ
uMu
xbtMxbttV
uu
tt
uu
tt ≤≤≤≤
++
+≤
                      (3.24) 
 
Moreover, combining estimates (3.21) and (3.23) and using the equalities ( ) )()(1 ss ρκϕ =−  and ( )sss ρϕ +=:)( as 
well as the inequalities ( ) ss ≤−1ϕ  and (3.8) (which gives ( )X00 )( xbtLi ≤ , 2,1=i ), gives the following estimate, 
which holds for all 0tt ≥ :   
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( ) ( )( ) ( )
( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≤
≤≤
≤≤
UX
UX
)()(sup0,)(
)()(sup0,)()()(
110011
2200221211
0
0
ττδγβσϕ
ττδγβσκγδγ
τ
τ
uxbt
uxbtMtVt
uu
tt
uu
tt
                (3.25) 
 
Using (3.25) in conjunction with the inequality ( ) ( ))()()( sqrqsrq ϕκ +≤+  (which holds for all 0, ≥sr  and  N∈q ) 
gives the following estimate, which holds for all 0tt ≥ : 
 
( ) ( )( )( )( )( ) ( )( )( )( )
( )( )( )( ) ( )( )( )UX
UX
)()(sup0,)(
)()(sup0,)()()(
110011
22100221211
0
0
ττδγϕϕβσκϕ
ττδγϕκγβσκκγδγ
τ
τ
uxbt
uMxbtMtVt
uu
tt
uu
tt
≤≤
≤≤
++
+≤
                  (3.26) 
 
Let )(
2
1:)(~ sss ρϕ += . Using (3.26) in conjunction with the inequality ( ) ( ))()()( sqrbqsrq ϕ+≤+  (which holds for 
all 0, ≥sr  and  N∈q ), we obtain the following estimate, which holds for all 0tt ≥ : ( )( ) ( )( )( )( )( ) ( )( )( )( )( )( )
( )( )( ) ( )( )( )( )( )( )
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XX
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          (3.27) 
 
Estimates (3.24), (3.27) show that properties P1 and P2 of Lemma 2.16 hold for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  and +∈Kδ  as defined by (3.9). Moreover, if +∈K21 , ββ  are 
bounded then estimates (3.24), (3.27) show that properties P1 and P2 of Lemma 2.17 hold for system Σ  with 1VV =  
or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  and +∈Kδ  as defined by (3.9). Particularly, N∈γ~  satisfies  
 
( )( )( ) ( )( )( )( )( )( )sMss uu 211~)(~ γϕκγγϕϕϕϕγ +≥  and ( )( )( ) ( )( )( )( )sMss uu 211)(~ γϕκγγϕκγ +≥ , for all 0≥s       (3.28) 
 
 
Step 3: 
 
Let )(
2
1:)(~ sss ρϕ += , )2(:)(~ 1 sss −+= ρκ . Exploiting estimates (3.16), (3.21) in conjunction with the inequality 
{ })(~;)(~max srsr ϕκ≤+  (which holds for all 0, ≥sr ), we obtain: 
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(3.30) 
 
Let arbitrary ),,,( 00 duxtπξ ∈  and ξ≥t .  Estimates (3.29), (3.30) in conjunction with estimates (3.17), (3.19) and 
the weak semigroup property imply: 
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Estimate (3.33) combined with estimate (3.24) gives: 
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where ( )( )( )( ) ( )( )( )( )( )
( )( )( ) ( )( )( )( )
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Similarly, estimate (3.18) combined with estimate (3.24) and inequality (3.8) (which implies ( )X00 )( xbtLi ≤ , 
2,1=i ), gives: 
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where 
)(max:)(~ 2
0
2 τδδ τ tt ≤≤=  
 
Consequently, by combining estimates (3.32) and (3.35) we obtain: 
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From (3.34) and (3.36) we conclude that there exist functions KLSS ∈21 , , continuous functions ( ) ++ ℜ→ℜ 321 :, MM  and N∈γ~  such that the following estimates hold for all ),,,( 00 duxtπξ ∈  and ξ≥t : 
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where +∈Kδ  is defined by (3.9). Notice that if +∈Kcc 22121 ,,,, δββ  are bounded, then the functions ( ) ++ ℜ→ℜ 321 :, MM  are independent of +ℜ∈0t  (but still depend on 0t−ξ ). Moreover, the function N∈γ~  in 
addition to (3.28) satisfies for all 0≥s : 
 
( )( )( )( ) ( )( )( )( ) ( )( )( ){ }ssDpsps uu 11111 ~,0,))((~,0,~max)(~ γϕκϕσκκσκκγ ≥                           (3.39a) 
 
( )( )( )( )( ) ( )( )( )( )( )( ) ( )( )( )( )( )( )( ){ }0,)(~,0,~,~max)(~ 22122121 sBpMspMsMs uu ϕσκκγϕσκκγϕγϕκγϕγ ≥       (3.39b) 
 
where ( ) ( )( )( ) ( )( )( )( )( ) ⎟⎟⎠⎞⎜⎜⎝⎛ ⎟⎠⎞⎜⎝⎛ ++= sMsssD uuu 211222 21:)( γϕκγγϕκϕϕγγ  and ( )( )( ) ( )( )( )( )sMssB uu 211:)( γϕκγγϕκ +=  are 
functions of class N .  
 
We define: 
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),,(suplim: 11 RThal
h +∞→
= , ),,(suplim: 22 RThal
h +∞→
=                                                  (3.42) 
 
By virtue of (3.24) and (3.27), the limits defined in (3.42) exist and are finite. Definition (3.42) implies that for every 
0>ε , 0≥T  and 0≥R , there exists a ( ) 0,,: ≥= RTεττ , such that: 
 
ε+≤ 11 ),,( lRTha ; ε+≤ 22 ),,( lRTha , τ≥∀h                                               (3.43) 
 
By virtue of the Weak Semigroup Property for system Σ , there exists a constant 0>r , such that for each 
DU MMduxt ×××ℜ∈ + X),,,( 00  we have ∅≠+++∩ ],[),,,( 0000 rttduxt ττπ .  Let 
],[),,,( 0000 rttduxt +++∩∈ ττπξ . Estimates (3.37), (3.38) in conjunction with definitions (3.40), (3.41) and 
inequalities (3.43) give: 
 ( ) ( )( ){ }εξξττδγ
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XU                      (3.44) 
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Using the identity ( ) ( ))(
2
1)(~ 11 sss −− −= ϕρϕϕ  and inequality (3.45) we get: 
 
( )( ) ( ) ( )( ) ( )( )⎭⎬⎫⎩⎨⎧ −+−−≤− −≤≤ 11100022211 21;,,,max)()(~sup)()(~ 0 lltxttMSutVt tt ϕρεξξττδγδγϕ τ XU              (3.46) 
 
The properties of the KL  functions in conjunction with estimates (3.44), (3.46), the fact that ],[ 00 rtt +++∈ ττξ  
and definitions (3.40), (3.41), (3.42), give for all 0>ε : 
ε+≤ 21 ll ; ( )( )1112 21 lll −−+≤ ϕρε  
From the first inequality we obtain 21 ll ≤ . The second inequality implies ( )( ) εϕρ 211 ≤− l  for all 0>ε , which 
directly gives 021 == ll .  
 
Definitions (3.40), (3.41) and (3.42) imply that P3 of Lemma 2.16 holds for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  (which satisfies (3.28) and (3.39)) and +∈Kδ  as defined by (3.9).  
 
Notice that if +∈Kcc 22121 ,,,, δββ  are bounded then definitions (3.40), (3.41) are modified as follows: 
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   (3.48) 
 
Similar arguments as above show that property P3 of Lemma 2.17 holds for system Σ  with 1VV =  or ( )( )211 )(~ VtV δγϕ= , for appropriate N∈γ~  (which satisfies (3.28) and (3.39)) and +∈Kδ  as defined by (3.9). The 
proof is complete.        <  
 
 
Remark 3.6: If the functions N∈uuuu pp 2211 ,,, γγ  are all identically zero then it follows that the gain function N∈γ  
is identically zero. Indeed, the reader should notice that N∈γ  may be selected as ( ) N∈= )(~4:)( sas γγ , where 
N∈a  is the function involved in hypothesis (H4) and N∈γ~  is the function that satisfies (3.28), (3.39a,b). 
Moreover, notice that for the input free case Theorem 3.1 and Corollary 3.4 imply (Uniform) Robust Global 
Asymptotic Output Stability (RGAOS) for the corresponding system. The following example shows the applicability 
of this particular remark to systems with impulses at fixed times.  
 
 
Example 3.7: Consider the following system: 
 
))(()()( txgtAztz +=&                                                                 (3.49a) 
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                                                              (3.49b) 
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where kkA ×ℜ∈  is a Hurwitz matrix, { }∞== 0iiτπ  is a partition of +ℜ  with diameter 0>r , nnf ℜ→ℜ: , 
kng ℜ→ℜ: , nnh ℜ→ℜ:  are continuous vector fields, )(xf  being locally Lipschitz with respect to nx ℜ∈ , with 
0)0( =f , 0)0( =g , 0)0( =h . Notice that subsystem (3.49a) is a system described by ODEs which satisfies 
hypotheses (A1-3) of Example 2.8. Hence, subsystem (3.49a) satisfies the BIC property and kℜ∈0  is a robust 
equilibrium point from the input x . Moreover, subsystem (3.49b) is a hybrid system with impulses at fixed times, 
which satisfies hypotheses (Q1-4) of Example 2.12. Hence, subsystem (3.49b) satisfies the BIC property and nℜ∈0  
is a robust equilibrium point (from the zero input). We remark that since both subsystems (3.49a,b) satisfy the 
classical semigroup property and consequently the composite system (3.49) can be regarded as the feedback 
interconnection of subsystems (3.49a,b). 
 
Since kkA ×ℜ∈  is Hurwitz, it follows that subsystem (3.49a) satisfies the UISS property from the input x . 
Moreover, if there exists a 1C  positive definite and radially unbounded function +ℜ→ℜnV :  and constants 
ℜ∈21 , cc  with 02 ≠c , 0, >λμ , such that: 
 
)()()( 1 xVcxfxV −≤∇ , nx ℜ∈∀                                                       (3.50a) 
 
)()exp())(( 2 xVcxhV −≤ , nx ℜ∈∀                                                  (3.50b) 
 
( ) tctsscardc )(),[ 12 λμπ −+≤+∩− +ℜ∈∀ ts,                                   (3.50c) 
 
where )(Scard  denotes the cardinal number of the set S , then Theorem 1 in [5] implies that nℜ∈0  is GAS for 
subsystem (3.49b). Taking into account Remark 3.2(b) and Remark 3.6, we conclude that nk ℜ×ℜ∈0  is uniformly 
GAS for the composite system (3.49) under the hypotheses stated above.        <  
 
 
 
4. Application to Partial State Sampled-Data Control 
 
    In this section we present applications of the Small-Gain results (Theorem 3.1 and Corollary 3.4) to partial state 
sampled-data control problems. It should be emphasized that sampled-data control systems cannot be handled with 
Small-Gain results that have appeared so far in the literature, since sampled-data control systems do not satisfy the 
classical semigroup property (see Example 2.11).  
 
Consider the following control system described by ODEs: 
 
0,,,
),,,,(
≥∈∈ℜ∈
=
tUuDdz
uxzdtfz
k
&
                                                                           (4.1a) 
 
0,,,,
),,,(
≥∈∈ℜ∈ℜ∈
++=
tUuDdvx
uzdtBgBvAxx
n
&
                                                                   (4.1b) 
 
where ),( BA  is a controllable pair of matrices, lD ℜ⊂  is a compact set, pU ℜ⊆  is non-empty with U∈0  and the 
mappings knk UDf ℜ→×ℜ×ℜ××ℜ+: , ℜ→×ℜ××ℜ+ UDg k:  are continuous, locally Lipschitz in ),( xz , 
uniformly in Dd ∈  with 0)0,0,0,,( =dtf , 0)0,0,,( =dtg  for all Ddt ×ℜ∈ +),( . The problem we consider is the 
(W)ISS stabilization problem for (4.1) with sampled-data feedback applied with zero order hold and depending only 
on nx ℜ∈ , i.e., we want to find a function ℜ→ℜnk :  with 0)0( =k  and a constant 0>r  such that system (4.1a) 
with  
 
( ) ++
+
ℜ∈−+=
∈++=
)(,)(exp
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1
1
twrw
ttutztdtBgxBktAxtx
iii
iii
τττ
τττ&
                             (4.2)                       
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satisfies the WISS property from the inputs ),( wu . Notice that the input w  has been introduced in order to quantify 
the uncertainty in sampling times, i.e., we have to guarantee stability properties for the closed-loop system (4.1a)-
(4.2) for all sampling schedules of diameter less than or equal to 0>r . To this purpose we make the following 
assumptions: 
 
(A1) System (4.1a) satisfies the WISS property from the inputs x  and u . Specifically, there exist functions KL∈σ , 
+∈Ku1,δβ , N∈u11 ,γγ  such that for all );();();(),,,,( 00 UDuxdzt locnloclock +∞+∞+∞+ ℜ×ℜℜ×ℜ×ℜ×ℜ∈ LLL  the 
solution of (4.1) with initial condition 00 )( ztz =  corresponding to inputs 
);();();(),,( UDuxd loc
n
locloc
+∞+∞+∞ ℜ×ℜℜ×ℜ∈ LLL  satisfies the following estimate for all 0tt ≥ : 
 ( ) ( ) ( ))()(sup)(sup,)()( 111000
00
ττδγτγβσ
ττ
uxttzttz uu
tttt ≤≤≤≤
++−≤                            (4.3) 
 
(A2) There exist functions +∈Ku2δ , N∈u22 ,γγ  such that the following inequality holds for all 
UDudzt k ××ℜ×ℜ∈ +),,,( : ( )utzuzdtg uu )()(),,,( 222 δγγ +≤                                                              (4.4) 
 
(A3) There exist a function ∞∈Kρ and a constant 1≥R  such that:  
 
( ) ( )( )( ) ( ) ( )( )( )( ) ssRsRsRsR ≤+++ −−−− 2121121211 γργγργργγ , 0≥∀s                         (4.5) 
 
 
For example, hypothesis (A3) holds if sKs ii =)(γ , where 0≥iK  ( 2,1=i ), i.e., if the gain functions are linear.  
 
   Next we show that the problem of WISS stabilization problem for (4.1) with sampled-data feedback applied with 
zero order hold and depending only on nx ℜ∈  is solvable under hypotheses (A1-3) by linear feedback. The proof of 
this result will be made by making use of Corollary 3.4.  
 
Notice that since ),( BA  is a controllable pair of matrices, it follows that for every 0>μ , 1≥R  there exist a 
symmetric positive definite matrix nnP ×ℜ∈ , a vector nk ℜ∈ , constants 0, 21 >QQ  such that the following 
inequalities hold for all ℜ×ℜ∈ nux ),( : 
2
2
1
2
2
2
1
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42)(2 u
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xQPxxxQ
μμ +′−≤′+′+′
≤′≤
                                           (4.6) 
Next we show the following claim. 
 
Claim: For every 0>μ , 1≥R  there exists a vector nk ℜ∈ , constants 0, >rM , such that for all 
);();();();(),,,,,( 00
++∞+∞+∞+∞+ ℜℜ×ℜ×ℜℜ×ℜ×ℜ×ℜ∈ loclockloclocn UDwuzdxt LLLL  the solution of the hybrid system: 
 
( ) ++
+
ℜ∈−+=
∈+′+=
)(,)(exp
),[,))(),(),(,()()()(
1
1
twrw
ttutztdtBgxkBtAxtx
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τττ
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                                    (4.7) 
 
with initial condition 00 )( xtx =  corresponding to inputs 
);();();();(),,,( ++∞+∞+∞+∞ ℜℜ×ℜ×ℜℜ×ℜ∈ loclocklocloc UDwuzd LLLL  satisfies the following estimate for all 0tt ≥ : 
 
( ) ( ) ( ))()(sup)(sup)(exp)( 2212100
00
ττδγτγμ
ττ
uRzRxttMtx uu
tttt
−
≤≤
−
≤≤
++−−≤                              (4.8) 
 
where +∈Ku2δ , N∈u22 ,γγ  are the functions involved in (4.4).  
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Proof of Claim: Let arbitrary 0>μ , 1>R . Since ),( BA  is a controllable pair of matrices, it follows that there 
exists a symmetric positive definite matrix nnP ×ℜ∈ , a vector nk ℜ∈ , constants 0, 21 >QQ  such that inequalities 
(4.6) hold for all ℜ×ℜ∈ nux ),( . Let arbitrary 
);();();();(),,,,,( 00
++∞+∞+∞+∞+ ℜℜ×ℜ×ℜℜ×ℜ×ℜ×ℜ∈ loclockloclocn UDwuzdxt LLLL  and consider the solution 
)(tx  of (4.7) with initial condition 00 )( xtx =  corresponding to inputs 
);();();();(),,,( ++∞+∞+∞+∞ ℜℜ×ℜ×ℜℜ×ℜ∈ loclocklocloc UDwuzd LLLL  (the solution exists for all 0tt ≥ ). Finally, consider 
the function )()(:)( tPxtxtV ′= , which is absolutely continuous on ),[ 0 +∞t . By virtue of (4.6) the derivative of )(tV  
satisfies a.e. on the interval ),[ 1+ii ττ : 
 
2
2
1 ))(),(),(,(
4
))()((2)(4)( tutztdtg
R
Q
txxkPBxtVtV i μτμ +−′′+−≤
&                               (4.9) 
 
Let 0>r  constant that satisfies: 
 
( ) kBAABkBAkBAkBMr ′++++′+′+′≤ μμμ 222 2  ; kBAAkBBMRr ′+++′≤ 24 1μ              (4.10) 
 
where 1:
1
2 ≥=
Q
Q
M .  
 
It follows from (4.7) that ))(),(),(,(sup)()()(sup)()( suszsdsgBrxkBArxsxArxtx
ts
ii
ts
i
ii ≤≤≤≤
+′++−≤−
ττ
τττ , 
which directly implies ))(),(),(,(sup
1
)(
1
)()( suszsdsg
Ar
Br
x
Ar
kBAr
xtx
ts
ii
i ≤≤−
+−
′+≤−
τ
ττ , for all ),[ 1+∈ iit ττ . 
Moreover, the previous inequality in conjunction with the triangle inequality )()()()( txxtxx ii +−≤ ττ  implies the 
estimate ))(),(),(,(sup
1
)(
1
)()( suszsdsg
kBArAr
Br
tx
kBArAr
kBAr
xtx
ts
i
i ≤≤′+−−
+′+−−
′+≤−
τ
τ , for all ),[ 1+∈ iit ττ . 
Using the previous inequality in conjunction with (4.9) and completing the squares, we obtain for almost all 
),[ 1+∈ iit ττ : 
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It follows from inequalities (4.10), (4.11) that the following estimate holds for the derivative of )(tV  a.e. on the 
interval ),[ 1+ii ττ : 
 
2
2
1 ))(),(),(,(sup
2
)(2)(
0
suszsdsg
R
Q
tVtV
tst ≤≤
+−≤ μμ
&                                         (4.12) 
 
 
Notice that since estimate (4.12) does not depend on the particular interval ),[ 1+ii ττ , we may conclude that estimate 
(4.12) holds a.e. for 0tt ≥ . Estimate (4.12) implies directly that 
( ) 2
2
1
00 ))(),(),(,(sup)()(2exp)(
0
suszsdsg
R
Q
tVtttV
tst ≤≤
+−−≤ μ  for all 0tt ≥ . Finally, estimate (4.8) is an immediate 
consequence of the previous inequality, definitions  )()(:)( tPxtxtV ′=  and 1:
1
2 ≥=
Q
Q
M  as well as inequalities (4.4) 
and (4.6). The proof of the claim is complete.      <   
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By making use of Corollary 3.4 and specifically Remark 3.5(b), we may conclude that the closed-loop system (4.1a) 
with (4.7) satisfies the WISS property from the inputs u  and w , when 1>R  is chosen to be greater than or equal to 
the constant involved in hypothesis (A3). Moreover the gain function for the input w  is identically zero. 
Furthermore, if the functions +∈Kuu 21 ,δδ   are bounded, then the closed-loop system (4.1a) with (4.7) satisfies the 
ISS property from the inputs u  and w . Finally, if in addition +∈Kβ  is bounded, then the closed-loop system (4.1a) 
with (4.7) satisfies the UISS property from the inputs u  and w . 
 
 
Example 4.1: The following planar system described by ODEs: 
 
ℜ∈ℜ∈′
++=
+−=
vuxz
vuztdx
xzzz
,,),(
)(
2
2
3
&
&
                                                                    (4.13) 
 
is studied in [9] where it is shown that if dtd ≡)(  with 
2
1<d  then the feedback law )()( txtv −= , guarantees the 
UISS property for the closed-loop system from the input ℜ∈u .  The proof of this fact is made by using a slightly 
modified version of the Small-Gain Theorem presented in [10]. Here we study the possibility of robustly globally 
stabilizing the origin for system (4.13), using the following feedback law with zero order hold and positive sampling 
rate:  
 
++
+
ℜ∈−+=
∈−=
)(,))(exp(
),[,)()(
1
1
twrw
txtv
iii
iii
τττ
τττ
                                                     (4.14) 
 
for time-varying disturbances ],[:)( δδ−=∈Dtd  with )1,0(∈δ . 
 
First notice that system (4.13) is a system of the form (4.1) with xzzuxzdtf +−= 3),,,,( , uzduzdtg += 2),,,( , 
[ ]1=B , [ ]0=A . Moreover, hypothesis (A2) holds with 22 )( ss δγ = , ssu =:)(2γ  and 1)(2 ≡tuδ . 
 
Working exactly as in [9] it may be shown that for every )1,0(∈ε  the subsystem 1Σ : 
 
xzzz +−= 3&                                                                           (4.15) 
 
satisfies the UISS property from the input x  with gain function εγ −= 1:)(1
ss . Thus the subsystem 1Σ  satisfies 
hypothesis (A1) with εγ −= 1:)(1
ss , 1)( ≡tβ , 0)(1 ≡suγ  and appropriate KL∈σ .  
 
For every )1,0(∈δ  there exist )1,0(∈ε  and 0>L  such that: 
 
1
1
)1(
)1( ≤−
++ ε
δLL                                                                            (4.16) 
 
 
Selecting Lss =:)(ρ  with 0>L , we conclude from (4.16) that (4.5) holds with 1=R . Finally, since (4.6) holds with 
121 == QQ , [ ]1=P , 4
1=μ  and 1−=k , we conclude that (4.13) with (4.14) satisfies the UISS property from the 
inputs u  and w . Moreover the gain function for the input w  is identically zero. The maximum allowable sampling 
period ( r ) may be determined by inequalities (4.10), which give 7/1=r .        <  
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5. Conclusions 
 
       A Small-Gain Theorem, which can be applied to a wide class of systems that includes systems that satisfy the 
weak semigroup property, is presented in the present work. The result generalizes all existing results in the literature 
and exploits notions of weighted, uniform and non-uniform Input-to-Output Stability (IOS) property. Moreover, the 
Small-Gain Theorem of the present work is a method for establishing qualitative properties expressed in a very 
general framework unifying works from various fields as well as different stability notions. The results presented in 
the paper can be extended without much difficulty to the case of local stability notions.  
 
   Applications to partial state feedback stabilization problems with sampled-data feedback applied with zero order 
hold and positive sampling rate, are also presented. It should be emphasized that sampled-data control systems cannot 
be handled with Small-Gain results that have appeared so far in the literature, since sampled-data control systems do 
not satisfy the classical semigroup property. The results are illustrated by examples, which show the usefulness of the 
main result for the stability analysis of interconnected systems.  
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Appendix 
 
Proof of Lemma 2.13: Lemma 3.5 in [20] guarantees that the control system ),,,,,(: HMM DU πφYX,=Σ  which 
has the BIC property is RFC from the input )(Uu M∈  if and only if there exist functions +∈Kq , ∞∈Ka  and a 
constant 0≥R  such that the following estimate holds for all UD MMudxt ×××ℜ∈ + X),,,( 00  and 0tt ≥ : 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++≤
≤≤ UXX
)(sup)(),,,,(
0
000 τφ τ uxRatqduxtt tt                                                (A1) 
 
It should be emphasized that all results in [20] were proved under the assumption of the classical semigroup property 
for the control system. However, the proof of Lemma 3.5 does not depend on the semigroup property and 
consequently may be repeated as it stands for a system, which satisfies the weak semigroup property.  Let +∈Kβ  
arbitrary. Using (A1) we obtain: 
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                   (A2) 
 
where )3()()()( 222 Rattqt += βγ . Define: 
 { }],0[,],0[:)()(max:),( 000 TtshthtsTa ∈∈−+= γγ                                                 (A3) 
 
Clearly, definition (A3) implies that for each fixed 0≥s  ),( sa ⋅  is non-decreasing and for each fixed 0≥T  ),( ⋅Ta  
is non-decreasing. Furthermore, continuity of γ  guarantees that for every 0≥T  0)0,(),(lim
0
==+→ TasTas . It turns 
out from Lemma 2.3 in [17], that there exist functions ∞∈Kζ  and +∈Kκ  such that 
 
))((),( sTsTa κζ≤ , ( )2),( +ℜ∈∀ sT                                                         (A4) 
 
Combining definition (A3) with inequality (A4), we conclude that for all 00 ≥t  and 0tt ≥ , it holds that: 
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The above inequality in conjunction with (A2) implies that (2.9) holds for all UD MMudxt ×××ℜ∈ + X),,,( 00  and 
0tt ≥  with ( )22:)( tt ζμ = , ( ))(2)(2:)( 2 tttc κζγ += , )3(:)( 2 sasa =  and )3(:)( 2 sasp = . The proof is complete.     <  
 
 
Proof of Lemma 2.16: As in the proof of Proposition 2.2 in [17], let 0, ≥hT , 0≥s  and define: 
 
 ( ) ⎪⎭⎪⎬
⎫
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≤≤ UDtt
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0
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First notice that by virtue of property P1 it holds that +∞<),( sTa  for all 0≥T , 0≥s . Moreover, notice that since 
X∈0  is a robust equilibrium point from the input UMu∈  and 0)0,0,( =tV  for all 0≥t , we have 0),( ≥sTa  for 
all 0≥T , 0≥s . Furthermore, notice that M  is well-defined, since by definitions (A5), (A6) the following inequality 
is satisfied for all 0, ≥hT  and 0≥s : 
 
),(),,(0 sTasThM ≤≤                                                                         (A7) 
 
Clearly, definition (A5) implies that for each fixed 0≥s  ),( sa ⋅  is non-decreasing and for each fixed 0≥T  ),( ⋅Ta  
is non-decreasing. Furthermore, property P2 asserts that for every 0≥T  0),(lim
0
=+→ sTas . Hence, the inequality 
0)0,( ≥Ta  for all 0≥T , in conjunction with 0),(lim
0
=+→ sTas  and the fact that ),( ⋅Ta  is non-decreasing implies 
0)0,( =⋅a . It turns out from Lemma 2.3 in [17], that there exist functions ∞∈Kζ  and +∈Kq  such that 
 
))((),( sTqsTa ζ≤ , ( )2),( +ℜ∈∀ sT                                                         (A8) 
 
Without loss of generality we may assume that +∈Kq  is non-decreasing. Moreover, property P3 guarantees that for 
every 0>ε , 0≥T  and 0≥R , there exists a 0),,( ≥= RTεττ , such that 
 
 ε≤),,( sThM  for all ),,( RTh ετ≥  and Rs ≤≤0                                                (A9) 
 
Let  
2:)( sssg +=                                                                               (A10) 
 
and let p  be a non-decreasing function of class +K  with 1)0( =p  and  
 
+∞=+∞→ )(lim tpt                                                                                 (A11)  
Define  
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Obviously, by virtue of (A7), (A8) and (A10) the function ++ ℜ→ℜ:μ  is well defined and satisfies 1)( ≤⋅μ . We 
show that 0)(lim =+∞→ hh μ , equivalently, we establish that for any given 0>ε , there exists a 0)( ≥= εδδ  such that 
 ( ) εμ ≤h , for ( )εδ≥h                                                                       (A13) 
 
Notice first, that for any given 0>ε  there exist constants )(: εaa =  and )(: εbb =  with ba <<0  such that 
 
 ε≤+⇒∉ 2),( xx
xbax                                                                     (A14) 
 
We next recall (A11), which asserts that, for the above ε  for which (A14) holds, there exists a 0)(: ≥= εcc  such that 
ε
1)( ≥Tp  for all cT ≥ . This by virtue of (A7), (A8), (A10) and (A14) yields: 
εζ ≤)))((()(
),,(
sTqgTp
sThM , 0≥∀h , when cT ≥ , or ),())(( basTq ∉ζ                            (A15) 
                                                     
Hence, in order to establish (A13), it remains to consider the case: 
 
 bsTqa ≤≤ ))((ζ  and cT ≤≤0                                                            (A16) 
 
 32
Since, for each fixed ( )2),( +ℜ∈sh  the mappings ),,( shM ⋅ , ),,( ⋅shM , )( ⋅q  and )( ⋅p  are non-decreasing, we 
have that  
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provided that (A16) holds. By using (A9) and (A17) with 
)0(
)(
:,:,)(:
1
q
bRcTag
−
=== ζεε  
it follows 
( )ag
q
bchM εζ ≤⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
)0(
)(,,
1
, for ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛=≥
−
)0(
)(,),(:
1
q
bcagh ζετεδ                                    (A18) 
 
By taking into account (A15), (A16), (A17), (A18) and definition (A12) of ( )⋅μ  it follows that (A13) holds with 
( )εδδ =  as selected in (A18). Since 0>ε  was arbitrary we conclude that 0)(lim =+∞→ hh μ . Consequently, there exists 
a continuous strictly decreasing function ),0(: +∞→ℜ+μ  such that )()( hh μμ ≥  for all 0≥h  and 0)(lim =+∞→ hh μ . 
Thus, by recalling definition (A12) we obtain 
 ),()(),,( sThsThM θμ≤ , ( )2),( +ℜ∈∀ sT , 0≥∀h                                              (A19) 
 
where )))((()(:),( sTqgTpsT ζθ = . Clearly, θ  satisfies all hypotheses of Lemma 2.3 in [17] and therefore there exist 
∞∈K2ζ  and +∈Kβ  such that 
 ))((),( 2 sTsT βζθ ≤ , ( )2),( +ℜ∈∀ sT                                                            (A20)  
 
Thus definition (A6) implies that the following estimate holds for all UMu∈ , DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
 ( ) ( )
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0
002000 ττδγβζμφ τ uxttttuduxtttV tt ≤≤+−≤                     (A21) 
 
Estimate (A21) implies (2.12) with )()(:),( 2 stts ζμσ = .     <  
 
 
Proof of Lemma 2.17: As in the proof of Lemma 2.16, let 0≥h , 0≥s  and define: 
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First notice that by virtue of property P1 it holds that +∞<)(sa  for all 0≥s . Moreover, notice that since X∈0  is a 
robust equilibrium point from the input UMu∈  and 0)0,0,( =tV  for all 0≥t , we have 0)( ≥sa  for all 0≥s . 
Furthermore, notice that M  is well-defined, since by definitions (A22), (A23) the following inequality is satisfied for 
all 0≥h  and 0≥s : 
 
)(),(0 sashM ≤≤                                                                         (A24) 
 
Clearly, definition (A22) implies that )( ⋅a  is non-decreasing. Furthermore, property P2 asserts that 0)(lim
0
=+→ sas . 
Hence, the inequality 0)0( ≥a , in conjunction with 0)(lim
0
=+→ sas  and the fact that )( ⋅a  is non-decreasing implies 
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0)0( =a . It turns out that a  can be bounded from above by the ∞K  function a~  defined by ∫+= s
s
dwwa
s
ssa
2
)(1:)(~  
for 0>s  and 0)0(~ =a . Define  
( )( ) ⎭⎬
⎫
⎩⎨
⎧ >= 0;~
),(
sup:)( s
sag
shMhμ                                                            (A25) 
 
where g  is defined by (A10). Working exactly as in the proof of Lemma 2.16 we can show that the function 
++ ℜ→ℜ:μ  is well defined and satisfies 1)( ≤⋅μ ,  0)(lim =+∞→ hh μ . Consequently, there exists a continuous strictly 
decreasing function ),0(: +∞→ℜ+μ  such that )()( hh μμ ≥  for all 0≥h  and 0)(lim =+∞→ hh μ . Thus, by recalling 
definition (A25) we obtain 
 ))(~()(),( saghshM μ≤ , 0, ≥∀ sh                                                  (A26) 
 
Hence definition (A23) implies that the following estimate holds for all UMu∈ , DMdxt ××ℜ∈ + X),,( 00  and 
0tt ≥ : ( ) ( )
UX )()(sup)(
~)())(),,,,,(,(
0
0000 ττδγμφ τ uxagtttuduxtttV tt ≤≤+−≤                 (A27) 
 
Estimate (A27) implies (2.12) with 1)( ≡tβ  and ))(~()(:),( sagtts μσ = .     <  
 
 
Proof of Lemmas 2.18-2.19: The proof is based on the following observation: if ),,,,,(: HMM DU πφYX,=Σ  is 
periodicT −  then for all DU MMduxt ×××ℜ∈ + X),,,( 00  it holds that ( )dPuPxkTtkTtduxtt kTkT ,,,,),,,,( 0000 −−=φφ  
and ( ) ( )( ))(,,,,,,))(),,,,,(,( 0000 kTtuPdPuPxkTtkTtkTtHtuduxtttH kTkTkT −−−−= φφ , where [ ]Ttk /: 0=  denotes the 
integer part of Tt /0  and the inputs UkT MuP ∈ , DkT MdP ∈  are defined in Definition 2.2.  
 
Since ),,,,,(: HMM DU πφYX,=Σ  satisfies the WIOS property from the input UMu∈ , there exist functions  
KL∈σ , +∈Kδβ , , N∈γ  such that (2.10) holds for all DU MMduxt ×××ℜ∈ + X),,,( 00  and 0tt ≥ . 
Consequently, it follows that the following estimate holds for all DU MMduxt ×××ℜ∈ + X),,,( 00  and 0tt ≥ : 
 ( )( ) ( )( )UXY )()(sup,))(),,,,,(,(
],[
00000
0
ττδγβσφ
τ
uPttxkTttuduxtttH kT
kTtkTt −−∈
+−−≤  
Setting kTs −=τ  and since TT
T
t
t <⎥⎦
⎤⎢⎣
⎡−≤ 000 , for all 00 ≥t , we obtain    
 ( ) ( )( )UXY )()(sup,~))(),,,,,(,(
],[
0000
0
kTsuPkTsttxtuduxtttH kT
tts
−−+−≤
∈
δγσφ            (A28)     
 
where ),(:),(~ trsts σσ =  and { }Tttr ≤≤= 0;)(max: β . Estimate (A28) and the identity ( ) )()( sukTsuPkT =−  for all 
0≥s , implies that the following estimate holds for all DU MMduxt ×××ℜ∈ + X),,,( 00  and 0tt ≥ : 
 ( ) ( )
UXY )()(
~sup,~))(),,,,,(,(
],[
0000
0
susttxtuduxtttH
tts
δγσφ
∈
+−≤                               (A29) 
 
where { }],0[;)(max:)(~ tsst ∈= δδ .  
 
In case that ),,,,,(: HMM DU πφYX,=Σ  satisfies the IOS property from the input UMu∈ , then all arguments 
above may be repeated with 1)( ≡tδ . Thus we conclude that (A29) holds for all DU MMduxt ×××ℜ∈ + X),,,( 00  
and 0tt ≥  with 1)(~ ≡tδ . The proof is complete.     <  
 
 
