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I. INTRODUCTION.
L’ide´e de ce travail nous est venue en e´tudiant l’article de Friedlander et Iwaniec ([Fr–I1]) : faire appel a` des me´thodes
profondes de ge´ome´trie alge´brique, he´rite´es des ce´le`bres travaux de Deligne ([De1], [De3]) sur la conjecture de Weil,
pour majorer certaines sommes d’exponentielles apparaissant naturellement en the´orie analytique des nombres. Parmi
la multitude de choix possibles, notre attention s’est porte´e sur la situation suivante :
Soient q un nombre premier, ψ(.) caracte`re additif non trivial sur Fq ,
(†) f(X) est de la forme f(X) = P (X)Q(X) ou` P (X) et Q(X) sont deux polynoˆmes unitaires de Z[X ] premiers entre eux.
On suppose en outre, que f n’est ni un polynoˆme constant, ni un polynoˆme de degre´ 1.
On cherche a` majorer la somme trigonome´trique :
S(f ; q, x) =
∑
p<x
ψ(f(p)),
faite sur les nombres premiers p tels que f(p) soit de´fini, ayant pour but de donner des majorations non triviales de
cette somme lorsque x est d’ordre de grandeur assez proche de q.
Notre premier re´sultat est le
THE´ORE`ME 1.1. — Soient ε > 0, q un nombre premier, x un re´el ve´rifiant 1 ≤ x ≤ q, f une fraction rationnelle
comme dans (†). Il existe alors une constante C, de´pendant au plus de ε, de deg P et deg Q, telle que, pour tout
caracte`re additif ψ non trivial de Fq, on ait l’ine´galite´
(1.1) |S(f ; q, x)| ≤ Cq 316 +εx 2532 .
Il est bon de mettre en avant le caracte`re universel des exposants 316 et
25
32 apparaissant dans (1.1) et l’inexactitude
de cette majoration lorsque f(X) ≡ 1 ou f(X) ≡ X .
L’e´tude de S(f ; q, x) pour f polynoˆme, entre dans le cadre plus ge´ne´ral de celles des sommes
S =
∑
p≤x
e(f(p)),
avec f polynoˆme de R[X ] et e(.) = exp(2pii.). Cette e´tude fut inaugure´e par Vinogradov ([Vi]) dans le cas ou`
f(X) = X et explore´e par de nombreux auteurs : pour re´sumer, lorsque f(X) est un polynoˆme de degre´ k avec
un coefficient de plus haut degre´ jouissant d’une approximation rationnelle ade´quate, on obtient une majoration non
triviale de S en combinant les me´thodes classiques de majorations de sommes d’exponentielles sur les polnoˆmes (Weyl,
Hardy–Littlewood, Vinogradov) et les identite´s combinatoires sur la fonction caracte´ristique des nombres premiers
(Vinogradov, Vaughan). De telles de´marches, applique´es a` l’e´tude de notre somme S(f ; q, x), pour f polynoˆme de
degre´ k ≥ 2 sont efficaces pour x petit (x ≥ q 1k +ε) –ce qui n’est pas le cas de (1.1). Par contre, ces re´sultats ne donnent
que des majorations S(f ; q, q) = O(q1−ϑk ) avec ϑk > 0 tendant vers 0, lorsque k tend vers l’infini (voir Lemme 6.1
ci–dessous). Toutes ces me´thodes sont totalement inadapte´es pour f fraction rationnelle, non polynomiale de Z(X).
Pour l’abondante litte´rature sur ce sujet, on se reportera avec profit aux introductions de [Hu], [Gh], [Harm], [Ba–H]...
Il existe un autre abord de S(f ; q, x) par les caracte`res de Dirichlet. En adoptant les notations classiques de la
the´orie des nombres premiers ([Da] Chap.20), au risque d’une ambigu¨ıte´ passage`re sur la signification de la lettre ψ,
on a, en suivant la de´monstration de ([Va] Corollary 2.1), les relations
S˜(f ; q, x) : =
∑
n<x
Λ(n)ψ(f(n)) =
q−1∑
a=0
ψ(f(a))
∑
n<x
n≡a(mod q)
Λ(n)
=
1
ϕ(q)
q−1∑
a=1
ψ(f(a))
∑
χ(mod q)
χ(a)ψ(x, χ) +O
(
log(2qx)
)
 1
ϕ(q)
∑
χ(mod q)
∣∣∣
q−1∑
a=1
ψ(f(a))χ(a)
∣∣∣|ψ(x, χ)| +O( log(2qx)).
2Que χ soit principal ou non, on a la relation
q−1∑
a=1
ψ(f(a))χ(a) = OdegP,degQ(q
1
2 ),
([Schm] Theorem 2G, Page 45, pour f polynoˆme), d’ou`, en appliquant ([Va] Theorem 2), on a finalement pour S˜(f ; q, x)
et, par conse´quent pour S(f ; q, x) la majoration
|S(f ; q, x)| ≤ C(q− 12 x+ q 18x 34 + q 12 x 12 )qε,
majoration qui n’a d’inte´reˆt que pour x > q. Cette majoration est due a` Vaughan lorsque f(X) = X et est e´voque´e par
Harman ([Harm]) lorsque f(X) = Xk, k entier positif, l’entier q n’e´tant pas ne´cessairement premier. En conclusion,
on perc¸oit bien le caracte`re critique de l’e´tude de S(f ; q, x) pour x = q
Signalons que, pour x = q, longueur de l’intervalle qui nous inte´resse essentiellement dans ce travail (voir la discussion
a` la fin du paragraphe VI), et pour tout f ve´rifiant (†), le gain par rapport a` la majoration triviale O(q/ log q) est une
puissance de q –plus pre´cise´ment q
1
32−ε–alors que les me´thodes de [Mi] ne fourniraient qu’un gain en O(log q/ log log q) si
elles e´taient applique´es a` la somme S(f ; q, q). Remarquons aussi que l’ine´galite´ (1.1) est inte´ressante pour q
6
7+ε ≤ x ≤ q.
En fait notre me´thode s’applique tout aussi bien a` des sommes
∑
n<x
g(n)ψ(f(n)),
ou` g(n) est une fonction arithme´tique ayant les proprie´te´s de convolution suffisantes pour conduire a` deux types de
sommes
SI(f, q;M,N) =
∑
m≤M
αm
∑
n∈I
ψ(f(mn))
et
SII(f, q;M,N) =
∑
m≤M
αm
∑
n∈I
βnψ(f(mn)),
ou`
– αm et βn sont deux suites de nombres complexes infe´rieurs a` 1 en module,
– I un intervalle non spe´cifie´, contenant N entiers,
– M et N ≥ 1 ve´rifient d’autres ine´galite´s implique´es par la nature de la de´composition combinatoire de g.
Les sommes SI et SII sont, dans la de´nomination de Vaughan de type I ou de type II, et apparaissent dans la
de´composition des fonctions de diviseurs ge´ne´ralise´es τk, la fonction de Mo¨bius µ et de quantite´ d’autres fonctions
arithme´tiques raisonnables. Ainsi, pouvons–nous e´crire l’ine´galite´
∣∣∣ ∑
1≤n≤x
µ(n)ψ(f(n))
∣∣∣ ≤ Ck,εq 316 +εx 2532 ,
sous les conditions du The´ore`me 1.1. Une telle relation montre, pour ainsi dire, une quasi–orthogonalite´ entre une
fonction de nature arithme´tique (la fonction µ(n)) et une fonction de nature alge´brique (la fonction ψ(f(n))). Autrement
dit, les oscillations de l’une sont inde´pendantes des oscillations de l’autre.
Une agre´able conse´quence du The´ore`me 1.1 est la suivante :
Soit f1, · · · , f33, trente–trois fractions rationnelles du type (†). Alors, l’e´quation en les nombres premiers pi ≤ q,
N = f1(p1) + · · ·+ f33(p33)(mod q),
a, pour q −→∞, comme nombre de solutions : pi(q)
33
q
(
1 +O(q−1/33)
)
, uniforme´ment sur l’entier N .
Ceci se de´montre en de´tectant la congruence e´tudie´e par les caracte`res ψh avec 0 ≤ h < q, le terme h = 0 fournissant
le terme principal, les autres termes e´tant traite´s par le The´ore`me 1.1.
Dans cette e´tude, joueront un roˆle particulier, tant par les re´sultats que par les me´thodes, les f quasi–monoˆmes. On
dira que f est un quasi–monoˆme de degre´ k (k entier relatif diffe´rent de 0 est 1), si f est de la forme f(X) ≡ X k +uX
avec u ∈ Z.(Observons que si k < 0 et u 6= 0, 1, f n’est pas exactement de la forme (†) ; lorsque q-u, il suffit e´videmment
de remplacer ψ par ψu).
La preuve du The´ore`me 1.1 passera d’abord par la
PROPOSITION 1.2. — Soient ε > 0, ` ≥ 1 un entier, (αm) une suite de nombres complexes de module infe´rieurs a` 1,
M et N deux nombres re´els supe´rieurs a` 1 ve´rifiant
(MN)` ≤ q`+1, M ≤ N `,
3et I un intervalle contenant N entiers. Soit f ve´rifiant (†).
On a alors les trois majorations
(1.2.1) SI(f, q;M,N) = O
(
q
1
2` +εM
2`+1
2`+2N
2`2−1
2`2+2` + q
1
4` +εM
2`2+2`−1
2`(`+1) N
2`2+`−2
2`(`+1)
)
;
si f n’est pas un polynoˆme (autrement dit, si degQ ≥ 1) ;
(1.2.2) SI(f, q;M,N) = O
(
q
1
2` +εM
2`+1
2`+2N
2`2−1
2`2+2` + q
1
4` +εM
2`2+2`−2
2`(`+1) N
2`2+`−3
2`(`+1)
)
,
si f est un polynoˆme unitaire de degre´ strictement supe´rieur a` 2 et a` ` ;
(1.2.3) SI(f, q;M,N) = O
(
q
1
2` +εM
2`+1
2`+2N
2`2−1
2`2+2`
)
,
si f est un quasi–monoˆme de degre´ k avec k < 0 ou avec k ≥ 3 et ` < min{p, p|(k, q − 1)}.
Chacune des relations (1.2.1), (1.2.2) et (1.2.3) est uniforme sur l’ensemble des caracte`res additifs ψ modulo q, non
triviaux, la constante O, suivant les situations, de´pendant au plus de ε, `, degP , degQ et k.
Les relations (1.2.1), (1.2.2) et (1.2.3) sont de pre´cision croissante, les deuxie`mes termes a` droite de (1.2.1) et
(1.2.2) s’effaceront devant les premiers car on appliquera ces estimations avec ` = 3 et MN ≤ q lors de la preuve du
The´ore`me 1.1. Lorsque f(X) = X−1, en fixant ` = 2, on retrouve le Theorem 3 de [Fr–I1]. Pour appre´cier la force
de cette majoration, il suffit de constater que dans le cas ou` αm est constamment e´gal a` 1, une application directe
du the´ore`me de Deligne ne donnerait rien d’inte´ressant pour M = N =
√
q. Par contre la technique d’allongement de
l’intervalle de sommation (voir le de´but du paragraphe IV), nous permet de gagner q1/24−ε par rapport a` la majoration
triviale.
Nous abordons maintenant le cas des sommes de type II. Nous montrerons la
PROPOSITION 1.3. — Soient ε > 0, (αm) et (βn) deux suites de nombres complexes de modules infe´rieurs a` 1, M et
N deux nombres re´els ve´rifiant 1 ≤M,N ≤ q. Alors, pour tout f ve´rifiant (†), on a la majoration
SII(f, q;M,N) =
∑
m≤M
αm
∑
n≤N
βnψ(f(mn)) = OdegP,degQ
(
MN
1
2 + q
1
4M
1
2N(log q)
1
2
)
,
uniforme´ment sur l’ensemble des caracte`res additifs ψ modulo q, non triviaux.
Ce re´sultat tre`s ge´ne´ral et facile a` obtenir a` partir de la majoration de Weil des sommes d’exponentielles en une
variable (voir paragraphe V), ne donne rien dans le cas parfaitement syme´trique M = N =
√
q. Par contre si f est un
polynoˆme de degre´ k ≥ 3, on obtient aussi un re´sultat, en appliquant a` la somme (5.1), la majoration de Weyl, de´ja`
e´voque´e plus haut, mais la qualite´ de cette majoration de´croˆıt lorsque k augmente.
Par une autre me´thode beaucoup plus e´labore´e de ge´ome´trie alge´brique, nous pouvons traiter le cas des quasi–
monoˆmes, ou` nous utilisons de fac¸on cruciale la multiplicativite´ du morphisme monoˆme. Notre technique fait appel
aux re´sultats tre`s profonds de Katz sur la de´termination des groupes de monodromie ge´ome´trique attache´s a` certaines
familles de sommes d’exponentielles a` un parame`tre, obtenues par la transforme´e de Fourier–Deligne–Laumon. Bien
que, apparemment cette e´tude soit sans influence sur le The´ore`me 1.1, nous montrerons le
THE´ORE`ME 1.4. — Soient k ∈ Z−{0, 1, 2}, f le quasi–monoˆme de degre´ k de´fini par f(X) = Xk +uX, ` un entier,
(αm) et (βn) deux suites a` supports inclus dans ]M, 2M ] et ]N, 2N ], ve´rifiant |αm| et |βn| ≤ 1. On a alors, pour tout
ε > 0, la majoration
(1.3)
∑
m
∑
n
αmβnψ(f(mn)) k,`,ε MNqε
(
M−
1
2 + q
3`+5
8`(`+2) (MN)−
`+1
2`(`+2)
)
,
uniforme´ment sur ψ non trivial modulo q, u ∈ Z et sous les conditions
N ≤ q, q 14 ≤MN ≤ q 3`+44` et q 12N ` ≥M2,
le parame`tre ` devant ve´rifier
` ≥ 1 si k < 0 ou si (k, q − 1) = 1
et
1 ≤ ` < min{p; p|(k, q − 1)} si k ≥ 3.
Ainsi, si k < 0 ou si k ≥ 3 est impair, la somme pre´ce´dente est, pour M = N = √q en O(q 6364 ) ; il suffit de fixer
` = 2. Si on peut choisir des valeurs de ` tre`s grandes, on acce`de a` des suites (αm) et (βn) a` supports tre`s courts. A`
titre d’illustration, nous nous restreignons au cas ou` k < 0, on a le
4COROLLAIRE 1.5. — Soit k < 0, f(X) le quasi–monoˆme f(X) = Xk + uX, (αm) et (βn) deux suites a` supports
inclus dans ]M, 2M ] et ]N, 2N ], ve´rifiant |αm| et |βn| ≤ 1. Pour tout δ > 0, il existe η(δ) > 0, tel qu’on ait la relation
∑
m
∑
n
αmβnψ(f(mn)) δ,k (MN)1−η,
sous les conditions
q
3
4+δ ≤MN ≤ q 54−δ et qδ ≤M, N ≤ q,
uniforme´ment sur ψ non trivial modulo q et u ∈ Z.
De´monstration. Quitte a` intervertir les roˆles de M et N , la relation q
1
2N ` ≥ M2 est toujours satisfaite pour
` ≥ 2. On constate que la relation (1.3) est non triviale de`s qu’on a MN > q(3`+5)/(4`+4)+ε et M ≥ qδ . Il reste donc a`
trouver ` ≥ 2 tel qu’on ait l’encadrement
q
3`+5
4`+4+ε < MN < q
3`+4
4` −ε.
Un tel entier existe puisque les intervalles I` =]3`+ 5
4`+ 4
,
3`+ 4
4`
[ ve´rifient :
∞⋃
`=2
I` =]3
4
,
5
4
[.

Le Corollaire 1.5 a une inte´ressante application a` la somme S(f ; q, x) de´finie pre´ce´demment :
COROLLAIRE 1.6. — Soit f un quasi–monoˆme de degre´ k < 0. Alors pour tout δ > 0, il existe η(δ) > O, tel qu’on
ait la relation
S(f ; q, x) δ,k x1−η,
sous la condition q3/4+δ ≤ x ≤ q, uniforme´ment sur ψ non trivial modulo q et u ∈ Z.
De´monstration. La philosophie pour traiter une somme sur des nombres premiers est, par des identite´s
combinatoires, de se ramener a` des sommes de type I ou II (voir paragraphe VI pour de plus amples de´tails). Le
Corollaire 1.5 traite non trivialement toutes les sommes de type II SII(f, q;M,N), pour MN < x et M, N ≥ xδ ,
pourvu que q3/4+δ ≤ x ≤ q. Il reste donc des sommes de type I : SI(f, q;M,N), pourM minuscule, a` savoirM < xδ . Un
de´veloppement en se´rie de Fourier de la fonction caracte´ristique de ]N, 2N ] et une application directe de la majoration
de Weil pour les sommes exponentielles sur des fonctions rationnelles (voir les me´thodes du paragraphe IV et le Lemme
4.3), conduisent directement a` l’ine´galite´
SI(f, q;M,N) M
(N
q
+ 1
)
q
1
2+ε,
qui suffit largement a` notre exigence, car non triviale pour δ assez petit. Il n’est nullement ne´cessaire de faire appel
a` (1.2.3). A` titre d’application, le Corollaire 1.6 entraˆıne, pour q −→ ∞, l’e´quire´partition modulo 1, des fractions p¯kq
(2 ≤ p ≤ q3/4+δ et p¯ inverse de p modulo q), pour k entier positif fixe´.
Le corollaire suivant est, en quelque sorte, l’analogue du The´ore`me 3 et du Corollaire 1 de [Fr–I2], qui donnent des
majorations de la somme de caracte`res ∑
a∈A
∑
b∈B
χ(a+ b)
ou` χ est un caracte`re multiplicatif, non principal modulo q, et A et B sont des ensembles assez denses, d’entiers sans
proprie´te´ particulie`re, inclus dans [1,
√
q], et qui montrent ainsi la re´gularite´ des sommes d’e´le´ments de deux suites
quelconques. Au lieu de caracte`res multiplicatifs, nous envisageons des caracte`res additifs, et au lieu d’additionner des
e´le´ments, nous les multiplions, d’ou` le
COROLLAIRE 1.7. — Soient A et B deux ensembles d’entiers inclus dans [1,√q]. Alors, pour tout ε > 0, tout caracte`re
ψ non trivial modulo q, on a la majoration
∑
a∈A
∑
b∈B
ψ(f(ab)) = Ok,ε(q
59
60 +ε),
pour f quasi–monoˆme de degre´ k, avec k ≥ 5 et (k, 6) = 1 ou k < 0, et
∑
a∈A
∑
b∈B
ψ(f(ab)) = Oε(q
63
64+ε),
pour f quasi–monoˆme de degre´ k ≥ 3, impair.
Cet e´nonce´ est une application directe du The´ore`me 1.4, pour de petites valeurs de `, a` savoir ` = 3 et ` = 2.

Lorsque f est un polynoˆme de degre´ k ≥ 3, on a directement comme conse´quence de la remarque suivant la
Proposition 1.3, une majoration en O(q1−ϑk ) ou` ϑk > 0 tend vers 0 lorsque k tend vers l’infini. On peut regretter
5que le The´ore`me 1.4 soit muet sur le cas ou f est une fraction rationnelle ge´ne´rale. En effet notre technique donne
naissance a` des sommes trigonome´triques (de´pendant de 2` parame`tres) en trois variables, pour lesquelles on peut
espe´rer appliquer ([B–S] Theorem 1). Mais il nous a semble´ de´licat de traiter la condition iii) d’irre´ductibilite´ de fibres,
en toute ge´ne´ralite´ pour la famille de sommes rencontre´es.
Les auteurs tiennent a` remercier J–L. Colliot–The´le`ne, J. Rivat et A.Schinzel de nous avoir ge´ne´reusement fait
partager leurs intuitions.
6II. IRRE´DUCTIBILITE´ DE CERTAINES VARIE´TE´S.
a. Un re´sultat ge´ne´ral.
Il ne nous a pas e´te´ possible de trouver explicitement l’e´nonce´ de la proposition suivante dans la litte´rature. Toutefois
cet e´nonce´ existe de fac¸on sous–jacente dans diffe´rents articles que nous a signale´s A.Schinzel (...,[Schi1], [D–S], [Fr],
[Schi2],...) ou` est traite´ le cas ou` f est un polynoˆme. Afin d’eˆtre complets, nous en donnons une de´monstration dans un
langage moderne, de´monstration dont les principes nous ont e´te´ aimablement communique´s par J–L. Colliot–The´le`ne.
Remarquons que dans toutes ces de´monstrations, le The´ore`me de Lu¨roth joue un roˆle de´cisif et que cette proposition
se ge´ne´ralise directement a` des polynoˆmes de k[X1, . . . , Xn]. On a
PROPOSITION 2.1. — Soit k un corps parfait, g(X,Y ) et h(X,Y ) deux polynoˆmes de k[X,Y ], premiers entre eux,
tels que la fraction f(X,Y ) = g(X,Y )/h(X,Y ) soit non constante sur l’ouvert A2k − {ze´ros de h(X,Y )}.
On a alors l’e´quivalence entre les deux proprie´te´s
i) g(X,Y )− Th(X,Y ) est re´ductible sur k(T )[X,Y ] ;
ii) Il existe u(V ) ∈ k(V ) une fraction rationnelle non homographie et v(X,Y ) ∈ k(X,Y ) tels que f(X,Y ) =
u(v(X,Y )).
Si l’une ou l’autre des proprie´te´s pre´ce´dentes est ve´rifie´e, on peut faire les normalisations suffisantes
• si h(X,Y ) ∈ k∗ (f est donc un polynoˆme), alors u(V ) ∈ k[V ] et v(X,Y ) ∈ k[X,Y ],
• si k est alge´briquement clos et si h n’est pas une constante, alors u est une fraction de degre´ strictement positif.
(on appelle degre´ d’une fraction rationnelle la diffe´rence des degre´s du nume´rateur et du de´nominateur, soit encore
l’ordre du poˆle a` l’infini.)
De´monstration : Il est clair que la seconde proprie´te´ entraˆıne la premie`re : e´crivant u(V ) = p(V )/q(V ), il suffit
de factoriser p(V ) − Tq(V ) dans k(T ) (Dans les paragraphes IIa, IIb et IIc les lettres f , p et q ont une signification
diffe´rente de celle du paragraphe I, aucune confusion n’est possible).
Montrons l’implication re´ciproque. Notons encore f le morphisme rationnel
A2k → A1k
(x, y) → f(x, y),
entre les corps de fonctions, f est de´crit par l’injection k(T ) ↪→ k(X,Y ) : T → t = f(X,Y ). Il s’agit donc de montrer
que f admet une factorisation rationnelle de la forme
A2k
v→ P1k u→ P1k,
ou` u n’est pas une homographie. Soit K la cloˆture alge´brique de k(t) dans k(X,Y ).
Puisque la fonction f est non constante, on peut choisir deux points ferme´s M1 et M2 ∈ A2k tels que h(M1) 6= 0,
h(M2) 6= 0 et f(M1) 6= f(M2). La restriction de f a` la droite L passant par M1 et M2 est non constante, on en
de´duit que k(t) puis K s’injectent dans k(L). Donc K est une extension transcendante pure de degre´ 1 de k et, par le
the´ore`me de Lu¨roth ([Hart] Ex 2.5.5. p.303–304, par exemple), il existe v ∈ k(X,Y ) tel que K = k(v) et t s’e´crit donc
sous la forme t = u(v) avec u ∈ k(V ). Le fait que u n’est pas une homographie, c’est–a`–dire K 6= k(t), est assure´ par
le lemme suivant :
LEMME 2.2. — Si g(X,Y )− Th(X,Y ) est re´ductible dans k(T )[X,Y ], alors K 6= k(t).
De´monstration : Le polynoˆme g(X,Y )−Th(X,Y ) est irre´ductible dans k[X,Y, T ] (c’est un polynoˆme de degre´ 1
en T et g(X,Y ) et h(X,Y ) sont premiers entre eux). Par le lemme de Gauss, la k[T ]–alge`bre k(T )[X,Y ]/
(
g(X,Y )−
Th(X,Y )
)
est donc inte`gre. D’apre`s ([Mu] Prop.4 p.142), la re´ductibilite´ de g(X,Y )− Th(X,Y ) dans k(T ) implique
que k(T ) n’est pas se´parablement clos dans Frac
(
k(T )[X,Y ]/
(
g(X,Y )−Th(X,Y ))), ce qui signifie que k(t) n’est pas
se´parablement clos dans k(X,Y ).

Supposons maintenant que f(X,Y ) = g(X,Y ). On va montrer qu’on peut choisir v ∈ k[X,Y ] : e´crivons v et t sous
la forme
v =
P1(X,Y )
P2(X,Y )
, P1, P2 ∈ k[X,Y ], et t = Q1(v)
Q2(v)
, Q1, Q2 ∈ k[V ], (Q1, Q2) = 1.
Supposons que P2 /∈ k et Q2 /∈ k ; soit λ une racine de Q2 dans k¯ (alors Q1(λ) 6= 0), si P1 − λP2 est non constant,
le polynoˆme t = f(X,Y ) a des poˆles dans A2
k¯
ce qui est absurde. Dans le cas contraire, soit λ′ 6= λ une autre racine
de Q2(V ), c’est alors le polynoˆme P1 − λ′P2 qui est non constant. On est donc dans le cas ou` Q2(V ) est de la forme
(V −λ)q, comme k est parfait λ ∈ k ; v s’e´crit alors sous la forme v = λ+ c/P2(X,Y ), c ∈ k∗. En faisant le changement
de variable v′ = c(v − λ)−1 (on remarque que k(v′) = k(v) = K), on est ramene´ au cas v = P1(X,Y ) ∈ k[X,Y ]. On
voit alors que P1 − λ est non constant, par conse´quent Q2 est de degre´ 0.

7Supposons enfin k alge´briquement clos, u(V ) s’e´crit sous la forme u(V ) = Q1(V )/Q2(V ) avec Q1 et Q2 deux
polynoˆmes premiers entre eux. On peut supposer degQ1 > degQ2, en effet, si tel n’est pas le cas, on fait un changement
de variable homographique V = µ+ 1/V ′, ou` µ est un ze´ro de Q2, qui existe puisque u n’est pas une homographie.

b. Ope´rateurs de de´calage.
Soit ` un entier au moins e´gal a` 1 et soit b = (b1, · · · , b`, b′1, · · · , b′`) un vecteur de Z2`. On de´finit alors l’ope´rateur
de de´calage ∆b pour f ∈ Z(X), par la formule
(
∆bf
)
(X,Y ) =
∑`
i=1
(
f((X + bi)Y )− f((X + b′i)Y )
)
,
et, pour m ∈ Z, on pose aussi (
∆b,mf
)
(X,Y ) =
(
∆b,mf
)
(X,Y )−mY.
Il est clair que les de´finitions des ope´rateurs ∆b et ∆b,m s’e´tendent au cas ou` les bi et m appartiennent a` un corps k
et f a` k(X).
Ces ope´rateurs apparaˆıtront naturellement lors de traitement des sommes d’exponentielles, apre`s un shift et
l’ine´galite´ de Ho¨lder pour ∆b et un de´veloppement en se´rie de Fourier pour ∆b,m. Afin d’appliquer un re´sultat
duˆ a` Hooley (voir Lemme 4.1 ci–dessous) sur des majorations de sommes d’exponentielles, nous montrerons que pour
la plupart des b, une varie´te´, naturellement associe´e a` (∆b,m) est absolument irre´ductible pour tout m.
Soit k un corps et f(X,Y ) ∈ k(X,Y ). On dit que f est compose´e s’il existe u(V ) ∈ k(V ) qui n’est pas une
homographie et v(X,Y ) ∈ k(X,Y ), telle que f(X,Y ) = u(v(X,Y )). On a
PROPOSITION 2.3. — Soit k un corps alge´briquement clos. Soient P, Q ∈ k[X ] deux polynoˆmes premiers entre eux
tels que la fraction P/Q ne soit pas un polynoˆme de degre´ ≤ 1. Soient ` ≥ 1 et b un vecteur de k2`, note´ indiffe´remment
b = (b1, · · · , b`, b′1, · · · , b′`) ou b = (b1, · · · , b2`). On suppose que b ve´rifie les relations
(2.1) bi 6= bj (1 ≤ i < j ≤ 2`)
et
(2.2) b1 + · · ·+ b` − b′1 − · · · − b′` 6= 0.
Alors, si la caracte´ristique de k est nulle ou si cette caracte´ristique est supe´rieure a` une certaine fonction des degre´s de
P et Q, la fraction (∆b,mP/Q)(X,Y ) n’est compose´e pour aucun m ∈ k, et la courbe de´finie sur k(T ) par l’e´quation
(∆b,mP/Q)(X,Y )− T = 0 est irre´ductible sur k(T ).
La dernie`re partie de l’e´nonce´ pre´ce´dent est une conse´quence directe de la Proposition 2.1.
Avant de passer a` la de´monstration, nous e´nume´rons quelques conventions :
• On peut supposer que P et Q sont unitaires, c’est une conse´quence de la relation (∆b,m)(λf) = λ(∆b,mλ−1)(f),
valable pour tout λ de k∗.
• Si A(X,Y ) est un polynoˆme de k[X,Y ], l’e´galite´ A(X,Y ) = cXaY b + · · · ou` c 6= 0, signifie que A(X,Y ), en
tant que polynoˆme en Y est de degre´ b et que le coefficient du terme Y b est un polynoˆme en X de degre´ a de terme
dominant cXa.
• Si S(X) est un polynoˆme de k[X ] et α ∈ k, on note s le degre´ de S et s(α) la multiplicite´ du ze´ro α.
• On pose εi = +1 ou −1 suivant que 1 ≤ i ≤ ` ou `+ 1 ≤ i ≤ 2`.
• On e´crit Q(X) sous la forme
Q(X) = Xq(0)R(X),
avec R(X) ∈ k(X) et R(0) 6= 0. Avec ces conventions, on pose
(∆b,mP/Q)(X,Y ) :=
NUM(X,Y )
DEN(X,Y )
,
avec
NUM(X,Y ) =
2∑`
i=1
εiP ((X + bi)Y )
2∏`
j=1,j 6=i
(X + bj)
q(0)R((X + bj)Y )
−mY q(0)+1
2∏`
j=1
(X + bj)
q(0)R((X + bj)Y ),
DEN(X,Y ) = Y q(0)
2∏`
j=1
(X + bj)
q(0)R((X + bj)Y ).
c. De´monstration de la Proposition 2.3
8c.1. Cas ou` q(0) ≥ 1.
Les polynoˆmes NUM(X,Y ) et DEN(X,Y ) sont premiers entre eux. En effet, les facteurs irre´ductibles de DEN(X,Y )
sont Y , X + bi et (X + bi)Y − ρ, ou` ρ de´crit l’ensemble des racines (non nulles) R de R. Le fait que X + bi ne divise
pas NUM(X,Y ) est une conse´quence de (2.1). Puisque P et Q ont des racines diffe´rentes, on voit que (X + bi)Y − ρ
ne divise pas NUM(X,Y ). Enfin, en remarquant, d’apre`s (2.2) et la non–nullite´ de q(0)P (0)Q(0), que NUM(X, 0) a
pour terme de plus haut degre´ −q(0)P (0)R(0)2`−1(b1 + · · ·+ b`− b′1− · · · − b′`)X(2`−1)q(0)−1, ce qui entraˆıne que Y ne
divise pas NUM(X,Y ).
Supposons donc que (∆b,mP/Q) soit compose´e : on e´crit cette fraction sous la forme (∆b,mP/Q) = cQ1(v)/Q2(v)
avec c ∈ k∗, Q1(V ) =
∏
λ(V − λ), Q2(V ) =
∏
µ(V − µ), (Q1, Q2) = 1, Q1/Q2 n’e´tant pas une homographie et
v = P1(X,Y )/P2(X,Y ) avec P1 et P2 premiers entre eux. Ainsi les λ compte´s avec multiplicite´, sont au nombre de
q1 et sont tous distincts des µ, qui, eux, sont au nombre de q2. Par le meˆme argument que celui situe´ a` la fin de la
Proposition 2.1, on peut supposer q1 > q2. Puisque les polynoˆmes P1 − λP2 et P1 − µP2 sont premiers entre eux, on
a, par identification, pour certains ξ, ξ′ ∈ k∗ les deux e´galite´s
NUM(X,Y ) = ξ
∏
λ
(P1 − λP2)(X,Y ),
DEN(X,Y ) = ξ′P q1−q22
∏
µ
(P1 − µP2)(X,Y ).
• Cas ou` q2 = 0. Ainsi DEN(X,Y ) = ξ′P q12 , donc P2 est divisible par Y . En confrontant les deux expressions
de NUM(X,Y ), on parvient a` l’e´galite´
NUM(X, 0) = q(0)P (0)R(0)2`−1(b1 + · · ·+ b` − b′1 − · · · − b′`)X(2`−1)q(0)−1 + · · · = ξ(P1(X, 0))q1 ,
donc q1|(2`− 1)q(0)− 1, mais q1|q(0), d’ou` q1 = 1, donc Q1/Q2 est une homographie, ce qui est interdit.
• Cas ou` q2 > 0. Dans ce cas, on voit que Y divise un et un seul des polynoˆmes suivants : P2, P2 − µP1, µ
parcourant l’ensemble des racines de Q2. Ainsi, quitte a` faire e´ventuellement un changement de variables v
′ = v − µ,
qui transforme P1 − µP2 en un nouveau P1, on peut supposer que 0 est racine de Q2 de multiplicite´ q2(0) > 0 et que
Y divise soit P1 soit P2(signalons que ce changement de variables n’affecte en rien la condition q1 > q2). Pour traiter
simultane´ment ces cas, nous introduisons un entier κ qui vaut soit 0 soit 1. Les polynoˆmes P1 et P2 sont alors de la
forme
P1(X,Y ) = ξ1Y
κq(0)/q2(0)
∏
b∈B1
(X + b)q(0)/q2(0)
∏
(b,ρ)∈A1
((X + b)Y − ρ)q(ρ)/q2(0)
et
P2(X,Y ) = ξ2Y
(1−κ)q(0)/(q1−q2)
∏
b∈B2
(X + b)q(0)/(q1−q2)
∏
(b,ρ)∈A2
((X + b)Y − ρ)q(ρ)/(q1−q2);
ou` B1 et B2 sont deux sous–ensembles disjoints de {b1, · · · , b2`}, A1 et A2 sont deux sous–ensembles disjoints de
{b1, · · · , b2`} ×R (rappelons que tous les bi sont distincts).
Remarquons maintenant que, pour tout ν ∈ k, on a l’e´galite´ suivante, valable pour certains ξ ′1 et ξ′2 de k∗ :
(P1 − νP2)(X, 0) = (1− κ)ξ′1
∏
b∈B1
(X + b)q(0)/q2(0) − νκξ′2
∏
b∈B2
(X + b)q(0)/(q1−q2).
En donnant a` ν la valeur λ d’une racine de Q1, on voit que NUM(X, 0) est divisible par
∏
b∈B1+κ
(X + b). Or, on a
l’e´galite´
NUM(X, 0) = P (0)R(0)2`−1
2∑`
i=1
εi
2∏`
j=1;j 6=i
(X + bj)
q(0);
qui implique donc B1+κ est vide. En conclusion, nous aurions, pour tout λ racine de Q1, l’e´galite´ (P1 − λP2)(X, 0) =
(1 − κ)ξ′1 − λκξ′2, donc NUM(X, 0) = ξ
∏
λ(P1 − λP2)(X, 0) serait constant, ce qui est une contradiction, puisque ce
polynoˆme a un terme de degre´ (2`− 1)q(0)− 1, calcul de´ja` rencontre´ plus haut.
c.2. Cas ou` q(0) = 0 et q ≥ 1.
L’ide´e est de se ramener au cas pre´ce´dent. Puisque Q n’est pas constant, il admet au moins une racine α. Posons
P ′(X) = P (X + α), Q′(X) = Q(X + α) (donc Q′(0) = 0), et X ′ = X − α/Y . La relation triviale
(∆b,m
P
Q
)(X,Y ) = (∆b,m
P ′
Q′
)(X ′, Y )
montre que la fraction (∆b,m
P
Q )(X,Y ) est compose´e si et seulement si la fraction (∆b,m
P ′
Q′ )(X,Y ) l’est.

9c.3. Cas ou` q = 0.
Le polynoˆme Q(X) est ainsi constant, on peut meˆme supposer Q(X) = 1 et P (X) est un polynoˆme de degre´ p
au moins 2. D’apre`s la Proposition 2.1, nous sommes ramene´s a` chercher l’e´criture de (∆b,mP )(X,Y ) sous la forme
(∆b,mP )(X,Y ) = Q1(P1(X,Y )) avec P1 et Q1 polynoˆmes en une ou deux variables. Avec nos conventions, on a, pour
un certain ξ, les e´galite´s
(∆b,mP )(X,Y ) =
∑2`
i=1 εiP ((X + bi)Y )−mY
= p(b1 + · · ·+ b` − b′1 − · · · − b′`)Xp−1Y p + · · ·
= ξ
∏
λ(P1(X,Y )− λ).
Si on e´crit P1(X,Y ) = cX
aY b + · · ·, des e´galite´s de degre´s donnent q1b = p, q1a = p− 1, ce qui implique q1 = 1, par
conse´quent, le polynoˆme (∆b,mP )(X,Y ) n’est pas compose´.

d. Raffinement dans le cas ou` f est un polynoˆme.
Dans cette partie, f est un polynoˆme unitaire a` coefficients entiers, de degre´ au moins 3, on se propose dans ce cas
particulier d’ame´liorer notre connaissance de l’ensemble des b pour lesquels (∆b,mf)(X,Y ) est compose´. On a
PROPOSITION 2.4. — Soit f(X) un polynoˆme unitaire de Z[X ], de degre´ au moins 3 et q un nombre premier. Soit
E(B, q, f) l’ensemble des b avec 0 ≤ bi, b′i < B(1 ≤ i ≤ `), tels qu’il existe m ∈ Z tel que la varie´te´, de´finie modulo q
par l’e´quation
(∆b,mf)(X,Y )− T = 0,
ne soit pas une courbe absolument irre´ductible. Alors pour 1 ≤ B ≤ q et ` ≥ 2, on a la relation
|E(B, q, f)| = Odeg f (B2`−2).
La Proposition 2.3 donnerait pour majoration O(B2`−1).
d.1. De´monstration de la Proposition 2.4.
D’apre`s la Proposition 2.1, la de´monstration se rame`ne a` majorer le cardinal de l’ensemble des b avec 0 ≤ bi, b′i ≤ B
tels qu’il existe m ∈ Z, u ∈ Fq[X ], v ∈ Fq [X,Y ] avec deg u ≥ 2 tels que
(
∆b,mf
)
(X,Y ) = u
(
v(X,Y )
)
.
Soit F(B, q, f) l’ensemble des b, avec chaque bi et b′i compris entre 1 et B, tels qu’on ait
k(b1 + · · · − b′1 · · ·) = 0 et
k(k − 1)
2
(b21 + · · · − b′21 − · · ·) = 0(mod q),
ou` k est le degre´ de f . Il est clair que l’ensemble F(B, q, f) est de cardinal en O(B2`−2) (puisqu’on a ` ≥ 2 et qu’on
peut supposer q > k). Ceci nous permet de nous restreindre a` majorer le cardinal de l’ensemble
E(B, q, f)−F(B, q, f).
Soit b /∈ F(B, q, f). On a l’e´galite´ degY
(
∆b,mf
)
(X,Y ) = k dans tous les cas, et, suivant les situations
degX
(
∆b,mf
)
(X,Y ) = k − 1,
si
(2.3) k(b1 + · · ·+ b` − b′1 · · · − b′`) 6= 0(mod q)
ou
degX
(
∆b,mf
)
(X,Y ) = k − 2
si
(2.4) k(b1 + · · ·+ b` − b′1 − · · · − b′`) = 0 et
k(k − 1)
2
(b21 + · · ·+ b2` − b′12 − · · · − b′`2) 6= 0(mod q).
Les relations de divisibilite´ (deg u)|k et (deg u)| degX
(
∆b,mf
)
(X,Y ), conduisent, dans le cas de (2.3), a` deg u = 1
–ce qui est exclu– et, dans le cas de (2.4) a` l’e´galite´ degu = 2.
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Il reste donc a` traiter le cas de la condition (2.4), pour lequel nous e´crivons explicitement les polynoˆmes en cause.
Puisque le degre´ de f est pair, on pose, en modifiant la de´finition de k :
f(X) =
2k∑
i=0
fiX
i,
u(X) = u2X
2 + u1X + u0,
v(X,Y ) =
k∑
i=0
Pi(X)Y
i,
avec f2k et u2 non divisibles par q. L’e´galite´ f = u ◦ v implique, en e´galant les coefficients de Y 2k, la relation
(2.5) f2k
{
(X + b1)
2k + · · ·+ (X + b`)2k − (X + b′1)2k − · · · − (X + b′`)2k
}
= u2P
2
k (X).
On affaiblit la relation (2.5) en constatant qu’elle entraˆıne la nullite´, modulo q, du discriminant du polynoˆme
(X + b1)
2k + · · ·+ (X + b`)2k − (X + b′1)2k − · · · − (X + b′`)2k,
qui est de degre´ au moins 2, d’apre`s (2.4) et les hypothe`ses sur le degre´ de f . Ce discriminant est un polynoˆme Dk(b),
a` coefficients entiers, a` 2` variables. En ope´rant, dans Dk, la substitution b
′
` = b1 + b2 · · · + b` − b′1 − · · · − b′`−1, on
obtient un poynoˆme D∗k en 2`− 1 variables. Montrons d’abord le
LEMME 2.5. — Le polynoˆme a` coefficients entiers D∗k n’est pas formellement nul.
d.2. De´monstration du Lemme 2.5.
Raisonnons par l’absurde. Si D∗ e´tait formellement nul, cela entraˆınerait, en choisissant b = (1,−1, 0, . . . , 0), que
le polynoˆme
Qk(X) = (X + 1)
2k + (X − 1)2k − 2X2k
aurait une racine double note´e ξ qui serait ainsi, aussi racine de
Q′k(X) = (2k)
(
(X + 1)2k−1 + (X − 1)2k−1 − 2X2k−1).
Pour q assez grand, on aurait donc 2ξ2k−1 = (ξ + 1)2k−1 + (ξ − 1)2k−1, d’ou` en reportant dans Qk(ξ), on obtient
l’e´galite´ (ξ − 1)2k−1 = (ξ + 1)2k−1. On a donc ξ = (1 + λ)/(1 − λ), ou` λ est une racine (2k − 1)–ie`me de l’unite´,
diffe´rente de 1. En reportant dans la relation Qk(ξ) = 0, on a
22k + (2λ)2k − 2(1 + λ)2k = 2(1 + λ){22k−1 − (1 + λ)2k−1} = 0.
Ainsi λ ve´rifierait simultane´ment λ2k−1 − 1 = 0 et (1 + λ)2k−1 − 22k−1 = 0. Ces deux e´quations ont pour seule racine
commune λ = 1, d’ou` la contradiction.

Pour terminer, il reste a` majorer le cardinal des b ve´rifiant (2.4) et (2.5). Un tel b est donc tel que
D∗k(b1, · · · , b`, b′1, · · · , b′`−1) = 0(mod q). Pour q assez grand, D∗k n’est pas formellement nul d’apre`s le Lemme 2.5,
et a donc O(B2`−2) racines de taille infe´rieure a` B, ce qui termine la preuve de la Proposition 2.4.

11
III. INDE´PENDANCE DE FAISCEAUX.
L’objet de ce paragraphe est d’e´tudier le comportement de la somme
Sk(x,m; q) :=
∑
y∈Fq
yk 6=∞
ψ(xyk +my),
pour k entier diffe´rent de 0, 1 et 2 et m entier. Nous montrerons le
THE´ORE`ME 3.1. — Soit k un entier diffe´rent de 0, 1 et 2, ψ un caracte`re additif non trivial de (Fq ,+), r(X) une
fraction rationnelle non constante de Z(X) ve´rifiant la condition
r(X) n’est pas de la forme r(X) = c
(
s(X)
)d
(mod q),
(3.∗) avec c ∈ Fq , d|(k, q − 1), d > 1 et s(X) ∈ Fq(X).
On a les e´galite´s
(3.1)
∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m; q) = O(q) pour m ∈ Z,
(3.2)
∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m1 ; q)Sk(r(x),m2; q) = q
2 +O(q
3
2 ) pour mk1 = m
k
2 6= 0(mod q),
(3.3)
∑
x∈Fq
r(x)6=0,∞
|Sk(r(x), 0; q)|2 =
(
(k, q − 1)− 1)q2 +O(q 32 )
et
(3.4)
∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m1; q)Sk(r(x),m2; q) = O(q
3/2) pour mk1 6= mk2(mod q).
En outre, les constantes implique´es par les O de´pendent au plus de k et du degre´ du nume´rateur et du de´nominateur
de r(X).
(En fait, l’hypothe`se (3.∗) n’est utilise´e que pour (3.3) et pour (3.1) lorsque m = 0). Remarquons que si
mk1 = m
k
2(mod q), les sommes Sk(r(x),m1; q) et Sk(r(x),m2; q) sont e´gales ; la relation (3.2) couple´e a` la majoration de
Weil : Sk(r(x),m1; q) = O(q
1/2), entraˆınent que la somme en question vaut en moyenne q1/2. En revanche, la relation
(3.4)–qui envisage le cas d’une somme en trois variables– s’interpre`te comme une relation d’orthogonalite´ approche´e. En
d’autres termes, quand x varie dans Fq, les fonctions Sk(r(x),m1; q) et Sk(r(x),m2; q) sont relativement inde´pendantes
l’une de l’autre : ceci est conse´quence d’un re´sultat d’inde´pendance de deux faisceaux `–adiques, d’ou` le titre de ce
paragraphe. Des re´sultats de meˆme nature sont de´ja` apparus dans la litte´rature. Citons ([Fr–I] Appendix Theorem 1),
ou` est traite´ le cas de ∑
x∈Fq
x6=0, 1
S−1(r1(x),m1; q)S−1(r2(x),m2; q),
avec r1(x) = 1/x et r2(x) = 1/(1− x) et aussi ([Fo–I] Appendix Theorem 1) ou` est e´tudie´e de la somme
∑
x∈Fq
x6=0, 1,β/α
S−1(r1(x), 1; q)S−1(r2(x), 1; q)S−1(r3(x), 1; q)S−1(r4(x), 1; q),
avec r1(x) = α(x − 1)2, r2(x) = (x − 1)(αx − β), r3(x) = β(1/x − 1)2 et r4(x) = (1/x − 1)(β/x − α) avec
αβ(α − β) 6= 0(mod q). Il faut constater que dans les deux exemples pre´ce´dents les fonctions rationnelles ri sont
notablement distinctes (elles n’ont pas les meˆmes singularite´s), notre cas est donc plus de´licat a` traiter car les sommes
paraissent plus proches.
La preuve du The´ore`me 3.1 est une e´tude pre´cise de la famille a` un parame`tre x, de sommes d’exponentielles
Sk(x,m; q). Pour ce faire nous utilisons la the´orie quasi–exhaustive de´veloppe´e dans ([Ka2] Chap. 7), ou` des analogues
de ces sommes sont traite´s avec grand soin.
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a. E´tude des sommes Sk(x,m; q) pour m 6= 0.
Pour n ∈ Z∗, on notera [n] le morphisme de A1
Fq
sur lui–meˆme de´fini par x → xn. Pour n ∈ N∗, on notera ψqn le
caracte`re de (Fqn ,+) obtenu par composition de ψq = ψ avec trFqn/Fq .
Enfin, partant d’un caracte`re additif (resp. multiplicatif) non trivial ψ(resp. χ) de (Fq ,+) (resp. (F
∗
q ,×)), on note
Lψ (resp. Lχ) le Q`–faisceau de rang 1, lisse sur A1Fq (resp. Gm,Fq) qui lui est associe´ ([Ka1] Chap.2).
a.1. Le cas k > 2.
Pour m 6= 0, Katz a construit, graˆce a` l’aide de la transforme´e de Fourier–Deligne–Laumon, un Q`–faisceau Gm,
lisse sur Gm,Fq , qui ve´rifie, pour x ∈ F∗qn/F∗qn−1 , l’e´galite´ (qui en fait le caracte´rise a` isomorphisme pre`s) :
tr(Frobx,Gm) =
∑
y∈Fqn
yk 6=∞
ψqn(xy
k +my) := Sk(x,m; q
n).
Ce faisceau a les proprie´te´s suivantes ([Ka2] 7.7, 7.12, 7.13) : Gm est lisse sur Gm,Fq , de rang k − 1, pur de poids 1,
mode´re´ment ramifie´ en ∞, sauvage en 0 avec Swan0(Gm) = 1 (donc avec 1/(k − 1) pour seule pente en 0), enfin si q
ne divise pas un certain entier non nul Qk, le the´ore`me ge´ne´ral 7.7.6 de [Ka2] donne les diverses possibilite´s pour la
composante neutre du groupe de monodromie ge´ome´trique de Gm, note´e G0geom(Gm).
Dans ce cas particulier, on peut eˆtre plus pre´cis : on remarque que le pull-back [−(k − 1)]∗Gm est isomorphe au
Q`–faisceau G′m construit en ([Ka2]7.10.5) en conside´rant f(y) = yk −my qui est une supermorse function au sens
de 7.10. Cet isomorphisme peut eˆtre prouve´ formellement et plus simplement en notant que les deux faisceaux ont les
meˆmes traces de frobenius : pour tout x ∈ F∗qn/F∗qn−1 , on a
tr(Frobx, [−(k − 1)]∗Gm) = Sk(x1−k,m; qn) =
∑
y∈Fqn
ψqn(x(y
k −my)) = tr(Frobx,G′m).
D’apre`s ([Ka2] Theorem 7.10.5), pour q ne divisant pas Qk, on a l’e´galite´
G0geom(G′m) = Spk−1(Q`) si k est impair
= ±Slk−1(Q`) si k est pair.
Le point fondamental dans la preuve du The´ore`me 3.1 est la
PROPOSITION 3.2. — Pour tout k entier au moins e´gal a` 2, il existe un entier non nul Qk tel que, si q ne divise pas
Qk et si m
k
1 6= mk2 , on a les e´galite´s
G0geom(Gm1 ⊕ Gm2) = G0geom(Gm1)×G0geom(Gm2)
= Spk−1 × Spk−1(Q`) si k est impair,
= Slk−1 × Slk−1(Q`) si k est pair.
On voit donc que la composante neutre du groupe de monodromie ge´ome´trique de la somme des deux faisceaux
Gm1 et Gm2 est aussi grosse que possible (i.e. le produit des composantes neutres de chacun des deux groupes de
monodromie ge´ome´trique) ; c’est en ce sens qu’on peut parler de faisceaux inde´pendants (ou plutoˆt Lie–inde´pendants).
Preuve.–C’est une conse´quence du crite`re de Goursat–Kolchin–Ribet ([Ka2]), crite`re qui a de´ja` e´te´ applique´ en
d’autres lieux ([Fo–I] par exemple). Mais dans notre cas, les faisceaux Gm1 et Gm2 , ne se distinguent ge´ome´triquement
que par la structure pre´cise de leur monodromie locale en 0, structure qui est e´lucide´e par Katz graˆce au the´ore`me de
la phase stationnaire de Laumon. Les arguments pre´sente´s ici ont de´ja` e´te´ utilise´s dans ([Mi] Chap 2).
Partons d’un isomorphisme ge´ome´trique
Gm1 ⊗L ' Gm2 ;
il se restreint aux repre´sentations du groupe d’inertie sauvage en 0 note´ P0 ; on a donc un isomorphisme de P0–modules
Gm1|P0 ⊗L|P0 ' Gm2|P0 ;
or L est de rang 1 et les pentes de Gm|P0 sont < 1, par conse´quent, L est mode´re´ en 0 et on a l’isomorphisme
Gm1|P0 ' Gm2|P0 .
En prenant le pull–back par [−(k − 1)], on a un isomorphisme de P∞–modules :
(3.5) G′m1|P∞ ' G′m2|P∞ .
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La monodromie locale a` l’infini de G ′ a e´te´ calcule´e explicitement par Katz ([Ka2] Theorem 7.9.4) : on a l’e´galite´
G′m|P∞ =
⊕
s∈S
Lψq (sx),
ou` s parcourt l’ensemble S des valeurs critiques de f(y) = yk −my. En faisant le choix dans Fq d’une racine (k − 1)–
ie`me de m/k, on a S = (1− k)(mk )k/(k−1)Mk−1 (ou` Mk−1 de´signe l’ensemble des racines (k− 1)–ie`mes de 1 dans Fq)
et l’isomorphisme (3.5) implique que mk1 = m
k
2 .
Il reste a` traiter le cas d’un isomorphisme Gm1 ⊗L ' G∨m2 : si k est impair Gm2 est isomorphe a` son dual et par la
discussion pre´ce´dente, on a mk1 = m
k
2 ; si k est impair, l’isomorphisme de P∞–modules
⊕
ξk−1=1
Lψq(sx) '
⊕
ξ′k−1=1
Lψq(s′x),
(avec s = (1− k)(m1k )k/(k−1)ξ et s′ = −(1− k)(m2k )k/(k−1)ξ′) implique encore l’e´galite´ mk1 = mk2 .
Soit r(X) une fraction rationnelle non constante de Fq(X), on note encore r le morphisme fini de P
1
Fq
correspondant.
On forme alors les faisceaux r∗Gm qui sont lisses sur l’ouvert U , comple´mentaire dans P1Fq de l’ensemble des ze´ros
et des poˆles de r(X). Comme il a de´ja` e´te´ dit, le pull–back d’un faisceau par un morphisme fini ne modifie pas la
composante neutre du groupe de monodromie ge´ome´trique, la Proposition 3.2 admet le corollaire suivant
COROLLAIRE 3.3. — Soit r(X) une fraction rationnelle non constante de Fq(X). Pour k > 1, pour q ne divisant pas
Qk et pour m
k
1 6= mk2 on a les e´galite´s
G0geom(r
∗Gm1 ⊕ r∗Gm2) = Spk−1 × Spk−1(Q`) si k est impair,
= Slk−1 × Slk−1(Q`) si k est pair.
a.2. Le cas k < 0.
Indiquons les modifications a` apporter dans ce cas : on construit de la meˆme fac¸on les faisceaux Gm qui correspondent
aux sommes Sk(x,m; q) qui sont lisses sur Gm, de rang −(k−1), mode´re´s en ∞, sauvages en 0, de conducteur de Swan
1 (donc de pente −1/(k− 1) en 0). D’apre`s ([Ka2] Theorem 7.12.3.1), si q ne divise pas Qk, la composante neutre du
pull–back [−k]∗Gm vaut Sp|k−1|(Q`) ou Sl|k−1|(Q`) suivant la parite´ de k.
On ve´rifie ensuite que si mk1 6= mk2 , les faisceaux Gm1 et Gm2 satisfont au crite`re de Goursat–Kolchin–Ribet en
conside´rant encore les pull–back [−(k − 1)]∗Gmi et en notant que la fonction f(y) = yk − my est une super–morse
function. La the´orie de´veloppe´e en ([Ka2] 7.9 et 7.10) permet alors de conclure. On a donc en toute ge´ne´ralite´ la
PROPOSITION 3.4. — Soit k ∈ Z − {0, 1, 2}. Alors, il existe un entier positif Qk tel que si q ne divise pas Qk et si
mk1 6= mk2 , on a l’e´galite´
G0geom(r
∗Gm1 ⊕ r∗Gm2) = Sp|k−1| × Sp|k−1|(Q`) si k est impair,
= Sl|k−1| × Sl|k−1|(Q`) si k est pair,
pour toute fraction rationnelle r(X) non constante de Fq(X).
b. E´tude des sommes Sk(x,m; q) pour m = 0.
Si m = 0, les sommes a` e´tudier sont beaucoup plus simples puisque ce sont des sommes de Gauss
Sk(x, 0; q) =
∑
y∈Fq
yk 6=∞
ψq(xy
k) =
∑
y∈Fq
yk 6=∞
ψq(xy
k′ ),
avec k′ = (k, q − 1), de sorte qu’on a les e´galite´s (pour x non divisible par q) :
– Si k′ = 1, on a Sk(x, 0; q) = 0 ou −1 suivant que k est positif ou ne´gatif
– Si k′ > 1, on a
(3.6)
Sk(x, 0; q) =
∑
χk′=χ0
χ(x)Gχ,ψq + 1 si k > 0,
=
∑
χk′=χ0
χ(x)Gχ,ψq si k < 0,
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avec χ0 caracte`re trivial et Gχ,ψq de´signe la somme de Gauss correspondante : Gχ,ψq =
∑
t∈Fq
χ(t)ψq(t).
c. Preuve du The´ore`me 3.1.
Commenc¸ons par le cas mk1 6= mk2 , m1m2 6= 0. La formule de Grothendieck–Lefschetz donne l’e´galite´
Σk(m1,m2; q) :=
∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m1; q)Sk(r(x),m2; q)
=
∑
x∈Fq
r(x)6=0,∞
tr(Frobx, r
∗Gm1 ⊗ r∗G∨m2)
=
2∑
i=0
(−1)itr(Frobq , H ic(U ⊗ Fq, r∗Gm1 ⊗ r∗G∨m2)).
Le premier groupe de cohomologie H0c (· · ·) est nul car U est affine. Si mk1 6= mk2 , la Proposition 3.4 implique que la
repre´sentation du groupe fondamental ge´ome´trique de U⊗Fq associe´e au faisceau r∗Gm1⊗r∗G∨m2 est irre´ductible, donc
H2c (· · ·) = 0 (puisque H2c s’identifie aux coinvariants du faisceau sous l’action du groupe fondamental ge´ome´trique de
U). Ensuite par le the´ore`me fondamental de Deligne, le Q`–vectoriel H
1
c (U ⊗ Fq , r∗Gm1 ⊗ r∗G∨m2) est mixte de poids
≤ 3 et a pour dimension la valeur absolue de la caracte´ristique d’Euler–Poincare´ du faisceau : on a donc la majoration
|Σk(m1,m2; q)| ≤ |χc(U ⊗ Fq, r∗Gm1 ⊗ r∗G∨m2)|q3/2.
Enfin, la formule de Grothendieck–Ogg–Shafarevitch ([Ka1]2.3.1) et une majoration facile des conducteurs de Swan
permettent de majorer la caracte´ristique d’Euler–Poincare´ χc(· · ·) en fonction de k et des ordres des ze´ros et des poˆles
de r(X) (premiers a` q par hypothe`se) : on a les majorations ([Ka1] 1.14)
Swanx0r
∗Gm1 ⊗ r∗G∨m2 ≤ ordx=x0(r(x))|k − 1|2/|k − 1|, si x0 est un ze´ro de r(x)
et
Swanx∞r
∗Gm1 ⊗ r∗G∨m2 = 0, si x∞ est un poˆle de r(x),
ce qui donne donc (3.4) dans le cas ou` m1m2 6= 0(mod q).
Maintenant, si m1 6= 0 et m2 = 0, la majoration de Σk(m1,m2; q) est beaucoup plus facile, en effet
– si k′ = (k, q − 1) = 1, on a
Σk(m1, 0; q) = 0 si k > 0
Σk(m1, 0; q) =
∣∣∣ ∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m1; q)
∣∣∣ ≤ |χc(U ⊗ Fq, r∗Gm1)|q, si k < 0
.
– si k′ > 1, on doit majorer k′ sommes de la forme
Gχ,ψq
∑
x∈Fq
r(x)6=0,∞
χ(r(x))Sk(r(x),m1 ; q),
et e´tudier le faisceau r∗Lχ ⊗ r∗Gm1 ; or r∗Gm1 est ge´ome´triquement irre´ductible et r∗Lχ est de rang 1 : le faisceau
r∗Lχ ⊗ r∗Gm1 reste donc ge´ome´triquement irre´ductible, on a alors la majoration
∑
x∈Fq
r(x)6=0,∞
χ(r(x))Sk(r(x),m1; q) = O(q),
La formule pre´ce´dente, pour χ = χ0, permet de majorer la contribution a` Σk(m1, 0; q) du terme constant 1 de (3.6)
par O(q). Les majorations (3.1) et (3.4) pour m2 = 0 en re´sultent, notons que le cas ou` m = 0 dans (3.1) requiert
l’hypothe`se (3.*).
Il reste donc le cas mk1 = m
k
2 . Pour m1 6= 0 modulo q, on e´tudie ici la somme associe´e au faisceau pur de poids 0 :
r∗Gm1 ⊗ r∗G∨m1 = End(r∗Gm1). Comme le faisceau r∗Gm1 est ge´ome´triquement irre´ductible, on a l’e´galite´
H2c (U ⊗ Fq ,End(r∗Gm1)) = Q`(−1).
D’autre part, H0c (· · ·) est nul, H1c (· · ·) est mixte de poids ≤ 1 et sa dimension est controˆle´e comme pre´ce´demment, on
obtient donc l’e´galite´ ∑
x∈Fq
r(x)6=0,∞
|Sk(r(x),m1; q)|2
q
= q +O(q1/2)
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ce qui donne l’e´galite´ (3.2).
Pour (3.3), on passe par les sommes de Gauss. En supposant k > 1 par exemple et en mettant a` part les cas ou`
y1 = 0 et y2 = 0, on a les e´galite´s
∑
x∈Fq
r(x)6=0,∞
|Sk(r(x), 0; q)|2 =
∑
x∈Fq
r(x)6=0,∞
∑
y1
∑
y2
ψq
(
(yk1 − yk2 )r(x)
)
=
∑
χk=χ0
χ′k=χ0
∑
t,t′∈Fq
χ(t)χ(t′)
∑
x∈Fq
r(x)6=0,∞
ψq
(
(t− t′)r(x)) + ∑
x∈Fq
r(x)6=0,∞
{
Sk(r(x), 0; q) + Sk(−r(x), 0; q) − 1
}
=
∑
χk=χ0
∑
χ′k=χ0
Gχ,ψqGχ′,ψq
∑
x∈Fq
r(x)6=0,∞
χχ′(r(x)) +O(q
3
2 ).
Dans la somme pre´ce´dente, le caracte`re χχ′ a pour ordre un diviseur d de k et q − 1.
–Si d = 1, on somme trivialement. Puisqu’il y a exactement (k, q − 1) − 1 couples de caracte`res (χ, χ′), tels que
χk = χ′k = χ0, χχ′ d’ordre 1, χ 6= χ0, on voit que la contribution des (χ, χ′) tels que d = 1 est
(
(k, q − 1)− 1)q2 +O(q);
d’ou` le terme principal de (3.3).
–Si d > 1, graˆce a` l’hypothe`se (3.∗), on peut appliquer ([Schm] Theorem 2C’, page 43), sur les sommes de caracte`res :
LEMME 3.5. — Soit χ un caracte`re multiplicatif sur Fq, d’ordre d > 1, et soit r(X) une fraction rationnelle de Fq(X)
qui n’est pas de la forme r(X) = c
(
s(X)
)d
avec c ∈ Fq et s(X) ∈ Fq(X). Il existe alors une constante C de´pendant au
plus des degre´s du nume´rateur et du de´nominateur de r(X), tel qu’on ait la majoration
∣∣∣ ∑
x∈Fq
r(x)6=0,∞
χ
(
r(x)
)∣∣∣ ≤ Cq 12 .
En fait, Schmidt n’e´nonce ce re´sultat que pour r(X) polynoˆme, la ge´ne´ralisation a` une fraction rationnelle est aise´e.
Dans notre situation, on a donc la relation
∑
x∈Fq
r(x)6=0,∞
χχ′(r(x)) = O(q
1
2 ),
ce qui termine la preuve de (3.3). 
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IV. DE´MONSTRATION DE LA PROPOSITION 1.2.
Dans cette partie f de´signe une fraction rationnelle ve´rifiant (†). Nous avons calque´ notre de´marche sur celle de
Friedlander et Iwaniec ([Fr–I1]Theorem 3), nous nous inte´ressons donc a` la somme
SI(f, q;M,N) =
∑
m≤M
αm
∑
n∈I
ψ(f(mn)),
ou` I est un intervalle contenant N entiers exactement.
Pour e´viter un raisonnement par re´currence, nous incorporons un artifice de pre´sentation apparu dans ([Fr–I2]),
base´ sur des techniques de Fourier. Si I = [u, u′] (u et u′ entiers), on note g la fonction trape`ze qui vaut 1 sur [u, u′],
0 sur ] − ∞, u − 1] et [u′ + 1,∞[ et est continue et line´aire sur [u − 1, u] et [u′, u′ + 1]. Sa transforme´e de Fourier
gˆ(y) =
∫∞
−∞ g(t)e(−yt) dt ve´rifie
(4.1) gˆ(y) = O
(
min(N, |y|−1, |y|−2)).
Soit v un entier positif quelconque. Par translation par v, on a, pour tout entier m, l’e´galite´
(4.2)
∑
n∈I
ψ(f(mn)) =
∑
n
ψ(f(mn))g(n) =
∑
n
ψ
(
f(m(n+ v))
)
g(n+ v),
puis, on choisit v de la forme particulie`re v = ab avec
A/2 ≤ a ≤ A, B/2 ≤ b ≤ B,
ou` A et B sont des parame`tres ve´rifiant les contraintes
AB ≤ N et AM < q.
Comme il est signale´ dans [Fr–I1], cette ide´e de translation par un nombre de la forme ab, se trouve de´ja` chez
Vinogradov, Karatsuba ou Burgess.
Sommant maintenant (4.2) sur tous les v ve´rifiant les conditions pre´ce´dentes et en notant V le cardinal de l’ensemble
de tels v, on parvient aux ine´galite´s
(4.3)
V |SI(f, q;M,N)| ≤
∑
A/2≤a≤A
∑
m≤M
∑
n
∣∣∣ ∑
B/2≤b≤B
ψ
(
f(am(a¯n+ b))
)
g(n+ ab)
∣∣∣
≤
∑
A/2≤a≤A
1
a
∑
m≤M
∑
n∈I′
∣∣∣ ∑
B/2≤b≤B
ψ
(
f(am(a¯n+ b))
) ∫ ∞
−∞
gˆ(
t
a
)e(−nt
a
)e(−bt) dt
∣∣∣
≤
∑
A/2≤a≤A
1
a
∑
m≤M
∑
n∈I′
∫ ∞
−∞
|gˆ( t
a
)|
∣∣∣ ∑
B/2≤b≤B
ψ
(
f(am(a¯n+ b))
)
e(−bt)
∣∣∣ dt,
avec I ′ un nouvel intervalle ayant 2N e´le´ments et a¯ inverse de a modulo q. Mais (4.1) implique la relation
1
a
∫ ∞
−∞
|gˆ( t
a
)| dt =
∫ ∞
−∞
|gˆ(t)| dt = O(log q),
ainsi, graˆce a` (4.3), on voit qu’on a, pour un certain t re´el, la relation
(4.4)
V SI(f, q;M,N)  log q
( ∑
A/2≤a≤A
∑
m≤M
∑
n∈I′
∣∣∣ ∑
B/2≤b≤B
ψ
(
f(am(a¯n+ b))
)
e(−bt)
∣∣∣
)
 (log q)Σt(A,B;M,N),
par de´finition.
a. Transformation de Σt(A,B;M,N).
Dans la de´finition de Σt, posons r = a¯n, s = am et de´signons par ν(r, s) le nombre de solutions au syste`me
r = a¯n(mod q) et s = am, ou` les inconnues ve´rifient A/2 ≤ a ≤ A, 1 ≤ m ≤M et n ∈ I ′. Remarquons que la variable
s ve´rifie maintenant l’ine´galite´ 1 ≤ s ≤ AM et qu’on a la majoration
(4.5)
∑
r
∑
s
ν2(r, s) ε AMNqε.
Par application de l’ine´galite´ de Ho¨lder avec l’exposant 2` avec ` entier au moins e´gal a` 2, on a
Σt =
∑
r
∑
s
ν(r, s)
∣∣∣ ∑
b
ψ
(
f(s(r + b))
)
e(−bt)
∣∣∣≤
{∑
r
∑
s
ν2(r, s)
}1− 12` {∑
r
∑
s
∣∣∑
b
∣∣2`} 12` ,
17
soit encore, en utilisant (4.5),
(4.6) Σt ε qε
(
AMN
)1− 12` { ∑
b∈B
∣∣∣ ∑
r(mod q)
∑
s≤AM
ψ
(
(∆bf)(r, s)
)∣∣∣
} 1
2`
:= qε
(
AMN
)1− 12` Ξ 12`
ou` B est l’ensemble des 2` –uplets d’entiers b = (b1, · · · , b`, b′1, · · · , b′`) = (b1, · · · , b2`) compris entre 0 et B et ∆b est
l’ope´rateur de de´calage de´fini au paragraphe II.
L’ensemble B posse`de deux sous–ensembles inte´ressants :
• A(B, q, f) qui contient la plupart des b tels que pour tout m ∈ Z, la varie´te´ de´finie par
(
∆b,mf
)
(X,Y ) − T = 0
soit irre´ductible sur Fq(T ). La de´finition de A(B, q, f) de´pendra de la nature de f .
• D(B) qui est l’ensemble des e´le´ments diagonaux c’est–a`–dire les b tels qu’il existe une permutation σ de {1, · · · , `}
avec b′i = bσ(i), l’ope´rateur ∆b est alors nul.
Le traitement de Ξ diffe`re quelque peu suivant la nature de f .
b. Cas ou` f est une fraction rationnelle non polynoˆme.
b.1. Contribution des b de A(B, q, f).
Ici, A(B, q, f) est l’ensemble es b ve´rifiant les conditions (2.1) et (2.2) de la Proposition 2.3. On de´veloppe en se´rie
de Fourier la fonction caracte´ristique de l’intervalle [1, AM ]. Par des techniques classiques, on a donc l’ine´galite´
∑
r(mod q)
∑
s≤AM
ψ
(
(∆bf)(r, s)
)  1
q
m=q−1∑
m=0
min(AM, ‖m/q‖−1)
∣∣∣ ∑
r(mod q)
∑
s(mod q)
ψ
(
(∆b,mf)(r, s)
)∣∣∣
avec ‖α‖ de´signe la distance de α a` l’entier le plus proche.
Puisque b appartient a` A(B, q, f), nous pouvons faire appel au re´sultat suivant de Hooley, conse´quence de la
re´solution par Deligne de la conjecture de Weil([Ho] Theorem 5) :
LEMME 4.1. — Soit q un nombre premier, f(X1, X2, X3) et g(X1, X2, X3) deux fractions rationnelles a` trois variables
sur Fq, tels que
i) La varie´te´ W (t) de´finie par les e´quations f(X) − t = 0 et g(X) = 0 est ge´ne´riquement une courbe absolument
irre´ductible ;
ii) Pour toute spe´cialisation de t dans Fq, W (t) est une courbe (e´ventuellement re´ductible) ou la varie´te´ vide.
Alors, on a la majoration ∑
g(X1 ,X2,X3)=0 (mod q)
0≤X1,X2,X3<q
ψ
(
f(X1, X2, X3)
)
= O(q),
ou` la constante implique´e dans le symbole O ne de´pend que des degre´s de f et g.
Si b ∈ A(B, q, f) la condition i) est donc satisfaite. La condition ii) est satisfaite elle-aussi, puisque (∆b,mf) est
non constant (voir la discussion aux paragraphes II.c.1 et II.c.2, concernant NUM(X, 0) qui comporte un terme de
degre´ (2`−1)q(0)). La contribution a` Ξ, des b ∈ A(B, q, f) en question est ainsi en O(AB2`M+qB2` log q) soit encore
(4.7) O(qB2` log q).
b.2. Cas ou` b n’appartient pas a` A(B, q, f).
Nous montrons d’abord le
LEMME 4.2. — Soit f(X) = P (X)/Q(X) une fraction rationnelle de Z(X), quotient de deux polynoˆmes unitaires
de Z[X ], premiers entre eux avec degQ ≥ 1. Soit b = (b1, · · · , b`, b′1, · · · , b′`), un e´le´ment non diagonal de (Z/qZ)2`.
Il existe alors une constante absolue C = C(degP, degQ) telle que le cardinal de l’ensemble des Y0 modulo q pour
lesquels la fonction rationnelle en X de´finie par (∆bf)(X,Y0) soit constante sur Z/qZ est infe´rieur a` C.
Preuve. Quitte a` diminuer la valeur de `, on peut supposer qu’on a toujours bi 6= b′j , puisque l’ope´rateur ∆b est
inchange´ par suppression des bi et b
′
j tels que bi = b
′
j . Puisque le b initial est non diagonal, on parvient a` un nouveau
b de longueur 2` ≥ 2. E´crivons la de´composition en e´le´ments simples de f sur Fq :
f(X) =
∞∑
ν=0
aνX
ν +
∑
α∈Fq
∞∑
β=1
Cα,β
(X − α)β ;
ou` les aν et les Cα,β sont presque tous nuls.
Soit Y0 non nul. Si q est assez grand, pour montrer que la fonction rationnelle
(
∆bf
)
(X,Y0) est constante, il faut et
il suffit de montrer que le de´veloppement en e´le´ments simples de la fraction rationnelle
(
∆bf
)
(X,Y0) est constant. Soit
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β0(≥ 1) l’ordre maximal des ze´ros de Q(X) et α∗ les ze´ros correspondants. L’unicite´ du de´veloppement en e´le´ments
simples entraˆıne que si
(
∆bf
)
(X,Y0) est constant, il en est de meˆme de
∑
α∗
Cα∗,β0
{∑`
i=1
1
(Y0(X + bi)− α∗)β0 −
∑`
j=1
1
(Y0(X + b′j)− α∗)β0
}
,
avec Cα∗,β0 6= 0. L’expression pre´ce´dente est somme de fractions e´le´mentaires dont les poˆles sont les −bi + α∗Y −10 et
les −b′j + α∗Y −10 . La liste pre´ce´dente comporte au moins deux termes. Donc les poˆles doivent se de´truire entre eux,
ainsi dans la liste pre´ce´dente, il y a au moins deux termes qui co¨ıncident. L’e´ventualite´ −bi+α∗1Y −10 = −b′j+α∗2Y −10 ne
fournit qu’un nombre fini de possibilite´s pour Y0. Il en est de meˆme pour l’e´ventualite´ −bi +α∗1Y −10 = −bj +α∗2Y −10 si
bi 6= bj . Enfin, lorsque bi = bj avec i 6= j, le poˆle −bi+α∗Y −10 , au cas ou` il ne serait pas de´ja` de la forme −bk +α∗1Y −10
(bk diffe´rent de bi) ou −b′k + α∗1Y −10 , ne peut disparaˆıtre puisque, apre`s regroupement, l’e´le´ment simple qui lui serait
associe´ serait
Cα∗,β0
(Y0(X + bi)− α∗)β0 .|{j; bj = bi}|,
qui est non nul, pour q assez grand.

Pour traiter ce cas nous utilisons le resultat de Weil, dont nous utilisons une des formes dues a` Bombieri (voir aussi
[De2]) :
LEMME 4.3 ([Bo] Theorem 6). — Soit X une courbe projective de Pn(Fp) de degre´ d1. Soit R(X1, · · · , Xn+1) une
fonction homoge`ne rationnelle sur Pn(Fp), et soit d2 le degre´ de son nume´rateur. Soit ψ un caracte`re additif non trivial
sur Fp.
On suppose qu’on a l’ine´galite´ d1d2 < p et que R n’est constant sur aucune des composantes absolument irre´ductibles
de la varie´te´ X. On a alors l’ine´galite´∣∣∑
x∈X
ψ
(
R(x)
)∣∣ ≤ (d21 + 2d1d2 − 3d1)√p+ d21.
La contribution a` Ξ des b de B n’appartenant pas A(B, q, f) est en
O(B2`−1.AM.q
1
2 +B2`−1.q +B`.AM.q),
ou` le premier terme correspond aux b non diagonaux tels que r → (∆bf)(r, s) est non constante (on a fait appel
au Lemme 4.3 et a` la de´finition de A(B, q, f)), le second terme aux b non diagonaux tels que r → (∆bf)(r, s) soit
constante (on a fait appel au Lemme 4.2) et le troisie`me aux b diagonaux.
Ainsi, graˆce a` (4.7), on a la majoration
Ξ = O(qB2` log q + q
1
2AB2`−1M + qAB`M).
On fixe alors
(4.8) A = M−
1
`+1N
`
`+1 et B = (MN)
1
`+1 ,
on a alors AB = N , les conditions A ≥ 1 et AM ≤ q sont alors satisfaites si on a
(MN)` < q`+1 et M < N `.
Ceci e´tant fixe´, on a l’ine´galite´
Ξ = O
(
q(MN)
2`
`+1 log q + q
1
2 (MN)
3`
`+1
)
,
puis en reportant dans (4.6) et (4.4), on a finalement
SI(f, q;M,N) = O
(
q
1
2` +εM
2`+1
2`+2N
2`2−1
2`2+2` + q
1
4` +εM
2`2+2`−1
2`(`+1) N
2`2+`−2
2`(`+1)
)
.
On reconnaˆıt alors (1.2.1).

c. Cas ou` f est un polynoˆme de degre´ au moins 3.
c.1.Contribution des b de A(B, q, f).
Nous de´finissons A(B, q, f) comme e´tant l’ensemble des b de B, tels que, pour aucun m de Z, (∆b,mf)(X,Y ) ne
soit compose´ et tels que b1 + · · ·+ b` − b′1 − · · · − b′` 6= 0 ou b21 + · · ·+ b2` − b′21 − · · · − b′2` 6= 0 modulo q. Autrement dit,
le comple´mentaire dans B, de A(B, q, f) est la re´union des ensembles E(B, q, f) et F(B, q, f) (de´finis au paragraphe
II.d.1) qui sont tous deux de cardinal en O(B2`−2), d’apre`s la Proposition 2.4. Par une de´marche semblable a` celle
du paragraphe IV.b.1, la condition ii) du Lemme 4.1 e´tant alors facilement satisfaite (voir (2.5) par exemple), on voit
que la contribution de tels b ve´rifie aussi (4.7).
c.2. Cas ou` b n’appartient pas a` A(B, q, f).
Nous remplac¸ons le Lemme 4.2 par le
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LEMME 4.4. — Soit b un e´le´ment non diagonal de (Z/qZ)2`, et soit f un polynoˆme unitaire modulo q, de degre´
k > `. Il existe alors une constante C = C(deg f) tel que le nombre de Y0, modulo q, pour lesquels le polynoˆme en X,
(∆bf)(X,Y0) soit constant, est infe´rieur a` C.
Preuve. Soit f(X) =
k∑
i=0
fiX
i avec fk = 1 et
σi = b
i
1 + · · ·+ bi` − b′1i + · · ·+ b′`i.
Puisque b est non diagonal et que q est assez grand, il existe ν avec 1 ≤ ν ≤ ` tel que σν soit non nul (c’est une
conse´quence des formules de Newton). On fixe ν comme e´tant le plus petit possible. La relation
(∆bX
n)(X,Y ) = Y n
n∑
i=1
(
n
i
)σiX
n−i,
entraˆıne, par line´arite´, l’e´galite´
(∆bf)(X,Y0) =
k∑
n=1
fnY
n
0
n∑
i=1
(n
i
)
σiX
n−i =
k∑
n=ν
fnY
n
0
n∑
i=ν
(n
i
)
σiX
n−i
=
k−ν∑
j=0
Xj
( k∑
n=j+ν
fn
(n
j
)
σn−jY
n
0
)
.
Puisque, dans l’expression pre´ce´dente, on a k > ` ≥ ν, le coefficient du terme de plus haut degre´ en X est un polynoˆme
en Y0 de degre´ k et de terme dominant fk(
k
k−ν )σνY
k
0 . Ce polynoˆme en Y0 n’est pas formellement nul, il y a donc au
plus que k valeurs de Y0 telles que (∆bf)(X,Y0) soit constant par rapport a` Y0.

Le cardinal du comple´mentaire de A(B, q, f) est maintenant en O(B2`−2). Par la de´marche de IV.b.2 (qui consiste
a` envisager se´pare´ment D(B), et les b non diagonaux suivant que l’application r → (∆bf)(r, s) soit constante ou non)
et par les Lemmes 4.3 et 4.4, on voit que la contribution a` Ξ des b n’appartenant pas a` A(B, q, f) est
O(B2`−2.AM.q
1
2 +B2`−2.q +B`.AM.q),
puis, graˆce a` (4.7), on a finalement
Ξ = O(qB2` log q + q
1
2AB2`−2M + qAB`M).
On donne a` A et B les valeurs fixe´es par (4.8) on parvient a`
Ξ = O
(
q(MN)
2`
`+1 log q + q
1
2 (MN)
3`−2
`+1
)
,
on reporte alors dans (4.6) et (4.4). La majoration (1.2.2) est ainsi obtenue.

d. Cas ou` f est un quasi–monoˆme.
Nous sommes maintenant dans la situation ou` f(X) = Xk + uX avec u entier et k entier relatif diffe´rent de 0 et 1.
Notre intention est d’appliquer le The´ore`me 3.1 au lieu du Lemme 4.1 ; le controˆle de la condition (3.∗) est assure´ par
le
LEMME 4.5. — Pour k ∈ Z− {0, 1} et b = (b1, · · · , b`, b′1, · · · b′`) ∈ Z2`, on pose
(4.9) Rb(X) =
∑`
i=1
(
(X + bi)
k − (X + b′i)k
)
,
et D(B; q, k) de´signe l’ensemble des b avec bi, b′i compris entre 0 et B, tels qu’il existe un entier λ tel que la fraction
rationnelle Rb(X) + λ ne ve´rifie pas la condition (3.∗).
Si k < 0 ou si 1 ≤ ` < min{p; p|(k, q − 1)}, l’ensemble D(B; q, k) est la diagonale D(B).
Pour k < 0, on utilise l’existence et l’unicite´ de la de´composition d’une fraction rationnelle en e´le´ments simples.
Soit b non diagonal et q assez grand, on e´crit
Rb(X) =
n∑
i=1
ci(X + b˜i)
k,
20
avec n ≥ 2, les ci tous non nuls modulo q et les b˜i tous distincts. Soit d|(k, q − 1), d > 1, tel qu’on ait l’e´criture
(4.10) Rb(X) + λ = c
(
s(X)
)d
.
Ne´cessairement s(X) admet −b˜1 comme poˆle d’ordre k/d, ce qui donne
s(X) = α(X + b˜1)
k/d + s1(X),
avec c1 = cα
d, s1(X) non nul admettant −b˜1, pour poˆle d’ordre δ avec 0 ≤ δ < k/d. Mais en de´veloppant la fonction
S(X) = c(s(X))d − c1(X + b˜1)k,
on voit que celle–ci admet −b˜1 pour poˆle d’ordre (d − 1)k/d+ δ (donc d’ordre au moins e´gal a` 1 puisque d > 1), ce
qui est impossible puisque S(X) est aussi e´gale a`
n∑
i=2
ci(X + b˜i)
k.
Dans le cas ou` k est au moins e´gal a` 1, on raisonne diffe´remment. On part de la relation (4.10) mais avec maintenant
s(X) ∈ Z[X ]. Puisque le membre de gauche est de degre´ au plus k − 1 et qu’il est un multiple de d, il ne peut eˆtre
qu’infe´rieur a` k − d. En e´crivant que les coefficients des monoˆmes de degre´ compris entre k − d+ 1 et k − 1 sont nuls,
on obtient les relations ∑`
i=1
bji =
∑`
i=1
b′ji (1 ≤ j ≤ d− 1),
et ceci entraˆıne que (b1, · · · , b`) co¨ıncide avec b′1, · · · , b′` a` l’ordre pre`s, pourvu que d− 1 ≥ `.

Partant de (4.6), on de´compose la contribution a` Ξ des b en deux parties :
• La contribution des b de D(B; q, k) = D(B) est, d’apre`s le Lemme 4.5, trivialement en O(qAMB`).
• Pour les autres b, on de´veloppe, comme en IV.b.1, en se´rie de Fourier la fonction caracte´ristique de l’intervalle
[1, AM ]. On obtient alors, en suivant les notations du paragraphe III, la relation
∑
r(mod q)
∑
s≤AM
ψ
(
(∆bf)(r, s)
)  1
q
m=q−1∑
m=0
min
(
AM, ‖(m/q)‖−1)
∣∣∣∑
x
Sk(Rb(x), uβ +m)
∣∣∣,
avec
(4.11) β =
∑`
i=1
(bi − b′i).
La fonction Rb(X) est une fraction rationnelle qui ve´rifie l’hypothe`se (3.∗). On fait donc appel a` la majoration (3.1)
du The´ore`me 3.1. On obtient finalement
Ξ = O
(
qB2` log q + qAB`M log q
)
.
On donne aux parame`tres A et B les valeurs (4.8). Par (4.4) et (4.6) on est parvenu a` (1.2.3).

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V. DE´MONSTRATION DE LA PROPOSITION 1.3
La de´monstration est une conse´quence du Lemme 4.3. Par Cauchy–Schwarz, on a l’ine´galite´
(5.1) |SII(f, q;M,N)| ≤M 12
{∑
n1
∑
n2
∣∣∑
m
ψ(f(mn1)− f(mn2))
∣∣} 12 ,
Pour e´tudier la fonction f(mn1)− f(mn2), nous montrerons d’abord le
LEMME 5.1. — Soit R(X) une fraction rationnelle de Z(X), qui n’est ni un polynoˆme de degre´ 1, ni un polynoˆme
constant. Alors, pour q assez grand, le cardinal des (n1, n2) avec 1 ≤ n1, n2 ≤ N < q, tels que R(n1X)−R(n2X)(mod q)
soit un polynoˆme de degre´ 1 ou un polynoˆme constant est O(N). Le O de´pend au plus des degre´s du nume´rateur et du
de´nominateur de R.
Signalons d’abord que l’ensemble e´tudie´ contient trivialement (n1, n2) avec n1 = n2. Par changement de variable,
le cardinal cherche´ est infe´rieur a`
N.]{t(mod q);R(X)−R(tX) = aX + b(mod q)}.
Faisons la de´composition en e´le´ments de R(X) sur Fq(X) ; ainsi, a–t–on
R(X) =
∞∑
ν=0
aνX
ν +
∞∑
β=1
∑
α∈Fq
Cα,β
(X − α)β ,
ou` les aν et les Cα,β sont presque tous nuls. Par hypothe`se, l’une au moins des trois e´ventualite´s suivantes a lieu :
– il existe ν ≥ 2 avec aν 6= 0. On a alors tν = 1, d’ou` un nombre fini de valeurs possibles pour t.
– il existe β ≥ 1 avec C0,β 6= 0. On a de meˆme tβ = 1, d’ou` un nombre fini de valeurs possibles pour t.
– la fraction rationnelle R a un poˆle α 6= 0, donc R a aussi pour poˆles α/t, α/t2,...or R n’a qu’un nombre fini de
poˆles, d’ou`, la` aussi un nombre fini de valeurs de t.

Par le Lemme 5.1, la contribution a` {· · ·} de (5.1), des (n1, n2) tels que f(mn1) − f(mn2) soit un polynoˆme de
degre´ au plus 1 est trivialement en O(MN).
Pour les (n1, n2) restants, on fait un de´veloppement en se´rie de Fourier de l’intervalle de sommation sur m, qui
nous ame`ne a` conside´rer, comme dans IV.b.1, pour tout h entier compris entre 0 et q − 1, la somme comple`te
∑
m(mod q)
ψ
(
f(mn1)− f(mn2)− hm
)
.
Puisque la fonction de m en cause dans l’expression pre´ce´dente n’est pas constante, d’apre`s le Lemme 4.3, on voit que
cette somme est en O(q1/2). Reportant dans (5.1) ces deux types de contribution, on obtient la majoration
SII(f, q;M,N) M 12
{
MN + q
1
2N2 log q} 12 .

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VI. DE´MONSTRATION DU THE´ORE`ME 1.1.
a. Cas ou` f n’est pas un polynoˆme de degre´ 2 ou 3.
Il est classique de de´montrer la meˆme relation que (1.1) pour la somme
S˜(f ; q, x) :=
∑
n≤x
Λ(n)ψ(f(n))
et de se ramener a` S(f ; q, x) par une sommation d’Abel. On part de l’identite´ de Vaughan (voir par exemple [Da]
p.139), pour e´crire
S˜(f ; q, x) =
∑
m≤UV
α(1)m
∑
n<x/m
ψ(f(mn)) +
∑
m≤V
α(2)m
∑
n<x/m
log n ψ(f(mn))+
(6.1) +
∑
m>U
α(3)m
∑
n>V
n<x/m
β(3)n ψ(f(mn)) +O(U),
ou` U et V sont deux parame`tres supe´rieurs a` 1, a` notre disposition. Les quatre coefficients α(1), α(2), α(3) et β(3), dont
il est inutile de rappeler la de´finition, ont la proprie´te´ d’eˆtre en O(qε) pour tout ε > 0.
Nous fixons
U = q−
3
8 x
7
16 , V = q
1
8 x
7
16 .
On de´compose la premie`re somme a` droite de (6.1) en
∑
m≤V
∑
n<x/m et
∑
V <m≤UV
∑
U<n<x/m, les termes oublie´s
contribuant en O(qεU2V ).
On de´coupe alors les intervalles de variation de m et n en O(qε) intervalles de la forme ]M, 4M/3] et ]N, 4N/3].
Apre`s division par qε, l’e´tude de la partie droite de (6.1) se re´duit a` majorer deux types de sommes :
Σ(I)(M,N) =
∑
M<m≤4M/3
∑
N<n≤4N/3
mn<x
αmψ(f(mn)),
pour M < V et MN < x, et
Σ(II)(M,N) =
∑
M<m≤4M/3
∑
N<n≤4N/3
mn<x
αmβnψ(f(mn)),
pour M > V , N > U et MN < x. Dans ces expressions, αm et βn sont des coefficients infe´rieurs a` 1 en valeur absolue
et la deuxie`me somme a` droite de (6.1) ne´cessite, en plus, une sommation d’Abel (que nous omettons) pour tenir
compte des lentes variations du logarithme.
En conclusion, nous avons l’ine´galite´
(6.2) S˜(f ; q, x)  qε
(
sup
M<V,MN<x
∣∣∣Σ(I)(M,N)
∣∣∣ + sup
M>V,N>U
MN<x
∣∣∣Σ(II)(M,N)
∣∣∣ + U2V
)
.
Dans les sommes Σ(I)(M,N) et Σ(II)(M,N), la condition de sommation mn < x est superflue lorsque M et N ve´rifient
16MN/9 < x. Pour les autres (M,N), c’est–a`–dire ceux tels que MN < x < 16MN/9, on voit que le produit mn
se de´place sur un intervalle de longueur 7MN/9 < q. La fonction caracte´ristique de cet intervalle s’exprime alors, de
fac¸on classique, par les caracte`res additifs ψh avec 0 ≤ h ≤ q − 1, d’ou`, en reprenant les notations de l’introduction,
on a l’ine´galite´
(6.3) Σ(I)(M,N)  1
q
q−1∑
h=0
min
(
q, ‖h
q
‖−1)|SI(f(X)− hX, q;M,N)|
et une relation absolument identique en remplac¸ant les indices I par II.
Il est important de noter que l’adjonction a` f(X) de la fonction −hX n’affecte en rien sa nature de fraction
rationnelle avec poˆle, de polynoˆme de degre´ ≥ 4 ou de quasi–monoˆme. Ainsi, suivant les cas, les relations (1.2.1) ou
(1.2.2), donnent, pour M et N comme ci–dessus, et le choix ` = 3, l’ine´galite´
(6.4) Σ(I)(M,N)  q 16 +εM 78 (x/M) 1724  q 16 +εx 1724 V 16  q 316 +εx 2532 .
Maintenant, l’analogue, pour Σ(II)(M,N), de la relation (6.3) donne, graˆce a` la Proposition 1.3, la majoration suivante
Σ(II)(M,N)  qεxN− 12 + q 14+εxM− 12 .
Les minorations M > V et N > U , et les valeurs de U et V prouvent que Σ(II)(M,N) et U2V ve´rifient aussi l’ine´galite´
(6.4), ce qui, par (6.2), termine la preuve du The´ore`me 1.1, dans ce cas.
b. Cas ou` f est un polynoˆme de degre´ 2 ou 3.
Les conditions relatives a` (1.2.2) nous obligeraient a` choisir ` = 2 si deg f = 3, ce qui donnerait un re´sultat moins
bon, ou ` = 1 si deg f = 2, ce qui serait totalement inefficace. Heureusement le re´sultat suivant ([Harm] Theorem 1)
permet de conclure :
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LEMME 6.1. — Soit f(X) un polynoˆme de R[X ] de degre´ k ≥ 2. On suppose que le coefficient dominant α de f
ve´rifie |α− aq | ≤ 1q2 avec a et q entiers premiers entre eux.
On a alors, pour tout ε > 0 la majoration
∑
p≤x
e(f(p)) = Oε
(
x1+ε(
1
q
+
1√
x
+
q
xk
)4
1−k
)
.
Ainsi pour deg f = 2, on a
S(f ; q, x)  qε(x 78 + q 14x 12 )  q 316 +εx 2532 ,
et, pour deg f = 3, on a
S(f ; q, x)  qε(x 3132 + q 116x 1316 )  q 316+εx 2532 ,
pour x ≤ q.

Remarques : Il est clair que les meˆmes Proposition 1.2 et 1.3 conduisent a` une majoration de |S(f ; q, x)| pour
x > q par des de´coupages de la forme ]M, (1+δ)M ] et ]N, (1+δ)N ],avec δ = q/(3x) par exemple. Mais les majorations
obtenues deviennent rapidement, lorsque logx/ log q s’e´loigne de 1, de moins bonne qualite´ que ce qu’on obtiendrait
en appliquant directement la majoration de Weil lors de l’e´tude de ΣI. Enfin, il est peut–eˆtre possible d’ame´liorer
le The´ore`me 1.1 par un jeu combinatoire plus sophistique´ sur les sommes de type I et II : ceci serait inte´ressant,
non seulement par la qualite´ des re´sultats obtenus, mais aussi par les moyens de ge´ome´trie alge´brique qu’il faudrait
certainement mettre en oeuvre.
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VII. DE´MONSTRATION DU THE´ORE`ME 1.4.
Dans ce paragraphe, f est le quasi–monoˆme f(X) = Xk + uX . L’ine´galite´ de Cauchy–Schwarz rend la variable n
lisse :
S :=
∑
m
∑
n
αmβnψ
(
f(mn)
) ≤ N 12 {∑
m1
∑
m2
∣∣∑
n
ψ
(
f(m1n)− f(m2n)
)∣∣} 12 .
Puisque le nombre de solutions a` mk1 = m
k
2(mod q) est Ok(M), on voit que S ve´rifie
(7.1) S  N 12 {MN + S 6=} 12 ,
avec
S 6= =
∑
m1
∑
m2
mk1 6=m
k
2
∑
n
ψ
(
f(m1n)− f(m2n)
)|.
Comme au paragraphe IV (voir la formule (4.3)), on ope`re une translation par l’entier ab avec A/2 < a ≤ A et
B/2 < b ≤ B avec
AB < N AM < q
et on utilise l’artifice de la fonction trape`ze g qui majore la fonction caracte´ristique de [N, 2N ], pour montrer que,
pour un certain re´el t, on a la relation suivante (ou` V de´signe le nombre de ab utilise´s pour les translations)
V S 6=  log q
(∑
a
∑
m1
∑
m2
mk1 6=m
k
2
∑
n
∣∣∣∑
b
ψ
(
f(am1(a¯n+ b))− f(am2(a¯n+ b))
)
e(−bt)
∣∣∣
)
(7.2)  (log q) Σ 6=,
par de´finition. Le lemme suivant facilitera les changements de variables
LEMME 7.1. — Soit ν(r, s1, s2) le nombre de solutions au syste`me


r = a¯n (mod q)
s1 = am1
s2 = am2
avec A/2 < a ≤ A, N < n ≤ 2N et M < m1, m2 ≤ 2M . Alors pour N < q et tout ε > 0, on a la relation
∑
r
∑
s1
∑
s2
ν2(r, s1, s2) ε AM2Nqε.
De´monstration. En effet, la quantite´ a` majorer est e´gale au nombre de solutions au syste`me de 3 e´quations a` 8
inconnues 

a¯n = a¯′n′ (mod q)
am1 = a
′m′1
am2 = a
′m′2
Lorsque a, m1 et m2 sont fixe´s, les deux dernie`res e´quations ont O(q
ε) solutions en a′, m′1 et m
′
2, enfin, quand ces
six inconnues sont fixe´es, la premie`re e´quation entraˆıne n ≡ aa¯′n′(mod q) et, puisque, N < q, cette e´quation a O(N)
solutions.

Ainsi, peut–on maintenant e´crire
Σ 6= =
∑
r (mod q)
∑
s1
∑
s2
ν(r, s1, s2)
∣∣∣∑
b
ψ
(
f(s1(r + b))− f(s2(r + b))
)
e(−bt)
∣∣∣;
ou` les variables s1 et s2 de´crivent l’intervalle [AM/2, 2AM ] avec la contrainte s
k
1 6= sk2(mod q) et b parcourt l’intervalle
[B/2, B].
On applique l’ine´galite´ de Ho¨lder avec l’exposant 2`, ` ≥ 1, on revient a` l’e´criture explicite de f et, soit
b = (b1, · · · , b`, b′1, · · · , b′`) un vecteur de Z2`, avec bi et b′i ≤ B. On parvient a`
(7.3) Σ 6=  (AM2N)1− 12`
{∑
b
∣∣ ∑
r (mod q)
∑
s1≤AM
∑
s2≤AM
sk1 6=s
k
2
ψ
(
(sk1 − sk2)Rb(r) + uβ(s1 − s2)
)∣∣} 12` ,
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avec Rb et β de´finis en (4.9) et (4.11).
On envisage maintenant les diffe´rentes types de contribution des b a` l’accolade {. . .} de la partie droite de (7.3) :
• Les b ∈ D(B, q, k) (de´fini au Lemme 4.5) ont une contribution trivialement en
(7.4) O(qA2B`M2),
puisque leur nombre est en O(B`).
• Si b est hors de D(B, q, k), la fonction Rb, d’apre`s le Lemme 4.5 n’est pas constante, on s’inte´resse a` la contribution
des r(mod q), tels que Rb(r) = 0(mod q). Il est facile de voir qu’ils participent en
(7.5) O(A2B2`M2).
Signalons que pour u = 0, cette majoration est optimale, par contre si on suppose u 6= 0, on a une bien meilleure
majoration en sommant une progression ge´ome´trique. Nous n’en aurons pas besoin ici.
• Pour les b et r restants, on se rame`ne a` la situation du The´ore`me 3.1 par les deux artifices suivants :
– on de´tecte la condition sk1 6= sk2 modulo q, par la formule
1− 1
q
q∑
λ=1
ψ(λ(sk1 − sk2))
– on de´veloppe en se´rie de Fourier les intervalles de variation de s1 et s2.
Ainsi, par les notations du paragraphe III, la contribution recherche´e est
 1
q2
∑
b
q−1∑
h1=0
q−1∑
h2=0
min(q, ‖h1
q
‖−1) min(q, ‖h2
q
‖−1)×
∣∣∣ ∑
r(mod q)
R
b
(r)6=0,∞
Sk(Rb(r), uβ + h1)Sk(Rb(r), uβ + h2)
(7.6) −1
q
q∑
λ=1
∑
r(mod q)
R
b
(r)6=0,∞
Sk(Rb(r) + λ, uβ + h1)Sk(Rb(r) + λ, uβ + h2)
∣∣∣.
On peut faire appel aux diffe´rentes estimations du The´ore`me 3.1, puisque, pour b non diagonal, l’hypothe`se (3.∗) est
satisfaite d’apre`s le Lemme 4.5 :
– lorsque (uβ + h1)
k 6= (uβ + h2)k, on utilise (3.4),
– lorsque (uβ + h1)
k = (uβ + h2)
k 6= 0 on utilise (3.2),
– (uβ + h1)
k = (uβ + h2)
k = 0, on se sert de (3.3).
Remarquons que dans ces deux derniers cas, les termes principaux disparaissent, ce qui explique pourquoi, dans
(7.1), on a e´carte´ tout de suite la contribution de mk1 = m
k
2 .
En conclusion, on peut majorer la quantite´ apparaissant dans (7.6) par
(7.7) O(q
3
2+εB2`).
Il suffit alors de regrouper (7.3), (7.4), (7.5) et (7.7), pour obtenir la majoration
(7.8) Σ 6=  (AM2N)1− 12`
{
qA2B`M2 +A2B2`M2 + q
3
2+εB2`
} 1
2`
.
Il reste a` choisir la valeur des parame`tres A et B ; en e´galisant les premier et troisie`me termes de (7.8) et en imposant
AB = N , on parvient a`
A = q
1
2(`+2)M−
2
`+2N
`
`+2 et B = q−
1
2(`+2)M
2
`+2N
2
`+2 .
Pour que les conditions initiales AM ≤ q, A et B ≥ 1 soient satisfaites, il suffit d’imposer
q
1
4 ≤MN ≤ q1+ 32` et q 12N ` ≥M2.
Avec ce choix, on voit que le deuxie`me terme a` droite de (7.8) est infe´rieur aux deux autres pour
MN ≤ q 3`+44` ,
condition plus forte que MN ≤ q1+ 32` .
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Il reste a` regrouper (7.1), (7.2) et (7.8), pour e´crire
S M 12N + q 3`+58`(`+2) +εM 2`
2+3`−1
2`(`+2) N
2`2+3`−1
2`(`+2) .

Remarque finale. On peut naturellement se demander ce que serait la majoration du The´ore`me 1.4, si on appliquait
l’ine´galite´ de Ho¨lder au lieu de Cauchy–Schwarz au de´but de la preuve. Pour les applications que nous avions en vue,
il semble que Cauchy–Schwarz soit optimal. Ceci de´c¸oit un peu, puisque les re´sultats du The´ore`me 3.1 se ge´ne´ralisent
agre´ablement a` des sommes de produits de 2` sommes Sk ; pour fixer les ide´es, on peut montrer l’e´galite´ :
∑
x∈Fq
r(x)6=0,∞
Sk(r(x),m1; q) . . . Sk(r(x),m`; q)Sk(r(x),m′1; q) . . . Sk(r(x),m
′
`; q) = O(q
2`+1/2)
pour r fraction rationnelle non constante, et mki 6= m′kj modulo q, pour tous les indices i et j.
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