Abstract. Let W be an operator weight taking values almost everywhere in the bounded positive invertible linear operators on a separable Hilbert space H. We show that if W and its inverse W −1 both satisfy a matrix reverse Hölder property introduced by Christ and Goldberg, then the weighted Hilbert transform H :
1. Introduction. The question of finding vector analogues to the celebrated Hunt-Muckenhoupt-Wheeden theorem [9] has been studied intensively in recent years. S. Treil and A. Volberg showed in [13] 
S. Pott defines a bounded linear operator. Here, M
1/2
W denotes the densely defined multiplication operator with the matrix function W 1/2 , and · I denotes the average over the interval I.
There exists also a dyadic version of this theorem [13] : Let D denote the collection of all dyadic intervals in R. For each σ ∈ {−1, 1} D , let T σ denote the dyadic martingale transform on L 2 (R, H) given by 
are uniformly bounded.
Characterisations for the boundedness of matrix-weighted Hilbert transforms on L p (R, C d ) for 1 < p < ∞ were found in [10] , [14] .
A different approach via a matrix-weighted Hardy-Littlewood maximal function was suggested more recently by M. Christ and M. Goldberg in [3] . They introduce the matrix reverse Hölder property
and show that this implies the boundedness of a matrix-weighted maximal function on L p (R, H) for p < r even in the infinite-dimensional situation, namely when replacing C d by a separable Hilbert space H, and considering a weight W : R → L(H) taking values almost everywhere in the bounded positive invertible linear operators on H. It was shown in [8] that in the finitedimensional situation, the boundedness of the weighted maximal function in turn implies the boundedness of the weighted Hilbert transform.
In the finite-dimensional situation, the vector A 2 condition implies the matrix reverse Hölder property for some r > 2 [3] , so that this approach provides a new proof of the above mentioned result in [13] .
The characterisation of the boundedness of the weighted Hilbert transform and martingale transforms in the infinite-dimensional setting has proved very difficult, even in the case p = 2. It was shown in [4] - [6] that the operator versions of (1) and (2) are not sufficient for the boundedness of the weighted Hilbert transform and the weighted dyadic martingale transforms, respectively ((1) and (2) were shown to be necessary in [13] ).
In this paper, we show that even in the infinite-dimensional situation, the matrix reverse Hölder condition (3) for an operator weight W and its inverse W −1 for some r > 2 implies the uniform boundedness of all weighted dyadic martingale transforms and the boundedness of the weighted Hilbert transform on L 2 (R, H). We use a slightly different route from [3] , [8] . Instead of using the weighted maximal function, we show first that the weighted square function operator is bounded and bounded below by means of a stopping time argument from [11] . This gives us the uniform boundedness of the weighted dyadic martingale transforms. The case of the Hilbert transform then follows from a result in [12] .
Using the theory of vector BMO functions, we also show that the reverse Hölder property is not necessary in the infinite-dimensional case, even with r = 2.
Weights with reverse Hölder property and decaying stopping time
Definition 2.1 ( [3] ). We say that an operator weight W : R → L(H) has the matrix reverse Hölder property if there exist constants C > 0 and r > 2 such that
Definition 2.2. We say that an operator weight W : R → L(H) has the dyadic matrix reverse Hölder property if there exist constants C > 0 and r > 2 such that
Such weights satisfy in particular the (dyadic) vector A 2 condition (1), (2). Furthermore, for each operator-valued weight and each interval I ⊆ R, one has the elementary inequality
(see [13] , [3] ).
For each I ∈ D, let D(I) denote the collection of all J ∈ D with J ⊆ I. Given I ∈ D and λ > 1, let J λ,1 (I) denote the collection of all maximal dyadic subintervals I λ of I such that
We write
Note that with this notation, for each I ∈ D, D(I) is the disjoint union of the F λ,k (I), k ∈ N. Somewhat loosely, we will write J (I) for the set
Lemma 2.3. If W and W −1 both have the dyadic matrix reverse Hölder property, then for sufficiently large λ, there exists a constant c, 0 < c < 1, such that
Proof. The proof is an adaptation of the proof of the Weight Lemma 3.17 for scalar weights in [11] .
We first introduce an auxiliary stopping time G. For I ∈ D, let G(I) denote the collection of all maximal dyadic subintervals J of I such that (5) holds. We show that G is a decaying stopping time for sufficiently large λ.
Note that
in the sense of an operator inequality almost everywhere on G I = I\ G(I). Therefore,
≤ λ|G
by (4) . It is enough to show that there exists a constant α > 0 (independent of I) such that |G I | ≥ α|I|. Assume towards a contradiction that this is false. Then there exists an interval I ∈ D such that |G I | ≤ |I|/2λ and
However, one also has (9)
and therefore
By the dyadic matrix reverse Hölder property, for some p > 1 we have
Choosing λ ≥ (4C) 1/p−1 , we obtain a contradiction to (10) . This proves that
Let us now write G λ (J) to indicate which λ we are using in the definition of our stopping time. Notice that for each interval K ∈ G 2λ 2 (J), there exists
by (4), which yields
Consequently, there exists
By iteration, it follows that by choosing λ sufficiently large, we can assume that
We now define a second auxiliary stopping time G. For J ∈ D, let G(J) be the collection of all maximal dyadic subintervals of J such that (6) holds.
Using now the reverse Hölder property of W −1 , we find that also G is a decaying stopping time for sufficiently large λ. Again, by choosing λ large enough, we can assume that
This means that for λ large enough,
Thus J λ is a decaying stopping time.
The weighted square function
Theorem 3.1. Let W : R → L(H) be an operator weight such that W and W −1 both have the dyadic matrix reverse Hölder property. Then the weighted square function operator
is bounded and invertible.
Proof. We will first show that the operator
is bounded, following the steps of the proof of Theorem 6.1 in [11] . We choose λ > 1 such that J λ (I) is a decaying stopping time, and write just J (I). First note that for almost every x ∈ J\ J (J), 
We will show that the T j satisfy the conditions of Cotlar's lemma.
Each M I f has support in I, so T j f has support on the disjoint intervals in J j−1 . We write First note that (13)
Using the disjointness of the J ∈ J j−1 , we obtain (15)
Now we consider the other part:
(16)
Here, we use that for K ∈ F (J), h K is constant on each I ∈ J (J). Altogether, there exists a constant A > 0 such that T j f 2 ≤ A ∆ j f 2 . We will now show that there exist 0 < d < 1 and a constant A > 0 such that for any k > j,
Note that M j f is constant on each J ∈ J j . We write M j f (J) to indicate the value of M j f on such an interval J. Thus 
W is a bounded linear operator on L 2 (R, H) and has a bounded inverse S −1
4. Boundedness of the weighted dyadic martingale transforms and of the weighted Hilbert transform. We can now prove our main result. Proof. It suffices to show (1) , since the case of the Hilbert transform then follows from [12] together with the fact that the matrix reverse Hölder property 2.1 implies the dyadic matrix reverse Hölder property 2.2 for all translations and dilations of W and W −1 .
By Theorem 3.1,
W T σ S W extends to a bounded invertible operator on L 2 (R, H) for each σ ∈ {−1,1} D .
A counterexample to the necessity of the reverse Hölder property
Theorem 5.1. There exist an infinite-dimensional Hilbert space K and an operator weight W : R → L(K) such that the weighted Hilbert transform M
is bounded , but the matrix reverse Hölder condition 2.1 does not hold for W .
Proof. Let H be an infinite-dimensional separable Hilbert space, and consider an operator weight of the form
where B is a weakly integrable L(H)-valued function. An easy calculation (see [7] , [4] ) shows that then the Hilbert transform defines a bounded linear operator L 2
Now notice that for each interval I ⊂ R and each x ∈ I,
Here, ̺ denotes the spectral radius. In particular,
This means that the matrix reverse Hölder condition 2.1, even with r = 2, implies the norm BMO condition (21) sup
However, it is known that boundedness of the commutator [H, B] on L 2 (R, H) does not imply that the norm BMO condition (21) for B holds, since L(H) is not a UMD space (see [1] ). 
