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1.1 Contexte et Motivation
Nous sommes aujourd’hui dans une société numérique. Les logiciels informatiques font
partie de notre quotidien et nous les utilisons aussi bien volontairement, qu’involontairement à
travers les nombreux systèmes que nous côtoyons sans même nous en apercevoir. Il convient
donc d’être capable de produire de plus en plus vite des logiciels de qualité pour des systèmes
de plus en plus complexes. Dans ce contexte, nous proposons une nouvelle approche de la
production des logiciels complexes basée sur les lignes de produits logiciels.
1.1.1 Système-de-Systèmes
Les problématiques de l’ingénierie logicielle ne concernent plus seulement les techniques de
réalisation d’un système unique, mais bien désormais l’utilisation de manière cohérente d’un
ensemble de systèmes à travers des infrastructures de grande taille [Northrop 06] : on parle
dans ce cadre de système-de-systèmes.
Ces système-de-systèmes ont entre autres caractéristiques d’être composés de systèmes
indépendants, d’être géographiquement distribués et de définir des comportements émergents
[Maier 98, Boardman 06]. Ces nouveaux systèmes sont complexes à réaliser, à la fois de part
leurs dimensions, mais également de part la difficulté de s’assurer de la cohérence des assem-
blages de systèmes. Cette thèse propose donc de s’appuyer sur le paradigme des lignes de
produits logiciels afin de faciliter la production de ce type de systèmes.
1.1.2 Lignes de Produits Logiciels : vers la réutilisation de masse
Les besoins en terme de développements logiciels ont forcé l’industrie à se tourner vers des
solutions permettant une réutilisation massive de codes logiciels déjà existants. L’amélioration
des langages de programmation [Djisktra 76], la définition de nouveaux paradigmes comme
la programmation orientée aspect [Kiczales 97] ou composant [Nierstrasz 92], ou encore la
définition de nouvelles architectures comme les architectures orientées services [Helferich 07]
ont eu pour rôles de faciliter la séparation des préoccupations et de favoriser la réutilisation.
Force est de constater que les logiciels sont essentiellement aujourd’hui le fruit d’un as-
semblage judicieux de codes réutilisés. Dès 1976 David Parnas évoquait des famille de pro-
grammes [Parnas 76] pour désigner des ensembles de logiciels partageant des caractéristiques
communes et des variantes qu’il est nécessaire de déterminer à l’avance afin de pouvoir optimiser
la réalisation des logiciels. Cette notion a plus tard été formalisée par la définition des Lignes de
Produits Logiciels (LPL) qui font l’objet des travaux de cette thèse.
Les LPL que nous étudions ont donc pour objectif de maximiser la réutilisation de codes
existants dans le cadre d’une famille de produits afin de réduire les coûts de production des
logiciels [Gaffney 92] mais également afin de garantir leur cohérence.
1.1.3 Des LPL pour les systèmes-de-systèmes : vers la composition de
masse
De fait, de nombreuses LPL ont été réalisées afin de produire massivement des logiciels,
en particulier pour les intégrer dans du matériel [Clements 02]. Or l’exploitation des LPL
pour la réalisation de systèmes-de-systèmes pose de nouvelles problématiques. Il ne s’agit
plus de produire des logiciels indépendants, mais de réaliser des compositions cohérentes de
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systèmes pré-existants [Botterweck 13] et d’intégrer éventuellement de multiples LPL distinctes
[Ferreira Filho 12].
Nous parlons ainsi dans nos travaux de LPL complexe pour désigner des LPL spécifiquement
adaptées à la réalisation de systèmes-de-systèmes.
1.2 Défis et éléments de contribution
Les systèmes-de-systèmes étant par nature complexes, la réalisation et l’utilisation d’une LPL
dédiée à ce type de système pose de nouveaux défis. A l’instar de Botterweck [Botterweck 13],
nous caractérisons ces défis selon deux aspects : la modélisation de la variabilité et la configura-
tion d’un produit.
1.2.1 Modélisation de la variabilité des systèmes-de-systèmes
Les systèmes-de-systèmes se définissent comme des assemblages de sous-systèmes dont
chacun peut présenter de multiples variantes. Par ailleurs, la manière dont les sous-systèmes se
combinent constitue également en soi une forme de variabilité. Ainsi, la représentation de la
variabilité peut être très complexe, puisqu’elle est constituée par l’ensemble des combinaisons
possibles de toutes les variantes du système-de-systèmes. Le problème est d’autant plus complexe
que les différents éléments de variabilité sont généralement interdépendants.
Le premier défi de nos travaux est donc : comment modéliser de manière cohérente la
variabilité d’un système-de-systèmes au sein d’une LPL ?
1.2.2 Configuration d’un système-de-systèmes
Cependant, la modélisation de cette variabilité ne sert pas uniquement de représentation
abstraite à titre de documentation ou de communication. Elle doit aussi supporter un processus
de configuration en garantissant la cohérence des produits à réaliser. Il s’agit dans le cadre
d’une LPL d’utiliser la modélisation de la variabilité au travers d’un processus de configuration
cohérent afin de réaliser des produits.
Or, comme l’explique Botterweck, les différents choix à réaliser sont interdépendants, toutes
les combinaisons n’étant pas valides. La cohérence des configurations est alors d’autant plus
importante que la complexité des systèmes exige une détection au plus tôt dans le processus
de configuration de la “réalisabilité” des produits. En effet, face à la complexité des variantes
qui composent un système-de-systèmes, il n’est pas pertinent d’attendre le déploiement pour
découvrir les problèmes. Ainsi la complexité des systèmes-de-systèmes doit être appréhendée
dans la ligne elle-même et ne peut pas être seulement déléguée à un processus de réalisation
tardif.
De plus, le processus de configuration en lui-même peut être problématique. En effet, définir
un workflow de configuration dépend des acteurs ciblés et dans les cadre des systèmes-de-
systèmes, il est nécessaire que de nombreuses variantes du workflow de configuration lui-même
soient proposées. En outre, il est probable que de nombreux acteurs soient impliqués dans
la réalisation d’un système-de-systèmes et que des choix doivent être faits en parallèles à
plusieurs niveaux différents en même temps. La flexibilité du processus de configuration est
donc essentielle dans le cadre des systèmes-de-systèmes.
Notre second défi est donc : comment permettre un processus de configuration qui soit à la
fois cohérent, flexible et utilisable dans le cadre d’une LPL complexe ?
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1.2.3 Introduction de la contribution
Nous proposons dans cette thèse de définir une nouvelle approche permettant la modélisation
d’une LPL complexe par la définition d’un modèle du domaine et l’utilisation de plusieurs
modèles de variabilités liés entre eux. En particulier nous définissons des mécanismes pour
garantir la cohérence de la LPL ainsi modélisée. Nous définissons également un processus de
configuration garantissant la cohérence des choix en permettant la prise de décision sans ordre
imposé et l’annulation des choix à n’importe quelle étape du processus.
Ce travail a été formalisé, mis en œuvre puis appliqué à une LPL de systèmes de diffusion
d’informations présentée dans la partie de validation de ce manuscrit.
1.3 Exemple fil rouge
Nous nous appuierons dans l’ensemble de ce document sur un exemple fil rouge afin
d’illustrer nos travaux.
De nombreux travaux dans le cadre des LPL prennent l’exemple domotique d’une Smart-
Home, une “maison intelligente”, afin d’illustrer leurs approches sur la gestion de la variabi-
lité [Pohl 05, Classen 08, Arboleda 13]. Dans le but d’illustrer une approche de LPL dédiée à
des systèmes-de-systèmes, nous utiliserons un exemple similaire à celui de Possompès et al. sur
les SmartBuildings [Possompès 13].
Nous souhaitons ainsi réaliser une LPL pour la modélisation de bâtiments contenant des
appartements dits “intelligents” : c’est-à-dire des appartements dotés de capteurs et d’actuateurs
pour adapter automatiquement la luminosité, la température ou déclencher des alarmes. Nous
affirmons par ailleurs que les besoins des appartements et de l’immeuble peuvent être intrinsè-
quement liés : le chauffage peut, par exemple, être géré globalement pour tout l’immeuble ou
localement pour chacun des appartements.
Cette LPL reste cependant une illustration et sera à ce titre limitée en nombre de caracté-
ristiques. Cependant, la très grande variabilité des capteurs et actuateurs existants et les très
nombreux scénarios que l’on peut envisager dans le cadre domotique en fait un exemple plau-
sible de cas d’utilisation industrielle. Par ailleurs, les choix que nous faisons de variabilité et de
relations entre les différents concepts que nous allons définir ont tous un but pédagogique pour
illustrer nos différentes contributions.
1.4 Structure de la thèse
Cette thèse se compose de trois parties.
La première partie (Partie I) décrit l’état de l’art de cette thèse. Elle est constituée des trois
chapitres suivants :
— chapitre 2 : Nous présentons dans ce chapitre l’état de l’art relatif à la modélisation de
la variabilité dans les LPL.
— chapitre 3 : Nous présentons dans ce chapitre l’état de l’art relatif à la gestion du
processus de configuration dans les LPL.
— chapitre 4 : Nous présentons dans ce chapitre le positionnement de nos travaux relative-
ment à l’état de l’art, en définissant et en synthétisant nos objectifs.
La seconde partie (Partie II) présente les travaux de contribution de cette thèse. Elle est
constituée des trois chapitres suivants :
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— chapitre 5 : Nous présentons dans ce chapitre nos contributions relativement à la modéli-
sation de la variabilité dans les LPL complexes.
— chapitre 6 : Nous présentons dans ce chapitre nos contributions relativement au processus
de configuration dans les LPL complexes.
— chapitre 7 : Nous présentons dans ce chapitre une implémentation de nos différentes
contributions, ainsi que des éléments additionnels répondant à nos objectifs.
Finalement la troisième partie (Partie III) présente la validation de nos contributions de thèse
relativement aux objectifs définis dans notre chapitre de positionnement (chapitre 4) et appliqués
à une LPL de portée industrielle appelée YOURCAST. Elle est constituée des deux chapitres
suivants :
— chapitre 8 : Nous présentons dans ce chapitre la modélisation de la LPL YOURCAST
ainsi que les résultats obtenus.
— chapitre 9 : Nous présentons dans ce chapitre les résultats obtenus lors de différentes
configurations réalisées dans le cadre de la LPL YOURCAST.
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CHAPITRE 2
REPRÉSENTATION DE LA VARIABILITÉ DANS LES LPL
Comment modéliser de manière cohérente la variabilité d’un système-de-systèmes au sein
d’une LPL ?
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Résumé Nous réalisons dans ce chapitre un état de l’art de la modélisation de la variabilité
dans les LPL. Nous revenons ainsi sur la définition même des LPL et sur leur principe de
fonctionnement avant de nous intéresser plus particulièrement aux différents travaux concernant
la modélisation de la variabilité.
Nous dégageons ainsi, à partir des différents travaux existants, les hypothèses de travail qui
nous permettront de définir les objectifs de nos propres travaux pour répondre aux défis que
nous avons explicités en introduction.
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2.1 Introduction
Nous présentons dans ce chapitre un état de l’art de la représentation de la variabilité dans les
LPL, en nous attachant à mettre en évidence nos hypothèses de travail concernant la définition
des LPL complexes.
Nous avons défini en introduction le terme “LPL complexes” par des lignes de produits
logiciels visant à réaliser des systèmes par composition de systèmes existants, et que nous
pouvons qualifier de systèmes-de-systèmes.
Nous proposons dans ce chapitre un retour sur les lignes de produits logiciels en les défi-
nissant et en expliquant brièvement leur principe de fonctionnement. Nous donnons ensuite
notre définition de la variabilité logicielle avant de réaliser un état de l’art sur les “feature
models”, qui sont parmi les modèles de variabilité les plus étudiés et utilisés. Nous discutons
dans un troisième temps différents formalismes permettant de décrire des modèles de variabilité
plus complexes et nous présentons leurs limitations. Enfin nous décrivons les travaux effectués
permettant de décrire la variabilité dans les lignes de produits logiciels multiples.
2.2 Retour sur les LPL
Nous revenons dans cette section sur la définition des Lignes de Produits Logiciels (LPL) et
leur principe général de fonctionnement.
2.2.1 Définition
Derrière l’expression Ligne de Produits Logiciels se cache un paradigme de production
emprunté au taylorisme et appliqué à l’ingénierie du logiciel. L’idée derrière les LPL est de
maximiser la production de logiciels similaires, issus d’une même famille de produits, par la
réutilisation systématique d’une même base de code et par la définition de variantes.
On trouve dans la littérature plusieurs définitions permettant de qualifier les LPL. La défini-
tion de Clements et Northrop est très souvent citée dans les travaux du domaine :
“ A software product line is a set of software-intensive systems sharing acommon, managed set of features that satisfy the specific needs of a particular
market segment or mission and that are developed from a common set of core
assets in a prescribed way.
[CLEMENTS 02]
Cette définition insiste sur le fait qu’un ensemble de systèmes à forte composante logicielle
est développé à partir d’une base commune d’assets, ou artefacts logiciels. Les auteurs précisent
également dans cette définition deux aspects organisationnels des LPL : celles-ci doivent être
réalisées pour répondre à un secteur de marché précis et le développement d’un produit doit se
faire de manière prescriptive, pour un besoin spécifiquement identifié.
Pohl et al. définissent quant à eux l’ingénierie des LPL comme un paradigme de dévelop-
pement de logiciels utilisant une plateforme logicielle commune, c’est-à-dire un ensemble de
technologies sur lesquelles bâtir, et la personnalisation de masse [Pohl 05]. Ils réutilisent ainsi la
définition de la personnalisation de masse proposée par Davis :
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“Masscustomisationisthelarge-scaleproductionofgoodstailoredtoindividualcustomers’needs.
[DAI87]
aplupartdestravauxsurlesfontainsiréférencesàdeuxélémentscléspourla
représentationd’unefamiledelogiciels:(i)unensembled’artefactslogicielscommuns;(i)
lapossibilitédedériverunlogicielpersonnalisé,surmesure,aﬁnderépondreàdesbesoins
spéciﬁques.
alitératuredistinguecesdeuxélémentscommedeuxtâchesdistinctes:l’ingénieriedu
domaineetl’ingénieriedel’application[ohl05,Clements02,Rashid11,Arboleda13].
ousétudionsdansnostravauxlestâchesliéesàl’ingénieriedudomaineetàl’ingénierie
del’applicationdanslecadredescomplexes.ousconsidéronsquelesproduits
d’unecomplexesontdessystèmes-de-systèmes.araileurs,nousnousconcentrons
uniquementsurlaformalisationdesaspectstechniquesliésàlaréalisationd’unetele.
HYHÈEDERAAI1:
CADREDERAAIDEDEYÈME-DE-YÈME
2.2.2 Ingénieriedudomaine
’ingénieriedudomaineviseàdéﬁnirprécisémentlafamiledelogicielsreprésentéeparla
ignederoduitsogiciels().
Arangodiscuteen1989delanécessitédeformaliserl’ingénieriedudomaineaﬁnd’obtenir
desinformationsexplicitessurlaréalisationd’unlogicielsatisfaisantauxproblèmesdudomaine
dansl’optiquedefavoriserlaréutilisation[Arango89].Ilproposeainsiunprocessuscomposé
detroisactivités:
— l’analysedudomaine,quiviseàréaliserunmodèledudomainecomprenantdesinfor-
mationspermetantàlafoisdespéciﬁerlesystèmeetdel’implémenteràpartirdecete
spéciﬁcation;
—laspéciﬁcationdel’infrastructure,quidécritl’organisationdesélémentsréutilisables;
— l’implémentationdel’infrastructure,quicomprendl’implémentationdesdiférents
élémentsréutilisablesdéﬁnisauparavant.
Arangodiscutedanscetarticledelanécessitéd’avoiruneapprochepratiquepourl’analyse
etladéﬁnitiondesinformationsdudomaine[Arango89].Enparticulier,ilinsistesurladif-
ﬁcultéàparveniràunedéﬁnitionconsensueleconcernantceteactivité:ilproposedoncde
s’atacherànereprésenterquelesinformationsutilespoursatisfaireunbutprécis.Ilsépareainsi
netementlesconceptions“pures”et“pratiques”del’analysedudomaine.ousconserverons
dansl’ensembledudocumentcetevisiond’Arangoquenousqualiﬁeronsdepragmatique.
Uneautreactivitéinhérenteàl’ingénieriedudomaineconsisteàdéterminerleslimitesde
lafamiledeproduits:quelssontlesproduitsàinclureetceuxànepasprendreencompte?
Ceteactivitéestappeléelescopingdanslalitérature[ohn09].Celui-ciestdéterminantàla
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foispourréalisercorectementl’ingénieriedudomainemaiségalementpourassurerlaviabilité
économiquedelalignedeproduits:unscopingtroplargeaboutiraitàincluredesproduits
danslafamile,surlesquelsleretoursurinvestissementseraitextrêmementfaible;àl’inverse
unscopingtroprestreintoublieraitcertainsproduitspharesqu’ilseraitalorsnécessairede
développermanuelement,enperdantlesbénéﬁcesapportésparlaligne[Clements02].
ouspouvonsainsiredéﬁnirl’ingénieriedudomainedanslecadredessouslaforme
de3activitésdiférentesdecelesexposéesparArango:
1.lescopingpermetenpremierlieudedéterminerleslimitesdelafamiledeproduitset
inﬂuencelesdécisionssuivantespourladéﬁnitiondela;
2.ladéﬁnitiond’uneinfrastructuredecodecommuneàtouslesproduitsainsiquedes
diférentesvariantesdecodepermetd’automatiserlaréutilisation;
3.lamodélisationdelavariabilitédelalignedeproduitsetdesrelationsentrelesdifé-
rentsélémentsdevariabilitéselonunereprésentationabstraitepermetd’exploitercete
variabilité.
Danslecontextedecetethèsenousnousconcentronsuniquementsurl’activitédemodé-
lisationdelavariabilité:c’estenefetceteétapequiconstituelepremierdéﬁprésenté
dansl’introductionauquelnoussouhaitonsrépondre.araileurs,danslalignéedestravaux
d’Arangonoussouhaitonsréaliseruneapprochepragmatiquedel’ingénieriedudomaine
danslecasd’unecomplexe.Enﬁn,lamodélisationdelaseraefectuéeparune
personnequel’onappelera“l’architectedela”.
HYHÈEDERAAI2:
MDÉIAIRAGMAIUEDEA
2.2.3 Ingénieriedel’Application
’ingénieriedel’applicationviseàpermetrelaréalisationdeproduitsappartenantàla
familedeproduitsdécritelorsdel’ingénieriedudomaine.aréalisationduproduitdurant
l’ingénieriedel’applicationestgénéralementautomatiséeàpartirdeschoixefectuésauseinde
lareprésentationabstraitedéﬁnielorsdel’ingénieriedudomaine[Rashid11,Rabiser10a].
ousretrouvonsdanslalitératuredeuxactivitésessentielesliéesàl’ingénieriedel’appli-
cation:
— lasélectiondesfonctionnalitésduproduitàréaliser,aussiappeléeprocessusdeconﬁgu-
rationet
— laréalisationﬁnaleduproduitàpartirdeceteconﬁgurationetdesassetsdecodeassociés,
phasequenousadresseronsenparlantdeprocessusderéalisation.
aréalisationd’unproduitestgénéralementefectuéedemanièreautomatiséeàpartird’un
ensembledechoixefectuéslorsduprocessusdeconﬁguration.Ceteétapefaitdoncappelàde
nombreusestechniquesavancéesdel’ingénierielogiciele,telesquel’ingénieriedesmodèles,
lagénérationdecode,laprogrammationparaspect,ouparcomposants,ouencorelechargement
dynamiquedecode.
araileurs,levocabulaireconcernantceteétapen’estpascomplètementﬁxédansla
litérature:sicertainstravauxcommeceuxd’ArboledaetRoyerparlentdedérivation(voir
ladéﬁnition2.10dans[Arboleda13]),d’autrestravauxcommelasynthèsed’étatdel’artde
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Rabiseretal.parlentdedérivationdeproduitpourqualiﬁeràlafoislaconﬁgurationetla
réalisation:“roductderivationisakeyactivityinapplicationengineeringandaddressesthe
selectionandcustomizationofassetsfromtheproductline”[Rabiser09].Danslecadredenos
travaux,nousutiliseronsletermededérivationdanslamêmeacceptionqueRabiseretal.:la
dérivationestainsiconstituéedesprocessusdeconﬁgurationetderéalisation.
’essentieldesgainsapportésparlesseretrouveainsidurantlaphasedel’ingénierie
del’application:c’estenefetdurantcetephasequ’unproduitconcretestdérivéd’unefamile
deproduits.Deelstraetal.comparentlesbénéﬁcesapportésparl’ingénieriedel’applicationpar
rapportàl’investissementrequispourcréerla:
“heideabehindthisapproachtoproductengineeringisthattheinvest-mentsrequiredtodevelopthereusableartifactsduringdomainengineering,
areoutweighedbythebeneﬁtsinderivingtheindividualproductsduring
applicationengineering.
[DEERA05]
Rather than adopting the same top-down approach,
where solutions that are focused on methodological
support for domain engineering imply beneﬁts during
application engineering, we adopt a botom-up ap-
proach in our research. By studying product derivation
issues we believe we wil be beter able to provide and
validate industrialy practicable solutions for applica-
tion engineering. his paper is the ﬁrst step of the bot-
tom-up approach: it provides an overview of problems
and issues we identiﬁed at two industrial case studies,
Robert Bosch GmbH and hales ederland B..
he case studies were part of ﬁrst phase of ConI
(Conﬁguration in Industrial roduct amilies), a re-
search project sponsored by the I-programme (Co-
nI, 2003). Robert Bosch GmbH and hales
ederland B.. are industrial partners in this project.
Both companies are large and relatively mature orga-
nizations that develop complex software systems. hey
face chalenges during product derivation that do or
eventualy wil arise in other, e.g. comparable or less
mature organizations. he identiﬁed issues are therefore
relevant outside the context of the respective companies.
he main contributions of this paper are a framework
of terminology and concepts regarding product deriva-
tion as presented in ection 2, and a set of identiﬁed
problems and issues associated with product derivation
as presented in ection 4.
he remainder of this paper is organized as folows.
In ection 2, we describe the product derivation
framework as a basis for our discussion. In ection 3, we
provide a description of the industrial case studies. In
ection 4, we discuss the identiﬁed problems and issues.
Related work is presented in ection 5 and the paper is
concluded in ection 6.
2. roduct derivation framework
In this section, we present a product derivation
framework that is based on the results of case studies of
the aforementioned and other organizations. o avoid
confusion, we start with a subsection containing deﬁni-
tions of a number of terms used throughout this paper.
We continue by presenting a classiﬁcation for product
families, as wel as a generic software derivation process.
We conclude this section by discussing the relation be-
tween product family classiﬁcation and several aspects
of product derivation. Combined, these subsections
build up the product derivation framework that is used
to discuss a number of product derivation problems in
subsequent parts of this paper.
2.1. erminology
We use the folowing terminology in this document.
roduct derivation. A product is said to be derived
from a product family if it is developed using shared
product family artifacts. he term product derivation
therefore refers to the complete process of constructing a
product from product family software assets.
Architecture. A product family architecture is the
higher level structure that is shared by the product
family members. It denotes the ‘fundamental organiza-
tion of a system embodied in its components, their rela-
tionships to each other and to the environment, and the
principles guiding its design and evolution’ (IEEE1471,
2000). Each product family member derives its archi-
tecture from this overal structure.
Component. A unit of composition with explicitly
speciﬁed provided, required and conﬁguration interfaces
and quality atributes (Bosch, 2000).
ariation point. laces in the design or implementa-
tion that identify locations at which variation wil occur
(acobson et al., 1997). wo important aspects related to
variation points are binding time and realization
mechanism. he term binding time’ refers to the point
in a product’s lifecycle at which a particular alternative
for a variation point is bound to the system, e.g. pre- or
post-deployment. he termmechanism’ refers to the
technique that is used to realize the variation point
(from an implementation point of view). everal of these
realization techniques have been identiﬁed in the recent
years, such as aggregation, inheritance, parameteriza-
tion, conditional compilation (see e.g. acobson et al.,
1997; Anastasopoulos and Gacek, 2001).
Conﬁguration. A conﬁguration is an arrangement of
components and associated options and setings that
partialy or completely implements a software product.
A partial conﬁguration partialy implements a software
product in the sense that not al variants are selected yet
or some variation points are not yet (completely) dealt
with. ikewise, a complete conﬁguration is able to fuly
implement the product requirements, i.e. al necessary
variants are selected. In a complete conﬁguration not al
variation points have to be bound yet, however. here
may stil be variation points that are bound at runtime
for example.
Knowledge types. We distinct three types of know-
ledge that are used during product derivation, i.e. tacit,
documented, and formalized knowledge. acit know-
ledge (onaka and akeuchi, 1995) is implicit know-
More ophisticatedechnology
Domain
Engineering
Application
EngineeringAmountof
efort
ig. 1. Domain vs. application engineering. his ﬁgure presents the
fundamental reason for researching and investing in more sophisti-
cated technology such as product families, i.e. decreasing the propor-
tion of application engineering costs.
174 . Deelstra et al. / he ournal of ystems and oftware 74 (2005) 173–194
IGURE2.1–Rapportentrelesefortsfournisdansl’ingénieriedudomaineetdel’application,
issuede[Deelstra05]
aigure2.1issuedesmêmestravauxmontrequeplusl’investissementestélevédans
l’ingénieriedudomaine,moinsl’ingénieriedel’applicationdemanderad’eforts.Cependant,
ceteﬁguremontreégalemetqulegainestproportionnelàl’investissementtechnologique
engagédanslalignedeproduits.
Enﬁn,l’étuderéaliséeen2010parRabiseretal.montreque,alorsquedenombreuxtravaux
portentsurl’ingénieriedudomaine,peudetravauxencomparaisontraitentdeladérivationde
produits[Rabiser10a],alorsmêmequ’ils’agitd’uneactivitéessentieledes.
ousnousc centrosdaslcadredenostravuxuniquementsurlesproblématiques
liéesàlaconﬁgurationdeproduitsetnecontribuonspasauprocessusderéalisation.ous
présentonscependantdanslavalidationunecomplèteintégrantlaréalisationdes
produits.arailurs,nousconsidéronsqueleprocessusdeconﬁgurationestconuitpar
un“utilisateurdela”.
HYHÈEDERAAI3:
CUURERCEUDECIGURAI
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Nous revenons dans le chapitre suivant sur l’état de l’art lié à la configuration de produits.
2.3 Variabilité et Feature Models
Comme nous l’avons vu précédemment, l’ingénierie du domaine s’attache notamment à
représenter les informations du domaine de la LPL et en particulier à modéliser sa variabilité.
Nous revenons ici sur la définition de la variabilité logicielle avant de discuter différents
formalismes de représentation de la variabilité.
2.3.1 Définition de la variabilité
La variabilité logicielle est définie par Jilles van Gurp et al. comme la capacité à changer
ou personnaliser un système [van Gurp 01]. Pohl et al. offrent une définition détaillée de la
variabilité en partant de trois questions [Pohl 05] :
— Qu’est-ce qui varie ?
— Pourquoi est-ce que cela varie ?
— Comment cela varie-t-il ?
Ils proposent ainsi de distinguer le “sujet de la variabilité” (ce qui varie), de “l’objet de la
variabilité” (comment cela varie) et du “point de variation” (comment la variabilité est réalisée
au sein de la ligne).
Arboleda et al. proposent une définition concise de la variabilité dans le cadre des LPL :
“ The variability of a set of software systems or products is the set ofdifferences, described in a structured way, of some or all of their characteris-
tics.
[ARBOLEDA 13]
Dans un article récent, Metzger et Pohl établissent une distinction intéressante entre la
variabilité d’un logiciel et la variabilité d’une ligne de produits logiciels [Metzger 14]. Ainsi la
variabilité d’un logiciel se réfère à sa capacité à être personnalisé, modifié, étendu ou configuré.
Cette possibilité peut être offerte par des mécanismes bien connus de l’ingénierie logicielle
comme l’utilisation d’interfaces, d’abstractions de classes, la compilation conditionnelle ou le
chargement dynamique de classes. En revanche la variabilité au sein d’une LPL va permettre
de représenter les différences et les éléments communs entre différents produits de cette LPL.
Ainsi, si une intersection existe entre la variabilité d’un logiciel et la variabilité de sa LPL,
certains éléments de variabilité logicielle peuvent ne pas être représentés comme une variabilité
dans la LPL. On retrouve ici des problématiques liées au scoping de produits : l’infrastructure
du logiciel peut avoir prévu des mécanismes de variabilité permettant de modéliser plus de
produits que les produits qui ont été intégrés lors du scoping de la ligne. Nous nous attachons ici
à représenter uniquement la variabilité des produits intégrés dans la LPL.
Par ailleurs, la gestion de la variabilité est une activité inhérente à l’utilisation de LPL. Pohl
et al. la définissent comme l’ensemble des activités liées à la définition et l’exploitation de
la variabilité au sein des LPL [Pohl 05]. On retrouve ainsi la distinction entre d’une part la
définition de la variabilité liée à l’ingénierie du domaine, et d’autre part l’exploitation de cette
même variabilité, durant l’ingénierie de l’application.
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Danslecasd’unecomplexe,denombreuxélémentsdevariabilitédoiventêtreprisen
comptepourchacundessous-systèmesdemanièreindépendante.
HYHÈEDERAAI4:
ARIABIIÉDEYÈME
ousdécrivonsdanslasuitelareprésentationdelavariabilitéefectuéedurantl’ingénierie
dudomaine.
2.3.2 DA:lesoriginesdesM
eseatureModels1(M)sontdevenusunstandarddefactopourreprésenterlavariabilité.
Unetrèsgrandelitératureaétéréaliséeautourdecetypedemodèlesetnousneprésenterons
iciquelestravauxlespluspertinentsrelativementàcetravaildethèse.ousprésentonsdonc
danslasuiteleformalismeàl’originedesM,DA,puisnousfaisonsunretoursurles
formalismesétendusaﬁndepermetrel’ajoutderéférencesetdecardinalités.
Kangetal.présententen1990unrapporttechniquedécrivantuneapproched’analysedu
domaineorientéefeatures2(eature-rientedDomainAnalysis,ouDA)[Kang90].Ce
documentposelesbasesduformalismedesM.
DansDA,lesfeaturessontdespropriétésd’unsystèmevisiblesparl’utilisateurﬁnal:
“eature:aprominentanduser-visibleaspect,quality,orcharacteristicofasoftwaresystemorsystems.
[KAG90]
UnMestdéﬁniparundiagrammedefeaturesetunensembledecontraintes.Undiagramme
defeaturesestunarbreproposantunehiérarchiedefeaturesetdontlaracinereprésentele
conceptquel’onchercheàmodéliser.Despropriétéspeuventêtrepréciséessurlesfeatures
pourindiquersielesreprésententdescaractéristiquesoptionnelesouobligatoires,ousurles
groupesdefeaturespourindiquerqu’uneseulefeatureestautoriséeparmiplusieurs:onparle
deou-exclusifouXR.
arelationhiérarchiquepermetdedécomposerenniveauxd’abstraction:lesnœudsde
plushautniveaureprésententlescaractéristiquesdemanièreabstraite,alorsquelesfeuiles
représententdescaractéristiquesplusconcrètes.nretrouveainsireprésentésouslaformed’un
arbreàlafoislesélémentscommunsàunefamiledelogiciels,représentéspardesfeatures
obligatoires,etlesélémentsvariantsreprésentésparlesfeaturesoptionnelesetparlesgroupes
XR.
1.eterme“featuremodel”estsouventtraduitmodèledecaractéristiqueoumodèledevariabilitéenfrançais.
adeuxièmeexpressionnoussembletroplarge(d’autrestypesdemodèlesdevariabilitéexistent!)etlapremière
nenoussemblepasfacilementreprésentative.ousconserveronsdoncdansl’ensembledudocumentleterme
eatureModeletl’acronymeMquiluicorespond.
2.emot“feature”signiﬁantaussibienlestermesfonctionnalitéquecaractéristiqueenfrançais,nousparlerons
defeaturedansl’ensembledudocumentpourconservercetepolysémie(cequiestégalementjustiﬁéparla
conservationdel’expressioneatureModel).
15
2.3. Variabilité et Feature Models Chapitre 2. Représentation de la variabilité
7.3.2.1. Feature Diagram
The feature diagram, shown in Figure 7-6, is an and/or tree of different features. Optional
features are designated graphically by a small circle immediately above the feature name,
as in partiallyOffScreen. Alternative features are shown as being children of the same
parent feature, with an arc drawn through all of the options, as is the case in
windowLayout. The arc signifies that one and only one of those features must be chosen.
The remaining features with no special notation are all mandatory.
The line drawn between a child feature and a parent feature indicates that a child feature
requires its parent feature to be present; if the parent is not marked as valid, then the child
feature for that system is in essence "unreachable."  For example, if the windowLayout
were selected to be overlappedLayout, then the feature tiledColumns would be
"unreachable" for that specific system, since its parent tiledLayout would not be valid.
interiortiled
tiled
Layout
MoveOp
abort
Input
move
border
Icon
move
Feedback
interactive
Feedback
ghost
Feedback
opaque
moveResizeFeedback
erase
AfterBefore
erase
Erasure
move
Move
After
exposepartially
OffScreen
Move
Configuration
windowzapEffect
constrained
Move
windowLayout
overlapped
Layout
tiled
Columns Arbitrary
Figure 7-6: Features for the Window Manager Move Operation
To illustrate the use of the feature diagram Figure 7-7 shows a comparison of the move
operation features for two different existing window managers: X10/uwm and SunView. The
selected optional and alternative features are highlighted in the diagram with boxes. For ex-
ample, notice that the feature partiallyOffScreenWindows (abbreviated on the
diagram) is present in X10/uwm, but not present in SunView. Thus, when a SunView win-
dow is moved so that its border touches the edge of the screen, the window will stop moving
in that direction. In X10/uwm the window will continue to move, disappearing off the screen,
until the cursor hits the screen edge and stops the window from moving completely off.
This type of comparison information, which may be available in this graphical form or in the
catalogue form shown in Appendix C, makes the task of evaluating and comparing different
64 CMU/SEI-90-TR-21
FIGURE 2.2 – Diagramme de feature extrait de [Kang 90]
La Figure 2.2 montre une représentation graphique d’un diagramme de features dans FODA,
utilisé pour représenter l’opération de déplacement d’une fenêtre (Move) dans un gestionnaire
de fenêtre. Les features optionnelles sont représentées avec un cercle blanc (par exemple
move icon), et les groupes XOR sont représentés avec un arc de cercle (par exemple entre
border et in erior). Les features sans formalisme graphique sont obligatoires (par exemple
move input). Ce formalisme graphique est repris dans la plupart des travaux qui ont suivi, à
l’exception de la notation pour les features obligatoires qui est ensuite généralement représentée
avec une pastille noire.
Les contraintes ajoutées au diagramme de features peuvent exprimer deux choses dans le
formalisme de Kang et al. : des exigences (requires) ou des exclusions (mutex-with) entre
features. On retrouve dans [Kang 90] les exemples suivants de contraintes liés à la Figure 2.2 :
— “opaqueFeedback mutex-with moveErasure” : la première feature (opa-
queFeedback) implique que le mouvement d’une fenêtre est visible lors de son déplace-
ment par la superposition de l’image de la fenêtre le long du mouvement de la souris ;
la seconde feature (moveErasure) indique que l’image de la fenêtre est supprimée lors
du déplacement. Ces deux features sont donc contradictoires : la feature moveErasure
ne peut pas être utilisée dans le cas d’un opaqueFeedback car on souhaite conserver les
images de la fenêtre lors du mouvement.
— “ghostFeedback requires moveErasure” : à l’inverse un ghostFeedback
implique que l’on peut suivre le mouvement d’une fenêtre lors du déplacement en ne
conservant que quelques images : il est alors indispensable de pouvoir supprimer les
images en trop grâce au moveErasure.
Un FM est ainsi déterminé à partir du diagramme de features représenté dans la Figure 2.2 et
les contraintes discutées ci-dessus. Nous utilisons dans la suite du document uniquement le
terme FM, même dans le cas où il n’existe pas de contraintes supplémentaires au diagramme de
features.
Le but d’un FM est de fournir une représentation synthétique des features disponibles
pour un concept et des relations qui existent entre les features. Ainsi, dans le cadre des LPL,
le FM représente un ensemble de produits disponibles, chaque produit étant représenté par
une combinaison valide de features. La validité de la combinaison de features dépend des
contraintes exprimées soit dans les propriétés du diagramme de features, soit dans les contraintes
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additionnelesduM.nparlegénéralementdeconﬁguration3pourqualiﬁerunecombinaison
defeaturesd’unM.
chobbensetal.ontréaliséuneanalysedelasémantiquedesdiférentsdiagrammes
defeaturesexistants[chobbens07].nconstatequ’enplusdespropriétésdéﬁniesdans
DA,laplupartdesformalismesintègrentlanotiondegroupedefeaturesautorisantune
ouplusieursfeatures:onparlealorsdegroupeR.AinsidenombreuxformalismesdeM
existent[Batory05,Acher11,Czarnecki05a,Classen11].
Enﬁn,Benavidesetal.ontréaliséunétatdel’artsurlestravauxd’analyseautomatiquedes
M[Benavides10].Ilsdéﬁnissentdanscetarticlelesdiférentesopérationsd’analysespossibles
surunM,notammentaﬁndepermetreladétectiond’ereurstelesquelesfeaturesmortes
(featuresabsentesdetouteconﬁgurationvalide),lesfauxoptionnels(featuresoptionnelesdans
lahiérarchiemaisobligatoiresparlescontraintes)ouencorelesMnepermetantaucune
conﬁgurationvalide.esauteursmetentenavantlefaitqu’analyserunMmanuelementest
uneactivitéfastidieuseetsourced’ereurs:ilestenefetdifﬁciledeprendreencompteles
nombreusescombinaisonsdefeaturesàvériﬁerens’assurantdelacohérencedescontraintes.
ousnousintéressonsainsidansnostravauxàvériﬁerdemanièreautomatiquelareprésen-
tationdelavariabilitéd’unecomplexeaﬁndes’assurerdesacohérence,ausensoù
l’architectedeladoitpouvoirvériﬁerquetouteconﬁgurationvalideestateignable.
HYHÈEDERAAI5:
CHÉRECED’UECMEXE
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Unfortunately, this approach  does  not  necessarily  work  when the
feature that needs some multiplicity is the root of a subtree containing
variable features. In that case, our intention could be not just to specify
the  number  of  doors as in  ig.  3,  but to express that a specific
configuration  may include several  different  variants  of the same
feature. his is demonstrated in ig. 4, which shows a fragment of the
feature  diagram from  our satelite software case study.  According to
the  U standard, the interface to a satelite consists  of a  number  of
applications,  which implement services consisting  of subservices.  As
the  diagram shows, every satelite  has a  packet router application. It
may have one storage control application or not. And it may have zero
or  more  user  defined applications,  which is expressed  by the
cardinality “*” next to the feature UserDefinedApp.  Each  of the
user  defined applications  may implement a  different selection  of  U-predefined
services (the service and subservice  numbers are  defined in the  U standard) and
user-defined services.  inaly, the  U standard  defines some  of the subservices as
mandatory and some as  optional. In the  diagram, the filed  or empty circles could
have been alternatively rendered as the cardinalities 1 or 0.1, respectively.
4.2 Attributes
he  next extension  was to introduce atributes.  A feature  may contain a  number  of
atributes, just like a  UM classifier.  An exploded representation  of the feature
torageControlApp is shown in ig. 5.
he reason for introducing atributes  was to
alow for a  more concise representation  of feature
diagrams.  f course, each atribute could  be
represented as a subfeature, but this quickly leads to
very large  diagrams.  With atributes, the tree
structure is  primarily  used to  organize a  parameter
space in a  hierarchical  way. If certain  parameters
apply to al system  variants  with a  given feature, then they can  be represented as
atributes in that feature.  Also, atributes include a type specification.  Enumeration
atributes alow us to reuse the same enumeration type in different places and this way
we  do  not  need to  draw the same alternative subfeatures  multiple times.  inaly,
ig. 3.
Representing
multiplicity in
a feature dia-
gram
ig. 4. ragment of a feature diagram representing the configuration of a satelite interface
according to the U standard
ig. 5. Exploded representation of
a feature showing its attributes
2.3.3 Cardinalités,AtributsetRéférences
IGURE2.3–
Exmpled’unM
possédantds
cardinalités
représentées
commedes
tures.Extrat
de[Czancki02]
argementadoptépourlamodélisation
delavariabilitédansles,DAmontre
cependantrapidementseslimites.Enefet,
leformalismenepermetpasd’exprimerdes
multiplicités4surlesfeaturesaﬁndesigni-
ﬁerqu’unecaractéristiquepeutêtreautorisée
plusieursfoisauseind’uneconﬁguration.
En2000,Czarneckisuggèred’utiliserdes
featurespourmodéliserdescardinalitésdans
lesM[Czarnecki00].arexemple,lai-
gure2.3décritunevoiturepossédant2ou4
portes.Cependant,cetemodélisationesttrès
peuexpressivecommelesouligneCzarneckidans[Czarneck02]:elenefonctionnepassi
lafeaturedontonsouhaiteexprimerlacardinalitéestracned’unsous-arbreprésentantdes
choix.Enoutre,elelimitel’expressionàdescardinalitésﬁxéescequiempêchladéﬁniinde
cardinalitéssousformed’intervales.
3.ousdistinguonsdanscedocumentleprocessusdeconﬁgurationquiconsisteàefectuerdeschoixpourla
réalisationd’unproduit,etlaconﬁgurationquiestlerésultatdeceprocessus.
4.eproblèmeconcerneicilamodélisationdesmultiplicitésausindesM,ﬁndes’assurerquelacrdinalté
desfeaturesdanslesconﬁgurationsrespectentcesmultiplicités.ousutilisonsindiféemmntlestermescardinalité
etmultiplicitédanslasuiteaﬁnd’êtrecohérentparrapportauxtravauxdudomainequenouscitons.
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Riebisch et al. proposent en 2002 d’étendre la sémantique des diagrammes de features
pour intégrer des multiplicités UML [Riebisch 02]. Ils souhaitent en premier lieu rendre plus
explicite la sémantique des groupes de features : par exemple, un groupe XOR signifie une
multiplicité 1..1. Ils souhaitent également permettre des multiplicités intermédiaires : par
exemple d’exiger au moins 2 éléments dans un groupe OR de 4 features. Enfin, l’objectif de
Riebisch et al. est d’unifier la notation des multiplicités dans les diagrammes de features, avec la
notation standardisée employée en UML.
Suite à leur article de 2002 motivant le besoin de cardinalités [Czarnecki 02], Czarnecki et
al. proposent en 2004 un formalisme de FM étendu permettant non seulement de spécifier la
multiplicité sur des nœuds représentant des groupes de features, mais également sur des nœuds
représentant une hiérarchie unique ou sur des feuilles. Il est ainsi possible de représenter des
familles de produits plus complexes grâce aux multiplicités.
FIGURE 2.4 – Exemple d’un FM de profil de sécurité extrait de [Czarnecki 05b]
Par exemple, la Figure 2.4 représente une famille de produits permettant de gérer des profils
de sécurité. La cardinalité spécifiée sur la feature permissionSet indique que cette feature pourra
être intégrée un nombre illimité de fois à un produit avec toutes les caractéristiques qu’elle
contient : c’est-à-dire, le fait qu’elle supporte une boîte de dialogue de fichier (fileDialog), une
entrée/sortie sur les fichiers (fileIO), etc.
On peut cependant évoquer les travaux de Michel et al. à propos des cardinalités dans les
FM, qui montrent que leur interprétation peut être ambigüe [Michel 11].
La Figure 2.5 montre ainsi un FM très simple dont la composition des cardinalités est
ambigüe : doit-on considérer les cardinalités de C relativement au FM complet ou relativement
à la feature B ? Ainsi, si les cardinalités dans les FM offrent davantage d’expressivité, leur
utilisation reste sujette à interprétation.
Par ailleurs, Czarnecki et al. expliquent dans leurs travaux l’utilité de pouvoir ajouter des
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IGURE2.5–Ilustrationdel’ambiguitédescardinalitéextraitede[Michel11]
atributsauxfeaturesaﬁndepouvoirleurdonnerunevaleur:lavariabilitén’estplusseulement
contenuedansleMmaiseleestégalementreprésentéeparl’ensembledesvaleursacceptées
pourlesdiférentesfeaturesàvaluer[Czarnecki05b].Dansl’exempledelaigure2.4cela
signiﬁequelepermissionetcontientcommeélémentdevariabilitéunechaînedecaractères.
DanscemêmeexempleonvoitquelafeatureinDaysspéciﬁecommeélémentdevariabilité
unentier.
Enﬁn,lesauteursprésententunmécanismedemodularisationdesMenintroduisantla
possibilitéderéaliserdesréférencesentrelesM:unefeaturepeutfaireréférenceàunM
externe,aﬁnd’éviterlaredondanced’informationdansleMetdefaciliterlaréutilisation.Dans
laigure2.4lesfeaturesfilepathetenvironmentariablesfontainsitoutesdeux
référencesàunMermission.
“hismechanismalowsbreakinguplargediagramsintosmaleronesandreusingcommonpartsinseveralplaces.hisisanimportantmecha-
nismbecause,inpractice,featurediagramsoftenbecometoolargetobe
consideredintheirentirety.
[CARECKI05B]
Ainsilemécanismederéférencepermetdegarantirunebonneséparationdespréoccupations
danslesM.IlestpossiblededéﬁnirdesMdepluspetitetailen’ayantquelapréoccupation
d’undomainetrèsspéciﬁqueetquipouraêtreparlasuiteréutilisédansdiférentsM.
Ilnoussembleimportantd’êtreenmesuredegérerdesmultiplicitéssousformed’intervales
entrelescomposantsd’unsystème-de-systèmes.araileurs,laséparationdespréoccupa-
tionsestunpointqu’ilestessentieldeprendreencompteaﬁndegérerlavariabilitéd’un
systèmetrèscomplexe.ousconsidéronscesdeuxpointsdansnostravaux.
HYHÈEDERAAI6:
MUIICIÉEÉARAIDERÉCCUAI
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2.4 Autres approches de modélisation de la variabilité
Bien que le formalisme des FM soit le modèle de variabilité le plus discuté dans la littérature
et le plus utilisé, d’autres formes de modélisation de la variabilité ont été définies afin de répondre
à différentes problématiques, comme le montrent Berger et al. dans une étude basée sur les
pratiques industrielles [Berger 13].
2.4.1 Modèles de décision
Certains travaux exploitent des modèles de décision afin de représenter la variabilité d’une
LPL. On peut en particulier citer les travaux de Dhungana et al. concernant la solution DO-
PLER [Dhungana 10].
Historiquement les modèles de décision dérivent tous de la méthode Synthesis développée
par le Software Productivity Consortium [Campbell 90]. On retrouve dans cette méthode la
définition suivante pour qualifier les modèles de décision :
“ A set of decisions that are adequate to distinguish among the membersof an application engineering product family and to guide adaptation of
application engineering work product.
[CAMPBELL 90]
Ainsi les modèles de décision ne sont pas définis relativement à l’ensemble des produits à
représenter, mais sont définis en fonction des décisions qui devront être prises lors du processus
de configuration.
FIGURE 2.6 – Illustration d’un modèle de décision extrait de [Dhungana 10]
La Figure 2.6 présente ainsi un modèle de décision utilisé pour une ligne de produit de
Siemens VAI. On constate que les décisions sont formulées sous forme de questions dont les
réponses peuvent être des valeurs booléennes ou non. Par ailleurs les différentes décisions
prises influencent à la fois la visibilité des futures questions, ainsi que les valeurs possibles.
Les décisions sont donc organisées de manière hiérarchique mais celle-ci dépend des valeurs
données aux décisions de plus haut niveau.
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Cependant,malgrécesdiférencesCzarneckietal.montrentquelesmodèlesdedécisionet
lesMprésententdespropriétéstrèssimilaires[Czarnecki12].
amodélisationdelavariabilitéd’unsystème-de-systèmesfaitappelàdenombreuxdo-
mainesd’expertises.lutôtquedemodélisercetevariabilitéselonlesdomainesd’expertise,
ilnoussemblepluspertinentdansnostravauxdemodéliserlavariabilitéencohérence
aveclesbesoinsetlesexigencesqu’unutilisateurﬁnaldelavavouloirexprimerpour
produiresonsystème-de-systèmes.
HYHÈEDERAAI7:
IDEUEDE’UIIAEURIAURA
2.4.2 Représentationorthogonaleetuniﬁéedelavariabilité
D’autrestravaux,enrevanche,proposentdesuivreuneapprocheradicalementdiférente
enreprésentantlavariabilitédemanièreorthogonaleàlamodélisationd’uneapplication.n
peutparexempleévoquerleformalismedéﬁniparohletal.,M(rthogonalariability
Modeling)dontlebutestjustementdemodéliserdespointsdevariationquiconviennentaussi
bienpourdesmodèlesd’exigences,desmodèlesd’architecturedel’application,quepourdes
choixd’implémentationsoudetests[ohl05].
IGURE2.7–Ilustrationd’unmodèleMextraitde[ohl05]
aigure2.7montreainsiunexemplesimpledemodèleexploitantleformalismeM.Ce
modèlecomportetroispointsdevariationpourladétectiond’intrusion,lagestiondelasécurité
etleverouilagedesportes.ourchacundecespointsdevariation,lemodèleproposedeuxou
troisvariantesdistinctes:parexemple,unscanneràempreintedigitaleouunpavénumérique
pourlagestionduverouilagedesportes.araileurs,descontraintessontspéciﬁéesentre
lesdiférentesvariantes:lefaitdeprendreunegestiondelasécurité“basique”impliquela
variantedegestiondumouvementpourladétectiond’intrusionetlepavénumériquepourle
verouilage.
Enoutre,ontrouvedenombreuxtravauxautourdelareprésentationdelavariabilité
auseinmêmedesmodèles.elangageC(Commonariabilityanguage)proposéàla
standardisationseveutainsiêtreunDd’expressiondelavariabilitédanslesmodèles
[MGRevisedubmission12].D’autresapprochesvisentégalementàdéﬁnirlavariabilitéen
exploitantlesproﬁlsUM[ossompès11]ouencorelamodélisationparaspect[Morin09].
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Dansuneapprochediférente,Baketal.proposentd’uniﬁerlamétamodélisationetla
modélisationdelavariabilitéauseind’unemêmesémantiquedéﬁnieparleformalismeCA-
ER[B˛ak11].Ceteapprocheestintéressanteencesensqu’elepermetdeconserverunevision
abstraitedehautniveaududomainemétieràmodéliser,toutenpermetantunemodélisation
delavariabilitétrèsﬁneauniveaudelafeature.Cependant,enconfondantlesdeuxapproches
auseind’unmêmelangage,Baketal.réalisentunformalismetrèspuissantdontlesconcepts
sontdifﬁcilesàappréhenderetàexploiter,particulièrementdanslecasdefamilesdeproduits
complexesimpliquantdenombreusesfeatures.
Enﬁn,onpeutégalementévoquerlestravauxexploitantdesontologies[Asikainen07]ou
destreilisdeconcepts[Al-msie’deen14]aﬁndereprésenterlavariabilité.
’adoptiond’uneapprochereposegrandementsursafacilitéd’utilisation.Ainsil’exploita-
tiondestandardsdéjàexistantsetlaconservationd’uneséparationdesformalismesdansla
modélisationdelavariabilitésontdespratiquesquenoussouhaitonsconserverdansnos
travaux.
HYHÈEDERAAI8:
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2.5 CompositionetignesderoduitsMultiples
En2002,anBoschdécritsixformesdiférentesde,présentéesdanslaigure2.8,qu’il
classeselonleurmaturité[Bosch02].Ilévoqueainsilesconceptsd’infrastructurestandardisée,
corespondantàlastandardisationdestechnologiesemployéesdanslesproduits,etdeplateforme
deproduits,quel’onpouraitcompareràunframework,commelesprécurseursdela
proprementdite.
Ilparleenoutredebasedeproduitsconﬁgurablescommed’unedanslaqueleledo-
maineestparfaitementmaîtrisée:toutl’efortestmisdansl’ingénieriedudomaine,l’ingénierie
del’applicationestalorscomplètementautomatisée.CelacorespondaudiscoursdeDeelstra
concernantl’investissementdansla,présentédanslaigure2.1[Deelstra05].
ousdiscutonsdanslasuitedesdeuxautresformesdeprésentéesparBosch:les
populationsdeproduitsetleslignesdeproduitsmultiplesenpostulantqu’ils’agitdedeux
formesdiférentesdequ’ilpeutêtreintéressantd’exploiteraﬁndegérerlagrandevariabilité
présentedanslessystèmes-de-systèmes.
2.5.1 opulationsdeproduitsetComposition
apopulationdeproduitsreprésentepourBoschuneformepossiblede.Ils’agiten
faitd’étendrelescopingd’unepourpermetrededériverd’autrestypesdeproduitsen
combinantdiféremmentlesartefactslogicielsdéjàexistantsdanslaligne.
mmeringfaitréférenceàceteproblématiquedansunarticleportantsurlesproduits
électroménagersdedivertissementsréalisésparhilipsembarquantdulogiciel,commeles
télévisionsoulesmagnétoscopes[vanmmering00].mmeringparlealorsdesous-systèmes
commedescomposantslogicielscomplexesquiimplémententlesfonctionnalitésd’unsous-
domaine.Unproduitcontientalorsplusieursdecessous-systèmes.
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operating system and the typical commercial components on top of it, such as a 
database management system and a graphical user interface. In addition, the 
orga ization may acquire some domain-specific componen s from external sources. 
These components are typically integrated through some proprietary glue code. 
 
standardized
infrastructure
platform
software
product
line
configurable
product base
product
population
program of
product lines
independent
products
 
Fig. 1. Maturity Levels for Software Product Lines 
Domain versus application engineering. Typical for this approach is that, although 
it provides a first step towards sharing software artefacts, it requires very little or no 
domain-engineering effort. Except for creating and maintaining the glue code, which 
is typically rather small compared to the size of the applications, all effort is directed 
to application (or product) engineering. 
Variability management. The common infrastructure contains no domain-specific 
functionality, and therefore, no variability management is necessary. The 
infrastructure components may contain variations, but these need to be managed as in 
traditional software development. 
Example. An example of a company exploiting this approach is Vertis Information 
Technology. This company develops administrative applications typically supporting 
some technical production systems. Vertis typically builds its applications on top of a 
Windows NT platform running the Oracle database system and associated tool set. It 
has bought a number of domain-specific components for the Dutch taxation system. 
These components have been integrated with the Oracle tool set and the operating 
FIGURE 2.8 – Evolution des LPL. Extrait de [Bosch 02]
Une telle population de produits présente donc de la variabilité à deux niveaux : à la fois
à l’intérieur des sous-systè es, ais également dans la manière dont les sous-systèmes sont
composés. Dans un article commun à Ommering et Bosch publié en 2002, la présence de la
variabilité au niveau des compositions est explicitée :
“ Composability is actually a form of variation!We have discussed variation and composition. We presented them as funda-
mentally different, but it is possible to unify the concepts. In all the examples
that we have seen, components become ‘freely composable’ when context
dependencies have been turned into explicit variation points.
[VAN OMMERING 02]
Dans une approche différente, Acher et al. proposent des outils permettant d’automatiser des
opérations de composition sur les FM à travers un DSL dédié [Acher 12]. Ainsi il est possible
de représenter automatiquement la variabilité d’une LPL à partir de la définition de l’ensemble
des produits de cette LPL, par fusion des informations. Les FM n’ont alors plus à être définis de
manière monolithique mais peuvent être librement composés, agrégés ou découpés selon les
besoins de la LPL.
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Unsystème-de-systèmesestconstituéparunassemblagedesystèmes,chacunpouvant
présenterdesélémentsdevariabilité(voirHypothèse4).oussouhaitonsainsiintégrer
dansnostravauxlacapacitéàgérerlavariabilitédesfonctionnalitésmaiségalementdes
compositionsdesystèmes.
HYHÈEDERAAI9:
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2.5.2 ignesderoduitsogicielsMultiples
Boschévoquedanssesdiférentesformesdelesprogrammesdelignesdepro-
duits[Bosch02].Ilexpliquequ’ils’agitd’uneapprochedanslaquelel’architecturedulogiciel
estdéﬁnieparunepremièreetquelesdiférentscomposantseux-mêmessontensuitesdéﬁ-
nispard’autres.ousavonsainsidiférentesquisontutiliséesdemanièreconjointeet
quidéﬁnissentdesrelationsentreeles.
Ceteapprocheestréférencéedansdenombreuxtravauxsousletermedeignesderoduits
ogicielsMultiples(M).Höletal.ontpubliéunl’étatdel’artdecetyped’approcheen
2012,etilsproposentladéﬁnitionsuivantepourlesqualiﬁer:
“asetofseveralself-containedbutstilinterdependentproductlinesthattogetherrepresentalarge-scaleorultra-large-scalesystem.
[H12]
Decetétatdel’art,Höl etal.ontidentiﬁéunequinzained’approchesdiférentesliées
aulignesdeproduitsmultiplesclasséesenfonctiondeleurproblématiqueautourdel’ingé-
nieriedudomaine,del’applicationousurdesproblématiquesorganisationneles.aplu-
partdesapprochess’adressentàrésoudredesproblèmesliésàlataileetlacomplexité
dessystèmes[Hartmann08,Acher10a],aumanquedegestiondedépendancesentreles
systèmes[Rosenmüler08,riess07],aumanquedemodèlesorganisationnels[ansen09,
Bosch10],ouencoreaumanquederéutilisationetdepossibilitésdecompositionsdansles
[Dhungana11,eitner11,Elsner11,chirmeier09].
Dhunganaetal.proposentuneapprocheappeléeInvarpermetantdepartageretréutili-
serdesmodèlesdevariabilitéàtraversdiférentesenexprimantdescontraintesentre
eles[Dhungana11].Invarpermetdegérerundépôtcontenantàlafoisdesmodèlesdeva-
riabilitéainsiquedesinformationsdedépendancesentrecesmodèles:lesdépendancessont
expriméessouslaforme“si..alors..”,diférentesconditionsetactionssurlesmodèlesde
variabilitéétantsupportées.’approchepré-supposequechaquemodèledevariabilitédispose
desonproprewebservicedeconﬁguration,unmiddlewaredeconﬁgurationestalorsmisen
placepourcommuniqueravectouscesservicestoutenprenantencomptelesinformations
dedépendances:uneinterfacegénériquedeconﬁgurationpeutdoncêtremiseenplacepour
cacheràl’utilisateurﬁnaltoutelacomplexitédelacomposée.
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(a) Composition verticale de
LPL
(b) Composition horizontale de LPL
FIGURE 2.9 – Compositions de LPL extraits de [Schirmeier 09]
Dans leurs travaux, Schirmeier et Spinczyk discutent des challenges posés par l’utilisation
conjointes de plusieurs LPL [Schirmeier 09].
Ils comparent ainsi deux approches possibles des LPLM exploitant différentes LPL de
manière verticale ou exploitant différentes instances d’un même type de LPL de manière
horizontale (voir Figure 2.9). La première représente une LPL organisée comme une hiérarchie
de différents produits de LPL, chaque produit d’une LPL ayant besoin des fonctionnalités
apportées par le ou les produits du dessous. Ainsi les dépendances sont alors uniquement
organisées de la LPL de plus haut niveau vers les LPL de plus bas niveau. La composition
horizontale à l’inverse permet selon les auteurs de représenter des systèmes composés de
plusieurs produits issus de la même LPL. Les auteurs précisent qu’il est alors nécessaire de
définir à l’avance le nombre de produits d’une LPL qui seront utilisés dans le système final.
Leitner et al. proposent dans leurs travaux d’unifier différents paradigmes de modélisation
afin de représenter les informations du domaine [Leitner 11]. En particulier ils montrent comment
combiner un FM et un modèle spécifique du domaine afin de les utiliser en cohérence. Ils insistent
dans leurs travaux sur leur volonté de ne pas inventer un nouveau langage, mais au contraire de
réutiliser les outils déjà existants de modélisation de la variabilité.
Dans la continuité de ces travaux, Rosenmüller et al. proposent une approche permettant
de définir un modèle objet spécifiant les différentes LPL à utiliser ainsi que les contraintes
exprimées entre ces LPL [Rosenmüller 08].
Cette approche illustrée dans la Figure 2.10 permet de conserver à la fois une vision architec-
turale de haut niveau de la LPL en train d’être modélisée, tout en conservant des représentations
standards de la variabilité. Par ailleurs, l’approche permet de spécifier différents niveaux de
contraintes, aussi bien au niveau du domaine, qu’au niveau des différents composants représentés
comme des LPL distincts. En revanche, le nombre de composants est figé dans le modèle d’archi-
tecture de la LPLM. Il est ainsi impossible de définir des multiplicités sous forme d’intervalles
dans ce modèle d’architecture.
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IGURE2.10–ModélisationdeMparl’approchedéﬁniedans[Rosenmüler08]
ousneconsidéronspasdansnostravauxl’utilisationd’unelignedeproduitsmultiple,au
sensoùceteseraitcrééeparlacombinaisondeplusieursaussibiendupointde
vuedelamodélisationdesavariabilité,deladéﬁnitiondesonprocessusdeconﬁguration,
qu’auniveaudelaréalisationduproduit.Enrevanche,lestravauxefectuésdanslecadre
desMsurlareprésentationdelavariabilitéparcompositionetladéﬁnitiondes
contraintesentreplusieursmodèlesdevariabiliténoussemblentparticulièrementimportant
pourgarantirlaséparationdespréoccupationsetdesformalismesdansunecomplexe.
oussouhaitonsainsinousappuyersurlestravauxdeeitneretal.[eitner11]et
Rosenmüleretal.[Rosenmüler08]aﬁndesupporteràlafoislaséparationdespréoccu-
pationsetdesformalismestoutenréutilisantlesoutilsdéjàexistantsdemodélisationdela
variabilité.
Enoutre,ilnoussembleessentieldanslecadredelamodélisationdelavariabilitéd’un
système-de-systèmesdenepasﬁxerlacardinalitédeséléments,commenousl’avons
vudanslestravauxdudomaine,maisdeproposerunemultiplicitésouslaformed’un
intervale.
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2.6 Conclusion
ousavonsréalisédanscechapitreunétatdel’artsurlamodélisationdelavariabilitédes
lignesdeproduitslogiciels,ennousintéressantplusparticulièrementàlaproblématiquede
modélisationdescomplexes.
ousavonsainsidéﬁninoshypothèsesdetravailenfonctiondestravauxdéjàréalisés
dansledomaine.ousnousintéressonsenparticulierauxdernierstravauxréalisésrelatifsàla
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définition de la variabilité à travers de multiples modèles, même si ceux-ci présentent encore des
limitations que nous tâcherons de dépasser dans nos travaux.
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CHAPITRE 3
PROCESSUS DE CONFIGURATION DES LPL
Comment permettre un processus de configuration cohérent, flexible et utilisable dans le
cadre d’une LPL complexe ?
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Résumé Nous poursuivons dans ce chapitre notre état de l’art en étudiant les travaux existants
relatifs à la définition des processus de configuration. Nous revenons à cet effet sur la notion
même de configuration afin de mieux l’appréhender.
Dans la continuité du chapitre précédent, nous mettons en évidence nos hypothèses de travail
afin de positionner nos travaux.
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3.1 Introduction
Le processus de configuration est une activité majeure de l’ingénierie de l’application qui
consiste à choisir les fonctionnalités souhaitées au sein de la LPL avant la réalisation du produit.
Nous avons présenté au chapitre précédent différents travaux permettant la modélisation de la
variabilité au sein d’une LPL. Nous décrivons différents processus de configuration existants, en
fonction des formalismes utilisés pour la réalisation de la LPL.
Nous revenons dans un premier temps sur la notion même de configuration qui, si elle est
largement employée dans le domaine des LPL, a été également définie dans le domaine de
l’intelligence artificielle. Nous décrivons ensuite les différents travaux traitant des mécanismes
de raisonnement pour réaliser la configuration des FM, mais aussi les travaux autour de la
définition même des workflows de configuration dans une LPL. Enfin nous revenons sur les
mécanismes de configuration dans le cadre des lignes de produits multiples.
3.2 Retour sur la notion de configuration
Les notions de configuration et de processus de configuration ont été en premier lieu utilisées
dans les domaines de l’intelligence artificielle et de la résolution de problèmes en recherche
opérationnelle, principalement pour permettre la configuration de produits physiques. Ainsi
en 1998, Faltings et Freuder introduisent un numéro spécial de Intelligent Systems and their
Applications centré sur les processus de configuration [Faltings 98]. Les deux auteurs définissent
ce processus de configuration comme un moyen de personnaliser des parties de produits afin de
répondre aux besoins spécifiques des consommateurs. Ils insistent en particulier sur trois critères
auxquels doit répondre une configuration : (i) elle doit être correcte afin que la compagnie
puisse livrer le produit ; (ii) elle doit être produite rapidement, afin de ne pas perdre le client à la
concurrence ; (iii) elle doit être optimale afin de convaincre le consommateur. Par ailleurs ils
notent que ces critères favorisent grandement l’automatisation du processus de configuration et
que les progrès du commerce électronique tendent à amplifier cette tendance.
Dans la même communauté d’intelligence artificielle, Ulrich Junker commence son chapitre
sur la configuration dans Handbook of Constraint Programming avec cette définition :
“ Configuration is the task of composing a customized system out ofgeneric components.
[JUNKER 06]
Dans un article récent de Hubaux et al. proposent d’unifier les travaux sur les configurations
de produits, issus de l’intelligence artificielle, et ceux sur les configurations de logiciels, issus
de l’ingénierie des lignes de produits logiciels [Hubaux 12a]. Ainsi Junker évoquait déjà en
2006 le problème de la sélection d’options dans des modèles booléens : il s’agit ici exactement
du problème de la sélection des features dans un feature model [Junker 06]. Le processus de
configuration au sein des LPL s’attache à réaliser un ensemble de choix dans le modèle de
variabilité utilisé pour représenter la famille de produits. La configuration obtenue à partir de ce
processus est ensuite utilisée pour le processus de réalisation du produit qui est généralement
automatisé.
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ousdéfendonsdansnotreapprochelefaitqu’uneconﬁgurationdoitêtrecohérentepar
rapportàlaprésentationdelavariabilitédonteleestissue.araileurs,nousconsidérons
quetouteconﬁgurationcohérenteneconcernequ’unproduitateignabledelafamilede
produitsreprésentée.
HYHÈEDERAAI11:
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3.3 ConﬁgurationdeM
Commenousl’avonsmontréauchapitreprécédent,lareprésentationdelavariabilitédans
lespasseessentielementparl’utilisationdeM.ousprésentonsicilesdiférentstravaux
traitantdesmécanismesderaisonnementsurlesMetdeladéﬁnitiondesprocessusde
conﬁgurationpourlesM.
3.3.1 émantiqueformeleetraisonnement
esMsontutiliséspourmodéliserlavariabilitéd’une.Ilsdéﬁnissentainsiunensemble
deproduitsréalisablesauseindela.Choisirunproduitdanscetensemblerevientalorsà
sélectionnerdesfeaturesexpriméesdansleM.
Dansleurétatdel’art,surlessupportsàladérivationdeproduits,Rabiseretal.fontlaliste
desfonctionnalitésrequisesdansunoutildeconﬁguration[Rabiser10a].epremierbesoin
qu’ilsévoquentestceluidelarésolutiondelavariabilitédemanièreautomatiqueetinteractive:
l’utilisateurdoitenpremierlieuêtreenmesuredefairedeschoix,maislesoutilsdoivent
égalementrésoudrelescontraintesetdépendancesaﬁnd’indiqueràl’utilisateurlacohérenceou
nondeseschoix.araileurs,lesauteursnotentcommesupportavancéàcebesoinlacapacité
dessystèmesdeconﬁgurationàfournirunfeedbackimmédiatàl’utilisateur.Enﬁn,undes
besoinprésentédansceteétudeconcerneleguidagedesutilisateursdurantleprocessusde
conﬁguration:lesutilisateursdoiventenefetêtreaidésdansleurschoixenprésentantles
informationsdevariabilitédelamanièrelaplusclairepossible.
ousconsidéronsdansnostravauxqu’ilestnécessairedes’assurerdelacohérencedes
conﬁgurations(voirHypothèse11)maiségalementdegarantirdespropriétéssurlepro-
cessusdeconﬁguration.Ils’agitainsidanslecadred’unecomplexe,desupporterun
processusdeconﬁgurationqui(i)soitdynamiqueetinteractif,(i)permeteàl’utilisateur
des’assurerdelacohérencedeseschoixet(ii)guidel’utilisateurdansseschoix.
HYHÈEDERAAI12:
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3.3.1.1 ogiquebooléenne
Ainsi,lesM–etplusparticulièrementlasémantiquequ’ilsexprimentsurlesfeatures
–doiventêtreutiliséslorsduprocessusdeconﬁguration.chobbensetal.proposentainsi
unesémantiqueformeleapplicableauxMbooléens(sansatributs)permetantdedériverà
partird’unMuneformenormaleconjonctive(C)déﬁnissantl’ensembledesconﬁgurations
autoriséesduM[chobbens07].aigure3.1montreainsiunMainsiqu’uneformule
booléenne1quiluicorespond.eulesdiférentescombinaisonsdefeaturessontautorisées
selonlasémantiqueduM:ilestalorspossibledeconsidérerlesfeaturescommedeslitéraux
booléensconsidérésenconjonction.
rouverdessolutionsauseindelaCreprésentantleMrevientalorsàdéterminersien
valuantlesdiférentslitérauxdelaC,cele-cipeutêtrevraie.Celarevientàappliquerun
algorithmedesatisﬁabilité(A).
(a)Mreprésentantunmoteurderecherche
(b)ormuleduM
IGURE3.1–UnMetsaformuleextraitsde[Mendonca09]
Mendoncaetal.discutentdansleurstravauxdelacomplexitéalgorithmiquedessolveurs
A[Mendonca09].Enefet,lesproblèmesAsontdesproblèmesdeclasse-complet,
celasigniﬁequeriennepermetdeprouverthéoriquementquequelquessoientlesentréesdu
problème,ilserapossibledetrouverunalgorithmecapablederésoudreceproblèmeentemps
polynomial[Wilf94].Cependant,Mendoncaetal.proposentdesheuristiquespourutiliserles
algorithmesAdanslecadredesMetobtiennentdesperformancesintéressantesmêmepour
desMdeplusde10000features.Ilsmontrentainsiquecetypedesolveurestefectivement
utilisabledanslecadredesMbooléens.
ousconsidéronsdansnostravauxqu’ilestessentielquelessolutionsproposéesrem-
plissentnosobjectifssurleplanthéoriquemaissoientégalementutilisablesenpratique.
escomplexitésdesalgorithmessontdoncunélémentimportantdenotreétude.
HYHÈEDERAAI13:
CMEXIÉHÉRIUEDEAGRIHMEE MIEERAIUE
3.3.1.2 ogiquesﬂouesetmodales
D’autrestypesdetravauxproposentnepasconsidérerlesMselonl’angled’unepure
logiquebooléenne.
1.Cele-cin’estpasàlaformenormaleconjonctivedansnotreilustration.
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Bagherietal.proposentainsideréaliserunprocessusdeconﬁgurationdesMenconsidérant
desexigencesetdessouhaitsutilisateurs[Bagheri10].Ilsproposentainsid’utiliserunelogique
ﬂoueaﬁndedéterminerlaconﬁgurationlaplusadaptéeintégrantlesexigencesetprenanten
compteunmaximumdesouhaitsutilisateurs,toutenacceptantlesconﬂitsaveccertainssouhaits.
Cetypedelogiqueal’avantagedepermetreuneplusgrandemargedemanœuvreparles
solveurslorsduraisonnementsurlesM.Ilpeutêtrecependantdifﬁcilepourl’utilisateurdela
defaireladistinctionentrelesexigencesetlessouhaits.
Dansuneapprochediférente,Diskinetal.proposentd’encoderdiféremmentlesM,
souslaformedestructuredeKripke,aﬁndenepasperdrelasémantiqueduMauseindu
produit[Diskin13].IlspostulentenefetquedeuxMayantdeshiérarchiescomplètement
diférentespourontavoirdesconﬁgurationssimilaires.Uneconﬁgurationdansunelogique
booléennenecorespondantqu’àunensembledelitérauxvalués,sansaucuneconsidération
pourlahiérarchied’origineduM.Ilsproposentainsiunenouvelesémantiqueformeledes
M,ainsiqu’unprocessusdeconﬁgurations’appuyantsurlalogiquemodale.
alogiqueduprocessusdeconﬁgurationdifèredelastructureduM.Ilnoussemble
importantd’autoriserdelaﬂexibilitéentreleprocessusdeconﬁgurationetlamodélisation
delavariabilité.ousnesouhaitonspasquecele-cilimiteleprocessusdeconﬁguration.
Enoutre,nousneprenonspasencomptedansnostravauxlanotiondepréférencede
conﬁguration:cepointresteuneperspectivedecetethèse.
HYHÈEDERAAI14:
EXIBIIÉDURCEUDECIGURAI
3.3.2 Gestiondesréférencesetdescardinalités
lusieurstravauxs’atachentàexpliquerlaconﬁgurationdesMproposantdesmécanismes
deréférencesversd’autresM,oupermetantl’ajoutd’atributssurlesfeaturescommeune
cardinalitéouuntype.
Czarneckietal.discutentainsidesmécanismesdeconﬁgurationatachésauformalismedes
Mqu’ilsontdéﬁni(voirsous-section2.3.3)[Czarnecki05b].esauteursexpliquentainsique
desfeaturesetleursous-arbrevontpouvoirêtreclonéslorsdelaconﬁguration:celasigniﬁe
qu’unefeatureayantunecardinalitésupérieureà1pouraêtresélectionnéeplusieursfois;etsi
cetefeaturepossèdedesenfants,sesenfantsserontégalementdisponiblesplusieursfoisàla
sélection.
esréférencessontégalementgéréesdemanièreàdupliquerleMréférencéenl’atachant
àlafeaturequileréférence:unnouveausous-arbreestdonccrééquiestutilisélorsdela
conﬁguration.aigure3.2ilustrecemécanisme.
Enﬁnlesauteursévoquentégalementlamanièrededonnerunevaleuràunefeaturelorsque
cele-cipossèdeuntype.Ilsnediscutentcependantpasdelavalidationdelavaleurspéciﬁée.
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igure 5.pecialization steps
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igure 6.ample specialization of the security proﬁle
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IGURE3.2–Gestiondesréférenceslorsdelaconﬁguraion.Extraitde[Czarnecki05b]
ilagestiondescardinalitésetdesréférencesnoussemblentessentielespourreprésenterla
variabilitédescomplexes,lasémantiqueetlesupportdecestypesdevariabilitéstels
queprésentésdanslalitératurenesontpasenadéquationavecnoshypothèsesdetravail8
et12.
IlnoussembleainspluspetinentdeconserverdnsnostravauxunformalismedeMplus
traditionnel,enneconsidérantquedesMbooléens,etd’utiliserd’autresmodèlespourle
supportdesréférencesetcardinalités,enlesitégrantdansunprocessusdeconﬁguration
quilesprendencompte.
HYHÈEDERAAI15:
RCEUDECIGURAIBAÉUREMEE MDÈE
3.4 Workﬂowdeconﬁguration
adéﬁnitiondeformalismesderaisonnementsurlesM,etd’outilensupportàces
formalismesn’estpassufﬁsantepourpermetrederéaliserunprocessusdeconﬁgurationdansle
casdeMtrèscomplexes.ousprésentonsdanscetesectionlestravauxautourdeladéﬁnition
desworkﬂowdeconﬁgurationsaﬁndepréciserlesdiférentesétapesetacteursduprocessusde
conﬁguration.
3.4.1 Multi-tagedConﬁgurationrocess
Czarneckietal.proposentuneapprochepermetantdemodulariserleprocessusdeconﬁ-
gurationenplusieursétapes,leMulti-tagedConﬁgurationrocess(MC)[Czarnecki05b].
’idéeestdedéﬁnirunworkﬂowdeconﬁgurationdanslequel,àchaqueétape,certainesoptions
sontéliminées,réduisantlenombredepossibilitéspourlesétapessuivantes.esdiférentes
étapespeuventêtredéterminéesselondiférentscritères:
—enfonctionducycledevieduproduit(parex.design,test,etc),
— enfonctiondesrôlesdesdiférentsintervenantsdanslaconﬁgurationduproduit(parex.
leresponsabledelasécurité,leresponsablemarketing,etc)
— enfonctiondelacibleduproduit(parex.uncomposantconﬁgurépourunsystèmeplus
vasteoupourêtreutiliséindépendamment).
ourgérerleMC,lesauteursdéﬁnissentdeuxopérationsdistinctessurlesM:la
conﬁgurationetlaspécialisation.aconﬁgurationestdéﬁniecommel’ensembledesfeatures
sélectionnéesenaccordaveclescontraintesdéﬁniessurleM.esauteursprécisentparaileurs
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que la relation entre une configuration et son FM est comparable à la relation entre une instance et
sa classe en programmation orientée objet. La spécialisation est définie comme la transformation
qui, à partir d’un FM, retourne un autre FM dans lequel l’ensemble des configurations représenté
par le FM résultant est un sous-ensemble de l’ensemble des configurations du FM d’origine.
Une spécialisation consiste donc à réduire les choix d’un FM.
cyberSource
taxGatewaytaxGatewaytaxGateway
cyberSourcetaxExpresscertiTax
Specialize
serviceId(String) reportTaxBreakdown reportTaxBreakdown
cyberSource
calculationMethod
lineItems totalOrder
serviceId(String)
taxExpress
reportTaxBreakdown
Configure
Features available in the product line Features available in the product Activated features
Figure 9. Tax-gateway configuration through specialization
desired specialization steps can be applied to security policies provided by the computing infrastructure
in order to produce the desired enterprise-level security profile.
Other multi-staged configuration scenarios may require certain configuration choices to be made within
certain stages. This is usually the case in the context of software supply chains, where stages are performed
by parties playing diﬀerent roles, with each role being responsible for a certain set of configuration choices.
Typically, one role would make all the choices it is responsible for, before the next role would take over.
Furthermore, the choices one role makes may influence which choices will be available to the next role.
As an example, consider a product line of electronic shops, which is configured in two stages. The first
stage is the product-line configuration stage, where the desired features of the shop to be instantiated from
the product line are specified. This could be done, for example, through a web interface oﬀered at the web
site of the product-line vendor. The desired system could then be generated based on the configuration
and posted for download. The second stage is system-level configuration, when the generated system
is configured at the customer’s installation site. In each stage, a diﬀerent set of configuration choices
may need to be resolved. As an example, consider the configuration of tax gateways. A tax gateway is
an electronic service (e.g., a web service) oﬀered by a third party and used by an electronic shop to
calculate the taxes due for the products being sold. At the product-line configuration stage, support for
several gateways could be available, say, CertiTax, TaxExpress, and CyberSource. At that stage, one
or more gateways can be selected to include the necessary support code in the system to be generated.
However, at the system-level configuration stage, only one gateway from those available in the installation
(which depends on the configuration in the first stage) has to be selected as the currently active one.
The active gateway handles all tax calculations. Furthermore, the activation of a tax gateway requires
further parameters such as the service subscription identification, whether taxes should be calculated per
line item or for the total purchase, or whatever other parameters a given gateway provider may require.
Specifying latter configuration parameters is clearly the responsibility of whoever is managing a given
shop installation.
The two-staged configuration of tax gateways can be expressed using specialization, as illustrated in
Figure 9.10 In this approach, the product-line configuration role starts with the product-line-level feature
model and specializes it into the system-level feature model. However, the problem with this approach
is that there is no explicit indication in the model which configuration choices need to be performed by
which role. When using specialization, the first role could already specify gateway parameters such as the
service subscription identification or the calculation method, although these choices should be left to the
second configuration role.
One way of assigning configuration choices to stages is the idea of annotating features with binding
times, as suggested by Kang et al. (1990), where binding times are essentially stages in our model.
Unfortunately, assigning stages to features turns out to be quite limiting. In order to see the limitations,
let us analyze diﬀerent situations. First of all, assigning just one stage to a feature is too limiting because
the selection of that feature may need to be done within two or more stages. In our example, tax gateways
are available for selection in both stages, except those eliminated in the first stage. In other words, we may
need to annotate a feature with more than one stage. Furthermore, we may want diﬀerent variabilities
10 Note that we could also have used an inclusive-or group in the initial feature model without invalidating the
specialization sequence; however, using an exclusive-or group in that model is more adequate as it reflects that
the final configuration should include only one tax gateway.
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FIGURE 3.3 – Spécialisation et configuration d’un FM. Extrait de [Czarnecki 05b]
La Figure 3.3 montre un exemple de FM représentant un système de paiement de taxes
d’abord spécialisé, puis configuré. On constate bien qu le deuxième FM représenté, a été
spécialisé : des choix sont encore possibl s mais en m ins grand nombre. Enfin, le troisième
FM ne présente plus aucun choix, il s’agit d’une configuration finale. Il est important de noter
par ailleurs que les FM spécialisés et configurés respectent parfaitement les contraintes du FM
d’origine.
Dans les mêmes travaux, Czarnecki et al. définissent également le concept de configuration
multi-niveaux [Czarnecki 05b]. Il s’agit là encore d’un processus de type MSCP, à la différence
que chaque étape de configuration donnera lieu à une configuration manuelle qui sera répercutée
comme une spécialisation automatique vers u FM présentant davantage de variabilité. Ainsi
les acteurs réaliseront toujours une configuration complète, sans laisser de choix libres et ne
verront qu’une partie du FM à chaque fois.
La Figure 3.4 illustre un exemple de configuration multi-niveaux en deux étapes sur un
exemple de FM pour le paiement de taxe. On constate qu’au premier niveau (première colonne),
un FM est configuré lors de la première étape (première ligne). La configuration obtenue est
ensuite appliquée comme spécialisation au FM du niveau 1 (deuxième colonne) de manière
automatique : on est alors toujours dans la première étape. L seconde ét pe (seconde ligne)
consiste ainsi à configurer manuellement l FM spécialisé obtenu. On peut noter sur cet exemple
que le premier FM au niveau 0 dispose d’un groupe OR alors que le premier FM au niveau 1
dispose d’un groupe XOR : le choix final du type de taxe est volontairement reporté au niveau 1.
Les travaux de Reiser et al. ont également porté sur la configuration de FM multi-niveaux
[Reiser 06]. Dans leur cas cependant, la variabilité était directement définie par une hiérarchie
de FM en lien les uns avec les autres, contrairement aux travaux de Czarnecki.
Par ailleurs, Classen et al. proposent dans leurs travaux de définir une sémantique for-
melle pour les processus de configuration multi-niveaux [Classen 09]. Ils définissent dans cette
sémantique les concepts de niveaux et de chemin de configurations exploitant ces niveaux.
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Automatic specialization at stage−0
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igure 11.wo-level tax-gateway conﬁguration
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IGURE3.4–Ilustrationd’uneconﬁgurationmulti-niveaux.Extraitde[Czarnecki05b]
adéﬁnitiond’unprocessusdeconﬁgurationmulti-niveauxfaitéchoàlaséparationdes
préoccupationsdanslesmodèlesdevariabilité(voirHypothèse6).
Ilnoussembleessentieldanslecadredenostravauxdeconserverunprocessusdeconﬁgu-
rationdécomposableenétapesdeconﬁguration.
HYHÈEDERAAI16:
URCEUDECIGURAIARÉAE
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3.4.2 ConﬁgurationMulti-erspectives
UnedesproblématiquesdelaconﬁgurationdesMquel’onretrouvedansdenombreux
travauxconcernelagestiondelacomplexitédesM:ilestenefetdifﬁcileàunutilisateur
d’efectuerdeschoixdansunMdeplusieursmiliersdefeatures.
estravauxdechroeteretal.portentainsisurleconceptdeconﬁgurationmulti-perspectives:
l’idéeestdedéterminerdespointsdevueutilisateursurleMàconﬁgurer[chroeter12].’uti-
lisateurneveraainsiqu’unepartieduMlorsdelaconﬁguration,cequiluiévitedeseperdre
danslacomplexitéduMcomplet.Desfeaturespouvantêtrepartagéesparplusieurspointsde
vue,lesauteursproposentunmécanismepermetantlacompositiondesvuestoutengarantissant
laconformitéavecleMd’origine.
Hubauxetal.déﬁnissentquantàeuxunesémantiqueformelepermetantderéaliserauto-
matiquementdesvuesutilisateursdeconﬁgurationsurunMenfonctiondespréoccupations
exprimées[Hubaux13].
anotiondeperspectiveslorsduprocessusdeconﬁgurationestunecaractéristiquequ’il
noussembleimportantdeconserverdanslecadredelaconﬁgurationdessystèmes-de-
systèmes.Ainsiunsous-systèmepouraêtreconﬁguréselonsaperspectivelocaleoudans
lecontexteglobald’unsystème-de-systèmes.
HYHÈEDERAAI17:
RIEECMEDEERECIERDURCEU
3.4.3 eatureConﬁgurationWorkﬂows
Hubaux,impliquédanslestravauxsurlesprocessusdeconﬁgurationmulti-niveauxetmulti-
perspectives,vaplusloinendéﬁnissantdemanièreformeleunemodélisationdeworkﬂowsde
conﬁgurationcomplexes[Hubaux12b].
eprocessusdeconﬁgurationpeutêtreunetâchecomplexe,enparticuliersiplusieurs
utilisateurssontimpliqués.’utilisationdetechniquescommelesconﬁgurationsmulti-niveaux
oumulti-perspectivesofrentdesrésultatsintéressantsmaisméritentselonHubauxd’être
combinés.
IlproposeainsideréutiliserlelangagedeworkﬂowYAWaﬁndedéﬁnirlesdiférentes
tâchesdeconﬁgurationpourchaqueacteurimpliqué,enspéciﬁantuneperspectivesurleM
pourchaquetâche.Diférentestâchespouvants’appliquerenparalèle,ildéﬁnitégalementun
mécanismederéconciliationpermetantdegérerlesconﬂitsauseindesonworkﬂow.
aigure3.5montreainsiunexempledeworkﬂowdeconﬁgurationpourunecomplexe.
nconstatedanscetexemplelaprésencedenombreusestâchesdeconﬁgurationdistinctes
s’appliquantsurdesperspectivesdiférentesd’unM.araileurscertainestâchessontàréaliser
enparalèle.
adéﬁnitiond’unworkﬂowdeconﬁgurationpermetdeprévoiretd’organiserdemanière
cohérentelaconﬁgurationdeMcomplexes.Cependant,lanotiondeworkﬂowimplique
d’êtrecapabledeplaniﬁerleprocessusdeconﬁguration.rBoterweckdécritleprocessusde
conﬁgurationdanslecadred’unepourdessystèmes-de-systèmesdelafaçonsuivante:
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FIGURE 3.5 – Illustration d’un workflow de configuration. Extrait de [Hubaux 09]
“ Depending on the scenario and the power to “dictate” conditions, thisoccurs in various directions :
— System to subsystem [...]
— System to supersystem [...]
— System to a neighboring system on a similar level [...]
[BOTTERWECK 13]
Par ailleurs des travaux réalisés dans le domaine des workflows pour le travail coopératif
discutent également des bénéfices apportés par des workflows offrant de la flexibilité dans
l’agencement des tâches [Abbott 94].
38
3.5.Conﬁgurationdansleslignesdeproduitsmultiples Chapitre3.Conﬁgurationde
ouspostulonsquedanslecadredelaréalisationd’uneconﬁgurationpourunsystème-
de-systèmesl’ordreduprocessusdeconﬁgurationnedoitpasêtreimposéparlesoutilsde
raisonnementniparlamodélisationdelavariabilité(voirHypothèse14).
HYHÈEDERAAI18:
ABECED’RDRERÉDÉIIDAERCEU
3.5 Conﬁgurationdansleslignesdeproduitsmultiples
CommelerelatentHöletal.dansleurétatdel’artsurleslignesdeproduitsmultiples,lesdif-
férentesapprochesexposéesci-dessuspeuventêtreréutiliséesdanslecadredesM[Hol12].
Enparticulierl’approchedeHubauxpeutêtreutiliséesuruneM:aulieud’exploiter
diférentesperspectivessurunmêmeM,cesontlesdiférentsMissusdelaMquiseront
utilisés.
araileurs,Höletal.insistentdansleurétudesurl’importancedesapprochesdeconﬁgura-
tioncolaborativesdanslecadredeslignesdeproduitsmultiples:plusieursacteurspeuventen
efetcontribuerenmêmetempsàuneconﬁgurationtrèscomplexe.npeutciterparexemple
l’approchedeMendonçaetal.quiproposeladéﬁnitiond’unmodèledeconﬁgurationcolabora-
tif[Mendonça08].eurstravauxsontprochesdeceuxsurlesconﬁgurationsmulti-perspectives:
ils’agitdedéﬁnirdiférentesvuessurunMàpartirdesquelesdesgraphesdedépendances
sontcalculéspourdéterminerlamanièredontlesvuessontinter-reliéesselonlasémantiquedu
M.aconﬁgurationdesvuespeutalorssedéroulerenparalèle,desmécanismespermetant
defusionnerlesrésultatsétantapportésparlasolution.
Rabiseretal.proposentuneapprochediférentedelaconﬁgurationcolaborativedansle
cadred’unelignedeproduitsmultipleenreprenantleprincipedupatronpublish/subscribe
[Rabiser10b].’idéedeleurapprocheestderéaliserlocalementdesactionsdeconﬁgurationet
depubliercesactionsàtraversun“board”aﬁndelesfairevalider.orsqu’elessontacceptées,
lesactionsdeconﬁgurationsontconsidéréescommeacquisespourlesautrescolaborateurs.
araileurslesdiférentscolaborateursontlapossibilitédechangercertainesdécisions.a
igure3.6ilustreleprincipedel’approcheproposée.
EnﬁnDhunganaetal.proposentégalementuneapprocheoriginaledelaconﬁgurationdes
lignesdeproduitsmultiplesàtraversl’approcheInvar,enconsidérantquechaqueestdéﬁnie
avecsonpropremécanismedeconﬁgurationetsespropresinformationsdedépendanceavec
lesautres[Dhungana11].Ainsilaconﬁgurationsefaitàtraversuneinterfacecapablede
communiqueravecplusieursservicesdeconﬁgurationspourlesdiférentesimpliquéesdans
laM.Desinformationsd’inter-dépendancessontégalementexploitéesdurantceprocessus
deconﬁguration.’architecturedel’approcheestilustréedanslaigure3.7.
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IGURE3.6–Ilustrationd’unprocessusdeconﬁgurationcolaboratif.Extraitde[Rabiser10b]
IGURE3.7–Ilustrationdel’architecturedeconﬁgurationdanslasolutionInvar.Extrait
de[Dhungana11]
’utilisationdesdépendancesentrelesmodèlesdevariabilitéestessentieleauprocessus
deconﬁguration,danslecadred’unecomplexedontlavariabilitéestmodéliséeen
respectantlaséparationdespréoccupations.ousconsidérons,paraileurs,l’approche
colaborativeduprocessusdeconﬁgurationcommeuneperspectivedecetethèse.
HYHÈEDERAAI19:
RIEECMEDEDÉEDACEEREEM
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3.6 Conclusion
Nous avons réalisé dans ce chapitre un état de l’art sur les processus de configuration des
LPL en mettant en avant les différentes hypothèses de travail que nous souhaitons utiliser dans
nos travaux.
Nous nous intéressons en particulier aux travaux les plus avancés de définition des processus
de configuration, tels que les travaux sur les workflows de configuration ou sur les processus
collaboratifs.
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4.1 Introduction
Nous revenons dans ce chapitre sur les différentes limitations observées dans les travaux sur
l’état de l’art relatif aussi bien à la modélisation des lignes de produits logiciels complexes que
des processus de configurations flexibles dans ces mêmes LPL complexes. Nous définissons
dans le même temps de manière explicite les objectifs que nous souhaitons atteindre dans le
cadre de nos travaux. Puis nous synthétisons quelques travaux représentatifs de l’état de l’art
relativement aux objectifs que nous avons définis précédemment.
4.2 Conserver la séparation des préoccupations et des forma-
lismes dans la modélisation des LPL complexes
Nous avons présenté dans le chapitre 2 les différents travaux relatifs à la modélisation de la
variabilité dans les LPL en nous intéressant notamment à la modélisation des LPL complexes.
Nous avons ainsi précisé que nous nous intéressons à l’ingénierie du domaine d’une LPL
dont les produits sont des systèmes-de-systèmes (Hypothèse 1) et que nous nous concentrons
uniquement dans cette thèse sur l’étape de modélisation de la variabilité au sein de l’ingénierie
du domaine (Hypothèse 2).
Notre premier objectif est donc de permettre la modélisation de la variabilité des LPL
complexes, tout en conservant une bonne séparation des préoccupations et des formalismes. Cet
objectif vise à répondre à notre premier défi : “Comment modéliser de manière cohérente la
variabilité d’un système-de-systèmes au sein d’une LPL ?”.
Nous définissons dans la suite les différents sous-objectifs relatifs à ce défi.
4.2.1 Représentation d’une LPL par l’utilisation d’un modèle du domaine
et de modèles de variabilité
Il est nécessaire de considérer une variabilité intégrant plusieurs dimensions pour représenter
la variabilité d’une LPL dédiée à des systèmes-de-systèmes (Hypothèses 4 et 9). Ainsi la
séparation des préoccupations et l’exploitation de plusieurs modèles de variabilité nous semblent
être des approches intéressantes dans notre contexte (Hypothèses 6 et 8).
Par ailleurs des recherches ont déjà été menées sur ces thématiques (Hypothèse 10) que nous
souhaitons poursuivre dans nos travaux en intégrant notamment des multiplicités plus libres
(Hypothèse 6).
4.2.2 Garantir la cohérence de la LPL
Nous avons vu dans notre état de l’art que les modèles de variabilité pouvaient rapidement
devenir complexes, ce qui rend difficile leur analyse. Ainsi nous souhaitons dans nos travaux
pouvoir assurer la cohérence de la variabilité d’une LPL complexe (Hypothèse 5) aussi bien de
manière théorique, que de manière pratique (Hypothèse 2).
4.2.3 Exploiter des standards et le point de vue de l’utilisateur final pour
la définition de la LPL
L’état de l’art nous a montré qu’il existe de nombreuses solutions pour représenter la variabi-
lité d’une LPL. Il nous semble ainsi important de proposer dans nos travaux une solution qui
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réutilise les standards de la communauté des lignes de produits logiciels et de l’industrie logi-
cielle (Hypothèse 8). En outre, nos choix de modélisation de la variabilité se veulent également
pragmatiques, et fonction des outils disponibles permettant leur utilisation (Hypothèse 15).
Par ailleurs, même s’il nous semble important dans nos travaux de réutiliser les standards, la
conservation du point de vue de l’utilisateur final lors de la définition des modèles de variabilité
est également l’un de nos objectifs (Hypothèse 7).
4.3 Garantir la flexibilité et la cohérence du processus de
configuration
Notre second défi concerne l’ingénierie de l’application des LPL complexes : “Comment per-
mettre un processus de configuration flexible et cohérent dans le cadre d’une LPL complexe ?”.
Nous n’abordons en effet dans nos travaux sur l’ingénierie de l’application que la problématique
du processus de configuration (Hypothèse 3). Nous avons présenté dans le chapitre 3 un état
de l’art concernant les processus de configuration des LPL. Nous nous appuyons sur celui-ci
et les hypothèses de travail que nous avons définies pour résoudre ce défi dans notre deuxième
objectif.
Nous proposons ainsi les sous-objectifs suivants.
4.3.1 Permettre la réalisation d’un processus de configuration dynamique
et cohérent dans la LPL
Comme nous l’avons présenté dans notre état de l’art, la cohérence de la configuration et
du processus de configuration sont essentiels, en particulier dans le cas d’une LPL complexe
(Hypothèses 11 et 12). Il nous semble également important d’exploiter des dépendances
exprimées entre les modèles de variabilité afin de s’assurer de la cohérence du processus
(Hypothèse 19).
Par ailleurs, les travaux de l’état de l’art montrent la nécessité d’avoir un processus qui soit
également dynamique afin d’offrir à l’utilisateur un feedback immédiat sur ses choix durant le
processus de configuration (Hypothèse 12). Permettre un processus dynamique est donc aussi
un objectif de nos travaux.
4.3.2 Permettre la gestion d’un processus de configuration par étapes :
annulation et reprise de configuration
Comme nous le montrent les travaux de l’état de l’art, gérer un processus de configuration
complexe nécessite de pouvoir décomposer ce processus en étapes selon le fameux principe du
“divide and conquer” (Hypothèse 16). Ainsi nos propres travaux doivent proposer un processus
de configuration par étapes.
En outre, nous ne pouvons pas concevoir un processus de configuration dans lequel l’utilisa-
teur ne voudrait jamais revenir sur ses choix : il nous semble essentiel de proposer dans nos
travaux des solutions pour permettre d’annuler certaines décisions. De même, si nous ne nous
concentrons pas dans nos travaux sur une approche collaborative du processus de configuration
(Hypothèse 19), il nous paraît important de proposer une solution permettant de considérer une
configuration terminée ou partielle afin de réaliser une nouvelle configuration.
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4.3.3 Permettre la réalisation d’un processus de configuration dans une
LPL sans ordre prédéfini
Nous avons montré dans notre état de l’art que le processus de configuration ne devait pas
nécessairement être dépendant de la modélisation de la variabilité (Hypothèse 14). Par ailleurs les
travaux les plus avancés de l’état de l’art des processus de configuration concernent les workflows
de configuration, dont le but est de planifier les différentes étapes du processus. Nous avons
postulé dans notre état de l’art, que cette planification n’était pas nécessairement idéale dans le
cadre des LPL complexes destinées à la réalisation de systèmes-de-systèmes (Hypothèse 18).
Un des objectifs de notre thèse est donc de permettre un processus de configuration cohérent au
sein d’une LPL complexe sans ordre prédéfini.
4.4 Garantir l’utilisabilité du processus de configuration
Dans la lignée du point de vue d’Arrango sur l’ingénierie du domaine [Arango 89], nous
souhaitons dans cette thèse proposer une approche pragmatique, réalisable et utilisable du
processus de configuration d’une LPL complexe afin de répondre complètement à notre second
défi (Hypothèse 2). Nous proposons ainsi les sous-objectifs suivants.
4.4.1 Permettre le guidage des utilisateurs durant le processus de confi-
guration
Comme nous l’avons montré dans notre état de l’art, les différentes contributions sur les
processus de configuration visent à réduire la complexité de cette activité pour l’utilisateur final.
Le guidage de l’utilisateur durant le processus de configuration est donc primordial afin de
l’aider dans sa tâche (Hypothèse 12). Par ailleurs, afin de réaliser ce guidage, des travaux ont été
menés sur la définition de perspectives de configuration : nous souhaitons exploiter dans nos
propres travaux ces notions afin de contextualiser les choix utilisateurs (Hypothèse 17).
4.4.2 Garantir des temps de réponse et une empreinte mémoire raison-
nable pour l’implémentation d’une solution
Nous avons discuté dans notre état de l’art le fait que la configuration des FM était encore
un problème de décision difficile à l’heure actuelle, comparable à un problème de satisfiabilité.
Il nous apparaît ainsi essentiel, dans le cadre de nos travaux exploitant ce type de mécanisme, de
pouvoir offrir des garanties quant à l’utilisabilité concrète des différents algorithmes et outils
que nous définissons, aussi bien sur le plan des temps de réponses, qu’au niveau de l’empreinte
mémoire des implémentations proposées (Hypothèse 13).
L’un de nos objectifs sera donc de garantir ces propriétés dans nos contributions.
4.5 Synthèse
Nous proposons dans le Tableau 4.1 une synthèse des travaux de l’état de l’art qui nous
semblent les plus proches des objectifs que nous avons précédemment définis.
Nous avons représenté dans ce tableau les sous-objectifs par rapport à leur numéro de
sous-section. Nous utilisons dans le tableau la légende suivante :
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— 3 représente un sous-objectif complètement atteint,
— 7 représente un sous-objectif pas du tout atteint,
— - représente un sous-objectif partiellement atteint,
— et N.P. représente un sous-objectif qui n’est pas pertinent pour les travaux considérés.
Objectif 1 Objectif 2 Objectif 3
Réference 4.2.1 4.2.2 4.2.3 4.3.1 4.3.2 4.3.3 4.4.1 4.4.2
[Pohl 05] 7 7 - - 7 - N.P N.P.
[Czarnecki 02] 7 7 - - - 7 3 N.P.
[Ba˛k 11] 3 3 7 N.P. N.P. N.P. N.P N.P.
[Rosenmüller 10] - 7 3 3 7 7 3 N.P.
[Dhungana 11] - N.P. 3 3 - 7 3 3
[Rabiser 10b] - N.P. 3 3 - 3 7 N.P.
[Hubaux 09] - 3 3 3 - 7 3 -
TABLE 4.1 – Synthèse des travaux de l’état de l’art relativement aux objectifs
Peu de travaux de l’état de l’art traitent à la fois de la modélisation de la variabilité et
du processus de configuration, en particulier dans le cadre de systèmes complexes. À notre
connaissance, aucun travail ne répond à l’ensemble des objectifs que nous avons fixés pour la
modélisation et l’utilisation d’une LPL destinée à la réalisation de systèmes-de-systèmes.
Nous présentons dans la suite de ce document nos contributions (Partie II) puis nous montrons
comment elles valident l’ensemble des objectifs présentés ici (Partie III).
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Deuxième partie
Contribution
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NOTATIONS
Le formalisme que nous définissons utilise de nombreux concepts et notations. La plupart
sont des notations usuelles et le lecteur les reconnaîtra immédiatement. Cependant certaines
d’entre elles sont définies tout au long du formalisme et sont réutilisées plus loin.
Nous avons regroupé ici les différents éléments récurrents de notations. Le lecteur pourra
ainsi revenir à cette page pour retrouver certains éléments.
Lettres employées dans le formalisme
— A : une association (Définition 5.2.4)
— A[fm] : une action système sur un FM (Définition 5.4.1)
— AS : une action système de manière générale (Définition 6.5.1)
— C : un contexte (Définition 6.3.1)
— CC : une configuration composite (Définition 5.5.3)
— CPS : une étape du processus de configuration (Définition 6.2.1)
— CST : une contrainte d’un FM (Définition 5.3.2)
— D : un concept du domaine (Définition 5.2.3)
— E : une extrémité d’association (Définition 5.2.4)
— F : une feature (Définition 5.3.1)
— G : un groupe de features au sein d’un FM (Définition 5.3.1)
— GCC : un gestionnaire de configuration composite (Définition 6.3.2)
— H : un historique des actions utilisateur (Définition 6.5.4)
— L : un lien (Définition 5.5.2)
— M : un modèle du domaine (Définition 5.2.1)
— Q : une action utilisateur (Définition 6.5.2)
— S : un état de configuration (Définition 5.3.4)
— SC : une sous-configuration (Définition 5.5.1)
— T : une étape du processus de dérivation (Définition 6.5.3)
— U : une multiplicité (Définition 5.2.2)
— V : un feature model (Définition 5.3.3)
Symboles employés dans le formalisme
Utilisation du symbole ∅
Nous utilisons le symbole ∅ dans notre formalisme toutes les fois où nous avons besoin de
représenter le fait qu’un élément peut avoir une valeur nulle ou non définie.
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Utilisation du symbole 
Le symbole  est employé de nombreuses fois dans notre formalisme entre différents
types d’éléments. Il signifie une relation entre des éléments : il peut s’agir d’une relation
d’instanciation, de référence ou encore de compatibilité.
— Entre une association A et les concepts Dx et Dy qu’elle relie : A {Dx,Dy} (Défini-
tion 5.2.4)
— Entre un FM V et le concept D dont il représente la variabilité : V  D (Défini-
tion 5.3.3).
— Entre un couple d’états de configuration Sx et Sy et la fonction de restriction RF par
rapport à laquelle ils sont compatibles : (Sx,Sy) RF (Propriété 5.4.11).
— Entre une paire d’états de configuration Sx et Sy et l’association A par rapport à laquelle
ils sont compatibles : {Sx,Sy} A (Propriété 5.4.12).
— Entre une sous-configuration SC et le concept qu’elle instancie D : SC  D (Défini-
tion 5.5.1).
Utilisation du symbole

On utilise le symbole
 pour exprimer la compatibilité entre deux CPS (cette relation est
bijective) : CPS i 
 CPSj (Propriété 6.2.1).
Utilisation du symbole JK
On utilise le symbole J K exclusivement autour d’un FM V ou d’un état de configuration afin
d’exprimer l’ensemble des configurations qu’il représente : JVK (Définition 5.3.5).
Utilisation du symbole→
On utilise le symbole→ dans notre formalisme afin de symboliser une transformation à la
suite de l’application d’une ou plusieurs actions.
— Il peut s’agir de la transformation d’un état de configuration suite à l’application d’une
unique action (Définition 5.4.1), d’une règle de restriction (Propriété 5.4.7) ou encore
d’une fonction de restriction (Propriété 5.4.8).
— Il peut s’agir de la transformation d’un GCC suite à l’application de l’algorithme de
propagation (sous-sous-section 6.4.2.3), de l’application de l’algorithme d’annulation
(Propriété 6.5.1), de l’application d’une action système (Définition 6.5.1), ou encore de
l’application d’une action utilisateur (Définition 6.5.2).
La notation est également utilisée afin de symboliser l’orientation des règles et fonctions de
restrictions.
Choix liés au formalisme
Nous distinguons dans notre formalisme les notions de définition et propriété de la manière
suivante :
— une définition permet de formaliser un concept, lui même éventuellement composé
d’autres concepts ;
— une propriété est utilisée aussi bien pour formaliser les propriétés existantes sur et entre
les concepts définis, que pour définir les opérations applicables sur ces mêmes concepts.
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Cette distinction est issue de la vision métamodèle du formalisme dans laquelle les classes
identifiées au niveau du métamodèle sont introduites par une définition tandis que les autres
éléments sont définis par une propriété.
Par ailleurs, afin de simplifier la lecture du formalisme nous avons fait le choix de ne pas
préciser systématiquement les domaines d’application : ceux-ci sont implicitement déduits des
concepts utilisés.
Ainsi la Définition 5.2.3 pourrait être écrite comme suit :
Soit Id un ensemble d’identifiants représentés par une chaîne de caractères, V l’ensemble
des feature models satisfaisant à la Définition 5.3.3 et U l’ensemble des multiplicités satisfaisant
à la Définition 5.2.2. On définit D un concept du domaine par le triplet : 〈id,V ,U〉 avec
— id ∈ Id
— V ∈ V
— U ∈ U
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Résumé Dans le cadre d’une LPL complexe, la variabilité est présente à la fois en terme de
fonctionnalités mais également en terme de combinaisons de ces fonctionnalités.
Nous formalisons dans ce chapitre la variabilité d’une LPL complexe sous la forme d’un
modèle du domaine exposant des concepts, associations et multiplicités. La variabilité en terme
de fonctionnalités est représentée dans notre approche sous forme d’un unique FM par concept
de la LPL. Nous définissons en outre l’expression des contraintes entre les différents FM reposant
sur des règles et des actions de configuration.
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Nous formalisons également la représentation d’une configuration dite “composite” qui
constitue la configuration d’un produit pour une LPL complexe. Enfin nous terminons en
définissant les propriétés de cohérence qui sont requises par notre modèle du domaine afin que
celui-ci puisse être exploité au sein d’un processus de configuration.
Nous tentons ainsi de répondre dans ce chapitre au premier objectif de cette thèse, à savoir
conserver la séparation des préoccupations et des formalismes dans la modélisation d’une LPL
complexe (voir section 4.2).
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5.1 Introduction
Une des activités de l’ingénierie du domaine identifiées par Arango s’attache à réaliser
un modèle du domaine [Arango 89]. Dans le cadre des LPL, ce modèle doit représenter la
variabilité de la famille de produits que l’on souhaite pouvoir concevoir. Cependant, la variabilité
est aussi bien présente du point de vue des fonctionnalités, qu’au niveau de la manière dont ces
fonctionnalités se combinent [van Ommering 02].
En conséquence, nous proposons un modèle du domaine capable de représenter la variabilité
sous ces deux points de vue : un point de vue présentant les différents concepts de la LPL
et la manière dont ceux-ci peuvent se combiner (section 5.2) ; et un point de vue axé sur les
fonctionnalités, dans lequel la variabilité des différents concepts est représentée à un grain
beaucoup plus fin, celui de la feature (section 5.3).
L’utilisation de plusieurs modèles de variabilité au sein d’un modèle du domaine permet
davantage d’expressivité mais nécessite d’exprimer les relations entre ces différents modèles de
variabilité. Nous définissons donc un troisième modèle qui a en charge de supporter cet aspect
(section 5.4).
Sur la base de cette modélisation de la LPL, nous définissons le concept de “configuration
composite” (section 5.5) avec pour objet de supporter toute la variabilité proposée par la ligne.
Finalement, nous montrons comment valider la cohérence de l’ensemble des informations
de notre modèle du domaine, cohérence indispensable à la réalisation d’une configuration valide
au sein de la LPL ainsi définie (section 5.6).
5.2 Représenter le domaine métier de la LPL
Dans cette section nous définissons formellement la notion de modèle du domaine. Nous
nous appuyons sur ce formalisme dans l’ensemble de notre contribution.
5.2.1 Modèle du domaine
Nous définissons le modèle du domaine comme un ensemble de concepts et un ensemble
d’associations entre ces concepts.
Le terme de concept est volontairement vague en ce sens qu’un concept peut représenter
des éléments de différentes natures en fonction de la LPL que l’on souhaite modéliser. Il peut
ainsi s’agir d’un sous-domaine d’un domaine complexe, mais cela peut être également une
représentation d’un ensemble de composants techniques réunis sous la même étiquette. De
manière générale, nous représentons comme un concept un ensemble d’éléments qui peuvent
être définis au sein d’un même modèle de variabilité.
Les associations définissent la manière dont ces différents concepts interagissent : elles
représentent donc la façon dont les différentes instances des concepts peuvent se combiner.
Définition 5.2.1 (Modèle du domaine) :
Nous définissons un modèle du domaineM comme un couple 〈SC, SA〉 où SC est un ensemble
{D0, ...,Dn} de concepts et SA un ensemble {A0, ...,Am} d’associations.
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Exemple1:Esquissedumodèledudomaine
ousdéﬁnissonsunimmeublecommeuneentitécomposéed’appartements.Chaque
appartementvaluimêmeêtreconstituédepiècesetd’ouvertures.esouverturespeuvent
êtreinternesauxpiècesdel’appartement(parexemple,uneporteentredeuxpièces)ou
êtrepartagéesavecl’extérieurdel’appartement(uneporteouunefenêtredonnantsur
Appartement iece uverture
Immeuble
l’extérieur).
IGURE5.1–Exemplesimpliﬁédemodèledudomainepourl’exempleﬁlrouge
ousmontronsdanslaigure5.1unmodèledudomainesimpliﬁépournotreexemple
ﬁlrouge.Elereprésentelesconcepts:Immeuble,Appartement,ièceetuverture,ainsi
queles4associationsquilesrelient:
1.entreImmeubleetAppartement:l’immeubleestcomposéd’appartements,
2.entreAppartementetièce:unappartementestconstituédepièces,
3.entreièceetuverture:chaquepiècepossèdedesouvertures,
4.etentreAppartementetuverture:unappartementestaccessiblepardesouver-
turesextérieures.
5.2.2 Multiplicité
ousavonsbesoind’exprimerauseindumodèledudomainedesmultiplicitéssurles
conceptsetsurlesextrémitésdesassociationsaﬁndedécrirelenombredefoisqu’unconcept
peutêtreconstruit,etlenombredefoisqu’unconceptpeutêtreliéàunautredansleproduit
ﬁnal.
Exemple2:Ilustrationdesmultiplicités
Unproduitdenotreﬁlrougeneconstituequ’unseulimmeuble,maisplusieurs
appartements.
Unemultiplicitéestdéﬁniedansnotreformalismecommeunintervaleentier.Elepossède
unelimiteinférieureentière,quipeutêtre0ou1etunelimitesupérieurequipeutsoitvaloir
exactement1(onditalorsqu’eleestbornée),soitêtrenonbornée:eleestalorsreprésentée
parlesymbole∗.
Déﬁnition5.2.2(Multiplicité):
ousdéﬁnissonsunemultiplicitéUcommeuncouple−,+ avec− ∈{0,1}et+ ∈
{1,∗}.
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Nous limitons volontairement la définition des multiplicités dans notre formalisme afin
de garantir des propriétés de terminaison et de cohérence sur les algorithmes exploitant ce
formalisme. L’extension de l’expressivité du formalisme fait partie de nos perspectives. Elle
suppose, en effet, d’introduire les cardinalités fixées (par exemple, 1..2) dans la définition des
algorithmes ce qui complexifie nettement les preuves, en particulier dans le cas de la vérification
de la réalisabilité.
On dit que la multiplicité est respectée si la cardinalité de l’ensemble 1 des éléments sur
lequel porte cette multiplicité est contenue dans l’intervalle qu’elle définit.
Propriété 5.2.1 (Respect d’une multiplicité) :
Soit U = 〈L−, L+〉 une multiplicité et S = {e0, ..., en} un ensemble d’éléments sur lequel porte
cette multiplicité. On note la cardinalité de l’ensemble S avec la notation : |S| et on considère
|∅| = 0.
On dit que U est respectée pour S si :
1. |S| > L− et
2. |S| 6 L+ en considérant ∗ = +∞.
On note alors |S| ∈ U .
Les multiplicités sur les concepts vont permettre de déterminer le nombre de fois que
le concept peut être instancié, par l’utilisateur. Celles sur les associations vont permettre de
déterminer le nombre de fois qu’une instance d’un concept pourra être liée à une autre.
Nous notons graphiquement les multiplicités par un intervalle de la forme : a..b où a
représente la limite inférieure et b la limite supérieure. Afin de simplifier dans le cas d’une
multiplicité 1..1 on pourra noter simplement 1.
5.2.3 Concepts
Un concept du domaine est défini par son nom, nécessairement unique, le modèle de
variabilité 2 qui le représente et la multiplicité qu’il porte.
Définition 5.2.3 (Concept du domaine) :
Nous définissons un concept du domaine D comme un triplet 〈id,V ,U〉 avec id l’identifiant du
concept, V son modèle de variabilité et U la multiplicité qu’il porte.
Chaque concept doit être unique au sein d’un modèle du domaine. L’unicité des concepts se
base sur l’identifiant du concept (deux concepts ne peuvent avoir le même identifiant).
Propriété 5.2.2 (Unicité des concepts) :
SoitM = 〈SC, SA〉 un modèle du domaine,
∀ Di ∈ SC, Di = 〈idi,Vi,Ui〉 alors @ Dj = 〈idj,Vj,Uj〉 ∈ SC, i 6= j, tel que idi = idj .
1. Pour rappel, la cardinalité d’un ensemble correspond au nombre d’éléments de l’ensemble.
2. Nous formalisons l’expression de la variabilité dans la section suivante.
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Exemple3:Modèledudomaineetmultiplicitédesconcepts
otreexempleﬁlrougepossède4conceptsuniques:Immeuble,Appartement,ièce
etuverture.
Unproduitd’unepourcetexemplereprésenteunetunseulImmeuble:la
multiplicitésurceconceptseradoncde1.Enrevanche,ilpossèdeauminimumun
Appartement,uneièceetuneuverturemaisn’estthéoriquementpaslimitéquantàleur
nombretotal:lesmultiplicitésserontalorsdanslestroiscas1..*
Appartement iece uverture1..* 1..*1..*
Immeuble1
.
IGURE5.2–Exemplesimpliﬁédemodèledudomaineaveclesmultiplicitésdesconcepts
aigure5.2donneunereprésentationdumodèledudomainepourl’exempleﬁlrouge
aveclesmultiplicitéssurlesconcepts.
5.2.4 Associations
ousdéﬁnissonsuneassociationparsesdeuxextrémitésetparunensembledefonctionsde
restriction,quenousprésentonsdanslasuitedecechapitre(voirsection5.4),quipermetentde
modéliserlacompatibilitéentrelesconcepts.Uneassociationestparaileursdéﬁniedemanière
bidirectionnele.Uneextrémitéd’associationestdéﬁnieparleconceptqu’elereprésenteet
parlamultiplicitéqu’eleporte.
Déﬁnition5.2.4(AssociationsetExtrémités):
ousdéﬁnissonsuneextrémitéd’associationEcommeuncoupleD,U oùDestleconcept
surlequelportel’extrémitédel’association,etUestlamultiplicitéportéeparl’associationpour
ceconcept,c’estàdirelenombredefoisqueleconceptpouraêtreliéàl’autreconceptde
l’association.
ousdéﬁnissonsuneassociationsAijentrelesconceptsDietDjcommeuntriplet:
Aij Ei,Ej,oùEi(resp.Ej)corespondàl’extrémitédel’associationpourleconceptDi
(resp.Dj),etàl’ensemble0,..,ndesfonctionsderestrictiondel’association.
Ilestimportantdenoterquel’associationétantbidirectionnele,l’ordredanslequelsont
exprimésEietEjn’estpasimportant.
araileurs,aﬁndesimpliﬁerlalecture,nousnotonslarelationentreuneassociationetles
conceptsqu’elerelieparlanotationsuivante:Aij {Di,Dj}.
Demêmequenousavonsvolontairementlimitél’expressivitédesmultiplicités,nousspéci-
ﬁonsdescontraintessurlemodèledudomaineaﬁndegarantircertainespropriétésdecohérence
etdeterminaisonsurnosalgorithmesexploitantceformalisme.
Demêmequepourlesconcepts,chaqueassociationdoitêtreuniqueauseind’unmodèle
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dudomaine.Ainsi,iln’existepasdeuxassociationsreliantlesmêmesconceptsdansunmême
modèle.’unicitédesassociationssebasesurlesextrémitésdel’association(deuxassociations
nepeuventavoirdesextrémitésquiconcernentlesmêmesconcepts).
ropriété5.2.3(Unicitédesassociations):
oitM  C,Aunmodèledudomaine.
∀(Di,Dj)∈C2,(A1ij,A2ij)∈AtelsqueA1ij {Di,Dj}etA2ij {Di,Dj}.
Deplus,lemodèledudomainen’autorisepasdesassociationsréﬂexives:uneassociation
nepeutporterquesurdeuxconceptsdistincts.
ropriété5.2.4(Associationnonréﬂexive):
oitM  C,A.
∀D∈C,A∈A,telequeA {D,D}.
Exemple4:Modèledudomaineetmultiplicitédesconceptsetdesassociations
aigure5.3présentelemodèledudomainecompletpournotreexempleﬁlrouge
Appartement iece uverture1..* 1..*1..* 1 1..* 1..*1..*
1..*0..1
Immeuble1
1..*
1
incluantlesmultiplicitéssurlesassociations.
IGURE5.3–Exempledumodèledudomainepourl’exempleﬁlrouge
UnImmeublecontientforcémentunAppartementmaispeutégalementencontenir
plusieursetchaqueAppartementnepeutappartenirqu’àunseulImmeuble.
Demême,unAppartementcontientforcémentuneiècemaispeutégalementen
contenirplusieursetchaqueiècenepeutappartenirqu’àunseulAppartement.araileurs
chaqueiècedoitforcémentavoiraumoinsuneuverture.Uneuvertureestalorsréalisée
soitentreplusieursiècedanslecasd’uneuvertureintérieure,soitentreuneièceet
l’Appartement:ils’agitalorsd’uneuvertureextérieure.
Enﬁn,unAppartementpossèdeauminimumuneuvertureversl’extérieur.Enre-
vanche,touteslesuverturesnesontpasdesouverturesextérieuresdel’Appartement,d’où
lamultiplicité0..1.
5.2.5 Connexitéetcohérencedumodèle
emodèledudomainedoitrespectercertainespropriétésdecohérenceaﬁndepouvoirêtre
utilisable.Ainsilemodèledoitêtreconnexe:ilexistetoujoursuncheminentredeuxconcepts
quelconquesdumodèle.
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Propriété 5.2.5 (Connexité du modèle du domaine) :
SoitM = 〈SC, SA〉 un modèle du domaine avec SC l’ensemble des concepts et SA l’ensemble
des associations.
Soit (Di,Dj) ∈ SC2 alors il existe toujours un ensemble non vide d’associations
SAij = {Aik,Akl, ...,Auj} ⊆ SA formant un chemin entre les concepts tel que Aik  
{Di,Dk}, Akl  {Dk,Dl}, ..., Auj  {Du,Dj}.
Le modèle doit également être cohérent : les concepts d’un modèle du domaine ne peuvent
appartenir qu’à des associations faisant partie du même modèle du domaine.
Propriété 5.2.6 (Cohérence des concepts et associations du modèle) :
SoitM = 〈SC, SA〉 un modèle du domaine avec SC l’ensemble des concepts et SA l’ensemble
des associations.
∀ Aij ∈ SA avec Aij  {Di,Dj}, alors {Di,Dj} ∈ SC2.
Enfin, les multiplicités doivent également être cohérentes entre-elles :
1. un concept portant une multiplicité avec une limite supérieure non bornée, doit (i) soit
faire partie d’une association proposant une multiplicité avec une limite supérieure non
bornée, (ii) soit être lié à un autre concept portant une multiplicité avec une limite
supérieure non bornée ;
2. un concept portant une multiplicité avec une limite supérieure égale à 1 doit unique-
ment faire partie d’associations offrant des multiplicités sur le concept avec une limite
supérieure égale à 1 ;
3. un concept portant une multiplicité avec une limite inférieure égale à 0 doit unique-
ment faire partie d’associations offrant des multiplicités sur le concept avec une limite
inférieure égale à 0 3.
Propriété 5.2.7 (Cohérence des multiplicités du modèle) :
SoitM = 〈SC, SA〉 un modèle du domaine avec SC l’ensemble des concepts et SA l’ensemble
des associations.
On dit que les multiplicités sont cohérentes au sein de M si les règles suivantes sont
respectées ∀ Da ∈ SC, tel que Da = 〈ida,Va,Ua〉 ∈ SC un concept avec Ua la multiplicité qui
lui est associée et Ua = 〈L−a , L+a } avec L−a ∈ {0, 1} et L+a ∈ {1, ∗} :
1. Si L+a = ∗, alors
(i) soit ∃ Aaj = 〈Ea, Ej, SFaj〉 ∈ SA une association de M liée à Da, telle que
Ea = 〈Da,Uaja〉 avec Uaja = 〈L−aja, ∗〉 ;
(ii) soit ∃ Aaj ∈ SA telle que Aaj  {Da,Dj} avec Dj = 〈idj,Vj,Uj〉 et Uj =
〈L−j , ∗〉.
2. Si L+a = 1, alors ∀ Aaj = 〈Ea, Ej, SFaj〉 ∈ SA une association deM liée à Da, on a
Ea = 〈Da,Uaja〉 avec Uaja = 〈L−aja, 1〉.
3. Si L−a = 0, alors ∀ Aaj = 〈Ea, Ej, SFaj〉 ∈ SA une association deM liée à Da, on a
Ea = 〈Da,Uaja〉 avec Uaja = 〈0, L+aja〉.
3. Nous ne présentons pas de concept avec cette multiplicité dans notre exemple.
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5.3 Représenter la variabilité par concepts
Comme nous l’avons vu précédemment, nous définissons un modèle du domaine contenant
les différents concepts et les associations entre ces concepts. Chaque concept possède son propre
modèle de variabilité. Dans le cadre de notre formalisme nous ne considérons que les feature
model 4 comme modèle de variabilité. Nous présentons ici la formalisation que nous utilisons
des feature models dans le cadre de notre contribution.
5.3.1 Feature Model
Nous représentons la variabilité sous la forme d’un feature model (FM), i.e. un arbre de
features possédant des contraintes internes. Le rôle d’un FM est de modéliser la variabilité
d’une famille de produits. Par ailleurs, un FM peut être utilisé au travers d’un processus de
configuration dans lequel l’utilisateur sélectionne les features qu’il souhaite et exclut les autres.
Une feature est ainsi définie comme un élément de variabilité de la famille de produits ou
comme une commonalité 5. La feature représente une caractéristique du produit.
Chaque feature à l’exception de la racine fait partie d’un groupe d’une ou plusieurs features,
qui exprime des propriétés sur la façon dont cette ou ces features pourront être sélectionnées
lors de la configuration.
Un groupe possède un type qui définit la multiplicité des features du groupe. Il en existe
4 types : obligatoire, optionnel, OR ou XOR. Les types obligatoire et optionnel ne sont
utilisés que pour des groupes contenant une unique feature et représentent respectivement les
multiplicités 1..1 et 0..1. Les types OR et XOR sont utilisés pour des groupes de plusieurs
features et définissent les multiplicités 1..n et 1..1.
Par ailleurs, une feature possède un ou plusieurs groupes de features : on établit ainsi la
hiérarchie entre les features. La feature racine n’a par définition, pas de parent, elle n’appartient
donc à aucun groupe et elle est considérée comme obligatoire par convention. Cependant, toutes
les autres features appartiennent forcément à un groupe défini par leur feature parente. En outre,
la sémantique des FM implique que si une feature est sélectionnée lors de la configuration,
toutes ses features parentes devront également être sélectionnées.
Définition 5.3.1 (Feature et Groupe) :
Nous définissons une feature F comme un triplet 〈id,Fp, SG〉 avec id l’identifiant de la feature,
Fp sa feature parente ou ∅ 6 s’il s’agit de la feature racine, et SG = {G0, ...,Gn} un ensemble
de groupes, SG pouvant être l’ensemble vide. Si SG est l’ensemble vide, on considère alors
que la feature est une feuille de l’arbre.
Nous définissons un groupe de feature G comme un couple 〈type, SF 〉 où
type ∈ {Obligatoire, Optionnel, OR,XOR} définit le type de groupe et SF = {F0, ...,Fn}
est l’ensemble des features du groupe.
La cardinalité de SF est fortement liée au type du groupe :
— si type ∈ {Obligatoire, Optionnel}, alors |SF | = 1 ;
— si type ∈ {OR,XOR}, alors |SF | > 1.
4. Le terme “feature model” est souvent traduit modèle de caractéristique ou modèle de variabilité en français.
La deuxième expression nous semble trop large et la première n’est pas simplement réductible, ni aisément
représentative. Nous conserverons donc dans l’ensemble du document le terme Feature Model et l’acronyme FM
qui lui correspond.
5. Un élément commun à tous les produits.
6. Nous utiliserons dans l’ensemble de notre contribution le symbole ∅ pour signifier une variable sans valeur.
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Exemple5:eaturesetGroupes
Danslecadredenotreexempleﬁlrouge,nousavonsbesoindereprésenterlesdiférents
capteursetactionneursquipeuventéquiperunepièce.
esensmêmedecetephrasenousmontrequeleMdeiècepossèdedeuxfeatures
optionnelesCapteursetActionneurs:cesfeaturessontdoncintégréesàdesgroupes
optionnels.
npeutdèslorscommenceràcréerlahiérarchiesuivantedefeatures:
oitpieceunefeaturereprésentantuneiecequiseralafeatureracineduM.oit
capteursetactionneurslesfeaturesreprésentantlesCapteursetlesActionneurs.na
alors:piece iece,∅,Gpiece.Etantlaracine,cetefeaturen’aenefetpasde
parent.
afeaturepiececontientdeuxgroupesoptionnelspourlesCapteursetlesAction-
neurs:Gpiece{Gactionneurs,Gcapteurs}avecGactionneurs ptionnel,{actionneurs}
etGcapteurs ptionnel,{capteurs}.
esfeaturesCapteursetActionneurssontalorsdéﬁniesenrelationavecleurfeature
parente:actionneurs Actionneurs,piece,Gactionneurs et
capteurs Capteurs,piece,Gcapteurs.
aigure5.4
uverture
ype
orte enetre
egende
feature
obligatoire
feature
optionnele
XR
iece
Capteurs Actionneurs
donneunereprésentationgraphiquedecetehiérarchie.
IGURE5.4–ExtraitsdesMieceetuverture
nconstateégalementdanslaigure5.4qu’uneuvertureaunefeatureypepour
indiquers’ils’agitd’uneenêtreoud’uneorte.Cetefeatureseradoncintégréeàun
groupeobligatoireetdisposerad’ungroupeXRcontenantlesfeaturesenêtreetorte.
naalorslahiérarchiesuivante:oitouverture,type,fenetreetportelesfeatures
représentantuneuverture,unype,uneenêtreetuneorte.
naalors:ouverture uverture,∅,Gouverture.
Cetefeaturecontientungroupeobligatoirecontenantlafeatureype:
Gouverture{Gtype}avecGtype bligatoire,{type}.
afeatureypeestdéﬁnieparrapportàsarelationàsonparentetdéﬁnitungroupede
features:type ype,ouverture,GtypeavecGtype{Gxororteenetre}.
naﬁnalementlegroupeexprimantlarelationXRentreorteetenetre:
Gxororteenetre XR,{porte,fenetre}avecporte orte,type,Gporte et
fenetre enetre,type,Gfenetre.
Unecontrainteinterneauseind’unMpermetd’exprimerdesrelationsparticulièresentre
certainesfeaturesàtraversl’arbre,endehorsdelarelationhiérarchique.Unecontrainteest
utiliséelorsduprocessusdeconﬁgurationaﬁndevériﬁerlavaliditédelasélectionréaliséepar
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l’utilisateur.
Une contrainte s’exprime sous la forme “A implique B” ou “A implique non B” selon qu’il
s’agit d’une contrainte d’implication ou d’exclusion, A et B étant des features. Or l’implication
logique “A implique B” peut également s’écrire “non A ou B”.
Nous définissons ainsi une contrainte comme une clause disjonctive, soit une formule
booléenne utilisant uniquement les opérateurs ou et non et dont les littéraux sont des features.
Par ailleurs, les contraintes du FM sont toutes utilisées de manière conjonctive : exprimer “A
implique B et C” revient à créer deux contraintes “A implique B” et “A implique C”. Les trois
opérateurs booléens nécessaires à la construction de n’importe quelle formule booléenne sont
donc ici bien présents : le ou et le non au sein de la contrainte et le et entre les contraintes.
Définition 5.3.2 (Contrainte) :
Nous définissons une contrainte CST comme un couple 〈ST, SN〉 où ST représente l’ensemble
des littéraux sans l’opérateur non et SN l’ensemble des littéraux avec l’opérateur non. CST
représente une clause disjonctive, on a donc ST = {a0, a1, ..., an} et SN = {b0, b1, ..., bm}
alors CST ⇔ a0 ∨ ... ∨ an ∨ ¬ b0 ∨ ... ∨ ¬ bm avec ST ∩ SN = ∅.
Exemple 6 : Contraintes de FM
Une contrainte dans notre exemple fil rouge dit que si un Capteur de Luminosité est
sélectionné dans une Piece alors un Actionneur pour les Store doit être sélectionné. Nous
voulons donc exprimer la contrainte : “Luminosite implique Store”.
Pour cela, nous devons revenir à une formule logique exprimée sous forme disjonctive.
Soit FCLuminosite et FAStore les features correspondantes au Capteur de Luminosite et à
l’Actionneur de Store, alors :
FCLuminosite ⇒ FAStore ⇔ ¬ FCLuminosite ∨ FAStore
On peut alors créer la contrainte : CST ls = 〈STls, SNls〉 avec STls = {FAStore} et
SNls = {FCLuminosite}. On a donc : CST ls ⇔ FAStore ∨ ¬ FCLuminosite.
Nous définissons un feature model par sa racine, un ensemble de features, un ensemble de
groupes et un ensembles de contraintes.
Définition 5.3.3 (Feature Model) :
Nous définissons un feature model V comme un quadruplet 〈Froot, SF, SG, SC〉 où Froot est la
feature racine du FM,
SF = {F0, ...,Fn} représente l’ensemble des features du FM à l’exclusion de la racine,
SG = {G0, ...,Gm} représente l’ensemble des groupes de features du FM, et
SC = {CST 0, ..., CST n} est un ensemble de contraintes entre les features.
∀ CST i ∈ SC avec CST i = 〈STi, SNi〉, STi ∪ SNi ⊆ SF .
Par souci de simplicité, si Fi ∈ SF , nous notons directement Fi ∈ V . Nous notons la
relation entre un FM V et le concept D dont il représente la variabilité : V  D.
Nous définissons par ailleurs l’absence de cycle dans la hiérarchie de features par la propriété
suivante : ∀ Fi ∈ SF , ∃ ! Gi = 〈typei, SFi〉 ∈ SG tel que Fi ∈ SFi ; de plus, @Groot =
〈typeroot, SFroot〉 ∈ SG tel que Froot ∈ SFroot.
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Un FM peut être représenté sous la forme d’une formule booléenne conjonctive (CNF) dans
laquelle chaque feature est représentée par un littéral [Mendonca 09]. Nous définissons donc
la cohérence d’un FM par la satisfiabilité de sa formule pour n’importe quel littéral interprété
comme vrai. Dit autrement, un FM est cohérent s’il existe au moins une solution (modèle logique
ou configuration) à la formule associée à ce FM et chaque feature peut être incluse dans au
moins une configuration 7.
Propriété 5.3.1 (Cohérence d’un FM) :
Soit V = 〈Froot, SF, SG, SC〉 un FM. Il existe alors une formule CNF Γ dont les littéraux sont
l’ensemble des features présentes dans SF ∪ {Froot} et qui définit formellement la sémantique
du FM représentée par ses groupes et ses contraintes.
V est cohérent si ∀Fi ∈ SF ∪ {Froot}, il existe un modèle de Γ Ii tel que si Ii(Fi) est vrai
alors Γ est satisfiable.
Sauf mention explicite, nous ne considérons dans la suite du document que des FM cohérents
selon cette propriété.
Nous utilisons un formalisme graphique inspiré du formalisme défini par Kang et al. et
utilisé dans de nombreux travaux pour représenter les FM [Kang 90, Czarnecki 02]. L’arbre est
graphiquement représenté de manière verticale avec la racine en haut. Les types de groupes sont
représentés directement sur les features pour les groupes unitaires : un disque noir indique une
feature dans un groupe obligatoire et un cercle noir vide indique une feature dans un groupe
optionnel. Pour les groupes possédant plusieurs features, les types sont directement indiqués
par un arc de cercle : un arc plein noir indique un groupe OR, alors qu’un arc vide indique un
groupe XOR. Enfin, les contraintes sont précisées de manière textuelle sous ou à côté du FM.
Afin de simplifier la lecture, nous écrivons directement les implications (⇒) et équivalences (⇔)
dans la représentation graphique.
Exemple 7 : Feature models de l’exemple fil rouge
Nous présentons dans le cadre de notre exemple fil rouge une variabilité simplifiée afin
de conserver une certaine lisibilité dans nos exemples.
La Figure 5.5 montre les quatre FM associés à nos quatre concepts de l’exemple
représentés dans le modèle du domaine (voir Figure 5.3).
L’Immeuble possède une variabilité élémentaire : il peut posséder un raccordement à la
Fibre optique et un Chauffage central, celui-ci pouvant être alimenté au Fioul ou au Gaz.
La variabilité d’un Appartement est plus complexe. Ainsi, un appartement peut disposer
d’un raccordement à la fibre optique, un Ordinateur Central et doit disposer d’un Chauffage.
L’ordinateur central peut gérer soit la Temperature, la Luminosité ou encore la Securité.
Le type de Chauffage peut être Fioul, Gaz ou Electrique. Enfin, le Chauffage peut être
Centralisé ou non, et s’il l’est peut fonctionner par Plancher chauffant ou par Radiateur.
Par ailleurs, si l’ordinateur central est en charge de la Sécurité alors l’appartement doit
être raccordé à la Fibre optique ; de même, si l’ordinateur est en charge de la gestion de la
Temperature, l’appartement doit être équipé d’un chauffage Centralisé.
Une Piece peut posséder des Actionneurs, des Capteurs ou des Radiateurs. Nous défi-
nissons trois types de Capteurs pour détecter des variations de Temperature, de Luminosite
7. Il ne contient aucune feature morte.
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∪E⊆∪root.
Exemple8:Etatdeconﬁguration
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Un état de configuration pour l’Immeuble est défini dans le Listing 5.1.
Listing 5.1 – Etat de configuration
selections : Immeuble, Chauffage Central
exclusions : Fibre Optique
Un état de configuration peut être partiel ou complet : on dit qu’il est complet si toutes les
features du FM sont soit sélectionnées soit exclues.
Propriété 5.3.2 (Etat de configuration complet) :
Soit V = 〈Froot, SF, SG, SC〉 un feature model. Soit S = 〈V , SS, SE〉 un état de configuration
qui lui est associé.
S est complet si et seulement si SS ∪ SE = SF ∪ Froot.
Exemple 9 : Etat de configuration complet
Un état de configuration complet pour l’Immeuble est présenté dans le Listing 5.2 :
toutes les features du FM Immeuble sont dans un état sélectionné ou exclu.
Listing 5.2 – Etat de configuration
selections : Immeuble, Chauffage Central, Gaz
exclusions : Fibre Optique, Fioul
Un état de configuration est cohérent relativement à un FM, si le FM est cohérent et
l’ensemble de ses contraintes (type des groupes et contraintes internes) sont respectées. On peut
expliciter les règles ainsi :
1. aucune feature ne peut être à la fois sélectionnée et exclue ;
2. la racine est forcément sélectionnée ;
3. pour toute feature sélectionnée, son parent doit également être sélectionné ;
4. une feature appartenant à un groupe obligatoire est forcément sélectionnée si son parent
est sélectionné ;
5. deux features appartenant à un groupe XOR ne peuvent être sélectionnées en même
temps ;
6. si une feature sélectionnée possède un groupe OR ou XOR, au moins une feature du
groupe doit être sélectionnée ;
7. les contraintes du FM sont respectées.
Propriété 5.3.3 (Etat de configuration cohérent) :
Soit V = 〈Froot, SF, SG, SC〉 un feature model cohérent (voir Propriété 5.3.1).
Soit S = 〈V , SS, SE〉 un état de configuration qui lui est associé.
S est cohérent par rapport à la sémantique de V si toutes les propriétés suivantes sont
vérifiées :
1. SS ∩ SE = ∅ ;
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2. Froot ∈ SS ;
3. ∀ Fi ∈ SS \ Froot, avec Fi = 〈idi,Fp, SGi〉, alors Fp ∈ SS ;
4. ∀ Gm ∈ SG tel que Gm = 〈Obligatoire, {Fi}〉, avec Fi = 〈idi,Fp, SGi〉, si Fp ∈ SS
alors Fi ∈ SS ;
5. ∀ {Fi,Fj} ⊆ SS, @ G = {XOR,SFg} ∈ SG tel que {Fi,Fj} ⊆ SFg ;
6. ∀ Fi ∈ SS \ Froot, avec Fi = 〈idi,Fp, SGi〉, ∀ Gi ∈ SGi tel que Gi = 〈type, SFi〉 avec
type ∈ {OR,XOR} alors SFi ∩ SS 6= ∅ ;
7. ∀ CST i ∈ SC, CST i ⇔ F0 ∨ ... ∨ Fni alors CST i doit être satisfiable selon le modèle
logique donné par l’état de configuration.
Nous pouvons alors définir la notion de configuration d’un FM par rapport à un état de
configuration.
Définition 5.3.5 (Configuration d’un FM) :
Nous définissons la configuration d’un FM comme un état de configuration complet et cohérent.
Par abus de langage et afin de simplifier le discours, nous nommons configuration partielle un
état de configuration qui est cohérent mais non complet.
Etant donné un FM V , nous notons JVK l’ensemble des configurations complètes et cohé-
rentes de V .
Il est important de noter que la cohérence de l’état de configuration est indépendante de sa
complétude : un état de configuration partiel peut être cohérent et réciproquement. De même, un
état de configuration partiel peut être incohérent selon la Propriété 5.3.3 sans que la sémantique
du FM soit violée : des features peuvent encore être sélectionnées ou exclues pour rétablir la
cohérence.
En revanche, un état de configuration peut également violer la sémantique du FM, qu’il soit
complet ou non. Nous introduisons donc la notion d’état de configuration faux relativement à un
FM. Un état de configuration est faux si le FM n’est pas cohérent ou si le FM est cohérent et au
moins une de ces règles est vérifiée :
1. il existe une feature à la fois sélectionnée et exclue ;
2. la racine du FM est exclue ;
3. il existe une feature sélectionnée dont le parent est exclu ;
4. il existe une feature obligatoire exclue alors que son parent est sélectionné ;
5. deux features d’un même groupe XOR sont sélectionnées ;
6. il existe un groupe OR ou XOR dont le parent est sélectionné mais dont tous les membres
sont exclus ;
7. une contrainte dont toutes les features sont sélectionnées ou exclues n’est pas respectée.
Propriété 5.3.4 (Etat de configuration faux) :
Soit V = 〈Froot, SF, SG, SC〉 un feature model.
Si V n’est pas cohérent selon la Propriété 5.3.1 alors l’état de configuration est considéré
comme faux.
Si V est cohérent, soit S = 〈V , SS, SE〉 un état de configuration qui lui est associé.
69
5.3. Représenter la variabilité par concepts Chapitre 5. Modéliser des LPL complexes
Alors S est faux par rapport à la sémantique de V si au moins l’une des propriétés suivantes
n’est pas vérifiée :
1. SS ∩ SE 6= ∅ ;
2. Froot /∈ SS ;
3. ∃ Fi ∈ SS \ Froot telle que Fi = 〈idi,Fp, SGi〉 avec Fp ∈ SE ;
4. ∃ Gi ∈ SG tel que Gi = 〈Obligatoire, {Fi}〉 avec Fi = 〈idi,Fp, SGi〉 et Fi ∈ SE alors
que Fp ∈ SS ;
5. ∃ Gi ∈ SG tel que Gi = 〈XOR,SFi〉 avec SFi = {F0, ...,Fn} et |SFi ∩ SS| > 1 ;
6. ∃ Fi ∈ SS tel que Fi = 〈idi,Fp, SGi〉, ∃ Gi ∈ SGi tel que Gi = 〈type, SFi〉 avec
type ∈ {XOR,OR} et SFi = {F0, ...,Fn} et SFi ∩ SE = SFi ;
7. ∃ CST i ∈ SC avec CST i = 〈ST, SN〉 telle que ST ∪ SN ⊆ SS ∪ SE et CST i n’est
pas satisfiable par le modèle logique donné par l’état de configuration.
Sauf mention explicite tous les états de configuration que nous mentionnons dans le reste du
document sont considérés comme cohérents.
Exemple 10 : Etat de configuration complet, partiel et faux
L’exemple suivant pour le FM Piece décrit dans la Figure 5.5 est complet et cohérent :
Listing 5.3 – Etat de configuration complet et cohérent
selections : Piece, Capteurs, CTemperature, Actionneurs, AThermostat, Radiateur
exclusions : CPresence, CLuminosite, AStore, ASecurite, Alarme, Verrou
Toutes les features sont en effet présentes, soit dans le set des éléments sélectionnés soit
dans le set des éléments exclus.
Un état de configuration partiel et cohérent pour le même FM serait le suivant :
Listing 5.4 – Etat de configuration partiel et cohérent
selections : Piece, Capteurs, CPresence, Actionneurs, ASecurite
exclusions : CLuminosite, AStore, AThermostat
On constate qu’il manque bien des features, en particulier aucun choix n’a été fait entre
Alarme et Verrou.
Enfin, un état de configuration faux pour le même FM serait le suivant :
Listing 5.5 – Etat de configuration faux
selections : Piece, Alarme, CTemperature
exclusions : CLuminosite, AStore, Radiateur, AThermostat, CPresence, ASecurite, Verrou
On constate ici plusieurs incohérences par rapport à la sémantique du FM. Tout d’abord,
Alarme ne peut être sélectionnée et ASecurite exclue cette dernière étant le parent de Alarme.
Par ailleurs une contrainte spécifie que si CTemperature est sélectionnée alors Radiateur
ou AThermostat doit être sélectionné, or les deux sont ici exclus. L’état de configuration est
donc faux.
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Propriété 5.3.5 (Etat de configuration et opérations ensemblistes) :
On définit les opérations ensemblistes entre deux états de configuration se référant au même
FM, en effectuant indépendamment les opérations entre les ensembles contenant les éléments
sélectionnés et les ensembles contenant les éléments exclus.
Ainsi, en considérant Si = 〈V , SSi, SEi〉 et Sj = 〈V , SSj, SEj〉, on a :
— Si op Sj ⇔ 〈V , SSi op SSj, SEi op SEj〉 avec op ∈ {∪,∩}
— et Si op Sj ⇔ (SSi op SSj) ∧ (SEi op SEj) avec op ∈ {⊂,⊃,⊆,⊇,=}.
Nous définissons par extension l’ensemble des configurations atteignables à partir d’un état
de configuration.
Propriété 5.3.6 (Ensemble de configurations atteignables à partir d’un état de configura-
tion) :
Soit V un FM. Soit S = 〈V , SS, SE〉 un état de configuration cohérent.
Nous définissons JSK l’ensemble des configurations atteignables à partir de S avec :JSK = {S ′|∀ S ′ = 〈V , SS ′, SE ′〉 avec S ′ ⊆ S et S ′ respecte la Propriété 5.3.2 et la Pro-
priété 5.3.3}.
Nous avons nécessairement JSK ⊆ JVK.
Si S est complet alors JSK = {S}.
La complexité d’un FM peut être définie par de nombreuses métriques comme son nombre de
features, de contraintes ou encore le ratio entre le nombre de features et de contraintes [Bagheri 11].
Dans notre formalisme, nous sommes principalement intéressés de connaître le nombre de confi-
gurations réalisables à partir d’un FM. Ainsi nous définissons la complexité d’un FM, comme le
nombre de configurations atteignables par le FM. Par extension, nous définissons la complexité
d’un état de configuration comme le nombre de configurations atteignables à partir de l’état de
configuration courant.
Propriété 5.3.7 (Complexité d’un FM et d’un état de configuration) :
Soit V un FM.
Nous notons la complexité d’un FM θ(V). Nous définissons cette complexité θ(V) = | JVK |.
Soit S = 〈V , SS, SE〉 un état de configuration de V . Nous notons la complexité d’un état de
configuration θ(S). Nous définissons la complexité d’un état de configuration θ(S) = | JSK |.
5.4 Gérer les contraintes entre les modèles de variabilité
Le modèle du domaine nous permet de représenter la variabilité complexe d’un domaine
en la considérant concept par concept. Cependant, les différents modèles de variabilité peuvent
être interdépendants : les produits exprimés dans chaque famille de produits ne sont pas
nécessairement tous compatibles relativement aux associations. Ainsi, il est nécessaire de
représenter des contraintes entre les FM des différents concepts. Nous proposons un mécanisme
d’expression de ces contraintes basé sur l’état de configuration du FM et sur une action à réaliser
sur un état de configuration d’un FM dépendant.
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5.4.1 A propos d’actions de configuration sur les FM
Si différents types d’actions sont disponibles dans notre formalisme d’action présenté au
chapitre suivant (voir section 6.5), nous ne considérons dans nos contraintes que des actions à
appliquer sur les FM. Ainsi 3 types d’actions sont possibles :
1. sélectionner une feature dans un FM ;
2. exclure une feature d’un FM ;
3. ajouter une nouvelle contrainte dans un FM.
Ces actions ont toutes pour caractéristique de restreindre l’ensemble des produits dispo-
nibles à partir du FM : sélectionner ou exclure une feature implique de ne conserver que les
produits incluant ou excluant la feature en question, et ajouter une nouvelle contrainte permet de
discriminer davantage de features.
Définition 5.4.1 (Action de configuration sur les FM) :
Nous définissons une action sur un FM A[fm] comme un triplet 〈type,V , element〉 où type ∈
{Selectionne, Exclut, AjouteContrainte} représente le type de l’action, V le FM sur lequel
doit s’effectuer l’action et element représente une feature à sélectionner ou exclure dans le cas
des deux premiers types, ou une contrainte à ajouter dans le dernier type.
Nous définissons pour les actions sur les FM une opération apply qui prend deux arguments :
l’action à effectuer et l’état de configuration qui sera modifié à la suite de l’action. Cette opération
retourne un état de configuration modifié.
Soit V = 〈Froot, SF, SG, SC〉 un FM, Fi ∈ SF une feature du FM, et
— A[fm]s = 〈Selectionne,V ,Fi〉,
— A[fm]e = 〈Exclut,V ,Fi〉 et
— A[fm]a = 〈AjouteContrainte,V , CST 〉,
trois actions s’appliquant sur V où CST est une contrainte quelconque.
Soit S = 〈V , SS, SE〉 un état de configuration associé à V .
On a alors :
— apply(A[fm]s,S)→ S ′ = 〈V , SS ′, SE〉 tel que SS ′ = SS ∪ {Fi} ;
— apply(A[fm]e,S)→ S ′ = 〈V , SS, SE ′〉 tel que SE ′ = SE ∪ {Fi} ;
— apply(A[fm]a,S) → S ′ = 〈V ′, SS, SE〉 avec V ′ = 〈Froot, SF, SG, SC ′〉 tel que
SC ′ = SC ∪ {CST } ;
On peut noter que selon l’appartenance de Fi à SS ou SE et selon l’action appliquée, l’état
de configuration résultant S ′ peut être faux ou exactement identique à S , les opérations sur SS
et SE étant ensemblistes.
Soit SA = {A[fm]0, ...,A[fm]n} un ensemble d’actions s’appliquant sur le même FM V .
Nous définissons par extension l’opération apply sur la liste d’actions SA comme suit :
apply(SA,S) = apply(A[fm]n, ...apply(A[fm]0,S)...).
Par ailleurs, si SA = ∅, alors apply(SA,S) → S. Notons que nous travaillons sur des
ensembles d’actions, l’ordre des actions n’ayant aucune importance puisque nous procédons par
union ensembliste.
Par définition, l’application d’une action de configuration prend en paramètre un état de
configuration et retourne un état de configuration. L’état de configuration résultant a nécessaire-
ment une complexité égale ou inférieure (voir Propriété 5.3.7) à l’état de configuration donné en
entrée. Cela est vrai car l’état de configuration résultant restreint les futures actions possibles
menant à un état de configuration complet et cohérent (voir Propriété 5.3.2 et Propriété 5.3.3).
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Propriété 5.4.1 (Action et complexité des états de configuration) :
Soit S un état de configuration et A[fm] une action.
En considérant apply(A[fm],S)→ S ′, on a alors : θ(S) ≥ θ(S ′).
On définit la notion d’actions contradictoires comme un ensemble d’actions menant à un
état de configuration faux.
Propriété 5.4.2 (Actions contradictoires) :
Soit S un état de configuration valide et A[fm] une action. Nous définissons A[fm]i une action
contradictoire à A[fm], telle que :
apply(A[fm]i, apply(A[fm],S))→ S ′ avec S ′ un état de configuration faux (voir Propriété 5.3.4).
Par extension un ensemble d’actions est contradictoire si la propriété est vérifiée sur l’appli-
cation de l’ensemble des actions.
Ainsi l’action contradictoire d’une sélection est une exclusion et l’action contradictoire d’un
ajout de contrainte est un ajout d’une contrainte menant à une formule contradictoire.
Propriété 5.4.3 (Construction d’actions contradictoires) :
Soit V = 〈Froot, SF, SG, SC〉 un FM, Fi ∈ SF une feature du FM, et
— A[fm]s = 〈Selectionne,V ,Fi〉,
— A[fm]e = 〈Exclut,V ,Fi〉 et
— A[fm]a = 〈AjouteContrainte,V , CST 〉.
On identifie alors les actions contradictoires suivantes :
— A[fm]e est l’action contradictoire de A[fm]s ;
— réciproquement A[fm]s est l’action contradictoire de A[fm]e ;
— soit A[fm]ai = 〈AjouteContrainte,V , CST i〉 une action contradictoire de A[fm]a
avec CST i une contrainte telle que la conjonction de CST et CST i donne lieu à une
formule logique contradictoire.
Propriété 5.4.4 (Composition d’actions, idempotence et ordre) :
Soit S un état de configuration du FM V et A[fm]0 A[fm]1 deux actions quelconques s’appli-
quant sur V .
On peut définir la composition d’action, A[fm]0 ◦ A[fm]1 telle que :
apply(A[fm]0 ◦ A[fm]1,S) = apply(SA,S) avec SA = {A[fm]0,A[fm]1}.
L’ordre de la composition des actions sur les FM n’a pas d’importance : les actions ne sont
jamais interdépendantes, le résultat sur l’état de configuration sera donc toujours le même quel
que soit l’ordre.
Cela est vrai car on peut considérer le FM comme une formule CNF et les actions comme
un ensemble de valeurs pour les littéraux de cette formule : quel que soit l’ordre dans lequel les
littéraux sont donnés la vérification de la formule reste la même [Mendonca 09].
De fait, apply(A[fm]0 ◦ A[fm]1,S)⇔ apply(A[fm]1 ◦ A[fm]0,S).
Par ailleurs, chaque action sur les FM est idempotente : l’application de la même action
plusieurs fois ne changera pas l’état de configuration ni le FM.
Ainsi, apply(A[fm]0 ◦ A[fm]0,S)⇔ apply(A[fm]0,S).
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Enfin, nous pouvons construire pour chaque FM une liste bornée d’actions réalisables dans
ce FM.
Propriété 5.4.5 (Finitude de la liste des actions réalisables dans un FM) :
Soit V = 〈Froot, SF, SG, SC〉 un FM quelconque. Soit n = |SF | le nombre total de features
du FM. Soit SCall l’ensemble des contraintes possibles du FM.
Nous pouvons construire la liste SA des actions définies pour ce FM, SA = Sselectionne ∪
Sexclu ∪ Scontrainte avec :
— Sselectionne =
⋃A[fm]i avec A[fm]i = 〈Selectionne,V ,Fi〉, ∀Fi ∈ SF ;
— Sexclu =
⋃A[fm]j avec A[fm]j = 〈Exclut,V ,Fj〉, ∀Fj ∈ SF ;
— Scontrainte =
⋃A[fm]k avec A[fm]k = 〈AjouteContrainte,V , CST k〉, ∀CST k ∈
SCall.
La liste SA est toujours bornée et cette borne maximale est dépendante du nombre de
features du FM. Chaque contrainte peut s’exprimer sous la forme d’une formule conjonctive
contenant au maximum l’ensemble des features. Le nombre de contraintes possibles est donc
borné par le nombre de sous-ensembles que l’on peut obtenir à partir de deux fois la liste des
features du FM : chaque feature peut en effet être considérée dans la formule conjonctive sous
sa forme inverse (¬a). Dans notre cas la taille de SCall est donc bornée par 22n avec n le nombre
de features du FM.
Il existe donc au plus autant d’actions AjouteContrainte que la taille maximale de SCall. En
outre, le nombre d’actions Selectionne et Exclut est intrinsèquement dépendant du nombre de
features.
SA est donc finie et bornée : |SA| < 2n+ 22n où n = |SF |.
5.4.2 Définition des règles et fonctions
De la même façon que des contraintes sont utilisées de manière interne au FM pour expri-
mer des implications ou des exclusions entre des features, nous avons besoin d’exprimer des
contraintes entre les FM.
Pour cela, nous nous inspirons du modèle de contraintes de Dhungana et al. utilisé dans la
solution Invar [Dhungana 13].
Nous définissons des règles de restriction qui, à partir de l’état de configuration d’un FM,
vont déterminer une action à appliquer sur un autre FM.
Définition 5.4.2 (Règle de restriction) :
Nous définissons une règle de restrictionRsource→cible orientée du FM source vers le FM cible
comme un couple 〈S,A[fm]〉 avec S un état de configuration minimum à atteindre relatif à
Vsource et A[fm] une action à appliquer sur un état de configuration de Vcible.
Une règle de restriction n’est applicable que si l’état de configuration qu’elle définit est
atteint par un état de configuration en cours.
Propriété 5.4.6 (Applicabilité d’une règle de restriction) :
SoitRsource→cible = 〈S,A[fm]〉 une règle de restriction.
Soit S = 〈Vsource, SSsource, SEsource〉 et A[fm] = 〈type,Vcible, element〉.
La propriété d’applicabilité spécifie que la règle Rsource→cible s’applique à Ssource si et
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seulement si S ⊆ Ssource.
Nous pouvons ainsi définir l’opération d’application d’une règle de restriction qui se base
sur cette propriété d’applicabilité.
Propriété 5.4.7 (Application de règle de restriction) :
Nous définissons l’opération applyRule qui prend en argument la règle de restriction à appliquer,
l’état de configuration relatif au concept source de la règle, et l’état de configuration relatif
au concept cible de la règle. L’opération retourne un état de configuration cible modifié par
l’action de la règle de restriction si et seulement si la propriété d’applicabilité est respectée (voir
Propriété 5.4.6).
SoitRsource→cible = 〈S,A[fm]〉 une règle de restriction.
Soit S = 〈Vsource, SSsource, SEsource〉 et A[fm] = 〈type,Vcible, element〉.
Soit Ssource et Scible des états de configuration relatifs à Vsource et à Vcible.
applyRule(Rsource→cible,Ssource,Scible) → apply(A[fm],Scible) si et seulement si S ⊆
Ssource, sinon applyRule(Rsource→cible,Ssource,Scible)→ Scible.
Par extension nous pouvons définir également la même fonction pour un ensemble de règles
de restriction : soit SR = {R0, ...,Rn} avec ∀ Ri ∈ SR,Ri = 〈Si,A[fm]i〉.
On a alors applyRule(SR,Ss,Sc) ⇒ apply(A[fm]0 ◦ ... ◦ A[fm]n,Sc) pour tous les Ss
avec Si ⊆ Ss, 0 6 i 6 n. Et Ss reste inchangé à la suite de cette opération. Ainsi, l’application
d’un ensemble de règles de restriction ne dépend pas de l’ordre d’application des règles.
Afin de simplifier la notation des règles de restriction, nous utilisons une notation textuelle
explicite qui (i) définit les concepts (et donc les FM) sources et cibles, (ii) présente en partie
gauche l’état de configuration relatif au FM source à atteindre et (iii) présente en partie droite
l’action à effectuer sur l’état de configuration relatif au FM cible.
Exemple 11 : Règle de restriction entre Piece et Ouverture
Une règle de restriction peut être créée entre les FM Pièce et Ouverture représentés
dans la Figure 5.5 afin de représenter l’exigence suivante : “si un Actionneur Verrou est
sélectionné dans Piece un Verrou doit être sélectionné dans Ouverture”.
Cette règle va définir un état minimum à atteindre sur le FM Piece contenant uniquement
la feature Verrou dans l’ensemble des features sélectionnées et par une action de sélection
sur le FM Ouverture prenant comme argument la feature Verrou de ce dernier FM.
On notera la règle de la façon suivante :
Listing 5.6 – Exemple de règle de restriction entre Piece et Ouverture
regle piece_ouverture_verrou
source Piece
cible Ouverture
selections [Verrou], exclusions [] => SELECTIONNE Verrou
Il est cependant possible d’exprimer des contraintes plus complexes, notamment en
utilisant l’action AjouteContrainte. On peut par exemple représenter l’exigence suivante :
“si un Actionneur Store est sélectionné alors une Ouverture est soit une Porte soit une
Fenetre avec Store”.
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Cette exigence s’exprime en créant un ajout de contrainte dans le FM Ouverture
spécifiant que soit Porte est sélectionné, soit Store doit être sélectionné, lorsqu’une Piece
contient un Actionneur de Store.
Listing 5.7 – Règle de restriction complexe entre Piece et Ouverture
regle piece_ouverture_store
source Piece
cible Ouverture
selections [AStore], exclusions [] => AjouteContrainte Store or Porte
Il est également possible de créer des règles de restriction à partir d’un état de configu-
rations plus complexe. Par exemple entre Piece et Appartement on peut vouloir exprimer
l’exigence suivante : “si un Actionneur sur le Thermostat est sélectionné dans Piece sans
Radiateur alors l’ Appartement dispose d’un chauffage par le Plancher”.
Cette contrainte sera réalisée de la façon suivante :
Listing 5.8 – Règle de restriction entre Piece et Appartement
regle piece_appartement_plancher
source Piece
cible Appartement
selections [AThermostat], exclusions [Radiateur] => SELECTIONNE Plancher
Nous regroupons un ensemble de règles par fonction de restriction. Les fonctions sont
également orientées d’un concept source vers un concept cible, toutes les règles contenues dans
une fonction doivent avoir la même orientation.
Par ailleurs, l’ensemble des règles de restriction au sein d’une fonction de restriction est
traité en conjonction : l’application de la fonction de restriction consiste à appliquer l’ensemble
des règles.
Définition 5.4.3 (Fonction de restriction) :
Nous définissons une fonction de restriction RF comme un triplet 〈Dsource,Dcible, SR〉 avec
Dsource son concept source, Dcible son concept cible et SR = {R0, ...,Rn} l’ensemble des
règles qu’elle contient.
∀ Ri ∈ SR,Ri = 〈Si,A[fm]i〉, on a Si = 〈Vsource, SSi, SEi〉 etA[fm]i s’applique à Vcible,
avec Vsource  Dsource et Vcible  Dcible.
On noteRF i→j pour exprimer une fonction orientée du concept i vers le concept j.
Bien qu’une règle ne permette d’exprimer qu’une unique action, l’ensemble des règles
associées à la fonction de restriction va permettre d’exprimer des compositions d’actions pour
un état donné.
Nous définissons l’application d’une fonction de restriction sur un couple d’états de confi-
guration correspondants aux états respectifs des FM des concepts sources et cibles, comme
l’application de chacune des règles de restriction de la fonction sur le couple.
Propriété 5.4.8 (Application d’une fonction de restriction) :
Soit Ssource un état de configuration associé au FM de Dsource et Scible un état de configuration
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associé au FM de Dcible. Nous définissons l’opération applyRF qui prend en argument la
fonction de restrictionRF à appliquer et les états de configuration des concepts source et cible.
Le résultat correspond à l’état de configuration du concept cible modifié par une ou plusieurs
actions des règles de restriction lorsque les états de configuration des règles correspondantes
sont inclus dans l’état de configuration du concept source.
On définit applyRF (RF ,Ssource,Scible) → applyRule(SRs,Ssource,Scible) avec RF =
〈Dsource,Dcible, SR〉 et SRs = {
⋃Ri|Ri ∈ SR pourRi = 〈Si,A[fm]i〉 avec Si ⊆ Ssource}.
Les fonctions de restriction sont contenues au sein des associations (voir Définition 5.2.4),
une fonction de restriction ne peut donc travailler que sur les concepts correspondants aux
extrémités de l’association.
Propriété 5.4.9 (Cohérence des fonctions de restriction au sein des associations) :
Soit Aij = {Ei, Ej, SRF} une association où SRF représente l’ensemble des fonctions de
restriction.
Si on aAij  (Di,Dj) alors ∀RF ∈ SRF , on aRF = 〈Di,Dj, SR〉 ouRF = 〈Dj,Di, SR〉.
Par ailleurs, les règles sont toutes interprétées lors de l’application d’une fonction, comme il
n’existe pas de relation d’ordre dans l’application des actions sur un FM (voir Propriété 5.4.4),
il n’existe donc pas non plus de relation d’ordre sur l’application des règles ni, par extension,
sur l’application des fonctions de restriction.
Exemple 12 : Fonction de restriction
On considère dans notre exemple fil rouge une fonction de restriction entre Appartement
et Piece.
Cette fonction définit trois règles pour respectivement (i) sélectionner le Capteur de
Temperature lorsque la feature Temperature de l’Ordinateur Central est sélectionnée, (ii)
sélectionner le Capteur de Luminosité lorsque la feature Luminosité de l’Ordinateur Central
est sélectionnée et (iii) sélectionner le capteur de Présence lorsque la feature Securite de
l’Ordinateur Central est sélectionnée.
Listing 5.9 – Fonction de restriction entre Appartement et Piece
regle appartement_piece_temperature
source Appartement
cible Piece
selections [Temperature], exclusions [] => SELECTIONNE CTemperature
regle appartement_piece_luminosite
source Appartement
cible Piece
selections [Luminosite], exclusions [] => SELECTIONNE CLuminosite
regle appartement_piece_securite
source Appartement
cible Piece
selections [Securite], exclusions [] => SELECTIONNE CPresence
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5.4.3 Cohérence d’une fonction de restriction
Une fonction de restriction est définie par un ensemble de règles de restriction. On dit que
la fonction est cohérente si elle ne contient pas des règles qui peuvent impliquer des actions
contradictoires à partir d’états dont l’union est un état qui n’est pas faux.
Propriété 5.4.10 (Cohérence d’une fonction de restriction) :
SoitRF source→cible = 〈Dsource,Dcible, SR〉 une fonction de restriction.
On dit queRF est cohérente si en considérant ∀ SRi = {R0, ...,Rn} ⊂ SR telle que SSi =
{
n⋃
k=0
Sk|Rk ∈ SRi avecRk = 〈Sk,A[fm]k〉} n’est pas faux (voir Propriété 5.3.4), alors SA =
{A[fm]k|Rk ∈ SRi avecRk = 〈Sk,A[fm]k〉} n’est pas contradictoire (voir Propriété 5.4.2).
5.4.4 Compatibilité des états de configuration
Nous définissons la notion de compatibilité des états de configuration : deux états de
configuration sont compatibles s’il existe une association entre les concepts qu’ils représentent
et s’ils sont compatibles selon les fonctions de restriction de cette association.
Nous commençons donc par définir la compatibilité de deux états de configuration par rapport
à une fonction de restriction. Une fonction de restriction étant orientée, nous déterminons à
partir de notre couple d’états de configuration, un état source de la fonction et un état cible
qui ne sera pas utilisé dans la fonction. Nous définissons la compatibilité entre les deux états
de configuration par le fait que l’application de la fonction retourne exactement l’état cible
d’origine, en prenant pour arguments l’état source et l’état cible donnés.
Propriété 5.4.11 (Compatibilité de deux états de configuration par rapport à une fonction
de restriction) :
SoitRF source→cible = 〈Dsource,Dcible, SR〉 une fonction de restriction.
Soit Ssource un état de configuration du concept Dsource et Scible un état de configuration du
concept Dcible.
Le couple (Ssource,Scible) est compatible par rapport àRF source→cible si et seulement si :
applyRF (RF source→cible,Ssource,Scible)→ Scible.
On note alors : (Ssource,Scible) RF source→cible.
En conséquence de cette propriété, si Si un état de configuration du concept Dcible, alors
applyRF (RF source→cible,Ssource,Si)→ S ′i avec (Ssource,S ′i) RF source→cible.
Exemple 13 : Compatibilité des états de configuration
Soit Sappart un état de configuration relatif au FM Appartement spécifiant que Lumino-
sité est sélectionnée et Spiece un état de configuration relatif au FM Piece spécifiant que la
feature CLuminosité est exclue.
D’après la fonction de restriction exprimée dans l’exemple 12 ces deux états de confi-
guration sont incompatibles car ils ne respectent pas l’une des règles de restriction de la
fonction.
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La compatibilité d’un couple d’états de configuration par rapport à une association est
déterminée par la compatibilité du couple par rapport à toutes les fonctions de restriction de
l’association.
Propriété 5.4.12 (Compatibilité de deux états de configuration par rapport une associa-
tion) :
Soit Aij une association entre les concepts Di et Dj , Aij = 〈Ei, Ej, SF 〉.
Soit Si un état de configuration du concept Di et Sj un état de configuration du concept Dj .
Le couple (Si,Sj) est compatible par rapport à l’association Aij si et seulement si :
∀ RF i→j ∈ SF , (Si,Sj) RF i→j et ∀ RF j→i ∈ SF , (Sj,Si) RF j→i.
On note la compatibilité d’un couple d’états de configuration par rapport à une association :
(Si,Sj) Aij .
5.4.5 Règles contraposées et fonctions inverses
Si les associations sont bidirectionnelles, les règles et les fonctions de restriction en revanche
sont orientées : elles référencent un concept source et un concept cible sur lesquels s’appliquer.
Nous définissons donc la notion de contraposée à une règle et par extension de fonction inverse
à une fonction, comme les règles et fonctions définissant une orientation contraire avec une
sémantique équivalente.
L’idée est de pouvoir définir que si on a une règle du type “A implique B” alors on devrait
également avoir le symétrique “non B implique non A”. Dans notre formalisme cela se traduit
par “état A implique action B” alors “non (état déduit de l’action B) implique non (action déduite
de l’état A)”.
Le calcul de la contraposée à une règle respecte les propriétés suivantes :
1. le FM source (resp. le FM cible) de la règle d’origine devient le FM cible (resp. le FM
source) de la règle contraposée ;
2. l’action de la règle d’origine détermine l’état de configuration de la règle contraposée ;
3. l’état de configuration de la règle d’origine détermine l’action à effectuer dans la règle
contraposée.
Propriété 5.4.13 (Calcul de la contraposée à une règle) :
SoitR = 〈S,A[fm]〉 une règle de restriction avec S = 〈Vs, SS, SE〉 et
A[fm] = 〈type,Vc, element〉.
Nous définissons SRinv = {Rinv0 , ...,Rinvn} l’ensemble des règles contraposées, avec
∀ Rinvi ∈ SRinv, Rinvi = 〈Sinv,A[fm]invi〉. Nous avons alors Sinv = 〈Vc, SSinv, SEinv〉 et
A[fm]inv = 〈typeinv,Vs, elementinv〉.
L’action d’origineA[fm] va permettre de déterminer l’état de configuration de la contraposée.
Trois cas sont à envisager :
1. soit l’action est un ajout de contrainte, type = AjouteContrainte l’état de configuration
de la contraposée sera alors construit en considérant la contrainte : element = 〈ST, SN〉
où ST représente l’ensemble des littéraux sans opérateur et SN l’ensemble des features
avec l’opérateur non ; on a alors pour l’état de configuration : SSinv = {
⋃Fi|Fi ∈ SN}
et SEinv = {
⋃Fi|Fi ∈ ST} ;
2. soit l’action est une sélection type = Selectionne l’état de configuration est alors
SSinv = ∅ et SEinv = {element} ;
79
5.4. Gérer les contraintes entre les modèles de variabilité Chapitre 5. Modéliser des LPL complexes
3. soit l’action est une exclusion type = Exclut l’état de configuration est alors
SSinv = {element} et SEinv = ∅.
Enfin, l’état de configuration d’origine S va déterminer l’action à effectuer. Nous devons
considérer deux cas :
1. soit l’état de configuration ne concerne qu’une unique feature : |SS ∪ SE| = 1, alors
on crée l’action en fonction de l’ensemble où se trouve la feature : si SS = {Fi} (resp.
SE) alors on a A[fm]inv = 〈Exclut,Vi,Fi〉 (resp. 〈Selectionne,Vi,Fi〉) ;
2. soit l’état de configuration concerne plusieurs features : |SS∪SE| > 1, on crée alors une
action de contrainteA[fm]inv = 〈AjouteContrainte,V0, CST 〉 avec CST = 〈ST, SN〉
et ST ≡ SE et SN ≡ SS.
Exemple 14 : Règles de restrictions et contraposées
Soit la règle entre Appartement et Piece telle que si la feature Luminosité est sélection-
née dans Appartement, elle l’est aussi dans Piece (voir 12).
La règle contraposée à cette règle est réalisée entre Piece et Appartement et exprime
que si Luminosité est exclue dans Piece alors elle est aussi exclue dans Appartement.
Listing 5.10 – Règle de restriction contraposée entre Piece et Appartement
regle appartement_piece_luminosite
source Appartement
cible Piece
selections [Luminosite], exclusions [] => SELECTIONNE CLuminosite
regle appartement_piece_luminosite_contra
source Piece
cible Appartement
selections [], exclusions [CLuminosite] => EXCLU Luminosite
La règle contraposée pour la règle de restriction entre Piece et Ouverture pour la gestion
des Store (voir exemple 11) donne lieu à une partie gauche bien plus complexe :
Listing 5.11 – Règle de restriction contraposée entre Ouverture et Piece
regle piece_ouverture_store
source Piece
cible Ouverture
selections [AStore], exclusions [] => AjouteContrainte Store or Porte
regle piece_ouverture_store_contra
source Ouverture
cible Piece
selections [], exclusions [Store, Porte] => EXCLU AStore
A l’inverse, la règle contraposée pour la règle de restriction entre Piece et Appartement
pour le chauffage par le Plancher (voir exemple 11) donne lieu à une partie droite bien plus
complexe :
Listing 5.12 – Règle de restriction contraposée entre Appartement et Piece
regle piece_appartement_plancher
source Piece
cible Appartement
selections [AThermostat], exclusions [Radiateur] => SELECTIONNE Plancher
regle piece_appartement_plancher_contra
source Appartement
cible Piece
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selections [], exclusions [Plancher] => AjouteContrainte !AThermostat or Radiateur
Une fonction inverse à une fonction est donc construite par l’agrégation de toutes les règles
contraposées des règles de restriction de la fonction d’origine.
Propriété 5.4.14 (Fonction inverse à une fonction de restriction) :
SoitRF = 〈Dsource,Dcible, SR〉 une fonction de restriction.
La fonction de restrictionRF inv est une fonction inverse deRF si et seulement si :
RF inv = 〈Dcible,Dsource, SRinv〉 avec SRinv = {
⋃
SRi|Ri ∈ SR, et SRi est l’ensemble des
règles contraposées calculées à partir deRi}.
5.5 Représentation d’une configuration composite
Une grande part de la flexibilité permise par notre processus de configuration réside dans
la possibilité pour l’utilisateur de décider lui-même de la manière dont il veut composer les
différentes configurations réalisées pour chacun des concepts représentés dans la ligne.
5.5.1 Définitions
Nous définissons la notion de configuration composite comme un assemblage de sous-
configurations liées entre elles et respectant le modèle du domaine.
Une sous-configuration est à la fois une instance d’un concept du domaine mais également
une configuration du FM représentant ce concept. Elle est ainsi définie par le concept qu’elle
représente et par un état de configuration cohérent et complet.
Définition 5.5.1 (Sous-configuration) :
Nous définissons une sous-configuration SC comme un triplet 〈D,S, C〉 avec D le concept
qu’elle représente, S son état de configuration, et C le contexte de configuration dans lequel la
sous-configuration été créée (nous définissons ce concept dans le chapitre suivant section 6.3).
En considérant V le FM référencé par D, alors S est un état de configuration de V . De plus,
S représente un état de configuration complet (Propriété 5.3.2) et cohérent (Propriété 5.3.3) de
V .
On note la relation entre une sous-configuration et le concept qu’elle instancie : SC  D.
Le formalisme graphique que nous utilisons pour représenter une sous-configuration indique
le nom du concept qui est instancié (le type dans la légende), le nom de l’instance réalisée
afin de pouvoir l’identifier plus facilement et présente les features qui ont été sélectionnées
dans la configuration. Toutes les autres features du FM qui ne sont pas représentées dans la
sous-configuration sont de fait exclues.
Exemple 15 : Sous-configuration
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orteCouloir : uverture
{uverture,ype,orte}
égende
nom:Concept
{features sélectionnées}
tudio : Appartement
{Appartement,Chaufage,
ype, Gaz}
IGURE5.6–Exemplesdesous-conﬁgurations
aigure5.6donnedeuxexemplestrèssimplesdesous-conﬁgurationsdeuverture
etAppartementpournotreexempleﬁlrouge.
esliensréalisésentrelessous-conﬁgurationssontdesinstancesdesassociationsentreles
conceptsreprésentésdanslemodèledudomaine.
Déﬁnition5.5.2(ien):
ousdéﬁnissonsunliencommeuntripletCi,Cj,A oùCireprésentelasous-conﬁguration
d’uneextrémitédulien,Cjlasous-conﬁgurationdelasecondeextrémitédulien,etAl’asso-
ciationinstanciéeparlelien.
iA {Da,Db},alorsCi DaetCj Dbouinversement.
nnoteaveclesymbole∈larelationd’appartenanced’unesous-conﬁgurationàunlien.
arexemple:Ci∈.
inalementlaconﬁgurationcompositeestreprésentéecommeunensembledesous-
conﬁgurationsetdeliensentrecessous-conﬁgurations,cetassemblagedécrivantuneinstance
dumodèledudomaine.
Déﬁnition5.5.3(Conﬁgurationcomposite):
ousdéﬁnissonsuneconﬁgurationcompositeCCcommeuntripletM,C,avecM
lemodèledudomainequel’onchercheàsatisfaire,C{C0,..,Cn}unensemblede
sous-conﬁgurationset{0,..,m}unensembledeliensentrecessous-conﬁgurations.
nnotelarelationentreuneconﬁgurationcompositeetlemodèledudomainequ’ele
instancie:CC M.
Exemple16:Conﬁgurationcomposite
tudio : Appartement
{Appartement, Chaufage, 
ype, Gaz}
porteEntree : uverture
{uverture,ype,orte}
sejour : iece
{iece}
l2 l3
l4
malBuidling : Immeuble
{Immeuble}
l1
IGURE5.7–Exempled’uneconﬁgurationcompositeminimale
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2 : Appartement
{Appartement, Chaufage, 
ype, Gaz}
ejour2 : iece
{iece, Capteur, 
Cresence, Actuateurs, 
Aecurite, erou, 
Radiateur}
Chambre2 : iece
{iece, Capteur, 
Cuminosite, Actuateurs, 
Atore, Radiateur}
porteEntree2 : uverture
{uverture, ype, orte, 
erou, Capteur, 
Etatuverture}
porteCouloir2 : uverture
{uverture, ype, orte, 
erou}
fenetre2 : uverture
{uverture, ype, enetre, 
tore}
l1
l5
l6
l7
1 : Appartement
{Appartement, Chaufage, 
ype, Electrique}
porteEntree1 : uverture
{uverture,ype,orte}
ejour1 : iece
{iece}
l2 l3
MediumBuilding : Immeuble
{Immeuble}
l0
l8
l9
l10
l11
fenetre1 : uverture
{uverture, ype, enetre, 
tore}
l4
l12
IGURE5.8–Exempled’uneconﬁgurationcomposite
aigure5.7présenteuneconﬁgurationcompositeextrêmementsimplepourl’exemple
ﬁlrouge.eslienssontreprésentésparunsimpletraitentrelessous-conﬁgurations,lelabel
audessusduliennefaitpaspartieduformalismemaisestdonnéaﬁndenouspermetre
deréférencerleliendanslesexplications.nlaconsidèrecommeminimaleausensoù
les4conceptsdumodèledudomainedenotreexempleainsiqueles4associationssont
instanciésuneseulefoischacun.
Enrevanche,laigure5.8présentetoujoursuneconﬁgurationcompositepournotre
exempleﬁlrouge,maiscetefoisavecdemultiplesinstanciationspourlesconcepts
d’Appartement,ieceetuverture,ainsiquepourtouteslesassociationsdumodèledu
domaine.
5.5.2 aliditédelaconﬁgurationcomposite
lusieurspropriétésdoiventêtresatisfaitespours’assurerdelacohérenced’uneconﬁguration
compositeparrapportàsonmodèledudomaine.
ns’intéresseenpremierlieuaurespectdelamultiplicitéexpriméesurlesconcepts.Cete
multiplicitéestvériﬁéeenregardantlacardinalitédesensemblesdesous-conﬁgurationsqui
instancientlesdiférentsconcepts.
ropriété5.5.1(aliditédelamultiplicitédesconcepts):
oitM unmodèledudomaine.naM  C,A.
oitCC M,C,uneconﬁgurationcomposite.
nditquelamultiplicitédesconceptsestrespectéedansCCsi:
∀Di∈C,soitCi{Ci|Ci∈C,Ci Di},enconsidérantDi id,i,Uiona
|Ci|∈Ui.
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Exemple 17 : Validité de la multiplicité des concepts
Ainsi la multiplicité des concepts est respectée dans les deux configurations composites
présentées dans l’exemple 16 par rapport à leur modèle du domaine que l’on retrouve Fi-
gure 5.3.
En effet, le modèle du domaine impose un minimum d’une instance de chaque concept
et il impose également que le concept d’Immeuble ne soit instancié qu’une unique fois.
Dans le cas de la configuration composite minimale ces restrictions sont bien respec-
tées : chaque concept étant instancié une et une seule fois. Dans le cas de la seconde
configuration composite, le concept d’Appartement est instancié deux fois, celui de Piece
trois fois, et celui d’Ouverture cinq fois. Cependant, l’Immeuble reste instancié une seule
fois, la configuration composite est donc également valide du point de vue des multiplicités
sur les concepts.
On s’intéresse ensuite à la validation des multiplicités exprimées sur les associations du
modèle du domaine, au sein de la configuration composite. Ainsi, on vérifie le respect de la
multiplicité des associations, par la cardinalité des liens de la configuration composite.
Plus précisément, une association possède une multiplicité par extrémité : on doit donc
vérifier la cardinalité pour chaque extrémité. Cela revient à être capable de calculer des ensembles
regroupant toutes les sous-configurations qui correspondent au concept de l’extrémité que l’on
doit vérifier et qui sont impliquées dans un lien correspondant à l’association que l’on vérifie.
Une fois cet ensemble obtenu, il suffit de vérifier la validité de sa cardinalité.
Propriété 5.5.2 (Validité de la multiplicité d’une association) :
SoitM un modèle du domaine,M = 〈SC, SA〉 où SC est un ensemble de concepts et SA un
ensemble d’associations.
Soit CC = {M, SSC, SL} une configuration composite.
SoitAij ∈ SA une association. On aAij = 〈Ei, Ej, SF 〉 avec Ei = 〈Di,Ui〉 une extrémité où
Di ∈ SC représente le concept référencé et Ui la multiplicité portée par ce côté de l’association.
De la même façon, on a : Ej = 〈Dj,Uj〉.
Soit SLA un ensemble regroupant les liens qui instancient cette association : SLA =
{⋃Lk|Lk ∈ SL tel que Lk  Aij}.
Chaque lien lie deux sous-configurations, on peut créer un ensemble regroupant toutes ces
sous-configurations : SLC = {⋃(SCu,SCv)|Lk ∈ SLA tel que Lk = 〈SCu,SCv,Aij〉}.
Pour chacune des sous-configurations de SLC nous pouvons construire un sous-ensemble
de SLC contenant les sous-configurations liées par un lien contenu dans SLA : ∀SCi ∈ SLC,
∃SLCi ⊂ SLC \ SCi tel que SLCi = {
⋃SCk|SCk ∈ SLC \ SCi, tel que (SCi,SCk) ∈ Lk ∈
SLA}.
Comme SLA ne contient que les liens d’une association donnée, le sous-ensemble construit
ne contient nécessairement que des sous-configurations représentant un même concept, qui ne
peut pas être le même que celui de la sous-configuration utilisée pour construire le sous-ensemble
(pour rappel, nous n’autorisons pas les associations réflexives dans le modèle du domaine).
Ainsi, vérifier la validité de la cardinalité de l’association pour la sous-configuration, revient à
vérifier la cardinalité du sous-ensemble calculé, par rapport à la multiplicité portée par l’extrémité
de l’association correspondant au concept du sous-ensemble.
Ainsi, ∀SCi ∈ SLC, SLCi étant le sous-ensemble calculé à partir de SCi, et en considérant
SCi  Di et ∀SCk ∈ SLCi, SCk  Dj , alors la cardinalité de SCi suivant l’association Aij
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est respectée si et seulement si : |SLCi| ∈ Uj .
Pour que la multiplicité de l’association soit respectée il faut que la propriété soit vérifiée
pour toutes les sous-configurations liées par une instance de l’association. On peut, par ailleurs,
utiliser cette propriété en ne considérant que la borne inférieure ou supérieure des multiplicités,
on dit alors que la propriété est respectée pour une borne inférieure ou supérieure.
Exemple 18 : Validité de la multiplicité des liens
La configuration composite représentée dans la Figure 5.8 est valide du point de vue de
la cardinalité des liens par rapport à son modèle du domaine représenté dans la Figure 5.3.
En effet, les 4 associations sont instanciées de la façon suivante :
— entre Immeuble et Appartement : {l0, l1} ;
— entre Appartement et Ouverture : {l5, l6} ;
— entre Appartement et Piece : {l2, l7, l8} ;
— entre Piece et Ouverture : {l3, l4, l9, l10, l11, l12}.
Si l’on se concentre sur la dernière association, on constate qu’elle permet de relier 8
des 11 sous-configurations. On peut donc construire l’ensemble des sous-configurations
impliquées dans cette association : {SejourT1, fenetreT1, porteEntreeT1, SejourT2, por-
teEntreeT2, porteCouloirT2, ChambreT2, fenetreT2}.
Nous devons maintenant tester les cardinalités pour chacune des 8 sous-configurations.
SejourT1 Cette sous-configuration est liée aux sous-configurations {fenetreT1, porteEn-
treeT1}. La cardinalité de cet ensemble est de 2 éléments. Comme SejourT1 est une instance
de Piece, nous devons comparer la cardinalité de l’ensemble à la multiplicité portée par
l’association sur l’extrémité Ouverture : on constate que cette multiplicité est 1..*. La
sous-configuration SejourT1 respecte donc bien la cardinalité de l’association entre Piece
et Ouverture.
fenetreT1 Cette sous-configuration n’est liée qu’à la sous-configuration SejourT1. La
cardinalité est donc de 1 élément. Cette fois la sous-configuration est une instance de
Ouverture nous devons donc comparer la cardinalité de l’ensemble à la multiplicité portée
par l’association sur l’extrémité Piece : cette multiplicité est également 1..*. La sous-
configuration fenetreT1 respecte donc également bien la cardinalité de l’association entre
Piece et Ouverture.
On peut calculer ainsi toutes les cardinalités et constater qu’elles respectent toutes les
multiplicités prescrites.
On considère la validité des configurations d’un lien par leur compatibilité définie par les
fonctions de restriction portées par l’association qu’instancie le lien.
Propriété 5.5.3 (Validité des configurations d’un lien) :
Soit L = 〈SCa,SCb,Aab〉 un lien avec SCa = 〈Da,Sa, Ca〉 et SCb = 〈Db,Sb, Cb〉 les deux
sous-configurations qu’il relie et Aab l’association qu’il instancie.
Soit Aab = 〈id, Ea, Eb, SF 〉 ∈ SA où Ea et Eb représentent les extrémités de l’association
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sur Da et Db et SF est l’ensemble des fonctions de restriction. Comme nous l’avons défini
dans la sous-section 5.4.5 l’association contient pour chaque fonction sa fonction inverse. Les
propriétés sur les fonctions inverses nous permettent de ne vérifier la validité du lien que dans
un seul sens.
Soit Ea = 〈Da,Ua〉 et Eb = 〈Db,Ub〉.
Soit l’ensemble des fonctions de restriction SFa→b = {RF0, ...,RFn} ⊂ SF tel que
∀ RF i ∈ SFa→b,RF i = 〈Da,Db, SR〉 avec Da le concept source et Db le concept cible.
Sa et Sb étant les états de configurations respectifs de SCa et SCb, ces deux sous-configurations
sont valides relativement au lien L si et seulement si
∀ RF i ∈ SFa→b, applyRF (RF i,Sa,Sb)→ Sb.
Une configuration composite est dite cohérente si les multiplicités maximum du modèle du
domaine sont respectées, aussi bien au niveau (i) des concepts que (ii) des associations, et si (iii)
les sous-configurations liées sont compatibles.
Propriété 5.5.4 (Configuration composite cohérente) :
SoitM un modèle du domaine,M = 〈SC, SA〉 où SC est un ensemble D0, ...,Dn de concepts
et SA un ensemble A0, ...,Am d’associations.
Soit CC = 〈M, SSC, SL〉 une configuration composite.
CC est dite cohérente si :
1. ∀D = 〈id,V ,U〉 ∈ SC, avec U = 〈L−,L+〉 la multiplicité deD, soit S = {SC0, ...,SCn}
tel que S ⊆ SSC et SCi  D pour 0 6 i 6 n alors |S| 6 L+ ;
2. la propriété de validité de la cardinalité des liens de la configuration composite est
réalisée sur la borne supérieure (voir Propriété 5.5.2) et
3. la propriété de validité des configurations des liens de la configuration composite est
réalisée (voir Propriété 5.5.3).
Une configuration composite est dite cohérente et terminée si : (i) le graphe réalisé en
considérant les sous-configurations comme des noeuds et les liens comme des arcs est connexe,
si (ii) les multiplicités minimum et maximum du modèle du domaine sont respectées aussi bien
au niveau des concepts que (iii) des associations, et si (iv) les sous-configurations liées sont
compatibles.
Propriété 5.5.5 (Configuration composite cohérente et terminée) :
SoitM un modèle du domaine,M = 〈SC, SA〉 où SC est un ensemble D0, ...,Dn de concepts
et SA un ensemble A0, ...,Am d’associations.
Soit CC = 〈M, SSC, SL〉 une configuration composite.
CC est dite cohérente et terminée si :
1. ∀ SC ∈ SSC, ∃ L ∈ SL tel que SC ∈ L ;
2. ∀ D = 〈id,V ,U , SA〉 ∈ SC, avec U la multiplicité de D, soit S = {SC0, ...,SCn} tel
que S ⊆ SSC et SCi  D pour 0 6 i 6 n alors |S| ∈ U ;
3. la propriété de validité de la cardinalité des liens de la configuration composite est
réalisée (voir Propriété 5.5.2) et
4. la propriété de validité des configurations des liens de la configuration composite est
réalisée (voir Propriété 5.5.3).
86
5.6. Cohérence de l’ensemble des informations du domaine Chapitre 5. Modéliser des LPL complexes
Nous définissons par ailleurs la notion de configuration composite minimale valide.
Une configuration composite est dite minimale si :
1. chaque concept du domaine est instancié une et une seule fois ;
2. chaque association du domaine est instanciée une et une seule fois.
Propriété 5.5.6 (Configuration composite minimale valide) :
SoitM un modèle du domaine,M = 〈SC, SA〉 où SC est un ensemble D0, ...,Dn de concepts
et SA un ensemble A0, ...,Am d’associations.
Soit CC = 〈M, SSC, SL〉 une configuration composite.
CC est dite minimale et valide si :
1. ∀ Di ∈ SC, ∃ !SCi ∈ SSC telle que SCi  Di ;
2. ∀ Ai ∈ SA, ∃ !Li ∈ SL tel que Li  Ai ;
3. CC est cohérente et terminée selon la Propriété 5.5.5.
5.6 Cohérence de l’ensemble des informations du domaine
Nous avons défini dans les sections précédentes les éléments du formalisme permettant à la
fois de définir un modèle du domaine représentant les différents concepts de la ligne de produit
logiciel ainsi que leur variabilité ; mais permettant aussi de définir une configuration composite
qui soit conforme avec le modèle du domaine.
Cependant, pour qu’une telle configuration composite puisse être réalisée, il est nécessaire
que l’ensemble des informations du domaine soient cohérentes entre elles. Nous définissons
ainsi la cohérence d’une LPL selon plusieurs critères :
1. le modèle du domaine de la LPL doit être cohérent, c’est à dire connexe (Propriété 5.2.5),
cohérent au niveau des concepts et des associations (Propriété 5.2.6) et cohérent au
niveau des multiplicités (Propriété 5.2.7) ;
2. tous les modèles de variabilités référencés dans le modèle du domaine doivent être
cohérents (Propriété 5.3.1) ;
3. toutes les fonctions de restriction portées par les associations du modèle du domaine
doivent être cohérentes (Propriété 5.4.10) ;
4. chaque configuration complète (Propriété 5.3.2) et cohérente (Propriété 5.3.3) de chaque
FM du modèle du domaine doit pouvoir être incluse dans une configuration composite
minimale complète et valide (Propriété 5.5.6).
Le dernier critère est un critère de réalisabilité : il détermine que toutes les configurations
de tous les FM employés dans le modèle du domaine pourront être utilisées dans au moins une
configuration composite complète et valide.
Ce critère nous permet de garantir par la suite que notre algorithme de propagation (voir
section 6.4) dirigera toujours l’utilisateur final vers une solution valide : il ne sera donc jamais
bloqué dans un état ne lui permettant plus d’effectuer d’actions, à moins d’avoir atteint une
configuration composite complète.
Propriété 5.6.1 (Réalisabilité d’une LPL) :
SoitM = 〈SC, SA〉 un modèle du domaine.
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Soit SFM = {V|D ∈ SC, D = 〈id,V ,U〉} l’ensemble des FM inclus dans le modèle du
domaine.
Soit SC = {⋃SCi|V ∈ SFM , SCi = JVK} l’ensemble des états de configuration valides
de l’ensemble des FM du modèle du domaine.
On dit que la LPL modélisée parM est réalisable si et seulement si ∀ S ∈ SC, ∃ CC =
〈M, SSC, SL〉 tel que SC = 〈D,S, C〉 ∈ SSC et CC est valide et complète (voir Pro-
priété 5.5.5).
Par extension, nous parlons de la réalisabilité d’une sous-configuration pour signifier qu’elle
peut être incluse dans une configuration composite minimale valide de la LPL.
Ainsi, la vérification de la cohérence de la LPL passe par la vérification de chacune des
propriétés de manière indépendante. Nous montrons dans la suite comment cette vérification
peut être réalisée pour chaque propriété et quel est le coût théorique de cette vérification.
5.6.1 Cohérence du modèle du domaine
La cohérence du modèle du domaine consiste à vérifier sa connexité, sa cohérence au niveau
des concepts et des associations, ainsi que sa cohérence au niveau des multiplicités.
La connexité du modèle du domaine (Propriété 5.2.5) se vérifie simplement par un parcours
de graphe [Lacomme 03]. Un algorithme de parcours en profondeur permet de vérifier la
propriété avec une complexité en O(m) où m représente le nombre d’associations du modèle du
domaine.
La cohérence des concepts et des associations (Propriété 5.2.6) peut se vérifier en itérant sur
chaque concept et association du modèle du domaine et en s’assurant qu’ils référencent bien des
éléments du même modèle du domaine : la complexité est donc en O(m+ n) où m représente
le nombre d’associations et n le nombre de concepts.
La vérification de la cohérence des multiplicités nécessite également de parcourir l’ensemble
des concepts et de vérifier les règles édictées dans la Propriété 5.2.7, sa complexité est donc la
même que la précédente.
Les deux dernières propriétés nécessitant d’itérer sur les concepts, on peut imaginer un
algorithme permettant d’effectuer l’ensemble des vérifications de manière optimale avec une
complexité algorithmique linéaire sur le nombre de concepts, soit en O(n).
5.6.2 Cohérence des FM
L’analyse des FM a fait l’objet de nombreux travaux notamment pour détecter les incohé-
rences des FM [Benavides 10]. Dans le cadre de notre formalisme (voir Propriété 5.3.1), nous
souhaitons au minimum vérifier que le FM possède au moins une configuration et que chaque
feature peut être impliquée dans au moins une configuration valide du FM (il n’existe alors
aucune feature morte).
Cependant, vérifier que le FM contient au moins une configuration valide se ramène à un
problème de satisfiabilité. On peut en effet représenter le FM sous la forme d’une formule CNF
: vérifier l’existence d’au moins une configuration revient alors à trouver une solution à cette
formule.
Or le problème de satisfiabilité reste un problème difficile d’algorithmique de type NP-
complet : on ne peut théoriquement pas garantir que le problème pourra être résolu en un temps
polynomial quelles que soient ses conditions initiales.
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Malgré tout, de nombreux travaux ont permis de réaliser des algorithmes de résolution des
problèmes de satisfiabilité utilisant des heuristiques très performantes. Ainsi Mendonca et al.
ont montré que des solveurs SAT parviennent très bien à résoudre des formules CNF calculées à
partir de FM possédant jusqu’à 10 000 features et possédant une forte densité (un grand nombre
de contraintes par feature) avec des résultats de l’ordre de la seconde [Mendonca 09].
Ainsi, en utilisant un solveur SAT, il est en pratique possible de savoir en un temps raison-
nable s’il existe une configuration valide pour un FM donné. En outre, calculer les features
mortes d’un FM revient à vérifier pour chaque feature qu’il existe une solution à la formule CNF
correspondante au FM si la feature est sélectionnée, soit si sa valeur vaut vraie. Cela revient
donc à réaliser une vérification de satisfiabilité par feature. L’opération reste donc complexe en
théorie, mais elle se résout en pratique en un temps proportionnel au nombre de features et au
temps pris par une opération de calcul de satisfiabilité sur le FM.
5.6.3 Cohérence des fonctions de restriction
La vérification de la cohérence des fonctions de restriction selon la Propriété 5.4.10 nécessite
de considérer chacune des fonctions indépendamment et de calculer l’ensemble des combinaisons
de règles de restrictions possibles telles que les états de configurations soient cohérents. Dans
le pire des cas, cela revient à calculer l’ensemble des combinaisons de règles de restriction
possible soit pour R règles de restriction, 2R − 1 possibilités. La vérification de cette propriété
sera donc effectuée avec une complexité majorée par 2n où n représente l’ensemble des règles
de restriction du modèle du domaine, soit une complexité en O(2n).
5.6.4 Réalisabilité de la LPL
De manière naïve la vérification de la réalisabilité de la LPL définie dans la Propriété 5.6.1
nécessite de considérer indépendamment chacune des configurations possibles de chaque FM de
la LPL et de chercher une configuration composite minimale valide l’incluant.
Cette vision naïve implique cependant une très grande complexité algorithmique. En effet,
considérer indépendamment chacune des configurations possibles de chaque FM de la LPL
implique un premier parcours de l’ensemble total de chacune des sous-configurations pour
chacun des concepts. Ensuite, réaliser une configuration composite minimale incluant la sous-
configuration considérée implique de trouver pour chacun des concepts une sous-configuration
valide avec la première sous-configuration, mais également avec toutes les autres choisies.
En considérant que l’on connaît pour chaque concept l’ensemble des sous-configurations
valides (ce qui n’est pas une opération triviale pour les solveurs comme discuté au-dessus), il est
possible de déterminer la complexité de l’algorithme naïf en fonction du nombre de comparaisons
à faire entre les sous-configurations. Cette complexité va s’exprimer en fonction du nombre de
sous-configurations des différents concepts et en fonction du nombre d’associations du modèle
du domaine.
En effet, si l’on considère un modèle du domaineM contenant l’ensemble des concepts
SC = {D0, ...,Dk} et l’ensemble des associations SA = {A0, ...,Al}. L’algorithme naïf de
réalisabilité considère une sous-configuration, par exemple relative au concept D0 et cherche
des sous-configurations valides pour tous les concepts restants. Dans le pire des cas, cela revient
pour cette sous-configuration de D1 à effectuer :
∏i=k
i=1 |JViK| avec Vi  Di. Cependant, ces
comparaisons vont uniquement permettre de trouver les sous-configurations compatibles avec la
sous-configuration de D0 : il est nécessaire également de vérifier que les sous-configurations
obtenues sont compatibles entre-elles.
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En considérant m = |SA|, le nombre d’associations du modèle du domaine, la complexité
en nombre de comparaisons de l’algorithme naïf de réalisabilité est alors dans le pire des
cas : m ∗∏i=ki=0 |JViK| avec Vi  Di. Par ailleurs, les associations constituent les arêtes d’un
graphe défini par le modèle du domaine dans lequel les concepts représentent les nœuds et les
associations les arcs. Dans le pire des cas, le graphe est fortement connexe et son nombre d’arêtes
est donc de : k∗(k−1)
2
[Lacomme 03]. En outre, nous savons que quel que soit SA = {A0, ..., Ax}
avec Ai un ensemble quelconque d’éléments,
∏i=x
i=0 |Ai| 6 n
x
x
avec n =
∑i=x
i=0 |Ai|.
L’algorithme naïf de test de la réalisabilité a donc une complexité en O( n
k
kk−2 ) où n =∑i=k
i=0 |JViK| représente le nombre de sous-configurations du système. Cette complexité est
très grande particulièrement si le nombre de sous-configurations à considérer est grand. Nous
proposons dans la section 6.8 un algorithme permettant de vérifier la réalisabilité d’une LPL de
manière itérative, en se basant sur des propriétés du graphe défini par le modèle du domaine et
en exploitant des outils définis pour le processus de configuration.
5.7 Conclusion
Nous avons présenté dans ce chapitre les éléments du formalisme nécessaires à la repré-
sentation de la variabilité dans une LPL complexe en conservant une forte séparation des
préoccupations.
Cette représentation nous permet de conserver un modèle du domaine possédant un haut
niveau d’abstraction, en considérant la LPL comme un ensemble de concepts et d’associations
entre ces concepts, tout en réutilisant des modèles de variabilité pour chacun des concepts
déterminé dans la LPL. Nous avons défini par le biais d’états et d’actions de configuration un
modèle de contraintes entre ces modèles de variabilité, capable de calculer automatiquement les
contraintes inverses afin de permettre des associations bidirectionnelles.
Nous avons défini également la formalisation d’une configuration composite réalisable pour
une LPL complexe, et qui est constituée d’un assemblage de sous-configurations liées ensemble
en respectant le formalisme décrit par le modèle du domaine.
Enfin, nous avons déterminé quelles sont les propriétés de cohérence à avoir dans cette
modélisation de la LPL afin de garantir l’obtention d’une configuration composite terminée qui
soit cohérente.
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Résumé Nous défendons dans notre approche un processus de configuration qui soit à la fois
flexible et cohérent. Cohérent, car dans une LPL nécessitant de faire de très nombreux choix, il
est important que l’utilisateur soit assuré en permanence de ne pas faire d’erreurs. Flexible, car
il nous semble important de laisser à l’utilisateur le maximum de marge de manœuvre afin de lui
permettre d’atteindre un produit dans l’ordre dans lequel il l’entend. Nous définissons ainsi dans
ce chapitre le formalisme et les outils nécessaires afin de garantir ces deux propriétés.
Nous expliquons en premier lieu en quoi il est indispensable dans notre approche d’avoir un
environnement de raisonnement dynamique sur les FM. Nous formalisons ensuite ce que nous
nommons un “contexte de configuration”, qui est garant de la flexibilité, puis nous présentons
un algorithme de propagation qui exploite les contextes afin de garantir la cohérence des
choix utilisateurs. Puis nous définissons un processus de configuration par étapes, dans lequel
les actions de l’utilisateur sont enregistrées afin qu’il puisse annuler n’importe quelle action
précédente sans rompre la cohérence. Enfin, nous détaillons les différentes actions utilisateur
et leur enchaînement afin de montrer comment elles permettent de respecter nos propriétés
de cohérence et flexibilité. Nous illustrons ensuite l’ensemble du processus de configuration à
travers notre exemple fil rouge. Pour terminer, nous présentons un algorithme de vérification
de la réalisabilité qui est une hypothèse nécessaire à la bonne réalisation du processus de
configuration, et qui utilise les outils définis pour ce même processus.
Nous tentons ainsi de répondre dans ce chapitre au second objectif de cette thèse, à savoir
garantir la flexibilité et la cohérence du processus de configuration d’une LPL complexe (voir
section 4.3) ainsi qu’à une partie du troisième qui concernait la garantie de l’utilisabilité du
processus de configuration (voir section 4.4).
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6.1 Introduction
Nous avons défini dans le chapitre précédent un formalisme permettant de représenter
la variabilité et les configurations d’une ligne de produits logiciels complexes en conservant
une séparation des préoccupations entre les informations liées à la représentation abstraite du
domaine (les concepts, associations et multiplicités) et les informations relatives à la variabilité
des features du domaine (les modèles de variabilités).
Cependant, cette représentation est inutilisable sans un processus de configuration adapté.
Nous défendons dans ce chapitre une approche à la fois flexible et cohérente du processus de
configuration.
La cohérence est nécessaire pour l’obtention d’une configuration composite terminée qui soit
cohérente : un processus de configuration complexe ne devrait jamais permettre à l’utilisateur
d’enfreindre les contraintes imposées par le modèle du domaine.
Par ailleurs, nous définissons la flexibilité d’un processus de configuration comme la capacité
à atteindre n’importe quelle configuration composite cohérente à partir d’une configuration
composite cohérente qu’elle inclut. Cela signifie que l’utilisateur doit être en mesure d’atteindre
n’importe quelle configuration composite cohérente.
Propriété 6.1.1 (Cohérence et flexibilité du processus de configuration) :
SoitM un modèle du domaine. Soit C l’ensemble des configurations composites cohérentes
réalisables à partir deM (voir Propriété 5.5.4).
Le processus de configuration est cohérent :
— si toutes les configurations composites construites à travers ce processus appartiennent
à C,
— s’il est toujours possible d’atteindre une configuration composite terminée (voir Pro-
priété 5.5.5)
— et si toutes les configurations composites de C sont atteignables.
Le processus de configuration est flexible si ∀CCi, CCj ∈ C tels que CCi ⊆ CCj , alors il est
possible de construire CCj à partir de CCi.
L’objectif de ce chapitre est donc de présenter les éléments du formalisme et les algorithmes
qui permettent de nous assurer que ces deux propriétés sont respectées. Pour cela, nous définis-
sons dans un premier temps le raisonnement dynamique sur les FM qui est une base nécessaire
à un processus de configuration dynamique (section 6.2). Nous présentons ensuite les éléments
supplémentaires de notre formalisme relatifs à des contextes de configurations, permettant
d’assurer la flexibilité du processus de configuration (section 6.3). Nous montrons par notre
algorithme de propagation comment la cohérence des contextes est assurée (section 6.4). Par
ailleurs, le processus de configuration est le fait de décisions réalisées par l’utilisateur afin de
définir une configuration composite : nous définissons les différentes étapes du processus de
configuration et sa formalisation à travers des actions utilisateur (section 6.5). Afin de garantir
la cohérence et la flexibilité du processus de configuration, nous définissons les combinaisons
d’actions utilisateur qui sont autorisées, ainsi que les mécanismes de vérification et d’applica-
tion de certaines actions utilisateur (section 6.6). Nous illustrons dans l’avant-dernière section
l’ensemble de notre contribution sur les processus de configuration en réutilisant notre exemple
fil rouge (section 6.7).
Enfin, l’ensemble de notre contribution repose sur la définition d’une ligne de produits
logiciels cohérente qui a été donnée dans le chapitre précédent (voir sous-section 5.6.4) :
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nousproposonsunalgorithmepermetantdevériﬁerlaréalisabilitédelaquiexploiteles
diférentsoutilsformalisésdanscechapitreetquiofreunecomplexitémoindrequel’algorithme
naïf(section6.8).
6.2 RaisonnementdynamiquesurlesM
esMsontutiliséspourmodéliserlavariabilitéc’est-à-diredonnerunereprésentation
abstraitedesélémentscommunsetvariantsd’unensembledelogicielsappartenantàunemême
famile.Cetereprésentationestutilepourunarchitecteaﬁndedéﬁnirl’ensembledeséléments,
conceptsoucomposantsdisponiblesauseindelafamiledelogiciels.Maiseleestégalement
utiliséeparl’utilisateurﬁnalaﬁndeconﬁgurerunnouveauproduit.
aconﬁgurationd’unproduitauseind’unMconsistedonc,pourl’utilisateur,àsélectionner
ouexcluredesfeaturesjusqu’àl’obtentiond’uneconﬁgurationvalideselonlasémantiquedu
M.Cependant,enregarddugrandnombredefeaturespossiblesdansunM,etdoncdu
nombreencoreplusgranddecombinaisonspossiblesdanslasélectionilestnécessaired’utiliser
desmécanismesd’inférencesaﬁnd’aiderl’utilisateurdansseschoix.
Ainsiilestpossibled’efectuerdesinférencesautomatiquesencalculantàpartird’unM
uneformulebooléennedanslaquelechaquelitéralestunefeatureetd’utiliserleschoixdes
utilisateursenconsidérantqu’unesélectioncorespondàunevaluationd’unlitéralcommevrai
etuneexclusionàunevaluationcommefaux[Mendonca09].Desalgorithmesdesatisﬁabilité
(A)sontalorsutiliséspourdéterminers’ilexisteunmodèledesolutionvraieàlaformule
booléenne.Enréalisantcecalcul,cesalgorithmesmetentenévidence:(i)leslitérauxpour
lesquelsilexisteencoredeschoixpossibleset(i)leslitérauxquinepeuventêtrevaluésque
d’uneseulefaçonaﬁnquelaformulesoitvraie.
Exemple19:RaisonnementdynamiquesurlesM
Racine
B C D
A
IGURE6.1–Exempled’unfeaturemodeltrèssimple
arexemple,danslecasduMreprésentédanslaigure6.1,ilexiste4conﬁgurations
possibles:
—{Racine}
—{Racine,A,B}
—{Racine,A,C}
—{Racine,A,D}
aformulebooléennereprésentantceMestalors:
Racine∨(Racine∧A∧(B⊕C⊕D))a
DèslorsunalgorithmeApeutdirectementinférerque|vrai⇒Racinevrai.
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Ensuite, si la feature B est sélectionnée, alors la formule F est valuée en considérant B
comme vraie : l’algorithme peut alors inférer que C et D doivent être exclus et que A doit
être sélectionné pour que F soit vraie.
a. En logique booléenne, le symbole ⊕ représente la fonction XOR.
Dès lors n’importe quel choix de l’utilisateur peut mener à exclure ou sélectionner des fea-
tures de manière complètement automatique en se conformant à la formule du FM. De nombreux
travaux ont déjà été réalisés formalisant ces mécanismes de raisonnement et d’inférence, que nous
considérons comme acquis dans le cadre de nos propres travaux [Mendonca 09, Schobbens 07].
Afin de permettre à l’utilisateur de construire une configuration composite cohérente et
terminée (voir section 5.5) nous ajoutons à cette base les différentes notions qui nous seront
utiles à travers le processus de configuration.
Nous définissons ainsi le concept d’état du processus de configuration (ConfigurationPro-
cessState ou CPS). Un CPS représente une sous-configuration en cours de réalisation. Une fois
la sous-configuration terminée, le CPS contiendra une référence vers celle-ci. Il est nécessaire
dans le cadre de notre processus de configuration de conserver en permanence à la fois l’état
de configuration d’un FM en train d’être configuré par l’utilisateur, mais également la liste des
actions appliquées soit par l’utilisateur, soit de manière automatique par inférence du moteur de
raisonnement.
Ainsi, nous avons 3 concepts distincts dans notre formalisme liés à la configuration d’un
FM :
— un état de configuration est une représentation minimale d’une configuration partielle
ou non d’un FM (voir Définition 5.3.4) ;
— une sous-configuration représente une configuration terminée d’un FM mais aussi une
instance d’un concept du modèle du domaine (voir Définition 5.5.1) ;
— un état du processus de configuration (CPS) est une représentation du processus de
configuration du FM et non pas de la configuration du FM elle-même : il est lié à un
état de configuration, – puisqu’à chaque étape du processus on obtient un nouvel état de
configuration –, possède un ensemble d’actions qui ont mené à cet état et référence la
sous-configuration auquel il a mené s’il est terminé.
Un CPS est donc défini à la fois par le concept en train d’être configuré, l’état de configuration
dans lequel il se trouve, la liste des actions effectuées sur le FM ainsi que la sous-configuration
qu’il a permis de réaliser. Un CPS représente un état de configuration qui est en permanence
cohérent selon la Propriété 5.3.3. La liste des actions effectuées du CPS est en cohérence
avec son état de configuration, qui est lui même équivalent à l’état de configuration de la
sous-configuration que le CPS référence.
Définition 6.2.1 (ConfigurationProcessState) :
Nous définissons un état du processus de configuration CPS comme un quadruplet 〈D,S, SA,SC〉
où D représente le concept en train d’être configuré, S l’état de configuration, SA l’ensemble
{A[fm]0, ...,A[fm]n} des actions effectuées sur le FM et SC référence la configuration réalisée
au sein de la configuration composite à partir de cet état du processus de configuration.
Un CPS est dit terminé si SC 6= ∅ : cela signifie alors qu’une configuration a été validée à
partir de cette étape du processus de configuration et aucune action future ne pourra être réalisée
au sein de ce CPS.
En considérant V le FM référencé par D, et CC la configuration composite en train d’être
réalisée, nous avons les propriétés suivantes :
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— ∀A[fm]i ∈ SA, A[fm]i s’applique sur V ,
— S est défini sur V et est cohérent selon la Propriété 5.3.3,
— apply(SA, 〈V , ∅, ∅〉)→ S,
— si SC 6= ∅, SC ∈ CC et SC = 〈D,S, C〉.
Nous pouvons définir une propriété de compatibilité entre deux CPS. Des CPS sont dits
compatibles s’ils peuvent mener à des sous-configurations liables entre elles (Propriété 5.5.3).
Pour vérifier la compatibilité de deux CPS, il doit exister une association entre les concepts
référencés par les deux CPS et leurs états de configuration doivent être compatibles selon cette
association (voir Propriété 5.4.12).
Propriété 6.2.1 (Compatibilité de deux CPS) :
SoitM = 〈SC, SA〉 un modèle du domaine.
Soit deux CPS CPS i = 〈Di,Si, SAi,SCi〉 et CPSj = 〈Dj,Sj, SAj,SCj〉.
CPS i et CPSj sont compatibles si et seulement si :
∃ Aij ∈ SA tel que Aij  {Di,Dj} et (Si,Sj) Aij .
On note la compatibilité des deux CPS : CPS i 
 CPSj .
Nous définissons l’opérateur d’inclusion pour deux CPS, comme l’opérateur d’inclusion
appliqué sur les états de configuration des CPS.
Propriété 6.2.2 (Inclusion de deux CPS) :
Soit M = 〈SC, SA〉 un modèle du domaine. Soit deux CPS CPS i = 〈Di,Si, SAi,SCi〉 et
CPSj = 〈Dj,Sj, SAj,SCj〉.
On dit que CPS i est inclus dans CPSj si Di = Dj et Si ⊆ Sj .
On note alors : CPS i ⊆ CPSj .
Nous définissons également l’opération d’union de deux CPS comme l’union des états de
configuration et des listes d’actions des deux CPS. L’union de deux CPS n’est autorisée que si
l’un des deux CPS peut être inclus dans l’autre selon l’opérateur d’inclusion 1.
Propriété 6.2.3 (Union de deux CPS) :
Soit M = 〈SC, SA〉 un modèle du domaine. Soit deux CPS CPS i = 〈Di,Si, SAi,SCi〉 et
CPSj = 〈Dj,Sj, SAj,SCj〉.
L’union de CPS i et CPSj est possible si et seulement si CPS i ⊆ CPSj ou CPSj ⊆ CPS i.
En considérant CPSj = 〈Di,Sj, SAj,∅〉, on a alors : CPS i ∪ CPSj = CPSk avec
CPSk = 〈Di,Sk, SAk,SCi〉 et Sk = Si ∪ Sj et SAk = SAi ∪ SAj .
Par ailleurs nous pouvons définir la complexité d’un CPS par rapport à la complexité de son
état de configuration (voir Propriété 5.3.7).
1. Il est important de noter que deux CPS qui référenceraient des sous-configurations distinctes auraient
nécessairement des états de configurations qui ne peuvent être inclus l’un dans l’autre : il est donc impossible de
réaliser l’union de deux CPS référençant des sous-configurations distinctes.
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Propriété 6.2.4 (Complexité d’un CPS) :
Soit CPS = 〈D,S, SA,SC〉 un CPS avec son état de configuration S.
Nous notons la complexité de ce CPS : θ(CPS) et la définissons par rapport à la complexité
de son état de configuration S : θ(CPS) = θ(S).
Afin de simplifier les illustrations nous ne représenterons jamais un CPS : nous utiliserons
directement l’état de configuration qu’il représente dans nos exemples.
6.3 Des contextes de configuration
Nous définissons la notion de contexte de manière similaire à la notion de portée de variable
en programmation impérative. En effet, une variable dans ces types de langage peut être déclarée
de manière globale pour tout le programme, ou de manière locale au niveau d’une fonction ou
d’un bloc. Si la variable est déclarée de manière globale, elle sera visible de n’importe où dans
le programme. En revanche, si elle est déclarée au sein d’un bloc ou d’une fonction, elle ne sera
visible qu’au sein de ce bloc ou de cette fonction.
Nous souhaitons reproduire le même comportement pour les choix effectués par l’utilisateur
au sein de la LPL. Certains choix doivent avoir un impact global parce qu’ils contraignent
l’ensemble des choix indépendants du contexte – de par la compatibilité entre les FM exprimée
dans les fonctions de restriction. D’autres choix en revanche ne vont avoir qu’un impact local
sur les voisins immédiats de la configuration en cours.
Exemple 20 : Contexte de sélection
Un gérant d’immeuble peut décider de réaliser un Immeuble disposant d’un raccorde-
ment à la Fibre optique : tous les Appartements auront alors la possibilité d’être raccordés
à la Fibre. Ce choix est global pour l’immeuble.
En revanche, un propriétaire d’Appartement peut souhaiter de ne pas utiliser la Fibre
mais d’avoir un chauffage central pour son appartement.
Ces choix sont locaux à l’appartement.
Nous définissons les contextes comme un ensemble de CPS, chacun étant lié à un concept
différent.
Définition 6.3.1 (Contexte) :
Nous définissons un contexte C comme un unique élément 〈SCPS〉 où SCPS = {CPS0, ..., CPSn}
est un ensemble de CPS tels que : ∀ CPS i ∈ SCPS, avec CPS i = 〈Di,Si, SAi,SCi〉,
@ CPSj = 〈CPSj,Sj, SAj,SCj〉 ∈ SCPS tel que Di = Dj .
Les contextes sont une des pierres angulaires de la cohérence des choix réalisés par l’utilisa-
teur et de la réalisation des liens entre les configurations. Ils ne peuvent donc contenir que des
CPS compatibles entre eux selon les règles de restriction définies dans le modèle du domaine
(voir section 5.4).
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Propriété 6.3.1 (Cohérence d’un contexte) :
Soit C = 〈SCPS〉 un contexte quelconque.
∀(CPS i, CPSj) ∈ SCPS2, alors CPS i 
 CPSj .
Nous distinguons les contextes locaux et les contextes globaux. Un contexte global contient
un CPS pour chacun des concepts du modèle du domaine. Un contexte local en revanche, ne
contient que les CPS des concepts ayant une multiplicité avec une limite supérieure non bornée.
Propriété 6.3.2 (Contexte global et local) :
Soit M = 〈SC, SA〉 un modèle du domaine. Soit C = 〈SCPS〉 un contexte associé à ce
modèle.
Le contexte C est global si SCPS = {CPS i|∀ Di ∈ SC, CPS i = 〈Di,Si, SAi〉}.
Le contexte C est local si SCPS = {CPS i|∀ Di = 〈idi,Vi,Ui, SAi〉 ∈ SC tel que
Ui = 〈L−i , ∗〉, CPS i = 〈Di,Si, SAi〉}.
Nous définissons également la complexité d’un contexte, en relation avec la complexité de
chacun des CPS qu’il contient (voir Propriété 6.2.4).
Propriété 6.3.3 (Complexité d’un contexte) :
Soit C = 〈SCPS〉 un contexte avec SCPS = {CPS0, ..., CPSn}.
Nous notons la complexité de ce contexte θ(C) et nous définissons cette complexité comme
la somme de la complexité des CPS qui composent le contexte : θ(C) =
n∑
i=0
θ(CPS i).
Enfin nous disposons d’une entité faisant le lien, durant le processus de configuration, entre
le modèle du domaine, les différents contextes de configuration et la configuration composite :
un gestionnaire de configuration composite (ou GCC).
Définition 6.3.2 (Gestionnaire de Configuration Composite) :
Nous définissons un gestionnaire de configuration composite GCC comme un quintuplet
〈M, GC, SLC, CC,H〉 oùM représente le modèle du domaine qui est en cours de configuration,
GC est un contexte global de configuration, SLC = {C0, ..., Cn} est l’ensemble des contextes
locaux, CC la configuration composite en cours de création et H représente l’historique de
configuration que nous définirons dans la suite (voir Définition 6.5.4) qui a mené à cette
configuration composite.
Un GCC est défini comme cohérent si :
— chacun de ses contextes est cohérent ;
— les CPS de tous les contextes locaux sont forcément compatibles avec les CPS du contexte
global pour lesquels il existe une association ;
— la configuration composite qu’il réalise est cohérente.
Propriété 6.3.4 (Cohérence d’un GCC) :
Soit GCC = 〈M, GC, SLC, CC,H〉.
SoitM = 〈SC, SA〉.
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GCC est cohérent si et seulement si :
— ∀ C ∈ SLC ∪ {GC}, C est un contexte cohérent (voir Propriété 6.3.1) ;
— ∀ Aij ∈ SA avec Aij  {Di,Dj}, ∀ C ∈ SLC, ∀ CPS i ∈ C tel que CPS i est relatif
au concept Di, alors ∃CPSj ∈ GC relatif au concept Dj tel que CPS i 
 CPSj ;
— CC est une configuration composite cohérente (voir Propriété 5.5.4).
Nous définissons la complexité d’un GCC par rapport à la complexité de chacun des contextes
qu’il contient (voir Propriété 6.3.3).
Propriété 6.3.5 (Complexité d’un GCC) :
Soit GCC = 〈M, GC, SLC, CC,H〉 avec GC un contexte global et SLC = {C0, ..., Cn} un
ensemble de contexte locaux.
Nous notons la complexité de ce GCC θ(GCC) et la définissons par la somme de la complexité
de chacun des contextes qu’il contient : θ(GCC) = θ(GC) +
n∑
i=0
θ(Ci).
Le GCC reflète l’état global du processus de configuration. Il doit donc être en permanence
cohérent par rapport aux actions effectuées par l’utilisateur. Un algorithme de propagation
traversant les différents contextes nous permet d’assurer cette cohérence.
6.4 Algorithme de Propagation
Les actions de configurations ont des conséquences différentes en fonction des états de
configuration et des contextes dans lesquels elles s’appliquent. Ainsi, nous définissons un
algorithme de propagation des restrictions qui va nous permettre de garantir à tout instant la
cohérence de l’ensemble des contextes (voir Propriété 6.3.1) et donc plus largement la cohérence
du GCC.
6.4.1 Description de l’algorithme
Notre algorithme est récursif. Il prend comme arguments un CPS dans lequel une action
sur un FM vient éventuellement d’être réalisée, son contexte associé ainsi que leur GCC.
L’algorithme ne retourne aucun résultat mais modifie l’état du GCC en fonction des actions
réalisées.
L’algorithme se déroule en deux étapes principales :
1. il détermine et applique les actions à effectuer sur les autres CPS, d’après les associations
du modèle du domaine et construit une liste des CPS cibles impactés par une action ;
2. puis, pour tous les CPS qui ont été impactés, l’algorithme est relancé en prenant chaque
CPS impacté comme point de départ.
Nous décrivons dans la suite les principales fonctions de notre algorithme de propagation.
Algorithme 1 propagate(inout cps :CPS, inout cont :Context, inout gcc :GCC) :void
1 : setOfCPS := restriction(cps, cont, gcc)
2 : recursePropagation(setOfCPS, cont, gcc)
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Lancement de la propagation L’Algorithme 1 présenté correspond à la fonction principale
de propagation. Il prend en argument un CPS, le contexte qui lui est associé ainsi que le GCC
dans lequel le processus de configuration se déroule. Il effectue tout d’abord une opération de
restriction que nous détaillons dans la suite, par laquelle il obtient une liste de CPS impactés. A
partir de cette liste, il effectue la propagation de manière récursive.
Algorithme 2 restriction(inout cps :CPS, inout cont :Context, inout gcc :GCC) :Set<CPS>
1 : result := ∅
2 : conceptSrc := cps.getConcept()
3 : assoSrc := conceptSrc.getAssociations()
4 : for all asso ∈ assoSrc do
5 : conceptTarget := assoSrc.getOtherEnd(conceptSrc)
6 : multTarget = conceptTarget.getMultiplicity()
7 : if multTarget.upperBound() = 1 then
8 : globalCtx := gcc.getGlobalContext()
9 : cpsTarget := globalCtx.getCPSofConcept(conceptTarget)
10 : else
11 : cpsTarget := cont.getCPSofConcept(conceptTarget)
12 : setOfActionsToDo := getActions(asso, cps)
13 : for all action in setOfActionsToDo do
14 : if action ∈ cpsTarget.getActionsDone() then
15 : result.add(cpsTarget)
16 : action.apply(cpsTarget)
17 : return result
Application des restrictions La fonction restriction présentée dans l’Algorithme 2 a trois
rôles : elle récupère les CPS liés au CPS d’entrée en parcourant les associations, elle leur
applique les actions données par la fonction getActions détaillée par la suite et elle construit une
liste de CPS impactés qu’elle retourne.
Les trois premières lignes de l’algorithme permettent respectivement de créer une liste de
résultat vide, de récupérer le concept lié au CPS passé en paramètre et de récupérer l’ensemble
des associations dans lequel le concept est impliqué.
La suite de l’algorithme se fait en considérant chacune des associations ainsi récupérée
(ligne 4). La ligne 5 de l’algorithme permet de récupérer le deuxième concept de l’association
considérée.
Les lignes de 6 à 11 permettent de récupérer un CPS lié au second concept de l’association,
en fonction de la multiplicité du concept. En effet, si le concept a une multiplicité bornée, alors
il n’existe pas de CPS qui le représente dans les contextes locaux (voir Propriété 6.3.2), on
récupère donc le CPS à partir du contexte global. En revanche, si la multiplicité du concept est
non bornée, il existe un CPS qui le représente dans tous les contextes : on récupère donc le CPS
dans le même contexte que le CPS d’entrée de la fonction.
Nous récupérons ensuite à la ligne 12 la liste des actions à effectuer sur le CPS, grâce à une
fonction que nous détaillons par la suite.
Puis nous itérons sur chacune des actions en vérifiant à la ligne 14 si l’action a déjà été
réalisée ou non au sein du CPS. Cela nous permet dans la ligne suivante d’ajouter le CPS à la
liste des CPS impactés si l’action n’a pas encore été réalisée. Nous appliquons alors l’action
sur le CPS considéré (lignes 15 et 16). Il est important de noter que l’application de l’action
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sur un CPS modifie dynamiquement la configuration du FM grâce au raisonnement dynamique
(voir section 6.2) : des features sélectionnées et exclues sont donc automatiquement réifiées au
niveau de l’état de configuration du CPS.
La fonction se termine en retournant la liste résultante constituée de l’ensemble des CPS
impactés.
Algorithme 3 getActions(in asso :Association, in cps :CPS) :Set<Action>
1 : result := ∅
2 : CS := cps.getState()
3 : for all rf ∈ asso.getRestrictionFunctions() do
4 : if rf.getSourceConcept() = cps.getConcept() then
5 : for all rule ∈ rf.getRules() do
6 : ruleCS = rule.getState()
7 : if ruleCS ⊆ CS then
8 : result.add(rule.getAction())
9 : return result
Récupération des actions La fonction getActions présentée dans l’Algorithme 3 est utilisée
dans la fonction restriction présentée dans l’Algorithme 2 afin de récupérer l’ensemble des
actions à appliquer à un CPS.
Cette fonction prend deux arguments en paramètres : l’association à considérer pour l’ap-
plication des fonctions de restriction et le CPS déterminant l’état de configuration utilisé pour
connaître les règles de restrictions à appliquer.
La fonction permet ainsi de récupérer une liste d’actions à appliquer sur un CPS cible, à
partir de l’état d’un CPS et d’une association donnés.
La fonction commence donc par définir dans les premières lignes un résultat vide et à
récupérer l’état de configuration du CPS donné en paramètre. L’essentiel de l’algorithme
consiste ensuite, de la ligne 3 à la ligne 8 à itérer sur l’ensemble des fonctions de restriction puis
sur l’ensemble des règles de restriction. Un test est effectué à la ligne 4 afin de vérifier que la
fonction de restriction considérée est orientée correctement par rapport au CPS donné.
L’algorithme récupère ensuite l’état de configuration de chacune des règles de la fonction de
restriction considérée et teste à la ligne 7 si cet état de configuration peut être inclus dans l’état de
configuration du CPS donné afin de savoir si la règle peut être appliquée (voir Définition 5.4.2).
Si c’est effectivement le cas, alors la règle et donc l’action peut s’appliquer : l’action est donc
ajoutée dans la liste du résultat.
L’algorithme se termine en retournant la liste résultante.
Application récursive de la propagation La fonction recursePropagation présentée dans
l’Algorithme 4 permet ensuite d’appliquer la propagation de manière récursive. Cette fonction
est appelée dans la ligne 2 de l’Algorithme 1.
Cette fonction prend en arguments la liste des CPS qui été calculée lors de l’application de
la propagation dans la fonction restriction (voir Algorithme 2), le contexte à partir duquel elle a
été lancée, ainsi que le GCC dans lequel se déroule le processus de configuration.
La fonction itère sur chacun des CPS de la liste (ligne 1) et relance la fonction de propagation
en fonction de la multiplicité du concept auquel se réfère le CPS. Si le CPS donné en argument
fait référence à un concept avec une multiplicité non bornée et que son contexte est un contexte
local, alors la propagation est relancée directement à partir du CPS et de son contexte (ligne 14).
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Algorithme 4 recursePropagation(inout setOfCPS :Set<CPS>, inout cont :Context,inout
gcc :GCC) :void
1 : for all cps ∈ setOfCPS do
2 : conceptTarget := cps.getConcept()
3 : multTgt := conceptTarget.getMultiplicity()
4 : globalCtx := gcc.getGlobalContext()
5 : if (multTgt.upperBound() = 1) or (cont = globalCtx) then
6 : propagate(cps, globalCtx)
7 : if not multTgt.upperBound() = 1 then
8 : setLocalCtx := gcc.getLocalContexts()
9 : for all locCtx ∈ setLocalCtx do
10 : localCPS := locCtx.getCPSofConcept(conceptTarget)
11 : merge(localCPS, cps)
12 : propagate(localCPS, locCtx)
13 : else
14 : propagate(cps, cont)
En revanche, si le CPS donné en argument est lié à un concept dont la multiplicité est bornée
ou si le CPS appartient au contexte global, alors la propagation doit être lancé à partir du contexte
global (ligne 6).
Enfin, il faut considérer le cas particulier d’un CPS qui est lié à un concept dont la multiplicité
est non bornée, mais qui a été modifié au sein du contexte global. Cela arrive dans le cas où
la propagation a été lancée à partir d’un concept borné dans le contexte global et qu’une règle
a été appliquée sur un concept possédant une multiplicité non bornée. Par exemple si l’on a
sélectionné une feature de l’Immeuble qui implique une sélection dans le FM Appartement.
En effet, dans ce cas chaque contexte local possède aussi un CPS lié au même concept et les
modifications apportées au sein du contexte global doivent être reflétées au sein des contextes
locaux.
Dans ce cas l’algorithme itère sur chacun des contextes locaux (ligne 9) afin, tout d’abord,
d’appliquer aux CPS locaux les mêmes modifications que celles qui ont été appliquées au
CPS global (ligne 11) puis, ensuite, de relancer la propagation à partir de ces CPS locaux
nouvellement modifiés (ligne 12). La fonction applique donc une propagation en profondeur
d’abord.
6.4.2 Propriétés de l’algorithme
Soit une LPL représentée par un modèleM cohérent (voir section 5.6). En considérant GCC
un GCC cohérent s’appliquant surM et GCC ′ obtenu après l’application de l’algorithme de
propagation à partir d’un contexte et d’un CPS quelconque de GCC. Alors nous pouvons garantir
plusieurs propriétés sur l’algorithme de propagation à partir de GCC ′ :
1. le GCC GCC ′ est toujours cohérent (voir Propriété 6.3.4) suite à la propagation ;
2. la propagation va toujours réduire ou conserver la complexité du GCC : la complexité
de GCC ′ est nécessairement inférieure ou égale à la complexité de GCC ;
3. la propagation est stable : l’application de l’algorithme de propagation sur GCC ′ a
nécessairement pour résultat GCC ′ quels que soient le contexte et le CPS de lancement
de la propagation, aucune action supplémentaire n’ayant été réalisée sur GCC ′ ;
102
6.4. Algorithme de Propagation Chapitre 6. Un processus flexible de configuration
4. la propagation termine toujours.
6.4.2.1 Cohérence du GCC
Soit C ′ un contexte de GCC ′ et Aij une association deM reliant Di et Dj . Soit CPS i et
CPSj appartenant à C ′ et référençant respectivement Di et Dj .
Nous démontrons cette propriété en considérant qu’il existe CPS i et CPSj qui ne sont pas
compatibles (voir Propriété 6.2.1) et nous montrons que cela est impossible.
Démonstration. Soit Si et Sj les états de configurations respectifs de CPS i et CPSj . Si CPS i
et CPSj ne sont pas compatibles, alors ∃RF i→j une règle de restriction appartenant à Aij telle
que applyRF (RF i→j,Si,Sj)→ S ′j avec S ′j 6= Sj (voir Propriété 5.4.11).
Il existe deux possibilités pour que la fonction de restrictionRF i→j n’ait pas été appliquée :
— soit la propagation n’a pas été lancée à partir de CPS i car celui-ci n’a pas été impacté
par une action, mais dans ce cas CPS i et CPSj étaient compatibles puisque le GCC
GCC était cohérent ;
— soit l’action permettant d’obtenir S ′j n’a pas été appliquée car elle avait été précédem-
ment appliquée, et dans ce cas CPSj = CPS ′j .
Il est donc impossible que des CPS incompatibles co-existent au sein d’un contexte à la fin
d’une propagation : l’algorithme garantit la cohérence du GCC.
6.4.2.2 Réduction de la complexité
Par définition la complexité du GCC est liée in fine à la complexité de chaque état de
configuration contenu dans le GCC (voir Propriété 6.3.5, Propriété 6.3.3, Propriété 6.2.4). Or
l’application d’une action de configuration ne peut que réduire ou maintenir la complexité d’un
état de configuration (voir Propriété 5.4.1). En outre l’algorithme de propagation ne modifie pas
le nombre de contextes créés.
En conclusion, l’algorithme de propagation ne peut que réduire ou maintenir la complexité
des différents états de configuration contenus dans le GCC. Par conséquent la complexité du
GCC est soit stable, soit réduite suite à une propagation.
6.4.2.3 Stabilité
Nous définissons la stabilité de notre algorithme de propagation, par le fait que l’application
de l’algorithme de propagation sur un GCC qui vient d’être modifié par une première application
de la propagation ne fait rien.
Quels que soient GCC un GCC, C un contexte de GCC et CPS un CPS de C, alors :
propagate(CPS, C,GCC)→ GCC ′.
Quels que soient C ′ un contexte de GCC ′ et CPS ′ un CPS de C ′, alors :
propagate(CPS ′, C ′,GCC ′)→ GCC ′′.
Nous montrons que GCC ′′ ≡ GCC ′.
Démonstration. Si GCC ′′ 6= GCC ′, cela signifie qu’il existe une règle de restrictionR applicable
à partir d’un des CPS de GCC ′ et qu’elle n’a pas été appliquée.
Cela suppose :
1. soit qu’il existe un CPS dont l’état de configuration correspond à l’état d’application de
la règleR mais que la règleR n’a pas été appliquée ;
2. soit que l’action correspondante à la règleR n’a pas été exécutée.
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Nous montrons que ces deux situations sont impossibles.
1. S’il existe un CPS dont l’état de configuration correspond à l’état d’application d’une
règle, alors le CPS a été modifié lors de la propagation par une action qui lui a été appli-
quée automatiquement, auquel cas le CPS est noté comme “impacté” et la propagation
est de nouveau appliquée à partir de ce CPS (voir Algorithme 1).
2. Il n’existe qu’une seule possibilité dans notre algorithme pour qu’une action provenant
d’une règle ne soit pas exécutée : il s’agit du cas où l’action a déjà été exécutée
auparavant (voir Algorithme 2 ligne 14) soit par l’application de la règle soit par une
action utilisateur.
Ainsi, nous avons toujours GCC ′′ = GCC ′, la propagation est donc stable pour son application.
6.4.2.4 Terminaison
La terminaison de notre algorithme de propagation est assurée par trois propriétés :
— un CPS n’est considéré que s’il est impacté par une action ;
— deux actions identiques n’ont jamais lieu sur le même CPS et un CPS n’est considéré
que s’il est impacté par une action ;
— l’ensemble des actions possibles sur un CPS est limité par le nombre de features du FM
configuré au sein du CPS : ainsi, le nombre d’actions possibles décroît à chaque étape
de la propagation.
Démonstration. Soit SLC = {C0, ..., Cn} un ensemble de contextes locaux et GC un contexte
global. Soit CPS i ∈ Ci un CPS quelconque.
Considérons le lancement de l’algorithme de propagation à partir du CPS CPS i et du
contexte Ci ∈ SLC. L’algorithme continue de s’exécuter tant qu’il existe des actions à propager.
Or nous effectuons dans l’Algorithme 2 un test permettant de vérifier si une action a déjà été
effectuée ou non avant de l’appliquer (voir ligne 14) et donc de considérer le CPS comme impacté.
Il est donc impossible dans un CPS donné d’appliquer plusieurs fois une action identique.
Ainsi l’algorithme peut continuer de s’exécuter tant qu’il existe encore une action réalisable
dans un des CPS. Or il a été montré dans la Propriété 5.4.5 que la liste des actions possibles
dans un FM est bornée par le nombre de features du FM.
Donc l’algorithme ne peut s’exécuter indéfiniment que si de nouveaux CPS sont créés. Or la
définition d’un contexte précise qu’il n’existe qu’un seul CPS par FM dans un contexte donné.
Il n’est donc possible de créer de nouveaux CPS qu’en créant de nouveaux contextes.
Or la propagation ne crée jamais de nouveaux contextes et la liste des contextes locaux est
finie. En conclusion, il est impossible que l’algorithme de propagation ne s’arrête jamais : il y
aura donc toujours une terminaison à notre algorithme de propagation.
6.5 Un processus de configuration par étapes
Le processus de configuration d’un nouveau produit repose sur les actions demandées par
les utilisateurs. Dans l’objectif de garantir un processus de configuration flexible il convient
d’être en mesure d’appliquer le plus librement possible ces actions. Cependant, le besoin de
conservation d’un processus cohérent requiert de considérer les conditions d’application des
actions. Nous définissons donc un formalisme d’actions à deux niveaux constitués d’actions
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utilisateur, qui représentent les actions de haut niveau demandées par un utilisateur, et d’actions
système qui sont créées et appliquées automatiquement par les actions utilisateur.
Par ailleurs, nul n’étant infaillible et afin, une fois encore, d’améliorer la flexibilité du
processus de configuration, il est indispensable que l’utilisateur puisse être en mesure d’annuler
une de ses actions. Nous définissons ainsi un algorithme d’annulation d’une action utilisateur et
les éléments du formalisme nécessaire à cet algorithme.
6.5.1 Actions système et actions utilisateur
Nous considérons dans notre modèle deux types d’actions : les actions système et les
actions utilisateur 2.
Nous définissons une action système comme une action atomique intervenant directement sur
les notions définies dans le formalisme (chapitre 5 et chapitre 6) et appliquée automatiquement
par une action utilisateur.
Une action système est définie par un type et un ensemble d’arguments. Chaque action
système s’applique sur un GCC qu’elle modifie.
Type d’action Description
Sélectionner une feature3 Ce type d’action sélectionne une feature d’un CPS spé-
cifique.
Exclure une feature3 Ce type d’action exclut une feature d’un CPS spécifique.
Ajouter une contrainte3 Ce type d’action ajoute une contrainte sur le FM d’un
CPS spécifique.
Créer une sous-configuration Ce type d’action crée une sous-configuration à partir
d’un CPS.
Référencer une sous-configuration Ce type d’action détermine qu’une sous-configuration
est référencée par un autre CPS que son CPS d’origine.
Créer un lien Ce type d’action crée un lien entre deux sous-
configurations.
Créer un contexte Ce type d’action crée un nouveau contexte local.
Supprimer un contexte Ce type d’action supprime un contexte local.
TABLE 6.2 – Liste des types d’actions système
Définition 6.5.1 (Action système) :
Soit AS = 〈type, arguments〉 une action système.
Les arguments d’une action système sont nécessairement des entités du formalisme défini
dans les chapitres 5 et 6. Nous définissons la fonction apply d’une action système qui permet
d’appliquer l’action à partir de son type et de ses arguments et modifie l’état du GCC ainsi que
l’état de l’action.
Soit GCC un GCC et AS une action système quelconque applicable à ce GCC, au sens où
les arguments de l’action sont des éléments du GCC.
2. Seules les actions qui permettent de configurer un produit sont présentées ici. Certaines actions utilitaires
supplémentaires ont été réalisées et sont évoquées dans la description de l’implémentation réalisée section 7.3
3. Il s’agit des actions système correspondant aux actions de configurations de FM définies en sous-section 5.4.1.
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On a alors : apply(A,GCC)→ GCC ′.
Si une action n’est pas applicable à un GCC, elle ne fait rien. Il est important de noter que
les actions de configurations sur les FM (Définition 5.4.1) sont des actions système.
Propriété 6.5.1 (Annuler une action système) :
Nous définissons la fonction undo pour une action système. Cette fonction prend en paramètre
une action système et un GCC résultant de l’application de l’action et permet d’annuler celle-ci
au sein du GCC.
Soit AS une action système quelconque et GCC un GCC sur lequel peut s’appliquer cette
action.
On a : undo(AS, apply(AS,GCC))→ GCC.
Le Tableau 6.2 montre la liste des types d’actions système actuellement supportées.
Le processus de configuration est constitué d’une suite d’actions utilisateur menant à une
configuration composite spécifique. Nous définissons une action utilisateur comme une séquence
d’actions système nécessaires à la réalisation d’un but de plus haut niveau.
Une action utilisateur est formellement définie par un type et un ensemble d’arguments.
Définition 6.5.2 (Action utilisateur) :
Soit Q = 〈type, arguments〉 une action utilisateur.
Nous définissons la fonction precondition qui prend comme argument une fonction utilisa-
teur et un GCC et qui retourne une valeur booléenne vraie si une action de ce type et avec ces
arguments peut être réalisée sur le GCC et faux dans le cas contraire.
Nous définissons la fonction apply qui applique l’action utilisateur sur un GCC et retourne
un GCC modifié.
Soit GCC un GCC quelconque.
Soit Q une action utilisateur quelconque, telle que precondition(Q,GCC) = vrai.
Alors apply(Q,GCC)→ GCC ′.
Si precondition(Q,GCC) = faux alors apply(Q,GCC)→ GCC.
Le Tableau 6.4 représente l’ensemble des types d’actions utilisateur supportés.
6.5.2 Historique de configuration
Nous définissons une étape de configuration comme une action utilisateur et l’ensemble
des actions système issues de l’application de cette action utilisateur. Nous conservons au sein
d’un GCC un historique de configuration contenant la liste des étapes de configuration. Cette
approche nous permet d’annuler une action utilisateur en garantissant la cohérence du processus
de configuration.
Définition 6.5.3 (Etape de configuration) :
Nous définissons une étape de configuration T comme un couple 〈Q, SA〉 avec Q l’action
utilisateur à l’origine de l’étape de configuration et SA = [AS0, ...,ASn] la liste ordonnée des
actions système résultants de l’application de l’action utilisateur.
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Type d’action Description
Initialisation Ce type d’action initialise l’ensemble du système, en
vérifiant la cohérence de la SPL et en créant le contexte
global.
Finalisation Ce type d’action récupère les informations d’une confi-
guration composite valide et terminée afin de l’utiliser,
par exemple, lors d’un processus de génération ou de
composition.
Sélectionner une feature Ce type d’action sélectionne une feature d’un concept
précis au sein d’un contexte donné. Une propagation est
automatiquement lancée à la suite d’une sélection.
Exclure une feature Ce type d’action exclut une feature d’un concept précis
au sein d’un contexte donné. Une propagation est auto-
matiquement lancée à la suite d’une exclusion.
Démarrer une sous-configuration Ce type d’action commence une nouvelle sous-
configuration.
Valider une sous-configuration Ce type d’action termine une sous-configuration afin de
l’ajouter dans la configuration composite.
Lier des sous-configurations Ce type d’action crée un nouveau lien dans la configura-
tion composite entre deux sous-configurations existantes.
TABLE 6.4 – Liste des types d’actions utilisateur
Nous définissons le concept d’historique de configuration, comme l’ensemble ordonné
des étapes de configuration réalisées.
Définition 6.5.4 (Historique de configuration) :
Nous définissons un historique de configuration H = 〈ST 〉 où ST = [T0, ..., Tn] représente
l’ensemble ordonné des étapes de configuration.
L’application d’une action utilisateur modifie le GCC en effectuant des changements sur la
configuration composite ou les contextes, mais aussi en ajoutant automatiquement à l’historique
une étape de configuration.
Propriété 6.5.2 (Application d’une action utilisateur) :
Nous détaillons la définition de la fonction apply sur une action utilisateur qui consiste donc à :
— créer une nouvelle étape de configuration au sein de l’historique du GCC ;
— créer une liste d’actions système au sein de cette étape de configuration ;
— appliquer chacune des actions système dans l’ordre sur le GCC.
Soit Q une action utilisateur et GCC = 〈M, GC, SLC, CC,H〉 un GCC tel que
precondition(Q,GCC) = vrai, alors on a : apply(Q,GCC)→ GCC ′ avec
GCC ′ = 〈M, GC ′, SLC ′, CC ′,H′〉 où
— H′ = 〈ST ′〉 avec ST ′ = [T0, ..., Tn+1] en considérantH = 〈ST 〉 avec ST = [T0, ..., Tn]
et Tn+1 = 〈Q, SA〉 avec SA = [AS0, ...,ASn] ;
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— et apply(ASn, apply(ASn−1, ..., apply(AS0,GCC)...))→ GCC ′′
avec GCC ′′ = 〈M, GC ′, SLC ′, CC ′,H〉.
De la même façon qu’il est possible d’annuler une action système, nous définissons une
fonction undo pour annuler une action utilisateur. L’annulation d’une action utilisateur consiste
à annuler l’étape de configuration créée par l’action utilisateur.
Propriété 6.5.3 (Annulation d’une étape de configuration) :
Nous définissons la fonction undo pour une étape de configuration comme l’annulation de toutes
les actions système réalisées dans l’ordre inverse de leur exécution et la suppression de cette
étape de configuration au sein de l’historique.
La fonction undo prend comme argument une étape de configuration ainsi que le GCC la
contenant. La fonction undo retourne un GCC dans lequel les actions système ont été annulées
et l’étape de configuration supprimée.
Soit Q une action utilisateur et GCC un GCC tel que precondition(Q,GCC) = vrai.
Soit GCC ′ le résultat de la fonction apply(Q,GCC) et T l’étape de configuration résultante
contenue dans GCC ′.
Alors undo(T ,GCC ′)→ GCC.
6.5.3 Algorithme d’annulation d’une action utilisateur
La fonction d’annulation définie sur les étapes de configuration n’est pas suffisante pour
garantir la cohérence du GCC lors de l’annulation de n’importe quelle étape. Nous proposons
donc un algorithme permettant d’annuler n’importe quelle étape de configuration tout en assurant
la cohérence du GCC.
Algorithme 5 undoAction(inout step :Step, inout gcc :GCC) :void
1 : actionsUndone := searchAndUndoActions(gcc, step)
2 : actionsToRedo := reverseOrder(actionsUndone)
3 : redoActions(actionsToRedo, gcc)
Le fonctionnement global de l’algorithme est présenté dans la fonction undoAction (Algo-
rithme 5). Cette fonction prend en paramètre d’entrée une étape de configuration à annuler et un
GCC contenant cette étape de configuration. Elle ne retourne rien mais modifie le GCC donné
en entrée.
Algorithme 6 searchAndUndoActions(inout gcc :GCC, inout step :Step) :List<Action>
1 : actionUndone := new List()
2 : repeat
3 : history := gcc.history()
4 : hStep := history.lastStep()
5 : undo(hStep, gcc)
6 : if hStep 6= step then
7 : actionUndone.add(hStep.userAction())
8 : until hStep = step
9 : return actionUndone
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En premier lieu, cette fonction va appeler la fonction searchAndUndoActions (Algorithme 6)
qui va parcourir la liste des étapes de configuration à partir de la fin et les annuler une par une
jusqu’à trouver l’étape de configuration donnée en entrée. Cette fonction retourne la liste des
actions utilisateur qui ont été annulées.
Dans la deuxième ligne de la fonction undoActions, la liste des actions annulées est inversée
afin de pouvoir considérer comme premier élément la dernière action annulée.
Enfin, une dernière fonction redoActions (Algorithme 7) est appelée prenant comme argu-
ment la liste inversée des actions annulées et le GCC. Cette fonction parcourt la liste des actions
annulées, vérifie que les préconditions sont toujours respectées et, si c’est le cas les applique à
nouveau. Si les préconditions ne sont pas respectées, un message est retourné.
Algorithme 7 redoActions(in listOfRedoActions :List<Action>, inout gcc :GCC) :void
1 : for all actionToRedo ∈ listOfRedoActions do
2 : if actionToRedo.precondition(gcc) then
3 : GCC := apply(actionToRedo, gcc)
4 : else
5 : print “Action actionToRedo.description() cannot be applied
back”
6.5.3.1 Terminaison
La terminaison de l’algorithme est assurée par le fait qu’il parcourt une liste d’étapes de
configuration dans laquelle aucune nouvelle étape ne peut être ajoutée durant l’algorithme. La
taille de la liste étant ainsi bornée et les opérations sur les étapes de configuration étant également
bornées par la taille des listes d’actions système, l’algorithme se termine toujours.
6.5.3.2 Cohérence
L’algorithme nous garantit que la cohérence du processus de configuration est toujours
respectée après son exécution. Cette propriété est vérifiée tout d’abord car l’algorithme annule
un ensemble d’étapes de configuration dans l’ordre inverse de leur application, en respectant la
Propriété 6.5.3 qui vérifie la cohérence du processus de configuration.
Par ailleurs, l’exécution des actions utilisateur qui s’ensuit dans la deuxième partie de
l’algorithme n’est effectuée que si les préconditions des actions sont respectées. Nous montrons
dans la section suivante comment les actions utilisateur garantissent de vérifier la cohérence du
système si leurs préconditions sont respectées.
La cohérence du processus de configuration est ainsi vérifiée par l’algorithme d’annulation
d’une action utilisateur.
6.6 Cohérence et flexibilité du processus de configuration
Notre formalisme d’action et les algorithmes de propagation et d’annulation des actions
effectuées visent tous trois à garantir la cohérence et la flexibilité du processus de configuration
(voir Propriété 6.1.1).
Il convient cependant d’interdire à l’utilisateur des actions qui ne sont pas cohérentes
relativement à l’état du GCC.
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ousmontronsainsidansunpremiertempsunautomatedéﬁnissantl’ordreautoriséd’exécu-
tiondesactionsutilisateur,etnousdéﬁnissonslavalidationdeleursarguments.ousprésentons
ensuitecommentnosactionsutilisateurlespluscomplexessontdéﬁniesaﬁndegarantirles
propriétésdecohérenceetdeﬂexibilitéduprocessus.
6.6.1 Automatedesactionsutilisateuretpréconditions
acohérenceduprocessusdeconﬁgurationestdirectementissuedelacohérenceduGCC
(voirropriété6.3.4)maisreposeégalementsurlesfonctionsdepreconditionassociéesaux
actionsutilisateur.Cesfonctionssontdéﬁniesindépendammentpourchaquetyped’action.Eles
Démarrer une 
sous-conﬁguration
électionner/Exclure 
une feature
Initialisation
alider une 
sous-conﬁguration
ier des
sous-conﬁguration
inalisation
visentàvériﬁerdeuxchoses:
—est-cequel’étatduGCCpermetd’appliquercetyped’action?
—est-cequelesargumentsdel’actionsontcompatiblesavecl’étatduGCC?
IGURE6.2–Automatedesactionsutilisateur
ousmontronsl’automatedesactionsau-
toriséesdurantleprocessusdeconﬁguration,
ainsiquelemécanismedevalidationdesar-
gumentsdesactionsutilisateur.
6.6.1.1 Automatedesactionsutilisateur
aigure6.2représentecetautomate:
chaqueétatcorespondàuntyped’actionuti-
lisateuretchaquetransitioncorespondàune
transitionautoriséeentredeuxtypesd’actions.
Ilestimportantdenoterqueceteﬁgurenere-
présentepaslesconditionsquidoiventêtre
vériﬁéesaﬁndevaliderlatransition:par
exemple,uneactiondeliaisondeconﬁgura-
tionsnepeutêtreefectuéequesilesdeux
conﬁgurationsàlierontétévalidéesaupréa-
lable.ousdécrivonscesconditionsdansla
sous-sectionsuivante.
outeslestransitionsreprésentéessontdes
transitionsautoriséesauseindenotrepro-
cessusdeconﬁgurationsilesconditionssont
respectées.Ainsinouspouvonsconstaterque
trèspeudetransitionssontilégales:l’ordre
d’applicationdesdiférentesactionsutilisa-
teurestextrêmementlibre,cequiestungage
delaﬂexibilitéduprocessus.Enoutre,nous
avonsvolontairementreprésentéengrasles
transitionsquinousontsembléleplussouvent
empruntéesd’aprèsnosexpérimentations.n
peutainsiendéduirequ’unworkﬂow“usuel”
deconﬁgurationd’unproduitcommenceparuneinitialisation,sepoursuitparledémarrage
d’unenouvelesous-conﬁguration,enchaînesurdessériesdesélection/exclusionsdefeatures,
pourensuitepermetreàl’utilisateurdevaliderlasous-conﬁgurationréalisée.uandl’utilisa-
teuradéﬁniplusieurssous-conﬁgurations,ilvapouvoircréerdesliaisonsentreelescequilui
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permettra de finaliser sa configuration composite quand le dernier lien aura été créé.
Bien sûr, à tout moment l’utilisateur a la possibilité de sortir de ce workflow : par exemple,
il peut se rendre compte au cours de la réalisation d’une sous-configuration qu’il va devoir en
créer une autre très similaire et décider d’en démarrer une nouvelle immédiatement, au lieu de
finaliser sa sous-configuration en cours.
Nous avons délibérément omis de représenter la possibilité de défaire une action dans
notre Figure 6.2 : l’annulation de n’importe quelle action utilisateur (voir sous-section 6.5.3)
est accessible à n’importe quel moment du workflow de configuration et ne compromet jamais
la cohérence du processus.
6.6.1.2 Validation des arguments
Pour chacune des actions utilisateur, les arguments de l’action doivent être validés avant
de pouvoir autoriser l’application de l’action. Cette validation est effectuée lors du test de la
precondition de l’action (voir Définition 6.5.2).
Les arguments des actions référencent toujours des éléments existants qu’il est possible de
retrouver à partir du GCC : soit des éléments du modèle du domaine (par exemple, une feature,
un concept, ou une association), soit des éléments issus de la configuration (par exemple, un
contexte, ou un CPS). La première vérification à faire est donc de s’assurer que les éléments
référencés existent bien dans le GCC en cours d’utilisation.
Enfin, pour chacun des types d’action utilisateur, un ensemble de vérifications spécifiques
doit également être effectué afin de garantir la cohérence du processus. Les préconditions
spécifiques pour les différents types d’actions utilisateur sont décrites dans la suite.
Initialisation Il n’y a pas de précondition spécifique pour ce type d’action utilisateur : celle-ci
ne prend en effet aucun argument qu’il conviendrait de vérifier.
Démarrer une nouvelle sous-configuration Ce type d’action utilisateur prend trois argu-
ments : un obligatoire et deux optionnels. L’argument obligatoire est le concept pour lequel
l’utilisateur souhaite créer une nouvelle sous-configuration. Le premier argument optionnel est le
contexte dans lequel l’utilisateur souhaite la créer. Lorsque cet argument n’est pas renseigné, le
contexte considéré est un nouveau contexte local si le concept demandé possède une multiplicité
non bornée, sinon il s’agit du contexte global. Enfin le dernier argument qui est également option-
nel représente le concept avec lequel l’utilisateur souhaiterait lier sa nouvelle sous-configuration.
Plus précisément, cet argument n’est pris en compte que si le premier argument optionnel est
donné : il permet d’obtenir à partir du contexte demandé, le CPS du deuxième concept donné et
ainsi garantir la création d’une sous-configuration compatible avec ce CPS 4.
Il est nécessaire de vérifier que la multiplicité sera encore respectée une fois la sous-
configuration réalisée pour autoriser cette action. Cela signifie que pour un concept possédant
une multiplicité bornée, il ne sera possible de démarrer une nouvelle sous-configuration qu’une
unique fois, celle-ci étant réalisée dans le contexte global. Il convient donc de vérifier dans ce
cas que la sous-configuration n’a pas déjà été validée au sein de la configuration composite.
Par ailleurs, il est possible d’indiquer le contexte dans lequel on souhaite créer la sous-
configuration. Là encore il est nécessaire de vérifier que la multiplicité du concept n’est pas
contradictoire avec le contexte demandé : si le concept possède une multiplicité bornée, la
sous-configuration ne peut pas être créée dans un contexte local. Par ailleurs, si le contexte
4. Des précisions sont données sur ce mécanisme dans la suite de la section : sous-section 6.6.4
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donné possède déjà une sous-configuration validée pour le concept demandé, l’action ne peut
pas être appliquée non plus.
Enfin, il est possible également d’indiquer un deuxième concept afin que l’utilisateur puisse
créer une sous-configuration qui soit compatible avec le CPS de ce concept dans le contexte
donné. Dans ce cas, l’utilisateur crée une sous-configuration dans l’optique de la lier à une autre
et les multiplicités ont un rôle important à jouer : nous considérons ainsi qu’il est nécessaire
qu’il existe une association entre les deux concepts donnés pour que l’action soit validée. Par
ailleurs, si une sous-configuration a déjà été validée pour le deuxième concept, il est nécessaire
de vérifier que la multiplicité de l’association sera toujours respectée après la création d’un lien.
Sélectionner / Exclure une feature Ces deux types d’actions prennent les mêmes deux
arguments obligatoires. Le premier argument est le CPS sur lequel l’utilisateur est en train de
travailler pour réaliser une sous-configuration. Le second argument est le nom d’une feature à
sélectionner ou exclure, selon le type d’action.
La première vérification à réaliser consiste à s’assurer que la feature appartient bien au
FM référencé par le CPS. Il est ensuite nécessaire de vérifier que cette feature n’a pas déjà été
sélectionnée ou exclue afin de valider l’action.
Valider une sous-configuration Ce type d’action utilisateur prend un unique argument obli-
gatoire : le CPS dont on souhaite valider la sous-configuration. Il est nécessaire de vérifier
que l’état de configuration du CPS est complet et cohérent avant de valider l’action (voir
Propriété 5.3.2).
Lier des sous-configurations Ce type d’action prend deux arguments obligatoires : les deux
sous-configurations à lier.
Il est tout d’abord nécessaire de vérifier qu’il existe bien une association entre les concepts ré-
férencés par les deux sous-configurations. Il faut ensuite déterminer si les deux sous-configurations
ne sont pas déjà liées ensemble. Une troisième vérification doit s’assurer que les deux sous-
configurations sont compatibles entre elles. Enfin, il faut vérifier pour chacune des sous-
configurations qu’elle respecte bien la multiplicité de l’association afin de pouvoir valider
l’action.
Finalisation Ce type d’action prend un unique argument obligatoire : la configuration com-
posite réalisée.
La finalisation ne peut être validée que si la configuration composite est cohérente et terminée
(voir Propriété 5.5.5).
Nous donnons dans les sous-sections qui suivent des précisions sur le mécanisme de ces
différentes actions.
6.6.2 Sélection et exclusions de features
Ces deux types d’actions utilisateur se comportent de la même façon : elles ont pour rôle
d’effectuer une action de configuration sur le FM référencé par le CPS donné en argument de
l’action.
Cependant, l’action sur le FM seule n’est pas suffisante pour garantir la cohérence du proces-
sus de configuration : les fonctions de restriction doivent en effet être appliquées immédiatement
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avant toute nouvelle action. Les actions utilisateur de sélection et d’exclusion ont donc la res-
ponsabilité de déclencher le lancement de l’algorithme de propagation que nous avons défini
précédemment (voir section 6.4). Ainsi, à chaque nouveau choix de configuration réalisé, nous
garantissons que le GCC reste cohérent d’après la Propriété 6.3.4 ce qui est un gage de la
cohérence du processus de configuration mais aussi de sa flexibilité.
6.6.3 Liaison des sous-configurations
L’action utilisateur liaison des sous-configurations pose une grande problématique de co-
hérence et de flexibilité du processus de configuration. En effet, outre son action de création
d’un lien entre les sous-configurations, ce type d’action utilisateur est responsable de certaines
opérations sur les contextes.
Selon la multiplicité des associations, des sous-configurations liées doivent ou non être encore
libres de pouvoir être liées avec d’autres éléments. Ainsi, il doit encore être possible de créer des
sous-configurations compatibles pour certains éléments liés, sans quoi nous contreviendrions à
la propriété de flexibilité du processus de configuration.
La propriété de cohérence des contextes garantit que des CPS appartenant au même contexte
sont compatibles (voir Propriété 6.3.1). Ainsi des sous-configurations issues d’un même contexte
peuvent nécessairement être liées s’il existe une association. Cependant, l’utilisateur doit pouvoir
également lier des sous-configurations réalisées dans des contextes différents.
Il est donc indispensable d’avoir un mécanisme permettant (i) de vérifier que les deux
sous-configurations issus de contextes différents sont compatibles, (ii) de réaliser des opérations
de fusion de contextes afin de réunir au sein d’un même contexte les CPS référençant des
sous-configurations à lier, (iii) gérer la suppression des contextes devenus inutiles.
Toutes ces opérations sont réalisées au sein de l’action utilisateur permettant de lier des confi-
gurations et permettent de s’assurer de la propriété de flexibilité du processus de configuration
tout en garantissant sa cohérence.
6.6.3.1 Vérifier la compatibilité de deux sous-configurations de contextes différents
Si les deux sous-configurations sont issues d’un même contexte ou si une des sous-confi-
gurations provient du contexte global, elles sont nécessairement compatibles d’après la propriété
de cohérence du GCC (voir Propriété 6.3.4) qui est vérifiée notamment grâce à l’algorithme de
propagation. Le lien est alors directement créé.
En revanche, si les sous-configurations à lier sont issues de contextes locaux distincts, il est
nécessaire de vérifier leur compatibilité afin de permettre la liaison. Des sous-configurations
issues de contextes distincts sont définies comme compatibles pour la liaison si :
— les CPS qu’elles référencent sont compatibles,
— les contextes sont compatibles à la fusion.
La compatibilité des CPS a été définie dans la Propriété 6.2.1, nous nous appuyons sur la
propriété de cohérence d’un contexte pour la vérifier.
En effet, nous savons que dans un contexte donné tous les concepts non-bornés sont représen-
tés par un CPS et tous les CPS sont compatibles. Ainsi, chacune des deux sous-configurations à
lier, représentant des concepts distincts, a nécessairement dans son propre contexte un CPS repré-
sentant le concept de la deuxième sous-configuration. Si ce CPS possède un état de configuration
qui peut être inclus dans l’état de configuration de la sous-configuration à lier du même concept,
alors cela signifie que les deux CPS sont compatibles, comme illustré dans la Figure 6.3.
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A B
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C terminé
(ss-conﬁg. réalisée)
C en cours
inclusion possible
Extrait du modèle 
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context 1 context 2
rocessus de conﬁguration compatibilité
IGURE6.3–IlustrationdutestdelacompatibilitéentredesC
ropriété6.6.1(ériﬁcationdelacompatibilitédeCissuesdecontextesdiférents):
oitCaetCbdeuxcontexteslocaux.oitCai Di,ai,Aai etCbj Dj,bj,AbjdeuxCàpartirdesquelsdesconﬁgurationsontétécrééesetquiappartiennentrespectivement
àCaetCb.
npeutalorstrouverCbi Di,bi,Abi etCaj Dj,aj,Aaj référençantlesmêmesconceptsmaisappartenantcetefoisrespectivementauxcontextesCbetCa.
’ilexisteuneassociationAijtelequeAij {Di,Dj},alorsona:
Cai Cbj⇔(bi⊆ai)∧(aj⊆bj).
ilesdeuxCréférencésparlessous-conﬁgurationsàliersontcompatiblesdansdes
contextesdistincts,celanesigniﬁepasnécessairementquelaliaisonestpossible.Ilestnécessaire
enefetdevériﬁerquelesdeuxsous-conﬁgurationsàliernefontpaspartie,chacunedeleur
côté,d’unassemblagequiseraitincohérent.
aigure6.4montreainsiuneliaisonentredessous-conﬁgurationsfaisantréférenceàdes
Cquisontcompatiblesmaisdontl’assemblageestincohérent:lesdeuxsous-conﬁgurations
deCdevraientêtrelesmêmespourquelaliaisonsoitautorisée.araileurs,silemaintiende
contextesdistinctsestnécessaireaﬁnd’assurerlaﬂexibilitéduprocessusdeconﬁguration,sans
unraisonnementappropriéilpeutcomprometrelacohérenceduprocessus.
aigure6.5ilustrelesincohérencesquipeuventrésulterd’unmaintiendescontextes
distincts.EnconsidéranttroisconceptsA,BetCliésentreeuxauseind’unmodèledudomaine,
onconsidèrequel’utilisateurcréedeuxsous-conﬁgurationsA1etB2respectivementrelatives
àAetàBdansdeuxcontextesdistinctsmaisdefaçonàcequ’elessoientcompatiblespour
pouvoirleslier.aseulemanièredegarantirlacompatibilitéfuturedelasous-conﬁguration
crééeestdefusionnerlesCrelatifsàCcontenusdanslesdeuxcontextes:quelesquesoient
lesactionsfuturesréalisées,lasous-conﬁgurationseraalorsforcémentcompatibleaveclesdeux
sous-conﬁgurationsA1etB2.
ousconsidéronsainsiquel’actionutilisateurdeliaisondeconﬁgurationsdoit,aﬁndegaran-
tirlaﬂexibilitéduprocessusdeconﬁguration,réaliserdesopérationsdefusionetdesuppression
decontextes.Ilestcependantnécessaireavantd’autoriserlaliaisondessous-conﬁgurationsde
vériﬁerquelescontextespeuventêtrefusionnés.ousdéﬁnissonslacompatibilitédefusiondes
contextes,parlefaitquedeuxcontextespeuventréaliserl’uniondechacundeleursC.
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6.4–Ilustrationd’uneincohérencelorsdelaliaisondeCcompatibles
IGURE6.5–Ilustrationdubesoindefusiondescontextes
ropriété6.6.2(Compatibilitédefusiondescontextes):
oitCa Ca etCb Cb deuxcontexteslocaux.ousdisonsqueCaetCbsont
compatiblesàlafusionsietseulementsi:∀Cai∈Ca,∃Cbi∈CbréférençantlemêmeconceptqueCaiettelqueCai⊆CbiouCbi⊆Cai.
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Ainsi,lacompatibilitédedeuxsous-conﬁgurationsestrespectéesilespropriétés6.6.1et
6.6.2sontvériﬁées.
6.6.3.2 usionetsuppressiondecontextes
ousdéﬁnissonslafusiondecontextescommeuneopérationpermetantd’obteniràpartir
dedeuxcontexteslocauxdistincts,unnouveaucontextelocalcontenantdesCcorespondant
àl’uniondesCréférençantlemêmeconceptdesdeuxcontextesd’origine.
Déﬁnition6.6.1(usiondecontextes):
oitdeuxcontextesCa Ca etCb Cb.
ousdéﬁnissonsunefonctiondefusionprenantenargumentdeuxcontextes,teleque
fusion(Ca,Cb)CcavecCc Cc.
naalors∀Cci∈CcavecCci Di,ci,Aci,Cci ∃Cai∈CaetCbi∈CbtelqueCciCai∪Cbi(ropriété6.2.3).
Ainsi,deuxsous-conﬁgurationsliéesappartenantàdescontexteslocauxdiférentsvont
donnerlieuàuntroisièmecontexteréférençantlesdeuxsous-conﬁgurations.aquestionse
posealorsdudevenirdescontextesd’origine:faut-illesconserveroulessupprimer?
aréponseestintimementliéeauxmultiplicitéssupportéesparlesassociationsdéﬁnies
danslemodèledudomaine.Enefet,laconservationd’uncontexteaprèsunefusiondans
l’optiquedecréerunliennesejustiﬁequesil’utilisateurdoitpouvoircréerunautrelienvers
unesous-conﬁgurationd’unconceptsimilaire.Ainsi,laconservationd’uncontexten’estréalisée
Modèle du 
domaine
Conﬁguration
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1..*
1..*
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1
iece
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1
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iece2
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Multiplicité
décrite many-to-many many-to-one one-to-one
quesilamultiplicitéportéeparl’associationpourceconceptestnonbornée.
IGURE6.6–Descriptiondesmultiplicitésrencontrées
roiscaspeuventdoncseprésenter,quenousnommonsparanalogieavecleproblèmedes
relationsdanslesbasesdedonnées(voirigure6.6):
1.many-to-many:lesmultiplicitésdel’associationsontnonbornéespourlesdeux
concepts:danscecas,lestroiscontextessontconservés;
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2. many-to-one : une seule des deux multiplicités est bornée : dans ce cas, un seul des
trois contextes est supprimé, celui contenant le CPS d’origine relatif au concept situé du
côté borné de l’association ;
3. one-to-one : les multiplicités sont bornées pour les deux concepts : dans ce cas, seul le
contexte issu de la fusion est conservé, les autres sont supprimés.
Nous maintenons ainsi la flexibilité du processus de configuration tout en garantissant sa
cohérence : les contextes sont manipulés de sorte que l’utilisateur puisse continuer à réaliser
des liens en cohérence avec le modèle du domaine et qu’il puisse également créer de nouvelles
sous-configurations cohérentes à partir d’une sous-configuration ou d’un assemblage de sous-
configurations existant.
6.6.4 Démarrage d’une sous-configuration
Une autre action utilisateur est très fortement liée à la flexibilité du processus de configura-
tion : le démarrage d’une nouvelle sous-configuration.
Plusieurs cas peuvent se présenter : soit l’utilisateur souhaite créer une nouvelle sous-
configuration détachée de toutes ses actions antérieures 5, soit il souhaite créer une sous-
configuration dans l’optique de la lier avec une ou plusieurs déjà existantes. Dit autrement, soit
il souhaite créer une sous-configuration dans un nouveau contexte, soit il souhaite la créer dans
un contexte existant.
L’action de démarrage d’une nouvelle configuration prend donc en paramètre le concept pour
lequel l’utilisateur souhaite créer une nouvelle sous-configuration, éventuellement le contexte
dans lequel il souhaite la créer, ainsi que le concept avec lequel il souhaite lier cette configuration.
En retour, l’action renvoie un CPS à partir duquel l’utilisateur pourra effectuer ses actions.
Nous nous concentrons ici sur la création d’une nouvelle sous-configuration d’un concept
possédant une multiplicité non-bornée, sans quoi, la sous-configuration est directement réalisée
à partir du contexte global.
6.6.4.1 Démarrage dans un nouveau contexte
Si l’utilisateur souhaite créer une nouvelle sous-configuration dans un nouveau contexte,
alors les arguments de contexte et de concept à lier ne sont pas renseignés. Un nouveau contexte
est alors créé en utilisant l’action système correspondante qui réalisera le contexte en clonant
les CPS du contexte global référençant des concepts non-bornés. La copie des CPS du contexte
global nous assure, en effet, la cohérence des choix utilisateurs.
6.6.4.2 Démarrage dans un contexte existant
En revanche, nous considérons que si l’utilisateur souhaite créer une sous-configuration
dans un contexte existant, alors cela signifie qu’il a pour objectif de lier cette nouvelle sous-
configuration à une autre 6 du contexte existant. Il fournit ainsi le contexte dans lequel il souhaite
réaliser la nouvelle sous-configuration, ainsi que le concept auquel il souhaite la lier plus tard.
Ainsi, en fonction de l’association existante entre les deux concepts, le même raisonnement
que pour la liaison des sous-configurations est effectué afin de déterminer comment créer la
nouvelle sous-configuration.
5. A l’exception bien entendu des impacts dans le contexte global.
6. Cette autre sous-configuration n’est d’ailleurs pas forcément terminée à ce moment là.
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Trois cas peuvent se présenter, que nous nommons également par analogie avec le problème
des relations dans les bases de données :
1. one-to-one : l’association a des multiplicités bornées ;
2. many-to-one : l’association possède une unique multiplicité non-bornée du côté du
concept de la nouvelle sous-configuration ;
3. X-to-many : l’association présente une multiplicité non-bornée du côté du concept de la
nouvelle sous-configuration.
one-to-one Si l’association ne possède que des multiplicités bornées, la sous-configuration
pourra directement être réalisée au sein du contexte existant. En effet, dans ce cas il n’est pas
nécessaire de conserver un autre contexte pour permettre une future liaison : le but est de créer
une sous-configuration qui pourra être immédiatement liée au sein du contexte en cours.
many-to-one Une association many-to-one signifie que dans le cadre de la relation il existe
plusieurs exemplaires du concept à configurer, mais qu’ils sont tous liés à une unique sous-
configuration. Dit autrement, l’association possède une multiplicité non-bornée, mais la multi-
plicité est toujours bornée sur l’autre concept de l’association.
Dans ce cas, il est nécessaire de créer un nouveau contexte afin d’autoriser de futurs liens avec
le concept sur lequel porte la multiplicité bornée. Dès lors, l’action va cloner le contexte dans
lequel l’utilisateur souhaite réaliser la configuration, en copiant chacun des CPS du contexte.
Finalement l’action retourne le CPS du contexte d’origine comme CPS pour réaliser la
sous-configuration.
X-to-many Nous définissons par X-to-many le fait que nous traitons indifféremment les
associations many-to-many et one-to-many : dans les deux cas il s’agit d’une relation dans
laquelle un exemplaire du concept à configurer est lié de nombreuses fois à différentes sous-
configurations.
Dans ces deux cas, il est nécessaire de créer un nouveau contexte afin de permettre à l’utili-
sateur de lier la sous-configuration à réaliser à de nombreux éléments. Cependant, l’utilisateur
souhaite créer une sous-configuration qui soit compatible avec le contexte d’origine.
Ainsi, le contexte nouvellement créé est modifié afin que le CPS du concept à configurer soit
identique à celui du contexte d’origine. Une fois cette modification effectuée, il est nécessaire
de lancer l’algorithme de propagation à partir de ce CPS modifié afin de garantir la cohérence
du nouveau contexte.
Finalement, l’action retourne le CPS correspondant au concept à réaliser du nouveau
contexte.
6.6.5 Conclusions sur la cohérence et la flexibilité
Le processus de configuration consiste en un ensemble d’actions utilisateur permettant
d’atteindre une configuration composite. Nous avons montré dans cette section comment ces
actions utilisateur sont définies, aussi bien au niveau de leur précondition, qu’au niveau de leurs
mécanismes d’applications afin de garantir les propriétés de cohérence et flexibilité du processus
de configuration, notamment en utilisant les différentes propriétés établies dans notre formalisme
ainsi que l’algorithme de propagation.
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6.7 Ilustrationduprocessusdeconﬁguration
ousilustronslesdiférentsélémentsduprocessusdeconﬁgurationenreprenantl’exemple
ﬁlrougequenousavonsutiliséauchapitreprécédent.
6.7.1 Descriptiondel’exemple
Appartement iece uverture1..* 1..*1..* 1 1..* 1..*1..*
1..*0..1
Immeuble1
1..*
1
ousconsidéronsdanscetexemplelemodèledudomaineetlesMsuivants:
IGURE
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ElectriqueGaz ioul lancher Radiateur
emperature ⇔ Centralise
ecurite ⇒ ibre ptique
Radiateur
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6.7–Exempledumodèledudomainepourl’exempleﬁlrouge
IGURE6.8–eatureModelspourl’exempleﬁlrouge
6.7.2 Initialisation
eprocessusdeconﬁgurationcommenceavecuneactiond’initialisation.Durantceteaction
lecontexteglobal,lesCcorespondantàchaqueconceptdumodèledudomaineauseinde
cecontexte,ainsiqu’uneconﬁgurationcompositevidesontcréés.araileurs,l’étatdesC
estautomatiquementmisàjourgrâceauraisonnementdynamiqueefectuésurlesMpour
représenterlasélectiondesfeaturesobligatoires.’algorithmedepropagationestégalement
lancéàpartirdesCmisàjourauseinducontexteglobalaﬁndegarantirquel’étatducontexte
globalestcohérentàlaﬁndel’initialisation.
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Dans notre exemple, le contexte global contient donc les informations suivantes :
Listing 6.1 – Contexte global à l’initialisation
CPS Immeuble
selections : [Immeuble]
exclusions : []
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : []
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
Dans cet exemple, la propagation est lancée mais aucune règle ne s’applique, elle s’arrête
donc immédiatement. Le GCC est désormais initialisé, l’utilisateur peut démarrer une nouvelle
configuration.
6.7.3 Première sous-configuration en détails
6.7.3.1 Démarrage de la sous-configuration
L’utilisateur souhaite tout d’abord créer un nouvel Appartement. Il va donc réaliser une
action de démarrage d’une nouvelle sous-configuration. Il donne comme argument le concept
Appartement et aucune information de contexte, étant donné qu’il souhaite réaliser cette sous-
configuration dans un nouveau contexte.
Une action système de création de contexte est donc lancée et un contexte local est créé que
nous nommerons : cl1. Ce contexte est un clone du contexte global, à l’exception près qu’il ne
contient aucun CPS pour Immeuble, ce concept possédant une multiplicité de 1 dans le modèle
du domaine.
Listing 6.2 – Contexte cl1 lors de sa création
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : []
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
6.7.3.2 Première sélection
L’utilisateur souhaite avoir une gestion centralisée de la Temperature dans l’Appartement
qu’il est en train de créer. Il réalise donc une action de Sélection prenant pour argument la feature
Temperature et le CPS Appartement du contexte cl1. Cette action anodine va avoir un grand
nombre d’impacts.
En premier lieu, le raisonnement dynamique sur la configuration du FM Appartement permet
d’inférer automatiquement des choix à partir de la sélection de Temperature. Cette feature est, en
effet, une feature enfant de Ordinateur Central : cette dernière est donc également sélectionnée
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automatiquement. Par ailleurs, une contrainte du FM spécifie que Temperature⇔ Centralise.
La feature Centralise est donc sélectionnée aussi.
L’état du CPS Appartement du contexte cl1 est donc le suivant immédiatement après l’action
système de sélection de Temperature :
Listing 6.3 – Etat du CPS Appartement dans le contexte cl1 après sélection
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise]
exclusions : []
L’action utilisateur lance ensuite l’algorithme de propagation à partir du CPS Appartement
et du contexte cl1. La propagation commence par rechercher et parcourir les associations. Le
concept Appartement dispose de trois associations : la première avec le concept Immeuble, la
seconde avec le concept Pièce et la troisième avec le concept Ouverture. L’algorithme itère
sur les associations et récupère les concepts associés, puis elle détermine en fonction de la
multiplicité quel est le CPS qui doit être utilisé.
Le concept Immeuble est traité en premier lieu. Comme il s’agit d’un concept à la multiplicité
bornée, le CPS considéré est celui du contexte global. L’algorithme détermine ensuite si des
règles s’appliquent suivant l’état du CPS Appartement de cl1 : en l’occurence aucune règle ne
s’applique pour le concept Immeuble.
La seconde association est alors considérée. Cette fois le concept Pièce possède une multi-
plicité non-bornée, le CPS considéré est directement celui du contexte cl1. Une règle s’applique
en effet sur ce concept :
Listing 6.4 – Règle pour la Temperature entre Appartement et Piece
regle appartement_piece_temperature
source : Appartement
cible : Piece
selections [Temperature], exclusions [] => SELECTIONNE CTemperature
L’action système de sélection de la feature CTemperature sur le CPS Piece du contexte cl1
est donc appliquée. Le contexte cl1 est désormais dans l’état suivant :
Listing 6.5 – Contexte cl1 lors de la propagation
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise]
exclusions : []
CPS Piece
selections : [Piece, CTemperature, Capteurs]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
L’information que le CPS de Piece dans cl1 a été modifié est stockée. L’association avec
le concept Ouverture est ensuite considérée, mais comme pour l’Immeuble aucune règle ne
s’applique.
La fonction de l’algorithme de propagation retourne donc le fait que le CPS de Piece dans
cl1 a été impacté par la propagation. Aucun changement n’a eu lieu dans le contexte global,
l’algorithme est donc relancé à partir de ce CPS.
Le concept Pièce est lié au concept Appartement et Ouverture, cependant aucune règle ne
s’applique sur ces concepts à partir de l’état actuel du CPS Piece dans cl1. La propagation se
termine donc et le contexte cl1 est dans un état cohérent.
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6.7.3.3 Deuxième sélection
L’utilisateur souhaite ensuite utiliser des radiateurs au lieu d’un parquet chauffant pour
l’ensemble de l’appartement. Il sélectionne donc la feature Radiateur dans le CPS Apparte-
ment du contexte cl1. L’algorithme de propagation est à nouveau lancé, la règle suivante sera
déclenchée :
Listing 6.6 – Règle pour le Radiateur entre Appartement et Piece
regle appartement_piece_radiateur
source : Appartement
cible : Piece
selections [Radiateur], exclusions [] => SELECTIONNE Radiateur
L’état du contexte après la propagation est donc le suivant :
Listing 6.7 – Contexte cl1 après la seconde sélection
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise,
Radiateur]
exclusions : []
CPS Piece
selections : [Piece, CTemperature, Capteurs, Radiateur]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
6.7.3.4 Troisième sélection
Notre utilisateur souhaite ensuite spécifier que l’appartement disposera d’un chauffage au
gaz. Il sélectionne cette fois la feature Gaz, toujours dans le CPS Appartement du contexte
cl1. L’algorithme de propagation est lancé une fois encore, mais cette fois avant la propagation
l’information est réifiée que les features Fioul et Electrique ont été exclues : la feature Gaz fait
partie d’un groupe XOR avec les deux précédentes.
L’état du contexte cl1 juste avant la propagation est donc le suivant :
Listing 6.8 – Contexte cl1 après la troisième sélection
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise,
Radiateur, Gaz]
exclusions : [Fioul, Electrique]
CPS Piece
selections : [Piece, CTemperature, Capteurs, Radiateur]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
Il existe des règles de restriction entre Immeuble et Appartement spécifiant que si un chauf-
fage central au Fioul (resp. au Gaz) est choisi pour l’Immeuble, alors tous les Appartements
auront un chauffage au Fioul (resp. Gaz). Une règle contraposée a donc été automatiquement
calculée auparavant pour spécifier que si le type de chauffage d’un Appartement n’est pas au
Fioul (resp. au Gaz), alors l’Immeuble ne peut pas avoir un chauffage central au Fioul (resp.
Gaz) :
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Listing 6.9 – Règles pour les types de chauffage entre Appartement et Immeuble
regle immeuble_appartement_fioul_sel
source : Immeuble
cible : Appartement
selections [Fioul], exclusions [] => SELECTIONNE Fioul
regle immeuble_appartement_gaz
source : Immeuble
cible : Appartement
selections [Gaz], exclusions [] => SELECTIONNE Gaz
regle immeuble_appartement_fioul_sel_contra
source : Appartement
cible : Immeuble
selections [], exclusions [Fioul] => EXCLUT Fioul
regle immeuble_appartement_gaz_contra
source : Appartement
cible : Immeuble
selections [], exclusions [Gaz] => EXCLUT Gaz
Cette fois lors de l’étape de restriction de l’algorithme de propagation, la fonction va tester
que le concept Immeuble a une multiplicité bornée : l’action d’exclusion de la feature Fioul
sera donc réalisée au sein du contexte global.
Il existe par ailleurs, une règle spécifiant que si l’immeuble ne possède pas de chauffage
central au Fioul alors aucun appartement ne peut utiliser ce type de chauffage :
Listing 6.10 – Règle pour le fioul entre Immeuble et Appartement
regle immeuble_appartement_fioul_desel
source : Immeuble
cible : Appartement
selections [], exclusions [Fioul] => EXCLUT Fioul
La propagation est donc relancée à partir du CPS d’Immeuble dans le contexte global et
utilise cette règle pour exclure également la feature Fioul du CPS Appartement du contexte
global.
Le contexte global sera donc le suivant après la propagation :
Listing 6.11 – Contexte global après la troisième action
CPS Immeuble
selections : [Immeuble]
exclusions : [Fioul]
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : [Fioul]
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
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6.7.3.5 Quatrième sélection
Enfin, notre utilisateur souhaite avoir un appartement relié à internet par la fibre optique. Il
réalise donc une fois encore une action de sélection de la feature Fibre Optique dans le CPS
Appartement du contexte cl1. L’algorithme de propagation est lancé une nouvelle fois suite à
cette action.
Il existe une bi-implication entre les concepts Immeuble et Appartement concernant la
sélection de la feature Fibre Optique, celle-ci est représentée par les règles de restriction
suivantes :
Listing 6.12 – Règles pour la Fibre optique entre Appartement et Immeuble
regle appartement_immeuble_fibre
source : Appartement
cible : Immeuble
selections [Fibre Optique], exclusions [] => SELECTIONNE Fibre Optique
regle immeuble_appartement_fibre
source : Immeuble
cible : Appartement
selections [Fibre Optique], exclusions [] => SELECTIONNE Fibre Optique
Dès lors, la propagation commence par utiliser la première règle de restriction pour sélection-
ner au sein du contexte global la feature Fibre Optique dans le CPS du concept Immeuble. Suite
à cela, la propagation est à nouveau lancée à partir de ce CPS : la seconde règle de restriction
est alors appliquée, mais cette fois au sein du contexte global : la feature Fibre optique est donc
sélectionnée dans le CPS Appartement du contexte global.
A la fin de la propagation nous avons donc le contexte global suivant :
Listing 6.13 – Contexte global après la quatrième action
CPS Immeuble
selections : [Immeuble, Fibre Optique]
exclusions : [Fioul]
CPS Appartement
selections : [Appartement, Chauffage, Type, Fibre Optique]
exclusions : [Fioul]
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
6.7.3.6 Exclusion
Pour finir sa configuration, l’utilisateur doit décider s’il souhaite ou non une gestion centrali-
sée de la luminosité et/ou de la sécurité pour son appartement. Il décide de créer des actions
d’exclusions pour ces deux features. L’exclusion de la feature Luminosité ne produit aucun
impact. En revanche, comme la sélection d’un verrou numérique pour une ouverture implique
la sélection de la Sécurité centralisée, l’exclusion de cette même feature de Sécurité implique
l’exclusion de tout verrou numérique :
124
6.7.Ilustrationduprocessusdeconﬁguration Chapitre6.Unprocessusﬂexibledeconﬁguration
isting6.14–RèglespourlaécuritéentreAppartementetuverture
regleouverture_appartement_verrounum
source :uverture
cible :Appartement
selections[errouumerique],exclusions[]>EECIEecurite
regleouverture_appartement_verrounum_contra
source :Appartement
cible :uverture
selections[],exclusions[ecurite]>EXCUerrouumerique
econtextecl1présentedoncl’étatsuivant:
isting6.15–Contextecl1àlaﬁndelaconﬁgurationd’Appartement
CAppartement
selections :[Appartement,Chauffage,ype,emperature,rdinateurCentral,Centralise,
Radiateur,Gaz,ibreptique]
exclusions :[uminosite,ecurite,ioul,Electrique,lancher]
Ciece
selections :[iece,Capteurs,Cemperature,Radiateur]
exclusions :[]
Cuverture
selections :[uverture,ype]
exclusions :[errouumerique]
6.7.3.7 alidationdelasous-conﬁguration
eCduconceptAppartementdanslecontextecl1adésormaisunétatdeconﬁguration
terminé:l’utilisateurpeutalorsvaliderlasous-conﬁguration.aconﬁgurationcomposite
appartement1 : Appartement
{Appartement, Chaufage, ype, 
emperature, rdinateur Central, 
Centralise, 
Radiateur, Gaz, ibre ptique}
contientdoncuneuniquesous-conﬁguration:
IGURE6.9–remièresous-conﬁgurationdelaconﬁgurationcomposite
6.7.4 Deuxièmesous-conﬁgurationetlien
’utilisateursouhaiteensuitecréerunenouvelesous-conﬁgurationdeiècedanslecontexte
delasous-conﬁgurationqu’ilvientdevalider,dansl’objectifdelalieravec.Ildémaredonc
unenouvelesous-conﬁgurationprenantcommeargumentsleconceptièce,lecontextecl1et
leconceptdeliaisonAppartement.
econceptièceestliéàAppartementparuneassociation“many-to-one”:l’actionde
démaraged’unenouvelesous-conﬁgurationvadonccréerunnouveaucontextedanslequelle
CcorespondantauconceptAppartementestclonéàpartirducontexted’origine.’algorithme
depropagationestautomatiquementlancépours’assurerdelacohérenceducontexte.
ousavonsdonclenouveaucontextecl2suivant:
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Listing 6.16 – Contexte cl2 lors de sa création
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise,
Radiateur, Gaz, Fibre Optique]
exclusions : [Luminosite, Securite, Fioul, Electrique, Plancher]
CPS Piece
selections : [Piece, Capteurs, CTemperature, Radiateur]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : [Verrou Numerique]
L’utilisateur souhaite créer une pièce sécurisée capable de verrouiller automatiquement les
portes. Il réalise donc les actions de sélection et d’exclusion afin d’obtenir les features qui
l’intéressent. Le contexte cl2 obtenu est donc le suivant :
Listing 6.17 – Contexte cl2 après sélections
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise,
Radiateur, Gaz, Fibre Optique]
exclusions : [Luminosite, Securite, Fioul, Electrique, Plancher]
CPS Piece
selections : [Piece, Capteurs, CTemperature, Radiateur, Actionneurs, CPresence, ASecurite,
Verrou]
exclusions : [CLuminosite, AStore, AThermostat, Alarme]
CPS Ouverture
selections : [Ouverture, Type, Verrou, Capteurs, Etat Ouverture]
exclusions : [Verrou Numerique]
Les propagations réalisées sur le CPS Ouverture sont liées à la Securite :
Listing 6.18 – Règles pour la Sécurité entre Piece et Ouverture
regle piece_ouverture_verrou
source : Piece
cible : Ouverture
selections [Verrou], exclusions [] => SELECTIONNE Verrou
regle piece_ouverture_etatouverture
source : Piece
cible : Ouverture
selections [Verrou], exclusions [] => SELECTIONNE Etat Ouverture
L’utilisateur valide ainsi la configuration de Piece réalisée, puis crée un lien avec la configu-
ration d’appartement faite précédemment. L’utilisateur réalise donc une action de liaison des
configurations prenant en paramètre les deux configurations créées. L’action va alors récupérer
les CPS faisant référence aux différentes configurations pour déterminer s’ils appartiennent au
même contexte. En l’occurence, lors du démarrage de la nouvelle configuration, le CPS Appar-
tement a été dupliqué à partir de celui du contexte cl1 : la référence vers la configuration a donc
été également dupliquée. Il existe donc deux CPS faisant référence aux sous-configurations à lier
au sein du même contexte : les deux sous-configurations sont alors nécessairement compatibles.
Une action système de création d’un nouveau lien entre les sous-configurations est donc lancée.
La configuration composite est donc la suivante :
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appartement1 : Appartement
{Appartement, Chaufage, ype, 
emperature, rdinateur Central, 
Centralise, 
Radiateur, Gaz, ibre ptique}
piece1 : iece
{iece, Capteurs, Cemperature, 
Radiateur, Actionneurs, Cresence, 
Aecurite, erou}
IGURE6.10–remierliendelaconﬁgurationcomposite
6.7.5 Gérerdenombreuxcontextes
ousconsidéronsparlasuitequel’utilisateuradécidédecréerunautreappartement,
plusieursieceetplusieursuverture
appartement1 : Appartement
{Appartement, Chaufage, ype, 
emperature, rdinateur 
Central, Centralise, 
Radiateur, Gaz, ibre ptique}
piece1 : iece
{iece, Capteurs, 
Cemperature, Radiateur, 
Actionneurs, Cresence, 
Aecurite, erou}
appartement2 : Appartement
{Appartement, Chaufage, ype,
Gaz, ibre ptique}
fenetre1 : uverture
{uverture, ype, enetre, 
erou, Capteurs, Etat 
uverture, tore}
porte1 : uverture
{uverture, ype, orte, erou, 
Capteurs, Etat uverture}
piece2 : iece
{iece, Capteurs, Cuminosite, 
Actionneurs, Atore, Radiateur}
fenetre2 : uverture
{uverture, ype, enetre, 
erou, tore}
.aconﬁgurationcompositeestalorslasuivante:
IGURE6.11–Conﬁgurationcompositeaprèsplusieursconﬁgurations
ousavonsalorsdixcontexteslocauxdiférents,suiteauxdiférentesactionsréaliséespar
l’utilisateur.econtexteglobalpossèdelemêmeétatqueceluiprésentédansleisting6.13.
econtextecl1relatifàlaconﬁgurationappartement1restedanslemêmeétatquedéﬁni
dansleisting6.15:lacardinalitédel’associationentreAppartementetuverturen’estpas
bornéeducôtédel’uverture.
’étatducontextecl2esttoujourslemêmequ’aprèslelienréaliséentrel’appartement1
etlapiece1:voiristing6.17.
econtextecl3permetdeporterlesinformationsrelativesàlaporte1:
isting6.19–Contextecl3
CAppartement
selections :[Appartement,Chauffage,ype,emperature,rdinateurCentral,Centralise,
Radiateur,Gaz,ibreptique]
exclusions :[uminosite,ecurite,ioul,Electrique,lancher]
Ciece
selections :[iece]
exclusions :[]
Cuverture
selections :[uverture,ype,orte,errou,Capteur,Etatuverture]
exclusions :[errouumerique,enetre,tore,itreeintee]
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Ce contexte a permis la création d’une sous-configuration de Ouverture, comme celle-ci ne
peut être liée qu’à un seul appartement le CPS de Appartement a été répliqué lors de la liaison
des sous-configurations.
En revanche, la liaison de porte1 avec piece1 a créé un autre contexte dédié :
Listing 6.20 – Contexte cl4
CPS Appartement
selections : [Appartement, Chauffage, Type, Temperature, Ordinateur Central, Centralise,
Radiateur, Gaz, Fibre Optique]
exclusions : [Luminosite, Securite, Fioul, Electrique, Plancher]
CPS Piece
selections : [Piece, Capteurs, CTemperature, Radiateur, Actionneurs, CPresence, ASecurite,
Verrou]
exclusions : [CLuminosite, AStore, AThermostat, Alarme]
CPS Ouverture
selections : [Ouverture, Type, Porte, Verrou, Capteur, Etat Ouverture]
exclusions : [Verrou Numerique, Fenetre, Store, Vitre Teintee]
De même il existe deux contextes pour la sous-configuration fenetre1. Le premier pour
représenter la sous-configuration :
Listing 6.21 – Contexte cl5
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : [Securite]
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type, Fenetre, Verrou, Capteur, Etat Ouverture, Store]
exclusions : [Verrou Numerique, Porte, Vitre Teintee]
Ici le CPS de l’Appartement n’est pas terminé car la fenetre1 n’est liée à aucun apparte-
ment.
Et un second contexte pour la liaison entre fenetre1 et piece1 :
Listing 6.22 – Contexte cl6
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : [Securite]
CPS Piece
selections : [Piece, Capteurs, CTemperature, Radiateur, Actionneurs, CPresence, ASecurite,
Verrou]
exclusions : [CLuminosite, AStore, AThermostat, Alarme]
CPS Ouverture
selections : [Ouverture, Type, Fenetre, Verrou, Capteur, Etat Ouverture, Store]
exclusions : [Verrou Numerique, Porte, Vitre Teintee]
Le contexte cl7 présente les informations relatives à appartement2 :
Listing 6.23 – Contexte cl7
CPS Appartement
selections : [Appartement, Chauffage, Type, Gaz, Fibre Optique]
exclusions : [Ordinateur Central, Temperature, Luminosite, Securite, Fioul, Electrique,
Centralise, Plancher, Radiateur]
CPS Piece
selections : [Piece]
exclusions : []
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CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
Ce contexte est beaucoup plus libre étant donné que la sous-configuration appartement2
est très peu contraignante.
Le contexte cl8 permet de porter les informations relatives à piece2 :
Listing 6.24 – Contexte cl8
CPS Appartement
selections : [Appartement, Chauffage, Type, Gaz, Fibre Optique]
exclusions : [Ordinateur Central, Temperature, Luminosite, Securite, Fioul, Electrique,
Centralise, Plancher, Radiateur]
CPS Piece
selections : [Piece, Capteurs, CLuminosite, Actionneurs, AStore, Radiateur]
exclusions : [CTemperature, CPresence, AThermostat, ASecurite, Alarme, Verrou]
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
Enfin, le contexte cl9 a permis de créer la sous-configuration fenetre2 :
Listing 6.25 – Contexte cl9
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : [Securite]
CPS Piece
selections : [Piece]
exclusions : [Verrou]
CPS Ouverture
selections : [Ouverture, Type, Fenetre, Verrou, Store]
exclusions : [Verrou Numerique, Porte, Vitre Teintee, Capteur, Etat Ouverture]
Là encore, il nous faut un autre contexte pour réaliser le lien entre fenetre2 et piece2 :
Listing 6.26 – Contexte cl10
CPS Appartement
selections : [Appartement, Chauffage, Type]
exclusions : [Securite]
CPS Piece
selections : [Piece, Capteurs, CLuminosite, Actionneurs, AStore, Radiateur]
exclusions : [CTemperature, CPresence, AThermostat, ASecurite, Alarme, Verrou]
CPS Ouverture
selections : [Ouverture, Type, Fenetre, Verrou, Store]
exclusions : [Verrou Numerique, Porte, Vitre Teintee, Capteur, Etat Ouverture]
Nous avons présenté l’ensemble des contextes locaux liés à la configuration composite
présentée dans la Figure 6.11 de manière linéaire par rapport aux différentes sous-configurations.
Il est important cependant de se rappeler que ces sous-configurations ont pu être créées dans
n’importe quel ordre : l’utilisateur peut très bien réaliser cette configuration composite en com-
mençant par la porte2 et terminer par la fenetre1 tout en réalisant la même configuration
et en obtenant les mêmes contextes.
L’utilisateur souhaite désormais sélectionner le chauffage central au sein de son immeuble.
Il réalise donc la sélection de la feature Chauffage central sur le CPS Immeuble du contexte
global.
Le contexte global possède désormais l’état suivant :
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Listing 6.27 – Contexte global
CPS Immeuble
selections : [Immeuble, Fibre Optique, Chauffage Central, Gaz]
exclusions : [Fioul]
CPS Appartement
selections : [Appartement, Chauffage, Type, Fibre Optique, Gaz]
exclusions : [Fioul, Electrique]
CPS Piece
selections : [Piece]
exclusions : []
CPS Ouverture
selections : [Ouverture, Type]
exclusions : []
L’ensemble des contextes locaux est donc également impacté pour appliquer les mêmes
modifications que celles réalisées sur le CPS Appartement du contexte global. Par exemple les
contextes locaux cl5, cl6, cl9 et cl10 auront un CPS possédant l’état suivant pour Appartement :
Listing 6.28 – Etat du CPS Appartement dans les contextes cl5, cl6, cl9 et cl10
CPS Appartement
selections : [Appartement, Chauffage, Type, Fibre Optique, Gaz]
exclusions : [Fioul, Electrique, Securite]
6.7.6 Annulation d’action
L’utilisateur a la possibilité à n’importe quel moment d’annuler une action effectuée pré-
cédemment. Il souhaite par exemple annuler l’action de sélection de la feature Gaz lors de
la réalisation de la sous-configuration appartement1 dans le contexte cl1 (voir sous-sous-
section 6.7.3.4).
L’annulation de cette action spécifique va avoir un nombre important d’impacts. Cette action
a donné lieu à plusieurs actions système de sélection et d’exclusions de features dues à la
propagation qui s’en est suivie.
Par ailleurs l’utilisateur a également effectué de nombreuses actions de configurations après
cette action. L’algorithme d’annulation (voir sous-section 6.5.3) va commencer par annuler une
par une, les actions utilisateur réalisées, annulant également les actions système associées. Le
système est donc remis dans l’état dans lequel il était avant la réalisation de cette action de
sélection de la feature Gaz.
Cette action utilisateur et les actions système associées sont supprimées. Puis l’algorithme
vérifie pour chacune des actions utilisateur suivantes si les préconditions sont toujours vérifiées
et si elles peuvent être à nouveau réalisées.
L’action utilisateur suivante consistait à sélectionner la feature Fibre optique pour la création
de la sous-configuration de appartement1 : la précondition est toujours respectée, cette
action est réalisée à nouveau. De même, les deux actions suivantes consistant à exclure les
features Luminosité et Sécurité peuvent également être appliquées.
Finalement, l’utilisateur avait réalisé une action de validation de la configuration : il manque
cependant désormais un choix sur le type de chauffage dans le CPS d’Appartement du contexte
cl1. L’état de configuration du CPS n’étant pas complet, les préconditions de l’action de validation
de la configuration ne sont pas réalisées pour le CPS Appartement du contexte cl1 : la sous-
configuration n’est donc pas réalisée.
Suite à cette action l’utilisateur avait créé une configuration de Piece : cette sous-confi-
guration peut être réalisée sans aucun problème. En revanche, après avoir validé la sous-
130
6.8.Algorithmedevériﬁcationdelaréalisabilité Chapitre6.Unprocessusﬂexibledeconﬁguration
conﬁgurationpiece1,l’utilisateuravaitréalisélaliaisondessous-conﬁgurationsappartement1
etpiece1.Désormais,laconﬁgurationcompositenecontientquelasous-conﬁguration
piece1:unedespréconditionsn’estdoncpasrespectéepourappliquerl’actiondeliai-
sondesconﬁgurations.uiteàcela,lerestedesactionsutilisateurpeutsedéroulernormalement
jusqu’àladernièreactionutilisateur.
Désormais,l’utilisateuralapossibilitédechoisirpourlechaufagecentralisédesonim-
meubleentreGazetioul:n’ayantpassélectionnéleGazpourlepremierappartement,iln’a
pasétéforcédefairecechoixparlejeudespropagations.
6.7.7 inalisation
’utilisateurchoisitunenouvelefoislafeatureGazpourlechaufagecentralisédel’Immeuble
:l’étatdusystèmerevientdoncàceluienvisagéavantl’annulationdel’action.
’utilisateuradésormaislapossibilitédevalidersasous-conﬁgurationd’Immeubleetde
créerdesliensaveclessous-conﬁgurationsd’Appartement.Ilréaliseégalementlelienmanquant
entrel’appartement2etlafenetre2.aconﬁgurationcompositeobtenueestalorsla
appartement1 : Appartement
{Appartement, Chaufage, ype, 
emperature, rdinateur 
Central, Centralise, 
Radiateur, Gaz, ibre ptique}
piece1 : iece
{iece, Capteurs, 
Cemperature, Radiateur, 
Actionneurs, Cresence, 
Aecurite, erou}
appartement2 : Appartement
{Appartement, Chaufage, ype,
Gaz, ibre ptique}
fenetre1 : uverture
{uverture, ype, enetre, 
erou, Capteurs, Etat 
uverture, tore}
porte1 : uverture
{uverture, ype, orte, erou, 
Capteurs, Etat uverture}
piece2 : iece
{iece, Capteurs, Cuminosite, 
Actionneurs, Atore, Radiateur}
fenetre2 : uverture
{uverture, ype, enetre, 
erou, tore}
immeuble1 : Immeuble
{Immeuble, ibre ptique, 
Chaufage Central, Gaz}
suivante:
IGURE6.12–Conﬁgurationcompositeﬁnale
Ceteconﬁgurationcompositeestuneinstancevalidedumodèledudomainereprésentédans
laigure6.7,lessous-conﬁgurationssonttoutesdesconﬁgurationscomplètesetvalidesdes
Mreprésentésdanslaigure6.8etlesdiférentesrèglesderestrictiondonnéesàtraversnotre
ilustrationontétérespectées.
Eleestdoncvalideetterminéeselonlaropriété5.5.5.Ceteconﬁgurationcomposite
pouraensuiteêtreexploitéelorsd’unprocessusdetransformationvisantàl’obtentiond’un
produit(parexemple,àtraversunoutildetransformationdemodèles).
6.8 Algorithmedevériﬁcationdelaréalisabilité
aréalisabilité(ropriété5.6.1)estunepropriétéessentieledenotrequenousvoulons
pouvoirgarantirenpermanence.ousavonsdiscutédanslechapitreprécédent(voirsous-
section5.6.4)delapossibilitédedéﬁnirunalgorithmenaïfpourlacalculer.Cependantcelui-ci
auraitunecomplexitétrèsgrandedel’ordredenkkk−2oùnreprésentelenombretotaldesous-conﬁgurationspossiblesdanslaetkreprésentelenombredeconcepts.
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Nous proposons dans cette section un algorithme incrémental qui repose sur la topologie du
modèle du domaine et la connaissance des composantes biconnexes 7 du graphe ainsi représenté
afin de vérifier cette propriété.
6.8.1 Principe
La vérification de la réalisabilité consiste à chercher des configurations composites minimales
valides pour toutes les sous-configurations possibles du modèle du domaine. Nous considérons
que si l’on connaît déjà des configurations composites minimales valides, à la suite de tests
de réalisabilité déjà effectués, il est alors possible de réutiliser cette connaissance pour tester
une nouvelle sous-configuration sans effectuer à nouveau un parcours exhaustif de toutes les
combinaisons possibles.
En particulier, si l’on considère le modèle du domaine comme un graphe non-orienté dans
lequel les concepts représentent les nœuds et les associations représentent les arêtes, alors les
composantes biconnexes de ce graphe ont des propriétés de stabilité intéressantes. En effet,
une composante biconnexe traduit une composante telle que si l’on enlève un unique lien,
celle-ci reste connexe [Lacomme 03]. Ainsi, si une composante est biconnexe au sein d’une
configuration composite minimale valide 8, cela signifie que toutes les sous-configurations de la
composante sont compatibles entre elles, quelles que soient les sous-configurations des autres
composantes de la configuration composite.
Si une sous-configuration à tester appartient à une composante biconnexe et est valide avec
des sous-configurations de la composante qui ont déjà été testées auparavant, alors cette sous-
configuration pourra nécessairement être incluse dans une configuration composite minimale
valide. L’utilisation des composantes biconnexes dans notre algorithme de réalisabilité et la
réutilisation des connaissances agrégées peuvent donc apporter un gain notable sur la complexité.
6.8.2 Illustration
La Figure 6.13 illustre l’algorithme de réalisabilité que nous proposons. Nous représen-
tons dans cette figure chaque concept par un grand cercle contenant un ensemble de sous-
configurations représentées par les petits cercles. Nous pouvons visualiser immédiatement un
graphe dans cette figure : les grands cercles représentant les concepts en sont les nœuds, et les
traits entre ces cercles décrivant les associations entre les concepts sont les arêtes du graphe.
Ainsi, ce graphe comporte deux composantes biconnexes : la composante regroupant Immeuble
et Appartement, ainsi que la composante regroupant Appartement, Piece et Ouverture. Le seul
point d’articulation est donc le nœud Appartement.
Les cercles verts dans la 1ère vignette de la figure représentent l’ensemble des sous-configura-
tions qui ont déjà été validées (c’est-à-dire pour lesquelles il existe une configuration composite
minimale valide). Les cercles blancs restent donc à valider : nous considérons ici que nous avons
encore à valider une sous-configuration d’Immeuble, deux sous-configurations d’Appartement,
trois sous-configurations de Piece et deux sous-configurations d’Ouverture.
L’algorithme utilise pour commencer une heuristique basée sur le nombre de sous-configura-
tion à tester dans un concept donné, ou le hasard si le nombre est identique dans les différents
7. On trouve dans la littérature indifféremment le terme biconnexe ou 2-connexe (parfois écrit bi-connexe) pour
un graphe k-connexe avec k=2. Nous utiliserons invariablement le terme biconnexe pour cette propriété.
8. Une configuration composite minimale valide reflète forcément la topologie du modèle du domaine et donc
a fortiori le graphe qu’il représente mais cette fois les sous-configurations représentent les nœuds et les liens
représentent les arêtes.
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Immeuble Appartement iece
uverture3
Immeuble Appartement iece
uverture4
Immeuble Appartement iece
uverture5
Immeuble Appartement iece
uverture6
A
B
C
D
A B D
C
✓
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des deux sous-configurations compatibles a déjà été validée lors d’un précédent test. Il existe
donc une solution dans la composante biconnexe constituée d’Appartement, Piece et Ouverture
qui inclut cette sous-configuration et qui est valide. La sous-configuration d’Immeuble peut donc
être incluse dans une configuration composite minimale valide : l’algorithme peut s’arrêter là
pour cette sous-configuration et la considérer comme valide, comme nous le représentons en
vignette 3.
Une autre sous-configuration est ensuite choisie au hasard entre les concepts Appartement
et Ouverture s’agissant des concepts pour lesquels il reste le moins de sous-configurations à
tester. Dans notre exemple la sous-configuration choisie est une sous-configuration du concept
Appartement, colorée en rouge, à partir de laquelle la restriction est à nouveau appliquée (voir
vignette 4 de la Figure 6.13). Cette fois, la restriction est appliquée sur tous les concepts, étant
donné qu’Appartement est associé à tous les autres concepts.
Il existe des solutions dans tous les concepts : la sous-configuration n’est donc pas immé-
diatement invalidée. Par ailleurs, comme toutes les sous-configurations de Immeuble ont été
testées et que la composante biconnexe ne contient que Immeuble et Appartement, on peut
désormais ne s’intéresser qu’à la composante biconnexe incluant Immeuble, Piece et Ouverture.
Pour continuer, l’algorithme doit sélectionner une autre sous-configuration soit dans Piece soit
dans Ouverture : le nombre de sous-configurations non testé est le même, la sélection se fait
donc au hasard.
Une sous-configuration d’Ouverture est sélectionnée (voir figure 5 de la Figure 6.13). On
constate cette fois qu’il n’existe plus aucune sous-configuration de Piece compatible après appli-
cation des restrictions. L’algorithme retourne donc en arrière et annule la restriction effectuée
avant de déclarer la sous-configuration sélectionnée dans Ouverture comme incompatible, en
vignette 6.
L’étape de la vignette 5 est appliquée à nouveau mais cette fois une configuration reste
compatible pour le concept Piece : une configuration composite minimale valide a donc été
trouvée (voir vignette 7 de la Figure 6.13).
Les sous-configurations de cette configuration composite sont donc validées et l’algorithme
peut continuer à partir d’une autre sous-configuration à tester.
Nous proposons donc un algorithme qui va permettre de limiter le test des sous-configurations,
grâce à la connaissance des composantes biconnexes du modèle du domaine.
6.8.3 Description de l’algorithme
Notre algorithme est un processus en deux étapes. La première étape n’est réalisée qu’une
unique fois quand le modèle du domaine est défini et va permettre de déterminer ses points
d’articulation, soit les nœuds communs à plusieurs composantes biconnexes [Lacomme 03].
Nous proposons pour cela d’utiliser l’algorithme de Hopcroft et Tarjan qui calcule les points
d’articulation avec une complexité de l’ordre 0(n+m) où n représente le nombre de concepts
du modèle (soit le nombre de nœuds) et m représente le nombre d’associations (le nombre
d’arêtes) [Hopcroft 73].
Nous considérons par la suite que nous disposons d’une structure de données associant pour
chaque concept du modèle du domaine le (ou les s’il s’agit d’un point d’articulation) graphe(s)
biconnexe(s) contenant ce concept.
La deuxième étape est un algorithme complexe de parcours utilisant des heuristiques telles
que le minimum de sous-configurations à tester pour un concept donné, et les composantes bicon-
nexes calculées précédemment. Nous décrivons cet algorithme dans la suite en le décomposant
en plusieurs fonctions distinctes, afin de faciliter sa compréhension.
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Algorithme principal de test de la réalisabilité Nous présentons en premier lieu l’algorithme
principal de test de la réalisabilité (voir Algorithme 8). Celui-ci prend en paramètre une liste de
sous-configurations à tester et retourne une liste de sous-configurations invalidées. Si la liste
retournée est vide, cela signifie que toutes les sous-configurations ont été validées. Par ailleurs, si
la liste donnée en argument ne contient qu’un sous-ensemble des sous-configurations présentes
dans le système, alors l’algorithme considère que les autres ont déjà été validées par le passé.
Cet algorithme se veut incrémental dans le sens où il réutilise les tests déjà effectués
précédemment soit au cours de l’algorithme, soit lors d’un précédent lancement de l’algorithme
(il est alors utilisé lors de l’évolution de la LPL).
Algorithme 8 testRealisability(inout configToTest : List<SubConfiguration>) :
List<SubConfiguration>
1 : result := new List()
2 : mapConfigPerConcept := initMapConcept(configToTest)
3 : repeat
4 : concept := getConceptMinimumConfig(mapConfigPerConcept)
5 : listConfig := mapConfigPerConcept.get(concept)
6 : config := listConfig.removeFirst()
7 : mapConfigPerConcept.delete(config)
8 : listeComposantes := getComposantesBiconnexe(concept)
9 : parcours := new Map()
10 : if testConfigAllComponent(config, concept, listeComposantes, result, parcours) then
11 : for all configValid ∈ parcours.values() do
12 : if configValid ∈ configToTest then
13 : configToTest.remove(configValid)
14 : mapConfigPerConcept.remove(configValid)
15 : else
16 : configToTest.remove(config)
17 : mapConfigPerConcept.remove(configValid)
18 : result.add(config)
19 : until configToTest.isEmpty()
20 : return result
L’algorithme commence par créer une liste de résultat vide (result) et une structure pour
organiser les sous-configurations à tester par concept (mapConfigPerConcept) grâce à une
fonction (initMapConcept) itérant sur les sous-configurations et qui récupère l’information
du concept représenté. L’algorithme entre ensuite dans une boucle qui se finit lorsque la liste des
sous-configurations à tester est vide (voir ligne 19).
La boucle principale de l’algorithme commence par chercher le concept qui doit être consi-
déré en premier : on se base pour cela sur le concept pour lequel il y a le moins de sous-
configurations à tester, via la fonction getConceptMinimumConfig qui va inférer cette
information directement du dictionnaire organisant les sous-configurations à tester par concept.
A partir de ce concept, la liste des sous-configurations à tester du concept est obtenue et la
première sous-configuration de cette liste est considérée. La liste des composantes biconnexes
associées au concept est ensuite obtenue à partir de la structure de données calculée avant le
lancement de l’algorithme.
L’algorithme initialise ensuite un dictionnaire correspondant au parcours et lance une fonc-
tion de test de la réalisabilité de la sous-configuration considérée pour toutes ses composantes
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(voir ligne 11). Nous décrivons cette fonction de test dans la suite. Si le test renvoie une valeur
vraie, alors l’algorithme boucle sur toutes les sous-configurations parcourues durant le test, car
elles constituent une configuration composite minimale valide : elles doivent donc toute être
validées. Chaque sous-configuration ainsi considérée qui appartient à la liste des configurations à
tester, est enlevée de cette même liste (voir ligne 13), ce qui suffit à la considérer comme valide.
On notera que le test d’une seule sous-configuration peut ainsi permettre de valider plusieurs
sous-configurations.
En revanche, si le test a renvoyé une valeur fausse alors la sous-configuration qui était
considérée n’est pas valide : elle est alors supprimée également des sous-configurations à tester,
mais elle est ajoutée à la liste des sous-configurations invalidées (voir ligne 18). L’algorithme
retourne finalement la liste des sous-configurations invalidées, une fois que toutes les sous-
configurations à tester l’ont été.
Algorithme 9 testConfigAllComponent(config :SubConfiguration, concept :Concept,
listComponents :List<List<Concept», invalidConfig :List<SubConfig>, par-
cours :Map<Concept,SubConfiguration>) :boolean
1 : gcc := initGCC()
2 : for all composante ∈ listComponents do
3 : parcoursOneComponent := new Map()
4 : if not testConfig(config, concept, composante, result, parcoursOneComponent, gcc) then
5 : return false
6 : parcours.addAll(parcoursOneComponent)
7 : return true
Algorithme de test d’une sous-configuration pour toutes les composantes Cet algorithme
décrit dans l’Algorithme 9 est utilisé pour tester la réalisabilité d’une sous-configuration pour
toutes ses composantes biconnexes. La fonction prend ainsi les arguments suivants : la sous-
configuration à tester (config), le concept auquel elle correspond (concept), la liste des
composantes biconnexes (listComponents), la liste des sous-configurations qui ont été inva-
lidées (invalidConfig), le dictionnaire contenant l’ensemble des informations de parcours
(parcours) et un GCC permettant de gérer un contexte et les CPS associés durant le parcours
(gcc).
L’algorithme commence par initialiser un GCC qui va permettre de gérer les CPS et concepts
associés durant le parcours. Puis, l’ensemble des composantes biconnexes sont parcourues et
pour chaque composante, la réalisabilité de la sous-configuration est testée grâce à une fonction
que nous décrivons dans la suite. Si la sous-configuration n’est pas valide pour une composante
biconnexe, alors la fonction retourne immédiatement une valeur fausse. Sinon, l’ensemble des
informations de parcours sont stockées et la boucle se poursuit.
Si la sous-configuration est réalisable pour chacune des composantes biconnexes (si la boucle
se termine) alors la fonction retourne une valeur vraie.
Algorithme de test d’une sous-configuration pour une composante Nous définissons une
fonction permettant de tester la validité d’une sous-configuration pour une composante donnée.
Cette fonction est décrite dans l’Algorithme 10.
Il s’agit d’un algorithme récursif qui exploite une fonction de restriction issue de la pro-
pagation présentée dans la section 6.4. Le principe de la fonction consiste à sélectionner la
configuration, effectuer la restriction, vérifier si l’ensemble des concepts à parcourir dans la
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Algorithme 10 testConfig(config :SubConfiguration, concept :Concept,
composante :List<Concept>, invalidConfig :List<SubConfiguration>, par-
cours :Map<Concept,SubConfiguration>, gcc :GCC) :boolean
1 : parcours.put(concept, config)
2 :
3 : if parcoursRestant(parcours, composante) = ∅ then
4 : return true
5 :
6 : globalContext := gcc.getGlobalContext()
7 : cpsConcept := globalContext.getCPSForConcept(concept)
8 : selectionnerConfiguration(config, cpsConcept)
9 :
10 : actionsRestriction := localRestriction(cpsConcept, globalContext)
11 :
12 : potentialConfig := createMap()
13 : if not checkRemainings(composante, parcours, globalContext, invalidConfig, potentialCon-
fig) then
14 : undo(actionsRestriction)
15 : parcours := parcours \ (concept, config)
16 : return false
17 : nextConcept := getConceptMinimumConfig(potentialConfig)
18 : listConfigs := potentialConfig.get(nextConcept)
19 : repeat
20 : configToTest := listConfigs.removeFirst()
21 : potentialConfig.remove(configToTest)
22 : if testConfig(configToTest, nextConcept, composante, invalidConfig, parcours, gcc) then
23 : return true
24 : until listConfigs = ∅
25 :
26 : undo(actionsRestriction)
27 : parcours := parcours \ (concept, config)
28 : return false
composante ont toujours des sous-configurations compatibles, puis sélectionner le concept ayant
le moins de sous-configurations compatibles pour les explorer afin de découvrir une combinaison
de sous-configurations valide, soit une configuration composite minimale valide.
La fonction prend les arguments suivants en paramètre : la sous-configuration à tester
(config), le concept associé à cette sous-configuration (concept), la composante sur laquelle
on veut tester cette sous-configuration (composante), la liste des sous-configurations qui ont
été invalidées (invalidConfig), un dictionnaire regroupant les informations des concepts et
des sous-configurations parcourues (parcours) et enfin un GCC permettant d’exploiter un
contexte et ses CPS (gcc).
Le début de la fonction consiste à stocker les informations de parcours : nous sommes
en train d’explorer une sous-configuration spécifique pour un concept donné. Nous pouvons
vérifier à partir des informations du parcours si l’ensemble de la composante a déjà été exploré,
dans ce cas on considère que la sous-configuration est valide : cela ne peut se produire que
si l’algorithme a trouvé uniquement des sous-configurations compatibles pour l’ensemble des
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concepts de la composante. Il s’agit donc d’une condition d’arrêt de notre algorithme récursif
(voir ligne 4).
Nous récupérons ensuite le contexte global du GCC ainsi que le CPS correspondant au
concept de la sous-configuration à tester dans le contexte global. Nous n’avons, en effet, besoin
dans cet algorithme que du contexte global pour effectuer nos propagations : nous ne souhaitons
obtenir qu’une seule combinaison de sous-configurations. Nous réalisons ensuite les sélections
nécessaires à la réalisation de la sous-configuration à tester dans le CPS du contexte global (voir
ligne 8).
A cette étape du processus, nous avons un contexte global dans lequel une sous-configuration
est sélectionnée pour un concept donné. Nous lançons donc une fonction de restriction locale,
décrite dans la suite, afin d’éliminer toutes les sous-configurations qui seraient incompatibles
pour les concepts associés (voir ligne 10).
Nous appelons ensuite une méthode, que nous décrivons également plus loin, qui va vérifier
que pour chacun des concepts restant à parcourir de la composante, il existe bien au moins
une sous-configuration restante qui n’ait pas été invalidée. Si ce n’est pas le cas, alors la sous-
configuration n’est pas valide : nous annulons les restrictions grâce à une opération d’annulation
comme nous l’avons défini dans la sous-section 6.5.3 (undo) et enlevons les informations de la
sous-configuration du parcours (voir ligne 15).
La suite de la fonction consiste à sélectionner le concept pour lequel il existe le moins de
sous-configurations restantes (voir ligne 17). En effet, cela permet de limiter le nombre de
tests à effectuer : si ces sous-configurations ne sont pas valides, alors la sous-configuration à
tester ne le sera pas non plus. Une fois ce concept sélectionné, nous itérons sur chacune de ces
sous-configurations restantes afin de les tester indépendamment lors d’un appel récursif.
Enfin, si aucune sous-configuration du concept ne s’est avérée valide, alors la sous-configura-
tion d’origine n’est pas valide non plus : nous annulons donc les opérations de restriction grâce
au undo et enlevons les informations à propos de la sous-configuration dans le parcours (voir
ligne 27).
Algorithme 11 localRestriction(cps :CPS, cont :Context) :List<Action>
1 : result := new List()
2 : conceptSrc := cps.getConcept()
3 : assoSrc := conceptSrc.getAssociations()
4 : for all asso ∈ assoSrc do
5 : conceptTarget := assoSrc.getOtherEnd(conceptSrc)
6 : cpsTarget := cont.getCPSofConcept(conceptTarget)
7 : setOfActionsToDo := getActions(asso, cps)
8 : for all action in setOfActionsToDo do
9 : if cpsTarget.getActionsDone() ∩ action = ∅ then
10 : result.add(action)
11 : action.apply(cpsTarget)
12 : return result
Fonction de restriction locale La fonction de restriction locale présentée dans l’Algorithme 11
est très similaire à la fonction de restriction utilisée dans l’algorithme de propagation (voir sec-
tion 6.4). Les trois premières lignes de l’algorithme permettent respectivement de créer une
liste de résultat vide, de récupérer le concept lié au CPS passé en paramètre et de récupérer
l’ensemble des associations dans lequel le concept est impliqué.
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La suite de l’algorithme se fait en considérant chacune des associations ainsi récupérée
(ligne 4). La ligne 5 de l’algorithme permet de récupérer le deuxième concept de l’association
considérée. Nous récupérons ensuite à la ligne 7 la liste des actions à effectuer sur le CPS, grâce
à une fonction présentées précédemment (voir Algorithme 3).
Puis nous itérons sur chacune des actions en vérifiant à la ligne 9 si l’action a déjà été réalisée
ou non au sein du CPS. Cela nous permet dans la ligne suivante d’ajouter le CPS à la liste des
CPS impactés si l’action n’a pas encore été réalisée. Nous appliquons alors l’action sur le CPS
considéré.
Le but de la fonction est de propager aux concepts liés les actions à réaliser étant données
les règles de restrictions et l’état du CPS donné en entrée. La différence entre cette fonction et
celle définie dans la propagation (voir Algorithme 2) réside en deux points :
1. cette fonction ne considère pas les multiplicités des contextes étant donné que l’algo-
rithme de réalisabilité ne considère qu’un unique contexte ;
2. la fonction retourne une liste d’actions système afin de pouvoir les annuler dans la
fonction de test principale décrite au dessus.
Algorithme 12 checkRemainings(composante : List<Concept>, parcours :
Map<Concept,SubConfiguration>, globalContext : Context, invalidConfig :
List<SubConfiguration>, configPotentielles : Map<Concept, SubConfiguration>) : boo-
lean
1 : listConcept := finDeParcours(parcours, composante)
2 : for all concept ∈ listConcept do
3 : cps := globalContext.getCPSForConcept(concept)
4 : listConfig := getConfigurationsFromCPS(cps)
5 : listConfig := listConfig \ invalidConfig
6 : if listConfig = ∅ then
7 : return false
8 : else
9 : configPotentielles.put(concept, listConfig)
10 : return true
Test de présence de sous-configurations potentielles La fonction présentée dans l’Algorithme 12
permet de tester si des concepts non parcourus d’une composante donnée disposent encore d’au
moins une sous-configuration potentiellement valide dans un contexte global donné.
La fonction prend ainsi en paramètre la composante explorée (composante), la liste des
éléments déjà parcourus (parcours), le contexte global utilisé (globalContext), la liste
des sous-configurations invalidées, ainsi qu’un dictionnaire à remplir qui contiendra in fine
les informations sur les configurations potentielles encore valides pour les différents concepts
(configPotentielles).
La fonction commence par récupérer la liste des concepts de la composante qui n’ont
pas encore été parcourus. Puis, pour chacun des concepts, elle récupère son CPS à partir du
contexte global et calcule la liste des configurations encore disponibles (voir ligne 4). La liste
ainsi calculée est réduite pour supprimer les sous-configurations déjà invalidées. Si une des
liste est vide, alors il existe un concept pour lequel aucune configuration compatible n’est
disponible : la configuration qui était alors en cours de test est nécessairement invalide et on
peut quitter immédiatement la fonction. Sinon la fonction enregistre les listes obtenues au sein
d’un dictionnaire qui sera exploité dans la fonction de test principale (voir Algorithme 10).
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6.8.4 Propriétés
Nous évaluons ici deux propriétés de notre algorithme : sa capacité à terminer, étant donné
qu’il exploite un mécanisme de parcours récursif, et sa complexité, étant donné qu’il a été
imaginé pour améliorer les performances de l’algorithme naïf dont la complexité a été évaluée
à l’ordre O( n
k
kk−2 ) avec n le nombre total de sous-configurations à évaluer et k le nombre de
concepts dans le modèle du domaine (voir sous-section 5.6.4).
6.8.4.1 Terminaison
Nous devons uniquement évaluer ici la terminaison de la fonction testConfig décrite dans
l’Algorithme 10. En effet, il s’agit de la fonction qui est au cœur notre algorithme de test de
la réalisabilité et c’est la seule fonction récursive que nous employons. Par ailleurs, les listes
itérées au sein des boucles dans les autres fonctions ne sont pas modifiées par l’algorithme, ce
qui garantit leur terminaison.
Cette fonction possède une première condition d’arrêt qui consiste à vérifier si l’ensemble
des concepts de la composante a été parcouru ou non. Nous garantissons ainsi l’arrêt de la
fonction au-delà d’un certain nombre de concepts visités.
Par ailleurs, la suite de l’exploration est assurée grâce à la liste des sous-configurations
potentielles qui est calculée dans la fonction checkRemainings, or cette fonction utilise aussi
le parcours déjà effectué et la composante en cours, pour ne récupérer les sous-configurations
potentielles que pour les concepts qui n’ont pas encore été visités. Nous sommes donc assurés :
1. de ne jamais visiter deux fois le même concept lors d’un parcours en profondeur ;
2. de ne jamais visiter d’autres concepts que ceux de la composante en cours de test.
Par ailleurs, comme le modèle du domaine n’autorise aucune association réflexive une
composante ne peut pas contenir plusieurs fois un même concept. Dès lors, la récursivité se
termine toujours lors de notre parcours en profondeur.
Nous pouvons donc garantir la terminaison de l’algorithme de test de la réalisabilité.
6.8.4.2 Complexité
Nous nous appuyons pour définir la complexité de notre algorithme sur la topologie du
modèle du domaine. La complexité de l’algorithme va, en effet, dépendre à la fois du modèle du
domaine et de la sous-configuration testée.
SoitM = 〈SC, SA〉 un modèle du domaine avec SC = {D0, ...,Dn} et SA = {A0, ...,Am}.
Nous pouvons déterminer à partir de M l’ensemble des composantes biconnexes SB =
{C0, ...,Cn} en utilisant un algorithme en O(m+n) avec m = |SA| et n = |SC| [Hopcroft 73].
Nous savons alors que ∀ Di ∈ SC, ∃SBi ⊆ SB telle que ∀Ci ∈ SBi, Di ∈ Ci. Par ailleurs, si
Di est un point d’articulation, alors |SBi| > 1 sinon |SBi| = 1.
Nous considérons désormais le test d’une unique sous-configuration SCt dans une LPL où
toutes les sous-configurations ont précédemment été validées : il s’agit de notre hypothèse de
récursion.
Soit SCt  Dt et SBt l’ensemble des composantes biconnexes dans lesquelles sont incluses
Dt.
Si |SBt| = 1, alors Dt n’est pas un point d’articulation. Dans ce cas l’algorithme dans
le pire des cas pour tester la sous-configuration SCt consiste à la comparer avec toutes les
sous-configurations de sa composante connexe. En considérant Ct l’unique composante connexe
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de Dt, la complexité, exprimée en nombre de comparaisons dans le pire des cas est donc
exactement : ∏
Vi Di,Di∈Ct
|JViK|
En considérant :
n =
∑
Vi Di,Di∈Ct
|JViK|
k = |Ct|
nous pouvons alors déterminer que dans ce cas précis la complexité de notre algorithme est de
l’ordre O(n
k
k
).
En revanche, si |SBt| > 1 alors Dt appartient à un point d’articulation et il convient
de tester l’ensemble des composantes biconnexes auxquelles il appartient. En considérant
SBt = {Ct0, ...,Ctk}, la complexité de notre algorithme exprimé en nombre de comparaisons
dans le pire des cas est donc exactement :
i=tk∑
i=t0
(
∏
|JVjK) pour Vj  Dj avec Dj ∈ Ci
La complexité de notre algorithme est encore une fois de l’ordre O(n
k
k
) mais cette fois en
considérant :
n =
i=tk∑
i=t0
(
∑
|JVjK|) pour Vj  Dj avec Dj ∈ Ci
k =
i=tk∑
i=t0
|Ci|
Ainsi, le pire des cas se produit pour notre algorithme si le modèle du domaine à une topologie
de graphe fortement connexe et qu’aucune sous-configuration n’a encore été testée. Dans ce
cas, la complexité de l’algorithme se rapproche de celle de l’algorithme naïf. Cependant, si la
topologie du modèle du domaine est moins dense, ce qui semble être une hypothèse raisonnable,
étant donné qu’un modèle du domaine très dense semble difficilement maintenable, alors notre
algorithme est en moyenne plus intéressant : la complexité sera en effet moindre, pour toutes
les sous-configurations appartenant à des concepts qui ne sont pas des points d’articulation.
6.8.5 Optimisation par classe d’équivalence
Nous proposons une optimisation à notre algorithme basée sur la notion de classe d’équiva-
lence entre nos différentes sous-configurations. On peut en effet parler de classes d’équivalence
dans le cas où plusieurs sous-configurations d’un même concept vont déclencher exactement
les mêmes fonctions de restriction : dans ce cas, ces sous-configurations auront exactement les
mêmes propriétés de compatibilités avec les sous-configurations des autres concepts.
Il est alors possible de calculer directement les classes d’équivalence d’une LPL, concept par
concept, en considérant chacune des règles de restrictions de toutes les fonctions de restriction
dont un concept donné est la source. Les états de configurations des différentes règles sont alors
autant de prédicats que l’on peut combiner dans une même formule booléenne afin de déterminer
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une classe d’équivalence : une sous-configuration appartient alors à une classe d’équivalence si
elle respecte exactement cette formule booléenne, ou dit autrement, si elle déclenche exactement
ces règles de restriction.
Ainsi, si une sous-configuration appartient à une classe d’équivalence donnée et a été validée,
n’importe quelle autre sous-configuration qui appartient à la même classe d’équivalence n’a pas
besoin d’être testée : elle sera nécessairement valide. On peut, en effet, remplacer de manière
transparente la première sous-configuration testée par la nouvelle sous-configuration sans rien
changer à la configuration composite obtenue lors du test via notre algorithme.
6.9 Conclusion
Nous avons ainsi présenté dans ce chapitre les éléments du formalisme et les algorithmes
nécessaires à la réalisation d’un processus de configuration flexible et cohérent.
En particulier nous avons formalisé la notion d’action utilisateur et la manière dont ces
différentes actions vont travailler avec les contextes de configurations afin de proposer un
maximum de flexibilité dans l’ordre des choix utilisateur, tout en lui garantissant la cohérence de
ses choix. Nous avons défini afin d’assurer cette cohérence un algorithme de propagation, capable
d’assurer la cohérence des différents contextes de configuration tout au long du processus. Par
ailleurs nous avons également présenté la notion d’historique de configuration, afin de permettre
à l’utilisateur de revenir sur ses actions de configuration, de les annuler à n’importe quel moment
tout en garantissant, une fois encore, la cohérence du processus de configuration.
Ainsi il est possible de réaliser une configuration composite dans une LPL complexe en
suivant un workflow de configuration extrêmement libre, bien que guidé par les choix utilisateurs
et par les informations du domaine.
Enfin, nous avons présenté un algorithme exploitant la topologie du modèle du domaine
représentant la LPL afin d’optimiser la vérification de la réalisabilité qui est une propriété
essentielle à la cohérence de la ligne.
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Résumé Nous présentons dans ce chapitre une mise en œuvre du formalisme présenté dans les
chapitres précédents. L’objectif de ce chapitre n’est pas de donner une description détaillée de
l’implémentation mais seulement les éléments qui nous semblent essentiels. Le lecteur intéressé
pourra se reporter aux codes disponibles sur GitHub pour plus d’informations 1.
Nous nous intéressons en particulier dans ce chapitre aux éléments constituant une implémen-
tation étendue du formalisme que nous avons défini. Ainsi nous présentons le métamodèle utilisé
pour implémenter les différents concepts du formalisme en montrant les choix d’implémentation
que nous avons réalisés. Nous présentons ensuite un langage de définition des fonctions de
restriction que nous avons créé afin d’aider les architectes de LPL à construire leur modèle du
domaine. Nous discutons également de notre méthodologie de développement pour implémenter
une solution et nous montrons les différentes API internes et externes que nous avons définies.
Enfin nous donnons un aperçu de l’implémentation de l’interface graphique de configuration
1. http://github.com/surli/spinefm
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que nous avons réalisée pour permettre à un utilisateur final d’utiliser notre solution au travers
d’un processus de configuration flexible.
La contribution de ce chapitre répond en priorité au troisième objectif de cette thèse (voir
section 4.4), mais offre également des réponses pratiques aux résultats théoriques obtenus dans
les chapitres précédents pour les deux premiers objectifs (voir section 4.2 et section 4.3).
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7.1 Introduction
Nous avons réalisé une implémentation complète et étendue du formalisme défini dans les
chapitres précédents, nommée SPINEFM 2. Nous présentons dans ce chapitre non seulement les
choix d’implémentation et la méthodologie utilisée pour implémenter notre solution, mais nous
décrivons également les différentes réalisations effectuées afin de faciliter son utilisation.
Les objectifs de nos travaux de recherches étaient de permettre la modélisation de LPL
complexes et de fournir les outils nécessaires à un processus de configuration qui soit à la fois
cohérent et flexible. Nous avons montré par notre formalisme comment atteindre ces objectifs.
Nous présentons ici comment l’exploitation d’outils liés à notre formalisme permet d’aller plus
loin dans l’accomplissement de nos objectifs.
Nous montrons ainsi dans un premier temps une vue d’ensemble de notre implémentation qui
résume les choix d’architectures effectuées (section 7.2). Nous présentons ensuite le métamodèle
utilisé pour réaliser l’implémentation du formalisme défini dans les chapitres 5 et 6 (section 7.3).
Nous nous intéressons en particulier aux choix d’implémentation que nous avons fait au niveau
du métamodèle et en quoi ils diffèrent du formalisme. Nous décrivons dans une troisième section
un langage de définition des fonctions de restriction que nous avons créé afin de faciliter la
modélisation des fonctions et règles de restrictions par l’architecte de la LPL (section 7.4). Nous
discutons ensuite de notre méthodologie de développement pour réaliser SPINEFM et décrivons
dans la même section les API internes et externes définies et exploitées (section 7.5). Enfin
nous présentons les caractéristiques d’une interface graphique de configuration réalisée afin
de permettre un processus de configuration flexible et cohérent menant à une configuration
composite (section 7.6).
7.2 Vue d’ensemble
Nous donnons une vue d’ensemble de l’implémentation de notre formalisme, nommée
SPINEFM, dans la Figure 7.1.
7.2.1 Architecture
Notre implémentation est constituée de quatre parties principales (représentées par une
pastille rouge dans la Figure 7.1) :
1. un métamodèle définissant les concepts formalisés dans les chapitres précédents ;
2. un langage spécifique de description des fonctions de restriction appelé RESTFUNC DSL ;
3. un moteur de raisonnement qui implémente les concepts du formalisme et qui offre une
API web pour les exploiter ;
4. une interface graphique générique de configuration, appelée TOCSIN, utilisant cette API
et exploitant des métadonnées afin de présenter des informations visuellement pertinentes
à l’utilisateur final.
Ces éléments ont été définis de manière modulaire au sein d’une architecture décentralisée
et sont utilisés par différents acteurs. La définition de cette architecture provient du besoin que
nous avons ressenti lors de la réalisation de l’implémentation de permettre un maximum de
réutilisation. Les outils existants permettant aujourd’hui de faire des LPL sont généralement des
outils complètement intégrés qui impliquent d’exploiter une unique technologie. Nous voulons
2. Le nom SPINEFM a été imaginé comme une “colonne vertébrale pour FM”.
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renvoyées par le moteur de raisonnement, afin de produire un affichage et un guidage qui soient
compréhensibles par l’utilisateur. Finalement, une fois la configuration composite terminée, l’uti-
lisateur utilise un outil de dérivation afin de réaliser le produit correspondant à la configuration
demandée.
Cette vision d’ensemble nous montre également les limites de notre approche. En particulier,
notre approche se base sur des moteurs de raisonnements sur les FM déjà existants. Nous
revenons dans la sous-section 7.5.2 sur l’API requise pour exploiter un moteur de raisonnement
sur les FM dans SPINEFM. En outre, nous considérons que la fin du processus de dérivation,
une fois la configuration obtenue, est intrinsèquement dépendante du domaine métier du produit.
Nous présentons dans la validation une implémentation possible, dans un cadre spécifique,
d’un outil de dérivation. Nous revenons également sur ce point dans les perspectives de notre
approche.
7.3 Métamodèle pour SpineFM
Notre implémentation de SPINEFM a été réalisée en utilisant des outils de l’ingénierie
dirigée par les modèles. Nous avons en particulier défini un métamodèle afin de représenter les
différents concepts et leurs relations et d’automatiser la génération d’une grande partie du code
de SPINEFM. Pour cela nous avons utilisé les outils proposés par Eclipse EMF 3. Une partie du
métamodèle obtenu est visible dans la Figure 7.2 et reprend les éléments du formalisme défini
dans les chapitres 5 et 6. Cette figure représente les concepts et une partie des associations de
notre métamodèle. Sa définition EMF contient également un ensemble d’opérations prédéfinies
que nous n’avons pas représentées dans un souci de simplicité.
Le métamodèle est composé de 8 packages :
1. FMModel représente les concepts inhérents aux FM. Cette représentation vise à garantir
l’indépendance avec les moteurs de raisonnement sur les FM. Elle se limite donc aux
concepts indispensables au raisonnement. Nous nous sommes par ailleurs inspirés du
métamodèle réalisé dans le projet EMF Feature Model 4.
2. SPLModel représente les concepts relatifs au modèle du domaine ;
3. ConfigurationModel représente les concepts utilisés pour la représentation d’une confi-
guration composite ;
4. RFModel représente les concepts utilisés pour gérer les règles et fonctions de restriction ;
5. ProcessModel représente les concepts utilisés pour la gestion du processus de dérivation ;
6. SystemActionModel représente les différentes actions système ;
7. UserActionModel représente les différentes actions utilisateur ;
8. HistoryModel représente les concepts relatifs à l’historique.
On peut constater que si les concepts du formalisme se retrouvent tous dans le métamodèle,
celui-ci en expose davantage. En particulier, des actions système supplémentaires sont définies
afin de permettre le nommage des différents éléments : les sous-configurations, CPS et configu-
ration composite peuvent en effet être nommées par l’utilisateur dans notre implémentation. De
la même façon, l’ensemble des entités définies dans le métamodèle ont un identifiant unique
utilisé lors des opérations. En outre des associations supplémentaires sont également présentes
3. http://www.eclipse.org/modeling/emf/
4. http://www.eclipse.org/featuremodel/
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différents : en particulier les ConfigurationProcessStep sont très utilisés dans les actions.
7.4 RestFunc DSL : un langage pour les règles de restriction
Dans l’optique de faciliter le travail de modélisation du domaine, nous avons développé un
langage minimaliste permettant de définir rapidement des ensembles de règles de restriction.
Nous avons ainsi défini une grammaire permettant de décrire une fonction de restriction
en utilisant les outils proposés par Eclipse Xtext 5. Pour rappel, une fonction de restriction
est orientée d’un concept vers un autre et contient un ensemble de règles de restriction (voir
section 5.4).
Listing 7.1 – Grammaire de RestFunc DSL
1 grammar fr.unice.spinefm.RestfuncDSL with org.eclipse.xtext.common.Terminals
3 generate restfuncDSL "http ://www.unice.fr/spinefm/RestfuncDSL"
5 // Definition de la fonction
RestFunc : init=SourceAndTarget (rules+=RuleString)+ ;
7
SourceAndTarget : source=Source target=Target;
9 Source : SOURCEKEY EQUAL deSrc=ID;
Target : TARGETKEY EQUAL deTarget=ID;
11
// Definition d'une regle
13 RuleString : BEGIN_RULE (id=ID) ? POINTS left=LeftPart IMPLY right=RightPart END_RULE;
15 // partie gauche
LeftPart : (features+=GroupFeature)+ ;
17 GroupFeature : state=FM_STATE feature+=FeatureNamed (COMMA feature+=FeatureNamed)* ;
19 // partie droite
RightPart : ActionOnFeature | ActionOnFM ;
21 ActionOnFeature : action=ACTIONFEATURE feature=FeatureNamed ;
ActionOnFM : action=ACTIONFM feature+=FeatureTrueOrFalse (COMMA feature+=FeatureTrueOrFalse)* ;
23
// Recuperation d'une feature ou d'une variable
25 FeatureNamed : SingleFeature | VariableFeature | StarFeature;
SingleFeature : featureName=ID;
27 VariableFeature : featureName=ID DOT variable=Variable;
Variable : VARBEGIN id=ID;
29 StarFeature : featureName=ID DOT STAR;
FeatureTrueOrFalse : FeatureNamed | NOT FeatureNamed;
31
// elements terminaux
33 FM_STATE : 'SELECTED' | 'DESELECTED';
ACTIONFEATURE : 'SELECT' | 'DESELECT';
35 ACTIONFM : 'ADDCONSTRAINT';
terminal IMPLY : '=>';
37 terminal BEGIN_RULE : 'rule';
terminal STAR : '*';
39 terminal POINTS : ' :';
terminal END_RULE : ';';
41 terminal COMMA : ',';
terminal DOT : '.';
43 terminal VARBEGIN : '$';
terminal SOURCEKEY : 'source';
45 terminal TARGETKEY : 'target';
terminal EQUAL : '=';
47 terminal NOT : '!';
Notre grammaire, représentée par son implémentation Xtext dans le Listing 7.1, permet
de préciser les concepts sources et cibles de la fonction, et facilite l’écriture des règles par
l’exploitation des noms de features et de la hiérarchie au sein du FM.
5. http://www.eclipse.org/Xtext/
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sélectionnélafeatureemperaturedansAppartement,alorsildevrasélectionnerlafeature
Cemperaturedansiece.
DanslelangageRestuncD,celas’exprimeparlasyntaxesuivante:
isting7.2–Expressiond’unerèglesimpleenRestuncD
ruleappartement_piece_temperature
source :Appartement
target :iece
EECEDemperature>EECCemperature ;
ousavonsdélibérémentutilisédansl’ensembledudocumentunesyntaxed’expression
desrèglestrèsprochesdelasyntaxedeRestuncD.
Cependant,nouspouvonsexprimerdesrèglesenexploitantunehiérarchie.arexemple,
sinousvoulonsexprimerlefaitquelasélectiondetouslesmodulesdel’ordinateurcentral
dansAppartementvaautomatiquementsélectionnerlafeatureibreoptiquedansImmeuble,
nouspouvonsutiliserlasyntaxesuivante:
151
7.5. Développement et exposition des services Chapitre 7. Implémentation de l’approche
Listing 7.3 – Expression d’un ensemble de règles avec *
rule appartement_immeuble_ordinateur
source : Appartement
target : Immeuble
SELECTED OrdinateurCentral.* => SELECT Fibre Optique ;
Cette syntaxe va automatiquement générer la règle suivante lors de l’initialisation du
système :
Listing 7.4 – Génération d’un ensemble de règles avec *
rule appartement_immeuble_ordinateur
source : Appartement
target : Immeuble
selected [Temperature, Luminosite, Securite] deselected [] => SELECT Fibre Optique ;
Enfin, une dernière syntaxe nous permet de faire de la comparaison de noms de features
tout en exploitant une hiérarchie. Par exemple, si l’on souhaite créer toutes les règles
permettant de sélectionner le type de chauffage d’un Appartement à partir du Chauffage
central d’un Immeuble on peut utiliser la syntaxe suivante :
Listing 7.5 – Expression d’un ensemble de règles avec $
rule immeuble_appartement_chauffage
source : Immeuble
target : Appartement
SELECTED ChauffageCentral.$1 => SELECT Type.$1 ;
Cette syntaxe va automatiquement parcourir les deux hiérarchies sous Chauffage Cen-
tral et sous Type et créer les règles pour toutes les features possédant le même nom. On
obtient donc les règles suivantes :
Listing 7.6 – Génération d’un ensemble de règles avec $
rule immeuble_appartement_chauffage_gaz
source : Immeuble
target : Appartement
selected [Gaz] deselected [] => SELECT Gaz ;
rule immeuble_appartement_chauffage_fioul
source : Immeuble
target : Appartement
selected [Fioul] deselected [] => SELECT Fioul ;
7.5 Développement et exposition des services
Le moteur de raisonnement SPINEFM a été implémenté en Java en exploitant une génération
automatique des codes réalisée à partir du métamodèle présenté dans la section 7.3 et permise par
les outils d’Eclipse EMF. Nous présentons dans cette section la méthodologie de développement
utilisée dans le cadre de l’implémentation de SPINEFM. Nous décrivons ensuite l’API de
raisonnement sur les FM dont nous avons besoin, puis nous définissons l’API Web réalisée.
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7.5.1 Méthodologie de développement de SpineFM
SpineFM a été réalisé de manière incrémentale en exploitant les possibilités offertes par
l’ingénierie dirigée par les modèles. En effet, nous avons commencé par définir un métamodèle
représentant un ensemble restreint de concepts à exploiter pour réaliser des configurations de
LPL complexes. A partir de ce premier métamodèle nous avons généré automatiquement une
base de code que nous avons enrichie avec nos propres implémentations, tout en conservant une
séparation nette entre le code écrit et le code généré.
Ce faisant nous avons pu faire évoluer le métamodèle afin d’intégrer de nouveaux concepts
ou d’en modifier d’autres : à chaque étape nous avons été en mesure de générer une nouvelle
base de code et d’adapter l’implémentation écrite qui utilise cette base de code.
En définitive, l’implémentation complète du moteur de raisonnement SPINEFM contient
environ 90 000 lignes de code en Java dont la moitié a été automatiquement générée à partir de
notre métamodèle.
7.5.2 API de raisonnement sur les FM
Nous avons défini une API de raisonnement sur les FM à implémenter pour chaque moteur
de raisonnement que l’on souhaite utiliser avec SPINEFM.
Listing 7.7 – API minimale de raisonnement sur les FM
1 package fr.unice.spinefm.fmengine;
3 import fr.unice.spinefm.FMModel.Constraint;
import fr.unice.spinefm.FMModel.Feature;
5 import fr.unice.spinefm.FMModel.FeatureModel;
import fr.unice.spinefm.fmengine.exceptions.FMEngineException;
7
public interface FMSpineFMAdapter {
9
// FM State
11
public Set<Feature> getSelectedFeatures(String confName, FeatureModel fm) throws
FMEngineException;
13
public Set<Feature> getDeselectedFeatures(String confName, FeatureModel fm) throws
FMEngineException;
15
public Set<Feature> getUnselectedFeatures(String confName, FeatureModel fm) throws
FMEngineException;
17
public boolean isValidConfiguration(String confName) throws FMEngineException;
19
public Set<Set<Feature>> getAllConfigurations(String confName) throws
FMEngineException;
21
// Actions
23
public void selectFeatureInConfiguration(Feature ft, String configuration) throws
FMEngineException;
25
public void unselectFeatureInConfiguration(Feature ft, String configuration) throws
FMEngineException;
27
public void deselectFeatureInConfiguration(Feature ft, String configuration) throws
FMEngineException;
29
public void addConstraint(Constraint c, String confName) throws FMEngineException;
31
public void removeConstraint(Constraint c, String confName) throws FMEngineException;
33
public void createConfiguration(String confName, FeatureModel refers_on) throws
FMEngineException;
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35
// Utils
37
public void populateFeatureModel(FeatureModel fm) throws FMEngineException;
39
public boolean isEquivalent(FeatureModel fm1, FeatureModel fm2);
41
public String getRepresentationOfFeatureModel(FeatureModel fm);
43
public void destroyConfiguration(String confName) throws FMEngineException;
45
public void copyElement(String elementSource, String elementTarget) throws
FMEngineException;
47
public void exitInterpreter();
49 }
Cette API représentée par l’interface donnée dans le Listing 7.7 contient les méthodes de
raisonnement sur les FM indispensables au bon fonctionnement de SPINEFM.
Nous définissons dans les lignes 10 à 22 des méthodes de récupération de l’état d’une
configuration : ces méthodes sont utilisées pour mettre à jour l’état de configuration des CPS,
mais également pour tester la cohérence et la complétude d’une configuration.
Nous explicitons ensuite les différentes méthodes permettant d’appliquer des actions sur
les configurations dans les lignes 22 à 35. L’implémentation de ces méthodes doit absolument
permettre un mécanisme de raisonnement dynamique (voir section 6.2) au sein de l’outil de
raisonnement sur les FM.
Enfin des méthodes utilitaires, définies dans les lignes 36 jusqu’à la fin, sont également
requises pour tester l’équivalence de deux FM ou encore pour “peupler” un FM : il s’agit ici de
récupérer automatiquement la définition complète d’un FM (features, groupes et contraintes) à
partir de la définition du FM au sein du moteur de raisonnement. Cette méthode permet d’éviter
à l’architecte de la SPL de devoir redéfinir les FM en utilisant notre métamodèle : il suffit
d’en avoir une représentation utilisant le formalisme supporté par le moteur de raisonnement et
d’utiliser une convention de nommage pour y accéder. Le “peuplement” du FM permet alors de
reconstruire le FM dans notre formalisme en exploitant les concepts de notre métamodèle.
La définition de cette API d’exploitation des moteurs de raisonnement sur les FM nous
permet ainsi de conserver une séparation claire au sein de notre implémentation entre SPINEFM
et les différentes librairies utilisées pour exploiter les FM.
7.5.3 API Web de SpineFM
Une API Web a été développée au sein de SPINEFM afin conserver une séparation nette entre
le raisonnement apporté par SPINEFM, permettant de réaliser un processus flexible et cohérent
de configuration, et l’interface de configuration dont la problématique est de représenter la
variabilité et de guider l’utilisateur dans ses choix. Par ailleurs, nous postulons que les interfaces
de configuration peuvent être très variées selon les domaines, les buts recherchés etc. Définir
une API nous permet ainsi d’autoriser l’utilisation de SPINEFM sans être dépendant de notre
interface de configuration. Le choix d’une API “Web” provient d’une volonté que notre moteur
de raisonnement soit accessible de partout et puisse être interrogé sans nécessiter l’installation
d’un logiciel particulier.
Les ressources considérées dans notre API sont le modèle du domaine, les CPS, les sous-
configurations et la configuration composite. Notre API permet essentiellement d’effectuer
les actions utilisateur du métamodèle (voir Figure 7.2) mais également de récupérer toutes les
informations de la LPL qui peuvent être utiles pour l’interface de configuration.
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En tant qu’API Web, les différentes ressources sont accessibles par l’utilisation de différents
chemins, chaque chemin correspondant à un appel de fonction précis. Nous présentons ainsi
dans le Tableau 7.1 les fonctionnalités de notre API à travers ces différents chemins.
Chemin Description et retour
Initialisation
/ Lance l’action d’initialisation. Permet de com-
mencer à réaliser une nouvelle configuration
composite. Retourne un token identifiant cette
nouvelle configuration. Nous l’appelons token
dans la suite.
/[token]/name/[nom] Associe un nom à la configuration composite.
Retourne un booléen.
/[token]/name/ Récupère le nom de la configuration composite.
Retourne une chaîne de caractères.
Modèle du domaine
/[token]/model/ Récupère les informations du modèle du do-
maine : concepts, associations et multiplicités.
Retourne une réponse structurée.
/[token]/model/concepts Récupère la liste des concepts du modèle du
domaine. Retourne une liste.
/[token]/model/[concept]/multiplicity Récupère la multiplicité d’un concept donné.
Retourne une réponse structurée.
/[token]/model/[concept]/linkables Récupère la liste des concepts associés à un
concept donné. Retourne une liste.
/[token]/model/asso/src/[concept]/target/[concept2]/multiplicity Récupère la multiplicité d’une association entre
les deux concepts donnés, du côté du concept
cible. Retourne une réponse structurée.
CPS
/[token]/cps/global/[concept] Récupère l’état de configuration d’un concept
au sein du contexte global. Retourne un arbre
de feature correspondant au FM dont chaque
feature possède un état "sélectionné", "exclu"
ou "non sélectionné".
/[token]/cps/[contexte]/[concept] Récupère l’état de configuration d’un concept
au sein du contexte donné. Retourne un arbre
de feature correspondant au FM dont chaque
feature possède un état "sélectionné", "exclu"
ou "non sélectionné".
/[token]/cps/[contexte]/[concept]/isValid Détermine si l’état de configuration d’un
concept au sein du contexte donné est complet
(voir Propriété 5.3.2). Retourne un booléen.
/[token]/cps/[contexte]/[concept]/select/[feature] Sélectionne la feature d’un concept donné dans
un contexte donné. Retourne un booléen.
/[token]/cps/[contexte]/[concept]/exclude/[feature] Exclut la feature d’un concept donné dans un
contexte donné. Retourne un booléen.
/[token]/cps/[contexte]/[concept]/name/[nom] Associe un nom au CPS d’un concept donné
dans un contexte donné. Retourne un booléen.
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Chemin Description et retour
/[token]/cps/[contexte]/[concept]/name Récupère le nom d’un CPS d’un concept donné
dans un contexte donné. Retourne une chaîne
de caractères.
Sous-configuration
/[token]/config/start/[concept]/[ctx]/[linkedConcept] Démarre une nouvelle sous-configuration dans
un contexte donné dans l’objectif de la lier avec
le second concept donné. Retourne l’identifiant
du contexte contenant le CPS de la nouvelle
sous-configuration.
/[token]/config/valid/[concept]/[ctx] Valide la sous-configuration du concept donné
dans le contexte donné. Retourne l’identifiant
de la sous-configuration validée.
/[token]/config/[configID]/isLinked Détermine si l’ensemble des liens de cette sous-
configuration ont été réalisés d’après les as-
sociations et les multiplicités de son concept.
Retourne un booléen.
/[token]/config/[configID]/isLinkableWith/[concept] Vérifie si les associations et multiplicités
peuvent autoriser la création d’un lien entre
une sous-configuration du concept donné et la
sous-configuration donnée. Retourne un boo-
léen.
/[token]/config/[configID]/compliant/[concept] Recherche l’ensemble des sous-configurations
du concept donné compatibles avec la sous-
configuration donnée. Retourne une liste
d’identifiants de sous-configurations compa-
tibles.
/[token]/config/[configID]/linked/[concept] Recherche l’ensemble des sous-configurations
du concept donné liées avec la sous-
configuration donnée. Retourne une liste
d’identifiants de sous-configurations liées.
/[token]/config/[configID]/name/[nom] Associe un nom à une sous-configuration. Re-
tourne un booléen.
/[token]/config/[configID]/name Récupère un nom de sous-configuration. Re-
tourne une chaîne de caractères.
/[token]/link/create/src/[configID]/target/[configID2] Crée un lien entre les deux sous-configurations
données. Retourne une réponse élaborée conte-
nant les informations de modification de
contextes : contexte supprimé et/ou créé.
Configuration composite
/[token]/config/status Recherche l’ensemble des informations sur les
sous-configurations validées. Retourne une ré-
ponse contenant l’ensemble des informations
agrégées.
/[token]/config/links Recherche l’ensemble des informations sur les
liens créés. Retourne une réponse contenant
l’ensemble des informations agrégées.
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Chemin Description et retour
/[token]/config/isValid Détermine si la configuration composite est
terminée. Retourne un booléen.
Annulation d’une action
/[token]/history Récupère la liste des actions de l’utilisateur. Re-
tourne une liste structurée contenant les identi-
fiants des étapes et la description des actions.
/[token]/history/undo Annule la dernière action de l’utilisateur.
/[token]/history/undo/[StepID] Annule l’action de l’utilisateur sauvée à l’étape
donnée.
Finalisation
/[token]/savePast Sérialise l’ensemble des actions utilisateur réa-
lisées jusqu’à présent. Retourne un chemin vers
le fichier.
/[token]/finalize Sérialise la configuration composite. Retourne
un chemin vers le fichier.
TABLE 7.1 – Description de l’API Web
Nous avons ainsi une API complète permettant l’exploitation de SPINEFM à travers n’im-
porte quelle interface.
7.6 TOCSIN : une interface graphique de configuration pour
SpineFM
Nous avons réalisé dans le cadre de l’implémentation de notre approche une interface
graphique de configuration exploitant SPINEFM, appelée TOCSIN 6. Cette interface a été
réalisée en utilisant le framework javascript AngularJS 7.
TOCSIN vise à fournir une interface de pilotage générique de SPINEFM afin de réaliser le
processus de configuration. Cela implique à la fois de présenter à l’utilisateur la variabilité de
manière intelligible mais également de lui fournir un minimum de guidage pour que l’utilisateur
sache où il en est dans le processus de configuration, tout en lui laissant le maximum de liberté
offert par SPINEFM.
Dans l’objectif de rendre TOCSIN le plus générique possible, nous avons décidé d’exploiter
au maximum les informations du modèle du domaine accessibles à travers SPINEFM. En effet,
ces informations peuvent être exploitées pour le guidage utilisateur : elles déterminent les
concepts liés, les sous-configurations qu’il est nécessaire de réaliser pour chacun des concepts
etc. Par ailleurs, il nous est apparu que représenter les FM tels qu’ils sont décrits, c’est-à-dire
sous la forme d’un arbre parfois très complexe, pouvait être contre-productif pour la réalisation
d’une configuration.
Nous avons donc défini un mécanisme permettant d’ajouter des informations supplémentaires
au niveau de l’interface de configuration, afin d’enrichir les FM pour faciliter leur compréhension
et leur configuration.
6. TOCSIN était un des premiers acronymes envisagé pour le moteur de raisonnement signifiant "TOol for
Configuring Software product lINe" ; le nom est resté pour l’interface de configuration.
7. https://angularjs.org/
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FIGURE 7.5 – Capture d’écran de TOCSIN pour la LPL YOURCAST
7.6.1 FM et métadonnées
Les features d’un FM peuvent ainsi être représentées de manière groupée, par catégories,
pour l’utilisateur final. Ces catégories peuvent alors être dérivées de la hiérarchie originelle du
FM, ou au contraire être une toute nouvelle organisation, plus parlante pour l’utilisateur. En
outre, il nous paraît indispensable qu’aux features puissent être associées des images et des
explications, afin d’aider l’utilisateur dans ses choix. De même, les catégories doivent pouvoir
bénéficier d’une description afin d’être explicite aux utilisateurs. Enfin, afficher en permanence
l’ensemble des catégories n’est pas forcément pertinent pour l’utilisateur : il est donc important
de lui donner la possibilité d’ouvrir et fermer les catégories qui l’intéressent.
Cependant il est important de conserver ces informations séparées du FM, la préoccupation
étant ici la présentation de l’information, alors qu’un FM vise à fournir une modélisation formelle
de la variabilité. Nous avons ainsi développé la notion de métadonnées associées aux FM et
réalisé une implémentation au sein de TOCSIN en structurant ces métadonnées au sein d’un
fichier JSON.
Listing 7.8 – Exemple de fichier d’annotation pour le FM Appartement
1 {
2 "concept" : "Appartement",
3 "description" : "Fichier d'annotation Appartement du 10 Octobre 2014",
4 "accordionBehaviour" : "normal",
5 "zones" : [
6 {
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7 "accordion" : false,
8 "description" : "Le type de chauffage de l'appartement",
9 "level" : 1,
10 "name" : "Type de chauffage"
11 },
12 {
13 "accordion" : true,
14 "descriptions" : "Options generales",
15 "level" : 2,
16 "name" : "Options"
17 },
18 {
19 "accordion" : true,
20 "description" : "Options de l'ordinateur",
21 "level" : 3,
22 "name" : "Ordinateur Central"
23 },
24 {
25 "accordion" : true,
26 "description" : "Options de chauffage centralise",
27 "level" : 4,
28 "name" : "Chauffage centralise"
29 }
30 ],
31 "rulesRecursive" : [
32 {
33 "explication" : "Type de chauffage",
34 "feature" : "Type",
35 "getChildren" : true,
36 "level" : 1,
37 "treeLevel" : 1
38 },
39 {
40 "explication" : "Une option de l'ordinateur central",
41 "feature" : "Ordinateur Central",
42 "getChildren" : true,
43 "level" : 4,
44 "treeLevel" : 1,
45 "logo" : "images/logo/optionOrdinateur.png"
46 },
47 {
48 "explication" : "Mode de chauffage central",
49 "feature" : "Centralise",
50 "getChildren" : true,
51 "level" : 3,
52 "treeLevel" : 1
53 }
54 ],
55 "rulesFeatureUnique" : [
56 {
57 "explication" : "Souhaitez-vous un branchement fibre optique dans votre appartement ?",
58 "feature" : "Fibre Optique",
59 "level" : 2,
60 "logo" : "images/logos/fibre.png"
61 },
62 {
63 "explication" : "Souhaitez-vous un ordinateur centralise dans votre appartement ?",
64 "feature" : "Ordinateur Central",
65 "level" : 2,
66 "logo" : "images/logos/computer.png"
67 },
68 {
69 "explication" : "Souhaitez-vous un chauffage centralise dans votre appartement ?",
70 "feature" : "Centralise",
71 "level" : 2,
72 "logo" : "images/logos/chaudiere.png"
73 },
74 {
75 "explication" : "Souhaitez-vous un appartement equipe de radiateurs ?",
76 "feature" : "Radiateur",
77 "level" : 3,
78 "logo" : "images/logos/radiateur.png"
79 }
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80 ]
81 }
Un fichier d’annotation JSON contient les métadonnées d’un unique FM, un exemple est
donné dans le Listing 7.8. Le fichier contient des informations générales, des informations pour
chacune des catégories souhaitées (zones, lignes 5 à 30) , puis les annotations d’abord génériques
(rulesRecursive, lignes 31 à 54) et ensuite spécialisées pour les features (rulesFeatureUnique,
lignes 55 à 80).
7.6.1.1 Informations générales
Les informations générales du fichier d’annotation contiennent les éléments suivants :
— description : une description du fichier d’annotation ;
— concept : le nom du concept sur lequel porte le fichier d’annotation ;
— accordionBehaviour : le comportement général souhaité pour l’ouverture et la fermeture
des catégories. La valeur peut être "normal" ou "openOne" : "normal" signifie que les
différentes catégories peuvent être ouvertes et fermées indépendamment les unes des
autres ; "openOne" signifie qu’une seule catégorie à la fois peut être ouverte.
7.6.1.2 Informations de catégories
Le fichier d’annotation définit les différentes catégories ou zones qui seront affichées. Chaque
zone est définie par les éléments suivants :
— name : le nom de la catégorie ;
— description : une description plus complète de la catégorie ;
— accordion : une valeur booléenne définissant si la catégorie peut être fermée (true) ou si
elle est ouverte en permanence (false) ;
— level : un nombre définissant la disposition de la catégorie par rapport aux autres : les
zones sont affichées par level croissant.
7.6.1.3 Annotations génériques de features
Les annotations génériques sont des annotations qui se définissent pour un ensemble de
features. Ces features sont obtenues en parcourant la hiérarchie du FM.
Une annotation générique est définie par les éléments suivants :
— explication (facultatif) : définit une explication à appliquer sur l’ensemble des features
récupérées à partir de l’annotation ;
— logo (facultatif) : définit le chemin vers un logo à afficher pour l’ensemble des features
récupérées à partir de l’annotation ;
— level : définit la catégorie dans laquelle afficher l’ensemble des features de l’annotation,
en utilisant le level comme identifiant ;
— feature : définit le nom d’une feature à partir de laquelle constituer l’ensemble des
features sur lesquelles appliquer l’annotation. Cette feature est exclue de l’annotation.
— getChildren : booléen déterminant si l’ensemble des features héritées de feature doit
être sélectionné ou non : si une valeur true est donnée, l’ensemble du sous-arbre est
récupéré.
— treeLevel (uniquement utilisé si getChildren vaut false) : entier déterminant le niveau
d’héritage à explorer sous feature pour récupérer l’ensemble des features.
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Il est ainsi possible en combinant feature, getChildren et treeLevel d’agréger spécifiquement
les features d’un niveau du FM. Par exemple, dans le cas du FM Appartement si on spécifie fea-
ture : Chauffage, getChildren : false et treeLevel : 2 alors l’ensemble des features sur lesquelles
l’annotation s’applique sera : { Gaz, Fioul, Electrique, Plancher, Radiateur }.
Par ailleurs, plusieurs annotations génériques peuvent annoter les features avec le même
level : les features seront alors affichées dans la même catégorie.
7.6.1.4 Annotations spécifiques de features
Les annotations spécifiques sont des annotations réalisées pour une feature précise.
Une annotation spécifique est définie par les éléments suivants :
— feature : la feature sur laquelle s’applique la règle spécifique ;
— level : la catégorie dans laquelle afficher la feature, en se basant sur le level ;
— explication : une explication précise du rôle de la feature ;
— logo : un chemin vers un logo à afficher pour cette feature.
Si une annotation générique et une annotation spécifique conviennent à une feature, alors
celle-ci sera d’abord annotée par l’annotation générique, puis par l’annotation spécifique. Les
informations de l’annotation spécifique sont donc toujours prioritaires sur celles de l’annotation
générique.
7.6.2 Actions et guidages
TOCSIN se veut une interface de configuration générique exploitable pour n’importe quelle
ligne de produits logiciels définie dans SPINEFM. L’utilisateur spécifie à l’initialisation quel
modèle du domaine il souhaite utiliser afin de créer un nouveau produit : l’interface s’initialise
alors en récupérant d’un côté les informations à partir de SPINEFM et de l’autre en chargeant
les fichiers d’annotations disponibles pour le modèle donné.
L’interface est ensuite extrêmement libre : l’utilisateur a la possibilité de commencer
la configuration à partir de n’importe quel concept, et un menu est en permanence présent
pour commencer une autre sous-configuration d’un autre concept ou revenir sur une sous-
configuration partielle ou terminée. En outre, les écrans de validation des sous-configurations
proposent à l’utilisateur un guidage basé sur les associations du modèle du domaine. Par
exemple, si un utilisateur valide une sous-configuration d’appartement, l’interface proposera
automatiquement la liste des sous-configurations de Piece terminées et compatibles, ou alors de
créer une nouvelle sous-configuration de Piece à lier avec celle qui vient d’être validée.
7.7 Conclusion
Nous avons défini une implémentation étendue de notre formalisme. Cette implémentation
est le résultat d’un processus de développement itératif exploitant des outils de l’ingénierie
dirigée par les modèles, ce qui nous a permis de conserver un haut niveau d’abstraction pour la
conception de notre solution.
Par ailleurs, l’implémentation d’une solution permettant la définition d’une LPL complexe et
son exploitation au travers d’un processus de configuration cohérent et flexible ne peut se limiter
selon nous à la seule implémentation du formalisme précédemment défini. Nous postulons
en effet que pour être utilisé correctement il est nécessaire d’avoir à sa disposition les outils
additionnels que nous avons réalisés : un langage dédié permettant de définir facilement des
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règles de restriction, une API permettant d’exploiter des moteurs de raisonnement sur les FM,
une interface de configuration générique permettant de réaliser le processus de configuration.
Enfin, parlant d’un framework de définition et d’exploitation de LPL, il nous semblait dom-
mage de fournir une solution complètement intégrée offrant peu de capacité de flexibilité et
d’évolution. Nous avons donc implémenté notre solution en offrant une architecture décentra-
lisée et des API bien définies afin d’adapter facilement notre solution à différents contextes
d’utilisation.
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Résumé Nous validons la première partie de notre approche relative à la modélisation de la
variabilité d’une LPL complexe, par la réalisation d’une ligne de produits de portée industrielle
dédiée à la création de Systèmes de Diffusion d’Informations (SDI).
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Nous montrons dans ce chapitre les éléments de variabilité et le fonctionnement des SDI
que nous souhaitons manipuler et décrivons la LPL que nous avons modélisée pour des SDI.
Nous discutons ensuite la validation de nos objectifs de modélisation de la variabilité des LPL
complexes par l’analyse des résultats obtenus.
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8.1 Introduction
Nous présentons dans ce chapitre une validation de nos travaux sur un cas d’utilisation de
portée industrielle dans le domaine des Systèmes de Diffusion d’Informations (SDI).
Nous montrons ainsi dans un premier temps en quoi les SDI présentent une large variabilité
et dans quelle mesure il est intéressant de réaliser une LPL afin de pouvoir définir des produits.
Nous revenons également brièvement sur l’historique du projet YourCast dont l’objectif était de
réaliser une LPL pour SDI.
Nous présentons dans un second temps la plateforme technologique sur laquelle nous nous
sommes appuyés pour définir les éléments communs de notre famille de produits, ainsi que
l’architecture d’un SDI dans notre mise en œuvre. A partir de ces éléments, nous définissons le
modèle du domaine et décrivons l’approche que nous avons suivie afin de définir les différents
FM.
Finalement nous discutons la validation de notre objectif relatif à la modélisation de la
variabilité dans les LPL complexes.
8.2 Systèmes de Diffusion d’Informations et Variabilité
Nous définissons tout d’abord la notion de Système de Diffusion d’Informations avant de
revenir sur l’historique du projet YOURCAST et de présenter la variabilité de ce type de système.
8.2.1 Définition
Un Système de Diffusion d’Information (SDI) regroupe l’ensemble des éléments nécessaires
au bon fonctionnement d’un écran de diffusion d’information.
Appelés parfois “le 5ème écran” – les 4 premiers étant l’écran de cinéma, de télévision,
d’ordinateur et de smartphone –, l’écran de diffusion d’information se répand depuis quelques
années de manière exponentielle, entraîné par la diminution drastique des coûts sur les matériels
électroniques [Kelsen 10]. On retrouve ainsi ce type d’écrans dans de très nombreux lieux et
organisations aussi bien publiques (arrêts de bus, universités, mobilier urbain, gares, aéroports,
etc) que privés (bureaux d’entreprises, salles d’attentes, particuliers, etc).
Si le rôle de ces écrans est avant tout de donner de l’information, la multiplicité des contextes
d’utilisation des écrans donne lieu à de très nombreuses variantes d’utilisation. Il peut ainsi
s’agir d’écrans publicitaires, comme on peut en voir dans les galeries marchandes, ou d’écrans
d’attente et de divertissement dans les salles d’attentes, ou bien encore d’écrans purement
informatifs dans les gares et les aéroports, voire même d’écrans de diffusion interactifs dans
certains grands événements, comme les festivals ou les salons. Le plus souvent, cependant, les
écrans d’informations sont une combinaison de tous ces usages réalisée pour un contexte et un
emplacement particulier.
“ With a combination of dynamic content that is highly adaptable to itsaudience and environment, high-definition video imagery, and often interac-
tive features, digital signage can help us, motivate us, provoke us and unite
us.
[KELSEN 10]
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(a) Ecran diffusé aux Choralies 2013 (b) Ecran de diffusion de l’équipe GLC
FIGURE 8.1 – Exemples d’écrans de diffusion
Ainsi, avec une telle abondance d’écrans aux multiples usages, il existe une très grande
famille de produits de SDI, l’écran n’étant que la partie visible d’un tel système.
8.2.2 Historique du projet YourCast
YOURCAST 1 est un projet ANR Emergence 2 démarré en janvier 2011 et terminé en dé-
cembre 2014, dont l’objectif était la réalisation d’une LPL destinée à la réalisation de SDI
sur mesure pour des personnes non expertes. Nous nous sommes concentrés dans le cadre de
ce projet sur une sous-partie de la famille de produits des SDI. Le scoping de notre ligne a
été réalisé de manière à cibler les SDI à destination des universités, conférences, événements
culturels et organismes à destination des personnes présentant des handicaps visuels.
Une partie de ce choix de scoping est historique. En effet, le projet YOURCAST est l’aboutis-
sement de plusieurs années d’expérimentations et de prototypages de SDI. Une première solution
nommée JSEDUITE avait été réalisée et déployée sur le campus de l’école Polytech’Nice mais
également dans deux instituts niçois pour personnes présentant des handicaps visuels (IRSAM
et Clément Ader).
Le premier objectif du projet YOURCAST était ainsi de réaliser une LPL permettant de créer
des produits offrant les mêmes fonctionnalités que la solution JSEDUITE utilisée à l’origine
et utilisable par différents profils tels que des personnels administratifs ou des organisateurs
d’événements. Le deuxième objectif était d’augmenter la variabilité de cette première ligne pour
accéder à davantage de produits. Par ailleurs, nous avons bénéficié dans le cadre du projet d’un
partenaire porteur d’un nouveau terrain d’expérimentation qui a pris la forme d’un festival de 4
000 personnes (les Choralies 2013 de Vaison-La-Romaine) nécessitant l’implantation d’un SDI.
Au cours des trois années du projet nous avons ainsi réalisé de nombreux déploiements en
exploitant les possibilités de la LPL que nous avons réalisée et que nous décrivons dans la suite.
8.2.3 Une variabilité complexe
La variabilité d’un SDI peut être vue à deux niveaux principaux : (i) la variabilité des
informations à diffuser et (ii) la variabilité des manières de présenter et diffuser une information.
1. http://www.yourcast.fr
2. ANR-2011-EMMA-013-01
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“ Digital signage is as diverse as the content that is displayed. It istechnology that meets viewers in their environment with potentially the right
message at the right time.
[KELSEN 10]
8.2.3.1 Choix des informations à diffuser
La variabilité du choix des informations à diffuser est double : elle concerne à la fois le type
d’information et la provenance de l’information.
Le type d’information constitue le format de l’information. Il peut, par exemple, s’agir
de textes, de photos, de vidéos ou de types d’informations plus complexes combinant ces
différents éléments comme des articles ou des calendriers. Les formats d’information sont
virtuellement infinis, cependant dans le cadre d’une famille de SDI nous pouvons limiter les
types d’informations à ceux que nous connaissons et savons diffuser.
La provenance de l’information est définie par deux notions : la source de l’information et les
éléments de filtrage ou leur absence. La source de l’information peut être extrêmement variée :
si le SDI est également un CMS 3 alors la source est généralement le CMS du SDI. Mais il peut
également s’agir de n’importe quel autre service capable de fournir une information à diffuser,
comme un flux RSS disponible sur internet, un fichier sur un serveur, les données d’un capteur,
etc. En outre, la source d’information n’est généralement pas suffisante en soi pour savoir quelle
information diffuser. Il est nécessaire de préciser des paramètres de filtrage de l’information,
(i) les cinq derniers éléments d’un flux RSS disponible à une adresse spécifique, (ii) le fichier
répondant à une expression régulière particulière disponible sur un serveur spécifique, ou (iii)
l’ensemble des données renvoyées par un capteur adressable à une adresse donnée, etc.
Ainsi la variabilité concernant les choix d’informations est, elle aussi, virtuellement infinie :
elle dépend uniquement de l’imagination et des ressources à disposition. Dans le cadre de
YOURCAST nous avons restreint cette variabilité en nous focalisant sur les besoins clients
immédiats durant la phase de scoping.
8.2.3.2 Choix de la présentation de l’information
La variabilité est également très importante dans la manière de présenter l’information.
Les écrans de diffusion ont tous leur propre design avec une charte graphique spécifique
et un layout décrivant la manière dont sont disposées les différentes zones de diffusion des
informations, chacune ayant des propriétés spécifiques comme un titre ou un logo.
Par ailleurs, les informations à diffuser peuvent être présentées de différentes manières selon
leur nature : un album d’images peut, par exemple, être présenté sous la forme d’une mosaïque
d’images ou image par image sous la forme de diapositives. En outre, les transitions entre les
informations peuvent être animées, sous la forme d’un fondu ou d’un défilement par exemple.
8.2.3.3 Combinaisons et contraintes
Les éléments de variabilité que nous avons présentés dans les sections précédentes peuvent
se combiner entre eux. La variabilité des SDI est donc extrêmement importante et complexe à
3. Content Management System : système de gestion de contenus.
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représenteretàmaintenir.
Enoutre,despropriétésdecohérenceentrecesdiférentsélémentsdevariabilitésdoivent
êtrevériﬁées:ilnefaitpasdesens,parexemple,d’utiliserunmécanismedemosaïqued’images
avecunservicenerenvoyantquedel’informationtextuele.Demême,unezonetrèspetiteen
hauteur,destinéeàaccueilirdel’informationencontinu,nedevraitpaspouvoirafﬁcherdes
photos.Etàl’inverse,unmécanismecapabledesynthétiservocalementdutexte,nedevraitpas
êtreutilisésurunezonedestinéeàaccueiliruniquementdesimages.
ousmontronsdanslasectionsuivanteleschoixquenousavonsfaitspourreprésenterla
variabilitédesDItoutenassurantleurcohérence.
8.3 lateformeetmodélisationdelavariabilité
adédiéeàlaréalisationdeDIaétécrééeenefectuantdeuxactivitésenparalèle:le
développementdeplusieursproduitsetlamodélisationdelavariabilité.Cesdeuxactivitésnous
ontpermisàlafoisdedéterminerlesélémentscommunsetvariantsquenoussouhaitonspouvoir
manipulerdemanièreautomatisée,maiseleaégalementpermisdespéciﬁerl’architectureetla
plateformecommunedesproduitsﬁnaux.
Administration
rovider
1
2
3
8.3.1 Architectureetfonctionnementd’unDI
IGURE8.2–Représentationdel’architecturedeYourCast
ousavonsdéﬁniunearchitectureorientéeservicesentroiscouchespourlaréalisationd’un
DI,représentéedanslaigure8.2:
1.unepremièrecouchecontientl’ensembledessourcesd’informationquel’onsouhaite
pouvoirdifuser;
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2.unesecondecouchedéﬁnitlesdeuxtypesdeservicesinternesutilisésparleDI:
(i)uneadministrationpourparamétrerlessources(parexemplespéciﬁerlenomd’un
comptewiteràsuivreouunalbumphotolickRàrécupérer)et(i)desproviderspour
transformeretagrégerlesinformations,zoneparzone;
3.enﬁnlatroisièmecouchereprésenteleclientdéﬁniparunepagewebquirécupéreles
informationsàpartirdesprovidersetlestransformepourlesafﬁcher.
ouslesélémentsdescouchesserveurs(couches1et2)ontétédéveloppésdanslelangage
avaetdéployéssurunserveurd’applicationomcat4.apersistancedesdonnéesnécessaireà
l’interfaced’administrationaétéassuréeparunebasededonnéesMongoDB5.
Enﬁn,concernantleclient,ilaétédécidéden’employerquedestechnologiesstandardsper-
metantd’afﬁcherdirectementl’écrandedifusionauseind’unnavigateurweb.estechnologies
avacript,C,etHMontdoncétéutiliséespourréaliserleclient
ClientActeur 1:one R1:Renderer 1:rovider A:Administration ource1 ource2
afﬁcher
getarametres()
display()
getInfo(z1) getaram(z1)
B1:Behaviour
transformInfo()
displayInfo()
Couche 3 Couche 2 Couche 1
getData(params1)
getData(params2)
.
IGURE8.3–ExtraitdediagrammedeséquencedufonctionnementdeYourCast
efonctionnementd’unDIdansYourCastestpartielementreprésentédanslediagramme
deséquencedelaigure8.3.Ceteﬁgurenereprésentel’afﬁchagequed’uneuniqueinformation.
ousdécrivonslaséquencepermetantcetafﬁchage.
eclientdedifusiond’informationcontientlesinformationssurlesdiférenteszonesde
difusiond’information.Ceszonessontindépendantesetsontcaractériséesparlestypesde
contenuqu’elessontsusceptiblesd’afﬁcher(photo,vidéo,texte,etc)ainsiqueparleséléments
d’afﬁchagequ’elespeuventcontenir(logo,titre,etc).orsqu’unutilisateurdemandeàafﬁcher
unepage,leclientcommenceparinterogerleserviced’administrationdédiéaﬁnderécupérer
diférentsparamètrestelsquel’ordred’afﬁchagedesinformations,lesdélaisd’afﬁchageetc,ces
informationsétantutiliséesauseindechaquezone.
eclientdemandeensuiteàchaquezoned’afﬁcherdesinformations.Danslaigure8.3
noussupposonsqueleDInecontientqu’uneuniquezone.Unezoneauneréférencevers
ununiqueproviderd’informationsquiestcapabled’agrégerlesinformationsàpartirdes
sources.eprovidercommencedoncparinterogerleserviced’administrationaﬁnd’obtenirles
paramètresd’appelsdesdiférentessources(parexemple,lenomd’uncomptewiteràpartir
4.http://tomcat.apache.org/
5.http://www.mongodb.org/
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duquel récupérer les informations ou l’URL d’un flux RSS). Une fois les paramètres obtenus, le
provider récupère de manière asynchrone les informations à partir de différentes sources. Le
provider renvoie en réponse à la zone une agrégation des informations obtenues.
Notons que les requêtes asynchrones visent à réduire le temps total de réponse du provider en
considérant les différents appels en parallèle : les services étant indépendants de notre système,
nous ne pouvons pas garantir leur fiabilité. De même, les différentes zones fonctionnent toutes
de manière indépendante afin que le système global ne soit pas bloqué par l’erreur d’une unique
zone.
La zone utilise ensuite ces informations en appelant pour chaque type d’information une
méthode de transformation de l’information à partir d’un composant de rendu spécifique (ou
renderer), qui va traiter cette information afin de retourner du HTML qui pourra être affiché. Une
fois que toutes les informations ont été traitées dans les différents renderers, la zone contient
une liste d’informations en HTML qui peuvent être affichées.
Finalement, la zone utilise pour chaque information en HTML une méthode d’affichage à
partir du behaviour : celui-ci effectue la transition demandée entre les informations.
8.3.2 SDI YourCast et système-de-systèmes
Nous considérons que si le SDI défini dans le projet YOURCAST ne possède pas toutes
les caractéristiques d’un système-de-systèmes, il possède en revanche différentes propriétés
attendues de variabilité des systèmes-de-systèmes que nous avons identifiées.
Nous ne nous intéressons pas dans nos travaux aux problèmes de passage à l’échelle ou de
traitements répartis propres aux système-de-systèmes, mais à la problématique de la modélisation
d’une LPL pour un système-de-systèmes. Or les SDI de YOURCAST présentent de nombreux
éléments de variabilité que l’on peut considérer comme des systèmes distincts : les différentes
sources d’informations, par exemple, sont autant de systèmes indépendants que l’on peut
utiliser de diverses manières. Par ailleurs, un SDI est créé par la mise en relation des différents
systèmes de telle façon qu’un comportement émerge. On retrouve bien les problématiques de
représentation et de manipulation de la variabilité à différents niveaux, qui sont les propriétés
des systèmes-de-systèmes que l’on cherche à manipuler dans nos travaux.
8.3.3 Modèle du domaine
Nous avons identifié cinq concepts présentant de la variabilité dans le SDI :
— le layout est une partie du client gérant à la fois le design de l’écran de diffusion et la
disposition des zones, un écran ne peut être basé que sur un seul layout ;
— les zones représentent chaque zone de l’écran capable de diffuser indépendamment de
l’information : chaque zone spécifie le type de contenu qu’elle peut diffuser (photo,
vidéo, texte, etc) et les sous-éléments qu’elle peut contenir (titre, logo, etc) ; une zone
est également adaptée pour un design ;
— les renderers sont des composants capables d’effectuer le rendu d’une information à partir
d’un format générique, adapté pour chaque type d’information : ce sont les renderers qui
sont responsables de l’affichage d’un album sous forme d’une mosaïque ou sous forme
d’une diapositive ;
— les behaviours sont responsables des transitions entre les informations ;
— et enfin les sources correspondent aux différentes fonctions d’un service auxquelles on
veut pouvoir accéder pour obtenir de l’information : Twitter est un service, récupérer les
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tweetsissusd’unerequêten’estqu’unefonctiondel’AIwiter;ils’agitégalement
d’unesource
ayout one Renderer1..* 1..*1 1 1..* 1..*1
1
Behaviour1..* ource1..*
1
1
1
pourleDI.
IGURE8.4–ModèledudomainepourYourCast
aigure8.4représentelemodèledudomaineréaliséàpartirdecescinqconcepts.Un
DIdansYourCastestdoncreprésentécommeununiquelayout.Celayoutvapouvoirdisposer
d’uneouplusieurszones:chaquezonedisposed’unbehaviouretd’unouplusieursrenderers.
Enﬁn,cesrendererssonteuxmêmesliésàuneuniquesource,chaquesourcedisposantd’un
uniquerendererdemanièresymétrique.
otonsquecetereprésentationdudomainenecorespondpasàl’architecturelogiciele
d’unDIYURCA,maisbienàunevisionmétierduDI.
8.3.4 ariabilité,MetContraintes
Chacundesconceptsidentiﬁédansledomainesupportesaproprevariabilité.ousavons
identiﬁélesélémentsdevariabilitéssuivantspourlesdiférentsconcepts:
—layout:variabilitésurledesignetleszonescontenues;
— zone:variabilitésurledesign,surlesélémentsinclusdanslazoneetletypedecontenu
àafﬁcher;
— renderer:variabilitésurlestypesd’informations,surlestypesdecontenusàafﬁcheret
surledesign;
— behaviour:variabilitésurlestypesd’animation,surlenombred’informationsàtraiter
etsurlestempsdedifusion;
— source:variabilitésurlestypesd’information,surlesservices,surlesfonctionspour
chaqueserviceetsurlescritèresdeﬁltragedesinformations.
CependantdansledéveloppementdelaYURCA,nousn’avonspassouhaité
représenterd’embléel’ensembledelavariabilitédesdiférentsconcepts.ousavonsenefet
préférésuivreuneapprocheitérativededéveloppementdelaenneconsidérantqueles
élémentsdevariabilitédontnousavionsbesoinaufuretàmesure.Ainsi,aﬁnderendrepossible
ceteévolutionincrémentaledelavariabilité,nousavonsdéﬁninosMsouslaformed’une
bibliothèquedeproduits.
8.3.4.1 Metbibliothèquedeproduits
adiférenceentreunMclassiqueetunebibliothèquedeproduitstientdanslamanière
dontilssontconstruits.UnMclassiqueestconstruitenprévoyantlesfonctionnalitésdes
produitsinclusdanslescoping.Unebibliothèquedeproduitscorespondplusàuneapproche
botom-up:leMestconstruitdirectementàpartirdesproduitsexistants.
’avantaged’uneapprocheparbibliothèquedeproduitsestqu’eleassurequelesproduits
existantsserontreprésentésetaccessiblesàtraversleM,maisaussiqu’aucunproduitnon
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disponible ne sera représenté dans le FM. Nous utilisons dans le cadre de YOURCAST le moteur
de raisonnement sur les FM FAMILIAR 6 qui définit notamment un opérateur permettant de
fusionner des FM tout en conservant leur sémantique [Acher 10b]. L’opérateur garantit en effet
que le FM résultant de la fusion représentera un ensemble de configurations correspondant à
l’union des ensembles de configurations des FM fusionnés. Ainsi, si on considère qu’à chaque
produit correspond une unique configuration, représentée par un FM dans lequel toutes les
features sont obligatoires, et que l’on réalise la fusion des FM de tous nos produits, l’opérateur
merge nous garantit que nous obtiendrons un FM dans lequel nous ne pourrons configurer que
les produits d’origine.
Listing 8.1 – Extrait de la représentation de la variabilité des Sources
1 source0 = FM(Source : TypeInfo Criteria Provider; TypeInfo : PictureAlbum; PictureAlbum : Picasa;
Criteria : Filter Limit Sort; Filter : Search; Provider : I3S ;)
2 source1 = FM(Source : TypeInfo Criteria Provider; TypeInfo : Events; Events : Supralink_Ateliers;
Criteria : Filter Limit; Filter : Theme; Provider : Supralog ;)
3 source2 = FM(Source : TypeInfo Criteria Provider; TypeInfo : Calendar; Calendar : HyperPlanning;
Provider : I3S; Criteria : Filter; Filter : Date CalendarFilter; Date : Beginning;
CalendarFilter : Room; Room : Occupied ;)
4 ...
5 ...
6 source66 = FM(Source : TypeInfo Criteria Provider; TypeInfo : Tweets; Tweets : Twitter; Criteria :
Filter Limit; Filter : Search; Provider : I3S ;)
7 source67 = FM(Source : TypeInfo Criteria Provider; TypeInfo : PictureAlbum; PictureAlbum : Picasa
; Criteria : Filter; Filter : Album User; Provider : I3S ;)
8
9 yourcast_source = merge sunion source*
Nous avons donc réalisé pour chaque concept une bibliothèque de produits. Le Listing 8.1
montre ainsi un extrait du fichier Familiar représentant la variabilité des sources. Ce fichier
fait au total 70 lignes et permet de créer un FM représentant 68 produits différents. Chaque
ligne représente un unique produit sous la forme d’un FM. Ces différents FM sont écrits dans le
langage de représentation des FM de FAMILIAR. Dans ce langage, la hiérarchie est représentée
en écrivant “parent : enfant1 enfant2 enfant3”. L’absence de tous crochets ou parenthèses dans
la syntaxe (excepté pour encadrer la formule du FM) signifie ici que toutes les features sont
obligatoires. Par ailleurs, on constate que les FM ont tous une structure extrêmement similaire
avec un premier niveau sous la racine contenant à chaque fois les features TypeInfo, Criteria et
Provider. En effet, si l’opérateur merge garantit de conserver la sémantique des FM en terme
de configuration, il ne garantit pas de conserver leur hiérarchie. Ainsi, plus les FM ont une
hiérarchie similaire, plus il y a de chance que le résultat de la fusion donne une hiérarchie
cohérente pour l’utilisateur final.
Concept # Features # Contraintes # Configuration
Sources 81 154 68
Renderers 76 347 74
Behaviours 33 45 15
Zones 49 160 27
Layouts 51 59 13
Moyenne 58 149 39
Total 290 765 -
TABLE 8.1 – Métriques sur les FM dans YourCast
Le Tableau 8.1 nous donne les métriques obtenues sur les FM finaux obtenus après l’opération
6. http://familiar-project.github.io/
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de fusion. On peut constater que si, en moyenne, le nombre de features par FM n’est pas
extravagant, le nombre de contraintes est très important en proportion. Cela est dû à l’opération
de fusion qui, pour garantir la consistance sémantique, ajoute artificiellement de nombreuses
contraintes sur les FM.
La Figure 8.5 donne ainsi un aperçu de la structure complexe du FM obtenu pour représenter
la variabilité des sources d’informations. La partie droite de la figure a été coupée : il s’agit de
l’ensemble des contraintes du FM représentées de manière textuelle.
FIGURE 8.5 – Variabilité des sources dans YOURCAST
8.3.4.2 Fonctions et règles de restrictions
Les fonctions de restriction représentent les facteurs de compatibilité entre les produits des
différents concepts. La compatibilité est représentée de la manière suivante sur les différentes
associations :
— entre les sources et les renderers : la compatibilité est définie par le type d’information
renvoyé par la source et consommé par le renderer ;
— entre les renderers et les zones : la compatibilité est définie par le type de contenu
renvoyé par le renderer et supporté par la zone ;
— entre les behaviours et les zones : la compatibilité est définie entre le type de contenu
supporté par la zone et manipulable par le behaviour ;
— entre les zones et les layouts : la compatibilité est définie par le respect d’un même
design et le support des types de zones par le layout.
Listing 8.2 – Fichier de définition d’une fonction de restriction sur l’association zone-layout
1 source=Layout
2 target=Zone
3 rule :
4 SELECTED Design.$A => SELECT Design.$A ;
5
6 rule :
7 DESELECTED Zones.$A => DESELECT Product.$A ;
Le Listing 8.2 donne un exemple de définition de fonction de restriction écrit dans notre
DSL dédié (voir section 7.4). La fonction définie ici est orientée de Layout vers Zone. Elle
définit deux catégories de règles et non deux règles comme on pourrait le croire. La ligne 4 va
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en effet créer autant de règles qu’il y a d’enfants à la feature Design du FM de layout : elle va
chercher à établir une relation avec les enfants de la feature Design cette fois du FM zone, qui
ont le même nom. La ligne 7 réalise la même opération mais pour les enfants de la feature Zones
du FM layout et les enfants de la feature Product du FM zone. Au total de nombreuses règles
sont créées ainsi de manière automatique, les règles inverses étant ensuite également calculées
automatiquement comme défini dans la sous-section 5.4.5.
Association # Fonctions de restriction # Règles de restriction
Source - Renderer 2 40
Renderer - Zone 2 20
Behaviour - Zone 2 10
Zone - Layout 2 74
Moyenne 2 36
Total 8 144
TABLE 8.2 – Métriques sur les règles et fonctions de restriction dans YourCast
Le Tableau 8.2 nous montre la répartition des fonctions et règles de restriction entre les
différentes associations. On constate en premier lieu que chaque association a exactement deux
fonctions de restriction : nous avons défini, en réalité, pour chaque association une seule fonction
de restriction, la seconde est la fonction contraposée qui est calculée automatiquement. Dans
l’absolu, le nombre de fonctions de restriction est toujours pair. Le nombre de règles varie en
revanche beaucoup en fonction des associations, nous constatons cependant qu’il est également
systématiquement pair. Cela est vrai pour nous parce que nos règles sont toujours simples dans
YourCast et ne sont constituées que d’un état avec une unique feature : dès lors, la contraposée
donne lieu à une unique règle également. Cependant, comme expliqué dans la sous-section 5.4.5
cela n’est pas toujours le cas pour des règles plus complexes où la contraposée peut donner
lieu à de multiples règles. Par ailleurs, le nombre variant de règles est généralement corrélé à la
taille des FM : le FM behaviour est le plus petit dans le Tableau 8.1 et on voit que l’association
behaviour-zone a le plus petit nombre de règles. Cela est dû au fait, comme présenté dans
le Listing 8.2, que les règles sont calculées automatiquement à partir des enfants d’une feature,
établissant une corrélation directe entre le nombre de sous-features et le nombre de règles.
8.4 Objectifs et résultats
Nous avons montré dans la section précédente les choix réalisés afin de modéliser la variabi-
lité d’une LPL permettant de produire des systèmes de diffusion d’information. Nous cherchons
à valider ici le premier objectif de notre thèse qui concernait la modélisation de la variabilité des
LPL complexes garantissant une bonne séparation des préoccupations et des formalismes, ainsi
que la cohérence des éléments de variabilité.
Nous revenons dans cette section sur les différents sous-objectifs relatifs à ce point et
comment ils ont été atteints dans le cadre de la LPL YOURCAST.
8.4.1 Représentation d’une LPL par l’utilisation d’un modèle du domaine
et de modèles de variabilité
Une première validation de cet objectif est donnée directement par notre représentation de la
variabilité (voir chapitre 5). La variabilité est en effet définie à la fois par un modèle du domaine
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présentant un haut niveau d’abstraction et par l’exploitation de différents modèles de variabilité.
Par ailleurs, le modèle du domaine permet d’exprimer des multiplicités en terme d’intervalle,
aussi bien sur les concepts de la LPL, que sur les associations entre ces concepts.
Nous validons cette représentation d’une LPL dans le cadre du projet YOURCAST. En effet,
cette approche nous a permis de séparer la variabilité d’une LPL dédiée à un SDI au sein de
multiples FM ayant chacun une responsabilité clairement identifiée. Par ailleurs, le modèle du
domaine de la LPL YOURCAST ne définit que 5 concepts et se comprend très rapidement : il
permet d’avoir une représentation abstraite d’un produit de SDI, alors même que la variabilité
des SDI est très complexe.
Nous montrons ainsi dans le Tableau 8.1 que nous totalisons dans la LPL YOURCAST
environ 300 features pour 765 contraintes internes et 144 règles de restrictions entre les FM
(voir Tableau 8.2). Représenter cette variabilité au sein d’un unique FM le rendrait très dif-
ficilement compréhensible et utilisable, là où des FM contenant une soixantaine de features
en moyenne sont beaucoup plus faciles à gérer. La Figure 8.5 montre déjà la complexité d’un
FM de cette taille, ce qui nous conforte dans le besoin de maîtriser une bonne séparation des
préoccupations dans la représentation de la variabilité.
8.4.2 Garantir la cohérence de la LPL
La cohérence de la LPL est garantie par les différentes propriétés formalisées dans notre
contribution (voir section 5.6) et par l’algorithme que nous avons défini pour vérifier la cohérence
la LPL (voir section 6.8). Nous précisons ces points ci-après.
8.4.2.1 Cohérence du modèle du domaine
Dans le cadre de la LPL YOURCAST, les propriétés de cohérence du modèle du domaine
(voir sous-section 5.2.5) peuvent être vérifiées immédiatement à la seule vue de la Figure 8.4.
En effet ce modèle est connexe : chaque concept peut être accessible à partir de n’importe quel
autre. De plus il ne présente aucune relation réflexive et les multiplicités exprimées sont toutes
cohérentes entre elles.
8.4.2.2 Cohérence des FM
Dans le cadre de la LPL YOURCAST, la validation des propriétés de cohérence des FM
(voir sous-section 5.6.2) est inutile, les FM étant construits comme des bibliothèques de produits.
Cette méthode nous assure que chacune des features des différents FM appartiendra forcément à
une configuration valide du FM. Il n’existe alors pas de feature morte et il existe au minimum
toujours un produit valide du FM.
Cependant, la validation des FM peut être réalisée de manière indépendante en utilisant les
opérations d’analyse permises par FAMILIAR.
8.4.2.3 Cohérence des règles de restriction
Si, comme nous l’avons discuté dans la sous-section 5.6.3, le calcul de cohérence des
fonctions de restriction possède une complexité bornée, il n’en reste pas moins difficile. Nous
avons dans le cadre de nos travaux, uniquement implémenté un algorithme de détection naïf des
contradictions entre les règles de restrictions : si une action de sélection ou d’exclusion est en
contradiction avec une action précédemment exécutée, alors une exception est immédiatement
levée pour informer l’utilisateur que la LPL n’est pas cohérente.
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Par ailleurs, nous considérons que notre test de réalisabilité nous permet d’assurer en partie
la cohérence des règles de restriction relativement aux sous-configurations autorisées dans la
LPL.
8.4.2.4 Vérification de la réalisabilité
La vérification de la réalisabilité doit s’effectuer en exploitant notre algorithme de réalisabilité
(section 6.8). Nous constatons que la topologie du modèle de domaine de YOURCAST se prête
bien à l’algorithme que nous avons défini. En effet, le modèle présenté dans la Figure 8.4 possède
de nombreuses composantes biconnexes. Les nœuds renderer et zone sont tous deux des points
d’articulation, les composantes biconnexes sont donc :
— layout-zone,
— zone-behaviour,
— zone-renderer,
— renderer-source.
Ainsi pour tester si un renderer peut appartenir à une configuration composite, il suffit
de vérifier qu’il existe une solution dans ses deux composantes biconnexes (zone-renderer et
renderer-source), soit pour seulement deux concepts de la LPL.
Nous ne validons ce point que sur sa partie théorique, l’implémentation de l’algorithme
n’ayant pas été achevée lors de l’écriture de ce document.
8.4.3 Exploiter des standards et le point de vue de l’utilisateur final pour
la définition de la LPL
Nous validons cet objectif en considérant indépendamment ses deux aspects : l’exploitation
des standards, et la prise en compte du point de vue utilisateur pour la définition de la LPL.
8.4.3.1 Utiliser des standards
Nous validons tout d’abord cet objectif par le formalisme que nous proposons pour la repré-
sentation de la variabilité. En effet, nous exploitons dans notre contribution une formalisation
des FM, qui sont les modèles les plus utilisés pour représenter la variabilité d’après [Berger 13].
Par ailleurs, nous avons défini notre formalisation des FM pour la rendre la plus compatible
possible avec les différentes représentations existantes de FM : elle ne contient que le minimum
des concepts nécessaire à la représentation d’un FM.
De même, notre formalisation du modèle du domaine ne comporte que le minimum de
concepts nécessaires à représenter un modèle entité/relations possédant des multiplicités. De
fait, il est facile de réaliser des transformations de modèles à partir de différents formalismes de
modèles objets pour obtenir un modèle qui soit conforme à notre formalisation.
En outre, l’implémentation même de notre formalisme et les outils que nous avons employés
convergent vers l’utilisation de standard. Le métamodèle de SPINEFM, qui implémente l’en-
semble de notre formalisme (voir section 7.3), a été réalisé en utilisant l’outil de modélisation
EMF défini par Eclipse et qui est directement dérivé du MOF, considéré comme un standard
pour la métamodélisation.
Par ailleurs, si FAMILIAR n’est pas un outil standard pour la définition et l’exploitation de la
variabilité, il a l’avantage d’être capable d’interpréter de nombreux formalismes de FM. Il est
ainsi compatible avec les formalismes proposés par FeatureIDE, SPLOT, TVL, etc. L’utilisation
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de FAMILIAR dans notre implémentation fait ainsi du sens dans cette volonté d’atteindre le plus
grand nombre de formalismes de FM possibles.
8.4.3.2 Définir la variabilité selon le point de vue de l’utilisateur final
Comme nous l’avons expliqué au début de ce chapitre, le modèle du domaine de la LPL
YOURCAST a été défini en reprenant les différents concepts métier des SDI. Nous avons par
ailleurs, dans la mesure du possible, défini la variabilité en continuant à exploiter un vocabulaire
métier lié aux différentes préoccupations des FM, ainsi que des hiérarchies qui font du sens du
point de vue métier [Blay-Fornarino 12]. La variabilité des sources est ainsi bien définie selon
les deux grands axes que sont le type d’information et la manière de filtrer cette information.
Par ailleurs, nous exploitons directement dans l’interface graphique de configuration TOC-
SIN les informations du domaine, ce qui justifie d’autant plus le besoin d’exprimer la variabilité
selon le point de vue de l’utilisateur final. Une analyse ergonomique réalisée par une société
indépendante sur nos interfaces de configuration dans le cadre du projet YOURCAST a ainsi
montré que les utilisateurs comprenaient bien les différents concepts de la LPL et les liens
qui existaient entre eux. Cependant, l’expression de la variabilité au sein des FM dans toute
sa finesse reste un exercice difficile, ce qui justifie l’exploitation des métadonnées au sein des
interfaces de configuration afin d’apporter des informations supplémentaires sur les différentes
features comme des explications ou des logos afin de faciliter l’identification des features.
8.5 Conclusion
Nous validons ainsi dans ce chapitre notre approche de modélisation de la variabilité sur une
LPL de portée industrielle destinée à la création de systèmes de diffusion d’information. Nous
avons montré dans quelle mesure ce cas d’utilisation correspondait à une LPL complexe, offrant
une grande variabilité, notamment dans la composition de ces différents éléments. Nous avons
ensuite discuté la validation de nos différents objectifs en relation avec les différentes propriétés
définies dans notre contribution, et les résultats obtenus sur la LPL que nous avons définie.
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RÉALISER DES PRODUITS DANS LA LPL YOURCAST
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Résumé Nous validons dans ce chapitre la seconde partie de notre approche relative à la
cohérence et la flexibilité du processus de configuration par l’exploitation de la LPL YOURCAST
précédemment décrite.
Nous décrivons ainsi dans ce chapitre non seulement les configurations réalisées au sein de
la LPL YOURCAST, mais également le processus de réalisation utilisé dans cette LPL. Enfin,
nous validons les objectifs que nous avions explicités au début de ce manuscrit par l’analyse des
résultats obtenus sur une dizaine de configurations distinctes.
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9.1 Introduction
La LPL YOURCAST a été utilisée pour effectuer des déploiements en production de SDI qui
sont encore utilisés en 2015. Si les déploiements des SDI n’ont pas été automatisés, la LPL nous
a permis en revanche de générer intégralement les différents éléments des SDI à déployer suite
aux configurations composites réalisées. Nous revenons ici sur le processus de dérivation global
d’un SDI dans la LPL YOURCAST en définissant précisément notre processus de génération,
avant de discuter nos différents éléments de validation.
9.2 Processus de configuration
L’interface graphique de configuration TOCSIN (voir section 7.6) a été utilisée pour réaliser
l’ensemble des configurations composites de la LPL YOURCAST.
Des métadonnées ont été créées pour l’ensemble des concepts afin de définir les catégories
d’affichage pour la configuration des différents concepts et afin de déterminer les explications
des différentes features. En outre, des images ont été réalisées afin de représenter graphiquement
la grande majorité des features des FM pour aider l’utilisateur dans ses choix.
FIGURE 9.1 – Capture d’écran de TOCSIN pour la LPL YOURCAST
La Figure 9.1 montre ainsi une capture d’écran de l’interface de configuration TOCSIN
utilisée dans le cadre de la LPL YOURCAST. Cette capture a été effectuée dans le cadre de
182
9.3.rocessusdegénération Chapitre9.RéaliserdesproduitsdanslaYourCast
laréalisationd’unesous-conﬁgurationdeource,onpeutvoiricilesdiférentescatégories
d’afﬁchagedesfeaturespourceconcept,ainsiqu’uneexplicationpourlafeaturewitericture.
araileurslaconﬁgurationcompositen’estpasterminée:onpeutvoirenhautdela
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sous-conﬁgurationsdediférentsconceptsnesontpasencoreliées(texteavecunfondorange)
ounesontpasencoreterminées(texteavecunfondrouge).
appartement1 : Appartement
{Appartement, Chaufage, ype, emperature, rdinateur Central, Centralise, Radiateur, Gaz, ibre ptique}
piece1 : iece
{iece, Capteurs, Cemperature, Radiateur, Actionneurs, Cresence, Aecurite, erou}
appartement2 : Appartement
{Appartement, Chaufage, ype,Gaz, ibre ptique}
fenetre1 : iece
{uverture, ype, enetre, erou, Capteur, Etat uverture, tore}
porte1 : uverture
{uverture, ype, orte, erou, Capteur, Etat uverture}
piece2 : iece
{iece, Capteurs, Cuminosite, Actionneurs, Atore, Radiateur}
fenetre2 : uverture
{uverture, ype, enetre, erou, tore}
immeuble1 : Immeuble
{Immeuble, ibre ptique, Chaufage Central, Gaz}
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9.3 rocessusdegénération
IGURE9.2–ued’ensembleduprocessusdegénérationdanslaYURCA
aigure9.2donneunevued’ensembleduprocessusdegénérationdanslecadredela
YURCA.Cetevued’ensemblemontrequeleprocessusdegénérationsedérouleen4
étapesprincipalesquenousdétailonsparlasuite.eprocessusaétédéﬁniselonlesprincipes
del’ingénieriedirigéeparlesmodèles:ilutilisediférentestransformationspour,àpartird’une
représentationtrèsabstraited’unsystème,aboutiràuneimplémentationconcrètecompiléeet
packagéedusystèmereprésenté.
outeslesopérationsduprocessusdegénérationontétéécritesenavaenexploitantnotam-
mentlespossibilitésofertesparleframeworkEclipseEM,déjàexploitépourIEM(voir
chapitre7).CetravailaétéréalisédemanièrecolaborativedanslecadreduprojetYURCA,
nousavonsnotammentparticipéàladéﬁnitiondesdiférentsmétamodèlesintermédiaires.
9.3.1 ransformationversunmodèled’architecture
apremièreétapeduprocessusdegénérationdeYURCAconsisteàproduireunmodèle
d’architectureàpartirdelaconﬁgurationcompositeréaliséedurantleprocessusdeconﬁguration.
Unmétamodèled’architectureaétédéﬁnipermetantdereprésenterlesdiférentsconceptsd’un
DIetlamanièredontilssontinterconnectés.Unereprésentationsimpliﬁéeenestdonnéedans
laigure9.3.
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Broadcastingystem
ersonnalizer
rovider ource ourceype
GUI
one oneype
Rnederer
Rendererype
ayout
1
1
1
1.*
1.*
1
1
1
1.*
1.*
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IGURE9.3–Représentationsimpliﬁéedumétamodèled’architecturedeYURCA
emodèled’architecturecrééautomatiquementestconformeaumétamodèledéﬁniet
représentel’architectureduDIconﬁguré.araileurs,cemodèlecontientdesréférencesvers
desartefactslogicielsenlieuetplacedesfeatures.
ourcela,l’opérationdetransformationabesoind’identiﬁerpourchaquesous-conﬁguration
lesdiférentsartefactslogicielsqu’elereprésente.ousavonsdéﬁnipourchaqueconceptde
YURCAunmétamodèleexplicitantlestypesd’artefactlogicielqu’uneconﬁgurationdeM
doitreprésenter,nousl’appelonsunmétamodèled’asset.
IGURE9.4–Exempled’unmodèled’assetdeRendererpourYURCA
aigure9.4donneainsiunexempledemodèled’assetpourunRendererparticulier.Cete
ﬁguremontrequ’unrendererréférencediférentsartefactstelsqu’unﬁchierjavascript,une
image,etc.
ousavonsdéﬁniunoutilpermetantdedécrireunmodèleconformeaumétamodèlede
chaqueconceptetluiassocierunereprésentationdeMdanslasyntaxedeAMIIAR.Ainsi
cetoutilnouspermetàlafoisdedécrirelesMdechaqueconceptdemanièreincrémentale,
maiségalementderéaliserautomatiquementlemappingentreuneconﬁgurationdeMetun
modèled’asset.
’opérationdetransformationd’uneconﬁgurationcompositeversunmodèled’architecture
commenceparitérersurl’ensembledessous-conﬁgurationsdelaconﬁgurationcompositepour
obtenirchacundesmodèlesd’assetsauxqueleselessontassociées:eleexploitepourcelale
modèledudomainedelaaﬁnd’obtenirlenomdesdiférentsconceptsréférencésparles
sous-conﬁgurations.
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9.3.2 Transformation vers des modèles de plateforme
La deuxième transformation a pour objectif de passer d’une représentation architecturale
du système à une représentation abstraite tenant compte des choix technologiques effectués
pour la plateforme du produit. Dans notre cas, les choix technologiques sont très divergents
entre la partie cliente du système, réalisée grâce à des technologies web comme HTML et
javascript ; et la partie arrière du système que l’on qualifie de backend : cette partie du
système est essentiellement réalisée en utilisant le langage Java pour être déployé sur un serveur
d’application Tomcat.
Nous avons donc défini deux métamodèles distincts, l’un afin de représenter de manière
spécifique un client de YOURCAST et l’autre afin de représenter un backend contenant des
sources, providers, et une administration. L’opération de transformation a donc pour tâche
de créer les deux modèles conformes aux métamodèles de plateforme, à partir du modèle
d’architecture précédemment réalisé.YourCast Client Model- Example
Tuesday, July 10, 2012
FIGURE 9.5 – Exemple d’un modèle de plateforme pour un Client de YOURCAST
La Figure 9.5 montre un exemple de modèle de plateforme pour le client d’un SDI configuré
dans la LPL YOURCAST. On constate la présence d’informations qui proviennent directement
des modèles d’assets précédemment évoqués.
9.3.3 Génération de code
La troisième étape du processus de génération consiste à réaliser la génération des codes
concrets du SDI configuré. Pour cela, les modèles de plateformes réalisés à l’étape précédente
sont exploités afin de créer ou réutiliser les différents codes qui leur correspondent et les
assembler dans une hiérarchie de fichiers prédéfinie.
Cette opération se déroule donc en deux étapes pour chacun des types de plateforme. La
première étape consiste à récupérer l’ensemble des fichiers auxquels fait référence le modèle de
plateforme. La seconde étape consiste à générer du code dans certains fichiers prédéfinis à partir
des informations contenues dans le modèle de plateforme. Nous utilisons dans le cadre de la
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LPL YOURCAST le moteur de template Apache Velocity 1 afin de faciliter la génération de code.
L’étape de génération de code produit ainsi dans le cadre de YOURCAST plusieurs projets
distincts contenant leur propre hiérarchie de code : un projet représentant le client, un autre
représentant le service d’administration et enfin différents projets pour chacun des providers
nécessaires.
Element Code commun Code variant 2 Total
Client 10545 4760 15305
Administration 58915 32403 91318
Provider 1 839 288 1127
Provider 2 839 232 1071
Provider 3 839 250 1089
Provider 4 839 231 1070
Total 72816 38164 110980
TABLE 9.1 – Métriques de code pour un SDI moyen
Le Tableau 9.1 donne quelques chiffres concernant la densité de codes générés ou réutilisés
dans le cadre d’un SDI moyen contenant 4 zones, et donc 4 providers. Toutes les valeurs
données sont en lignes de code. La majorité du code généré est réalisée au sein du système
d’administration afin de créer les différentes interfaces de personnalisation en fonction des
sources sélectionnées par l’utilisateur et des liens réalisés. Enfin, une partie importante du client
est également générée ou réutilisée en fonction des choix utilisateurs. Ces mesures correspondent
à la configuration A du tableau présenté plus loin.
9.3.4 Compilation et packaging
La dernière étape du processus de génération réalise la compilation et le packaging des
différents projets de code réalisés à l’étape précédente. Ainsi les différents projets générés dans
le langage Java sont compilés et packagés pour être déployés sur un serveur d’application de
type Tomcat. Dans le cadre de YOURCAST nous exploitons les facilités offertes par l’outil
de gestion et d’automatisation de production de logiciels Apache Maven 3 afin de réaliser ces
opérations.
Le client est par ailleurs compressé sous la forme d’une archive déployable également sur
un serveur d’application.
Ainsi le processus de génération part d’une configuration composite et exploite différents
métamodèles en association avec un dépôt d’assets afin de réaliser un logiciel compilé et packagé,
prêt à être déployé.
9.4 Objectifs et Résultats
Nous avons défini et utilisé la LPL YOURCAST en exploitant l’approche définie dans notre
contribution (voir chapitres 5 et 6).
Nos travaux sur les processus de configuration visent à définir un processus qui soit à la
fois flexible et cohérent, mais qui soit également utilisable (voir chapitre 4). Nous présentons à
1. http://velocity.apache.org/
2. Il peut s’agir d’un code généré en partie ou totalement, ou simplement réutilisé.
3. http://maven.apache.org/
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présent les différents processus de configurations opérés et les résultats obtenus, avant de revenir
sur nos deux objectifs et leurs validations.
9.4.1 Configurations et résultats obtenus
La LPL YOURCAST a été utilisée pour réaliser différents types de SDI en fonction des dé-
ploiements qui étaient demandés dans le cadre du projet YOURCAST. Nous nous concentrons ici
uniquement sur dix configurations de SDI dont des mesures sont présentées dans le Tableau 9.2.
De nombreux SDI ont été configurés et générés à partir de cette LPL (plus d’une vingtaine de
SDI différents ont été déployés durant le projet YOURCAST), nous nous focalisons cependant
ici sur un échantillon représentatif de SDI réalisés dans différentes conditions.
A B C D E F G H I J Moy.
Sous-Config. 37 9 25 17 23 61 11 12 7 21 22,3
Liens 36 8 24 16 22 60 8 9 6 20 20,9
Contextes 19 5 13 9 12 32 9 8 7 11 12,5
CPS 77 21 53 37 49 129 37 33 29 45 51
Actions Util. 259 68 194 147 172 348 78 125 51 138 158
Actions Sys. 4111 849 2835 1727 2703 7218 1416 1587 942 1965 2535,3
Actions Auto. 631 140 462 241 399 1492 299 239 178 213 429,4
Actions FM. 3480 709 2373 1486 2304 5726 1117 1348 764 1752 2105,9
% Actions Util. 5,93 7,42 6,40 7,84 5,98 4,60 5,22 7,30 5,14 6,56 5,87
% Actions Sys. 94,07 92,58 93,60 92,16 94,02 95,40 94,78 92,70 94,86 93,44 94,13
TABLE 9.2 – Résultats obtenus suite aux configurations YourCast
Les six premières colonnes de ce tableau (de A à F) ont ainsi été obtenues lors de configu-
rations réalisées par des experts de la LPL, soit pour déploiements réels (de A à D), soit pour
tester des propriétés de la LPL (E et F). Les quatre colonnes suivantes (G à J) concernent des
résultats obtenus dans le cadre d’expérimentations sur l’ergonomie de nos interfaces par des
personnes qui n’étaient pas expertes dans l’utilisation des outils de configuration, ni même dans
les SDI (personnels administratifs ou de communication). Enfin la dernière colonne présente les
moyennes obtenues.
Les deux premières lignes de résultats concernent le nombre de sous-configurations et de liens
obtenus dans la configuration composite. Les deux lignes suivantes présentent le nombre total de
contextes et de CPS utilisés lors de la configuration, les contextes et CPS supprimés sont donc
comptés. Les deux lignes d’après montrent le nombre d’actions utilisateur et système réalisées
durant le processus de configuration. Les actions système sont divisées en deux catégories dans
les lignes suivantes : les actions portant sur les FM et les autres actions automatisées. Enfin les
deux dernières lignes donnent le ratio en pourcentage du nombre d’actions utilisateur et système
sur le nombre total d’actions.
Nous avons également agrégé des données sur notre algorithme de propagation durant ces
processus de configuration.
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Chemin # Occurences Durée (ms) # Actions # Contextes impactés 4 # CPS impactés
1 141 1,81 9,77 1 1
2 116 2,23 25,02 1,16 1,83
3 60 584,18 32,55 1,05 2,9
4 7 9,29 32,43 1,57 3,14
5 30 99 29,77 2 [CG] 5
6 35 730,26 51,40 1,91 [CG] 4,91
7 36 1607,08 47,97 1,92 [CG] 5
9 1 2109 78 2 [CG] 5
10 2 38 57 2,5 [CG] 7
13 1 1575 52 2 [CG] 9
16 2 1393 77 2 [CG] 9
18 2 785 118,5 2,5 [CG] 7
19 1 798 57 2 [CG] 9
20 1 2035 95 2 [CG] 9
26 3 1556,67 137 3 [CG] 13
27 1 1572 81 7 [CG] 21
36 1 3622 218 7 [CG] 29
40 2 878 120 2,5 [CG] 11
TABLE 9.3 – Résultats obtenus sur les propagations
Chemin Durée (ms) # Actions # Contextes impactés # CPS impactés
Minimum 1 0 1 1 1
Maximum 40 4206 218 7 29
Moyenne 3,54 327,11 28,54 1,35 2,81
Ecart type 4,55 708,58 24,25 0,62 2,54
TABLE 9.4 – Statistiques globales obtenues sur les propagations
Celles-ci sont présentées dans le Tableau 9.3. Durant les 10 processus de configuration
réalisés, nous avons ainsi comptabilisé 442 lancements de l’algorithme de propagation, en
dehors des appels de récursivité de l’algorithme. Nous représentons dans le Tableau 9.3 les
données agrégées sur ces propagations en les groupant en fonction de la taille des chemins de
propagation réalisés. La taille d’un chemin de propagation est déterminée par le nombre d’appels
récursifs réalisés. Nous représentons cette donnée dans la première colonne du tableau.
La seconde colonne du tableau représente le nombre d’occurences de chaque taille de chemin
de propagation. La troisième colonne donne les durées moyennes de propagation en fonction
de la taille du chemin. La quatrième colonne montre le nombre d’actions système réalisées en
moyenne. La cinquième colonne présente le nombre moyen de contextes impactés durant la
propagation ; nous indiquons également dans cette colonne par la mention “[CG]” si le contexte
global a été impacté plus de 50% du temps. Enfin, la sixième colonne donne le nombre moyen
de CPS qui ont été impactés par la propagation.
Le Tableau 9.4 reprend les mêmes colonnes que le tableau précédent mais établit cette fois
des statistiques globales basées sur les 442 valeurs confondues obtenues durant la propagation.
L’ensemble des mesures relatées ici ont été effectuées sur une machine virtuelle exploitant
un système d’exploitation Linux Debian version 6.0.8, possédant 4096 Mo de mémoire vive
4. La mention “[CG]” signifie que le contexte global a également été impacté dans la majorité des cas (> de
50%).
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(RAM) et 4 CPU cadencés à 2,4 Ghz. Nos outils étaient lancés en tant que services sur le serveur
d’application Apache Tomcat 6 limité à 512 Mo de mémoire. La version utilisée de la machine
virtuelle Java pour nos expérimentations était la version 1.6.0 build 26.
Nous discutons l’ensemble de nos résultats au travers de la validation de nos différents
objectifs.
9.4.2 Flexibilité et cohérence du processus de configuration
La flexibilité et la cohérence du processus de configuration constitue le deuxième objectif de
nos travaux de thèse (voir section 4.3). Nous validons cet objectif en reprenant les différents
sous-objectifs qu’il définit.
9.4.2.1 Garantir un processus de configuration dynamique et cohérent
Nous avons effectué une validation théorique de la dynamicité et de la cohérence du pro-
cessus de configuration à travers notre contribution (voir chapitre 6). En effet, nous avons
défini formellement les propriétés de cohérence et de flexibilité du processus de configuration
(Propriété 6.1.1) avant de montrer comment notre formalisme associé à nos algorithmes de
propagation (section 6.4) et d’annulation (sous-section 6.5.3) permettent d’assurer ces propriétés.
Par ailleurs, nous avons également montré comment assurer la dynamicité du processus de
configuration en utilisant les algorithmes de satisfiabilité pour assurer l’inférence automatique
des contraintes sur les FM (section 6.2).
Les configurations présentées dans le Tableau 9.2 sont toutes des configurations cohérentes
selon la Propriété 5.3.3 et ont été obtenues grâce à l’implémentation de notre formalisme qui
s’appuie sur des outils permettant d’assurer la dynamicité de la configuration.
9.4.2.2 Permettre un processus de configuration par étapes, ainsi que l’annulation d’étapes
et la reprise de configuration
Nous avons défini dans notre formalisme un modèle d’action dans lequel nous distinguons
les actions utilisateur et les actions système (section 6.5). Nous considérons par ailleurs un
historique de configuration (sous-section 6.5.2) contenant les différentes étapes de configurations
définies par les actions utilisateur.
Si nous n’avons pas pu obtenir d’informations concernant l’utilisation des opérations d’an-
nulation durant le processus de configuration, la fonctionnalité ayant été développée et intégrée
tardivement à l’interface TOCSIN, nous avons cependant agrégé de nombreuses informations
concernant les actions réalisées durant différents processus de configuration (voir Tableau 9.2).
Nous montrons ainsi, qu’en moyenne, si les utilisateurs réalisent 158 actions pour définir
un SDI constitué de 22,3 éléments distincts, 2535,3 actions système sont réalisées automati-
quement, parmi lesquelles 2105,9 actions sur les FM. Cela revient à dire que notre approche
permet d’automatiser plus de 94% des actions afin de configurer un système, sans compter les
vérifications effectuées pour chacune des actions.
En outre, nos outils permettent d’enregistrer et d’exporter une configuration sous la forme
d’une liste d’actions utilisateur. Cela nous offre la possibilité de réimporter des configurations
composites existantes, même si la LPL a évolué : en effet, l’importation d’une configuration
consiste à exécuter les actions utilisateur ; si la LPL a évolué et qu’une action utilisateur n’est
plus possible, alors la précondition de l’action interdit son action, sans empêcher le reste de
l’importation de la configuration. Cette possibilité, combinée aux opérations d’annulation, nous
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permetdedémarerdesconﬁgurationsenutilisantlesanciennescommedesmodèlesdans
lesquelsilestpossibledechangercertainesdécisions.
9.4.2.3 ermetrelaréalisationd’unprocessusdeconﬁgurationcohérentsansordrepré-
déﬁni
aconservationdelacohérenceduprocessusdeconﬁgurationsansordreestassuréeàlafois
parnotrealgorithmedepropagation(section6.4)etparlespréconditionsdonnéesauxactions.
ousavonsainsianalyséleprocessusdeconﬁgurationdes10conﬁgurationsrépertoriées
dansleableau9.2ennousintéressantauxdiférentsappelsdel’algorithmedepropagation.
’analysedelancementdesdiférentsappelsàl’algorithmedepropagationnousinforme
surleprocessusdeconﬁgurationdel’utilisateur.Enefet,ilnouspermetdesavoirquelaétéle
chemindel’utilisateurdeconceptsenconceptspourcréersonDI.ousavonsainsipuconstater
quetouslesutilisateursonteuunworkﬂowdeconﬁgurationdiférentpourlaconﬁgurationde
leurDI.
IGURE9.6–Workﬂowdeconﬁgurationsdesutilisateursnon-experts
aigure9.6montreles10premièresétapesduworkﬂowdeconﬁgurationpourlesutilisa-
teursnon-experts(soitlesconﬁgurationsdeGàI).esnombresenordonnéescorespondent
auxdiférentsconceptsdela(1:source,2:renderer,3:behaviour,4:layoutet5:zone).
Ceteﬁgurenousdonneainsiunereprésentationvisueledesdiférencesentrelesworkﬂows
utilisateurs.
ousavonsobtenu442appelsdiférentsàl’algorithmedepropagation,endehorsdesappels
récursifs,dontlesrésultatssontsynthétisésdansleableau9.3.ousnoussommesintéressés
danscetableauàanalyserlesdiférentsappelsdel’algorithmedepropagationenfonctionde
latailedescheminsparcourusdurantlapropagation.Enefet,notrealgorithmeestrécursifet
bienquenousayonsmontréqu’ilseterminaittoujoursenthéorie,ilnoussemblepertinentde
montrerexpérimentalementqu’enplusdeseterminertoujours,lesappelsrécursifsefectués
durantl’algorithmesonttrèslimités.Ainsi,letableaucomptabilisedescheminsdepropagation
alantjusqu’à40étapes.Cependant,onconstateque425appelsdel’algorithmen’ontfait
quedescheminsd’unelongueurinférieureouégaleà7étapes,soit96%desappels.Celase
trouveconﬁrméparlavaleurmoyenneetl’écarttypedelatailedescheminsmontrésdansle
ableau9.4.
Enoutre,letableaumontrequetouslesappelstotalisantplusde7étapesdepropagations
ontpermisl’applicationd’ungrandnombred’actions,supérieurà55actionsenmoyenneet
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pouvant aller jusqu’à 218 actions appliquées. Cela montre que si l’algorithme de propagation
fait beaucoup de récursion, il réalise en contrepartie un grand nombre d’applications d’actions,
ce qui facilite le processus de configuration.
9.4.3 Utilisabilité du processus de configuration
Le dernier objectif de nos travaux de thèse concernait l’utilisabilité du processus de confi-
guration (voir section 4.4). Nous validons dans la suite l’utilisabilité selon deux aspects : le
guidage des utilisateurs durant le processus de configuration, et la garantie des temps de réponse
et d’une empreinte mémoire raisonnables dans les outils.
9.4.3.1 Permettre le guidage des utilisateurs durant le processus de configuration
Le guidage des utilisateurs est intrinsèquement lié aux interfaces de configurations utilisées
durant le processus. Nous avons présenté dans la section 7.6, TOCSIN, l’interface graphique de
configuration que nous avons réalisée spécifiquement pour notre approche.
TOCSIN exploite les informations du modèle du domaine et les informations de la configu-
ration en cours de réalisation afin de créer dynamiquement les interfaces en guidant l’utilisateur
selon les associations exprimées dans le modèle du domaine. Nous validons en partie cette
approche par la réalisation de la part de différents utilisateurs de plusieurs configurations com-
posites dans lesquelles les configurations sont effectivement liées. Nous pouvons ainsi constater
sur le Tableau 9.2 qu’en moyenne 21 liens sont créés pour 22 sous-configurations. La notion
de configuration composite semble donc “accessible” aux utilisateurs de la LPL malgré leur
méconnaissance de nos technologies.
Par ailleurs, notre formalisme aide également au guidage par l’automatisation des actions.
Comme nous l’avons présenté au dessus, plus de 94% des actions réalisées en moyenne pour
créer un SDI sont automatisées, ce qui guide naturellement l’utilisateur vers une solution.
Enfin, les contextes sont pleinement exploités durant le processus de configuration : on
constate qu’en moyenne pour un SDI créé, 12 contextes différents sont utilisés. Ce qui montre
bien l’importance pour l’utilisateur d’avoir des perspectives différentes, en fonction des éléments
qu’il configure. Le point faible reste cependant l’interface elle-même qui mériterait d’être
améliorée afin de permettre une utilisation intensive par des utilisateurs non experts.
9.4.3.2 Garantir des temps de réponse et une empreinte mémoire raisonnable
La dynamicité du processus de configuration repose en grande partie sur les temps de réponse
des outils : si les mécanismes de raisonnement paraissent trop long à l’utilisateur, celui-ci peut
être amené à changer de tâche ou à perdre le fil de ce qu’il faisait. Nous avons mesuré le temps
de résolution de notre algorithme de propagation durant les différents appels réalisés au cours
des processus de configuration. Le Tableau 9.3 restitue les résultats ainsi obtenus.
On peut constater qu’en moyenne, le temps de propagation a été de 327,11 ms, ce qui
semble être un temps de réponse très acceptable pour un humain [Dabrowski 11]. Cependant,
si les chiffres sont raisonnables en moyenne, on peut constater de grandes disparités dans
les durées mesurées, en fonction de la taille des chemins de propagation comme le montre
d’ailleurs la valeur importante de l’écart type dans le Tableau 9.4. Ainsi, au dessus de 10 étapes
de propagation, les temps deviennent relativement longs, supérieurs à 750 ms et jusqu’à 3,6
secondes pour le plus long chemin. Ces temps sont à relativiser, ce type de propagation n’ayant
que très rarement lieu : il convient d’adapter les interfaces pour qu’elles invitent l’utilisateur à
patienter lors d’un temps aussi long.
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npeuts’interogerégalementsurl’apparenteabsencedecorélationentrelestempsde
propagationetlatailedeschemins,pourdespropagationsdemoinsde10étapes.napar
exempledeuxpropagationsde10étapesde57actionsenmoyennequis’exécutenten38msen
moyenne,contre1actionde9étapestotalisant78actionsquis’exécuteenplusde2secondes.
ouspensonsquecesdiférencesderésultatsproviennentdeplusieursfacteursexternestels
quelesmécanismesd’alocationdelamémoireauseindessolveursAouencorel’étatdela
mémoiredelamachineaumomentdel’exécutiondesdiférentsalgorithmesdepropagation.
Danslecadredenotreapproche,l’utilisateuralapossibilitédecréerautantdecontextes
qu’illesouhaite.rlacréationd’unnouveaucontexteimpliquedecréerautantdeCquede
conceptsnonbornésdumodèledudomaineetpourchaqueCdecréerunétatdeconﬁguration,
unelisted’actions,etc.Ainsi,ilnoussembleimportantdedéterminersil’empreintemémoire
utiliséeparl’implémentationdenotreapprocheestraisonnablepouruneutilisationnormale.
ousavonsainsiefectuédesmesuressurlamémoiredenotremachineenfonctionde
l’augmentationdunombredecontextescréésde1à1000parpaliers.ousavonspourcela
testélamémoirerésidentedel’ordinateuravantl’initialisationdenotreoutil,puisnousavons
artiﬁcielementcréédenouveauxcontextes.
IGURE9.7–Evolutiondelamémoiredisponibleenfonctiondunombredecontextes
esrésultatsobtenussontprésentésdanslaigure9.7.ouspouvonsconstaterquela
mémoiredisponibledécroîtlinéairementenfonctiondunombredecontextescréés:nous
perdons200Modemémoirepour1000contextescréés,cequinoussembleraisonnabledansle
cadred’uneutilisationnormaledenotresystème,parcomparaisonaunombremoyende12,5
contextesutilisésdansunprocessusdeconﬁgurationstandard(voirableau9.2).
9.5 Conclusion
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desprocessusdeconﬁgurationréalisésdanscete,enrelationaveclesobjectifsquenous
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modèled’actionetparl’algorithmedepropagationquipermetaitd’assurerlacohérencedu
processus,toutenpermetantuneabsenced’ordreduworkﬂow.araileurs,l’utilisabilitéde
notreapprocheaétédémontréeàpartirdescapacitésdeguidagespermisesparl’exploitationdes
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contextes et par les temps de réponse des opérations de propagations qui restent raisonnables
malgré leur complexité.
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10.1 Conclusion
Nous avons posé au début de cette thèse deux défis concernant la définition et l’utilisation
des LPL destinées à la production de systèmes-de-systèmes :
1. Comment modéliser de manière cohérente la variabilité d’un système-de-systèmes au
sein d’une LPL ?
2. Comment permettre un processus de configuration qui soit à la fois cohérent, flexible et
utilisable dans le cadre d’une LPL complexe ?
Comme nous l’avons montré, si les travaux de la littérature concernant les LPL sont nom-
breux, l’utilisation de LPL pour des systèmes-de-systèmes est un domaine de recherche relati-
vement récent. Ainsi, peu de travaux portent sur les aspects de l’ingénierie du domaine liés à
la représentation d’une variabilité complexe tout en offrant à un utilisateur non spécialiste la
possibilité de configurer un produit en suivant une démarche flexible et cohérente.
Nous avons répondu à ces défis grâce à trois éléments de contribution que nous rappelons
dans la suite. Les différents éléments de la contribution présentés dans cette thèse ont été
précédemment publiés dans [Urli 14a, Urli 13, Urli 12a, Urli 12b].
10.1.1 Modélisation de la variabilité des LPL complexes
Nous avons défini un formalisme permettant notamment de modéliser sous la forme d’un mo-
dèle objets les différents concepts d’une LPL complexe et leurs relations. Dans notre formalisme
les concepts sont liés à des FM afin de pouvoir représenter l’ensemble de leur variabilité sous
forme de features. Par ailleurs notre modèle objet supporte la définition de multiplicités ainsi que
l’expression de contraintes entre les FM afin d’exprimer différentes relations de dépendances
entre les features.
Nous avons par ailleurs défini un algorithme permettant d’assurer la réalisabilité de l’en-
semble de la LPL ainsi définie.
L’ensemble de ces travaux a été présenté dans le chapitre 5.
10.1.2 Réalisation de configurations dans le cadre d’un processus flexible
et cohérent
Le formalisme que nous avons réalisé définit les différents concepts permettant de réaliser des
actions de configuration au sein de la LPL. Il spécifie également des concepts permettant d’offrir
des perspectives de configurations à l’utilisateur sous la forme de contextes et d’enregistrer
l’ensemble des actions réalisées.
Par ailleurs, nous avons défini des algorithmes pour assurer la cohérence du processus de
propagation quel que soit l’ordre des actions réalisées et d’autres pour annuler ces actions tout
en continuant à assurer la cohérence.
Ces travaux ont été présentés dans le chapitre 6.
10.1.3 Définition et utilisation d’une LPL complexe
Enfin, nous avons réalisé une implémentation de notre formalisme et de nos algorithmes
au travers d’une solution logicielle modulaire. Nous avons enrichi cette implémentation en
réalisant des outils facilitant la modélisation des dépendances entre les FM (DSL de spécification
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des règles et calcul automatique des règles inverses) et en réalisant une interface graphique de
configuration pour les LPL complexes.
Nous avons présenté cette implémentation dans le chapitre 7.
10.2 Perspectives
Si cette thèse est l’aboutissement de trois années de recherches sur la façon de rendre les
lignes de produits logicielles plus flexibles en terme de définition de la variabilité et en terme
de configurations, elle a aussi permis d’ouvrir de nombreuses perspectives, tout d’abord de
recherche mais également industrielles.
10.2.1 Modèle du domaine et contraintes
Si notre approche répond correctement aux objectifs que nous nous sommes fixés, le for-
malisme que nous avons défini pour le modèle du domaine reste très limité. Nous avons
volontairement imposé des limites fortes sur le modèle du domaine afin de pouvoir garantir la
cohérence de l’ensemble du processus.
Cependant, il serait judicieux d’étendre notre travail en considérant des hypothèses plus
souples concernant le modèle du domaine, en permettant par exemple des multiplicités bornées
supérieures à 1, ou en autorisant des associations réflexives.
Une autre limitation de notre modélisation de la variabilité concerne les règles de restrictions
définies entre nos concepts : celles-ci ne s’expriment qu’entre des features. Il serait intéressant
de pouvoir également exprimer des contraintes sur ou à partir d’éléments du modèle. Pouvoir, par
exemple, exprimer que si 2 pièces ont été créées dans l’appartement alors une ouverture de type
fenêtre doit nécessairement être créée. Cependant, étendre notre formalisme pour autoriser ce
type de contraintes n’est pas trivial puisque toutes les propriétés de cohérence doivent continuer
à être garanties.
10.2.2 Framework d’évolution
L’évolution des logiciels en général et plus spécifiquement des LPL est une problématique
très importante du domaine. Nous avons eu l’occasion de travailler sur cette thématique dans le
cadre du projet YOURCAST et y avons contribué au travers de trois publications : [Urli 14b,
Urli 12a, Romero 13].
Ces travaux préliminaires nous laissent penser que l’intégration d’un framework d’évolution
des LPL pourrait être envisageable avec notre approche. En effet, la séparation des préoccu-
pations que nous offrons au niveau de la modélisation de la variabilité peut aider à gérer les
problématiques d’évolution en considérant l’évolution d’un écosystème logiciel [Urli 14b].
Par ailleurs, notre algorithme de vérification de la réalisabilité permet de ne tester l’inté-
gration que des nouveaux produits au sein de la LPL sans avoir à calculer la cohérence de la
ligne toute entière. Enfin, notre modèle d’action nous offre tous les mécanismes nécessaires
au rechargement des configurations précédemment enregistrées, à partir de la liste des actions
utilisateur effectuées : les évolutions de la LPL pourraient alors être directement prises en
compte en rejouant la configuration.
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10.2.3 Collaboration, interface de configuration et gestion de préférences
Nous avons vu dans l’état de l’art que plusieurs travaux étudient les systèmes de configuration
collaboratifs des LPL [Mendonça 08, Rabiser 10b].
Nous pensons que des mécanismes de synchronisation pourraient être mis en place dans
l’implémentation de notre approche et une interface de configuration spécialement créée afin de
supporter un tel processus. En effet, notre approche permet un processus de configuration sans
ordre, tout en assurant sa cohérence. Nous pouvons donc assurer que, tant que deux actions n’ont
pas lieu en même temps, alors le processus sera cohérent. Par ailleurs, nous pourrions autoriser
la réalisation d’actions utilisateur en parallèle, en utilisant les contextes et notre algorithme
d’annulation afin de gérer les conflits.
Nous souhaitons par ailleurs améliorer nos interfaces de configuration afin d’offrir une
meilleure expérience utilisateur. L’étude ergonomique que nous avons réalisée sur nos interfaces
graphiques a montré que celles-ci étaient mal adaptées à des utilisateurs non-experts, car elles
manquaient d’explications et d’opérations de haut niveau pour l’utilisateur. Par exemple, si
l’utilisateur peut créer une sous-configuration, il lui semble naturel de pouvoir la supprimer,
même si, au sein de notre approche cela signifie réaliser une opération d’annulation de la création.
Il est donc nécessaire de travailler cette interface pour l’adapter à nos utilisateurs.
Enfin, comme nous l’avons montré, la variabilité des systèmes-de-systèmes est très im-
portante et les utilisateurs peuvent être rapidement perdus devant l’étendue de la variabilité,
même en présence d’explications et de guidage pour les aider dans leur choix. Il nous semble
ainsi pertinent de développer des mécanismes de gestion des préférences, exploitant des méca-
nismes d’apprentissage afin d’utiliser les configurations précédemment réalisées pour proposer
à l’utilisateur des choix.
10.2.4 Framework de réalisation
Nous n’avons abordé dans nos travaux le processus de réalisation que pour le cas très
concret de la LPL YOURCAST. Cependant, il est intéressant de constater que le processus utilise
énormément d’informations apportées par la modélisation de la variabilité, telles que le modèle
du domaine, les relations entre les concepts, les différents FM etc.
Ainsi, il nous semble pertinent d’étudier la possibilité de définir un framework générique de
réalisation exploitant ces différentes informations et une structure spécifique d’assets.
10.2.5 SDI et perspective industrielle
Enfin, la réalisation de la LPL YOURCAST a mis en évidence un besoin au sein de l’industrie
du web de l’utilisation d’outils tels que nous les avons définis. En effet, les LPL ont longtemps
été cantonnées aux domaines des systèmes embarqués et intensifs alors que leur usage dans le
domaine des systèmes d’informations aurait complètement sa place.
Nous prévoyons ainsi de créer une société afin d’exploiter les outils que nous avons dévelop-
pés dans le cadre des systèmes de diffusions d’informations, et pourquoi pas étendre ces outils à
d’autres types de systèmes.
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RÉSUMÉ
Résumé La nécessité de produire des logiciels de qualité en adéquation avec les besoins spécifiques
du marché a conduit à l’émergence de nouvelles approches de développements telles que les Lignes de
Produits Logiciels (LPL). Cependant pour répondre aux exigences croissantes des nouveaux systèmes
informatiques, il convient aujourd’hui d’envisager la production de ces systèmes comme des compositions
d’un grand nombre de systèmes interconnectés que l’on nomme aujourd’hui des systèmes-de-systèmes.
En terme de lignes de produits, il s’agit de supporter la modularité et la très grande variabilité de ces
systèmes, aussi bien du point de vue de la définition des sous-systèmes, que du point de vue de leur
composition tout en garantissant la viabilité des systèmes construits.
Pour supporter la construction et l’utilisation de lignes de produits logiciels complexes, nous pro-
posons une nouvelle approche basée sur (i) la définition du modèle du domaine de la ligne, (ii) la
formalisation de la variabilité des éléments du domaine par des feature models (FM) et (iii) l’expres-
sion des dépendances entre ces différents FM. Pour maîtriser la complexité de telles lignes nous avons
complété cette approche de modélisation par d’une part, des algorithmes visant à assurer la cohérence
des lignes ainsi modélisées et d’autre part, la conception d’un processus de configuration des produits
logiciels complexes garantissant la cohérence des produits sans imposer d’ordre dans les choix utilisateurs
et en autorisant l’annulation des choix.
Cette thèse présente une formalisation de ces travaux démontrant ainsi les propriétés attendues de
ces LPL comme la maîtrise de la complexité de la ligne par des algorithmes incrémentiels exploitant la
topologie du modèle du domaine, la définition formelle et la preuve de la flexibilité du processus de confi-
guration ou les notions de cohérence du processus lui-même. Sur cette base bien fondée, nous proposons
une implémentation possible intégrant des éléments additionnels pour supporter le développement de
telles lignes tels qu’une interface graphique de configuration générique qui nous a servi de support aux
expérimentations. Nous validons nos travaux sur une LPL dédiée à un système-de-systèmes de portée
industrielle pour la production de systèmes de diffusion d’informations.
Abstract The necessity of producing high quality softwares and the specific software market needs
raise new approaches such as Software Product Lines (SPL). However in order to satisfy the growing
requirements of new information systems, we need to consider those systems as a composition of many
interconnected sub-systems called systems-of-systems. As a SPL, it implies to support the modularity and
the large variability of such systems, from the definition of sub-systems to their composition, ensuring
the consistency of final systems.
To support design and usage of such a complex SPL, we propose a new approach based on (i) the
definition of a SPL domain model, (ii) the formalization of variability using feature models (FM) and (iii)
the representation of dependencies between those different FM. In order to manage the complexity of this
SPL we complete our approach by in one hand algorithms ensuring the consistency of the SPL and on the
other hand the definition of a configuration process which guarantees the consistency of products without
imposing order in user choices and authorizing to cancel any choice.
This thesis presents a formalization of these works and demonstrates the expected properties of those
SPL, like the control of the product line consistency with incremental algorithms exploiting the domain
model topology, the formal definition and the proof of the configuration process flexibility, and the
consistency concepts of the process itself. On these basis, we propose a first implementation containing
additionnal elements in order to support the design and the use of the SPL like a generic graphical user
interface dedicated to the configuration process, which helps us during our experiments. We validate our
works on a SPL dedicated to an industrial scale system-of-systems for producing digital signage systems.
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