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a b s t r a c t
A finite difference method, namely the θ-scheme, is used to solve a partial differential
equationwith piecewise continuous arguments. First, an example is given to show that the
results for original PDEs do not hold for PDEs with piecewise continuous arguments. Next,
for the mesh ratio satisfying certain conditions, the stability of this scheme is obtained.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, considerablework has been done on differential equationswith piecewise continuous arguments (EPCA).
The studies of such equations were initiated by Wiener [1,2], Cooke and Wiener [3], and Shah and Wiener [4]. The general
theory and basic results for EPCA have by now been thoroughly investigated in the book of Wiener [5]. And there are also
some authors who have considered the stability of numerical solutions for EPCA (see [6,7]). The task of investigating EPCA is
also of considerable applied interest since they include, as particular cases, impulsive and loaded equations of control theory
and are similar to those found in some biomedical models.
It has been shown in [8] that partial differential equations (PDEs) with piecewise constant time naturally arise in the
process of approximating PDEs by using piecewise constant arguments. And it is important to investigate boundary-value
problems (BVPs) and initial-value problems (IVPs) for EPCA in partial derivatives, and explore the influence of certain
discontinuous delays on the behavior of solutions to some typical problems of mathematical physics. However, up to now,
there have been no results referring to the numerical study of PDEs with piecewise continuous arguments.
In this work, we consider the following equation:ut(x, t) = a
2uxx(x, t)+ buxx(x, [t]), t > 0,
u(0, t) = u(1, t) = 0,
u(x, 0) = v(x),
(1.1)
where a, b ∈ R, u : Ω = [0, 1] × [0,∞) → R, v : [0, 1] → R, and [·] denotes the greatest integer function. We mainly
investigate the impact of the discontinuous delay t − [t] on the stability of the numerical solutions.
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Fig. 1. The mesh ratio r = 1.
Definition 1.1 ([5]). A function u(x, t) is called a solution of the above BVP if it satisfies the conditions:
• u(x, t) is continuous inΩ .
• ∂u/∂t and ∂ku/∂kx (k = 1, 2) exist and are continuous in Ω with the possible exception of the points (x, n), where
one-sided derivatives exist (n = 0, 1, 2, . . .).
• u(x, t) satisfies ut(x, t) = a2uxx(x, t) + buxx(x, [t]), t > 0 in Ω with the possible exception of the points (x, n), and
conditions u(0, t) = u(1, t) = 0 and u(x, 0) = v(x).
Definition 1.2 ([5] Asymptotic Stability). If any solution u(x, t) of Eq. (1.1) satisfies
lim
t→∞ u(x, t) = 0, x ∈ [0, 1],
then the zero solution of Eq. (1.1) is called asymptotically stable.
Theorem 1.3 ([5]). The zero solution of Eq. (1.1) is asymptotically stable if and only if
−a2 < b ≤ a2.
In order to investigate the finite difference method applied to (1.1), we give two numerical examples for the following
equation:{ut(x, t) = 100uxx(x, t)+ 60uxx(x, [t]), t > 0,
u(0, t) = u(1, t) = 0,
u(x, 0) = sinpix.
(1.2)
Wedivide [0, 1] in the x-direction into 50 equal intervals and apply the Crank–Nicolson formula, i.e., θ = 1/2 in Section 2,
to (1.2). It is well known that this method is stable unconditionally for (1.1) without the right term [t], but the numerical
examples show that it doesn’t hold for (1.2).
FromFigs. 1 and2,we can see that the numerical solution is stablewhen themesh ratio r = 1, but unstablewhen r = 500,
i.e., the results for the original PDEs don’t hold for PDEs with piecewise continuous arguments. Is this just a coincidence?
What conditions do we need for (1.1)? In the following, we will give an answer to these questions.
2. The finite difference method: the θ-scheme
The solution of (1.1) has low regularity at t = n (n = 0, 1, 2, . . .) (see [11,9]). In order to get higher accuracy, the nodes
in the t-direction must include these points. Therefore, let 1x = 1/p and 1t = 1/m be given step sizes of spatial and
time directions respectively, where p, m ≥ 1 are integers. Denote the spatial and time nodes as xi = i1x and tn = n1t
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Fig. 2. The mesh ratio r = 500.
respectively, and uni as an approximation to u(xi, tn). The θ-scheme is defined as follows:
1
1t
[(un+1i − uni )+ σ(un+1i+1 − 2un+1i + un+1i−1 )− σ(uni+1 − 2uni + uni−1)]
= θ
[
a2
un+1i+1 − 2un+1i + un+1i−1
1x2
+ bu
h(xi+1, [tn+1])− 2uh(xi, [tn+1])+ uh(xi−1, [tn+1])
1x2
]
+ (1− θ)
[
a2
uni+1 − 2uni + uni−1
1x2
+ bu
h(xi+1, [tn])− 2uh(xi, [tn])+ uh(xi−1, [tn])
1x2
]
,
un0 = unp = 0, n = 0, 1, 2, . . . ,
u0i = v(xi), i = 0, 1, 2, . . . , p,
(2.1)
where uh(xi, [tn]) is some an approximation to u(xi, [tn]), and σ ∈ R.
Define n = km + l (k = 0, 1, 2, . . . , l = 0, 1, . . . ,m − 1); then uh(xi, [tn+1]) and uh(xi, [tn]) can be defined as ukmi
according to Definition 1.1. Then the first term of (2.1) reduces to
1
1t
[(ukm+l+1i − ukm+li )+ σ(ukm+l+1i+1 − 2ukm+l+1i + ukm+l+1i−1 )− σ(ukm+li+1 − 2ukm+li + ukm+li−1 )]
= a2θ
[
ukm+l+1i+1 − 2ukm+l+1i + ukm+l+1i−1
1x2
]
+ a2(1− θ)
[
ukm+li+1 − 2ukm+li + ukm+li−1
1x2
]
+ b
[
ukmi+1 − 2ukmi + ukmi−1
1x2
]
. (2.2)
In fact, in each time interval [n, n+1), Eq. (1.1) can be seen as an original PDE; hence, themethods for (1.1) are convergent,
of O(1t +1x2) if θ 6= 12 , of O(1t2 +1x2) if θ = 12 and σ 6= 12, and of O(1t2 +1x4) if θ = 12 and σ = 12.
In the following, in order to consider the numerical stability of (2.1), we always take σ = 0. We note that if:
• θ = 0, we get the corresponding explicit finite difference scheme;
• θ = 12 , we get the corresponding Crank–Nicolson implicit finite difference scheme;• θ = 1, we get the corresponding fully implicit finite difference scheme.
Let r = 1t/1x2; then the first term of (2.2) can be written as
−a2θrukm+l+1i+1 + (1+ 2a2θr)ukm+l+1i − a2θrukm+l+1i−1
= a2(1− θ)rukm+li+1 + [1− 2a2(1− θ)r]ukm+li + a2(1− θ)rukm+li−1 + br(ukmi+1 − 2ukmi + ukmi−1).
For simplicity, we denote as C = tridiag(−1, 2,−1) a (p − 1) × (p − 1) triple-diagonal matrix, un =
(un1, u
n
2, . . . , u
n
p−1)T, n = 0, 1, 2, . . . , and v = (v(x1), v(x2), . . . , v(xp−1))T. Then (2.1) can be written as{
(I + a2θrC)ukm+l+1 = [I − a2(1− θ)rC]ukm+l − brCukm,
u0 = v. (2.3)
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3. Stability analysis of the numerical method
Definition 3.1 (Asymptotic Stability). If any solution uni of the system (2.2) satisfies
lim
n→∞ u
n
i = 0, i = 0, 1, 2, . . . , p,
then the zero solution of (2.1) is called asymptotically stable.
Let λC denote the eigenvalue of the matrix C . We have:
Theorem 3.2 ([10]). The matrix C is a positive definite matrix, with the eigenvalues
λC = 4 cos2 kpi2p , k = 1, 2, . . . , p− 1.
From (2.3), we can get that
ukm+l+1 = (I + a2θrC)−1[I − a2(1− θ)rC]ukm+l − (I + a2θrC)−1brCukm , Rukm+l + Sukm,
and so
ukm+l+1 = Rukm+l + Sukm = R2ukm+l−1 + (R+ I)Sukm
= · · · = [Rl+1 + (Rl + · · · + R+ I)S]ukm,
and
ukm+l = M(l)ukm, (3.1)
whereM(l) = Rl + (Rl − I)(R− I)−1S.
Theorem 3.3. Under the condition of Theorem 1.3 and
m is even, r 6= 1
a2λC (1− θ) and

r < min
2
a2λC (1− 2θ) , 0 ≤ θ <
1
2
,
r > 0
1
2
≤ θ ≤ 1,
(3.2)
or
m is odd, and r < min
1
a2λC (1− θ) , (3.3)
the zero solution of (2.3) is asymptotically stable.
Proof. From (3.1), we know that the zero solution of (2.3) is asymptotically stable if and only if |λM(m)| < 1. For−a2 < b <
a2, by (3.2), (3.3) and Theorem 1.3, we have
max |λM(m)| = max
{∣∣∣∣∣
(
1− a2(1− θ)rλC
1+ a2θrλC
)m
+
[(
1− a2(1− θ)rλC
1+ a2θrλC
)m
− 1
]
b
a2
∣∣∣∣∣
}
≤ max
{∣∣∣∣∣
(
1− a2(1− θ)rλC
1+ a2θrλC
)m∣∣∣∣∣+
∣∣∣∣∣
(
1− a2(1− θ)rλC
1+ a2θrλC
)m
− 1
∣∣∣∣∣
∣∣∣∣ ba2
∣∣∣∣
}
< max
{∣∣∣∣∣
(
1− a2(1− θ)rλC
1+ a2θrλC
)m∣∣∣∣∣+
∣∣∣∣∣
(
1− a2(1− θ)rλC
1+ a2θrλC
)m
− 1
∣∣∣∣∣
}
= max
{(
1− a2(1− θ)rλC
1+ a2θrλC
)m
+ 1−
(
1− a2(1− θ)rλC
1+ a2θrλC
)m}
= 1.
For b = a2, max |λM(m)| = max{|2( 1−a2(1−θ)rλC1+a2θrλC )m−1|}, the result can be obtained easily from (3.2) and (3.3). This completes
the proof. 
Remark 3.4. If θ = 1, then the corresponding fully implicit finite difference scheme is asymptotically stable uncon-
ditionally.
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Table 1
θ = 0 for problem (4.1) at x = 1/2, t = 2.
m p AE(1/h, 1/p) AE(1/h, 1/p)/AE(1/4h, 1/2p)
210 23 8.9214e−011 –
212 24 −2.1479e−011 4.1535
214 25 −5.3388e−012 4.0232
216 26 −1.4165e−012 3.7690
Table 2
θ = 1/2 for problem (4.1) at x = 1/2, t = 2.
m p AE(1/h, 1/p) AE(1/h, 1/p)/AE(1/2h, 1/2p)
210 24 −8.6601e−011 –
211 25 −2.1166e−011 4.0915
212 26 −5.2822e−012 4.0070
213 27 −1.2173e−012 4.3393
Table 3
θ = 1 for problem (4.1) at x = 1/2, t = 2.
m p AE(1/h, 1/p) AE(1/h, 1/p)/AE(1/4h, 1/2p)
28 24 −1.5887e−009 –
210 25 −3.0171e−010 5.2657
212 26 −7.0459e−011 4.2821
214 27 −1.7212e−011 4.0936
Fig. 3. θ = 1,m = 2500, p = 50, r = 1 for (1.2).
4. Numerical examples
In this section, we will give some examples for investigating the results of this work.
We consider (1.2) and the following example:{ut(x, t) = 2uxx(x, t)− uxx(x, [t]), t > 0,
u(0, t) = u(1, t) = 0,
u(x, 0) = sinpix.
(4.1)
In Tables 1–3 we list the absolute errors AE(1/h, 1/p) at x = 1/2, t = 2 of the finite difference method: the θ-scheme
for (4.1), the ratio of AE(1/h, 1/p) over AE(1/4h, 1/2p) in Tables 1 and 3, and the ratio of AE(1/h, 1/p) over AE(1/2h, 1/2p)
in Table 2. We note that at x = 1/2, t = 2, the exact solution of (1.1) is (e−a2pi2 + b
a2
(e−a2pi2 −1))2, which is≈2.5000e−001
for (4.1). We can see from these tables that the methods conserve their orders of convergence.
In Figs. 3–8, we draw the numerical solutions of the θ-scheme. It is easy to see that the numerical solutions are
asymptotically stable.
In Figs. 9–12, we draw the error figures for the numerical solutions for θ = 1. It can be seen that the numerical method
is of high accuracy.
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Fig. 4. θ = 1,m = 5, p = 50, r = 500 for (1.2).
Fig. 5. θ = 0,m = 6400, p = 20, r = 1/16 for (4.1).
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Fig. 6. θ = 1/2,m = 6400, p = 20, r = 1/16 for (4.1).
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Fig. 7. θ = 1,m = 6400, p = 20, r = 1/16 for (4.1).
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Fig. 8. θ = 1,m = 10, p = 100, r = 1000 for (4.1).
Fig. 9. θ = 1,m = 512, p = 128, r = 32 for (4.1).
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Fig. 10. θ = 1,m = 2048, p = 256, r = 32 for (4.1).
Fig. 11. θ = 1,m = 1024, p = 32, r = 1 for (4.1).
Fig. 12. θ = 1,m = 4096, p = 64, r = 1 for (4.1).
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