Let g = e 2u (dx 2 + dy 2 ) be a conformal metric defined on the unit disk of C. We give an estimate of ∇u L 2,∞ (D 1 2 ) when K(g) L 1 is small and
Introduction
In [14] , Takashi Shioya studied the convergence of surfaces and proved the following. Theorem 1.1 (Shioya) . Let M(C, d) denote the set of isometry classes of closed 2dimensional Riemannian manifolds with diameter ≤ d and total absolute curvature K L 1 ≤ C. For any positive C and d, M(C, d) is precompact with respect to the Gromov-Hausdorff distance.
In this paper, we use the theory of moduli space and Brezis-Merle Theorem to give more information of the convergence in case of Riemann surfaces. The idea is the following. By the theory of moduli space, we can divide a Riemann surface into finitely many parts, and each part is conformal to a disk or D \ D r k with r k → 0, where D is the unit disk, and D r k = D r k (0). So if we get the convergence of D and D \ D r k , we can study the convergence of a surface sequence by a standard blowup analysis. In addition, the converging behavior of a metric sequence on D \ D r k can be also obtained from a precise bubble tree argument of a metric sequence defined on the unit disk. So the key point to such a problem is to understand the detail of a conformal metric sequence defined on a disk. The main topic of this paper is the first step of this program. We need to point out that similar problems under different assumptions have already been studied by many authors [3, 4, 5, 11, 17] .
Set g k = e 2u k g euc , where g euc = dx 2 + dy 2 . Let K(g k ) be the Gauss curvature of g k . We have the following Gauss curvature equation:
By Brezis-Merle's result (see section 2), we can decompose u k into a sum of a harmonic function w k and a function v k which is bounded in W 1,p . Thus, to understand the convergence of u k , we only need to study the behavior of the mean value of w k .
The first result in this direction was obtained by Hélein. In [9] , Hélein proved that a conformal immersion sequence from D into R n with induced metrics g k = e 2u k g euc , with small L 2 -norm of second fundamental and area bounds, is bounded in W 2,2 loc (D, R n ) and converges to a conformal immersion or a point. Moreover, if the limit is not a point, then u k is bounded in L ∞ loc (D). In Hélein's case, u k can be decomposed into the sum of a L ∞ function and a harmonic function, so he was able to discuss the W 1,2 convergence and L ∞ bound of u k . We call the sequence collapse if the limit is a point. Usually, collapse is the most difficult part in the analysis. When it happens, one will be lucky to find a constant c k , such that u k − c k converges. Unfortunately, we have the following counterexample. Let f k = e kz a k : D → C, and g k = e 2u k g euc is the induced metric. We choose a k such that µ(D, g k ) = D e 2kx a 2 k = 1. Then for any c k , u k − c k can not converge. However, in a recent result [12] , we showed that this is almost the only counterexample. Specifically, we proved that if A k L 2 → 0 and ∇u k is not bounded, then we can find x k and r k , such that u k (x k + r k x) converges to a linear function. As an application, we proved that when µ(f k (D)∩B n r (p)) πr 2 < C for any B n r (p), we can find c k such that u k − c k converges weakly in W 1,2 .
We will show that a similar argument works in the intrinsic case. Precisely, we will use the John-Nirenberg radius defined in [12] to measure the Harnack properties of a function satisfying an elliptic equation. The main observation is, when ∆u k is very closed to 0 in L 1 -norm, then we can find sequence u k (x k + r k x) which converges to a linear function.
The first result of this paper is the following.
Theorem 1.2. Let g = e 2u g euc be a smooth metric defined on D. We assume
Then there exists an ǫ 0 , such that if
where p ∈ (1, 2 
where c is the mean value of u along ∂D 1 4 , and q < 4π ǫ 0 . As a consequence, we have the following corollary. Corollary 1.4. Let g k = e 2u k g euc be a smooth metric defined on D. We assume (D, g k ) can be extended to a complete surface with total Gauss curvature uniformly bounded. If D |K(g k )|dµ g k < τ ≤ ǫ 0 , then all results in Theorem 1.2 hold.
Together with the theory of moduli space of Riemann surface, this corollary may help us to study the convergence of a Riemann surface sequence with bounded total Gauss curvature.
It is easy to check that if µ(D, g k ) is uniformly bounded, then c k must be uniformly bounded above. If µ(D, g k ) → 0, then c k → −∞, hence e u k W 1,p (Dr) → 0. Then by the trace embedding inequality, we get the following corollary. Corollary 1.5. Let g k be as in Corollary 1.4 and assume µ(D, g k ) < Λ 2 in addition. Then, after passing to a subsequence, e u k converges in L q (D r ) for any q < 4π τ , and for any r ∈ (0, 1) and p ∈ (1, 2), one of the following two alternatives holds:
(a) u k converges weakly in W 1,p (D r ); (b) e u k converges to 0 in L q (D r ) and both µ(g k , D r ) and diam(D r , g k ) converge to 0. Moreover, when (b) happens, we can find c k , such that u k − c k converges weakly in W 1,p (D r ). We need to study the limit distance space. For this sake, we denote
Here ∆u is a Radon measure means that there exists a Radon measure µ, such that for any ϕ ∈ D,
where P (x, y) denotes the set of all piecewise smooth paths joining x and y. We will show that Theorem 1.6. For any u ∈ RF p (D) with p ∈ (1, 2), d u is a metric. Moreover, if g k = e 2u k g euc is a smooth metric satisfying D |K(g k )|dµ g k < ǫ 0 , and u k converges to u weakly in W 1,p , then (D r , d g k ) converges to (D r , d u ) in the sense of Gromov-Hausdorff distance.
To make some preparations for the blowup analysis for a surface sequence with finite total curvature in a forthcoming paper, we prove the following result.
Set c to be the mean value of u on ∂D 3 2 . Then, there exists a constant ǫ 2 = ǫ 2 (Λ 3 ), such that if
In the last section, we will give some applications. First, we prove that under assumption of bounded total curvature, if a Riemann surface sequence converges to a Riemann surface in the Gromov-Hausdorff distance, then the conformal class and the volume converge. Second, we will show that when K(g k ) − 1 L 1 is small, {(S 2 , g k )} is precompact in the Gromov Hausdorff distance and in W 1,p weakly. At the end, we prove that when K(g k ) ≥ 1 and the (S 2 , g k ) does not collapse, then the Gromov-Hausdorff limit is a topological sphere.
Preliminary
The arguments of this paper base on the following theorem.
Theorem 2.1. [1, 9] Let v be the solution of
where f ∈ L 1 . Then for any ǫ > 0, we have
Remark 2.2. Note that for any p ∈ (1, 2) and D r (x) ⊂ D,
Thus, if v is the solution of (2.1), we have
Brezis-Merle's result can be considered as the W 2,1 -version of Trudinger inequality:
to be a solution of ∆v = ∆u.
We have the decomposition: u = v + w, where w is harmonic and v satisfies (2.2). Then, by mean value theorem of harmonic function, we have the following:
If there exist ǫ 1 and Λ 3 such that
then e |u| L q (Dr) < C(q, Λ 3 , r). for any q < 4π ǫ 1 . For a function φ ∈ L 1 (Ω), we define ρ as follows:
For a harmonic function, we have the following result. 
By the mean value formula, we have
, by the mean value formula again, we get
where v ∈ W 1,2 0 (D) and w is harmonic. By Theorem 2.1 and Sobolev inequality, we have
Then, we get the following corollary.
Then after passing to a subsequence, we can find
, r k → 0, and c k ∈ R, such that u k (x k + r k x) − c k converges to a nontrivial linear function weakly in W 1,p (D R ) for any R and p ∈ (1, 2).
Noting that
when k is sufficiently large. Then, for any
Hence, as k is large enough, there holds
Then ∇u k is bounded in L 2,∞ (D R ) for any R. Set c k to be mean value of u k over D.
2 is a corollary of the following lemma.
Lemma 2.7. Let g = e 2u g euc be a metric defined on D, and K g be the Gauss curvature. We assume there exists r 0 > 0 and Λ 1 , such that
for any x ∈ D 1 2 and r < r 0 . Then, there exists ǫ 0 = ǫ 0 (Λ 1 ) and a = a(ǫ 0 , r 0 ,
Proof. Assume this is not true. By Lemma 2.6 and Corollary 2.3, we can find
Set T (θ) to be the constant, such that
It is easy to check that
Let a > 0 be sufficiently small and put
After passing to a subsequence, we can find
Then, we have Ω(R, A) ⊂ B g k R+1 (0) when k is sufficiently large. Hence, we can choose ǫ small enough such that
Then for any K > 0, we can find R, such that
This is a contradiction. ✷
The proof of Corollary 1.4: It is well-known that on a complete Riemann surface(Σ, g),
In fact, if we let Ω ⊂ T x Σ be the segment domain, and
We get
✷
We will use the following simple lemma.
can be extended to a complete metric on C with K L 1 < C(Λ 3 ). Moreover, we have
Proof. Let η be a cut-off function which is 1 on D 5 8 and 0 on D c 7 8 . Set g ′ = e 2ηu g euc . We have −∆ηu = −u∆η − 2∇u∇η − η∆u.
Then
convergence of distance function
In this section, we set g k = e 2u k g euc which satisfies 1) u k = 0 on D c 2 ; 2) u k converges weakly to u 0 in W 1,p (D 2 ) for any p ∈ (1, 2); 3) D |K(g k )|dµ g k < ǫ 0 .
By the results in the last section, we have
Without loss of generality, we assume |K(g k )|dµ g k and K − (g k )dµ g k converge to a measure ν and ν − respectively in the sense of distribution.
Let d k be the distance function defined by g k . Then we have
Therefore,
. First, we prove the following lemma. Proof. Note that ∇e 2u k = 2e 2u k ∇u k , which is bounded in L q for some q > 1. By the trace embedding theorem, it is easy to check that d 0 ≤ d geuc , therefore, we only need to show d 0 ≥ d geuc . Assume there exists x ′ , such that
Let ǫ → 0, we get a contradiction. ✷
As an application, we give the proof of Theorem 1.7.
The proof of Theorem 1.7: Assume the left inequality of (1.3) is no true. Then we can
Let c k be the mean value of u k on ∂D 3
2
. By Theorem 1.2 and Corollary 2.3, u k − c k converges to a harmonic function with ∂D 3 2 w = 0, and ∇w L p < C(Λ 3 ). Then we get
Let g ′ k = e 2u k −2c k −2w g euc . We have lim
where θ and θ ′ are the limits of θ k and θ ′ k respectively. Note that
We get a contradiction. The proofs of the other parts of this theorem are similar, hence are omitted here. ✷ Lemma 3.2. d 0 is a distance function. Moreover, for any δ > 0, we can find a(δ) > 0, such that d 0 (x, y) > a(δ), whenever |x − y| ≥ δ. Or equivalently, φ(x, y) = |x − y| is continuous on (C, d 0 )
Proof. Without loss of generality, assume |x − y| = δ. We may choose m, such that C |K(g k )|dµg k m < ǫ 2 . Then, after passing to a subsequence, we can choose i < m, such that
for any k. By the trace embedding theorem, we may assume that
By Theorem 1.7, we have d g k (x, y) ≥ λ(δ) > 0. Thus, d 0 (x, y) = 0 implies that x = y. ✷ Now, we start to proof d 0 = d u 0 . By the trace embedding theorem, we have
Then, we get d 0 (x, y) ≤ d u 0 (x, y). Thus, it only needs to check whether d 0 (x, y) ≥ d u 0 (x, y). The key observation is the following result. 
Proof. Assume the result is not true. Then we can find δ m ∈ (0, 
For any fixed m, we can find k m , such that
where r m = |y m − x m |. For simplicity, we set x m = y m + r m (0, 1) and
We set g ′ m = e 2u ′ m g euc . By Corollary 1.4, ∇u ′ m L 2,∞ (D(z) < C for any z, then we may assume u ′ m converges to a harmonic function u weakly in W 1,p loc (C). Moreover, for any D r (z), we have
Then u is a constant with D u = 0. Hence, u = 0. By e (u 0 (ym+rmx)−u km (ym+rmx))+u ′ m .
By the trace embedding theorem, we get
Proof. Let ǫ, τ and β be as in Lemma 3.3. We set A τ = {x : ν({x}) > τ }. Obviously, A τ is a finite set. Then, for any δ > 0 and B 2δ (x) ∩ A τ = ∅, we have
when k is sufficiently large. Then
. Let γ be the segment defined in (C, d 0 ) connecting x 1 and x 2 , i.e. γ : [0, a] → (C, d 0 ) is a continuous map which satisfies
First, we consider the case when γ ∩ A τ = ∅. We may assume
By Lemma 3.2, we can find
Now, we consider the case in which γ ∩ A τ = ∅. Let γ ∩ A τ = {γ(a 1 ), · · · , γ(a i )}.
Then we have
Let ǫ ′ → 0, we get (3.2) again. Now, let ǫ → 0, we get the desired result. ✷
Some applications
In this section, we give some applications.
4.1.
A sequence defined on D r \D r k r . Let g k = e 2u k g euc be a metric defined on D r \D r k r , where r k → 0. We assume 1) (D r \ D r k r , g k ) can be extended to a complete surface with
Without loss of generality, we set r = 2 m r k r . Then As an application, we have the following result. Then we can find x k → x 0 , r k → 0, and a finite set S, such that u k (x k + r k x) − log r k converges weakly in W 1,p loc (C \ S) to a function u with C e 2u < +∞, where p ∈ (1, 2) .
We will prove the result by induction of m. When m = 1, we set r k (x) = sup{t :
and take x k such that We get a contradiction. Now, we assume D |K(g k )|e 2u k ≤ (m − 1) ǫ ′ 0 2 implies the result and set D |K(g k )|e 2u k ≤ m ǫ ′ 0 2 . We assume u ′ k does not converge and set t k = sup{t :
Using the induction on u ′′ k , we will get the result. ✷
4.2.
A Mumford type lemma. Let (Σ, g) be a Riemann surface and σ ∈ π 1 (Σ). We denote the length of the shortest closed geodesic representing σ by L − (σ). We will use the following lemmas (see [6] and [10] for proofs): First, we prove the following:
Theorem 4.4. Let (Σ, g k ) be a Riemann surface with genus ≥ 1. We assume K(g k ) L 1 = 1. Then if the conformal class Conf (g k ) is induced by g k diverges, then there exists a nontrivial σ ∈ π 1 (Σ) such that L − (σ) → 0. Conversely, if there exist σ 1 , σ 2 ∈ π 1 (Σ) and some number l 0 , such that L − (σ 1 , g k ) → 0 and L − (σ 2 , g k ) > l 0 > 0, then Conf (g k ) diverges.
Proof. First of all, we assume Conf (g k ) diverges. By the Collar Lemma, we can find T k → +∞ and Ω k ⊂ Σ, such that Ω k is conformal to S 1 × [−T k , T k ], where the homotopy class of S 1 × {0} is nontrivial in π 1 (Σ). Obviously, we can find a k < T k 2 , such that
(1 + |K(g k )|)e 2u k → 0.
Put g k = e 2u k (dt 2 + dθ 2 ). By Corollary 1.5, l g k (S 1 × {a k }) → 0. Next, we will show when Conf (g k ) converges, if there exists nontrivial σ ∈ π 1 (Σ), such that L − (σ, g k ) → 0, then L − (σ ′ , g k ) → 0 for any nontrivial σ ′ .
First, we consider the case when Conf (g k ) is fixed. Assume g k = e 2u k g for a smooth metric g. Without loss of generality, assume ν be limit measure of |K(g k )|e 2u k dx in the sense of distribution and set
Set γ k : [0, a k ] → Σ to be the shortest nontrivial closed geodesic with the unit speed, which represents σ ′ . For simplicity, we assume γ k (0) → x 0 . Select an isothermal coordinate system (D, (x 1 , x 2 )) around x 0 . Let 2mǫ 0 < 1. Since σ ′ is nontrivial in π 1 , we can find
, where i = 1, · · · , m. Choose i 0 , such that
and let c k be the mean value of u k on a small disk contained in D i 0 \ D i 0 −1 , which contains no Condensation points. By Theorem 1.2, ∇u k L 2,∞ is bounded on any Ω ⊂⊂ Σ \ S({g k }). Then, by Poincaré inequality, u k − c k W 1,p (Ω) is bounded when
Thus we must have c k → −∞, for d(D i 0 , D i 0 −1 , g k ) ≤ l g k (γ k ) → 0. This implies that e u k converges to 0 in W 1,p loc (S({g k })). Then L − (γ) → 0 for any γ = 1 in π 1 (Σ). We get a contradiction. Now, we assume Conf (g k ) converges. By Lemma 4.2 and 4.3, the proof for this case is almost the same with the case when Conf (g k ) is fixed, hence is omitted here. ✷ Corollary 4.5. Let g k and g ∞ be metrics on a closed Riemann surface. We assume K(g k ) L 1 < C and (Σ, g k ) converges to (Σ, g ∞ ) in the sense of Gromov-Hausdorff distance. Then µ(Σ, g k ) → µ(Σ, g ∞ ).
Proof. Note that it follows from (2.6) that µ(g k ) < C.
First, we prove Conf (g k ) converges. Assume this is not true. By the proof of the Theorem 4.4, we can find Ω k ⊂ Σ k , which is conformal to (S 1 × [−T k , T k ], e 2u k (dt 2 + dθ 2 )) with T k → +∞, and a k < T k 2 , such that the homotopy class of S 1 × {0} is nontrivial in π 1 and diam(S 1 × (a k − 1, a k + 1)) → 0. In fact, by Theorem 1.2, 1.4, and trace embedding inequality, we may assume sup t∈[a k −1,a k +1] l g k (S 1 × {t}) → 0. We replace g k with e 2u k |a k − t|(dt 2 + dθ 2 ) on S 1 × [a k − 1, a k + 1], which can be considered as a metric defined on the cone
with diam(C k ) → 0. Denote the new metric space by Σ ′ k . By Theorem 2.1 in [16] , whose proof can be also found in [8, page 100] and [2] , there exists a surjective homomorphism from π 1 (Σ ′ k ) to π(Σ). This is impossible.
By Lemma 4.2 and 4.3, we may assume Conf (g k ) is fixed. Let g k = e 2u k g, where g is a fixed metric. We show that u k converges weakly in W 1,p (Σ \ S({g k })). Assume this is not true. Then there exists c k → −∞, such that u k − c k converges weakly in W 1,p (Σ \ S 0 ) for some finite set S 0 . Then we can find embedded curves γ 1 , · · · , γ m , such that γ i ∩ S 0 = ∅, γ 1 , · · · , γ m = π 1 (Σ).
By the trace embedding inequality, l g k (γ i ) → 0. Let ϕ be a smooth function which is 0 when t ≤ 0, 1 when t > δ 0 and positive on (0, +∞), here δ 0
, (Σ, d g∞ )) → 0. By Theorem 2.1 in [16] again, π 1 (Σ) is trivial, which is impossible.
Next, we claim that for any p ∈ S({g k }), it must hold true that lim r→0 lim k→+∞ µ(B g 0 r (p), g k ) = 0.
Otherwise, by Lemma 4.1, we can find x k → p, r k → 0 such that u ′ k = u k (x k + r k x) converges weakly in W 1,p (C \ S ′ ), where S ′ is a finite set. Let u ′ be the limit. Then we have D 2R \D R e 2u ′ → 0 as R → +∞. Let u ′ R = u(Rx) − log R, and g ′ R = e 2u ′ R g euc . Then (D 2 \ D 1 , g ′ R ) is a new parametrization of (D 2R \ D R , g). By Corollary 1.4, we have
Thus, we have
Then there must be a shortest closed geodesic γ k on D 1
, when R and k are sufficiently large. In addition, the length of γ k converges to 0 as k → +∞ and D 1 R (x k ) \ {γ k } has just two connected components .
Without loss of generality, we assume d GH ((Σ, g k ), (Σ, g ∞ )) < 2 −k . We set Σ k = (Σ, g k ) and
where is the disjoint union operator, and d is an admissible distance such that
We set x ∞ ∈ Σ ∞ to be the limit of a sequencex k ∈ γ k ⊂ X k . Since L(γ k , g k ) → 0, γ k converges to x ∞ . Let 2r be the injective radius of Σ ∞ . Then B r (x k ) Σ k converges to B r (x ∞ ) Σ∞ in the Hausdorff distance. Since l g k (γ k ) → 0, we have γ k ⊂ B r (x k ) Σ k for sufficiently large k.
Then B r (x k ) Σ k \ γ k has just two connected components. Let y k , y ′ k ∈ ∂B Σ k r−ǫ (x k ) lie on different components, which converge to y ∞ and y ′ ∞ respectively. Since the segment y k y ′ k must pass through γ k , the segment y ∞ y ′ ∞ must pass through x ∞ . In the same way, we can find r ′ , such that for any
Let g S 2 be the standard metric defined on S 2 with K = 1 and g k = e 2u k g S 2 . By Theorem A.1 in [13] , if K(g k ) − 1 L p < ǫ for some ǫ and p > 1, then (S 2 , g k ) converges in C 1,α . We will extend their result to the case p = 1. We first prove that Lemma 4.6. Let g k = e 2u k g S 2 . Assume µ(g k ) ≤ Λ and K(g k ) − 1 L 1 (S 2 ,g k ) → 0.
After passing to a subsequence, we can find a Möbius transformation σ k , such that σ * k (g k ) converges to g S 2 weakly in W 1,p . Moreover, we have σ * k (g k ) = e 2u ′ k g S 2 with u ′ k converges to 0 in W 1,p for any p ∈ (1, 2) and e u ′ k converges to 1 in L q for any q > 1.
Proof.
Since Let x 0 ∈ S, y 0 be the antipodal point of x 0 on S 2 , and π be the stereographic projection from S 2 \ {y 0 } to C. It is well-known that π defines an isothermal coordinate system with x 0 = 0. In this new coordinate, we set g k = e 2v k g euc .
We have −∆v k = K g k e 2v k , and lim r→0 lim k→+∞ µ(D r , g k ) = lim r→0 lim k→+∞ Dr |K g k |e 2v k > ǫ 0 2 .
We set r k (x) = sup{t :
and take x k such that Dr k (x k ) |K(g k )|e 2v k = ǫ 0 2 . Put v ′ k = v k (x k + r k x) − log r k , g ′ k = e 2v ′ k g euc . Since
by Corollary 1.5, v ′ k converges weakly in W 1,p and e v ′ k converges in L q . Let v ′ be the limit. We have −∆v ′ = e 2v ′ , R 2 e 2v ′ < +∞.
By Theorem 1 in [7] , v ′ = − log(1 + 1 4 |x − x 0 | 2 ), and R 2 e 2v ′ = 4π, i.e. (C, e 2v ′ g euc ) is a parametrization of (S 2 \ {y 0 }, g S 2 ).
Put σ k = π −1 (x k + r k π(x)), which defines a Möbius transformation of S 2 . If we set g ′′ k = σ * k (g k ) = e 2u ′′ k g S 2 , then g ′′ k converges to g S 2 weakly in W 1,p loc (S 2 \ {y 0 }). Then we have lim r→0 lim k→+∞ B g S 2 r (y 0 ) |K(g ′′ k )|dµ g ′′ k = 0.
Then g ′′ k converges weakly in W 1,p . ✷ It is easy to deduce Theorem 1.2 from Corollary 1.4 and the following lemma:
Lemma 4.7. For any given Λ, if µ(S 2 , g) ≤ Λ , then for any q > 1, there exit τ > 0, such that if K(g) − 1 L 1 (S 2 ,g) < τ , then we can find a Möbius transformation σ, such that σ * (g) = e 2u ′ g S 2 with u ′ W 1,p < C(p), e 2u ′ L q < C. 4.4. A sequence with K ≥ 1. Let g k be a metric sequence with K(g k ) ≥ 1 and µ(g k ) ≥ a > 0. We may set g k = e 2u k g S 2 . We have diam(g k ) ≤ π, S 2 |K(g k )|dµ g k = 4π
By the volume comparison theorem, we have µ(g k ) ≤ 4π 2 .
Using the proof of Lemma 4.6, we may assume u k converges to u weakly in W 1,p (S 2 \S), where S is a finite set. Let p ∈ S. If lim r→0 lim k→+∞ µ(B g S 2 r (p), g k ) > a, then we can find x k → p, r k → 0, and c k , such that u k − c k converges weakly in W 1,p loc (C \ S ′ ), where S ′ is a finite set. Then there exist a closed stable geodesic, which is impossible for K ≥ 1. Otherwise, we get lim r→0 lim k→+∞ µ(B g S 2 r (p), g k ) = 0. By the volume comparison theorem, we have lim r→0 lim k→+∞ diam(B r (p), g k ) → 0. Then we get the following: Corollary 4.8. Let g k be a metric sequence with K g k ≥ 1 and µ(g k ) ≥ a > 0. The Gromov-Hausdorff limit of (S 2 , g k ) is a topological sphere. Moreover, there exists a Möbius transformation σ k , such that σ * k (g k ) converges weakly in W 1,p loc (S 2 \ S, g S 2 ), where S is a finite set.
