I. INTRODUCTION
Registration error correction is vital in multiple sensor systems in order to carry out data fusion. This requires the estimation of the sensor measurement biases. It is important to correct for these sensor bias errors so that the multiple sensor measurements and/or tracks can be referenced in a common tracking coordinate system (frame). If uncorrected, registration error can lead to large tracking errors and potentially to the formation of multiple tracks (ghosts) on the same target.
In this paper, we consider a multiple sensor tracking system with a decentralized information processing architecture. Each local tracker obtains its own local state estimates using local measurements and transmits the estimates to the fusion center. The fusion center performs track-to-track fusion on demand after estimating these sensor biases based on the common targets being tracked by the different sensors (see, e.g, [6] ). The transmission can be also on demand, i.e., no "full-rate" communication is necessary.
To estimate the sensor bias vector, the classical approach is to augment the system state to include the sensor bias vector as part of the state, then implement an augmented state Kalman filter (ASKF) by stacking the state of all the targets and the sensor biases into a single vector. The problem with this approach is that the implementation of this ASKF can be computationally infeasible. In addition, numerical problems may arise during the implementation, mainly, for ill-conditioned systems. Friedland [11] proposed the idea of implementing two parallel, reduced-order filters instead of the use of an ASKF. Ignagni [13] generalized the two-stage method of [11] . However, it turns out that, for tracking problems, constant sensor (measurement noise) biases are not observable [2] from the local tracking filter innovations used in [13] to estimate the biases (plant noise biases, which occur in inertial navigation systems, are observable). Alouani, Rice, and Blair [1] showed that under a rather restrictive algebraic constraint, the optimal estimate of the state can be obtained as a linear combination of the local bias-ignorant estimate and the sensor bias estimate. They claimed that since the algebraic constraint can be too restrictive in practice, that is an indirect proof why all practical two-stage filters are suboptimal. Van Doorn and Blom [26] gave the exact solution for the augmented Kalman filter problem but then decoupled the equations using an approximation in order to make the implementation feasible. A similar approach was used in [16, 24] to separate the tracker from the sensor bias filter and it undoubtedly imposed some (uncharacterized) loss in estimation performance. The method of [25] deals only with translational biases and accomplishes only relative registration. Okello and Ristic's recent work in [22] is a batch algorithm that estimates biases by iterating on the inverse of the measurement equation and linearized around the latest central estimate as if it was perfect, which leads to a calculated CRLB that is too small. The recursive performance bound in [12] is realistic, but it is obtained using ASKF, which is not computationally efficient.
Lin, Kirubarajan, and Bar-Shalom [19] presented a sensor bias estimation algorithm based on the local track estimates at a single time, i.e., based on a single frame. The purpose of this paper is to extend the work of [19] to handle the dynamic sensor bias estimation based on the local track estimates at different times, i.e., based on multiple frames. This technique is shown to yield, using only targets of opportunity, absolute registration for sensor biases that enter nonlinearly in the measurement equation, subject to an observability condition. We call our sensor bias estimation technique "exact" because all the assumptions of the technique, namely, the noises in the linear pseudomeasurements of the sensor biases being zero-mean and white with known covariances, are satisfied exactly.
This paper is organized as follows. The sensor bias model and the assumptions for its estimation are discussed in Section II. In Section III, we discuss the dynamic sensor bias estimation, including the recursive least squares (RLS) estimator and the optimal minimum mean square error (MMSE) estimator of the sensor biases. The commonly used decoupled Kalman filtering method [26] for sensor bias estimation is also briefly described in this section. Section IV presents the performance of the new sensor bias estimators compared with the decoupled Kalman filtering for some typical scenarios. It is shown that the proposed technique achieves, similarly to [19] , absolute registration and is statistically efficient. Conclusions are in Section V.
II. SENSOR BIAS MODEL

A. Unknown Constant Model for Sensor Biases
It is assumed that the sensors operate in polar coordinates and have biases in the range and azimuth measurements, modeled as additive constants. For sensor i one has
where M is the number of sensors. The dynamics of the target are modeled using discretized continuous white noise acceleration (DCWNA) models [7] . The dynamic equation of the targets is
where the state vector x and the transition matrix F are defined as 
where T is the sampling interval, v(k) is a zero-mean white process noise with covariance
and
with the power spectral densitiesq x andq y . The measurements for local tracker i are range r i and azimuth µ i with additive bias (1) and zero-mean white measurement noise with corresponding variances ¾ 2 r and ¾ 2 µ and uncorrelated between them. After transforming the measurements into Cartesian coordinates, the measurement equation for sensor i is
where B i (k)b i is the transformation of the sensor biases from polar to Cartesian (discussed below) and w i (k) is the measurement noise with the covariance in the Cartesian coordinates [6] 
The time arguments (k) in the terms of the matrix are omitted for simplicity. The measurement matrix H is
The matrix B i (k) is obtained next. With the standard coordinate transformation from polar (range r i and azimuth µ i ) into Cartesian (» i ,´i)
1 The technique is not restricted to this model. However, to make the presentation easier to follow, it is given in a specific context. Measurements in 3-D (spherical coordinates) can be accommodated as well. Also, we present the equation for a single target to avoid another index. The use of local track estimates for multiple targets is discussed later. 2 The sensors are assumed synchronized and at known locations. Work on removing these assumptions is in progress.
one has the effect (up to first order) of the bias of sensor i, given in (1), on the state estimate from sensor i as 
Using the observed (or estimated) azimuthμ i (k) and ranger i (k) from sensor i, one has the matrix B i (k) from (8) as
Remarks. The polar to Cartesian conversion needed for (8) has been discussed extensively in the literature [6] together with the limit of validity of the standard transformation. If this limit is exceeded, then one can use the modified version [20] which eliminates the bias caused by the nonlinearities in the transformation and also provides the correct covariance. Thus the linear measurement model (8) is exact (in the sense that the noises in it are zero-mean white and their actual covariance is available), even though it is obtained from a nonlinear coordinate transformation.
The unbiased coordinate conversion of [20] takes care of all practical situations. In view of this, we call our sensor bias estimation technique "exact" because all the assumptions of the technique, namely, the noises in the linear pseudomeasurements of the sensor biases (to be derived in the next section) being zero-mean, white with known covariances, are satisfied exactly.
B. Dynamic Stochastic Process Model for Sensor Biases
More generally, the bias vector for sensor i can be modeled as a dynamic stochastic process evolving according to
where
is the transition matrix of the bias vector
is the process noise of the bias vector with zero-mean and variance Q bi (k).
III. OPTIMAL DYNAMIC BIAS ESTIMATOR
The model assumed by local trackers for a target of opportunity (not indexed here, for simplicity) is
Note that, while the dynamic equation (17) is the same as (2), the local measurement model (18) is different from (8), with no bias term in (18) . The local estimates are bias-ignorant state estimates, 3 and, consequently, there is a model mismatch problem. The measurement in model (18) is denoted by superscript zero since it assumes the sensor biases to be zero.
A. Pseudomeasurement of Bias Vector
Below, we construct a pseudomeasurement based on these local bias-ignorant Kalman filters. We derive the pseudomeasurement for the case of M = 2 sensors. This can be easily extended to the case which M is larger than two. Here we assume the sensor biases to be unknown constants.
From the Kalman filter of local tracker 1, we denote the filter gain and the residual as W 1 (k + 1) and º 1 (k + 1), respectively. Then, we havê
Note that the predicted measurementẑ 0 1 (k + 1 k) is based on the bias-ignorant measurement model (18) assumed by the local tracker 1, therefore there is no bias term in the predicted measurementẑ 0 1 (k + 1 k). Then, if we move the local state estimates to the left-hand side of (19) , and multiply on the left with the pseudoinverse of the gain, 4 we obtain
where the pseudoinverse of the gain is
Similarly, we define
Note that the true state vector x(k) and the process noise v(k) in (21) and (24) are same. Consequently, we define a pseudomeasurement of the bias vector as the difference 6 of (20) and (23), namely,
Then, we have the pseudomeasurement equation of the bias vector
where the pseudomeasurement matrix (k + 1), the sensor bias vector b and the pseudomeasurement noisẽ w(k + 1) are defined as
The bias pseudomeasurement noisesw are zero-mean and white, with covariance
The whiteness property of (30) is the key to the exact solution for the sensor bias estimate-no approximations are needed. Note that no approximations whatsoever were made in deriving (27)-(31), i.e., this method, unlike those in [26, 16, 24] , is exact. The method is denoted in the sequel as the EX method.
Remarks on Bias Observability. The solution for the sensor bias estimates can be obtained from (27) using the least squares (LS) method for fixed biases and using the linear minimum mean square error (LMMSE) method for time-varying biases [7] . It should be noted that the requirement for (27) to have a (unique) solution is that the matrix
be invertible [7] . This condition is satisfied in the present case with the measurements (27), due to the fact that the biases are in polar coordinates and, with a diversity of targets, one has the necessary full rank condition of (32). This is the key for absolute registration with targets of opportunity. If the sensor biases were in Cartesian coordinates, then it is obvious that only the difference of the sensor biases can be estimated. This is because adding the same constant to all the biases and the target locations in a coordinate would yield the same observations, i.e., such a translation is unobservable. Thus, in such a case, only relative registration (estimating the sensor bias differences-also called gridlock) is possible.
B. Recursive Least Squares Estimator of Unknown Constant Sensor Biases
If the sensor bias is modeled as an unknown constant as in Section IIA, we can use the RLS estimator [7] based on the pseudomeasurement equation (27). The RLS estimator of the sensor bias can obtain the estimate of the sensor bias recursively, and the recursion is performed at two different levels. The first level is to improve the sensor bias estimation recursively between different targets at a single time, i.e., based on a single frame. The second level is the recursion across multiple frames.
Assume the sensor bias estimateb t 1 (k) and its corresponding estimation covariance § t 1 (k) at time k based on the first t 1 targets (pairs of tracks, since we assumed M = 2 sensors) at time k (and all the targets prior to k) are available, RLS method can be implemented as follows to update the sensor bias estimates at time k.
At time k, for each target t = 1,: ::, N: 1) get the new pseudomeasurement z b,t (k) = t (k)b +w t (k), the measurement matrix t (k) using (28) and the measurement noise covariance t (k) using (31);
2) compute the bias update gain and the residual
3) update the sensor bias estimate and its covariancê
Note that the covariance update (38) may cause § t (k) to become indefinite due to round-off errors. We can use Joseph's form of the covariance update [7] , namely,
When the update with the last pseudomeasurement is completed, one haŝ
C. Optimal MMSE Estimator of Time-Varying Sensor Biases
If the sensor bias is not modeled as an unknown constant but as a random sequence as in Section IIB, under the Gaussian assumption we can obtain the optimal MMSE estimator based on the pseudomeasurement equation (27) and the dynamic equation of the sensor bias (16) .
The dynamic equation of the stacked bias vector is, based on (16),
and v b (k) is the stacked process noise of the bias vector, zero-mean white with covariance
Assume the sensor bias estimateb t 1 (k k) and its corresponding estimation covariance § t 1 (k k) at time k based on the first t 1 targets at time k (and all the targets prior to k) are available. A Kalman filter can then be used to update the sensor bias estimate and the corresponding covariance recursively at time k as follows.
At
and the measurement noise covariance t (k) using (31).
2) Compute the bias update gain and the residual
3) Update the sensor bias estimate and its covariancê
or, instead of (49), using Joseph's form for the covariance update [7] 
When the update with the last pseudomeasurement is completed, the predicted sensor bias and covariances at time k + 1 arê
Then, one has, for the start of the next cycle,
D. Decoupled Kalman Filtering for Sensor Bias Estimation
The decoupled Kalman filtering used in [26] consists of the following three steps when the sensor bias is modeled by the dynamic equation (42).
1) Sensor Bias Prediction.
Assume the sensor bias estimateb(k k) and the corresponding estimation covariance §(k k) at time k are available. The predicted sensor bias and the corresponding covariance at time k + 1 arê
2) State Estimate and Covariance Update for Targets.
For target t = 1,:::, N, (omitting the index t for simplicity), the predicted state estimate, its covariance and the predicted measurements arê
where, when assuming M = 2 sensors,
The covariance between the states and the measurements and the measurement prediction covariance at time k + 1 are
where P bx = P xb is the crosscovariance between the states and the sensor biases, and the measurement noise covariance is
In order to decouple the state estimation and the sensor bias estimation, two approximations are used in [26] to simplify (63) and (64) and achieve decoupling between the target state estimate and the sensor bias estimate. Two simplifying assumptions are made in [26] : in the target state estimation, one assumes that the sensor bias covariance is zero, i.e., §( ) = 0 (66) and (consequently)
Then one has the van Doorn and Blom (VDB) technique [26] 
In our simulation scenario, we experienced divergence in some runs using (68)-(69). Consequently we modified it by making one assumption less: only the crosscovariance (67) is assumed zero but §( ) is not assumed zero. Then one has the modified VDB technique, which was used by Kastella [16] , to be called KVDB henceforth, as
The updated state estimates and the updated covariances are computed aŝ
(72)
for the KVDB technique, or with the double tilde for the original VDB technique. The measurement z(k + 1) in (72) is given by
where z i (k + 1) are defined in (8).
3) Sensor Bias Estimates and Covariances Update.
The updated state estimates of the targets can be applied to update the sensor bias estimate and the corresponding covariance. This can be performed recursively between the different targets since the measurement noises for the different targets are mutually uncorrelated.
Assume the sensor bias estimateb t 1 (k + 1 k + 1) and the corresponding covariance § t 1 (k + 1 k + 1) at time k + 1 based on the first t 1 targets at time k + 1 (and all the targets prior to k + 1) are available. A Kalman filter is used to update the sensor bias estimate and the corresponding covariance recursively at time k + 1 aŝ where the approximation of P bz,t (k + 1) is [26] P bz,t (k + 1)
in view of (67). When the sensor bias update with the last target is completed, 7 one haŝ
If the sensor bias is modeled as an unknown constant, this can be viewed as a special case of the decoupled Kalman filtering described above with F b i = 1 and Q bi = 0. Therefore, the sensor bias prediction step is not necessary. The other two steps, the state estimate update step and the sensor bias estimate update step, can be easily obtained.
IV. SIMULATION RESULTS
A. Scenario with Unknown Constant Sensor Biases
Consider an example with 2 sensors and 16 targets. Assume that the sensors are located 100 km apart. The biases for the two sensors are b 1 = b 2 = [20 m 2 mrad] . The standard deviation of the measurement noise variances are ¾ r = 10 m and ¾ µ = 1 mrad for the range and the azimuth measurements, respectively. The targets are modeled using the DCWNA model as described in Section IIA with the power spectral densityq x =q y = 6 m 2 =s 3 and Fig. 2 . Range bias rms errors (constant sensor bias case). as shown in Fig. 3 , but still inferior to the EX method. The sensor's azimuth bias (which is equivalent to crossrange bias) is reduced by the other sensor's range measurements and we see a significant reduction to about 1/10 of the azimuth standard deviation. One sensor's range bias is reduced by the other sensors crossrange measurements. Since the crossrange standard deviation is around 100 km 1 mrad = 100 m, it is difficult to achieve a significant reduction. Nevertheless the EX algorithm reduced the range bias to about 1/2 of the range standard deviation. This shows that absolute registration can be obtained using only targets of opportunity.
The normalized estimation error squared (NEES) [7] and its 95% probability interval of the EX method are shown in Fig. 5 and it can be seen to be in its acceptance region for every step k, which means the estimator is consistent. The NEES of the KVDB method diverges because of its rms error tending to a constant while its calculated variance goes to zero. Figs. 6-7 compare the rms errors of the EX method for sensor 1 with the square root of the diagonal elements of the Cramer-Rao lower bound (CRLB) which is given (under the Gaussian assumption for the noise (30)) by the RLS covariance (39). The rms errors achieve the CRLB, which means that the proposed estimator is statistically efficient.
The wider the targets are distributed, the better the observability and, consequently, the sensor bias estimates will be more accurate. If the targets are near each other, this can lead to marginal observability, which yields large sensor bias error covariance.
The sensor bias estimate covariance matrix CRLB for scenario A depicted in Fig. 1 is, 
B. Scenario with Dynamic Sensor Biases
In this scenario, the sensor biases are modeled as stochastic processes with the sensor bias The range and azimuth bias rms errors are shown in Figs. 8 and 9 . The significant improvement in rms errors can be seen in these figures, with about 7 m range bias rms errors for the EX method at step k = 20 versus about 20 m for the KVDB technique. Similar improvement can also be seen in the azimuth bias rms errors with about 0.25 mrad for the EX method at step k = 20 versus 0.45 mrad for the KVDB technique. As can be seen from Fig. 10 , the NEES for the sensor bias estimation with the EX method shows the estimator is consistent with its calculated covariance from (49). On the other hand, the NEES of the KVDB technique shows that the errors are much larger than their calculated covariance from (76).
V. CONCLUSIONS
In this paper we provided an exact solution for the multisensor bias estimation problem based on local tracks. It was shown that the sensor bias estimate could be obtained dynamically based on the (biased) outputs of the local state estimators. This was accomplished by manipulating the local state estimates such that they yielded pseudomeasurements of the sensor biases with additive noises that are zero-mean, white, and with easily calculated covariances. These results enable the evaluation of the CRLB on the covariance of the sensor bias estimate for constant biases, i.e., the quantification of the available information about the sensor biases in any scenario. Monte Carlo simulations showed that this EX method yields significant improvements in performance with reduced rms errors up to about 70% compared with the commonly used decoupled Kalman filtering method. The new method has also been shown to be statistically efficient. This algorithm is also adapted for time-varying sensor biases with similar results. Dr. Kirubarajan has published about 50 articles in the areas of his research interests. He has also served as a consultant to a number of companies, including Motorola Corporation, Northrop-Grumman Corporation, Pacific-Sierra Research Corporation, Qualtech Systems, Inc., and Orincon Corporation. He has worked on the development of a number of commercially available engineering software programs, including BEARDAT for target localization from bearing and frequency measurements in clutter, FUSEDAT for fusion of possibly heterogeneous multisensor data for tracking, and MTI* for large-scale ground target tracking. He has also worked with Qualtech Systems, Inc., to develop advanced fault diagnosis techniques for the TEAMS-RT fault diagnosis engine. His research interests are in estimation, target tracking, signal/image processing, signal detection and fault diagnosis.
