The peakedness of a random variable (RV) X about a point a is defined by P a (x)
Introduction
Birnbaum [2] defined the peakedness of a random variable (RV) X about a point a by P a (x) = P(|X − a| ≤ x), x ≥ 0, (1) when X is symmetric about a. This could clearly be generalized to an arbitrary a and without the symmetry assumption. Suppose that the RVs X and Y have the distribution functions (DFs) F and G, respectively. We say X is less peaked about a given point a than Y about a given point b, denoted by
We also write F ≤ pkd (a,b) G in this case. By a shift of location if necessary, we can and do assume that a = b = 0 without loss of generality, and write X (F ) ≤ pkd Y (G) for brevity. The peakedness ordering then becomes equivalent to stochasting ordering of |X| and |Y |, i.e., |X| ≥ st |Y | or F In this paper we consider the estimation of continuous F and G when F + ≤ G + . The procedure consists of two parts. First, estimate F + and G + under the stochastic ordering assumption that has been well studied in the literature, and then redistribute the mass to both sides of zero. El Barmi and Rojo [7] derived the nonparametric maximum likelihood estimators (NPMLEs) in a special multinomial case. Although the DFs were not assumed to be symmetric, to implement the redistribution in the second part they had to assume that the supports were symmetric about zero, i.e., the NPMLE redistributed the mass of the estimate of F + (G + ) under stochastic ordering at a point x > 0 to −x and x in the proportions of the masses at those points assigned by the empiricals. Implementing a similar procedure in the continuous case will require the estimation of the density at each point and redistribute the estimated density of F + (G + ) at each x > 0 to −x and x in the proportions of the densities at these points. This makes it an extremely complicated estimation procedure. However, if F and G are assumed to be symmetric about known centers, the redistribution problem becomes trivial. This problem was addressed by [11] . El Barmi and Mukerjee [6] (hereafter referred to as EM (2009)) provided better estimators, generalized them to the k-sample case, and to the case of unknown centers of symmetry. For peakedness ordering in the general case, Rojo et al. [12] (hereafter referred to as RBD (2007)) suggested the following estimators based on independent empiricals F n and G m of F and G, respectively, when F ≥ pkd G. They setĜ m = G m and set
These estimators have several desirable features missing. They provide no possible improvement in the estimation of G over the empirical under the order restriction, they estimate F on (−∞, 0] without any consideration of 
where B 1 and B 2 are independent Brownian bridges. Using the method of computation at the end of Section 6 in EM (2009), it can be shown that the asymptotic mean square error (AMSE) ofF nm is
, going to infinity as α → 1. This result corresponds to part (iii) of Theorem 3.3 in RBD (2007) where it is assumed that F = pkd G. Their statement for the asymptotic distribution ofF nm mentions only that m, n → ∞, but, in their proof, they let m → ∞ first before letting n → ∞, which essentially corresponds to a 1-sample problem with G known.
In our estimation procedure, we ''isotonize'' the empirical estimators of F + and G + under the stochastic ordering constraint using a ''quantile'' estimator that retains the jump sizes of the empiricals, but with possible shifts of the masses to the right or to the left. This is in contrast to other estimators where the jump sizes could be altered. The redistribution of the masses of the isotonized estimators to both sides of 0 then becomes natural by keeping track of the signs of the original observations that contributed to the empiricals of F + and G + . Details are provided in Section 2. The papers on peakedness ordering mentioned above give many examples and applications. We will not repeat them here. The rest of the paper is organized as follows. In Section 2, we provide estimators of two peakedness ordered DFs and prove their consistency. In Section 3 we study the weak convergence of the resulting processes and some properties of the limiting processes. In Section 4 the asymptotic bias and mean square error of our estimators are discussed and confidence intervals and a hypothesis test are developed in Section 5. In Section 6 some data on prices of gold and silver are used in an example to illustrate our theoretical results and some concluding remarks are given in Section 7. All the proofs are given in an Appendix.
Throughout the rest of the paper we use 
The estimators and consistency
Let X and Y be continuous RVs with DFs F and G, respectively, and assume that X ≤ pkd Y , or equivalently,
. . , Y m be independent random samples from F and G, respectively, for some m and n, and let F n and G m denote the corresponding empirical DFs. For x ≥ 0, define (4) and note that F 
to be the empirical DF of the combined samples of the absolute values. We assume that C + nm has n + m distinct jump points none of which is 0 since this occurs wp 1 from our continuity assumption; multiple jump points could be handled, but only with a great deal of notational complexity.
Our 
. These estimators, originally due to [8] , have been studied in detail in [5] and are given in this case by For x ≥ 0, define
Note that F n ({0}) = F n (0) − F n (0 − ) = 0 by our assumption so that 
where F *
In the general case, if we define the very plausible estimator,
then F * nm may fail to be a DF. We overcome this difficulty by defining a new set of restricted estimators for F + and G + ,F 
where w k is a jump point ofG
the last equality following from the fact that G
. By arguments similar to those above,
Thus, we can give the following alternative definition ofv j : 
. Multiplying the terms in the first string of inequalities by n, those in the second by m, and adding them term by term, we get k − 1 < i + j − 1 < k, which is not possible. If w k =v j = v j , then (ii) w k ̸ ∈ U by our assumption, implying u i <ũ i and F
Using the definition of C + nm and (ii) and (iii) from above, we have C
We now have a simple algorithm for computingF
and we assign a point mass of 1/n (1/m) at each point ofŨ (  V ) to computeF 
Thus, the isotonic and the quantile estimators of F + and G + are very close.
To defineF nm , we first setF 1nm (0) =F 2nm (0) = 0, whereF lnm is our estimator of F l , l = 1, 2. Definẽ
is the jump of the function H at x. Note thatF lnm ({ũ i }) = 1/n if and only if u i is a jump point of F ln , l = 1, 2; it is 0 otherwise. We definẽ F nm by replacing F 1n and F 2n in the expression for F n in (8) byF 1nm andF 2nm , respectively, to get
We defineG 1nm ,G 2nm andG nm in a similar fashion. We now consider consistency of our estimators.
Thus, for l = 1, 2, we havẽ
andF
with a corresponding expression forG nm . For comparison purposes, we can also write
where the symbols (F n , F 1n , F 2n ) may be replaced by (F , − → 0.
Weak convergence
and define analogous entities for the process involving G by the symbols
. From standard theory and using the continuous mapping theorem we have 
where w 1 = n/(n + m) and w 2 = 1 − w 1 . We assume that lim m∧n→∞ w 1 = α ∈ [0, 1]. It follows from [5] that, when 
For studying the weak convergence involving the inverse functions and the compositions in (14), we make use of the functional delta-method theorem using Lemma 3.9.23 and the composition theorem in Lemma 3.9.27 in [13, pp. 386-388]; applicability of these lemmas in our case follow arguments similar to those given in Examples 3.9.24 and 3.9.29 of the same reference. The symbols B 1 , B 2 , etc., will denote standard Brownian Bridges. 
, for s ≤ t; here δ ij is the Kronecker delta. Using expressions for F n and F in the form of (15), we can write
with a similar decomposition of W , where Z and W are as defined above. Note that 
The following theorem gives our weak convergence results.
Theorem 2. Suppose that assumption
2 with independent components.
is the adjustment to Z
In the theorem above, this adjustment has been redistributed to −x and x in the ratio of the densities at these points,-f 1 (−x) and f 2 (x). Note that setting f 1 = f 2 gives the results in EM (2009) for the symmetric case.
Remark 2.
For inference purposes, f 1 (x) and f 2 (x) have to be estimated at some x > 0. A bin estimator of the form
, with 1/3 < δ < 2/5 and some positive constant, c, will provide simple, asymptotically unbiased estimators, as is well known from the literature on nonparametric density estimation.
Although our primary interest is the estimation of the peakedness functions, and |Z + α | stochastically dominates |Z + | using Kelly's [9] theorem as shown in [5] , it is of interest to compare |Z α | and |Z| stochastically also. In the symmetric case, EM (2009) 
In the general case, this inequality holds also if the distributions are not too asymmetric. We first note that f 1 
, and h
.
If we define the hazard rate of a DF or SDF, H, 
(ii) Assume that F
the inequality is reversed if 0 < h + (x)/h i (x) < 1/2, and it becomes an equality when h 
Remark 3.
Under the conditions of part (ii) of the theorem, if h 1 (x) = 0, i.e., if x is beyond the range of F 1 , then h 2 (x)/h + (x) = 1. The same is true with the subscripts switched.
Remark 4. We have
may be less than 1/2. A sufficient, but not necessary condition for |Z α (x)| to dominate |Z(x)| stochastically under the conditions of part (ii) of the Theorem 2 is 2 min{h 1 (|x|), h 2 (|x|)} > max{h 1 (|x|), h 2 (|x|)}.
Asymptotic bias and MSE
The asymptotic bias and MSE at x for the restricted and the unrestricted estimators are the same if F
, and a similar expression forW α , we get
. For x < 0, x is replaced by −x and the signs are switched in the expressions above. Next we compute the AMSE's. Here we present the computations for E[Z α (x)] 2 only. For
with h 2 and h + as defined in Section 4. Thus, using the order restriction, the AMSE goes down if
and it goes up if it is more than 1/2.
2 is the same as above with
Confidence intervals and hypothesis tests
In the symmetric case, |Z α (x)| is stochastically smaller than |Z(x)| for all x for which F + (|x|) = G + (|x|). In the general case, this is guaranteed only when r i (|x|) = h + (|x|)/h i (|x|) > 1/2 for i = 1, 2. Now, r i (|x|) > 1/2 if |x| is outside the intersection of the ranges of F 1 and F 2 , or, if max{r 1 (|x|), r 2 (|x|)} > 1/2, which will always be true at x or −x. 
Under H 0 ,
when B is a standard Brownian bridge. The test can be carried out using the well known distributional result P(T < t) = e −2t 2 , for t < 0.
Example
Next we illustrate our theoretical results using some data on prices of gold and silver. It is well documented that the prices of silver are more volatile than those of gold and their relative volatility has important consequences on hedging practices. We look at the daily prices of these two commodities over a period of 95 days starting January 1, 2007. Since the two data sets have markedly different means, we look at their relative dispersions (relative to the mean) by scaling the prices in each set by the corresponding sample mean to make all the means unity and then we center the data to make the means zero. We assume that the DF, F , corresponding to the transformed data from silver is less peaked than G, the DF corresponding to the transformed data from gold. Fig. 1 shows that F Fig. 2 and in Figs. 3 and 4 , we display estimates of the densities corresponding to these data (unrestricted estimators) and the modified data (restricted estimators) that satisfy the peakedness constraint. 
Concluding remarks
Peakedness provides a more comprehensive measure of dispersion than one-point numerical summaries, e.g., variance or kurtosis. It is defined for all distributions, whether moments exist or not. Peakedness ordering of two RVs, symmetric or not, can provide direct comparisons of probabilities about points of interest. In this paper, we have considered the estimation of two continuous RVs under peakedness ordering in the general case, and provided statistical inference procedures. We showed that a natural set of estimators of the DFs may not have the properties of DFs for finite samples, although they behave well asymptotically. Our estimators utilize a new estimation procedure for estimating two DFs under stochastic ordering, based on the reverse ordering of the quantiles that may be of independent interest. We have provided asymptotic inference procedures using these estimators. However, as opposed to the symmetric case studied in EM (2009), they are uniformly better than the empiricals only if the distributions are not too asymmetric. We have also illustrated our procedure on a comparison of gold and silver prices. Using this and (11), we have
Since F 1n , F 2n , F + n and G + m are strongly uniformly consistent, the theorem follows from the representations ofF nm and F n in (14) and (15) and the results above.
Proof of Theorem 2. We omit the proof of part (i) since it is a much simpler version of the proof of part (ii) with the order restriction disappearing asymptotically. We also show only thatZ nm w =⇒Z α on (−∞, ∞) in part (ii); the weak convergence ofG nm follows from similar arguments. For x ≥ 0, we havẽ
and, substituting these expressions in (18), we havẽ
Note that Z n (0) =Z 1nm (−∞). We first consider the weak convergence ofZ 2nm on [0, T ], where
and note that B 3 and B 4 are independent. By Lemma 3.9.23 (see also Example 3.9.24) in [13] ,
Using the expression for Z + α in Theorem 2, we have 
by reversing the roles of A and B in the definition of φ above, we havẽ
We now extend this result to [0, ∞). It is well known that for a Brownian Bridge, B, and for all ϵ > 0, there exists η > 0 such that P  sup 1−η≤s≤1 |B(s)| ≥ ϵ  < ϵ. 
