One-Way Property Proof In Public Key Cryptography Based On Ohnn  by Guo-Gang, Li & Dong-Hui, Guo
Procedia Engineering 15 (2011) 1812 – 1816
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.08.337
Available online at www.sciencedirect.com
Available online at www.sciencedirect.com
 
           Procedia Engineering  00 (2011) 000–000 
Procedia
Engineering
www.elsevier.com/locate/procedia
Advanced in Control Engineeringand Information Science 
One-way property proof in public key cryptography based on 
OHNN 
Li Guo-Ganga,b,Guo Dong-Huia a* 
aSchool of  Information Science & Technology，Xiamen University ,Xiamen 361005 
bCollege of  Information Science & Engineering, Huaqiao University, Xiamen 361021 
Abstract 
The public key cryptography based on an Overstoraged Hopfield Neural Network (OHNN) is a combination of 
Diffie-Hellman public key cryptosystem and probabilistic symmetric-key encryption scheme with chaotic-classified 
properties. Keep the random permutation operation of the neural synaptic matrix as the secret key, and the neural 
synaptic matrix after permutation as public-key.  Because of the principal applications of generalized inverses is to 
the solution of linear systems and matrix equations in the singular case, we use the generalized inverse of matrices to 
demonstration that the transform function of the neural synaptic matrix is trapdoor one-way function. It lays a good 
foundation to design a provably secure public-key encryption scheme. 
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1. Introduction 
Since W. Diffie and M. Hellman firstly advanced the thought of public-key cryptosystem in 1976, it has 
been the focus of modern cryptographist’s attention [1]. Due to the intrinsic complicated nonlinearity 
property of neural network[2], it is very fit to the requirement of the complex computing in cryptography, 
the neural network, especially discrete Hopfield Neural Network (HNN) is applied for Cryptography [3]-
[6]. 
The chaotic dynamics character of recurrent HNN is regarded as an extremely complex and 
unpredictable nonlinearity issue, which can be referred as the nondeterministic polynomial (NP) class, 
which is a terminology of computational complexity. It can be used to generate unpredictable stream 
tracks [2], achieve the classification of irregular chaotic attractors [7]-[9], and complete the 
synchronization of different systems. Moreover, discrete HNN is a kind of network which can be carried 
out by high speed parallel calculation networks and suits to use FPGA (or CMOS digital integrated 
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circuits) to implement directly [10]-[11]. So, high speed enciphered communication can be made 
according to this. 
   Since one-way-functions and trap doors are the common features of public-key cryptographies, the 
computation to get secret-key is often equivalent to solving an infeasible mathematic problem. 
According to the thought of Diffie-Hellman public-key cryptosystem, a new public-key cryptosystem 
based on OHNN can be implemented with the property of OHNN’s chaotic attractors and the foundation 
of symmetric probabilistic encryption [5], namely keeping the neural synaptic matrix as a trap door and 
using the exchangeable random permutation matrix to alter the neural synaptic matrix [12]. 
Based on this, improvements can be made according to the provable security theory [13], i.e. 
constructing a practical public-key encryption algorithm and making its security equals to solving the trap 
door one-way-functions contained[14]-[15]. The principle of OHNN public-key encryption is introduced. 
In order to construct the model of provable public-key algorithm, it is proved that the neural synaptic 
matrix can be trap door one-way-function with generalized inverse matrix theory in mathematics. 
2. The principle of public-key algorithm 
2.1. The model of neutral network 
Assume a fully interconnected synchronous neutral network of N neurons labeled from 0 to N-1. The 
state of a neuron i at the time t is denoted Si(t) which can  only be either 0 or 1. The next state of neuron i, 
i.e. Si(t+1) depends on the current states of all neurons in the following way: 
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Where Tij is the synaptic strength between neurons i and j,  iϑ   is the threshold value of the neuron i, 
σ(x) is any non-linear function, could be estimated to a sign function as following: 
 
 
 
The HNN could be a neural network with neuron threshold being zero and with Tij being a symmetric 
matrix. J.J. Hopfield proved that the energy function of such network is monotonically decreasing during 
state evolution [16]. Therefore any initial state of the network must converge to a stable state, which is 
called chaotic attractor [5]. The relationships of the message states in the domain for each attractor are 
unpredictable. If the neural synaptic matrix T is changed, these attractors and their attraction domain also 
will be altered. After a random permutation matrix H is introduced, the original initial state S and 
corresponding attractor     turns into a new initial state     and attractor     , which can be calculated by  
Sˆ HS= and                   , respectively.  
2.2. Diffe-Hellman public-key cryptosystem based on chaotic attractors 
When neural synaptic matrix T is an n×n singular matrix, then the singular matrix '**ˆ HTHT =    can 
be easy to get under the condition of that H is an n×n random diagonalizable matrix and kept secretly 
[17]. Suppose that H1 and H2 are two of commutative matrices with same order, and they must meet the 
following equation: 1221 ** HHHH = . 
According to Diffie-Hellman public-key cryptosystem, if a neural synaptic matrix T0 which is a n×n 
singular matrix is selected by all users of a group commonly. Each user can randomly choose a 
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permutation matrix from an n×n commutative matrices group. For example, firstly, user A selects a 
nonsingular matrix Ha from this commutative matrices group. Then Ta is given by                          .Where 
Ha’ is the transposed matrix of Ha. Secondly the user can keep Ha secrete as a private key and Ta open as 
a public key. When a secure communication is occurred between user A and B in a group, the users can 
take 
'' **** bababa HTHHTHT ==  as their shared key. It is very easy to calculate the shared key by using 
his own secret key and the other’s public key for user A (or user B), but it is hard to obtain the shared key 
from public key Ta and Tb directly, especially when the number of neurons n is sufficiently large. 
3. Security 
The security of OHNN public-key cryptosystem is based on the difficulty of singular matrix 
decomposition and the chaotic-classified properties of OHNN [13]. There are two ways for attacking the 
cryptosystem, one is to attack the chaotic properties of OHNN to get the secret-key, and the other is to 
decompose the singular matrix. The chaotic properties of OHNN show a good performance in this 
proposed cryptosystem. With the purpose of eliminating the statistical likeness of the plaintext and 
avoiding the attraction based on the statistical probabilities of plaintext characters, in this scheme, it is 
required that the attractors are randomly substituted by the messages in their domains of attraction. 
Λ, the number of messages in the domain of attraction, mainly depends on the OHNN neural network 
size N. Moreover, the relationship between Λ and N is positive correlation, i.e. Λ increase with N. It can 
basically fulfill the requirements of current security when N=32 with the result as Λ= 216 [5]. Considering 
the decomposition of singular matrix, the possible number of random permutation matrices H is N!, i.e. 
the space of the secret-key is N!. 
Even in a known plaintext attack, an exhaustive search would have to be done over N! kinds of  
random permutations H. If a dedicated computer system that perform a search of 106 groups of random 
permutations in one second, the time required to search exhaustively the entire H space and to identify H 
is dependent on size of N. When N=32, it can reach the security level which is above the acceptable 
current states [5]. 
Since the neural synaptic matrix T0 is a singular matrix, thus the matrices Ts ,Tr and  Tˆ   all are singular 
matrices. In this way, these equations '0 ** sss HTHT = , '0 ** rrr HTHT =  and 
'' ****ˆ rsrsrs HTHHTHT ==  can all be concluded as on format, i.e.
'XAXB = , where A is a 
singular matrix. We can solve the equation 'XAXB =  by using the theorem of generalized inverse 
matrix, and based on this, it can be proved that the transformation function of neural synaptic matrix is a 
one-way function in mathematic. 
4. Prove the one-way property 
For a nonsingular matrix A, there is one and only inverse A −1, therefore, x=A-1b is the unique solution 
of the linear equation Ax=b. Usually, A is a singular or rectangular matrix, so the linear equation has no 
solution, or has multiple solutions. However, with the theorem of generalized inverse matrix, x=Gb can 
be denoted as one of solutions of the linear equation Ax=b. Because of that, it is widely used in the linear 
system and solving problems of the matrix equations [18]. 
For every finite matrix A (square or rectangular) of real or complex elements, there is a unique matrix 
X satisfying the four equations (that we call the Penrose equations): (1)AXA=A,(2)XAX=A,(3) 
(AX)*=AX and (4) (XA)*=XA, where A∗ denotes the conjugate transpose of A. The unique solution is 
commonly called Moore-Penrose inverses, denoted by A+. 
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The generalized inverse matrices are still uncertain when one or several formulas. Let Cm×n denotes the 
class of m × n complex matrices, definition is given as following:  
  Definition: For any A ∈ Cm×n, let A{i, j, . . . , k} denotes the set of matrices X ∈ Cm×n which satisfy 
equations (i), (j), · · · , (k) from among the equations (1)–(4). A matrix X ∈ A{i, j, . . . , k} is called an {i, 
j, . . . , k}–inverse of A, and also denoted by A(i,j,... ,k). 
So a matrix X satisfying the Penrose condition (1) AXA=A is called the equation solving generalized 
inverse for AXA=A or {1} inverse of A, and is denoted by X= A(1) or X∈ A{1}, where A{1} denotes the 
set of all {1} inverses of A.{1}-inverse is one of the most basic and important generalized inverses. One 
of its significant applications is about expressing the solutions when solving the matrix equations and 
linear equations, and plays a similar role as the common inverse. 
  Theorem:  For A ∈ Cm×n , B ∈ C p×q, if and only if exist A(1) and B(1) which satisfy the 
equation )( )1()1('' BBIYBABX −+=  where Y is any n×p matrix, then solutions of 'XAXB =  
are consistent. 
Proof: If A is a singular matrix, and X satisfy the Penrose condition AXA=A, then 'XAXB =  can be 
transformed to 
 
'' AXAXAXAB ==                                                                                                                          (3) 
Making a transposition simultaneously on both sides 
''' ABXA =                                                                                                                                             (4) 
Putting equation (4) into a common form: 
AXB = D                                                                                                                                                       (5) 
Where A ∈ Cm×n , B ∈ C p×q , D ∈ Cm×q，if and only if there are some A(1) and B(1)  meeting  
AA(1)DB(1)B = D                                                                                                                                         (6) 
 Equation (5) is consistent [19] and its general solution is given by 
X = A(1)DB(1) + Y − A(1)AYBB(1)                                                                                                                 (7) 
for arbitrary Y∈ Cn×p. 
Let A=I, D=
'' AB , according to (7), the general solution of (4) is  
)( )1()1('' BBIYBABX −+=                                                                                                                 (8) 
for arbitrary Y∈ Cn×p.  
  Since equation 'XAXB =  has infinite solutions, which is corresponding to '0 ** sss HTHT =  、 
'
0 ** rrr HTHT =  and 
'' ****ˆ rsrsrs HTHHTHT ==  in OHNN public-key algorithm. 
Therefore, it is easy to calculate Ts, Tr and Tˆ  by T0, Hr and Hs , but it is nearly impossible to get Hr and 
H by Ts, Tr and Tˆ . So we can make a conclusion that the transformation function of neural synaptic 
matrix is a trapdoor one-way function.   
5. Conclusion  
The public-key algorithm based on OHNN is a new kind of Diffie-Hellman public-key cryptosystem 
with the foundation of the properties of neural network chaotic attractors, and its security is reduced to the 
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difficulties of solving the transformation functions of neural synaptic matrix. In order to construct a good 
foundation for designing a provable secure public-key encryption scheme, we have proved that the 
transformation functions of neural synaptic matrix are one-way functions and given the general form of 
their solutions by using generalized inverse matrices. 
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