Several calls have been made for replacing coefficient ␣ with more contemporary model-based reliability coefficients in psychological research. Under the assumption of unidimensional measurement scales and independent measurement errors, two leading alternatives are composite reliability and maximal reliability. Of these two, the maximal reliability statistic, or equivalently Hancock's H, has received a significant amount of attention in recent years. The difference between composite reliability and maximal reliability is that the former is a reliability index for a scale mean (or unweighted sum), whereas the latter estimates the reliability of a scale score where indicators are weighted differently based on their estimated reliabilities. The formula for the maximal reliability weights has been derived using population quantities; however, their finite-sample behavior has not been extensively examined. Particularly, there are two types of bias when the maximal reliability statistic is calculated from sample data: (a) the sample maximal reliability estimator is a positively biased estimator of population maximal reliability, and (b) the true reliability of composites formed with maximal reliability weights calculated from sample data is on average less than the population reliability. Both effects are more pronounced in small-sample scenarios (e.g., Ͻ100). We also demonstrate that the composite reliability estimator for equally weighted composite exhibits substantially less bias, which makes it a more appropriate choice for the small-sample case.
Summary estimates of reliability for psychometric instruments serve two main purposes in primary research. First, they provide an assessment of the quality of measurement in latent variable models (Raykov, 1997) . Second, in cases where regression or path analyses are performed using (weighted or unweighted) sums of scale scores, reliability estimates can be used to correct for attenuation of coefficients due to random measurement error (Cole & Preacher, 2014; Nimon, Zientek, & Henson, 2012) . Outside of primary research, reliability estimates also feature centrally in correcting correlations for measurement error attenuation in metaanalyses (Schmidt & Hunter, 2015, Chapter 3) . As such, obtaining unbiased estimates of reliability is of key interest in both primary and secondary studies.
Although coefficient ␣ 1 continues to be the most popular reliability estimator in psychological research, its use rests on some strict measurement assumptions (e.g., tau-equivalence) that are unlikely to be met in practice (Cho & Kim, 2015; McNeish, 2017; Sijtsma, 2009 ). Consequently, model-based reliability estimators, such as maximal reliability ( max , or equivalently, Hancock's H) and composite reliability ( CR , or equivalently total ), have been recommended as more modern alternatives to alpha (McNeish, 2017) . Like coefficient ␣, both of these estimators are applicable under scale unidimensionality and independence of measurement errors, but relax the assumption of equally reliable indicators required by coefficient ␣. Because both maximal reliability and composite reliability work with the same set of assumptions, these indices are often recommended as two equally preferable alternatives (McNeish, 2017) .
Both maximal reliability and composite reliability estimate the reliability of a scale score or index formed as the sum of the indicators (composite), but differ in how the score is calculated. With composite reliability, the composite score is based on equal weights (i.e., an unweighted sum), whereas maximal reliability involves weighting each indicator differently to maximize the reliability of the composite score. Indeed, giving more weight to more reliable indicators is intuitively appealing, and a number of simulation studies have shown good performance of the maximal reliability estimator (e.g., Penev & Raykov, 2006; Raykov, 2004; Raykov, Gabler, & Dimitrov, 2015) . However, these investigations have focused on the large sample context, which may not be representative of the bulk of applied research studies. This is problematic because there are important limitations to the smallsample applications of the maximal reliability index that are currently overlooked in the literature, as is evident from a number of recent articles that recommend its use without discussing these limitations (e.g., Dimitrov, Raykov, & AL-Qataee, 2015; Gabler & Raykov, 2017; McNeish, 2017) .
In this research, however, we demonstrate the following two issues: (a) the maximal reliability estimator ( max ) is a positively biased estimator of population maximal reliability; and (b) the true sample reliability (r max ) of composites formed with maximal reliability weights is less than the population maximal reliability. Moreover, both of these effects are most pronounced in small samples (e.g., Ͻ100). For researchers looking for a successor to coefficient ␣ for reliability estimation in latent variable models, the practical implication of the first result above is that when using maximal reliability, reliability will be over-rather than underestimated, as would be the case with coefficient ␣. For those who prefer working with scale scores, these opposing effects are compounded, leading to overestimation of both population and sample reliability. That is, when calculating maximal reliability composites from small samples, applied researchers will form composites which will be, on average, markedly less reliable than what the calculated statistic would indicate. The equally weighted composite and the associated composite reliability estimator, on the other hand, exhibit substantially less bias, which makes them more appropriate in small-sample scenarios for both of these applications.
We begin by reviewing the literature on the reliability of composites of congeneric measures, with an emphasis on the maximal reliability weights and the associated maximal reliability estimator. Thereafter, we show the equivalence of maximal reliability weights and regression coefficients calculated from factor analysis results, which leads to an equivalence of the maximal reliability estimator and the coefficient of determination. Based on this equivalence, we contend that the maximal reliability estimator is a positively biased estimator of population maximal reliability. We demonstrate this result by means of a simulation study comparing the relative performance of maximal reliability and equal weights composites, in terms of the relative degree of bias present in both estimators under a variety of research conditions (in particular, sample sizes). We conclude by discussing the implications of these results for the use of reliability indices with small samples.
Maximal Reliability

Congeneric Measures and Reliability
Following past research in this area (e.g., Penev & Raykov, 2006; Raykov, 2004) , we are interested in a set of k congeneric items, which measure the same underlying latent variable with possibly different units and measurement locations, as well as random error variances (Jöreskog, 1971) . For simplicity, we assume throughout this research that k Ͼ 1 and all location parameters are zero. The following relationship thus holds:
where each y i is an indicator (i ϭ 1 through k), denotes the underlying latent variable, the i are the loadings relating each indicator to the latent variable, and the ε i are random measurement errors in the y i , assumed to be uncorrelated with both the latent variable and among themselves. The reliability of a weighted composite is the squared correlation between the composite and the latent variable that it measures, calculated as a nonlinear function of the loadings, weights, and error variances of each indicator; more formally (e.g., H. Li, Rosenthal, & Rubin, 1996 , see the online supplemental Appendix B):
where Var() is the variance of the latent variable, the w i are the weights assigned to each indicator, the i are the loadings as before, and the Var(ε i ) are the variances of the measurement errors.
Maximal Reliability
The maximum reliability of a linear composite can be expressed in terms of individual indicator reliabilities ( i , cf., Bentler, 2007; Conger, 1980; H. Li, 1997; Raykov, 2004) :
which is maximized when the weights of the individual indicators are defined as follows:
Furthermore, given that the individual indicator reliabilities i can be expressed as:
the maximal reliability weights then become:
That is, for a composite of congeneric measures to exhibit maximum reliability, the weight for each indicator should be set to the ratio of its loading to its error variance. The expression shown in Equation 3 is equivalent to Hancock's coefficient H (e.g., Hancock, 2001, pp. 380 -382; Hancock & Mueller, 2001) , which figures prominently in discussions on power analysis and effect sizes when comparing latent means (Hancock, 2001) .
2 This index has received considerable attention in the past. Under either label, studies have examined the change in this index when the number of indicators of a latent variable changes (Raykov & Hancock, 2005) , its use in multilevel designs (Geldhof, Preacher, & Zyphur, 2014; Raykov & Penev, 2009) , the assessment of its invariance over time or in distinct populations (Raykov, 2005) , and its role in statistical power in covariance structure modeling (Penev & Raykov, 2006) , to name just a few. It is clear that this concept, in either of its formulations, has wide applicability in a number of different research scenarios as indicated by a recent call for the replacement of coefficient ␣ by max and other model-based reliability statistics in psychological research (McNeish, 2017) .
Although the maximal reliability estimator is most commonly referred to as max in methodological research, it is more commonly used under the alternative label of coefficient H in applied research. To gain a better understanding of the sample sizes involved in empirical applications of coefficient H, we reviewed all articles citing the work of Hancock and Mueller (2001) in Google Scholar resulting in a collection of 198 unique applied research articles written in the English language in which coefficient H was applied to sample data. 3 The median sample size was 344, 4 indicating that the coefficient is most commonly applied to large samples. Of the 198 articles reviewed, however, 31 (or 15.6%) employed samples less than 150. An additional 43 (or 21.7%) studies had samples in the 150 -250 range. Given that the maximal reliability estimator has been used with widely varying sample sizes in applied research and that the recent publications in premier methodological journals (e.g., Gabler & Raykov, 2017; McNeish, 2017; Raykov et al., 2015) advocate its use, it is important to understand the behavior of the statistic in finite samples, which is neither theoretically explained nor empirically demonstrated in any of the existing studies.
Finite-Sample Behavior of Maximal Reliability: An Explanation of the Bias
The maximal reliability weights are optimal (i.e., maximize reliability) when they are derived from population data where the scales consist of congeneric items with known reliabilities. However, the performance of the maximal reliability weights may be suboptimal when these conditions do not hold. Particularly, researchers rarely work with full populations, and indicator reliabilities are typically unknown and must be estimated. In these scenarios, both sampling error and estimation errors of individual indicator reliabilities can substantially influence the performance of the maximal reliability estimator. Both sources of error depend on sample size, and we argue that there are small-sample scenarios that are problematic for the maximal reliability estimator, but which have not been thoroughly addressed in the literature.
Our concern is motivated by a large body of evidence demonstrating that, in small samples, several measures of association are biased estimators of their population counterparts, such as the Pearson correlation coefficient (r) and its square (Shieh, 2010; Skidmore & Thompson, 2011; Wang & Thompson, 2007; Zumbo, Williams, & Zimmerman, 2003) , the coefficient of determination (R 2 ) in multiple regression (Leach & Henson, 2007; Shieh, 2008; Yin & Fan, 2001) , and the canonical correlation coefficient (Leach & Henson, 2014; Thompson, 1990) , to name a few. Moreover, this small-sample overestimation tends to be more pronounced when effect sizes are low (Thompson, 1999; Vacha-Haase & Thompson, 2004) . Similar overestimation has also been shown to arise in other reliability estimates, such as the greatest lower bound (glb; Bentler, 2009; Ten Berge & Sočan, 2004) . Although small-sample bias has neither been formally described nor systematically studied with respect to maximal reliability, it seems reasonable to expect that the sample maximal reliability estimator would not be unbiased, for two reasons. First, estimates of model parameters, such as those of i , Var(), and Var(ε i ) in Equation 2, may be biased. In particular, commonly used maximum likelihood estimates have been proven to be unbiased only asymptotically (Bollen, 1989 ; see also Cordeiro & Cribari-Neto, 2014; Kosmidis, 2014) . Indeed, several authors have warned that reliability indices may not be 2 Consider that the formula for Hancock's coefficient
, where ᒉ i 2 (the squared standardized factor loading of indicator i)
is the individual reliability of the indicator i, assuming a correctly specified single-factor model, as is the case here, and equivalent to i in Equation 3. 3 The complete list of all studies reviewed is available in the online supplemental Appendix F. 4 In the few cases where a publication reported multiple studies, we noted the smallest of the samples, as that is an indicator of the lower threshold at which researchers still feel comfortable applying coefficient H. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
trustworthy in small samples because factor analysis estimates may be biased (e.g., Raykov, 1997; Sijtsma, 2009 ). Second, even if both i and Var͑ε ͒ were unbiased, estimation error in these statistics will lead to bias in the maximal reliability estimator, as we will explain next. To see why the maximal reliability estimator is biased even when unbiased estimates are used in its calculation, it is helpful to consider it within the framework of multiple regression. The multiple regression model can be written as follows (where all variables are expressed as deviations from their means, with no loss of generality):
where y is a N ϫ 1 vector of response values, ␤ is a k ϫ 1 vector of regression coefficients, X is a N ϫ k matrix of observations for the predictors, and is a N ϫ 1 vector of errors, which are assumed to be uncorrelated with the predictors. The ordinary least squares (OLS) estimate of ␤ is calculated as:
where S xx Ϫ1 is the inverse of the k ϫ k sample variance-covariance matrix of the k predictors and s xy is a k ϫ 1 vector of the sample covariances between each predictor and the response variable. The coefficient of determination for the regression in Equation 7 is given by:
There is a direct correspondence between the maximal reliability estimator and the coefficient of determination in multiple regression shown in Equation 9. This equivalence derives from the fact that the fitted values of the regression, ŷϭ␤X, are composites of the predictors that are maximally correlated with the dependent variable. Now, consider a regression of a latent variable on its indicators:
where is a N ϫ 1 vector of values of the common factor, ␤ is the k ϫ 1 vector of regression coefficients, Y is the N ϫ k matrix of observations for the indicators, and is the N ϫ 1 vector of uncorrelated errors. Although it would seem that estimating this regression would not be possible because no case values of , are observed, the regression coefficients ␤ can be estimated because the OLS estimator in Equation 8 requires only information about the sample variances and covariances. Although the sample covariances between a latent and an observed variable are not observed, the OLS estimator can be applied to model-implied covariances.
Assuming that the latent variable has unit variance in the sample, the model-implied covariances between the latent variable and its indicators are equivalent to the estimated factor loadings ( ). Further, the model-implied variance-covariance matrix of the indicators is given as:
where ⌰ is a diagonal k ϫ k matrix of estimated error variances (Var͑ε i ͒). The maximal reliability weights can therefore be expressed as:
The maximal reliability weights discussed here are equivalent to the weights used to create factor scores proposed by Thurstone (1935; compare, e.g., Equation 11 above with Equation 1 in Grice, 2001) . The estimated maximal reliability is then given by:
which is equivalent with the coefficient of determination in Equation 9 because of equivalence between␤ and w max , andˆ and s xy . This derivation is novel, as the equivalence of both quantities has not thus far been recognized in the literature on maximal reliability. Having established the equivalence of both formulations of the maximal reliability estimator, we now focus on its behavior when applied to finite samples. In an ideal scenario where the factor model holds in the population and i and Var͑ε ͒ are unbiased and independent, the model-implied moments of xy and ⌺ xx are unbiased estimators of their population counterparts, thereby yielding unbiased estimates of the coefficients in the regressions of factors on observed indicators (as per Equation 8 for the OLS estimator), which are equivalent to maximal reliability weights except for a scaling difference. The relevance of the OLS regression framework for the small-sample characteristics of the maximal reliability estimator stems from the fact that even under this ideal scenario where OLS estimates of regression coefficients are unbiased, the R 2 statistic calculated from sample data is positively biased (Cohen, Cohen, West, & Aiken, 2003, Chapter 3.5) . Given the important effects of sample size on the degree of bias in the R 2 statistic (Yin & Fan, 2001) , we also expect bias in the maximal reliability estimator to diminish as sample size increases.
True and Estimated Composite Reliability
Although the maximal reliability estimator is typically used as an estimator of population maximal reliability, the composite scores may also be of interest in some research settings. Therefore, two important questions are: (a) how reliable are the maximal reliability composites calculated from sample data; and (b) how does this reliability compare with the population maximal reliability? The sample reliability (r) of a composite is defined as the squared correlation of that composite with the case values of the underlying latent variable in the sample; Table 1 provides the definitions of all reliability values considered in this article. As stated above, the maximal reliability composites are equivalent to the factor score estimators proposed by Thurstone (1935) , which have been shown to become more weakly correlated with the true latent variable values as sample size decreases (Grice, 2001) . Therefore, the expected value of the sample reliability of a composite formed with maximal reliability weights, r max , is anticipated to be systematically smaller than the population maximal reliability, max .
Given that the two effects described in this section operate in opposite directions, researchers using composites created with maximal reliability weights in small samples will be faced with a 5 The weights calculated this way are equivalent to those calculated from the ratio of the loading to the error variance for each individual indicator, up to a scaling constant that is not relevant for obtaining maximal reliability estimates. See the online supplemental Appendix A for an empirical demonstration using the two examples from Raykov et al. (2015) . This document is copyrighted by the American Psychological Association or one of its allied publishers.
dual challenge. On the one hand, their estimate of the reliability of the composite will be, on average, higher than the population value of the same. On the other hand, the sample reliability of said composite can be expected to be lower than the population value:
Taken together, the net effect is a weighted composite that will appear much more reliable than is truly the case, that is, the total discrepancy between ‫͓ޅ‬r max ͔ and ‫͓ޅ‬ max ͔ widens with decreasing N, as we demonstrate later in our simulation experiments.
The two sources of bias can be intuitively attributed to how the reliability estimates affect the calculation of indicator weights. On the one hand, indicators whose reliability estimates are affected by estimation error in a positive direction are given larger weights, leading to positive bias in max . On the other hand, the calculated weights are unlikely to be exactly optimal, because indicator reliability estimates are not error-free. Therefore, we can expect that the use of equal weights and the associated composite reliability estimator would mitigate these biases such that the sample reliability, estimated reliability, and population reliability would be approximately equal (i.e., ‫͓ޅ‬r CR ͔ Х CR Х ‫͓ޅ‬ CR ͔). To be sure, we cannot expect the composite reliability estimator to be completely unbiased, as it is a ratio (i.e., proportion of unit-weighted true score variance over observed score variance), and these are generally biased to some extent even if their input quantities are not. Nevertheless, the composite reliability estimator should still be less biased than the maximal reliability estimator, because it uses equal, fixed weights rather than estimating them from sample data. However, the relative small-sample performance of the two reliability coefficients has not yet been systematically examined. Indeed, Raykov and colleagues Raykov & Marcoulides, 2016) emphasize the large-sample nature of modelbased reliability coefficients, noting that factor analysis estimators such as maximum likelihood are only asymptotically unbiased, and call for future work on establishing the sample sizes where researchers could safely rely on asymptotic theory. Although our formal analysis above reveals that the maximal reliability estimator is, in principle, biased within finite samples, the actual extent of the problem in any given modeling situation is unknown. Therefore, we conducted a series of Monte Carlo simulation experiments to address these gaps.
Simulation Design and Results
Our set of Monte Carlo simulations consisted of the following specifications. First, we generated data following a multivariate normal distribution from a model containing a single common factor measured with three, five, seven, or nine indicators. 6 In one set of conditions, the loadings of each indicator on the common factor were all equal at 0.6, 0.7, or 0.8. In a second set of conditions, the loadings were unequal but centered around the same base loadings as before, as follows. First, a vector containing all elements from one to the desired number of indicators (i.e., three, five, seven, or nine) was constructed. Second, the vector was standardized to zero mean and unit variance. Third, the resulting vector was multiplied by a factor of 0.10. Finally, the base loading for the condition (0.6, 0.7, or 0.8) was added. The full listing of all loadings employed in the unequal loadings condition is included in Table 2 . For each scenario, measurement errors were specified to give the indicators unit variance. We also varied the size of the generated sample at 25, 50, 75, 100, 150, 300, 500, and 1,000. All conditions were fully crossed in a factorial design for a total of 192 different simulated conditions: number of indicators (four) ϫ base loadings (three) ϫ loading equality (two) ϫ sample size (eight), with 10,000 replications each. Data were generated by first generating a vector of latent variable scores, which was then multiplied by the factor loading vector after which random error was added. All data generation and parameter estimation steps were carried out in the R Statistical Environment (R Core Team, 2016); factor models were estimated with the lavaan package (Rosseel, 2012) , using the maximum likelihood technique and a correctly specified model for all scenarios. Annotated simulation and analysis code is available in the online supplemental Appendix D. True sample maximal reliability Squared sample correlation between the true factor scores retained from the data generation process and composites created using maximal reliability weights (equal to the ratio of estimated loadings and error variances). CR Population composite reliability Proportion of unit-weighted population true score variance over population observed score variance. Based on composites formed using unit weights (i.e., weights of 1). Estimated as CR in finite samples. r CR True sample composite reliability Squared sample correlation between true factor scores and composites created using unit weights.
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Simulation Results
Convergence was not a major issue, which is to be expected because the model was correctly specified (convergence rates, per unique combination of conditions, ranged from 93% to 100%), and therefore we simply discarded the nonconvergent replications. Within those replications that converged, in some conditions we encountered several inadmissible solutions due to Heywood cases. These were much more prevalent in the small sample size conditions, rising to as much as 28% of the converged replications for the case of N ϭ 25, 3 indicators, and unequal loadings with a base loading of 0.60; in this condition, only 67% of all replications were both convergent and admissible. Whereas Heywood case can be an indication of model misspecification, they can also be a result of sampling variability of the variance estimates in a correctly specified model (Kolenikov & Bollen, 2012) . Thus, after concluding that the Heywood case is not to be interpreted as evidence of model misspecification, researchers often reestimate the model with a constraint that the error term is positive (Savalei & Kolenikov, 2008) . However, as explained by Savalei and Kolenikov (2008) , this constraint leads to problems for model test statistics and may therefore be suboptimal. Constraining error terms to be positive is problematic for the maximal reliability statistic as well. Although estimates obtained this way satisfy the assumption that the error variances are positive, as required for the calculation of the maximal reliability weights, the estimates obtained this way converge to values that are arbitrarily close to zero and consequently max is arbitrarily close to one.
7 Therefore, following earlier research on factor score estimation (e.g., Grice, 2001) , we discarded all replications that contained Heywood cases. 8 We calculated the maximal and composite reliability estimators and also created composites of the observed indicators using either the maximal reliability or equal weights. Taking the squared correlation between these composites and the latent variable values used in data generation gives the true reliability of each of those composites in the sample: r max and r CR . This allowed us to compare maximal and composite reliability estimators to r max and r CR , as well as max and CR .
For the case of unequal population loadings, the overall degree of bias in max and r max was, respectively, 1.4%, and Ϫ1.5%, when compared with the population maximal reliability; in the case of equal population loadings, these biases were 1.6% and Ϫ1.6%, respectively. The performance of CR was identical over the equal and unequal loading conditions, and the biases for CR and r CR were 0.0% and Ϫ0.1%, respectively. The seemingly small global bias in the maximal reliability case, however, obscures some specific scenarios in which the bias is more prominent. As expected, these are the simulation conditions with the poorest measurement conditions; that is, those with the fewest indicators, the smallest samples and the weakest loadings. Conversely, bias decreases with increasing sample size, more indicators, and stronger loadings. Tables 3 and 4 show the results of selected conditions for the unequal and equal loading scenarios, respectively (full results for all conditions are presented in the online supplemental Appendixes B and C). The results show that in several scenarios, the maximal reliability estimators are severely affected by bias, whereas the composite reliability estimators are relatively unbiased. It is also critical to realize that the biases demonstrated here for max and r max operate in opposite directions. To see how this compounds the problem, consider the case of equal loadings, sample size of 25, three indicators, and loadings of 0.6 (the first row of Table 4 ). In this scenario, the long-run average of max is 18.8% higher than the population value of the index, whereas r max is, on average, 8.7% lower than the population value. This leads to an overall 27.5% (18.8% ϩ 8.7%) discrepancy between the estimated and true sample reliability of a composite. Similar calculations can be made for all other results presented in Tables 3 and 4 . Therefore, even if the biases present in max and r max may not be individually large, their opposing nature (i.e., max is a positively bias estimator of max and r max on average falls below max ) leads to composites that are believed to be much more reliable than is truly the case. That is, the estimated reliability that researchers observe from a composite that was created with maximal reliability weights is positively biased, compared to the population value, whereas the true reliability of the same composite is negatively biased, compared to the population value.
To more clearly show the effects of the various design conditions on the maximal reliability estimates, we present next a series of plots of the estimates and population values for equal and unequal loadings under selected conditions. Figure 1 shows maximal reliability estimates for the case of three indicators and 0.6 loadings over a range of sample sizes, for the equal Panel (a) and unequal Panel (b) loadings conditions. Figure 2 shows the same estimates for the case of three indicators, a sample size of 25, and over the range of loading values examined here. Finally, Figure 3 shows the estimates for the case of 0.6 loadings, sample size of 25, and indicators from three through nine. 7 This can be presented formally as a function of reliability: plim j ¡1
͑ max ͒ ϭ 1 because both the numerator and denominator of Equation 3 grow infinitely large:
8 As a robustness check, we re-estimated the inadmissible replications with a model that included inequality constraints forcing all variance estimates to be greater than zero (Savalei & Kolenikov, 2008) . These results showed even greater bias for max . The results based on all runs (both unconstrained and constrained) are shown in the online supplemental Appendix E. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
As these figures show, both max and r max converge on max as measurement conditions improve. That is, for any given value of the loadings and the number of indicators, results obtained from larger samples will be closer, on average, to the population values than those obtained from smaller samples. The same pattern occurs when the sample size and number of indicators are held fixed, with the results improving as loading strength increases; when sample size and loading strength are This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
fixed, unbiasedness improves as the number of indicators increases. A comparison between the two panels in each figure reveals that these effects operate similarly in both the equal and unequal loading conditions. Figures 2 and 3 showed results for N ϭ 25, to showcase the maximal reliability bias in its most extreme. To address more realistic sample sizes, Figures 4 and 5 display the same results as in Figures 2 and 3 but with N ϭ 150. As these show, the bias in maximal reliability estimates, though improving as measurement conditions improve (e.g., more indicators and stronger loadings), is still noticeable. That the performance of maximal reliability increases raises the question of how many indicators are necessary for the bias to become negligible. Although our focus on three-to nine-indicator scales covers the majority of empirical research, scales that are much longer are still fairly common in psychological assessment and personality research. To address this scenario, we ran a small additional simulation with only the poorest measurement conditions of those included in our original design (sample size of 25 or 50, base loadings of .6 or .7) but increased the number of items to 20. Results from This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
this simulation run (not reported, but available from the first author) revealed minimal bias (e.g., in the 3% range), though still in the expected direction. Turning now to the case of equally weighted composites, we note that CR , as well as r CR of equal-weighted composites, are largely unbiased with respect to CR . In contrast with the results presented above for maximal reliability, the largest discrepancy between CR and r CR is only 3.7% (also in the first row of Table  4 ). Moreover, Figures 6, 7, and 8 parallel those for maximal reliability results shown above in Figures 1, 2 , and 3. As these clearly show, the composite reliability estimates do not suffer from the same issues as the maximal reliability procedure. In particular, the CR are quite close to both the population CR as well as the sample r CR . Tables 3 and 4 (for selected conditions), as well as see the online supplemental Appendixes B and C (full results), provide further evidence of the lack of bias exhibited by both CR and r CR . That is, on average, the estimated composite reliability that researchers observe from their results is very close to the true reliability of the composite, thus making this an appealing alternative for applied scenarios. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Finally, we also include, in the online supplemental Appendixes B and C, a calculation of the relative bias of each estimator, by taking the difference between the estimated value of the reliability of a composite and its true sample reliability, which can be calculated from the case values of the latent variables that were generated as part of the simulation (but which would not be available to applied researchers). These results show that bias in the maximal reliability estimator is substantial under suboptimal measurement conditions and always exceeds that of the composite reliability estimates, which were largely unaffected.
Separating the Sources of Bias in the Maximal Reliability Estimator
Bias in the maximal reliability estimator stems from both: (a) the small-sample bias in the maximum likelihood estimators of the factor model parameters used as input (i.e., estimated loadings and error variances); and (b) bias arising from the reliability maximization formula itself. Particularly, in our simulation, the estimated error variances were negatively biased. Therefore, it is fair to ask how large the relative contributions of the two This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
sources of bias might be in a given application. In finite samples, does the bias in the maximum likelihood estimates dominate over bias engendered by the maximal reliability formula, or vice versa? To address this question, we extracted all loading and error variance estimates from the simulations and centered them at their population values-thereby artificially removing bias from the estimates-followed by recalculating all reliability estimates and composites. The results for these additional analyses are shown in Tables 5 and 6 . The maximal reliability estimates obtained from this alternative approach therefore reflected the bias specifically due to the maximal reliability weights rather than that due to maximum likelihood estimation of the factor model parameters. Comparing the results in Table 5 and Table 6 against the corresponding results in Table 3 and Table 4 reveals that on average, about two thirds of the bias of maximal reliability estimates remain even when the bias of the loading and error variance estimates was eliminated. The sample reliabilities of the maximal reliability composites also increased slightly, which is explained by the fact that our centering procedure increased the average error variance estimates, thereby mostly eliminating scenarios where one indicator was substantially overweighted at the expense of other indicators, due to having an error variance estimate close to zero.
As expected, eliminating bias from the factor model estimates also affected the composite reliability estimates, leading to a negative bias. However, even under the poorest modeling conditions examined here-N ϭ 25, three indicators, and all loadings at 0.60 -the bias of the composite reliability estimator was only Ϫ1.7%, as compared with 10.2% for the maximal reliability estimator. The sample reliabilities of the unit-weighted composites are unaffected because they do not depend on the loading estimates.
Empirical Illustration
We now provide an empirical illustration and comparison of the two techniques. For this purpose, we employ the large personality dataset from Johnson (2014) .
9 These data were collected as part of a large-scale effort aimed at the further development and validation of the IPIP-NEO personality scales. The full inventory consists of 300 items, of which we focus on the assertiveness subscale of the extraversion construct (the E3 scale in the original research), comprised of four items (I12: "Take charge;" I42: "Try to lead others;" I72: "Take control of things;" and I102: "Wait for others to lead the way;" the latter item is reverse-coded), measured on a 5-point scale. This scale is a part of a reduced IPIP-NEO-120 inventory for which Johnson has collected a sample of N ϭ 619,150. Because some of the observations contained missing data for the variables of interest, we use only complete cases, reducing the sample size to N ϭ 605,607. Out of this reduced sample, we took random samples of N ϭ 25, N ϭ 50, N ϭ 100, N ϭ 500, and N ϭ 1,000, to showcase the performance of both reliability indices. Table 7 presents the standardized loading and error variance estimates for each of these analyses. These can be plugged into Equation 2 using either maximal reliability weights (e.g., Equation 6) or equal weights to calculate the maximal and composite reliability indices, respectively. As expected, the estimate of maximal reliability is always higher than that of composite reliability and this difference is larger in smaller samples, consistent with our claim that max is positively biased in small samples.
Discussion and Conclusions
In this research, we examined the finite-sample performance of the maximal reliability estimator as well as that of composites 9 Retrieved from http://osf.io/tbmh5 on January 12, 2017. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
formed with maximal reliability weights. Although prior literature has shown that the use of weights equal to the ratio of the loading to the measurement error variance for each indicator produces composites with maximal reliability, these expressions were derived in the context of population values. However, our analysis of the finite sample behavior of the maximal reliability estimator reveals a positive bias, and that the actual sample reliability of the maximal reliability composites falls short of population maximal reliability. These biases are much more pronounced with small sample sizes (e.g., Ͻ100), tending to diminish as sample size increases and being minimally noticeable with samples larger than 1,000. In comparison, the reliability of equally weighted composites was unaffected by sample size and the associated composite reliability coefficient was a virtually unbiased estimator of the This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
population composite reliability. Moreover, we showed that the finite-sample bias in the maximal reliability estimator is not simply attributable to bias in the maximum likelihood estimators of the input quantities (i.e., estimates of loadings and error variances), but can be mostly attributed to the maximal reliability formula itself. This investigation contributes to the existing literature in two ways. First, while previous studies have noted that reliability estimates can be biased in small samples because the factor analysis estimates used as input for their calculation can be biased (e.g., Raykov et al., 2015; Raykov & Marcoulides, 2016; Sijtsma, 2009) , how estimation error of the indicator reliabilities impacts maximal reliability has not been addressed. Using a multiple regression framework, we provide the first statistical explanation of small-sample bias in the maximal reliability estimator. Second, our results extend the recent research by Raykov et al. (2015) on choosing between maximal and composite reliability. Whereas Raykov and colleagues presented a technique for testing the equivalence of the two indices in a given application, they do not present any explicit recommendations on which reliability estimator and set of indicator weights should be used. Similarly, McNeish (2017) , while recommending both MR and CR (under labels coefficient H and total ) as "successors" to coefficient ␣ in psychological research, refrains from making recommendations or providing any criteria for choosing between the two indices in a given application. Note. The full data had an N ϭ 605,607 (only cases with no missing data were included). All loading and error variance estimates are standardized. This document is copyrighted by the American Psychological Association or one of its allied publishers.
To answer the question of which of the two indices is more appropriate for applied research, we need to consider how they differ and the two different purposes of these reliability estimates: (a) as an overall indicator of measurement quality in latent variable models; and (b) as a measure of reliability when working with actual composites (e.g., aggregate test scores). The only difference between the two reliability indices is in how the indicators are weighted in their calculation. When indicator reliability is homogeneous-that is, all indicators of a latent variable are equally reliable-both indices will lead to identical values in the population. However, the indices are not equivalent when calculated from sample estimates because estimation error makes the individual reliability estimates, and consequently the weights used in the maximal reliability estimator, uneven. On the other hand, when indicator reliability is heterogeneous-that is, when some indicators are more reliable than others-this should lead to performance advantages for the maximal reliability approach, as it is designed to exploit heterogeneous reliabilities by differentially weighting the indicators in its calculation (cf., McNeish, 2017) .
When used as a model quality index in latent variable modeling, it may not matter so much how reliable the composites are compared with what could be constructed in an ideal case. Rather, the more important issue is that that the estimator performs in a predictable manner, independently of sample size (i.e., max should be an unbiased estimator of max ). This is particularly relevant for the equal loadings scenarios, where the maximal and composite reliability estimators converge asymptotically, and therefore the choice between the techniques is made solely based on their finite-sample performance. As our results show, in this case the composite reliability estimator should be preferred throughout all examined conditions, as the estimated composite reliability is uniformly closer to its population value. This suggests that the current practice of relying mostly on the composite reliability estimator may in fact be superior to the maximal reliability estimator for this purpose.
When working with actual composites, the choice of the reliability estimator is a part of the more general choice of how the indicators should be weighted, which is a more general question preceding any summary assessment of reliability. Although weighting the indicators to maximize reliability is in principle appealing, a large body of previous research provides strong support for the robustness and utility of equal weights and unit weights in particular (e.g., Bobko, Roth, & Buster, 2007; Cohen, 1990; Cohen et al., 2003, pp. 97-98; Raju, Bilgic, Edwards, & Fleer, 1999) . The same conclusion can be drawn from our results as well: in the population with unequal indicator reliabilities, the discrepancy in reliability between maximal reliability and equally weighted composites was very small; and in small samples, equal weights produced more reliable composites than the maximal reliability weights calculated from sample data. Therefore, the fact that the maximal reliability statistic is larger than composite reliability calculated from the same sample cannot always be interpreted as evidence that the maximal reliability composites provide a meaningful advantage over equally weighted sums (cf., McNeish, 2017) . Indeed, although these simpler composites may not be optimal in the population, their robustness to sampling variability may make them more appropriate for use with small samples.
When calculating composites, the primary concern is not whether the reliability statistics are unbiased estimators of their population counter parts, but how accurately they estimate the sample reliability of the composites (i.e., max should be an unbiased estimator of r max ). A potential bias has important implications not only for interpreting research findings in the presence of measurement error, but also for those instances where reliability information is used to correct for attenuation both in primary studies (Cole & Preacher, 2014) and in meta-analyses (Nimon et al., 2012; Schmidt & Hunter, 2015, Chapter 3) . In this situation, the maximal reliability estimator is potentially more problematic because the results are affected by two sources of bias, max Ͼ max and r max Ͻ max , and may make composites appear much more reliable than is truly the case, leading to undercorrection for attenuation. Whereas this bias may not be very large in many of the conditions examined here, it can be avoided altogether by using the composite reliability estimator, which is essentially unbiased.
Given that our simulation considered a variety of other factors in addition to sample size (e.g., loading strength, number of indicators, and loading heterogeneity), we can offer some practical counsel to applied researchers on the situations in which the bias in maximal reliability estimates would likely manifest in sufficient strength to make its use unadvisable. The full simulation results, presented in the online supplemental Appendix B, provide applied researchers with the ability to look up the scenario that most closely resembles their particular research conditions in order to make an informed decision on which reliability estimator to use. When working with composites, a sum of the two biases needs to be considered and compared against the amount of bias one is willing to tolerate. As our results show, there are conditions where the use of maximal reliability estimates and composites is not advisable, and some of these include what would traditionally be considered large samples. For example, scenarios with unequal loadings, three indicators, base loading strength of 0.6 and up to (and including) samples of N ϭ 150 are problematic if one requires less than 5% bias. With a more conservative 1% level, even 1,000 observations are insufficient. Although unbiasedness improves as measurement conditions improve, our results show that the maximal reliability estimates and weights can hardly be recommended with poor measurement conditions and sample sizes under N ϭ 100.
Although our results are supportive of the use of the composite reliability statistic as a general reliability estimate, it is important to point out that both composite reliability and maximal reliability assume a congeneric measurement model, which in practice means that the indicators form a unidimensional scale and measurement errors are independent (McNeish, 2017) . In practice, this assumption means that after partialing out the common factor, the items are independent and there are no subdimensions in the scale. Such scale homogeneity would require that item similarity or positioning in the instrument has no effect on their correlations (Kelley & Pornprasertmanit, 2016) , and would imply that arbitrary reweighting of the scale items or even item elimination would only affect the reliability but not the validity of the composite score. In other words, adding or removing items can alter the accuracy of the scale, but not its nature. Clearly, although not as stringent as the tau-equivalence assumptions of coefficient ␣, the congeneric model is still relatively rigid and may not always hold in real applications. For instance, items may load on more than one factor This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. (Marsh, Morin, Parker, & Kaur, 2014) , and measurement errors may intercorrelate for methodological and/or substantive reasons (Cole, Ciesla, & Steiger, 2007; Reddy, 1992) . From a practical perspective, the question is therefore not whether the scale is exactly unidimensional, but whether it is sufficiently unidimensional for the congeneric measurement model to be a useful approximation (Rodriguez, Reise, & Haviland, 2016) . If strict unidimensionality does not hold, the weaker assumption of essential unidimensionality (e.g., Yang & Green, 2011 ) may be applied if the items measure one main dimension but are contaminated with other sources of nuisance variation, such as item context effects. In this case, bifactor models, where each indicator loads on both a general and a group factor, accompanied by the hierarchical omega reliability statistics can be useful (see McNeish, 2017; Rodriguez et al., 2016) . Rodriguez et al. (2016) explain several tests that can be applied to evaluate whether this alternative approach is necessary.
Finally, although our results can be interpreted as indicating that the usefulness of the maximal reliability estimator can be limited in applied research settings, particularly when working with small samples and a limited number of indicators, the source of bias presented in this article also opens up an avenue for the development of bias corrections for maximal reliability. Indeed, a number of studies have examined finite-sample bias in various model-free composite reliability estimators (e.g., Benton, 2015; Osburn, 2000; Shapiro & Ten Berge, 2000; Ten Berge & Sočan, 2004) , which has led to the development of successful corrective procedures (e.g., Hunt & Bentler, 2015; J. Li & Bentler, 2011; Shapiro & Ten Berge, 2000) . Given the equivalencies shown here between the maximal reliability estimator and R 2 , the numerous techniques that have been developed in the multiple regression context for obtaining adjusted R 2 values could potentially be adapted to the maximal reliability case (Shieh, 2008; Walker, 2007) . Our preliminary examination of the formulas included in Shieh (2008) and bootstrapped versions of these corrections (J. Li & Bentler, 2011) , reported in the online supplemental Appendix G, indicates that although there is some improvement in correcting the positive bias shown by max (as the correction formulas are intended to reduce the estimates), the improvements are mostly of limited magnitude, but in some simulation conditions result in negative bias. Moreover, even with the corrections, the bias of max remains generally larger than the bias of CR . In addition, these corrections do not address the other issue discussed here, namely that r max is negatively biased, because they only focus on the correction of the estimated maximal reliability. Therefore, future work should examine the potential for other bias correction approaches to the estimation of model-dependent composite reliability based on maximal reliability weights. One such clear example is the work of Penev and Raykov (2010) , who developed a correction formula that can be used with composites of dichotomous indicators and their maximal reliability estimate, with an additional application for the calculation of confidence intervals for the same. Clearly, much more work is needed in this area in order to develop, and further validate, correction procedures that take into account the dual issues of: (a) an estimate of maximal reliability ( max ) that is positively biased compared with its population value; and (b) the negative bias in the true reliability of the composites compared with population maximal reliability. However, until such corrective procedures are developed and extensively tested, researchers are advised to be cautious about the use of the maximal reliability approach with small samples.
