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Abstract
We study the Frobenius complexity of Hibi rings over fields of characteristic p > 0. In particular, for a
certain class of Hibi rings (which we call ω(−1)-level), we compute the limit of the Frobenius complexity as
p→∞.
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1. Introduction
Central to the study of singularities in characteristic p is the Frobenius morphism and its splittings.
Given a commutative ring R of positive characteristic, the total Cartier algebra (C(R)) is the graded,
noncommutative ring of all potential Frobenius splittings of R, and it has been studied in various contexts
in its relation to singularities [10], [14], [2]. Unfortunately, this ring is not finitely generated over R, even
for relatively nice rings [1], [9], [8], but we can study the degree to which it is non-finitely generated.
Specifically, Enescu and Yao defined a measure of the non-finite generation of this ring [4], called the
Frobenius complexity (cxF (R)), and they computed it for Segre products of polynomial rings. No other
examples have been computed, and it is difficult to compute in a fixed characteristic. In particular, Enescu
and Yao found that the Frobenius complexity of a Segre product is not even always rational. However,
when they varied the base field and took a limit as p→∞, they found the limit Frobenius complexity is an
integer in every case they studied. We will focus on computing the limit Frobenius complexity for a class
of toric rings called Hibi rings, which are defined using finite posets. We will be able to compute it for Hibi
rings which have a property we call ω(−1)-level, a condition related to the level condition which has been
studied for Hibi rings in [12] and [13]. Our main theorem shows that the limit Frobenius complexity is an
integer for ω(−1)-level Hibi rings, and in fact it can be read off directly from the poset. Specifically, we have
the following.
Main Theorem (Theorem 4.10). If R = RFp [I(P )] is an ω
(−1)
R -level (but non Gorenstein) Hibi ring asso-
ciated to a poset P over Fp, then
lim
p→∞
cxF (R) = #{elements of P which are not in a maximal chain of minimal length}.
Otherwise, in the Gorenstein case, we know C(R) is finitely generated overR, which means cxF (R) = −∞
[10]. As a particular case of this theorem, we recover the result of Enescu and Yao on the limit Frobenius
complexity of Segre products of polynomial rings.
Frobenius complexity quantifies the minimal number of generators of C(R)e for any e, which cannot be
written as products of elements of lower degrees. We will give an upper bound on the number of generators
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of C(R)e using the toric structure of Hibi rings. Then, we will use base p expansion techniques to give a
lower bound by explicitly finding generators which are not products of elements of lower degrees. We will
show these have the same order when our Hibi ring is ω(−1)-level.
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2. Background
2.1. Frobenius complexity
Let R be a ring of characteristic p > 0. Then for any R-module M , we can consider the set of p−e-linear
maps on M , namely all maps ψ : M →M such that
ψ(rp
e
m) = rψ(m) and
ψ(m1 +m2) = ψ(m1) + ψ(m2)
which we will denote Ce(M).
Similarly, we could consider the set of pe-linear maps on M which we denote F e(M). Namely, these are
the maps φ :M →M such that
φ(rm) = rp
e
φ(m) and
φ(m1 +m2) = φ(m1) + φ(m2)
Let F e : R → R be the iterated Frobenius map, and let F e∗R denote the R-module which is isomorphic
to R as a set (we write elements in F e∗R as F
e
∗ r for some r ∈ R), but with an R-module structure given by:
r · F e∗x := F
e
∗ (r
pex) for all r, x ∈ R
Similarly, for an R-module M , we let F e∗M be the R module which agrees with M as a set and has the
multiplication structure r · F e∗m = F
e
∗ (r
pem).
We can identify:
C
e(M) ∼= HomR(F
e
∗M,M)
and similarly
F
e(M) ∼= HomR(M,F
e
∗M)
Definition 2.1. ([14],[10]) Let C(M) = ⊕eC
e(M). We call this the Cartier algebra on M . Similarly, let
F (M) = ⊕eF
e(M), which we call ring of Frobenius operators on M .
We note that if φ1 ∈ F
e1(M) and φ2 ∈ F
e2(M) then φ2 ◦ φ1(rm) = φ2(r
pe1φ1(m)) = r
pe1+e2φ2 ◦ φ1(m)
so that φ2 ◦ φ1 ∈ F
e1+e2(M), and F (M) forms a graded ring (and likewise for C(M)).
When R is a complete, local, and F -finite ring, and E = ER(k), we have [1]:
F (E)op ∼= C(R)
We will define Frobenius complexity as a measure of the non-finite generation of C(R); however, when R is
complete and local this is equivalent to defining the same notion for F (E).
For any N-graded ring A = ⊕Ae, let Ge(A) be the subring of A generated by the elements of degree ≤ e
and let G−1 = A0.
Definition 2.2. Let ce = ce(A) denote the minimal number of homogeneous generators of Ae/(Ge−1(A))e
over A0. We say A is degree-wise finitely generated if ce < ∞ for all e. When A is a degree-wise finitely
generated, the sequence {ce}e is called the complexity sequence for A.
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Definition 2.3. [4] If R is an F -finite ring of characteristic p > 0, we say the Frobenius complexity of
R is
cxF (R) = inf{α ∈ R>0 : ce(C(R)) = O(p
αe)}.
Throughout this paper, R will be a normal ring, and we will denote its canonical module ωR. When
there is no confusion, we will write ω in place of ωR. Let ω
(−n) := HomR(ω
(n), R). To compute Frobenius
complexity, we will be using the following correspondence [11], [15]. We state a version similar to Theorem
3.3 in [9], but note that we can state it more generally for C(R) which is isomorphic to F (E)op when R is
complete and local.
Theorem 2.4. Let R be a normal, local ring of characteristic p > 0 with canonical module ω. Then there
is an isomorphism of graded rings
C(R) ∼= T (⊕n≥0ω
(−n))
where if A = ⊕nAn is a graded ring of characteristic p > 0, then T (A) is the graded ring with e
th graded
piece T (A)e = Ape−1 with the following multiplication structure:
a ∗ b = ap
e′
b for a ∈ T (A)e, b ∈ T (A)e′
We will first give an upper bound on the limit Frobenius complexity. In order to do this, we define a
notion similar to analytic spread for the anticanonical, where we take the symbolic Rees algebra instead of
the standard Rees algebra.
Definition 2.5. Let (R,m, k) be a normal, local ring with canonical ω, and suppose ⊕n≥0ω
(−n) is finitely
generated. We define the anticanonical symbolic spread of R to be:
spR(ω
(−1)) := dim

⊕
n≥0
ω(−n) ⊗ k


We will show in Proposition 3.2 that
⊕
n≥0 ω
(−n) is generated by ω(−1) and the anticanonical symbolic
spread matches up with the usual analytic spread for Hibi rings. We will use this anticanonical symbolic
spread to bound the limit Frobenius complexity in the following way.
Proposition 2.6. If R is a normal, local ring over a field of characteristic p, and ⊕n≥0ω
(−n) is finitely
generated, then
lim
p→∞
cxF (R) ≤ spR(ω
(−1))− 1
Proof. Consider the function h : N → N such that h(n) is the minimal number of generators of ω(−n).
When ⊕n≥0ω
(−n) is generated by ω(−1), then for n >> 0, h matches up with some polynomial of degree
spR(ω
(−1)) − 1. Otherwise, for n >> 0, h(n) will match up with some quasi-polynomial, so that there are
some polynomials {pi} and for each sufficiently large n, h(n) = pi(n) for some pi. Again, the degrees of
the pi are bounded by spR(ω
(−1)) − 1. Then since ce(C(R)) ≤ h(p
e − 1) by Theorem 2.4, we have that
limp→∞ cxF (R) ≤ spR(ω
(−1))− 1.
2.2. Hibi rings
This paper will focus on studying the limit Frobenius complexity of Hibi rings, which are normal toric
rings which can be defined by finite posets. These rings are particularly nice to work with as they can be
described combinatorially.
Definition 2.7. Consider a poset P . We call I a poset ideal of P if y ∈ I =⇒ x ∈ I for all x ≤ y,
x, y ∈ P . Denote by I(P ) the set of all poset ideals in P .
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Note that I(P ) forms a distributive lattice with a natural ordering. For I, J ∈ I(P ), we say I ≤ J if
I ⊂ J as subsets of P . If I, J ∈ I(P ) are incomparable (I 6≤ J and J 6≤ I), we write I 6∼ J . Note that I(P )
always has a unique minimal element, namely ∅.
By Birkhoff’s Theorem, we know that for any finite distributive lattice D, we have D ∼= I(P ) for some
poset P .
Definition 2.8. [7] Given a poset P := {v1, . . . , vn} and a field k, the Hibi ring associated to P over k,
denoted Rk[I(P )] ⊂ k[t, xv1 , . . . , xvn ], is the toric ring generated over k by the monomials xI := t
∏
vi∈I
xvi
for every I ∈ I(P ).
Note that Rk[I(P )] has a natural grading given by the degree of t.
Theorem 2.9. [7] For any Hibi ring, we have the following isomorphism:
Rk[I(P )] ∼=
k[Xα|α ∈ I(P )]
(XαXβ −Xα∧βXα∨β |α 6∼ β)
where α∨β, α∧β are the join and meet of α and β (least upper bound and greatest lower bound respectively).
Definition 2.10. For a poset P , we say vj covers vi when vi < vj and there is no element vk such that
vi < vk < vj . We denote this by vi ⋖ vj .
We call a totally ordered subset of P a chain, and we say P is pure if all maximal chains have the same
number of elements. Hibi showed the following.
Theorem 2.11. [7] A Hibi ring R = Rk[I(P )] is Gorenstein if and only if P is pure.
We draw each poset P as a Hasse diagram. For each element in P , we draw a vertex. We connect two
vertices vi and vj by an edge iff vi⋖ vj , and in this case we draw vi below vj . In particular, if vi ≤ vj , there
is some path connecting vi and vj .
Example 2.12. In general, the Segre product of k[x1, . . . , xn] and k[y1, . . . , ym], denoted Sm,n, is equal
to Rk[I(P )], where P is the poset given by a chain of length m − 1 and a chain of length n − 1. We will
explicitly see this example when m = 2 and n = 1.
Consider the poset P = {v1, v2, v3} with one relation: v1 > v2.
v1
v2
v3
We have that I(P ) = {∅, {v3}, {v2}, {v1, v2}, {v2, v3}, {v1, v2, v3}} and the associated Hibi ring is
k[t, txv3 , txv2 , txv1xv2 , txv2xv3 , txv1xv2xv3 ]
∼=
k[a, b, c, d, e, f ]
(ae− bd, af − cd, bf − ce)
∼= k[x, y, z]♯k[u, v] := S3,2
where we use ♯ to mean Segre product: if A and B are both N-graded rings with A0 = R = B0 then
A♯B := ⊕n(An ⊗R Bn). The first isomorphism is Theorem 2.9, and can be seen explicitly by setting
a = t, b = txv2 , c = txv1xv2 , d = txv3 , e = txv2xv3 , f = txv1xv2xv3 and the second is the standard presentation
of a Segre product as a determinantal ring.
Note that by Theorem 2.11, Sm,n is Gorenstein if and only if n = m. When m 6= n we will recover
the result of Enescu and Yao, which states that for the Segre product Sm,n with m > n ≥ 2, we have
limp→∞ cxF (Sm,n) = m− 1 [5].
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We associate to a poset P another poset Pˆ := {P,−∞,∞} which is P with a minimal element −∞ and
a maximal element ∞ added.
Definition 2.13. We say a tuple p = (v1, . . . , vk) of distinct elements of P is a path if for each adjacent
vi, vi+1 ∈ p we have vi ⋖ vi+1 or vi+1 ⋖ vi. We do not allow paths to repeat elements. We say p is an
upwards path if for all 1 ≤ i ≤ k − 1, we have vi ⋖ vi+1. Similarly, we say p is a downwards path if
for all 1 ≤ i ≤ k − 1 we have vi+1 ⋖ vi. We call p a mixed path if p is a path but is not an upwards or
downwards path. If p = (v1, . . . , vk) is an upwards or a downwards path (i.e. if p is a chain), we say its
length is k − 1, which we denote len(p).
The following definitions will help us simplify the statement of our main theorem.
Definition 2.14. We call the set of all vertices which lie on a minimal length upwards path from −∞ to
∞, the minimal subset of Pˆ , which we denote Pˆmin, i.e.
Pˆmin = {v ∈ Pˆ |v ∈ p for some minimal length upwards path p from −∞ to ∞}
Similarly, we define its compliment:
Pˆnonmin = {v ∈ Pˆ |v /∈ p for any minimal length upwards path p from −∞ to ∞}
which we call the nonminimal subset of Pˆ .
We will show that if a Hibi ring R = RFp [I(P )] is ω
(−1)-level (but not Gorenstein), then
lim
p→∞
cxF (R) = |Pˆnonmin|.
We will use the following description of R.
Proposition 2.15. Let R = Rk[I(P )] and let ξ be a map ξ : Pˆ − {∞} → Z. Let x
ξ = tξ(−∞)
∏
v∈P x
ξ(v)
v .
Then xξ ∈ R if and only if for all vi, vj ∈ Pˆ − {∞} we have:
vi ⋖ vj =⇒ ξ(vi)− ξ(vj) ≥ 0 and
vi ⋖∞ =⇒ ξ(vi) ≥ 0
Proof. (←) Assume ξ is as above, so that ξ(vi) ≥ ξ(vj) for all vi ⋖ vj with vi, vj ∈ Pˆ − {∞} and ξ(vi) ≥ 0
for all vi ⋖∞ (i.e. for all vi maximal in P ). We want to show x
ξ ∈ R. First note that these two conditions
force ξ(vi) ≥ 0 for all vi ∈ Pˆ − {∞}. We induct on
∑
ξ(vi). If
∑
ξ(vi) = 0, then ξ(vi) = 0 for all vi, so
xξ = 1 ∈ R. Now suppose
∑
ξ(vi) > 0 for some x
ξ and suppose that xξ
′
∈ R as long as
∑
ξ′(vi) <
∑
ξ(vi).
Let I = {vi ∈ P |ξ(vi) = ξ(−∞)}. We will show that I is a poset ideal of P so that xI ∈ R by definition,
and xξ = xIx
ξ′ for some xξ
′
with
∑
ξ′(vi) <
∑
ξ(vi) so that x
ξ′ ∈ R and therefore xξ ∈ R. Suppose vi ∈ I
and suppose there is some vl ≤ vi. We know −∞ is minimal so −∞ ≤ vl ≤ vi and we can find an upwards
path p = (−∞, . . . , vl, . . . , vi) so that:
−∞⋖ · · ·⋖ vl ⋖ · · ·⋖ vi
Then we have a string of inequalities corresponding to p:
ξ(−∞) ≥ · · · ≥ ξ(vl) ≥ · · · ≥ ξ(vi)
In particular, since ξ(−∞) = ξ(vi), these all must be equalities and so vl ∈ I as well. Thus, I defines a poset
ideal so that xI ∈ R, and by construction xI |x
ξ so that xξ = xIx
ξ′ for some xξ
′
with
∑
ξ′(vi) <
∑
ξ(vi),
and thus xξ ∈ R.
(→) Now suppose xξ ∈ R. Clearly ξ(vi) ≥ 0 for all i and so in particular ξ(vi) ≥ 0 for all vi⋖∞ in Pˆ . Note
that xξ = xI1 . . . xIn where each monomial xIl corresponds to a poset ideal Il. Let ξ(vj) > 0 in ξ and say
vi ⋖ vj . In particular, xvj must show up in ξ(vj) of the monomials, since each of these has at most one xvj
by construction. Then vj is in the ξ(vj) corresponding poset ideals and since vi ≤ vj , we must have that
vi shows up in these ξ(vj) poset ideals as well and thus xvi shows up in each of the ξ(vj) corresponding
monomials and so ξ(vi) ≥ ξ(vj).
5
We can extend ξ to a map ξ : Pˆ → Z by letting ξ(∞) = 0. Given such a map, we will continue to use
the following notation: xξ = tξ(−∞)
∏
v∈P x
ξ(v)
v . Then we can simplify Proposition 2.15 to the following.
Corollary 2.16. Let R = Rk[I(P )], and let ξ be a map ξ : Pˆ → Z with ξ(∞) = 0. Then x
ξ ∈ R if and only
if for all vi, vj ∈ Pˆ we have:
vi ⋖ vj =⇒ ξ(vi)− ξ(vj) ≥ 0
Finally, we introduce two definitions which will help us count generators of ω(−n):
Definition 2.17. For any vi ≤ vj ∈ Pˆ , we define the distance between vi and vj , denoted dist(vi, vj) to
be the length of the shortest upwards path between vi and vj .
Note that we have the following triangle-like inequality, for any vi ≤ vj ≤ vk
dist(vi, vj) + dist(vj , vk) ≥ dist(vi, vk) (1)
Definition 2.18. For any vi ≤ vj ∈ Pˆ we define the disparity between v i and v j to be the difference in
length between a minimal length upwards path from vi to ∞, and a minimal length upwards path between
vi and ∞ through vj , namely:
disp(vi, vj) := dist(vi, vj) + dist(vj ,∞)− dist(vi,∞)
Note that by (1), we always have disp(vi, vj) ≥ 0 for any vi ≤ vj ∈ Pˆ .
3. Structure of ⊕
n≥0ω
(−n)
In this section, we study ⊕nω
(−n) in order to bound the limit Frobenius complexity using Proposition
2.6. First, we explicitly find generators of ω(−n) for each n.
Corollary 3.1. Let R = Rk[I(P )], and let ξ : Pˆ → Z, with ξ(∞) = 0. As before, let x
ξ = tξ(−∞)
∏
v∈P x
ξ(v)
v .
Then xξ ∈ ω(−n) if and only if ξ satisfies the following:
ξ(vi) ≥ ξ(vj)− n for vi ⋖ vj ∈ Pˆ (2)
Proof. This follows from Corollary 2.16 by considering R as a toric ring. See for example [6], Section 4.3
and [3], 4.F.
In particular, we have that
ξ(v) ≥ − dist(v,∞)n for all v ∈ Pˆ . (3)
When R is a Hibi ring with canonical ω, we will show that ⊕nω
(−n) is generated by ω(−1), and so
Proposition 2.6 holds. This also tells us that ⊕n≥0ω
(−n) = ⊕n≥0ω
−n, and spR(ω
(−1)) is just the usual
analytic spread of the anticanonical.
We use the following notation: For any a,m ∈ Z, let [a]m be the representative of a (mod m) between
0 and m− 1.
Proposition 3.2. Suppose we have a minimal generator xξ ∈ ω(−n) over R. Then we can find xξ1 · · ·xξn =
xξ such that for each l, xξl is a minimal generator of ω(−1) over R. In particular, ⊕nω
(−n) is finitely
generated, and it is generated by ω(−1).
Proof. A minimal generator xξ of ω(−n), gives us ξ : Pˆ → Z satisfying ξ(∞) = 0 and (2).
It suffices to find partitions ξ(vi) = ξ1(vi) + ...+ ξn(vi) such that for all l
ξl(∞) = 0 and
ξl(vi) ≥ ξl(vj)− 1 for vi ⋖ vj
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For each i, if n|ξ(vi) then let ξl(vi) =
ξ(vi)
n
for all 0 ≤ l ≤ n. Otherwise, let
ξl(vi) =
⌈
ξ(vi)
n
⌉
for 1 ≤ l ≤ [ξ(vi)]n and
ξl(vi) =
⌊
ξ(vi)
n
⌋
for [ξ(vi)]n < l ≤ n.
In particular, we have
n∑
l=1
ξl(vi) = ξ(vi).
Consider vi ⋖ vj and 1 ≤ l ≤ n. There are four cases.
Case 1,2,3:
ξl(vi) =
⌊
ξ(vi)
n
⌋
, ξl(vj) =
⌊
ξ(vj)
n
⌋
ξl(vi) =
⌈
ξ(vi)
n
⌉
, ξl(vj) =
⌊
ξ(vj)
n
⌋
ξl(vi) =
⌈
ξ(vi)
n
⌉
, ξl(vj) =
⌈
ξ(vj)
n
⌉
In all of these cases, we have
ξl(vi) ≥ ξl(vj)− 1
since
ξ(vi) ≥ ξ(vj)− n.
Case 4:
ξl(vi) =
⌊
ξ(vi)
n
⌋
, ξl(vj) =
⌈
ξ(vj)
n
⌉
For this to happen, we must have that [ξ(vi)]n < [ξ(vj)]n. We know:
ξ(vi) ≥ ξ(vj)− n
=⇒
⌊
ξ(vi)
n
⌋
+ [ξ(vi)]n ≥
⌊
ξ(vj)− n
n
⌋
+ [ξ(vj)− n]n
=⇒
⌊
ξ(vi)
n
⌋
+ [ξ(vi)]n ≥
⌊
ξ(vj)
n
⌋
− 1 + [ξ(vj)]n.
Thus, since [ξ(vi)]n < [ξ(vj)]n, we must have:⌊
ξ(vi)
n
⌋
>
⌊
ξ(vj)
n
⌋
− 1
so that ⌊
ξ(vi)
n
⌋
≥
⌈
ξ(vj)
n
⌉
− 1
as desired.
Because ⊕nω
(−n) is generated by ω(−1), it will suffice to understand ω(−1). Recall that the grading of
a Hibi ring is given by t, and we can naturally extend this grading to ω(−1). Specifically, if xξ ∈ ω(−1),
we say the degree of xξ is ξ(−∞). Our study will naturally break up into two cases: the case when all
minimal generators of ω(−1) have the same degree, and the case when ω(−1) has minimal generators of
varying degrees.
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In [16], Stanley introduced a notion of levelness for Cohen Macaulay standard graded k algebras. Specif-
ically, his definition is equivalent to the following: R is level if ωR is generated in one degree. Note that if
R is Gorenstein, ω is generated by one element and so in particular it is generated in one degree. Thus, we
have
Gorenstein rings ⊂ level rings ⊂ Cohen Macaulay rings.
A classification of level Hibi rings is given in [13].
Definition 3.3. Following the definition above, we call a Hibi ring ω(−1)-level (anticanonical level) if ω(−1)
is generated in one degree over R.
If R is Gorenstein, we also have that ω(−1) is generated by one element, so R is also ω(−1) level. Again,
we have
Gorenstein rings ⊂ ω(−1)-level rings ⊂ Cohen Macaulay rings.
However, we can find examples which are level but not ω(−1)-level, and likewise examples which are
ω(−1)-level but not level.
Example 3.4. 1. Let R = Rk[I(P )] be the Hibi ring associated to the poset P below.
v4
v3
v2
v1
v5
Then one can check that ω(−1) is generated by elements of degrees −3 and −2, and R is not ω(−1)-level.
However, ω is generated by elements of degree 4 and so R is level.
2. Let R = Rk[I(P )] be the Hibi ring associated to the poset P below.
v4
v2 v5
v3
v1
v6
Then ω(−1) is generated by elements of degree −3. However, ω generated by elements of degrees 4 and
5 and R is not level.
Remark 3.5. Note that if R is ω(−1)- level, then by Proposition 3.2, we also know ω(−n) is generated in
one degree (i.e., R is also ω(−n)-level). We can always find a minimal generator of ω(−n) with ξ(−∞) =
− dist(−∞,∞)n, by letting ξ(v) = − dist(v,∞)n for all v ∈ Pˆ . In particular, if R is ω(−1)-level, then for
every minimal generator xξ of ω(−n), we must have that ξ(−∞) = − dist(−∞,∞)n.
4. Frobenius complexity for anticanonical level Hibi rings
In this section, we will compute the limit Frobenius complexity for ω(−1)-level Hibi rings. In Theorem
4.2, we characterize minimal generators xξ of ω(−n) by giving inequalities on the maps ξ : Pˆ → Z which
give minimal generators. Theorem 4.6 will give an upper bound on cxF (R) by computing spR(ω
(−1)). To
get a lower bound, Proposition 4.7 shows that if xξ = xξ
′′
∗ xξ
′
then ξ′, ξ′′ must satisfy the same type of
inequalities as ξ and we give a lower bound for these generators in Theorem 4.10. The upshot is the following
theorem.
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Theorem 4.1 (Theorem 4.10). If R = RFp [I(P )] is not Gorenstein but is ω
(−1)-level, then
lim
p→∞
cxF (R) = spR(ω
(−1))− 1 = |Pˆnonmin|.
We start by writing inequalities on maps ξ : Pˆ → Z such that ξ(∞) = 0 which determine all minimal
generators xξ of ω(−n).
Theorem 4.2. If R = Rk[I(P )] is ω
(−1)-level and ξ is a map ξ : Pˆ → Z such that ξ(∞) = 0, then the
following are equivalent:
1. xξ is a minimal generator of ω(−n),
2. ξ(−∞) = − dist(−∞,∞)n and xξ ∈ ω(−n), and
3. ξ(vi) = − dist(vi,∞)n for all vi ∈ Pˆmin and
− dist(vi,∞)n ≤ ξ(vi) ≤ min{ξ(vk) + n|vk ⋖ vi} for vi ∈ Pˆnonmin.
Proof. (1) =⇒ (2) If xξ is a minimal generator of ω(−n), then clearly xξ ∈ ω(−n), and by Remark 3.5,
ξ(−∞) = − dist(−∞,∞)n.
(2) =⇒ (3) Both of these inequalities come directly from Corollary 3.1 once we fix ξ(−∞) = − dist(−∞,∞)n
and ξ(∞) = 0.
(3) =⇒ (1) The inequalities in (3) force ξ to satisfy the inequalities in Corollary 3.1, so that xξ ∈ ω(−n).
Furthermore, xξ will be a minimal generator since ξ(−∞) = − dist(−∞,∞)n. To see this, note that for any
xξ ∈ ω(−n), we must have ξ(−∞) ≥ − dist(−∞,∞)n. In particular, if ξ(−∞) = − dist(−∞,∞)n then the
degree on t is minimal and we cannot factor any element in R out of xξ.
To make counting easier, we define for each xξ ∈ ω(−n) a map Nξ : Pˆ → Z by
Nξ(v) = ξ(v) + dist(v,∞)n for all v ∈ Pˆ
We may write N(v) in place of Nξ(v) when ξ is implied.
Corollary 4.3. If R is ω(−1)-level, then for every minimal generator xξ of ω(−n), we have a map N : Pˆ → Z
such that
N(vi) = 0 for all vi ∈ Pˆmin and (4)
0 ≤ N(vi) ≤ min{N(vk) + disp(vk, vi)n|vk ⋖ vi} for vi ∈ Pˆnonmin (5)
by letting N(vi) = ξ(vi) + dist(vi,∞)n. Furthermore, for every map N satisfying the inequalities above, we
can produce a minimal generator xξ of ω(−n) by letting ξ(vi) = N(vi)− dist(vi,∞)n
Proof. Theorem 4.2 tells us that xξ is a minimal generator if and only if ξ(vi) = − dist(vi,∞)n, i.e. if and
only if N(vi) = 0 for all vi ∈ Pˆmin and
− dist(vi,∞) ≤ ξ(vi) ≤ min{ξ(vk) + n|vk ⋖ vi} for vi ∈ Pˆnonmin
⇔ 0 ≤ N(vi) ≤ min{ξ(vk) + n+ dist(vi,∞)|vk ⋖ vi} for vi ∈ Pˆnonmin
⇔ 0 ≤ N(vi) ≤ min{N(vk)− dist(vk,∞) + n+ dist(vi,∞)|vk ⋖ vi} for vi ∈ Pˆnonmin
⇔ 0 ≤ N(vi) ≤ min{N(vk) + disp(vk, vi)n|vk ⋖ vi} for vi ∈ Pˆnonmin.
We will now count all maps N : Pˆ → Z which satisfy (4) and (5). We will need the following definitions.
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Definition 4.4. We call vi ∈ P a top node if it covers at least two distinct elements, i.e. if vk ⋖ vi and
vj ⋖ vi for some vj 6= vk. Similarly, we call vi a bottom node if it is covered by at least two distinct
elements, i.e. if vi ⋖ vk and vi ⋖ vj for some vj 6= vk.
Definition 4.5. We call vi ∈ P a starting point if vi ∈ Pˆnonmin and vi is a top node, or if vi ∈ Pˆnonmin
and vk ⋖ vi for some vk ∈ Pˆmin or for some vk which is a bottom node. Denote the set of starting points S.
We call these starting points because they will correspond to the start of strings of inequalities.
Theorem 4.6. If R = Rk[I(P )] is ω
(−1)-level, then for n >> 0 the number of generators of ω(−n) over R
is Θ(n|Pˆnonmin|). In particular, this means spR(ω
(−1))− 1 = |Pˆnonmin|.
Proof. By Corollary 4.3, it suffices to show that there are Θ(n|Pˆnonmin|) maps N : Pˆ → Z that satisfy (4)
and (5).
Upper bound: An upper bound for all such maps is those which instead satisfy
N(v) = 0 for v ∈ Pˆmin, and
0 ≤ N(v) ≤Mvn for v ∈ Pˆnonmin
for any Mv >
∑
vj⋖vl≤v
disp(vj , vl)n. For each v ∈ Pˆnonmin, we have Mvn = Θ(n), options for N(v). Then
overall, this gives Θ(n|Pˆnonmin|) options for N satisfying these inequalities.
Lower bound: For any v ∈ Pˆnonmin, let lv be the number of starting points ≤ v, and suppose n > 2
lv+1
for any v. Then consider the following inequalities:
N(v) = 0 for v ∈ Pˆmin, (6)
n
2lv+1
≤ N(v) ≤
n
2lv
for v ∈ S, and (7)
n
2lv+1
≤ N(v) ≤ N(v˜) for v ∈ Pˆnonmin, v /∈ S (8)
where v˜ is the unique element such that v˜ ⋖ v.
We will show that if N satisfies these inequalities, then it must also satisfy (4) and (5). Clearly this
holds for v ∈ Pˆmin. Now consider v ∈ Pˆnonmin.
Case 1: Suppose v ∈ S, and consider any w⋖ v. Then lw+1 ≤ lv. If w ∈ Pˆnonmin, we have by definition
n
2lw+1
≤ N(w). Then
N(v) ≤
n
2lv
≤
n
2lw+1
≤ N(w) ≤ disp(w, v)n+N(w)
as desired (and clearly n2lv+1 ≤ N(v) =⇒ 0 ≤ N(v)). Now if w ∈ Pˆmin, we have N(w) = 0 and
disp(w, v) > 0 so that
N(v) ≤
n
2lv
≤ n ≤ disp(w, v)n = disp(w, v)n +N(w).
Thus, for all v ∈ S we have:
0 ≤ N(v) ≤ min{disp(w, v)n+N(w)|w ⋖ v}.
Case 2: Now suppose v ∈ Pˆnonmin, but v /∈ S. Then there is a unique v˜ such that v˜ ⋖ v, and we know
v˜ ∈ Pˆnonmin. Then we have
n
2lv+1
≤ N(v) ≤ N(v˜)
and so for all v ∈ Pˆnonmin, v /∈ S, we have:
0 ≤ N(v) ≤ N(v˜) + disp(v˜, v)n = min{disp(w, v)n +N(w)|w ⋖ v}
as desired.
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Now we count all N satisfying (6)-(8). Our set of starting point consists of top nodes, elements covering
bottom nodes, and elements covering elements in Pˆmin. Thus, we have broken Pˆnonmin into disjoint upwards
paths which begin at starting points. Each of these upwards paths is of the form v1⋖ · · ·⋖ vm where v1 ∈ S
and vm ⋖ y for some y ∈ S or y ∈ Pˆmin and each v ∈ Pˆnonmin is in exactly one such path. Each of these
paths then gives us a string of inequalities of the form:
n
2lv1+1
≤ N(vm) ≤ ... ≤ N(v1) ≤
n
2lv1
Then for each such string of m elements, we get(
n
2lv1+1
m
)
= Θ(nm)
options for N(v1), . . . , N(vm), and so there are Θ(n
|Pˆnonmin|) choices of {N(v)}v∈Pˆ which satisfy (6)-(8).
Then there are at least Θ(n|Pˆnonmin|) choices of N satisfying (4) and (5). Along with our upper bound, this
tells us that spR(ω
(−1))− 1 = |Pˆnonmin|.
In order to compute Frobenius complexity, we will want to study which of the minimal generators of
ω(1−p
e) can be written as a ∗ b for a and b of smaller degrees. We can show that if a minimal generator xξ
splits as xξ = xξ
′′
∗ xξ
′
, then xξ
′
and xξ
′′
are also minimal generators of the same type.
Proposition 4.7. If R is a Hibi ring such that xξ is a minimal generator of ω(1−p
e) with ξ(−∞) =
− dist(−∞,∞)(pe − 1) and
xξ = xξ
′′
∗ xξ
′
for xξ
′
∈ ω(1−p
e′ ) and xξ
′′
∈ ω(1−p
e′′ ), then xξ
′
, xξ
′′
are minimal generators of ω(1−p
e′ ) and ω(1−p
e′′) of the
same type (i.e. with ξ′(−∞) = − dist(−∞,∞)(pe
′
− 1) and ξ′′(−∞) = − dist(−∞,∞)(pe
′′
− 1)).
Proof. By assumption, ξ(−∞) = − dist(−∞,∞)(pe − 1). If xξ = xξ
′′
∗ xξ
′
, then we must have:
ξ(−∞) = ξ′′(−∞)pe
′
+ ξ′(−∞)
so that since ξ′(−∞) ≥ − dist(−∞,∞)(pe
′
− 1) and ξ′′(−∞) ≥ − dist(−∞,∞)(pe
′′
− 1) we must have that
these are actually equalities. Then xξ
′
and xξ
′′
are indeed minimal generators of ω(1−p
e′ ) and ω(1−p
e′′ ) since
their degrees on t are minimal.
We know if R = Rk[I(P )] is a Gorenstein Hibi ring with canonical ω where k is a field of characteristic p,
then spR(ω
(−1))−1 = 0 (since ω(−n) is generated by 1 element for every n), and we have seen cxF (R) = −∞
[4]. Otherwise, we will show that when R is ω(−1)-level, we have limp→∞ cxF (R) = spR(ω
(−1))− 1. We first
need the following proposition.
Proposition 4.8. If R = Rk[I(P )] is ω
(−1)-level but not Gorenstein, then we have some upwards path
(v0, . . . , vk) of length k such that (v1, . . . , vk) is a maximal length upwards path in Pˆnonmin and
k∑
i=1
disp(vi−1, vi) < k.
We will prove this by contradiction. To do so, we will need additional notation, so we leave the proof
for the end of this section.
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Proposition 4.9. Fix some d1, . . . , dk, e ∈ Z≥0, d1, e > 0 p >> 0, and suppose
∑k
i=1 di < k and fix
0 < e′ < e, with e′ + e′′ = e. Then if (N1, . . . , Nk) ∈ Z
k satisfies:
0 ≤N1 ≤ d1(p
e − 1)
(∗)e 0 ≤N2 ≤ N1 + d2(p
e − 1)
...
0 ≤Nk ≤ Nk−1 + dk(p
e − 1)
but also satisfies
[Ni]pe′ > [Ni−1]pe′ for all 1 < i ≤ k
then Ni cannot be written Ni = N
′′
i p
e′ +N ′i with N
′
i , N
′′
i which satisfy (∗)e′ and (∗)e′′ , respectively.
Proof. We assume p > max{k, di}. Suppose
[Ni]pe′ > [Ni−1]pe′ for all 1 < i ≤ k (9)
We will show that we will not be able to write Ni = N
′′
i p
e′ +N ′i , for any N
′
i , N
′′
i satisfying (∗)e′ and (∗)e′′ .
Suppose for contradiction Ni = N
′′
i p
e′ +N ′i , and N
′
i , N
′′
i satisfy (∗)e′ and (∗)e′′ .
Note that, by definition, we have
N ′1 ≤ d1(p
e′ − 1)
=⇒
⌊
N ′1
pe′
⌋
≤
⌊
d1(p
e′ − 1)
pe′
⌋
= d1 − 1
Also, for all i > 1, we have that
N ′i ≤ N
′
i−1 + di(p
e′ − 1)
=⇒
⌊
N ′i
pe′
⌋
pe
′
+ [N ′i ]pe′ ≤
⌊
N ′i−1
pe′
⌋
pe
′
+ [N ′i−1]pe′ + di(p
e′ − 1)
so that since [N ′i ]pe′ = [Ni]pe′ > [Ni−1]pe′ = [N
′
i−1]pe′ , we must have⌊
N ′i
pe′
⌋
pe
′
<
⌊
N ′i−1
pe′
⌋
pe
′
+ di(p
e′ − 1)
=⇒
⌊
N ′i
pe′
⌋
<
⌊
N ′i−1
pe′
⌋
+
⌊
di(p
e′ − 1)
pe′
⌋
=
⌊
N ′i−1
pe′
⌋
+ di − 1.
Then in particular, we have that
⌊
N ′1
pe
′
⌋
≤ d1 − 1 and
⌊
N ′i
pe
′
⌋
≤
⌊
N ′i−1
pe
′
⌋
+ di − 1 for i > 1 so that
⌊
N ′k
pe′
⌋
≤
(
k∑
i=1
di
)
− k.
This is impossible since
∑k
i=1 di < k, and so no such splitting can exist.
Theorem 4.10. If RFp [I(P )] is an ω
(−1)-level Hibi ring, then
lim
p→∞
cxF (RFp [I(P )]) = |Pˆnonmin|.
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Proof. By Proposition 4.8, we may assume that P has some upwards path (v0, . . . , vk) such that v0 ∈ Pˆmin
and vi ∈ Pˆnonmin for i > 1 with
∑k
i=1 disp(vi−1, vi) < k, and (v1, . . . , vk) is a maximal length upwards path
in Pˆnonmin. By Corollary 4.3, it suffices to show for p >> 0 that there are Θ(p
e|Pˆnonmin|) choices of maps
N : Pˆ → Z which satisfy (4) and (5) for n = pe − 1 but cannot split as N(vi) = N
′′(vi)p
e′ +N ′(vi) where
N ′, N ′′ satisfy (4) and (5) for n = pe
′
− 1 and n = pe
′′
− 1, respectively.
Lower bound: We will construct and count N which satisfy the property above. In particular, we will
construct N where N(vi) cannot split for 1 ≤ i ≤ k using the method in Proposition 4.9.
Suppose p >
∑k
i=1 disp(vi−1, vi). For 0 ≤ i ≤ k, we will define N(vi) by picking 0 ≤ Ni,j ≤ p − 1 for
0 ≤ j ≤ e and letting N(vi) := Ni,0 +Ni,1p+ · · ·+Ni,ep
e. Let S be the set of starting points as defined in
Proposition 4.6. Note that since (v1, . . . , vk) is maximal in Pˆnonmin, we have that for any w with vk ⋖ w,
we know that w ∈ Pˆmin. Define lv for every v ∈ Pˆnonmin as in Proposition 4.6: for any v ∈ Pˆnonmin, let lv
be the number of y ∈ S such that y ≤ v, and suppose p > 2lv for every lv. Note that by definition, v1 ∈ S.
For 1 ≤ i ≤ k, consider Ni,j satisfying:
0 ≤ N1,j < N2,j < · · · < Nk,j ≤ p− 1 for 0 ≤ j ≤ e− 2, (10)
Ni,e = 0, (11)
p
2lvi+1
≤ Ni,e−1 ≤
(p− 2lvi )
2lvi
for vi ∈ S, and (12)
p
2lvi+1
≤ Ni,e−1 < Ni−1,e−1 for vi /∈ S. (13)
For v /∈ {v1, . . . , vk}, consider N(v) satisfying:
N(v) = 0 if v ∈ Pˆmin, (14)
(pe − 1)
2lv+1
≤ N(v) ≤
(pe − 1)
2lv
if v ∈ S, and (15)
(pe − 1)
2lv+1
≤ N(v) ≤ N(v˜) for v˜ ⋖ v, if v ∈ Pˆnonmin − S (16)
where we note that if v ∈ Pˆnonmin − S then v˜ is uniquely defined.
For 1 ≤ i ≤ k, we can check that (10)-(13) ensure
(pe − 1)
2lvi+1
≤ N(vi) ≤
(pe − 1)
2lvi
for vi ∈ S and (17)
(pe − 1)
2lvi+1
≤ N(vi) ≤ N(vi−1) for vi−1 ⋖ vi, vi /∈ S. (18)
To see this, note that for 1 ≤ i ≤ k:
N(vi) = Ni,0 + · · ·+Ni,ep
e
≥
p
2lvi+1
pe−1
≥
(pe − 1)
2lvi+1
If vi ∈ S, we also have:
N(vi) = Ni,0 + · · ·+Ni,ep
e
≤ (pe−1 − 1) +
(p− 2lvi )
2lvi
pe−1
=
pe
2lvi
− 1
≤
(pe − 1)
2lvi
13
and if vi /∈ S, we have:
N(vi) = Ni,0 + · · ·+Ni,ep
e
≤ (pe−1 − 1) + (Ni−1,e−1 − 1)p
e−1
= Ni−1,e−1p
e−1 − 1
≤ N(vi−1)
as desired.
Then in particular, by the argument in the proof of Theorem 4.6, all N which satisfy (10) − (16) must
also satisfy (4) and (5). Now we must show that these N also cannot split as N(v) = N ′′(v)pe
′
+N ′(v).
We note that for all such N , we have N(v0) = 0 since v0 ∈ Pˆmin. Also, since N satisfies (4) and (5), and
v0 ⋖ v1 ⋖ · · ·⋖ vk, we have
0 ≤N(v1) ≤ disp(v0, v1)(p
e − 1)
0 ≤N(v2) ≤ N(v1) + disp(v1, v2)(p
e − 1)
...
0 ≤N(vk) ≤ N(vk−1) + disp(vk−1, vk)(p
e − 1).
We assumed
∑k
i=1 disp(vi−1, vi) < k. Note that (10) ensures
[N(vi)]pe′ > [N(vi−1)]pe′ for all 1 < i ≤ k and all 0 < e
′ < e
Then by Proposition 4.9, N will not split as N(v) = N ′′(v)pe
′
+N ′(v) for any N ′, N ′′ since N(vi) cannot
split for 1 ≤ i ≤ k.
We now count how manyN satisfy (10)-(16). There are
(
p
k
)
choices ofN1,j, . . . , Nk,j for each 0 ≤ j ≤ e−2
satisfying (10) and 1 choice of N1,e, . . . , Nk,e satisfying (11). By the argument in Theorem 4.6, (12) and
(13) have broken v1, . . . , vk up into disjoint upwards paths so that Ni,e−1 satisfy inequalities of the form
p
2l+1
≤ Nim,e−1 < · · · < Ni1,e−1 ≤
p− 2l
2l
where vi1 ⋖ · · ·⋖ vim is an upwards path with vi1 ∈ S, and all other vij /∈ S.
Then in particular, for each such path of length m, we have
(p−2l+1
2l+1
m
)
= Θ(pm)
options for Ni1,e−1, . . . , Nim,e−1. Then in particular, we get Θ(p
k) options for N1,e−1, . . . , Nk,e−1 satisfying
(12) and (13), for a total of Θ(pke) options for N(v1), . . . , N(vk) satisfying (10) -(13).
By the argument in the proof of Theorem 4.6, there are Θ(pe|Pˆnonmin|−k) choices of N(v) satisfying
(14)-(16) for v /∈ {v1, ..., vk}, for a total of Θ(p
e|Pˆnonmin|) choices of all N satisfying (10) - (16).
Upper bound: An upper bound is given by Theorem 4.6, and again is Θ(pe|Pˆnonmin|)
Example 4.11. We saw in Example 2.12 that if R is the Segre product Sm,n, where m,n ≥ 2, then
R = Rk[I(P )] where P is the poset which is a chain of n−1 elements and a chain of m−1 elements. We will
see in Proposition 4.14 that Segre products of polynomial rings are ω(−1)-level. Then in particular, when
m > n ≥ 2, Pˆnonmin is the chain of m− 1 elements, and
lim
p→∞
RFp [I(P )] = m− 1
recovering the result of Enescu and Yao.
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To finish the proof of our main theorem, we just need to prove Proposition 4.8, which will require
substantial setup, and which we do in the remainder of this section.
Definition 4.12. Let p be a path in P . We say p is an upwards minimal mixed path if p is a mixed
path and every upwards subpath of p is a minimal length upwards path between its two endpoints.
We will see that minimal generators of ω(−n) with ξ(−∞) > − dist(−∞,∞)n for non ω(−1)-level Hibi
rings will correspond to upwards minimal mixed paths. To see this, we will need the following definition:
Definition 4.13. Let R = Rk[I(P )]. Let x
ξ ∈ ω(−n), where as usual ξ is a map ξ : Pˆ → Z with ξ(∞) = 0.
Then, we know that we have ξ(vi) ≥ ξ(vj)− n for each vi ⋖ vj ∈ Pˆ . For each relation vi ⋖ vj ∈ Pˆ we define
∆ξ,i,j,n := ξ(vi)− (ξ(vj)− n).
Note that ∆ξ,i,j,n ≥ 0, and in particular, if ξ(vi) = ξ(vj) − n for some vi ⋖ vj , we have ∆ξ,i,j,n = 0. When
ξ, n are implied, we will write ∆i,j in place of ∆ξ,i,j,n
We will say xξ ∈ ω(−n) is compatible with a path p if ∆ξ,i,j,n = 0 for all vi⋖vj in any upwards subpath
of p.
Proposition 4.14. Let R = Rk[I(P )] be a Hibi ring with canonical ω, and let x
ξ ∈ ω(−n) such that
ξ(−∞) > − dist(−∞,∞)n, where ξ(∞) = 0. Then xξ is a minimal generator of ω(−n) if and only if xξ is
compatible with some upwards minimal mixed path from −∞ to ∞.
Proof. (←) Suppose xξ ∈ ω(−n) with ξ(−∞) > − dist(−∞,∞)n and ξ(∞) = 0, and suppose xξ is compatible
with some upwards minimal mixed path p from −∞ to ∞. If xξ is not a minimal generator of ω(−n), then
there must be some poset ideal I ⊂ P such that x
ξ
xI
∈ ω(−n). Denote x
ξ
xI
:= xξ
′
. We will show that xI = xP
which will lead to a contradiction.
Note that if vi⋖vj and ∆i,j = 0, then if xi|xI , we must also have xj |xI , since otherwise x
ξ′ 6∈ ω(−n) since
it will violate the requirement ξ′(vi) ≥ ξ
′(vj)−n. We know t|xI so that if vi is in the first upwards subpath
of p, we must have xi|xI as well by iterating the previous argument, since x
ξ is compatible with p. Assume
this subpath ends in vi. Then for any vj in the first downwards subpath of p, we have vj ≤ vi so that xj |xI
since any poset ideal containing vi must also contain vj . Continuing as such, we have xl|xI for all vl ∈ p so
that since p ends at ∞, we have xP |xI and I = P . However, this is impossible. To see this, consider vk ∈ p
such that vk ⋖∞. We have assumed that ξ(vk) = −n, (since ∆k,∞ = 0 and ξ(∞) = 0) and so we cannot
have xk|xI and also have x
ξ′ ∈ ω(−n), since we have will violate the requirement that ξ′(vk) ≥ −n.
(→) Suppose xξ is a minimal generator of ω(−n), such that ξ(−∞) > − dist(−∞,∞)n and let ξ(∞) = 0.
Let A be the family of poset ideals I ⊂ Pˆ such that there exists a choice of generators I = 〈vI,i〉 of I
such that for each i, there exists a mixed or upwards path p starting at −∞ and ending at vI,i, and x
ξ
is compatible with p. We show that ∞ ∈ I for some I ∈ A . Then because ∞ is maximal, it must be a
generator of I and there is a mixed or upwards path compatible with xξ from −∞ to ∞.
Suppose for contradiction that ∞ /∈ I for any I ∈ A . Let I be a maximal element in A with respect to
inclusion, and let {vI,i} be the choice of generators of I with the desired property. Since x
ξ is a minimal
generator of ω(−n) over R, we know x
ξ
xI
/∈ ω(−n). Then we must have some vj ⋖ vk with vj ∈ I, vk /∈ I
and ∆j,k = 0 (since otherwise ∆j,k > 0 for all such vj , vk and so
xξ
xI
∈ ω(−n)). Since vj ∈ I, we must have
vj ≤ vI,i for some i.
Case 1: vj = vI,i. In this case, by construction we have a mixed or upwards path p starting at −∞ and
ending at vj with ∆r,s = 0 along its upward subpaths. If vk ∈ p, we have a mixed path starting at −∞ and
ending at vk with ∆r,s = 0 along upwards subpaths by just truncating p. Otherwise, if vk /∈ p, then we can
extend p by adding the upwards segment between vj and vk to get a mixed or upwards path starting at −∞
and ending at vk such that along all its upward subpaths, ∆r,s = 0. Then the ideal generated by {vI,i}∪ vk
is in A and contains I, giving us a contradiction since we assumed I was maximal.
Case 2: vj < vI,i. Again, we have a mixed or upwards path p starting at −∞ and ending at vI,i such that
along upwards subpaths, ∆r,s = 0. If vk ∈ p, we truncate p as before to get such a path ending instead at vk.
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Likewise, if vj ∈ p, we truncate p at vj and then add the upwards subpath between vj and vk. Otherwise, if
vj , vk /∈ p, pick vl such that vl ∈ p and vj < vl, and such that vl is minimal with this property (so that there
is no vs ∈ p with vj < vs < vl). Then the downwards subpath between vl and vj is not in p by construction
so we truncate p at vl, add this downwards subpath, and then add the upwards subpath from vj to vk. This
produces another mixed path starting at −∞ and ending at vk which is compatible with x
ξ. Then again,
the ideal generated by {vI,i} ∪ vk is in A and contains I, giving us a contradiction.
Now we know there is a mixed or upwards path with the desired property starting at −∞ and ending
at ∞. We need to show that p is mixed. If p is an upwards path, then since xξ is compatible with p,
we have ξ(−∞) = − len(p)n. In particular, since we must have len(p) ≥ dist(−∞,∞), we have ξ(−∞) ≤
− dist(−∞,∞)n so that since ξ(−∞) ≥ − dist(−∞,∞)n we have ξ(−∞) = − dist(−∞,∞)n. Since we
assumed ξ(−∞) > − dist(−∞,∞)n this is impossible, so in fact p must be mixed.
Finally, we need to show that p is upwards minimal. Consider some upwards segment u of p starting
at vi and ending at vj . Note that by iterating ξ(vi) ≥ ξ(vk)− n for vi ⋖ vk along a minimal upwards path
between vi and vj , we get that
ξ(vi) ≥ ξ(vj)− dist(vi, vj)n
If we have ∆r,s = 0 for all vr ⋖ vs along u, we get that
ξ(vi) = ξ(vj)− len(u)n.
Then, in particular, we must have
len(u) ≤ dist(vi, vj),
but since dist(vi, vj) is minimal, we have that
len(u) = dist(vi, vj).
Thus every upwards segment of p must have minimal length.
It will be useful to define an ordering on p–that is a notion of which vertex “comes first” when traveling
from −∞ to ∞ along p. We make the following definition:
Definition 4.15. Fix a mixed path p, and fix vi 6= vj ∈ p (recall by definition p has no self intersections).
We say
vi ≺p vj
if vi comes before vj when we travel along p, i.e., p = (. . . vi . . . vj . . . ). Note that it is not necessary that
vi ≤ vj .
Definition 4.16. Fix a mixed path p and points vi ≺p vj in p. Let {uk} be the set of upwards subpaths of
p between vi and vj along p and let {dl} be the set of downwards subpaths of p between vi and vj along p.
We define the mixed length of p between vi and vj ∈ p denoted mlenp(vi, vj) to be
mlenp(vi, vj) :=
∑
k
len(uk)−
∑
l
len(dl)
We are now ready to prove Proposition 4.8, which we restate here for convenience:
Proposition 4.8. If R = Rk[I(P )] is ω
(−1)-level but not Gorenstein, then we have some upwards path
(v0, . . . , vk) of length k such that (v1, . . . , vk) is a maximal length upwards path in Pˆnonmin and
k∑
i=1
disp(vi−1, vi) < k.
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Proof. Suppose R = Rk[I(P )] is ω
(−1)-level and suppose for contradiction that no maximal length upwards
path in Pˆnonmin satisfies the property above.
Pick a maximal length upwards path p = (v1, . . . , vk) in Pˆnonmin, (which we can do since R is not
Gorenstein). Pick any v0 ⋖ v1. Since we picked p to be maximal, we must have that v0 ∈ Pˆmin. Then
(v0, . . . , vk) is an upwards path of length k, and we have assumed that
k∑
i=1
disp(vi−1, vi) ≥ k
Note that
k∑
i=1
disp(vi−1, vi) =
k∑
i=1
dist(vi−1, vi) + dist(vi,∞)− dist(vi−1,∞)
=
k∑
i=1
1 + dist(vi,∞)− dist(vi−1,∞)
= dist(vk,∞)− dist(v0,∞) + k,
so that
k∑
i=1
dist(vi−1, vi) ≥ k =⇒ dist(vk,∞) ≥ dist(v0,∞).
We will show that this will give us that R is not ω(−1)-level, by constructing an upwards minimal
mixed path and explicitly writing down a minimal generator xξ of ω(−1) which is compatible with it and
has ξ(−∞) > − dist(−∞,∞) where ξ(∞) = 0. First, note that we cannot have vk ⋖ ∞, since then
dist(vk,∞) = 1 but since v0 ≤ vk ≤ ∞, we must have dist(v0,∞) > 1 and so using the equation above we
get dist(vk,∞) > 1.
Pick an element vk+1 covering vk which is on a minimal path between vk and ∞, so that vk ⋖ vk+1
and dist(vk,∞) = dist(vk+1,∞) + 1. Note that vk+1 6= ∞ by the previous paragraph. Consider a minimal
length upwards path from −∞ to vk+1, and call this u1. Then pick a minimal length upwards path from
v0 to ∞ and call this u2. Let d be the downwards path that goes from vk to v1 along p. We will show that
q = u1 ∪d∪u2 is an upwards minimal mixed path which will correspond to a minimal generator x
ξ of ω(−1)
with ξ(−∞) > − dist(−∞,∞).
First, we show that u1 and u2 will not intersect. Suppose they do. Break them up into segments
u1 = u
′
1 ∪ u ∪ u
′′
1 and u2 = u
′′
2 ∪ u ∪ u
′
2 as pictured, and let w be the largest point in u, i.e. the largest
point in both u1 and u2. Note that if u1 and u2 were to intersect in a disjoint set of elements, their lengths
between their intersection points would be the same by construction, so that we could instead consider u1
and u2 that intersect in one connected path as pictured.
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−∞
v0
v1
vk
vk+1
∞
u′2
u
u′′2
u′1
u′′1
d
w
Since w is on a minimal length path from −∞ to vk+1, and vk+1 ∈ Pˆmin, we have:
len(u′′1) + dist(vk+1,∞) = dist(w,∞) = len(u
′
2)
Then in particular,
dist(v0,∞) = len(u
′′
2 ) + len(u) + len(u
′
2)
= len(u′′2 ) + len(u) + len(u
′′
1) + dist(vk+1,∞),
and since u′′2 ∪ u ∪ u
′′
1 is a path between distinct points, it must have at least length 1. Then we have
dist(v0,∞) ≥ dist(vk+1,∞) + 1 = dist(vk,∞).
Then by our assumption we must have dist(vk,∞) = dist(v0,∞), so that
dist(vk+1,∞) + 1 = dist(v0,∞)
= len(u′′2 ) + len(u) + len(u
′′
1) + dist(vk+1,∞)
and len(u′′2 ) + len(u) + len(u
′′
1) = 1. However, u
′′
2 ∪ u ∪ u
′′
1 is a path from v0 to vk+1, so this tells us that
v0 ⋖ vk+1, which is impossible since there is already a path of length k + 1 between v0 and vk+1. Thus, we
can assume that q does not self intersect. It is already clear that u1 and u2 cannot intersect d, since d lies
entirely in Pˆnonmin, and u1, u2 lie entirely in Pˆmin.
−∞
v0
v1
vk
vk+1
∞
u2
u1
d
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Then our mixed path q looks like the picture above, and by construction it is upwards minimal. We will
explicitly construct xξ ∈ ω(−1) compatible with q (so that it is a minimal generator of ω(−1)), which has
ξ(−∞) > − dist(−∞,∞). Define xξ by:
ξ(y) = − dist(y,∞) = −mlenq(y,∞) for y ∈ u2,
ξ(vk+1) = min{dist(y, z) + dist(z, vk+1)−mlenq(y,∞)|y < z ≤ vk+1, y, z ∈ q, z ≺q y},
ξ(y) = max{− dist(y,∞), ξ(vk+1)− dist(y, vk+1)} for y ∈ d,
ξ(y) = ξ(vk+1)− dist(y, vk+1) for y ∈ u1, y 6= vk+1, and
ξ(y) = min{ξ(x) + dist(x, y)|x ≤ y, x ∈ q} for y /∈ q.
We first show that ξ(vk+1) > − dist(vk+1,∞).
By definition, ξ(vk+1) = dist(y, z) + dist(z, vk+1) − mlenq(y,∞) for some y, z such that y < z ≤ vk+1
and z ≺p y. Note that this set of y, z is nonempty since we have v0 ≤ vk ≤ vk+1 and vk ≺p v0. We cannot
have y ∈ u1 since u1 is an upwards path, so we have either y ∈ u2 or y ∈ d.
If y ∈ u2 and z 6= vk+1 then:
ξ(vk+1) = dist(y, z) + dist(z, vk+1)− dist(y,∞)
≥ dist(y, z) + dist(z, vk+1)− dist(v0,∞)
≥ dist(y, z) + dist(z, vk+1)− dist(vk,∞)
> 1− dist(vk,∞)
= − dist(vk+1,∞)
If y ∈ u2 and z = vk+1 then:
ξ(vk+1) = dist(y, z)− dist(y,∞)
≥ dist(y, z)− dist(v0,∞)
≥ dist(y, z)− dist(vk,∞)
≥ 1− dist(vk,∞)
= − dist(vk+1,∞)
but either the first inequality is strict if y 6= v0, or the third inequality is strict if y = v0, and either way
ξ(vk+1) > − dist(vk+1,∞).
Otherwise, if y ∈ d then
ξ(vk+1) = dist(y, z) + dist(z, vk+1)− dist(v0,∞)−mlenq(y, v0)
> dist(y, z) + dist(z, vk+1)− dist(v0,∞)
≥ dist(y, z) + dist(z, vk+1)− dist(vk,∞)
≥ 1− dist(vk,∞)
= − dist(vk+1,∞).
Now we have shown that ξ(vk+1) > − dist(vk+1,∞). Then in particular, we have
ξ(−∞) = ξ(vk+1)− dist(−∞, vk+1)
> − dist(vk+1,∞)− dist(−∞, vk+1)
= − dist(−∞,∞)
as desired. Now we have checked that ξ(−∞) > − dist(−∞,∞). In particular, if we can show xξ is a
minimal generator of ω(−1), this tells us that R is not ω(−1) level. It suffices to check that xξ ∈ ω(−1) and
that xξ is compatible with q, (since by definition ξ(∞) = − dist(∞,∞) = 0).
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By construction of xξ, xξ is compatible with q, so that xξ is a minimal generator of ω(−1) as long as
xξ ∈ ω(−1) by Proposition 4.14. To check that xξ ∈ ω(−1) we must check that for every y ⋖ z ∈ Pˆ , we have
ξ(y) ≥ ξ(z)− 1.
First, we check this for y, z ∈ q. We will actually show the stronger statement: ξ(y)− ξ(z) ≥ − dist(y, z)
for any y ≤ z with y, z ∈ q.
Note that by our definition, if y ∈ q we have either
ξ(y) = ξ(vk+1)− dist(y, vk+1) or
ξ(y) = − dist(y,∞).
Note the first of these equations holds trivially for y = vk+1. Fix y, z ∈ q with y ≤ z.
Note that if ξ(y) ≥ − dist(y,∞) and ξ(z) = − dist(z,∞) we have
ξ(y)− ξ(z) ≥ − dist(y,∞) + dist(z,∞)
≥ − dist(y, z)
by (1).
Similarly, if ξ(y) ≥ ξ(vk+1)− dist(y, vk+1) and ξ(z) = ξ(vk+1)− dist(z, vk+1), we have:
ξ(y)− ξ(z) ≥ ξ(vk+1)− dist(y, vk+1)− ξ(vk+1) + dist(z, vk+1)
= − dist(y, vk+1) + dist(z, vk+1)
≥ − dist(y, z)
where again, the last equation holds by (1).
We have four cases to check.
Case 1: If y and z and both are in u1 or both are in u2, then by definition ξ(y) = ξ(z)− dist(y, z).
Case 2: If y ∈ u2, and z ∈ d or u1, we have y ≤ z and z ≺q y so that
ξ(vk+1) ≤ dist(y, z) + dist(z, vk+1)−mlenq(y,∞)
= dist(y, z) + dist(z, vk+1)− dist(y,∞).
Then if in addition ξ(z) = ξ(vk+1)− dist(z, vk+1), we have
ξ(y)− ξ(z) = − dist(y,∞)− ξ(vk+1) + dist(z, vk+1)
≥ − dist(y,∞)− dist(y, z)− dist(z, vk+1) + dist(y,∞) + dist(z, vk+1)
= − dist(y, z).
We have already checked the case that ξ(z) = − dist(z,∞), since y ∈ u2 =⇒ ξ(y) = − dist(y,∞).
Case 3: Suppose y ∈ d and z ∈ u1, d, or u2. Note that we have checked the case that ξ(z) =
ξ(vk+1) − dist(z, vk+1), since y ∈ d =⇒ ξ(y) ≥ ξ(vk+1) − dist(y, vk+1). Similarly, we have checked
the case that ξ(z) = − dist(z,∞), since y ∈ d =⇒ ξ(y) ≥ − dist(y,∞).
Case 4: Suppose y ∈ u1 and z ∈ u2 or d. We have checked the case that ξ(z) = ξ(vk+1)− dist(z, vk+1),
since y ∈ u1 =⇒ ξ(y) = ξ(vk+1)− dist(y, vk+1). Otherwise, if ξ(z) = − dist(z,∞) we have:
ξ(y)− ξ(z) = ξ(vk+1)− dist(y, vk+1) + dist(z,∞)
> − dist(vk+1,∞)− dist(y, vk+1) + dist(z,∞)
= − dist(y,∞) + dist(z,∞)
≥ − dist(y, z)
where the second equality holds because y is on a minimal length path between −∞ and vk+1 ∈ Pˆmin, and
the last inequality holds by (1).
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We have checked that anytime y ≤ z with y, z ∈ q, we have ξ(y) ≥ ξ(z) − dist(y, z). In particular, if
y ⋖ z we have ξ(y) ≥ ξ(z)− 1 as desired.
Now suppose y ⋖ z with y, z /∈ q. Then if ξ(y) = ξ(x) + dist(x, y) for some x ∈ q, we have x ≤ z so that
ξ(z) ≤ ξ(x) + dist(x, z)
≤ ξ(x) + dist(x, y) + 1
= ξ(y) + 1.
Similarly, if y ⋖ z with z /∈ q, y ∈ q, then we have
ξ(z) ≤ ξ(y) + dist(y, z)
= ξ(y) + 1
so that ξ(y) ≥ ξ(z)− 1, as desired.
Finally, suppose y /∈ q, z ∈ q. We have
ξ(y) = min{ξ(x) + dist(x, y)|x < y, x ∈ q}
(in particular, there is at least one such x since −∞ ∈ q). Say ξ(y) = ξ(x) + dist(x, y) for some x ∈ q. Then
we have
ξ(y)− ξ(z) = ξ(x) + dist(x, y)− ξ(z)
≥ − dist(x, z) + dist(x, y)
≥ − dist(y, z)
= −1,
as desired, where the first inequality holds because x, z ∈ q and x ≤ z =⇒ ξ(x) − ξ(z) ≥ − dist(x, z), and
the second inequality holds by (1). Now we have constructed xξ ∈ ω(−1) such that ξ(y) = ξ(z) − 1 for all
y ⋖ z along u1, u2 so that by Proposition 4.14, x
ξ is a minimal generator of ω(−1). Also, we have ensured
ξ(−∞) > − dist(−∞,∞) so that R cannot be ω(−1)-level.
5. Frobenius complexity for non anticanonical level Hibi rings
We end with a few comments on the non ω(−1)-level case, and we give an example. We saw in Proposition
4.14 that minimal generators xξ of ω(−n) which do not have minimal degree (on t) correspond to upwards
minimal mixed paths. Inequalities describing these generators can be somewhat more cumbersome to write
out in full generality, but similar methods for counting these generators and computing the Frobenius
complexity are often sufficient. We demonstrate the method for Example 3.4 (1), and draw Pˆ below.
v4
v3
v2
v1
v5
∞
−∞
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Let R = RFp [I(P )]. Minimal generators of ω
(−n) correspond to upwards minimal mixed paths between −∞
and ∞, and here there is exactly one: p = (−∞, v5, v4, v3, v2, v1,∞). Let x
ξ be a minimal generator of
ω(−n). Since ξ(∞) = 0, we have:
ξ(v1) = −n and
ξ(v2) = −2n.
Similarly, if we fix ξ(v4), we have:
ξ(v5) = ξ(v4)− n and
ξ(−∞) = ξ(v5)− n,
so it suffices to determine all possible values of ξ(v3) and ξ(v4). We have:
−2n ≤ ξ(v3) ≤ −n
−n ≤ ξ(v4) ≤ ξ(v3) + n
Writing N(v3) := ξ(v3) + 2n and N(v4) := ξ(v4) + n, we have:
0 ≤ N(v3) ≤ n and
0 ≤ N(v4) ≤ N(v3),
and so we can see that spR(ω
(−1))− 1 = 2. Also, if n = pe − 1, we have that by Proposition 4.9, xξ cannot
split as xξ
′′
∗ xξ
′
as long as [N(v4)]pe′ > [N(v3)]pe′ for all 0 < e
′ < e. In particular, we can let
0 < N4,j < N3,j < p for 0 ≤ j ≤ e− 2
0 ≤ N3,e−1 < N4,e−1 < p
N3,e = N4,e = 0
and let N(vi) := Ni,0+Ni,1p+ · · ·+Ni,ep
e for i = 3, 4. Then xξ will not split as xξ
′′
∗xξ
′
for any e′+e′′ = e,
so that there are at least
(
p
2
)e
= Θ(p2e) minimal generators xξ of ω(1−p
e) that cannot split as smaller degree
terms and limp→∞ cxF (R) = 2.
In this case, we call v4 a peak in p, as it is the last element in an upwards subpath of p and the first
element in a downwards subpath in p. In general, for non ω(−1) level Hibi rings, there will be some upwards
minimal mixed path p between −∞ and ∞ in Pˆ , and spR(ω
(−1)) − 1 will tell us the number of elements
in Pˆ which are either peaks in p or are not in upwards subpaths of p. In every case we have computed,
limp→∞ cxF (R) = spR(ω
(−1))− 1, but we do not yet have an analogue of Proposition 4.8 to say that these
numbers must always match up. This leads us to the following question, which we hope to answer in future
work.
Question 5.1. Given a Hibi ring R (or more generally, any toric ring) over a field of characteristic p, is it
always true that limp→∞ cxF (R) = spR(ω
(−1)
R )− 1?
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