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ОПТИМИЗАЦИЯ АДАПТИВНОСТИ МЕТОДОВ СЖАТИЯ ИНФОРМАЦИИ 
Наилучших на сегодняшний день результатов по степени сжатия информации 
позволяют достичь методы вероятностного моделирования информационного источника. 
Преимущество методов данной группы особенно заметно при сжатии текстов, где они 
являются признанными лидерами. 
Однако в последние несколько лет лидирующее положение методов группы 
моделирования источника с учетом контекстуальных зависимостей (ММКЗ) несколько 
пошатнулось по причине изобретения блочно-сортирующих лреобразований BW94 и ST 
[1,2,3], которые тоже фактически используют контекстуальные зависимости, но без 
построения вероятностной модели источника, а также появления новых разновидностей 
словарных методов сжатия (таких как LZP, оптимальное LZ -кодирование). Упомянутые 
методы позволяют достичь сравнимой с контекстуальными методами степени сжатия при 
заметно лучшем быстродействии. 
Рассмотрим процесс сжатия информации методом группы ММКЗ. Он разбивается на 2 
этапа - моделирования и кодирование. Структурная схема таких методов приведена на рис. 1. 
Моделировщик строит статистическую модель входного потока. Модель источника в 
схеме ММКЗ строится следующим образом. 
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Рис.1. Структурная схема методов сжатия группы ММКЗ 
Пусть информационный источник имеет алфавит эе и генерирует сообщение А, 
представляющее собой последовательность символов алфавита: 
А=(а/,а2, ...,а1,... ам), VI :а,=ат есе. (1) 
Контекстом А' порядка / символа а1 назовем последовательность / символов 
сообщения, непосредственно предшествующих символов а 1 : 
А', о с , ( 2 ) 
Введем понятие равенства контекстов следующим образом: 
4, = 42 « ( А = 12 = 0 & (V* : 1 < * < / => = а12-к) (3) 
Причем если «/ = ат е се , то будем говорить, что символ ат появился в контексте А. . 
Построение марковской модели источника методами ММКЗ и ее использование для 
сжатия ими для других целей происходит путем последовательной обработки символов 
сообщения. 
Модель, хранит встречавшиеся ранее различные контексты (все или лишь некоторую 
их часть - «наиболее важные» с точки зрения контекстной разновидности метода). Для 
каждого из них хранится М счетчиков, содержащих количество появлений С (А', ат) 
каждого из символов алфавита се в данном контексте, то есть количество таких контекстов 
Аг , что А1,, — А' и в контексте А', появился символ а т . 
Для каждого следующего поступающего на вход символа г/, моделирующих дает 
оценку р. (ат ) распределение вероятностей для него: 
Р М = Р{ а , = а т} = -дт- • (4) 
7=1 
На основании полученного из входного потока очередного символа СХ1 — а и 
выданной моделировщиком оценки р (а , ] кодировщик, в соответствии с сообщением [4] 
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оптимально кодирует ЭТОТ СИМВОЛ КОДОМ ДЛИНОЙ С ( а . )=— 1о§2 р1 [а )бит при помощи 
арифметического кодирования. 
После этого осуществляется процедура, называемая обновлением текущей модели 
символом А . в контексте А'. А именно, увеличиваются на единицу значения счетчиков 
модели (всех или некоторых - зависит от конкретной разновидности метода) вида 
К(А$,АТ.)таких, ч т о 31': (1 < Г < /)&(Д',' = А'') 
Эти действия повторяются для каждого символа входного потока. 
Асимптотическая оптимальность кодирования методами марковского моделирования 
источника доказана, но на практике сходимость методов ММКЗ оказывается довольно 
медленной (хотя и более быстрой, чем у словарных методов группы 
В рамках описанного общего метода ММКЗ к построению марковской модели 
источника остается несколько принципиальных проблем, от способа решения которых 
зависит скорость сходимости и эффективности получаемой модели, то есть точность 
даваемых его оценок р , что, в свою очередь, определяет качество сжатия. Среди 
упомянутых проблем следует отметить выбор оптимального порядка модели источника, 
оценивание вероятности символа ухода, эффективная адаптация модели к меняющимся 
характеристикам источника. Этим проблемам посвящено множество исследований [5, 6, 7]. 
На основании анализа имеющихся разновидностей схемы построения ММКЗ - моделей 
источника, с целью повышения эффективности сжатия бинарной и смешанной информации 
методами ММКЗ предлагается изменить схему моделирования источника и применить 
мультимодельный подход с конкурирующими ММКЗ-моделями. Соответствующая схема 
алгоритма сжатия представления на рис. 2. 
Рис. 2. Структурная схема предлагаемых методов сжатия ММКНЗ 
103 
НА УКОВО- ТЕХНІЧНИЙ ЖУРНАЛ «ЗАХИСТ ІНФОРМАЦІЇ» №2, 2009 
Как видим, отличие от классической схемы (рис. 1) здесь в том, что моделировщик 
создает несколько моделей источника (каждая из моделей создается одинаковым алгоритмом 
- одним из известных уже методов группы ММКЗ, и все модели обычно обновляются 
каждым из символов входного потока), а встроенный в него интеллектуальный блок выборы 
управляет всеми моделями и выбирает для использования кодировщиком оценки той из них, 
которая, по его мнению, наиболее адекватно отражает текущие свойства информационного 
источника. Кроме того, блок управления может по мере необходимости реинициализировать 
(вернуть к первоначальному «пустому» состоянию, с тем чтобы начать ее построение заново) 
некоторую модель, а также принять решение не обновлять некоторые модели текущим 
символом. Очевидно, что при достаточно разумном алгоритме блока выбора такая схема 
позволит заметно повысить адаптивность схемы сжатия. 
Поскольку предлагаемый вариант моделировщика содержит несколько вариантов 
практической реализации предложенной схемы ММКНЗ. 
Рассмотрим несколько вариантов практической реализации предложенной схемы 
ММКНЗ. 
Вариант ММКНЗ 1 Используются 2 модели (М1 и М2) с равным максимальным числом 
запоминаемых контекстов J (будем называть это число размером модели). В начале сжатия 
начинается построение только модели М1. Она же и используется в это время для сжатия. 
Когда количество контекстов в М1 достигнет 3/2, начинается построение модели М2, но для 
сжатия по-прежнему используется М1. Когда модель М1 заполняется (количество 
контекстов в ней достигает максимально возможного - / ) , модели меняются местами - М1 
реинициализируется, а для сжатия начинает использоваться М2 (к этому моменту она 
содержит не менее ,/ /2 контекстов). Когда М2 заполняется, они снова меняются местами и 
т.д. Данная схема позволяет повысить адаптивность алгоритма за счет того, что 
распределение вероятностей символов в прошлом не используется для оценивания 
вероятностей в будущем. 
Вариант ММКН32. Все как в варианте ММКНЗ 1, с той лишь разницей, что смена 
модели с М1 на М2 (и наоборот) происходит интеллектуально, что несколько улучшает 
сжатие. Когда в модели М2 накапливается достаточно много контекстов (например, ,1 /4), 
начинает проверяться условие перехода от одной модели к другой. Смена модели 
происходит если после кодирования очередного символа а1 выполняется условие перехода, 
либо если количество контекстов в М2 приближается к 3 (например, превышает 7 3/8). 
Обозначим стоимость кодирования символа а1 моделью М1 через С,(а,) , а моделью М2 -
через С2 (а,). Тогда в качестве условия перехода можно взять один из критериев (5) или (6) : 
V / " : л - п с < г < / => С2 (аг) < С, (а,), (5) 
£ I 
Х с 2 М< (6) 
/'=/-%+1 +1 
Здесь пс и п3 - выбираемые заранее константы кумулятивности алгоритма: чем они 
меньше, тем «охотнее» происходит переключение с одной модели на другую, но если они 
слишком малы, то переключения будут происходить случайно и неоправданно. 
Оптимальные значения этих констант для различных данных составляют пс - от 4 до 15, п8 -
от 10 до 50. 
Вариант ММКНЗЗ. Заметим, что оба предыдущих варианта не позволяют быстро 
отреагировать на редкое изменение характера информации (например, с технического текста 
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