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a b s t r a c t
This paper provides a novel result on robust exponential stability for a class of uncertain
discrete-time switched fuzzy neural networks (DSFNNs) with time-varying delays and
parameter uncertainties. By implementing an average dwell time approach with a new
Lyapunov–Krasovskii functional, we obtain some delay-dependent sufficient conditions
guaranteeing the robust exponential stability of the considered switched fuzzy neural
networks. In other words, a class of switching signals specified by the average dwell time
is identified to guarantee the exponential stability of the considered DSFNNs. The obtained
conditions are formulated in terms of Linear Matrix Inequalities (LMIs) which can be
easily verified via the LMI toolbox. Finally, numerical examples with simulation results are
provided to illustrate the applicability and usefulness of the obtained results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Switched systems are one of the important classes of hybrid systems which consist of a finite number of subsystems
described by discrete-time dynamical systems and a switching signal which specifies the switching among them. The
applications in robot control systems, computer disk drives, cart–pendulum systems, and other engineering systems reveal
that switched systems have extensive practical background. In the last decade, many important and interesting results have
been proposed for switched system by means of various techniques due to their significance, both theoretical and practical.
In the past few years, a large amount of attention has been paid to studying stability of switched systems based on the
average dwell time method [1]. The average dwell time method is used to control the dwell time of a switching system by
use of certain criteria. It should be mentioned that the controller of the subsystem and switching sequence can be designed
in a co-ordinated way, such that even if one or more subsystem is unstable, the overall switched system still can be stable.
It should be pointed out that the average dwell timemethod becomes an important and attractive method to find a suitable
switching signal to guarantee the switched system stability or improve other performances [2–4].
Recently, the stability analysis problem for neural networks has been well recognized and a great number of results
on this problem have been reported in the literature [5–11]. More precisely, in applications of neural networks, discrete-
time neural networks play a more important role than their continuous time counterparts. In particular, when studying
discrete-time counterparts of continuous neural networks, more complicated behavior may also be revealed. Therefore,
it is necessary and important to study the dynamics of discrete-time neural networks. In the past few years, various
stability properties like asymptotic, exponential and stochastic stability results are established for various types of discrete-
time neural networks with time delays [12–15]. To describe the switching phenomenon in neural networks, the so-called
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switched neural networks are proposed and the stability problems for switched neural networks have been considered
in [16,17]. Wu et al. [18] derived a set of delay-dependent sufficient condition in terms of LMIs for the exponential stability
of discrete-time switched neural networks with time varying delay by applying the average dwell time method. Recently,
Hou et al. [19] studied the robust exponential stability problem for discrete-time switched Hopfield neural networks with
time delays and uncertainties by constructing a new Lyapunov–Krasovskii functional.
However, time delays are often encountered in many biological and artificial neural networks. The presence of delay
makes the analysis and synthesis problem for switched neural networks much more complicated and is often the source of
oscillation and instability in switched neural networks, also it can change the dynamic characters dramatically. Meanwhile,
it is well known that the stability of a well-designed neural network may often be destroyed by its unavoidable uncertainty.
In practice, uncertainties often exist in engineering and communication systems and may cause undesirable dynamical
network behaviors. More specifically, the connection weights of the neurons are inherent which dependent on certain
resistance and capacitance values that inevitably bring uncertainties during the parameter identification process. The
deviations and perturbations in parameters are the main sources of uncertainty. So, it is important to study the dynamical
behaviors of switched neural networks by taking the uncertainty into account. Some interesting results related to stability
results for switched neural networks with time delays and uncertainties are found in [20,21].
Among various kinds of fuzzy methods, the Takagi–Sugeno (TS) fuzzy model [22] has attracted much attention from
researchers, since the TS fuzzy model can effectively approximate a wide class of complex nonlinear systems by using some
local linear subsystems. The TS fuzzy model approach is a multi-model approach in which some linear models are blended
into an overall single model through nonlinear membership functions to represent the nonlinear system dynamics [23,24].
The nonlinear system dynamics are captured by a set of fuzzy rules which characterize local correlation in the state space.
Recently, the Takagi–Sugeno fuzzy model approach has been used to describe neural networks with time delay and the
problem of stability analysis for TS fuzzy neural networks has been extensively studied in [25–29]. The exponential stability
and existence of periodic solutions for a discrete-time fuzzy cellular neural network with variable delay and impulses is
discussed in [30] by employing theM-matrix theory, inwhich, a delay dependent sufficient condition is derived for checking
the estimation of exponential convergence rate index. Tang et al. [31] proposed a new general model for fuzzy stochastic
discrete-time complex networks which is described by a Takagi–Sugeno fuzzy model with discrete and distributed time-
varying delay. More precisely, in [31], a delay dependent synchronization criteria is derived by using a new Lyapunov
functional candidate and stochastic analysis technique which ensures the mean square synchronization of the proposed
fuzzy stochastic discrete time complex networks.More recently, Sakthivel et al. [32] derived a robust fuzzy control design for
obtaining the passivity of fuzzy Hopfield neural networks with time varying delay by implementing the Lyapunov function
approach together with linear matrix inequality technique.
Based on the TS fuzzy systems, Tanaka et al. [33] introduced a new switching fuzzy system for more complicated real
systems such as multiple nonlinear systems, switched nonlinear hybrid systems, and second-order nonholonomic systems.
Tanaka and Sugeno [34] also addressed why the switching fuzzy model is needed instead of the TS fuzzy model with
a practical example. Compared with this, the proposed model of a switched fuzzy system does not have two levels of
structures, but it is switching between each of the sub-fuzzy-systems, not depending on the region fuzzy rules. In themodel
of switched fuzzy systems, each of the subsystems is a TS fuzzy system hence defining a class of switched fuzzy systems.
It should be noted that this class inherits some essential features of hybrid systems while retaining all the information
and knowledge representation capacity of fuzzy systems [35]. Hence, the problem of switched fuzzy systems becomes
increasingly significant, and some results related to this problem have been published in [36–38].
To the best of our knowledge, the problem of robust exponential stability for the discrete-time switched fuzzy neural
networks has not been investigated in the existing literature. Motivated by this consideration, in this paper we consider
a class of uncertain discrete-time switched fuzzy neural networks with time-varying delays. The main objective of this
work is to obtain a new set of sufficient conditions for the robust exponential stability of the considered uncertain DSFNNs
via the average dwell time approach. The parameter uncertainties are assumed to be norm bounded. A set of sufficient
conditions which explicitly characterizes the switching signal is derived for the exponential stability of the DSFNNs by
using a properly constructed Lyapunov functional together with the linear matrix inequality technique. The derived set of
sufficient conditions for ensuring exponential stability is formulated in terms of the LMIs. Finally, two numerical examples
with simulation results are provided to demonstrate the applicability and usefulness of the obtained results.
Notations. Thenotations used in this paper are fairly standard. Throughout this paper, the superscripts ‘‘T ’’ and ‘‘(−1)’’ stand
for matrix transposition and matrix inverse respectively. Rn denotes the n-dimensional Euclidean space. Rn×n denotes the
set of all n × n real matrices. P > 0 means that P is real, symmetric and positive definite. In and 0n represent the identity
matrix and zero matrix with compatible dimension. diag{·} stands for a block-diagonal matrix. ∥ · ∥ refers to the Euclidean
vector norm. In symmetric block matrices or long matrix expressions, we use an asterisk (∗) to represent a term that is
induced by symmetry.
2. Problem formulation and preliminaries
Based on the TS fuzzy model concept, in this paper, we consider a general class of uncertain discrete-time switched TS
fuzzy neural networks with time varying delays. The l-th rule of this TS fuzzy model of the σ -th switched subsystem is
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described as follows;
Plant rule Rlσ(k): IF θ1(k) isM
l
σ(k)1 and · · · and θq(k) isM lσ(k)q THEN
x(k+ 1) = (Aσ(k)l +△Aσ(k)l)x(k)+ (Bσ(k)l +△Bσ(k)l)f (x(k))+ (Cσ(k)l +△Cσ(k)l)f (x(k− τ(k))), (1)
x(k) = φ(k) for every k ∈ [−τM , 0],
where θj(k), j = 1, 2, . . . , q are the premise variables, M lσ(k)j are the fuzzy sets, l = 1, 2, . . . ,Nσ(k), and σ(k) ∈ S : R+ →
M = 1, 2, . . . ,m is a piecewise constant function, called a switching signal. Nσ(k) is the number of inference rules in the
σ -th switched subsystem. x(k) = [x1(k), x2(k), . . . , xn(k)]T ∈ Rn is the state vector of the neural networks; f (x(k)) =
[f1(x1(k)), f2(x2(k)), . . . , fn(xn(k))]T is the neuron activation function; Aσ(k)l are positive diagonal matrices representing the
self-feedback term with all entries between [0, 1]; B, C ∈ Rn×n represents the connection weights and delayed connection
weights respectively and the variable τ(k) represents the time varying delay which satisfy τm ≤ τ(k) ≤ τM , where τm
and τM are positive constants; the initial function φ(k) is continuous defined on [−τM , 0]. The matrices∆Aσ(k)l,∆Bσ(k)l and
∆Cσ(k)l are real-valued matrix functions representing the norm-bounded uncertainty of the σ -th subsystem.
The global model of the i-th switched subsystem is described by:
x(k+ 1) =
Ni
l=1
ηil(θ(k))

A¯ilx(k)+ B¯ilf (x(k))+ C¯ilf (x(k− τ(k)))

, l = 1, 2, . . . ,Ni, i = 1, 2, . . . ,m, (2)
where ηil(θ(k)) = βil(θ(k))Ni
l=1 βil(θ(k))
, and βil(θ(k)) = qj=1 M lij(θj(t)). It is obvious that the fuzzy weighting functions βil(θ(k))
satisfy βil(θ(k)) ≥ 0, l = 1, 2, . . . ,Ni,Nil=1 ηil(θ(k)) = 1, for all k ≥ 0,M lij(θj(t)) denotes the grade membership function
of θj(t) belonging to the fuzzy setM lij.
In (2), A¯il = Ail + △Ail, B¯il = Bil + △Bil, C¯il = Cil + △Cil, the admissible parameter uncertainties ∆Ail,∆Bil and ∆Cil are
defined as follows:
[∆Ail ∆Bil ∆Cil] = DilFil(t) [Eail Ebil Ecil] , (3)
for l = 1, 2, . . . ,Ni, i = 1, 2, . . . ,m, where Eail, Ebil, Ecil are known constant matrices of appropriate dimensions and Fil(k)
is an known time-varying matrix with Lebesgue measurable elements bounded by F Til (k)Fil(k) ≤ I , where I is the identity
matrix with appropriate dimension.
Moreover, the activation function satisfies the following assumption;
(H1) For any s = 1, 2, . . . ., n there exist constants F−s and F+s such that
F−s ≤
fs(x1)− fs(x2)
x1 − x2 ≤ F
+
s , for all x1, x2 ∈ R, x1 ≠ x2.
For convenience of presentation, in the following we denote
F1 = diag

F−1 , F
−
2 , . . . , F
−
n

, F2 = diag

F+1 , F
+
2 , . . . , F
+
n

,
F3 = diag

F−1 F
+
1 , F
−
2 F
+
2 , . . . , F
−
n F
+
n

, F4 = diag

F−1 + F+1
2
,
F−2 + F+2
2
, . . . ,
F−n + F+n
2

.
Remark 2.1. In conducting the stability analysis of a neural network, the conditions to be imposed on the neural network
are determined by the characteristics of the activation function as well as network parameters. When neural networks are
designed for problem solving, it is desirable for their activation functions to be general [39]. The generalization of activation
functions will provide a wider scope in designing the neural networks. The constants F−s , F+s , s = 1, 2, . . . , n are allowed
to be positive or negative or zero. Hence, the resulting activation functions could be non-monotonic and are more general
than the usual sigmoid functions and commonly used Lipschitz conditions.
The following definitions and lemmas will be essential in the proof of main results.
Definition 2.2. The DSFNNs (2) is said to be exponentially stable under switching signal σ(k), if there exist some scalars
K > 0 and 0 < χ < 1, such that the solution x(k) satisfies,
∥x(k)∥2 < Kχ (k−k0) ∥φ∥2L , k ≥ k0
where ∥φ∥L = supk0−τ≤θ≤k0 ∥φ(θ)∥, and χ is called the delay rate.
Definition 2.3. For any k ≥ k0, and a given switching signal σ(k), k0 ≤ τ ≤ k, let Nσ denote the switching numbers of σ(k)
during the interval [k0, k]. If there exist Ta > 0 and N0 ≥ 0 such that Nσ (k0, k) ≤ N0 + (k − k0)/Ta, then Ta is called the
average dwell time and N0 the chatter bound. As commonly used in the literature, we choose N0 = 0.
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Lemma 2.4 ([40]). Given constant matrices S11, S12 and S22 with appropriate dimensions, where ST11 = S11 and ST22 = S22, then
S11 + ST12S−122 S12 < 0 if and only if

S11 S
T
12∗ −S22

< 0.
Lemma 2.5 ([40]). Let D, E and F(k) be the real matrices of appropriate dimensions with F(k) satisfying F T (k)F(k) ≤ I . Then
for any ϵ > 0 the following inequality holds,
DF(k)E + ET F T (k)DT ≤ ϵ−1DDT + ϵETE.
Lemma 2.6 ([21]). For any symmetric constant matrix Z ∈ Rn×n, Z ≥ 0, two scalars τm and τM satisfying τm < τM , and a vector
valued function η(k) = x(k+ 1)− x(k), (k ∈ Z+), we have
−
k−τm−1
s=k−τM
ηT (s)Zη(s) ≤ −1
(τM − τm)
k−τm−1
s=k−τM
ηT (s)Z
k−τm−1
s=k−τM
η(s).
3. Exponential stability results
In this section, our aim is to deal with the problem on the exponential stability results for the DSFNNs with time varying
delays. For this, let us first consider the nominal form of the DSFNNs (2) as
x(k+ 1) =
Ni
l=1
ηil(θ(k))

Ailx(k)+ Bilf (x(k))+ Cilf (x(k− τ(k)))

, l = 1, 2, . . . ,Ni, i = 1, 2, . . . ,m. (4)
Theorem 3.1. Under Assumption (H1), for given scalars 0 < α < 1, µ > 1 the DSFNNs (4) is said to be exponentially stable,
if there exist matrices Pi > 0,Qui > 0, Rvi > 0, Zvi > 0, u = 1, 2, 3, v = 1, 2, satisfying (6) and diagonal matrices
Dqi > 0, q = 1, 2, 3, 4, matrices Ti and for any switching signal σ(k)with the average dwell time satisfying Ta ≥ T ∗a = − lnµln(1−α) ,
such that the following LMI hold for all l = 1, 2, . . . ,Ni and i, j ∈ S, i ≠ j:
Π13,13 < 0, (5)
Pi ≤ µPj, Qui ≤ µQuj, Rvi ≤ µRvj, Zvi ≤ µZvj, u = 1, 2, 3, v = 1, 2 (6)
where
Pi =
P11i P12i P13i∗ P22i P23i
∗ ∗ P33i
 , Qui = Qu1i Qu2i∗ Qu3i

, u = 1, 2, 3,
Π1,1 = αP11i + Q11i + (τ2 + 1)Q21i + Q31i + τ2R1i + τMR2i − α2
τM
Z2i − F3D3i
− τ2(F T1 D1i + DT1iF1 − F T2 D2i − DT2iF2)+ T1i(I − Ail)+ (I − Ail)TT T1i,
Π1,2 = αP12i + (I − Ail)TT T2i, Π1,3 =
α2
τM
Z2i + (I − Ail)TT T3i, Π1,4 = αP13i + (I − Ail)TT T4i,
Π1,5 = P11i + Q12i + (τ2 + 1)Q22i + Q32i + (I − Ail)TT T5i + T11, Π1,6 = P12i + (I − Ail)TT T6i,
Π1,7 = (I − Ail)TT T7i, Π1,8 = P13i + (I − Ail)TT T8i,
Π1,9 = (I − Ail)TT T9i + τ2(DT1i − DT2i)− F4D31 − T1iBil,
Π1,10 = −T1iC1 + (I − Ail)TT T10i, Π2,2 = −α1Q11i −
α2
τ2
Z1i + αP22i, Π2,3 = α2
τ2
Z1i,
Π2,4 = αP23i,
Π2,5 = PT12i + T2i, Π2,6 = −α1Q12i + P22i, Π2,8 = P23i, Π2,9 = T2iBil, Π2,10 = T2iCil,
Π3,3 = −α2Q21i − α2
τ2
(2Z1i + Z2i)− α2
τM
Z2i + α2(F T1 D1i + DT1iF1 − F T2 D2i − DT2iF2)− F3D4i
Π3,4 = α2
τ2
(Z1i + Z2i), Π3,5 = T3i, Π3,7 = −α2Q22i, Π3,9 = −T3iBil,
Π3,10 = α2(DT2i − DT1i)+ F4D4i − T3iCil, Π4,4 = −α2Q31i −
α2
τ2
(Z1i + Z2i), Π4,5 = T4i + PT13i,
Π4,6 = PT23i, Π4,8 = −α2Q32i + P33i Π4,9 = −T4iBil, Π4,10 = −T4iCil,
Π5,5 = P11i + Q13i + (τ2 + 1)Q23i + Q33i + τ2Z1i + τMZ2i − T5i, Π5,6 = T T6i + P12i, Π5,7 = T T7i,
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Π5,8 = T T8i + P13i, Π5,9 = T T9i − T5iBil, Π5,10 = T T10i − T5iCil, Π6,6 = −α1Q13i + P22i,
Π6,8 = P23i, Π6,9 = −T6iAil, Π6,10 = −T6iCil, Π7,7 = −α2Q23i, Π7,9 = −T7iBil,
Π7,10 = −T7iCil,
Π8,8 = −α2Q33i + P33i, Π8,9 = −T8iCil, Π8,10 = −T8iBil,
Π9,9 = (τ2 + 1)Q4i − D3i − T9iBil − BTilT T9i,
Π9,10 = −T9iCil − CTil T T10i, Π10,10 = −T10iCil − CTil T T10i − α2Q4i − D4i, Π11,11 = −
α2
τ2
(R1i + R2i),
Π12,12 = −α2
τ2
R1i, Π13,13 = − α2
τM
R2i, τ2 = (τM − τm), α1 = (1− α)τm , α2 = (1− α)τM ,
Ti = [T T1i T T2i T T3i T T4i T T5i T T6i T T7i T T8i T T9i T T10i 0n,3n]T
and the remaining terms are zero.
Proof. In order to prove the exponential stability results for the DSFNNs, we consider the following piecewise
Lyapunov–Krasovskii functional candidate:
Vi(k) =
7
r=1
Vri(k), (7)
where
V1i(k) = ξ T1 (k)Piξ1(k),
V2i(k) =
k−1
s−k−τm
λT (s)(1− α)k−s−1Q1iλ(s)+
k−1
s=k−τ(k)
λT (s)(1− α)k−s−1Q2iλ(s)
+
k−1
s=k−τM
λT (s)(1− α)k−s−1Q3iλ(s)+
k−1
s=k−τ(k)
f T (x(s))(1− α)k−s−1Q4if (x(s)),
V3i(k) =
−τm
j=−τM+1
k−1
s=k+j
λT (s)(1− α)k−s−1Q2iλ(s)+
−τm
j=−τM+1
k−1
s=k+j
f T (x(s))(1− α)k−s−1Q4if (x(s))
V4i(k) =
−τm−1
j=−τM
k−1
s=k+j
xT (s)(1− α)k−s−1R1ix(s)+
−1
j=−τM
k−1
s=k+j
xT (s)(1− α)k−s−1R2ix(s),
V5i(k) =
−τm−1
j=−τM
k−1
s=k+j
ηT (s)(1− α)k−s−1Z1iη(s)+
−1
j=−τM
k−1
s=k+j
ηT (s)(1− α)k−s−1Z2iη(s),
V6i(k) = 2
k−1
s=k−τ(k)

f (x(s))− F1x(s)
T
(1− α)k−s−1D1ix(s)
+ 2
−τm
j=−τM+1
k−1
s=k+j

f (x(s))− F1x(s)
T
(1− α)k−s−1D1ix(s),
V7i(k) = 2
k−1
s=k−τ(k)

F2x(s)− f (x(s))
T
(1− α)k−s−1D2ix(s)
+ 2
−τm
j=−τM+1
k−1
s=k+j

F2x(s)− f (x(s))
T
(1− α)k−s−1D2ix(s)
and ξ1(k) = [xT (k) xT (k− τm) xT (k− τM)]T , λ(k) = [xT (k) ηT (k)]T , η(k) = x(k+ 1)− x(k). 
Calculating the difference of Vi(k) by defining△Vi(k) = Vi(k+ 1)− Vi(k) along the trajectory of neural networks (4), we
get
△V1i(k)+ αV1i(k) = V1i(k+ 1)− (1− α)V1i(k) = ξ T1 (k+ 1)Piξ1(k+ 1)− (1− α)ξ T1 (k)Piξ1(k)
=
 x(k+ 1)x(k+ 1− τm)
x(k+ 1− τM)
T P11i P12i P13i∗ P22i P23i
∗ ∗ P33i
 x(k+ 1)x(k+ 1− τm)
x(k+ 1− τM)

− (1− α)
 x(k)x(k− τm)
x(k− τM)
T P11i P12i P13i∗ P22i P23i
∗ ∗ P33i
 x(k)x(k− τm)
x(k− τM)

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=
 x(k)+ η(k)x(k− τm)+ η(k− τm)
x(k− τM)+ η(k− τM)

T P11i P12i P13i∗ P22i P23i
∗ ∗ P33i

 x(k)+ η(k)x(k− τm)+ η(k− τm)
x(k− τM)+ η(k− τM)

− (1− α)
 x(k)x(k− τm)
x(k− τM)

T P11i P12i P13i∗ P22i P23i
∗ ∗ P33i

 x(k)x(k− τm)
x(k− τM)
 . (8)
Further, we have
△V2i(k)+ αV2i(k) ≤ λT (k)

Q1i + Q2i + Q3i

λ(k)− (1− α)τmλT (k− τm)Q1iλ(k− τm)
− (1− α)τMλT (k− τ(k))Q2iλ(k− τ(k))− (1− α)τMλT (k− τM)Q3iλ(k− τM)
+
k−τm
s=k+1−τM
λT (s)(1− α)k−sQ2iλ(s)+ f T (x(k))Q4if (x(k))
− (1− α)τM f T (x(k− τ(k)))Q4if (x(k− τ(k)))
+
k−τm
s=k+1−τM
f T (x(s))(1− α)k−sQ4if (x(s))
≤ xT (k)(Q11i + Q21i + Q31i)x(k)+ 2xT (k)(Q12i + Q22i + Q32i)η(k)
+ ηT (k)(Q13i + Q23i + Q33i)η(k)− (1− α)τm

xT (k− τm)Q11ix(k− τm)
− 2xT (k− τm)Q12iη(k− τm)− ηT (k− τm)Q13iη(k− τm)

− (1− α)τM xT (k− τ(k))Q21ix(k− τ(k))− 2xT (k− τ(k))Q22iη(k− τ(k))
− ηT (k− τ(k))Q23iη(k− τ(k))
− (1− α)τM xT (k− τM)Q31ix(k− τM)
− 2xT (k− τM)Q32iη(k− τM)− ηT (k− τM)Q33iη(k− τM)

+
k−τm
s=k+1−τM
λT (s)(1− α)k−sQ2iλ(s)+ f T (x(k))Q4if (x(k))
− (1− α)τM f T (x(k− τ(k)))Q4if (x(k− τ(k)))
+
k−τm
s=k+1−τM
f T (x(s))(1− α)k−sQ4if (x(s)), (9)
△V3i(k)+ αV3i(k) =
−τm
j=−τM+1

k
s=k+1+j
λT (s)(1− α)k−sQ2iλ(s)−
k−1
s=k+j
λT (s)(1− α)k−s−1Q2iλ(s)
+ α
k−1
s=k+j
λT (s)(1− α)k−s−1Q2iλ(s)

+
−τm
j=−τM+1

k
s=k+1+j
f T (x(s))(1− α)k−sQ4if (x(s))
−
k−1
s=k+j
f T (x(s))(1− α)k−s−1Q4if (x(s))+ α
k−1
s=k+j
f (x(s))(1− α)k−s−1Q4if (x(s))

= τ2λT (k)Q2iλ(k)−
k−τm
s=k+1−τM
λT (s)(1− α)k−sQ2iλ(s)
+ τ2f T (x(k))Q4if (x(k))−
k−τm
s=k+1−τM
f T (x(s))(1− α)k−sQ4if (x(s)), (10)
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△V4i(k)+ αV4i(k) =
−τm−1
j=−τM

k
s=k+1+j
xT (s)(1− α)k−sR1ix(s)−
k−1
s=k+j
xT (s)(1− α)k−s−1R1ix(s)
+ α
k−1
s=k+j
xT (s)(1− α)k−s−1R1ix(s)

+
−1
j=−τM

k
s=k+1+j
xT (s)(1− α)k−sR2ix(s)
−
k−1
s=k+j
xT (s)(1− α)k−s−1R2ix(s)+ α
k−1
s=k+j
xT (s)(1− α)k−s−1R2ix(s)

= xT (k)τ2R1i + τMR2ix(k)− (1− α)τM k−τm−1
s=k−τM
xT (s)R1ix(s)
− (1− α)τM
k−1
s=k−τM
xT (s)R2ix(s). (11)
By using Lemma 2.6 we obtain
−
k−τm−1
s=k−τM
xT (s)R1ix(s) = −
k−τ(k)−1
s=k−τM
xT (s)R1ix(s)−
k−τm−1
s=k−τ(k)
xT (s)R1ix(s)
≤ − 1
τ2

k−τ(k)−1
s=k−τM
xT (s)R1i
k−τ(k)−1
s=k−τM
x(s)+
k−τm−1
s=k−τ(k)
xT (s)R1i
k−τm−1
s=k−τ(k)
x(s)

(12)
−
k−1
s=k−τM
xT (s)R2ix(s) = −
k−τ(k)−1
s=k−τM
xT (s)R2ix(s)−
k−1
s=k−τ(k)
xT (s)R2ix(s)
≤ − 1
τ2
k−τ(k)−1
s=k−τM
xT (s)R2i
k−τ(k)−1
s=k−τM
x(s)− 1
τM
k−1
s=k−τ(k)
xT (s)R2i
k−1
s=k−τ(k)
x(s). (13)
Also, we have
△V5i(k)+ αV5i(k) =
−τm−1
j=−τM

k
s=k+1+j
ηT (s)(1− α)k−sZ1iη(s)−
k−1
s=k+j
ηT (s)(1− α)k−s−1Z1iη(s)
+ α
k−1
s=k+j
ηT (s)(1− α)k−s−1Z1iη(s)

+
−1
j=−τM

k
s=k+1+j
ηT (s)(1− α)k−sZ2iη(s)
−
k−1
s=k+j
ηT (s)(1− α)k−s−1Z2iη(s)+ α
k−1
s=k+j
ηT (s)(1− α)k−s−1Z2iη(s)

= ηT (k)τ2Z1i + τMZ2iη(k)− (1− α)τM k−τm−1
s=k+1−τM
ηT (s)Z1iη(s)
− (1− α)τM
k−1
s=k−τM
ηT (s)Z2iη(s) (14)
−
k−τm−1
s=k+1−τM
ηT (s)Z1iη(s) = −
k−τ(k)−1
s=k+1−τM
ηT (s)Z1iη(s)−
k−τm−1
s=k−τ(k)
ηT (s)Z1iη(s),
now from Lemma 2.6, we get
−
k−τ(k)−1
s=k+1−τM
ηT (s)Z1iη(s) ≤ −1
τ2
k−τ(k)−1
s=k+1−τM
ηT (s)Z1i
k−τ(k)−1
s=k+1−τM
η(s)− 1
τ2
k−τm−1
s=k−τ(k)
ηT (s)Z1i
k−τm−1
s=k−τ(k)
η(s)
≤ − 1
τ2

x(k− τ(k))− x(k− τM)
T
Z1i

x(k− τ(k))− x(k− τM)

+

x(k− τm)− x(k− τ(k))
T
Z1i

x(k− τm)− x(k− τ(k))

(15)
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−
k−1
s=k−τM
ηT (s)Z2iη(s) = −
k−τ(k)−1
s=k−τM
ηT (s)Z2iη(s)−
k−1
s=k−τ(k)
ηT (s)Z2iη(s)
≤ − 1
τ2
k−τ(k)−1
s=k−τM
ηT (s)Z2i
k−τ(k)−1
s=k−τM
η(s)− 1
τM
k−1
s=k−τ(k)
ηT (s)Z2i
k−1
s=k−τ(k)
η(s)
≤ − 1
τ2

x(k− τ(k))− x(k− τM)
T
Z2i

x(k− τ(k))− x(k− τM)

− 1
τM

x(k)− x(k− τ(k))
T
Z2i

x(k)− x(k− τ(k))

. (16)
As above, we can obtain
△V6i(k)+ αV6i(k) ≤ 2

f (x(k))− F1x(k)
T
D1ix(k)+ 2
k−1
s=k+1+τM
(1− α)k−sf (x(s))− F1x(s)TD1ix(s)
− (1− α)τM2f (x(k− τ(k)))− F1x(k− τ(k))TD1ix(k− τ(k))
− 2
k−1
s=k+1+τm
(1− α)k−sf (x(s))− F1x(s)TD1ix(s)+ 2τ2f (x(k))− F1x(k)TD1ix(k)
− 2
k−τm
s=k+1+τM
(1− α)k−sf (x(s))− F1x(s)TD1ix(s)
≤ 2τ2 + 1f (x(k))− F1x(k)TD1ix(k)
− (1− α)τM2f (x(k− τ(k)))− F1x(k− τ(k))TD1ix(k− τ(k)), (17)
△V7i(k)+ αV7i(k) ≤ 2

F2x(k)− f (x(k))
T
D2ix(k)+ 2
k−1
s=k+1+τM
(1− α)k−sF2x(s)− f (x(s))TD2ix(s)
− (1− α)τM2F2x(k− τ(k))− f (x(k− τ(k)))TD2ix(k− τ(k))
− 2
k−1
s=k+1+τm
(1− α)k−sF2x(s)− f (x(s))TD2ix(s)+ 2τ2F2x(k)− f (x(k))TD2ix(k)
− 2
k−τm
s=k+1+τM
(1− α)k−sF2x(s)− f (x(s))TD2ix(s)
≤ 2τ2 + 1F2x(k)− f (x(k))TD2ix(k)
− (1− α)τM2F2x(k− τ(k))− f (x(k− τ(k)))TD2ix(k− τ(k)). (18)
In addition, we have
η(k) = x(k+ 1)− x(k) =
Ni
l=1
ηil(θ(k))

(Ail − I)x(k)+ Bilf (x(k))+ Cilf (x(k− τ(k)))

.
Then for any matrices Ti, we have
2
Ni
l=1
ηil(θ(k))ξ T (k)Ti

η(k)− (Ail − I)x(k)− Bilf (x(k))− Cilf (x(k− τ(k)))

= 0, (19)
where
ξ(k) =

xT (k) xT (k− τm) xT (k− τ(k)) xT (k− τM) ηT (k) ηT (k− τm) ηT (k− τ(k))
× ηT (k− τM) f T (x(k)) f T (x(k− τ(k)))
k−τ(k)−1
s=k−τM
xT (s)
k−τm−1
s=k−τ(k)
xT (s)
k−1
s=k−τ(k)
xT (s)
T
.
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From the assumption (H1)we have,
fj(xj(k))− F−j xj(k)
 
fj(xj(k))− F+j xj(k)
 ≤ 0, j = 1, 2, . . . , n,
which are equivalent to
x(k)
f (x(k))
T  F−j F+j ejeTj −
F−j + F+j
2
ejeTj
−F
−
j + F+j
2
ejeTj eje
T
j
 x(k)f (x(k))

≤ 0, j = 1, 2, . . . , n,
where ej denotes the unit column vector having the element 1 on its rth row and zeros elsewhere.
Let D3i = diag {d1i, d2i, . . . , dni}, D4i = diag {h1i, h2i, . . . , hni} then
n
i=1
di

x(k)
f (x(k))
T  F−j F+j ejeTj −
F−j + F+j
2
ejeTj
−F
−
j + F+j
2
ejeTj eje
T
j
 x(k)f (x(k))

≤ 0
⇒

x(k)
f (x(k))
T 
F3D3i −F4D3i
−F4D3i D3i
 
x(k)
f (x(k))

≤ 0. (20)
Similarly, one can get
x(k− τ(k))
f (x(k− τ(k)))
T 
F3D4i −F4D4i
−F4D4i D4i
 
x(k− τ(t))
f (x(k− τ(k)))

≤ 0. (21)
Combining (8)–(21), we get
∆Vi(k)+ αVi(k) ≤
Ni
l=1
ηil(θ(k))ξ T (k)Πξ(k).
In view of (5) we can getΠ < 0. Hence it is easy to get∆Vi(k)+ αVi(k) ≤ 0. Then we get,
Vi(k+ 1)− Vi(k) ≤ −αVi(k)
which implies that Vσ(k)(k) ≤ (1− α)k−ktVσ(kt )(kt) and one can obtain that
Vσ(k)(k) ≤ (1− α)k−ktVσ(kt )(kt)
≤ (1− α)k−ktµVσ(kt−1)(kt)
≤ µ(1− α)k−kt (1− α)kt−kt−1Vσ(kt−1)(kt−1)
= µ(1− α)k−kt−1Vσ(kt−1)(kt−1)
≤ · · · ≤ µNσ (k0,k)(1− α)k−k0Vσ(k0)(k0). (22)
We know that from Definition 2.3 that Nσ (k0, k) ≤ (k− k0)/Ta, then (22) becomes
Vσ(k)(k) ≤

(1− α)µ 1Ta
k−k0
Vσ(k0)(k0). (23)
It can be verified from (7) that
Vσ(k)(k) ≥ β1 ∥x(k)∥2 and Vσ(k0)(k0) ≤ β2 ∥φ∥2L .
Then from (23) we get
β1 ∥x(k)∥2 ≤

(1− α)µ 1Ta
k−k0
β2 ∥φ∥2L
∥x(k)∥2 ≤ β2
β1
χ k−k0 ∥φ∥2L , (24)
where β1 = min∀i∈S λmin(Pi),
β2 = max∀i∈S λmax(Pi)+ τm max∀i∈S λmax(Q1i)+ (1+ τM − τm)max∀i∈S λmax(Q2i)
+ τM max∀i∈S λmax(Q3i)+ fˆ
2(1+ τM − τm)max∀i∈S λmax(Q4i)
+ 4(τM − τm)max∀i∈S λmax(R1i)+ 4τM max∀i∈S λmax(R2i)
+ 4(τM − τm)max∀i∈S λmax(Z1i)+ 4τM max∀i∈S λmax(Z2i),
here fˆ = max1≤s≤n
F−s  , F+s  and χ = (1 − α)µ 1Ta . Then, by using Ta one can easily obtain χ < 1. Hence from
Definition 2.2, the considered DSFNN (4) is exponentially stable.
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3.1. Robust stability
Theorem 3.2. Under the Assumption (H1), for given scalars 0 < α < 1, µ > 1 the uncertain DSFNN (2) is said to be robustly
exponentially stable, if there exist matrices Pi > 0,Qui > 0, Rvi > 0, Zvi > 0, u = 1, 2, 3, v = 1, 2, satisfying (26) and diagonal
matrices Dqi > 0, q = 1, 2, 3, 4, matrices Ti and scalars ϵil > 0, for any switching signal σ(k) with the average dwell time
satisfying Ta ≥ T ∗a = − lnµln(1−α) , such that the following LMI hold for all l = 1, 2, . . . ,Ni and i, j ∈ S, i ≠ j:Π13×13 TiEi ϵilW TE∗ −ϵilI 0
∗ ∗ −ϵilI
 < 0, (25)
Pi ≤ µPj, Qui ≤ µQuj, Rvi ≤ µRvj, Zvi ≤ µZvj, u = 1, 2, 3, v = 1, 2, (26)
where WE = [−Eai 0n,7n − Ebi − Eci 0n,3n], and other parameters are the same as defined in Theorem 3.1.
Proof. By replacing Ail by Ail + ∆Ail(k), Bil by Bil + ∆Bil(k), Cil by Cil + ∆Cil(k) in the proof of Theorem 3.1 and using the
Lemmas 2.4 and 2.5, it is easy to obtain (25). The proof of this theorem is similar to that of Theorem 3.1 and hence it is
omitted. 
Remark 3.3. The stability problems for the switched systems can be analyzed by two types of Lyapunov–Krasovskii
functional methods i.e., the Common Lyapunov function method (CLF) and Piecewise Lyapunov functions method. The
common Lyapunov function method requires all the subsystems of the switched system to share a positive definite radially
unbounded CLF, so in practical implementation it is difficult to achieve this kind of CLF. So, it is better to choose a piecewise-
Lyapunov functional while studying the switched phenomena. Motivated by this consideration, in this paper we have
investigated the exponential stability of the discrete-time switched fuzzy neural networks by choosing the piecewise-
Lyapunov functional (7).
4. Numerical simulations
In this section, we provide two numerical examples with simulation results to illustrate the effectiveness and advantages
of the proposed theory.
Example 4.1. Consider the discrete-time switched fuzzy neural networks (4) together with the l-th rule given as follows:
Plant rule R11: IF θ1(k) = x2(k) isM111(x2(k)) THEN
x(k+ 1) = A11x(k)+ B11f (x(k))+ C11f (x(k− τ(k))).
Plant rule R21: IF θ1(k) = x2(k) isM211(x2(k)) THEN
x(k+ 1) = A12x(k)+ B12f (x(k))+ C12f (x(k− τ(k))).
Plant rule R12: IF θ1(k) = x2(k) isM121(x2(k)) THEN
x(k+ 1) = A21x(k)+ B21f (x(k))+ C21f (x(k− τ(k))).
Plant rule R22: IF θ1(k) = x2(k) isM221(x2(k)) THEN
x(k+ 1) = A22x(k)+ B22f (x(k))+ C22f (x(k− τ(k))).
Take the parameters as follows:
A11 = diag{0.7, 0.5}, A12 = diag{0.5, 0.6}, A21 = diag{0.6, 0.8}, A22 = diag{0.7, 0.9},
B11 =

0.1 0.02
0 0.05

, B12 =

0.01 0
0.03 0.02

, B21 =

0.02 0.02
−0.01 0.02

, B22 =

0.01 0.04
−0.01 0.01

,
C11 =
−0.02 0.01
0.02 0.01

, C12 =

0.02 0.01
−0.02 −0.01

, C21 =
−0.03 0.02
0.02 0.04

, C22 =
−0.03 0
0.02 0.01

.
The fuzzy sets ofM111,M
2
11,M
1
21,M
2
21 are represented by the following membership functions respectively;
M111(x2(k)) = 1−
1
1+ e−2x2(k) , M
2
11(x2(k)) =
1
1+ e−2x2(k) ,
M121(x2(k)) = 1−
1
1+ e(−2x2(k)−0.3) , M
1
21(x2(k)) =
1
1+ e(−2x2(k)−0.3) .
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Table 1
Calculated τM for various values of α when τm = 2 & µ = 1.2.
α 0.001 0.005 0.01 0.05 0.1 0.15 0.2
Value of Ta 183 37 19 4 2 2 1
Upper bound τM 16 15 14 10 8 7 6
Fig. 1. Simulated switching signal between each of the sub-fuzzy-systems in Example 4.1.
Fig. 2. Trajectories of x(k) of DSFNNs in Example 4.1 for l = 1 and l = 2.
The activation functions are described by f1(x) = tanh(x) and f2(x) = tanh(−2x). Clearly, it can be seen that the assumption
(H1) is satisfied with F−1 = 0, F+1 = 1, F−2 = 0, F+2 = −2, Thus we get
F1 = diag{0, 0}, F2 = diag{1,−2}, F3 = diag{0, 0}, F4 = diag{0.5,−1}.
Given scalars τm and µ = 1.2, by solving the LMIs in Theorem 3.1 using the Matlab LMI control tool box, we can get the
feasible solutionswhich are not given here due to the page constraint, the calculated upper bound of time-delay andminimal
average dwell time Ta for different α is shown in Table 1. It can be seen from Table 1 that the achieved upper bound of time-
delay τM and the minimal average dwell time Ta are dependent on τm and α. It is concluded that for a fixed lower bound
τm, the value of the upper bound decreases as α increases. Also it is found that for all values of α and µ in Table 1 (24) is
satisfied, for example, if we choose α = 0.05 and µ = 1.2, the average dwell time Ta > T ∗a = 3.5545. Therefore, if we take
Ta = 4, the delay rate of the considered discrete-time switched fuzzy neural networks is obtained as χ = 0.9943 < 1, and
solving (24) we get
∥x(k)∥ ≤ 22.1212e−0.0029(k−k0)∥φ∥L, ∀k ≥ k0.
Then by Definition 2.2, the discrete-time switched fuzzy neural network in Example 4.1 is exponentially stable. The
simulation results are shown in Figs. 1 and 2. Fig. 1 depicts the possible switching signal between each of the sub-fuzzy-
systems, while Fig. 2 depicts the state responses of the DSFNNs considered in Example 4.1 for l = 1, 2 when τM = 16 with
the initial condition x(k) = [−0.3, 1.0]T . The simulation results reveal that the considered DSFNNs is exponentially stable.
Example 4.2. Consider the uncertain discrete-time switched fuzzy neural networks (2) with the l-th rule and membership
functions the same as in Example 4.1 with the following parameters:
A11 = diag{0.1, 0.3}, A12 = diag{0.4, 0.1}, A21 = diag{0.5, 0.2},
A22 = diag{0.3, 0.5}, B11 = diag{0.02, 0.004}, B12 = diag{0.003, 0.005},
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Fig. 3. Simulated switching signal between each of the sub-fuzzy-systems in Example 4.2.
Fig. 4. Trajectories of x(k) of uncertain DSFNNs in Example 4.2 for l = 1 and l = 2.
B21 = diag{0.002, 0.003}, B22 = diag{0.01, 0.003},
C11 =
−0.01 0.01
−0.02 −0.01

, C12 =
 −0.02 0.01
−0.012 −0.09

, C21 =
 −0.09 0.05
−0.019 −0.09

,
C22 =
−0.05 0.03
−0.01 −0.01

,
E11 = diag{0.2, 0.1}, E12 = diag{0.2, 0.1}, E21 = diag{0.1, 0.3}, E22 = diag{0.1, 0.1},
Ga11 = diag{0.2,−0.3}, Ga12 = diag{−0.1,−0.1}, Ga21 = diag{0.1,−0.2},
Ga22 = diag{0.01,−0.2}, Gb11 = diag{0.08,−0.05}, Gb12 = diag{0.001, 0.005},
Gb21 = diag{0.003, 0.002}, Gb22 = diag{0.005, 0.002}, Fil(k) = diag{sin(k), cos(k)},
Gc11 =

0.01 0.01
−0.05 0.01

, Gc12 =

0.02 0.02
0 0.01

, Gc21 =

0.01 0.05
−0.02 0.02

, Gc22 =

0.02 0.06
−0.01 0.01

.
The activation functions are described by f1(x) = tanh(x)+ 0.1x and f2(x) = tanh(1.1x)+ 0.2x. Clearly, it can be seen that
the assumption (H1) is satisfied with F−1 = 0.1, F+1 = 1, F−2 = 0.2, F+2 = 1.1, Thus we get
F1 = diag{0.1, 0.2}, F2 = diag{1, 1.1}, F3 = diag{0.1, 0.22}, F4 = diag{0.55, 0.65}.
Given scalars τm = 4, α = 0.1 and µ = 1.25, by solving the LMIs in Theorem 3.2 using the Matlab LMI control tool
box we can obtain the feasible solutions, the achieved upper bound of time delay is τM = 11 and the average dwell time
Ta > T ∗a = 2.1179. Moreover, if we take Ta = 3, the delay rate of the considered DSFNNs is obtained as χ = 0.9695 < 1,
and we get
∥x(k)∥ ≤ 20.5305e−0.0155(k−k0)∥φ∥L, ∀k ≥ k0.
Then by Definition 2.2, the uncertain DSFNN in Example 4.2 is robustly exponentially stable.
Fig. 3 depicts the possible switching signal between each of the sub-fuzzy-systems,while Fig. 4 depicts the state responses
of the uncertain DSFNNs considered in Example 4.2 for l = 1, 2 when τM = 11 with the initial condition x(k) = [4, − 2]T .
The simulation results reveals that the considered uncertain DSFNN is robustly exponentially stable.
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