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MEAN ESTIMATION WITH SUB-GAUSSIAN RATES IN
POLYNOMIAL TIME
By Samuel B. Hopkins ∗ †
Department of Electrical Engineering and Computer Science
University of California, Berkeley
We study polynomial time algorithms for estimating the mean
of a heavy-tailed multivariate random vector. We assume only that
the random vector X has finite mean and covariance. In this setting,
the radius of confidence intervals achieved by the empirical mean are
large compared to the case that X is Gaussian or sub-Gaussian.
We offer the first polynomial time algorithm to estimate the mean
with sub-Gaussian-size confidence intervals under such mild assump-
tions. Our algorithm is based on a new semidefinite programming
relaxation of a high-dimensional median. Previous estimators which
assumed only existence of finitely-many moments of X either sacri-
fice sub-Gaussian performance or are only known to be computable
via brute-force search procedures requiring time exponential in the
dimension.
1. Introduction. This paper studies estimation of the mean of a heavy-
tailed multivariate random vector from independent samples. In particu-
lar, we address the question: Are statistically-optimal confidence intervals
for heavy-tailed multivariate mean estimation achievable by polynomial-time
computable estimators? Our main result answers this question affirmatively,
up to some explicit constants.
Estimating the mean of a distribution from independent samples is among
the oldest problems in statistics. From the asymptotic viewpoint (that is,
when the number of samples n tends to infinity) it is well understood. If
X1, . . . ,Xn are n independent copies of a random variable X on R
d, the
empirical mean µn =
1
n
∑
i6nXi converges in probability to the mean µ =
EX. If X has finite variance, the limiting distribution of µn is Gaussian.
Aiming for finer-grained (finite-sample) guarantees, this paper takes a non-
asymptotic view. For every δ > 0 and n ∈ N we ask for an estimator µˆn,δ
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supported by NSF Award No. 1408673.
†MSC 2010 classification: Primary 62H12, Secondary 68W. Keywords and phrases: mul-
tivariate estimation, heavy tails, confidence intervals, sub-Gaussian rates, semidefinite pro-
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which comes with a tail bound of the form
P
X1,...,Xn
{‖µˆn,δ(X1, . . . ,Xn)− µ‖ > rδ} 6 δ
for as small a radius rδ (which may depend on n and the distribution of X) as
possible. That is, we are interested in estimators with the smallest-possible
confidence intervals.
When X is Gaussian or sub-Gaussian, strong non-asymptotic guarantees
are available on confidence intervals of the sample mean µn. Applying Gaus-
sian concentration, if X has covariance Σ, then in the Gaussian setting,
P
{
‖µn(X1, . . . ,Xn)− µ‖ >
√
TrΣ
n
+
√
2‖Σ‖ log(1/δ)
n
}
6 δ(1.1)
where ‖Σ‖ = λmax(Σ) is the operator norm/maximum eigenvalue of Σ.
However, if one tries to replace the assumption that X is Gaussian with
something weaker, Eq. (1.1) breaks down for the sample mean µn. For in-
stance, consider a much weaker assumption: X has finite covariance Σ. Then
the best possible tail inequality for the sample mean becomes
P
{
‖µn(X1, . . . ,Xn)− µ‖ >
√
TrΣ
δn
}
6 δ .(1.2)
(See e.g. [Cat12], section 6.) By comparison with Eq. (1.1), the tail bound
Eq. (1.2) has degraded in two ways: first, the log(1/δ) term has become 1/δ,
and second, that term multiplies TrΣ rather than ‖Σ‖; note that TrΣ may
be as large as d‖Σ‖, as in the case of isotropically-distributed data.
This paper focuses on finding estimators µˆ which can match (1.1) under
milder assumptions than sub-Gaussianity, such as the existence of finitely-
many moments. Weak assumptions like this allow for the presence of heavy
tails. A d-dimensional random vector X is heavy-tailed if for some unit u ∈
R
d, the tail of 〈X,u〉 outgrows any exponential distribution; i.e. for all s > 0
one has limt→∞ e
ts
P{〈X − µ, u〉 > t} =∞.
There are many situations in which one may wish to avoid a Gaussian or
sub-Gaussian assumption. One may simply wish to be conservative, or there
may reason to believe a Gaussian assumption is unjustified – heavy-tailed
and high-dimensional data are not unusual. Many distibutions in big-data
settings have heavy tails: for example, power law distributions consistently
emerge from statistics of large networks (the internet graph, social network
graphs, etc) [FFF99, LKF05]. And no matter how nice the underlying distri-
bution, corruptions and noise in collected data often result in an empirical
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distribution with many outliers [RD00]. As a result, such X may have only
a few finite moments; that is, EXp may not exist for large-enough p ∈ N.
This suggests the question of whether an estimator with a guarantee
matching Eq. (1.1) (up to universal constants) exists under only the as-
sumption that X has finite mean and covariance. (These assumptions are
necessary to obtain the 1/
√
n rate in both Eqs. (1.1) and (1.2).) One may
show this is impossible if a single estimator is desired to satisfy an inequality
like Eq. (1.1) [DLLO16].
Quite remarkably, the story changes if the estimator may additionally de-
pend on the desired confidence level 1−δ. Indeed, by now in the classical case
d = 1, many such δ-dependent estimators are known which achieve Eq. (1.1)
up to explicit constants for δ > 2−O(n), even when X has only finite mean
and variance [Cat12, DLLO16]. Since the δ-dependence is a necessary conces-
sion to achieve concentration like Eq. (1.1) with only two finite moments, for
this paper our estimators are all allowed to depend on δ: it is an interesting
future direction to explore what fraction of the theory may be reproduced
without the δ-dependence [DLLO16, Min18]. The lower bound δ > 2−O(n) is
also information-theoretically necessary [DLLO16].
The high-dimensional case is much more difficult, and has been resolved
only recently: the culmination of a series of works [LO11, HS16, Min15,
LM18] is the following theorem of Lugosi and Mendelson, who gave the fam-
ily of estimators matching Eq. (1.1) (up to constants) for any d under only
the assumption of finite second moments. (In fact, their result also holds in
the infinite-dimensional Banach space setting.)
Theorem 1.1 (Lugosi-Mendelson estimator, [LM18]). There is a univer-
sal constant C such that for every n, d, and δ > 2−n/C there is an estimator
µˆδ,n : R
dn → Rd such that for every random variable X on Rd with finite
mean and covariance,
P
{
‖µˆn,δ(X1, . . . ,Xn)− µ‖ > C
(√
TrΣ
n
+
√
‖Σ‖ log(1/δ)
n
)}
6 δ
where X1, . . . ,Xn are i.i.d. copies of X and µ = EX and Σ = E(X−µ)(X−
µ)⊤.
In high-dimensional estimation, especially with large data sets, it is
important to study estimators with guarantees both on statistical accu-
racy and algorithmic tractability. Indeed, there is growing evidence that
some basic high-dimensional estimation tasks which appear possible from a
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purely information-theoretic perspective altogether lack computationally effi-
cient algorithms. There are many examples of such information-computation
gaps, including the problem of finding sparse principal components of high-
dimensional data sets (the sparse PCA problem) and optimal detection of
hidden communities in random graphs with latent community structure (the
k-community stochastic block model) [BR13, MW15, HKP+17, DKMZ11,
BKM17, HS17].
From this perspective, a major question left open by Theorem 1.1 is
whether there exists an estimator matching Theorem 1.1 but which is effi-
ciently computable. In this paper, efficiently computable means computable
by an algorithm running in time (nd log(1/δ))O(1) – that is, polynomial in
both the number of samples and the ambient dimension, as well as the num-
ber of bits needed to describe the input δ > 0. Indeed, the median-of-means
estimator used by Lugosi and Mendelson lacks any obvious algorithm running
in time less than exp(cd), for some fixed c > 0, which is the time required
for brute-force search over every direction in a d-dimensional ε-net. More
worringly, the key idea of Lugosi and Mendelson is a combinatorial notion of
a multivariate median, which appears to place the problem dangerously near
those high-dimensional combinatorial statistics problems which lack efficient
algorithms altogether.
The main result of this paper shows that there is a family of estimators
matching Theorem 1.1 and computable by polynomial-time algorithms.
Theorem 1.2 (Main theorem). There are universal constants C0, C1, C2
such that for every n, d ∈ N and δ > 2−n/C2 there is an algorithm which
runs in time O(nd) + (d log(1/δ))C0 such that for every random variable X
on Rd, given i.i.d. copies X1, . . . ,Xn of X the algorithm outputs a vector
µˆδ(X1, . . . ,Xn) such that
P
{
‖µ− µˆδ‖ > C1
(√
TrΣ
n
+
√
‖Σ‖ log(1/δ)
n
)}
6 δ ,
where EX = µ and E(X − µ)(X − µ)⊤ = Σ.
On constants and running times. No effort has been made to optimize the
constants C0, C1, C2. By careful analysis they may certainly be made less
than 1000, but we expect substantial improvements beyond this are possible.
Because of the large polynomial running time, we regard Theorem 1.2
as mainly a (constructive) proof of the existence of a polynomial-time algo-
rithm: of course we do not suggest anyone attempt to run an (nd)1000-time
algorithm in practice! Polynomial-time algorithms are qualitatively different
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from exponential-time brute-force searches, however, and very often the in-
sights from a slow polynomial-time algorithm can be leveraged to design
a fast one, while the same cannot be said of a brute-force search procedure.
Thus, when addressing challenging algorithmic questions in high-dimensional
statistics, the first question is whether there is a polynomial-time algorithm
at all: Theorem 1.2 answers this affirmatively.
Indeed, Theorem 1.2 and the algorithm behind it have already inspired
further investigation into the (rather distinct) question of just how fast an
algorithm is possible. After the present work was initially circulated, Cher-
apanamjeri, Flammarion, and Bartlett combined the ideas in our Section 2
with a nonconvex gradient descent procedure to obtain an algorithm with
the statistical same guarantees as Theorem 1.2 but with running time
O(n3.5 + n2d) · (log nd)O(1) [CFB19]. It is more than plausible that further
developments will lead to a truly practical algorithm (with running time, say,
nd · log(nd)O(1) – note that input vectors consist of nd real numbers, so this
running time would correspond to reading the data log(nd)O(1) times).
Semidefinite programming, proofs to algorithms, and the sum of squares
method. Our algorithm is based on semidefinite programming (SDP). It
is not an attempt to directly compute the estimator proposed by Lugosi
and Mendelson. Instead, inspired by that estimator, we introduce median-
sdp, a new semidefinite programming approach to computation of a high-
dimensional median. We hope that the ideas behind it will find further uses
in algorithms for high-dimensional statistics.
Our SDP arises from the sum of squares (SoS) method, which is a pow-
erful and flexible approach to SDP design and analysis. Rather than design
an SDP from scratch and invent a new analysis, guided by the SoS method
we construct an SDP whose variables and constraints allow for the proof of
Lugosi and Mendelson’s Theorem 1.1 to translate directly to an analysis of
the SDP, proving our Theorem 1.2. (More prosaically: Lugosi and Mendel-
son’s proof inspires the construction of a family of dual solutions to our SDP,
which then we use to argue that it recovers a good estimate for the mean.)
This technique, which turns sufficiently-simple proofs of identifiability
like the proof of Theorem 1.1 into algorithms as in Theorem 1.2, has
recently been employed in algorithm design for several computationally-
challenging statistics problems. For instance, recent works offer the best
available polynomial-time guarantees for parameter estimation of high-
dimensional mixture models and for estimation in Huber’s contamination
model [Hub64, HL18, KSS18, KKM18]. SoS has also been key to progress
in computationally-challenging tensor problems with statistical applications,
such as tensor decomposition (a key primitive for moment-method algorithms
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in high dimensions) and tensor completion [MSS16, BM16, PS17]. For further
discussion see the survey [RSS18]. We expect many further basic statistical
problems for which efficient algorithms are presently unknown to be success-
fully attackable with the SoS method.
Organization. In the remainder of this introduction we discuss the median
of means estimation paradigm which underlies both Lugosi and Mendelson’s
estimator (Theorem 1.1) and our own (Theorem 1.2) and briefly introduce
the SoS method, as well as offer some comparisons of the SDP used in this
paper to some common SDPs employed in statistics. Before turning to tech-
nical material, in Section 1.3 we give a brief overview of our estimator.
In Section 2, we describe an algorithm for a twist on the mean estima-
tion problem, called the certification problem. The main lemma analyzes an
SDP whose solutions capture information about quantiles of a set of high-
dimensional vectors. It is the key tool in the design of our algorithm to
estimate the mean. This section requires no background on SoS.
Then, in Section 3 we give some formal definitions and standard theorems
about SoS. In Section 4 we prove our main theorem from technical lemmas,
whose proofs can be found in the appendix.
1.1. The median of means paradigm. The median of means is an ap-
proach to mean estimation for heavy-tailed distributions which combines the
reduction in variance offered by averaging independent samples (thus achiev-
ing 1/
√
n convergence rates) with the outlier-robustness of the median (thus
achieving
√
log(1/δ) tail behavior) [NY83, JVV86, AMS99]. Consider the
d = 1 case first. Suppose X1, . . . ,Xn are i.i.d. copies of a real-valued random
variable X with mean µ ∈ R and variance σ2. Let k = Θ(log 1/δ) be an
integer, and for i 6 k let Zi be the average of samples Xi·n/k to X(i+1)·n/k.
1
Then it is an exercise to show that the median (or indeed any fixed quantile)
of the Zi’s satisfies
P
{
|median(Z1, . . . , Zk)− µ| > Cσ
√
log(1/δ)
n
}
6 δ
for some universal constant C (given the correct choice of k). There are es-
timators achieving this
√
log(1/δ) rate using ideas other than the median
of means in the case d = 1 [Cat12, DLLO16], but we focus here on me-
1Throughout the paper we will assume that n is divisible by C log(1/δ) for an appro-
priate constant C. One may achieve this from general n, k and δ > 2−O(n) by throwing
out samples to reach the nearest multiple of C log(1/δ); the effect on the error rates is
only a constant.
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dian of means since it is the only approach known to prove a theorem like
Theorem 1.1 in the high dimensional case.
Correctly extending this median of means idea to higher dimensions d is
not simple. Suppose that X is d-dimensional, with mean µ and covariance Σ.
Replacing X1, . . . ,Xn ∈ Rd with grouped averages Z1, . . . , Zk ∈ Rd remains
possible, but the sticking point is to choose an appropriate notion of median
or quantile in d dimensions.
A first attempt would be to use as a median of Z1, . . . , Zk any point in
R
d which has at most some distance r to at least ck of Z1, . . . , Zk for some
c > 1/2. Let us call such a point a simple r-median. It is straightforward to
prove, by the same ideas as in the d = 1 case, that
P
{
‖µ− Zi‖ > C
√
TrΣ log(1/δ)
n
for at least ck vectors Zi
}
6 δ
for some universal constant C = C(c). It follows that with probability at
least 1 − δ the mean µ is a simple r-median for r = C√TrΣ log(1/δ)/n.
When c > 1/2, any two simple r-medians must each have distance at most
r to some Zi, so by the triangle inequality,
P
{
‖simple 2r-median(Z1, . . . , Zk)− µ‖ > 2C
√
TrΣ log(1/δ)
n
}
6 δ(1.3)
where simple 2r-median(Z1, . . . , Zk) is any simple 2r-median of Z1, . . . , Zk.
At the cost of replacing 2r by 4r, a simple r-median can be found easily in
polynomial time (in fact in quadratic time) because if there is any simple 2r-
median of Z1, . . . , Zk then by triangle inequality some Zi must be a simple
4r-median.
In prior work, Minsker shows that the geometric median of Z1, . . . , Zk
achieves the same guarantee Eq. (1.3) as the simple median (perhaps with a
different universal constant C) [Min15]. Geometric median is computable in
nearly-linear time (that is, time dk · (log dk)O(1)) [CLM+16].
The guarantee Eq. (1.3) represents the smallest confidence intervals previ-
ously known to be achievable by polynomial-time computable mean estima-
tors under the assumption that X has finite mean and covariance. This tail
bound is an intermediate between the
√
TrΣ/δn-style tail bound achieved
by the empirical mean Eq. (1.2) and the Gaussian-style guarantee of Lugosi
and Mendelson from Theorem 1.1. It fails to match Theorem 1.1 because
the log(1/δ) term multiplies TrΣ rather than ‖Σ‖ – this introduces an un-
necessary dimension-dependence. That is, if X has covariance identity, then
informally speaking the rate of tail decay has a dimension-dependent factor
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when it should be dimension-independent: it decays as exp(−ct2/d) rather
than exp(−ct2) (where c is some fixed constant).2 This is not a failure of
the analysis: if the approach is to draw a ball around the population mean
µ which contains at least a constant fraction of Z1, . . . , Zk with probability
1−δ, the ball must have radius of order√TrΣ log(1/δ)/n, which grows with
the dimension of X.
To prove Theorem 1.1, Lugosi and Mendelson introduce a new notion of
high-dimensional median, which arises from what they call amedian of means
tournament. This tournament median of Z1, . . . , Zk is
arg min
x∈Rd
max
y∈Rd
‖x− y‖ such that ‖Zi − x‖ > ‖Zi − y‖ for at least k2 Zi’s.
(1.4)
Rephrased, the tournament median is the point x ∈ Rd minimizing the
number r such that for every unit u ∈ Rd, the projection 〈x, u〉 is at distance
at most r from a median of the projections {〈Zi, u〉}.3
In fact, Lugosi and Mendelson’s arguments apply to any x which r-central
in the following sense: for every unit u, there are at least 0.51k vectors
among Z1, . . . , Zk such that |〈Zi, u〉 − 〈x, u〉| 6 r. Their proof shows that
an estimator which outputs any r-central point will achieve the guarantee
in Theorem 1.1. This interpretation shows that their estimator is related
to a weak notion of Tukey median: a Tukey median (at least in the typi-
cal case that it has constant Tukey depth) should be between a 49-th and
51-st percentile in every direction u, while an r-central point has distance
at most r to such a percentile in every direction u [Tuk60]. Thus our re-
sult Theorem 1.2 adds to several in the literature which demonstrate that
although the Tukey median of vectors v1, . . . , vk ∈ Rd is NP-hard to compute
if v1, . . . , vk are chosen adversarially, under reasonable assumptions (in this
case that Z1, . . . , Zk are i.i.d. from a distribution with bounded covariance)
one may find some kind of approximate Tukey median in polynomial time
[Ber06, DKK+16, LRV16].
The heart of the proof of Theorem 1.1 shows that with probability at least
1− δ, the mean µ is r-central for r = C(√TrΣ/n+√‖Σ‖ log(1/δ)/n). The
difficulty in computing the tournament median – or finding some r-central
point – comes from the fact that in each direction u it may be different
collection of 0.51k vectors which satisfy |〈Zi, u〉 − 〈x, u〉| 6 r. Thus even
2Of course, formally we are talking about one estimator µˆδ for every δ, so it is not
correct to speak of tail decay with respect to δ.
3Thanks to Jerry Li for pointing out this reinterpretation of the tournament median
to me.
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if an algorithm is given Z1, . . . , Zk and µ, to efficiently check that µ is a
tournament median or is r-central seems naively to require brute-force search
over exp(cd) directions in Rd, for some fixed c > 0. The heart of our algorithm
is a semidefinite program which (with high probability) can efficiently certify
that µ is r-central: this algorithm is described in Section 2.
1.2. Semidefinite programming and the SoS method in statistics. One of
the main tools in our algorithm is semidefinite programming, and in partic-
ular the sum of squares method. Recall that a semidefinite program (SDP)
is a convex optimization problem of the following form:
min
X
〈X,C〉 such that 〈A1,X〉 > 0, . . . , 〈Am,X〉 > 0 and X  0(1.5)
where X ranges over symmetric n×n real matrices and 〈M,N〉 = TrMN⊤.
Subject to mild conditions on C and A1, . . . , Am, semidefinite programs are
solvable to arbitrary accuracy in polynomial time [BV04].
Semidefinite programming as a tool for algorithm design has by now seen
numerous uses across both theoretical computer science and statistics. Fa-
miliar SDPs in statistics include the nuclear-norm minimization SDP, used
for matrix sensing and matrix completion [CR09, CT10], the Goemans-
Williamson cut SDP, variants of which are used for community detection in
sparse graphs [GV16, MS16, ABH16], SDPs for finding sparse principal com-
ponents [dGJL07, AW08, KNV15], SDPs used for high-dimensional change-
point detection [WS18], SDPs used for optimal experiment design [VBW98],
and more.
While much work has focused on detailed analyses of a small number
of canonical semidefinite programs – the nuclear-norm SDP, the Goemans-
Williamson SDP, etc. – the SoS method offers a rich variety of semidefi-
nite programs suited to many purposes [Sho87, Nes00, Las01, Par00]. For
every polynomial optimization problem with semialgebraic constraints, SoS
offers a hierarchy of SDP relaxations. That is, for every collection of mul-
tivariate polynomials p, q1, . . . , qm ∈ R[x1, . . . , xn] and every even r >
max(deg p,deg q1, . . . ,deg qm), SoS offers a relaxation of the problem
min p(x) such that q1(x) > 0, . . . , qm(x) > 0 .
As r increases, the relaxations become stronger, more closely approximating
the true optimum value of the optimization problem, but the complexity of
the relaxations also increases. Typically, the r-th relaxation is solvable in
time (nm)O(r). In many applications, such as when q1, . . . , qm include the
constraints x2i − x > 0, x2i − x 6 0 which imply x ∈ {0, 1}n, when r = n
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the SoS SDP exactly captures the optimum of the underlying polynomial
optimization problem. However, the resulting SDP has at least 2n variables,
so is not generally solvable in polynomial time. This paper focuses on SoS
SDPs with r = O(1) (in fact r = 8), leading to polynomial-time algorithms.
SoS carries at least two advantages relevant to this paper over more
classical approaches to semidefinite programming. First is the flexibility
which comes from the possibility of beginning with any set of polynomials
p, q1, . . . , qm; we choose polynomials which capture the idea of r-centrality.
Second is ease of analysis: SoS SDPs in statistical settings are amenable to an
analysis strategy which converts proofs of statistical identifiability into anal-
ysis of an SDP-based algorithm by phrasing the identifiability proof as a dual
solution to the SDP. This style of analysis is feasible in our case because the
SoS SDP has enough constraints that many properties of r-centrality carry
over to the relaxed version: it is not clear whether a more elementary SDP
would share this property.
1.3. Algorithm Overview. Recall where we left off in Section 1.1. Hav-
ing taken samples X1, . . . ,Xn from a distribution with mean µ and covari-
ance Σ and averaged groups of n/k of them to form vectors Z1, . . . , Zk,
the goal is to find a median of Z1, . . . , Zk. As we discussed, the appro-
priate notion of a median is any point x ∈ Rd which is r-central for
r = O(
√
TrΣ/n+
√‖Σ‖ log(1/δ)/n), meaning that for every 1-dimensional
projection 〈x, u〉, 〈Z1, u〉, . . . , 〈Zk, u〉, the point 〈x, u〉 has distance at most r
to a 0.51-quantile of of {〈Zi, u〉}
Let us change the problem temporarily with a thought experiment: imag-
ine being given Z1, . . . , Zk and the population mean µ and being asked to
verify (or in computer science jargon, certify) that indeed µ is r-central.
Even for this apparently simpler task there is no obvious polynomial-time
algorithm: a brute-force inspection of {〈Zi, u〉} for, say, all u in an ε-net of
the unit ball in Rd will require time (1/ε)d.
Our first technical contribution is to show that with high probability over
Z1, . . . , Zk there is a short certificate, or witness, to the fact that the popu-
lation mean µ has distance at most r to a median in every direction. This
certificate takes the form of a dual solution to a semidefinite relaxation of the
following combinatorial optimization problem: given Z1, . . . , Zk, µ and r > 0,
maximize over all directions u the number of i ∈ [k] such that 〈Zi−µ, u〉 > r.
Solving this SDP gives an algorithm for the certification problem: we show
that with probability at least 1 − δ the maximum value is at most k/3 for
the choice of r above. We note that this SDP and its analysis do not rely on
the SoS technology, so all of Section 2 can be read without this background.
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Returning to the problem of estimating µ given Z1, . . . , Zk, the task is
made simpler by the existence of the certificate that µ is r-central. In par-
ticular, it gives a concrete object which our estimation algorithm can search
for: we know it will suffice to find any point in the set:
certifiable-centers(Z1, . . . , Zk)
= {(x,M) : x ∈ Rd,M ∈ R(d+k+1)×(d+k+1) certifies x is r-central } ,
which is nonempty because it in particular contains (µ,Mµ), whereMµ is the
aforementioned SDP dual solution. (It is not yet obvious why (d+ k + 1)×
(d + k + 1) is the appropriate dimension for M ; we will see this in the next
section.) Our second technical contribution is an algorithm which we call
median-sdp, based on the SoS method, which takes Z1, . . . , Zk and finds
x′ ∈ Rd such that ‖x− x′‖ = O(r) for every x ∈ certifiable-centers.
The algorithm is based on an SDP relaxation of the set certifiable-
centers, this time based on the SoS method. The relaxation is designed
to accommodate the following kind of analysis: we turn the following simple
argument about r-central points into a dual solution to the SDP (in the SoS
context this object is called an SoS proof ), then use the latter to show that
the SDP finds a good estimator x.
The argument which we must turn into an SoS proof is the following: if
x, x′ are r-central then consider in particular the direction v = (x−x′)/‖x−
x′‖. There exists some Zi such that 〈x, v〉 6 r + 〈Zi, v〉 and 〈x′,−v〉 6
r+ 〈Zi,−v〉. Adding the inequalities gives 〈x−x′, v〉 = ‖x−x′‖ 6 2r. When
we make this argument into an SoS proof, it will imply (roughly speaking)
not just when x is r-central but also when x is in our relaxation of the set
certifiable-centers.
This strategy will rely crucially on both the existence of the certificate µ
(needed to turn the above argument into an SoS proof) and the SoS strategy
for designing SDPs (to accommodate the complexity of the resulting dual
solution). For more discussion, see Section B.
2. Certifying Centrality. In this section we describe and analyze one
of the key components of our algorithm: a semidefinite program to certify
the main property of the population mean our algorithm exploits – (r, p)-
centrality.
Definition 2.1 (Centrality). Let Z1, . . . , Zk ∈ Rd, r > 0, and p ∈ [0, 1].
We say that x ∈ Rd is (r, p)-central (with respect to Z1, . . . , Zk) if for every
unit u ∈ Rd there are at most pk vectors Z1, . . . , Zk such that 〈Zi−x, u〉 > r.
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At the heart of Lugosi and Mendelson’s mean estimator is the following
remarkable lemma, characterizing centrality of the population mean.
Lemma 2.2 ([LM18], rephrased). Let Z be a d-dimensional random vec-
tor with mean µ = EZ and covariance Σ. Let Z1, . . . , Zk be i.i.d. copies of Z.
With probability at least 1− 2−Ω(k), the population mean µ is (r, 1/3)-central
with respect to Z1, . . . , Zk, for r = O(
√
TrΣ/k +
√‖Σ‖).4
The main difficulty in proving Lemma 2.2 (and our later algorithmic
versions of it) is to simultaneously obtain the tight quantitative bound
r = O(
√
TrΣ/k +
√‖Σ‖) and the high probability 1 − 2−Ω(k). Without
both, one does not get an estimator matching Theorem 1.1.
Suppose, as in the median of means paradigm, Z is taken as the empirical
average of n/k i.i.d. copies X1, . . . ,Xn/k of another random vector X having
covariance Σ′. Then Σ = knΣ
′. One may see that if k = Θ(log(1/δ)) the
mean µ is (r, 1/3)-central for r = O(
√
TrΣ′/n +
√‖Σ′‖ log(1/δ)/n) with
probability at least 1− δ. Any two (r, 1/3) central points x, y also have ‖x−
y‖ 6 2r (see Section 1.3), and thus it follows that to obtain the guarantees of
Theorem 1.1, given Z1, . . . , Zk one only needs to output any (r, 1/3)-central
point.
2.1. Certification and the Failure of Empirical Moments. A natural av-
enue to designing an efficient algorithm matching Theorem 1.1 is to try to
compute an (r, 1/3)-central point given Z1, . . . , Zk. A first roadblock is that
there is not an obvious efficient algorithm for the following apparently sim-
pler problem: given x ∈ Rd, decide whether x is an (r, 1/3)-central point –
brute-force search over 2d one-dimensional projections must be avoided. In
this section we give an efficient algorithm for a slight twist of this problem,
which we call the certification problem.
Problem 2.3 (Certification). Given Z1, . . . , Zk, x ∈ Rd and r > 0 and
p ∈ [0, 1], a certification algorithm may output yes or do not know. If the
output is yes, then x must be (r, p)-central with respect to Z1, . . . , Zk. If
the output is do not know, then x may or may not be (r, p)-central.
Our goal is to design a certification algorithm with parameters matching
Lemma 2.2. That is, we would like a certification algorithm which outputs
yes with probability at least 1 − 2−Ω(k) over Z1, . . . , Zk when given x = µ
4We write f(n) = O(g(n)) if there is a constant C such that for all large-enough n one
has f(n) 6 Cg(n). Similarly, we write f = Ω(g(n)) if there is c such that f(n) > cg(n) for
large-enough n. We write f = Θ(g(n)) if both f = O(g(n)) and f = Ω(g(n)).
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and r = O(
√
TrΣ/k +
√‖Σ‖) and p a small constant. This is an easier
task than deciding (r, p)-centrality exactly, since we care only about those
configurations of Z1, . . . , Zk which may arise as i.i.d. copies of a random
vector Z with covariance Σ, and even when µ is (r, p)-central we allow the
algorithm to output do not know, so long as this does not happen too
often. We prove the following theorem, which we view as an algorithmic
version of Lemma 2.2.
Theorem 2.4. There is an algorithm for the certification problem with
running time (kd)O(1) and the guarantee that if Z1, . . . , Zk are i.i.d. copies
of a random variable Z with mean µ and covariance Σ then the algorithm
outputs yes with probability at least 1 − 2−Ω(k) given p = 1/1005 and r =
O(
√
TrΣ/k +
√‖Σ‖).
Our algorithm for the certification problem will be based on semidefinite
programming. While our final algorithm to estimate µ (Theorem 1.2) will not
directly employ this certification algorithm as a subroutine, the semidefinite
program we analyze for the latter is at the heart of the former.
On the Failure of Empirical Moments. Before we describe our certification
algorithm and prove Theorem 2.4, we offer some intuition as to why a power-
ful tool such as semidefinite programming is necessary, by assessing simpler
potential approaches to certification. A natural approach would involve the
maximum eigenvalue λ = ‖Σ‖ of the empirical covariance Σ = 1k
∑k
i=1(Zi −
µ)(Zi−µ)⊤. If a unit vector u has 〈Zi−µ, u〉 > r for more than k/3 vectors
Zi (thus violating (r, 1/3)-centrality), then
1
k
∑〈Zi−µ, u〉2 > r2/3. Thus the
maximum eigenvalue λ (which is of course computable in polynomial time)
would certify that µ is (O(
√
λ), 1/3)-central.
Unfortunately, because of our weak assumptions on Z – again, we only
assume the second moment Σ exists – the maximum eigenvalue of the empir-
ical covariance is poorly concentrated: for instance, with probability about
2−k some vector Zi may have norm as large as
√
TrΣ · 2k, resulting in√
λ >
√
TrΣ · 2k/2. (Indeed, even the typical value of √λ could be much
larger than
√
TrΣ/k+
√‖Σ‖.) Straightforward approaches to address this –
e.g. discarding a constant fraction of the samples Z1, . . . , Zk of largest norm,
or replacing the second moment 1k
∑k
i=1〈Zi − µ, u〉2 with the first moment
1
k
∑k
i=1 |〈Zi−µ, u〉| – offer some quantiative improvement over the empirical
covariance, but still do not match the
√
TrΣ/k+
√‖Σ‖ bound with probabil-
ity 1−2−Ω(k) which we are aiming for. Our semidefinite programming-based
5The constant 1/100 differs from the 1/3 in Lemma 2.2 only for technical convenience
later in this paper.
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algorithm for certification can be viewed as a more sophisticated approach to
improve the outlier-robustness of the maximum eigenvalue of the empirical
covariance.
2.2. The Centrality SDP. We turn to our certification algorithm and the
proof of Theorem 2.4. To start, we design a convex relaxation of the fol-
lowing (non-convex) optimization problem, which captures centrality: given
Z1, . . . , Zk, x and r > 0, find the minimum p such that x is (r, p)-central. Or,
rephrased, find the maximum over directions u of the number of Zi such that
〈Zi − x, u〉 > r. The latter we capture as the following quadratic program.
Fact 2.5. The minimum p such that x is (r, p)-central with respect to
Z1, . . . , Zk ∈ Rd is given by the optimum of the following quadratic program
in variables b1, . . . , bk and u1, . . . , ud.
max
u,b
1
k
k∑
i=1
bi such that(2.1)
b1, . . . , bk ∈ {0, 1}
‖u‖2 6 1
bi〈Zi − x, u〉 > bir for i = 1, . . . , k .
We relax the quadratic program (2.1) to a semidefinite program in stan-
dard fashion.
Definition 2.6 (Centrality SDP). Given Z1, . . . , Zk, x ∈ Rd and r > 0,
we define a semidefinite program over (d + k + 1) × (d + k + 1) positive
semidefinite matrices with the following block structure:
Y (B,W,U, b, u) =

 1 b⊤ u⊤b B W
u W⊤ U


where B ∈ Rk×k, U ∈ Rd×d, b ∈ Rk, u ∈ Rd. As usual, the intended solutions
of the SDP are rank-one matrices (1, b, u)(1, b, u)⊤ where (b, u) ∈ Rd+k is a
solution to (2.1). The SDP is:
max
Y (B,W,U,b,u)
1
k
k∑
i=1
bi such that
Bii 6 1 for i = 1, . . . , k
TrU 6 1
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〈Zi − x,Wi〉 > r · bi for i = 1, . . . , k
Y (B,W,U, b, u)  0 .
Here Wi is the i-th row of the k × d matrix W . It stands in for the vector
bi · u in (2.1).6
The centrality SDP is a relaxation of centrality proper: there is no a priori
reason to believe that it faithfully captures the quadratic program (2.1). For
instance, it could be that for most Z1, . . . , Zk the r-centrality SDP value is
1, even though Lemma 2.2 says that with high probability the value of (2.1)
is at most 1/3 in the median of means setting (for appropriate choice of r).
Remarkably, the opposite is true: at least in our median of means setting,
the centrality SDP is a good approximation to the quadratic program it re-
laxes.7 This is captured by the following key technical lemma, from which
Theorem 2.4 follows immediately (because the SDP can be solved in polyno-
mial time [BV04]).
Definition 2.7 (Certifiable Centrality). Let Z1, . . . , Zk ∈ Rd, r > 0,
and p ∈ [0, 1]. We say that x ∈ Rd is certifiably (r, p)-central (with respect to
Z1, . . . , Zk) if the value of the centrality SDP with parameters Z1, . . . , Zk, x, r
is at most p.
Lemma 2.8. Let Z be a d-dimensional random vector with mean µ = EZ
and covariance Σ. Let Z1, . . . , Zk be i.i.d. copies of Z. With probability at least
1− 2−Ω(k), µ is certifiably (O(√TrΣ/k +√‖Σ‖), 1/100)-central.
Since the centrality SDP can be solved in polynomial time, Lemma 2.8
comprises an analysis of the following algorithm for the certification problem:
given Z1, . . . , Zk, x, solve the centrality SDP, and output yes if the optimum
value is at most 1/100 (otherwise output do not know).
In the rest of this section we prove Lemma 2.8. The proof follows a similar
strategy to that used by Lugosi and Mendelson to prove Lemma 2.2. We find
it surprising that this is possible, given that Lugosi and Mendelson’s argu-
ment only needs to address the quadratic program (2.1) (almost equivalently,
6We remark that a more traditional SDP relaxation might only involve the large (d+
k) × (d + k) block of Y , replacing bi with Bii in all constraints. However, the extra row
and column (1, b, u) will be of some technical use later in this paper; it is possible with
some technical modifications to other proofs they could be removed.
7Here we do not mean approximation in the sense the word is used in approximation
algorithms, since we are studying only the behavior of the SDP for Z1, . . . , Zk being a
collection of random vectors, and we prove only high probability guarantees, rather than
probability-1 guarantees.
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it would only address rank-one solutions to the centrality SDP), while we
need to argue about all relaxed solutions.
We will be able to establish, however, that the properties of (2.1) used by
(an adaptation of) Lugosi and Mendelson’s proof also hold for the centrality
SDP. In particular, we will use a bounded-differences property of the central-
ity SDP to establish concentration. While bounded-differences arguments
are standard, using bounded differences to show exponential concentration
of the optimum value of a convex program appears to be novel.
2.3. Proof of Lemma 2.8. We need to assemble a few tools for the proof
of Lemma 2.8. The first concern the 2→ 1 norm of a matrix – in particular,
we will be interested in the matrix M with rows Z1, . . . , Zk.
For our purposes, the 2 → 1 norm of M serves as a moderately outlier-
robust modification of the spectral norm (a.k.a. 2→ 2 norm) of the empirical
covariance of Z1, . . . , Zk. This robustness is achieved by replacing an ℓ2 norm
with an ℓ1 norm. We say “moderately” outlier robust because under our 2nd
moment assumption on Z1, . . . , Zk we will only be able to establish bounds
in expectation on the 2→ 1 norm ofM , rather than high-probability bounds.
Definition 2.9. Let A ∈ Rn×m be a matrix with rows A1, . . . , An. The
2-to-1 norm of A is defined as
‖A‖2→1 = max
‖u‖=1
‖Au‖1 = max
‖u‖=1,σ∈{±1}n
∑
i6n
σi〈Ai, u〉 .
Computing the 2 → 1-norm of a matrix A exactly is computationally
intractable [BGG+18]. Nonetheless, we will profitably use a convex program
– again, an SDP – whose optimal values can be related to the 2 → 1 norm.
Eventually we will relate the centrality SDP to the following slightly different
SDP. It is one of a well-studied family of SDPs for p→ q-norm problems, the
most famous of which is the ∞→ 1-norm SDP appearing in Grothendieck’s
inequality and used to approximate the cut norm of a matrix [AN06].
Definition 2.10. For n,m ∈ N let S2→1n,m be the following subset of
R
(n+m)×(n+m), treated as the set of block matrices
X(S,R,U) =
(
S R
R⊤ U
)
.
with S ∈ Rn×n and U ∈ Rm×m.
S2→1n,m = {X(S,R,U) : Sii = 1 for i = 1, . . . , n, TrU 6 1, and X  0} .
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Here we think of S as a relaxation of rank-one matrices σσ⊤, where σ ∈ {±1}
is as in Definition 2.9, and U as a relaxation of uu⊤ where u is a unit vector
as in Definition 2.9.
The following theorem is due to Nesterov. It will allow us to control the
optimum value of an SDP relaxation of the 2 → 1 norm in terms of the
2→ 1 norm itself. It follows fairly easily from the observation that ‖A‖22→1 =
maxσ∈{±1}n σ
⊤A⊤Aσ and the fact (also due to Nesterov) that semidefinite
programming yields a 2pi -approximation algorithm for the maximization of a
positive semidefinite quadratic form over {±1}n (see e.g. [WS11], section 6.3
for a simple proof).
Theorem 2.11 ([Nes98]). There is a constant K2→1 =
√
π/2 < 2 such
that for every n×m matrix A, one has the following inequality:
max
X(S,R,U)∈S2→1n,m
〈R,A〉 6 K2→1‖A‖2→1 .
The following lemma affords control over E ‖M‖2→1, where M has rows
Z1, . . . , Zk. The proof uses standard tools from empirical process theory; a
similar argument appears in [LM18]. We provide the proof in Section A.
Lemma 2.12. Let Z be an Rd-valued random variable with mean EZ = 0
and covariance EZZ⊤ = Σ. Let Z1, . . . , Zk be iid copies of Z, and let M ∈
R
k×d be the matrix whose rows are Z1, . . . , Zk. Then
E ‖M‖2→1 6 2
√
kTrΣ + k
√
‖Σ‖
where ‖Σ‖ denotes the operator norm, or maximum eigenvalue, of Σ.
Finally, the last lemma on the way to Lemma 2.8 shows that the centrality
SDP satisfies a bounded differences property: this is crucial to establishing
the high-probability bound in Lemma 2.8. The proof is Section A.
Lemma 2.13. Let r > 0 and x ∈ Rd. Let Z1, . . . , Zk ∈ Rd, i ∈ [k] and
Z ′i ∈ Rd. Let SDP (Z1, . . . , Zk, x, r) be the optimum value of the centrality
SDP with parameters Z1, . . . , Zk, x, r. Then
|SDP (Z1, . . . , Zk, x, r)− SDP (Z1, . . . , Zi−1, Z ′i, Zi+1, . . . , Zk, x, r)| 6
1
k
.
Now we are ready to prove Lemma 2.8.
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Proof of Lemma 2.8. The proof has an expectation step and a concen-
tration step. Let SDP (Z1, . . . , Zk, µ, r) be the optimum value of the cen-
trality SDP. Since Z1, . . . , Zk are independent, by the bounded differences
inequality together with Lemma 2.13,
P (SDP (Z1, . . . , Zk, µ, r)− ESDP (Z1, . . . , Zk, µ, r) > 1/200) < 2−Ω(k) .
Thus, it will suffice to show that ESDP (Z1, . . . , Zk, µ, r) 6 1/200 for some
r = O(
√
TrΣ/k +
√‖Σ‖).
By definition of the centrality SDP, using the constraints 〈Zi − x,Wi〉 >
r · bi, we have
E max
B,W,U,b,u
1
k
∑
i6k
bi 6
1
kr
E max
B,W,U,b,u
∑
i6k
〈Wi, Zi − µ〉 .
Let S ′ be the set S2→1k,d with the modified constraint Sii 6 1 rather than
Sii = 1. Then we have S ′ ⊇ {Y (B,W,U)} where the latter is the set of
feasible solutions to the centrality SDP (restricted to the large (d+k)×(d+k)
block), and hence
1
kr
E max
B,W,U,b,u
∑
i6k
〈Wi, Zi − µ〉 6 1
kr
E max
X(S,R,U)∈S′
∑
i6k
〈Ri, Zi − µ〉
where R has rows R1, . . . , Rk, since the left-hand side maximizes over a larger
set of PSD matrices.
We would like to replace S ′ with S2→1k,d . For this we need to argue that the
constraints Sii = 1 are satisfied by the optimal X(S,R,U). First of all, note
that the maximum on the right-hand side is obtained at X(S,R,U) where
〈Ri, Zi − µ〉 > 0, otherwise we may replace X with 12X + 12(−Eii)X(−Eii)
and remain inside S ′ while only increasing 〈Ri, Zi − µ〉 – here Eii is the
matrix with exactly one nonzero entry, at the (i, i)-th position, with value 1.
Hence also the maximum is obtained at X(S,R,U) with Sii = 1, otherwise
we may rescale the i-th row and column by 1/
√
Sii and remain in S ′ while
only increasing 〈Ri, Zi−µ〉 (here we used that 〈Ri, Zi−µ〉 > 0, so 〈Ri, Zi−
µ〉/√Sii > 〈Ri, Zi − µ〉). Ultimately, we can conclude that
1
kr
E max
X(S,R,U)∈S′
∑
i6k
〈Ri, Zi − µ〉 = 1
kr
E max
X(S,R,U)∈S2→1
k,d
∑
i6k
〈Ri, Zi − µ〉 .
The right-hand side is exactly the 2 → 1-norm SDP relaxation from
Definition 2.10. So if M is the matrix with rows Zi − µ, we get
ESDP (Z1, . . . , Zk, µ, r) 6
K2→1
kr
· E ‖M‖2→1
POLYNOMIAL-TIME MEAN ESTIMATION 19
6
K2→1
r
·
(
2
√
TrΣ/k +
√
‖Σ‖
)
,
where we have used Theorem 2.11 and K2→1 is the constant from that the-
orem. By choosing r = 1000(
√
TrΣ/k +
√‖Σ‖) the lemma follows.
3. SoS Preliminaries. Now that we have established certifiable cen-
trality of the mean, we can turn back to our main goal: design an algorithm
to estimate the mean µ in order to prove Theorem 1.2. While in Section 2
we employed a traditional style of semidefinite program (arising as a relax-
ation of a quadratic program), to prove Theorem 1.2 we will need a larger
semidefinite program (i.e. having more variables and constraints). The sum
of squares method offers a principled way to exploit the addition of extra
variables and constraints to semidefinite programs.
Treating SoS-style semidefinite programs with the traditional language
and notation of semidefinite programming is often cumbersome. Recent work
in theoretical computer science has pioneered an alternative point of view,
involving pseudoexpectations, which correspond to SDP primal solutions, and
SoS proofs, which correspond to SDP dual solutions. Analyzing a complex
semidefinite program can often be reduced to the construction of an ap-
propriate dual solution. The pseudoexpectation/SoS proof point of view is
designed to make this construction possible in a modular fashion, building a
complicated dual solutions out of many simpler ones.
In this section we get set up to use the SoS approach for our main algo-
rithm. We review the preliminaries we need and refer the reader to other
resources for a full exposition – see e.g. [BS17].
Definition 3.1 (SoS Polynomials). Let x = x1, . . . xn be some inde-
terminates, and let p ∈ R[x]. We say that p is SoS if it is expressible as
p =
∑m
i=1 qi(x)
2 for some other polynomials qi. We write p  0, and if
p− q  0 we write p  q.
Definition 3.2 (SoS Proof). Let A = {p1(x) > 0, . . . , pm(x) > 0} be a
set of polynomial inequalities. We sometimes include polynomial equations
pi(x) = 0, by which we mean that A contains both pi(x) > 0 and −pi(x) > 0.
We say that A SoS-proves that q(x) > 0 if there are SoS polynomials qS(x)
for every S ⊆ [m] such that
q(x) =
∑
S⊆[m]
qS(x)
∏
i∈S
pi(x) .
The polynomials qS(x) form an SoS proof that q(x) > 0 for every x such
that pi(x) > 0. If deg qS(x) ·
∏
i∈S pi(x) 6 d for every S, then we say that
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the proof has degree d, and write
A ⊢d q(x) > 0 .
SoS proofs obey many natural inference rules, which we will freely use in this
paper – see e.g. [BS17].
Critically, the set of SoS proofs of q(x) > 0 using axioms A form a convex
set (in fact, a semidefinite program). Their convex duals are called pseudodis-
tributions or pseudoexpectations (we use the terms interchangeably).
Definition 3.3 (Pseudoexpectation). A degree-d pseudoexpectation in
variables x = x1, . . . , xn is a linear operator E˜ : R[x]6d → R, where R[x]6d
are the polynomials in x with real coefficients and degree at most d. A pseu-
doexpectation is:
1. Normalized: E˜ 1 = 1, where 1 ∈ R[x]6d on the left side is the constant
polynomial.
2. Nonnegative: E˜ p(x)2 > 0 for every p of degree at most d/2.
Definition 3.4 (Satisfying constraints). A pseudoexpectation of degree
d satisfies a polynomial equation p(x) = 0 if for every q(x) such that p(x)q(x)
has degree at most d it holds that E˜ p(x)q(x) = 0. The pseudodistribution
satisfies an inequality p(x) > 0 if for every q(x)2 such that deg q(x)2p(x) 6 d
it holds that E˜ p(x)q(x)2 > 0.
Example 3.5. To demystify pseudoexpectations slightly, consider the
classic semidefinite relaxation of the set {±1}n to the set {X ∈ Rn×n :
X  0,Xii = 1}. (This is exactly the set of PSD matrices employed in the
SDP-based max-cut algorithm of Goemans and Williamson [GW95].)
Each suchX defines a degree 2 pseudoexpectation, by setting E˜xixj = Xij
for 1 6 i 6 n, E˜xi = 0, and finally E˜ 1 = 1. Since X  0, it also follows
that for every polynomial p ∈ R[x1, . . . , xn]62, one has E˜ p(x)2 = p⊤1 Xp1 +
pˆ(∅)2 > 0, where p1 is the vector of coefficients of the homogeneous linear
part of p and pˆ(∅) is the constant term in p. Last, since E˜x2i = Xii = 1, the
pseudoexpectation satisfies x2i − 1 = 0 for each i; these equations exactly
characterize {±1}n as a variety in Rn.8
8In this case, E˜ is defined by a few more parameters than X – namely the values E˜ xi,
which we set to zero. For most algorithms involving degree-2 pseudoexpectations the main
focus is on the n2 variables E˜ xixj , so this is not too surprising. However, as we will see in
the algorithm in Section B, pseudoexpectations of degree higher than 2 can contain useful
information about polynomials of various degrees.
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As in this simple example, it is always possible to write an explicit semidefi-
nite program whose solutions are pseudoexpectations satisfying some chosen
set of polynomial inequalities. However, as the degrees and complexity of
the of polynomials grow, these SDPs become notationally unwieldy. In this
regard, the pseudoexpectation approach carries significant advantages.
The most elementary fact relating pseudodistributions and SoS proofs is
the following:
Fact 3.6. Suppose A ⊢d p(x) > 0. Then any degree-d pseudodistribution
E˜ which satisfies A also has E˜ p(x) > 0.
We will make use of the following theorem, which can be proved via
semidefinite programming.
Theorem 3.7 (Adapted from [BS17]). For every d ∈ N there exists
an (mn)O(d)-time algorithm which given a set of m n-variate polynomial
inequalities A which:
• has coefficients with bit complexity at most (mn)O(d)
• contains a constraint of the form ‖x‖2 6 M for a positive constant M ,
and
• is satisfied by some x ∈ Rn
finds a degree d pseudodistribution which satisfies A up to an additive error
of 2−(mn)
d
in each inequality.
In general the additive 2−(mn)
d
errors will not bother us, because the mag-
nitudes of coefficients in the SoS proofs we construct will be bounded by
poly(n,m). See [BS17, RW17] for more discussion of such numerical consid-
erations.
We will use the following simple fact about pseudodistributions.
Fact 3.8. Let E˜ be a pseudodistribution of degree 2 in variables
x1, . . . , xn and let µ ∈ Rn. Then ‖ E˜ x− µ‖2 6 E˜ ‖x− µ‖2.
Proof. Follows from E˜(xi − µi)2 > (E˜xi − µi)2 for every i 6 n, which
follows from the more general fact E˜ p(x)2 > (E˜ p(x))2 for every degree 1
polynomial p. The latter follows by E˜(p(x)− E˜ p(x))2 > 0.
4. Main Algorithm and Analysis. Our main lemma for this section
gives an algorithm which recovers a central point given vectors Z1, . . . , Zk,
provided that a certifiably central point exists (and some minor additional
regularity conditions on Z1, . . . , Zk are met).
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Lemma 4.1. For every d, k ∈ N and C, r > 0 there is an algorithm
median-sdp which runs in time (dk logC)O(1) and has the following guar-
antees. Let Z1, . . . , Zk ∈ Rd. Suppose that µ ∈ Rd is certifiably (r, 1/100)-
central with respect to Z1, . . . , Zk. And, suppose that at most k/100 of the
vectors Z1, . . . , Zk have ‖Zi−µ‖ > Cr. Then given Z1, . . . , Zk, median-sdp
returns a point µˆ with ‖µ − µˆ‖ = O(r).
Together Lemmas 2.8 and 4.1 suffice to prove Theorem 1.2, with the small
modification that the algorithm is given access to r, C in addition to the
samples X1, . . . ,Xn. We discuss in Section E how to use standard ideas to
avoid this dependence.
Proof of Theorem 1.2. Let k = c log(1/δ) for a big-enough constant
c. Given samples X1, . . . ,Xn, for i 6 k let Zi be the average of samples
Xi·(n/k), . . . ,X(i+1)·n/k−1 (throwing out samples as necessary so that n is
divisible by k). Then Z1, . . . , Zk are i.i.d. copies of a random variable Z
with EZ = µ and E(Z − µ)(Z − µ)⊤ = knΣ. By Lemma 2.8, µ is certifiably
(r, 1/100)-central with respect to Z1, . . . , Zk for r = O(
√
TrΣ/n+
√‖Σ‖k/n)
with probability at least 1− exp(−Ω(k)). We can choose c so that this prob-
ability is at least 1− δ and √‖Σ‖k/n = O(√‖Σ‖ log(1/δ)/n).
Furthermore, by Chebyshev’s inequality and a binomial tail bound, with
probability at least 1−exp(−Ω(k)) we have that ‖Zi−µ‖ 6 O(
√
Tr kΣ/n) 6
O(kr) for all but k/100 vectors Zi. Hence, except with probability 2
−Ω(k),
calling median-sdp with C = O(k) yields a vector x with ‖µ − x‖ 6 O(r).
In the remainder of this section we prove Lemma 4.1 from technical lem-
mas which are proved in the appendix. We will make use of the SoS method,
which will require some setup and technical arguments, so we describe the
main idea first. Given Z1, . . . , Zk, we will define a system of polynomial equa-
tions A whose feasible solutions are the certifiably (r, 1/10)-central points.
(For technical convenience actually A has feasible solutions which are the
certifiably (r, 1/10)-central points satisfying an additional mild regularity
condition, as we discuss below.) Our main algorithm will find a pseudodis-
tribution which satisfies A and extract from it an estimator µˆ ∈ Rd.
To argue about ‖µˆ−µ‖, we will construct SoS proofs (using A as axioms) of
several inequalilties concerning certifiable (r, 1/10)-central points. Together
these inequalities will capture the fact that any two (r, 1/10)-central points
x, y have ‖x − y‖ 6 2r; we will use the SoS proofs of these inequalities as
duals to the set of pseudodistributions satisfying A, ultimately showing that
‖µˆ − µ‖ = O(r).
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Before we can construct A, we need to observe a consequence of SDP
duality – certifiable centrality of µ implies the existence of a witness to its
centrality. (Here it may help to recall the set certifiable-centers from
Section 1.) Our construction of A will exploit these witnesses.
Lemma 4.2. Let Z1, . . . , Zk, x ∈ Rd and suppose x is certifi-
ably (r, p)-central with respect to Z1, . . . , Zk. Then there are nonnega-
tive numbers α1, . . . , αk, β1, . . . , βk, γ and a degree-2 SoS polynomial σ ∈
R[b1, . . . , bk, v1, . . . , vd]62 such that the following polynomial identity holds
in variables b1, . . . , bk, v1, . . . , vd.
pk −
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − x, v〉 − r) +
k∑
i=1
βi(1− b2i )(4.1)
+ γ(1− ‖v‖2) + σ(b, v) .
The proof is a direct application of SDP duality – see e.g. [BV04]. (The
polynomial identity is obtained by evaluating the quadratic form of an op-
timal dual solution to the centrality SDP at the vector of indeterminates
(1, b, u).) The numbers α, β, γ and SoS polynomial σ are an SoS proof that
x is (r, p)-central: they witness
⋃
i6k
{b2i 6 1, ‖v‖2 6 1, bi〈Zi − x, v〉 − bir > 0} ⊢2
k∑
i=1
bi 6 pk .
Indeed one may check that if v is any unit vector and b is the 0/1 indicator for
those i ∈ [k] such that 〈Zi − x, v〉 > r, then the right-hand side of Eq. (4.1)
is nonnegative when evaluated at b, v. Hence the left-hand side must be as
well, which means that
∑
i∈k bi 6 pk.
The last step before constructing the polynomial system A is to observe a
consequence of the regularity condition from Lemma 4.1 that ‖Zi−µ‖ 6 Cr
for at least 99k/100 Zi’s. Namely, it affords some control over the magnitudes
of the numbers α1, . . . , αk, γ from Lemma 4.2, ensuring that the witness
α1, . . . , αk, β1, . . . , βk, γ has a certain well-conditioned-ness property. We will
capture the well-conditioned-ness property in A and make use of it in our SoS
proofs. The proof of the following lemma involves elementary manipulations
on equations like Eq. (4.1); we defer it to the appendix.
Lemma 4.3. Let Z1, . . . , Zk, x ∈ Rd and suppose x is (r, p)-central
with respect to Z1, . . . , Zk. Suppose also that ‖Zi − x‖ 6 Cr for
all but qk vectors Zi, where C > 1. Then there are nonnegative
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numbers α1, . . . , αk, β1, . . . , βk, γ and a degree-2 SoS polynomial σ ∈
R[b1, . . . , bk, v1, . . . , vd]62 such that the following polynomial identity holds
in variables b1, . . . , bk, v1, . . . , vd.
(p + q + 1/20)k −
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − x, v〉 − r) +
k∑
i=1
βi(1− b2i )(4.2)
+ γ(1− ‖v‖2) + σ(b, v) .
Furthermore, γ is in the finite set {0, 1/100, 2/100, . . . , k}, and α1, . . . , αk
are in the set {0} ∪ [1/100Cr, 4k/r].
Now we are able to construct our main polynomial system A, whose so-
lutions correspond to x, α, β, γ, σ such that α, β, γ, σ form a witness that x
is a certifiably (r, 1/10)-central. For technical convenience, we take γ to be
a parameter of this system rather than one of its indeterminates. Part of
our algorithm will involve a brute-force search for a good choice of γ – by
Lemma 4.3 there will only be O(k) possibilities to search over.
Definition 4.4 (The polynomial system A(Z1, . . . , Zk, r, C, c, γ)). For
vectors Z1, . . . , Zk ∈ Rd, r > 0, and c, C > 0 we define a system of equations
in the following variables:
α1, . . . , αk, β1, . . . , βk, σij for i, j ∈ [d+ k + 1],
x1, . . . , xd, and ai,t for i ∈ [k] and t ∈ [logC/c+ 1] .
Let Asos be the set of linear equations among α1, . . . , αk, β1, . . . , βk, σij , x
which ensure that the polynomial identity
k
10
−
k∑
i=1
bi =
∑
i∈S
αibi(〈Zi − µ, v〉 − r) +
k∑
i=1
βi(1− b2i )
+ γ(1− ‖v‖2) +
∑
i∈[d+k+1]
〈σi, (1, b, v)〉2
holds in variables b1, . . . , bk, v1, . . . , vd, where σi is the vector with j-
th entry σij and (1, b, v) is the (d + k + 1)-dimensional concatenation
1, b1, . . . , bk, v1, . . . , vd. We often abuse notation and write σ(b, v) for the
expression
∑
i∈[d+k+1]〈σi, (1, b, v)〉2. Let Anonneg be the inequalities
αi > 0 for i ∈ [k] and βi > 0 for i ∈ [k]
POLYNOMIAL-TIME MEAN ESTIMATION 25
Let Aa be the equations and inequalities
a2i,t = ai,t for t ∈ [logC/c+ 1]
ai,t · 2t−1 · c 6 ai,t · αi for t ∈ [1, logC/c+ 1]
ai,t · αi 6 ai,t · 2t · c for t ∈ [1, logC/c+ 1]
ai,0 · αi = 0∑
t6logC/c+1
ai,t = 1 for all i 6 k
ai,tai,t′ = 0 for all i 6 k and t 6= t′.
The inequalities Aa ensure that ai,t ∈ {0, 1} and ai,t = 1 if and only if
α ∈ [2t−1c, 2tc] (or αi = 0 in the case of ai,0). We will use the variables ai,t
to approximate some functions of αi which are not polynomials. For instance,
if α, a satisfy Aa and αi > 0 then
∑
16t6logC/c+1 ai,t/(c · 2t) ∈ [1/2αi, 1/αi].
Finally, let A = Asos ∪ Anonneg ∪Aa.
Now we can describe the algorithm median-sdp and its main analysis.
median-sdp Given: Z1, . . . , Zk ∈ R
d, r, C > 0
1. For each γ ∈ {0, 1/100, 2/100, . . . , k}, try to find a degree 8 pseudodistribution sat-
isfying A(Z1, . . . , Zk, r, 1/100Cr, 4k/r, γ). If none exists for any γ, output reject.
Otherwise, let E˜ be the pseudodistribution obtained for any γ for which one exists.
2. Output E˜x.
Lemma 4.5 (Main lemma for median-sdp). Let Z1, . . . , Zk ∈ Rd. Let µ
be certifiably (r, 1/10)-central. Then for every c, C, γ, any degree-8 pseudodis-
tribution E˜ satisfying A has E˜ ‖x− µ‖2 = O(r2).
We will prove Lemma 4.5 in Section B. We wrap up this section by proving
Lemma 4.1 from Lemmas 4.2, 4.3 and 4.5.
Proof of Lemma 4.1. Since at most k/100 of of Z1, . . . , Zk have ‖Zi−
µ‖ > Cr, and because µ is (r, 1/100)-certifiable, together Lemmas 4.2 and 4.3
show that there exist nonnegative α1, . . . , αk, β1, . . . , βk, γ and a degree-2 SoS
polynomial σ such that
0.07k −
∑
i6k
bi =
k∑
i=1
αibi(〈Zi − x, v〉 − r) +
k∑
i=1
βi(1− b2i )
+ γ(1− ‖v‖2) + σ(b, v) .
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holds as a polynomial identity in b, v. Furthermore, αi ∈ {0}∪[1/100Cr, 4k/r]
and γ ∈ {1/100, 2/100, . . . , k}. So, A(Z1, . . . , Zk, r, 1/100Cr, 4k/r, γ) is fea-
sible. Thus, median-sdp with parameters r, C eventually finds a pseudodis-
tribution E˜ satisfying A for some γ′. So by Lemma 4.5 we have E˜ ‖x−µ‖2 6
O(r2). Then the main conclusion of Lemma 4.1 follows by Fact 3.8.
The running time bound follows by observation that A has (dk logC)O(1)
variables and inequalities with this choice of parameters, then application of
Theorem 3.7.
5. Conclusion. We have described the first polynomial-time algorithm
capable of estimating the mean of a distribution with confidence intervals
asymptotically matching those of the empirical mean in the Gaussian setting,
under only the assumption that the distribution has finite mean and covari-
ance. Previous estimators with matching rates under such weak assumptions
required exponential computation time. Our algorithm uses semidefinite pro-
gramming, and in particular the SoS method. The SDP we employ is suffi-
ciently powerful that Lugosi and Mendelson’s analysis of their tournament-
based estimator can be transformed to an analysis of the SoS SDP.
Our algorithm runs in polynomial time, but it is not close to practical for
any substantially high-dimensional data set. Work building on the present
paper has already reduced the running time to O(n3.5 + n2d) · (log nd)O(1)
[CFB19]. It remains an interesting direction for future study whether
there is a practical algorithm whose empirical performance improves on
that of fast, practical algorithms (like geometric median) which achieve a√
TrΣ log(1/δ)/n-style confidence interval.
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APPENDIX A: OMITTED PROOFS ON CENTRALITY: BOUNDED
DIFFERENCES AND 2→ 1 NORM
We turn to the proofs of Lemmas 2.12 and 2.13, starting with the for-
mer. The proof uses ideas from the empirical process literature. Lugosi and
Mendelson prove a similar statement in the course of proving [LM18, Lemma
1]. We will need the Ledoux-Talagrand contraction lemma:
Lemma A.1 (Ledoux-Talagrand Contraction, as stated in [LM18]). Let
X1, . . . ,Xn be i.i.d. random vectors taking values in R
d. Let F be a
class of real-valued functions defined on Rd. Let σ1, . . . , σn be independent
Rademacher random variables, independent of the Xi. If φ : R → R is a
function with φ(0) = 0 and Lipschitz constant L, then
E sup
f∈F
∑
i6n
σiφ(f(Xi)) 6 L · E sup
f∈F
∑
i6n
σif(Xi) .
Proof of Lemma 2.12. First, for any unit v ∈ Rd,
E
Z
|Zi, v| 6
√
E
Z
〈Z, v〉2 =
√
〈v,Σv〉 6
√
‖Σ‖ .
Let Z = Z1, . . . , Zk We have that
E ‖M‖2→1 = E
Z
sup
‖v‖=1
∑
i6k
|〈Zi, v〉|
POLYNOMIAL-TIME MEAN ESTIMATION 31
6

E
Z
sup
‖v‖=1

∑
i6k
|〈Zi, v〉| − E |〈Zi, v〉|



+ k · sup
‖v‖=1
E
Z
|〈Z, v〉|
6

E
Z
sup
‖v‖=1

∑
i6k
|〈Zi, v〉| − E |〈Zi, v〉|



+ k ·√‖Σ‖ .
Thus it will suffice to show that EZ sup‖v‖=1
(∑
i6k |〈Zi, v〉| − E |〈Zi, v〉|
)
6
2
√
kTrΣ.
We use a symmetrization argument. Let Z ′i be an independent copy of Zi
and let Z′ = Z ′1, . . . , Z
′
k. Let σ1, . . . , σk ∼ {±1} be i.i.d. random signs. Then
by standard symmetrization,
E
Z
sup
‖v‖=1

∑
i6k
|〈Zi, v〉| − E |〈Zi, v〉|


6 E
Z,Z′,σ
sup
‖v‖=1

∑
i6k
σi(|〈Zi, v〉| − |〈Z ′i, v〉|)


6 2 E
Z,σ
sup
‖v‖=1
∑
i6k
σi|〈Zi, v〉|
where we have used triangle inequality for the last step. Now since the abso-
lute value function is 1-Lipschitz, by Lemma A.1 this is at most
2 E
Z,σ
sup
‖v‖=1
∑
i6k
σi〈Zi, v〉 = 2 E
Z,σ
∥∥∥∥∥∥
∑
i6k
σiZi
∥∥∥∥∥∥ .
Squaring and expanding this norm,
2 · E
Z,σ
∥∥∥∥∥∥
∑
i6k
σiZi
∥∥∥∥∥∥ 6 2 ·

 E
Z,σ
∑
ij6k
σiσj〈Zi, Zj〉


1/2
= 2 · (k · TrΣ)1/2 ,
which concludes the proof.
Next we turn to the proof of Lemma 2.13.
Proof of Lemma 2.13. Without loss of generality we may assume that
i = k. By symmetry, it is enough to show that
SDP (Z1, . . . , Zk, x, r) 6 SDP (Z1, . . . , Z
′
k, x, r) +
1
k
.
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Consider a feasible solution Y (B,W,U, b, r) to SDP (Z1, . . . , Zk, x, r). By
setting the (k + 1)-st row and column of Y (containing Bkk, bk) to 0, we
obtain Y (B′,W ′, U, b′, r) which is feasible for SDP (Z1, . . . , Z
′
k, x, r). Since
bk 6
√
Bkk 6 1 by positivity, the objective value of Y (B
′,W ′, U, b′, u) is at
most 1/k less than that of Y (B,W,U, b, u).
APPENDIX B: MEDIAN-SDP
In this section we prove Lemma 4.5. The proof is technical, but a useful
intuition is that it casts as a series of SoS-provable polynomial inequalities
the following simple argument about (r, 1/10)-central points.
If x, y are both (r, 1/10)-central with respect to Z1, . . . , Zk, then in the direc-
tion u = (x − y)/‖x − y‖ there exists a shared inlier Zi such that |〈Zi, u〉 −
〈x, u〉| 6 r and |〈Zi, u〉 − 〈y, u〉| 6 r. Therefore ‖x− y‖ 6 |〈x, u〉 − 〈y, u〉| 6 2r.
The most challenging part of this argument to mimic in the SoS proof
system is the existence of the shared inlier. The difficulty boils down to this:
the 0/1 indicator for 〈Zi − x, v〉 > r is not a polynomial in x, v. To get
around this issue, we carefully use the auxiliary variables ai,t in A; from a
high level they allow us to construct a proxy for that 0/1 indicator which is
a polynomial function in the variables of A.
For the remainder of this section, let µ be a certifiably (r, 1/10)-central
point, with nonnegative α′1, . . . , α
′
k, β
′
1, . . . , β
′
k, γ
′ and a degree-2 SoS poly-
nomial σ′ comprising its witness as in Lemma 4.2. To prove Lemma 4.5 we
need to assemble some SoS proofs. Note that α′, β′ are in R, while α, β are in-
determinates involved in the polynomial system A: all the SoS proofs which
follow are in variables α, β, σ, x, while α′, β′, γ′, σ′, µ, and γ appear in the
coefficients of the polynomials involved.
Definition B.1. Let ai(ai,0, . . . , ai,t) be the polynomial ai =
ai,0
α′i
+∑
16t6logC/c+1
ai,t
2t·c+α′i
. Note that the values of 2t · c range from 2c to 2C.
It is useful to think of the polynomial ai as an approximation to
1
αi+α′i
.
We prove the following Lemmas in Section D by elementary means.
Lemma B.2. Let bi(α, a) = α
′
iai and b
′
i(α, a) = αiai. Then
A ⊢4 b2i 6 1, (b′i)2 6 1, bi 6 1, b′i 6 1
and
A ⊢4 bi + b′i >
1
2
.
Lemma B.3. A ⊢8 0.1 · kr 6
∑
i6k αiα
′
iai 6 0.6 · kr
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Lemma B.4. Let b, v be any polynomials of degree at most 4 in
x, α, β, σ, a. Then
A ⊢8 σ(b, v) > 0 .
Proof of Lemma 4.5. We are going to evaluate the certificates
α, β, γ, σ and α′, β′, γ′, σ′ at some carefully chosen b, v, b′, v′. Let ∆ =√
E˜ ‖µ− x‖2. Let v, v′ be the following polynomials in x:
v =
µ− x
∆
and v′ = −v = x− µ
∆
.
Let b, b′ be the following polynomials in α and a
bi = α
′
iai and b
′
i = αiai .
Then if we evaluate x’s certificate at b, v we get
A ⊢8 k
10
−
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − x, (µ − x)/∆〉 − r) +
k∑
i=1
βi(1− b2i )
+ γ(1− ‖µ− x‖2/∆2) + σ(b, v) .
(This implicitly uses all the linear equalities Asos.) Doing the same for
α′, β′, γ′, σ′ evaluated at b′, v′ and adding the result to the above,
A ⊢8k
5
−
k∑
i=1
(bi + b
′
i)
=
k∑
i=1
αiα
′
iai(〈Zi − x, (µ − x)/∆〉+ 〈Zi − µ, (x− µ)/∆〉 − 2r)
+
k∑
i=1
βi(1− b2i ) + β′i(1− (b′i)2)
+ γ(1 − ‖µ − x‖2/∆2) + γ′(1− ‖µ − x‖2/∆2)
+ σ(b, v) + σ′(b′, v′) .
Notice that 〈Zi − x, µ − x〉 + 〈Zi − x, x − µ〉 rearranges to ‖µ − x‖2.
Also using A ⊢8 βi(1 − b2i ), β′i(1 − (b′i)2) > 0 (by Lemma B.2) and A ⊢8
σ(b, v), σ′(b′, v′) > 0 (by Lemma B.4),
A ⊢8 k
5
−
k∑
i=1
(bi + b
′
i) >
k∑
i=1
αiα
′
iai(‖µ − x‖2/∆− 2r)
34 SAMUEL B. HOPKINS
+ (γ + γ′)(1− ‖µ − x‖2/∆2) .
Now using Lemma B.2, which says A ⊢8
∑k
i=1 bi + b
′
i > k/2,
A ⊢8 0 >
k∑
i=1
αiα
′
iai(‖µ − x‖2/∆− 2r) + (γ + γ′)(1 − ‖µ− x‖2/∆2) .
Since E˜ satisfies A,
1
∆
E˜
k∑
i=1
αiα
′
iai‖µ− x‖2 6 2r E˜
k∑
i=1
αiα
′
iai − E˜(γ + γ′)(1− ‖µ − x‖2/∆2) .
By definition E˜ ‖µ− x‖2 = ∆2 and E˜(γ + γ′)‖µ− x‖2 = (γ + γ′) E˜ ‖µ− x‖2
because γ, γ′ are numbers in R rather than indeterminates. So E˜(γ+ γ′)(1−
‖µ − x‖2/∆2) = 0, and hence
1
∆
E˜
k∑
i=1
αiα
′
iai‖µ − x‖2 6 2r E˜
k∑
i=1
αiα
′
iai .
By Lemma B.3,
1
∆
E˜ ‖µ− x‖2 6 10 · r
k
· 1
∆
· E˜
k∑
i=1
αiα
′
iai‖µ− x‖2
and E˜
∑k
i=1 αiα
′
iai 6 0.6 · kr , so putting it all together 1∆ E˜ ‖µ− x‖2 6 O(r).
By the definition of ∆ =
√
E˜ ‖µ − x‖2, we get E˜ ‖µ − x‖2 = O(r2).
APPENDIX C: WELL-CONDITIONED WITNESSES
In this section we prove Lemma 4.3. We have to establish two sep-
arate facts. First, we show that γ can be taken to be in the set
{0, 1/100, 2/200, . . . , k}, and second, that α1, . . . , αk can be taken either to
be 0 or in [c, C] for some numbers C > c > 0. These properties correspond
to the following two lemmas, from which Lemma 4.3 follows immediately by
first applying Lemma C.2 and then Lemma C.1.
Lemma C.1 (Obtaining nice γ). Let Z1, . . . , Zk, µ ∈ Rd. Suppose there
exist nonnegative α1, . . . , αk, β1, . . . , βk, γ and a degree 2 SoS polynomial
σ(b, v) such that the identity
C −
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − µ, v〉 − r) +
k∑
i=1
βi(1− b2i )
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+ γ(1− ‖v‖2) + σ(b, v) .
holds in variables b1, . . . , bk, v1, . . . , vd. Then there are γ
′, σ′ with γ′ ∈
{0, 1/100, 2/100, . . . , ⌈C⌉} and σ′ a degree-2 SoS polynomial such that
C + 1/100 −
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − µ, v〉 − r) +
k∑
i=1
βi(1− b2i )
+ γ′(1− ‖v‖2) + σ′(b, v) .
Proof. First by taking each bi and v to be 0 and evaluating the hy-
pothesized the polynomial identity, we find that 0 6 γ 6 C. (Here we used
nonnegativity of β1, . . . , βk). Replacing γ with the next greatest number γ
′ of
the form i/100 for i an integer incurs an additive error (γ−γ′)+(γ′−γ)‖v‖2.
Moving γ − γ′ to the left-hand side replaces C with C + γ′− γ < C +1/100.
The polynomial (γ′−γ)‖v‖2 is a degree 2 sum of squares, so it can be added
to σ to obtain σ′.
Lemma C.2 (Obtaining nice αi’s). Suppose that Z1, . . . , Zk, µ ∈ Rd have
the property that ‖Zi−µ‖ > C for at most k′ indices i ∈ [k]. And suppose that
there exist nonnegative numbers α1, . . . , αk, β1, . . . , βk, and γ, and p ∈ [0, 1],
and a degree-2 SoS polynomial σ in variables b1, . . . , bk, v1, . . . , vd such that
as polynomials in b, v,
pk −
k∑
i=1
bi =
k∑
i=1
αibi(〈Zi − µ, v〉 − r) +
k∑
i=1
βi(1− b2i )
+ γ(1− ‖v‖2) + σ(b, v) .
Then there are nonnegative α′1, . . . , α
′
k, β
′
1, . . . , β
′
k, γ
′ and a degree-2 SoS poly-
nomial σ′ such that α′i = 0 if ‖Zi − µ‖ > C and otherwise 4k/r > α′i >
min(1/C, 1/r)/100 and
pk + k′ +
k
25
−
k∑
i=1
bi =
k∑
i=1
α′ibi(〈Zi − µ, v〉 − r) +
k∑
i=1
β′i(1− b2i )
+ γ′(1− ‖v‖2) + σ′(b, v) .
To prove Lemma C.2, we are going to use an SoS version of the Cauchy-
Schwarz inequality. (The proof has appeared many times before.)
Lemma C.3 (SoS Cauchy-Schwarz (folklore)). Let x1, . . . , xn, y1, . . . , yn
be indeterminates. Then 2〈x, y〉  ‖x‖2 + ‖y‖2.
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Proof. By expanding, ‖x− y‖2 = ‖x‖2 + ‖y‖2 − 2〈x, y〉.
Proof of Lemma C.2. Let S ⊆ [k] with |S| = k − k′ be those indices
where ‖Zi − µ‖ 6 C. Then by setting bi = 0 for i /∈ S, the following polyno-
mial identity holds
pk −
∑
i∈S
bi =
∑
i∈S
αibi(〈Zi − µ, v〉 − r) +
∑
i∈S
βi(1− b2i ) +
∑
i/∈S
βi
+ γ(1− ‖v‖2) + τ(b, v)
where τ(b, v) is the SoS polynomial obtained by partially evaluating σ with
bi = 0 when i /∈ S. We will make a series of modifications to this polynomial
identity.
First, we need to replace
∑
i∈S bi with
∑k
i=1 bi. We add the polynomial∑
i/∈S(1− bi)2/2 to both sides, to get
pk −
∑
i6k
bi + k
′/2 +
∑
i/∈S
b2i /2 =
∑
i∈S
αibi(〈Zi − µ, v〉 − r) +
∑
i∈S
βi(1− b2i )
+ γ(1 − ‖v‖2) + τ ′(b, v)
where τ ′ is another sum of squares. Then moving
∑
i/∈S b
2
i /2 to the other side
and adding k′/2 to both sides, we find some nonnegative β′i such that
pk + k′ −
∑
i6k
bi =
∑
i∈S
αibi(〈Zi − µ, v〉 − r) +
∑
i6k
β′i(1− b2i )
+ γ(1 − ‖v‖2) + τ ′(b, v) .
At this stage we have obtained a proof where αi = 0 if ‖Zi−µ‖ > C. Next
we would like to ensure that the remaining αi’s are not too small.
Let T ⊆ S be those indices i such that αi < min(1/100C, 1/100r). By
Cauchy-Schwarz (Lemma C.3),
αibi〈Zi − µ, v〉 = 〈(10αibi)(Zi − µ), v/10〉  100α2i b2i ‖Zi − µ‖2 + ‖v‖2/100 .
We apply this for i ∈ T to conclude that∑
i∈T
αir+pk + k
′ −
∑
i6k
bi
=
∑
i∈S\T
αibi(〈Zi − µ, v〉 − r) +
∑
i∈S
β′i(1− b2i ) + γ(1− ‖v‖2)
−
∑
i∈T
100α2i b
2
i ‖Zi − µ‖2 −
k
100
‖v‖2 + ψ(b, v)
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for yet another degree 2 SoS polynomial ψ. Finally, note that 100α2i ‖Zi −
µ‖2 6 1/100 by hypothesis. We will use this to absorb 100α2i b2i ‖Zi − µ‖2
into the (1− b2i ) terms. By adding k/50 to both sides, for some nonnegative
β′′i , γ
′ we get
∑
i∈T
αir +
k
50
+ pk + k′ −
k∑
i=1
bi
=
∑
i∈S\T
αibi(〈Zi − µ, v〉 − r) +
∑
i∈S
β′′i (1− b2i ) + γ′(1− ‖v‖2) + ψ(b, v) .
Again by definition of the set T ,
∑
i∈T αir 6 k/100. So we get
k
25
+ pk + k′ −
k∑
i=1
bi =
k∑
i=1
α′ibi(〈Zi − µ, v〉 − r) +
∑
i∈S
β′′i (1− b2i )
+ γ′(1− ‖v‖2) + χ(b, v)
where α′i = 0 or α
′
i > min(1/C, 1/r)/100 and χ is another degree-2 SoS
polynomial.
It only remains to ensure that each α′i is not too large. If we set bi = −1
for every i and take v = 0, we get
pk + k′ +
k
25
+ k = r
k∑
i=1
α′i + χ(b, v) > r
k∑
i=1
α′i .
Hence 4k/r > α′i for all i ∈ [k].
APPENDIX D: REMAINING SOS PROOFS
We turn to the proofs of Lemmas B.2 to B.4.
Proof of Lemma B.2. Starting with the first statement, since A in-
cludes ai,tai,t′ = 0 if t 6= t′,
A ⊢2 b2i =
∑
16t6log(C/c)+1
(α′i)
2a2i,t
(2tc+ α′i)
2
+
(α′i)
2a2i,0
(α′i)
2
.
Since a2i,t is a square and 2
tc > 0,
A ⊢2 b2i 6
∑
t
(α′i)
2a2i,t
(α′i)
2
= 1
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where in the last step we used
∑
t ai,t =
∑
t a
2
i,t = 1.
Next we show A ⊢4 (b′i)2 6 1. Proceeding similarly as before,
A ⊢4 (b′i)2 =
∑
16t6log(C/c)
α2i a
2
i,t
(2tc+ α′i)
2
+
α2i a
2
i,0
(α′i)
2
6
∑
t
α2i a
2
i,t
(2tc)2
.
Using αiai,t 6 2
tcai,t, we get
A ⊢4 (b′i)2 6
∑
t
a2i,t = 1 .
The proofs of A ⊢4 bi, b′i 6 1 are similar, so we move on to the last
statement.
A ⊢2 bi + b′i =
∑
16t6log(C/c)+1
ai,t(αi + α
′
i)
2tc+ α′i
+
ai,0(αi + α
′
i)
α′i
>
∑
t
ai,t(2
t−1c+ α′i)
2tc+ α′i
+ ai,0 .
Since ai,t = a
2
i,t we get
A ⊢2 ai,t(2
t−1c+ α′i)
2tc+ α′i
>
ai,t
2
and hence A ⊢2 bi + b′i > 12
∑
t ai,t =
1
2 .
Proof of Lemma B.3. We start with the lower bound A ⊢8∑k
i=1 αiα
′
iai > 0.1k/r. Let bi(α, a) = α
′
iai and b
′
i(α, a) = αiai. Let v, v
′ ∼
N (0, Id/d). Using the certificate for µ evaluated at b′, v′ and averaging over
v′, using E v′ = 0 and E ‖v′‖2 = 1,
A ⊢8 k
10
−
k∑
i=1
αiai =
k∑
i=1
β′i(1− (b′i)2)− r ·
k∑
i=1
αiα
′
iai + Ev
σ′(b′, v′)
By Lemma B.2, A ⊢8
∑k
i=1 β
′
i(1− (b′i)2) > 0. And σ′ is a sum of squares, so
the above rearranges to
A ⊢8 k
10
−
k∑
i=1
αiai + r
k∑
i=1
αiα
′
iai > 0 .
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Using the same argument on x’s certificate evaluated at b, v and averaged
over v,
A ⊢8 k
10
−
k∑
i=1
α′iai + r
k∑
i=1
αiα
′
iai > 0 .
By adding these together, we get
A ⊢8 k
5
−
k∑
i=1
ai(αi + α
′
i) + 2r
k∑
i=1
αiα
′
iai > 0 .
Since A ⊢8 ai(αi + α′i) = bi + b′i > 1/2 by Lemma B.2, we get
A ⊢8 2r
k∑
i=1
αiα
′
iai >
k
2
− k
5
>
k
5
which rearranges to A ⊢8
∑k
i=1 αiα
′
iai > k/(10r).
Turning now to the upper bound, let us redefine bi = −α′iai and b′i =
−αiai. Note that this does not change b2i , (b′i)2. Using the same arguments,
now we obtain
A ⊢8 k
10
+
k∑
i=1
αiai − r
k∑
i=1
αiα
′
iai > 0
and
A ⊢8 k
10
+
k∑
i=1
α′iai − r
k∑
i=1
αiα
′
iai > 0 .
Adding these together and rearranging,
A ⊢8 k
5
+
k∑
i=1
ai(αi + α
′
i) > 2r
k∑
i=1
αiα
′
iai .
By Lemma B.2, we know A ⊢8
∑k
i=1 ai(αi + α
′
i) 6 k, which finishes the
proof.
Proof of Lemma B.4. Follows by definition, since σ(b, v) is a sum of
squares of degree 8 in σij, α, β, x, a.
APPENDIX E: REMOVING DEPENDENCE ON Σ
When we proved Theorem 1.2, we made the additional assumption that
the algorithm is given access to number r, C > 0 in addition to the samples
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X1, . . . ,Xn. We describe in this section how the dependence on r, C can be
avoided.
First of all, we note that although C is an independent parameter in
Lemma 4.1, in fact the proof shows that it suffices to choose C = C ′k for a
universal constant k. This just leaves the parameter r. The main idea is to
use binary search to adaptively choose r. The crucial observation is that the
proof of Lemma 4.1 actually proves the following stronger statement.
Lemma E.1 (Refined version of Lemma 4.1). For every d, k ∈ N and
C, r > 0 there is an algorithm median-sdp which runs in time (dk logC)O(1)
and has the following guarantees. Let Z1, . . . , Zk ∈ Rd. Suppose that µ ∈ Rd
is certifiably (r′, 1/100)-central with respect to Z1, . . . , Zk. And, suppose that
at most k/100 of the vectors Z1, . . . , Zk have ‖Zi − µ‖ > Cr′. Then:
• If 2r′ > r > r′/2, median-sdp returns a point x such that ‖µ − x‖ =
O(r).
• Otherwise, median-sdp either returns x such that ‖µ−x‖ 6 O(r+ r′)
or outputs reject.
The proof of Lemma E.1 follows exactly the proof of Lemma 4.1, with
the following additional observations. First, for any r, if there exists
a pseudodistribution satisfying A(Z1, . . . , Zk, r, 1/200Cr, 8k/r, γ) for some
γ and if µ is certifiably (r′, 1/100)-central, then median-sdp returns x
with ‖x − µ‖ 6 O(r + r′). Second, so long as r ∈ [r′/2, 2r′], then
A(Z1, . . . , Zk, r, 1/200Cr, 8k/r, γ) will be feasible for some choice of γ, so
such a pseudodistribution will exist.
Thus, the adaptive algorithm will use binary search to choose the smallest
r such that median-sdp does not output reject. We just have to ensure
that the range of potential values for r to search over is not too large.
Fix an underlying random variable X with covariance Σ. Let r∗ =√
TrΣ/n +
√‖Σ‖ log(1/δ)/n. We may assume that the radius r0 of the
minimum-size ball containing at least 0.8k of the bucketed means Zi is in
the range [cr∗, C log(1/δ)r] for some constants c, C. If r0 < cr
∗ then the sim-
ple median algorithm (see Section 1 of the main paper) finds an estimator
with the guarantees of Theorem 1.2. And by our analysis of that algorithm
in Section 1 of the main paper, r0 > C
√
TrΣ log(1/δ) only with probability
δ.
The adaptive algorithm can begin by computing r0 (or, more precisely, by
inspecting only balls centered at Zi’s, a number r
′
0 such that r
′
0 ∈ [r0, 4r0]).
Then by conducting binary search over values of r in the range [cr0/k,Cr0]
for some (other) constants c, C, it will find r ∈ [r∗/2, 2r∗]. Lemma E.1 con-
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cludes the argument.
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