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Summary
In this thesis, we study and develop a linear discriminant analysis (LDA) feature based face 
identification approach that is fast, simple, and can be used in practical Personal Identity 
Recognition and Verification systems. This was achieved by combining face image geomet­
ric alignment, photometric normalisation, extraction of the reliable LDA subspace and a 
distinct matching strategy in the LDA subspace.
Face image geometric normalisation employs a simple geometrical alignment based on the 
coordinates of two eyes. A template based eye detector was developed to localise the centre 
of two eyes automatically.
The algorithmic techniques for the implementation of the LDA subspace in the context of 
face recognition and verification are investigated experimentally on four publicly available 
face databases (M2VTS, YALE, XM2VTS, HARVARD) using the Euclidean distance clas­
sifier. Three main algorithmic techniques: matrix transformation, the Cholesky factorisa­
tion and QR algorithm, the Kronecker canonical form and QZ algorithm are proposed and 
tested. The results consistently support that the implementation of LDA using the Kro­
necker canonical form and the QZ algorithm accomplishes the best performance in all ex­
periments, confirming the theoretic advantage of the LDA features comparing with the PCA 
features in the capability of classification.
Novel matching scores in the LDA subspace are proposed and tested on the XM2VTS database 
using the Lausanne protocol. The normalised correlation which is widely used in image pro­
cessing and pattern recognition is applied in the LDA subspace for computing the matching 
score. It achieved satisfactory performance as compared with the Euclidean distance classi­
fier. A detailed analysis of the reasons behind the success of the normalised correlation led 
to improved understanding of the role of metric in decision making and in turn that natu­
rally resulted in a novel way of measuring the distance between a probe image and a model. 
By extensive experimental studies, this innovate metric is shown to be consistently superior 
to both the Euclidean distance and normalised correlation matching scores.
Another novelty of this research work is the proposed one-dimensional client-specific linear 
discriminant analysis (CS-LDA) representation for face identification. The proposed ap­
proach provides two measures for authentication and the two decision scores are combined 
to achieve significant performance gains. Experimental results obtained on the XM2VTS 
database usmg the Lausanne protocol showed the superiority of this approach over any 
matching schemes in the conventional LDA subspace.
Key words: face registration, face verification, face recognition, fusion, linear discriminant 
analysis.
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Chapter 1
Introduction
1.1 Background
The human face plays a major role in conveying personal identity. Comparing with other 
biometrics, there are many situations where facial photographs are the only information 
available for recognition. These include certain law enforcement applications as well as 
searching the photographic files around the world. For example, the CCTV (closed circuit 
television) video can only provide the face image for identification. Face recognition tech­
nology is relevant to many applications such as building access control, recognition of the 
crime from the CCTV video against the police's face database, mug shots matching, credit 
card verification, bank teller machines, etc.
The human ability to recognise faces is marvellous. In contrast, the performance of au­
tomatic face recognition system by computer is relatively poor due to many constrains. The 
problem of computerised face recognition has received considerable attention over the past 
decades. It is still a challenging task and one of the fundamental subjects in pattern analysis. 
This research area spans several disciplines such as graphics, image processing, computer 
vision and pattern recognition, etc.
1.2 Objectives
The research described in this thesis has three main objectives:
1. To develop a robust face registration approach which includes face image detection
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and geometric normalisation.
2. To investigate and implement a stable linear discriminant feature extractor and test its 
robustness to different facial appearances, lighting conditions, and face shape modali­
ties.
3. To devise and characterise novel matching schemes that are fast, reasonably simple 
and can achieve high performance in both Face Recognition and Personal Identity Ver­
ification system.
1.3 Contributions
The contributions made in this thesis to the theory, methodology and implementation of
a face recognition system based on the Linear Discriminant Analysis (LDA) can be sum­
marised as follows:
Face registration Face image geometric normalisation developed a simple geometric align­
ment technique based on the coordinates of the two eyes. It is robust to face position, 
tilt and scale of the face. A template based eye detector was developed to localise the 
centre of the two eyes automatically. More than 95% correct rate for the eye centre de­
tection was achieved on the face databases used for experimentation. The technique 
developed for eye detection can be used for other object detection problems.
Implementation of the LDA feature extraction Algorithmic techniques for determining the 
linear discriminant analysis (LDA) subspace are investigated. A robust approach which 
is based on the Kronecker canonical form and the QZ algorithm is implemented. It 
achieved the best performance in extensive experiments conducted on four pubHcly 
available face databases (M2VTS, YALE, XM2FDB, HARVARD) as compared with other 
algorithms.
Novel metrics for computing matching scores in the LDA subspace First a normalised cor­
relation classifier is introduced in the LDA subspace. It achieves the much better per­
formance as compared with the Euclidean classifier. It exhibits increasing performance 
against decreasing image resolution. It is therefore ideally suitable for applications
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where a huge database of gallery images is involved. A detailed analysis of the rea­
sons behind the success of the normalised correlation led to improved understanding 
about the role of metric in decision making and in turn that naturally resulted in a 
novel way of measuring the distance between a probe image and a model. By the ex­
tensive experimental studies, this innovate metric is shown to be consistently superior 
to both the Euchdean distance and normalised correlation matching scores.
Client-specific Fisherfaces An novel one-dimensional client specific fisherface representa­
tion for personal identity verification is proposed. The method contrasts with the con­
ventional LDA representation which involves multiple shared fisherfaces. The pro­
posed approach provides two measures for authentication: a distance to the cfient tem­
plate, and a distance to the mean of impostors. These two decision scores are combined 
to achieve significant performance gains. The demonstrated performance superiority 
is not the only advantage of the proposed method. Additional features of practical 
significance include the simplicity of training, as for large user databases the proposed 
technique requires only a matrix multiplication of the client mean vector. Moreover, 
the client enrollment is insulated from the enrollment of other clients. This opens the 
possibility to use other than the centralised architecture for the personal identity veri­
fication system and m fact smart card processing becomes a reality without any need 
to restrict the representation framework and therefore the representational capacity of 
the system. Finally the speed of probe testing is more than two orders of magnitude 
faster than that achieved by conventional PCA and LDA methods as the proposed tech­
niques involves only a single fisher face per cfient. These attractive properties make the 
method ideally suited for both representation and authentication in personal identity 
verification systems.
1.4 Structure of the Thesis
The organisation of this thesis is as follows. An overview of the existing methodology for 
face recognition is presented in Chapter 2. The review covers many approaches in three 
aspects of face recognition problem identified in Section 1.2.
A large number of algorithmic techniques relating to face recognition have been reported
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in various papers during the last ten years, and most of them have claimed very good re­
sults (usually better than 95%) on small size databases (usually less than 50 individuals). 
Because there was no common database and no standard test protocol, it is difficult to judge 
the effectiveness of these techniques. More recently, the FERET database [87], the M2 VTS 
database [89] and the extended M2 VTS (XM2VTSDB) [72] have been made widely available 
as common databases and the corresponding standard testing protocols have been estab­
lished. This allows comparative assessments of these algorithms. Details of the databases 
and protocols used in our research experiments are described in Chapter 3.
In Chapter 4, a fast, simple, semi-automatic face geometric normalisation approach based 
on the eyes positions is described. Firstly, the coordinates of the eyes position are deter­
mined. Then a rotation, scaling and translation transformation is appHed to align aU images 
so that the eye positions are mapped into standard coordinates. The result of the geometric 
transformation is a face cropped from the original image and scaled to any desired resolu­
tion.
A study of the problem of eye localisation revealed that commonly used techniques such 
as template matching, normalised correction and principal component analysis, which are 
very successful in object matching, are not very rehable when the object is the eye. These 
algorithms fail in majority situations when the eye is shut, the reflection occurs in the glasses, 
or spectacles frame is near the iris.
A robust eye-template based eye detector was developed which requires a rough es­
timate of the face position and orientation [97], The experimental results presented in this 
Chapter show that the eigeneyes template matching method developed in the thesis achieves 
more accurate eye centre position detection than normalised correlation matching. More 
than 95% of the eye centres are correctly detected with a ±  one pixel error as compared to 
manually localised eye coordinates.
Feature extraction is the most important part of the face recognition system. Structural 
features of face image such as the eyes, nose, mouth, etc are no longer directly used for identi­
fication because it is difficult not only to localise all these features, but also to distinguish the 
scale of the image itself and the relationship between these features. Nowadays almost all 
the face recognition systems reported in practical apphcations employ statistical features for 
classification whilst structural features are used for normalisation. The most often used sta­
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tistical features are the principal component analysis (PCA) most expressive features (MEF) 
and the linear discriminant analysis (LDA) most discriminating features (MDF) [101]. The 
MDF synthesises features obtained by the PCA (used for dimensionaUty reduction) and fea­
tures acquired by the fisher's linear discriminant analysis (FLD). Theoretically, LDA features 
are superior to PCA features. However, in the context of face recognition and verification, 
the LDA method has only occasionly been reported to outperform the PCA approach [65]. 
Better performance of the LDA method as compared with the PCA approach was reported 
in [4,25,26]. However, no details regarding the implementation of the LDA algorithm were 
presented m these papers. It also appears that an inappropriate use of LDA was made in 
[25].
The implementation of the LDA subspace is investigated in Chapter 5. Three main al­
gorithmic techniques: matrix transformation, the Cholesky factorisation and QR algorithm, 
the Kronecker canonical form and QZ algorithm are considered and tested on four publicly 
available face databases (M2VTS, YALE, XM2FDB, HARVARD)^. A heavily mathematically 
oriented formula deduction is illustrated. The results of extensive experimental tests sup­
port the conclusion that the implementation based on the Kronecker canonical form and the 
QZ algorithm accomplishes the best performance in all experiments. The results obtained 
using differently derived formulas are also presented in this Chapter to assess the perfor­
mance of this robust algorithm against the shape-free modafities (masks). These modalities 
have been reported to have efficiency for the performance improvement [23].
Chapter 6 describes the matching schemes used in the face recognition system. The per­
formance of normalised correlation in the context of face authentication in both the original 
image space and the LDA subspace is explored. Six photometric normalisation approaches 
applied to the geometrically afigned images, namely removal the mean of the image (ZM), 
removal the mean and scaling the pixel values by their standard deviation (ZMST), his­
togram equalisation (HEQ), subtraction of the best fitting plane (FP), subtraction of the best 
fitting plane and scaling the pixel values by their standard deviation (FPST), subtraction of 
the best fitting plane and histogram equalisation (FPHQ), are investigated to find the best 
photometric conversion scheme for the LDA normalised correlation classifier. Global thresh-
^See http://zvww.tele.ucl.ac.be/M2VTS for M2 VTS database; see http://cvc.yale.edu/projects/yal^aces/yalefaces.html 
for YALE face database; see http://www.ee.surrey.ac.uk/Research/VSSP/xm2fdb for XM2FDB database; see 
ftp://ftp.hrl.harvard.edu/pub/faces for HARVARD face database.
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old and client specific threshold were applied separately for each normalisation method. 
For comparison, the performance of the Euclidean distance classifier against the above pho­
tometric normalisation methods is also assessed on the M2 VTS, the YALE face databases 
using leave-one-out and rotation strategies.
Exhaustive experiments are conducted on the extended M2VTS database for face authen­
tication using the Lausanne experimental protocol. The classification performance of the 
normalised correlation as a function of protocol configuration, thresholding approach and 
photometric normalisation method is presented and contrasted with that of the Euclidean 
distance classifier.
The experimental results demonstrate that the normalised correlation classifier has the 
capacity to exhaust the distinct discriminatory information from LDA subspace. Its perfor­
mance using global threshold without any photometric normalisation is superior to that of 
the Euclidean distance classifier using the client specific threshold with the best normalisa­
tion.
Further studies of the matching schemes in the LDA subspace are conducted in Chap­
ter 7 after establishing the reasons behind the success of the normalised correlation. The 
improved understanding of the role of metric m decision making then naturally leads to a 
novel way of measuring the distance between a probe image and a model, i.e. in the gradient 
direction of the aposteriori probability of the hypothesised cfient identity.
In extensive experimental studies on the XM2VTS database using the Lausanne proto­
col, we show that the proposed new metric is consistently superior to both the Euclidean 
distance and normalised correlation matching scores. The effect of various geometric reg­
istrations and photometric normalisations on the matching scores is also investigated. The 
new metric exhibits the best performance regardless of the geometric registrations when the 
histogram equalisation is applied.
In Chapter 8, a one dimensional cfient specific fisher face representation is proposed. 
This novel LDA approach contrasts with the conventional LDA representation which in­
volves multiple shared fisherfaces. The method provides two measures for authentication; a 
distance to the cfient template, and a distance to the mean of impostors. These two decision 
scores are combined to achieve significant performance gains. The advantages of this ap­
proach such as the good performance, the simplicity of training, the speed of probe testing.
1.4. STRUCTURE OF THE THESIS
etc, is discussed.
The last chapter summarises all the achievements of the thesis. Possible future work in 
LDA based face recognition system is outlined and finally conclusions are drawn at the end 
of this chapter.
Chapter 2
Literature Review
Traditionally, the face recognition problem can be divided into three major aspects:
1. Face registration including detection or segmentation of faces.
2. Extraction of discriminant features from the face region.
3. Identification of faces.
Although these aspects have no definitive boundaries in some geometric feature based face 
recognition systems [18], the majority of systems can be categorised in this way.
In this chapter, we briefly review the research work on this logic found in the fiterature.
2.1 Introduction
Though the earliest work related to person identification is based on profiles of faces, the ma­
jority of work reported m the fiterature is concerned with frontal or nearly frontal view face 
intensity images. Although colour information is occasionally used for feature extraction, 
the focus of fiterature review in this section is on grey-level face images.
The design and implementation of a system that can be used for fully automatic face 
recognition or verification must solve three major problems: segmentation (detection) of the 
face from a given image, extraction of features from face region and matching (identifica­
tion). Strong assumptions are made in many approaches described in the fiterature to make 
these problems more tractable. It is assumed either that the faces are geometrically afigned 
or one is certain to find all common features in each face. Methods for segmentation reported
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in the fiterature are discussed in Section 2.2. A detailed description of face feature extraction 
methods is presented in Section 2.3. Finally, several most commonly used face matching 
(identification or recognition) techniques are overviewed m Section 2.4.
2.2 Segmentation of Faces
Segmentation of faces is used for both face detection and localisation. It is the first step in 
a fully automated system. A failure of the face detector will definitely lead to a recognition 
failure. In general, face detecting methods can be categorised as:
• Knowledge-based approaches: Usually the human knowledge of what constitues of a 
typical face describes the relationships between facial features. A hierachical knowledge- 
based method with mosaicing was described in [117].
• Template-based matching methods: Several standard patterns of a face are used to 
describe the face as a whole or the facial features separately. The correlations between 
a probe and the standard patterns are computed for detection. Examples can be found 
in [18],[95],[119],[73], etc. More recently, the templates (patterns) are learned from a set 
of training images. The learned patterns are usually m form of statistical distributions, 
models or dicrimmant functions that are applied to face detection [108,100, 82].
A simple, fast and widely used technique for face detection in the single face image is 
template matching. Single face image is the scenario of the XM2VTS face database, which 
our research concentrates on, therefore we focus on the review of template-based matching 
methods in this section.
There are two types of template matching based detection techniques. In the first ap­
proach, the face is found as a whole unit. A description of this approach is presented in 
Section 2.2.1. The second approach described in Section 2.2.2, is based on facial feature 
localisation and the geometric relationship between features. Some other approaches are 
discussed in Section 2.2.3.
2.2.1 Full Face Detection
As full face shape and head outlines are mostly like an ellipse, an elfipse-shape template was 
employed in most of the early research work on face detection. In [95], an edge map is ex-
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tracted from the input image, and then it is matched to a large eUipse template with possible 
variation in the size of the template. When a prospective match is found at some location, 
the head hypothesis is verified by searching the edges produced at expected positions of 
eyes, eyebrows, mouth, etc. Edge detection techniques and heuristics are important tools in 
finding the outlines of the face or head. They are also used in Kelly's PLANNING approach 
[53].
A more improved face shape template is adopted in [38] where the face shape is modelled 
to consist of two straight lines (for the left and right sides) and two arcs (for the head and 
chin). Those lines and arcs are detected by a modified Hough transform, then a deform-able 
template matching is carried out by using the structural model of the face and the lines and 
arcs. Good performance was achieved on face images which are front view, upright and 
unoccluded. More compHcated face shape templates have also been reported. Grenander 
et al. proposed a polygonal random transformation template in [39] whilst Amit et al. [2] 
presented a method for shape detection and appHed it to detect frontal-view faces in still 
intensity images.
Some face-shape independent template matching approaches are reported to be more ef­
fective for the whole face detection. Craw et al. [18] use a hierarchical image representation 
and a set of templates for extracting the head area from the image. The template of head out­
line is assembled at the lowest resolution by a line follower exploring the edge magnitude 
and direction. Lower level features such as eyes, lips are detected using a similar line fol­
lowing approach. The search for these features is guided by the position of the head outline. 
A template based 'coarse to fine' matching approach is also used to locate the full head in 
[9].
2.2.2 Feature based detection
In a feature based detection, the face is detected by first localising some important facial 
features such as eyes, lips, etc. Then the approximate location of the face is refined. The ge­
ometric features play important role not only in face detection but also in face identification.
Tankus et al. [105] use direct convexity estimation to detect eyes and hair. An operator 
named Y-Phase was introduced which is based on the fact that the image is a 3D object and 
eyes and hair areas can be treated as paraboloids. This information proved to be superior to
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edge-detection in several respects such as
1. Reaction to 3D object;
2. Insensitivity to Strong Edges;
3. Robustness to Lighting;
4. Stability in Textured background;
After the detection of eyes and hair, the whole face can be inferred. As Y-Phase is invariant 
under any derivable (strong) monotonically increasing transformation of the grey-levels, it 
is robust to illumination changes, orientation and scale.
Feature based face detection can also be supported by the feature extraction methods 
described in Section 2.3. Among all geometric features, eyes are the most commonly used 
features. A face registration method based on eyes coordinates is proposed in Chapter 4. 
The extraction of eye positions using correlation and eigeneyes is discussed in that Chapter.
2.2.3 O thers
Hybrid methods are increasingly used for face detection. The approach described in [19] 
uses 40 feature points to represent the position and size of the main facial features. These 
points can be supplemented by the shape of the face outline. Judgement is made according 
to the geometric correlation of these points while performing a hierarchical coarse-to-fine 
search. Though more than 95% success rate is reported on a database consisting of 64 images, 
all face images used in the experiment were initially chosen to exclude glasses and facial hair. 
The method used in [39] is actually a typical hybrid approach.
Colour information can help the segmentation of a face. A face colour model is used in 
[97] where an eUipse face shape model and B-splme Hp model are used for Hp detection. This 
face shape model based on chromaticity of colour face image is applied to detect the coarse 
position of the eyes in next chapter. The coordinates of the eye centre are then accurately 
localised using eigeneyes template matching.
Eigenfaces are used to detect instances of face shape m [108]. However they are unable 
to localise faces accurately. Furthermore, eigen-features like eigen-eyes, eigen-Hps are also 
used to localise the corresponding feature positions.
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2.2.4 Summary
The existing face detectors are unavoidably sensitive to the lighting direction. Despite the 
existence of a large number of approaches for face detection in the fiterature, no completely 
satisfactory solution has been found to be robust in any situation.
However, in many applications, face images can be obtained under controlled imaging 
conditions and people involved are willing to cooperate with the system. In such conditions 
many approaches can detect and localise faces effectively.
2.3 Extraction of Features
After a face is detected and localised, the next most important step is to extract the face 
features which can be used to represent the image for recognition or verification. These 
extracted features must convey the identity of the face.
Structural (geometric) features like eyes, nose, lips are generally used for face alignment, 
but seldom employed for identification. Statistical features such as the Karhunen-Loeve 
transform, singular value decomposition coefficients and Fisher discriminant features are 
widely used for both representation and recognition.
2.3.1 Structural Feature Extraction
Structural feature extraction is usually associated with face detection and face identification, 
and it is commonly used in feature based tracking systems. Apart from the approaches 
described in Section 2.2, Hough Transform is a commonly used tool for eye localisation based 
on the special intensity distribution in the normal (open, no reflection if wearing glasses) 
eye area. In [81], the iris is modelled using a circle with expected gradient directions in 
each quadrant. A tailored exponential function is used to model the boundary, given the 
fighter background of the sclera. The Sobel operator and multilevel thresholdiug are used 
in cooperation with the Hough Transform to obtain and detect information on the gradient 
magnitude and its direction at the processing point.
In [16], a matched filter technique is used to characterise eight facial features: two eyes, 
two eyebrows, nose, mouth, hairline and chin. The matched filters are extracted from train­
ing images using the inverse Fourier analysis. The training images are first manually an­
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notated and geometrically aligned by means of affine transformation. Finally the train­
ing images in which the desired regions of high-convolution response are matched hand- 
segmented.
Berm [5] proposed a method for finding the eye centre using a gradient decomposed 
Hough Transform which embodies the natural concentricity of the eye region in a peak re­
inforcement scheme to improve accuracy and robustness. This can be applied to the whole 
face image without priming estimates of the eye position and size.
In Chapter 4, a template matching method based on the normalised correlation for eye 
localisation is proposed. For comparison, an approach based on eigeneyes is also examined.
The lip is also a commonly used structural feature which is more stable than the eye if 
there is no heavy beard because eyes can sometimes be closed. In [18], lips are detected using 
a line finder which explore the lower one-forth of a given face outline.
Sanchez' B-spline based lip finder also requires the face outline. A colour skin model is 
used to isolate the face part (including the uncovered neck) from other parts. Then an ellipse- 
fitting is employed to get the face outline. This is a normally effective way to find the basic 
face outline. The only problem of this approach is that the neck part is difficult to exclude 
from the face region. In consequence the ellipse-fitted shape becomes more elongated that it 
actually is.
The symmetric nature of the face can be made use of in finding the eyes, eyebrows and 
mouth. A symmetry operator for localising points in the face image is described by Reis- 
feld and Yeshunm [91]. No prior knowledge of face location is required, and the method is 
independent of scale and orientation. In this respect, it is superior to the correlation based 
schemes. A success rate of 95% is reported by the authors on the MIT database containing 
2500 face images (16 mdividuals) of which the face occupies 15-60% of the total number of 
pixels. However, the computation complexity of the search for symmetric points is tremen­
dous.
Graph matching techniques can be used to extract not only the typical central points 
of eyes, nose, lips, eyebrows, but also their contours. These techniques usually use neural 
models to represent a potential link between image and model by a neuron [60]. In [60], 
Lades et al. introduced a Dynamic Link Architecture (DLA) matching strategy that is based 
on the process of rapid network self-organisation.
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2.3.2 Statistical Feature Extraction
A structural feature is a part-based local feature whereas a statistical feature is a global de­
scriptor. The methodology of statistical pattern recognition has been used in face recognition 
for many years. The most often used statistical technique for face representation and recog­
nition is the Karhimen-Loeve (KL) expansion or the Principal Component Analysis (PCA).
KL expansion has been widely used for both image compression and face recognition 
since the several papers of Sirovich and Kirby. Once the eigenvectors of the covariance ma­
trix of images in an ensemble are obtained, any image in the ensemble can be approximately 
reconstructed using a weighted combination of these eigenvectors, referred to as "eigenpic- 
tures". These eigenpictures define a new 'face space'. The more eigenpictures are used, 
the more accurately the image is reconstructed. The weights describing each face image are 
found by projecting the given image onto each eigenpicture. They play the role of features. 
A well-known eigenpicture extraction approach is described in [108]. It is referred to as 
'eigenface' approach. More details on the eigenface approach can be found in Chapter 5.
If the input face images vary considerably, pre-processing is required before the KL ex­
pansion can be applied. The pre-processing is known as image registration or standardisa­
tion. Most of the approaches to image registration are based on structure feature extraction 
which has been reviewed in Section 2.2. A typical example can be found in [1].
A deterministic counterpart of the KL transform is described by Hong in [45]. The sin­
gular value decomposition (SVD) of the image matrix is used to extract features from the 
pattern. The author refers to the features as 'algebraic features' or SV features. Instead of the 
eigenpicture space, the optimal set of discriminant vectors is spanning the so called Sam- 
mon discriminant plane. The SVD operation is applied to every image to extract SV features 
which are claimed by the author to be very stable and invariant to image intensity changes. 
Two vectors for a small set of 45 images of 9 individuals were shown to be adequate for 
recognition.
Penev et al. developed a Local Feature Analysis (LFA) method for object representation 
[83] which is actually the PCA description of an object which has been isolated and geomet­
rically registered.
The discriminatory power of various human facial features is studied in [26] where the 
authors evaluate the significance of visual information in different parts of the face for the
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identification using the linear discriminant analysis (LDA) of different aspects of face in the 
spatial domain. The studies in both [4] and [26] are also focused on the theoretical ground­
work of the LDA. In [4], the eigenface space is used to reduce the dimensionality of the face 
image so that the scatter matrices are not rank difficult. There is no dimensionality reduction 
performed in [26] in which the resolution of face image used in the experiments is 25 x 30. 
Note that the outputs of the LDA differ from that of PCA by a whitening factor which makes 
the variance equal to unity.
2.3.3 Summary
Neither structural features nor statistical features are sufficient to represent face image ef­
fectively if they are used independently. Most effective techniques combine both of them to 
improve performance.
It is impossible to encode a structural feature of an upright face without some influence of 
other distant structural features. A spatial arrangement of face features is not made explicit 
in conveying face identification. As facial information seems to be more 'holistic', statistical 
features are more suitable than structural features for face representation. However, statisti­
cal features do really depend on the spatial layout of the structural features. Therefore only 
statistical features extracted from a face registered using structural features can really convey 
the relevant face biometry.
2.4 Identification of Faces
Approaches to face identification are closely link to methods used for feature extraction. 
They are also linked to the adopted computational tools and matching schemes. Each im­
age in the training set is labelled with one person's (client's) identity (ID). The task of face 
recognition is to determine the label of a test image whilst face authentication is to accept 
the claims made by the clients and reject the claims made by the impostors.
A feature based identification system must firstly select an effective set of features which 
conveys the identity information. Then an appropriate matching scheme is chosen to make 
the decision. The most commonly used matching scheme is the nearest neighbour classifica­
tion based on the Euclidean distance measure.
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Structural features were commonly used for direct identification in the early face recog­
nition systems. These features include face shape (height, outline, area, centroid) and in­
ternal structure parameters such as eyes (shape, area, centre, inter-eye distance), eyebrows, 
lips, nose, etc. Their geometric relationships play an important role in face identification. 
Although statistical features have recently been more widely used as final discriminant fea­
tures, several main structural features are still used for pre-processing,i.e. geometric normal­
isation.
2.4.1 Structural Feature Based Identification
The structural features of every image in the training set are stored in a separate database 
when the training is finished. No public feature space exists. Structural features of test 
images are extracted in exactly the same way as those of the training images. Then a com­
parison of features between the test image and every training image is carried out using the 
Euclidean distance measure or other similarity measure such as correlation.
A face profile is a 'pure' structural feature, and as such it conveys insufficient identifi­
cation information. What is more, the profile is difficult to obtain in majority of situations. 
Some approaches based on structural features of frontal-view face are briefly reviewed be­
low.
As described in Section 2.2.1, Kelly [53] introduced a top-down image analysis approach 
(known as PLANNING) for automatically extracting the head and body outlines from an 
image and the expected locations of the eyes, nose and mouth. Five measurements from the 
face are extracted. They are: (1) the width of the head, (2) distance between two eyes, (3) 
distance from top of the head to eyes, (4) distance between eyes and nose, (5) distance from 
eyes to mouth. A nearest neighbour matching scheme based on the Euclidean distance was 
used for identifying the label of the test image.
In [116], structural features are classified as primary features and secondary features. A 
linear decision tree is used to detect the best match for the test image with both the minimum 
Euclidean distance on the primary feature space and the minimum difference of the sum of 
the secondary feature parameters.
Lades et al. in [60] introduced an elastic graph matching algorithm for the extraction of 
structural feature points to represent the face. The identification is based on these feature
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points.
Brunelli and Poggio developed a set of algorithms in [7] to assess the feasibility of recog­
nition using a vector of structural features. Twenty-two features were extracted from each 
image in a face database consisting of 188 entries (47 individuals, 4 images/person). Among 
these 2 2  features, eyes positions are the first feature to be extracted by using a hierarchical 
correlation method based on the Gaussian pyramids of eyes templates. Five eyes templates 
are obtained by scaling the original one. The set of scales used is 0.7, 0.85, 1, 1.15, 1.3 to 
account for the expected scale variation. An integral projection technique and an edge map 
partition technique are employed. Using a nearest neighbour matching scheme, the depen­
dency of the recognition performance is reported as a function of several parameters such 
as the number of people to be recognised, number of samples per person and the rejection 
threshold.
2.4.2 Statistical Feature based Identification
(1 ) Principal Component Analysis
Perhaps the most popular statistical feature based identification approach is the 'eigen­
face' method proposed in [108]. It was motivated by the capacity of the Principal Component 
Analysis (PCA) to represent the face efficiently. It assumes that face images are normalised 
in some way such as geometric alignment.
In the training stage, the face space which is spanned by the eigenfaces extracted from 
the training images is computed and stored. If new faces are added to the training set, this 
face space must be recalculated. It is to be noted that the number of eigenfaces is not bigger 
than the number of images (denoted as M) m the training set. An M-dimensional vector of 
projection coefficients for each known individual is calculated by projecting the face image 
onto the face space with a simple inner product. These weights form a feature vector which 
represents the face. They are used for training the recognition stage of the system.
In the test stage, an input image is firstly represented by its vector of weights by pro­
jecting it into the face space in the same way. Secondly, the amount of projection is used to 
assign whether the test probe is a face image or non-face image. Finally, if the test image is a 
face, its identity is determined as known or as unknown. For the purpose of face verification, 
the nearest person is found and either a true acceptance or a false rejection is reported.
2.4. IDENTIFICATION OF FACES____________________________________________ 18
As the size of image is relatively large, it is impossible for most computers to accom­
modate the covariance matrix C of images in the ensemble. For example, if the face image 
size is 128 x 128 (pixels number N = 16384), the minimum storage of the covariance matrix 
itself is 804 Megabytes(16384 x 16384 x 4 bytes). The computation of the eigenvalues and 
eigenvectors of the matrix require at least 805 Mb. This makes the direct computation of the 
eigenvalues and eigenvectors impracticable. However, only M  — 1(M < iV )^ eigenvectors of 
matrix C are meaningful. An alternative is to calculate the eigenvalues and eigenvectors by 
first solving the eigenvectors of an M by M transposed matrix (referred as L) of matrix C, and 
then taking an appropriate linear combinations of the face image multiplied by the eigen­
vectors of matrix L. The eigenvalues of matrix L can be shown to be also the eigenvalues of 
matrix C [108].
In [108], a large database containing 2500 face images of 16 mdividuals is used to in­
vestigate the performance of the eigenface method in different combinations of three face 
orientations, three face sizes, and three lighting conditions. 85% correct recognition over 
orientation variations, 96% over lighting variations and 64 over scale(size) variations are re­
ported. This indicates that the eigenface method is quite robust to illumination variations, 
but degrades quickly as the scale changes.
In [84], the authors extend their work by using a huge database of 7562 images of about 
3000 individuals which is the largest database that has been mentioned in any face recogni­
tion study until now. More complicated applications of the eigenface approach are reported 
and the corresponding experiments are designed to explore the eigenface specific property.
Both [108] and [84] state that the eigenfaces related to the high eigenvalues play more 
important roles than those with low eigenvalues. Identifiable faces can be made by using 
only a subset of eigenfaces, i.e., that with the largest eigenvalues.
However, O'Toole [106] put forward a slightly different opinion on the role of eigenfaces 
related to different eigenvalues when they are used to represent the original face images. The 
authors demonstrate that eigenfaces with smaller eigenvalues provide better information for 
face recognition whereas eigenfaces with higher eigenvalues are optimal for identifying the 
physical categories of face, like sex, age, with or without glasses.
This is an interesting argument that motivates other researchers to examine what each 
eigenface really represents. A detailed discussion can be found in [109].
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(2) Maximum likelihood estimation based on probability density
In [74], Moghaddam et al. improve the eigenface approach by representing object image 
(not only the face image, but also others) in the form of probability density distribution in 
eigenspaces. Eigenface is interpreted as an estimate of a marginal component referred as 
DFFS (Distance-From-Face-Space) of the probability density of the object. A complete esti­
mate must also incorporate a second marginal density based on a complementary 'Distance- 
In-Face-Space' (DIFS). This formulates the problem of face detection from the point of view 
of a maximum likelihood (ML) estimation problem. A heavily mathematically oriented anal­
ysis of this complicated technique is given by the authors.
Though no face identification experiment is reported in the paper, DIFS can be used to 
improve the performance of the standard eigenface method (which only makes use of DFFS) 
by focusing the decision making process on those candidates that possess similar DFFS.
(3) Approaches based on algebraic features
Algebraic features were firstly referred to in [45] under the name of singular value (SV) 
feature. The SV feature vector is obtained by means of singular value decomposition (SVD). 
SV vector is effectively another kind of 'eigenface' which has the same size as the original 
face image.
Cheng et al.[13] compress the SV vector into a low dimensional space using an optimal 
discriminant transform based on Fisher's criterion. The original images were firstly repre­
sented by Goshtasby's shape matrices which are invariant to rotation, translation and scal­
ing. The face database used in the experiment consisted of 64 images of eight individuals, 8 
images per individual. Twenty-four images (3 images for each person) were used for train­
ing to get 24 SV vectors. Then these SV vectors were transformed into new feature vectors. 
The average new feature vector of each individual is used as the identity vector where six 
SV vectors with the biggest eigenvalues are used to form the optimal discriminant space. 
Results achieving 100% recognition rate for both test images and images in the training set 
are reported.
In [14], the algebraic features of training images are constructed using the SVD method 
to get eigenvalues and eigenvectors of every subject's covariance matrix. Only eigenvectors
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with eigenvalues greater than a threshold are kept. The average eigenvectors for each aver­
age face image are selected to define the optimal discriminant space. The test image is then 
projected onto the space. A criterion based on the Frobenius norm is employed to determine 
the identity of the test image. An experiment was conducted using the same database in [13] 
and the training images. Eight SV feature vectors are obtained through the training; the re­
maining 40 images were used as test images. The authors reported the same 100% accuracy 
of recognition using a minimum distance matching scheme.
(4) Linear Discriminant Analysis
The theoretical framework for the linear discriminant analysis (LDA) that maximises the 
ratio of between-class scatter to that of within-class scatter was formulated decades ago; a 
detailed description of LDA for pattern recognition can be found in [20]. Its application to 
face recognition has only been reported in recent years. The fisherface method introduced 
by Belhumeur et al. in [4] is the first one that employs the Fisher's LDA for this purpose. It 
was reported to outperform the correlation, eigenface and the Hnear subspace approaches.
However, the experiments reported worse results were obtained with LDA than with the 
eigenface method in [65]. There are some doubts also about the results presented in [25], as 
the LDA method does not appear to be defined in a standard way.
Notably, no details regarding the implementation of the LDA algorithms were presented 
in these papers.
2.4.3 Identification using Combined Feature
Human faces differ in both shape and texture. The structural feature based identification 
process discards important information about the texture whereas 'pure' statistical feature 
based approaches neglect the important alignment factors. The really effective methods 
must combine the two types of features either in separate steps (majority) or in an integrated 
step.
Examples can be found in [119], [80], [1], [7], [15].
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2.4.4 Summary
A detailed comparison of techniques based on structural features and templates(statistical 
features) can be found in [7] where the author favours the template matching approach. In 
general, several main structural features such as two eyes are important for both structural 
feature based approaches and statistical feature based methods. As structural features are 
more likely linked with face shape whereas statistical features are linked with face texture, 
only the combined feature based techniques can really be robust m various cases.
Of course, there are also other techniques based on the whole image rather than the 
statistical feature-based approaches. Most of them are correlation approaches exemplified 
by [70].
2.5 Remarks
Face recognition has many advantages over other biometrics. It can be performed passively 
without requiring the participation of the subject. This makes it convenient to use for moni­
toring and surveillance applications where active participation of the subject is not possible.
Face recognition systems differ according to the strategy they adopt. A typical face recog­
nition system consists of three functional parts below:
• Face registration: All face images must be first registered geometrically and photo­
metric normalised.
• Training: The purpose is to extract suitable features for every subject in the training 
set. In the case of linear feature extraction methods such as PCA and LDA the ex­
tracted features define a subspace of the original image space. Each subject has its own 
representation in the subspace where the discrimination should be better than in the 
original image space.
• Recognition: The features extracted from the probe image are compared with the 
representations of all subjects in the training set using a suitable metric to find the 
nearest one. In the circumstance of verification, only the subject identity claimed for 
the test probe is considered. An acceptance or rejection of the claim is decided by the 
classifier.
Chapter 3
Database and Protocol
3.1 Introduction
This chapter gives details of the face databases, experimental protocols, as well as the face 
image ensembles, used in the thesis. There are four publicly available face databases used in 
our experiments. They are the M2VTS database, XM2VTS database, YALE face database, 
and Harvard face database. Two specific experimental protocols known as the Brussels pro­
tocol and the Lausanne protocol have been defined for the experimental ensembles selected 
from the M2VTS database and XM2VTS database respectively.
General strategies like the Teave-one-out', interpolation and extrapolation were also used 
in face recognition experiments for comparison with other researchers' results. Details can 
be found in the corresponding experimental section and therefore they are not described in 
this chapter.
3.2 The M2VTS Multi-modal database
This database was designed for the M2VTS project (Multi Modal Verification for Tele-services 
and Security applications). The purpose of the project was to develop technique for access 
control using multi-modal biometrics. The goal of using a multi-modal recognition scheme 
is to improve the recognition efficiency by combining single modalities, namely face and 
voice features.
The whole database contains 5 sequences/shots for each subject. The database contains
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37 people. The resolution of each image is 350 x 286. Further information about the M2VTS 
database can be found in http://www.tele.ucl.ac.be/M2VTS or [89].
Experimental ensemble
There are many frames m each sequence of each person. Different people may select dif­
ferent images for their purposes. A particular classification may succeed on one ensemble 
but fail on another ensemble. In order to assess face verification methods, consequently, the 
M2VTS project partner, the Ecole Polytechnique Fédérale de Lausanne, extracted an experi­
mental subset of frames known as EFPL ensemble. It contains images selected from the first 
4 sequences, one image per sequence.
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Figure 3.1: Image samples taken from the EFFL ensemble
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3.3 The extended M2VTS database
The extended M2VTS database (XM2VTSDB) offers synchronised video and speech data as 
well as image sequences allowing multiple views of the face. It consists of digital video 
recordings taken of 295 hundred subjects at one month intervals taken over a period of five 
months. The database has been made available to anyone on request to the University of 
Surrey \hiough.http://www.ee.surrey.ac.uk/Research/VSSP/xtn2vtsdb. Details of the XM2VTSDB 
are described in [72].
Experimental ensembles
Two ensembles selected from the XM2VTSDB are used for experiments in this thesis. 
One is a frontal image ensemble associated with the corresponding experimental protocol 
called as the Lausanne Protocol. It contains two shots for each sequence of every person, 
and is divided into training sets, clients' evaluation set and test set, impostor's evaluation 
set and test set. As there are two configurations in the protocol, detailed description is given 
in Section 3.7.
Another ensemble was established by selecting a subset of the above set contaming 100 
subjects with the similar structure to that of the EPFL ensemble. It was referred to as SUR­
REY ensemble in [64]. The SURREY ensemble consists of 4 images for each person taken 
from 4 different sequences.
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Figure 3.2: Sample images in the SURREY ensemble
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3.4 The Yale face database
It contains 165 gray-scale images of 15 individuals in the GIF format. There are 11 images 
per subject, one per different facial expression or configuration: centre-light, wear glasses, 
happy, left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink. The 
resolution is 243 x 320. A fuU description of Yale Face Database is given in [28]. 
Experimental ensemble
There are in total 165 images in the face database, all images are included to the experi­
mental ensemble known as YALE ensemble.
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Figure 3.3: Image samples in the YALE ensemble
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3.5 The Harvard face database
This image database was constructed by Hallinan at Harvard Robotics Laboratory [43] [44]. 
It contains still images of 5 subjects. In each image, a subject held his/her head steady while 
being illuminated by a dominant light source. The source directions which have been param- 
eterised by spherical angles, were sampled at 15° increments. All images are in compressed 
HVision format. The direction from which the subject of each image is lit can be determined 
from the image name, which has the form of < subjectJd  > o < longitude >< latitude >
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Figure 3.4: Image samples in the HARVARD ensemble
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3.6 The Brussels Protocol
This experimental protocol was firstly designed for the performance evaluation of various 
methods carried on the M2VTS database. It combines the Teave-one-out' strategy and the 
rotation estimate [20]. For a general ensemble of c persons, s sessions(shots), each person in 
turn is labelled as an impostor, whilst the c  -  1 others are considered as clients. The training 
set is contained of ( s  -  1) shots of ( c  -  1) clients. The test set is the one remaining shot. An 
authenticity test consists of client claims which are true; an impostor test consists of client 
claims which are false. Each client tries to access under his or her own identity (ID) and 
the impostor tries to access under the ID of ( c  — 1) clients. After all rotations, the client and 
impostor tests total: c X 5 x ( c  — 1).
3.7 The Lausanne Protocol
This evaluation Protocol may be used to evaluate the performance of vision- and speech- 
based person authentication systems on the XM2VTS database. The protocol is defined for 
the task of person verification, where an individual asserts his identity. The verification sys­
tem compares the features of that person with stored features corresponding to the claimed 
identity and computes their similarity, which is referred to as a score. Depending on the 
score, the system decides whether the identity claim is true or not. This authentication task 
corresponds to an open test set scenario where persons, unknown to the system, might claim 
access. The subjects whose features are stored in the system's database are called clients 
whereas persons claiming false identity are referred to as impostors.
The database was divided into three sets: training set, evaluation set, and test set (see 
Fig. 3.5). The training set is used to build client models. The evaluation set is selected to 
produce client and impostor access scores which are used to find a threshold that determines 
if a person is accepted or rejected. The threshold can be set to satisfy certain performance 
levels on the evaluation set. In the case of multi-modal classifiers, the evaluation set might 
also be used to optimally combine the outputs of several classifiers. The test set is selected to 
simulate real authentication tests. The three sets can also be classified with respect to subject 
identities into client set, impostor evaluation set, and impostor test set. For this description, 
each subject appears only in one set. This ensures a realistic evaluation of imposter claims
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whose identity is unknown to the system.
The protocol is based on 295 subjects, 4 recording sessions, and two shots (repetitions) 
per recording sessions. The database was randomly divided into 200 clients, 25 evaluation 
impostors, and 70 test impostors (See [67] for the subjects' IDs of the three groups). Two 
different evaluation configurations were defined. They differ in the distribution of client 
training and client evaluation data as can be seen in Fig. 3.5.
3.7.1 Performance Measures
Two error measures of a verification system are the False Acceptance rate (FA) and the False 
Rejection rate (FR). False acceptance is the case where an impostor, claiming the identity of 
a client, is accepted. False rejection is the case where a client, claiming his true identity, is 
rejected. FA and FR are given by
F A  = E l / I  * 100% F R  =  E C /C  * 100% (3.1)
where E l  is the number of impostor acceptances, I  is the number of impostor claims, E C  is 
the number of client rejections, and C  is the number of client claims. Both FA and FR can be 
influenced by the threshold. There is a trade-off between the two error rates, i.e. it is possible 
to reduce either of them with the risk of increasing the other one. For the test sets of both 
protocol configurations, I  is 112000 (70 impostors x 8 shots x 200 clients) and C  is 400 (200 
clients x 2  shots).
Verification system performance is often quoted for the Equal Error Rate (EER) thresh­
olds. The EER can be obtained after a fuU authentication experiment has been performed 
on the validation set. The true identities of the test subjects are then used to calculate the 
threshold for which the FA and FR are equal. The EER therefore does not correspond to a 
real authentication scenario and might not weU predict the expected system performance. 
In practical applications the threshold needs to be set a priori. An important measure for 
the performance of a system is therefore the deviation of the FA/FR distribution on a test set 
from the evaluation set. This is particularly the case for applications where the FA or FR are 
constrained to lay within certain limits. It is therefore not only important how large the sum 
of FA and FR is, but also how they are distributed.
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We are interested in simulating real applications and therefore set the threshold on the 
E v a l u a t i o n  D a t a  to obtain certain false acceptance (FAE) and false rejection (ERE) values. 
FAE and ERE correspond to FA and FR obtained on the evaluation set, respectively. The 
same threshold will then be used on the test set. Since application requirements might con­
strain the FA or FR to stay within certain limits, the system is evaluated for three different 
thresholds T  corresponding to F A E  = 0, F  R E  = 0, and F A E  = E R E :
Tf a e =q = 3Aigmm.T(FRE\F A E  =  0)
T f a e = f r e  =  {T \F A E  = F R E )  (3.2)
T f r e = o  — aig minT {F A E \F  R E  = 0)
One test thus consists of a total of 6  scores:
F A f a e = o F R f a e ^ o
F A f a e = f r e  F 'R f a e = f r e  (^ -^ )
F A f r e ^ o F R f r e = o
For each given threshold, the Total Error Rate (TER) can be obtained as the sum of FA and
FR:
T E R f a e = o =  F  A f a e = o + F R f a e = o 
T  E R f a e = f r e  =  F  A f a e = f  RE + F R f a e = f r e  
T  E R f r e = o =  F  A f r e = o +  F R f r e = o
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Figure 3.5: Diagram showing the partitioning of the XM2VTSDB according to protocol Con­
figuration 1 (top) and 11 (bottom).
Chapter 4
Face Registration
4.1 Introduction
Face images possess common constraints like two eyes, two eyebrows, one nose, one mouth 
which have nearly the same positional relationship for all face images. Face registration 
is also called face 'Normalisation' or 'Standardisation'. It is an important pre-processing 
step for face recognition because the statistics of features are more likely to be local [83]. 
As faces differ in both shape and intensity, most normalisation approaches do both shape 
alignment and intensity correction. The former is known as geometric normalisation whilst 
the latter is called photometric normalisation. Techniques of photometric normalisation have 
been developed well and applied in the image processing area for many years. Most of 
these techniques can be found in image processing textbooks like [36, 85]. Studying and 
developing novel methods for the geometric normalisation is a challenging work, attracting 
the addition of many researchers.
Though various techniques for face registration have been proposed in the literature (for 
detailed survey see [11, 96]), none of them is really robust and can achieve 100% successful 
rate for any face databases.
Generally speaking, the photometric normalisation is usually performed after the geo­
metric normalisation and there are many methods available for this purpose. For the geo­
metric normalisation, the most difficult task is to automatically find the geometric feature 
points like eyes, nose, mouth, etc. What is more, not all the face images contain all these 
feature points. For example, if the eyes are closed or the head rotated sideways over 60°,
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nearly all eye detectors will fail to find the eye centre. Sometimes when the eye is obstructed 
by the frame of glasses, the eye detector wiU also faü.
In this chapter, a fast flexible semi-automatic geometric alignment method based on the 
positions of two eyes is described firstly in Section 4.2. Then the focus of the study turns 
on automatic eye detection approaches which are discussed in Section 4.4. Eye detection 
experiments conducted on the XM2VTS database using the approaches described in Section
4.4 and some results are presented. The eyes are often selected as features not only for face 
registration but also for localising the whole face. Once the eyes are localised, the position of 
other features (including the face outline) can be approximately estimated according to the 
structural relationship among them. Finally, several photometric normalisation approaches 
are briefly outlined in Section 4.5.
4.2 Geometric Registration based on the eyes position
Geometric measurement of face components can provide a basis for effective face registra­
tion. As the eyes are the most important and perhaps the most distinctive face components, 
they have been selected as landmarks for the face registration method described as below: 
Let the coordinates of two localised eyes be (coll, rowl) and (col2, row2). The distance 
(D) between the two eyes and the angle 9 between the eyes' axis and the horizontal axis can 
be calculated as:
D = y j(co/2 — coli)^ -K {row2 — rowi)"^ (4.1)
g =  a rc tM ' T ' T ) (4.2)
C0 /2  — coll
Then an automatic transformation which combines translation, rotation and scaling is ap­
plied to crop the face part from the whole image. Four parameters computed from the eye 
coordinates are used to determine the cropped image as illustrated in figure 4.1.a. These four 
parameters are defined as in formula (4.3) where D is the distance between two eyes.
Figure 4.1.b showed the relationship of two coordinate systems before the scaling where 
(C'a;, Cy)  and (C^, Cy) are the coordinates of the face centre C in the original image coordinate 
system (defined b y  x - o —y) and the cropped image coordinate system (defined by x  —d  —y )  
respectively.
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Cx
X
Point C is the centre of the face image
(a) Face normalisation parameters
X = Cx + (x’ -  Cx’)cos0 -  (y’ -  Cy’)sin6 
y = Cy + (x’ -  Cx’)sii0 -  (y’ -  Cy’)cos0
(b) Translation and rotation
Figure 4.1: Geometric parameters and transformation on face image 
The constants ki have been selected experimentally in Section 4.3.
D x S '
D
H
D
£
D
ki
k2
ks
k4
(4.3)
S is the scaling value which is used to define the desired image resolution. The first 
constant sets normalised ki distance between the eyes to a fixed number of pixels.
W is the width of face determined by the second constant;
H is the height of face determined by the third constant;
d is the distance between the face centre and the centre point of the two eyes, it is
determined by the fourth constant;
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The centre of the face is localised as:
col, =  +  k s x D x  sin(^)
row, =  :  r" " " )  + k s x D x  cos(g)
(4.4)
In the above setting, each 'cropped face' contains the majority of the face including most 
of the chin. As the lower part of face is not so important as the upper part, this is acceptable.
A more accurate face image can be obtained for each individual by selecting different 
values of ki and k2 for different persons. Better identification results can be expected using 
'face images' cropped m this way. This approach can be used in a verification system, as the 
test image can be registered using the claimed subject's constants. However, for general face 
recognition systems, the same constants must be used to register all images. Thus only the 
'standard constants' are considered in practice.
Some samples from the M2VTS database are displayed in the Figures below. The size of
t
Figure 4.2: Before registration: image samples from the M2VTS database
Figure 4.3: After registration: image samples from the M2VTS database
the original images in figure 4.2 is (350 x 286), the size of registered images in figure 4.3 is 
(145 X 117).
4.3. GEOMETRIC REGISTRATION WITH SHAPE-FREE MODELS 39
4.3 Geometric Registration with shape-free models
Shape-free models are used to mask the irrelevant information in the image where the inside 
pixels are kept whereas the outside pixels are removed. They were reported to improve the 
performance significantly for some classification approaches in [15,24,107].
Based on the basic geometric registration in Section 4.2, shape-free models are apphed 
to the registered image to remove the irrelevant information,i.e. the background, hair style, 
etc.
Two shape-free models are used in our experiments in Chapter 5 to explore how the 
performance of the Euclidean distance classifier in the EDA subspace would be influenced 
by the choice of the model. The first one is the most commonly used ellipse model as the 
human face outlines are approximately eUiptical. The second model is designed to maintain 
the signal to noise ratio as high as possible.
In the ellipse model, the ellipse parameters (major axis, minor axis) are based on eyes 
positions with their ratios specified by the user. The ellipse shares the same centre with the 
face image itself with its major axis having a little longer than with the face image itself. The 
minor axis is a little longer than the width of the basic image. Inside pixels represent about 
84.0% of the original image.
Figure 4.4: Images of the registered M2VTS samples based on ellipse model
Another model employs a polygonal mask which is composed of a rectangle and a 
trapezium. Pixels outside the mask are ignored. The eye rectangle symmetrically surrounds 
the two eyes. The trapezium encloses the nose centrally. Its long side is the wide side of the 
eye rectangle and its short side is a free parameter. We experimented with the 0.8 ~  1.0 ratio 
to the distance between the two eyes. The pixels inside keep the original grey value while 
the outside pixels are set to the same grey value. The inside pixels represent about 57.2% of
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the original image.
'g
Figure 4.5: Images of the registered M2VTS samples based on polygonal model
Figures 4.4 and 4.5 show the images of the shape-free models apphed to the samples in 
Figure 4.3.
4.4 Automatic eye centre detection
Many approaches for finding the eyes positions have been described in the Hterature. Some 
of them appear effective in the most of the situations, but very complex mathematic method­
ologies are involved to achieve robustness.
There is no doubt that any eye detector will fail if the eye is not fairly presented in the 
face image due to, for instance, excessive rotation of the head. Such face images are rarely 
included in commonly used face databases. In our work we have investigated the foUowing 
two relatively simple methods.
4.4.1 Correlation matching
Having selected a smaU eye template image w(x,y) of size J  x K ,  which encloses the iris 
area, the matching attempts to find the biggest correlation score within a whole face image 
f(x,y) of size M  x N,  where M  > J  and N  > K.
Formulations
The correlation between f(x,y) and w(x,y) is computed as
c(s, t) = Y1 - s , y -  t)] (4.5)
X y
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where s = 0,1,2,... ,M-1, t = 0,1,2,..., N-1, and the siunmation is taken over the image region 
where the template w and the image /  overlap.
The function c(s,t) in Eq.(4.5) is sensitive to the changes in the intensity of the face image. 
An effective approach to overcome this problem is to perform a normalised correlation via 
the correlation coefficient, which is defined in [36] as
7 (5 , i) = E z y) -  f {x ,  y)][w{x -  s , y  - t )  - w ]
(Ez E « [ / k  y)  -  v W  E z Ev[w(æ - s , y - t ) ~  w]^)V2
(4.6)
where w is the average value of the pixels m the eye image w.  It is computed only once. 
f(x,y) is the average value of the image /  in the region coincident with the current location 
of w.  As this value is location dependent, it must be calculated at each location.
7 (5 , t) takes values in from range -1 to 1. The position of the template returning the 
highest value of 7 (5 , t) is the best candidate for the eye region. Two-dimensional smoothing 
can be applied to reduce the effect of noise. Once one of the eyes is found, the other one can 
be localised by searching for the local maximum 7 ( 5 , t )  in a small region defined by the prior 
known geometric relationship of the two eyes and the estimated scale and rotation. 
Experiment
The size of the eye sample image has a direct influence on the correct matching rate. The 
results of the experiments carried out on a small set of 50 images selected from the extended 
M2VTS database are shown below.
JxK 36x20 40 X 20 44 X 20 36x24 40 X 24 44 X 24 36x2# 40x2#
two correct 24 25 25 26 27 26 25 24
one correct 8 7 8 7 7 7 7 8
both wrong 18 18 17 17 16 17 18 18
Table 4.1: Eye extraction using normalised correlation matching
Among the 50 images, 19 of them have glasses. Normalised correlation matching over­
comes the illumination influence, but suffers from the effect of varying eye shape and size.
Most of the correct matches (two eyes matched) were obtained for face images with a 
similar eye shape and no glasses. Several 'big glasses' without reflection were also matched 
well. Matching fails if the flrame of the glasses is near the iris of the eye.
The "one eye matched" means that other eye area could not get a local maximum 7 (5 , t) 
using the same eye template. One of the reasons of failure is the lack of symmetry in size
4.4. AUTOMATIC EYE CENTRE DETECTION_________________________________ ^
and shape of the two eyes due to either the genuine difference (some people do have un- 
symmetric eyes) or head rotation.
Considerations of improvement
If the search region can be confined to the vicinity of eye area, the performance will be 
enhanced. By segmenting the face image using colour information and filling an ellipse 
model to the images segmented corresponding to skin colour, a coarse estimation of the 
eye position can be made from the knowledge that eyes are symmetrically positioned in the 
upper part of an normal ellipse-shape face[112]. The performance can be further enhanced 
by multi-scale processing. All the above procedures increase the computational cost [47].
The disadvantage of the single eye template matching is that eyes vary not only for dif­
ferent individuals but also for the same subjects due to scaling and rotation. Effective com­
putation for eye changes in size and rotation can be difficult, and in any case would add an 
unacceptable amount of computation.
4.4.2 M inimum distance in the eigeneyes space
Fmdmg the eye positions using the eigeneye method is motivated by the success of using 
eigenface representation for face detection. Various eyes are selected to cover most of the 
eye variations. After training using exactly the same procedure as described in [108], the 
eigeneye space is found.
Suppose the size of each eigeneye is J  x FC and the whole face image has the size: M  x N .  
The aim of eigeneye matching is to find the position at which the image block of size J  x  K  
achieves the smallest Euclidean distance from the eigeneyes space.
Because the eigeneye space is spanned by eyes samples which include various eyes, most 
of the eyes can be found and the eye-image size ( J  x K)  has less importance here than it in 
correlation matching.
Experiments were conducted on the same test set used in Section 4.4.1. Seven eyes sam­
ples were taken as a training set to produce the eigeneye space. Results are given in Table 4.2. 
Compared with the correlation matching, not only the correct detection rate but also the ac­
curacy of the estimated eye centre are improved. The best matching rate approaches 90%. 
Some of the matched examples and the problems encountered are displayed in Figure 4.6. 
No matter how many samples of eye-images are used for training, it is impossible to
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Jx K 36x20 40x20 44 X 20 36x24 40 X 24 44 X 24 36x2# 40x2#
two correct 35 36 35 36 37 38 40 44
one correct 8 7 7 7 7 6 4 2
both wrong 7 7 8 7 6 6 6 4
Table 4.2: Eye extraction using minimum distance in eigeneye space
achieve better than a 95% correct matching rate. The variations in the eye region of the 
images from both the M2VTS database and the extended M2VTS face database (XM2FDB) 
are much bigger than in the databases used in [1],[5],[16], [18],[19],[47],[81]. For this reason, 
a manual eye localisation was used for finding the two eye positions before the geometric 
alignment described in Chapter 5 was applied.
There is still a long way before a fully automatic detection of the eye positions will 
achieve near 100% correct matching rate. Future work focused on this aim is outlined in 
Chapter 9.2.
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Figure 4.6: Examples of eye extraction by correlation matching and eigeneyes matching
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4.5 Photometric normalisation
There are many approaches to image photometric normalisation. The performance of a face 
recognition system wül be improved if an appropriate photometric normalisation is applied. 
The photometric normalisation methods employed in the experiments described in this the­
sis can be summaried as follows [36]:
-Zero Mean (ZM): The mean of the image is removed from each pixel value.
-Zero Mean and Unit Variance (ZMST): The mean of the image is removed and the pixel 
values scaled by their standard deviation.
-Histogram Equalisation (HEQ): The image is histogram equalised.
-Best Fitting Plane (FP): The best fitting plane is subtracted from the image.
-Best Fitting Plane and Unit Variance (FPST): After subtracting the best fitting plane, 
the pixel values are scaled by their standard deviation.
-Best Fitting Plane and Histogram Equalisation (FPHQ): After subtracting the best fit­
ting plane,the image is histogram equalised.
4.6 Conclusion
A semi-automatic geometric alignment method is proposed. This eye positions based pro­
cedure computes four parameters (rotation, scaling and translation in the horizontal and 
vertical directions) from the eyes coordinates to crop the face part from the original image 
and scale it to any desired resolution.
Automatic eye centre extraction approaches are also studied. Normalised correlation 
matching in the spatial domain and the eigeneye matching in the eigen-space were investi­
gated. Experiments on the XM2VTSDB database showed that both approaches are relatively 
simple, fast and efficient if a coarse face localisation is counted out first. This can be achieved 
using skin colour segmentation and ellipse shape fitting to the segmented pixels. If the aver­
age image of all eye samples is used as an eye template, the correlation matching can achieve 
even better performance than the eigeneye matching.
Chapter 5
Implementation of the LDA sub space
5.1 Introduction
Face recognition is a multi-class problem in statistical pattern recognition. One individual's 
features and their normal variance contribute one class. The features are supposed to rep­
resent the face image in the most effective way to separate individuals in the feature space. 
The ability to recognise the face image identity (ID) relies on the implied assumption that 
the features of different individuals occupy distinct regions in the feature space. The more 
the feature vector of different people are isolated from each other, the greater chance of suc­
cessful recognition of people face images.
Feature selection that makes classes maximally separated in the feature space is the aspi­
ration of any face recognition system design. Once the features are extracted, the matching 
scheme used including the matching score function and the thresholding techniques will 
determine the performance of the face recognition/verification system.
Concerning the matching score functions. Euclidean distance is the obvious measure 
for linear feature spaces considering computational complexity, analytical tractability and 
feature evaluation 'reliability'. As the focus of this chapter is on the discriminant feature 
extraction, analysis and implementation, the Euclidean distance classifier is applied in all 
experiments presented in Section 5.5.
Many approaches to selecting and extracting effective features have been suggested in 
the pattern recognition literature. Good reviews can be found in [20,32]. Some new features 
for this purpose have also been introduced in recent years, examples can be found in [99,65].
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The linear discriminant analysis is a well known approach for feature extraction that is 
claimed to have above characteristics. The commonly used eigenfeatures for face recognition 
and verification are based either on the Karhunen-Loeve expansion or the Linear Discrimi­
nant Analysis (LDA). The former is the well known "eigenface" approach whilst the latter 
approach is also referred to as the 'fisherface' method in [4].
A detailed theoretical description of eigenface and fisherface methods can be found in 
[20] and it is briefly outlined in Sections 5.2 and 5.3. The implementation of eigenface al­
gorithm is relatively simple and straightforward. Details can be found in many papers, i.e. 
[108], [92]. Therefore only overview is presented. The main discussion is focused the im­
plementation of LDA, because only a little attention has been paid to this issue to date and 
many researchers appear not to have implemented LDA correctly [65,25]. Their algorithms, 
reviewed in Section 5.4, are investigated in detail.
A description of the comparative experiments carried out and the results obtained are 
given in Section 5.5. Finally, a discussion of results is presented in Section 5.6.
5.2 Principal Component Analysis (PCA)
The coefficient of Karhunen-Loeve (KL) expansion or the "so-called" Principal Components 
Analysis (PCA) is the most frequently used statistical features. In the context of face recogni­
tion, principal components are known as "eigenfaces". The face representation using eigen- 
faces is considered as benchmark for the performance evaluation purpose.
5.2.1 Theoretic framework
Consider a training set with the following parameters
• M samples Xi belong to c subjects (classes). The mean image of the training set is
M
defined h y  y  =
• Suppose class i contains Q  samples. Its mean image m  is defined by jn = ^  E j= i
Denote the number of pixels in an image by D. The image can then be considered as a high 
dimensional feature vector of dimension D by concatenating the columns {or rows) together. 
Because of the huge number of image pixels, the original feature vector can not be used
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directly for face recognition. 'Well-framed' face images are similar in overall appearance 
and will not be randomly distributed in the D dimensional space. Therefore face images can 
be represented by 'new' features in a relatively low dimensional subspace. The extraction of 
the features usually involves a Imear transformation that maps the original D-dimensional 
feature space into a d-dimensional feature space, where d < D.
Let us denote the transformation matrix as W € It is composed by orthonormal
deterministic column vectors wj,
Wj = [wji,Wj2j , W jo f, j  =
'^j '^k — ^jk — ^
1, i f  j  = k
0, otherwise
The feature vectors yk € are defined by the following linear transformation:
yk — ^pca^kj A; = 1 , 2 , ,  M  (5.1)
To find the transformation matrix, one has first to estimate the data covariance matrix. The 
covariance matrix of the training set is defined by
1 M
C = — '^(xk — y){xk — y Ÿ  (5.2)
A=i
= (5.3)
where matrix A  = [(rci {x m  -  y)], it is a D x M matrix, whereas matrix C is D x  D.
The total scatter matrix St , which is a measure of the volume occupied by the elements
of the whole population, is expressed as
M
St =  ^ ( x k -  y){xk -  (5.4)
k=l
This is just the covariance matrix multiplied by a constant.
The aim of the Principal Component Analysis is to identify the subspace of the image 
space spanned by the training face image data and to decorrelate the pixel values. This can be
5.2. PRINCIPAL COMPONENT ANALYSIS (PCA)______________________________ ^
achieved by finding the eigenvectors Wpca of matrix St  associated with nonzero eigenvalues 
A by solving
ST^pca -  IVpcflA =  0 (5.5)
These eigenvectors are referred to as Eigenfaces. The classical representation of a face image 
is obtained by projecting it to the coordinate system defined by the eigenfaces.
5.2.2 A lgorithm ic im plem entation  
Dimensionality reduction
The direct computation of St  is impractical because of the huge size {D x  D). For example, 
for an image with 80 x 60 pixels, the single precision matrix S t  requires 92.16 megabytes. To 
compute its eigenvalues and eigenvectors, at least 200 megabytes free memory is needed.
In the original image space, the number of training images is usually less than the di­
mension of the space(M < D), and only (M — 1) meaningful eigenvectors are useful. Those 
decided with zero eigenvalues convey no information about the data. Let us consider the 
alternative form of (5.3), expressed in forms of A ^A . If one of the eigenvectors of C with 
eigenvalue A* is vi, It must satisfy
A ^  Avi = XiVi (5.6)
Multiplying both sides of (5.6) by matrix A leads to
(viAr)At%==;^!(Ai%) (5J)
Formula (5.7) indicates that (Avi) is an eigenvector of C =  ^ A J ^ . The dimension of matrix 
(A^A) is M by M, and it is a real symmetric matrix. The eigensystem problem of (5.6) can be 
easily solved (see [90],[114],etc). According to (5.7), eigenfaces, which are the eigenvectors 
of matrix in (5.3) or (5.4), can be determined by:
M
(w%) =  ^  Vij{xj -  y), z =  1,2, . . . ,  M -  1. (5.8)
j=i
This extremely reduces the calculations of eigenface from 0{D ) to 0 {M ), as M  < D. The 
dimension of eigenfaces is D, which is exactly the same as that of the original image. In
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practice, eigenvectors of matrix {AiFA) (denoted as L) are sorted according to the order of 
the corresponding eigenvalues. The first eigenface is the one associated with the biggest 
eigenvalue.
Eigensolutions of real symmetric matrix
Matrix AF A  is a real symmetric matrix. Its eigenvectors are real and orthogonal. Diagonal- 
isation of AFA  involves a sequence of similarity transformations. In the last stage the diag­
onal elements become the eigenvalues and the eigenvectors are the columns of the product 
matrix that is formed by the accumulated transformation matrices.
1. Jacobi transformations
The simplest and most reliable algorithm to compute the eigenvalues and eigenvectors 
of a real symmetric matrix is the Jacobi method. It is the first choice approach for the eigen­
face implementation. The source code of [108] published on the Internet includes a canned 
eigenroutme that exactly implements the Jacobi method.
A description of the Jacobi method can be found in [90, 35] or [113]. Though this algo­
rithm is not very efficient, its simplicity and reliability make it a favourite. A source code 
(C language ) of a Jacobi eigenroutine is provided in [90] in which the number of operations 
needed to find out both eigenvalues and eigenvectors of an n x n real symmetric matrix is of 
order 20n^ to 30n^.
2. Symmetric QR algorithm
Another frequently used method to get the eigensolution of a real symmetric matrix is 
based on the Householder transformation and QR algorithm. It is a little more complicated 
but a more efficient approach. Therefore it is often applied when the dimension of the matrix 
is relatively large.
The Householder transformation reduces the real symmetric matrix to a real symmetric 
tridiagonal matrix. Then the eigenvalues and the eigenvectors are calculated using the QL 
algorithm which is an adaptation of the QR algorithm.
A description of the symmetric QR algorithm can be found in [90], [35] or [113]. In [90], 
a C programming source code is published. For a typical n x n matrix, the total number of 
operations is about 3n^.
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5.2.3 Computation of the eigenfaces
After the eigenvectors (denoted as matrix V) of the M  x  M  matrix A ^ A  (denoted as T) are 
obtained using any algorithm described in Section 5.2.2, the eigenfaces (denoted as matrix 
M f)  can be formed by multiplying matrix A by the eigenvectors, i.e.
M f = A V
The eigenvectors V obtained using both Jacobi method and the symmetric QR algorithm 
should be normalised. In fact the work of normalisation is carried out at each step of rotation 
(in Jacobi method) or iteration (in QL algorithm) with a roundoff thresholding precision. In 
most of the cases, matrix T (T =  A'^A) is well-conditioned^, and this secures the orthonoma- 
Hsation of all the eigenvectors.
However, matrix T is not always well-conditioned. In order to keep a well-conditioned 
eigensolution of matrix T, a simple but effective way is to add a supplementary step of the 
eigenvector normalisation. As shown in our experimental results, the performance of the 
eigenface method with this supplementary processing achieved better results on the Yale 
face database.
Figure 5.1 shows the first five eigenfaces computed from the entire set of registered im­
ages of the EPFL ensemble (for a detailed description of the registration see Chapter 4). The 
eigenfeatures of a face image are the projections of the image onto each eigenface. Only a 
small subset of the (M — 1) eigenfaces is needed to convey the image identity information in 
the eigenface space.
In [55, 56] PCA features were used successfully in lip-shape dependent face verification 
and multi-modal personal identity recognition systems.
For comparison, experiments of face identification using eigenface are presented in Sec­
tion 5.5.
The condition of matrix T is defined as 11T  ^1111A11.
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1 st_eigenface 2nd_eigenface 3rd_eigenface 4th_eigenface 5th_eigenface
Figure 5.1: The first five eigenfaces of the EPFL ensemble
5.3 Linear Discriminant Analysis (LDA)
Though using eigenfeatures to represent face image is effective and economical, the eigen­
face space itself has an intrinsic drawback: Eigenfaces are the eigenvectors of the total scatter 
matrix (5.4) which not only consists of the between-class scatter which is useful for identifica­
tion, but also includes the within-class scatter which is useless for face recognition. A more 
reliable method for finding the optimal feature vectors should minimise the within-class scat­
ter while the between-class scatter is kept at a maximum. This is the motivation of linear 
discriminant analysis.
5.3.1 Introduction
The linear discriminant analysis (LDA) approach to feature extraction is well known [31]. A 
detailed description of the LDA in pattern recognition can be found in [20]. Theoretically, 
LDA-based features should exhibit classification performance superior to that achievable 
with the features computed using Principal Components Analysis (PCA). However, in the 
context of face recognition or verification the LDA method has only occasionly been reported 
to outperform the PCA approach [65].
So far little attention has been paid to the implementation of LDA. In this section we test 
the hypothesis that poor performance of LDA in face recognition experiments (as an example 
of high-dimensional problems with a small training set) can be at least partially explained by 
incorrect selection of the numerical method for solving the associated eigenvalue problem.
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In [101] computational considerations are given to the problem of finding a stable eigen­
solution of the LDA subspace. It leads to a rewrite of the mathematical formulas presented 
in [20]. The resulting matrix transformation based implementation is the first subject of our 
study. Matlab^ provides a solution for obtaining the LDA features based on the Cholesky 
factorisation and QR algorithm. It is used by the most of researchers who want to use the 
LDA subspace. However, the results obtained from the Matlab are not always reliable as the 
algorithm used by Matlab to find the LDA solution is only suitable for "well-conditioned 
matrix". Because of its popularity, this algorithm was included in our study. The third algo­
rithm studied is the the Kronecker canonical form and QZ algorithm. All three algorithms 
are reviewed in detail in Section 5.4. They are tested on four publicly available face databases 
(M2VTS, YALE, XM2FDB, HARVARD)^ to investigate their efficacy in Section 5.5.
5.3.2 Theoretical framework of Linear Discriminant Analysis
For a set of vectors Xi,i = 1, . . . ,  M, X{ e  belonging to one of c  classes {Ci, C2 , .. •, Cc}, 
the between-class scatter matrix Sb  and within-class scatter matrix Sw  are defined as
Sb  = -  'Y^iyk — y)(yk  — y Ÿ  (5.9)
^k=i
1 ^
i^k — yi)(xk — y i Ÿ  (5.10)
%=1 Z&EQ
where y  is the grand mean and yi is the mean of class Q.
The objective of the linear discriminant analysis is to find a transformation matrix Wida
maximising the ratio of determinants Wida is known to be the solution of the
I ^Ida ^  ^lda\
following eigensystem problem ([20]):
SBWida — SwWidaJX =  0 (5.11)
^Matlab is a trademark of Matlab Corporation
^See http://umnv.tele.ucl.ac.he/M2VTS for M2VTS database; see http://cvc.yale.edu/proiects/yalefaces/yalefaces.html 
for YALE face database; see http://ivwiv.ee.surrey.ac.uk/Research/VSSP/xm2fdb for XM2FDB database; see 
ftp://ftp.hrl.harvard.edu/pub/faces for HARVARD face database.
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Premultiplying both sides by S ^ ,  (5.11) becomes:
(5.12)
where A is a diagonal matrix whose elements are the eigenvalues of Equation (5.11). In the 
context of face recognition, the column vectors W{ {i = 1 , . . .  ,c  — 1) o i matrix W are referred 
to as fisherfaces [4].
5.3.3 Dim ensionality reduction
In high dimensional problems (e.g. in the case where xi are images and D is % 10 )^ Sw  
is almost always singular, since the number of training samples M is much smaller than 
D. Therefore a dimensionality reduction must be applied before solving the eigenproblem
(5.11). Commonly, the dimensionality reduction is achieved by Principal Component Analy­
sis [98][4]; the first (M — c) eigenprojections are used to represent vectors Xi. This also allows 
S w  and S b  to be calculable in a computer with a normal memory size. The optimal linear 
feature extractor Wopt is then defined as:
Wopt = Wfid * Wpca (5.13)
where Wpca is the PCA projection matrix and Wfid is the optimal projection obtained by 
maximising
5.3.4 Most Discriminant Features
When the standard LDA is carried out on the dimensionality reduced objects using above 
formulas (5.12,5.14) and (5.13), the final features extracted in this way are known as Most 
Discriminant Features (MDF)[101].
5.4 Algorithms for the S b  -  >^Sw  (pencil) eigenproblem
Though both S b  and Sw  are real symmetric matrices, the product matrix Sp  where Sp = 
S ^ S b  needs not be symmetric [35]. Therefore directly solving the eigenproblem of single
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matrix (Sp)  may lead to unstable eigenvalues and eigenvectors.
Several algorithmic techniques can be used to solve the eigenproblem of Spw  — XSww. 
The set of matrices in the form of Sp — XSw  is referred to as a linear pencil. As both Sp  and 
Sw  are covariance matrices, they are either positive definite or semi-positive definite real 
symmetric matrices.
5.4.1 The matrix transformation technique
A matrix transformation technique described in [20] is used to convert the pencil to a trans­
formed real symmetric matrix. In order to obtain this transformation, the eigenvalues and 
eigenvectors of Sw  are firstly computed. They are denoted as and Vw and satisfy
SwVw — VwAw = 0 (5.15)
If Sw  is a symmetric positive definite matrix, there exists a matrix B such that
B '^S w B  = I  (5.16)
Comparing (5.15) and (5.16), we have
B  =  K ,A-i/2 (5.17)
Let us define the transformed matrix Sp as
S'b  =  B'^Sb B  (5.18)
Then the eigensystem problem becomes
S'pV - V A  = 0 (5.19)
As the rank of is at most c  -  1 , it will have only d ( d  < c - l )  non-zero eigenvalues. This 
means that all the relevant information is compressed into d eigenvectors associated with
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the non-zero eigenvalues of Denoting the system of these eigenvectors by V', i.e.,
=  (5.20)
the optimal feature extractor W opt is given as
=  B V ’ =  (5.21)
If matrix %  is also a symmetric positive define matrix, it can be expressed with its eigen­
vectors matrix and eigenvalues matrix A{, as below:
S b  = (5.22)
Combining (5.18) and (5.22), we get:
S'b  = B '^ V tA tiV tfB  (5.23)
Equation (5.23) can also be rewritten as:
s 'b = B W t,A t{V i,fB  = { B W i)A ^ (B ^ V k f  (5.24)
Therefore we can find that B^Vb consist of eigenvectors of S'b  as follows:
V  = B'^Vb (5.25)
This leads to:
W opt =  B {B '^ V b ) =  V o , A - ^ l \ V o , A - ^ I Y V b
= Vo,A~W^Vb (5.26)
5.4.2 Cholesky factorisation and QR algorithm
When the dimensions of Sw  arid Sp  are reduced from D to n(n < (M — c)), Sw  becomes
positive definite and the pencil turns out to be a symmetric definite pencil. The problem of
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(5.11) can then be converted to (5.27) below using the congruence transformation.
{X '^Sb X ) W  -  {X '^S w X )W A  = 0 (5.27)
where Sw  = S '^  € S b  = e  IRP'^'^ and the matrix X satisfies
X '^ S w X  = I , X ^ S p X  = diag{Xi, . . . ,  A^ ) (5.28)
The steps to compute Wopt are defined as follows
• The Cholesky factorisation Sw  = LL'^ is computed first using the method given in 
[68]. Formula (5.12) now becomes
L - '^ L -^ S b W  = W K  (5.29)
Multiplying both sides by we get
L-'^-Sb W  = L ^W A  (5.30)
which can be rewritten as
(L -'-S b L-'^K L '^W ) = {L ^W )A
or
P Y - Y A  = 0 (5.31)
where P  = L -^ S b L~'^ and K =  L'^W
•  Then the symmetric QR algorithm can be applied to compute the Schur decomposition
Q ^P Q  = diag(Xi, . . . ,  A„) (5.32)
• Finally, the eigenvectors are calculated by
Wopt =  L -^ Q  (5.33)
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5.4.3 Kronecker canonical form and QZ algorithm
The more general situation is that both S w  and S b  are singular or near singular, thus neither 
the matrix transformation nor the Cholesky factorisation can be applied. In such situations 
the QZ algorithm must be employed.
The main idea of the QZ algorithm introduced in [76] is to transform matrices Sw  and 
S b  simultaneously to triangular matrices B and Â that satisfy
É  = Q Sw Z , À  = Q Sb Z  (5.34)
where matrices Q and Z are derived as a product of the Gauss transformation. Hence the 
eigenproblem of S b W  = Sw W K  is equivalent to
Â W ' = B W 'A  (5.35)
If the diagonal elements of matrix B are non zero, i.e., bn F  0/ then the eigenvalues and 
eigenvectors of the original pencil are obtained by
A* = an/ha, Wopt = Z W ' (5.36)
The behaviour of the QZ algorithm on pencils that are not only regular but also nearly sin­
gular is analysed in [115]. The results reported in that paper strongly support that when the 
pencil is singular or near singular the QZ algorithm should be preceded by an algorithm
which extracts the singular part of the pencil. This situation is likely to arise when LDA is
involved in face identification. If the pencil is converted into the Kronecker canonical form  (see 
[111]), the general QZ algorithm always works well. This is also proven by our experimental 
results shown in Section 5.5.
5.4.4 Samples of face discriminant features
Linear discriminant features are referred to as fisherfaces. Samples of the first five fisherfaces 
obtained by using Kronecker canonical form and the QZ algorithm on the EPFL ensemble 
(see Section 3.2) are shown in Figure 5.2.
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1st fisherface 2nd fisherface 3rd fisherface 4th fisherface 5th fisherface
Figure 5.2: The first five fisherfaces of the EPFL ensemble
5.5 Experiments in feature extraction
In order to evaluate the approaches to feature extraction described in Section 5.4, experi­
ments in face verification were performed on three publicly available face databases using 
the standard protocols which have been estabhshed for the assessments of various algo­
rithm. 'Shape-free' models can be used to improve the performance of many algorithms 
[15, 23]. How they influence the LDA method was also explored by applying 'shape-free' 
models to the basic databases. These derived ensembles are introduced in Section 4.3.
Experiments in face recognition were conducted to compare the performance of the best 
algorithm with the results obtained by Belhumeur et al. in [4].
How the image registration affects the performance of feature extraction was also ex­
plored by comparing the results of LDA ("QZ" algorithm) and PCA (eigenface) on the orig­
inal image set, with results on a semi-automaticaUy geometrically normalised set and on an 
automatically registered set [52].
5.5.1 Experimental Setup
Recalling Chapter 3, three experimental ensembles selected from three different databases 
(M2VTS, YALE, XM2VTS) were used in the face verification experiments using the same 
experimental protocol that combines 'leave-one-out' strategy and the rotation. Face recog­
nition experiments were conducted on the YALE face database and the HARVARD face 
database using the protocols that Belhumeur et al. adopted.
The EPFL, YALE and SURREY ensembles were first registered. Some samples from the
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EPFL ensemble are displayed in Figure 4.3. Figures (5.3,5.4) show several samples in the 
YALE ensemble and the SURREY ensemble.
Figure 5.3: Samples from Yale ensemble (after registration)
Figure 5.4: Samples from the Surrey ensemble(after registration)
Two shape-free models are applied to the images in the registered ensemble as described 
in Section 4.3 to investigate how the face masking affects the performance of various LDA 
algorithms. Examples of the original cropped images and the corresponding masked images 
were displayed in Figures 4.3 to 4.5.
In these experiments, we use the Brussels protocol which was firstly designed for the 
performance evaluation of various methods on the M2VTS database. The protocol has been 
generated for the other face databases. It combines the Teave-one-out' strategy and the rota­
tion scheme [20]. For a general ensemble of c persons, s sessions(shots), each person in turn
5.5. EXPERIMENTS IN FEATURE EXTRACTION 61
is labelled as an imposter, whilst the (c — 1) others are considered as clients. The training set 
consists of (s — 1) shots of (c — 1) clients. The remaining one shot is used as the test set. An 
authenticity test consists of client claims which are true. An imposter test consists of impos­
tors claims which are false. Each client tries to access under his or her own identity (ID) and 
the imposter tries to access under the ID of (c — 1) clients. After all rotations, the number of 
client and imposter tests i s c x s x ( c  — 1). This procedure leads to 5328 tests for the EPFL 
ensemble, 2310 tests for the YALE ensemble and 39600 tests for the SURREY ensemble as 
shown in Table 5.1.
Table 5.1: Test amounts and ensembles
Ensembles used in experiments EPFL YALE SURREY
Client and impostor tests 5328 2310 39600
5.5.2 Face Verification Experiments
The comparative performance of the algorithms presented in Section 5.3 was tested as part of 
a face verification experiment The Experimental results are presented in terms of the receiver 
operating characteristics (ROC) [37]). This is the recommended format of the performance 
presentation. The ROC curve plots the relationship between the false rejection and false ac­
ceptance rates as a function of decision threshold. Some abbreviations are explained below:
FA(R) : False Acceptance (Rate).
FR(R) : False Rejection (Rate).
EER : Equal Error Rate. The decision boundary with the trade-off F A R  = F R R .
(T)ER : (Total) Error Rate. T E R  = F A R  + F R R
SR : Success Rate. S R = 1 -  T E R  = 1 -  (F A R  -F F R R )
The following implementations are compared experimentally.
• Eigenface approach based on the Principal Components Analysis abbreviated as "PCA".
• LDA method implemented using the Cholesky factorisation and the QR algorithm ab­
breviated as "QR".
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LDA method implemented using the Kronecker canonical form and the QZ algorithm 
abbreviated as "QZ".
LDA method implemented using matrix transformation techniques abbreviated as 
"MT".
The eigenface (PCA) method used all of the available eigenfaces to get as good results as 
possible, so did all the 'LDA' algorithms.
The experimental results obtained on the EPFL ensemble are presented in Figures 5.5. 
The results on the YALE ensemble and the SURREY ensemble are shown in Figures 5.6,5.7. 
The equal error rates (EER) for all experiments are given in Table 5.2. We can see from these 
results that the "QZ" algorithm achieves the best performance on every ensemble.
ROC curves of LDA algorithms
(Images: EPFL ensemble from M2VTS database)
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Figure 5.5: Performances on the EPFL ensemble
The same algorithms were then compared on the EPFL using head face database masked 
by the elliptical and trapezoidal templates. Figure (5.8) presents the results obtained with the 
ellipse mask whilst the results obtained using the trapezoidal mask are displayed in Figure 
(5.9).
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ROC curves of LDA algorithms
(Images: YALE ensemble from YALE database)
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Figure 5.6: Performances on the YALE ensemble
Results summarised in Table 5.3 indicate that the performance of LDA ("QZ" algorithm) 
drops down when the image information content is reduced whilst the performance of the 
other algorithms was very unstable.
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ROC curves of LDA algorithms
(Images: SURREY ensemble from XM2FDB database)
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Figure 5.7: Performances on the SURREY ensemble
Ensemble
Results of algorithms
"PGA" "MT" "QR" "QZ"
EPFL 22.3 26.2 26.2 3.1
YALE 333 18.2 6.5 2.3
SURREY 9.3 19.6 2.9
Table 5.2: Equal error rates of verification experiments using the eigenprojection method 
(PGA), Cholesky factorisation (QR), Kronecker canonical form (QZ) and the Matrix transfor­
mation technique (MT).
shape model
Results of algorithms
"PGA" "MT" "QR" "QZ"
X 22.3 26.2 263 3.1
Ellipse 22.6 17.1 233 4.8
Trapezoidal 20.8 20.9 203 6.0
Table 5.3: Equal error rates of verification experiments using the eigenprojection method 
(PGA), Gholesky factorisation (QR), Kronecker canonical form (QZ) and the Matrix transfor­
mation technique (MT) as a functions of face shape models.
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R O C  curves of various algorithms
EPFL derived ensemble: Ellipse model
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Figure 5.8: Performance comparison on the ellipse model
R O C  curves of various algorithms
EPFL derived ensemble: Polygonal model
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Figure 5.9: Performance comparison on the polygonal model
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Discussion
From Table 5.2, we find not only that there are big differences between the results when 
LDA is implemented using various algorithms but also that the eigenface method in some 
cases achieves better results than the "QR" and "MT" algorithms. Similar results were also 
obtained by other researchers. One example can be found in [65] where the results of the 
eigenface method were better than those yielded by the MDF (most discriminant feature) 
method^. This contrasts with the theory which favours LDA.
The question why the LDA method was seldom reported to exhibit better results than 
the eigenface approach has been answered by the reported study. The implementation of 
LDA using the "QZ" algorithm is robust to matrices Sw  and S b  being singular or near 
singular. The algorithm always outperforms the eigenface method. While comparing the 
intermediate results, we found that an important processing step is omitted in both "QR" 
and "MT" algorithms.
Checking the processes of these algorithmic techniques, it was found that some pre­
requisites play an important role in the application. For example, the Cholesky factorisa­
tion requires the matrix to be "well-conditioned enough"; the Jacobi method which finds 
the eigensolution for a real symmetric matrix performs the eigenvector normalisation at ev­
ery iteration with a roundoff thresholding precision. If the matrix is quite well-conditioned, 
the orthonormalisation of the eigenvectors will be satisfactory for both the "QR" algorithm 
and the "MT" algorithm. The QZ algorithm is designed to deal directly with the pencil 
problem(in the form of A x = XBx)  and its performance is unaffected by singularity or near­
singularity of A, B or A — XB.
However, except when S w  is really singular, both "QR" and "MT" algorithms can achieve 
nearly the same results as "QZ" algorithm by applying a supplementary normalisation of the 
final eigenvectors. Therefore a robust LDA implementation can be achieved using a simple 
"MT" algorithm enhanced by a post-processing if within class matrix S w  is not completely 
singular. Only when the matrix S w  is really singular, should the more complicated "QZ" 
algorithm be employed. The results below are obtained by the enhanced "MT" and "QR" 
algorithms. They compare favourably with the "QZ" algorithm.
^The MDF method is a different name of the LDA approach.
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Figure 5.10: Results after normalisation(EPFL)
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Figure 5.11: Results after normalisation(YALE)
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Figure 5.12: Results after normalisation(SURREY)
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5.5.3 Face Recognition Experiments
As a comparison, the face recognition experiments described in [4] were repeated using the 
LDA approach implemented with "QZ" algorithm. Images from both the Harvard database 
and the Yale database were centred and cropped to emulate the data shown in [3]. Results 
are given in Tables 5.4,5.5.
Error Rate(%) for face recognition experiments on Harvard Database
Method Reduced
Space
Extrapolating from subset 1 Interpolating between subsets 1,5
Subset 1 Subset 2 Subset 3 Subset 2 Subset 3 Subset 4
fisherface^ 4 0 .0 0 .0 4.6 0 .0 0 .0 1 .2
LDA ("QZ") 4 0 .0 0 .0 3.1 0 .0 0 .0 0 .0
Table 5.4: Extrapolation and interpolation experimental results of variation in lighting
"Leave-one-out" of Yale Database
Method Reduced
Space
Error Rate(%)
Close Crop Full Face
fisherface'^ 145 7.3 0 .6
LDA ("QZ") 14 3.6 0 .6
Table 5.5: Experimental results of variation in facial expression and lighting
The results show that the LDA approach implemented using the "QZ" algorithm achieves 
better results in all three face recognition experiments compared with the best results re­
ported in [4].
5.5.4 Efficiency of image registration
From the experimental results in Section 5.5.2, we can conclude that the choice of a numerical 
analysis algorithm plays an important role in the computation of the LDA feature space. The 
implementation using the Kronecker canonical form and the QZ algorithm is not affected by 
matrices S b  and S w  being singular. The algorithm achieves the best performance on three 
differently registered ensembles. In order to investigate the influence of image registration, 
we compare experimentally three registration schemes on the EPFL ensembles.
^No description for the fisherface method implementation w as given in [4].
^There are only 15 subjects(ll images/subject) in the Yale database; the maximum dimensionality of the 
feature space is 14.
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• no registration.
• automatic registration using optimal robust correlation developed by Jonsson [52] which 
incorporates photometric normalisation.
• semi-automatically registration described in Chapter4.
The results of experiments for the eigenface approach are given in Figure 5.13 and for the 
LDA ("QZ" algorithm) approach in Figure 5.14
o
CD■qTDC
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ROC curves of various registration methods
Images: EPFL ensemble; Algorithm: PGA (eigenface)
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Figure 5.13: Eigenface method performance with registration approaches
Table 5.6 gives a summary of the results for the equal error rate point on the ROC curves. 
The performance of the LDA approach improves significantly when face images are geomet­
rically aligned using the semi-automatic method. However, the performance of the eigenface 
method benefits both from the geometric alignment and the photometric normalisation.
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ROC curves of various registration methods
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Figure 5.14: Robust FLD method performance with registration approaches
Registration method X Automatic(ORC) Semi-automatic
EER of eigenface 28.6 10.0 22.2
EER of fisherface 26.9 7.5 3.1
Table 5.6: Performance comparison of eigenface and fisherface methods vs. registrations
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5.6 Conclusions
In this chapter, the stability of algorithmic implementation of the principal component analy­
sis method and three numerical algorithms for linear discriminant analysis (LDA) have been 
investigated in the context of face verification. The three LDA algorithms include: i) matrix 
transformation method, ii) Cholesky factorisation followed by the QR algorithm, and iii) 
Kronecker canonical form followed by the QZ algorithm. We found that the QZ algorithm 
consistently achieves a very good performance. If matrix S w  is not completely singular, the 
simple matrix transformation or the Cholesky factorisation and QR algorithms can achieve 
equally good performance by adding a post-processing step to normalise the final eigenvec­
tors. When the matrix S w  is singular, only the more complicated Kronecker canonical form 
and the QZ algorithm guarantees that a successful solution is found.
Many experiments on the EPFL ensemble using the Brussels Protocol were performed. 
In [21], elastic graph matching with local discriminant was applied to face verification. The 
best equal error rate (EER) obtained was 5.4%. Jonsson et al. in [52] uses optimised robust 
correlation (ORC) on both the semi-automatic geometric registered ensemble based on eyes 
positions and the automatic registered ensemble based on the ORC, and achieved 5.6% and 
6.3% best EER respectively. Kotropoulos et al. [58] describes a method using variants of 
dynamic link matching based on mathematical morphology which achieves 3.7% EER. The 
best EER obtained using LDA {"QZ" algorithm) is 3.1%, the best results ever reported.
The experiments on other databases confirmed the superiority of the LDA ("QZ" algo­
rithm). The results also showed that a single geometric alignment based on eyes position 
proposed in Chapter 4 is very effective when the recognition or verification system employs 
the robust LDA approach, but not effective conjunction with the PCA approach. For the lat­
ter a fuU face registration, provided for instance by robust correlation, is required to achieve 
good performance. Using the whole registered face or only a masked part of the face does 
not affect the performance of the robust LDA approach very much, as the face registration 
process removes most of the irrelevant information included in the background from the 
original images.
In summary, the LDA is a powerful classifier; it is robust to lighting conditions, facial 
expressions and small pose changes. The experiments performed showed that the "QZ" 
algorithm always outperforms other algorithms regardless of the face ensemble.
Chapter 6
Face Identification in the LDA
subspace
Identification of faces is the last and the most important step in a face recognition or verifi­
cation system after the face registration and feature extraction have been determined. Before 
an identification method is applied, a test image (also known as probe) will be normalised 
using exactly the same approach imposed on the training images. Then, depending on the 
feature selection, the appropriate features are extracted using the same procedure conducted 
on the training images for the representations of each person in the feature space. In the case 
of LDA subspace, the features of the test image are represented by its projections in the LDA 
subspace. Finally, a decision making scheme, known as classifier, is used to identify the face, 
either accepted as a client, or rejected as an imposter.
Unlike the face registration and feature extraction that belong to low- and intermediate- 
level processing, face identification is tied to high-level processing, therefore there is no rea­
sonably well-defined set of theoretic formulations.
As a follow-up work of the feature extraction described in chapter 5, classification study 
in this Chapter will be concentrated on the statistical features based face identification. The 
main features are the LDA-based fisherfaces implemented by using the robust approaches 
recommended in previous chapter. The PCA-based eigenfaces are referred to as comparison.
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6.1 Introduction
Although PCA is very effective for information compression, it does not guarantee the most 
efficient compression of discriminatory information. The LDA representation bases, referred 
to as "fisherfaces", were demonstrated to outperform the PCA representation. As LDA in­
volves the eigenanalysis of a product of two matrices, one of which is inverted, Swets [102] 
advocated that the face data should first be projected into a PCA space to ensure that the 
matrix being inverted is not rank deficient. The LDA-based features derived in this lower 
dimensional space were shown to be the most discriminating features. Face recognition or 
verification using fisher faces was studied by many authors including [25,26,102], [65,120], 
[64], etc. For such a long time since the LDA was employed for pattern recognition, the 
major matching scheme was based on the 'distance' measurement just like the application 
of the principal component analysis (PCA). Using the Euclidean distance measurement, the 
performance of LDA approach outperforms that of PCA method if the LDA features were 
extracted properly [64].
For the 'well-framed' ensemble^, the performance of the system depends on not only 
the implementations but also the matching schemes. The correct implementation of LDA 
to extract discriminant features is compulsory whilst improving matching scheme in the 
feature domain plays a supplementary performance.
The most commonly used measure in feature space of LDA or PCA is the standard Eu­
clidean distance. It was employed in nearly all face recognition experiments related to LDA 
or PCA features [108, 84, 120], etc. In the PCA subspace, a weighted distance measure of 
the test probe to every clients in the gallery was introduced to divide the each component 
of the Euclidean distance by the eigenvalue of this component direction [92]. This improves 
the performance of PCA-based recognition in the case of the covariance matrix dominating 
flat eigen-characteristics. It fails in the general PCA system and nearly all the LDA-based 
system. Weighted Euclidean distance measure in the LDA subspace was reported in [25] 
where the weights are the normalised eigenvalues of the LDA subspace. The weighted dis­
tance of the test probe to one client in the gallery is to normalise the Euclidean component 
by dividing the sum of all Euclidean components of this probe to every client, and the mul-
^When the geometric normalisation described in Section 4.2 is applied, the experimental ensemble w ill be­
come 'well-framed'
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tiplying a weighting factor which is the eigenvalue of this component direction divided by 
the sum of all eigenvalues [25]. Though a perfect result (100% correct recognition rate) was 
reported by the authors, the implementation of LDA subspace described in this paper is ac­
tually wrong. Etemad and Chellappa continued their work in [26] using the same matching 
scheme described in [25]; although the previous error was avoided, it is unclear how the 
LDA subspace was implemented. This matching scheme if applied in the stable, correctly 
implemented LDA subspace will lead to worse results than the Euclidean distance measure. 
Zhao et al. in [120] inferred that this weighted measure in the LDA subspace is sensitive 
to whether the corresponding persons have been included in the training set or not. They 
devised a scheme to detect whether the person of the probe has been trained or not and 
then use either a weighted Euclidean distance or a simple (standard) Euclidean distance 
separately. In [103] the authors use the LDA for image retrieval, both the distance in the 
feature space (DIFS) and the distance from the feature space (DFFS) are using the standard 
Euclidean distance measure.
In the past few years, feature template based techniques in the face recognition area were 
adopted in commercial products whilst direct correlation in the spatial domain is seldom 
used because of complication of various face circumstances and the intensity computation 
consumption. Actually, in the spatial domain, correlation is often used for geometric facial 
feature detection or matching [[61], Section 4.4.1]. Normalised correlation known as angle 
was occasionly reported to be applied for classification in the PCA subspace [77]; however, 
no good performance was obtained. Moon et al. investigated in [77] various PCA-based 
classification algorithms and emphasised that selecting the similarity measure for classifier 
is the critical decision and influenced by images in training and probe sets in designing a 
PCA-based face recognition system.
However, the matching schemes like nearest neighbour(NN) searching, k-NN, client- 
special thresholding, etc, are still grounded in the "distance" measure concept and the per­
formances even so have that intrinsic limitation. Comparing with humans' ability to recog­
nise faces, the capability of the computerised face recognition system looks like something 
undiscovered no matter whatever algorithms or matching schemes are employed.
It can be concluded that
• Previously the Euclidean distance is the main measure for classification in either PCA
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subspace or LDA subspace.
• In the LDA subspace, no classifier has been reported to exhibit superiority in aspects 
of simplicity and speed.
The work presented here investigates the performances of various existing matching 
schemes using LDA features under different photometric normalisation routines for face 
recognition or verification. An exclusive application of normalised correlation in the LDA 
subspace is proposed and tested on three publicly available face databases (M2VTS, XM2VTS, 
YALE) using different experimental protocols (see Sections 3.6 and 3.7). It achieved much 
better performance in all our extensive experiments comparing with the Euclidean distance 
classifier. This Chapter is organised as follows. In Section 6.2 we briefly describe the theo­
retical framework of face representations in the PCA subspace and the LDA subspace. Some 
often used distance-based matching schemes and the normalised correlation classifier are 
outlined. The client specific thresholding approach are briefly introduced in Section 6.3. Two 
parts of experiments are presented. In Section 6.5 we investigate how the performance of the 
normalised correlation is influenced by geometric registration, photometric normalisation, 
image resolution, LDA subspace dimension, threshold determination in the LDA subspace, 
etc by illustrating extensive experimental results obtained on the XM2VTS database using 
Lausanne protocol. Then we turn back to repeat the experiments conducted in Chapter 5 
using normalised correlation classifier. The experimental results are put in Section 6.6. Dis­
cussion of those results are given in Section 6.7. Finally a summary and some conclusions 
are presented in Section 6.8.
6.2 Representation of Faces
Here we concentrate on face representation in the feature space. Geometric registrations 
and photometric normalisations were described in Chapter 4 and would be mentioned in 
the experiment Section when they are involved in.
6.2.1 Feature Subspaces
For a set of images Xi,i = 1, . . . ,  M, G belonging to one of c clients {Ci, C2 , . . . ,  Q}, 
the following second order statistic can be defined:
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between-class scatter matrix S b
S b  = -  ' ^ { P k  — p){pk — (6.1)
 ^k=i
within-class scatter matrix Sw
1 ^
— ~Tj: ^ 2  5 3  ~  l^i){^k ~  Pi)  (6.2)
i= lx k E C i
and the total scatter matrix
St  =  S w  SB (6.3)
where p is the grand mean and pk is the mean of class Ck-
As mentioned in Chapter 5, the PCA subspace is spanned by the eigenvectors Wpca of 
matrix St  associated with nonzero eigenvalues Lamdapca that can be obtained by solving
SrWpca -  Wpca^pca = 0 (6.4)
The LDA subspace is spanned by the eigenvectors Wida of matrix S ^ S b  associated with 
nonzero eigenvalues Aida which can be achieved by solving
^BWida -  SwWpcaAida = 0 , (6.5)
The eigenvectors of St  are referred to as eigenfaces[108] whilst the column vectors in 
matrix Wida are referred to as fisherfaces [3].
6.2.2 Image Projection in the Feature Subspace
The traditional approach to select the representation of each client in the feature subspace is 
to use mapping points of all training images labelled as this client, then to find the nearest 
one or the k-NN to the mapping point of the test probe from the all individual's mapping 
points in the LDA subspace. It does achieve very good performance in most circumstances. 
However, not only does it take a long time to compute the distances of the test probe against 
all training images, but also it does not always perform best. Our experimental results shown 
[64] at all situation of the databases we tested, using the the projections of the mean image of
6.2. REPRESENTATION OF FACES___________________________________________ 78
each client's training images to represent each client in the PCA or LDA subspace can always 
achieve competitive results with the traditional approach. Therefore, we use the projections 
of each client's mean vector in the subspace to represent each client.
All measurement related to the distance or similarity of test image to one of the clients is 
applied to client's representation. The minimum data for face classification after training is 
listed below 
In the LDA Subspace
• The grand mean of the training images.
• Up to (c — 1) LDA axes in dimensionality D.
• c projections with dimension up to (c — 1)
In the PCA Subspace
• The grand mean of the training images.
• Up to (M  — 1) PCA axes in dimensionality D.
• c projections with dimension up to (M — 1)
Here we note another advantage of LDA subspace over PCA subspace in terms of lower 
storage space requirement.
6.2.3 Face Representations
The projection of face image into the PCA subspace achieves information compression, decor­
relation and dimensionality reduction to facilitate decision making whilst the projection of 
face image into the LDA subspace yields a representation which emphasises the discrimina­
tory content of the image. For the sake of notational simplicity, a transformation matrix W is 
used to represents either Wpca or Wida-
A  sample face image x will then be represented in the feature subspace by a projection y 
obtained as y =  W ^ x .  Similarly, the client model pk will be projected into a vector in the 
appropriate space.
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6.2.4 Distance-based Matching schemes
The matching scheme measures the similarity or distance of the test sample projection y to 
each pk in the feature subspace.
Euclidean distance
The most commonly used matching scheme is the minimum distance classifier based on 
the Euclidean distance that compute the distance between the sample y and the k-th client 
model pkf i.e.
dE{y,Pk) =  \ j { y  -  PkY{y  -  Pk) (6.6)
where m  is the number of LDA features which are used.
Other derived distance
One derived distance measure takes the formula of Mahalanobis distance in the PCA domain 
[92]. It is defined like this:
(6.7)
Another one which was introduced by Etemad et al. in [25] is
/ my ^  MiVi ~ Pki)"^
dE "  (y, Pk) =  ~rn~^ m-------------  (68)
Y, M dE{y,Pi)
2 =  1 2 = 1
6.3 Thresholding techniques
For face verification systems, clearly it is not sufficient to find test match. The match must 
also be good enough, in other words, below a rejection threshold. Threshold is more gen­
eral and useful than the nearest matching. As any imposter can have a nearest matching 
that is actually over the threshold. There are two simple thresholding strategies that can be 
adopted: global thresholding and client-specific thresholding.
6.3.1 Global threshold
Global threshold is set for all clients. The decision about a test acceptance or rejection is 
based on the computation of the matching score with this unique threshold.
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6.3.2 Client-Specific thresholding
The client specific threshold can be determined from the receiver operating characteristic 
(ROC) computed on an independent evaluation set.
The procedure involves generating ROC curves parametrised by specific percentile of 
the imposter distance distributions. Each percentile defines client specific offsets. The ROC 
curves are produced by measuring the false reject and false acceptance rates for different 
score increments measured from these offsets. The ROC curve yielding the minimum equal 
error rate (EER) and the actual increment giving this error jointly define the client specific 
thresholds. Consider, for instance, the Euclidean classifier. From Figure 6.1, we can see that
0.40
Client: 003 
Client: 012 
Client: 042
8  0.20
0.00
2 0 0 0 .0 2400.0 2800.01600.0
Euclidean distance
Figure 6.1: Examples of the histograms of impostor distances (LDA subspace).
the distributions of the distances from the client means estimated for the impostors in the 
evaluation set are client dependent. Their shape is similar, but the distributions are shifted 
with respect to each other.
6.4 Normalised Correlation
Motivated by the concept of similarity measure in the original spatial domain and its use 
in the PCA domain, we propose the normalised correlation for the LDA feature subspace, 
defined as
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dc{y,iik) = (6.9)
In the case of the correlation measure the claimed identity is accepted \idc(y-,Hk) exceeds a 
pre-specified threshold rck-
The normalised correlation can be illustrated in Figure 6.2 where we see it measures the 
cos of the angle between the test probe vector y and the axis jik which represents one client 
k in the LDA subspace. The normalised correlation projects the probe vector onto the mean 
vector of the claimed chent identity emanating from the origin. It effectively uses just one 
dimensional space onto which the test data is projected. The magnitude of projection is nor­
malised by the length of the mean and probe vectors. In terms of Figure 6.2, the normalised 
correlation tessellates the probe space into hyper cones or hyper frustums with the axes pass­
ing through the origin. It is apparent that the normalised correlation score will be insensitive 
to probe movements in the radial direction defined by the class mean. However, the score 
will drop in value if the probe moves away from this direction angularly. A threshold on 
the normalised correlation then defines the acceptance region for each client. It reflects the 
desired variations in sensitivity as a function of probe location.
P ro jec tin g  p o in t o f  p ro b e  w as 
sh ifted  fro m  y l  to  y2  
due to  illum ination change
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• ^  re jected
U sin g  n o rm alised  co rre la tio n  
b o th  y l  an d  y 2  are accepted .
Figure 6.2: Geometric illustration of the missclassified probe by the Euclidean distance clas- 
sifer in LDA subspace.
Extensive experiments are conducted to assess its performance in comparison with the
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Euclidean distance classifier in the following section.
6.5 Experiment I
In this experiment, the performance of normalised correlation in face verification is assessed 
on the XM2VTS database using the Lausanne protocol. The influence of the geometric reg­
istration, photometric normalisation, threshold, feature space dimension and image resolu­
tions is investigated.
6.5.1 Experimental details
All images were geometrically registered using the approach described in Section 4.2. The 
eyes positions were localised manually. Examples of geometric normalised images from one 
client are shown in Figures 6.3 and 6.4. Two different image resolutions were experimented
Figure 6.3: Images with 148 x 138 resolution (XM2VTS database)
Figure 6.4: Images with 61 x 57 resolution (XM2VTS database)
with. One is close to the resolution of the face part in the original image, i.e. 148 x 138. The 
other is a scaled down version to emulate ORC-based registered images [50] the resolution 
of which is 61 X  57. The low resolution image was taken for several reasons:
1. To compare our approaches with other result repeated for the same resolution.
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2. To investigate how the image resolution influences the performance of both EUD and 
NOC classifiers.
3. To explore the influence of filtering applied in the down-sizing procedure.
Two kind of filters were tested on the high resolution ensembles: 3 x 3  mask average and 
5 x 5  mask average.
After registration and geometric normalisation, each image was photometric normalised 
as described in Chapter 4. Both the global threshold (GET) and the client-specific threshold 
(CST) were tested.
6.5.2 Experimental results on low  resolution (61x57) ensembles
The results presented in Tables (6.1 ~  6.5) are in the form of False rejection (FR), false ac­
ceptance (FA) and total error rate (TE) as functions of protocol configuration, classifica­
tion method (CLM), photometric normalisation (NOR) and thresholding approach (THR). 
The classification methods are Euclidean distance (EUD) and normalised LDA correlation 
(NOC). The thresholding techniques include client specific thresholding (CST) and global 
thresholding (GLT). Normalisation approaches are ZM, ZMST, HEQ, FP, FPST, FPHQ. For 
details of their meaning, please refer to Section 4.5.
To explore the effect of the number of LDA features on performance, experiments were 
conducted on the XM2VTS database at the 61x57 resolution without photometric normali­
sation.
CLM NOR THR NUM Evaluation set Test set
EER FR FA
50 11.09 8.50 11.34
EUD X CST 100 10.75 5.75 10.99
199 8.75 5.75 8.06
50 2.75 2.50 2.70
NOC X GLT 100 1.50 1.00 1.46
199 1.25 0.75 1.30
Table 6.1: Verification performance of LDA on XM2VTS database (configuration II, resolu­
tion 61x57): False rejection (FR), false acceptance (FA) and total error rate (TE) as functions 
of the number of LDA features and classification method (CLM).
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Table 6.1 shows how the number of LDA features influence the performance. It is appar­
ent that the equal error rate (EER) of the receiver operating characteristic curve on both the 
evaluation set and the test set is inverse by proportional to the number of LDA features. This 
trend was also found when any one of the six photometric normalisation methods was ap­
plied with either global threshold (GLT) or the client-specific threshold (CST) for both EUD 
and NOC classifiers. Therefore all the following experiments were conducted with the full 
LDA subspace of dimensionality 199.
Experiments were conducted on the low resolution ensembles using both configurations 
of the Lausanne protocol. Six photometric normalisation methods and two thresholding 
techniques (GLT and CST) were tested in these experiments.
CFG CLM NOR THR Evaluation set Test set
FR FA TE FR FA TE
X GLT 12.19 12.19 24.38 11.25 12.46 23.71
ZM GLT 12.59 12.59 25.18 11.00 12.54 23.54
ZMST GLT 47.57 47.57 95.04 47.50 47.62 95.12
I EUD HEQ GLT 10.33 10.33 20.66 8.50 9.96 18.46
FP GLT 12.67 12.67 25.34 11.50 12.60 24.10
FPST GLT 13.00 13.00 26.00 10.50 12.56 23.06
FPHQ GLT 13.00 13.00 26.00 9.50 13.94 23.44
X GLT 3.50 3.50 7.00 3.50 3.65 7.15
ZM GLT 3.33 3.33 6.66 3.50 3.45 6.95
ZMST GLT 3.83 3.83 7.66 3.25 3.99 7.24
I NOC HEQ GLT 2.67 2.67 5.34 2.50 2.70 5.20
FP GLT 3.67 3.67 7.34 3.75 3.83 7.58
FPST GLT 4.00 4.00 8.00 4.00 4.14 8.14
FPHQ GLT 3.17 3.17 6.34 2.50 3.27 5.77
Table 6.2: Results on XM2VTS database configuration I using GLT (image resolution 61x57)
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CFG CLM NOR THR Evaluation set Test set
FR FA TE FR FA TE
X CST 8.59 8.59 17.18 9.75 7.94 17.69
ZM CST 9.00 9.00 18.00 9.00 8.14 17.14
ZMST CST 3.33 3.33 6.66 2.25 3.43 5.68
I EUD HEQ CST 7.83 7.83 15.66 5.50 7.35 12.85
FP CST 9.17 9.17 18.34 9.25 8.31 17.56
FPST CST 9.00 9.00 18.00 8.00 8.42 16.42
FPHQ CST 10.00 10.00 20.00 6.75 10.88 17.63
X CST 3.33 3.33 6.66 3.75 3.48 7.23
ZM CST 3.33 3.33 6.66 3.50 3.49 6.99
ZMST CST 3.83 3.83 7.66 3.00 3.95 6.95
I NOC HEQ CST 2.50 2.50 5.00 2.25 2.56 4.81
FP CST 3.50 3.50 7.00 3.50 3.64 7.14
FPST CST 3.76 3.76 7.52 3.75 3.90 7.65
FPHQ CST 3.33 3.33 6.66 2.25 3.45 5.70
Table 6.3: Results on XM2VTS database configuration I using CST (resolution 61x57)
CFG CLM NOR THR Evaluation set Test set
FR FA TE FR FA TE
X GLT 11.00 11.00 22.00 9.00 11.14 20.14
ZM GLT 11.00 11.00 22.00 8.50 11.12 19.62
ZMST GLT 46.57 46.57 93.14 47.75 46.56 94.31
II EUD HEQ GLT 7.79 7.79 15.58 6.60 8.38 14.38
FP GLT 11.00 11.00 22.00 9.25 11.19 20.44
FPST GLT 9.25 9.25 18.50 8.00 9.27 17.27
FPHQ GLT 11.35 11.35 22.70 7.50 11.12 18.62
X GLT 1.25 1.25 2.50 0.75 1.30 2.05
ZM GLT 1.28 1.28 2.56 0.75 1.34 2.09
ZMST GLT 1.25 1.25 2.50 1.25 1.27 2.52
II NOC HEQ GLT 1.25 1.25 2.50 0.50 1.23 1.73
FP GLT 1.32 1.32 2.64 1.00 1.39 2.39
FPST GLT 1.25 1.25 2.50 0.75 1.32 2.07
FPHQ GLT 1.25 1.25 2.50 0.25 1.24 1.49
Table 6.4: Results on XM2VTS database configuration II using GLT (resolution 61x57)
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CFG CLM NOR THR Evaluation set Test set
FR FA TE FR FA TE
X CST 8.75 8.75 17.50 5.75 8.06 13.81
ZM CST 8.77 8.77 17.54 5.75 8.03 13.78
ZMST CST 1.25 1.25 2.50 1.00 1.27 2.27
II EUD HEQ CST 4.50 4.50 9.00 4.00 4.27 8.27
FP CST 8.50 8.50 17.00 5.25 7.85 13.10
FPST CST 7.00 7.00 14.00 3.50 6.92 10.42
FPHQ CST 7.25 7.25 14.50 4.75 7.00 11.75
X CST 1.17 1.17 2.34 0.75 1.21 1.96
ZM CST 1.25 1.25 2.50 0.75 1.33 2.08
ZMST CST 1.25 1.25 2.50 1.25 1.24 2.49
n NOC HEQ CST 1.25 1.25 2.50 0.25 1.23 1.48
FP CST 1.25 1.25 2.50 0.75 1.35 2.10
FPST CST 1.50 1.50 3.00 0.75 1.58 2.33
FPHQ CST 1.00 1.00 2.00 0.50 1.01 1.51
Table 6.5: Results on XM2VTS database configuration II using CST (resolution 61x57)
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6.5.3 Experimental results on high resolution (148x138) ensem bles
The previous results obtained on low resolution ensembles indicate that the performance of 
EUD is strongly affected by both the thresholding methods and the photometric normalisa­
tions. The use of CST results in better performance than using the GLT. Therefore we test the 
EUD's performance agamst the normalisation methods using only CST.
Interestingly the performance of NOC is nearly not affected by either the thresholding 
skills or the normalisation approaches. Using GLT is simpler and faster than using CST, 
consequently, the performance of NOC as a function of normalisation methods was tested 
mainly using GLT.
The rest performing combination of photometric normalisation and threshold technique 
with NOC on the low resolution ensembles is also tested on the high resolution ensembles. 
The results are summarised in Table (6.6).
CFG CLM NOR THR Evc
FR
iluatio
FA
nset
TE FR
Test se 
FA
ît
TE
I EUD
X
ZM
ZMST
HEQ
CST
CST
CST
CST
7.45
7.43
3.50
5.33
7.45
7.43
3.50
5.33
14.90
14.86
7.00
10.66
7.50
7.50 
2.25 
4.00
6.82
6.73
3.86
4.84
14.32
14.23
6.11
8.84
II EUD
X
ZM
ZMST
HEQ
CST
CST
CST
CST
6.25
5.82
1.50
2.00
6.25
5.82
1.50
2.00
12.50
11.64
3.00
4.00
3.50 
3.25
1.50
2.50
6.23
5.67
1.50
1.80
9.73
8.92
3.00
4.30
I NOC
X
ZM
ZMST
HEQ
GLT
GLT
GLT
GLT
3.67
3.67 
4.00 
2.50
3.67
3.67 
4.00 
2.50
7.34
7.34 
8.00 
5.00
3.00
2.50
3.50
2.00
3.80
3.79
4.16
2.63
6.80
6.29
7.66
4.63
II NOC
X
ZM
ZMST
HEQ
GLT
GLT
GLT
GLT
1.50
1.50 
1.65 
0.75
1.50
1.50 
1.65 
0.75
3.00
3.00 
3.30 
1.50
1.25
1.25
1.25 
0.50
1.63
1.61
1.77
0.74
2.88
2.86
3.02
1.24
I NOC HEQ CST 2.17 2.17 4.34 1.75 2.26 4.01
II NOC HEQ CST 0.75 0.75 1.50 0.25 0.74 0.99
Table 6.6: Results on XM2VTS database (image resolution 148x138)
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6.5.4 Experimental results on low  resolution side lighting images
Because the training set and the evaluation set do not contain any side lighting images, the 
thresholds that were obtained on the frontally illuminated images are not necessarily the 
best for side lighting images. For this reason an alternative threshold was found on the 
evaluation set to determinate the best EER for side lighting images.
For comparison, both the normal test set achievable EER and the side lighting images 
achievable EERs are recorded in Tables (6.7 and 6.8).
NOR THR EER Side lighing set Test set
(eval) FR FA TE bEER FR FA TE bEER
X GLT 12.19 74.25 0.02 74.27 19.50 11.25 12.46 23.71 11.50
ZM GLT 12.59 72.75 0.02 72.77 19.25 11.00 12.54 23.54 11.38
ZMST GLT 47.57 49.50 47.58 97.08 48.86 47.50 47.62 95.12 47.50
HEQ GLT 10.33 8.75 35.10 43.85 18.25 8.50 9.96 18.46 8.50
FP GLT 12.67 72.00 0.03 72.03 18.90 11.50 12.60 24.10 11.85
FPST GLT 13.00 42.50 2.83 45.33 19.75 10.50 12.56 23.06 11.50
FPHQ GLT 13.00 79.00 0.17 79.17 23.50 9.50 13.94 23.44 10.25
X CST 8.59 79.0 0.00 79.00 16.25 9.75 7.94 17.69 9.00
ZM CST 9.00 78.5 0.00 78.50 16.10 9.00 8.14 17.14 9.00
ZMST CST 3.33 2.43 7.00 9.43 5.25 2.25 3.43 5.68 2.75
HEQ CST 7.83 2.00 43.92 45.92 7.60 5.50 7.35 12.85 5.75
FP CST 9.17 78.0 0.00 78.00 16.00 9.25 8.31 17.56 9.00
FPST CST 9.00 35.0 0.58 35.58 13.25 8.00 8.42 16.42 8.00
FPHQ CST 10.00 80.5 0.02 80.52 20.50 6.75 10.88 17.63 7.25
Table 6.7: Results of Euclidean distance classifier on side lighting images using configration 
I: FR, FA, TE(=FR+FA), and best achieveable EER (bEER) as functions of photometric nor­
malisation (NOR) and thresholding approach (THR). The thresholding approaches are client 
specific thresholding (CST) and global thresholding (GLT).
We found that the best performance for Euclidean distance (EUD) classifier is achieved 
using the combination of client-specific threshold (CST) and zero mean unit variance pho­
tometric normalisation (ZMST) whilst the best performance for the normalised correlation 
(NOG) classifier is achieved using the histogram equalisation (HEQ)and client-specific thresh­
old (CST). These findings are consistent with the results on the frontally illuminated images.
An interesting observation is that a very unbalanced output of FR and FA on the side 
lighting images was found for the Euclidean distance classifier (EUD) whilst the normalised 
correlation classifier (NOC) was much less affected by the changing in illumination. This
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NOR THR EER Side lighing set Test set
(eval) FR FA TE bEER FR FA TE bEER
X GLT 3.50 7.50 5.27 12.77 6.62 3.50 3.65 7.15 3.50
ZM GLT 3.33 7.25 4.99 12.24 6.67 3.25 3.48 6.73 3.45
ZMST GLT 3.83 7.25 5.94 13.19 6.64 3.25 3.94 7.19 3.50
HEQ GLT 2.67 5.00 4.48 9.48 4.62 2.50 2.70 5.20 2.50
FP GLT 3.67 5.50 7.00 12.50 6.00 3.75 3.83 7.58 3.75
FPST GLT 4.00 4.75 6.05 10.80 5.66 4.00 4.14 8.14 4.00
FPHQ GLT 3.17 5.25 5.16 10.41 5.19 2.50 3J7 5.77 2.53
X CST 3.33 5.50 5.15 10.65 5.25 3.75 3.47 7.22 3.55
ZM CST 3.33 5.75 5.17 10.92 5.45 3.50 3.49 6^9 3.50
ZMST CST 3.83 6.00 6.05 12.05 6.00 3.00 3.95 6.95 3.50
HEQ CST 2.50 4.75 4.24 8.99 4.50 2.25 2.56 4.81 2.33
FP CST 3.50 5.75 5.35 11.20 5.66 3.50 3.64 7.14 3.50
FPST CST 3.76 5.00 5.89 10.89 5.50 3.75 3.90 7.65 3.75
FPHQ CST 3.33 5.50 5.48 10.98 5.50 2.25 3.45 5.70 2.50
Table 6.8: Results of normalised correlation classifier on side lighting images using configu­
ration I: FR, FA, TE(=FR+FA), and best achieveable EER (bEER) as functions of photometric 
normalisation (NOR) and thresholding approach (THR). The thresholding approaches are 
client specific thresholding (CST) and global thresholding (GLT).
indicates another advantage of the normalised correlation, i.e. the robustness to the illumi­
nation direction, compared to the Euclidean distance classifier.
6.5.5 Experimental results on high resolution filtered images
Experiments investigating the behaviour of the verification method as a function of filtering 
were performed on the high resolution (148x138) images. Unlike experiments carried out 
on the side lighting images which used the training results obtained on the normal lighting 
training images, the filtered images are used for training, evaluation and the testing.
As the CST thresholding and ZMST normalisation enable the EUD classifier to achieve 
the best performance, we tested only this configuration of the EUD classifier. As the perfor­
mance of NOC classifier using GLT is nearly the same as that achieved using CST, only the 
global threshold (GLT) is tested in configuration NOC classifier.
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CFG CLM NOR FLM Eva
FR
luatior
FA
I set 
TE FR
lest se 
FA
t
TE
I EUD
ZMST
ZMST
ZMST
X
3x3
5x5
3.50
338
2.83
3.50
338
2.83
7.00
7.76
5.66
2.25
2.50
2.50
336
3.50
2.94
6.11
6.00
5.44
II EUD
ZMST
ZMST
ZMST
X
3x3
5x5
1.50
1.50 
1.25
1.50
1.50 
1.25
3.00
3.00 
2.50
1.50
1.00
1.25
1.50
1.56
1.38
3.00
2.56
2.63
I NOC
HEQ
HEQ
HEQ
X
3x3
5x5
2.67
2.67 
2.83
2.67
2.67 
2.83
5.34
5.34 
5.76
2.50
2.50 
2.25
2.70
2.73
2.93
5.20
5.23
5.18
I NOC
ZM
ZM
ZM
X
3x3
5x5
3.67
3.33
3.62
3.67
3.33
3.62
7.34
6.66
7.24
2.50
3.50 
2.75
3.79
3.35
3.83
6.29
6.85
6.58
I NOC
X
X
X
X
3x3
5x5
3.67
3.33
3.83
3^7
3.33
3.83
7.34
6.66
7.66
3.00 
3.50
3.00
3.80
338
4.05
6.80
638
7.05
II NOC
HEQ
HEQ
HEQ
x
3x3
5x5
1.25
1.25
1.25
1.25
1.25
1.25
2.50
2.50
2.50
0.75
0.25
0.50
1.30 
1.23
1.30
2.05
1.48
1.80
II NOC
ZM
ZM
ZM
X
3x3
5x5
1.50
1.25
1.00
1.50
1.25
1.00
3.00 
2.50
2.00
1.25
1.25 
1.50
1.61
1.32
1.05
2.86
2.57
2.55
II NOC
X
X
X
X
3x3
5x5
1.50
1.25
1.00
1.50
1.25
1.00
3.00 
2.50
2.00
1.25
0.75
1.75
1.63
1.36
1.06
2.88
2.11
2.81
Table 6.9: Results of LDA on the XM2VTS database (image resolution 148x138): False rejec­
tion (FR), false acceptance (FA) and total error rate (TE) as functions of protocal configura­
tion, classification method (CLM), and filtering method (ELM) The classification methods 
are Euclidean distance (EUD) using client specific threshold, normalised correlation (NOC) 
using global threshold.
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6.6 Experiment II
From the experimental results in Tables (6.2 ~  6.5) we can conclude that:
• the normalised correlation classifier (NOC) exhibits superior performance in the LDA 
subspace regardless of the photometric normalisation and the threshold used.
• the best fitting plane related photometric normalisation approaches (FP, FPST, FPHQ) 
offer no advantage over the other three methods (ZM, ZMST, HEQ).
The aim of the following experiments on the M2VTS database and the Yale face database is 
to assess the classification performance of the normalised correlation in the context of face 
authentication in both original image space and the LDA subspace using three photometric 
normalisation approaches.
6.6.1 Experimental Setup
In Chapter 5, no photometric normalisation was performed for the experimental ensembles 
and only the Euclidean distance measure was applied. Here we use the same geometric nor­
malisation (semi-automatic) and repeat these experiments using three common photometric 
normalisation approaches.
For the EPFL ensemble, images were cropped to include the face part (145 x 117) of the 
original image (350 x 280). Samples from the EPFL ensemble are shown in Figure 4.2 and 
Figure 4.3 in Chapter 4.
Similar geometric normalisation is applied to images of the YALE ensemble. Cropped 
face part (128x112) of the original image (320 x 243) keeps the original scale. Samples (after 
geometric normalisation) from YALE ensemble are shown in Figure 5.3.
The ZM, ZMST and HEQ photometric normalisation methods were used in conjunction 
with the Euclidean distance (EUD) classifier and the normalised correlation (NOC) classifier.
The experiments listed in Table 6.10 were conducted according to the Brussels proto­
col which combines the leave-out-one' strategy and the rotation estimate [20]. For details, 
please refer to Section 3.6.
6.6.2 Experimental results
The experimental results are summarised in the following tables and graphs.
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Database Normalisation Matching scheme Domain
X EDU LDA subspace & image
X NOC LDA subspace & image
M2VTS ZM EDU LDA subspace & image
ZM NOC LDA subspace & image
ZMST EDU LDA subspace & image
ZMST NOC LDA subspace & image
HEQ EDU LDA subspace & image
HEQ NOC LDA subspace & image
X EDU LDA subspace & image
X NOC LDA subspace & image
YALE ZM EDU LDA subspace & image
ZM NOC LDA subspace & image
ZMST EDU LDA subspace & image
ZMST NOC LDA subspace & image
HEQ EDU LDA subspace & image
HEQ NOC LDA subspace & image
Table 6.10: Databases, normalisations and matching schemes
1. Results on the EPFL ensemble in the image domain
Normalisation EER of Euclidean Distance EER of Normalised Correlation
X 17.57% 16.67%
ZM 15.41% 15.54%
ZMST 12.16% 13.08%
HEQ 11.49% 10.81%
Table 6.11: Verification performance in image domain on the M2VTS database: Equal Error 
Rate (EER) as function of classification method and photometric normalisation.
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ROC of Euclidean distance in image domain
Database: M2VTS; Protocol: ’leave-one-out’ and rotation
0.24
0.20
o 0.16
0.12
0.08
-o  No normalisation 
-G ZM normalisation 
o  ZMST normalisation 
-A HEQ normalisation
 ! -
0.04
0.00
0.20 0.240.12 0.160.080.040.00
False Acceptance
Figure 6.5: Performance of EUD in image domain on the EPFL ensemble
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ROC of normalised correlation in image domain
Database: M2VTS; Protocol: ’leave-one-out’ and rotation
0.24
0.20
i ^
- - k - -  1 ----1---
o 0.16
0.12 ■I---------
r  ^ 7 T \ ---- 1 — —  r
0.08
■€> No normalisation 
■B ZM normalisation 
-0 ZMST normalisation 
-A HEQ normalisation
-  4 -
0.04
0.00 0.240.16 0.200.08 0.120.040.00
False Acceptance
Figure 6.6: Performance of NOC in image domain on the EPFL ensemble
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2. Results on the YALE ensemble in the image domain
Normalisation EER of Euclidean Distance EER of Normalised Correlation
X 10.30% 18.79%
ZM 18.75% 24.07%
ZMST 8.66% 1&97%
HEQ 9.09% 14.03%
Table 6.12: Verification performance in image domain on the Yale face database: Equal Error 
Rate (EER) as function of classification method and photometric normalisation.
ROC of Euclidean distance in image domain
Database: YALE; Protocol: ’leave-one-out’ and rotation
o No normalisation
Q ZM normalisation
OZMST normalisatior
A HEQ normalisation
0.18
To Io—fe—O-—è— e— eF—e
0.02
0.02 0.06 0.10 0.14 0.18 0.22 0.26 0.30
False Acceptance
Figure 6.7: Performance of EUD in image domain on the YALE ensemble
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ROC of normalised correlation in image domain
Database: YALE; Protocol: ’leave-one-out’ and rotation
&  0.18
o No normalisation
H ZM normalisation
OZMST normalisatior
A HEQ normalisation
0.02
0.02 0.06 0.10 0.14 0.18 0.22
False Acceptance
0.26 0.30
Figure 6.8: Performance of NOC in image domain on the YALE ensemble
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3. Results on EPFL ensemble in the LDA subspace
Normalisation EER (%) of Euclidean Distance EER (%) of Normalised Correlation
X 2.3U 0.68
ZM 236 1.25
ZMST^ 4338 1.35
HEQ 0.99 0.36
Table 6.13: Verification performance in the LDA subspace on the M2VTS database: Equal 
Error Rate (EER) as function of classification method and photometric normalisation.
ROC of Euclidean distance in LDA subspace
Database: M2VTS; Protocol: ’leave-one-out’ and rotation
0.06
-o No normalisation 
-a ZM normalisation 
o  ZMST normalisation 
-A HEQ normalisation
0.05  1.
0.04c0
1
(g 0.03
i
iZ
0.02
—1—\—I
■s-
0.01
0.00
0.00 0.01 0.02 0.03 0.04 0.05 0.06
False Acceptance
Figure 6.9: Performance of EUD in the LDA subspace on EPFL ensemble
^More detailed ROC computation was carried out whereas the EER obtained in the previous Chapter was 
calculated by interpolation, thus better results were achieved.
“Under the Brussels protocol, evaluation data is unavailable. Therefore EUD can be used only in conjunction 
with global threshold which leads to poor performance.
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ROC of normalised correlation in LDA subspace
Database: M2VTS; Protocol: ’leave-one-out’ and rotation
co
o0)
‘o'ÛC
%
CO
0.06
0.05
0.04
0.03
0.02
0.01
0.00
o No normalisation
B ZM normalisation
o ZMST normalisation-
A HEQ normalisation
A  IÜ A  : I A ) A -6 -A -0 -A-^ - A -e ^ - 0  A'ig> A  g>‘A  g> A ‘g> A  &  €>-A‘
0.00 0.01 0.02 0.03 0.04
False Acceptance
0.05 0.06
Figure 6.10: Performance of NOC in the LDA subspace on EPFL ensemble
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4. Results on YALE ensemble in the LDA subspace
Normalisation EER of Euclidean Distance EER of Normalised Correlation
X 2.34% 3.03%
ZM 1.82% 2.42%
ZMST^ 43.45% 3.03%
HEQ 0.61% 2.42%
Table 6.14: Verification performance in the LDA subspace on the YALE face database: Equal 
Error Rate (EER) as function of classification method and photometric normalisation.
ROC of Euclidean distance in LDA subspace
Database: YALE; Protocol: ’leave-one-out’ and rotation
■o No normalisation 
■B ZM normalisation 
-o ZMST normalisation 
-A HEQ normalisation
0.06
_  -  u - I__
co •!___Üd>
Ô)
CL
0.04
0)
(0
I
0.02
A 6  A b:3A- QiilA- Q-t A -
0.00 I—  
0.00 0.060.040.02
False Acceptance
Figure 6.11: Performance of EUD in the LDA subspace on YALE ensemble
6.6.3 Previous results on the EPFL ensem ble
Below is a table showing the previously reported best results on the M2VTS database (EPFL 
ensemble) using the same experimental protocol. The geometric normalisation of the last
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c0
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%
£
ROC of normalised correlation in LDA Subspace
Database: YALE; Protocol: ’leave-one-out’ and rotation
■© No normalisation 
■a ZM normalisation 
-e> ZMST normalisation 
■A HEQ normalisation
0.06
I_
0.04
■a  A D A -a
0.02
0.060.040.02
False Acceptance
Figure 6.12: Performance of NOC in the LDA subspace on YALE ensemble
two rows in the table employs the same semi-automatic alignment based on the manually 
localised eye coordinates whilst the others are unknown. The process of optimisation over 
design configuration have brought the EER to 0.36% which is almost a tenfold reduction as 
compared with the previous results.
Researchers Affiliation EER Source
B.Duc,G.Matire, etc EPFL 7.4% AVBPA'97 [21]
C.Kotropopulos, etc AUT 3.7% ICIP'98 [58]
J.Matas, etc. SURREY 4.8% BMVC'97 [70]
Kenneth Jonsson SURREY 3.5% Personal Communication
Yongping Li SURREY 3.1% Transfer Report [62]
Table 6.15: Previous results obtained within the M2VTS project
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6.7 Discussion
AU the experimental results obtained in the LDA subspace consistently confirm that the 
simple and fast normalised correlation (NOC) classifier is robust not only to the facial ex­
pression changes but also to the iUumination variation. There is no significant improvement 
when photometric normalisation and cUent specific thresholds are appUed. Compared with 
experimental results obtained in the image domain, it is clear that the normalised correlation 
can achieve this superior performance in the LDA subspace.
Among aU six photometric normalisation approaches, the histogram equalisation (HEQ) 
is the best for both the normalised correlation classifier and the EucUdean distance classi­
fier in the LDA subspace. The experimental results without photometric normalisation or 
using HEQ normalisation show that the LDA subspace contains much more discriminatory 
information than the image domain.
The normalised correlation classifier has outperformed the EucUdean distance classifier 
in the LDA subspace in aU experiments except those conducted on the YALE ensemble. The 
reason for this could be that the LDA subspace for the YALE ensemble is over trained as 
there are 10 samples for each cUent in the training set.
Results presented in the Tables (6.2 ~  6.5) show that the performance of the EucUdean 
distance classifier in the LDA subspace does heavUy rely on the photometric normalisation 
and thresholding techniques. The zero mean normalisation (ZM) does not improve the per­
formance of the EucUdean distance classifier very much. Only when the zero mean unit 
variance normalisation (ZMST) and the cUent specific threshold (CST) are appUed, the im­
provement is significant. However, the results also show that if the global threshold (GLT) is 
required by the experimental protocol, the EucUdean distance classifier with ZMST normal­
isation would not deUver satisfactory performance.
From Table 6.9 we can see that the filtering can be used to improve the performance. 
Either a (3x3) mask average filter or a (5x5) mask average filter can achieve more than 10% 
improvement. This explains why we obtained better performance on the low resolution 
images (61x57) as compared with the high resolution images (148 x 138).
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6.8 Conclusions
In this chapter, the normalised correlation in the LDA subspace was proposed for face recog­
nition and verification. Extensive experimental comparisons between the normalised corre­
lation classifier and the Euclidean distance classifier using various photometric normalisa­
tion approaches have been conducted on several publicly available databases using interna­
tionally agreed experimental protocol.
All results presented in Section 6.6 indicate that the normalised correlation classifier in 
the LDA subspace outperforms the Euclidean distance classifier and achieves good perfor­
mance when the global threshold is applied.
The use of low resolution images in face recognition or verification is preferable for two 
obvious reasons: storage and computation time. Reducing the image resolution while main­
taining the same performance is a challenging task. The use of normalised correlation in 
the LDA subspace achieves this goal perfectly. From those results shown in Section 6.5, we 
can see that the performance of normalised correlation dropped only a little when the image 
resolution was reduced to less than 20% of the full resolution.
The important contributions of our work described in this chapter can be summarised 
below:
• First of all, we found that only in the LDA subspace the normalised correlation (NOC) 
classifier can exhibit high classification ability. It outperforms other distance-related 
approaches by a significant margin. Neither in the image space, nor in the PGA sub­
space does the normalised correlation classifier achieves its potential.
• Secondly, the NOC is insensitive to the photometric normalisation approaches and 
the choice of threshold techniques whilst the Euclidean distance (EUD) classifier re­
lies heavily on an appropriate selection of photometric normalisation approaches and 
thresholding techniques.
• Finally, unlike the EUD, the performance of the NOC does not drop down noticeably 
when the image resolution is scaled down, therefore, the NOC is ideally suitable for 
applications where a huge database of images is involved.
Chapter 7
An innovate metric in the LDA
subspace
In the previous Chapter we dealt with face classification problem in the LDA subspace via 
the performance comparison of the "traditional" Euclidean distance classifier and the nor­
malised correlation classifier. Both measurements neglect to take into account the difference 
of the probability function and the different gradient along the nearest client mean that un­
avoidably exist among the various client distributions in the LDA subspace and influences 
the classification capabilities of the classifiers.
In this chapter we investigate the matching score function in more detail and develop a 
novel technique which dynamically select the best decision in which the distance between 
the model and the probe images should be measured.
7.1 Introduction
Linear Discriminant Analysis (LDA) has been shown to be a powerful tool for pattern recog­
nition in general and for face recognition in particular. In the previous chapter and [49] we 
have shown that the normalised correlation outperforms the simple Euclidean metric score. 
In this chapter the issue of matching score in the LDA space is revisited. The reason behind 
the success of the normalised correlation will be established. The understanding gained 
about the role of metric wiU then naturally lead to a novel way of measuring the distance 
between a probe image and a representative of the hypothesised class. In extensive exper-
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imental studies on the publicly available XM2VTS database using the standard Lausanne 
protocol, we show that the proposed metric is consistently superior to both the Euclidean 
distance and normalised correlation matching scores. The effect of various geometric reg­
istrations^ and photometric normalisations on the matching scores is also investigated. Al­
though our discussion focuses on the Personal Identity Verification problem, we believe that 
the findings have a much wider significance.
This chapter is organised as follows. In Section 7.2 the Euclidean metric and normalised 
correlation matching scores are analysed and a novel metric introduced. The experimental 
description (including the face database, the experimental protocol, the image registration 
strategies and photometric normalisation methods) and experimental results are presented 
in Section 7.3. Finally a summary of the main findings and conclusions can be found in 
Section 7.5.
7.2 Distance Metrics
It is well known that the Linear Discriminant Analysis (LDA) provides an effective pattern 
representation. The reason for this is that LDA, in contrast to Principal Components (PCA), 
focuses on discriminatory content rather than on capturing the variability of the data. Al­
though it is designed to extract first order discriminatory information, in recent experiments 
in face based personal identity verification LDA has been shown to outperform both linear 
and nonlinear boundary Support Vector Machines [51]. This may be the consequence of the 
sparseness of training data in this particular application where only a few gallery images 
are available in the training set for each client. In such situations only the simplest model, 
defined in terms of the class mean vector, can be inferred for each client distribution and this 
is exactly what LDA is able to exploit.
The LDA projection maximises the ratio of between class and within class scatters. In 
the face recognition or face verification application scenarios the within class covariance ma­
trix is invariably rank deficient, as the number of training images is normally lower than 
the dimensionality of the image data. For this reason the Linear Discriminant Analysis is 
performed in a PCA subspace associated with the nonzero eigenvalues of the mixture co-
^The geometric registration is based on the eye positions obtained in three different ways: manually localised 
eye coordinates, perturbed manually localised eye coordinates and automatically localised eye coordinates [70].
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variance matrix. In this subspace the LDA axes are known to perform prewhitening of the 
within class covariances. In other words, the within class covariance matrix becomes an 
identity matrix. The assumption that each client distribution is Gaussian with mean fii and 
an identity covariance matrix underlies the LDA approach. Under this assumption the opti­
mal metric for face image classification is the Euclidean metric. Accordingly, given a probe 
image, x, in the LDA space, we can compute a matching score s for the probe and the i-th 
client mean as the Euclidean distance between the two vectors, i.e.
SE =  v ( x  -  m ) ^ ( x  -  / i i ) (7.1)
Whereas in the case of PCA representation, a host of different definitions of matching 
scores have been suggested in the literature, almost all the papers on the use of LDA in­
variably deploy the Euclidean metric. However, we question the merit of this commonly 
accepted wisdom. There are at least two arguments which raise a doubt about the valid­
ity of this particular score measure. First of all the within class covariance matrix used for 
deriving the LDA projection axes is not rank deficient only thanks to the averaging of the co- 
variance contributions over all the clients. In fact the individual class conditional covariance 
matrices are rank deficient. As the number of training images for each client is very small, 
the covariance structure is defined only in a low dimensional subspace of the LDA space. 
An extrapolation of the structure to the full LDA space is a very dangerous step to make. It 
would be much safer to define a matching score in the space spanned by the client training 
images only or ideally just in a one-dimensional space.
a) Euclidean metric
•  X
•  X
b) Normalised correlation c) Gradient direction metric
Figure 7.1: Metrics for matching score definition
Second, in the personal identity verification scenario we are not simply interested in the
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best match but whether the match is good enough. This means that we have to specify 
a threshold on the score value which defines whether a claimed identity can be accepted, 
even if the corresponding client mean happens to be the best matching model. The use of 
the Euclidean distance in this context is marred with difficulties. This can be seen from 
Figure 7.1 in which we illustrate the implications of this metric on verifying the claim that 
the probe image belongs to client i. Although actual impostors are not known beforehand, 
in verification all the other clients may be used to model potential impostors. Suppose that 
the nearest imposter to client i is client j  represented by its mean vector nj.  Let us consider 
two probe vectors for client i marked in the figure as xi and X2 . Note that both are closer to 
in than to IIj but their respective Euclidean distances are very different. Clearly, a threshold 
on the score for X2 could be much larger than the threshold used with probe x i . Thus a low 
fixed threshold will in some cases result in unnecessary rejections and its relaxation upward 
in unwanted false acceptances.
In our earlier work [64,51] we tried to deal with this problem by adopting the normalised 
correlation as a matching score function. Note that this measure is not a metric. It has been 
used successfully in the PCA space by [77] but its novel use in conjunction with the LDA rep­
resentation has been shown to be particularly fruitful in the previous chapter where exten­
sive experiments were conducted to explore its superiority in the LDA subspace comparing 
with the Euclidean distance metric. Recalling Chapter 6, the measure is defined as
= J K d L  (7.2)
\/x^x/if//i
As pointed out in Section 6.4, the normalised correlation is insensitive to probe move­
ment in the radial direction defined by the client mean.
Notwithstanding the improvements afforded by the normalised correlation, one can still 
voice some misgivings. The main drawback of the normalised correlation is that the axes of 
symmetry of the client acceptance cells are constrained to pass the origin. Inspecting Figure 
7.1, this score will not produce the most effective separation of client i from potential im­
poster j .  Considering just a pair of classes (with an identity covariance matrix), clearly any 
distance travelled by the probe image m a direction perpendicular to the line connecting the 
two mean vectors will not affect the acceptability of the claim. Only a displacement along
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the line connecting the two means can qualitatively change the decision about a claim. In 
fact in general it is not the direction defined by the difference of the two means but rather the 
direction of the gradient of the aposteriori probability function of client i. By the way, this is 
the same direction along which one should measure distances when using the nearest neigh­
bour decision rule. However the motivation for projecting data on the gradient direction in 
the case of the nearest neighbour rule is completely different from the above argument for the 
nearest mean rule used here and we shall therefore not pursue this analogy any further.
Thus we wish to measure the distance between a probe image x and the i-th client mean 
vector iii along the direction of the gradient of the i-th class aposteriori probability function 
P(î|x). Using the Bayes formula relating conditional probabilities P(%|x) can be computed 
as
where m  denotes the number of clients in the database. In (7.3) p(x|j) is the j-th client mea­
surement distribution and P{j)  is the prior probability of the probe image belonging to the 
j-th client. As mentioned earlier, it is assumed that the client distributions p(x|j) are Gaus­
sian with mean fij and an identity covariance matrix, i.e.
p{x\j) = [27r]^ea;p{-i(x -  //j)^(x -  nj)}  (7.4)
where d < m  denotes the dimensionality of the LDA space. Differentiating P(z|x) in (7.3) 
with respect to x we find the gradient direction VP(«|x) as
-  « )  f ^ p { ^ \ j ) P { j )  -  è p (x |i )P ( i){ x  -  %)] (7.5)
This can be further simplified as
m
VP(i|x) =  const X Y^p{x\j )P{j ){ i i j  -  lii) (7.6)
Note that the gradient direction in (7.6) will be dominated by the worst case impostors, 
that is by impostors close to the locality of the population of the client of the claimed iden­
tity. Moreover, as the length of the gradient vector will have to be normalised anyway the 
constant on the rhs of (7.6) can be ignored. Interestingly, any differences in the respective
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prior probabilities P{i) and P(j )  of the true client and impostors claiming access will not 
affect the direction of the gradient as the i-th term of the sum will be zero. In this respect 
the priors can also be ignored in the computation of the gradient direction, giving finally a 
simple formula
m
V P ( î | x )  =  p ( x | ; ) ( / 2j -  ixi) (7.7)
i  = 1 
j  f  i
Now projecting the difference of the probe image and the client mean vector on the gra­
dient direction (7.7) will give the proposed optimal matching score
l l ( x - « ) ^ V P ( i | x ) | |
=  | |V P W x ) | |
7.3 Experimental Setup
The proposed metric and the associated matching score is experimentally evaluated on a 
large publicly available face image database known as the XM2VTS database.
7.3.1 Geometric normalisation
Geometric normalisation known as face registration is performed by an eye position depen­
dent utility. This utility takes four parameters computed from the eye coordinates (rotation, 
scaling and translation in the horizontal and vertical directions) to crop the face part from 
the original image and scale it to any desired resolution. Registration strategies are decided 
by the methodology applied to localise the eye positions. Three different sets of eye coordi­
nates were used for face registration in our experiments to investigate how the registration 
strategies influence the performance.
Manual Registration Face image registration based on the manually localised eye coordi­
nates is called as "Manual Registration". This set of eye coordinates provides the 
ground-truth eye positions with ±1 pixel error. The verification errors obtained on 
manual registration are used as the baselines for each measurement combined with 
various photometric normalisations. Using manual registration eliminates the depen­
dency of our experiments on processes which may lack robustness. This will ensure
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that we focus on how the performance is influenced by the scoring function used (de­
cision making), photometric normalisation and thresholding.
Pseudo Registration The Pseudo registration is based on eye coordinates obtained synthet­
ically by perturbing the manually localised eye positions. The horizontal and vertical 
components of the eye positions were independently perturbed by adding random dis­
placements drawn from a normal distribution [49]. The mean and median registration 
errors (computed from-the distribution of Euclidean distances from the ground-truth 
client coordinates) increase linearly with the standard deviation of the normal distri­
bution. The objective of using pseudo registration was to investigate the sensitivity of 
the techniques to registration error. Perturbations were only performed on evaluation 
set and test set. We took the view that the training images are registered correctly.
Automatic Registration Automatic registration was based on the eye coordinates localised 
by a fully automatic approach named optimal robust correlation (ORC). Like the Pseudo 
Registration, only the evaluation set and test set were automatically registered with the 
client model in the training set.
7.3.2 Photometric normalisation
All six photometric normalisation approaches (ZM, ZMST, HEQ, FP, FPST, FPHQ) described 
in Section 4.5 are used to test how each matching score is influenced by them.
7.4 Experimental results and discussion
The primary aim of our experiments was to compare the performance of the three differ­
ent score measures defined in the LDA space in the context of face verification. However, a 
secondary objective was to investigate the effect of various methods of photometric normali­
sation of the face images on the rankmg of these measures. Our strategy was to establish the 
relative merits of the different photometric normalisation methods on the manually regis­
tered images and select only a subset of the most promising approaches for an experimental 
evaluation of the scores on pseudo registered and automatically registered data.
As mentioned earlier, the experiments were carried out according to the Lausanne pro­
tocol which specifies that 200 clients be used for training. For this number of clients the
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maximum dimensionality of the LDA space is 199. In our earlier work we investigated the 
relationship between the dimensionality of the LDA space and the verification performance 
and showed that as the dimensionality of the feature space reduces, the performance mono- 
tonically worsens. Although initially the degradation is very gradual, allowing a significant 
reduction in the computational complexity without a serious performance loss, we opted to 
experiment in the fuU LDA space.
Similarly, earlier experimental studies demonstrated that it is beneficial to low pass filter 
the image data and subsample it. In fact the optimal performance was achieved with rela­
tively low resolution face images, namely 61 x 57 pixels. The results reported in this section 
have been obtained with this image size.
Score NOR Evaluation set Test set
FR FA TE FR FA TE bEER
X 8.59 8.59 17.18 9.75 7.94 17.69 9.12
ZM 9.00 9.00 18.00 9.00 8.14 17.14 9.00
ZMST 3.33 3.33 6.66 2.25 3.43 5.68 2.75
SE HEQ 7.83 7.83 15.66 5.50 7.35 12.85 5.75
FP 9.17 9.17 18.34 9.25 8.31 17.56 9.00
FPST 9.00 9.00 18.00 8.00 8.42 16.42 8.00
FPHQ 10.00 10.00 20.00 6.75 10.88 17.63 7.25
X 3.33 3.33 6.66 3.75 3.48 7.23 3.56
ZM 3.33 3.33 6.66 3.50 3.49 6^9 3.50
ZMST 3.83 3.83 7.66 3.00 3.95 6.95 3.48
Sn HEQ 2.50 2.50 5.00 2.25 2.56 4.81 2.25
FP 3.50 3.50 7.00 3.50 3.64 7.14 3.50
FPST 3.76 3.76 7.52 3.75 3.90 7.65 3.75
FPHQ 3.33 3.33 6.66 2.25 3.45 5.70 2.50
X 2.95 2.95 5.90 2.50 2.80 5.30 2.65
ZM 2.33 2.33 4.66 2.32 1.50 3.82 1.75
ZMST 3.33 3.33 6.66 2.67 3.51 6.18 3.00
so HEQ 1.74 1.74 3.48 1.75 1.70 3.45 1.75
FP 2.67 2.67 5.34 1.75 268 4.43 2.00
FPST 3.17 3.17 6.34 2.50 3.20 5.70 3.00
FPHQ 1.78 1.78 3.56 1.50 1.62 3.12 1.50
Table 7.1: Performance of the three matchmg scores on manually registered images 
The results obtained on the manually registered XM2VTS database are shown in Ta­
ble 7.1. The table is divided vertically into three sections presenting the performance fig­
ures for the three different score measures. The entries are parameterised by the type of
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photometric normalisation deployed. Each row reports the results on the evaluation set and 
test set respectively. The evaluation set, which is independent of the training set, is used 
to compute the receiver operating characteristics (ROC curve) by varying the client specific 
threshold and measuring the corresponding/a/se rejection (FR) and false acceptance (FA) rates. 
The point on the ROC curve for which these two error rates are equal is selected as the op­
erating threshold. The equal error rates and their unweighted sum - the total error (TE) - are 
noted in the table. The performance of the verification system at this operating threshold is 
then verified on an independent test set and the results recorded in the last three columns of 
the table. Note that in general there is a close agreement between the results obtained on the 
evaluation and test sets which shows that the selected thresholds generalise well.
From the table we can see that the photometric normalisation which involves subtracting 
the best fitting plane (and followed by unit variance) does not generally improve the system 
performance. By checking a number of images we noticed that the parameters of the best 
fitting plane are often dominated by regions of total reflection in the image, rather than by 
the underlying gradient in illumination. We also observed that removing the image mean 
did not help much either. This can be explained by noting that the subtraction of the global 
mean from each image performed a similar role which made the removal of the image mean 
a superfluous operation. Interestingly, the Euclidean distance score, s e , always delivered 
better results with images normalised using ZMST; the sn  always achieved best performance 
on the histogram equalised data whereas sd scores excelled on the histogram equalised data 
after subtracting the best fitting plane.
Comparing the best results obtained with each of the matching scores, marked bold in 
the table, we note that the score based on the proposed gradient metric delivers the best 
performance overall. In fact the performance achieved with the new method is significantly 
better than the result obtained with normalised correlation as predicted theoretically. Inter­
estingly, the method gives a very good performance even on the raw data marked by symbol 
X. This is further improved by photometric normalisation using histogram equalisation. As 
in the case of the normalised correlation photometric normalisation by removing the image 
mean and scaling the variance does not have a beneficial effect, in fact the opposite.
The purpose of experimenting with the pseudo registered image data^ was to establish
^Registration based on manual localised eye coordinates perturbed with 2 standard deviations.
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Score NOR Evaluation set Test set
FR FA TE FR FA TE bEER
X 14.67 14.67 29.34 16.00 14.33 30.33 15.69
ZM 15.00 15.00 30.00 16.00 14.45 30.45 16.00
ZMST 4.83 4.83 9.66 4.25 4.94 9.19 4.50
Se HEQ 12.75 12.75 25.50 10.00 11.80 21.80 10.50
FP 15.33 15.33 30.66 16.25 14.92 31.17 16.25
FPST 15.07 15.07 30.14 13.75 14.95 28.70 13.75
FPHQ 16.33 16.33 32.66 12.25 16.01 28.26 13.50
X 5.33 5.35 10.68 4.50 5.53 10.03 4.95
ZM 5.33 5.33 10.66 4.75 5.55 10.30 4.75
ZMST 6.33 6.33 12.66 4.75 6.43 11.18 5.25
Sn HEQ 4.83 4.83 9.66 4.00 4.94 8.94 4.00
FP 5.50 5.50 11.00 4.75 5.65 10.40 5.00
FPST 5.94 5.94 11.88 4.00 5.99 &99 4.50
FPHQ 5.17 5.17 10.34 3.25 5.35 8.60 4.00
X 4.50 4.50 9.00 4.75 4.26 9.01 4.50
ZM 3.50 3.50 7.00 4.25 3.71 7.96 4.25
ZMST 5.00 5.00 10.00 4.25 5.11 936 4.56
so HEQ 3.50 3.50 7.00 3.25 3.42 6.77 3.36
FP 4.17 4.17 8.34 4.25 4.45 8.70 4.25
FPST 4.67 4.73 9.40 4.00 4.65 8.65 4.00
FPHQ 3.17 3.17 6.34 3.00 3.08 6.08 3.00
Table 7.2: Performance of the three matching scores on pseudo registered images 
how robust the approach is to missregistration. As before the training was done using the 
manually registered images. This is quite realistic even from the operational point of view 
as it is most likely that client enrollment would be carried out under an operator supervision 
and any errors in registration could be manually corrected. However, once the training is 
completed, any future client access claim should be processed automatically. It is therefore 
pertinent to understand the effect of registration errors on the system performance. Accord­
ingly, the ROC curve was computed using an evaluation set containing images registered 
with perturbed eye coordinates. The verification system was then tested on an indepen­
dent test set for which the eye coordinates were also perturbed according to the same error 
distribution.
The performance degrading effect of missregistration is clearly visible from Table 7.2. In 
all cases the best results degrade by a factor of two. The relative ranking m performance is 
preserved, including the ordering of photometric normalisation methods.
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The last set of experiments was conducted using evaluation and test sets with automat­
ically registered images. The results are presented in Table 7.3. They confirm the general 
trends predicted by the experiments on pseudo registered data. In fact the perturbation 
model used to generate pseudo registered data reflects the statistical distribution of errors of 
the automatic eye coordinate registration process [49] quite closely. The proposed matching 
score again achieves the best performance which is more than 20% better than the next best 
result. Interestingly, the Euclidean distance measure catches up and overtakes normalised 
correlation.
Score NOR Evaluation set Test set
FR FA TE FR FA TE bEER
X 13.50 13.50 27.00 13.25 14.23 27.48 13.25
ZM 13.33 13.33 26.66 13.00 12.93 25.93 13.00
ZMST 4.83 4.83 9.66 4.50 4.78 9.28 4.50
s e HEQ 12.33 12.39 25.69 9.25 12.86 22.11 9.65
FP 13.50 13.53 27.03 13.00 13.13 26.13 13.00
FPST 14.87 14.87 29.74 9.75 15.14 24.89 10.75
FPHQ 13.83 13.83 27.66 10.75 16.00 26.75 11.50
X 6.00 6.00 12.00 6.25 6.20 12.45 6.25
ZM 6.00 5.97 11.97 6.25 6.14 12.39 6.25
ZMST 6.17 6.17 12.34 6.50 6.43 12.93 6.50
S n HEQ 4.17 4.17 8.34 5.50 4.26 9.76 4.85
FP 6.17 6.17 12.34 6.25 6Jfi 12.51 6.25
FPST 6.00 6.00 12.00 5.75 6.12 11.87 5.75
FPHQ 5.00 5.07 10.07 5.25 5.09 10.34 5.25
X 4.77 4.77 9.54 5.50 4.57 10.07 5.10
ZM 3.67 3.67 7.34 4.50 3.64 8.14 4.25
ZMST 4.67 4.67 9.34 4.25 4.57 8.82 4.35
S o HEQ 3.50 3.50 7.00 3.75 337 7.12 3.75
FP 4.17 4.17 8.34 4.50 4.17 8.67 4.50
FPST 4.33 4.33 8.66 4.75 4.11 836 4.34
FPHQ 3.00 3.05 6.05 4.00 2.92 6.92 3.63
Table 7.3: Performance of the three matching scores on automatically registered images
7.5 Conclusions
The performance of face verification systems using a LDA feature space depends on many 
factors such as image registration, feature space dimension, photometric normalisation, match-
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ing score and decision threshold. We investigated the issue of matching score definition in 
the LDA feature space and established the reason behind the success of the normalised cor­
relation. The understanding gained about the role of metric then naturally led to a novel way 
of measuring the distance between a probe image and a model, i.e. in the gradient direction 
of the aposteriori probability of the hypothesised client identity. In extensive experimental 
studies on a publicly available database^ using a standard protocol^ we showed that the 
proposed metric is consistently superior to both the Euclidean distance and normalised cor­
relation matching scores. The effect of various photometric normalisations on the matching 
scores was also investigated.
^This database is known as extended M2VTS database.
^The experimental protocol for the XM2FDB is called the Lausanne protocol.
Chapter 8
Client specific LDA
8.1 Introduction
The LDA approach discussed in previous chapters is based on a global representation of 
both the training samples and the probe in a subspace of the training data space, called 
feature space. The distribution of the training data of the clients in this subspace induces 
a space tessellation [103] which defines the spatial extent of each class. The verification 
of a claimed identity is then tested by checking whether the probe image projects into an 
appropriate tessel of the representation space. The feature space tessellation is normally 
imposed by means of a global threshold which optimally separates each class from aU the 
other classes. Alternatively, the feature space partitioning can be achieved using a client 
specific thresholding which can significantly improve the classification ability.
While client specific thresholding attempts to achieve a better adaptation to class specific 
distributions it is realised within the framework of a shared multi-class representation of aU 
the face data. To our knowledge there is only one technique which departs from the common 
feature space approach and deploys client specific representations, namely the client specific 
SVM method of Jonsson et al [51]. Interestingly, even this approach builds the client specific 
bases in a common PCA feature space spanned by the training face image data.
In contrast to the common multidimensional representation framework of the standard 
PCA and LDA approaches, we propose one dimensional client specific fisher face represen­
tation. This novel LDA approach achieves a superior performance to any known method 
tested on the XM2VTS database according to the internationally agreed Lausanne protocol.
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In comparison with the next best approach which is based on client specific Support Vector 
Machine design, the performance gain of the proposed method is greater than two. Equally 
importantly, the performance superiority is not the only advantage of the proposed method. 
Additional features of practical significance are:
• the simplicity of training, which for large user databases requires only a matrix mul­
tiplication of the client mean vector;
• the insulation of a client enrollment from the enrollment of other clients. This opens 
the possibility to consider other than the centralised architecture for the personal iden­
tity verification system (i.e. architecture where client models are stored and updated 
centrally) and
• smart card processing becomes a reality without the need to restrict the the represen­
tation framework and therefore the representational capacity of the system;
• the speed of probe testing being more than two orders of magnitude faster than con­
ventional PCA and LDA methods as the proposed techniques involves only a single 
fisher face per client.
This Chapter is organised as follows. In Section 8.2 we develop the novel client specific 
LDA representation and discuss associated decision strategies. We argue that with the client 
specific fisher faces the problem of decision making can be formulated as either testing the 
hypothesis that the claimed identity is true or that the probe image belongs to an imposter. 
We also show that both tests can be applied simultaneously and the results fused to en­
hance the system performance. In Section 8.4 we fist the benefits of the proposed method. 
Its performance is evaluated experimentally on the XM2VTS database in Section 8.3. The 
experiments are conducted using the Lausanne protocol. Finally the chapter is drawn to 
conclusion in Section 8.5.
8.2 Theory
Let us consider the problem of designing a personal identity verification system for m  clients. 
Suppose that for each client we have Ni samples of some biometric data for training. In here 
the focus will be on frontal face images but the methodology to be developed is applicable
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to any biometric modality. Accordingly, we shall assume that the data is appropriately regis­
tered and normalised photometrically. Note that in principle the number of training samples 
per client may differ. Thus the size of the training set will be iV = ^ i-
The conventional approach to personal identity verification or to face recognition based 
on fisher faces is first to project the training data into the lower dimensional subspace spanned 
by the training images. This is required so that the within class scatter matrix that has to be
inverted when searching for fisher faces is not rank deficient. The projection matrix can be
found by means of principal component (PCA) analysis. Denoting the j  — th training im­
age in a vector form as z j  the analysis commences by finding first of all the global mean 
/i =  Zj and the mixture covariance matrix S as
N
s  = Y ^ { z j  -  f i ) { z j  -  (8.1)
j=i
If the dimensionality D  of the image vectors is larger than the number of training images N ,  
the mixture covariance matrix S will have at most n < N  non zero eigenvalues. The eigen­
vectors of E associated with the nonzero eigenvalues define the subspace spanned by the 
training data and can be used for projecting the training images into a lower, n  dimensional 
space fully spanned by the projected training data. This can be accomplished without any 
loss of information.
It should be noted that for computational reasons the practical procedure for finding the 
eigenvectors of matrix E differs from the above description so that the eigenvalue analysis 
can be solved in the N  x N  space rather than in the D x  D  space as the latter numerical 
analysis problem may not be feasible. However, the details of the feasible approach can be 
found elsewhere [32]. For the purpose of this chapter we shall simply assume that the n 
eigenvectors U = [u i,..., u^j have been found and that the image data, after centralisation, 
has been projected into lower dimensional vectors as
Xj = U'^{zj -  fi) \/j (8.2)
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Let us denote the mixture covariance matrix of the projected vectors by i.e.
^  =  (8 3 )
3=1
The standard approach would now proceed first by deftning the mean of each client class 
uji ; z — 1J.. J TTi as
1
(8-4)
* j = l
and the mean class scatter matrix Sb- The fisher faces v^ would then be obtained by finding 
the eigenvectors of matrix ^ ~ ^ S b  associated with the non zero eigenvalues of this matrix 
product. There would be at most m  — 1 such eigenvectors. Personal identity claims would 
then be tested by projecting a probe image z into the PCA space U, followed up by a projec­
tion onto fisher faces V  = [v i,...., v^_i] as
y =  -  n) (8.5)
The projected probe vector y would then be tested against the projected mean 7 ^
7 i =  (8 .6 )
of the claimed identity Ui using a suitable metric.
Note that in the conventional approach the representation space for the probe vector and 
client template is the same for all identity claims. In this chapter we advocate a diametri­
cally different approach by proposing the use of client specific representation spaces. This is 
achieved by formulating the personal identity verification problem as a two class problem: 
class uji is the i — th client claimed identity and Ü is the imposter class (claim not accepted).
It is interesting to note that the mean of the imposter class in the PCA space can be ex­
pressed as
2 N - N i
= Af _  y. E  *3 ^3«"i (8-7)3V J V,
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which can easily be shown to simplify to
Ni . A
Thus the mean of the imposter class is the global mean shifted in the opposite direction to 
that of the client mean. The magnitude of the shift is given by the ratio of the respective 
numbers of the client training face images and the total number of training faces. This will 
normally be very small and the mean of the imposter class will always stay close to the origin 
irrespective of the claimed identity.
The between class scatter matrix Mi in this two class case wül be given as
which can be reduced to
N - N ^
The covariance matrix of the imposter class estimated as
1 Ni _  Ni
M i =  (8.10)
= W ^ i g  (8.11)
can be expressed in terms of matrix $  by rewriting equation (8.11) as
-
(8.12)
where the vectors in the second sum belong to the client class. In fact the second sum is 
related to the covariance matrix for the client class, i.e.
iv,
I
j=i 
as
1 j \ XjEW^ (8.13)
g(^^ '+ + ( î Ævï )  } (8-1^ )
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Simplifying (8.12) we finally find
N - N i
(8.15)
The within class scatter matrix is now obtained by weighted averaging the covariance 
matrices of the class of impostors and clients, i.e.
TV _ M. ]\i.
Substituting from (8.15) and simplifying we finally obtain
E% = 0 -  Mi (8.17)
We are now in position to determine the linear discriminant for this two class problem 
by findmg the eigenvectors of matrix associated with nonzero eigenvalues. In fact in
the two class problem there is only one such vector v that satisfies
Sr^MiV -  Av =  0 (8.18)
with A /  0 provided z/% is non zero. As there is only one solution to the eigenvalue problem
it can be easily shown that vector v can be found directly, without performing any eigen-
analysis as
V = (8.19)
This becomes apparent by substituting for v in (8.18) from (8.19) and for Mi from (8.10), i.e.
= Av (8.20)
which also shows that the eigenvalue A is given by
N - N i
8.2. THEORY_____________________________________________________________ 121
Thus the overall client i specific linear discriminant transformation is given as
ai =  U-v (8.22)
It defines the client specific fisher face for testing the claimed identity.
8.2.1 D ecision strategy
It is now interesting to note that given a probe z the claimed identity w, can be tested in two 
different ways. First of all it can be tested against the client mean vector fii by centralising
both by the global mean jj. and projecting them on to the fisher face a*. The difference be­
tween these one dimensional projections will be indicative of the degree of similarity (in fact 
dissimilarity) between the probe and the client model. In computing the difference, the effect 
of the centralisation of the probe and client mean vectors by the global mean is cancelled. 
Thus the test statistic (or score) to be used for decision making can simply be defined as
dc ~  |n%z a^ //* I (8.23)
If the test statistic exceeds a predefined threshold % the claim is rejected, otherwise the 
claimed identity is accepted, i.e.
dc < tc accept claim
(&20
dc > tc reject claim
The threshold is chosen so as to achieve a specified operating point, that is a specified rela­
tionship between the false rejection of true claims and false acceptance of imposter claims. 
The operating point is determined from the receiver operating characteristics (ROC) curve 
which plots the relationship between these two error rates as a function of decision thresh­
old. The ROC curve is computed on an independent set, known as evaluation set. Typically, 
the operating point is selected at the equal error rate (EER) where both the false rejection and 
false acceptance rates are the same.
Alternatively, one can pose the question how close the probe of the claimed identity is to 
the class of impostors, modelled by its mean pn = In this test we would expect
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the projected probe of a genuine claimant to be far from the projected imposter mean, giving 
the following test statistic:
di < ti reject claim  ^5 )
di > ti accept claim
where
di  =  |aiZ -  (8 26)
and ti is the EER threshold obtained again from the ROC curve computed on the evalua­
tion set. Note that for a sufficiently large training set the ratio of client to the total number 
of training images will be very small and the second term in (8.26) can be neglected. The
imposter test statistics will then simply be the absolute value of the projection of the probe
image into the client specific fisher face space.
In the Section 8.3 we present the results of experiments with both tests and show that in 
fact they are complementary. In other words they can be fused into a single decision scheme 
which exhibits superior performance.
8.3 Experiments
Experiments with the proposed method of personal identity verification using client spe­
cific fisher faces have been conducted on the XM2VTS face database using the Lausanne 
protocol[72]. In order to eliminate any contributory effects of missregistration, we use the 
manually determined eye coordinates for all images in the database. Two photometric nor­
malisations (ZM and HEQ) were applied for performance comparison. The global mean 
of the registered and photometrically normalised images using histogram equalisation is 
shown in Figure 8.1. The mean of client ID no. 278 is shown in in the same figure, together 
with the cfient specific fisher face for client ID no. 278.
83.1 Performance against photometric normalisation
After training which first involved the determination of the PCA axes associated with the 
nonzero eigenvalues of the mixture covariance matrix and subsequently the computation of 
the cfient specific fisher faces, the evaluation set was used to compute the ROC curves. Three 
separate experiments were conducted to find the best strategy for photometric normalisation
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Figure 8.1: Global mean, client mean and the client specific fisherface
for each of the two formulations of the personal identity verification problem, i.e. testing for 
client acceptance and testing for imposter rejection. In the first experiment no normalisation 
was used whereas in experiments two and three the image mean subtraction and histogram 
equalisation were applied respectively. The corresponding ROC curves are shown in Figures
8.2 and 8.3. It is interesting to note that when testing for imposter rejection photometric nor­
malisation significantly improves the performance, with histogram equalisation achieving 
the best results. Surprisingly, when testing for client claim acceptance, histogram equalisa­
tion was still the best photometric normalisation. However, the best results were obtained 
without any normalisation. This opens the possibility to use two different fisher faces to per­
form these two tests. However, in this report we have opted for a single client specific fisher 
face per client and chosen the normalisation by histogram equalisation which gave the best 
results overall.
8.3.2 Distributions of image projections and distances
Imposters' projections vs. Clients' projections
Another view of the client/imposter separability can be gleaned from the histograms of 
the projections of the two classes, clients and impostors, into the client specific fisherfaces. 
These are presented in Figures 8.4 and 8.5 respectively. Note that as expected all the im­
poster projections cluster at zero, i.e. the projected imposter mean. The client projections fall 
far from the origin. The negative projections are an artifact of the convention adopted for 
representing each fisher face. In principle, the client projections could be induced to be all 
positive as Section 8.2 suggests.
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ROC of client-specific LDA solution
CFG2, evaluation set, global threshold (Impostor model)
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Figure 8.2: Performance against photometric normalisation: ROC on evaluation set using 
impostor-model
Distances to client vs. Distance to impostor
Figure 8.6 showed the distribution of client probes' distances (a) and imposter probes' 
distances (b) using the client model whilst Figure 8.7 illustrated these distance distributions 
using the imposter model where we can find that more discriminant boundary exists in the 
imposter model than that in the client model.
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ROC of client-specific LDA solution
CFG2, evaluation set, global threshold (Client model)
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Figure 8.3: Performance against photometric normalisation: ROC on evaluation set using 
client-model
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Histogram of impostor projections
(Lausanne protocol, configuration II, evaluation data)
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Figure 8.4: Histogram of impostors' projections
Histogram of client projections
(Lausanne protocol, configuration II, evaluation data)
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Figure 8.5: Histogram of clients' projections
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Distribution of clients’ claims
(Distance to client, evaluation set, configuration II)
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Figure 8.6: Distance distributions in Client-model
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Figure 8.7: Distance distributions of Impostors-model
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8.3.3 Experimental results
From the ROC curves the equal error rate thresholds were established for the two formula­
tions of the identity authentication problem. The results shown in Table 8.1 were obtained 
using histogram equalisation (HEQ) in conjunction with global threshold (GET). The results 
show the false rejection, false acceptance and total error rates obtained on the evaluation set 
at the equal error threshold. The corresponding test set results are shown in the last three 
columns of the table. For comparison we include the best results obtained using normalised 
correlation (NOG) in the rows of Table 8.1 marked "Baseline".
CFG Methods Evc
FR
iluation
FA
set
TE FR
Test set 
FA TE
Baseline(NOC) 2.67 2.67 5.34 2.50 2.70 5.20
I
client model 
impostor model 
fusion
12.94
3.30
2.67
12.94
3.30
0.70
25.88
6.60
337
12.25
2.75
2.25
12.84
3.18
1.14
25.09
5.93
3.39
Baseline(NOC) 1.25 1.25 2.50 0.50 1.23 1.73
II
client model 
impostor model 
fusion
7.00 
1.19
1.00
7.00
1.19
0.31
14.00
238
1.31
6.50
1.25
0.75
6 j#
1.08
0.29
13.48
2.34
1.04
Table 8.1: Results comparison on semi-auto registration (Global threshold applied)
Looking at Table 8.1 a number of observations can be made. In both configurations, better 
results were obtained using the imposter rejection test rather than the client acceptance test. 
However, a further improvement has been gained by fusing the results of these two tests. 
As we have only two experts, we could not opt for any sophisticated fusion strategy. As 
it turned out, a simple serial fusion scheme delivered a performance improvement as the 
decision errors were largely uncorrelated. More specifically, in the first stage of the decision 
system the claimed identity was tested for imposter rejection. If the probe was rejected as 
an imposter, the claimed identity was accepted. If the imposter hypothesis was accepted 
then a second test, client acceptance test, had to be performed. If the client hypothesis was 
accepted the claimed identity would be accepted, else it would be rejected. The performance 
improvement gained by fusion are shown in the same table. For both configurations the 
results obtained are the best ever achieved with any of the methods and parameter settings 
we have experimented with so far. This includes not only conventional LDA method used
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as a baseline technique but also PCA, robust correlation and client specific Support Vector 
Machine. In the case of Configuration II the errors were more than halved.
8.4 Discussion
The proposed chent specific LDA approach to personal identity verification has a number 
of interesting properties that are worth pointing out. First of all each client specific LDA 
representation space is only a one dimensional subspace of the original face space. This has 
important implications on the computational efficiency of the verification method. Com­
monly, LDA representation using common fisher faces would span a subspace of more than 
hundred dimensions. As the computational complexity of an LDA based method in the op­
eration phase (after training) is linearly proportional to the LDA space dimensionality, the 
scheme developed will be more than hundred times faster than the conventional approach 
employing a common LDA basis. Moreover, as the test statistics are one dimensional, there 
is no need to compute a Euclidean distance in the fisher space. A simple comparison of a 
statistic (or in the worst case of its absolute value) with a threshold wiU yield a decision, thus 
achieving further computational gains. Finally, it is also worth noting that the projections of 
the client imposter means onto the client specific fisher face would be precomputed which 
would also significantly speed up the processing.
As far as the training phase is concerned, the proposed client specific LDA approach is 
also much simpler as each client specific fisher face, after the data has been projected into 
the PCA subspace, can be obtained without solving an eigenvalue analysis problem. This 
may not appear as such an advantage at a first glance as one still needs to find the inverse 
of the client specific within class scatter matrix in (8.17) which is of similar complexity to 
eigenanalysis. However, for a sufficiently large number of training faces the mean scatter 
matrix Mi in (8.10) will tend to zero and its affect on will be negligible. In fact in this case 
the within class scatter matrix wiU become common to all the clients, i.e. E% = $  VL Not 
only will the inverse of the within class scatter matrix become identical for all the clients, it 
will not have to be computed, as matrix 0 is nothing else but the matrix of eigenvalues of 
the mixture covariance matrix E. Hence it is a diagonal matrix and its inverse is obtained 
by inverting its diagonal elements. Thus finding the client specific fisher faces in this large
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Iraining set case becomes trivial, avoiding computational intensive matrix operations. Most 
importantly, though, the determination of a client specific fisher face becomes independent 
of any other client specific fisher faces. This makes the enrollment of new clients particu­
larly easy whereas in the conventional approach involving a common LDA space the intro­
duction of a new client changes the scatter of means matrix and consequently all the client 
representations. This has serious implications on the practical utility and extensibility of the 
conventional approach in scenarios where the chent population is continuously changing.
Apart from the merits of the proposed chent specific LDA representation in terms of the 
speed of computation, the scheme has also very attractive properties from the point of view 
of the storage required. The actual advantages and drawbacks wiU depend the architecture 
of the personal identity verification system. In a fuhy centralised system a probe image 
of a claimant is transmitted to a remote central processing station which stores the details 
of each chent. For the chent specific LDA approach one needs to store m x (F -H 1) data 
where I  represents the size of the fisher face (image size). The conventional approach would 
require the storage of m x J  PC As plus (m — 1) x (m — 1) components of the LDA basis 
plus m  X (m  -  1) template coefficients. Assuming the image size is an order of magnitude 
greater than the number of chents, both approaches wül be comparable. However, when 
the number of chents approaches image size (number of image pixels), the proposed scheme 
wih be shghtly more efficient.
For a semi-centralised scheme where some chent specific data is stored on a smart card 
but the access claim processing is done in a local terminal storing the PCA bases, both ap­
proaches wih be comparable. For the chent specific approach one would need to store the 
chent specific fisher face expressed in the PCA space (i.e. the m — 1 dimensional vector v%) 
where as for the conventional approach one would require to store the m  — 1 fisher face coef­
ficients of the templates. In the fuhy localised processing where both the chent information 
stored and the processing is performed in the smart card the chent specific approach wih be 
m  times more efficient, both in terms of storage and processing speed.
One of the enhancements of the standard eigenface approach to personal identity veri­
fication and recognition is the idea of measuring the amount of probe image projection out 
of the face space. This information can be used as a feature to establish whether the probe 
image is consistent with the client face models. In the chent specific approach one could sthl
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use this idea by implementing the mapping into the client specific fisher face in two stages. 
After the projection of the probe image into the PCA space one could check what proportion 
of the probe image lies outside this PCA space and reject the identity claim if this exceeds 
a certain threshold. The client specific fisher face verification would proceed in the next 
stage only if the initial test applied to the probe image is positive. However this approach 
would lose most of the computational advantages of the client specific LDA method. As it 
happens, with the two class formulation of the client specific personal identity verification 
problem the distribution of impostors has the mean close to the origin. As the image data is 
photometrically corrected before verification as described in Section 8.3, the variance of the 
grey level data and therefore the image magnitude is approximately constant. This means 
that if a significant proportion of the image vector lies outside the space, its projection into 
to the fisher space will also be foreshortened and the vector is likely to fall into the class of 
impostors. Thus in this two class case there is very little benefit in measuring the projection 
out of the PCA space explicitly.
In Section 8.2 we described a decision making strategy which involves two tests, client 
specific and impostor tests and their fusion to obtain the final decision. In theory, since 
the client and imposter distributions are projected into a one dimensional space, it should 
be possible to find a single threshold which separates the two classes at given operating 
point error rates. This global threshold for EER has been found experimentally to derive an 
alternative decision strategy. Both schemes are experimentally compared in the following 
section.
As already alluded to, the enrollment of new clients in the proposed approach is con­
siderably simpler than in the conventional approach, especially when one initially has suf­
ficiently large database of clients to identify a representative PCA space. However, if the 
initial training set is relatively small it may be necessary to update the PCA axes and the 
client specific fisher faces as new clients are enrolled. This can be done by initially com­
puting the PCAs recursively and eventually by applying the results of matrix perturbation 
analysis. Details of these approaches are beyond the scope of this study.
8.5. CONCLUSION________________________________________________________
8.5 Conclusion
In the chapter we proposed one dimensional client specific fisher face representation. This 
novel LDA approach contrasts with the conventional LDA representation which involves 
multiple shared fisher faces. The method provides two measures for authentication: a dis­
tance to the client template, and a distance to the mean of impostors. These two decision 
scores are combined to achieve significant performance gains.
The method has been tested on the XM2VTS database according to the internationally 
agreed Lausanne protocol and shown to achieve superior performance. Interestingly the 
performance superiority is not the only advantage of the proposed method. Additional fea­
tures of practical significance include the simplicity of training, as for large user databases 
the proposed technique requires only a matrix multiplication of the client mean vector. 
Moreover, the client enrollment is insulated from the enrollment of other clients. This opens 
the possibility to use other than the centralised architecture for the personal identity ver­
ification system and in fact smart card processing becomes a reality without any need to 
restrict the representation framework and therefore the representational capacity of the sys­
tem. Finally the speed of probe testing is more than two orders of magnitude faster than that 
achieved by conventional PCA and LDA methods as the proposed techniques involves only 
a single fisher face per client. For these attractive properties the method is ideally suited for 
both representation and authentication in personal identity verification systems.
Chapter 9
Conclusions and Future work
9.1 Conclusions
In this thesis, three main functional parts of the face identification system: face registration, 
feature extraction and matching scheme were studied. In each part of the system, the topic 
related techniques, theoretical methods and implementations were investigated. A simple, 
robust implementation was recommended for each part. This should enable the design of a 
face recognition system that achieves good overall performance.
The major conclusions of these study can be summarised as follows:
Face registration
• A simple, fast and efficient geometric normalisation approach based on the eye posi­
tion was proposed and developed. It takes four parameters computed from the eye 
coordinates (rotation, scaling and shift in the x and y directions) to crop the face part 
from the original image and scale it to any desired resolution.
• Two eye centre detectors, template matching in spatial domain using a global mean 
eye template and eigeneye matching in eigeneye subspace, were explored and devel­
oped. Both can correctly localise the normal eye centre accurately when the coarse eye 
position is within ±  40 pixels.
Feature extraction
• There algorithmic techniques for the implementation of the Linear Discriminant Anal­
ysis (LDA) in the context of face recognition and verification have investigated in
134
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Chapter 5. Extensive experimental results support the conclusion that the implemen­
tation based on the Kronecker canonical form and the QZ algorithm accomplishes the 
best performance.
• For the LDA subspace implementation, if matrix Sw  is not completely singular, the 
simple matrix transformation or the Cholesky factorisation and QR algorithms can 
achieve equally good performance by adding a post-processing step to normalise the 
final eigenvectors.
• The efficiency of geometric face normalisation and the optimal robust correction (ORC) 
based shape and intensity normalisation were tested in conjunction with both eigen­
face and fisherface representations. The experimental results showed that the fish­
erface relies the geometric alignment more heavily than on intensity normalisation 
whereas the eigenface requires both normalisations equally.
• Using the whole registered face or only a masked part does not influence the perfor­
mance of the robust LDA approach significantly, as the face registration process re­
moves from the original images most of the irrelevant information included the back­
ground.
Classification
• The normalised correlation was proposed as a matching score function for classifica­
tion in the LDA subspace. It outperformed other distance-related approaches in all the 
face verification experiments.
• A client-specific thresholding technique was developed. It can be used to improve the 
performance of the Euclidean distance classifier significantly when the zero mean unit 
variance photometric normalisation is applied. The experimental results showed that 
the best performance was achieved by the normalised correlation classifier in the LDA 
subspace using histogram equalisation normalisation and this client-specific thresh­
olding technique.
• After establishing the reason behind the success of the normalised correlation, we pro­
posed a novel way of measuring the distance between a probe image and a model.
9.2. FUTURE WORK_______________________________________________________ ^
Extensive experimental studies on the XM2VTS database using the Lausanne protocol 
showed that the proposed metric is consistently superior to both the Euclidean dis­
tance and normalised correlation matching scores.
Client specific Linear Discriminant Analysis
• A one dimensional client specific fisherface representation for personal identity verifi­
cation was proposed. This novel LDA approach contrasts with the conventional LDA 
representation which involves multiple shared fisher faces. The method provides two 
measures for authentication: a distance to the client template, and a distance to the 
mean of impostors. These two decision scores are combined to achieve significant per­
formance gains.
• The demonstrated performance superiority is not the only advantage of the proposed 
method. Additional features of practical significance include the simplicity of training, 
as for large user databases the proposed technique requires only a matrix multiplica­
tion of the client mean vector. Moreover, the client enrollment is insulated from the 
enrollment of other clients. This opens the possibility to use other than the centralised 
architecture for the personal identity verification system and in fact smart card pro­
cessing becomes a reality without any need to restrict the representation framework 
and therefore the representational capacity of the system. Finally the speed of probe 
testing is more than two orders of magnitude faster than that achieved by conventional 
PCA and LDA methods as the proposed techniques involves only a single fisher face 
per client. These attractive properties make the method ideally suited for both repre­
sentation and authentication in personal identity verification systems.
9.2 Future work
Face recognition using finear discriminant analysis achieves very good performance if the 
three stages: face image registration, LDA subspace implementation and the matching scheme 
in the LDA subspace, are designed correctly and efficiently. The latter two stages were stud­
ied and explored in details in the thesis. The photometric normalisation based on the his­
togram equalisation and the geometric alignment based on the eye coordinates were shown
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to be effective approaches. The future work should be concentrated on automatic eye centre 
extraction.
In finding the eye centres in an unknown scene, one is likely to encounter many diffi­
culties as there are so many uncertain factors involved such as what kind of image (colour 
or grey-level, frontal or profile, real photo or picture), how many faces, up-right or rotated, 
etc. However, in practical applications, there exist many constraints and empirical knowl­
edge that can be used to reduce the uncertainty and to simplify the problem. For example, 
we may know if the image is colour, how many faces we present in the scene, etc. In all 
situations, the main focus whl be on localising the eye coordinates of each face in the scene 
image.
If the colour information of the face image is available, the technique applied in [97] for 
lip localisation can be utilised to estimate the coarse positions of the two eyes. The fine 
position of eye centre can be obtained using either the normalised correlation in the spatial 
domain with the average eye template or the eigeneye matching in the eigeneye subspace. 
In the case of grey-level images, the active shape models presented in [17] or can be used to 
estimate the face shape.
As continuing work to Section 4.4, one proposal is to perform "Eye matching in thefishereye 
subspace". This is motivated by the better classification performance of fisherface than that 
of eigenface. Therefore the "fishereye space" can be expected to outperform eigeneye space 
for the eye matching. The direct benefit of this approach would be that the main functions 
of this thesis may be applied to another problem.
Another aspect of future work under consideration is concerned with pose estimation 
and correction. This work falls under the registration stage. Approaches presented in [110],
[12], [6], [59], [61] wfil serve as a starting point for tackling this problem.
Once this work are carried out, a full automatic system will be developed for both face 
recognition and verification.
Appendix A
Comparison of the general 
eigenproblem solutions
In this Appendix, we select some sensitive matrices to test the four approaches of solving 
the general eigenproblem in formula (5.11). In the context of face recognition or verification 
using the LDA, the 5^ is a symmetric matrix and Sw  is a positive definite symmetric matrix. 
We explore how the stability of these four solutions is affected by the condition of S w
"QR" : approach using the Cholesky factorisation and the QR algorithm.
"QZ" : approach using the Kronecker canonical form and the QZ algorithm.
"MT" : approach that converts the problem to an equivalent eigenproblem of a single real 
symmetric matrix %(see formula (5.17)).
"MT2" : approach using formula (5.26).
A.l S w  is positive definite
Suppose the matrix Sw  is defined as
/
Sw —
2.1 1.0 2.0 3.0 ^
1.0 3.2 -1.0 2.0
2.0 -1.0 5.7 3.0
3.0 2.0 3.0 7.2 ;
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Eigenvalues of matrix Sw  are {0.7444, 3.0608, 6.1777, 8.2171}. The determinant of Sw  is 
36.5488.
Let matrix S's be positive-definite
/
Sb  =
2.000 3.000 4.000 1.000
3.000 10.000 8.000 11.000
4.000 8.000 21.000 8.000
1.000 11.000 8.000 27.000
The determinant of 5^ is 1291.0. The eigenvalues of matrix S b  are (0.49524,4.14344,15.97279, 
39.38854}.
The eigenvectors of pencil {Sb  — ^S w )  are given in Table A.I. We can see that all ap-
Eigenvalues 12.520989 8.857553 1.283098 0.248222
"QR" Eigenvectors
0.755350
-0.474537
-0.433137
-0.129049
0.587053
0.357537
0.336692
-0.643564
-0.698988
-0.562297
0.438747
0.052336
0.879653
-0.436156
-0.042182
0.184931
Eigenvalues 12.520989 8.857553 1.283098 0.248222
"QZ" Eigenvectors
0.755350
-0.474537
-0.433137
-0.129049
0.587053
0.357537
0.336692
-0.643564
-0.698988
-0.562297
0.438747
0.052336
0.879653
-0.436156
-0.042182
0.184931
Eigenvalues 12.520989 8.857553 1.283098 0.248222
"MT" Eigenvectors
0.755350
-0.474537
-0.433137
-0.129049
0.587053
0.357537
0.336692
-0.643564
-0.698988
-0.562297
0.438747
0.052336
0.879653
-0.436156
-0.042182
0.184931
Table A.l: Eigensolutions of 5"^  -  XSw/ both Sw  and S b  are positive definite
proaches achieve the same results. As MT and MT2 are very similar we should investigate 
only the MT method in the following discussion.
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Let us reduce the first element of matrix S b  until 5^ is near semi-definite
/  1 a n a R  r  n n n n  a  n n n n  i  n n n n  \
S b  =
1.4048 3.0000 4.0000 1.0000
3.0000 10.0000 8.0000 11.0000
4.0000 8.0000 21.0000 8.0000
1.0000 11.0000 8.0000 27.0000
Then the eigenvalues of matrix S b  are {0.0000044, 4.069967, 15.95338, 39.38145}. The de­
terminant of %  is = 0.00011325. The eigenvectors of pencil {Sb  -  AS'w) are given in Table 
A.2. Again, the eigenvalues and the eigenvectors obtained using all three algorithms ("QR",
Eigenvalues 12.048970 8.675485 1.199703 0.000002
"QR" Eigenvectors
0.719905
-0.509311
-0.462031
-0.094168
-0.636519
-0.299699
-0.288465
0.649485
-0.617780
-0.635899
0.451131
0.102279
-0.921005
0.352437
0.093416
-0.137153
Eigenvalues 12.048970 8.675485 1.199703 0.000002
"QZ" Eigenvectors
0.719905
-0.509311
-0.462031
-0.094168
-0.636519
-0.299699
-0.288465
0.649485
-0.617780
-0.635899
0.451131
0.102279
-0.921005
0.352437
0.093416
-0.137153
Eigenvalues 12.048969 8.675485 1.199703 0.000002
"MT" Eigenvectors
0.719905
-0.509311
-0.462031
-0.094168
-0.636519
-0.299699
-0.288465
0.649485
-0.617780
-0.635899
0.451131
0.102279
-0.921005
0.352437
0.093416
-0.137153
Table A.2: Eigensolutions of S b  — A5w/ Sw  is positive definite whilst 5^ is semi-definite
"QZ", "MT") are exactly the same. This indicates when Sw  is positive definite, all three 
algorithms achieve the same performance.
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A.2 S w  is near singular
For a near-singular matrix Sw  such as
Sw  =
 ^ 2.100 1.000 2.000 3.000 ^
1.000 3.200 -1.385 2.005
2.000 -1.385 4.929 1.072
 ^ 3.000 2.005 1.072 6.043 j
its determinant is very small (0.00068). The eigenvalues of matrix Sw  are { 0.0000092, 
1.402232, 5.835405, 9.034354 }.
Take an arbitrary real symmetric matrix Sb  ^such as
S b  =
/  0.5600 0.2100 0.4000 0.1500 ^
0.2100 1.3000 1.6000 1.1000
0.4000 1.6000 2.4000 1.8000
\  0.1500 1.1000 1.8000 4.9000
The eigenvalues of matrix S b  are { 0.1390444, 0.4993875, 2.061976, 6.459593}. The eigenvec­
tors of pencil {Sb  -  ^S w )  using various approaches are given in Table A.3. We find that the 
same results are obtained using three approaches. Tiny differences occur in the first (biggest) 
eigenvalue, smaller than 10“®, and hence can be ignored.
Any nonzero value of e in the diagonal of Sw  as in
Sw  =
( 2.100-he 1.000 2.000
1.000 3.200-he -1.385
2.000 -1.385 4.929-he
3.000
2.005
1.072
\
V 3.000 2.005 1.072 6.043-he /
will cause S w  to be closer to singular. Value of e =  —1.0 x 10“®  ^was tried (the determinant
^Though the characteristics of matrix S b do not influence algorithms for solving (Sb  — XSb ) eigenproblem, 
5b , as a covariance matrix, must be either positive definite or semi-positive definite symmetric.
I^f e <  —1.0 X  10“ ,^ 5w  becomes singular, both "QR" and "MT" algorithms failed. However the "QZ" 
algorithm still works and it achieves nearly the same results as e =  0.0. When this happened in the face verifi­
cation experiments (see Chapter 5), a further reduction of the dimensions was involved automatically until S w  
becomes near singular.
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Eigenvalues 169085.715602 1.321289 0.224167 0.026969
"QR" Eigenvectors
-281.541483
80.776599
116.876589
92.235621
-0.180703
-0.573767
-0.336176
0.469793
-0.577479
0.060071
0.011915
-0.101371
-0.061970
-0.335853
0.273177
-0.027076
Eigenvalues 169085.715605 1.321289 0.224167 0.026969
"QZ" Eigenvectors
0.856870
-0.245843
-0.355713
-0.280719
0.216666
0.687957
0.403081
-0.563290
0.979610
-0.101902
-0.020213
0.171961
-0.141429
-0.766484
0.623444
-0.061793
Eigenvalues 169085.718750 1.321289 0.224167 0.026969
"MT" Eigenvectors
281.541473
-80.776604
-116.876587
-92.235611
0.180703
0.573767
0.336176
-0.469793
0.577479
-0.060071
-0.011915
0.101371
0.061970
0.335853
-0.273177
0.027076
Table A.3: Before normalisation: eigensolutions of (5^ — XSw), S w  is near regular
of Sw  is 0.000031) and the results are presented in Table A.4.
From Table A.4, we find that small differences exist among the first (biggest) eigenvalues 
obtained using the three approaches. As the differences are less than 10“ ,^ they can be 
ignored®.
Compared to the results in Table A.3, we find that the "QZ" insensitive to the slight 
perturbations added to the diagonal of matrix Sw-
Now let us change the perturbations from the diagonal to the second diagonal as
Sw  =
(  2.100 
1.000 
2.000 
 ^ 3 .000 -f- e
1.000 
3.200  
1.385 +  6 
2.005
2.000 
—1.385 +  € 
4.929  
1.072
3.000 +  6 
2.005  
1.072 
6.043
Taking 6 =  1.0 x 10“® as an example, the determinant of S w  is 0.0000011.
From the results given in Table A.5 and comparing with the results in Table A.3, we 
can reach a similar conclusion: the results obtained using the "QZ" are stable to the slight 
perturbations added to the secondary diagonal of the matrix Sw- lu fact, the "QZ" algorithm
^Only eigenvectors are used in the LDA-based projection.
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Eigenvalues 189549.060341 1.321290 0.224167 0.026969
"QR" Eigenvectors
-298.091710
85.524966
123.747064
97.657584
-0.180703
-0.573767
-0.336176
0.469793
-0.577479
0.060071
0.011915
-0.101371
-0.061970
-0.335853
0.273177
-0.027076
Eigenvalues 189549.060363 1.321290 0.224167 0.026969
"QZ" Eigenvectors
0.856870
-0.245843
-0.355713
-0.280719
0.216666
0.687957
0.403081
-0.563290
0.979610
-0.101902
-0.020213
0.171962
-0.141429
-0.766484
0.623444
-0.061793
Eigenvalues 189549.06250 1.321290 0.224167 0.026969
"MT" Eigenvectors
298.091705
-85.524971
-123.747063
-97.657570
0.180703
0.573767
0.336176
-0.469793
0.577479
-0.060071
-0.011915
0.101371
0.061970
0.335853
-0.273177
0.027076
Table A.4: Before normalisation: eigensolutions of S b  — XSw/ diagonal perturbations with
e =  - 1 0 - ®
is robust not only to perturbations but also when any of the S w  and S b  matrices are singular.
However, if all eigenvectors obtained by "QR" and "MT" algorithms are normalised, 
they become the same as those obtained by the "QZ" algorithm. These three algorithms 
achieve the same results after a normalisation processing step is added. That is why we 
obtained nearly the same experimental results in Section 5.5.
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Eigenvalues 252574.516308 1.321286 0.224167 0.026969
"QR" Eigenvectors
-344.099895
98.723182
142.845302
112.731493
-0.180700
-0.573768
-0.336178
0.469790
-0.577478
0.060072
0.011915
-0.101371
-0.061970
-0.335853
0.273177
-0.027076
Eigenvalues 252574.516345 1.321286 0.224166 0.026969
"QZ" Eigenvectors
0.856871
-0.245839
-0.355711
-0.280722
0.216662
0.687959
0.403084
-0.563288
0.979610
-0.101903
-0.020213
0.171962
-0.141429
-0.766484
0.623444
-0.061793
Eigenvalues 252574.515625 1.321286 0.224167 0.026969
"QR" Eigenvectors
344.099884
-98.723183
-142.845306
-112.731499
-0.180700
-0.573768
-0.336178
0.469790
-0.577478
0.060072
0.011915
-0.101371
-0.061970
-0.335853
0.273177
-0.027076
Table A.5: Before normalisation: eigensolutions of 5^ — XSw/ second diagonal perturbations 
with e = 10“®
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