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Abstract 
 
The introduction of Sony’s rechargeable lithium-ion battery in 1991 sparked a transformation 
of our everyday life, enabling wide-spread use of portable electronics, such as smartphones 
and laptops. Furthermore, in recent years the increased usage of electrical vehicles and the 
on-going change to transient renewable energy sources has created a large interest in cheaper, 
safer, more sustainable, long-lasting and energy denser batteries. Next generation batteries – 
batteries beyond the traditional lithium-ion battery chemistries – offers possible routes 
towards the for-mentioned sought performance, societal and economical improvements. In 
this thesis several next generation battery concepts are studied. In particular, i) the sodium-
ion battery, offering similar energy densities to that of the modern-day lithium-ion battery, 
but showing better power performance, is cheaper, more sustainable and safer, and ii) highly 
concentrated electrolytes, enabling higher energy densities, improved safety features, and 
improved cycling stability, are studied. 
 
Several of the improvements in safety and performance seen in these next generation battery 
technologies stem from the local environment in the electrolyte. In this work I present a 
comprehensive study of the local cationic environment in several next generation battery 
electrolytes employing computational methods such as semi-empirical methods, density 
functional theory, and ab initio molecular dynamics. Furthermore, novel methods for 
studying the dynamics of the solvation shell are presented. The results of these studies are 
compared to what I and others have found in conventional lithium-ion battery electrolytes, 
and the connection between the local electrolyte structure and dynamics and the macroscopic 
electrolyte and battery properties is discussed.  
 
 
 
Keywords: lithium-ion battery, sodium-ion battery, highly concentrated electrolyte, DFT, 
AIMD, ligand-exchange, solvation shell. 
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1. Introduction 
In 1991 Sony commercialized its rechargeable lithium-ion battery (LIB), transforming 
society and our everyday life. The energy density of 200 Wh/l, or 80 Wh/kg, of Sony’s 
original battery made wide-spread usage of portable electronics possible. Since then several 
types of LIBs have been developed, and the energy densities rapidly increased, having more 
than tripled [1]–[3], and the use of smartphones and laptops has become second nature to a 
substantial part of the global population. In 2019, the global sales of LIBs reached more than 
316 GWh, with an exponentially increasing trend [4], [5]. The vast majority of LIBs are 
produced in Asia, but the share of production in Europa and North America is expected to 
rise [5]. Moreover, the price per kWh is decreasing rapidly for all major types of LIBs [5]. 
For instance, the price of a battery pack designed for electrical vehicles (EVs) was about 200 
€/kWh in 2017 and is expected to be halved, even in the most pessimistic projection, by 2030 
[5]. However, there is some uncertainty in the long-term availability of, mainly, lithium and 
cobalt – a costly metal often used in the cathode in LIBs. Neither lithium nor cobalt are 
abundant in the Earth’s crust. Moreover, the production of lithium and cobalt is dependent on 
mining of other materials. More than half of annual lithium production comes as a by-product 
of, mostly, potassium production, and more than 85% of cobalt as by-products in nickel and 
copper mining [6], [7]. Furthermore, much of the known reserves of these metals are located 
in geopolitically unstable regions in South America and Africa, often in areas with extreme 
climate conditions, and has a history of being mined under poor circumstances [8], [9]. 
Therefore, the prices of these materials can be quite volatile, and although the future supply 
of lithium seems at present to be accommodated by annual production, the projected need of 
cobalt for battery applications is more than twice the known global cobalt reserve by 2040 
[6], [7].   
While the early market for LIBs was portable electronics, today there is a large emphasis on 
mitigating the effects of climate change and transitioning into a CO2 neutral society. In the 
pursuit of lowering carbon emissions, several sectors have identified batteries as promising in 
the replacement of current high emissive technologies or becoming a part of new energy 
infrastructure. The transport sector stands for ca. 20% of global CO2 emissions, Figure 1.1,  
replacing the fossil-fuel powered internal combustion engine with an electrical engine 
powered by batteries would substantially reduce these emissions [10]–[12]. Furthermore, the 
emissions from EVs can be reduced even further if both the country where the battery is 
produced, and where the battery is subsequently charged, has a clean energy mixture [13]–
[16]. For a clean energy mix, fossil-fuel power needs to be replaced by CO2 neutral energy 
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sources, such as wind, solar, nuclear, hydro and geothermal power. However, energy 
production from solar and wind power is highly irregular, and hence there is a need for large 
scale grid energy storage. Due to the role batteries can play in large scale grid storage the 
World Economic Forum ranked next generation batteries – batteries beyond the traditional 
LIB chemistries –  as the second most important emerging technology in 2016 [17], [18].   
 
Figure 1.1: Global CO2 emissions by sector [12]. 
 
Alongside batteries fuel cells, supercapacitors and hybrid supercapacitors have all been 
suggested for EV and grid applications. Supercapacitors and hybrid supercapacitors show an 
incredible cycle life (105 − 106 cycles for supercapacitors, 103 cycles for batteries) and 
power performance (102 − 104 W/kg for supercapacitors vs. 102 W/kg for batteries); 
however, the energy density of these systems are one to two orders of magnitude lower than 
modern LIBs [19]. Fuel cells have long been studied, showing energy densities several orders 
of magnitude above modern LIBs within their cells – not at systems level – but due to the 
needed production of liquid or highly pressurized hydrogen fuel cells are a factor of 3 – 4 
times as energy inefficient compared to LIBs [20], [21].   
With the transport market and large scale grid storage in mind, the demands on batteries have 
grown, and each application has its own needs and priorities. EVs need batteries that are safe 
and reliable, have a high volumetric energy density – to improve drive range – and long cycle 
life, such that the performance of the EV is stable over time, and the cost over the EVs 
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lifetime is kept at a minimum. Moreover, even if most of the charging of EVs is done at home 
or work, fast charging capabilities are sought after such that long pauses are not required on 
lengthy trips. The cost of the battery is also of importance, as well as the operating 
temperature range of the battery. In grid storage applications the cost, reliability and cycle life 
of the battery is of greatest importance, enabling an economic and stable infrastructure 
component. There is also a general interest in using more abundant materials, moving away 
from elements such as cobalt. 
To meet future demands and tailored needs of each application not only improvements to 
existing LIB technology are pursued. Several types of next generation batteries have been 
studied as possible replacements or supplements to LIBs. Among next generation batteries, 
the sodium-ion battery (SIB) concept overall shows comparable performance levels to LIBs 
[6], [22]–[25]. Moreover, SIB chemistries are often composed exclusively of abundant 
materials, although vanadium is seen in some cathodes, and are completely free from lithium 
and cobalt, and hence SIBs are often cheaper, more sustainable, and less susceptible to 
fluctuation in prices of raw materials than LIBs [6]. SIBs also displays improved safety, 
especially during transport, as the battery can be kept in a completely discharged state due to 
having dual Al current collectors, and has been suggested as a candidate for grid storage 
[24]–[27]. 
Recently, highly concentrated electrolytes (HCEs) have been investigated, both for LIBs and 
next generation batteries. These electrolytes have a salt concentration substantially higher 
than the conventional LIB electrolyte. They show a wider electrochemical stability window 
(ESW), enabling cycling at higher voltages, are generally less volatile and have improved 
power densities due to an increased amount of charge carriers and faster kinetics. However, 
HCEs are costly and display a decrease in ionic conductivity. Although the ionic conductivity 
drops when increasing the salt concentration beyond conventional levels, the concentration of 
charge carriers is higher and the cationic conductivity is not as affected, and hence the 
cationic transport mechanism in these electrolytes is of scientific interest [28], [29].  
Several of the properties seen in HCEs, as well as some differences between SIBs and LIBs, 
are thought to arise due to the local structure and dynamics of the electrolyte. Improvements 
in power performance are thought to be connected with the easy at which the cation can 
desolvate. Similarly, the changes in transport properties seen at elevated salt concentrations 
are thought to be connected with the stability of the cations solvation shell – a shell of 
solvents and anions surrounding the cation – and the widening of the ESW has been 
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discussed in terms of shifts in the molecular orbitals of the solvents upon interacting with a 
cation [29], [30]. 
However, synthesising and characterizing novel battery materials is often a costly and time-
consuming endeavour. Computational studies offer an alternative and complementary 
research route, enabling insight into the fundamental processes occurring during battery 
operation. Properties which are difficult to measure, can often be easily obtain by 
computations, such as energetically stable solvation shells, or the molecular orbitals of 
solvents and anions which gives insight into the ESW window of the electrolyte or can be 
related to decomposition reactions occurring at the electrodes. Frequency calculations can be 
used as a complement to spectroscopic techniques in order to reveal what bonds are involved 
in the observed vibrational modes. It also reveals the intensity or activity of the vibrational 
modes which can be crucial when determining concentrations of certain species in 
electrolytes from spectroscopic data. Questions regarding transport mechanisms can be hard 
to address experimentally but can be examined using computations.  
 
1.1 Scope of Thesis 
In this thesis, several electrolytes for LIBs and next generation batteries are studied, mainly 
through computational means, with an emphasis on the effects of the salt concentration on the 
local electrolyte structure, the dynamics of the solvation shell and interactions among the 
electrolyte species. The Parametrized Method 7 (PM7), as well as Car-Parrinello molecular 
dynamics (CPMD) is used to study the local electrolyte structure and dynamics in electrolytes 
composed of lithium/sodium hexafluorophosphate (Li/NaPF6) in propylene carbonate (PC) or 
acetonitrile (ACN). Moreover, density functional theory (DFT) calculations are used to probe 
interactions between electrolyte species, as well as energetically stable and favourable 
structures in several electrolytes. Finally, the local dynamics of the solvation shell is 
investigated through several methods, including new approaches to studying the forces and 
velocities on the constituents of the solvation shell and a novel method enabling the direct 
computation of the ligand-exchange rate from ab initio molecular dynamics (AIMD) is 
presented. Previously, the ligand-exchange rate was, with very few exceptions, calculated 
using classical molecular dynamics (MD) due to the need for large systems sizes and long 
trajectories to gather statistics on ligand-exchanges. However, classical force-fields are often 
ill-equipped to accurately model the strongly ionic environment of HCEs. The new method 
relies on analysing average velocities on solvent molecules and radial distributions functions, 
making it feasible to study ligand-exchange phenomenon through ab initio methods.   
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2. Batteries 
2.1 Electrochemistry and Applications 
In essence, a battery is an electrochemical device able to store chemical energy and convert it 
into electrical energy through redox reactions. The heart of the battery is the electrochemical 
cell, and the chemistry of this electrochemical cell ultimately determines the performance of 
the battery. The electrochemical cell is composed of four main components: Two electrodes, 
i) The cathode, where reduction occurs during discharge, ii) The anode, where oxidation 
occurs during discharge, iii) The electrolyte, through which ionic species migrate between the 
electrodes, and iv) The separator, that hosts the electrolyte and hinders the electrodes from 
short-circuiting by preventing them from coming in direct physical contact. Along with these 
components, current collectors, composed of materials with high electronic conductivity such 
as thin metal foils, connects the electrodes with an external circuit. During operation ions 
travel between the electrodes through the electrolyte. Upon reaching the electrodes they 
undergo reduction/oxidation reactions with the electrode materials. As a consequence, a 
current of electrons flows between the electrodes through the current collectors and the 
external circuit where work can be exerted (Figure 2.1).   
 
Figure 2.1. Sketch of a modern battery during discharge. 
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The battery either contains a single electrochemical cell, or several connected in series or 
parallel depending on the application. A casing for the cells ensures the structural stability of 
the cell and protects the electrodes and the electrolyte from the environment. Moreover, the 
battery can contain electrical and thermal control units for the electrochemical cells, and, 
finally, housing for all the components.   
The cathode and anode store the species undergoing redox reactions, and thus effectively 
store the energy. In LIBs, the cathode and anodes store the lithium-ions and allow them to be 
reversibly inserted/extracted from the electrodes. In a LIB (Figure 2.2), with a graphite anode 
and an LiCoO2 (LCO) cathode, the ideal discharge reactions would be:  
 
Oxidation at anode:   𝐿𝑖𝐶6  → 𝐶6 + 𝐿𝑖
+ + 𝑒−  
Reduction at cathode:   𝐿𝑖+ + 𝑒− + 𝐶𝑜𝑂2 → 𝐿𝑖𝐶𝑜𝑂2  
Total Reaction:   𝐿𝑖𝐶6 + 𝐶𝑜𝑂2 → 𝐶6 + 𝐿𝑖𝐶𝑜𝑂2 
 
The amount of lithium that the electrodes can support will ultimately determine how many 
redox reactions can occur, and thus ultimately how much energy can be stored and 
subsequently converted back to electrical energy. The amount of lithium, or other relevant 
species, that an electrode material can store, and use for redox reactions, is given by the 
capacity Q. The capacity can simply be increased by increasing the amount of electrode 
materials, thus the specific capacity C – capacity per electrode mass – is of more practical 
significance. The theoretical specific capacity 𝐶𝑡ℎ of the electrodes, computed in the 
discharged state, can be determined using Faraday’s law 
     𝐶𝑡ℎ =
𝑛𝐹0
𝑀𝑊
, 
were 𝑛 is the number of electrons transferred in the oxidation/reduction reaction, 𝐹0 is 
Faraday’s constant and 𝑀𝑊 is the molecular weight of the electrode material. For example, in 
the graphite anode of a LIB there is six carbon atoms per lithium, the molecular weight of 
graphite is 12.011 g/mol, and one electron is transferred during oxidation, yielding a 
theoretical specific capacity of 372 mAh/g. Similarly, the molar mass of LCO is 97.87 g/mol, 
again there is only one electron transferred during reduction, yielding a theoretical specific 
capacity of 274 mAh/g. The actual specific capacity of the system is limited by the theoretical 
specific capacity.  
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Figure 2.2: A schematic view of a LIB during discharge. Li+ (purple) moves from the anode 
to the cathode through the electrolyte, while electrons move in an external circuit. 
 
The redox reactions taking place at the electrodes determines the theoretical voltage, 𝑉𝑐𝑒𝑙𝑙. If 
the redox reactions are known the Gibbs free energy of the reactions can be calculated [31]. 
The change in Gibbs free energy ∆𝐺 can then be related to the theoretical voltage of the cell 
through Nernst equation:  
𝑉𝑐𝑒𝑙𝑙 = −
∆𝐺
𝑛𝐹0
. 
The theoretical voltage sets an upper limit for the actual voltage V, which is given as the 
difference in potential between the cathode and anode 
𝑉 = 𝐸𝑐𝑎𝑡ℎ𝑜𝑑𝑒 − 𝐸𝑎𝑛𝑜𝑑𝑒 , 
and varies during charge/discharge. Hence, the voltage depends on the amount of charge – 
the state of charge – q, that has been transferred between the electrodes, V=V(q). The cell 
chemistry determines how the voltage depends on q, but in general there are three types of 
voltage profiles: i) A flat profile, where the voltage is largely constant during discharge, ii) A 
multi-step profile, displaying multiple plateaus, and iii) A sloping profile where the voltage 
steadily decreases during discharge (Figure 2.3).  
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Figure 2.3. The three types of voltage profiles. 
 
The profiles are directly related to the processes taking place in the battery. A flat profile, or a 
plateau shows that there is an equilibrium between two phases. For instance, during charging, 
lithium-ions starts to intercalate and pack into graphite in multiple steps, forming LiC18, then 
LiC12, and finally LiC6. The voltage profile thus contains multiple steps, and on each plateau 
two of these phases coexists – but one is converted into the other. Between plateaus, or in 
sloping profiles, there is only one phase [32]. Moreover, the voltage of the cell must be 
within the ESW of the electrolyte, otherwise the electrolyte will start to decompose, which 
can lead to passivation of the electrodes, gas evolutions, irreversible capacity loss, etc.   
The voltage and capacity of the cell determines the energy of the cell  
     𝐸 = ∫ 𝑉(𝑞)𝑑𝑞
𝑄
0
. 
The gravimetric energy density, or the specific energy, and the volumetric energy density is 
given by the ratio of the energy and the mass/volume of the cell. Thus, there are two 
fundamental ways to increase the specific energy of an electrochemical cell: Either increase 
the density of charges that can be reversibly utilized, i.e. the specific capacity, or increase the 
voltage between the electrodes, which in practice means finding redox reactions that release 
large amounts of energy. In the case of the previously discussed LIB we found a theoretical 
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specific capacity of 372 mAh/g for the graphite anode and 274 mAh/g for the LCO cathode. 
As the theoretical specific capacity of the cathode is lower than the anode, we need more 
cathode material than anode material to make full use of the capacity in the anode. In this 
case, we need about 1.4 kg of cathode per kg of anode. The average voltage of a cell with 
graphite and LCO is 3.8 V [33], yielding a theoretical specific energy of 589 Wh/kg, which is 
more than double the energy density of a modern day LIB. The discrepancy arises due to 
several factors. For instance, it is impossible to completely deplete an LCO electrode of 
lithium without compromising the mechanical stability - only ca. 50% of the lithium can be 
extracted. Additionally, the mass of the electrolyte, separator, current collectors and such, 
have not been accounted for, etc. There is no agreed upon standard for what masses and 
volumes are accounted for when calculating volumetric and gravimetric energy densities, 
ranging from only the active material to the fully assembled battery, hence reported 
gravimetric and volumetric energy and power densities can differ a lot. Modern day LIBs, 
which are considered to be highly optimized, typically reach around 45% of the theoretical 
energy density when all parts of the battery is accounted for, i.e. including housing, external 
protective devices, etc [34]. 
The power P is determined by how fast the discharge process proceeds. If an amount of 
charge Δ𝑞 = 𝑞2– 𝑞1 is transferred during a time interval T the power is given by the integral 
𝑃 =
1
𝑇
∫ 𝑉(𝑞)𝑑𝑞
𝑞2
𝑞1
 
Similarly, the gravimetric and volumetric power density is determined by taking the ratio of 
the power and mass/volume of the cell. The power of a battery can vary depending on the 
state of charge. Moreover, there are many factors that determines the power. For instance, the 
ionic conductivity of the electrolyte sets a limit for how fast ions can be transferred between 
the electrodes, and the kinetics of the redox reactions themselves can limit the power.    
 
2.2 Lithium-ion Batteries 
In 2019 the Nobel prize in chemistry was awarded John B. Goodenough, M. Stanley 
Whittingham and Akira Yoshino for their contribution in the development of the LIB [35]. 
Whittingham studied materials, such as TiS2, with the ability to intercalate and host lithium-
ions within their structures [36]. He subsequently went on to propose that such materials 
could be used as anodes for batteries. This is what is today called insertion/extraction, or 
simply referred to as intercalation materials. Similarly, in 1979/1980 Goodenough and co-
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workers studied layered oxides with the ability to intercalate and store lithium-ions. They 
discovered that LCO could be used as a cathode material, which is still today one of the most 
commonly used cathodes in LIBs [37]. In 1980 Michel Armand went on and proposed the 
rocking-chair concept, where he envisioned a battery where both the anode and cathode 
participate in the electrochemical reaction through the intercalation mechanism [38], and 
proposed graphite as an intercalation anode [39]. In 1983 Yoshino and his team put together a 
rocking-chair type battery that had all the fundamental building blocks of Sony’s commercial 
product, using soft carbon as an anode and LCO as a cathode [40]. Several other important 
contributions have been made along the way, such as the development of the conventional 
electrolyte of 1 M LiPF6 in a mixture of ethylene carbonate (EC) along with a linear 
carbonate, by Tarascon et al. [41], which will be covered in detail in Chapter 3. Another 
important discovery was made by Peled et al. [42] – the solid electrolyte interphase (SEI). 
The operating voltage of the anode in LIBs is within the ESW of the electrolyte, causing 
reduction of the solvent molecules and ensuing irreversible capacity loss. However, the 
irreversible capacity loss is only seen during the first few cycles. What Dahn et al. discovered 
was that during these first cycles the reduction products from the electrolyte formed a film on 
the surface of the anode, the SEI, which is electronically isolating, thus stopping further 
decomposition of the electrolyte, yet allows Li+ to diffuse through it [43]. Since then 
optimizing the formation and subsequent structure of the SEI has been an active research 
topic [44]. 
What makes the LIB stand out is the large gravimetric energy density of ca. 250 – 300 
Wh/kg, and volumetric energy density of ca. 600 – 650 Wh/l at the cell level [34], [45], 
compared to other rechargeable batteries, such as NiCd and NiMH, with densities of ca. 100 
Wh/kg [46], [47]. Combined with the long cycle life it is the battery of choice for portable 
electronics [46] and EVs [32], [48]. 
 
2.2.1 Anodes 
Graphite is still the LIB anode of choice. It reduces lithium at 0.3 V vs. Li˚/ Li+, and displays 
a high specific capacity [1], [49]. Alternatively, lithium titanium oxide Li4Ti5O12 which 
reduces lithium at 1.5 V vs. Li˚/ Li+ with a negligible effect on the crystal structure upon 
lithium intercalation can be used. Li4Ti5O12, however, has a low specific capacity, which 
along with the relatively high reduction potential yields cells of comparatively low energy 
densities [50]–[52].  
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2.2.2 Cathodes 
The cathodes found in LIBs are often composed of transition metal compounds. LCO, with 
its high oxidation potential and relatively large specific capacity, is a commonly used cathode 
in the majority of smartphone batteries [6]. But, LCO has a modest cycle life (500-1000 
cycles) and rather poor thermal stability. LiNixMnyCozO2 (NMC) offers 1000-2000 cycles, 
shows greater thermal stability, and similar energy densities, and is therefore the cathode of 
choice in EV applications [6]. The properties of NMC can be tuned by changing the ratios of 
nickel, manganese and cobalt. The most common being the 111 composition, yielding high 
energy densities, but a lot of research has been put into reducing the cobalt content, 
developing nickel-rich NMC cathodes, such as NMC(811)  [45], [53].  LiNiCoAlO2 (NCA), 
often with 80% nickel, 15% cobalt, and 5% aluminum, has an energy density of 200 – 250 
Wh/kg, and good cyclability (1000 – 1500 full cycles) and was/is used by Tesla in their EVs 
[54]. The use of cobalt in LCO, NMC, and NCA is a major drawback due to the high toxicity, 
questions regarding future supply of resources, and the hazardous and poor mining conditions 
sparks an interest in cobalt free cathodes, such as LiMnO2 (LMO) [6], [8], [9], [55]. Although 
LIBs using LMO suffer from lower energy densities, they show high power density, good 
cycle life and thermal stability. LMO based LIBs are primarily used in some EV applications 
and E-bikes [6]. Finally, LiFePO4 (LFP), also discovered by Goodenough makes for a very 
stable cathode, showing long cycle life, and makes for a durable and eco-friendly cathode 
[56].  
 
2.3 Next Generation Batteries 
Next generation batteries are batteries that have moved beyond the traditional LIB 
chemistries. There is a multitude of such batteries being proposed. Starting with the solid-
state lithium battery, which uses lithium metal as an anode, and the separator and liquid 
electrolyte has been replaced by an ionically conductive solid polymer or a ceramic. These 
batteries are associated with improved safety, operation in a wider temperature range, 
improved cycle life, and high theoretical specific energy [34]. However, the improved energy 
density hinges on the replacement of the typical graphite anode in LIBs, by a lithium metal 
foil [57], [58]. Moreover, the all solid-state battery suffers from slow kinetics, possibly due to 
high interfacial resistance, possibly due to poor contact between the electrodes and the solid 
electrolyte, which limits the power density of these systems [57].  
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Lithium metal anodes can also be balanced by a sulfur conversion electrode, showing a 
theoretical specific capacity of 1672 mAh/gsulfur, to create a lithium-sulfur battery which 
promises high gravimetric energy density [34]. The system, however, suffers from severe 
irreversible capacity losses, related to the solubility of polysulfide species [59]. 
Another alternative is to use an air, or O2, cathode – promising extremely high energy 
densities [60]. The electrolyte, however, is in contact with highly reactive reduced oxygen 
species, leading to decomposition of the electrolyte and irreversible capacity loss [61], [62]. 
Another challenge is to design a porous membrane, which allow O2 from the atmosphere to 
effectively diffusion though it, while blocking other atmospheric gases [61], [62]. The 
solubility of O2 in the electrolyte is directly linked to the capacity of the battery. In Paper III 
the anions effect on O2 solubility is investigated.  
Several battery technologies using multivalent cations have also been proposed. In particular, 
magnesium, calcium and aluminum metal batteries have gained some interest in recent years.  
As these are multivalent (Mg2+, Ca2+, and Al3+) the anodes have very high specific capacities, 
which promises very high energy density systems [63]–[65]. However, there are several 
technical bottlenecks for these batteries. The metal anodes are highly reactive and passivating 
films easily form on the metal surfaces, completely disabling the ions from reaching the 
anode, thus the metal foils need to be produced in extremely clean environments with no 
traces of oxygen, water, carbon or other contaminants [63][66]. Due to the stiffness of 
magnesium and calcium, it has also been problematic to create the thin metal foils [63], and it 
has been difficult to find a suitable cathodes that allows for reversible intercalation of the 
cations [63][64]. Moreover, the electrochemical reactions in the calcium battery system, just 
as the LIBs, is SEI controlled, however, it has proved difficult to produce SEIs that conduct 
Ca2+, and calcium batteries currently have to be cycled at high temperatures (75 – 100°C) to 
achieve reversibility [65], [67]. Current realised aluminum-ion batteries display a low 
specific energy (40 Wh/kg) due to Al3+ being transported, and intercalated, as a [AlCl4]
- 
complex, and hence the cathode needs to be able to accommodate such a large and heavy 
complex, drastically reducing the energy densities [63].  
 
2.3.1 Sodium-ion Batteries 
The first time I encountered sodium for batteries was in Jules Vernes classic 20 000 Leagues 
under the sea, from 1870, where Captain Nemo uses sodium batteries to power his submarine 
Nautilus [68]. The first real world rechargeable SIBs came about at the end of the 1980s and 
13 
 
beginning of 1990s [69], [70]. But as LIBs emerged on the market SIBs were largely 
forgotten until recently. 
Owing to the close chemical resemblance between sodium and lithium, the similarities 
between SIBs and LIBs are plentiful. Thus, the wealth of knowledge from LIB research, and 
existing infrastructure, can often be directly applied to SIBs [71]. SIBs offer similar levels of 
gravimetric energy densities as LIBs, largely owing to the replacement of a Cu current 
collector by an Al current collector [22], [23], [72], good power densities [22], [26], but 
lower volumetric energy densities [71]. Moreover, SIBs are often made from abundant 
materials – with the exception of vanadium, found in some cathode materials – and thus the 
supply of resources is not at risk, making SIBs cheaper than LIBs [6]. SIBs are considered as 
candidates for grid energy storage and E-bikes [71], [73]. 
One major difference between Li+ and Na+, is that Na
+ interacts very weakly with graphite, 
and the structures it forms with graphite are barely energetically stable [74]. Thus, Na+ does 
not intercalate well into a graphite anode [75], [76] – although co-intercalation using diglyme 
based electrolytes is possible [77]. Instead, metal oxides, including several titanium oxides, 
have been investigated, such as Na2Ti3O7, with an insertion potential of 0.3 V [78], but these 
in general have quite high insertion potentials, resulting in low energy densities [26]. Instead, 
hard carbon has become the anode of choice in SIBs [79]. Hard carbon is a nano-porous 
material consisting of disordered stacks of graphene sheets, which readily accepts Na+ into its 
structure at a low insertion potential of 0.005 V vs. Na+/Na, and has a high specific capacity 
of 300 mAh/g [80]. There are, however, risks of Na-plating and large irreversible capacity 
losses. 
The SIB cathode needs to be able to intercalate Na+, without large volume expansions. 
Layered oxides, just as for LIBs, have been studied as possible SIB cathodes [26]. Several of 
these contain vanadium, such as NaVPO4F [81], and Na3V2(PO4)3 [82], and have shown 
promising cyclability and energy densities [26]. To avoid vanadium, Prussian blue analogues 
and sodium nickel-oxide NaNi(1−x−y−z)MnxMgyTizO2 has seen some commercial use in E-bike 
applications [71]. Several manganese layered oxides have been investigated [83], with full 
cells showing good cycling stability, high voltages 2.7 – 5 V, and good capacities of ca. 190 
mAh/g, yielding good energy densities [84], [85]. 
The electrolytes used in SIBs are to a large extent similar to those found in LIBs, with the 
sodium analogue of the salt [25] and will be discussed in detail in Chapter 3. 
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3. Electrolytes 
Non-aqueous liquid electrolytes are composed of mixtures of salts and solvents, and the main 
role is to act as a medium that facilitate transport of ions yet is electronically insulating. The 
roles the electrolyte must play, however, and the requirements placed upon it are plentiful and 
many arise due to it being in direct contact with all cell components. Therefore, in order for 
stable cycling the electrolyte must be chemically and electrochemically stable towards all 
components of the cell. In general, the operating voltage of the electrochemical cell needs to 
be within the ESW, defined as the potential window between the highest occupied molecular 
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of the electrolyte (Figure 
3.1). In many battery systems, however, such as LIBs and SIBs, the operating voltage is 
outside the ESW. In such systems, the decomposition products of the electrolyte must form 
passivating films at the electrode surfaces that allow for reversible cycling. Typically, during 
the first few cycles of these batteries the products from the reduction of the electrolyte forms 
the SEI on the anode, and the oxidation products the cathode electrolyte interphase (CEI) on 
the cathode. These passivate the electrodes, suppressing any further decomposition of the 
electrolyte, yet allow cations to diffuse through them, allowing continued battery operation 
(Figure 3.1). Thus, the LIB/SIB electrolytes must either have wide ESWs (3 – 5 V), or the 
ability to form a stable SEI. Often sacrificial additives are used to form the SEI, the by far 
most common being vinyl carbonate (VC) which creates a polymeric SEI in EC based 
electrolytes [86], [87]. 
 
 
Figure 3.1. Schematic representation of the ESW. 
The electrolyte must also allow for fast ion solvation and desolvation, such that the 
electrochemical cells can charge/discharge at an adequate rate. Similarly, the ionic 
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conductivity must be high enough (> 1 mS/cm) such that the power density of the cell is 
sufficient. The electrolyte should also be thermally stable – the melting and boiling points 
should be outside the internal temperature of the cell during operation and storage, and the 
flashpoint should be high. Moreover, the electrolyte should have low toxicity, be made of 
sustainable materials, and have a low production and materials cost. 
 
3.1 The Local Electrolyte Structure 
The local electrolyte structure carries importance for many battery properties, having direct 
implications for the SEI, CEI, conductivity, kinetics, safety and stability of the system [88], 
[89]. The solvents, although neutral, carry an electromagnetic multipole-moment and hence 
interact with the cations and anions in the electrolyte. The strong spherically symmetric 
electric field generated by the cations will align the solvents in its vicinity, thus giving rise to 
a local structure; the first solvation shell, or simply the solvation shell. Beyond the first 
solvation shell, the second solvation shell is found. Here, the electric field has weakened 
considerably, however, there is still some structure. Outside the second solvation shell the 
presence of the cation is hardly noticeable on the solvents (Figure 3.2).  
 
Figure 3.2. Schematic illustration of solvents structured around a cation. 
 
This picture is “accurate” at low salt concentrations, where the average distance between ions 
is great, however, already at conventional battery electrolyte salt concentration of 1 M the 
anions has an effect on the cation solvation shells. Anions will be found in the second 
solvation shell, forming a solvent separated ion pair (SSIP), or even in the first solvation 
shell, neutralizing the complex and creating a contact ion pair (CIP). Beyond the 
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conventional salt concentration, the notion of solvation shells break down as large aggregates 
of ions and solvents start to form (Figure 3.3).  
 
Figure 3.3. The local electrolyte structure as a function of concentration. 
 
There are many ways of investigating the local electrolyte structure. The radial distributions 
function (RDF) – shows the content and size of the solvation shell, or equivalent at high salt 
concentration. The partial RDF counts the density of an atomic species around the cation: 
𝑔𝑖(𝑟) =  
𝑛𝑖(𝑟)
4𝜋𝑟2∆𝑟
1
𝜌𝑖
, 
where 𝜌𝑖 is the number density of atomic species i, and 𝑛𝑖(𝑟) is the average number of atomic 
species i within a shell of thickness ∆𝑟 at distance r from the cation. An RDF typically shows 
a clear first peak, which defines the size of the first solvation shell (Figure 3.4). 
 
Figure 3.4. Structure of a typical RDF. Shaded area is the CN. 
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By integrating the partial RDFs the average number of atomic species – the (partial) 
coordination numbers (CNs) – in the solvation shell can be computed. But, this only yields an 
average number. The CNs can also be computed by keeping track of all the atomic species i 
within the first solvation shell. A distribution of CNs is thus obtained. The variance of this 
distribution can be used to quantify the diversity of the local electrolyte structure, e.g., a 
variance of 0 in all the partial CNs indicate that all the solvation shells are identical, while if 
the variance of the CNs are high, there are several types of solvation shells, differing in 
content and possibly structure. The solvation number (SN), however, measures the number of 
solvents/anions in the solvation shell, and can be computed in a similar fashion as the CN. 
There are several methods of experimentally determining the CNs/SNs [90] – although it can 
be ambiguous if it is the CN or SN being measured. Using Raman and IR, the spectrum of the 
electrolyte, compared with that of a neat solvent, will have shoulders on some of the peaks 
associated with the solvent (Figure 3.5). Similarly, if the spectrum of an extremely dilute 
electrolyte is compared with the spectrum of an HCE, one will notice shoulders on peaks 
associated with the anion in the HCE spectrum. These shoulders arise as the normal modes of 
the solvents/anions are perturbed by the presence of the cation. Moreover, typically the 
vibrational modes associated with the bonds to the atomic species directly coordinating the 
cation are the ones affected.  
 
Figure 3.5. The red peak deconvoluted into its two components, blue and green. 
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By deconvoluting the peaks and comparing the respective integrated intensities the content of 
the solvation shell can be ascertained. In particular, let 𝑐𝑖 denote the concentration of species i 
and 𝑐𝑖,𝑐𝑜𝑜𝑟𝑑 the concentration of coordinated species i, then the fraction of coordinated 
species i can be computed  
𝑐𝑖,𝑐𝑜𝑜𝑟𝑑
𝑐𝑖
=
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑 + 𝐼𝑖,𝑓𝑟𝑒𝑒
 
where 𝐼𝑖,𝑐𝑜𝑜𝑟𝑑 and 𝐼𝑖,𝑓𝑟𝑒𝑒 are the integrated intensity of the peak associated with coordinated 
and free species i, respectively. Note that 𝑐𝑖 is known from the preparation of the electrolyte, 
and hence 𝑐𝑖,𝑐𝑜𝑜𝑟𝑑 can be determined. The ratio 𝑐𝑖,𝑐𝑜𝑜𝑟𝑑/𝑐𝑠𝑎𝑙𝑡 can now be used as a measure 
of the partial CN/SN. This analysis, however, can become substantially more complicated if 
the cross section of the vibrational mode is affected by the proximity of the cation. In 
essence, the integrated intensity is a sum over all oscillators contributing to the specific peak; 
∑aj = 𝑁𝑖𝑎𝑖 = 𝐼𝑖 assuming there are 𝑁𝑖 harmonic modes all absorbing/transmitting with the 
same intensity 𝑎𝑖. Hence 
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑 + 𝐼𝑖,𝑓𝑟𝑒𝑒
=
𝑁𝑖,𝑐𝑜𝑜𝑟𝑑𝑎𝑖,𝑐𝑜𝑜𝑟𝑑
𝑁𝑖,𝑐𝑜𝑜𝑟𝑑𝑎𝑖,𝑐𝑜𝑜𝑟𝑑 + 𝑁𝑖,𝑓𝑟𝑒𝑒𝑎𝑖,𝑓𝑟𝑒𝑒
. 
which is only equal to 𝑐𝑖,𝑐𝑜𝑜𝑟𝑑/𝑐𝑖 if 𝑎𝑖,𝑐𝑜𝑜𝑟𝑑 = 𝑎𝑖,𝑓𝑟𝑒𝑒. If this is not the case the observed 
integrated intensities can be scaled by the intensities 𝑎𝑖:  
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑/𝑎𝑖,𝑐𝑜𝑜𝑟𝑑
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑/𝑎𝑖,𝑐𝑜𝑜𝑟𝑑 + 𝐼𝑖,𝑓𝑟𝑒𝑒/𝑎𝑖,𝑓𝑟𝑒𝑒
=
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑
𝐼𝑖,𝑐𝑜𝑜𝑟𝑑 +
𝑎𝑖,𝑐𝑜𝑜𝑟𝑑
𝑎𝑖,𝑓𝑟𝑒𝑒
𝐼𝑖,𝑓𝑟𝑒𝑒
=
𝑁𝑖,𝑐𝑜𝑜𝑟𝑑
𝑁𝑖,𝑐𝑜𝑜𝑟𝑑 + 𝑁𝑖,𝑓𝑟𝑒𝑒
=
𝑐𝑖,𝑐𝑜𝑜𝑟𝑑
𝑐𝑖
. 
The intensities 𝑎𝑖 are often not substantially affected by the solvent/anion being coordinated 
to the cation. But, there are important cases, such as in EC and PC based electrolytes, where 
this procedure is required to get consistent results [91]. In practice, the Raman activities or IR 
intensities, computed with quantum chemical methods, are used to scale the integrated 
intensities.  
The structure of the solvation shell can be further investigated using MD by computing 
angles between cations and coordinated atomic species or centre of masses of the solvents.   
The above-mentioned methods of studying the solvation shell structure and content are used 
extensively in Paper I, IV, and V. 
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3.2 Ion Transport 
There are two broad categories of transport present in an electrolyte; diffusion, which is 
transport caused by a concentration gradient, and migration, which is transport of charged 
species due to an external electric field. In bulk electrolyte, diffusion is the main cause of 
transport, however, even if the driving force of the transport is known, i.e. primarily a 
concentration gradient, the actual mechanism depends on the composition of the electrolyte. 
In a battery, the electrodes can be viewed as sources/sinks of cations, and there is generally a 
higher ionic concentration close to the electrode surfaces, giving rise to a concentration 
gradient. Diffusion acts to homogenize the concentration, thus without any sources or sinks, 
diffusions will cease once the concentration is constant. Fick’s law governs diffusion, which 
relates the flux 𝐽𝑖 of species 𝑖 to the gradient of the concentration 𝑐𝑖: 
𝐽𝑖 = 𝐷𝑖
∂𝑐𝑖
∂𝑥
, 
where 𝐷𝑖 is the diffusion coefficient of the species. As diffusion drives towards removing all 
concentration gradients, the concentration will change with time. Fick’s second law relates 
the time derivative and Laplacian 
∂𝑐𝑖
∂𝑡
= 𝐷𝑖
∂2𝑐𝑖
∂𝑥2
. 
If the first solvation shell is stable, it will diffuse as one large positively charged unit – the 
vehicular transport mechanism. A sphere moving though a viscous fluid is a simple model of 
such a system – leading to the Stokes-Einstein relation for the diffusion coefficient 
𝐷 =
𝑘𝐵𝑇
6π𝑟𝑠η
. 
where 𝑟𝑠 is the size of the solvation shell and η the viscosity of the fluid. It is clear from this 
that the diffusion coefficient of the cation and anion, 𝐷+ and 𝐷−, differ, as their values of 𝑟𝑠 
differ. Therefore, the cation and anion contribute inequality to the ionic conductivity. The 
transport numbers are the fraction of the current carried by the cation and anion respectively: 
𝑡+ =
𝐷+
𝐷+ +𝐷−
,    𝑡− =
𝐷−
𝐷+ + 𝐷−
. 
The Stokes-Einstein relation, however, is only applicable in very dilute electrolytes where the 
interactions between ions are negligible. In any electrolyte with a moderate salt concentration 
the ion-ion interactions must be considered. 
If the salt is completely dissociated, the molar conductivity Λ =  σ/𝑐, where σ is the ionic 
conductivity, is given by an expression due to Onsager and Fuoss:  
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Λ = Λ0 + 𝑆𝑐
1/2 + 𝐸𝑐 𝑙𝑜𝑔 𝑐 − 𝐽1𝑐 + 𝐽2𝑐
3/2 
where 𝑆, 𝐸, 𝐽1 and 𝐽2 are functions that depends on the temperature, dielectric constant, 
viscosity, the molar conductivity at infinite dilution and the ions closest distance of approach 
[92]. At high enough salt concentrations, however, ions will start to associate, forming SSIPs, 
CIPs, and larger aggregates. The closest thing to a theory for transport in such electrolytes is 
a continuum model by Newman [93]. This model relies on pair wise friction coefficients 
between the species in the electrolyte. But, no theoretical basis, or origin, is given for these 
coefficients, and they have to be determined from measurements of the diffusion coefficients, 
conductivity and transport numbers [93]. Thus, there is no fundamental theory for 
conductivity in such electrolytes. Several important observations, however, have been made. 
As there are now CIPs the ionic current is not simply carried by the cation and anion, but also 
by larger charged complexes. The transference numbers give the fraction of the current 
carried by the cation and anion, respectively, when CIPs and larger aggregates are present 
𝑇+ =∑𝑠𝑔𝑛(𝑞𝑖)𝑛𝑖𝑡𝑖
𝑖
 
𝑇− =∑𝑠𝑔𝑛(𝑞𝑗)𝑛𝑗𝑡𝑗
𝑗
, 
where the sum over 𝑖 and 𝑗 run over complexes containing cations and anions respectively, 𝑞𝑖 
and 𝑞𝑗 is the total charge of complex 𝑖 and 𝑗, respectively, and 𝑛𝑖 and 𝑛𝑗  are the number of 
cations and anions in complex 𝑖 and 𝑗, respectively. The transference/transport number of the 
cations generally increase with salt concentration [29], and the cations no longer seem to 
have stable first solvation shells, and the transport mechanism deviate from vehicular 
transport and grows complex. The exact transport mechanism arising in these HCEs is still 
under debate, and hopping through ligand-exchange has been suggested as a possible 
mechanism [94]–[100], and/or alternatively through microscopic heterogeneity – with small 
regions with low viscosity [101]. 
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3.3 Dynamics of the Solvation Shell 
There are two main modes of ligand exchange; an associative where a solvent/anion enters 
the first solvation shell and subsequently another solvent/anion exits the shell, and a 
dissociative where a solvent/anion exits the shell, creating a vacancy in the shell which is 
soon filled (Figure 3.6).  
 
Figure 3.6. Associative and dissociative exchange processes. 
 
There are, however, several dynamic phenomena taking place inside the solvation shell, such 
as re-orientation of solvents [102], changes in the type of coordination, and possible 
correlated motion between the solvents/anions in the solvation shell – Paper I and V. 
 
3.4 Ligand-exchange Rate 
The residence time, i.e., the average time τ a solvent/anion remain in a solvation shell, is 
often studied with MD. A function 𝐻𝑙,𝑖(𝑡), where the index 𝑙 enumerates the ligands and 𝑖 the 
cations, is defined 
 
𝐻𝑙,𝑖(𝑡) =  {
1,             𝑖𝑓 |𝒓𝑙(𝑡)  − 𝒓𝑖(𝑡)|  < 𝑟𝑐
0,                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   
,  
 
where 𝑟𝑐 is a cut-off distance, typically determined from the first minima in an RDF. An 
autocorrelation function ξ(𝑡) = ⟨𝐻𝑙,𝑖(𝑡)𝐻𝑙,𝑖(0)⟩ is then computed. Note that this function is 1 
at the start of the run, and then decays to 0 once every solvent has left its original solvation 
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shell. As ligand exchange is a Poisson process, the function ξ(𝑡)  will be proportional to its 
own time derivative, similar to a radioactive decay process, and thus decays exponentially. A 
biexponential fit to the autocorrelation function is hence made 
ξ(𝑡) = 𝐴𝑒𝑥𝑝 (−
𝑡
τ
)
β
+ (1 − 𝐴) 𝑒𝑥𝑝 (−
𝑡
τ𝑠ℎ𝑜𝑟𝑡
), 
where β is a stretch parameter that deviates from unity if several exchange modes at different 
time scales are present, and τ𝑠ℎ𝑜𝑟𝑡 is for sub-diffusive processes. Often, the second term in 
ξ(𝑡) is neglected, and τ and β remain as the only fitting parameters. 
Reports on the residence time varies widely, even for the same, or similar systems, from 
extremely fast dynamical events on the femto-second scale, to the pico-second scale and all 
the way up to hundreds of nano-seconds [98], [102]–[111]. 
Here, I suggest a new method of calculating the residence time which relies on computing the 
average velocity inside the solvation shell. 
A ligand exchange is characterized by a solvent/anion moving beyond a critical distance 𝑟𝑐 – 
determined from the minima in an appropriate RDF. Thus, it is inherently a one-dimensional 
problem. Solvents/anions, however, are extended in space and have their own structures, so 
there is some ambiguity in how to define when a solvent/anion has exited the solvation shell. 
Typically, either a specific atom in the solvent/anion, or the entire solvent/anion must move 
beyond a critical distance. I suggest, however, that to avoid any problems arising due to the 
structure of the solvent/anion, it is only the centre of mass of the solvent/anion that must 
move beyond the critical distance.  
The radial motion of the solvent/anion centre of mass is completely determined by the forces 
acting upon the solvent/anion, via Newtons’ laws, and the velocities these forces generate. 
Thus, it should be possible to compute the exchange rate directly from the velocities or forces 
inside the shell. The ligand-exchange process is, as mentioned, at least approximately a 
Poisson process and thus stochastic in nature, and some sort of averaging procedure must be 
used. 
If we consider the path Γ𝑛 of a solvent/anion going from inside the shell to outside, the time 
that solvent spent in the solvation shell is   
𝑇𝑛 = ∫
𝑑𝑟
𝑣(𝑟)Γ𝑛
. 
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Therefore, the residence time can be computed as an average over all such paths:  
𝜏 = 𝑙𝑖𝑚
𝑁→∞
1
𝑁
∑∫
𝑑𝑟
𝑣(𝑟)Γ𝑛
𝑁
𝑛=1
. 
If we analyze a single path Γ𝑛, per definition  
𝑇𝑛 = ∫
𝑑𝑟
𝑣(𝑟)Γ𝑛
=
𝑑
⟨𝑣⟩𝑛
, 
 where ⟨𝑣⟩𝑛 is the average radial velocity along the path Γ𝑛 and 𝑑 is the change in radial 
position. All the paths end at 𝑟𝑐, however, the choice of the starting position of the paths 
appear ambiguous. It could be reasoned that the starting position should simply be where the 
solvent/anion enters the shell, i.e. 𝑟𝑐, as this is the distance that defines the boundary of the 
solvation shell. But, Γ𝑛 is then a closed path and ⟨𝑣⟩𝑛 = 𝑑 = 0. Instead, we could argue that 
the solvent/anion is not a part of the first solvation shell until it has equilibrated with it. The 
starting position of the paths Γ𝑛 could then quite naturally be chosen as the equilibrium 
distance 𝑟0 inside the shell, i.e., the first peak position in the RDF. Thus, 𝑑 = 𝑟𝑐 − 𝑟0 for all 
paths and     
𝜏 = 𝑙𝑖𝑚
𝑁→∞
1
𝑁
∑∫
𝑑𝑟
𝑣(𝑟)Γ𝑛
𝑁
𝑛=1
= (𝑟𝑐 − 𝑟0) 𝑙𝑖𝑚
𝑁→∞
1
𝑁
∑
1
⟨𝑣⟩𝑛
𝑁
𝑛=1
= (𝑟𝑐 − 𝑟0) ⟨
1
⟨𝑣⟩𝑛
⟩. 
Consider the N paths. If the radial velocity is sampled at a regular interval, such as in an MD 
trajectory with a constant time step, we would have N sets 
𝑉1  =  {𝑣11, 𝑣21, . . . , 𝑣𝑀11} 
𝑉2  =  {𝑣12, 𝑣22, . . . , 𝑣𝑀22} 
⋮ 
𝑉𝑁  =  {𝑣1𝑁 , 𝑣2𝑁 , . . . , 𝑣𝑀𝑁𝑁} 
where M𝑛 is the number of samples taken along path Γ𝑛. For instance, if we ran an MD 
simulation with a time step Δ𝑡, then  
𝑇𝑛 = 𝑀𝑛Δ𝑡, 
where we can make Δ𝑡 arbitrarily small, i.e., we can go to the continuous limit. Note that if 
the average velocity ⟨𝑣⟩𝑛 is altered by a factor ζ the time 𝑇𝑛 and 𝑀𝑛 would change by a factor 
1/ζ and we have the general relation  
𝑇𝑛
𝑇𝑛′
=
〈𝑣〉𝑛′
〈𝑣〉𝑛
=
𝑀𝑛
𝑀𝑛′
. 
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Using this one can show that  
1
〈𝑣〉
= ⟨
1
⟨𝑣⟩𝑛
⟩, 
see Paper V. Note that this is not a general property of averages but is true in this case 
because it is possible to establish an inverse relationship between the average velocity and the 
number of sample points used to form the average.  
Therefore, the residence time can be directly computed from the average velocity inside the 
shell and the RDF 
𝜏 = 𝑙𝑖𝑚
𝑁→∞
1
𝑁
∑∫
𝑑𝑟
𝑣(𝑟)Γ𝑛
𝑁
𝑛=1
=
𝑟𝑐 − 𝑟0
⟨𝑣⟩
. 
This method relies on few assumptions and is generally applicable to exchange phenomena. 
 
3.5 Conventional Non-aqueous Battery Electrolytes 
3.5.1 Solvents 
ACN has been a popular solvent due to its combination of being a cheap solvent with a high 
dielectric constant and low viscosity, yielding high ionic conductivities. ACN based 
electrolytes, however,  yields cells with overall poor electrochemical performance, often due 
to its narrow ESW, limiting its commercial attractiveness in battery applications, but is a 
common solvent in commercial supercapacitors outside of China and Japan [19], [87]. 
Several cyclic carbonates have been used as solvents in battery electrolytes (Figure 3.7). PC 
has a high dielectric constant, allowing a high degree of salt dissociation, and large liquidus 
range, and was used extensively in early research on LIBs. However, it was soon discovered 
that at conventional salt concentrations PC co-intercalates with Li+ causing exfoliation and 
degradation of the graphite electrode [112]–[117]. EC has a large dielectric constant and 
decomposes to form a stable SEI during the first few cycles. Moreover, EC shows no signs of 
exfoliating the graphite electrode. But EC is liquid first above 36°C and is hence often paired 
with other solvents in order for the electrolyte to be liquid at room temperature. Linear 
carbonates (Figure 3.7 generally have a low boiling point and low viscosity, while having a 
low dielectric constant and are prone to oxidation. The linear carbonates, such as dimethyl 
carbonate (DMC), diethyl carbonate (DEC) and ethylmethyl carbonate (EMC), are used as 
co-solvents with EC, which yields an electrolyte liquid at room temperature. Moreover, the 
ionic conductivity is improved by the addition of a linear carbonate, while EC seems to 
suppress the oxidative instability of the linear carbonates [117].    
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Figure 3.7. Structure of some common solvents and their respective viscosity, dielectric 
constant, melting and boiling points. 
 
3.5.2 Anions 
In order to facilitate adequate ionic conductivity, the salt needs to be able to dissolve and 
dissociate in the solvent/solvents. Furthermore, the anions need to be chemically stable with 
respect to the battery components the electrolyte is in contact with. Thus, weakly 
coordinating anions are often studied for battery electrolytes (Figure 3.8). 
Salts with the perchlorate (ClO4
−) anion show moderate solubility, often yields electrolytes 
with a relatively high ionic conductivity and SEIs formed with ClO4
− present in the electrolyte 
have low impedance. It is often used in lab environments, however, due to being a strong 
oxidant it is prone to hazardous reactions with organic species, causing explosions at high 
currents or temperature, thus ruling out its use in commercial cells [117]–[119]. Salts with 
tetrafluoroborate (BF4
−) anion are in this company of compounds often relatively difficult to 
dissociate, but the anion shows high mobility, often leading to a moderate ionic conductivity 
[117]. Moreover, BF4
− is a lot safer than ClO4
−. Electrolytes with hexafluorophosphate (PF6
−) 
shows a moderate dissociation constant, and a moderate mobility, and has good oxidative 
stability. PF6
−, however, is sensitive to moisture, easily forming HF. Moreover, PF6
− promotes 
the formation of a protective film on Al current collectors, protecting them from corrosion 
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[117]. Finally, bis(trifluoromethanesulfonyl)imide (TFSI) is a weakly coordinating anion 
popular in research environments, however, it has a strong tendency to corrode Al current 
collectors [120]. 
 
Figure 3.8. The structure of some common anions. 
 
3.5.3 Lithium-ion and Sodium-ion Battery Electrolytes 
The conventional LIB and SIB electrolytes use lithium/sodium hexafluorophosphate 
(Li/NaPF6) as the salt. The rationale being that PF6
−, while not being outstanding, strikes a 
good balance between all the properties important for battery electrolytes. The salt 
concentration is picked to maximise the ionic conductivity, which occurs at ca. 1 M in LIB 
electrolytes. In LIBs the standard LP30 electrolyte is a mixture of EC and DMC in equal 
volumes. As SIBs have not yet been fully commercialised, no clear standard solvent has 
emerged, however, the electrolytes investigated for SIBs are similar to the ones found in LIBs 
[25]. 
 
3.6 Highly Concentrated Electrolytes 
HCEs for batteries have been an active research subject in recent years [28]–[30]. They 
display several beneficial properties which, often, derive from the local electrolyte structure 
(Table 3.1).  
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Table 3.1. Properties of HCEs. 
Advantages/Disadvantages Origin References 
High rate capability 
Less resistive SEI, 
faster desolvation, 
high amount of charge carriers 
[121]–[123] 
Improved energy density 
Suppressed Al dissolution,  
improved electrolyte oxidative stability 
[124]–[131] 
Improved cycling stability Anion derived SEI [132] 
Improved safety 
Lower vapor pressure, 
anion derived SEI, 
higher boiling point, 
low amount of free solvents 
[29], [132], 
[133] 
Increased transport 
number 𝑡+ 
New transport mechanism 
[94], [95], 
[99], [100], 
[105], [106] 
High viscosity Low solvent to salt ratio [29] 
High cost Expensive salt [29] 
 
HCEs are dominated by strong ion-ion interactions, and ion-pairs and aggregates are 
common. There is no fundamental theory for transport in these electrolytes. The strong ionic 
nature of these electrolytes increases the difficulty of modelling them with MD; the high 
concentration of charged species polarises the species. Classical force-fields have proven 
inadequate in accurately modelling HCEs, and instead polarizable force-fields, or AIMD has 
to be used [134]. These methods, however, carry much higher computational costs – both in 
terms of memory and CPU hours – limiting the size and time of the simulations. 
But, most of the features of the HCEs arise from local electrolyte phenomena, and these are 
typically only accessible indirectly by experiments. Computer modelling on the other hand 
has direct access to the local structure, enabling insight into the mechanisms at play, 
especially the ion transport. Several experimental observations, however, has been made, 
such as a general increase in viscosity as a function of salt concentration and a decoupling of 
the molar conductivity from the viscosity, possibly caused by an increase in transport 
number; 0.2 – 0.4 in conventional electrolytes and >0.7 for HCEs [29].  
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4. Theory and Computational Methods  
Classical molecular mechanics relies on classical force fields that define pair-wise potentials 
between all atomic types, and represent chemical bonds by classical springs. These methods 
are computationally inexpensive, but often inaccurate, and are hence often reserved for large 
macromolecules where more accurate methods are simply to computationally expensive 
[135]. Moreover, the methods generally do not consider chemical reactions. Similarly, 
classical MD uses classical force fields and can simulate large systems, but special care has to 
be taken for electrolyte systems as to not compromise accuracy too much [134]. Instead, we 
turn to quantum chemical methods that explicitly treat the electronic structure. These 
methods are considered accurate, but are considerably more computationally expensive [136]. 
 
4.1 Quantum Chemistry and the Schrödinger Equation 
The fundamental equation governing all non-relativistic systems is the Schrödinger equation 
[137], succinctly expressed as 
𝐻Ψ(𝑟, 𝑡) = 𝑖ℏ
𝜕Ψ(𝑟, 𝑡)
𝜕𝑡
, 
where Ψ(𝑟, 𝑡) is the wavefunction, 𝑟 = (𝑥, 𝑦, 𝑧, 𝜎), 𝜎 is the spin of the particle, and 𝐻 is the 
Hamiltonian of the system. Often, we only consider the time-independent Schrödinger 
equation 𝐻Ψ(𝑟)  =  𝐸Ψ(𝑟), where E is the energy of the system. 
However, no analytical solutions exist for any atomic system with more than a single 
electron, as famously noted by Dirac “The underlying physical laws necessary for the 
mathematical theory of a large part of physics and the whole of chemistry are thus 
completely known, and the difficulty is only that the exact application of these laws leads to 
equations much too complicated to be soluble.” and hence large parts of this chapter will 
focus on how the wavefunction can be approximated and the Hamiltonian simplified [138]. 
The first of these simplifications is the Born-Oppenheimer approximation. The proton has 
three orders of magnitude more inertia than the electron. Hence, nuclei move more sluggishly 
than electrons. Therefore, the electrons will have much higher average velocities and thus 
equilibrate quickly with respect to any changes in the position of the nuclei and we can hence 
consider the electrons as moving in a static distribution of nuclei. The motion of the nuclei 
and electrons thus decouples, and the total wavefunction can be decomposed into an 
electronic wavefunction ψ(𝑟1, … , 𝑟𝑁; 𝑅1, … , 𝑅𝐾), that depends on the coordinates of the 
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nuclei, and the wavefunction of the nuclei ξ(𝑅1, … , 𝑅𝐾). This approximation is assumed in all 
of the subsequent methods discussed. 
 
4.1.1 Representing the Wavefunction 
Feynman famously argued that the exponential increase, with the size of the system, of the 
amount of memory required to store an exact representation of the wavefunction of the 
system is unreasonable. After all, the information of a system is contained within the volume 
of the actual system, hence it should be possible, in principle, to store an accurate 
representation of a system in a unit that scales linearly with the volume of the system [139]. 
As this is impossible on a classical computer [140], the first practical issue is to represent the 
wavefunction. Often the single-electron wavefunction, or molecular orbital, Φ𝑛 is written in a 
basis set of functions, atomic orbitals, φμ centred on the nuclei. The atomic orbitals can in 
turn be written as linear combinations of, usually, gaussian functions  
φμ =∑𝑑μ,𝑖
𝑖
𝑔𝑖(ζ, 𝑟) 
where  
𝑔𝑖(ζ, 𝑟) = 𝐶𝑥
𝑛𝑖𝑦𝑚𝑖𝑧𝑙𝑖e−ζ𝑖𝑟
2
, 
where C is a normalization constant, 𝑛𝑖, 𝑚𝑖 and 𝑙𝑖 determines the shape of the function (s, p, 
d, and so on, type orbital), and ζ𝑖 determines the width of the function. Once a basis set is 
selected, i.e. a set of φμ, the molecular orbital can be written as 
Φ𝑛 =∑𝑐𝑛,μ
μ
φμ. 
The complete wavefunction ψ(𝑟1, … , 𝑟𝑁; 𝑅1, … , 𝑅𝐾) is then written as a superposition of the 
single-electron molecular orbitals [135]. In practice, a guess of the molecular orbitals is 
made, i.e., a guess for all the coefficients, and the energy 𝜖 = ∫ψ∗HψdV is computed. The 
variational principle states that  
E0 ≤ 𝜖, 
 
where 𝐸0 is the true ground state energy [137]. Thus, a numerical solution to the Schrödinger 
equation can be found through progressively, and systematically, making better and better 
guesses for the wavefunction, yielding lower and lower energies, until a convergence 
criterion is met.  
The wavefunction can subsequently be used to define the electron density  
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𝑛(𝑟) = ∑|Φ𝑛(𝑟)|
2
𝑁
𝑛=1
, 
and  
∫𝑛(𝑟)𝑑τ = 𝑁. 
 
4.1.2 Hartree-Fock Theory 
One approach to numerically solve the Schrödinger equation is due to Hartree and Fock 
[141]. As electrons are fermions, their wavefunctions must be anti-symmetric. Thus, by 
writing the total wavefunction as a single determinant of molecular orbitals the Pauli 
principle is enforced. Note that this introduces correlation into the system and an additional 
interaction term for electrons with parallel spin [142]. 
Finally, to simplify electron-electron interactions, electrons are assumed to only interact with 
one-another through a mean field [135], [142]. These approximations and assumptions lead to 
the Fock equation  
𝐹Φ𝑛 = ε𝑛Φ𝑛 
where ε𝑛 is the energy of the molecular orbital Φ𝑛, and 𝐹 is the Fock operator: 
𝐹 = 𝑇 + 𝑉𝑖𝑜𝑛−𝑒 + 𝐽 − 𝐾, 
where 𝑇 is the kinetic energy operator, 𝑉𝑖𝑜𝑛−𝑒 the nuclear-electron attraction operator, and 𝐽 
and 𝐾 are the Coulomb and exchange operators, respectively: 
𝐽Φ𝑛(𝑟) = ( ∑ ∫Φ𝑚
∗ (𝑟′)
1
𝑟 − 𝑟′
Φ𝑚(𝑟
′)𝑑𝒓′
𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑
𝑚=1
)Φ𝑛(𝑟), 
 
𝐾Φ𝑛(𝑟) = ( ∑ ∫Φ𝑚
∗ (𝑟′)
1
𝑟 − 𝑟′
Φ𝑛(𝑟
′)
𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑
𝑚=1
𝑑𝒓′)Φ𝑚(𝑟). 
Note that 𝐽Φ𝑛(𝑟) is the electron n interaction with the mean field created by all other electrons, 
including itself, while 𝐾Φ𝑛(𝑟) is called the exchange term and is a non-local interaction as the 
operation on Φ𝑛(𝑟), depends on Φ𝑛(𝑟) at all positions. The self-interaction term arising from 
the Coulomb operator is exactly cancelled by a term in the exchange operator. Moreover, the 
exchange operator is only non-zero for electrons with parallel spin [142]. 
Furthermore, the Roothaan-Hall matrix equation can be formed,  
𝑭𝑪 = 𝜺𝑺𝑪 
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where C is the matrix of molecular orbital coefficients 𝑐𝑖,μ, 𝜺 is a diagonal matrix containing 
the molecular orbital energies ε𝑖, and S is an overlap matrix 𝑆𝜇𝜈 = ∫φμφν𝑑 τ.  
The Fock operator, along with the overlap matrix in the Roothaan-Hall matrix equation 
depends directly on the molecular orbitals Φ𝑖. Thus, to solve the equations an initial guess for 
the molecular orbitals is made, the matrices are then diagonalized, yielding new eigenstates Φ𝑖
′ 
and energies ε𝑖
′. These new orbitals can then be used to yet again form the Fock operator, and 
this process is iterated until some convergence criteria is met. This is the self-consistent field 
(SCF) approach  (Figure 4.1)  [135], [142], which all the subsequent methods rely on. 
 
 
Figure 4.1. The SCF loop. 
 
4.1.3 Semi-empirical Methods  
Using empirical data, or data from high level ab initio methods, the computational cost of 
solving the Roothaan-Hall matrix equation can be substantially reduced. A large family of 
semi-empirical methods assume the atomic orbitals are orthogonal, in what is called the 
neglect of diatomic differential overlap (NDDO), and hence S is simply the identity operator. 
The parametrized methods, a subset of the NDDO methods, are optimized to give accurate 
energies, and use empirical data to partially determine off-diagonal elements in the Fock 
matrix [143], [144] – PM7 is used in Paper I [143]. The semi-empirical methods are 
computationally inexpensive – meaning that large systems, consisting of several solvation 
shells, can be readily simulated on a modern day laptop.  
 
4.2 Density Functional Theory 
DFT is used extensively in Paper III-V, is used frequently in the field Paper II, and is used 
in the majority of electronic structure calculations [142]. DFT utilizes the electron density, 
rather than the wavefunction of the system, thus the number of coordinates needed to 
describe the system is reduced from 3(𝑁 + 𝐾) − 6 to simply 3. DFT is considered accurate 
[136], however, the computational cost of DFT scales exponentially with the number of 
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atoms in the system – the exact scaling depends on the functional and basis used – and hence 
the systems simulated are seldomly larger than a single solvation shell.  
DFT is made possible by two theorems by Hohenberg and Kohn that shows that there is a 
unique map between the electron density and the ground state properties of the system [145]: 
 
Theorem 1: The ground state electron density uniquely determines the external potential of 
the system, and thus the whole Hamiltonian. 
Theorem 2: A universal functional, valid for any external potential, can be defined in terms 
of only the electron density. 
 
Furthermore, the energy of the ground state of the system can be calculated from the electron 
density:   
𝐸0 =  𝑇[𝑛(𝑟)] + ∫ 𝑉𝑛𝑢𝑐𝑙𝑒𝑖(𝑟)𝑛(𝑟) 𝑑𝑟 +
𝑅3
1
2
1
4𝜋𝜀0
∫
𝑛(𝑟)𝑛(𝑟′)
|𝑟 − 𝑟′|𝑅3
𝑑𝑟𝑑𝑟′ + 𝐸𝑥𝑐[𝑛(𝑟)] 
where 𝑇[𝑛(𝑟)] is the kinetic energy functional of a non-interacting electron gas, 𝑉𝑛𝑢𝑐𝑙𝑒𝑖 is the 
potential generated from the nuclei, and 𝐸𝑥𝑐[𝑛(𝑟)] is a functional which containing the 
remaining energy [142]. 
To make use of the Hohenberg and Kohn theorems the electron density must first be 
determined. This is done with the Kohn-Sham equation: 
(−
ℏ2
2𝑚𝑒
∇2 + 𝑉𝑒𝑓𝑓(𝑟))𝜓𝑖(𝑟) = 𝜀𝑖𝜓𝑖(𝑟), 
where  
𝑉𝑒𝑓𝑓(𝑟) =  𝑉𝑛𝑢𝑐𝑙𝑒𝑖(𝑟) +
1
2
1
4𝜋𝜀0
∫
𝑛(𝑟′)
|𝑟−𝑟′|𝑅3
𝑑𝑟′ +
𝛿𝐸𝑥𝑐[𝑛(𝑟)]
𝛿𝑛(𝑟)
.  (1) 
The electron density is then found by a SCF approach [146].  
The last term in the effective potential (equation 1) is also called the exchange-correlation 
potential: 
𝛿𝐸𝑥𝑐[𝑛(𝑟)]
𝛿𝑛(𝑟)
= 𝑉𝑥𝑐[𝑛(𝑟)]. 
The various functionals of DFT approximates 𝑉𝑥𝑐[𝑛(𝑟)], generally by expanding the 
exchange-correlation potential in terms of the electron density: 
𝑉𝑥𝑐[𝑛(𝑟)] = 𝑉𝑥𝑐[𝑛(𝑟), ∇𝑛(𝑟), ∇
2𝑛(𝑟),… ]. 
The functionals are often organized in a ladder, from simple and computationally inexpensive 
to accurate and computationally expensive [147]. In Paper III and IV the Minnesota 
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functional M06-2X is used [148], which has been shown to give accurate results for battery 
electrolyte systems [136], [149]. The generalized gradient approximation PBE functional by 
Perdew, Burke and Ernzerhof was used in Paper IV [150].  
 
4.3 Ab initio Molecular Dynamics 
The Hellmann-Feynman theorem shows that the force on nuclei k is 
𝐹 = −
∂𝐸
∂𝑅𝑘
= − ⟨Ψ |
𝜕𝐻
𝜕𝑅𝑘
| Ψ⟩ = Zk  ( ∫ n(r)  
r  −  Rk
|r − Rk|3
dr   −  ∑
Zl(Rl − Rk)
|Rl − Rk|3
K
l≠k
), 
i.e., the force on nuclei k is simply determined by the electron density n(𝐫) and the coulomb 
interaction between the nuclei [151]. Therefore, once the electron density is found the forces 
on the nuclei can be computed. Once the forces are known, the acceleration on the nuclei can 
be calculated through Newtons’ second law. Thus, in principle AIMD is possible by 
computing the electron density from an initial configuration of nuclei, from which the forces, 
and accelerations, on each nucleus is calculated. Then a small time step is taken where each 
nuclei is displaced according to its acceleration and initial velocity, and the procedure is 
repeated again. Computing the electron density, however, is computationally expensive, and 
doing so at each time step becomes practically unfeasible for any moderate system size [142]. 
This problem was tackled by Car and Parrinello, who combined the quantum mechanical 
approach with the classical approaches to MD [152]. Writing the total energy as a functional 
of the electronic wavefunctions and the nuclear positions,  
𝐸𝑡𝑜𝑡 = 𝐸𝑡𝑜𝑡[{𝜓𝑖}, {𝑅𝑗}], 
and endowing the electrons with kinetic energy such that a time dependence can be assigned 
to the electronic wavefunctions, allowed Car and Parrinello to construct a classical 
Lagrangian 
𝐿({𝜓𝑖}, {𝑅𝑗}) =  
𝜇
2
∑|𝜓𝑖̇ |
2 +
𝑁
𝑖=1
1
2
∑𝑀𝑗
𝐾
𝑗=1
?̇?𝑗
2
+ 𝐸𝑡𝑜𝑡({𝜓𝑖}, {𝑅𝑗}) +∑Λ𝑘𝑙
𝑘𝑙
〈𝜓𝑙|𝜓𝑘〉. 
The parameter 𝜇 is a fictitious electron mass that must be chosen small enough to allow the 
electronic wavefunctions to adapt to the changing position of the nuclei, but large enough to 
allow for time steps of practical significance. The Lagrange multipliers Λ𝑘𝑙 are introduced in 
order to fulfil any external constraints, such as the orthonormality condition on the electronic 
wavefunctions. Using this Lagrangian, the Euler-Lagrange equation of motions are 
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{
 
 
 
 𝜇?̈?𝑖 = −
𝜕𝐸𝑡𝑜𝑡
𝜕𝜓𝑖
+ 2∑Λ𝑖𝑗𝜓𝑗
𝑗
𝑀𝑗?̈?𝑗 = −
𝜕𝐸𝑡𝑜𝑡
𝜕𝑅𝑗
+∑Λ𝑘𝑙
𝜕〈𝜓𝑘|𝜓𝑙〉
𝜕𝑅𝑗
𝑘𝑙
 
which are the equations solved in CPMD [142] – used in Paper V.  
AIMD requires considerably more computational resources than classical MD – currently 
restricting the simulations to 102 − 103 atoms and simulation times of a few tens of pico-
seconds, while classical MD can handle 104 − 105 atoms and simulate the nano-second 
scale. Great care, however, has to be taken when using classical MD on highly ionic systems, 
as the accuracy can often be poor, especially for transport properties [134]. 
 
4.4 Geometry Optimizing Molecular Systems and Computing Spectra 
The equilibrium structure of a molecule, or a system of molecules, is the positions of the 
nuclei such that no net forces act on them. To find the equilibrium structure the geometry of 
the system is optimized by utilizing gradient descent, with respect to the nuclear coordinates 
𝑅𝑘, of the total energy in order to locate a stationary point in the potential energy surface 
(PES). Once a set of nuclear coordinates have been found such that 
𝐹 =
𝜕𝐸
𝜕𝑅𝑘
= 0, 
a stationary state has been located. The stationary state, however, does not necessarily 
correspond to a minimum in the PES, i.e., a stable equilibrium structure, but can be an 
unstable equilibrium, a saddle point in the PES, which can correspond to a transition state. 
To ascertain the nature of the stationary state a frequency calculation can be made. If a Taylor 
expansion of the potential energy is carried out around the stationary point the potential can 
be written as 
𝑈 =
1
2
∂2𝑈
∂𝑅𝑘 ∂𝑅𝑙
𝑅𝑘𝑅𝑙 =
1
2
𝑈𝑘,𝑙𝑅𝑘𝑅𝑙 , 
where 𝑈𝑘,𝑙 = 𝑈 is the Hessian. The kinetic energy can be expressed as 
𝑇 =
1
2
𝑚𝑘,𝑙?̇?𝑘?̇?𝑙 , 
where 𝑚𝑘,𝑙 = 𝑚 is a diagonal matrix containing the masses of the nuclei. The structure of the 
potential indicates a harmonic oscillator behaviour and  
𝑅𝑘 = 𝐶𝑎𝑘𝑒
−𝑖ω𝑡. 
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Thus, the equation of motion becomes  
𝑈 −ω2𝑚 = 0, 
and the frequencies can be determined from taking the determinant of this equation [153].  
If all the frequencies ω are positive the stationary state is situated in a minimum in the PES 
and corresponds to a stable equilibrium structure. If, however, a frequency is imaginary, the 
state corresponds to a transition state, connecting two minima in the PES, one representing a 
product, one representing a reactant. If more than two frequencies are imaginary, the 
stationary state is located on a higher order saddle point [135] [154], [155]. 
To compute the IR intensities, or Raman activities, associated with the frequencies higher 
order derivatives needs to be computed. The derivative ∂2𝐸/ ∂𝑅𝑘 ∂𝐹, where F is an external 
electric field, is proportional to the change in dipole moment during the vibration and thus 
yields IR intensities, while ∂3𝐸/ ∂𝑅𝑘 ∂𝐹
2 is proportional to the change in polarizability 
during vibration, hence the derivative gives the Raman activities – these were used in Paper 
IV to scale the experimentally observed IR and Raman data.   
 
The geometry calculations are carried out at 0 K. However, the normal modes revealed by a 
frequency calculation, along with the electronic energy and the moment of inertia of the 
system, allows for the construction of the partition function. Thermodynamic properties, at 
non-zero temperature, can then be directly calculated from the partition function. These 
calculations, however, assume an ideal gas behaviour, and that the system is in the electronic 
ground state, and hence the accuracy of these calculations is uncertain [156]. 
Generally, an electronic structure computation starts by defining the coordinates of all the 
nuclei, along with the total charge and spin multiplicity of the system. This is proceeded by a 
geometry optimization, where the electronic structure is computed for each new set of nuclear 
coordinates, be it by DFT, semi-empirical or some other quantum chemical methods. Once 
the geometry has converged on a stationary state a frequency calculation is made to affirm 
that the structure is a stable, i.e., represents a minimum in the PES, and yields the free 
energies of the system – this general methodology was used in Paper I, III and IV. 
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5. Results  
5.1 Solvation Shell Structure 
Due to being great solvents, with high dielectric constants, wide liquid range and low 
viscosity, PC and ACN are of interest for HCEs. Moreover, they practically allow for 
reversible Li+ intercalation in graphite at high salt concentrations [121], [157] – which is 
thought to be related to the local electrolyte structure. 
The first solvation shell content and structure of Li/NaPF6 in PC or ACN, as a function of salt 
concentration was extensively studied using PM7 geometry optimized structures (Paper I), 
and by CPMD (Paper V). Moreover, the CN and SN of LiPF6 in PC electrolytes were studied 
comprehensively using IR/Raman, DFT and CPMD (Paper IV). 
The RDFs (Paper I, IV, and V) shows how the content of the solvation shell changes with 
salt concentration; increasing the salt concentration leads to less nitrogen/oxygen in the first 
solvation shell, and more fluorine. Even if PM7 and CPMD give qualitatively the same 
overall results, several differences can be seen. The position of the first peak is in general 
further out (by 0.1 – 0.3 Å) in the PM7 study, and hence the PM7 predicts larger shell sizes. 
In view of the Stokes-Einstein relation, larger shells typically indicate a lower diffusion 
coefficient and ionic conductivity. The main difference, however, seems to be associated with 
the anion. CPMD places the fluorine and nitrogen/oxygen peaks at approximately the same 
distance from the central cation, but PM7 predicts that fluorine is 0.2 Å closer to Na+ than 
oxygen, and Li+ than nitrogen, but 0.2 Å further out than nitrogen is to Na+. The Na+ shell is 
larger than the Li+ shell, indicating that interactions between Na+ and the solvents/anions are 
weaker compared with Li+, hence it should be easier to desolvate Na+ vs. Li+, which should 
lead to lower impedance and faster rate capabilities for SIBs – which has been observed 
[158].    
Both PM7 and CPMD shows a CN of ca. 6 for Na+, consistent with other studies [159]–
[161], while CPMD predicts a CN of ca. 4 for Li+ and PM7 4.5 – 5. Although results differ 
somewhat between studies, the general consensus is that the total CN of Li+ is 4 – Paper IV. 
The difference in CN between Li+ and Na+ has several implications for battery electrolytes, 
and HCEs in particular. As Na+ has a greater CN than Li+, at the same solvent to salt ratio 
there must either be more anions and/or solvents in the Na+ solvation shell, compared with 
the Li+ first solvation shell. Thus, there are more CIPs/aggregates and/or less free solvents in 
a SIB electrolyte, compared with a LIB electrolyte at the same solvent to salt ratio. Thus, 
some HCE properties should emerge at lower salt concentrations in SIB electrolytes. 
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Comparing the results for the partial CNs from Paper I and V, the same trends are seen – 
The amount of fluorine in the first solvation shell increases, while the amount of oxygen 
decreases with increased salt concentration, and both methods show that Na+ has a higher 
variance in the CN than Li+ – but there are some major quantitative differences (Table 5.1). 
PM7 consistently predicts a much higher fluorine content in the first solvation shell than 
CPMD, and a considerably higher CN variance (Table 5.1), but both methods show that the 
variance increases with concentration. 
Table 5.1 Li+/Na+ CNs in PC based electrolytes. 
Salt Concentration 
𝑪𝑵𝑶 𝑪𝑵𝑭 𝑽𝒂𝒓(𝑪𝑵𝒕𝒐𝒕) 
PM7 CPMD PM7 CPMD PM7 CPMD 
LiPF6 
20:1 (dilute) 4.3±0.3 3.6±0.3 0.9±0.2 0.2±0.2 1.5 0.4 
10:1 (conc.) 3.4±0.2 3.3±0.4 0.9±0.2 0.4±0.2 2.3 0.5 
5:1 (highly conc.) 2.9±0.2 2.3±0.3 1.8±0.2 1.3±0.4 2.2 0.5 
NaPF6 
20:1 (dilute) 4.8±0.3 5.6±0.6 1.5±0.4 0.1±0.2 2.9 1.6 
10:1 (conc.) 4.0±0.2 5.0±0.6 1.7±0.2 1.0±0.5 3.5 1.5 
5:1 (highly conc.) 2.7±0.2 3.6±0.4 3.6±0.4 3.4±0.5 5.4 1.6 
 
Both methods, however, considerably overestimate the number of fluorine/anions in the 
solvation shell compared with the experimentally determined values (Paper IV). The 
IR/Raman measurements determine 𝑆𝑁𝑎𝑛𝑖𝑜𝑛 – the number of anions in the cations first 
solvation shell – by measuring the concentration of free anions [𝑃𝐹6
−]𝑓𝑟𝑒𝑒. The average 
number of anions in the solvation shell can thus be computed  
𝑆𝑁𝑎𝑛𝑖𝑜𝑛 =
[𝐿𝑖𝑃𝐹6]– [𝑃𝐹6
−]𝑓𝑟𝑒𝑒
[𝐿𝑖𝑃𝐹6]
, 
where [𝐿𝑖𝑃𝐹6] is the salt concentration. The measurements indicate that there is on average 
0.3 – 0.4 anions in the solvation shell at the highest possible concentration (3.2 M, roughly 3 
solvents per salt). This method, however, fails to account for anions being shared between 
cations, such as in aggregates, which might account for some of the discrepancy seen 
between the computational and experimental results. 
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The computed and measured average number of solvents in the solvation shell 𝑆𝑁𝐿𝑖−𝑃𝐶 
largely agree (Paper IV and V), with an average of 4 PC molecules in the solvation shell at 
dilute concentrations. Moreover, in Paper IV, we found that the 𝑆𝑁𝐿𝑖−𝑃𝐶 changes very 
slowly with salt concentration until it enters a highly concentrated regime – and it starts to 
drop linearly. This occurs at the same salt concentration as the concentration of free PC drops 
below the salt concentration, and there are more free anions than solvent, which also 
coincides with a suppression of the PC induced graphite exfoliation, and the cell can be 
reversibly cycled (Figure 5.1).    
 
Figure 5.1. (Left) Free solvents and free anions as a function of concentration. (Right) 
Average number of PC in the Li+ solvation shell as a function of concentration. 
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5.1.1 Angle Distributions 
PM7 and CPMD both suggest tetrahedral coordination for Li+ and octahedral for Na+ (Paper 
I and V). Moreover, in a PC based electrolyte the cation can coordinate to both the carbonyl 
oxygen and one of the etheric ring oxygen atoms. In such bidentate coordination the angle 
between the two oxygen atoms and the cation are considerably much smaller (ca. 50∘) than 
between two oxygens from two different PC molecules in the solvation shell and the cation. 
Comparing the angle distributions for PC, Paper I and V, it is clear that both PM7 and 
CPMD predicts bidentate coordination. Thus, it seems that PM7 predicts the same general 
trends in content and structure of the solvation shell, compared with CPMD, even though it 
was optimized for energy calculations. But, the quantitative differences between the methods 
are clear, and it seems that the major differences between PM7 and CPMD are related to their 
treatment of the anion. 
 
5.1.2 Solvent-ion and Ion-ion interactions 
Several studies have investigated the differences in ion-ion and ion-solvent interactions 
between Li+ and Na+ [149], [162]–[165], and a meta-study showed that quite broadly, 
regardless of the exact ion-ion or ion-solvent interaction, the interaction energies are lowered 
by ca. 20% upon using Na+ instead of Li+ as the cation – Paper II. Generally, this is taken as 
an indication that desolvation occurs more readily in a SIB electrolyte, and lower interfacial 
impedance and faster kinetics ensues.  
Interaction energies can also be used to predict energetically stable solvation shells, again 
showing that Li+ prefers a solvation shell consisting of four solvent molecules – Paper IV. 
Energy calculations, however, fails to account for concentration dependencies on the 
solvation shell structure, as these calculations are usually limited to only modelling a single 
solvation shell. 
The solubility of 𝑂2 was studied in Paper III, important for the capacity of metal-air 
batteries. The interaction energy between 𝑂2 and several anions was computed and followed 
the solubility trends observed in experiments – a strong interaction led to an increase in 
solubility, while a weak interaction led to a decrease in solubility, with increasing salt 
concentration.  
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5.2 Dynamics of the Solvation Shell 
5.2.1 Forces and Potentials  
The solvation shell is continuously poked and prodded on by its environment, and the forces 
acting on the solvation shell are stochastic. Looking at the probability distribution of the 
radial forces on the solvent molecules centre of masses as a function of distance from a cation 
a clear picture emerges (Figure 5.3) – Paper V. The radial forces inside the first solvation 
shell are centred around a linear feature, while the force distribution in the second solvation 
shell is centred around a force of zero. Integrating the average radial forces shows that the 
solvents are locked in a harmonic oscillator well inside the first solvation shell (Figure 5.4).  
 
Figure 5.3. Heat map of the probability distribution of the radial forces, on the ACN centre of 
mass, as a function of ACN centre of mass distance to the cation.  
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Comparing Na+ and Li+, the forces are stronger on the solvents in the Li+ solvation shell, and 
the solvents are less confined in the Na+ solvation shell. Moreover, the energy barrier 
between the first and second solvation shell are smaller in the Na+ case. Therefore, ligand 
exchange should occur more frequently, and desolvation should be easier, in the Na+ 
electrolyte, compared with the Li+, consistent with the results discussed in section 5.1, and 
with experimental observations. 
 
 
Figure 5.4. Average forces and potentials on solvents in solvation shells. 
 
5.2.2 Velocities 
Studying the radial velocities, which are symmetrically distributed around zero – both in the 
first and second solvation shell – but greater in the Li+ solvation shells, also consistent with 
stronger interactions (Figure 5.5). Moreover, as this is the radial velocity, and the data is 
gathered for all solvents, independent of if they start in the solvation shell or not, the 
distributions must be centred on zero as there is no net flux in or out of the shell. The width, 
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however, of the distributions should be determined by the ion-solvent interactions, along with 
the temperature of the system. 
 
Figure 5.5. Heat map of the probability distribution of the radial velocities, on the ACN 
centre of mass, as a function of ACN centre of mass distance to the cation.  
 
5.2.3 Ligand-exchange 
The force distributions and potential barriers only give indirect information about the 
exchange-rate and processes. Turning to these processes directly, the CPMD simulations of 
Paper V saw one or several exchange events for the majority of the solvation shells. Both 
associative and dissociative processes were observed (Figure 5.6), but the former dominated. 
Moreover, the associative process was often preceded by several failed attempts where the 
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solvent very briefly entered the shell and subsequently was ejected (orange line, bottom 
panel, Figure 5.6).    
 
Figure 5.6. The distance between a cation and all solvents that spent any time inside its first 
solvation shell. (Top) Two dissociative exchanges at 4 and 7 ps. (Bottom) Associative 
exchange at 3.5 ps.  
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In Paper V the residence time was computed with the new method described in Chapter 3. 
The residence time generally decreased with the salt concentration and was lower for Na+ 
than for Li+. The residence times (ca. 10 – 15 ps in the ACN based electrolytes and ca. 1 – 3 
ps in the PC based electrolytes) differ somewhat from previous results. For the ACN system, 
the results are in good agreement with previous studies, having found residence times 
between 25-100 ps using classical MD [98], [111]. While for LiPF6 in PC the residence time 
was recently computed to be 1000 – 10000 ps using classical MD [105]. Several other studies 
have found residence times ranging from the pico-second to nano-second scale [98], [102]–
[111]. There are several possible explanations for the discrepancies in the literature – starting 
with the possibility that different systems can have vastly different residence times. 
Moreover, the classical force-fields, and the types of AIMD used, differ, which can lead to 
substantially different results [134]. Moreover, the size and simulation times are vastly 
different for classical MD and AIMD, and hence the simulations might probe different 
exchange modes. For instance, in [105] they fit a bi-exponential function to the auto-
correlation function, and computes two residence times, τ and τ𝑠ℎ𝑜𝑟𝑡. But, τ𝑠ℎ𝑜𝑟𝑡 is never 
presented, and a smoothing function was applied to remove events that occur on the τ𝑠ℎ𝑜𝑟𝑡 
scale. Therefore, it is possible that some discrepancies in the literature arises because 
classical MD studies simply overlook the fast pico-second events, while the AIMD 
simulations cannot access the processes occurring on the nano-second scale. 
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6. Summary and Conclusions 
In this thesis, several computational methods were employed to study the structure and 
dynamics of the solvation shell of battery electrolytes. Several of the studies found similar 
results, and an overall picture emerged of the salt concentrations strong influence on the local 
electrolyte environment – increasing the anion content in the first solvation shell and 
decreasing both the concentration of free solvents, and the solvent content of the first 
solvation shell, as the concentration is increased. The energetically most stable solvation 
shells, however, only contain solvents. Therefore, increasing the salt concentration ease 
desolvation which facilitates the observed improvements in kinetics. Moreover, the 
electrolyte grows more heterogeneous, as measured by the variance of the CNs, with 
increasing salt concentration, again indicating that the stability of the solvation shells 
decreases with increasing salt content. The solvent residence time was computed with a new 
and generally applicable method showing that ligand exchange is more prevalent at high salt 
concentrations – which relates to both the observed improvements in kinetics, and the altered 
transport mechanism in HCEs.  
Several of the studies compared LIB and SIB electrolytes. It was found that the properties 
associated with HCE, such as increased CN variance, less energetically stable solvation 
shells, and shorter residence time, was more pronounced in the SIB electrolytes. Moreover, 
the CN and SN of Na+ is higher than for Li+, thus the electrolyte becomes deprived of free 
solvents at lower salt to solvent ratios in SIB electrolytes. Taking these observations in 
conjunction, SIB electrolytes should show a strong onset of some HCE features at lower salt 
concentrations than LIB electrolytes.    
Several comparisons were also made between ACN and PC, showing that PC, just as Na+ 
promotes the features associated with a HCE, showing much shorter residence time and a 
higher disorder, both in terms of dynamical properties such as the force and velocity 
distributions, but also in the solvation shells structural properties, such as the angle 
distributions and the CNs. As both PC and Na+ promotes local disorder in the electrolyte, as 
well as promoting HCE features, local heterogeneity might be essential for HCEs. 
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7. Outlook 
Looking towards the future, there are several possible follow-up studies on the transport 
mechanism in HCEs. The average potentials studied in Paper V are all similar for the same 
solvents, but the residence times differ substantially, indicating that the exchange processes 
might not be thermally driven, i.e., the exchanges do not necessarily occur because the 
solvent suddenly gained enough kinetic energy to overcome the potential barrier. Instead, it 
might be fluctuations in the potential barrier that drives the exchange. Thus, it would be the 
second solvation shell that facilitates exchanges, which is also indicated by the associative 
exchange process being more common, and that several attempt of entering the solvation 
shell is often seen before a successful associative exchange. 
The potential barriers could also be analysed using Kramer’s escape formalism [166], or by 
making an analogy with quantum tunnelling phenomenon. Both approaches should give 
insight into if it is the thermal motion of the solvent molecule inside the first solvation shell, 
or the fluctuations of the potential barrier, that drives the exchange processes. 
Moreover, to directly investigate desolvation phenomena, the local electrolyte structure and 
dynamics should be studied in the presence of an electrode, or the SEI/CEI. This could either 
be done by explicitly simulating the electrolyte on one of these surfaces, or implicitly – 
smaller AIMD simulations of a single cation/anion/solvent on a surface could be used to 
extract the force on the species, as a function of distance from the surface. Once this is done 
for all species, a potential, reflecting the effects of the surface, could be added to an MD 
simulation.  
Experimental studies on the CN and SN are often relegated to looking at averages of these 
quantities – but the majority of computational studies have full access to the distribution of 
these quantities, revealing details that might be difficult, or even impossible, for conventional 
experimental techniques to uncover. The computationally observed disorder in HCE might, 
however, be connected with the entropy of the electrolyte, which should be a measurable 
property. But, care must be taken when comparing computational and experimental results – 
especially as the terms CN and SN are often used interchangeably. Computational studies 
often look at the number of atoms in the solvation shell, by integrating the partial atomic 
RDFs, while in IR/Raman studies it can be hard to discern if it is the number of atoms, a 
specific functional group, or the number of solvents/anions in the solvation shell, or simply 
the amount of free solvents/anions, that is measured. The experimental and computational 
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methods should, and sometimes must, be used to complement each other – revealing a deeper 
and truer picture of the electrolyte. The structural studies of electrolytes should also move 
beyond the first solvation shell, locating all connected structures. This is especially important 
in HCE, as ionic aggregates are thought to play a crucial role.   
The importance of disorder, or local heterogeneity, for the electrolyte properties could also be 
further studied by selecting salts and solvents which should promote higher disorder. For 
instance, by comparing potassium-ion battery electrolytes with LIB and SIB electrolytes, or 
by choosing anions or solvents with several possible coordination modes – such as displayed 
by PC – which might promote fast kinetics and the transport properties observed in HCE, 
thus enabling a rational design choice in the development of new electrolytes.  
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