Abstract: Business intelligence (BI) has become an integral part of e-business activities of companies. The success of such effort is dependent on integration and management of terabytes of transactional data in a large-scale data warehouse to support various analyses. In the last two years, web-oriented BI and outsourcing have led to more challenging problems of integrating these new types of data with the internal transactional data. Furthermore, recent trends in enabling the real-time company have placed new performance demands on BI software. Significant research has been carried out in optimising multidimensional aggregation in data warehousing that serves as the base data for BI analysis software. However, virtually all of this work has focused on either simple aggregates or on specialised analysis such as in human genome and other scientific applications. In this paper, we focus on statistical analysis models and techniques to reduce the volume of base data and enable real-time BI analysis. We introduce a new data aggregation model, referred to as the multivariate and multidimensional aggregated data model (M 2 AD), for supporting statistical computing in a data warehouse environment.
Introduction
Business intelligence (BI) has become an integral part of e-business activities of companies. The success of such effort is dependent on integration and management of terabytes of transactional data in a large-scale data warehouse to support various analyses. In the last couple of years, web-oriented BI and outsourcing has led to more challenging problems of integrating these new types of data with the internal transactional data. Furthermore, recent trends in enabling the real-time company have placed new performance demands on BI software.
Significant research has been carried out in optimising multidimensional aggregation in data warehousing that serves as the base data for BI analysis software [1] [2] [3] [4] [5] [6] [7] [8] . However, virtually all of this work has either focused on simple aggregates or on specialised analysis such as in human genome and other scientific applications. In this paper, we focus on statistical analysis models and techniques to reduce the volume of base data. We introduce a new data aggregation model, referred to as the multivariate and multidimensional aggregated data model (M 2 AD), for supporting statistical computing in a data warehouse environment.
A data warehouse repository usually contains aggregated data, called materialised views, which are computed and integrated from multiple data sources. A data warehouse system usually has two main components: the integration component, responsible for collecting and maintaining the materialised views, and the query and analysis component, responsible for fulfilling the information and analysis needs of specific end users [9] . Our focus in this paper is on the query and analysis component. In particular, we investigate techniques for supporting statistical computing in more advanced data analyses used in business planning and decision making.
To facilitate data analyses and visualisation, the data warehouse typically supports a multidimensional data model, also referred to as summary table or data cube [1] [2] [3] [10] [11] [12] . Conceptually, a summary table can be viewed as a materialised aggregate view defined by an SQL query. For example, in the data warehouse of a retail chain, a summary The Sales_Summary table can be defined by SELECT Store, Month, Item ID, SUM(Quantity) AS Quantity, AVERAGE(Price) as Average Price FROM Sales GROUP BY Store, Month, Item ID. In this aggregate view, SUM() and AVERAGE() are aggregate functions, Quantity and Price are measure attributes, and Store, Month, and Item ID are dimension attributes. Because the number of dimension attributes is more than two, the summary table is considered multidimensional.
Whilst summary tables are useful for supporting various data analysis and business reports, they do not support more advanced data analyses such as statistical regression. In this paper, we show that a summary table must satisfy certain criteria to support statistical computing. We then introduce a multivariate and multidimensional aggregated data (M 2 AD) model, whose data is derived from transactional data that may be stored in multiple data sources. M 2 AD has three nice properties. First, M 2 AD is compact. The sizes of M 2 AD instances can be much smaller than that of the source data. Second, M 2 AD is distributive, thus its contents can be updated using incremental update mechanisms [13] [14] [15] . Third, M 2 AD is sufficient, i.e., its instances provide sufficient inputs to the statistical computing processes of many statistical methods.
The main contributions of this paper are: • The development of a theoretical model of the M 2 AD approach by presenting the data structure and its main features, and demonstrating how it can support advanced statistical applications such as multivariate regression and real-time data mining BI applications.
• Investigating the impact of applying the M 2 AD approach to statistical analysis in a data warehouse environment by analysing the potential savings in storage and transmission delays. As will be discussed in detail in the conclusion of the paper these two performance measures that were de-emphasised in high performance computing are back in the spotlight due to the increase in mobile e-business, where the use of hand-held devices and wireless communications is often associated with low speed and limited storage. The model introduced in this section can enable and reduce the cost of statistical BI applications in those environments, in particular due to the emerging trend back to increased client-side functionality and load assignment. This latter trend is due to advances in dynamic HTML and web services that are often deployed in environments with highly loaded web servers.
• Presenting high-level algorithms for the derivation and maintenance of M 2 AD tables and for the queries against the M 2 AD table using SQL commands and stored procedures.
The remaining sections are structured as follows: Section 2 motivates the problem of supporting statistical analysis in data warehouses and presents the concepts of the M 2 AD approach. In Section 3, we define the M 2 AD data model and the algorithms for maintaining and querying the M 2 AD tables. In Section 4, we show how M 2 AD supports statistical computing, such as univariate, multivariate, categorical data analyses and time series analysis. Section 5 provides examples of using our model to bridge very large databases and advanced data analyses. In Section 6, we investigate the advantages of applying the M 2 AD approach in a data warehouse environment. Finally, Section 7 summarises the paper and outlines our future research directions.
Problem statement
In this section, we motivate the data aggregation problem for supporting statistical computing in a data warehouse. We use an example to illustrate the basic ideas and develop the concept of multidimensional and multivariate aggregated data for storing summary data in data warehouses. More formal analysis will be given in later sections.
Suppose a retail store maintains a database containing sales transaction data. The store manager wants to estimate the demand function that relates quantities sold to unit prices, in order to formulate pricing policy or promotion plans. For simplicity, we consider the demand function of a single item (assuming ItemID = "0001"). Table 1 tabulates individual sales records of that item. Due to different discount rates and coupons used, the actual sale prices may vary. A simple linear regression is used to estimate the demand function Q = a + bP, where Q is the quantity sold per transaction, P is the price per unit. The unbiased least square estimators for the intercept a and the slope b of the regression line is given by [16] :
Note that P and Q are (n × 1) column vectors with elements denoted by i p and i q , respectively. Given Table 1 and treating Quantity as Q, Price as P, the resulting regression equation is ƒ 1 : Q = 37.95 − 9.80 * P.
Consider that a retail chain consists of 50 retail stores and each store may incur thousands of transactions. The resulting volume of transactional data for the retail chain can be in the order of gigabytes per day. Furthermore, in order to perform a statistical analysis such as linear regression, the retail chain must gather the transactional data from all retail stores, transmit it to a central location, store the data in a data warehouse, and then carry out the statistical computation. This is not a simple task because the distributed nature of transactional data and the sheer volume of the data require an elaborate process to gather data from potentially heterogeneous databases into a single data warehouse. In general, the data analysts who perform statistical computing may not be located in the same place as the data warehouse. As a result, the process of statistical computing will involve the transmission of the transactional data to a new location before a statistical package can be applied to the data.
One common way to reduce the size of data for ease of transmission and computation is to convert the transactional table into a summary table such as shown in Table 2 , which contains total quantity sold in each day, average quantities of each transaction and average price in each day. Using the summary data in Table 2 [17] another demand function can be derived through linear regression (note that although Table 2 does not contain enough records for deriving an accurate linear function, it suffices for an illustration of basic concepts). By treating Sum(Quantity) as Q, Sum(Price)/Count as P, we get ƒ 2 : Q = 996 − 300 * P, which estimates the daily sales as a function of average price per unit. Whilst the summary table in Table 2 is much smaller than the transactional table in Table 1 , and the new demand function ƒ 2 is useful for certain analysis, the summary table can no longer be used to derive the demand function ƒ 1 . Therefore, this summary table is incomplete for supporting statistical computing in both transactional and aggregated levels. Our goal is to develop a data aggregation model that preserves the statistics analysis of transactional data.
Notice that the computing formulas of (2.1) and (2.2) include several types of aggregation functions, i.e., count, sums, sums of squares (SS) and sums of cross-products (SCP). These functions produce special purpose summary data for statistical computing. This hints that if we pre-aggregate this data, store it in a summary table (as shown in Table 3 ), and apply formulas (2.1) and (2.2) to the last row (Total) in Table 3 , then we will be able to derive function ƒ 1 . That is, using this alternative summary table, we can preserve the linear regression analysis at the transactional data. Furthermore, demand functions can also be derived on different time periods by selecting data in different rows of Table 3 . In addition, the demand function ƒ 2 can also be derived from Table 3 since it contains Table 2 . Table 3 , the measure attributes are P and Q. Therefore, p = 2 and p(p+1)/2 = 3. Note that the cross-product matrix of measure attributes can be denoted by X'X, where X denotes the data matrix of measure attributes, X' is the transpose of X. The X'X matrix contains sums of squares as its diagonal elements and sum of cross-products as its off-diagonal elements. The size of X'X is given by (p × p). Since X'X is symmetric, we need to store only its upper or lower triangular matrix in the summary table.
Table 3
An alternative summary • Second, the main advantage of the M 2 AD table is that it can be many times smaller than the transactional data. In addition, the M 2 AD table can support many types of statistical analysis that the transactional table can. A formal analysis of this advantage will be given in a later section.
• Third, the cross-product matrix X'X, like count and sum, are distributive as will be shown in the next section. Thus, when data is inserted into or deleted from the transactional databases, the M 2 AD table can be updated incrementally.
• Fourth, the M 2 AD table supports more statistical methods than a conventional summary table. In fact, the M 2 AD table supports all statistical methods whose computing formulas can be rewritten as functions of counts, sums, and X'X. In Section 4, we will show how M 2 AD summary table supports many commonly used univariate, multivariate, and categorical statistical methods.
Multidimensional and multivariate aggregated data (M 2 AD)
This section introduces the definition and maintenance algorithms of the M 2 AD table as well as its relational implementation. M 2 AD tables can be implemented in a relational database system or a proprietary cube-based system [4, 11, 18] . The relational representation of M 2 AD is conceptual and is used to demonstrate the modelling concept rather than the physical structure or access methods. Other implementation schemes are feasible and possibly more efficient.
Definition and creation of M 2 AD summary table
An M 2 AD summary table is defined by a quadruple: <T, D, X, A>. T denotes a table containing source data, D is a set of m dimension attributes, X is a set of p numericvalued measure attributes, and A is a composite data object containing aggregated data. Let X denote the transactional data matrix contained in T, i.e., X = π X (t), where π denotes the generalised (duplicates allowed) project operator, and t is an instance of T. D partitions X in such a way that G D (π X (t)), where G denotes the group-by operator with D as operand. Thus, X is partitioned into (
objects, each containing a count, p summations, and a cross-product matrix derived from a partitioned submatrix.
Suppose T is a table defined in a relational database, then the creation and materialisation of M 2 AD can be easily implemented using SQL commands having the following syntax:
For convenience, we set a naming convention for table and attribute names. We use M 2 AD_T as the name of the M 2 AD summary table created from T. For dimension attributes, we use the same names as they are defined in T. For aggregated attributes, we use _Count, Sum_X i , SS_X i (sum of squares of X i ) and SCP_X i _X j (Sum of crossproducts of X i and X j ) to denote Count(*), Sum(X i ), Sum(X i * X i ) and Sum(X i * X j ), respectively. We assume that X i and X j are arranged alphabetically when they appear in SCP_X i _X j .
Example 1
Suppose the database of a retail chain maintains a sales transaction Assuming that the chain store has 50 branch stores, stocks 1000 items, then (50 * 1000) records will be appended to M 2 AD_Sales each day, regardless of how many transactions are made daily. It is obvious that conventional summary tables such as periodic (daily, weekly, monthly, etc) sales reports, categorised by stores, items or dates, can be derived from M 2 AD_Sales.
Data manipulation
Before we show how we use SQL commands to manipulate M 2 AD summary tables, we first show that M 2 AD is distributive. An aggregate function f( ) is said to be distributive if
.. X r vertically partition X. It has been shown in [13] that aggregate functions such as COUNT and SUM are distributive so that aggregated data in different cells can be added up, and incremental update of data cubes can be supported. Recall that X'X contains sums of squares as its diagonal elements and sums of cross-products as its off-diagonal elements, it is easy to see that:
where x i and y i denote the i-th element of different columns in X, and x ji and y ji , j = 1, 2, ..., r, denote the i th element of different columns in the submatrix X j . From the above formulas, it follows that the cross-product matrix X'X is also distributive, and thus we may combine X'X in different rows, and incremental update of X'X are also supported. For example, suppose X 1 and X 2 vertically partition X. Then we have X'X = X 1 'X 1 + X 2 'X 2 , where + denotes matrix addition operator.
On the other hand, consider incremental update. Let X o and X n denote the old version (before update) and the new version (after update) of X, respectively. X n = X o ∪ X I -X D , where ∪ and -denote set union (duplicate not removed) and set difference operators, and X I and X D denote data inserted into and deleted from X o , respectively. Then we have,
That is, we may incrementally update X'X using only modifications made to X during two consecutive updates to the M 2 AD summary In a data warehouse environment, some users may not know the existence of all pre-defined M 2 AD tables. Therefore, casual users may directly issue aggregate queries to source tables [19] . This may result in recomputing aggregated data already existing in the data warehouse. To avoid this inefficiency problem, a query rewrite algorithm is presented below. This algorithm converts aggregate queries to T into those to M 2 AD_T so that recomputing of existing aggregated data is avoided.
Let T be a source table, M 2 AD_T be an M 2 AD defined over T with dimension attribute set D and measure attribute set X. Consider an aggregate query to T, denoted by Query(T), having the syntax:
where D' ⊂ D, Y ⊂ X, Aggr ∈ {Count, Sum, Avg, SS, SCP}. Notice that we introduce two additional aggregate operators SS (a unary operator) and SCP (a binary operator) to SQL to represent sum of squares and sum of cross-products, respectively. It can be shown that there exists an aggregate query to M 2 AD_T, denoted by Query(M 2 AD_T), such that Query(T) is equivalent to Query(M 2 AD_T) in the sense that they produce the same results when evaluating against any instance of T. In particular, Query(M 2 AD_T) can be constructed using the query rewrite algorithm illustrated in Figure 1 . 
Example 3
The first query can be converted into the second query as shown below. 
AD summary table
When the source data contained in T has been modified, M 2 AD_T must be updated to maintain consistency between the source data and its corresponding aggregated data. In the context of very large databases, aggregated data is often updated using incremental update mechanisms. Incremental update refers to updating derived data using only modifications made to its source data. This subsection shows how to incrementally update M 2 2AD_T using SQL commands and triggers. For simplicity, we assume that the source table T is operated with only insert operations.
Recall that in Section 3.2, we showed that X n 'X n ' = X o 'X o + X I 'X I ', where X o 'X o ' and X n 'X n ' denote the before-update and after-update versions of X'X, respectively, and X I is the matrix inserted into X during two consecutive updates of M 2 AD_T. Incremental update of M 2 AD_T can be implemented as a two-phase process. In the first phase, records inserted into T are maintained in a temporary table in the course of database operations. When M 2 AD_T is to be updated, the second phase of updating M 2 AD is invoked. Let T_inserted be the temporary table holding records inserted into T (T_inserted includes the same attribute set as T). The first phase can be implemented as the following trigger:
create trigger insert_T on T for insert as insert into T_inserted select * from inserted where T_inserted denotes records inserted into T in an insert transaction.
The second phase, which is the actual update of M 2 AD_T can be implemented using the batch of commands depicted in Figure 2 . In Figure 2 , the first command is used to create a temporary 
Supporting statistical computing
In this section, we will show that many commonly used statistical methods can be accurately supported by M 2 AD summary tables in the sense that the computing formulas of their relevant statistics can be expressed in terms of Count (n), summations, and X'X (sum of squares and sum of cross-products).
Univariate data analysis
In describing or making inferences about univariate sample data, a user may require computing sample average, variance, standard deviation, confidence intervals (about population mean, standard deviation, differences of means of two samples, etc.), or test statistics (e.g., z-test, t-test, χ
-test, F-test, or p-value).
From basic knowledge of statistical computing, we know that all the above statistics can be derived from univariate aggregated data including n, summation, and sum of squares. For example, consider the computing formulas of sample variance and the estimation of (1 -α) % confidence interval of population mean µ, which are given by:
(1 -α) 100% confidence interval of population mean µ:
S S =
, and 2 α t can be derived from t-table [20] .
Since conventional summary tables do not include sum of squares, the above statistical methods are not supported. For example, using Table 2 in Section 2, we cannot calculate the standard deviation of quantities purchased in different sales transactions.
Multivariate data analysis
We generalise our discussions to the case of multivariate data sets and show that many multivariate data analyses can be supported by M 2 AD tables. Let X denote a (n × p) matrix, Y denote a (n × 1) column vector, and S X denote a (p × 1) column sum vector, i.e., [21] ). Other statistics relevant to linear regression, e.g., adjusted Rsquared, variance of error terms, can also be derived from X'X and X'Y, without referring to the very large X and Y. For computing formulas of these statistics, (see [16, 22] Moreover, this summary table also supports the calculation of sample covariance matrix of X, denoted by Σ X , by the following formula [22] :
Indeed, by maintaining the above aggregated data types, most multivariate statistical methods, e.g., conditional covariance matrix, partial correlation analysis, principal component analysis, canonical correlation analysis, and factor analysis, can be supported [4, 11] . For example, the eigenvalues and eigenvectors of X'X can be used to achieve dimension reduction by defining new variables called principal components, and thus support principal component analysis and factor analysis [22] . The principal components are designed to retain most of the variation described by X'X, while reducing the number of dimensions or variables. Therefore, a better strategy to support multivariate data analyses using the above statistical methods is to include the count, sums and the cross product matrix in a summary table and allow the computing processes of these analyses to share this summary table. The resulting time series data can then be used as inputs to a statistical package for further analysis.
Categorical data analysis and time series analysis

Bridging data warehouse and data analysis
In this section we present two examples of using M 2 AD to bridging a database and data analyses. We extend the syntax of SQL to include the support of data analysis. We will show how to convert commands following the extended SQL into traditional SQL commands and then apply appropriate formulas on the resulting aggregated data.
Our first example considers the support of multiple regression analysis. The syntax of performing a least-square regression is given by:
where Y is an attribute denoting the dependent variable, X is a set of attributes denoting independent variables. Y and X are defined in the table referred in the FROM clause. For example, the following command performs a simple linear regression of Quantity on Price:
REGRESS Quantity on Price FROM Sales WHERE ItemID = "0001" and Date >= "1/1/1997" The above command can be easily converted into an SQL command on Sales, which is then converted into a query to M 2 AD_Sales to fetch aggregated data. The resulting data is then input to formulas (2.1) and (2.2) to derive estimated regression coefficients. Note that the REGRESS clause above is an extended SQL syntax that can be implemented in any universal database management system (such as Informix, Oracle, IBM, Sybase, etc) through the extensible abstract data type and function definition capability.
Our next example is the application of M In general, there may exist a set of such regression rules. They can be presented as a tree graph, called the regression tree, to assist understanding, interpreting, and applying these rules. In a regression tree, each non-leaf node represents a dimension attribute and each edge represents a distinct value in the domain of that attribute. Each leaf node links to a regression equation. A path from the root node to a leaf node specifies a regression rule. Figure 3 is an example of the regression tree mined from our sales transaction database example. In Figure 3 , the left-most path specifies the rule: If (Store = "A") and (ItemID = "0001") and (Month = January) Then (Quantity = 31 -4.25 * Price). Notice that we also include "ALL" as an edge of each node to represent all values (including missing values) of that attribute. Therefore, the right-most path denotes the rule given by: (unconditioned) Quantity = 10.5 -3.2 * Price, which is equivalent to the results of applying linear regression on all quantity and price data in the Sales table. The command syntax for mining regression rules from data stored in a relational database is:
where c denotes a threshold used to filter out those insignificant rules. A regression equation with measure of goodness-of-fit r, e.g., R-squared in Section 4.2, is said to be significant if r ≥ c, otherwise, it is said to be insignificant. Notice that the above command syntax is similar to the SQL SELECT command. Therefore, it can be easily converted into command to transactional data, which is then converted into command to M2AD. As an example, the following command mines the regression rules/tree illustrated in Figure 3 : AD_Census. This can be done by an obvious generalisation of the query rewrite algorithm presented in Section 3.2. Due to space limitation, we do not show the modified query rewrite algorithm. The above command can be converted into: Each record in the resulting table contains a count, two sums, and an X'X, and corresponds to a leaf node in Figure 3 . Since the number of regression rules grows exponentially with the number of dimension attributes, in the second stage a series of homogeneity tests is conducted to reduce search space by identifying independent categorical variable(s) [22, 25] . Let X be vertically partitioned by a categorical attribute 
Under the normality assumption, if D i is independent of X, then we may remove all nodes of D i from the regression tree, thus the regression tree is shrunken and the number of regression rules to be estimated in the third stage may be significantly reduced. The test of independent categorical attribute can be done by homogeneity tests, which require count, sums, and X'X as inputs. Therefore, the resulting table of the above aggregate query to M 2 AD_Sales can provide sufficient information to conduct homogeneity tests. In the third stage regression equations are estimated by applying the formulae illustrated in Section 2 to each record in the resulting table.
The advantages of the M 2 AD approach
In this section, we illustrate the potential savings of the M 2 AD approach in terms of storage and transmission costs. 
Potential storage savings
Potential transmission savings
Due to potential savings in storage size, the M 2 AD approach can also have a significant impact on data transmission. We argue that whilst very high speed infrastructure exists, the reality is that many users' sessions are subject to 20K-1Mbps. The lower range corresponds to voice dial-ups and mobile digital links for laptops and hand-held devices bps; the upper range corresponds to cable/DSL speeds or to the effective rate for loaded local area subnets. Consider the retail chain example given previously. Firstly, the transactional data is transmitted periodically from all retail stores to the headquarters in a location remote from most stores. Secondly, data analysis is not usually carried out in the data warehouse location, and therefore, transmission is often needed before computation. Consequently, there are two types of transmission in the scenario. Whilst both types put pressure on network costs for the company, the first type transmission is usually carried out periodically and incrementally, and consequently, it is not very critical in terms of the transmission time per cycle. Therefore, we focus on the second type of transmission cost.
A comparison of transmission costs is done for both the transactional data approach and the M 2 AD summary approach, using the same default parameter values as in Section 6.1. We also use two additional parameters:
• for each data analysis, only one tenth of a percent of the data in the table is needed • the default transmission rate τ is 100 Kilobytes per second (equivalent to about 1Mbps including transmission overhead), which is a relatively high value for the cases mentioned above. The transmission times can then be obtained easily based on Equations (6.1) and (6.2).
The transmission time for the transactional data We use Figure 6 to illustrate a comparison of transmission times with respect to the number of measure attributes. One can see that the potential savings of transmission time are significant. At the lower end (the number of measure attributes is fewer than eight), the transmission time can be reduced by over 50%. Figure 7 indicates that when the number of records per repeating group becomes larger than 20, the transmission time becomes too large to transmit even for only 0.1% of the total transactional data. On the other hand, the M 2 AD approach has no such problem since it is independent of the parameter. This leads to an interesting insight. Even just for transmission purposes, the M 2 AD table should be computed before sending the data to another location for data analysis. In case some portion of the transactional data is needed frequently, it should then be materialised using the M 
Number of records per repeating group Transmission time (min)
Trans. Table   M2AD Table To illustrate the impact of transmission rate on the savings of using the M 2 AD approach, we plot the transmission costs in Figure 8 . The chart indicates that even for a higher effective transmission rate of 250 Kilobytes per second (about 5Mbps nominal rate that can correspond to the rate for an individual session in a busy 100Mbps LAN), the savings are still significant. This indicates that, in many cases, the M 2 AD approach offers a major advantage even when the data analysis is carried out in the same location as the data warehouse. Trans. Table   M2AD Table   7 Conclusion
In this paper, we have introduced a new data aggregation model to support statistical data analyses in a data warehouse environment that serves as the basis for business intelligence applications. A new aggregated data structure, namely, the cross-product matrix X'X, has been added to conventional summary tables. We have shown that by adding this new data type, more advanced statistical methods can be supported in an efficient manner. Moreover, similar to univariate aggregated data types such as count and sum, the cross-product matrix X'X is distributive so that the efficient incremental update mechanism can be used to update M 2 AD tables. A simple yet practical relational implementation has also been described. An efficient query rewrite algorithm has been developed to support querying of aggregated data on M 2 AD tables in the data warehouse. Two cases of using the M 2 AD model to support advanced statistical data analyses have been presented, i.e. multiple regression analysis and data mining.
We have also conducted an impact analysis of applying the M 2 AD approach. Two most important parameters are the number of measure attributes and the average number of records per repeating group. Our quantitative results indicate that in many cases M 2 AD tables can be used to achieve significant savings in storage and transmission costs, except for when the number of records per repeating group is very small (fewer than two). Nevertheless, the analysis concludes that the M 2 AD approach provides critical advantages for large-scale data sets.
Potential applications of our M 2 AD approach include the support of data analyses in a multi-user and very large data warehouse environment such as stock or foreign exchange transactions, nationwide or worldwide chains' sales transactions, or large-scale statistical and scientific databases. By adopting the proposed approach, companies can save, potentially, both fixed and variable costs and improve operational efficiency. The paper has shown that the M 2 AD can save over 50% of the storage space for the same application and thus can reduce significantly the total storage requirements of the company significantly. Furthermore, when the warehouse data is duplicated in various data marts to improve availability, the potential savings can be even higher. The proposed approach can also improve operational efficiency since less data needs to be transferred. This in turn will reduce the stress on the company communication networks and delay the need for upgrading to a higher bandwidth, thus leading to more potential savings.
Also, due to advances in storage and communication technology, there is often a reduction in emphasis on storage and communication costs. The reality however is different, at the terabyte and petabyte level, high-availability storage can be very expensive; and as more microlevel data is collected and more data warehouse aggregations take place, the techniques introduced in this paper become more beneficial. On the communication costs front, increasing multimedia content load on local area networks can lead to effective user-session rates of 1-5Mbps even in high-speed LANs. In addition, the increase in mobile e-business and the use of hand-held devices and wireless communications has brought to the forefront old optimisation trade-offs associated with low speed and limited storage. The model introduced in this section can enable and reduce the cost of statistical BI applications in such environments, in particular because of the emerging trend back to increased client-side functionality and load assignment. This latter trend is due to advances in dynamic HTML and web services that are often deployed in environments with highly loaded web servers.
The techniques introduced in this paper can either be implemented by sophisticated users or by vendors in their BI products. In the latter case, it is also likely that various configuration options will be provided and it is incumbent on IT managers to understand the trade-offs in product selection and deployment. In further research, we will investigate the usefulness of specialised data structures and materialisation strategies (for example, extending the approach of selective aggregate materialisation of [18] to the statistical environment presented in this paper).
