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We present several classes of explicit self-adjoint Sturm–Liouville
difference operatorswith either anon-Hermitian leading coefﬁcient
function, or a non-Hermitian potential function, or a non-definite
weight function, or a non-self-adjoint boundary condition. These
examples are obtained using a general procedure for constructing
difference operators realizing discrete Sturm–Liouville problems,
and the minimum conditions for such difference operators to be
self-adjoint with respect to a natural quadratic form. It is shown
that a discrete Sturm–Liouville problem admits a difference oper-
ator realization if and only if it does not have all complex numbers
as eigenvalues. Spectral properties of self-adjoint Sturm–Liouville
difference operators are studied. In particular, several eigenvalue
comparison results are proved.
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1. Introduction
Throughout this paper, we ﬁx d, k ∈ N such that k  2. For any integers a and b such that a b, set
Za,b = [a, b] ∩ Z. (1.1)
This paper deals with eigenvalue problems for the discrete Sturm–Liouville equations (DSLEs)
− ∇(fy)(n) + q(n)y(n) = λ w(n)y(n) for n ∈ Z1,k (1.2)
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on the Cd-valued (column) function y deﬁned on Z0,k+1. Here, the coefﬁcient functions f , q andw are
deﬁned on Z0,k , Z1,k and Z1,k , respectively, their values are d × d complex matrices such that
f (0) and f (k) are nonsingular, (1.3)
the values of w are nonsingular and Hermitian, (1.4)
 is the forward difference operator, i.e.
y(n) = y(n + 1) − y(n), (1.5)
∇ is the backward difference operator, i.e.
∇y(n) = y(n) − y(n − 1), (1.6)
and the constant λ is the so-called spectral parameter. These eigenvalue problems are usually called
discrete Sturm–Liouville problems (DSLPs).
Note that the leading coefﬁcient function f and the potential function q can be non-Hermitian-
valued; the values f (1), . . . , f (k − 1) of f are allowed to be singular; the values of the weight function
w can be non-definite; and even when the values ofw are all definite,w can change between positive
and negative definite. Moreover, the scalar case, i.e., the d = 1 case, and the vector case, i.e., the d  2
case, are dealt with together here.
Eigenvalue problems for difference equations, spectral problems for difference operators, their
corresponding inverseproblems, and applications of thesedirect and inverseproblems forma renewed
classical research topic. See, e.g. [1,5,10,4,2]. When f and q are Hermitian (i.e., Hermitian-valued), w
is definite (i.e., the values of w are either all positive definite or all negative definite), and the bound-
ary condition (BC) used is self-adjoint, these eigenvalue problems have been realized as the spectral
problems for self-adjoint difference operators in the fundamental work [9], and spectral properties
of these self-adjoint difference operators have been studied there. Recently, Rayleigh’s Principle has
been established in [2] for a class of discrete Hamiltonian systems.
One of the main purposes of this paper is to demonstrate that in order for a DSLP to admit a self-
adjoint difference operator realization, it is not necessary that f and q are Hermitian, w is definite,
and the BC is self-adjoint. More precisely, we construct several classes of explicit self-adjoint Sturm–
Liouville (SL) difference operators with either a non-Hermitian f , or a non-Hermitian q, or a non-definite
w, or a non-self-adjoint BC. See Examples 4.14, 4.17, 4.21 and 4.41. We remark that in the scalar case,
non-Hermitian simply means non-real.
To the best of our knowledge, we believe that in the theory of continuous SL problems, no such
example is known.
Actually, this paperprovides answers to threebasic questions aboutDSLPs. First, howto tellwhether
a givenDSLP canbe realized as the spectral problem for adifferenceoperator? Second, howto construct
such a difference operator when it is known that there is one? Third, how to determine if such a
difference operator is self-adjoint?
In order to explain our approach, consider the maximum difference operator  representing (1.2),
deﬁned using the left-hand side of (1.2) and w. Its domain consists of y’s deﬁned on Z0,k+1, but its
images yonlymakesenseonZ1,k . So, tohaveadifferenceoperator (if any) realizing theDSLPconsisting
of (1.2) and a given BC, we need to ﬁnd an appropriate spaceD such that all its elements y satisfy the
BC, and the corresponding images y have natural and unique extensions inD.
A main result of this paper is a general procedure for constructingDwhen it exists. See Section 2.
We would like to emphasize that the general procedure applies to all DSLPs: given a DSLP, ifD exists,
the procedure yields it, no matter whether the DSLP is self-adjoint or not; and ifD does not exist, the
procedure tells so.
Moreover,using thegeneralprocedure,weprove thataDSLPadmitsadifferenceoperator realization
if and only if it does not have all complex numbers as eigenvalues. The general procedure also includes
a precise count of the eigenvalues of the DSLPwhen there are only ﬁnitelymany of them. See Theorem
2.45.
Thirdly, guided by the general procedure, we obtain explicit DSLPs with a definitew, but having all
complex numbers as eigenvalues. See Example 4.50. Since we are in the ﬁnite dimensional situation,
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DSLPs having all complex numbers as eigenvalues cannot be realized as the spectral problems for
difference operators.
WhenD exists, in general, it is smaller than the space of all y’s satisfying the BC; and the coefﬁcients
of the difference operator |D are mixtures of the coefﬁcients of both the BC and the DSLE. These are
key and interesting features of DSLPs, and they distinguish the discrete SL theory from the continuous
SL theory. Note that the ﬁrst feature has been pointed out in [9] for the class of DSLPs studied there.
If a DSLP can be realized by a difference operator, then we automatically want to know whether
the difference operator is self-adjoint with respect to the natural quadratic form
〈y, z〉 =
k∑
n=1
z(n)∗w(n)y(n), (1.7)
where for a complexmatrixM,M∗ is the complex conjugate of its transpose.When the self-adjointness
is examined, a commonpractice is to require that 〈y, z〉 is positive definite on the space of all y’s deﬁned
on Z1,k , and the difference operator is symmetric with respect to 〈y, z〉 on the space of all y’s deﬁned
onZ0,k+1 and satisfying the BC. This partially explains why inmost papers on self-adjoint DSLPs, f and
q are Hermitian, w is definite, and the BC is self-adjoint.
Our approach is to demand that only onD, 〈y, z〉 is positive definite, and the difference operator is
symmetricwith respect to 〈y, z〉. See Theorem2.49. Theseminimumconditions for self-adjointness are
weaker than the above quoted common requirements, and allow us to construct the abovementioned
self-adjoint examples.
Therefore, a construction of all self-adjoint SL difference operators can be outlined as follows.
Firstly, ﬁnd all DSLPs for whichD exists, using the general procedure; secondly, impose the positive
definiteness of 〈y, z〉 onD; and ﬁnally, require the symmetry of  with respect to 〈y, z〉 onD.
Spectral properties of self-adjoint SL difference operators are studied. See Section 3. In particular,
several eigenvalue comparison results are proved. See Theorems 3.21, 3.25 and 3.45 together with
Corollary 3.51.
The situation where the self-adjointness of |D is with respect to−〈y, z〉 can be discussed similarly;
and most results of this paper can be easily generalized to the most general class of DSLPs with a
maximum difference operator, i.e., the class with (1.3) and (1.4) replaced by the only assumptions
on f , q and w that f /= 0, and the values of w are non-singular. Moreover, in future publications, we
study left-definite SL difference operators [6], self-adjoint Hamiltonian difference operators [7] and
self-adjoint difference operators with inﬁnitely many steps [8].
Two remarks on the relation between thiswork and the literature follow. First (1.2) can be rewritten
as
(gy)(n) + p(n)y(n + 1) = λ v(n)y(n + 1) for n ∈ Z0,k−1, (1.8)
where
g(n) = −f (n), p(n) = q(n + 1), v(n) = w(n + 1); (1.9)
however (1.2) is more convenient for discussions of self-adjointness, since −∇ is the formal adjoint
of  with respect to 〈y, z〉. Second, there are many results about eigenvalue problems for (1.8), see [3]
and the references there-in; however, our assumptions on (1.2) are weaker than the usual ones (for
example, in this paper, the values ofw are not required to be either all positive definite or all negative
definite).
This paper is organized as follows. Section 2 is devoted to the construction of the space D and
the study of the self-adjointness of the difference operator |D; spectral properties of |D when it is
self-adjoint are presented in Section 3; and Section 4 consists of examples.
Throughout this paper, we always assume (1.3) and (1.4).
2. Difference operators and their self-adjointness
Denote byFCa,b the vector space of C
d
-valued functions on Za,b. Then, the maximum difference
operator representing (1.2) is  :FC0,k+1 →FC1,k deﬁned by
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(y)(n) = w(n)−1[−∇(fy)(n) + q(n)y(n)]. (2.1)
So, to have a difference operator realizing the DSLP consisting of (1.2) and a given BC, we need to
ﬁnd an appropriate subspace D ofFC0,k+1 such that all its elements y satisfy the BC, and the corre-
sponding images y have natural and unique extensions inD. We now introduceD, by generalizing a
construction in [9].
Recall that under (1.3), each BC is represented by an algebraic system of the form
A
(
y(0)
(fy)(0)
)
+ B
(
y(k)
(fy)(k)
)
= 0, (2.2)
where A and B are 2d × 2d complex matrices, and the 2d × 4dmatrix (A|B) satisﬁes that
rank(A|B) = 2d. (2.3)
The BC (2.2) is self-adjoint, in the usual sense, if and only if
A
(
0 −Id
Id 0
)
A∗ = B
(
0 −Id
Id 0
)
B∗. (2.4)
With f (n) abbreviated as fn, etc., the BC (2.2) can be written as
C0f0y0 + D0fkyk+1 = R0,1y1 + R0,kyk , (2.5)
where
(C0| − R0,1) = A
(
f−1
0
0
−Id f0
)
, (−R0,k|D0) = B
(
Id 0
−fk Id
)
. (2.6)
Set
s0 = 0, r0 = rank(C0|D0) = rank
(
A
(
Id
−f0
)
B
(
0
Id
))
. (2.7)
If r0 = 2d, i.e., (C0|D0) is non-singular, then the DSLP consisting of (1.2) and (2.2) is said to be
determining and of type 0. In this case, y ∈FC0,k+1 satisﬁes (2.2) if and only if y0 and yk+1 are uniquely
determined by y1, . . . , yk via(
f0y0
fkyk+1
)
= (C0|D0)−1(R0,1y1 + R0,kyk) (2.8)
and we deﬁne
D = {y ∈FC0,k+1 : y satisﬁes (2.8)}. (2.9)
Now, assume that r0 < 2d, i.e., (C0|D0) is singular. Then, after necessary row operations applied to
(2.5), or equivalently to (A|B), we have that
(C0| − R0,1| − R0,k|D0) =
(
C1 −R1,1 −R1,k D1
0 −S1,1 −S1,k 0
)
, (2.10)
where C1, D1, R1,1 and R1,k are r0 × dmatrices, while S1,1 and S1,k are (2d − r0) × dmatrices. Note that
rank(C1|D1) = r0 (2.11)
and the BC splits into
C1f0y0 + D1fkyk+1 = R1,1y1 + R1,kyk , (2.12)
0 = S1,1y1 + S1,kyk. (2.13)
The fact that the rank of
(
C1 −R1,1 −R1,k D1
0 −S1,1 −S1,k 0
)
= (A|B)
⎛⎜⎜⎝
f−1
0
0 0 0
−Id f0 0 0
0 0 Id 0
0 0 −fk Id
⎞⎟⎟⎠ (2.14)
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is 2d implies that
s1 :=rank(S1,1|S1,k) = 2d − r0. (2.15)
We remark that (A|B) in (2.14) is the coefﬁcient matrix of the BC such that (2.10) holds. Thus, exactly
dk − s1 components of the vectors y1, . . . , yk inCd are free. On the other hand, the ﬁrst and last relations
of (1.2) can be written as(
w−1
1
0
0 w−1
k
)( −f0y0 + h1y1 − f1y2
−fk−1yk−1 + hkyk − fkyk+1
)
= λ
(
y1
yk
)
, (2.16)
where the matrix-valued function h on Z1,k is given by
hn = fn−1 + fn + qn. (2.17)
From (2.13) and (2.16) we deduce that
(S1,1w
−1
1
|S1,kw−1k )
( −f0y0 + h1y1 − f1y2
−fk−1yk−1 + hkyk − fkyk+1
)
= 0. (2.18)
This, in addition to the BC, is satisﬁed by all eigenfunctions of the DSLP; and (2.15) implies that exactly
s1 appropriate scalar equations in (1.2) can be replaced by (2.18). We put (2.12) and (2.18) together as
M1
(
f0y0
fkyk+1
)
=
k∑
n=1
(
R1,n
T1,n
)
yn, (2.19)
where
M1 =
(
C1 D1
S1,1w
−1
1
S1,kw
−1
k
)
, (2.20)
T1,1 = S1,1w−11 h1 − S1,2w−12 f1, (2.21)
T1,n = −S1,n−1w−1n−1fn−1 + S1,nw−1n hn − S1,n+1w−1n+1fn (2.22)
for n = 2, . . . , k − 1 when k  3,
T1,k = −S1,k−1w−1k−1fk−1 + S1,kw−1k hk (2.23)
with
R1,n = S1,n = 0 ∀n ∈ Z2,k−1 when k  3. (2.24)
Note that the DSLP is equivalent to the system consisting of (2.13) and (2.19) and dk − s1 appropriate
scalar equations from (1.2). Set
r1 = rankM1. (2.25)
If r0 < 2d and r1 = 2d, then the DSLP is said to be determining and of type 1. In this case, for each
eigenfunction y, y0 and yk+1 are uniquely determined by y1, . . . , yk via(
f0y0
fkyk+1
)
= M−1
1
k∑
n=1
(
R1,n
T1,n
)
yn (2.26)
and we deﬁne
D = {y ∈FC0,k+1 : y satisﬁes (2.13) and (2.26)}. (2.27)
Next, assume further that r1 < 2d. Then, after necessary row operations applied to (2.19), we have
that (
C1 −R1,1 · · · −R1,k D1
S1,1w
−1
1
−T1,1 · · · −T1,k S1,kw−1k
)
=
(
C2 −R2,1 · · · −R2,k D2
0 −S2,1 · · · −S2,k 0
)
, (2.28)
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where C2, D2 and the R2,n’s are r1 × dmatrices, and the S2,n’s are (2d − r1) × dmatrices. Note that
rank(C2|D2) = r1, rank(S2,1| · · · |S2,k) 2d − r1, (2.29)
while (2.19) splits into
C2f0y0 + D2fkyk+1 =
k∑
n=1
R2,nyn, (2.30)
0 =
k∑
n=1
S2,nyn. (2.31)
Let
s2 = rank
(
S1,1 · · · S1,k
S2,1 · · · S2,k
)
. (2.32)
If r0 < 2d, r1 < 2d and s2 < s1 + (2d − r1), then the DSLP is said to be under-determining and of type
2. In this case, some scalar equations in theDSLP, i.e., some in (2.13) and (2.31), can be removedwithout
changing the solution set of the DSLP, and hence the DSLP has every complex number as an eigenvalue.
From now on, wemake the third assumption that s2 = 2d − r1 + s1. From (2.31) and (1.2) we obtain
that
0 =
k∑
n=1
S2,nw
−1
n (−fn−1yn−1 + hnyn − fnyn+1). (2.33)
This, in addition to (2.13), (2.30) and (2.31), is satisﬁed by all eigenfunctions; and exactly s2 appropriate
scalar equations in (1.2) can be replaced by (2.18) and (2.33). We put (2.30) and (2.33) together as
M2
(
f0y0
fkyk+1
)
=
k∑
n=1
(
R2,n
T2,n
)
yn, (2.34)
where
M2 =
(
C2 D2
S2,1w
−1
1
S2,kw
−1
k
)
, (2.35)
T2,1 = S2,1w−11 h1 − S2,2w−12 f1, (2.36)
T2,n = −S2,n−1w−1n−1fn−1 + S2,nw−1n hn − S2,n+1w−1n+1fn (2.37)
for n = 2, . . . , k − 1 when k  3,
T2,k = −S2,k−1w−1k−1fk−1 + S2,kw−1k hk. (2.38)
Note that theDSLP is equivalent to the systemconsisting of (2.13), (2.31), (2.34) and dk − s2 appropriate
scalar equations from (1.2). Set
r2 = rankM2. (2.39)
If r0 < 2d, r1 < 2d, s2 = 2d − r1 + s1 and r2 = 2d, then the DSLP is said to be determining and of type
2. In this case, for each eigenfunction y, y0 and yk+1 are uniquely determined by y1, . . . , yk via(
f0y0
fkyk+1
)
= M−1
2
k∑
n=1
(
R2,n
T2,n
)
yn (2.40)
and we deﬁne
D = {y ∈FC0,k+1 : y satisﬁes (2.13), (2.31) and (2.40)}. (2.41)
Finally, let t  3 be an integer, and assume that the DSLP is not of type t − 1 or lower, i.e., rn < 2d
for each n ∈ Z0,t−1, and sn = 2d − rn−1 + sn−1 for every n ∈ Z2,t−1. Then, the definitions of an under-
determiningDSLP of type t, indicated by st < 2d − rt−1 + st−1, and a determiningDSLP of type t, signaled
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by st = 2d − rt−1 + st−1 and rt = 2d, are similar to the above definitions for type 2, and hence we omit
the details. However, we mention that for a determining DSLP of type t, all its eigenfunctions y satisfy
0 =
k∑
n=1
S1,nyn = · · · =
∑k
n=1St,nyn, (2.42)
(
f0y0
fkyk+1
)
= M−1t
k∑
n=1
(
Rt,n
Tt,n
)
yn (2.43)
and we deﬁne
D =
{
y ∈FC0,k+1 : y satisﬁes (2.42) and (2.43)}. (2.44)
The above general procedure for constructingD yields the following theorem.
Theorem 2.45. (i) The eigenvalue problem consisting of (1.2) and (2.2) is either determining or under-
determining, and its type is in Z0,dk+1.
(ii) If the eigenvalue problem is under-determining, then it has every complex number as an eigenvalue,
and its type is in Z2,dk+1.
(iii) Assume that the eigenvalue problem is determining. Then, its type t is inZ0,dk , all its eigenfunctions
lie inD,whereD is speciﬁed by (2.9)when t = 0, by (2.27)when t = 1, and by (2.44)when t  2; and for
each y ∈D, y has a unique extension inD. Therefore, |D can be regarded as an operator in the complex
vector spaceD. Moreover, dimD = dk − st , and the eigenvalue problem has exactly dk − st eigenvalues,
counting multiplicity.
Proof. (i) Note that dk  2, and s1  1 if the DSLP is not of type 0. For each n ∈ N such that n 2 and
the DSLP is not of type n or lower, we have that
sn−1 < sn  dk. (2.46)
If the DSLP is not of type dk or lower, then sdk = dk, sdk+1 = dk, sdk+1 < 2d − rdk + sdk , and hence the
DSLP is under-determining and of type dk + 1. From these facts follow the claims.
(ii) The claims are evident from the above construction procedure and proof of (i).
(iii) The ﬁrst two claims and the “moreover” part are also evident from the above construction
procedure and proof of (i).
Let y ∈D. If t = 0, then the unique extension of y inFC0,k+1 given via (2.8) with y replaced by y is
inD; if t = 1, then the unique extension of y inFC0,k+1 given via (2.26) with y replaced by y is also in
D, since (2.13) with y replaced by y is equivalent to (2.18), which is part of (2.26); if t = 2, then (2.44)
becomes (2.41), and the unique extension of y inFC0,k+1 given via (2.40) with y replaced by y is in
D, too, since (2.13) and (2.31) with y replaced by y are equivalent to (2.18) and (2.33), respectively,
which are parts of (2.31) and (2.40); and the proof for t  3 is similar. 
The main part of Theorem 2.45 can be simply restated as the following: if a DSLP does not have all
complex numbers as eigenvalues, then it is equivalent to the spectral problem for a difference operator in a
vector space, i.e., |D inD.
Remark 2.47. WhenD exists, it consists of precisely the eigenfunctions of theDSLP : all eigenfunctions
are inD by Theorem 2.45(iii), andD cannot contain any other non-zero element in order for |D to
have the samenumber of eigenvalues as theDSLP has. Also,D is smaller than the space of y’s satisfying
the BC if and only if the type of the DSLP is not 0, i.e., if and only if
det
(
A
(
Id
−f0
)
B
(
0
Id
))
= 0. (2.48)
If the DSLP is determining and of type t, then the operator |D realizing it is also said to be of type t.
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Moreover, each determining DSLP has either no eigenvalue or a ﬁnite and non-zero number of
eigenvalues. In the former (resp., latter) case, the DSLP is said to be over-determining (resp., properly-
determining).
Theorem 2.49. Assume that the eigenvalue problem consisting of (1.2) and (2.2) is determining. Then, |D
in D is self-adjoint with respect to 〈y, z〉 if and only if 〈y, z〉 is positive definite on D, and  is symmetric
with respect to 〈y, z〉 onD.
Thekeypointof theabove theoremis that for |D tobe self-adjoint, 〈y, z〉 is onlyneeded tobepositive
definite onD, not on the whole space of y’s deﬁned on Z1,k , and  is only required to be symmetric
with respect to 〈y, z〉 onD, not on the whole space of y’s deﬁned on Z0,k+1 and satisfying the BC.
As mentioned in the introduction, this key point allows us to construct self-adjoint SL difference
operators with either a non-Hermitian f , or a non-Hermitian q, or a non-definite w, or a non-self-adjoint
BC. See Examples 4.14, 4.17, 4.21 and 4.41.
DSLPs with either Hermitian f and q, or a positive definite w (i.e., the values of w are all positive
definite), or a self-adjoint BC are sometimes useful in the constructions of examples. So, we present
the following results.
Proposition 2.50. Assume that the boundary condition (2.2) is self-adjoint. If w1 and wk can be simul-
taneously conjugated to either two positive definite matrices or two negative definite matrices, then the
eigenvalue problem consisting of (1.2) and (2.2) is determining, and its type is either 0 or 1.
Proof. The claim is part of the conclusion of Theorem3.1 in [9], stated slightly differently. Even though
Theorem 3.1 in [9] has stronger assumptions, the corresponding part of its proof (mainly, the proof of
Proposition 3.1 there) also works in the general situation here. 
Proposition 2.51. Assume that the eigenvalue problem consisting of (1.2) and (2.2) is determining. If the
values of w are all positive definite, then 〈y, z〉 is positive definite onD.
Proof. From the above general procedure we see that for each y ∈D, only some components of
y1, . . . , yk are free,with (their remaining components togetherwith) y0 and yk+1 all linearly determined
by the free components. From this fact follows the claim. 
Proposition 2.52. If f and q are also Hermitian-valued, and the boundary condition (2.2) is self-adjoint,
then for any y, z ∈FC0,k+1 satisfying (2.2), we have that
〈y, z〉 = 〈y, z〉. (2.53)
In particular, if further the eigenvalue problem consisting of (1.2) and (2.2) is determining, then  is sym-
metric with respect to 〈y, z〉 onD.
Proof. See, e.g. Theorem 2.2 in [9]. 
Theorem 2.54. If f and q are alsoHermitian-valued, the values ofw are all positive definite, and the bound-
ary condition (2.2) is self-adjoint, then the eigenvalue problem consisting of (1.2) and (2.2) is determining,
its type is either 0 or 1, and |D is self-adjoint.
Proof. This is Theorem 3.2 in [9], and it is a direct consequence of the above three propositions. 
3. Spectral theory
In this section, we present results on the spectrum of a self-adjoint |D, using the spectral theory
of self-adjoint operators in a Hilbert space. The ﬁrst few results are standard, so we omit their proofs.
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Theorem 3.1. Assume that the eigenvalue problem consisting of (1.2) and (2.2) is properly-determining,
with t, st andD deﬁned in Section 2. Suppose that the difference operator |D inD is self-adjoint. Then we
have the following conclusions:
(i) The m :=dk − st eigenvalues λ1, . . . , λm of |D, counting multiplicity, are all real.
(ii) Eigenfunctions for distinct eigenvalues are mutually orthogonal with respect to 〈y, z〉.
(iii) The Hilbert spaceD, equipped with the inner product 〈y, z〉, equals the orthogonal sum of the eigen-
spaces of |D.
(iv) Under eachorthonormal basis {u(·, 1), . . . ,u(·,m)}ofD consistingof eigenfunctions of |D, the Fourier
expansion
y =
m∑
i=1
〈y,u(·, i)〉 u(·, i) (3.2)
for vectors y ofD satisﬁes Parseval’s equality
〈y, y〉 =
m∑
i=1
|〈y,u(·, i)〉|2 (3.3)
and the difference operator |D has the spectral resolution
(|D)y =
m∑
i=1
λiPiy ∀y ∈D, (3.4)
where the projections Pi are deﬁned by
Piu(·, j) = δi,ju(·, j) ∀i, j ∈ Z1,m. (3.5)
Theorem 3.6 (Dual orthogonality). Assume that the eigenvalue problem consisting of (1.2) and (2.2) is of
type0,and thedifferenceoperator|D inD is self-adjoint.Then, eachorthonormalbasis {u(·, 1), . . . , u(·, dk)}
ofD consisting of eigenfunctions of |D satisﬁes that
dk∑
i=1
u(j, i)u(n, i)∗ = δj,nw(n)−1 ∀j, n ∈ Z1,k. (3.7)
If y, z ∈D satisfy that 〈y, z〉 = 0, then we write y ⊥ z. For each subspace S ⊆D, we set
U(S) = {y ∈ S : 〈y, y〉 = 1}. (3.8)
Theorem 3.9 (Rayleigh’s principle). Suppose that all the assumptions in Theorem 3.1 are true, and adapt
the notation there. Then
λ1  〈y, y〉 λm ∀y ∈ U(D), (3.10)
λ1 = min{〈y, y〉 : y ∈ U(D)}, (3.11)
λm = max{〈y, y〉 : y ∈ U(D)}, (3.12)
λi = min{〈y, y〉 : y ∈ U(D), y ⊥ u(·, j) ∀j ∈ Z1,i−1} (3.13)
= max{〈y, y〉 : y ∈ U(D), y ⊥ u(·, j) ∀j ∈ Zi+1,m}
for i = 2, . . . ,m − 1 whenm 3.
For each vector space V and every n ∈ N, we set
Gn(V) = {subspace S ⊆ V : dim S = n}. (3.14)
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Theorem 3.15 (Min–Max theorem). Suppose that all the assumptions in Theorem 3.1 are true, and adapt
the notation there. Then, for i = 1, . . . ,m
λi = min{max{〈y, y〉 : y ∈ U(S)} : S ∈ Gn(D), n i} (3.16)
= max{min{〈y, y〉 : y ∈ U(S)} : S ∈ Gn(D), n m − i + 1}.
In order to use the Min–Max theorem to compare eigenvalues of different DSLPs, we need the
following basic result.
Lemma 3.17 (A Green’s formula). For any y, z ∈FC0,k+1
〈y, z〉 = −z∗(k)f (k)y(k) + z∗(0)f (0)y(0) (3.18)
+
k−1∑
n=0
z∗(n)f (n)y(n) +
k∑
n=1
z∗(n)q(n)y(n).
Proof. This can be veriﬁed by direct calculations, using a summation by parts formula. 
Wewant to compare the eigenvalues of the DSLP consisting of (1.2) and (2.2) with those of another
DSLP
−∇(f˜y)(n) + q˜(n)y(n) = λ w(n)y(n) for n ∈ Z1,k , (3.19)
A
(
y(0)
(f˜y)(0)
)
+ B
(
y(k)
(f˜y)(k)
)
= 0. (3.20)
Note that the two DSLEs (1.2) and (3.19) have the samew, while the two BCs (2.2) and (3.20) share the
same (A|B). For the rest of this section, we adapt , t, st andD for the former DSLP as deﬁned in Section
2, and introduce ˜, t˜, s˜t˜ and D˜ for the latter DSLP similarly.
Theorem 3.21. Assume that the eigenvalue problems consisting of (1.2) and (2.2) and of (3.19) and (3.20)
are properly-determining and of equal type 0, and |D inD and ˜|D˜ in D˜ are self-adjoint. If
f (0) = f˜ (0), f (k) = f˜ (k), (3.22)
f˜ (n) − f (n) 0 ∀n ∈ Z1,k−1, q˜(n) − q(n) 0 ∀n ∈ Z1,k , (3.23)
thenD = D˜, and the eigenvalues λ1, . . . , λdk of the former problem and the eigenvalues λ˜1, . . . , λ˜dk of the
latter problem satisfy that
λi  λ˜i ∀i ∈ Z1,dk. (3.24)
Moreover, in this case, if the inequalities for q and q˜ are all strict, then those for λi’s and λ˜i’s are also all
strict.
Proof. From (3.22) and the general procedure for constructingD in Section 2 we see thatD = D˜. The
other claims then follow directly from the Min–Max theorem and Lemma 3.17. 
For DSLPs of a type 1, we need more conditions to guarantee that they have equalD.
Theorem 3.25. Assume that the eigenvalue problems consisting of (1.2) and (2.2) and of (3.19) and (3.20)
areproperly-determiningandof equal type t = t˜ ∈ [1, (k − 1)/2],and |D inDand ˜|D˜ in D˜are self-adjoint.
If
f (n) = f˜ (n) ∀n ∈ Z0,t ∪ Zk−t,k , q(n) = q˜(n) ∀n ∈ Z1,t ∪ Zk−t+1,k , (3.26)
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f˜ (n) − f (n) 0 ∀n ∈ Zt+1,k−t−1, q˜(n) − q(n) 0 ∀n ∈ Zt+1,k−t , (3.27)
then st = s˜t˜ ,D = D˜, and the eigenvalues λ1, . . . , λm of the former problem and the eigenvalues λ˜1, . . . , λ˜m
of the latter problem, where m = dk − st = dk − s˜t˜ , satisfy that
λi  λ˜i ∀i ∈ Z1,m. (3.28)
Proof. It is similar to that of Theorem 3.21 and hence is omitted. 
Under certain conditions, we are able to compare 〈y, y〉 with 〈˜y, y〉 on a space containingD and
D˜, even thoughD /= D˜. We only handle the type 1 case here, while the higher type cases are similar,
but more involved. For this purpose, we let
B = {y ∈FC0,k+1 : y satisﬁes (2.2)} (3.29)
for the BC (2.2), and deﬁne B˜ for the BC (3.20) similarly.
Lemma 3.30. Assume that the eigenvalue problem consisting of (1.2) and (2.2) is determining and of type
1, and |D inD is self-adjoint. Adapt the notation in Theorem 3.1. Then, for each y ∈B
y(n) =
m∑
i=1
〈y,u(·, i)〉 u(n, i) ∀n ∈ Z1,k (3.31)
and Parseval’s equality (3.3) is true. Moreover, if further
〈y, z〉 = 〈y, z〉 ∀y ∈B, z ∈D, (3.32)
then for every y ∈B
〈y, y〉 =
m∑
i=1
λi |〈y,u(·, i)〉|2. (3.33)
Proof. Since y ∈B satisﬁes (2.13), the definition (2.27) ofD implies that y has a unique “projection”
y∗ in D such that y(n) = y∗(n) for n = 1, . . . , k. Actually, y∗ is given by the right-hand side of (3.31).
From these and the definition of 〈y, z〉 follows the ﬁrst part of the lemma.
With (3.32), we then have that
〈y, y〉 = 〈y, y∗〉 = 〈y, y∗〉 = 〈y∗, y∗〉 = 〈y∗, y∗〉 (3.34)
=
m∑
i=1
λi |〈y∗,u(·, i)〉|2 =
m∑
i=1
λi |〈y,u(·, i)〉|2.
For one of the above equalities, Parseval’s equality for y∗ has been used. 
The above lemma and Proposition 2.52 have the following direct consequence.
Corollary 3.35. Assume that f andqarealsoHermitian-valued, theboundary condition (2.2) is self-adjoint,
the eigenvalue problemconsisting of (1.2) and (2.2) is determining andof type1, and |D inD is self-adjoint.
Adapt the notation in Theorem 3.1. Then, (3.31), Parseval’s equality (3.3) and (3.33) are all valid for each
y ∈B.
Lemma 3.30 and Corollary 3.35 imply the following results.
Theorem 3.36 (Extended Rayleigh’s principle). Assume that the eigenvalue problem consisting of (1.2)
and (2.2) is self-adjoint and of type 1. Suppose that (3.32) is true. Adapt the notation in Theorem 3.1. Then
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λ1  〈y, y〉 λm ∀y ∈ U(B), (3.37)
λ1 = min{〈y, y〉 : y ∈ U(B)}, (3.38)
λm = max{〈y, y〉 : y ∈ U(B)}, (3.39)
λi = min{〈y, y〉 : y ∈ U(B), y ⊥ u(·, j) ∀j ∈ Z1,i−1} (3.40)
= max{〈y, y〉 : y ∈ U(B), y ⊥ u(·, j) ∀j ∈ Zi+1,m}
for i = 2, . . . ,m − 1 when m 3.
Corollary 3.41. Suppose that the assumptions of Corollary3.35 are true, and adapt the notation in Theorem
3.1. Then, (3.37)–(3.40) are valid.
Theorem3.42 (ExtendedMin–Max theorem). Suppose that all the assumptions in Theorem 3.36 are true,
and adapt the notation in Theorem 3.1. Then, for i = 1, . . . ,m,
λi = min{max{〈y, y〉 : y ∈ U(S)} : S ∈ Gn(B), n i} (3.43)
= max{min{〈y, y〉 : y ∈ U(S)} : S ∈ Gn(B), n m − i + 1}.
Corollary 3.44. Suppose that the assumptions of Corollary3.35are true,andadapt thenotation in Theorem
3.1. Then, (3.43) is valid.
Theorem 3.45. Assume that the eigenvalue problems consisting of (1.2) and (2.2) and of (3.19) and (3.20)
are properly-determining and of equal type 1, and |D inD and ˜|D˜ in D˜ are self-adjoint. If
f (0) = f˜ (0), f (k) = f˜ (k), (3.46)
thenB = B˜, and s1 = s˜1. If further
〈y, z〉 = 〈y, z〉 ∀y ∈B = B˜, z ∈D, (3.47)
〈˜y, z〉 = 〈y, ˜z〉 ∀y ∈B = B˜, z ∈ D˜, (3.48)
f˜ (n) − f (n) 0 ∀n ∈ Z1,k−1, q˜(n) − q(n) 0 ∀n ∈ Z1,k , (3.49)
then the eigenvalues λ1, . . . , λm of the former problem and the eigenvalues λ˜1, . . . , λ˜m of the latter problem,
where m = dk − s1 = dk − s˜1, satisfy that
λi  λ˜i ∀i ∈ Z1,m. (3.50)
Moreover, in this case, if the inequalities for q and q˜ are all strict, then those for λi’s and λ˜i’s are also all
strict.
Corollary 3.51. Assume that f , q, f˜ and q˜ are alsoHermitian-valued and fulﬁll (3.46) and (3.49), the bound-
ary condition (2.2) is self-adjoint, the eigenvalue problems consisting of (1.2) and (2.2) and of (3.19) and
(3.20) are properly-determining and of equal type 1, and |D inD and ˜|D˜ in D˜ are self-adjoint. Then,B =
B˜, s1 = s˜1, and the eigenvalues λ1, . . . , λm of the former problem and the eigenvalues λ˜1, . . . , λ˜m of the latter
problem,where m = dk − s1 = dk − s˜1, satisfy (3.50). Moreover, in this case, if the inequalities for q and q˜
are all strict, then those for λi’s and λ˜i’s are also all strict.
We remark that Theorems 3.21 and 3.45 and Corollary 3.51 here are generalizations of Theorem 5.5
in [9]. For example, in Theorem3.21, f and q can be non-Hermitian, and the BC can be non-self-adjoint;
and in Theorem 3.45 and Corollary 3.51, w can be non-definite. Moreover, our proof of Lemma 3.30
and Corollary 3.35 here is much simpler than the proofs of Lemmas 5.1 and 5.2 in [9].
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4. Examples
Consider the BC (2.2) with
A =
(
Id a1
0 a2
)(
f0 0
Id f
−1
0
)
, B =
(
0 b1
−Id b2
)(
Id 0
fk Id
)
, (4.1)
where a1, a2, b1 and b2 are d × d complex matrices. Then
(C0| − R0,1) =
(
Id a1
0 a2
)
, (−R0,k|D0) =
(
0 b1
−Id b2
)
. (4.2)
Direct calculations using the definition (2.4) yield the following fact.
Lemma 4.3. Assume that f0 and fk are Hermitian. Then, under the above choices of A and B, the boundary
condition (2.2) is self-adjoint if and only if
a1 and b2 are Hermitian, b1 = a∗2. (4.4)
We nowwork out necessary and sufﬁcient conditions for several classes of DSLPs to be either self-
adjoint, or under-determining. These DSLPs have a low type, and we proceed according to the value of
their type.
Under the above choices of A and B, the DSLP consisting of (1.2) and (2.2) is of type 0 if and only
if b2 is non-singular. In this case, only the values y1, . . . , yk of the element y ∈D are free, with y0 and
yk+1 being uniquely determined by y1, . . . , yk via
f0y0 = (−a1 + b1b−12 a2)y1 − b1b−12 yk , fkyk+1 = −b−12 a2y1 + b−12 yk. (4.5)
Thus, for y, z ∈D
〈y, z〉 =
k∑
n=1
z∗nwnyn, (4.6)
〈y, z〉 = z∗kb−12 a2y1 −
k∑
n=2
z∗nfn−1yn−1 + z∗1(a1 − b1b−12 a2 + h1)y1 (4.7)
+
k−1∑
n=2
z∗nhnyn + z∗k(hk − b−12 )yk −
k−1∑
n=1
z∗nfnyn+1 + z∗1b1b−12 yk.
Hence, we have the following results, in which we start to use the notationHd for the real vector space
of Hermitian matrices in dimension d.
Theorem 4.8. Assume that the eigenvalue problem consisting of (1.2) and (2.2)with A and B given by (4.1)
is determining and of type 0, i.e., b2 is non-singular. Then we have the following conclusions:
(i) The form 〈y, z〉 is an inner product onD if and only if
wn > 0 ∀n ∈ Z1,k. (4.9)
(ii) The difference operator |D is symmetric with respect to 〈y, z〉 if and only if: when k = 2,
a1 − b1b−12 a2 + h1, h2 − b−12 ∈ Hd, (4.10)
b−1
2
a2 − f1 = (−f1 + b1b−12 )∗ (4.11)
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and when k  3
a1 − b1b−12 a2 + h1,h2, . . . ,hk−1,hk − b−12 , f1, . . . , fk−1 ∈ Hd, (4.12)
b−1
2
a2 = (b1b−12 )∗. (4.13)
We can fulﬁll (4.10) by choosing appropriate q1 and q2, and (4.11) is equivalent to that b
−1
2
a2 −
(b1b
−1
2
)∗ = f1 − f ∗1 , which can always be satisﬁed if b−12 a2 − (b1b−12 )∗ is anti-Hermitian and f1 is chosen
appropriately. Hence, when k = 2, the only requirement on the BC is that b−1
2
a2 − (b1b−12 )∗ is anti-Her-
mitian. Similarly, when k  3, the only restriction on the BC is (4.13).
Example 4.14. If k = 2, α ∈ R \ {0}
f0, f2, q1 ∈ Hd, f1 = αiId, q2 = −αiId, (4.15)
w1,w2 > 0, a1 = αiId, a2 = b2 = Id, b1 = (1 + 2αi)Id, (4.16)
then the DSLP consisting of (1.2) and (2.2) with A and B given by (4.1) is of type 0, and (4.10) and (4.11)
are satisﬁed. Note that f1 and q2 are not Hermitian; and since a1 is not Hermitian, the BC is non-self-
adjoint by Lemma 4.3. Therefore, in each dimension d, we obtain a class of self-adjoint SL difference
operators of type 0, with a non-Hermitian f , a non-Hermitian q, and a non-self-adjoint BC.
Example 4.17. If
f0 + q1, f1, . . . , fk−1, fk + qk , q2, . . . , qk−1, a1, b2 ∈ Hd, (4.18)
f0, fk , q1, qk /∈ Hd, w1, . . . ,wk > 0, (4.19)
b1 = a∗2, b2 is nonsingular, (4.20)
then: the DSLP consisting of (1.2) and (2.2) with A and B given by (4.1) is of type 0; and either (4.10)
and (4.11) are satisﬁed when k = 2, or (4.12) and (4.13) are fulﬁlled when k  3. Therefore, in each
dimension d and for every k  2, we obtain a class of self-adjoint SL difference operators of type 0,
with a non-Hermitian f and a non-Hermitian q.
Example 4.21. If
f0, f1, . . . , fk , q1 + a1, q2, . . . , qk , b2 ∈ Hd, (4.22)
q1, a1 /∈ Hd, w1, . . . ,wk > 0, (4.23)
b1 = a∗2, b2 is nonsingular, (4.24)
then: the DSLP consisting of (1.2) and (2.2) with A and B given by (4.1) is of type 0; and either (4.10)
and (4.11) are satisﬁed when k = 2, or (4.12) and (4.13) are fulﬁlled when k  3. Note that since a1 is
not Hermitian, the BC is non-self-adjoint by Lemma 4.3. Therefore, in each dimension d and for every
k  2, we obtain a class of self-adjoint SL difference operators of type 0, with a non-Hermitian q and a
non-self-adjoint BC.
Next, assume that b2 = 0. Then
r0 = rank
(
Id b1
0 0
)
= d, s1 = 2d − r0 = d; (4.25)
the BC can written as
f0y0 + b1fkyk+1 = −a1y1, yk = a2y1 (4.26)
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and (2.18) takes the form
−a2w−11 f0y0 + w−1k fkyk+1 (4.27)
= (−a2w−11 h1 + w−1k hka2)y1 + a2w−11 f1y2 − w−1k fk−1yk−1.
Thus, the DSLP is of type 1 if and only if δ :=a2w−11 b1 + w−1k . In this case, only the values y1, . . . , yk−1
of the element y ∈D are free, with y0, yk and yk+1 being uniquely determined by y1, …, yk−1 via the
second equation in (4.26) and
f0y0 = (b1δ−1τ − a1)y1 − b1δ−1a2w−11 f1y2 + b1δ−1w−1k fk−1yk−1, (4.28)
fkyk+1 = −δ−1τy1 + δ−1a2w−11 f1y2 − δ−1w−1k fk−1yk−1, (4.29)
where τ = a2w−11 (a1 + h1) − w−1k hka2. Thus, for y, z ∈D
〈y, z〉 = z∗1(w1 + a∗2wka2)y1 +
k−1∑
n=2
z∗nwnyn, (4.30)
〈y, z〉 = z∗1[(a1 − b1δ−1τ)y1 + b1δ−1a2w−11 f1y2 − b1δ−1w−1k fk−1yk−1] (4.31)
−
k−1∑
n=2
z∗nfn−1yn−1 − z∗1a∗2fk−1yk−1 + z∗1(h1 + a∗2hka2)y1
+
k−1∑
n=2
z∗nhnyn −
k−2∑
n=1
z∗nfnyn+1 − z∗k−1fk−1a2y1
+ z∗1a∗2(δ−1τy1 − δ−1a2w−11 f1y2 + δ−1w−1k fk−1yk−1).
Hence, we have the following results.
Theorem 4.32. Assume that b2 = 0, and the eigenvalue problem consisting of (1.2) and (2.2) with A and
B given by (4.1) is of type 1, i.e., δ :=a2w−11 b1 + w−1k is non-singular. Then we have the following conclu-
sions:
(i) The form 〈y, z〉 is an inner product onD if and only if
w1 + a∗2wka2 > 0, wn > 0 ∀n ∈ Z2,k−1 when k  3. (4.33)
(ii) With τ = a2w−11 (a1 + h1) − w−1k hka2, the difference operator |D is symmetric with respect to 〈y, z〉
if and only if: when k = 2
a1 − b1δ−1τ + b1δ−1a2w−11 f1a2 − b1δ−1w−12 f1 − a∗2f1 + h1
+ a∗2h2a2 − f1a2 + a∗2(δ−1τ − δ−1a2w−11 f1a2 + δ−1w−12 f1) ∈ Hd; (4.34)
when k = 3
a1 − b1δ−1τ + h1 + a∗2h3a2 + a∗2δ−1τ , h2 ∈ Hd, (4.35)
b1δ
−1a2w−11 f1 − b1δ−1w−13 f2 − a∗2f2 − f1
− a∗2δ−1(a2w−11 f1 − w−13 f2) = −f ∗1 − a∗2f ∗2 (4.36)
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and when k  4
a1 − b1δ−1τ + h1 + a∗2hka2 + a∗2δ−1τ , h2, . . . ,hk−1, f2, . . . , fk−2 ∈ Hd, (4.37)
b1δ
−1a2w−11 f1 − f1 − a∗2δ−1a2w−11 f1 = −f ∗1 , (4.38)
b1δ
−1w−1
k
fk−1 + a∗2fk−1 − a∗2δ−1w−1k fk−1 = a∗2f ∗k−1. (4.39)
Corollary 4.40. Assume that f and q in (1.2) are also Hermitian-valued, b2 = 0, a2w−11 b1 + w−1k is non-
singular, and the boundary condition (2.2) with A and B given by (4.1) is self-adjoint. Then, the eigenvalue
problem consisting of (1.2) and (2.2) is determining and has type 1. Moreover, |D in D is self-adjoint if
and only if w satisﬁes (4.33).
Proof. This is a direct consequence of Theorem 4.32(i) and Proposition 2.52. 
Example 4.41. If f and q are also Hermitian
wn > 0 ∀n ∈ Z1,k−1, wk is not positive deﬁnite, (4.42)
a1 ∈ Hd, a2 = b1 = b2 = 0, (4.43)
then by Lemma 4.3 and Corollary 4.40, the BC (2.2) with A and B given by (4.1) is self-adjoint, the
DSLP consisting of (1.2) and (2.2) is determining, its type is 1, and |D is self-adjoint. Note thatw is not
definite, sincew1 is positive definite, andwk is not positive definite. Therefore, in each dimension d and
for every k  2, we obtain a class of self-adjoint SL difference operators of type 1, with a non-definite
w.
In the above examples, the non-Hermitian values of f and q and the non-positive-definite values
of w appear near one or both of the ends n = 0 and n = k + 1. If we use DSLPs of higher types, such
values can spread over more points of Z0,k+1.
Thirdly, assume further thatw−1
k
= −a2w−11 b1. Then, the non-singularness ofw−1k implies that both
a2 and b1 are also non-singular
r1 = d (4.44)
and using the ﬁrst equation in (4.26), one can simplify (4.27) to
(a1 + h1 + b1hka2)y1 − f1y2 − b1fk−1yk−1 = 0. (4.45)
Hence, we have the following theorem.
Theorem 4.46. Assume that b2 = 0, and w−1k = −a2w−11 b1. Then, the eigenvalue problem consisting of
(1.2) and (2.2) with A and B given by (4.1) is under-determining and of type 2 if and only if: when k = 2
rank(a1 + h1 + b1h2a2 − f1a2 − b1f1) < d; (4.47)
when k = 3
rank(a1 + h1 + b1h3a2| − f1 − b1f2) < d (4.48)
and when k  4
rank(a1 + h1 + b1hka2| − f1| − b1fk−1) < d. (4.49)
Example 4.50. If
q1 = −a1 − f0 − f1 + a∗2h2a2 + f1a2 − a∗2f1 when k = 2, (4.51)
f1 = a∗2f2, q1 = −a1 − f0 − a∗2f2 + a∗2h3a2 when k = 3, (4.52)
f1 = fk−1 = 0, q1 = −a1 − f0 + a∗2hka2 when k  4, (4.53)
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wn > 0 ∀n ∈ Z1,k−1, wk = (a2w−11 a∗2)−1, (4.54)
a2 is nonsingular, b1 = −a∗2, b2 = 0, (4.55)
then by the above theorem, the DSLP consisting of (1.2) and (2.2) with A and B given by (4.1) is under-
determining and of type 2. Note that w is definite, since wk > 0, too. Therefore, in each dimension d
and for every k  2, we obtain a class of under-determining DSLPs of type 2, with a definite w.
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