ABSTRACT. On the Bergman space of the unit ball in C n , we solve the zero-product problem for two Toeplitz operators with harmonic symbols that have continuous extensions to the boundary. In the case where symbols have Lipschitz continuous extensions to (some part of) the boundary, we solve the zero-product problem for multiple products with the number of factors depending on the dimension n of the underlying space; the number of factors is n + 3. We also prove a local version of this result but with loss of a factor.
INTRODUCTION
Let B be the unit ball in the complex n-space C n . Let L p = L p (B) denote the usual Lebesgue space with respect to the volume measure V on B normalized to have total mass 1. The Bergman space A 2 is then the space of all L 2 -holomorphic functions on B. Due to the mean value property of holomorphic functions, the space A 2 is a closed subspace of L 2 , and thus is a Hilbert space. The Bergman projection P is defined to be the Hilbert space orthogonal projection from L 2 onto A 2 . For a function u ∈ L ∞ , the Toeplitz operator T u with symbol u is defined by T u f = P (uf )
for f ∈ A 2 . It is clear that T u : A 2 → A 2 is a bounded linear operator. The books [11] by Douglas and [16] by Zhu are standard sources for one variable theory of Toeplitz operators.
In this paper we consider the so-called "zero-product" problem of characterizing zero products of several Toeplitz operators:
The zero-product problem. Suppose that T u1 · · · T u N = 0. Does it then follow that one of u j is identically zero?
While we learned about this problem from a recent work of Ahern andCucković [2] , its history goes back to as early as 1960's. In [7] Brown and Halmos studied Toeplitz operators on the Hardy space of the unit disk. We refer to [7] for the definition of Hardy space and their Toeplitz operators. They proved that T u T v = T τ on the Hardy space iff either u or v is holomorphic and τ = uv. From this they easily deduced that if T u T v = 0 then either u or v must be identically zero. This result initiated the zero-product problem on the Hardy space. In the study done so far, the number of factors depends in some essential way on the methods the authors used. So far, the problem has been answered yes for five factors by Guo [14] and for six factors by Gu [13] on the Hardy space of the unit disk. More recently, Ding [10] solved the problem for two factors on the Hardy space of the polydisk. The ball case seems to have not been studied yet.
Returning to the Bergman space case, we notice that the study of the zero-product problem has begun only recently. Given that the work of Brown-Halmos was published long time ago in 1964, it is somewhat mysterious (to us) that the zero-product problem on the Bergman space has not been studied in the literature until very recently Ahern and Cucković [2] first studied it on the unit disk. In [2] Ahern andCucković solved the zeroproduct problem for two Toeplitz operators with harmonic symbols and the problem for arbitrary symbols still remains open.
More recently, Ahern [1] has given a more general approach that leads to the same zero-product theorem as in [2] . For study of higher dimensional analogues of such a onevariable result, the simplest substitutes for the disk might be the balls or polydisks and the simplest substitutes for harmonic symbols might be pluriharmonic ones. The polydisk case was studied by Choe et al. [9] . They solved the zero-product problem on the polydisks for two Toeplitz operators with pluriharmonic symbols by means of extending the methods of [2] . In the case of the balls it appears to be more subtle to extend the methods of [2] and, in fact, no progress has been made yet even for the simplest case of two factors with pluriharmonic symbols.
In this paper we investigate the zero-product problem on the balls by devising a completely new approach to the problem. Roughly speaking, using careful analysis of the the behavior of the operator on test functions which peak near boundary points, we show that one of the symbol functions must vanish on an open subset of the boundary and have radial derivatives which also vanishes and that such a symbol function must vanish identically. Our method has some aspects which we wish to emphasize. Our method allows us not only to cover up to harmonic symbols, but also to deal with multiple products on higher dimensional balls.
The price we pay for extending symbols up to harmonic ones seems to be certain amount of boundary regularity. More explicitly, our harmonic symbols are restricted to those that have continuous extensions at least to some part of the boundary. Harmonicity hypothesis, together with such boundary regularity imposed on symbol functions, plays key roles in our arguments of the present paper. It allows us to use a uniqueness theorem (Proposition 4.1) for harmonic functions. In addition, it provides us quite explicit information on local behavior of symbol functions near a boundary vanishing point (Lemma 4.2). We do not know whether either harmonicity or boundary regularity can be removed in the hypotheses of our results to be stated below.
In what follows we let h ∞ denote the class of all bounded harmonic functions on B. Also, a "boundary open" set refers to a relatively open subset of ∂B. Our first result is the next theorem. The disk case is contained in the result of Ahern andCucković mentioned earlier.
In the case where symbols have Lipschitz continuous extensions to the boundary, our method applies to multiple products. Given a subset X ⊂ C n containing more than one point, recall that the Lipschitz class of order ∈ (0, 1], denoted by Lip (X), is the class of all functions f on X such that |f (z) − f (w)| = O(|z − w| ) for z, w ∈ X. For a given point ζ ∈ ∂B, we let
where the union is taken over all neighborhoods U of ζ.
Our next result solves the zero-product problem for several Toeplitz operators with harmonic symbols that have Lipschitz continuous extensions to the whole boundary. Unfortunately, our method requires some restriction, depending on the dimension n, on the number of factors, as in the next theorem.
Our proof of Theorem 1.2 actually works with a local Lipschitz condition but with loss of a factor in the product.
Note that the identity operator is also a Toeplitz operator (with symbol 1). Thus, if the zero-product theorem holds for a certain number of factors, it also holds for any smaller number of factors.
This paper is organized as follows. In Section 2 we recall and collect some basic facts to be used later. In Section 3 we prove some auxiliary integral identities and integral estimates. In Section 4 we prove Theorem 1.1, Theorem 1.2 and Theorem 1.3.
PRELIMINARIES
Throughout the section we let a ∈ B denote an arbitrary point, unless otherwise specified. Since every point evaluation is a bounded linear functional on A 2 , there exists a unique function K a ∈ A 2 which has following reproducing property:
where the notation , denotes the inner product in L 2 . The function K a is the well-known Bergman kernel and its explicit formula is given by
Here and elsewhere, we use the notation z · a = n j=1 z j a j to denote the Hermitian inner product of points z = (z 1 , . . . , z n ) and a = (a 1 , . . . , a n ) in C n . We let k a denote the normalized kernel, namely,
By the reproducing property (2.1), the Bergman projection P can be represented by
1 − w · z and ϕ 0 (w) = −w. The map ϕ a is an automorphism of B such that ϕ a • ϕ a = id. Its real Jacobian is equal to |k a (z)| 2 , so we have the following change of variables formula:
for every h ∈ L 1 . We also have a very useful formula
and thus, in particular,
We refer to Chapter 2 of [15] for details.
We define a linear operator U a on A 2 by
It follows from (2.3) that each U a is an isometry on A 2 . A straightforward calculation by means of (2.4) yields U a k a = (k a • ϕ a )k a = 1. It follows that U a U a = I and thus U −1 a = U a . Now, being an invertible linear isometry, U a is unitary. It is well known that
see, for example, [4] or [5] (where U a is defined with an extra factor −1) on the disk and [8] on the ball. Recall that, given a bounded linear operator L on A 2 , its Berezin transform is the function L defined by
We remark in passing that this Berezin transform plays the key role in characterizing the compactness of Toeplitz operators: see [5] and [12] . It is not hard to see that L is continuous on B. It turns out that L preserves the boundary continuity of symbols as in the next proposition.
Proof. Let a ∈ B. Note that k a = U a 1. Also, note that
Fix ζ ∈ ∂B. We claim that, as a → ζ, we have
which, together with (2.7), implies the proposition. Now, we prove the claim. Let a → ζ. Then, for a given function u continuous on B ∪ {ζ}, we observe that ϕ a → ζ pointwise (in fact, uniformly on compact sets) and thus u • ϕ a → u(ζ) in L 2 by the dominated convergence theorem. In particular, we have
So, we see that the claim holds for N = 1. We now proceed by induction on N . Assume that (2.8) holds for some N ≥ 1 and consider the case of N + 1. Having (2.8) as induction hypothesis and writing · p for the L p -norm, we have
so that (2.8) also holds for N + 1. This completes the induction and the proof of the proposition.
AUXILIARY IDENTITIES AND ESTIMATES
The idea of our proofs is to decompose each factor into "major" and "error" parts and to employ suitable test functions whose sources are, of course, the Bergman kernel functions. In utilizing such decompositions and test functions, we need substantial amount of estimates for major parts and error parts, respectively. For the major parts we need to know precise information on how certain Toeplitz operators act on Bergman kernel functions. Also, for the error parts, we need to know the integral behavior of Bergman kernel with logarithmic weights. Such integral identities and estimates are very technical and thus collected in this section.
Recall the elementary binomial expansion for positive integers k:
where C k,j = (k+j−1)! (k−1)!j! . Associated with these coefficients are the coefficients
The collection of these coefficients will be the source for coefficients of various identities below. The precise values of first two coefficients a k,p,1 and a k,p,2 are needed in our estimates. We list them here for easier reference later:
The main significance of the coefficients a k,p,j lies in the following elementary relation.
Lemma 3.1. Let k, p be positive integers with
Proof. Fix i ≥ 0. Note that
In general we have the recursion relation
for integers q > p. Thus, iterating this recursion relation as many times as needed, we have
Now, multiplying both sides by x i and then summing up the resulting equalities, we conclude the lemma by (3.1). The proof is complete.
In what follows we let
for each 0 ≤ t < 1. The powers of these functions will be our test functions later.
Lemma 3.2. Let k > n be an integer. Then
In the proof below we will use the explicit formula for L 2 -norm of monomials given by
where j k 's are nonnegative integers and J = j 1 + · · · + j n . See Proposition 1.4.9 of [15] for details.
Proof. Let 0 ≤ t < 1 and z ∈ B. By (3.1) we have
where second to the last equality holds by orthogonality of monomials. It follows from (3.3) that
where the last equality holds, because (j + 1)C k,j+1 = kC k+1,j . Now, the lemma follows from Lemma 3.1 and (3.2). The proof is complete.
Lemma 3.3.
Let k > n + 1 be an integer. Then
Proof. Let 0 ≤ t < 1, z ∈ B and let = 2 without loss of generality. As in the proof of Lemma 3.2, we get by (3.3) and orthogonality of monomials that
Now, the lemma follows from Lemma 3.1. The proof is complete.
We now turn to ceratin integral estimates. Those estimates will take care of error terms in repeated Toeplitz integrals which arise in the course of our proofs. To this end we need to know the (volume) integral behavior of the Bergman kernel with logarithmic weights.
Constants. In the rest of the paper we use the same letter C, often depending on the dimension n, to denote various constants which may change at each occurrence. For nonnegative quantities X and Y , we often write X Y or Y X if X is dominated by Y times some inessential positive constant. Also, we write X ≈ Y if X Y X.
We begin with a lemma.
Lemma 3.4. Let s ≥ 0 and c real be given. Then the following estimates hold:
. The constants suppressed above are independent of . Proof. The case s = 0 is easily treated. So, assume s > 0. Let 0 < < 1 2 . We first consider the integral in (3.4), which we denote by I c for simplicity. The estimate for I c with c < 0 is clear, because in that case | log r| s r −1−c is integrable near r = 0. Meanwhile, for c = 0, we easily deduce that
Next, consider the case c > 0. Note that we have
by elementary calculus. Note that | log r| s−1 is integrable near 1. Thus, it follows from the above that
and thus we have the estimate for c > 0. Now, let II c denote the integral in (3.5). Note that (3.6) also holds for c < 0. Thus, since c < 0, it follows from (3.6) that
and thus we have the estimate for II c . The proof is complete.
The surface integral behavior of the Bergman kernel is well known as follows:
for z ∈ B; see Proposition 1.4.10 of [15] for details. Here, and in what follows, we use the notation δ z = 1 − |z|, z ∈ B for simplicity. Also, dS denotes the surface area measure on ∂B normalized to have total mass 1.
The volume integral behavior, similar to (3.7), of the Bergman kernel with ordinary weights is well known, as is also given in Proposition 1.4.10 of [15] . However, such estimates are not enough and more delicate estimates with logarithmic weights are needed in our arguments later. More explicitly, we need to estimate two types of integrals J
In our application the parameter c will be restricted to c ≥ −n − 1 for the integrals I c,s . The estimates for the integrals J c,s are as follows. As is mentioned above, the unweighted case s = 0 is well known. 
The constants suppressed above are independent of z.
Proof. Let z be an arbitrary point of B. We may assume δ z < We first consider I c . Note that 1 − |z| ≤ 1 − r|z| ≤ 1 − |z| 2 for |z| < r < 1. It follows that
where the second equivalence holds by Lemma 3.4. Meanwhile, since 1 − r ≤ 1 − r|z| ≤ 1 − r 2 for 0 < r < |z|, it follows that
Now, combining the estimates for I c and II c above, we conclude the lemma by Lemma 3.4. The proof is complete.
In order to estimate the integrals I c,s , we need not only estimates given by Proposition 3.5, but also a localized version for c < 0. We need some notation. For 0 < < 1, we let
Note that Q (z) = R (z) = ∅ for δ z ≥ . Also, note that Q (z) ⊂ Q +δz (η) for z = |z|η where η ∈ ∂B. So, we have
for z ∈ B and 0 < < 1 by Proposition 5.1.4 of [15] . We begin with a more precise localized version of the estimate (3.7) for c < 0.
for z ∈ B and 0 < < 1.
Proof. Let z ∈ B and 0 < < 1. We may assume δ z < ; otherwise the integral is simply 0. Let I c denote the integral under consideration. Choose a positive integer N such that 2 −N ≤ δ z < 2 −N +1 . Then we have by (3.8)
Note that N ≈ log δz for c = 0. Also, note that the last summation above is a part of a convergent geometric series for c < 0. So, the lemma holds.
The following lemma is a localized version of Proposition 3.5 for c < 0.
Lemma 3.7. Let s ≥ 0 and −n − 1 ≤ c < 0. Then there is a constant C = C(c, s) such that
for z ∈ B and 0 < < 
as desired. Finally, for −1 < c < 0, we have by (3.7) and Lemma 3.4
as desired. The proof is complete.
We now estimate the integrals I c,s . For z = w, note that the integrals I c,s (z, z) reduce to those considered in Proposition 3.5. It is more subtle and complicated to estimate the integrals I c,s in two variables. We have the following estimates for those integrals. In our application s will be an integer. 
Proof. Fix s ≥ 0 and c ≥ −n − 1. Let z, w ∈ B. Since
we have the lemma for c = −n − 1 by Proposition 3.5. So, assume c > −n − 1. Put
and thus we need to estimate L c,s 's. We claim that
Having this estimate, we easily conclude the lemma by (3.9).
It remains to prove (3.10). Decompose B into two pieces E 1 and E 2 given by E 1 = {ξ ∈ B : 4|1 − w · ξ| ≥ |1 − z · w|}, E 2 = {ξ ∈ B : 4|1 − w · ξ| < |1 − z · w|} and consider corresponding integrals
for j = 1, 2. For the integral I 1 we have
the second equivalence holds by Proposition 3.5. This shows that the integral I 1 satisfies the desired estimates. We now turn to the estimate of the integral I 2 . Note that we have
by Proposition 5.1.2 of [15] . This gives the estimate
and therefore we have
Consider the case c ≥ 0. It follows from the above that
which implies that I 2 also satisfies the desired estimate for c ≥ 0 by Proposition 3.5. Next, consider the case c < 0. In this case we have by (3.12) and Lemma 3.7
where we used (2.5) to get the second inequality. This completes the proof.
ZERO PRODUCTS
Note that if a function u ∈ h ∞ is continuous on B ∪ W and vanishes on W for some boundary open set W , then u is harmonic across W . This is a consequence of the wellknown reflection principle. See, for example, Theorem 4.1.5 of [3] .
The study of harmonic functions has nothing to do with complex structure of C n . So, we introduce real-variable notation. As usual, we identify points (z 1 , . . . , z n ) ∈ C n with (x 1 , x 2 , . . . , x 2n−1 , x 2n ) ∈ R 2n where z j = x 2j−1 and z j = x 2j for each j. With this convention we let
and let Ru denote the radial derivative of u. More explicitly, we let
We will use two elementary facts about the radial derivatives. One is the fact that R commutes with linear transformations on R 2n . More explicitly,
for each linear transformation ρ on R 2n . The other one is the fact that R preserves harmonicity, which is easily seen by a straightforward calculation. Finally, we put e = (1, 0, . . . , 0) ∈ R 2n ∼ = C n for simplicity. Proof. Suppose that both u and Ru vanish on W . Since u = 0 on W , u extends to an harmonic function across W by the reflection principle, as mentioned above. We claim that
In order to see this let ζ ∈ W , choose a rotation ρ = ρ ζ on R 2n with ρ(ζ) = e, and put u = u • ρ −1 . Then u vanishes on ρW which is a boundary neighborhood of e. Let z = (x 1 , z ) where z = (x 2 , . . . , x 2n ). Define v(z ) = u( 1 − |z | 2 , z ). Then, v vanishes near 0 , because u vanishes on ρW . Hence, a routine calculation gives
. Now, since R u(e) = Ru(ζ) = 0 by (4.1), we have
Thus, applying (4.1) twice, we have
Now, since ζ ∈ W is arbitrary, we have (4.2) as desired. What we have shown so far is the following:
Note that Ru is harmonic, because u is. Thus, applying the above with Ru in place of u, we see that R 3 u = 0 on W . Repeating the same argument, we see that R j u = 0 on W for all j ≥ 0. Now, let N denote the outward normal differentiation along ∂B. Note that R, when restricted to ∂B, is the same as N . Thus, we see from (4.1) that N commutes with rotations. Also, given any C 1 -function ψ near e, it is not hard to see that D j 1 ψ(e) can be written as a linear combination of Rψ(e), . . . , R j ψ(e) for each j ≥ 1. So, given j ≥ 1 and ζ ∈ W , we see that N j u(ζ) can be written as a linear combination of Ru(ζ), . . . , R j u(ζ). Consequently, we conclude that N j u(ζ) = 0 for each j ≥ 1. It follows from real-analyticity that u(tζ) = 0 for all t sufficiently close to 1. This shows that the vanishing property of u on W extends to some open set in B and therefore u = 0 on the whole B. The proof is complete.
Remark. It seems worth mentioning that our uniqueness result Proposition 4.1 has some connection with a local Hopf lemma obtained by Baouendi and Rothschild in [6] . Consider a function u harmonic on B and continuous on B ∪ W for some boundary open set W . Then the Local Hopf lemma of Baouendi and Rothschild asserts that if u ≥ 0 on W and u vanishes of infinite order in the normal direction at some ζ ∈ W , then u vanishes near ζ in W and along the radius ending at ζ. Hence, if, in addition, u vanishes of infinite order (in arbitrary direction) at ζ, then u must be identically 0. In case u already vanishes in W , Proposition 4.1 shows that, while the normal derivative of u is assumed to vanish (globally) in W , the vanishing order can be weakened from infinity to just 1.
We introduce more notation. First, we let
for z ∈ B. Note that σ(z) = O(|1 − z 1 |). Next, for 0 ≤ t < 1 and z ∈ B, we let
for simplicity. For integers k, m with k ≥ m, we use the same notation P m = P m (α, β) for either the zero polynomial or any nonzero polynomial in α, β with no term of degree lower than m. Finally, given a positive integer d, let F d denote the class of all functions f on [0, 1) × B such that
for some constant C depending on f . Note that we have T σ ψ t ∈ F 2 for functions ψ t such that ψ t (z) = O(|λ t | n+2 ). This follows from the fact |σ(z)| = O(|1 − z 1 |) and thus T σ |λ t | n+2 ∈ F 2 by Proposition 3.8. Now, before turning to the proof of our results, we prove two more lemmas.
Lemma 4.2. Suppose that
for z ∈ B ∪ W near e.
Proof. As in the proof of Proposition 4.1, u is harmonic across W . So, we similarly let z = (x 1 , z ) where z = (x 2 , . . . , x 2n ) and define v(z ) = u( 1 − |z | 2 , z ). Then, v vanishes near 0 , because u vanishes on W . Thus, by a straightforward calculation, we have
It follows that
for each j ≥ 3. It follows that |e − z| = O (1 − x 1 ) 1/2 and we conclude the lemma. The proof is complete. 
Proof. Let 1 2 < t < 1. Consider k > n for a moment. By Lemma 3.2 and (3.2) we have
Put η = 2 − z 1 − z 1 and γ = 1 − z 1 . Note that α + γ = αγ + β. Thus, a little manipulation yields
Note that γ = (β − α)/t. Also, note that α ≤ |1 − tz 1 |. So, it is clear that αγλ
Therefore we see from (4.5) that
Meanwhile, we have
by Lemma 3.3 and (3.2). Combining these two estimates, we have
and thus the lemma holds for d = 1.
We now proceed by induction on d. So, assume that d ≥ 1 and the lemma holds for d with k > n + d. So, we have (4.4). Now, assume k > n + d + 1 and consider the case d + 1. Apply T σ to both sides of (4.4) once more. For the first term in the right side of (4.4), we have by (4.6)
which is of desired form. Also, T σ takes the last two terms in the right side of (4.4) into F d+1 by Proposition 3.8. For the second term in the right side of (4.4), note that λ
is a linear combination of terms of the type
We only need to consider terms with k − j > n + 2; otherwise terms are of O(|λ t | n+2 ). For such a term we have
by (4.6) . This shows that (4.4) also holds for d + 1 and the induction is complete. The proof is complete.
We are now ready for the proofs of Theorem 1.1, Theorem 1.2 and Theorem 1.3. First, we prove Theorem 1.1.
Proof of Theorem 1.1. Assume T u1 T u2 = 0. Then, since u 1 and u 2 are both continuous on B ∪ W by assumption, we have
by Proposition 2.1. There are two cases to consider: (i) Both u 1 and u 2 vanish everywhere on W and (ii) Either u 1 or u 2 does not vanish on some boundary open subset of W . In case of (i) we have u 1 , u 2 ∈ Lip 1 (ζ) for some ζ ∈ W by Lemma 4.2. Thus, the case (i) is contained in Theorem 1.3 to be proved below.
So, we may assume (ii). Note that we may further assume that u 1 does not vanish on some boundary open set, still denoted by W , because otherwise we can use the adjoint operator (T u1 T u2 ) * = T u2 T u1 . We now have u 2 = 0 on W . Assume e ∈ W without loss of generality. By Proposition 4.1 we may further assume that Ru 2 vanishes nowhere on W . This will lead us to a contradiction.
Let c 1 = u 1 (e) = 0 and c 2 = − D1u2(e) 2 = 0. Let e 1 = u 1 − c 1 and e 2 = u 2 − c 2 σ where σ is the function introduced in (4.3). Then we have
and thus
Now we apply each sides of the above to the same test functions λ k t with an integer k > n + 2 and derive a contradiction. First, we have by (4.6)
Thus an application of Proposition 3.8 gives
and thus an application of Proposition 3.5 gives
be the modulus of continuity of u 1 at e. By continuity we have ω( ) → 0 as → 0. Note that, since |e − ξ|
In particular, we have
Accordingly, with > 0 (independent of t) fixed, we have by Proposition 3.5. for all t such that 1 − 2 /4 < t < 1. Next, consider T e1 g. By (4.6) we have |g| |λ t | k−2 . Thus we get by Proposition 3.5 (recall k − 2 > n > 0) that
as t → 1. Now, setting M = −c 1 c 2 T σ and R = c 2 T e1 T σ + T u1 T e2 , we obtain from (4.7), (4.8), (4.9), (4.10) and (4.11) that
as t → 1. So, first taking the limit t → 1 with > 0 fixed and then taking the limit → 0, we have
which is a contradiction. The proof is complete.
Next, we prove Theorem 1.2.
Proof of Theorem 1.2. Assume T u1 · · · T un+3 = 0. Then, since each u j has a continuous extension to the whole boundary by assumption, we have
by Proposition 2.1. Since u 1 · · · u n+3 is continuous and vanishes everywhere on the boundary, there exists a boundary open set W ⊂ ∂B such that either u j (ζ) = 0, ζ ∈ W, or u j = 0 on W holds for each j. If u 1 ≡ 0, there is nothing to prove. So, we may assume that u 1 vanishes nowhere on W .
Suppose that there is a boundary open set W j ⊂ W such that u j = Ru j = 0 on W j (4.12) that for some j. Since u j ∈ C(B) is harmonic by assumption, Proposition 4.1 and (4.12) will lead us to conclude u j = 0 on B, which completes the proof. Now, we assume that (4.12) dose not hold for all j and derive a contradiction. Since (4.12) does not hold, we may shrink (if necessary) the set W to get a smaller boundary open set, still denoted by W , such that either (i) u j (ζ) = 0, ζ ∈ W, or (ii) u j (ζ) = 0, Ru j (ζ) = 0, ζ ∈ W (4.13) holds for each j = 1, 2, . . . , n + 3. We may further assume that e ∈ W ; this causes no loss of generality by (4.1). Note that Ru j (e) = D 1 u j (e).
We introduce more notation. In the rest of the proof we let 0 ≤ t < 1 and z ∈ B represent arbitrary points. Recall that D 1 u j (e) = 0 by (4.13), in case u j (e) = 0. for each j. Note that R = −M , because T u1 · · · T un+3 = 0 by assumption. We willfor each j ≥ 2. This also holds for j = 1 by (4.18) if we set p 0 = 0. So, evaluating at z = te, we therefore have Finally, we prove Theorem 1.3. The proof is exactly the same as that of Theorem 1.2 except at only one spot. We only indicate such a difference.
Proof of Theorem 1.3. By a similar argument using Proposition 2.1, it is not hard to see that there is still a boundary open set W where u 1 u 2 · · · u n+2 vanishes and (4.13) holds. In addition, the local Lipschitz hypothesis allows us to assume e ∈ W and u j ∈ Lip (e) for each j = 1, 2, . . . , n + 2. In the proof of Theorem 1.2 we were able to assume d 1 = 0 under the global Lipschitz hypothesis, because the location of the boundary set W is of no significance. However, we cannot do the same under the present local Lipschitz hypothesis. That is, d 1 = 1 may well happen, which causes loss of a factor. So, the inequality (4.19) is no longer true and what we have now is p j−1 ≤ j − 1 ≤ n + 1 for 2 ≤ j ≤ n + 2. The rest of the proof is exactly the same.
