We construct an extension (Stable Field Theory) of Cohomological Field Theory. The Stable Field Theory is a system of homomorphisms to some algebras generated by spheres and disks with punctures. It is described by a formal tensor series, satisfying to some system of "differential equations". In points of convergence the tensor series generate special noncommutative analogs of Frobenius algebras, describing 'Open-Closed' Topological Field Theories.
INTRODUCTION
Cohomological Field Theory was proposed by Kontsevich and Manin [6] for description of Gromov-Witten Classes. They proved that Cohomological Field Theory is equivalent to Formal Frobenius manifold. Formal Frobenius manifold is defined by a formal series F , satisfying the associative equations [4, 13] . In points of convergence the series F defines Frobenius algebras. The set of these points forms a space of special deformations of Frobenius algebras investigated (with some additional condition) by Dubrovin [5] .
Cohomological Field Theory is a system of special homomorphisms to spaces of cohomology of Deline-Mumford compactifications for moduli spaces of complex rational curves (Riemann spheres) with punctures. In this paper it is constructed an extension (Stable Field Theory) of Cohomological Field Theory. It is a system of homomorphisms to some algebras generated by disks with punctures. I conjecture that they describe relative Gromov-Witten classes.
Stable Field Theory is equivalent to some analog of a Formal Frobenius manifold. This analog is defined by formal tensor series (Structure Series), satisfying some system of "differential equations" (including the associativity equation). In points of convergence the Structure Series define Extended Frobenius algebras. They are special noncommutative analog of Frobenius algebras. Extended Frobenius algebras describe 'Open-Closed' Topological Field Theories [7] of genus 0 in the same way as Frobenius algebras describe Atiyah-Witten 2D Topological Field Theories [2, 12] . Thus, Structure Series are noncommutable analogs of Formal Frobenius manifolds.
In passing it is given some other proof of Kontsevich-Manin theorem about equivalence Cohomological Field Theories and Formal Frobenius manifolds.
In sections 1 and 2 it is proposed a general axiomatic of Topological Field Theories over functors. This class involves 2D Atiyah-Witten [2, 12] , 'open-closed' [7] , Klein [3] Topological Field Theories and Cohomological Field Theories [6, 8] .
In section 3 it is constructed and investigated a Stabilizing functor on a category of spheres with punctures, disks with punctures and its disconnected unions. For spheres this construction is liked to modular graphs [8] and describes a Cohomological functor for complex rational curves.
In section 4 we use the Stabilizing functor to construct of Stable Field Theories. We define a tensor multiplication of Stable Field Theories that is also a Stable Field Theory.
In section 5 we prove that Stable Field Theories are in one-to-one correspond to Systems of Disk Correlation Functions.
In section 6 we prove that a "generating function" for a System of Disk Correlation Functions is a Structure Series.
In section 7 it is demonstrated that Structure Series generate Extended Frobenius algebras in their convergence points.
In section 8 we associate a Structure Series to any Formal Frobenius manifold.
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1. 2D categories 1.1. In this paper a surface denotes a compact surface with or without boundary. Its connected boundary component is called a boundary contour of the surface. Any orientable connected surface is homeomorphic to a sphere with g handles and s holes. Such surface is called a surface of type (g, s, 1). Any nonorientable connected surface is homeomorphic to either a projective plane with a handles and s holes or a Klein bottle with a handles and s holes. Such surface is called a surface of type (g, s, 0), where g = a + 1 2 in the first case and g = a + 1 in the second case.
A surface with a finite number of marked points is called a stratified surface. Marked points are also called special points of the stratified surface. Two stratified surfaces are called isomorphic, if there exists a homeomorphism of the surfaces, generating a bijection between their special points.
By |S| we denote the cardinality of a finite set S. Let Ω be a surface of the type (g, s, ǫ) and ω 1 , ..., ω s be its boundary contours. Let S ⊂ Ω be a finite set of marked points and m = |S ∩ (Ω \ ∂Ω)|, m i = |S ∩ ω i |. Then the collection G = (g, ǫ, m, m 1 , ..., m s ) is called a type of connected stratified surface (Ω, S). A connected stratified surface of type G is called trivial, if µ = 2g + m + s + 1 2 m i − 2 0. It is easy to prove the following statement. Lemma 1.1. Any trivial stratified surface is isomorphic to a stratified surface from the list:
(1) a sphere S 2 without special points (µ = −2);
(2) a projective plane RP 2 without special points (µ = −1);
(3) a disk D 2 without special points (µ = −1); (4) a sphere (S 2 , p) with a single interior special point p (µ = −1); (5) a disk (D 2 , q) with a single special boundary point and without special interior points (µ = − 1 2 ); (6) a sphere (S 2 , p 1 , p 2 ) with two interior special points (µ = 0); (7) a projective plane (RP 2 , p) with a single interior special point (µ = 0); (8) a torus T 2 without special points (µ = 0); (9) a Klein bottle Kl without special points (µ = 0); (10) a disk (D 2 , p) with a single interior special point and without boundary special points (µ = 0); (11) a disk (D 2 , q 1 , q 2 ) with two boundary special points and without interior special points (µ = 0); (12) a Möbius band Mb without special points (µ = 0); (13) a cylinder Cyl without special points (µ = 0).
Let Ω be a stratified surface. A generic not self-intersecting curve γ ⊂ Ω is called a cut. Generic means that γ has no special points and either is a (closed) contour without boundary points of Ω or is a segment, whose ends belong to the boundary of Ω and all interior points are interior points of the surface. The cuts form 9 topological classes described in [3] . A set of pairwise nonintersecting cuts is called a cut system.
Let Γ be a cut system of a stratified surface Ω. Consider compactification Ω of Ω\Γ by pairs (x, c), where x ∈ γ ⊂ Γ and c is a coorientation of the cut γ in a neighbourhood of x. Denote by Ω/Γ a surface obtained by contracting each connected component C i of Ω \ (Ω \ Γ) into a point c i . We assume that Ω # = Ω/γ is a stratified surface. Its special points are the special points of Ω and the points c i . 1.2. In this subsection, following [3] , we define a tensor category C of stratified surfaces with a set O of local orientations of special points. A set of local orientations means that for any special point r ∈ Q of stratified surface Ω we fix an orientation o r of its small neighbourhood.
A set O of local orientations is said admissible, iff either Ω is orientable surface and all local orientations are induced by an orientation of Ω or Ω is non-orientable surface and all local orientations at all special points from any boundary contour ω i are compatible with one of orientations of ω i . Moreover, we consider that any boundary contour contain at least one special point.
and (Ω ′′ , O ′′ ) be two pairs, consisting of stratified surfaces and admissible sets of local orientations at special points. If stratified surfaces Ω ′ and Ω ′′ are isomorphic then there exists an isomorphism φ :
The proof follows from standard properties of surfaces. Pairs (Ω, O) of stratified surfaces Ω with sets of local orientations O at their special points are objects of the basic category C. Morphisms are any combinations of the morphisms of types 1)-4).
1) Isomorphism φ : (Ω, O) → (Ω ′ , O ′ ). By a definition, φ is an isomorphism φ : Ω → Ω ′ of stratified surfaces compatible with local orientations at special points.
2) Change of local orientations ψ : (Ω, O) → (Ω, O ′ ). Thus, there is one such morphism for any pair (O, O ′ ) of sets of local orientations on a stratified surface Ω.
3) Cutting η : (Ω, O) → (Ω # , O # ). The morphism η depends on a cut system Γ endowed with orientations of all cuts γ ∈ Γ. Ω # is defined as contracted cut surface Ω/Γ. Stratified surface Ω # inherits special points of Ω and local orientations at any of them. The orientations of cuts induce the local orientations at other special points.
Define a 'tensor product' θ :
Subcategories of the basis category C are called 2D categories. The basic category C has subcategories C g,s,ǫ , where g is either an integer, half-integer nonnegative number or ∞, s is an integer nonnegative number or ∞ and ǫ = 0, 1. The objects of C g,0,0 are all pairs (Ω, O), where Ω is a stratified surface of type ( g, ǫ, m) and g g. For s > 0 objects of C g,s,0 are all pairs (Ω, O), where Ω is a stratified surface of type ( g, ǫ, m, m 1 , ..., m s ), g g, and s 2(g − g)+s. Thus, C = C ∞,∞,0 . The category C g,s,1 is a subcategory of C g,s,0 . Its objects are all objects (Ω, O) of C g,s,0 such that Ω is an orientable surface. Denote by C 0 g,s,1 subcategory of C g,s,1 , consisting of (Ω, O), where O is generated by some global orientation of Ω. This global orientation is marked by the same symbol O.
1.3. Below we define a structure functor (Ω, O) → V (Ω, O) from the basic category of surfaces to the category of vector spaces [3] .
Let {X m |m ∈ M} be a finite set of n = |M| vector spaces X m . The action of the symmetric group S n on the set {1, . . . , n} induces its action on the linear space ⊕ σ:{1,...,n}⇆M X σ(1) ⊗ · · · ⊗ X σ(n) , an element s ∈ S n brings a summand X σ(1) ⊗ · · · ⊗ X σ(n) to the summand X σ(s(1)) ⊗ · · · ⊗ X σ(s(n)) . Denote by ⊗ m∈M X m the subspace of all invariants of this action.
The vector space ⊗ m∈M X m is canonically isomorphic to a tensor product of all X m in any fixed order, the isomorphism is a projection of the vector space ⊗ m∈M X m to the summand that is equal to the tensor product of X m in a given order. Assume that all X m are equal to a fixed vector space X. Then any bijection M ↔ M ′ of sets induces
Let A and B be finite dimensional vector spaces over a field K endowed with involutive linear transformations A → A and B → B, which we denote by x → x * (x ∈ A) and y → y * (y ∈ B) resp. Let (Ω, O) be a pair, consisting of a stratified surface Ω and a set O of local orientations at its special points. Denote by Ω a the set of all interior special points and by Ω b the set of all boundary special points. Put also Ω 0 = Ω a ⊔ Ω b . Assign a copy A p of a vector space A to any point p ∈ Ω a and a copy B q of a vector space B to any point
For any morphism of pairs (Ω, O) → (Ω ′ , O ′ ) define a morphism of vector spaces V Ω → V Ω ′ as follows.
of sets of special points.
2) For a change of local orientations ψ :
In order to define a morphism η * : V Ω → V Ω # for any cutting morphism η : (Ω, O) → (Ω # , O # ) we need to fix elements K A, * ∈ A⊗A, K B, * ∈ B ⊗ B and U ∈ A. (The notation will be clear from the sequel.)
Evidently, it is sufficient to define η * for an arbitrary oriented cut γ ⊂ Ω. In this case we have a canonical isomorphism
Finally, for a 'tensor product' θ :
Topological Field Theory over a functor 2.1. Let T be a functor from a 2D category to the category of algebras over a field K such that T (Ω, O) = K, if Ω is a trivial stratified surface, and T (π) is the identical morphism, if π is a morphism of trivial stratified surfaces.
A Topological Field Theory over T is a set 
, where x p and x ′ p ′ are images of x ∈ A and x ′ ∈ A in A p and A p ′ resp. The correctness of this definition follows from axioms 1 • and 2 • . Evidently, (x, x ′ ) A is a symmetric bilinear form.
Similarly, define a bilinear form (y, y ′ ) B on the vector space B, using a disc with 2 boundary special points q, q ′ instead of a sphere with two interior special points p, p ′ . As in the previous case, local orientations o q , o q ′ must induce the same global orientations of the disc. Evidently, (y, y ′ ) B is a symmetric bilinear form.
It is required that forms (x, x ′ ) A and (y, y ′ ) B are nondegenerate. 4 • Cut invariance. Axioms 1 • − 3 • allows us to choose elements K A, * ∈ A × A, K B, * ∈ B × B and U ∈ A. Indeed, any nondegenerate bilinear form on the vector space X canonically defines an element K X ∈ X ⊗ X. Taking forms (x, x ′ ) A, * = (x, x ′ * ) A and (y, y ′ ) B, * = (y, y ′ * ) B , we obtain elements K A, * and K B, * .
A linear form Φ (Ω,O) for a projective plane Ω with one interior special point is an element of the vector space dual to A. We denote by U the image of this element in A under the isomorphism induced by nondegenerate bilinear form (x, x ′ ) A .
We shall use just these elements for morphisms η * of type 3). For any cut system Γ endowed with orientations of all cuts it is required that
Let us consider now some example of Topological Field Theory on 2D categories.
1) Topological Field Theory on C g,s,ǫ (over trivial functor). Consider the functor, corresponding the field K to all objects (Ω, O) and corresponding identical map to any morphism. a) This gives an Atiayh-Witten 2D Topological Field Theory [2] , [12] for the category C ∞,0,1 and involution x * = x.
b) The category C ∞,∞,1 and the involutions x * = x, y * = y gives 'an Open-Closed' Topological Field Theory in the sense of [7] .
c) The category C ∞,∞,ǫ gives a Klein Topological Field Theory in the sense of [3] (without units) .
2) Cohomological Field Theories on C g,s,ǫ .
Recall that a Klein surface of type (g, s, ǫ) is a surface of type (g, s, ǫ), endowed with a dianalytic structure, i.e., an atlas with holomorphic and antiholomorphic transitions functions [1] . It is equivalent to a real algebraic curve (for an information about real algebraic curves see [10] ). A Klein surface of type G = (g, ǫ, m, m 1 , ..., m s ) is called a Klein surface with special points of type G. The moduli space of Klein surfaces is constructed in [9] . Let H * (M G , K) be a cohomological algebra of Deline-Mumford compactification of the space of Klein surfaces of type G. An identification of special points gives some embeddings
Cohomological Field Theory in our conception is defined as the Topological Field Theory over the functor T that associate the algebra H * (M G , K) with each object (Ω, O), where G is the type of Ω, and associate the homomorphisms generated by the embeddings
Here x * = x, y * = y and the other morphisms are the same as that for the trivial functor.
This definition takes the (complete) Cohomological Field Theory as regards to [8] for subcategories C 0,0,1 (C ∞,0,1 ). [8] , the Cohomological Field Theory over C 0,0,1 generate some deformations of Atiayh-Witten 2D Topological Field Theory in genus 0. These deformations are described by formal Frobenius manifolds, i.e., formal solutions of WDVV equations [4, 13] .
According to
Our goal is the construction of a functor on C 0 0,1,1 such that Topological Field Theory over this functor generate deformations of Open-Closed Topological Field Theories in genus 0. We shall prove that these deformations are described by formal solutions of some noncommutative analogues of WDVV equations. By K(Ω) we denote the algebra of polynomials over a field K, where the role of variables played by simple diagrams on Ω. We suppose that 1 is a degree of A-diagram and 1 2 is a degree of B-diagram. Thus, K(Ω) is represented as a direct sum of subspaces K n (Ω), generated by monomials of degree n, where n 0 are integer or half-integer.
Diagram algebra
Two distinct simple diagrams (variables) is called compatible, if they contain disjoint representing cuts. A monomial from K(Ω) is called good, if it is formed by pairwise compatible variables. The natural bijection exists between diagrams and good monomials. By Q(Ω) ⊂ K(Ω) denote the subspace generated by good monomials. Put Q n (Ω) = K n (Ω) ∩ Q(Ω).
Let C 1 and C 2 be subsets of a surface Ω. By r A (C 1 |C 2 ) (respectively, r B (C 1 |C 2 )) denote the set of A (respectively, B) diagrams, dividing
3.2. Up to the end of this subsection let Ω = (Ω, O) be a stratified sphere . Put r(a 1 , a 2 |a 3 , a 4 ) = r A (a 1 ∪ a 2 |a 3 ∪ a 4 ) and R(a 1 , a 2 |a 3 , a 4 ) = R A (a 1 ∪ a 2 |a 3 ∪ a 4 ).
Consider the ideal I(Ω) ⊂ K(Ω), generated by: 1) all elements in the form R(a 1 , a 2 |a 3 , a 4 ) − R(a 4 , a 1 |a 2 , a 3 ), where a i ∈ Ω a are pairwise distinct special points;
2) all elements in the form D 1 D 2 , where D 1 and D 2 are noncompatible diagrams.
We say that H(Ω) = K(Ω)/I(Ω) is the diagram algebra of stratified sphere Ω. The diagram algebra is represented by the direct sum of subspaces H n (Ω) = K n (Ω)/I n (Ω), where I n (Ω) = I(Ω) K n (Ω).
According to [8] , the algebra H(Ω) for any sphere with m special points is isomorphic to the cohomology algebra H * (M 0,m , K) of Deline-Mumford compactification of the moduli space of Riemann spheres with m enumerated points.
Proof: We can assume that D = D 1 . Let { D i } be a tiling corresponding to the diagrams {D i }. Let D 1 and D 2 be components of D = D 1 . Then exactly one component among of components of D j is contained in a set in the form D i . We shall say that this component is D-set. A difference between D i and all D-sets in D i is also called D-set. The diagram D belongs to some set r(a 1 , a 2 |a 3 , a 4 ), where the points a i ∈ Ω a are pairwise distinct. Let a 1 , a 2 ∈ D 1 and a 3 , a 4 ∈ D 2 . If a component D j contains some D-sets, then we choose points a i from D j such that they belong to different D-sets. Then D ∈ r(a 1 , a 2 |a 3 , a 4 ), Dr(a 4 , a 1 |a 2 , a 3 ) ⊂ I n+1 (Ω) and thus
Therefore,
. Moreover, the choice of a i guarantees that the set D 1 D 2 · · · D n (r(a 1 , a 2 |a 3 , a 4 ) − D) consists of monomial of the form of D 1 D 2 · · · D n D ′ , where D ′ = D i for all i. Therefore, these monomials are either good or belong to I n+1 (Ω).
Proof: The proof is by induction on n. For n = 1 it is K n (Ω) = Q n (Ω). Let the lemma is proved for n < N. Then by the induction
By definition, put I Q (Ω) = I(Ω)∩Q(Ω) and I n Q (Ω) = I(Ω)∩Q n (Ω) = I Q (Ω) ∩ K n (Ω). The lemma 3.2 gives Theorem 3.1 [8] .
3.3. In this and next subsections we assume that Ω = (Ω, O) is a oriented stratified disk.
A B-tiling γ ⊂ Ω is called interior, if one of its components contains only one special point. This component is called interior. Interior components and points of Ω b are called B-points.
The orientation of disk gives a natural sense to inequalities b
Lemma 3.3. Let D 1 · · · D n ∈ Q n B (Ω) be a good monomial and D be a B-diagram. Then there exists h ∈ I B (Ω) such that DD 1 · · · D n − h ∈ Q (Ω). Proof: We can assume that D = D 1 . Let { D i } be pairwise noncrossing cuts, corresponding to {D i }. Let D 1 and D 2 be the components of D = D 1 . Then exactly one component of D j is contained in a set in the form D i . We shall say that this component is a D-set. The difference between D i and all D-sets in D i is called also a D-set.
The diagram D belongs to either: 1)some set
If D j contains some D-sets, then we choose the points b i and a from D j such that they belong to different D- 4 ) in the first case, and R = R(b 1 , b 2 |a 1 ) in the second case. Moreover, h = h ′ + h ′′ ∈ I B (Ω). Our choice of {b i } and a is such that D 1 · · · D n (R−D 1 ) is a sum of monomial in the form D 1 · · · D n D ′ , where D ′ = D i for all i. Thus, any monomial is good or belong to I(Ω) . a 2 |b) , where a 1 , a 2 ∈ Ω a and b is a B-point. For any a 1 , a 2 , a 3 ∈ Ω a denote by r(a 1 , a 2 |a 3 ) the subset of r A (a 1 ∪ a 2 |a 3 ), consisting of A-diagrams with interior components, containing a 1 and a 2 . Let R(a 1 , a 2 |a 3 ) ∈ K(Ω) be the sum of these diagrams.
A connected component of
Denote by I(Ω) the ideal of the ring K(Ω), generated by:
3) all elements D A (R(a 1 , a 2 |a 3 ) − R(a 1 , a 3 |a 2 )), where a 1 , a 2 , a 3 are pairwise distinct points from Ω a and D A is an A-diagram with interior component, containing a 1 , a 2 , a 3 ; 4) all monomials D 1 D 2 ∈ K(Ω), where D 1 and D 2 are noncompatible simple diagrams.
We say that H(Ω) = K(Ω)/I(Ω) is the diagram algebra Ω. It is the direct sum of subspaces H n (Ω) = K n (Ω)/I n (Ω), where I n (Ω) = I(Ω) ∩ K n (Ω).
Lemma 3.4. Let D 1 , ..., D n ∈ Q n (Ω) be a good monomial and D be a simple diagram. Then there exists h ∈ I(Ω) such that
We can assume that D = D 1 . Let D be a B-diagram. It follows from lemma 3.3 that there exists a h B ∈ I B (Ω) such that
Let D = A i be a nonmaximal diagram and A j be the maximal diagram such that A 1 j ⊃ A 1 i . Contracting ∂ A 1 j to a point, we obtain a stratified sphere S j with the set of special points A # j = (Ω a ∩ A 1 j ) ∪ a # j , where a # j is the image of A j on the sphere S j . It is clear that K(S j ) is a subalgebra of K(Ω), and Q(S j ) ⊂ Q(Ω), A j I(S j ) ⊂ I(Ω). Consider points a 1 , a 2 , a 3 ∈ Ω a ∩ A 1 j such that D ∈ r(a 1 ∪ a 2 |a 3 ∪ A j ). Let {A 1 , ..., A r } ⊂ {A 1 , ..., A k } be all diagrams with tiling A i , belonging to A 1 j . It follows from lemma 3.1 that there exists h A ∈ I(S j ) such that
Now let D = D 1 be a maximal A-diagram. Then D ∈ r(a 1 , a 2 |b), where a 1 , a 2 ∈ Ω a , a 1 = a 2 , and b is a B-point.
Consider h ′ = DR(a 1 , b|a 2 )R(a 2 , b|a 1 ) ∈ I(Ω) and h ′′ = D(R(a 1 , a 2 |b) − R(a 1 , b|a 2 )R(a 2 , b|a 1 )) ∈ I(Ω). Then DD = h − D(R(a 1 , a 2 |b) − D), where h = h ′ +h ′′ and thus DD 1 · · · D n = h−D 1 · · · D n (R(a 1 , a 2 |b)−D), where h = D 2 · · · D n h ∈ I(Ω). On the other hand, all A i ∈ r(a 1 , a 2 |b)− D are nonmaximal diagrams and as is proved Let Ω T v be the component of D, corresponding to v. There exists a natural bijection between A T v ∪ B T v and the set of special points of Ω T v . We can consider any simple diagram on Ω T v as a simple diagram on Ω. Thus,
. Denote by F T (a 1 , a 2 |a 3 , a 4 ) the set of good vertices v of { D 1 , ..., D n } such that Ω T v contains a cut dividing a 1 ∪ a 2 from a 3 ∪ a 4 . Lemma 3.6. Let T be a good monomial and points a 1 , a 2 , a 3 , a 4 ∈ Ω a are pairwise different. Then T r(a 1 , a 2 |a 3 , a 4 ) Q(Ω) = T ( v∈F T (a 1 ,a 2 |a 3 ,a 4 ) (r T v (ā 1 ,ā 2 |ā 3 ,ā 4 ))).
Proof: If D ∈ r(a 1 , a 2 |a 3 , a 4 ), then T D ∈ Q(Ω), iff D is a diagram of Ω T v for a vertex v ∈ F T (a 1 , a 2 |a 3 , a 4 ). Theorem 3.3 [8] . Let Ω be a sphere. Then the vector space I n+1 Q (Ω) consists of linear combinations of elements
of a tiling of T and elementsā 1 ,ā 2 ,ā 3 ,ā 4 ∈ A T v are pairwise different. Thus, I n+1 is generated by subspaces in the form of T I 1 Q (Ω T v ). Proof: Consider pairwise different elementsā 1 ,ā 2 ,ā 3 ,ā 4 ∈ A T v , where T ∈ Q n (Ω) is a good monomial. We associate to a branchā i a point a i ⊂ Ω a by the following rule: 1)
. This proves that all elements from
Prove that they generate all I n+1 Q (Ω). Any element of I n+1 Q (Ω) has a form T = α i T i (R(a 1 , a 2 |a 3 , a 4 ) − R(a 4 , a 1 |a 2 , a 3 )), where T i is a monomial from K(Ω). As T ∈ Q(Ω) we can consider that all T i are good. Thus, we can leave in the sum only monomials in the form
. This fact and lemma 3.6 give the claim of the theorem.
Replaying with natural modification the proof of theorem 3.3, we obtain Theorem 3.4.
Let Ω be a disk. Then the vec-
(Ω), S ∈ Q n (Ω), P ∈ Q n−1 (Ω) are good monomials, v are vertexes of tilings of monomials T, S, P , and D is an A-diagram such that P D is a good monomial. Moreover, {ā i }, {b i } are pairwise different branches of corresponding tiling and alsoā i belong to interior components of D for elements of last type. Thus, I n+1 Q (Ω) is generated by subspaces T I
Stable Field Theories

4.1.
In this section we assume that oriented surfaces Ω = (Ω, O) are sphere, disks or their disconnected sums. In previous sections we define algebras K(Ω) and vector spaces K n (Ω), Q(Ω)for spheres and disks Ω. Extend these definitions on disconnected sums Ω = Ω 1 Ω 2 by K(Ω) = K(Ω 1 ) ⊗ K(Ω 2 ), K n (Ω) = n 1 +n 2 =n K n 1 (Ω 1 ) ⊗ K n 2 (Ω 2 ) and Q(Ω) = Q(Ω 1 ) ⊗ Q(Ω 2 ). A good monomial m ∈ Q(Ω) is called maximal, if (K(Ω) \ 1)m ⊂ I(Ω). The map ε D gives a one-to-one correspondence between maximal monomials from Q(Ω # ) and maximal monomial from Q(Ω) ∩ K D (Ω). This fact gives by induction on n and m that Lemma 4.1. 1)Let Ω be a sphere with n special points. Then all good monomials of degree n−3 and only these monomials are maximal. 2) Let Ω be a disk with n interior special points and m boundary special points. Then all good monomials of degree n + m 2 − 3 and only these monomials are maximal.
Let q = q(Ω) be the degree of a maximal monomial from Q(Ω). It follows from [3] §3 and theorems 3.1, 3.2 that Lemma 4.2. Any difference between maximal monomials belongs to I(Ω) and, therefore, the space
Now let ℓ K : K(Ω) → K be the linear form such that: 1) The kernel of ℓ K is generated by the ideal I(Ω) and by all monomials of degree less that q = q(Ω); 2) The value ℓ K on any maximal monomial is equals to 1.
The form ℓ K generates the linear form ℓ H : H(Ω) → K. Let (., .) Ω : H(Ω) × H(Ω) → K be the symmetric bilinear form such that (a, b) Ω = ℓ H (ab). It follows from lemma 4.1 that (., .) Ω is a nondegenerate form. Thus, the diagram algebra H(Ω) has a natural structure of a Frobenius algebra.
Let K * (Ω) and H * (Ω) be vector spaces conjugate to K(Ω) and H(Ω). It follows from H(Ω) = K(Ω)/I(Ω) that there exists a natural isomorphism between H * (Ω) and {ℓ ∈ K * (Ω)|ℓ(I(Ω)) = 0}. The last space we also denote by H * (Ω).
The form (., .) Ω generates an isomorphism between H(Ω) and H * (Ω). This isomorphism transfers the structure of Frobenius algebra from H(Ω) to H * (Ω). We say that H * (Ω) is a codiagram algebra. Let 3) To each cutting morphism η :
By definition, Topological Field Theory
with values in a stabilizing functor F is called a Stable Field Theory. Now consider two Stable Field Theories
. Then the involutions ' * ' generates an involution ' * ' on the tensor prod-
belong to the algebras H * (Ω), and thus we can define the operator Remark. It follows from [8] that the codiagram algebra H * (Ω) of a sphere with n special points coincides with the cohogomological algebra H * (M 0,n , K) of Deligne-Mumford compactification of moduli space of spheres with n punctures. Thus, for x * = x Stable Field Theory on 2D category C 0,0,1 coincides with the Kontsevich-Manin Cohomological Field Theory [6] .
5.
System of disk correlation functions 5.1. Let A and B be vector spaces with basises {α 1 , ..., α n } ⊂ A, {β 1 , ..., β m } ⊂ B and involutions x → x * , y → y * (x, x * ∈ A, y, y * ∈ B). Consider a collection of tensors {f r,ℓ : A ⊗r ⊗ B ⊗ℓ → K}. By < x 1 , ..., x k , y 1 , ..., y ℓ > denote f k,ℓ (x 1 ⊗ · · · ⊗ x k ⊗ y 1 ⊗ · · · ⊗ y ℓ ), where x i ∈ A, y i ∈ B. We say that this collection is a System of Disk Correlation Function, if the following conditions hold.
Axiom 1 0 : The value < x 1 , ..., x k , y 1 , ..., y ℓ > is invariant under any permutation of x i and cyclic permutation of y i . Axiom 2 0 : < x 1 , ..., x k , y 1 , ..., y ℓ >=< x * 1 , ..., x * k , y * ℓ , y * ℓ−1 , ..., y * 1 >. Axiom 3 0 : The bilinear forms < x i , x j > and < y i , y j > are nondegenerate. Denote by F α i ·α j and F β i ·β j the inverse matrices for
Axiom 4 0 : Let x i , x 1 , x 2 , x 3 , x 4 ∈ A and A = {x 1 , ..., x r }. Denote by < A|x 1 , x 2 |x 3 , x 4 > the sum of all numbers
s r, 1 i, j n and σ passes through all permutations of r indices. The axiom says that
., x σ(t) , y, y 1 , ..., y r >, where 1 i, j n and σ passes through all permutations of t indices. Denote by < A|x 1 |y|x 2 |y 1 , ..., y r > the sum of all numbers
., x σ(s 1 ) , β ℓ , y p 3 +1 , ..., y p 4 >< x 2 , x σ(s 1 +1) , ..., x σ(t) , β j , y p 1 +1 , ..., y p 2 >, where 0 s 0 s 1 t, 0 p 1 p 2 p 3 p 4 r, 1 i, j m, and σ passes through all permutations of t indices. The axiom says that < A|x 1 , x 2 |y|y 1 , ..., y r >=< A|x 1 |y|x 2 |y 1 , ..., y r >< A|x 2 |y|x 1 |y 1 , ..., y r > for any A, x 1 , x 2 , y, {y i }.
It is easy to prove that the axioms are fulfilled for any bases {α 1 , ..., α n } ⊂ A, {β 1 , ..., β m } ⊂ B, if they are fulfilled for one pair of such bases.
Let
Theory on the category C 0 0,1,1 . Consider the collection of tensors < x 1 , ..., x k , y 1 , ..., y ℓ > N = Φ (Ω,O) (z) (1) . Here Ω is a sphere (if ℓ = 0) or a disk (if ℓ > 0) with k special interior points a 1 , ..., a k and with ℓ special boundaries points b 1 , ..., b ℓ . We assume that the points b 1 , ..., b ℓ are ordered by the orientation of disk Ω and z = x 1 ⊗· · ·⊗x k ⊗y 1 ⊗· · ·⊗y ℓ , where x i corresponds to a i and y i corresponds to b i . We say that the tensors < x 1 · · · y ℓ > N are generated by N .
one correspondence between Stable Field Theories and Systems of Disk Correlation Functions.
Proof: 1) Prove that {< x 1 , ..., y ℓ > N } is a System of Disk Correlation Functions. The axioms 1 0 , 2 0 , 3 0 for Systems of Disk Correlation Functions follow from axioms 1 0 , 2 0 , 3 0 for Topological Field Theories. The axioms 4 0 − 7 0 are fulfilled because the elements
belong to the kernel of the functionals Φ (Ω,O) (x 1 ⊗ · · · ⊗ y ℓ ).
2) Now let {< x 1 , ..., y ℓ >} be a System of Disk Correlation Functions. First let us construct by induction some homomorphisms Φ n Ω : V Ω → (Q n (Ω)) * . Put Φ 1 Ω (x 1 ⊗ · · · ⊗ y ℓ )(1) =< x 1 , ..., y ℓ >. Now let we defined the functional Φ m Ω for all m < n and Φ Ω = n−1 m=1 Φ m Ω . Consider T = D 1 · · · D n ∈ Q n (Ω) and a tiling D from D = D n . Let Ω 1 and Ω 2 be the connected components of Ω/ D. Consider the monomials T 1 ∈ Q(Ω 1 ) and T 2 ∈ Q(Ω 2 ), corresponding to T . Let n i be the degree of T i Choose a numeration of special points of Ω such that a 1 , ..., a r , b 1 , ..., b s ∈ Ω 1 , a r+1 , ..., a k , b s+1 , ..., b ℓ ∈ Ω 2 . By definition, put Φ n Ω (x 1 ⊗ · · · ⊗ y ℓ )(T ) = Φ n 1
It follows from theorems 3.3, 3.4 and axioms 4 0 − 7 0 for Disk Correlation Functions that I Q (Ω) belong to kernel of Φ Ω (x 1 ⊗ · · · ⊗ y ℓ ) = n Φ n Ω (x 1 ⊗ · · · ⊗ y ℓ ) and therefore Φ Ω (x 1 ⊗ · · · ⊗ y ℓ ) ∈ H * (Ω). Thus, we construct a homomorphism Φ Ω : 6. Structure equations 6.1. Let, as above, A, x → x * and B, y → y * be vector spaces with involutions. These involutions generate involutions * on A ⊗k ⊗ B ⊗ℓ by the rule * (x 1 ⊗· · ·⊗x k ⊗y 1 ⊗· · ·⊗y ℓ ) = (x * 1 ⊗· · ·⊗x * k ⊗y * ℓ ⊗· · ·⊗y * 1 ). Fix bases {α 1 , ..., α n } ⊂ A and {β 1 , ..., β m } ⊂ B. By definition, we consider that a multiplication of monomials α i 1 ⊗ · · · ⊗ α i k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ and
Now consider a tensor series, i.e., a formal series of tensor monomials F = c(i 1 · · · i k |j 1 · · · j ℓ )α i 1 ⊗ · · · ⊗ α i k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ , where c(i 1 , ..., i k |j 1 , ..., j ℓ ) ∈ K. The involution * natural acts on the set of such series. The multiplication of monomial defines the multiplication of formal series.
Difine "partial derivative" of tensor series. Consider a vector spaceÂ with a basis {α 1 , ...,α n }. Put A = A+Â. The space A ⊗k is generated by
Put a ∂s v = k c=1 δ ic,v a c . The correspondence α i 1 ⊗ · · · ⊗ α i k → η A ( a ∂s v 1 ( a ∂s v 2 (· · · ( a ∂s vp (a i 1 ⊗ · · · ⊗ α i k )) · · · ) generates a homomorphism ∂ p ∂s v 1 ···∂s vp : A ⊗k → A ⊗(k−p) . Consider a vector spaceB with a basis {β 1 , ...,β m }. Put B = B +B. The space B ⊗k is generated by monomials β i 1 ⊗ · · · ⊗ β i k , where β ir ∈ {β ir ,β ir }. The correspondenceβ i → 1 generates the homomorphism
if c < ℓ(m) and β ic = β ic .
This operator defines an endomorphism ∂ p+q ∂s v 1 ···∂t wq on the space of tensor series.
An equivalence class of a collection of indices {j 1 , ..., j ℓ } with respect to cyclic permutations of j k is called a cyclic order. Monomials α i 1 ⊗ · · · ⊗ α i k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ and α i 1 ⊗ · · · ⊗ α i k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ are called equivalent, if ∪ k r=1 i r = ∪ k r=1 i k and cyclic orders of (j 1 , ..., j ℓ ) and ( j 1 , ..., j ℓ ) are the same. By [α i 1 ⊗ · · · ⊗ β j ℓ ] denote the equivalence class of α i 1 ⊗ · · · ⊗ β j ℓ . A tensor series F = c(i 1 , ..., i k |j 1 , ..., j ℓ )
, where the sum is taken over equivalence classes of monomials and c[i 1 , ..., i k |j 1 , ..., j ℓ ] is the sum of all coefficients c( i 1 , ..., j ℓ ), corresponding to monomials from the equivalence class [a i 1 ⊗ · · · ⊗ b j ℓ ].
We say that a tensor series F = c(i 1 · · · i k |j 1 · · · j ℓ )α i 1 ⊗ · · · ⊗ α k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ is a Structure Series on a space H = A ⊕ B with an involution * and bases {α 1 , ..., α n |β 1 , ..., β m }, if the following conditions hold Axiom 1 0 . The coefficients c(i 1 · · · i k |j 1 · · · j ℓ ) are invariant under all permutations of {i r } and cyclic permutations of {j r }.
Axiom 2 0 . F * = F . Axiom 3 0 . The coefficients c(i, j|) and c(|i, j) generate nondegenerate matrices. By F s i s j a and F t i t j b denote the inverse matrices of c(i, j|) and c(|i, j) respectively.
Axiom 4 
∂t ℓ ∂s j ]. We say that the conditions from axioms 1 0 − 7 0 are Structure Equations. They are noncommutative analogues of associativity equations [4, 13] .
Any
noncommutative tensor series F = c(i 1 , ..., i k |j 1 , ..., j ℓ )α i 1 ⊗ · · · ⊗ α i k ⊗ β j 1 ⊗ · · · ⊗ β j ℓ generates a family of tensors f F r,ℓ : A ⊗r ⊗ B ⊗ℓ → C, where f F r,ℓ (α i 1 ⊗ · · · ⊗ α ir ⊗ β j 1 ⊗ · · · ⊗ β j ℓ ) = c(i 1 , ..., i r |j 1 , ..., j ℓ ). Put < x i 1 , ..., x ir , y j 1 , ..., y j ℓ > F = f F r,ℓ (x i 1 ⊗ · · · ⊗ x ir ⊗ y j 1 ⊗ · · · ⊗ y j ℓ ). A full description of semisimple Extended Frobenius algebras over C follows from [3] §2.
The structure tensors
, uniquely describe an Extended Frobenius algebra [3] . Here we denote by α, α ′ , α ′′ and β, β ′ , β ′′ the elements of the bases {α 1 , ..., α n } ⊂ A and {β 1 , ..., β m } ⊂ B respectively. 7.2. Later we assume that the field K is the field of real or complex numbers. Associate a deformation of Extended Frobenius algebras to a Structure Series on a space H = A + B with involution * : H → H and a basis {α 1 , ..., β ℓ } ⊂ H. First consider the coordinates on H that associate the element z = s i α i + t j β j to collections (s 1 , ..., s n |t 1 , ..., t m ) ∈ K n+m . The correspondences α i → s i , β i → t i and (tensor multiplication) →(number multiplication) map tensor series F (α 1 , ..., β m ) to formal number seriesF (s 1 , ..., t m ). By definition,
Let F be a Structure Series. Then at convergence points the tensorsR α i β j =R F α i β j (s 1 , ..., t m ), S α i α j α k =Ŝ F α i α j α k (s 1 , ..., t m ),T β i β j β k =T F β i β j β k (s 1 , ..., t m ),R α i β j β k = R F α i β j β k (s 1 , ..., t m ) define an Extended Frobenius algebra. Proof: We shall raise indices of tensors, using the tensors F α i α j and F β i β j . In the case of non-symmetric tensors we always raise the last index. By definition, putŜ α i α j α k α ℓ = rŜ αr α i α jŜ αrα k α ℓT β i β j β k β ℓ = rT βr β i β jT βrβ k β ℓ . It follows from [3] that theorem 7.1 is equivalent to the following conditions: 1) Matrices F α i α j and F β i β j are nondegenerate; 2) TensorsŜ α i α j α k andŜ α i α j α k α ℓ are symmetric with respect to all permutations;
3) TensorsT β i β j β k andT β i β j β k β ℓ are symmetric with respect to cyclic permutations; 4)R α,β 1 ,β 2 =R β ′ αT β ′ ,β 1 ,β 2 ;
β ′′′ β 3T β ′′′ ,β ′′ ,β ′ =T β 1 ,β 2 ,β 3 . All these conditions directly follow from our definition and the axioms of Structure Series.
Thus, Structure Series generate an Extended Frobenius algebra in the points of H, where the series from theorem 7.1 converge. This defines a deformation of Extended Frobenius algebra i.e. some analog of Frobenius manifold [5] for (noncommutative) Extended Frobenius algebras.
Examples
8.1. For dimB = 0 theorems 5.1 and 6.1 get over into theorem III, 4.3 from [8] that claim that Cohomological Field Theory is equivalent to Formal Frobenius manifolds.
Noncommutative Frobenius manifolds with dimA = 0, dimB = 1 are Frobenius manifolds of rang 1. They are described by formal series F (β) [8] .
For dimA = 1, dimB = 1. Put < α n , β m >=< α, ..., α, β, ..., β >. Axiom 7 0 ( §5) demonstrate that all correlators are determined by correlators < α n >, < β m > and < α, β >.
Suppose for example that < α, α >=< α, α, α >=< β, β >=< β, β, β >= 1 and < α m >=< β m >= 0 for m > 3. Then according to Axiom 7 0 , < α 3 >< α, β >=< β 3 >< α, β >< α, β > and thus < α, β > is equal to 0 or 1. Moreover, Axiom 7 0 gives < α 3 >< αβ 2 >= 2 < α, β >< β 4 >< α, β > +2 < α, β >< β 3 >< α, β 2 > and thus < α, β 2 >= 0. Analogously we prove that < α, β m >= 0 for m > 1. On the other hand Axiom 7 0 gives < α 3 >< α 2 , β >=< α, β >< αβ >< α, β 3 > +2 < α 2 , β >< α, β >< β 3 > and thus < α 2 , β >= 0. Analogously we prove that < α n , β m >= 0 for nm > 1.
Thus, if the restriction of Structure Series F on A and B is 1 2 α ⊗2 +α ⊗3 and 1 2 β ⊗2 + β ⊗3 then F = 1 2 a ⊗2 + a ⊗3 + 1
8.2. In analogy with [11] any Extended Frobenius algebra H = {H = A+B, (., .), * } with unite 1 generates some System of Disk Correlation Functions by the rule < α 1 , ..., α s , β 1 , ..., β t >= (α 1 · · · α s β 1 · · · β t , 1).
8.3.
We relate now a Structure Series to any Formal Frobenius manifold over C. Let A be a vector space with a nondegenerated symmetric bilinear form g : A⊗A → C. Choose a basis {α 1 , ..., α n } ⊂ A such that g(α 1 , α j ) = δ ij . We consider that α * i = α i . Formal Frobenius manifold is defined by formal series F (t 1 , ..., t n ) = 1 2 n i=1 (t i ) 2 + k>2 c(i 1 , ..., i k )t i 1 , ..., t i k such that
for any i 1 , i 2 , i 3 , i 4 .
Without loss of generality we can assume that c(i 1 , ..., i k ) are constant by any transpositions of arguments. Let b k be the tensor matrix, corresponding to (b ij k ) (1 i, j m). A direct calculation gives Theorem 8.
