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Local entanglement generation in the adiabatic regime
M. Cliche∗a and Andrzej Veitia†b
aDepartment of Applied Mathematics, University of Waterloo, Ontario, Canada
bDepartment of Physics, University of Miami, Coral Gables, Florida, USA
We study entanglement generation in a pair of qubits interacting with an initially correlated
system. Using time independent perturbation theory and the adiabatic theorem, we show conditions
under which the qubits become entangled as the joint system evolves into the ground state of the
interacting theory. We then apply these results to the case of qubits interacting with a scalar
quantum field. We study three different variations of this setup; a quantum field subject to Dirichlet
boundary conditions, a quantum field interacting with a classical potential and a quantum field that
starts in a thermal state.
PACS numbers: 03.67.Bg, 03.70.+k
I. INTRODUCTION
Quantum entanglement is widely believed to be the
distinguishing resource of quantum computers. For this
reason it is crucial that we fully understand how entan-
glement can be generated and how it evolves. Various
studies already show that the time evolution of entan-
glement in open systems is often highly non trivial, see
e.g. [1]. This complicated time evolution often prevents
us from studying general features of entanglement dy-
namics and forces us to focus on particular examples. In
this work, we focus our attention on one particular time
evolution scenario, namely, the adiabatic evolution of the
ground state. This allows us to show that adiabatic evo-
lution can naturally generate entanglement in a pair of
qubits interacting with a correlated system.
One of the main applications of this setup is the ex-
traction of entanglement from the vacuum. Indeed, it was
shown in [2] that qubits interacting adiabatically with a
relativistic quantum field in the vacuum state can get en-
tangled in a renewable fashion. This result is one of the
many new features that arise as a consequence of special
relativity considerations in quantum information theory,
see e.g. [3–7]. We follow-up on this work by studying
modifications of this setup and analyzing whether they
enhance or degrade the entanglement generated in the
qubits.
The paper is organized as follows. In Sec. II we present
the general framework and calculate explicitly the entan-
glement contained in a pair of qubits in the ground state
of a weakly interacting theory. We also discuss how this
entanglement can be generated with an adiabatic switch
on of the interaction Hamiltonian. In Sec. III we use
the tools previously developed to show that the entangle-
ment available in a quantum field theory with Dirichlet
boundary conditions is degraded. In Sec. IV we consider
a quantum field weakly interacting with a classical field
and show that depending on the type of interaction it
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can either enhance or degrade the entanglement gener-
ated in the pair of qubits. In Sec. V we study the case
of a quantum field that starts in a thermal state instead
of the vacuum and show how the entanglement decreases
as the temperature of the system increases.
We work in the natural units ~ = c = 1. Wherever
necessary to avoid ambiguity we will denote operators O
or states |ψ〉, corresponding to the Hilbert space H(j), by
a superscript (j), for example, O(j) and |ψ(j)〉. Orders in
perturbation theory will be denoted by a subscript (j), so
for example we could have P = P(0) + P(1) +O(α
2). We
conveniently work in the Schro¨dinger picture of quantum
mechanics.
II. GENERAL FRAMEWORK
B
A1 A2
HBA1 HBA2
FIG. 1: Qubits A1 and A2 interacting with system B.
The system we study is illustrated in Fig. (1) which
describes two localized qubits, A1 and A2, unitarily and
locally interacting with a correlated system, B. Let the
Hamiltonian of the free theory be of the form H0 = HB+
HA. More precisely, let
H0 =
∑
k
Ek |k(B)〉 〈k(B)|+
2∑
j=1
[
(Eg +∆E)
× |e(Aj)〉 〈e(Aj)|+ Eg |g(Aj)〉 〈g(Aj)|
]
. (1)
The assumption that both two-level systems are identi-
cal allows setting Eg = 0. In addition, for system B,
we set E0 = 0 and denote the corresponding eigenstate
by |g(B)〉. Thus, the ground state of the free theory is
2|g(B), g(A)〉 (where |g(A)〉 := |g(A1), g(A2)〉) and we have
H0 |g(B), g(A)〉 = 0. It is convenient to choose the basis
{|s(A)〉} (for H(A1) ⊗ H(A2)) coinciding with the eigen-
states of HA, that is
{|s(A)〉} = {|1(A)〉 = |e(A1), e(A2)〉 , |2(A)〉 = |e(A1), g(A2)〉 ,
|3(A)〉 = |g(A1), e(A2)〉 , |4(A)〉 = |g(A1), g(A2)〉}. (2)
Then we have H0 |k(B), s(A)〉 = (Ek + ǫs) |k(B), s(A)〉
where ǫ1 = 2∆E, ǫ2 = ǫ3 = ∆E and ǫ4 = 0.
Let the local interaction between the qubits A1 and A2
and system B be described by a Hamiltonian of the form
Hint = HBA1 +HBA2 . (3)
For simplicity we assume that
〈g(B), g(A)|Hint |g(B), g(A)〉 = 0. Furthermore, we
assume that the interaction described by Hint is weak,
so we can resort to perturbation theory to find the
ground state of the interacting theory |Ω〉, that is,
(H0 +Hint) |Ω〉 = EG |Ω〉. Thus, up to second order, we
may write |Ω〉 = |Ω(0)〉 + |Ω(1)〉 + |Ω(2)〉 + O(α3) where
α is a small parameter that sets the scale of Hint. We
have |Ω(0)〉 = |g(B), g(A)〉 and using time-independent
perturbation theory [8] one can easily find explicit
expressions for |Ω(1)〉 and |Ω(2)〉. The density matrix
describing the joint system AB after the interaction
reads ρ := |Ω〉 〈Ω| = ρ(0) + ρ(1) + ρ(2) + 0(α3) where
ρ(0) = |Ω(0)〉 〈Ω(0)|, ρ(1) = (|Ω(0)〉 〈Ω(1)| + h.c.)
and ρ(2) = |Ω(1)〉 〈Ω(1)| + (|Ω(0)〉 〈Ω(2)| + h.c.). Using
these expressions, we readily determine the reduced
density matrix describing system A1A2 when the
joint system AB is in the ground state of the inter-
acting theory. Thus, up to second order, we have
ρA := TrB(ρ) = ρA(0) + ρA(1) + ρA(2) + O(α
3) with
ρA(0) = |g(A)〉 〈g(A)|,
ρA(1) = −
∑
s
′ 〈g(B), s(A)|Hint |g(B), g(A)〉
ǫs
|s(A)〉 〈g(A)|
+h.c., (4)
ρA(2) = − |g(A)〉 〈g(A)|
∑
k,s
′ |〈k(B), s(A)|Hint |g(B), g(A)〉|2
(Ek + ǫs)2
+
∑
k,s,r
′
[
〈g(B), g(A)|Hint |k(B), r(A)〉
(Ek + ǫr)
×〈k
(B), s(A)|Hint |g(B), g(A)〉
(Ek + ǫs)
|s(A)〉 〈r(A)|
]
+
∑
k,s,r
′
[
〈g(B), s(A)|Hint |k(B), r(A)〉
ǫs
×〈k
(B), r(A)|Hint |g(B), g(A)〉
(Ek + ǫr)
|s(A)〉 〈g(A)|
+h.c.
]
. (5)
Here the sums
∑
k,s
′
run over all the values of {k, s}
except those for which any denominator vanishes. For
simplicity let us now focus on an important class of
local interactions, namely HBAk = αk(|e(Ak)〉 〈g(Ak)| +
|e(Ak)〉 〈g(Ak)|)F(B)k , for k = (1, 2). The nonvanishing
matrix elements are then given by
P1 : = α
2
1
∑
k
| 〈g(B)|F(B)1 |k(B)〉 |2
(Ek +∆E)2
(6a)
P2 : = α
2
2
∑
k
| 〈g(B)|F(B)2 |k(B)〉 |2
(Ek +∆E)2
(6b)
E : = α1α2
∑
k
〈g(B)|F(B)1 |k(B)〉 〈k(B)|F(B)2 |g(B)〉
(Ek +∆E)2
(6c)
F : = α1α2ℜ
[∑
k
〈g(B)|F(B)1 |k(B)〉 〈k(B)|F(B)2 |g(B)〉
∆E(Ek +∆E)
]
(6d)
ρA =


0 0 0 F ∗
0 P1 E
∗ 0
0 E P2 0
F 0 0 1− P1 − P2

+O(α4) (7)
We note that the above matrix elements may be
written as P1 = 〈g(B)|M(B)1
†
M
(B)
1 |g(B)〉, P2 =
〈g(B)|M(B)2
†
M
(B)
2 |g(B)〉, E = 〈g(B)|M(B)1
†
M
(B)
2 |g(B)〉 and
F =
〈g(B)|N(B)1
†
N
(B)
2 |g(B)〉+〈g(B)|N(B)2
†
N
(B)
1 |g(B)〉
2∆E . The opera-
tors M
(B)
k and N
(B)
k for k = (1, 2) are defined as M
(B)
k =
1
HB+∆E
αkF
(B)
k and N
(B)
k =
1√
HB+∆E
αkF
(B)
k . From these
expressions one easily proves that P1P2 > |E|2, thus
guaranteeing the positivity of ρA ( up to second order
in α). In order to quantify the degree of entanglement
in system A1A2 we make use of the negativity N (ρA),
defined as twice the absolute value of the negative eigen-
value of ρTA1 [9]. In our particular case it reads
N (ρA) = max
(√
(P1 − P2)2 + 4|F |2 − P1 − P2, 0
)
+O(α4). (8)
To generate this entanglement in the pair of qubits, we
need to prepare the state of system AB in the ground
state of the interacting theory |Ω〉. To do this, we assume
that the state of system AB can easily be prepared in the
ground state of the free theory |g(B)g(A)〉. Moreover, we
assume that the interaction Hamiltonian can be switched
on with a switching function η(t) such that H(t) = H0+
η(t)Hint where η(t < ti) = 0 and η(t > ti + ∆t) = 1.
If the interaction between the qubits and B is switched
on adiabatically, then the evolution of the joint system
is given by |gB, gA〉 → |Ω(t)〉 where |Ω(t)〉 is the ground
state of H(t) . According to the validity condition for
3adiabatic behavior [10, 11], we need at first order
max
t
|η˙(t)| ≪ min
k,j
(
(Ek +∆E)
2
αj | 〈g(B)|F(B)j |k(B)〉 |
)
. (9)
Therefore, if this condition holds for some choice of η(t),
then the ground state |Ω〉 of H(ti + ∆t) can easily be
reached in a time scale of ∆t ∼ 1/maxt |η˙|.
A. Example: Qubits interacting with a scalar
quantum field
As an application of this formalism, we consider qubits
interacting locally with a smeared portion of a quantum
scalar field φ(~r) of mass m. This effectively models an
atom interacting with a quantum field like the quantum
electromagnetic field. This example was first explicitly
considered in [2]. The operators F
(B)
k are then
F
(B)
k =
∫
d3rfk(~r)φ(~r). (10)
and for simplicity we choose α1 = α2 = α and f2(~r) =
f1(~r − ~d) such that the distance between the two qubits
is d. Note that the smearing functions fk(~r) describe the
effective size ∆X of the qubits. In the limit d∆X →∞ the
introduction of the smearing functions fk(~r) is equivalent
to the introduction of a cut-off Λ ∼ 1∆X in momentum
space. Therefore, we shall always replace these smearing
functions with a momentum cut-off and set F
(B)
k = φ(~rk).
From Eq. (6a), (6d) and (8) we recover the results of [2],
P := Pk =
α2
4π2
∫ 1/∆X
0
dp
p2
Ep(Ep +∆E)2
(11)
F =
α2
4π2
∫ 1/∆X
0
dp
p sin(pd)
Ep(Ep +∆E)(∆Ed)
(12)
N = 2max(|F | − P, 0) +O(α4) (13)
where Ep =
√
p2 +m2. Using these equations
in the limits d∆E → 0 and dm → 0 one can
easily show that if ∆E ≫ m we have N ≈
α2
2π2 max
(
π
2d∆E − ln
(
1
∆E∆X
)
, 0
)
and similarly if ∆E ≪
m we have N ≈ α22π2 max
(
π
2d∆E − ln
(
1
m∆X
)
, 0
)
. More-
over, using Eq. (9) with Eq. (10) it was show in [2] that
adiabatic evolution is possible in principle. In fact, in
order to have a very small error in the ground state neg-
ativity at the end of the time evolution we roughly need
maxt |η˙(t)| ≪ ∆E. Thus, if we follow that prescription
we can adiabatically switch on the interaction and keep
all α2 contributions in Eq. (13) intact.
III. QUANTUM FIELD WITH BOUNDARY
CONDITIONS
In this section we follow-up on the previous example
by considering the case where the scalar quantum field is
subject to Dirichlet boundary conditions. Such scenarios
naturally arise when describing electromagnetic waves in-
teracting with perfect conductors and have been exten-
sively studied in the context of the Casimir effect [12].
Here, our goal is to investigate whether the presence of
boundary conditions augments or reduces the amount of
entanglement generated in system A1A2. For simplicity
we only consider a massless field. In this case, the field
operator is expanded in terms of creation and annihila-
tion operators as
φ(~r) =
∑
~p
1√
2|~p|
(
a~pu~p(~r) + a
†
~pu
∗
~p(~r)
)
(14)
[
a~p, a
†
~p′
]
= δ~p,~p′ (15)
where the u~p(~r) are solutions of Helmholtz equation (∆+
|~p|2)u~p(~r) = 0 satisfying the boundary conditions. The
matrix elements P1, P2 and F are easily expressed in
terms of the mode functions u~p(~r). From Eq. (6a), (6b)
and (6d) we obtain:
P1 = α
2
1
∑
~p
1
2|~p|
|u~p(~r1)|2
(|~p|+∆E)2 (16a)
P2 = α
2
2
∑
~p
1
2|~p|
|u~p(~r2)|2
(|~p|+∆E)2 (16b)
F = α1α2ℜ
[∑
~p
1
2|~p|
(u~p(~r1)u
∗
~p(~r2))
(∆E)(|~p|+∆E)
]
. (16c)
Let us consider the scenario in which the field φ(~r) satis-
fies the Dirichlet boundary conditions φ(±Lx2 , y, z) = 0.
In addition, we temporarily impose periodic boundary
conditions on the y-z plane, i.e. φ(x, y + Ly, z + Lz) =
φ(x, y, z). Under these assumptions, the mode functions
u~p(~r) read
u~p(~r) =
√
2
Lx
sin
[
px
(
x+
Lx
2
)]
ei~p‖·~r√
LyLz
(17)
where ~p‖ = (0,
2πny
Ly
, 2πnzLz ) and px =
πnx
Lx
. Here ny and
nz assume the values 0,±1,±2, . . . whereas nx = 1, 2, . . ..
Note that in Eq. (16a), (16b) and (16c) we need to deter-
mine sums of the form
∑
~p c(~p)u~p(~r1)u
∗
~p(~r2). In the limit
Ly →∞ and Lz →∞, these sums take the form
∑
~p
c(~p)u~p(~r1)u
∗
~p(~r2) =
∑
n∈Z
∫
d2p‖
(2π)2
c(n, p‖)
2Lx
ei~p‖·(~r1−~r2)
×
(
ei
nπ
Lx
(x1−x2) − ei nπLx (x1+x2+Lx)
)
.
(18)
4Making use of Poisson summation formula∑
n∈Z e
2iπnx =
∑
n∈Z δ(x − n) one can rewrite the
above sum as
∑
~p
c(~p)u~p(~r1)u
∗
~p(~r2) =
∑
n∈Z
∫
d3p
(2π)3
c(~p)(ei~p
~Rn − ei~p~R
′
n)
(19)
where ~Rn = (x1 − x2 + 2nLx, y1 − y2, z1 − z2) and
~R
′
n = (x1 + x2 + (2n + 1)Lx, y1 − y2, z1 − z2). From
the above equations one can determine the entanglement
in A1A2 for arbitrary positions of the qubits. We will
however limit our discussion to two symmetric configu-
rations. Let us first consider a symmetric configuration
such that the qubits are located at ~rk = (± d2 , 0, 0) with
(d < Lx). Assuming α1 = α2 = α and making use of Eq.
(16a), (16c) and (19) we arrive at the following expres-
sions:
P := Pk = α
2
∑
n∈Z
∫
|~p|<1/∆X
d3p
(2π)3
1
2|~p|(|~p|+∆E)2
×
(
eipx2nLx − eipx(d+(2n+1)Lx)
)
(20)
F = α2
∑
n∈Z
∫
|~p|<1/∆X
d3p
(2π)3
1
2|~p|(|~p|+∆E)∆E
×
(
eipx(d+2nLx) − eipx(2n+1)Lx
)
. (21)
Note that the free space situation (i.e. in the absence
of boundary conditions) may be recovered by taking the
limit Lx → ∞. Indeed, in the regime Lx ≫ d, Eq. (20)
and (21) reduce to Eq. (11) and (12)(with m = 0). It is
convenient to express Eq. (20) and (21) in terms of the
dimensionless quantities |~q| = |~p|Lx, ε = d∆E, γ = dLx
and Λ˜ = d/∆X . After simple manipulations we obtain
P =
α2
4π2
∫ Λ˜/γ
0
dq
1
(q + ε/γ)2
×
∑
n∈Z
[
sin(2nq)
2n
− sin ((2n+ γ + 1) q)
2n+ γ + 1
]
(22)
F =
α2γ
4π2ε
∫ Λ˜/γ
0
dq
1
q + ε/γ
×
∑
n∈Z
[
sin ((2n+ γ) q)
2n+ γ
− sin ((2n+ 1) q)
2n+ 1
]
.(23)
Finally, by means of the formula [13]
∑
n∈Z
sin ((2n+ a) q)
2n+ a
=
π
2 sin(πa2 )
sin
(
(2m+ 1)
πa
2
)
(24)
for mπ < q < (m+1)π we reduce Eq. (22) and Eq. (23)
to the simpler form
P =
α2
8π2
Mmax∑
m=0
2m+ 1
(m+ εγπ )(m+
ε
γπ + 1)
×
[
1− sin
(
(2m+ 1) (γ + 1) π2
)
(2m+ 1) sin
(
(γ + 1) π2
)
]
(25)
F =
α2γ
8πε
Mmax∑
m=0
ln
(
m+ εγπ + 1
m+ εγπ
)
×
[
sin
(
(2m+ 1) γπ2
)
sin
(
γπ
2
) − (−1)m
]
(26)
where Mmax ≈ Λ˜/(πγ). Note that in the limit γ →
1 the above expressions vanish in accordance with the
boundary conditions. Consequently, the entanglement in
the qubits should vanish as Lx → d. Numerical results
for the entanglement generated in system A1A2 versus
γ = dLx are presented in Fig. (2). Another particularly
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FIG. 2: K = 2pi
2
α2
N as a function of γ = d
Lx
∈ (0.01, 1) with
Λ¯ = d/∆X = 103. The upper curve (red) corresponds to
ǫ = 0.015, the middle curve (blue) to ǫ = 0.02 and lower
curve to ǫ = 0.03.
interesting case is that where the qubits are located at
~rk = (0,± d2 , 0). Making use of equations (19) we obtain
expressions analogous to (22) and (23). They read
P =
α2
4π2
∑
n∈Z
∫ Λ˜/γ
0
dq
1
(q + ε/γ)2
×
[
sin(2nq)
2n
− sin ((2n+ 1) q)
2n+ 1
]
(27)
F =
α2γ
4π2ε
∑
n∈Z
∫ Λ˜/γ
0
dq
1
q + ε/γ
×
[
sin(
√
(2n)2 + γ2q)√
(2n)2 + γ2
− sin(
√
(2n+ 1)2 + γ2q)√
(2n+ 1)2 + γ2
]
.
(28)
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FIG. 3: K = 2pi
2
α2
N as a function of γ = d
Lx
∈ (0.01, 2) with
Λ¯ = d/∆X = 103. The upper curve (red) corresponds to
ǫ = 0.015, the middle curve (blue) to ǫ = 0.02 and lower
curve to ǫ = 0.03.
Clearly, in this case the boundary conditions do not imply
that matrix elements P and F should vanish as Lx → d.
Numerical results for this configuration are presented in
Fig. (3). Thus, both graphs indicate that the entangle-
ment generated in the pair of qubits reduces monoton-
ically as the separation Lx decreases. Note that in the
regime Lx ≫ d, the orientation of the qubits relative to
the planes x = ±Lx/2 becomes irrelevant and as a con-
sequence the negativity values coincide for the two cases
considered.
IV. QUANTUM FIELD INTERACTING WITH
A CLASSICAL POTENTIAL
In this section we study entanglement generation in
the qubits when system B is either self-interacting or
interacting with an external classical system. To do so,
we consider the Hamiltonian
H = H0 + H˜int (29)
where H˜int = Hint + λV
(B) and as usual Hint =∑2
k=1 αk(|e(Ak)〉 〈g(Ak)|+ |e(Ak)〉 〈g(Ak)|)F(B)k . Here V (B)
is a potential acting solely on system B. Throughout this
section, we assume that
〈gB|V (B)|gB〉 = 0. (30)
Clearly, the presence of the potential V (B) modifies the
density matrix ρA. Let us denote the new reduced density
matrix by ρ˜A := ρA + δρλ where δρλ contains all the
contributions coming from the potential V (B). Following
similar steps to those in Sec. II, we apply perturbation
theory to find the second order term (containing terms
of the form αkλ)
δρλ(2) = λ
[∑
k,s
′ 1
Ekǫs
(
〈k(B), s(A)|Hint|g(B), g(A)〉
× 〈g(B)|V (B)|k(B)〉+ 〈g(B), s(A)|Hint|k(B), s(A)〉
× 〈k(B)|V (B)|g(B)〉
)
|s(A)〉 〈g(A)|+ h.c.
]
. (31)
We note that for potentials built out of even powers of
the field φ(~r), the above expression vanishes. In order
to include this class of potentials into our framework, we
need to include third order corrections. Making use of
the condition Eq. (30), we obtain after some algebraic
manipulations the third order correction to the reduced
density matrix. It reads:
ρ˜A(3) = −
∑
s,k,r,j,l
′
[
〈g(B), s(A)|H˜int|k(B), r(A)〉 〈k(B), r(A)|H˜int|j(B), l(A)〉 〈j(B), l(A)|H˜int|g(B), g(A)〉
ǫs(Ek + ǫr)(Ej + ǫl)
|s(A)〉 〈g(A)|
+
〈g(B), g(A)|H˜int|k(B), s(A)〉 〈k(B), r(A)|H˜int|j(B), l(A)〉 〈j(B), l(A)|H˜int|g(B), g(A)〉
(Ek + ǫs)(Ek + ǫr)(Ej + ǫl)
|r(A)〉 〈s(A)|+ h.c.
]
+
∑
s,k,r,j
′
[
〈g(B), g(A)|H˜int|k(B), s(A)〉 〈k(B), s(A)|H˜int|r(B), j(A)〉 〈r(B), j(A)|H˜int|g(B), g(A)〉
(Ek + ǫs)(Er + ǫj)
×
(
1
Ek + ǫs
+
1
Er + ǫj
)
|g(A)〉 〈g(A)|
]
. (32)
Here, we note that the matrix ρ˜A keeps its original form
(as in (7)). In other words, the corrections do not gen-
erate new non-vanishing entries in the matrix (7). The
relevant modifications of the matrix elements are given
6by
δP1λ = −λα21
∑
s,k
[
〈g(B)|F(B)1 |k(B)〉 〈k(B)|V (B)|s(B)〉
(Ek +∆E)
× 〈s
(B)|F(B)1 |g(B)〉
(Es +∆E)
(
1
Ek +∆E
+
1
Es +∆E
)
+
〈g(B)|F(B)1 |k(B)〉 〈k(B)|F(B)1 |s(B)〉
(Ek +∆E)2
× 〈s
(B)|V (B)|g(B)〉
Es
+
〈g(B)|V (B)|s(B)〉
Es
× 〈s
(B)|F(B)1 |k(B)〉 〈k(B)|F(B)1 |g(B)〉
(Ek +∆E)2
]
(33)
δFλ = −λα1α2ℜ
∑
s,k
[
〈g(B)|F(B)1 |k(B)〉
∆E(Ek +∆E)
× 〈k
(B)|V (B)|s(B)〉 〈s(B)|F(B)2 |g(B)〉
(Es +∆E)
+
〈g(B)|V (B)|k(B)〉 〈k(B)|F(B)2 |s(B)〉
∆EEk
× 〈s
(B)|F(B)1 |g(B)〉
(Es +∆E)
+
〈g(B)|V (B)|k(B)〉
∆E
× 〈k
(B)|F(B)1 |s(B)〉 〈s(B)|F(B)2 |g(B)〉
Ek(Es +∆E)
]
. (34)
Naturally, δP2λ may be obtained from δP1λ upon replac-
ing F
(B)
1 by F
(B)
2 and α1 by α2 in Eq. (33) . Note that
when V (B) = HB then δP1λ and δFλ, obtained from the
above expressions, coincide with the first order term ap-
pearing in the Taylor expansion of Eq. (6a) and (6d).
That is, we have P1|Ek→(1+λ)Ek → P1|Ek + δP1λ plus an
analogous relation for F .
Let us now follow up on the proposal by Achim Kempf
[14] to study the case of qubits interacting with a quan-
tum scalar field which is interacting with a classical po-
tential. We model this by choosing
V (B) =
∫
d3rV (~r) : φ2(~r) : . (35)
The normal ordering :: [15] automatically guarantees that
condition (30) is satisfied and it renders the matrix ele-
ments of Eq. (33) and (34) finite. This model can be seen
as an analog of QED where the electromagnetic field is
in a coherent state and therefore can be treated classi-
cally. For this reason the model is very similar to po-
tential problems in non-relativistic quantum mechanics.
We now proceed to compute the corrections δP1λ and
δFλ given by Eq. (33) and (34). Making use of Wick’s
theorem [15] we obtain
δP1λ = −λα
2
1
2
∫
|~p1|<1/∆X
d3p1
(2π)3/2
∫
|~p2|<1/∆X
d3p2
(2π)3/2
× V˜ (~p2 − ~p1)
E~p1E~p2
e−i(~p2−~p1)·~r1
[
1
E~p1 + E~p2
×
(
1
(E~p1 +∆E)
2
+
1
(E~p2 +∆E)
2
)
+
1
(E~p1 +∆E)(E~p2 +∆E)
×
(
1
E~p1 +∆E
+
1
E~p2 +∆E
)]
(36)
δFλ = −λα1α2
2∆E
∫
|~p1|<1/∆X
d3p1
(2π)3/2
∫
|~p2|<1/∆X
d3p2
(2π)3/2
× V˜ (~p2 − ~p1)
E~p1E~p2
e−i(~p2·~r2− ~p1·~r1)
×
[
1
(E~p1 +∆E)(E~p2 +∆E)
+
1
E~p1 + E~p2
(
1
E~p1 +∆E
+
1
E~p2 +∆E
)]
(37)
where V˜ (~p) :=
∫
d3r
(2π)3 e
i~p·~rV (~r). Here note that if
we set V (~r) = m
2
2 then we are simply dealing with
a Klein-Gordon Hamiltonian with mass
√
(1 + λ)m.
The reader may check that in fact the above expres-
sions reproduce the correct Taylor series expansions of
(6a) and (6d). That is, P1|m→(√(1+λ)m) → P1|m +
δP1λ and F |m→(√(1+λ)m) → F |m + δFλ. We will
make use of this simple observation in the next subsec-
tion.
A. Example: Spherically symmetric Gaussian
potential.
We now apply the above results to the situation where
two identical detectors α1 = α2 = α, located at ~rk =
(± d2 , 0, 0), are interacting with the massive scalar field
φ(~r) coupled to the spherically symmetric Gaussian po-
tential
V (~r) = V0e
− ~r2
2σ2
B . (38)
Its Fourier transform is easily found to be V˜ (~p) =
V0
(2π)3/2
σ3Be
− 12σ2B~p2 . The axial symmetry of the problem
may be exploited by making use of plane wave expansion
into spherical harmonics. Thus, after some algebraic ma-
nipulations, we obtain the useful identity
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FIG. 4: K = 2pi
2
α2
N as a function of mσB. Here ∆E/m = 0.1,
m∆X = 10−3 and md = 0.5. The middle dashed curve cor-
responds to the case λ = 0, the upper thick curve (red) cor-
responds to λV0/m
2 = − 1
100
and the lower thin curve (blue)
to λV0/m
2 = 1
100
. Upper and lower dashed lines (orange)
correspond to the values N (m→
√
1∓ 1/50m) with λ = 0.
∫
dΩ1dΩ2e
±σ~p1·~p2e−i(~p2−~p1)·~r1 =
(2π)
7
2
p1p2σBd
∞∑
n=0
(±)n
×(2n+ 1)In+ 12
(
σ2Bp1p2
)
Jn+ 12
(
p1d
2
)
Jn+ 12
(
p2d
2
)
(39)
where Jν(x) and Iν(x) are Bessel functions [13]. The
above expression facilitates considerably the numerical
evaluation of the integrals in Eq. (36) and (37). The
effect of V (~r) on the entanglement of system A1A2 is
shown in Fig. (4) and (5). In Fig. (4), we chose a set
of parameters ∆E/m, ∆Ed and m∆X such that the de-
tectors are entangled as a result of their local interaction
with the quantum field. We show the negativity of the
qubits as a function of the width of the potential for the
cases V0 > 0 (repulsive potential) and V0 < 0 (attrac-
tive potential). In agreement with intuition, we observe
that entanglement increases for the attractive potential
whereas it decreases for the repulsive potential. More-
over, note that when the width of the potential is much
greater than the separation between the qubits (σB ≫ d),
they effectively experience a locally constant potential.
As previously discussed, this situation is equivalent to a
mass shift given by m → meff =
(√
1 + 2λ V0m2
)
m. In
Fig. (4) we show the asymptotic values N (m → meff )
determined by Eq. (11), (12) and (13). Finally, in Fig.
(5), we chose a set of parameters ∆E/m, ∆Ed andm∆X
such that N=0 and |F | ≈ P . In this case we see that the
small correction to F and P coming from the attractive
potential (V0 < 0) may induce entanglement in system
A1A2 when the potential is sufficiently wide. The results
presented in this subsection simply reflect the fact that
particle exchange between the detectors tends to be fa-
vored by a central attractive potential and hindered by
a repulsive potential.
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FIG. 5: K = 2pi
2
α2
N as a function of mσB. Here ∆E/m =
0.1, m∆X = 10−3 and md = 0.9145. The thick curve (red)
corresponds to λV0/m
2 = − 1
100
whereas the thin straight
line (blue) corresponds to λV0/m
2 = 1
100
. The dashed line
(orange) represents the valueN (m→
√
1− 1/50m) with λ =
0.
V. QUANTUM FIELD IN A THERMAL STATE
In this section we consider the entanglement generated
in the qubits when they are interacting with a scalar
quantum field of mass m > ∆E known to be initially
in a thermal state. In general, the adiabatic theorem
and time-independent perturbation theory are tricky for
thermal states because the energy levels are degenerate.
However, in our case the interaction Hamiltonian does
not couple states of equal energy when m > ∆E and
therefore degeneracy poses no additional complications.
In fact, note that even though system B is not initially
in the ground state, one can easily verify using Eq. (9)
that adiabatic evolution is still possible provided that
m > ∆E. Let us first consider a general multi-particles
state [16]:
|ψ(B)〉 := |n1~p1n2~p2 ...nj~pj 〉
=
(
a†~p1
)n1 (
a†~p2
)n2
...
(
a†~pj
)nj
√
n1!n2!...nj !
|0〉 . (40)
Replacing |g(B)〉 with |ψ(B)〉 in Eq. (6a) and (6d) we find
when α1 = α2 = α:
P := Pk = α
2
[∑
~p
(
|〈ψ + 1~p|φ(~rk) |ψ〉|2
(E~p +∆E)
2
+
|〈ψ − 1~p|φ(~rk) |ψ〉|2
(∆E − E~p)2
)]
(41)
F = α2ℜ
[∑
~p
(
〈ψ|φ(~r1) |ψ + 1~p〉 〈ψ + 1~p|φ(~r2) |ψ〉
(E~p +∆E)∆E
+
〈ψ|φ(~r1) |ψ − 1~p〉 〈ψ − 1~p|φ(~r2) |ψ〉
(∆E − E~p)∆E
)]
. (42)
8Note that there is an additional term when we consider
excited states, this additional term accounts for the pos-
sibility that the field destroys an existing particle. Simple
calculations show that:
〈ψ + 1~p|φ(~r) |ψ〉 =
√
1 + n~p
ei~p·~r√
2E~p
(43)
〈ψ − 1~p|φ(~r) |ψ〉 =
√
n~pe
−i~p·~r√
2E~p
. (44)
Using these equations, one obtains in the continuum limit
P = α2
∫
|~p|<1/∆X
d3p
(2π)
3
2E~p
[ (1 + n~p)
(E~p +∆E)2
+
n~p
(E~p −∆E)2
]
(45)
F = α2
∫
|~p|<1/∆X
d3p
(2π)
3
cos(~p · ~d)
2E~p∆E
[ (1 + n~p)
E~p +∆E
+
n~p
∆E − E~p
]
. (46)
Note that the vacuum situation may be recovered by tak-
ing n~p ≡ 0. Indeed, when n~p ≡ 0 Eq. (45) and (46)
reduce to Eq. (11) and (12). We now assume that the
field starts in a thermal state of temperature T , that is
n~p =
1
eβE~p − 1 (47)
where β = 1kBT . Using Eq. (45) and (46) with Eq. (47),
we can numerically evaluate the negativity as a function
of the temperature, see Fig. (6). We can also find an
explicit expression for the first order correction to the
negativity in the low temperature regime (βm ≫ 1 and
β
m∆X2 ≫ 1) under the assumption that m ≫ ∆E. First
note that in the limit ∆E/m → 0, F is unchanged by
the temperature. On the other hand, in the same limit
P has a correction which we may denote as P(1) such that
P = P(0) + P(1) where P(0) is given by Eq. (11) and P(1)
reads
P(1) ≈ α2
∫ 1/∆X
0
dp
4π2
2p2np
(p2 +m2)3/2
. (48)
In the low temperature regime we have n~p ≈ e−βE~p . We
thus see that n~p provides a smaller effective cut-off to the
momentum integral than the momentum cut-off caused
by the size of the qubits. Therefore, we can make the
crude approximation
P(1) ≈ α
2e−βm
2π2
∫ √m/β
0
dp
p2
(p2 +m2)3/2
≈ α
2e−βm
2π2
√
βm
(49)
such that we roughly have N ≈ N(0) − α2 e
−βm
π2
√
βm
. As ex-
pected, the negativity decreases with an increase of the
temperature. This also implies the existence of a critical
temperature, that is, it is possible to extract entangle-
ment from the quantum field provided that its tempera-
ture is below Tc. This critical temperature is given by
kBTc ≈ 2m
W
(
8
( π2d∆E−ln( 1m∆X ))
2
) (50)
where W(x) is the Lambert function [17].
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FIG. 6: K = 2pi
2
α2
N as a function of θ = kBT/m with
∆E/m = 0.1 and m∆X = 10−3. The upper curve (red)
correspond to ε = ∆Ed = 0.07, the middle curve (blue) to
ε = ∆Ed = 0.075 and the lower curve to ε = ∆Ed = 0.08.
VI. CONCLUSIONS
In this paper we showed how entanglement dynamics
can be studied in the adiabatic regime. In this regime,
the time evolution of entanglement is relatively simple
which allows us to study more exotic setups and still
gather valuable insights on the behavior of entanglement.
As an example we studied qubits interacting with a quan-
tum field in non-trivial contexts and we arrived at the
conclusion that the extraction of entanglement from the
vacuum is a weak and fragile yet intriguing phenomenon.
A direct experimental verification would first require
us to consider more realistic models. For example, as a
reasonable approximation to QED, the detectors could
be modeled as two-level systems coupled to the electric
field in the dipole approximation [18]. Another perhaps
more promising possibility is to use a quantum field ana-
log such as a linear ion trap [19, 20]. In this context,
Dirichlet boundary conditions are already effectively im-
plemented due to the finite number of ions. In addition,
one could implement a classical potential by introducing
an external electric field and a thermal state may be ef-
fectively simulated by immersing the ions in a thermal
bath.
It would be interesting to investigate other types of
boundary conditions such as periodic boundary condi-
tions. Indeed, this type of boundary conditions could
9easily be simulated with a circular arrangement of ions.
Furthermore, it may be interesting to explore the effect of
a classical potential beyond the perturbative treatment.
This treatment could greatly increase our understanding
of the modification of the entanglement dynamics caused
by the potential and allow us to study a greater class of
potentials. Finally, it should also be interesting to study
other excited states of the quantum field. For example,
one could investigate if a 1-particle state a~p |0〉 creates
more entanglement in the qubits than the vacuum |0〉
and analyze how the negativity depends on the direction
and magnitude of ~p. This analysis could be also extended
to more general multi-particle states.
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