In this paper, an innovative approach for the synthesis of time-modulated linear array antennas is presented. The switch-on instants of the time-modulated elements are taken into account as additional degrees of freedom to optimize the array pattern. Towards this end, a technique based on a Particle Swarm Optimization is proposed to fully exploit the dependence of the sideband radiations on the shift of the time pulses. A set of representative results are reported to assess the effectiveness of the proposed approach as well as its flexibility.
Introduction
The use of time-modulated antenna arrays for the synthesis of patterns with low and ultra-low sidelobes has been first investigated by Kummer et al. in [1] . By exploiting the time as an additional degree of freedom for the synthesis [2] , a set of RF switches has been used to enforce a time modulation on the element excitations [3] [4] . The possibility of reconfiguring the array pattern by simply adjusting the on-off switching sequence identifies this strategy as a good candidate to deal with time-varying wireless scenarios. However, the generation of undesired harmonics [i.e., the so-called "sideband radiations" (SR)] represents a non-negligible drawback because of the loss of radiated energy. In order to properly address such an issue and improving the efficiency of the approach with respect to the results in [1] , suitable evolutionary optimization algorithms have been recently considered [5] - [11] . In [5] and [6] , the sideband level (SBL) has been significantly reduced through the optimization of the "static-mode" coefficients as well as of the durations of the time pulses by means of a Differential Evolution (DE) algorithm. A similar DE-based technique has been successively adopted in the synthesis of moving phase center antenna arrays for radar applications [7] [10] to suppress the sideband radiations and to increase the passband of the receiver. Moreover, a Simulated Annealing (SA) technique has been used in [8] to minimize the sidelobe level (SLL) at the carrier frequency as well as the SBL of a time-modulated array with uniformly-excited elements. A different time schema has been successfully exploited in [11] , where the modulation period has been quantized into shorter time steps and the on-off sequence optimized by means of a Genetic Algorithm (GA).
Although significant contributions in dealing with time modulation have been proposed, it should be also noticed that an implementation based on feeding networks with uniform distributions and the possibility of reconfiguring the beam pattern just modifying the on-off sequence of a set of RF switches have been only partially investigated and few applications envisaged. As a matter of fact, to the best of the authors' knowledge, the state-of-the-art literature is limited to the synthesis of compromise sum and difference patterns [12] and only recently a preliminary discussion on the features of the use of different switching schemes has been presented in [13] . In such a framework, this paper is aimed at analyzing and fully exploiting some issues previously only partially addressed in [13] . Starting from the mathematical proof that the SR is a function of the "switch-on intervals" (i.e., the durations of the rectangular time pulses of the time modulation sequence), likewise the pattern shape at the fundamental frequency [1] [5] [8] , but also of the switch-on instants (i.e., the time instants when the RF switches commute from open to short circuit), the optimization of the switch-on instants of the array elements is profitably performed for pattern synthesis purposes. Towards this end, two different synthesis problems will be addressed by acting on the switch-on instants. The first one is concerned with the minimization of the SBL, while generating a desired pattern at the carrier frequency. Notwithstanding the non-negligible advantage of generating whatever pattern at the working frequency, it is well known [14] that the power losses due to the unavoidable presence of the harmonic radiations still remains whether only the optimization of the switch-on instants of the time pulses (i.e., a pulse shifting in the period of the time sequence) is taken into account. Therefore, the reduction of the power losses caused by the SR is successively addressed by contemporaneously tuning during the synthesis process both the pulse durations and the switch-on instants.
The outline of the paper is as follows. In Section 2, the theory of time-modulated linear arrays is briefly summarized and some more details on the dependence of the radiated pattern on the switch-on instants are given. Section 3 is devoted to the numerical analysis. More specifically, a set of representative results concerned with the SBL minimization while synthesizing a desired pattern at the carrier frequency is shown in Sect. 3.1. Moreover, the minimization of the power losses is also performed (Section 3.2) still exploiting the effects of the pulse shift on the synthesized pattern to further point out the effectiveness and flexibility of the proposed methodology.
Eventually (Sect. 4), some conclusions are drawn.
Mathematical Formulation
Let us consider a time-modulated linear array (T MLA) composed by N identical elements equally-spaced of d along the z axis. The spatial distribution of the array elements is supposed to be symmetric about the origin and the periodic on-off time sequences U n (t), n = 0, ..., N −1, which modulate the array element excitations, are obtained by means of on-off RF switches.
The arising far-field radiation pattern can be expressed as follows [1] 
where e 0 (θ) and ω 0 = 2πf 0 denote the element factor and the central angular frequency, respectively. Moreover, k = 2π λ 0 is the background wavenumber, A = {α n , n = 0, ..., N − 1}, is the set of static and complex array excitations, and θ indicates the angular position with respect to the array axis. The function U n (t) [ Fig. 1 ] is assumed to have a period equal to T p and it is mathematically described as
is supposed to hold true [14] .
Because of the periodicity of U n (t), its Fourier representation turns out to be
where the h-th Fourier coefficients, u hn , is given by
By considering isotropic radiators, [i.e., e 0 (θ) = 1] and without loss of generality of the arising conclusions, the radiated far-field pattern turns out to be [14] 
where a hn = α n u hn , n = 0, ..., N − 1.
With reference to (5), the beam pattern at the carrier frequency f 0 depends on the 0-th order
where u 0n is the 0-th order Fourier coefficient [Eq. 4 -h = 0] equal to
being the normalized n-th time pulse duration. It is worth noticing [Eq. (6) ] that, when the values of the complex static coefficients, α n , n = 0, ..., N − 1 are fixed, the pattern generated at the fundamental frequency (h = 0) is only function of the pulse durations τ n , n = 0, ..., N − 1. Accordingly, it is possible to synthesize a desired pattern, F 0 (θ, t), different from the "static mode" (i.e., the mode generated by the static excitation set A), by simply enforcing a suitable on-off time sequence to the static array excitations such that α n τ n =â 0n
(1) , n = 0, ..., N − 1,â 0n being the n-th target excitation.
Unfortunately, "the radiation patterns at the harmonic frequencies have significant components in the boresight direction" [13] . In order to cope with such a drawback, unlike acting only on the pulse duration τ n [8] , a different approach must be adopted in order to reduce the SBL, as well. Towards this purpose, let us observe that the sideband radiation coefficients (h = 0)
can be also expressed, after simple mathematical manipulations, as follows
Such an expression points out that the coefficients related to the undesired harmonic radiation depend on the pulse durations τ n , n = 0, ..., N − 1, analogously to the fundamental frequency counterparts [Eq. (6)], but also on the switch-on time instants, t 
(1) Under the condition that arg (α n ) = arg (â 0n ) since τ n , n = 0, ..., N − 1 are real-valued quantities.
where
and H(·) stands for the Heaviside step function.
On the other hand, when the constraint of exactly matching the desired pattern at f 0 , F 0 (θ, t), is relaxed [e.g., the synthesized pattern F (θ, t) is required at f 0 to fit the desired one in terms of SLL and main lobe beamwidth BW ], it is still possible to profitably exploit the "pulse shifting"
paradigm by tuning the pulse durations, τ n , n = 0, ..., N − 1, as well, to reduce the power losses of the SR together with the corresponding SBL. Towards this end, the optimization is reformulated by defining the following matching function composed by three terms
ψ SBL are real-valued weighting coefficients.
Numerical Results
In this section, a set of representative results are reported to point out the effectiveness and flexibility of the proposed methodology. The numerical validation is subdivided into two parts.
The first one (Sect. 3.1) is aimed at illustrating the efficiency of the pulse-shift technique in minimizing the SBL. Towards this end and for comparative purposes, the illustrative test cases have been chosen among those already considered in the published literature. In the second part (Sect. 3.2), the examples under analysis are concerned with both the SBL minimization and the SR power reduction.
SBL Reduction with Fixed Power Losses
With reference to an array of N = 16 λ 2 -spaced elements, let us consider the problem dealt with in [13] and concerned with the synthesis at the carrier frequency of a Chebyshev pattern [17] with SLL = −30 dB [ Fig. 2(a) ] starting from the "static mode" (i.e., the beam pattern generated by the uniform excitation set A (I) = {α n = 1; n = 0, ..., N − 1}). However, even though the reference pattern at f 0 is exactly matched, the harmonic content along the boresight direction is non-negligible [ Fig. 2(b) ]. In order to cope with this drawback, the pulse-shifting technique has been then used as described in Sect. 2. Accordingly, the set t ′ (being T = T DC ) has been optimized by choosing SBL ref = −25 dB and minimizing the cost function in (10) with h = 1 (2) since the power losses associated to higher harmonics decrease faster [14] . Towards this purpose, a P SO with I = 10 particles and a standard setting [18] of the control parameters (i.e., w = 0.4 and C 1 = C 2 = 2; w, C 1 , and C 2 being the inertial weight and the cognitive/social acceleration terms, respectively) has been used.
The P SO-optimized pulse sequence is shown in Fig. 3(b) . Moreover, the radiated patterns are displayed in Fig. 4 and compared with those from [13] up to the second harmonic mode.
As it can be observed, the SBL at h = 1 is equal to SBL
P SO = −19.50 dB and its value results more than 7 dB below that in [13] (i.e., SBL of maximum SBL of the harmonic patterns is extended to higher orders (Fig. 5) . It is worth noticing that over 30 harmonics, 29 P SO-synthesized patterns have SBLs lower than those generated by the pulse configuration T DC in [ Fig. 3(a) ] since only the case h = 16 presents a SBL worse of almost 1 dB. Such a result further confirms the intrinsic "robustness" of the pulse shifting methodology.
As regards the energy wasted in the SR and independent from pulse shifting, the loss of energy amounts to the 25.2% of the total input power [14] and the SBLs results greater than the side lobes of the desired Dolph-Chebyshev pattern (SLL = −30 dB) at the carrier frequency. As a matter of fact, since there is a trade-off (for a given antenna layout) between the desired SLL and beamwidth at h = 0 and the SR, the SBL values can be be higher than the SLL as in this case.
(2) It should be pointed out that more terms (i.e., h > 1) might be considered in (10) to directly control the SBLs of other undesired harmonic terms.
As far as the computational issues are concerned, the behavior of the optimal value of Ψ (i.e.,
k being the index of the i-th particle of the swarm at the k-th iteration of the minimization process) and the corresponding SBL values are reported in Fig. 6 . As regards the CP U-time, it amounts to 74. 16 [sec] to complete the whole number of K = 1000 P SO iterations on a 3 GHz PC with 1 GB of RAM, 6.6 × 10 −3 [sec] being the time needed for a cost function evaluation.
The second experiment of this section refers to a scenario previously addressed in [8] , where an array of N = 30 elements spaced by d = 0.7λ has been considered. In [8] , by exploiting a SA-based strategy, the set T has been optimized (i.e., T = T SA ) by minimizing a suitable cost function [Eq. (5) - [8] ] devoted to set the following constraints on the generated beam pattern:
SLL < −20 dB and SBL (h) < −30 dB, |h| = 1, 2. Likewise the previous example, in order to prove that keeping the same time-duration set T SA (i.e., the same pattern at h = 0), it is possible to further lower the SBL by properly programming the switch-on instants of the RF switches, the proposed P SO-based algorithm has been applied.
The original [8] and the P SO-optimized time sequence are reported in Fig. 7(a) and Fig. 7(b) , respectively. Moreover, Figure 8 shows the plots of the radiation patterns synthesized with the SA [8] and by means of the P SO algorithm at |h| = 1 and at the fundamental frequency (h = 0). As it can be observed, the level of the sideband radiation in correspondence with the first harmonic mode turns out to be SBL , M = 9 being the number of time-modulated elements). Furthermore, it is noteworthy that, thanks to the optimization of t ′ , it also results SBL (h) Fig. 9 ].
Concerning the SR, the amount of power losses turns out to be equal to 3.89%.
For completeness, the behavior of Ψ opt and the arising SBL (1) value versus the iteration index k are shown in Fig. 10 .
Joint SBL Minimization and SR Power Reduction
In order to assess the effectiveness of the pulse shifting technique also in dealing with the SR power reduction, let us consider the same benchmark of the first example in Sect. 3.1, but now optimizing the pulse durations, as well. Towards this aim, the cost function (11) Figure 11 shows the pulse sequence synthesized by the P SO-based method when a swarm of I = 20 particles has been run for K = 1000 iterations. For comparison purposes, the normalized powers related to f 0 and to the sideband radiations are analyzed and Figure 12 shows the results obtained when acting on T [13] and also on t ′ . As expected, there is a reduction of the losses due to the SR and an increasing of the radiation at f 0 when applying the pulse shifting. It is worthwhile to point out that such an enhancement of the performance is yielded without increasing the architectural complexity of the system with uniform excitations.
For completeness, the patterns synthesized at the carrier frequency and when h = 1, 2 are shown in Fig. 13 and compared with those from the time-modulation scheme in Fig. 3(a) .
As regards the computational costs, the computational burden grows since the number of unknowns double with respect to the case in Sect. 3.1 and the solution space of the admissible solutions significantly enlarges. Moreover, the CP U-time necessary to compute the cost function value (11) of each particle is about twice that when only t ′ was optimized (Sect. 3.1). Consequently, the total CP U-time required to sample the solution space with a swarm of I = 20 particles amounts to 262.01 [sec], 1.3 × 10 −2 [sec] being the time-cost of a single evaluation of
Finally, Figure 14 gives some indications on the behaviors of the three terms of the cost function as well as of Ψ opt throughout the iterative optimization process.
Conclusions
In this paper, an innovative approach for the synthesis of time-modulated linear arrays has been 
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