A device called a 'Gaussian Boson Sampler' has initially been proposed as a near-term demonstration of classically intractable quantum computation. As recently shown, it can also be used to decide whether two graphs are isomorphic. Based on these results, we construct a feature map and graph similarity measure or 'graph kernel' using samples from the device. We show that the kernel performs well compared to standard graph kernels on typical benchmark datasets, and provide a theoretical motivation for this success, linking the distribution of a Gaussian Boson Sampler to the number of matchings in subgraphs. Our results contribute to a new way of thinking about kernels as a (quantum) hardware-efficient feature mapping, and lead to an interesting application for near-term quantum computing.
I. INTRODUCTION
Machine learning algorithms can be understood as a way to determine similarity between data points, mapping inputs to similar classes or clusters if they show matching patterns. But how can we learn from data where it is even difficult to determine if two data points are the same? Graphs are such data structures. A graph G = {V, E} can be described by a set of nodes V and a set of edges E that are pairwise connections between nodes. An equivalent representation is an adjacency matrix A whose element A ij is one if node i and j are connected by an edge and zero otherwise. Both representations are not unique, since different ways of identifying the nodes can give rise to the same graph.
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There are three major strategies to classify 2 graphstructured data: First, one can construct a so called graph neural network that mirrors the connectivity of the graph [4] . Second, one can extract a feature vector from each graph and run a conventional machine learning algorithm on the new data set of feature vectors [5] . The feature vector can be an embedding of the graph in Euclidean space while preserving a property of choice [6] [7] [8] , or it can be a higher-level representation of the graph [9] . Third, one can compute a graph kernel [10] , a similarity measure between graphs which can be used in kernel methods [11] . Sometimes the third method draws on the second and extracts feature vectors which are then used in a standard kernel [12] . In this paper we follow this strategy, but suggest a new way to map graphs to feature vectors: by making use of quantum hardware. Hardware-induced feature maps have been proposed in the context of random features [13] , and can lead to very efficient implementations. Kernels computed by quantum computers have been prominently suggested in [14, 15] , where the question of concrete applications was left wide open. Here we provide an example of a "quantum kernel" for graph-structured data based on the technique of Gaussian Boson Sampling (GBS) [16] [17] [18] . GBS is a generalization of Boson Sampling [19, 20] , which has originally been proposed as a classically intractable task that demonstrates the power of near-term quantum hardware [21] .
As we will explain in more detail in Sec. II, an optical GBS device processes information using the continuous degrees of freedom of a quantum system, realized by the modes of the electromagnetic field. It has been previously shown that the photon measurement statistics of a GBS device that encodes a graph in its optical state give rise to a complete set of graph isomorphism invariants [22] . Here we demonstrate that these results are highly relevant for machine learning by interpreting these statistics as a feature vector that can be further processed by both kernel-based and other machine learning methods. Sec. III shows that the "GBS feature map" works similarly to a class of graph kernels which count subgraphs [9, 23] ). The probabilities of drawing samples from the quantum device contain information about the number of perfect matchings in all subgraphs, as well as in extended subgraphs created by duplicating nodes and edges. The features extracted from the graph are therefore related to so called r-matchings. Another interpretation associates the features with higher-order moments of a multivariate Gaussian distribution whose covariance matrix is proportional to the doubled adjacency matrix of the graph. Numeric experiments presented in Sec. IV reveal that the GBS kernel yields very competitive results compared to other graph kernels when used in combination with a support vector machine on standard benchmark datasets; it also motivates the importance of low-photon events and an optical mechanism called displacement. 
II. GAUSSIAN BOSON SAMPLING AS A FEATURE MAP
In this section we describe the mathematical details of the quantum hardware-induced feature map (see also Figure 1 ). The scheme works for simple graphs, i.e. undirected graphs without self-loops or multiple edges. While edge weights can be treated on the same footing as unweighted edges, we leave the inclusion of categorical edge labels or node labels for future studies. Mindful of potential readers without a technical background in quantum mechanics we will only highlight some important aspects of Gaussian Boson Sampling and refer to Refs. [16, 18, 24] for more detail. The GBS kernel is summarized in Eq. (6).
A. Encoding graphs into the GBS device
An optical Gaussian Boson Sampler is a device where a special quantum state (a so-called Gaussian state) is prepared by the optical squeezing of M displaced light modes, followed by an interferometer of beamsplitters. Such a Gaussian state is fully described by a covariance matrix σ ∈ R 2M ×2M as well as a displacement vector d ∈ R 2M [25] . Photon number resolving detectors count the photons in each mode.
As outlined in [24] , a quantum state prepared by a GBS device can encode a graph G = (V, E) with an adjacency matrix A of entries A ij that are one if the edge (i, j) exists in G and zero else. The entries of A can also represent continuous "edge weights" that denote the strength of a connection. In the latter case we will speak of a "weighted adjacency matrix".
In order to associate A with the symmetric, positive definite 2M -dimensional covariance matrix of a Gaussian state of M modes, we have to construct a "doubled adjacency matrix"
where the rescaling constant c is chosen so that 0 < c < 1/s max , and s max is the maximum singular value of A [22, 24] . 3 For simplicity we will always rescale all adjacency matrices with a factor 1/(s {G} max + 10 −8 ) where s {G} max is the largest singular value among all graphs in the data set under consideration. As a result we will assume that c = 1 andÃ = A ⊕ A can be encoded into a GBS device. We call this the "doubled encoding strategy".
The matrixÃ can now be associated with a quantum state's covariance matrix σ by setting the squeezing as well as the beamsplitter angles of the interferometer so that
B. Photon counting
After embedding A viaÃ into the quantum state of the GBS, each measurement of the photon number resolving detectors returns a photon event n = [n 1 , . . . , n M ], with n i ∈ N indicating the number of photons measured in the i-th mode. Assuming for now that the displacement d is zero (nonzero displacement is discussed in Appendix A), the probability of measuring a given photon counting event is
where
Let us go through this nontrivial equation bit by bit. The Hafnian Haf() is a matrix operation similar to the determinant or permanent. For a general symmetric
TABLE I. Photon events n, total photon number |n|, extended induced subgraph Gn (indicated by red/black nodes and edges) and Hafnian Haf(An) for the orbits of an original fully connected simple graph of three nodes, and up to |n|max = 3. The Hafnian corresponds to the number of perfect matchings in the extended induced subgraph. Note that the red nodes are not mutually connected.
Here, P
{2} N is the set of all N !/((N/2)!2 N/2 ) ways to partition the index set {1, 2, . . . , N } into N/2 unordered pairs of size 2, such that each index only appears in one pair. The Hafnian is zero for odd N . As an example, for the index set {1, 2, 3, 4} we have P
If C is interpreted as an adjacency matrix containing the edges of a graph, the set P {2} N contains edge-sets of all possible perfect matchings on G. A perfect matching is a subset of edges such that every node is covered by exactly one of the edges. The Hafnian therefore sums the products of the edge weights in all perfect matchings. If all edge weights are constant, it simply counts the number of perfect matchings in G. Note that in Eq. (3) we used the fact that for real and symmetric A, Haf(Ã) = Haf(A ⊕ A) = Haf 2 (A). In other words, the doubled encoding strategy leads to a square factor which will play a profound role in the quantum feature map we are aiming to construct.
Eq. (3) does not depend on the Hafnian of the adjacency matrix A, but on a matrix A n . A n contains n j duplicates of the jth row and column in A. If n j = 0, the jth row/column in A does not appear in A n . Effectively, this constructs a new graph G n from A according to the following rules (see also Table I): 1. If all n j , j = 1, . . . , M are one (i.e., each detector counted exactly one photon), A n = A.
2. If some n j are zero and others one (i.e., these detectors report no photons), A n describes an induced subgraph G n of G, in which nodes that correspond to detectors with zero count were deleted together with any edge that connected them to other nodes. 3 . If some n j are larger than one (i.e., these detectors count more than one photon), A n describes what we call an extended induced subgraph in which the corresponding nodes and all their connections are duplicated n j times.
In short, the probability of a photon event to be measured by the GBS device is proportional to the square of the (weighted) number of perfect matchings in a -possibly extended -induced subgraph of the graph encoded into the interferometer.
Computing the Hafnian of a general matrix is in complexity class #P, and formally reduces to the task of computing permanents [26] . If no entry in the matrix is negative, efficient approximation heuristics are known, although their success is only guaranteed under specific circumstances [27, 28] .
C. Post-processing and features
We follow Brádler et al.'s [22] fruitful strategy to "coarse-grain" the distribution of photon counting events by summarizing them to sets called orbits (see Table I ). An orbit O n * = {perm(n * )} contains permutations of the detection event n * . For example, [2, 1, 1, 0] is in the same orbit as [0, 1, 2, 1], but not [2, 2, 0, 0]. The photon counting event n * is therefore an arbitrary "representative" of the photon counting events in an orbit. The probability of detecting a photon counting event of orbit O n * is given by the sum of the individual probabilities,
The number of orbits O n containing events of up to k photons in total is equal to the number of ways that the integers of 1, ..., k can be partitioned into a sum of at most M terms. In practice we usually have k M , in which case there are 2, 4, 7, 12, 19, 30, 45, 67 orbits for k = 1, . . . , 8, respectively 4 . In a real GBS setup, the energy is finite and high photon counts therefore become very unlikely. 5 It is only a natural choice to limit the maximum number of photons |n| max to a constant k and call O k,M the set of all orbits where M detectors detect k photons or less.
In practice, the orbit probabilities are estimated by drawing a sufficiently large number of samples of photon counting events from the GBS device. In Ref [9] we find that we can approximate a probability distribution on D possible outcomes, with probability at most δ that the sum of absolute values of the errors in the empirical probabilities of the outcomes is or more, using
samples. For k = 8, D = 67, = 0.05 and δ = 0.05, we need 39, 550 samples. Since current-day photon number resolving detectors can accumulate about 10 5 samples of photon counting events per second [29] , it takes in principle only a fraction of a second for the orbit probabilities to be estimated by the physical hardware, irrespective of the graph size.
While hardware implementations of Gaussian Boson Samplers are rapidly advancing, in this paper we still have to resort to simulations. Sampling from photon event distributions is still a topic of active research, and to ensure that the results are not influenced by approximation errors we will use exact calculations here. This limits the scope of the experiments to graphs of the order of 25 nodes.
D. Feature map and graph kernel
Summarizing the above, the feature map implemented by a GBS device maps a graph to a feature vector, G → f ∈ R D , where the entries f i , i = 1, . . . , D of f are the probabilities of detecting certain types of photon events that we called orbits,
and the probability of the i'th orbit is fully defined by Eqs. (5) and (3) matter). The relation of these features to those of a Graphlet Sampling kernel are highlighted in Appendix B.
Assuming that k ≤ M for all graphs, D is solely determined by the maximum photon number k, which is a hyperparameter of the feature map. Two more hyperparameters are the displacement that can be applied to the light modes, as well as the amount of squeezing which is determined by the normalization constant c. We will assume here that the displacement applied to all modes is a constant d.
The feature vectors can be used as inputs to common machine learning models such as neural networks. Here we are interested in constructing a similarity measure or kernel that computes the similarity between two graphs G and G . In the simplest case of a 'linear' and 'rbf' kernel we get (with a hyperparameter δ)
both of which are well known to be positive semi-definite so that the results of kernel theory apply to the "GBS kernel" constructed here.
III. INTERPRETING THE GBS GRAPH FEATURES
The previous section suggested that the GBS feature map is related to graph properties such as matchings. In this section we will analyze the features in more detail.
A. Single-photon features and r-matchings
It turns out that the probabilities of 'single-photon' orbits (i.e., each detector counts either zero or one photon) are related to a graph property called the "matching polynomial" of G [30] [31] [32] ,
The coefficients m(G, r) of the matching polynomial count the number of r-matchings or "independent edge sets" in G -sets of r edges that have no vertex in common (see Figure 2) . In our language, this could be written as m(G, r) = 
Replacing m with g in Eq. (7) leads to a new type of polynomial γ(G) which one could call a GBS polynomial. An interesting observation occurs for the feature corresponding to orbit O [1,1,0,. .. ] (see for example Table I ). Since there are only two options -the two nodes are connected and have therefore exactly one perfect matching, or they are not and have none -the square does not have any effect, and the probability of the orbit is proportional to the number of 1-matchings of this graph, which is in turn equal to its number of edges. Hence, we have that p(O [1,1,0,. .. ] ) ∝ |E|, and the hardware natively returns an "edge counting" feature.
B. Higher-order moments
The probability of measuring a given photon counting event n = [n 1 , . . . , n M ] can also be interpreted from a slightly different, more physically motivated viewpoint. The M nodes of a graph can be associated with M random variables drawn from a multivariate normal distribution N (ξ, Σ), where the covariance matrix Σ corresponds to the doubled adjacency matrixÃ, and ξ is the mean vector related to displacement via
] of this distribution are proportional to Haf(A n ), which in turn is related to the probability of a photon event via Eq. (3). This result follows from Isserlis' theorem [33] , which decomposes the higher order moments into sums of products of covariances E[X a X b ]. In short, the GBS device turns a graph into a multivariate normal distribution and samples from its moments.
Using this picture, the first-order moments of the 'graphinduced distribution' correspond to photon events of the form [1, 0, . . . ] and their probability is indeed proportional to the mode means as apparent from Appendix A. The second-order moments correspond to photon events of the form [1, 1, 0, . . . ] and their probability is proportional to the entries of the adjacency matrix -the edge weights. Consistent with this observation, we stated before that orbits with 2 non-zero detectors "measure" the edge count of a graph.
While the doubled encoding strategy as well as the presence of multi-photon events somewhat obscure interpretations of features in terms of r-matchings and higherorder moments, we motivate in Appendix C that they can be a blessing in disguise, making very similar graphs distinguishable by smaller maximum photon numbers k.
IV. EXPERIMENTS
Finally, we provide some numerical results to investigate the GBS graph kernel in practice. Benchmarks suggest that it is well competitive to standard "classical" graph kernels. We furthermore show that displacement may improve classification accuracy by shifting weight into the higher-order orbits, and that orbits with photon numbers smaller or equal to 2 contribute most to the result.
A. Benchmarking
To benchmark the GBS feature map, we use a setup that has become a standard in testing graph kernels: A C-Support Vector Machine (SVM) with a precomputed kernel. The test accuracies in Table II , and the best model is then used to get the accuracy of the test set in the outer cross-validation loop. The GBS feature vectors were used in conjunction with a 'rbf' kernel κ rbf .
For the GBS graph kernel, we chose a gentle displacement of d = 0.25 on every mode and k = 6, leading to 30-dimensional feature vectors. We used exact simulations based on the hafnian library [34] . These are computationally very expensive, which is why we only consider small datasets. Three classical graph kernels are benchmarked for comparison: The Graphlet Sampling kernel [9] (GS) with maximum graphlet size of k = 5 and 5174 samples drawn, the Random Walk kernel [35] (RW) with fast computation and a geometric kernel type, and the Subgraph Matching kernel (SM) [23] . The three classical kernels were simulated using Python's grakel library [36] . 6 The datasets are taken from the repository of the Technical University of Dortmund [37] (see Figure 3) . Data preprocessing for all experiments consists of a) excluding graphs which have less than 6 or more than 25 nodes, b) extracting binary adjacency matrices and c) rescaling by a constant c as explained in Section II A. More details regarding preprocessing can be found in Appendix D.
As Table II shows, the GBS kernel performs well and outperforms the other methods visibly for MUTAG and NCI1, while still leading for AIDS, BZR MD, ER MD, FINGERPRINT and PROTEINS. Displacement increases the performance of the GBS kernel significantly for COX2 MD, ENZYMES and IMDB-BIN, but not for other data sets. The GBS kernel does well on datasets where While the graph size is considered by the GBS kernel, it seems to be only one of many properties that enters the notion of similarity.
B. Displacement and feature importance
The hyperparameters of the GBS graph kernel are the constant displacement d which adiministered to each node, as well as the normalization constant c and the maximum photon number k. Since simulations restrict the value of k at this stage and we keep c fixed as a preprocessing constant, we focus on the effect of displacement. Displacement can change the similarity measure significantly. For example, comparing graphs of size |V | = 3 in Figure 4 , one finds that the fully disconnected graph is closer to the fully connected graph than a graph with two edges for d = 1, but vice versa for d = 0. The feature analysis suggests that features related to subgraphs of all sizes (here 1 to 6) are important for the classification results, and that duplication of a single node in the subgraphs may be beneficial -a feature that Graphlet Sampling kernels do not explore. The effect of displacement varies with the dataset, and d should therefore be kept as a hyperparameter for model selection.
V. CONCLUSION
We proposed a new type of feature extraction strategy for graph-structured data based on the quantum technique of Gaussian Boson Sampling. We suggested that the success of the method is related to the fact that such a system samples from distributions that are related to useful graph properties. For classical machine learning, this method presents a potentially powerful extension to the gallery of graph kernels, each of which has strengths on certain data sets. For quantum machine learning, this proposes the first application of a "quantum kernel".
A lot of questions are still open for further investigation, for example regarding the role and interpretation of displacement, how GBS performs with weighted adjacency matrices, how node and edge labels can be considered, as well as whether the feature vectors are useful in combination with other methods such as neural networks. We expect that the rapid current development of numeric GBS samplers as well as quantum hardware will help answering these questions in the near future.
