The recent advent of genome sequences as the only source available to classify many newly discovered viruses challenges the development of virus taxonomy by expert virologists who traditionally rely on extensive virus characterization. In this proof-ofprinciple study, we address this issue by presenting a computational approach (DEmARC) to classify viruses of a family into groups at hierarchical levels using a sole criterion-intervirus genetic divergence. To quantify genetic divergence, we used pairwise evolutionary distances (PEDs) estimated by maximum likelihood inference on a multiple alignment of family-wide conserved proteins. PEDs were calculated for all virus pairs, and the resulting distribution was modeled via a mixture of probability density functions. The model enables the quantitative inference of regions of distance discontinuity in the family-wide PED distribution, which define the levels of hierarchy. For each level, a limit on genetic divergence, below which two viruses join the same group, was objectively selected among a set of candidates by minimizing violations of intragroup PEDs to the limit. In a case study, we applied the procedure to hundreds of genome sequences of picornaviruses and extensively evaluated it by modulating four key parameters. It was found that the genetics-based classification largely tolerates variations in virus sampling and multiple alignment construction but is affected by the choice of protein and the measure of genetic divergence. In an accompanying paper (C. Lauber and A. E. Gorbalenya, J. Virol. 86:3905-3915, 2012), we analyze the substantial insight gained with the genetics-based classification approach by comparing it with the expert-based picornavirus taxonomy.
V
iruses form a large class of biological entities of extreme diversity (18) . Unlike cellular organisms, they share neither a single common gene nor any other universally conserved trait that can be used to infer their phylogeny. This comes along with profound consequences and has resulted in a distributed approach to virus taxonomy adapted by the virological community. It is developed and advanced by independent study groups (SGs) on different viruses (see below) that operate under the auspices of the International Committee on Taxonomy of Viruses (ICTV) (26, 35) . Virus taxonomy recognizes five hierarchically arranged ranks: order, family, subfamily, genus, and species (in ascending order of intervirus similarity). Only a relatively small subset of viruses is classified in subfamilies and/or orders, while the use of other ranks is most common.
The traditional development of virus taxonomy by SGs has been challenged by a growing gap between virus discovery and virus characterization. In this respect, genome sequences have been increasingly explored by practitioners. This line of research is driven by several developments. Essentially, all known viruses have their genomes sequenced largely due to the significant advances in sequencing techniques and the associated fall of costs over the last few years (7, 56) . For a growing number of viruses, the genome sequence is the first and often the only information available (for a review, see references 13, 15, and 22) . Successful incorporation of these viruses into the taxonomy framework through genome-based analyses has stimulated practice and research in extending this effort to all viruses, including those whose phenotypes have been probed. To recognize a taxon and/or classify a virus, it is common to seek a monophyletic group in a tree whose viruses could preferably be distinguished from other viruses by the possession of a unique molecular characteristic (marker) that thus can serve as a criterion for classification (35) .
Another complementary approach that is steadily growing in popularity is so-called pairwise sequence comparisons (pasc) (60) .
This approach utilizes a frequency distribution of pairwise sequence divergence between viruses to identify ranks and taxa ( Fig.  1) . Recognizing its broad utility in virology, a Web-based implementation of pasc, called appropriately PASC, was launched at the National Center for Biotechnology Information (NCBI) (6) . Over the years, and mostly during the last decade, pasc has been used to propose, update, or revise the taxonomy of several virus families or genera (1-3, 8, 16, 25, 28, 44, 48, 58, 60, 71) .
The current practice in pasc applications has three aspects in common. First, researchers typically seek to build a hierarchical classification with an a priori-defined number of levels that match usually the species and genus ranks of taxonomy. This approach normally guarantees a solution, but complexities of intervirus relations may remain not fully explored. Second, classification levels are delineated by imposing thresholds on the limits of intragroup genetic similarities at each level. How these thresholds are identified remains largely a matter of expert decision that places the thresholds outside a statistical framework and casts uncertainty about their validity. Third, observed identity percentages are commonly used for virus comparison. Their calculation is technically straightforward and fast. However, the applicability of this measure to data sets with considerable genetic divergence may be compromised by saturation effects that are linked to multiple substitutions at a site (41) . Since RNA viruses are known for the extremely high mutation rates of their polymerases (19, 20, 67) , pairwise identity percentages may indeed misrepresent the actual distances between the viruses. In addition to the above-mentioned common elements, pasc applications vary in respect to a number of parameters. The identity values may be calculated for either nucleotide or deduced amino acid sequences and be compiled on either pairwise or multiple sequence alignments. In some studies, only single genes/proteins were used, whereas others analyzed either multiple (concatenated) genes/proteins or complete genomes. How these specific choices and commonalities of the various pasc applications affect the end result remains a largely unexplored territory. This may be of relatively small concern as long as pasc results remain one of several characteristics in decision-making in virus taxonomy. However, with the current trend to follow the results of pasc-based analyses, its practice and quality may soon become dominant factors in taxonomy without having been evaluated properly.
In this study, we aimed at exploring the utility of genome sequences to devise a virus classification objectively, consistently, and fully. To this end, we have developed an approach for partitioning the genetic diversity of a virus family within a hierarchically organized framework. The developed approach provides quantitative support for both the delineated classification levels and the inferred taxa by devising the number and values of thresholds on intragroup genetic divergence at each level in a rational and family-wide manner. We named it DEmARC, which stands for "DivErsity pArtitioning by hieRarchical Clustering" and refers to the English word "demarcation." We extensively tested DEmARC on the proteome of the Picornaviridae (29) , one of the most diverse and well-studied RNA virus families (23, 59 ) with numerous species that has been developed by one of the most active SGs (36, 37, 64) . The picornavirus genome is a singlestranded positive-sense RNA (ssRNAϩ) with a single open reading frame that encodes a polyprotein (46, 50) flanked by two untranslated regions, 5=-UTR and 3=-UTR (69) . The consistency and stability of the obtained results were evaluated by analyzing various data set derivatives which were compiled by varying the amount and/or the diversity of the input data, the alignment construction method, the measure of pairwise similarity, or a combination of parameters. In an accompanying paper (39) , we analyze implications of the developed genetics-based classification for fundamental and applied research, through its comparison with virus phylogeny and taxonomy.
MATERIALS AND METHODS
Virus sequences and multiple alignments. Complete genome sequences for 1,234 picornaviruses available on 15 April 2010 at the National Center for Biotechnology Information GenBank/RefSeq (7) databases were downloaded using HAYGENS (61) into the Viralis platform (30) . A multiple-amino-acid alignment of the polyproteins was produced using the Muscle program version 3.52 (21) , and poorly conserved columns (C and G) Another nontrivial clustering consisting of two virus groups for which only a single intragroup divergence value violates the threshold. Typically, the choice of a threshold is subjective in current practice. In this study, we show (see Materials and Methods) that the violating divergence values (F and G) can be used to define a cost for an applied divergence threshold, and we apply this measure to rank thresholds. Accordingly, thresholds resulting in a lower cost are favored, which makes the clustering in C superior to that in B. This simplified example illustrates how a classification at a single level is derived (the trivial solutions in A and D are not considered). As detailed in Materials and Methods, the approach outlined above can be separately applied to multiple divergence thresholds (each at a different location in the distribution), which would result in a hierarchical classification of the viruses.
were further manually refined. The alignment construction was constrained by domain borders, most of which were delimited by known and predicted cleavage sites that are recognized by viral proteases in the polyprotein (46) . Data sets. In our study we used several data sets that are described below. Each data set has four characteristics: viruses, protein or genome region, alignment, and pairwise distances. We produced a family-wide data set that was treated as the main data set (M-2010) for the purpose of this study. It included regions of the polyprotein-wide alignment covering the family-wide conserved capsid proteins 1B, 1C, 1D (also known as VP2, VP3, and VP1, respectively) and the nonstructural proteins 2C, 3C, and 3D of 1,234 picornaviruses. Other genome regions were excluded from M-2010 due to the following reasons: (i) a protein is not conserved across the family (L*, L, 1A, 2A), (ii) a genome region was implicated in interspecies recombination (5=-UTR, 1A, 2A), or (iii) no confident alignment was obtained due to poor sequence conservation (2B, 3A, 3B, 3=-UTR). After discarding alignment columns that contained incomplete, termination, or nonspecified codons in one or more underlying nucleotide sequences, a final alignment of 2,446-amino-acid (aa) positions was derived. It was used to calculate pairwise evolutionary distances (PEDs) (see below) between all virus pairs.
To test the consistency and stability of results obtained for the main data set, in total 20 derivatives of M-2010, to which we refer as evaluation data sets (Table 1) , were compiled by modulating one or several of the following four parameters: (i) genome region(s) selected for analysis, (ii) virus sequence sampling, (iii) alignment construction method, and (iv) measure of genetic divergence.
First, we extracted and concatenated blocks from the M-2010 alignment (with a lower limit of five and no upper limit on block width) that represent most informative alignment regions (evaluation data set E-Blocks) using BAGG (4, 12, 65) . These blocks constitute regions of highest alignment quality/accuracy and account for ϳ63% alignment positions of the main data set. Second, we produced an M-2010 alignment derivative that included only the three capsid proteins (E-Capsid; ϳ51% alignment positions of the main data set). Third, 11 derivatives of the M-2010 alignment differing in respect to selection of viruses and/or proteins were compiled (E-G1 to E-G11). They represent either genus-like clusters or monophyletic sets of clusters (according to the phylogenetic analysis of M-2010) that include all domains conserved in the respective viruses of a data set. Fourth, three derivatives of the M-2010 alignment accounting for picornavirus sequences sampled up to a certain date were derived. The sampling dates used were 2, 4, and 6 years back in time and comprised, respectively, 685 (56% of sequences of the main data set; E-2008), 427 (35%; E-2006), and 181 (15%; E-2004) sequences. Fifth, we compiled two derivatives of the M-2010 alignment in which all protein domains were separately realigned without manual refinement using either the Muscle version 3.52 (21) or ClustalW version 2.0.12 (66) program (E-Muscle and E-Clustal, respectively). For all the evaluation alignments mentioned above PEDs were estimated. Sixth, we calculated pairwise uncorrected distances (PUDs) on the M-2010 alignment (E-PUD). Seventh, we calculated PUDs using all pairwise, genome-wide nucleotide alignments to emulate the PASC approach (E-PASC).
Estimation of pairwise distances. The metric used for classification is a measure of distance assigned to virus pairs, which was calculated based on a multiple-amino-acid alignment of respective virus sequences. To correct for multiple substitutions at the same sequence position, PED values were estimated by applying an maximum likelihood (ML) approach as implemented in the Tree-Puzzle program version 5.2 (57) . The WAG amino acid substitution matrix (68) was used. PED values were compiled for the main and all but two evaluation data sets and analyzed in the same framework outlined below. For E-PUD and E-PASC data sets, PUDs were calculated. We note that any other type of pairwise distance measure could be utilized in the proposed framework as well. Conse- quently and unless otherwise stated, procedures utilizing PEDs that are described below were also applied to PUDs in this study. For brevity, PUDs will be mentioned only in places where the PUD and PED utilizations differ.
The DEmARC approach in a nutshell. We have developed a computational procedure for hierarchical classification of a set of viruses based on their PED values. A hierarchical classification is characterized by two major properties: (i) a number of levels that define the hierarchy and (ii) a number of clusters at each level that group the viruses unambiguously. These two characteristics are addressed by two steps in the developed procedure. At the first stage, the number of and support for levels in the hierarchical classification are determined by locating regions of discontinuity in the frequency distribution of PED values between all possible virus pairs. This is done by partitioning the distribution using a mixture of probability density functions. At the second stage, for each classification level a distance threshold within the respective region of discontinuity is identified. Such a threshold represents an upper limit on intragroup genetic divergence (measured by PEDs) at a level below which a virus pair is classified within the same cluster of that level. In the next two sections, the two stages of the procedure are explained in more detail.
DEmARC stage 1: locating regions of discontinuity in the pairwise distance distribution that define levels of a classification hierarchy. To identify regions of discontinuity in a PED distribution, we fitted a normal mixture model to the data. The fitted mixture model was subsequently used to assign a probability to each unique PED score that it originated from the underlying PED distribution. Consecutive PEDs with sufficiently low probabilities define a candidate region of distance discontinuity. The fitting (see below) was optimized by evaluating different bin sizes. For the M-2010 data set, the fit fluctuated sharply for large bin sizes and gradually converged to a steady state for bin sizes of Ͻ0.03 (Fig. 2 ). We used a bin size of 0.01 in all analyses.
To fit the mixture model, we first determined peaks in the PED distribution as positions with a frequency higher than those of the two adjacent PEDs. The entire PED distribution was then approximated by simultaneously fitting weighted probability densities to all determined peaks as well as to the background (noise). To do so, we utilized an expectation maximization (EM) approach adopted from reference 17 with the following three modifications: (i) normal instead of log-normal distributions were used, (ii) all peak components of the mixture were allowed to have separate variances, and (iii) the background component was modeled via a uniform distribution only. The normal mixture model (M) is defined by
with f k being the probability density function that approximates component k for (k ϭ 1,. . .,K Ϫ 1)-determined peak components and the background component, component weights w 1 ,. . .,w K (such that they sum to 1), and pairwise distance d. The parameters of the distribution functions and the weights are estimated from the data by EM. The deviation of the normal mixture model from the data was assessed using the following formula:
with O i and E i being the observed and estimated frequencies (densities), respectively, of distance values d i , and b being the number of histogram bins. It was compared to the critical value of the chi-square distribution with n Ϫ p Ϫ 1 degrees of freedom at a confidence level of 0.01 for n discrete distances and P ϭ 3 · (K Ϫ 1) ϩ 1 estimated parameters (mean, variance, and weight of each peak component plus weight of the background component). The fit was significant for all data sets (␣ ϭ 0.01).
The goodness-of-fit (GOF) of the mixture model to the data was assessed using the following formula: 
FIG 2
Optimal bin number for the picornavirus-wide pairwise distance distribution. Shown is the 2 goodness-of-fit measure for approximating the picornavirus-wide PED distribution with normal probability densities using different bin sizes. Ten to 1,000 bins were tested, and the measure was normalized to a common scale of (0, 1). In the main analysis, a bin size of 0.01 (gray line) was used, which resulted in a significant fit with a 2 of 7.38 under a critical value of 117.0 with n Ϫ p Ϫ 1 ϭ 155 degrees of freedom, ␣ ϭ 0.01.
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After fitting, a threshold support measure (TSM) was compiled for each (unique) PED value according to the following formula:
with F k being the value of the cumulative distribution function for peak component k. Due to the nature of the normal cumulative function, which has a value of 0.5 at the distribution mean, we introduced the factor 2 to ensure that the TSM theoretically can be 0 at the lowest point. Peaks in the TSM distribution were used to define candidate regions of distance discontinuity, which were ranked according to their TSM values. The top-ranked candidates define the levels of a classification hierarchy. DEmARC stage 2: identification of distance thresholds that delimit level boundaries. At the second stage, we sought to determine a distance threshold for each classification level. To this end, all PEDs inside the respective region of distance discontinuity (between adjacent local minima in the TSM distribution; see above) were probed. For each probed threshold, single linkage clustering (SLC) was applied to group viruses into clusters. According to SLC, each virus is separated from at least one other virus in the cluster by a distance that is below the applied distance threshold. Consequently, some PEDs may exceed the threshold, collectively referred to as violating PEDs. The total extent of such violations across all clusters was summarized to define a cost for the probed distance threshold. This so-called clustering cost (CC) was calculated as follows: for the M-2010 data set. In a first stage (see inset), peaks in the distribution were approximated using a mixture of normal distributions (red curves) together with an estimation of noise (purple horizontal line), with a goodness-of-fit of 0.972 (see Materials and Methods). For discrete distances along the distance range, TSM values (green bins) are shown. This measure is proportional to the probability of a particular distance not to be originated from one of the peak distributions. Consecutive distances with high TSM values provide candidate regions of distance discontinuity which can be used for partitioning the distribution and to infer levels of the hierarchical classification. In a second stage (B to D, top), distance threshold candidates within each region of discontinuity were probed in order to identify the threshold that minimizes the cumulative disagreement, the clustering cost (CC), of the potential clusters to the threshold. The change in the number of inferred clusters during this optimization is shown (B to D, bottom). The PED with the highest TSM score may differ from that with optimal CC (dashed vertical lines and arrows in blue). For the four top-ranked thresholds (including the trivial one at maximum distance), the number of inferred clusters is indicated above the black horizontal bars in A. The bars delimit respective intragroup distance ranges. The pairwise distance scale reflects the estimated number of amino acid substitutions per site on average.
tance threshold value t. The CC is a simplification of the modification cost defined in reference 70, the computation of which turned out to be prohibitively expensive for data set sizes of this study. In the ideal case, when there are no violating PEDs, CC is zero; otherwise, CC is Ͼ0. For each classification level, the optimal threshold among all probed candidates was determined by selecting the one with minimum cost.
Quantification of the quality of clusters. For each cluster of an inferred classification, we quantified its quality as the fraction of intragroup pairwise distances not exceeding the distance threshold of the respective level, to which we refer as cluster quality (cq). A cluster is considered complete if the cq value was 1 and incomplete otherwise (0 Ͻ cq Ͻ 1).
Comparison of classifications. The classification for M-2010 was compared separately to those obtained for each evaluation data set at each inferred classification level. The fraction of matching clusters in the compared classifications was quantified using the following measure, to which we refer as clustering accordance (CA):
with X being the number of common clusters (those with identical virus compositions) in the two classifications, and Y and Z the number of clusters which are unique to the classification for M-2010 and an evaluation data set, respectively. In each comparison, only the subset of viruses common to both data sets was considered. Identical classifications result in CA values of 1; otherwise, CA is Ͻ1. Implementation details. The DEmARC framework was implemented using custom Perl (51) and R (52) 
RESULTS
GENETIC classification of picornaviruses: distance measure, levels, and thresholds. Using an ML approach, PED values were compiled for all pairs of the 1,234 picornavirus sequences in the main alignment data set M-2010 (n, ϳ760,000). These distances are evolutionary based (an evolutionary model is involved in the calculation) and corrected for multiple substitutions at the same sequence position. An effect of this correction is already evident at distances above 0.1 in a steadily growing deviation from the linear relation between PED and PUD distributions calculated for this data set (Fig. 3) . When PUDs approach ϳ0.8, PEDs already reach ϳ2.2, outpacing the former by more than an order of magnitude at this and greater divergence. A PED frequency distribution is multimodal, revealing a number of peaks separated by areas of low frequency in the pairwise distance range of 0 to 2.78 (in units of average number of substitutions per site) (Fig. 4A) . Peaks correspond to dominant distances among various virus pairs, and their heights are affected by virus sampling bias. Consequently, peaks in the distribution should not be discarded solely based on their relatively minor size/height.
By fitting a normal mixture model to the picornavirus PED distribution and calculating TSM values along the PED range (see Materials and Methods), three most strongly supported regions of discontinuity were identified (Fig. 4) . The highest TSM was assigned to the region at the intermediate distance of around 1.2 (TSM of 76.1), followed by the ones at the low distance of 0.43 (39.0) and the intermediate distance of 0.93 (14.2) (Fig. 4A) . The next best region, not considered in this study, had a substantially lower support with a TSM of 6.5. Next, we sought to identify an optimal distance threshold within each of the three regions of discontinuity determined above. To this end, PEDs within a region were probed as potential distance thresholds, and a cost was assigned to each of them using the CC measure (see Materials and Methods). This cost function showed multiple local minima within a region of discontinuity, each following a change in the underlying number of clusters (Fig.  4B to D) . The candidate with the minimal cost was selected as the optimal threshold of a region, although we noted that the cost value of the next best candidate could be only slightly worse. We found that in the three regions of discontinuity the PEDs with optimal CC values do not match those with highest TMS values but rather are located in their vicinity ( Fig. 4B to D ; Table 2 ). The optimal thresholds (in the order from left to right in the PED distribution) and the number of clusters they determine were as follows: 0.37 (38 clusters), 0.905 (16), and 1.161 (11) (Fig. 4B to  D) . By applying these three thresholds to the picornavirus genetic diversity, we derive a hierarchical classification with three levels (species, genus, and supergenus) which we refer to as the "GENETIC classification" (Fig. 4A) (39) .
Consistency and stability of the GENETIC classification. Using the CC and CA measures (see Materials and Methods), we proceeded to evaluate the consistency and stability of the GENETIC classification by analyzing 20 alignment derivatives which were produced by varying the amount and/or diversity of the input data, the alignment construction method, the measure of pairwise similarity, or a combination of two parameters. In many instances, we observed high quality (CC equal or close to zero), while agreement varied considerably (0 Յ CA Յ 1) ( Table 2 ).
In the first evaluation test, we analyzed a possible impact of weakly conserved protein residues on the virus classification. To this end, protein residues that formed ϳ37% of the alignment columns in M-2010 with the lowest conservation scores (4, 12) were removed from the analysis (E-Blocks data set) ( Table 1 ; Fig.  5A ). Compared to M-2010, the E-Blocks classification showed one difference on the species level (CA ϭ 0.925): recently discovered porcine kobuviruses formed a species separate from Bovine kobuvirus. On the genus level, perfect agreement between the two classifications (CA ϭ 1) was observed, while on the supergenus level an expansion of the Cardiovirus/Senecavirus supergenus with cosaviruses was evident (CA ϭ 0.750) ( Tables 2 and 3 ). For both levels at which a disagreement was observed, E-Blocks outranked M-2010 in respect to the classification quality by CC: 0.70 versus 5.54 (species) and 0 versus 0.20 (supergenus), respectively. In the second evaluation test, we analyzed the dependence of the classification on the choice of proteins. We compared results for M-2010 with those obtained for a data set using the three main capsid proteins (1BCD; E-Capsid), which are often regarded as representing picornaviruses. An outstanding support (TSM ϭ 19.3, CC ϭ 0) was observed only for the genus level, while these values for species (5.7, 4.82) and supergenus (5.5, 12.78) levels were considerably worse, and they were on par with the support value (8.7, 7.4) for another level below species ( Fig. 5B ; Table 2 ). The classification produced for E-Capsid differed from the M-2010 classification in a number of aspects and showed the lowest agreement among all PED-based evaluation data sets. On the species level, several clusters from different genera were affected (CA ϭ 0.630). of the main data set (A to E) or a combination of three supergenera (F). PED values were compiled based on alignments covering all cluster-wide conserved domains (Table 1) Hepatovirus and Tremovirus (47) as well as Kobuvirus and saliviruses (43), respectively, were united. At the supergenus level, 9 rather than 11 clusters were identified (CA ϭ 0.667): the supergenus Cardiovirus/Senecavirus was expanded by the inclusion of Erbovirus and cosaviruses (Tables 2 and 3 ).
In the third evaluation test, we analyzed a combined impact of protein selection and sequence diversity on the virus classification. To this end, we scrutinized 11 virus data sets that were formed by viruses representing supergenus clusters according to the M-2010 classification (from E-G1 to E-G9) or monophyletic clades comprising several (super)genera (E-G10, 4 species; E-G11, 12 species) (Table 1; Fig. 6 and 7) . For each of these 11 data sets, all clusterwide conserved domains were included in the respective alignments. E-G1, for instance, includes the same set of entero-and sapeloviruses found in M-2010, but the two data sets differ considerably in terms of protein composition. Species classifications obtained for each of the analyzed evaluation data sets perfectly matched (CA ϭ 1) that of M-2010 (Table 2 ).
In the fourth evaluation test, we analyzed the dependence of the GENETIC classification on sequence sampling by analyzing virus data sets available at three time points in the past Together with M-2010, these data sets encompass a variation in virus sampling in the range of 181 to 1,234 sequences that was analyzed in this study. On the genus and supergenus levels, perfect agreement among classifications for M-2010 and the three evaluation data sets was observed. Naturally, these comparisons involved only a subset of viruses of M-2010 that was available at a specific time point in the past. At the species level, only a single difference was evident: for E-2008, the clusters HRV-C␣ and In the fifth evaluation test, we assessed an impact of alignment construction on the virus classification, using the E-Muscle and E-Clustal evaluation data sets (Table 1 ; Fig. 9A, B) . The GENETIC classification of both evaluation data sets matched that of M-2010 on the genus and supergenus levels and showed a single common deviation at the species level (CA ϭ 0.925), which involved bovine and porcine kobuviruses, a mismatch already observed for E-Blocks (Tables 2 and 3 ).
In the sixth evaluation test, we analyzed the impact of the sole choice of distance measure, PED (M-2010) versus PUD (E-PUD), on the GENETIC classification (Fig. 9C ). The only difference was that the supergenus Cardiovirus/Senecavirus merged with the genus formed by cosaviruses for E-PUD (CA ϭ 0.750) (Tables 2 and 3).
In the seventh evaluation test, we compiled pairwise, genomewide nucleotide alignments to calculate PUDs in order to emulate the PASC application (6), the standard tool at NCBI. A classification for the resulting data set, E-PASC, was derived (Fig. 9D ) by using DEmARC. Its comparison to that of M-2010 reveals most drastic differences. On the species level (CA ϭ 0.762), the E-PASC classification has Human rhinovirus A and HRV-A␤ united, Human rhinovirus C viruses forming a single cluster, and porcine kobuviruses forming a cluster separate from Bovine kobuvirus. On the genus level (CA ϭ 0.684), the avian sapelovirus formed a cluster separate from other sapeloviruses and saliviruses joined with Kobuvirus, which are recognized as a supergenus cluster in the M-2010 classification. Furthermore, the supergenus level was not recovered in the E-PASC classification (CA ϭ 0). Each of the above deviations concerns clusters whose median or extreme PED value is in the immediate vicinity of a threshold in the M-2010 classification (data not shown), indicating that the recovery of such clusters is most sensitive to the choice of key parameters, the default values of which differ between PASC and DEmARC.
Accommodation of virus sampling bias by the GENETIC classification. It is generally acknowledged that the current sampling of the picornavirus diversity is limited and biased (29, 41) . This variation is illustrated spectacularly for viruses of the M-2010 data set: 82% of the least populated species account for only 18% of the viral genomes (Fig. 10A) . The lack of correlation between the sampling size and the cluster completeness of species attests to the tolerance of the GENETIC classification to this variation. The sampling unevenness is also evident when calculating the skewness on the distribution of number of sequences per cluster at each level. (Skewness is a measure of asymmetry of a distribution which is positive or negative when a distribution is right-tailed or lefttailed, respectively, and zero when it is symmetric). It was 2.51 (for species), 2.99 (genera), and 2.32 (supergenera). In contrast, the unevenness of frequency distributions of taxa at higher classification levels-species among genera and genera among supergenera-is progressively diminishing (Fig. 10B and C) .
DISCUSSION
Here we present a quantitative, evolutionary-based framework (DEmARC) for computational partitioning of the genetic diversity of a virus family with the dual goal of revealing its internal structure and building a rational genetics-based virus classification. Applying DEmARC to hundreds of genome sequences of picornaviruses, we produced the GENETIC classification of the family Picornaviridae that was largely tolerant to the choice of virus sampling and alignment construction method, parameters that are of particular importance for taxonomy. In the accompanying paper (see reference 39), we show that this classification closely approximates the expert-based taxonomy of the family, while providing a basis for biological interpretations not available in the current taxonomy framework.
DEmARC framework: choices, novelties, and challenges. Below we discuss choices, novelties and challenges of the DEmARC framework ( Table 4 ) that concern (i) input data, (ii) alignmentbuilding procedure, (iii) measure of genetic divergence, (iv) decision-making in virus clustering, and (v) classification robustness.
(i) Input data. We chose amino acid over nucleotide se- quences, since proteins accept fewer replacements than polynucleotide sequences, which is of particular importance in analyses of RNA viruses, including picornaviruses, due to their extraordinarily high mutation rates (19, 20, 33, 54) . In the picornavirus protein data set, viruses are separated by PEDs that already amount up to 2.8 replacements per position on average in the conserved proteins. We were interested to include as many genome positions as possible in the analysis upon reasoning that the more genome positions, the more authentic an obtained classification. Since many positions contribute to the classification, expanding their number in a data set may moderate or even negate effects caused by across site rate variation due to mutation and local recombination. Technically, the choice is limited to orthologous genes and their products that are known to diverge by vertical descend in the entire data set. In our study, we analyzed all orthologous proteins conserved across all viruses in the data set (29) . They account for ϳ80% of the entire picornavirus proteome for M-2010 and even larger shares in the evaluation data sets E-G1 to E-G11. This approach can be contrasted with a practice to restrict the analysis to single gene/protein, e.g., references 1, 8, and 44; commonly a structural protein is used (see, for example, references 3, 6, 44, 49, 60, and 71). In our study, we observed that the number of clusters in M-2010 compared to E-Capsid was somewhat larger for all three levels (Table 2 ). This observation indicates that phylogenetic signals in the conserved capsid and replicase proteins can produce a cumulative effect, further supporting their combined use in the picornavirus taxonomy (37) .
To produce a GENETIC classification, we typically utilized PED values that are products of an evolutionary inference. In evolutionary analyses involving multiple genes or proteins (like in this study), it is common to evaluate and exclude the contribution of recombination. If a portion of a genome has originated through recombination while another part evolved only by mutation, evolutionary inferences for the combined data set would be biologically misleading. Unfortunately, the scale of recombination in our data set (M-2010) remained uncharacterized, since its size (1,234 sequences, 2,446 alignment positions) is too large to apply available tools for the identification of recombination events (24, 38, 45) . Nevertheless, there are several reasons to believe that recombination was limited and accommodated by the classification. We excluded from our analysis (M-2010) three regions, 5=-UTR, VP4, and 2A, for which interspecies recombination has been reported (55, 62) . Outside these regions, recombination was reported exclusively for closely related viruses of the same species, although few viruses were characterized in this respect (5, 9, 10, 34, 40-42, 53, 55, 62, 63, 72) . These intraspecies recombination events are not expected to be detrimental for our analysis since, following taxonomy, it was not concerned with virus clustering below the species level. Furthermore, the GENETIC classification does recover the ICTV-defined species structure, with most species obeying the family-wide limit on intragroup genetic divergence ( Fig.  10A ) (39) . The latter observation implies that recombination between viruses of M-2010 must be restricted within the species boundaries for genes encoding the most conserved proteins. This notion is further supported by the excellent agreement between classifications obtained for M-2010 and the evaluation data sets (E-G1 and E-G10) representing different subsets of the family ( Table 2) . Such an agreement is not expected if recombination acts across genus boundaries. Based on these observations, we conclude that any interspecies recombination in family-wide conserved proteins, if it had happened, must have been (very) limited and hence does not affect the reliability of the inferred classification.
(ii) Alignment-building procedure. We calculated pairwise distances based on a multiple alignment, which compared to widely used pairwise alignments (1, 2, 6, 16) , is expected to improve the reconstruction accuracy of orthologous relationships of sequence residues (27, 31) . Surprisingly, the choice of method for obtaining a multiple sequence alignment was not as critical as might be expected. The use of either Clustal-or Muscle-based alignments or a manually curated alignment, which were different in the number of gaps and their distribution (Table 1) , had little impact on the GENETIC classification (Table 2 ), a finding which readily permits (automated) reproduction of results.
(iii) Measure of genetic divergence. We made use of a distance measure that is evolutionary based and corrects for multiple substitutions at the same sequence site. It can be calculated with publicly available tools, for instance Tree-Puzzle (57), as used in this study. Indeed, we observed a nonlinear relationship between PUD and PED values (Fig. 3) . As a result, virus pairs that occupy the 2nd half in the PED distribution are found in the last 20% of the distribution of PUDs (Fig. 9C , compare results for M-2010 in Fig. 4 and E-PUD). This relative compression of large distances may result in a relatively lower resolution of distant relationships that could affect the delineation of higher-order taxonomic levels (subfamily for instance) in future analyses of this and other virus families. When PUDs were combined with the use of pairwise nucleotide alignments (E-PASC data set), the supergenus level was already not recoverable (Fig. 9D) .
We note that it would be worth exploring the use of patristic distances instead of PEDs. The patristic distance between two viruses is defined as the amount of substitutions since they shared a common ancestor in evolution, and thus a phylogenetic tree is involved in its calculation. The reconstruction of such a tree in practice, using sophisticated methods (maximum likelihood or Bayesian), however, turned out to be computationally very expensive for the data sets analyzed in this study and hence was not pursued.
(iv) Decision-making in virus clustering. In prior virus classification studies, researchers were commonly concerned with the placement of demarcation criteria by following ranks and taxa already established by the respective ICTV study group. The framework developed in this study operates without following an a priori-defined number of taxonomic ranks, since it seeks to unravel the intrinsic hierarchical structure embodied in the data. This is achieved in a quantitative manner by searching for regions with strongest support for discontinuity in the PED distribution. The selection of these regions controls the number of levels and their hierarchy. We acknowledge, however, that this selection is yet to be placed in a statistical framework. For the picornavirus data set, the three top-ranked regions considerably outranked all other candidates (Fig. 4) , making their selection relatively straightforward. This might not be the case for other virus families with relatively poor virus sampling, and it was observed upon the analysis of E-G5 (Fig. 6E) . Additional research will be necessary to further improve this part of the framework.
The subsequent delineation of a demarcation threshold on in- Virus pairs whose PED does not exceed the species distance threshold are shown as black dots that form 38 species-specific squares along the matrix diagonal; other pairs are in white. Viruses along both coordinates are grouped by species, and species are ordered by descending virus sampling size. Note that no black dots are observed outside the squares, which is expected in classifications by SLC. For the most-populated clusters, their names and the number of sampled sequences are shown. Zoom-ins and quality values (cq) which are Ͻ1 are provided in brackets for three species for which some PEDs (depicted as empty spaces within black squares) exceeded the threshold (incomplete clusters). For all other clusters, the cq value was 1. (B) Shown is a binary square matrix of 38 species that form 16 genus-specific squares along the matrix diagonal. Species pairs from the same genus are in black, others in white. Species along both coordinates are grouped by genus, and genera are ordered by descending species sampling size. All genera are shown as if they were complete, despite the fact that the cluster formed by Enterovirus has a cq of only 0.9998. For the most-populated clusters, their identity and the number of sampled species are indicated. (C) Shown is a binary square matrix of 16 genera that form 11 supergenus-specific squares along the matrix diagonal. Genus pairs from the same supergenus are in black, others in white. Genera along both coordinates are grouped by supergenus, and supergenera are ordered by descending genus sampling size. All supergenera are shown as if they were complete, despite the fact that the cluster formed by Enterovirus/Sapelovirus has a cq of only 0.9975. The number of sampled genera is indicated for the largest cluster.
tragroup genetic divergence at each classification level is done in a fully objective manner by locally restricted cost optimization. The approach seeks to minimize the global disagreement across all clusters at a level. We note that all violations (PEDs exceeding the distance threshold) are weighted equally independent of the size of the respective cluster or the number of other intragroup PEDs that obey the threshold. Future research is needed to scrutinize more sophisticated cost functions and their possible impact on decision-making. Besides, we chose to derive clusters using SLC, which implies that it is sufficient for a virus to be similar enough to a single other virus of a cluster in order to be classified within that cluster. From a biological perspective, this seems to be more meaningful than the opposite approach-complete linkage clustering (CLC)-where no intragroup violations are allowed but clusters may overlap (intergroup divergence below the distance threshold). Nevertheless, we tested the impact of CLC on M-2010 and found that it was small, with only one difference at the species level (clade C rhinoviruses are grouped in two instead of three clusters) and one at the supergenus level (cosaviruses are grouped with Cardiovirus/Senecavirus) (unpublished observation). Most importantly, however, in either case a consistent demarcation criterion is imposed on all clusters of a level regardless of the virus sampling sizes and diversities, parameters which strongly shape decision-making in traditional virus taxonomy. To our knowledge, the threshold identification in DEmARC presents the first application of a rigorous approach to the problem (Table 4) . (v) Classification robustness. One of the grand challenges in developing an objective classification of a virus family is the lack of a positive control that may serve as a gold standard. It could be argued that the expert-based ICTV taxonomy should be used as the ultimate standard, and we do compare the GENETIC classification with the taxonomy of picornaviruses (39) . This comparison is informative and, if experts recognize merits of the GENETIC classification, it could prompt a revision of taxonomy. It is because of the prospect of such a revision that the picornavirus taxonomy may not be regarded as a scientifically valid gold standard for the GENETIC classification. In this context, we may not know how close the GENETIC classification is to its ultimate standard that remains unknown. Consequently, ranking alternative classifications by quality estimates using objective measures like CC remains the most practical way to evaluate the performance of the developed approach. In this study, we selected the M-2010-based classification as the standard using different considerations discussed elsewhere in this paper. However, we noticed that the E-Blocks-based classification outranked the M-2010-based one under the CC criterion at the two levels of hierarchy at which they deviate ( Table 2 ). The observed differences between these two classifications were only few and minor, all involving problematic virus clusters. This situation may change with the expansion of the number of genomes analyzed in the future, and alignments processed with BAGG, e.g., E-Blocks, may prove to be superior to those unprocessed, e.g., M-2010, in virus classification. This development would be in line with the acknowledged positive effect of purging multiple alignments from poorly conserved columns on phylogeny reconstruction (65) . We also note that the E-Blocks-based classification shows considerable support for a fourth level of hierarchy above the supergenus level (Fig. 5A ). This indicates that switching from unprocessed to block-based alignments could be associated with additional largescale consequences for taxonomy.
General conclusions. During the last decade, genome sequences have emerged as the primary and principal characteristic for all known viruses. The flood of genome sequences overwhelmed the traditional decision process designed to classify viruses. We here have introduced a consistent and objective framework that addresses this challenge in a proof-of-principle study using the family Picornaviridae. We thereby follow a parallel development in taxonomic studies of cellular organisms where recent advancements are increasingly brought by the analysis of molecular data, jointly summarized under the label "DNA barcoding" (11, 32) . The produced genome-based partitioning of the picornavirus genetic diversity could assist the ICTV in decisionmaking and be used to improve the connection between virus taxonomy and fundamental and applied research (39) . Technically, DEmARC can be fed with partial genomes, the analysis of which may be valuable for taxonomy or other purposes, although this is yet to be explored. We started to seek benefits of the developed computational framework in analyses of other (RNA) virus families, and the DEmARC-mediated taxonomy of coronaviruses has recently been approved by ICTV (14) .
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Objective
Subjective Subjective a Classifications are indicated as follows: DEmARC M-2010, this study; PASC, the standard tool at NCBI; others, other studies. b It is indicated how thresholds for partitioning of the distance distribution are determined: using either an objective, data-driven approach (objective) or other means, including rough, subjective placement and missing description (subjective).
