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Abstract
The aim of this paper is to present a higher order predictor method for the numerical tracing of implicitly
de&ned curves. This higher order predictor is described based upon the clamped cubic spline interpolation
function using previously computed points on the curve to compute the coe.cients via divided di/erences.
Some applications are made to the numerical integration of closed implicitly de&ned curves. The line integral
is approximated via a Gauss–Legendre quadrature of the interpolating function.
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1. Introduction
Numerical continuation (Path following) methods have long served as useful numerical tools in
modern mathematics. They are techniques for numerically approximating a solution curve c which
is implicitly de&ned by an underdetermined system of equations. There are various objectives for
which the numerical approximation of c can be used.
In the context of numerical continuation methods, one considers curves which are implicitly de&ned
by an underdetermined system of equations
H (u) = 0; (1)
where H :Rn+1 → Rn is a smooth map.
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We shall mean that a map is smooth if it has as many continuous derivatives as the discussion
requires.
Let u0 ∈Rn+1 be a root of H such that the Jacobian matrix H ′(u0) has maximal rank. Then it
follows from the Implicit Function Theorem that the solution set H−1(0) can be locally parametrized
about u0 with respect to some parameter, say s. We thus obtain the solution curve c(s) of the equation
H (u) = 0.
If we take s to be the arclength, we obtain a smooth curve c : I → Rn+1 for some interval I
containing zero, such that for all s∈ I :
(1) c(0) = u0;
(2) H ′(c(s))c:(s) = 0;
(3) ‖c:(s)‖= 1;
(4) det
[
H ′(c(s))
c:(s)∗
]
¿ 0.
Here and in the following, B∗ denotes the Hermitian transpose of B, ‖u‖ the Euclidean norm of
u, H ′ the total derivative (the Jacobian) of H , and c· the derivative of c with respect to arclength.
One of the important concepts which we use hereafter is the tangent vector induced by an
n × (n + 1) matrix with maximal rank. It is denoted by t(A) and is de&ned to be the unique
vector t(A) in Rn+1 that satis&es the following conditions:
(1) At(A) = 0;
(2) ‖t(A)‖= 1;
(3) det
[ A
t(A)∗
]
¿ 0.
Since the solution curve c is characterized by the initial value problem
u· = t(H ′(u)); u(0) = u0; (2)
it is evident that the numerical methods for solving initial value problems could be used to nu-
merically trace c. However, in general this is not an e.cient approach, since it ignores the strong
contractive properties which the curve c has relative to corrector steps in view of the fact that it
satis&es the equation H (u) = 0. In fact, a typical path following method consists of a succession of
two steps:
Predictor step: An approximate step along the curve, usually in the general direction of the tangent
of the curve.
Corrector step: One or more iterative steps for solving H (u) = 0 which bring the predicted point
back to the curve.
It is usual to call such procedures predictor corrector path following methods.
Path following methods usually split into two main categories. The &rst one is to safely follow
the curve as fast as possible, until a certain point is reached. In this category we will get fast results
with less accuracy. The second category is to approximate the entire solution curve with some given
accuracy. Siyyam and Syam [5], considered the &rst category by applying the Euler predictor and
Gauss–Newton–Corrector to trace an implicitly de&ned curve. Modi&ed versions of the trapezoidal
and Romberg rules were used to approximate line integrals over implicitly de&ned curves. The
predictor was only of local order two. So, all of their numerical integration results were of order
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two. One may expect to obtain improved e.ciency by using higher order predictors, especially when
the solution curve needs to be approximated very well at all points.
However, in higher dimensions Newton-type correctors may become expensive and hence in order
to reduce the number of corrector steps and to allow larger predictor steps, it may be advantageous
to use higher order predictors.
One can use the Newton and the Hermite interpolation techniques as a predictor. These techniques
concerned the approximation of a portion of the solution curve by a polynomial. However, the
oscillatory nature of high-degree polynomials and the property that a Juctuation over a small portion
of the curve can induce large Juctuations over the solution curve restricts their use.
Now, assume that A is an n× n strictly diagonally dominant and tridiagonal matrix. Then, A is a
nonsingular matrix which implies that the linear system of n equations and n unknowns Ax= b has
a unique solution. In this case we will use the Crout Factorization Algorithm for tridiagonal linear
system. For more details, see Burden and Faires [3].
Since the Crout factorization algorithm requires only (5n − 4) multiplications and divisions and
(3n− 3) additions and subtractions, we will use it in this paper.
The remainder of this paper is organized as follows. In Section 2, we present the interpolation
higher order predictor and its formulae. We describe the clamped cubic spline interpolation. Also,
we give a general philosophy for monitoring the order and steplength of higher order predictors.
In Section 3, we apply the Gaussian Quadrature to approximate the line integral over an implicitly
de&ned curve. Finally, in Section 4, some of our numerical results are presented.
2. Interpolation higher order predictors
Assume that the points u0; u1; : : : ; um along the solution curve c have already been generated. There
are many ways to generate the &rst m points if u0 is given. One can use multistep methods or Runge–
Kutta methods of high order to be suitable to the order that we use in the interpolation. We cannot
use the Euler predictor, because it is of order two and if we were to loose the accuracy at any point, it
would e/ect the entire result. Assume that the corresponding tangents t0=t(H ′(u0)); : : : ; tm=t(H ′(um))
are computed. For more details how to compute them, see [2] or [1] or [4].
The idea is to use a cubic spline interpolating function pq(h) using the points um; um−1; : : : ; um−q
where q6m, with coe.cients in Rn+1, satisfying pq(0) = um as a predicting function. In this case,
we say that pq(h) has order q. The main issue is to express the interpolating function in terms of
a suitable parameter . Lundberg and Poore [4] showed that the arclength is the ideal parameter
to use. This will give additional complexity of obtaining precise numerical approximations of the
arclength si such that c(si) = ui. For this reason, we use a local parametrization  induced by the
current approximate tangent t ≈ t(H ′(um)), which does not need to be very accurate. We assume the
normalization ‖t‖=1 holds. This local parametrization c() is de&ned as the locally unique solution
of the system
H (u) = 0; t∗(um + t − u) = 0 (3)
for  in some open interval containing zero. It follows that
c(i) = ui; where i = t∗(ui − um): (4)
286 M.I. Syam / Journal of Computational and Applied Mathematics 157 (2003) 283–295
By di/erentiating c() with respect to  and using (3), we obtain
dc()
d
=
c˙(s)
t∗c˙(s)
:
We should mention that we have two di/erent types of derivative for c. The &rst one is the
derivative with respect to the arclength which is denoted by c˙(s). In this paper, we use the &rst
derivative only with respect to the arclength. The second type is the derivative with respect to .
The notation for these derivatives are dc()=d= c′(), c′′(), c(3)(); : : : ; c(m)().
If the tangents ti at the points ui are available for use, we can form the clamped cubic spline
interpolating function pq.
The clamped cubic spline function pq(h) satis&es the following conditions:
(a) pq(h) is a cubic polynomial, denoted by S
q
j (h), on the subinterval [j; j+1] for each j=m− q :
m− 1.
(b) pq(j) = c(j) for each j = m− q : m.
(c) Sqj+1(j+1) = S
q
j (j+1) for each j = m− q : m− 2.
(d) Sq
′
j+1(j+1) = S
q′
j (j+1) for each j = m− q : m− 2.
(e) Sq
′′
j+1(j+1) = S
q′′
j (j+1) for each j = m− q : m− 2.
(f) p′q(m−q) = c′(m−q) and p′q(m) = c′(m).
where i and c[i] are as given in (4) and c′[i] = ti=(t∗ti).
To construct the clamped cubic spline interpolant for c(), the conditions (a)–(f) are applied to
the cubic polynomials
Sqj (h) = aj + bj(h− j) + cj(h− j)2 + dj(h− j)3
for each j = m− q : m− 2. From condition (b), we see that pq(j) = Sqj (j) = c(j) which implies
that
aj = c(j) = uj for each j = m− q : m− 1:
Simple calculations give us the following linear system
Ax = b; (5)
where
A=


2hm−q hm−q 0 · · · · · · 0
hm−q 2(hm−q + hm−q+1) hm−q+1
...
0 hm−q+1 2(hm−q+1 + hm−q+2)
. . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . . . . 0
... hm−2 2(hm−2 + hm−1) hm−1
0 · · · · · · 0 hm−1 2hm−1


;
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b=


3
hm−q
(am−q+1 − am−q)− 3c′(m−q)
3
hm−q+1
(am−q+2 − am−q+1)− 3hm−q (am−q+1 − am−q)
...
3
hm−1
(am − am−1)− 3hm−2 (am−1 − am−2)
3c′(m)− 3hm−1 (am − am−1)


and x =


cm−q
cm−q+1
cm−q+2
...
cm


:
In the linear system (5), hj = j+1 − j, for each j = m− q : m− 1. For more details, see [3].
Since A is strictly diagonally dominant, the linear system (5) has a unique solution for cm−q,
cm−q+1; : : : ; cm. From condition (e), we see that
2cj+1 = 2cj + 6djhj
which implies that
dj =
cj+1 − cj
3hj
for each j = m− q : m− 1:
From condition (c), we have aj+1 = aj + bjhj + cjh2j + djh
3
j which implies that
bj =
aj+1 − aj
hj
− cjhj − djh2j =
aj+1 − aj
hj
− hj
3
(2cj + cj+1)
for each j = m− q : m− 1.
We should note that the linear system (5) is tridiagonal system and A is strictly diagonally
dominant. Thus, we will use the Crout factorization for solving this system.
Now a general philosophy for monitoring the order and steplength of higher order predictors
is presented. To do this, let un be a current point on the solution curve c which can be locally
parametrized via the parameter s, and assume that c(0)= un. For a cubic spline of order q, consider
a polynomial predictor of the form
c(h) ≈ Sqj (h) = uj +
4∑
i=1
ci; jhi; j6 h6 j+1;
ci; j ≈ c
(i)(j)
i!
(6)
which represents an approximation via the Taylor formula. For more details, how can we write
Eq. (6), see [6]. In fact, there are two di/erent ways for obtaining the coe.cients ci; j.
(1) By polynomial interpolation making use of previously calculated points on the curve.
(2) By successive numerical di/erentiation at un.
The former is less expensive to calculate, and it is the approach which will be presented in this
paper.
One way for determining the next steplength and the next order in the predictor is given below.
Let tol¿ 0 be a given tolerance. The term ‖c4; j‖h4 can be viewed as a rough estimate for the
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truncation error of the predictor pq−1(h) in the interval [j; j+1]. Hence, by solving ‖c4; j‖h4 = tol
for h, we get
h(q)j =
(
tol
‖c4; j‖
)1=4
: (7)
Let hq = max{h(q)j : m − q6 j6m − 1}. Choose hq as the steplength for the predictor pq−1(h) in
order to remain within the given tolerance. Due to instabilities of various kinds, we anticipate that
eventually
h2¡h3¡ · · ·¡hl¿ hl+1; (8)
will hold for some l. Thus, the predictor pl−1 with steplength hl is our next choice.
One of the interesting cases for the line integral is the integration over a closed curve. In order
to handle this case for an implicitly de&ned curve, it is necessary to develop a reliable numerical
method for determining when the curve has been completely traversed. Siyyam and Syam [5, p.
4] developed such stopping criteria. We have implemented that stopping criterion along with the
clamped cubic spline higher order predictor and tested many di/erent examples. The results we have
obtained indicate that it works nicely and e.ciently.
In this example we took the maximum degree of any clamped cubic spline interpolating function
to be eight. Moreover, we have calculated the sum of all stepsizes from the steplength control h1,
h2; : : : ; hn−1 where n is the number of points generated along the solution curve until the stopping
criterion is satis&ed, along with the corresponding predictor’s degrees q1, q2; : : : ; qn−1, and we de&ne
Sk to be Sk =
∑k
i=1 hi for k=1 : n−1. We have sketched the graphs of hk against Sk , and the graphs
of qk against Sk for k = 1 : n− 1 for the tolerances 10−6, 10−9, and 10−12, respectively.
In Example (1), we choose a symmetric curve which is an ∞-Shape. If the arclength control (8)
is satis&ed at all points along the solution curve, two conditions must hold.
Condition 1. the graphs of hk against Sk for any tolerance should be symmetric.
Condition 2. the values of qk for k = 1 : n − 1, for any tolerance should be less than or equal the
maximum degree that is given at the beginning of the example.
Example 1. Let H :R2 → R be a smooth map de&ned by
H (x; y) =
√
(x2 − y2 − 1)2 + 4x2y2 − 1:01:
We have implemented the interpolating predictor to trace the solution curve c along with the
steplength control. Figs. 1 and 2 show the solution curve without the stopping point (the point
that passed the initial starting point) and the solution curve with termination at the stopping point.
Figs. 3–5 represent the graphs of hk against Sk for the tolerances 10−6, 10−9, and 10−12, respec-
tively, while Figs. 6–8 represent the graphs of qk against Sk for the tolerances 10−6, 10−9, and
10−12, respectively.
From Figs. 1 and 2, we see that the stopping criterion, which was described in [5], is satis&ed
and works nicely with the clamped cubic spline predictor.
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Fig. 1. The solution curve without the stopping point.
Fig. 2. The solution curve with the stopping point.
Fig. 3. The graph of the stepsize against the sum of all stepsizes for the tolerance 10−6.
Since the graphs in Figs. 3–5 are symmetric, so Condition (1) holds. Also, from Figs. 6–8, all of
the degrees of the predictors are less than 8 which implies that condition (2) holds. Therefore, one
can see that the steplength control (8) is satis&ed at all generated points along the solution curve
until the stopping criterion is satis&ed.
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Fig. 4. The graph of the stepsize against the sum of all stepsizes for the tolerance 10−9.
Fig. 5. The graph of the stepsize against the sum of all stepsizes for the tolerance 10−12.
3. Gaussian quadrature
Siyyam and Syam [5, p. 6] used the modi&ed trapezoidal rule to approximate the line integral
over implicitly de&ned curves. Decent, but not very accurate results were obtained. Here, we will
use another approach to approximate the line integral over an implicitly de&ned curve. The idea of
this approach is to obtain a very close approximation to the curve, using the clamped cubic spline
interpolating predictor, and then performing a highly accurate integration method such as Gaussian
quadrature.
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Fig. 6. The graph of the predictor degree against the sum of all stepsizes for the tolerance 10−6.
Fig. 7. The graph of the predictor degree against the sum of all stepsizes for the tolerance 10−9.
In the previous section, we described the idea of tracing a solution curve c : I → Rn+1 for
some open interval I generated by a smooth map H :Rn+1 → Rn using the clamped cubic spline
interpolating predictor. In this section, we present the idea of approximating the line integral of a
vector &eld function g :Rn+1 → Rn+1 over the implicitly de&ned closed curve c using the Gaussian
quadrature rule.
Let ui be a current point on the solution curve c. Let pi;q(s) be the interpolating polynomial of
degree q. Let ui+1 = pi;q(h) and ci be the portion of the solution curve where ui and ui+1 are the
endpoints. For simplicity, let us denote pi;q(s) by pi(s), where 06 s6 h. Thus, we approximate the
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Fig. 8. The graph of the predictor degree against the sum of all stepsizes for the tolerance 10−12.
parametrization of the portion ci by pi(s), where 06 s6 h. Thus,
∮
ci
gdci =
∫ h
0
g(pi(s))p′i(s) ds=
∫ 1
−1
fi(s) ds (9)
where fi(s) = (h=2)g(pi(hs+ h)=2(p′i(hs+ h)=2).
We should note that the right-hand integral in Eq. (9) is an ordinary integral, i.e.; the function f
is a real valued function. Using the Legendre–Gaussian quadrature, we approximate the right-hand
integral of Eq. (9) by
∫ 1
−1
f(x) dx ≈
k∑
i=1
!if(xi): (10)
We should note that {xi}ki=1 are the roots of the Legendre polynomial of degree k which is
computed via the recursion
L0(x) = 1; L1(x) = x; and Li+1(x) =
2i + 1
i + 1
xLi(x)− ii + 1 Li−1(x) for i¿ 1:
Moreover, {!i}ki=1 are the components of the solution of the linear system A = R where
Ai;j=xi−1j ; Ri =
1− (−1)i
i
for i; j = 1 : k:
By using the same technique and summing over all points along the solution curve c we get an
approximation to the line integral of g over the solution curve c.
We now summarize our technique in this paper by the following Algorithm.
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Algorithm 1:
Step 1: Input u0; u1; : : : ; um % points along the solution curve
t0; t1; : : : ; tm % corresponding tangents
t, tol % initial stepsize, tolerance
Step 2: Use the clamped cubic spline interpolation technique to generate the polynomial Pq.
Step 3: Use the steplength control to &nd hq.
Step 4: Use the Gaussian quadrature to compute an approximate value for the line integral from
the point um to um+1.
Step 5: repeat steps (2)–(4) until the curve is completely traced.
Step 6: Stop.
4. Numerical results
In this section we present two of our numerical experiments and analyze the results we obtain to
show the e.ciency of our approach. In these examples the following notation used:
h: The stepsize used during tracing of the solution curve.
n: The number of points generated along the solution curve until the stopping criterion is
satis&ed.
error: The absolute di/erence between the exact value of the line integral and the approximate
value.
%: The quotient of the approximation error when taking the stepsize to be h divided by the
approximation error when the stepsize is h=2.
Jops: The number of operations needed to approximate the line integral including the number
of operations needed for tracing the solution curve.
tol: The tolerance needed in Eq. (7) to determine the stepsizes and orders of the predictors.
Example 2. Let H :R2 → R be a smooth map de&ned by
H (x; y) =
√
(x2 − y2 − 1)2 + 4x2y2 − 1:04;
and let the integrand g :R2 → R be given by
g(x; y) =∇(x3y2) = (3x2y2; 2x3y):
Then it is known from the fundamental theorem of calculus that the exact value of the line integral
of g over the counter-clockwise implicitly de&ned closed curve c generated from the smooth map H
is zero. We have implemented the clamped cubic spline interpolating predictor to trace the solution
curve c with &xing the stepsize and the degree of the predictor during tracing of the solution curve.
We choose the degree to be 5. We also considered di/erent initial stepsizes, together with the 4-point
Gaussian quadrature to approximate the line integral. Approximation errors of evaluating the line
integral using the Gaussian quadrature rule with the degree 5 are given in Table 1.
As seen from Table 1 the expected values of % are achieved and the results obtained are satisfactory
especially when the stepsize is taken to be su.ciently small.
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Table 1
Gaussian quadrature with &xed stepsize and predictors of order 5
h n error % Jops
0.128 50 7:2345e−05 44234
0.064 102 4:3000e−06 16.8241 86244
0.032 203 2:4420e−07 16.3922 170 012
0.016 404 1:5157e−08 16.1111 283 324
0.008 809 9:4606e−10 16.0212 421 384
0.004 1612 5:9124e−11 16.0013 830 202
0.002 3220 3:6952e−12 16.0001 1 600 242
Table 2
Gaussian quadrature via variable steplength control
tol n error Jops
10−06 58 1:0002e−06 51002
10−09 112 2:1243e−09 92468
10−12 264 1:2591e−12 180 008
10−15 552 3:2841e−14 330 124
One expects to have a decrease in the number of Jops needed to obtain the same accuracy of
approximating the same line integral when a variable steplength control is implemented instead of
&xing the stepsize during tracing the solution curve. Indeed, we have approximated the same line
integral using the clamped cubic spline interpolation predictor along with the steplength control
mentioned above. We took four di/erent tolerances to use in the steplength control to determine the
stepsizes and orders of the predictors. Table 2 represents the approximation errors of evaluating the
last line integral by using Gaussian quadrature rule.
Example 3. Let H = (H1; H2; H3) : R4 → R3 be a smooth map de&ned by
H1(x; y; z; w) = x2 + y2 +
z2
3
+
w2
4
− 1;
H2(x; y; z; w) =
1
200
x2 + sin(y) + sin(z) + sin(w)− 0:006;
H3(x; y; z; w) = x2 − y2 + z2 − w − 1;
and let the integrand g :R4 → R4 be given by
g(x; y; w; z) =∇(3xz2 + 2yw2) = (3z2; 2w2; 6xz; 4yw):
Concerning Tables 3 and 4 we make the following remarks:
(1) The errors obtained are within the assigned tolerance.
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Table 3
Gaussian quadrature with &xed stepsize and predictors of order 5
h n error % Jops
0.128 112 9:8923e−05 312 565
0.064 223 5:8631e−06 16.8721 612 130
0.032 444 3:5915e−07 16.3250 1 240 178
0.016 887 2:2373e−08 16.0528 2 400 053
0.008 1772 1:3977e−09 16.0068 4 721 896
0.004 3543 8:7356e−11 16.0011 9 104 314
0.002 7084 5:4597e−12 16.0001 18 021 728
Table 4
Gaussian quadrature via variable steplength control
tol n error Jops
10−06 76 2:3486e−06 865 084
10−09 210 4:8920e−09 2 229 114
10−12 562 1:4832e−12 6 000 547
10−15 1318 6:7691e−14 16 234 562
(2) The results were improved using less Jops. For example, 1 600 242 Jops were needed to get
within the error 3:6952e−12 using clamped cubic spline interpolating predictors with &xed stepsize
and of degree 5, while 180 008 Jops were needed to get the error 1:2591e−12 using interpolating
predictors with variable steplength and degree.
(3) The results we obtained are satisfactory.
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