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Summary
This thesis presents an autonomous navigation and control solution of a fully cus-
tomized micro aerial vehicle (MAV) in global positioning system (GPS)-denied en-
vironments. To achieve the best integration and efficiency, key modules of the MAV
system have been investigated and optimized iteratively, including mechanical frame,
propulsion system, electrical motor speed controller, flight controller, communication
module, customized sensors, and so on. Starting from the basic working principles,
these modules are developed to be fully functional with light weight, high efficiency and
high reliability properties. In addition, an optical-flow module and a video streaming
module are also incorporated into the whole system for navigation in GPS-denied en-
vironments. Furthermore, a palm-size quad-rotor nano aerial vehicle (NAV) with gross
take-off weight around 40 g is developed for navigation in more confined environments
following the design methodologies of MAV with reduced systems. Subsequently, with
a working platform, a nonlinear model is derived for autonomous control to achieve ro-
bust attitude loop and position loop performance from corresponding sensing feedbacks.
To achieve robust motion estimation, optical flow algorithms have been developed using
both pixel intensity and image feature methods. Pinhole camera is modeled with which
the translational velocities in 3D real world can be calculated from the 2D image flow
information. Moreover, research on monocular vision-based monocular simultaneous
localization and mapping (SLAM) is carried out with software development based on
open-source embedded Linux and Gstreamer. SLAM algorithm has been actualized
running on ROS in GCS. A vision-based target tracking algorithm has been developed
for the MAV and tested in an application of rooftop landing. Vision-aided target search-
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1.1 An Introduction to State-of-art UAV Platforms
With the development of very large scale integrated (VLSI) circuit and microelectrome-
chanical systems (MEMS) technologies, the size and weight of UAVs are no longer lim-
itations at the current stage. To meet different purposes and tasks, researchers around
the globe have developed many UAV platforms in various sizes. In 1997, the Defense
Advanced Research Projects Agency (DARPA) set an official definition for micro aerial
vehicle (MAV), which required the maximum dimension of unmanned aircrafts in any
direction to be no greater than 15 cm and that the gross take-off weight should not ex-
ceed 100 g, with up to 20 g devoted to payload [2]. In 2006-2008, the DARPA’s nano
aerial vehicle (NAV) program sought to develop vehicles of approximately 7.5 cm in
length and 10 g total mass that can fly for 20 min with a range of 1 km [3]. Under the
DARPA’s definition of MAV and NAV, various kinds of platforms come forth with both
of conventional designs and unconventional designs [4, 5, 6, 7].
In the past few decades, main concepts of MAVs focus on the conventional plat-
forms of fixed-wing, rotary-wing including single rotor platforms and multi-rotor plat-
forms and flapping-wing systems. In the recent few decades, many variations of fixed-
wing, rotary-wing, and flapping-wing flight concepts, along with some unconventional
aircraft concepts, passive air vehicle types and their combinations have been explored.
MAVs proposed by various research teams or universities are mainly adopting one of
these three configurations, with each being used for different purposes. Fixed-wing
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aircrafts require higher forward flight speeds and are therefore used in missions that
cover longer distances. Rotary-wing platforms, with its vertical take off and landing
(VTOL) and hovering abilities, are being used in navigating in complex environments
such as indoor, urban canyon and forest. Flapping-wing aircraft, if fully realized, would
boast a maneuverability that is superior to both fixed-wing and rotorcraft designs due
to the high wing loadings. It is, however, yet to reach the same maturity level in their
development as compared to the other platforms.
1.1.1 Fixed-wing Platforms
Among different types of UAVs, fixed-wing is the most developed and the easiest
to design and build compared with other concepts, and it is also the most advanced
and mature UAVs studied by most of the researchers around the world, because well-
established design methods for larger operational fixed-wing UAV could be applied
with some precautions and modified aerodynamic characteristics [8]. Wings of the
fixed-wing platforms are able to provide an additional lift force to counter the gravity
in the air, which cost less energy than the rotary platform. This led the shape design of
fixed-wing platform to satisfy the requirement of aerodynamics to achieve high lift to
drag (L/D) ratio. There are some prototypes existing, while none of these platforms are
within the range of NAV scale proposed by DARPA definition. Two examples are pre-
sented in [9], which are TH360 (see Fig. 1.1(a)) and Black Widow (see Fig. 1.1(b)). The
first one TH360, with total take-off weight of 120 g and wingspan of 45 cm, equipped
with a color video camera that transmits realtime images to the control station. The
second one, Black Widow, which is often referred to, is developed by AeroVironment,
has a wingspan of 15 cm and was claimed to be fully autonomous [10]. This platform
was designed to deliver real-time images via a customized camera and transmitter. Its
avionic system includes a two-axis magnetometer to sense compass heading, pressure
sensors to sense altitude and dynamic pressure, a piezoelectric gyro for angular rate
measurement, a 2 g command uplink receiver, a flight computer which consists of two
microprocessors, and a 0.5 g customized control actuator. A commercial off-the-shelf
(COTS) video transmitter and a tiny camera were installed to transmit the images to the
ground station. With all the components included, the gross take-off wight is less than
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(a) TH360 (b) Black Widow
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C. Fuselage design andpayload's distribution
Major components, including autopilot, that guarantee the
mission functionality are generally enclosed in the fuselage.
The fuselage is now made up of wood board (carbon fiber
stamper will be used in the future) and needs to be constructed
to be robust against exerted stresses from demanding flying
conditions, hard landings, and minor damages, especially when
it is designed without landing gear in order to reduce overall
weight and drag. Of critical importance in the process of the
fuselage fabrication is retaining its symmetry to avoid sideslip,
an accurate shape of upper edge for keeping the wing's airfoil,
and a streamline shell for minimizing fuselage's drag. In the
specific cross sections of the fuselage, wooden transverses with
different sizes of isosceles trapezium are installed, as showed in
Fig. 2, which are used for forming the fuselage's shape and




Figure 2 The fuselage structure configurated by 4 isosceles trapeziums.
The flight test has proved that the control of the
longitudinal and lateral movements via manipulating left and
right ailerons would weaken MAV's maneuverabil ty and
controllability because of the small and flexible wing. In order
to improve the maneuverability, we utilize an elevator to
control longitudinal movement and a rudder to control lateral
movement. A large vertical tail can improve rolling dynamic
performances, but then the MAV maybe easily disturbed by
crosswind if the area of the tail is too large. Therefore a
tradeoff between the shape and area should be determined
through a calculation and flight tests with specific M\AVs.
Furthermore the payload's distribution in the fuselage
mainly affects the position of Center of Gravity (CG, which is
crucial for longitudinal stability. To achieve a stable flight, the
CG generally needs to be in the front of the Aerodynamic
Center (AC), otherwise it would result in a nose-up attitude and
make hard the longitudinal control of the airplane, or in the
worst case make the M\AV fall. The mass distribution is shown
in Table II.
III. AERO DYNAMICS AND WIND TEST
To understand the aerodynamics of the flexible wing and
establish a mathematic model for the M\AV, low Reynolds
wind tunnel experiments are performed. The established model
can be used for flight simulation and control design of the
MAV. The comparing experiments by using a rigid thin wing
at the same size and shape are also performed for highlighting
the distinct aerodynamic advantages of the flexible wing. Fig. 3
shows the flexible wing and rigid wing used in experiments.
The wind tunnel test is conducted in a low speed wind
tunnel with a steady wind speed in the range of 5m/s - 20m/s.
A six-component (three forces and three moments), sting
balance are used for measuring aerodynamic forces (lift, drag,
side) and moments (roll, pitch, and yaw). Fig.4 illustrates the
experiment set-up of a rigid wing MAV installed in the wind
tunnel. The same set-up is used for testing the flexible wing
MAV. The sting balance is attached to a pitch-adjustable arm
wh ch is us d to se model AOA (angle of attack).
Figure 3 The flexible wing (upper) and the rigid wing (below) with the same
shape and the same size. Rigid wing is made by hard wood, strengthened by
rib, and with a thickness of 1.5mm.
The results of the experiments, as shown in Fig.5, indicate
that the flexible wing usually has a larger angle of stall, as well
as has a larger maximum lift coefficient [6]. In this
experimental model, for a given AOA, the lift coefficient of the
flexible wing is slightly larger than that of its rigid counterpart.
This is thought to be a function of two competing factors. The
passive deformation along the trailing edge of a flexible wing,
termed as "adaptive washout," decreases the local angle of
attack along the wing, and thus enlarges the angle of stall.
However, the deformation by lift load takes the hinge up while
the elevator join stops the elevator from following up.
Contrarily, elevator is slightly down, pretty much like the flap
which is usually attached to an airplane wing's trailing edge to
increase lift or drag. The camber of a flexible wing increases
with wing deformation, which increases lift as well as drag. So
the lift-drag ratio of the flexible wing varies in a complex way,
as shown in Fig. 6. At smaller AOA, the lift-drag ratio of the
flexible wing is larger than that of the rigid one. At larger
AOA, as drag increases more quickly than the lift growth, the
lift-drag ratio of the flexible wing becomes smaller than the
rigid one.
Figure 4, The rigid wing is mounted in. a Low Reynolds wing tunnel with
balance and pilot tube. Elevator is connectting with servo
The slope of the lift curve as seen in Fig. 5, which is an
important factor [1] associated with the wing's capability to
handle vertical gusts (or similar environmental disturbances), is
found to be lower for the flexible wing. This is an indication of
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(d) Flexible Wing
Figure 1.1: Small caled fixed-wing platforms
80 g and flight duration is up to 30 min.
One of the reformative fixed-wing platforms is the delta-wing [11], which is named
for its similarity in shape to the Greek uppercase letter ∆. In [12], a delta-wing MAV
developed by Ghent University, has a wingspan of 40 cm, an aspect ration of 1.8 and
a total weight of 252 g including sensors, actuators and communication systems (see
Fig. 1.1(c)). The sensor system incorporates gyroscope, accelerometer, pressure sen-
sor and global positioning system (GPS). The main processor is MMC2004 micro-
controller, with a PIC16F628A as the microchip of pulse position modulation (PPM)
generator. Comp r d with the above-mentioned rigid fixed-wing platforms (see Fig. 1.1(d)),
the work done by Tsinghua University [13], presents an electrically powered MAV with
a flexible wing integrated with onboard electronics. The kind of design is claimed to
be adaptive to windy condition and designed to integrate with electrical circuit within
the flexible wing. Due to the characteristics of fixed-wing platforms, the versatility of
the designs does not break its own limitations, as it is unable to hover and perform
VTOL behaviors, confining its capability in indoor environment or cluttered outdoor
environment such as forest and urban environment full of building and other obstacles.
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(a) Conventional helicopter (b) Ducted coaxial (c) Conventional
coaxial
(d) Rotors side by side
(e) Synchropter (f) Conventional tandem (g) Quad-rotor
Figure 1.2: Graphic representation of rotary-wing configurations [1]
1.1.2 Rotary-wing Platforms
The second type of the MAV platforms is rotary-wing system, which basically has the
capabilities of flying at high speeds, hovering and executing VTOL. These features
make the rotary-wing platform ideal for guidance and navigation, short-range recon-
naissance, search and rescue in indoor and outdoor cluttered environment, such as ur-
ban canyon, forest, and hostile building and normal office rooms. However, this kind of
platforms need extra propellers to provide lift force to counter gravity (compared with
the fixed-wing platform that uses fuselage to create lift) and endurance becomes a bot-
tle neck for rotary-wings. With different numbers and ways of topologies of propellers,
there are various branches of rotary-wing platform (see Fig. 1.2).
A large amount of research works focusing on the design and optimization of rotary-
wing platform have been reported in the literatures. In 2004, a prototype of small ducted
coaxial UAV (see Fig. 1.2(b)) was developed by Epson with a wingspan of 136 mm and
gross take-off weight of 12.3 g [14]. Another similar example is shown in [15] with a
total weight of 110 g and 10 min flight endurance (see Fig. 1.3(a)).
An improved version of relative long endurance and light-weight conventional sin-
gle rotor helicopter, codenamed Black Hornet (or PD100) is developed by Proxdynam-
ics [16]. It weighs 18 g with a rotor span of 120 mm, is able to perform maximum 5 m/s
velocity and endurance up to 25 min. The helicopter is equipped with an onboard 3-axis
steerable camera to stream real-time video to ground station. This platform is one of
4
Figure 3: MICOR Prototype.
Parameter WES-Technik∗ WES-Technik MicroMo
DC 6-8.5 DC 5-2.4 DC 1717
Rated Voltage (V) 6 5 3
No Load Speed (rpm) 25200 21000 12600
Stall Torque (g-cm) 131 44.8 39.7
Maximum Output Power (W) 8.52 2.42 1.41
Maximum Efficiency (%) 77.3 75.3 66
Weight (g) 17 10 17
∗Motor Chosen for MICOR
Table 2: Motor Performance Comparison.
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(a) Coaxial MAV plat-
form
(b) T-REX conventional helicopter
(c) Black Hornet PD100 (d) Quad-rotor helicopter
Figure 1.3: Some models of conventional rotary-wing platforms
the most integrated MAV platforms on the commercial market, which is also the state-
of-art. Comparatively, a relative larger platform T-REX250 [17] developed by ALIGN
Corporation is a good example of a conventional configuration rotary MAV. It is an
electrically powered UAV with rotor diameter less than 50 cm and total weight around
340 g.
Despite the fact that single rotor helicopters and conventional coaxial helicopters
have high thrust-to-weight ratio and long endurance compared with multi-rotor plat-
form and high agility compared with the fixed-wing type, the difficulties lying in the
mechanical design make them hard to reproduce and scale down without professional
manufacturing methods. As such, a lot of researchers have recently made their effort
in developing and controlling multi-rotor platforms. The simplicity in constructing,
modeling and control of multi-rotor platforms serves as a test-bench for the high-level
guidance and navigation algorithms. Based on the number of rotors, the position of
the rotors, as well as the flight direction, there are various mutations of multirotors for
different applications. The most common one is quad-rotor and the control principle
for quad-rotor is simple and straightforward as described in [18, 19]. Mellinger and
his collaborators from GRASP lab have been working on the formation flight of quad-
rotor MAVs weighing 60 g each, and have achieved impressive results [20]. From the
5
Figure 1.4: Common configuration of multirotor helicopters
perspectives of the platform approaches, rotary-wing platforms, especially in the form
of quad-rotor, have the advantages on maneuverability and mechanical feasibility for
navigation in cluttered environment.
1.1.3 Flapping-wing Platforms
Being inspired by the bird and insects, many studies are conducted to develop MAV
by adopting the natural flapping-wing mechanism platform in the recent few years.
Fig. 1.5(a) shows a picture of the flapping-wing platform. In 2007, a 3 cm size flapping-
wing MAV was developed by Harvard University, biologically mimicking the Dipteran
insects [21]. Another successful example would be the Nano Hummingbird MAV de-
veloped by AeroVironment, which is claimed to be the smallest self-powered flapping-
wing platform [22]. It weighs 19 g including a power supply last up to 8 min flying
time, with a wingspan of 16.5 cm, shown in Fig. 1.5(b). Another famous example is the
DelFly MAV, which only weighs 3 g and has a size of 10 cm from wing tip to tip. The
DelFly is claimed to be the smallest flying ornithopter carrying on the platform, shown
in Fig. 1.5(c).
The flapping-wing platform is able to hover, VTOL and to fly in forward and lateral
direction under remote control. Unfortunately, there are no mature developments of
autonomous flapping-wing platforms due to the sophisticated flapping mechanism and
wing structure aerodynamics.
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(a) Flapping wing (b) Hummingbird (c) DelFly
Figure 1.5: Flapping wing MAV platform
1.1.4 Unconventional MAVs
There are also various unconventional platforms as well as the mutations from the con-
ventional platforms. For the first case, one of the most innovative platforms is the
ducted-fan platform. This kind of platform has quite a lot of advantages compared with
the conventional platforms. By reducing the propeller blade tip losses, the ducted fan is
more efficient in producing thrust than a conventional propeller, especially at low speed
and high static thrust level. Fins are the necessary design to lead the air flow below the
fan to function as control surfaces in the conventional fixed-wing platforms. Fig. 1.6(a)
shows the ducted fan platform. In [23], a 150 g ducted-fan platform was developed by
University of Bologna. This platform requires extra fins to control its attitudes, resulting
in a large take-off weight.
Another creative unconventional platform is the ‘Samarai’, which is inspired by the
maple seed. One example of such MAV platforms is developed by Lockheed Martin
Advanced Technology Laboratories, where a concept design of a NAV platform mim-
icking the maple seed with less than 10 g total weight and 7.5 cm in length is described
in [24], shown in Fig. 1.6(b).
An innovative idea, cyclocopter, is an aircraft design that uses cycloidal rotors which
consist of airfoils rotating around a horizontal axis for both lift and thrust. The cycloidal
propulsion system is composed of two or more blades that rotate around an axis parallel
to the blades [25]. They are capable of VTOL and hovering like a helicopter. The
methodology of developing such a cyclocopter is proposed by a research group from
Seoul National University in 2007 [26] (see Fig. 1.6(c)).
To date, there is no such a conventional UAV system that is able to achieve full





(c) Cyclocopter (d) Tail-sitter
Figure 1.6: Unconventional MAV platforms
to execute tasks which are far away from the base. As such, to fulfill the need for
these goals, the tail-sitter platform (see Fig. 1.6(d)) is created, which is a type of VTOL
aircraft that takes off and lands on its tail, then tilts horizontally for forward flight.
Several researchers have some preliminary works on the tail-sitter platform with the
control philosophies [27] and the energy cost minimization on its transition between
two flight phases [28].
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1.2 An Introduction to UAV Sensing Technologies
1.2.1 Inertia Sensors
UAV is the kind of robot that can perform 6 degree-of-freedom (DoF) movement, which
are x-, y-, z-axis translational and rotational. A fundamental task is to stabilize a UAV
to make it hover in the air, followed by position control or waypoint tracking and other
high-level intelligent tasks. Normally, the attitude level control is called UAV inner-loop
control, which is not self-stable in majority of the platforms (including quad-rotor). The
reason that the inner-loop needs to be autonomously controlled is its high speed dynam-
ics fast enough and far beyond human’s reaction. The inner-loop control is achieved by
a high-frequency loop that takes in feedback from sensors above 200 Hz (this case is
solely for quad-rotor MAV). The overall system is also called an attitude and head-
ing reference system (AHRS), sometimes, this system also includes a barometer as the
height state feedback. In the recent decades, these sensors evolute from very large me-
chanical configuration to MEMS technology into a single chip. Some companies even
integrate the whole system (incl. sensors and processors) into system on chip (SoC).
Fig. 1.7 gives some commonly used inertial measurement unit (IMU)/AHRS systems
on UAVs from low accuracy to high accuracy.
1.2.2 Range-only Sensors
Range-only sensors only provide range information to a single point within a certain
view angle. These sensors are widely used for all kinds of robots for distance measure-
ment and obstacle detection. Fig. 1.8 gives some frequently used range-only sensors.
Table. 1.1 gives the pros and cons for range-only sensors of different working princi-
(a) ArduIMU (b) VectorNAV VN300 (c) SBG Ellipse-N
Figure 1.7: COTS IMU/AHRS module
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ples. The last one uses infrared time of flight (ToF) principle to detect the distance up
to 14 m.
(a) Ultrasonic (b) Infrared triangula-
tion
(c) Laser (d) Infrared ToF sensor
Figure 1.8: Sensors involved in guidance and navigation
Table 1.1: Comparisons of different range finders
Descriptions Ultrasonic Infrared Triangulation Laser Beam Infrared ToF
Updating Frequency Low Low High High
Range Short Short Long Long
Weight Light Light Heavy Light
Size Small Small Large Small
Outdoor Scenario Yes No Yes No
1.2.3 Bearing-only Sensors
Some kinds of sensors only provide bearing information without range reference to
the point, e.g. cameras. Recently, cameras are widely used for robotics guidance and
navigation, since they are ultralight and compact in size and able to provide much more
information including depth using current image processing algorithm. Fig. 1.9 shows
commonly used cameras including monocular, stereo and red blue green-depth (RGB-
D) cameras, each of which is a research topic.
(a) Monocular camera (b) Stereo camera (c) 360° camera
Figure 1.9: Bearing-only sensors
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(a) 2D Laser Scanner (b) 3D Laser Scanner (c) RGBD Camera
Figure 1.10: Range-bearing sensors
1.2.4 Range-bearing Sensors
Sensors providing bearing and range information are range-bearing sensors which give
depth information of a certain view angle within a plane, i.e. 2-dimensional (2D) laser
scanner (Fig. 1.10(a)), or 3-dimensional (3D) depth information i.e. 3D laser scanner
(Fig.1.10(b)). An RGB-D camera can obtain both of the red green and blue (RGB) im-
ages and depth information of the pixels. These kinds of sensors are powerful compared
with range or bearing only sensors, however their weight and size are also limitations
for implementation on small scaled vehicles.
1.2.5 Global Position Sensors
As we all know that some sensor systems can provide global position information such
as GPS and differential global positioning system (DGPS), which can locate a certain
target within error range of 2 m for GPS and 15 cm for DGPS. Since no GPS signal
is available in indoor environments, Vicon system is capable to provide global position
and heading information within a limited area1. This system uses several infrared cam-
eras to detect the markers mounted on a rigid body, and triangulates the positions of
markers so as to detect the movement of the rigid body. The accuracy of the system
is able to reach millimeter level. Other than Vicon and GPS, there is a relatively new
technology named ultrawide-band (UWB) positioning system.
1Info from: http://www.vicon.com/
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(a) GPS antenna (b) Vicon camera (c) UWB system
Figure 1.11: Global position sensors
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1.3 An Introduction to UAV Navigation Techniques
1.3.1 Indoor and Outdoor Scenarios
In the past few decades, MAVs have applications in various fields as military, agri-
culture, national defense, mining, surveying and charting. MAVs are used as tools to
obtain data using different sensors for those professionals. Recent applications related
to autonomous guidance and navigation include the modern air-force, civilian disaster
management, homeland security, forest search, indoor surveillance and spying and so
on [29]. Despite diverse purposes for MAV systems, the scenarios for MAV testing and
practicing are almost the same. Among the literatures, most of the indoor and outdoor
scenes can be classified into several categories:
1. Simple one-storey indoor environment (see Fig. 1.12(a)). Most of the MAV in-
door navigation experiments are first conducted in the scenario within this cate-
gory. The kind of this indoor environment consists of ground, ceilings and walls,
as well as doors and windows for MAV to go through. There are no complicated
structures on the ground or walls and generally obstacle-free or not rich.
2. Obstacle-rich one-storey indoor environment (see Fig. 1.12(b)). This is more
complicated than the first category, with more obstacles in the room and more
structures. This kind of environment closely follows the normal rooms like of-
fices. Navigation in such environments requires the MAVs have more accurate
sensors and processing power to know its own location in the global environment
as well as the overall map of the area.
3. Obstacle-rich multi-storey indoor environment (see Fig. 1.12(c)). This is the most
complicated indoor environment for current MAV applications. As this kind of
environment requires the MAV to sense the surrounding in 2D or 3D. A fully
autonomous navigation scheme of MAV needs the system search for the staircase
and climb the staircase to higher levels. Sophisticated realtime processing includ-
ing mapping, localization, planning and control given the limited hardware was
developed in [30], presenting an MAV performing realtime autonomous naviga-
tion in multi-floor indoor environment. This is a system developed by University
13
of Pennsylvania, with sensor information fused from laser range finder, camera
and IMU.
4. Outdoor open area (see Fig. 1.12(d)). Majority of current MAV technologies
perform outdoor autonomous flight and way-point tracking in outdoor open area.
GPS signal is not blocked in the open outdoor area, by which the MAV systems
are aware of the current locations, velocity, and height [31].
5. Urban canyons (see Fig. 1.12(e)). Surveillance, monitoring system and intelli-
gent transportation are possible applications for intelligent systems in outdoor
canyon environment. Features of this kind of scene provide a certain type of fea-
tures: blocks of building, horizontal and vertical roads. The feature extraction
also serves as solution for navigation and obstacle avoidance in urban canyon
environment [32].
6. Forest environment (see Fig. 1.12(f)). Similarly, the forest is also an environment
full of obstacles and it is GPS-less as the urban canyons, and is more challenging
as features are not so regularly distributed. Ground robots have been tested in
the foliage environments in [33, 34], reporting a car equipped with a laser range
finder driving through Victoria Park in Sydney, Australia.
7. Outdoor environment with complicated terrain (see Fig. 1.12(g)). Variety and
diversity are the most uncertain and unpredicted feathers of this kind of environ-
ment. It is indispensable for the UAV to be equipped with 3D sensors to sense 3D
environment and to avoid obstacles from upper and lower side.
1.3.2 Indoor Navigation Techniques
Autonomous flight for UAVs in indoor environment can be mainly divided into three
levels with respect to its autonomy level:
• Obstacle avoidance. In this autonomy level, MAVs are only able to sense the ob-
stacles they are flying close to with limited sensors which are restricted to detect
a single point distance. Ultrasonic range finders and infrared distance sensors are
two typical examples applied in such scenarios.
14
(a) Indoor Environment 1 (b) Indoor Environment 2 (c) Indoor Environment
3
(d) Outdoor 1 (e) Outdoor 2 (f) Outdoor 3 (g) Outdoor 4
Figure 1.12: Indoor and outdoor scenarios
• Localization in known map. Given a known global map, the MAV is aware of
its current location and given a target position, a reasonable path is able to be
generated. However, within this autonomy level, the MAV system is not capable
of handling uncertainties.
• SLAM. SLAM is with the highest autonomy level that UAV is fully autonomous
in an unknown environment with capacity of acquiring knowledge of its global
position and map its surroundings. Real-time path planning is also required to
update the optimal path to the target point.
Obstacle Avoidance
Obstacle avoidance is one of the key issues to successful applications of mobile robots,
ranging from primitive algorithms that detect an obstacle and stop the robot. Most of
the early research on obstacle avoidance is based on single point distance measurement
sensors like ultrasonic range finders [35, 36] (see Fig. 1.8(a)) and infrared sensors (see
Fig. 1.8(b)).
Simple obstacle avoidance does not require the MAV to sense its current location
in the map, but to avoid collision for random flight or semi-autonomous flight. Such
tasks can be achieved with arrays of the single point distance sensor facing six direc-
tions. In [37], “Bug” algorithm was developed to avoid obstacles by following their
boundaries at close range. Such kind of planner is more concerned with global conver-
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gence than the optimality of the overall path [38]. In [39], “Tangent Bug” algorithm
was developed to navigate a two DoF mobile robot in a completely unknown environ-
ment. The algorithm was claimed to be specially designed for range sensors to compute
a locally shortest path based on a novel structure termed the local tangent graph (LTG).
The result was claimed to perform better than the classical “Bug” algorithm on their
simulation platform.
Known Environment Localization
Navigation in a known environment is more on path planning method instead of sensor
based navigation [40, 41]. With a fixed known map, where no random obstacles appear
without priori knowledge, paths are able to be planned with some techniques. Potential
field methods [42] are relatively early and mature algorithms for known environment
path-planning and navigation, which envisions every obstacle as exerting a repelling
force on an effector and the goal exerting an attractive force. Several authors have
mentioned the problem [43] that formulation of potential fields for path construction
does not preclude the spontaneous creation of local minima other than the goal, which
may cause the robot fall into local minima.
Indoor SLAM
Indoor SLAM is a navigation technique in unknown environment with the highest au-
tonomy level, where sensors and processors are the most critical. In [30], SLAM
and MAV control were done with onboard processors and sensors without external
infrastructure, communication and human interaction. A scanning laser range sensor
retrofitted with mirrors for beam redirection to the floor and ceiling serves as a primary
source of information for position and yaw estimation. Since the onboard processing
power is limited, they used a simplified occupancy grid-based incremental SLAM al-
gorithm instead of computationally intensive algorithm like feature-based methods [44]
and particle filter based grid map [45].
In the work [46], a 3D model of the environment is created with a mono-camera 2D
image and then path planning is performed on the MAV platform. The author divided
the indoor environment into several typical types and assume some common cues for
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each perspective environment. As in a corridor, the ends of the corridor are regarded
as the vanishing points in images, while for the case of staircase, the horizontal lines
from the staircase can be detected with Canny edge detector and acquired based on line
segments with probabilistic Hough transform. The computation load is offboard for this
work.
In [47], an approach using camera images as primary sensor data for estimating the
distance of surrounding obstacles is presented. A wide angle lens is mounted on the
camera pointing downwards, providing height to the ground. Optical flow is caused by
the MAV translation and rotation, obtained from two adjacent images. Similar tech-
niques are utilized in the application of MAV such as [48, 49].
Most of the feature-based motion estimation methods are computationally inten-
sive, requiring large work station with high processing power and parallel processing
if ideal results are needed. This is still bottleneck for the current MAV technologies,
for which high computational power means large weight and payload. A solution to
the problem is to downlink the video to ground station, where main image processing
algorithm are running and then uplink the control signals to the MAV. This brings an ac-
ceptable latency if the wireless network bandwidth is enough for the transmission. The
work [50] presents a method of estimating camera pose in an unknown environment by
SLAM algorithm with a hand-held camera. The algorithm splits tracking and mapping
into two separate tasks processed in parallel threads on a dual-core computer, which is
the Parallel Tracking and Mapping method (PTAM). Another work done by Imperial
College London [51] presents a new algorithm, Dense Tracking and Mapping (DTAM),
creating a dense 3D surface model and immediately uses it for dense camera tracking
via whole image registration.
1.3.3 Outdoor Navigation Techniques
We would like to investigate two basic scenarios for outdoor navigation:
• GPS-based navigation method. Different with the indoor environment, where
GPS signal is not possible, the normal guidance and navigation method for UAV
is based on GPS.
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• GPS-denied environment guidance and navigation. The navigation of mobile
robotic platforms in GPS-denied outdoor environments has been intensively stud-
ied in the recent research community. Forests and urban canyons (see Fig. 1.12(e)
and Fig. 1.12(f)) are typical instances of this kind of environment. The bottle-
neck limiting its application is the sensing technologies and processing power for
onboard modules. Vision-aided SLAM is one of the most attractive techniques
due to its induced rich information and the light weight of the camera systems,
while most of the image processing algorithms with the feature extraction for
visual odometry is computationally intensive which requires more powerful pro-
cessor used conjunction with digital signal processing (DSP) modules and field
programmable gate array (FPGA) modules.
GPS-based Navigation
GPS is a space-based satellite navigation system that provides location and time in-
formation in all weather conditions, anywhere on or near the Earth where there is an
unobstructed line of sight to four or more GPS satellites. The GPS signal suffers from
the fact that the signal accuracy is questionable, as GPS signal degradation occurs from
signal shading as the UAV traverses close to natural features or buildings. Research
works [31, 52, 53] fusing IMU measurements with GPS information for navigation
with “dead-reckoning” method when GPS signal is unavailable, while the solution can
hardly be applied to real cases due to IMU drifting errors.
DGPS is an enhancement to Global Positioning System that provides improved lo-
cation accuracy, from the 15 m nominal GPS accuracy to about 10 cm in the case of the
best implementations. DGPS uses a network of fixed, ground-based reference stations
to broadcast the difference between the positions indicated by the satellite systems and
the known fixed positions. From this principle, DGPS is able to provide more accurate
measurement for MAV for better position estimation. In [54], outdoor navigation with
data fusion from DGPS and visual odometry is presented on a ground mobile robot. It is
reported that the DGPS signal is also vulnerable to be affected when there are buildings
or natural features alongside the ground station.
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GPS-less Navigation
In GPS-denied environments, the techniques for navigation are like the indoor scenes,
except the fact that there is no global map and the range of obstacles are uncertain.
Urban canyons (Fig. 1.12(e)) and forests (Fig. 1.12(f)) are two typical scenarios in this
type. For the GPS-denied environment, long-range laser scanner, 3D laser scanner,
long-baseline stereo camera and RGB-D camera are possible choices for navigation
sensors. A vision-aided technique proposed by University of South California (USC)
robotics lab in 2005 shows the capability of combining optical-flow and stereovision
in urban canyon navigation [32]. Optic flow from a pair of sideways-looking cameras
is used to stay centered in a canyon and initiate turns at junctions, while stereo vision
from a forward-facing stereo head is used to avoid obstacles to the front. In [55] done by
National University of Singapore (NUS) UAV team, a navigation methodology in forest
was proposed to detect tree trunks extracted from data collected by the laser scanner
based on a group of geometric descriptors. The measurements are then fused with the
acceleration of the IMU through a designed Kalman filter. GraphSLAM techniques
were also adopted to formulate all the poses and measurements in a nonlinear least
squares problem. The NUS UAV team has already tested the algorithm on the real
platform in a random forest environment.
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1.4 Contribution of the Thesis
In this chapter, current research works regarding with MAV platforms, sensing tech-
nologies as well as navigation techniques are surveyed and investigated. Different kinds
of MAV platforms are reviewed from the perspectives of aerodynamic working prin-
ciple, size and weight factors, wing and rotor topology and configurations, as well as
some innovative platforms. Further, the state-of-art sensor technologies are investigated
by the categories of range-only, bearing-only, bearing-range sensors as well as global
positioning systems. The sensors serve as the eye of UAV to provide ego-motion as
well as environmental information. With the information, advanced navigation tech-
niques with obstacle avoidance and SLAM can be further proposed and realized, which
were reviewed in the last section.
Main contributions of this thesis can be also categorized into three corresponding
topics. They are namely MAV platform customization and integration, ego-motion es-
timation based on visual odometry as well as navigation techniques for indoor and out-
door applications. Each topic is covered in detail in a single chapter.
Chapter 2 describes the work of platform development and system integration. The
main contribution is the systematic methodology to customize a MAV platform in or-
der to solve a specific task in a pre-defined or a general environment. Such a fully
customized system needs to incorporate the mechanical system, propulsion system,
avionics and onboard electronics, communication system, sensing system and high level
computer together and at the same time it should fulfill the task requirements.
Chapter 3 studies the mathematical model of the multi-rotor MAV, where a nonlin-
ear model is derived and a linearized model is proposed for controller implementation.
Main contribution lies in the controller implemented where the attitude stabilization
is achieved with small overshoot and quick response. A cascade controller design to
tackle with the position tracking loop as the outer loop to make the MAV track pre-
defined paths is proposed.
Chapter 4 conducted the research of ego-motion estimation based on an optical flow
module. For the existing research and COTS products, self-motion estimation is applied
to the MAV with relatively large payload and computational power. As a comparison,
the main contribution of this module is the minimization of the optical flow module that
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is even able to utilized on NAVs. Acceptable tracking results were shown at the end of
the chapter.
Chapter 5 improves the autonomy level of the customized MAV with the visual
SLAM capability off-board. Based on some open source SLAM algorithm, visual
SLAM computation is enabled on the ground control station (GCS) with robot oper-
ating system (ROS). The main contribution of this part is the minimized onboard digital
video streamer as a sensor wireless connected to GCS for processing based on visual
features with PTAM framework.
Chapter 6 verifies some of the control and vision algorithms with a specific outdoor
task. The contributions of this part give the practical solution of vision-aided outdoor
GPS navigation. The last chapter concludes the work done and proposes the possible




MAV Platform and Hardware
Systems
In this chapter, a detailed description on the methodology of constructing a fully cus-
tomized quad-rotor helicopter is included. MAV platform is selected from candidates
with various principles and configurations in the first section, followed by an overall
mechanical design and simulation is displayed. Then the actuation system is described
with selection of motor and blades based on the analysis of thrust, torque and efficiency,
with experimental results shown to demonstrate the design. Section 2.3 discusses the
electrical controller design of brushless direct current (BLDC) motors and Section 2.5
gives a brief introduction on the development of onboard avionic system. Section 2.6
talks about the telemetry and wireless communication module used in this project. Sec-
tion 2.7 discusses the hardware development of an optical-flow module for ego-motion
estimation, followed by Section 2.8 gives the design methodology of an airborne mono-
camera module. The last section is the extension of the design philosophy of the MAV
platform applied in an ultralight NAV aircraft.
2.1 Task Description
In this project, it is aimed to investigate the problems of intelligent navigation of MAVs
in realistic indoor and outdoor cluttered environments without global referencing re-
sources. To achieve the final goal, tasks are broken down as the following items:
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1. MAV platform design with small size but sufficient payload and endurance;
2. Robust and precise ego-motion estimation in indoor and outdoor GPS-denied en-
vironments via onboard relative sensors;
3. Navigation in cluttered environments with obstacle avoidance;
4. Smooth navigation transition between indoor and outdoor environments.
The proposed algorithms and methods will be tested and verified using actual MAV
platforms. Multiple indoor and outdoor scenarios will be defined for the developed
MAVs to demonstrate the functionalities. As a consequence, these requirements cast
some constraints on the MAV platform design.
• Size of the MAV. As the MAV is to navigate through cluttered environments,
the size is the main limitation for this requirement and the maximum dimension
should be narrower than a normal window or door.
• Mass of the MAV. The platform should be light and agile enough to maneuver
in indoor and harmless to human even if it crashes. On the other hand, the thrust
provided needs to elevate with enough payload of batteries for long endurance,
sensors for navigation, and extra payload reserved for different tasks and appli-
cations.
• Speed of the MAV. The indoor navigation tasks limit the translational flight
speeds, while aggressive motions are indispensable.
• Feasibility of the design. As described in the literature review, some of the plat-
forms are still in their infancy stage which are not so robust for navigation tasks,
even if they have promising future usage with their special advantages. Such
platforms include the flapping-wing aircrafts, the tail-sitter platforms as well as
the cyclocopters. They all have the capacities for fix position surveillance and
long-range flight.
• Mechanical complexity of the MAV. Conventional single rotor helicopters and
coaxial helicopters are ideal for the indoor and outdoor navigation case for their
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maneuverability and high thrust-to-weight ratio for payload carriage, while the
mechanical complexity is too high for research agents.
Considering the listed above, the multi-rotor helicopter is the most feasible and possible
solution for both indoor and outdoor tasks. Among different configurations of multi-
rotor platforms, the quad-rotor platform is the most ideal one with its mature theoretical
background, hardware and software resources. Our previous work did a preliminary
research on the methodology on how to construct such a quad-rotor UAV platform and




Based on the platform description in Section. 2.1, a quad-rotor platform with gross
take-off weight around 200 g (with onboard avionics, navigation sensors such as ultra-
sonic range finder, infrared sensor or cameras, upper-level onboard computer, as well as
enough battery for 15−20 min endurance) was developed. The largest dimension is the
diagonal propeller tip-to-tip distance, which is 38 cm for the MAV. Weight breakdown
of the current MAV platform is listed in Table. 2.1:
Table 2.1: Weight breakdown of the developed MAV
Descriptions Part Amount Weight (g) Total (g)
Propulsion Motor & Propeller 4 14.53 58.12
Shell ABS 1 12.75 12.75
Beam Carbon Fiber Tube 4 1.67 6.68
Landing Ski Delrin 2700 NC010 4 3.11 12.44
Beam Holder Alloy 6061 8 1.03 8.24
1300 mAh Battery Li-Po Battery 1 68 68
Flight Controller FR4 PCB 1 7.25 7.25
RC Receiver FR4 PCB 1 0.5 0.5
ESC FR4 PCB 1 6.77 6.77
Optical-flow Sensor FR4 PCB 1 10.55 10.55
Onboard Computer Gumstix 1 9.1 9.1
Obstacle Sensors Infrared Range Finder 4 4.95 19.8
Front Facing Camera FR4 PCB 1 5.34 5.34
Sensor Holder ABS 4 0.5 2.0
Miscellaneous Screws, Nuts & Wires N/A 5 5
Total Weight 240.9
The gross take-off weight has exceeded the estimated budget around 40 g, due to
the use of obstacle sensors and a front facing camera. Further, a larger capacity battery





where t is the endurance time in minutes, Cc is the capacity in Ah, V¯ is the rated voltage
of the two cell battery, which is 7.4 V, I¯ is the average current drained, which is around
5 A for this case, V is the working voltage of the aircraft and η is a efficiency parameter
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which is affected by the battery quality, life-cycles, as well as some energy loss. This
equation gives 14.8 min with η as 0.9, and with field tests the average endurance of the
MAV is around 15 min.
2.2.2 Mechanical Parts Design
Mechanical design is always the last step of the overall design, since all the mechanical
parts are developed to adapt the shape of other key parts, e.g. the avionics, sensors,
onboard processors along with the propulsions. In this thesis, the design is given at the
beginning of the platform development to display an overview of the platform.
(a) MAV top view
(b) MAV front view
Figure 2.1: MAV 3D view in SolidWorks
Fig 2.1 gives the overview of the MAV platform shown in 3D software SolidWorks,
where all the electronics, sensors and other parts are imported with its real dimensions
and material properties. It is known that the more details of the parts are provided
in the software, the more convenient for the mechanical parts to design and analyze.
The main structure of the MAV mechanical design is shown in Fig. 2.2, where all the
parts (including COTS and manufactured) are displayed with their details. The main































Figure 2.2: MAV components breakdown
Fig. 2.2 gives most of the design features which can be explained in the following
points:
• Base Plate: the base plate is the core part of the mechanical design which holds
four beams, the avionic systems and other electronics along with the shell. The
details of the base plate can be viewed in Fig. 2.3(a).
• Beam: a simple design with four circular carbon fibre tubes as the four beams is a
part of our previous research result. The circular cross-section shape carbon fibre
tubes overweigh other configurations as rectangular shape, or pure carbon fibre
sheet due to its structural and force characteristics.
• Motor Holder (see Fig. 2.3(b)): it is a combined design of motor holder and
the landing ski in a single components, considering the weight limit and overall
structure. The motor is mounted into the center of the holder with set screw and
the landing ski is able to elevate the platform 2 cm above the ground for protection
and ultrasonic sensor initialization.
• Avionics: the avionics is a general name for the onboard electronics including the
flight controller, the electronic speed controllers (ESCs), the vision computer as
well as the optical-flow sensors. The avionics are also mounted on the base plate
with four soft standoff for damping purpose.
• Shell: the shell is to cover the avionics and protect them from disturbances and
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dust. It is also a base for mounting all the external sensors such as infrared range
sensors, the front facing camera and the battery on top. The shell is fixed on the
four beams with four rubber dampers to keep the sensor away from the frame
oscillation noise.
(a) Base plate (b) Motor holder
Figure 2.3: MAV 3D parts view
2.2.3 Frequency Simulation
Platform design may yield to failure if reliability is not considered according to the
mechanical properties of the materials and structure. According to [56], several simu-
lations have been done to test the natural frequency of the overall structure. The MAV
in [56] is a previous MAV prototype developed by NUS UAV, and before that prototype,
several failures occurred due to the resonance, since the rotor’s rotating frequency hits
the natural frequency of the structure in a certain range. Especially a higher failure rate
is met when the structure is a carbon sheet or a FR-4 sheet, as a kind of PCB mate-
rial. Thus, for the mechanical design of quad-rotor platform, two simulations need to
be conducted to make sure that no mechanical failures may occur:
• Force Test: to find out the weak spots in the structure yielding to crack, especially
when the MAV is in aggressive maneuver or hard landing.
• Frequency Test: to find out the natural frequency of the basic structure and make
sure this frequency is much higher than the maximum frequency of the rotor.
These two tests have to be done for large quad-rotor platform and for MAVs, with
only the second design criteria to be strictly followed.
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The 3D software SolidWorks has provided a convenient interface for simulation of
a single parts or an assembly. The natural frequency can be obtained with steps of ab-
stracting the model, defining the material characteristics and conducting finite element
analysis (FEA) . For the MAV model displayed in Fig. 2.1, the frequency test can be
done with only the base plate, the rod as well as the motor holder with their defined
assembly type. Fig. 2.4 gives the testing sample, which is a quarter of the whole body
and we mainly focus on the beam which may bring resonance with a high chance.
Figure 2.4: MAV natural frequency simulation test configuration
Each part of the assembly to be simulated has to be defined with their own material
mechanical properties. Fig. 2.5 gives the highlighted parts for assigning the properties.
The material properties are listed in Table. 2.2.
(a) Base (b) Holder (c) Beam
Figure 2.5: Parts material assignment
Table 2.2: Mechanical properties of key components used in the structure
Descriptions Base (Fig. 2.5(a)) Holder (Fig. 2.5(b)) Beam (Fig. 2.5(c))
Material ABS 6061 Alloy Thornel Mat VMA
Mass Density (kg/m3) 1020 2700 2000
Tensile Strength (N/m2) 3× 107 1.24084× 108 3× 107
Elastic Modulus (N/m2) 2× 109 6.9× 1010 1.7× 1011
Poisson’s Ratio 0.394 0.33 0.3
Simulation was conducted based on FEA with four modes tested. Different mode
type stands for the deformation on multiple positions and directions, yielding to differ-
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ent natural frequencies. Fig. 2.6 gives the simulation interface, where different defor-
mation scales about the fixed plate (the surface with green arrows in Fig. 2.4) are shown
in colors. Unsurprisingly, the other end point gives the highest deformation scale when
resonance occurs.
(a) Mode 1 (b) Mode 2
(c) Mode 3 (d) Mode 4
Figure 2.6: Simulation resonance mode shapes
Table. 2.18 gives the information of four different mode types and their deformation
scales in each axis.
Table 2.3: Frequency analysis of mode types
Mode Number Frequency (Hz) X-axis Y -axis Z-axis
1 372.98 0.2804 8.7016× 10−7 0.2802
2 2429.4 0.0259 1.2520× 10−6 0.0256
3 3832.6 0.1390 0.1102 0.1408
4 4750.5 0.0955 1.3526× 10−6 0.0932
According to the result, it is known that the lowest frequency leading to resonance
is mode two with 372.98 Hz. With the rotor test in Section 2.4, the highest rotational
speed for the rotor is 9407.7 revolutions per minute (RPM), which is 156.8 Hz. This
rotating frequency is much lower than the structure’s natural frequency and the test
verifies a reliable design of the platform.
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Here we use a single beam simulation test to represent the overall platform resonant
mode test, as the platform is strictly symmetrical with x and y-axis. If there is an
mechanical frequency onboard is approximate to any of the resonant mode frequencies
in the above simulation results, resonant mode will be triggered and the stability of the
platform will be significantly affected. We have encountered such a case in the previous
design of KLion where the overall frame is a 1.5 mm thick carbon fibre plate. The
flapping frequency is low as around 130 Hz, where triggered the resonant mode during
throttle up process. The MAV oscillated severely and was not able to take off normally.
After that we have adopted the design of a base-beam-holder structure and the natural
frequencies of the platform have been raised.
Generally, for a relatively large size of MAV, there will be extra payload adding
to the overall system which may further increase the structure’s natural frequency and
larger rotors have lower RPM for thrust generation. However, for ultralight MAV or
NAV, the simulation becomes much more significant since the structure is simple and
straightforward. Thus, the frequency test will be discussed more in Section 2.9 with the
development of an ultralight NAV platform.
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2.3 BLDC Motors Control Scheme
Basically two types of motors are available for the multi-rotor aircraft development:
brushed DC (BDC) motors and BLDC [57] motors, the basic working principles of
which are displayed in Fig. 2.3. In BDC motor, a current direct commutator makes
the current reverse in direction every half a cycle (in a two-pole motor) to make the
motor rotate in a constant direction, while BLDC motors use power electronic devices
to commute since the brushes are prone to wear down and require replacement. From
Table. 2.4 gives the comparison of characteristics between BLDC and BDC motors.
From the perspectives of control input resolution, model accuracy as well as robustness
and maintenance, BLDC overweighs BDC motor to a large extent.
Table 2.4: Comparisons of characteristics between BLDC and BDC motors
Descriptions BDC Motor BLDC Motor
Efficiency Low High
Control Accuracy Less accurate More accurate
Noise Created High Low
Power Service Single phase Three phase




Maintenance Brushes need to be
changed periodically
No maintenance
There are also two types of configurations in BLDC motors for different applica-
tions, inrunner type and outrunner type. The inrunner type is that the permanent mag-
nets are positioned inside the electromagnets, while an outrunner BLDC motor has the
permanent magnets outside the electromagnets. From the different configurations of
these two types, the inrunner type is able to create high rotational rates compared with










Figure 2.7: Typical BLDC control structure
the outrunner type which is able to create higher torque, according to the placement of
the rotor: inrunner rotor yields a lower moment inertia. Since the faster a motor spins,
the more efficient it is, inrunner motors turn very fast and are much more efficient than
outrunner motors. On the other hand, RPM of the inrunner is too high to be used in
rotorcrafts and needs to be dropped with a gearbox. This requirement increases the
complexity of mechanical design of the rotor structure and brings extra weight. Thus, a
low RPM and high torque outrunner BLDC motor is to be selected for this application.
2.3.1 Six-step Commutation
ESC design is the core part of BLDC motor control scheme, providing a stable RPM
tracking and a fast transient response. A BLDC motor is generally controlled by a three-
phase invertor and the control scheme is called six-step commutation. Each conducting
interval is 120◦ by electrical angle, which is exactly 120◦ by mechanical rotating angle
for a single pole-pair permanent magnet rotor. Each phase is controlled by two electrical
switches, i.e. power metaloxidesemiconductor field-effect transistors (MOSFETs) in
Fig. 2.7, one of which connects to power and the other connects to power ground.
Fig. 2.8 shows the control waveform of the six-step commutation and the sequence
is as AB-AC-BC-BA-CA-CB to make sure that magnetic field generated by the winding
keeps changing 60◦ each commutation step, yielding a constant rotating direction. This
control technique requires the motor provides its own position and angle information
for the controller to know the exact timing of commutation. The position information is
obtained by several kinds of sensors as hall sensors, resolvers or some absolute position
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sensor like absolute encoders. However, these sensors will increase overall cost of the
entire system with respect to not only the sensors themselves but also the feedback
and controller processing power. Most of the commercial products integrate three Hall
sensors into BLDC for position detection and feedback the micro-controller for correct
commutation sequence, while Hall sensors suffer from temperature sensitivity. In [58],
















Figure 2.8: Six-step commutation control waveforms
In literature [57, 58], two types of sensorless control schemes are introduced in
detail. The first control technique uses all the information including motor parameters,
phase current and terminal voltages. All these information will be inputted to a high-
processing power micro-controller to compute the current status of the rotor, which
needs extra budget on processing. The second technique is the currently commonly
used one, which uses the third floating phase to detect the back eletromagnetic force
(BEMF) [59, 60]. This is the voltage generated in BLDC motors when there is relative
motion between the armature of the motor and the magnetic field from the motor’s
field magnets, or windings. Further, the voltage is proportional to the magnetic field,
length of wire in the armature, and the speed of the motor according to Faraday’s law.
















Figure 2.9: BLDC motor equivalent circuit
the BLDC, which provides a method to measure the phase current to detect the rotor
position. Fig. 2.9 gives the equivalent simplified circuit for a BLDC motor, where each
phase includes a resistance, an inductance as well as BEMF.
In Fig. 2.10, a traditional method of measuring phase BEMF is illustrated, where A,
B and C are the three phases of the BLDC and at one time instant, there are only two of
the three phases are conducting current, leaving the third phase floating for measuring
the BEMF. This technique requires to sense the difference between the terminal voltage




Figure 2.10: Phase BEMF detection scheme
As it is difficult to obtain the neutral voltage of a three-phase BLDC motor, which
is often built in the mechanical structure. In the practical case, a virtual neutral point
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resistance network is built to emulate the motor neutral point for zero-crossing BEMF
detection [61]. In Fig. 2.11, a common setup for measuring zero-crossing of BEMF is
displayed where N ′ is the virtual neutral point. As such, the timing of commutation







Figure 2.11: Phase BEMF virtual neutral point
It is known that pulse width modulation (PWM) control scheme is used in BDC mo-
tor speed control, and comparatively, PWM is also used in BLDC motor speed control.
Since a larger current yields a stronger magnetic field, a wider PWM duty cycle is able
to generate a larger current input to the windings.
2.3.2 Electrical Circuit Design
According to the working principle of the ESC of BLDC motor, a corresponding circuit
has been designed for the functionalities involved. The six-step commutation timing
can be implemented into a 8-bit mix-signal micro-controller core with its minimum
peripherals. Fig. 2.12 shows the phase control scheme for a single phase, where PWM
has been implemented in its high side MOSFET for velocity control with low side
switch on all the time interval during its active time. Generally, a higher duty cycle
indicates a higher mean value of current conducted via the windings. Both of the high
side and low side control signal are controlled by a micro controller. Here, another NPN
bipolar junction transistor is used for gate control of the MOSFET, namely T3, since
PWM has been implemented in the high side gate. For the low side control, a resistor
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Figure 2.12: PWM control scheme of six-step commutation
Here the component is selected as NDM3000, which is a three phase BLDC motor
drive consisting of three N-Channel and P-Channel MOSFETs in a half bridge config-
uration. This simplifies the hardware design of six separate MOSFETs or three sets of
N and P channel power MOSFETs combination. The micro-controller chosen for the
BLDC motor control is 8-bit microprocessor Atmega8L. This micro-controller, with
16 MHz clock speed, 8 KB in-system programmable flash as well as eight channel
analog-to-digital converter (ADC) port, is enough for this ESC firmware implemen-
tation. Fig. 2.13 shows the hardware system schematics. The output ports from the
micro-controller are high and low sides of the MOSFET control signals as discussed
above and the input ports are feedback signals from the BLDC motor. The BEMF first
flows through a voltage divider and then the virtual neutral point resistor network before
input to the ADC port.
The final PCB files are shown in Fig. 2.14, where four ESCs are integrated to a
single board with a mounting dimension of 35 × 35 mm2. This board also includes a
voltage regulator to bring the battery input voltage to a 5 V voltage. The details of the
power regulation will be detailed in the part 2.5.2.
2.3.3 Speed Controller Firmware
Implementation of six-step commutation can be briefly outlined in the pseudo code
Algorithm 1, where the flow of initialization, hardware checks and control patterns
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6: init I2C, UART, PPM;
7: start TIMER 0← beep control;
8: start TIMER 1← commutation timing;




13: if temp > MAXADC and i < MAXCHECKLOOP then
14: goto CheckHardware;





















36: j ← (openPhase− neutralPoint)
37: waitfor j > 0
38: enable T1, T4;
39: watifor j < 0
40: enable T1, T6;
41: waitfor j > 0
42: enable T3, T6;
43: watifor j < 0
44: enable T3, T2;
45: waitfor j > 0
46: enable T5, T2;
47: watifor j < 0

























































































Figure 2.14: ESC hardware system overview
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are included. With the firmware compiled and linked, the final executable file can be
uploaded with AVRdude [62], a general tool for downloading and uploading binary files
for Atmel processors. A simple setup to verify the commutation theory as well as the
rotor performance is illustrated in section 2.4. Fig. 2.15 gives the input PWM signal
for ESC, which is a typical PWM sequence for all the hobby and commercial products.
The period for this signal is 22 ms with the high level as the effective signal, decoded as
counts of µs. The blue dashed dot line is the minimum range 1064 µs and the maximum
range 1864 µs as the black dashed dot line. The red solid line is the input PWM for this
test around 1500 µs.















ESC PWM Input Range
Figure 2.15: Typical ESC input signals
As explained in the above content, the MOSFET was driven to switch as a pattern
of sequence. Fig. 2.16 gives the switch sequence of high side and low side MOSFET
for phase A (frequency of high side switch and low side switch are not equal since they
are not sampled concurrently). Following the designed principle, high and low side
switches obey the commutation sequence and PWM occurs at the high side switching
interval. Each switch opens per commutation period and lasts for two steps as described
in Fig. 2.8. It can be seen from Fig. 2.16(b) the frequency for the high side switch of
phase A is around 1000 Hz. From the commutation frequency one is able to obtain the
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Low Side MOSFET Switch Input
(a) Low side














High Side MOSFET Switch Input
(b) High side
















(c) High side PWM
Figure 2.16: Six-step commutation input signals from experimental tests















f × 60 (2.5)
It is known that most of the industrial BLDC are multi-pole and multi-winding instead
of only two magnet pole with three windings for the purpose of commutation accuracy
and efficiency. For a multi-pole and multi-winding rotor, the angle rotated for each
commutation step θp is calculated by Equ. 2.2 with Nw as the number of windings and
Np as the number of magnet poles. θC is the angle rotated for a whole commutation
period, which is six times of θp. NC is the number of commutations in a whole revolu-
tion. Thus, one is able to get the estimated RPM from the ESC commutation sequence.
Fig. 2.16(c) gives the PWM for the high side switch, which is around 50% duty cycle.
Fig. 2.17 shows the feedback signal for phase A and the comparing signal between
phase A and the common neutral point. It can be seen from the two figures that spike
noise exist due to the PWM in high side switch, which can be removed with a low pass
filter. The zero-crossing signal is revealed by the envelope in Fig. 2.17(b) and from that
signal we know the exact commutation timings.
42

















Phase A Back−EMF Measured Feedback
(a) Phase A feedback
















Figure 2.17: BEMF and zero-crossing signals from experimental tests
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2.4 Propulsion System Design
2.4.1 Motor Specifications
Propulsion system is significant for any UAV system design that high efficiency and
large thrust are required. A research was done on the COTS motor & propeller combo
products and we found the following two motors (see Table. 2.5) outweighing other
candidates for their light weight and high torque output.
Table 2.5: Motors for propulsion system
Descriptions Motor A Motor B
KV value 2000 2000
Weight 5.2 g 9.2 g
Diameter 14 mm 18 mm
Length 25 mm 30 mm
Power Supply 2 S Lipo 2 S Lipo
Shaft Length 1.5 mm 2 mm















Based on the above mentioned pairs of motors and propellers, several test-bench exper-
iments have been done to obtain the basic parameters of these motors and propellers
to find the best match among all of the possible combos. The first step is to mount
the propulsion combo to a mechanism to test the thrust and torque. There are several
methods to obtain the parameters. The simplest setup uses a weighing balance to mea-
sure the thrust and a lever mechanism to convert torque to force. However, this method
has limited accuracy with errors and frictions introduced by the intermediate structures.
A more professional method is to mount the whole setup on a load cell, a device that
outputs forces and torques about all three Cartesian coordinates (x, y and z). Fig. 2.18
shows the image of the ATI load cell we have chosen. Proper design of the mating
mechanism for the motor setup is necessary to better obtain precise measurements.
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Figure 2.18: ATI load cell
Fig. 2.19 shows the relationship between thrust and torque vs. angular velocity,







With the same method, all the propellers are tested to acquire the two significant aero-
dynamic coefficients kT and kQ. A common guideline for quad-rotor construction is
that the thrust to weight ratio should reach 2.0, which means a 200 g MAV needs to
provide 400 g at least at the maximum throttle.

























Figure 2.19: 40× 25× 2 propeller features plot
In order to obtain the correlation between the thrust force and the input PWM, a
step size of 50 µs is implemented from 1100 µs to 1900 µs. This range is the working
range of normal ESC and is recognized among most of the commercial ESCs and flight
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controllers. Groups of raw data are obtained in the upper figure in Fig. 2.20(a), with the
first set of input as the warm-up process of the rotor. The raw data is quite noisy and
difficult to find the relationship, thus a low pass filter (LPF) was designed to extract the
mean value. The LPF is designed as:
L(z) =
0.01045z + 0.01045
z − 0.9791 (2.7)
The comparison of the raw data and filtered data in frequency domain is displayed in
Fig. 2.20(b).



































Figure 2.20: Thrust measurement via a low pass filter
To find out the best match, another experiment comparing the effect of propellers’
length, pitch and blade number is conducted. To provide the same thrust, propellers
with the same length and blade number but different pitch angle may render different
efficiency. Fig. 2.21 shows thrust created vs. angular velocity by propellers with the
same pitch and blade number but different diameter and Fig. 2.22 shows thrust created
vs. angular velocity by propellers with the same diameter and blade number but differ-
ent pitch angle. From these two experiments, the relationship are straightforward that
large diameter or large pitch angle brings more thrust at a certain angular rate. How-
ever, the third experiment reveals that not obvious increase in thrust as change from
dual-blade propeller to tri-blade propeller as depicted in Fig. 2.23, while the torque is
increased by around 50% between 50 × 30 × 2 and 50 × 30 × 3 propellers at a thrust
provided at around 50 g (which is the hovering point). This is a sacrifice of power but
no increment in thrust supply. Thus, from this experiment, tri-blade propellers are out
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of the design scope.













































Figure 2.21: Measured thrust of props with different pitch













































Figure 2.22: Measured thrust of props with different diameter













































Figure 2.23: Measured thrust of props with different blade numbers
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2.4.3 Rotor Efficiency
Rotor efficiency is tested with the combination of motor, propeller as well as the ESC.
The rotor efficiency is defined in Equ. 2.8 where Po is the output power, which is the
rotor’s mechanical power, divided by the input power, which is the electrical power.
Here, motor A is not considered since the thrust provided cannot satisfy the requirement
of designed quad-rotor MAV. Fig. 2.24 shows the efficiency of the five different pairs.
This figure reveals that all of the efficiency curves have an optimal point where the
operating point should be designed. It can be seen that the 50×43×2 propeller has the
most efficient performance while the highest thrust reaches around 100 g. The combo
of the 60×30×2 propeller also have a considerable efficiency as 50×43×2 propeller
and both perform much better than the three other candidates. This shows that the motor
is not powerful enough to drive propeller with the torque larger than the 60 × 30 × 2
propeller. Thus, from the COTS products, motor B with 60×30×2 propeller is chosen






U × I (2.8)























Figure 2.24: Rotor efficiency tested with motor B and compatible propeller
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2.5 Avionic System Design
The quad-rotor system is proven to be an self-unstable system which needs high fre-
quency attitude control loop instead of directly controlling the four rotors. Thus, the
onboard avionic system is designed to achieve the high-frequency inner-loop control
to assist stabilization of the platform. This section gives a brief overview of the MAV
onboard avionic architecture.
2.5.1 Avionic Description
A broad avionic system is defined as airborne electronics, while more specifically the
avionics indicates the attitude control system sometimes. Since the platform is a fully
customized MAV without any COTS boards (except the high processing power cen-
tral processing unit (CPU) Gumstix1), among the RC receiver, flight controller, BLDC





























Figure 2.25: Hierarchy of onboard avionic system
This chart illustrates the overall customized onboard electronics with three sub-
systems: the flight controller, the brushless ESC (described in Section. 2.3) and the
optical-flow module, which will be discussed in Section 2.7. In this section, the devel-
opment details of the flight controller will be extended. These boards stack together and
1Information can be found at: http://www.gumstix.org/
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communicate with each other with DF-13 type cables from Hirose2, shown in Fig. 2.26.
The first layer mounted on the diagonal is the Gumstix Overo Fire with its extension
board, followed by the flight controller with RC receiver module. The third layer is
the BLDC ESC and main power regulator, followed by the optical-flow module fac-
ing to the ground. The overall system is mounted on cushions fixed on the base plate
(Fig. 2.3(a)).
Figure 2.26: Onboard avionics overview
2.5.2 Hardware Integration
Fig. 2.27 and Fig. 2.28 show the top and bottom layer of the flight controller board with
a dimension of 35×35×8 mm3 and weight of 7.25 g. This is a highly integrated 8-layer
board with 211 electronic components on it. All the main components and connectors
have been labelled on the figures and there are mainly five sub-modules:
• RC Receiver: the module is a customized RC receiver compatible with Spectrum
transmitter. This receiver can be connected on the board via the Molex board-to-
board (B2B) connector.
• GPS: GPS module MAX-m8Q is from UBlox company.
• Sensor Network: several inertial sensors are placed with redundancy.


































Figure 2.27: Flight controller top layer components breakdown
• Flight Control MCU: this microcontroller unit (MCU) is based on STM32F427,
with 24 MHz external clock source. Joint test action group (JTAG) interface
and console universal serial bus (USB) are provided on the board to for firmware
debugging. Reset button and backup power are also placed for integrity. Secure
digital (SD) card can be used to store startup script and log data.
• IO MCU: the input-output (IO) system, based on STM32F103, is to process the
output servo signal and generate PWM for external usage. This is also an MCU
minimum system with almost the same setup with the flight controller system.
• Miscellaneous: the power regulator, signal output port as well as the power
switcher are also designed to make the system robust.
Sensor Network
Sensors are essential to the avionic system development, as sensors with good quality
ensure an accurate estimation of the euler angles, which make the system more robust.






























Figure 2.28: Flight controller bottom layer components breakdown
for redundancy purpose. Correct measurements are assured based on the redundancy
scheme. Table. 2.6 gives the sensors with different functions.











Magnetometer No redundancy LSM303D
Barometer No redundancy MS5611-01BA
According to the introduction of the sensor technology in section. 1.2, instead of the
bulky mechanical gyros the most popular gyroscope used in robotics and mobile devices
are based on MEMS technology. Most available MEMS gyroscopes use a tuning fork
configuration. Two masses oscillate and move constantly in opposite directions. When
angular velocities are applied, the Coriolis force on each mass also acts in opposite
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directions, resulting in capacitance change. This differential value in capacitance is
proportional to the angular velocity and is then converted into output voltage for analog
gyroscopes or least significant bits (LSBs) for digital gyroscopes. Table. 2.7 gives some
key specifications of the gyroscopes used in this system. It can be seen that for the
application of the motion estimation used in UAV area, an updating rate of 760 Hz is
enough, even though a better control performance can be achieved with a higher sensor
updating rate for inner loop control. Further, the max measurement range in degree
per second (DPS) is also enough for UAV motions. What affects the performance most
is the bias stability, of which the motion sensor MAX21100 rates the best. For the
accelerometer, the MPU6000 is of the highest resolution, whose measurement can be
regarded as the most accurate of all the redundancies.
Table 2.7: Gyroscope specifications
Sensors L3GD20 MPU6000 MAX21100
Hardware Communication SPI SPI SPI
Max Data Updating Rate (Hz) 760 8000 8000
Max Measurement Range (dps) 2000 2000 2000
Sensitivity@Max Range (mdps/dgt) 70 61 67
Bias Stability (deg/hr) 20 18 4
Table 2.8: Accelerometer specifications
Sensors MAX21100 MPU6000 LSM303D MMA8452Q
Hardware Communication SPI SPI SPI I2C
Max Updating Rate (Hz) 2000 1000 1600 800
Max Range (g) ±16 ±16 ±16 ±8
Sensitivity (dgt/mg) 1.875 2.048 1.366 0.256
Max Nonlinearity (%FS) 1.2 0.5 0.75 2
There are also magnetometer integrated in the sensor LSM303D as well as barom-
eter MS5611-01BA, the specifications are not detailed in the section.
Micro-controller Minimum
All the function are integrated and realized with proper implementation in the micro-
controller unit (MCU). The whole hardware system is in conjunction with the soft-
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ware system, which can be described as a kernel with its peripherals. As illustrated
in Fig. 2.29, the central part is the micro-controller minimum circuit, which makes the
unit works correctly. All the other 8 blocks are its peripheral devices to realize different
functions. Details are listed below:
• RC. RC stands for radio control, which is a kind of wireless signal connecting the
transmitter and the airborne. This signal is generally used in manual control, as
well, can be extended to autonomous control applications.
• Sensors. This block is the sensors described in the above part. The communica-
tion with the micro-controller is bi-directional, since the commands need to be
sent to change the settings for different applications.
• Status. This block is the status display, i.e. using sound and light to warn the
users the status of the UAV.
• Servo. The output of the attitude control loop is the servo driving signal to make
the propulsion system to execute the actions. Further, if there are some other
devices and mechanisms, the outputs are also similar as the PWM, PPM signals.
• Storage. For the micro-controller, there must be some storage devices. The elec-
trically erasable programmable read-only memory (EEPROM) is to store some
loading information and the Micro SD is to store the parameters, some settings
and log the data.
• External Devices. The external ports are also necessary when the avionic needs
to communicate with other devices or do some debugging and testing.
• GNSS. GNSS stands for global navigation satellite system, includes GPS (Amer-
ican system), GLONASS (Russian system), GALILEO (European system) and
BeiDou (Chinese system).
• Upper Level Devices. The upper level device is a path planning or mission CPU,
which is sending trajectory reference to the current avionic system. On the other
hand, the avionic system also needs to report the status to the upper level devices
for further applications.
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• MCU. This is the kernel of the overall system which realizes the functions of
sensor receiving and decoding, sensor fusion and estimation, inner and outer loop
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Figure 2.29: Architecture of the AHRS system
Power Rails
Power rail is another core part to the hardware system, which affects the whole func-
tioning of the hardware. This section gives the power rail design of all the loads, in-
cluding the avionics, BLDC ESCs, optical-flow module along with the high level CPUs.
Fig. 2.30 gives a broad overview of the hardware power rails with buck, boost and ca-
pacitor filter networks.
• Buck Converter: a voltage step down and current step up converter based on
switched-mode-power-supply (SMPS), which is remarkably efficient up to 95%
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or higher. This kind of DC-DC converter is frequently used in voltage-step down
applications.
• Boost Converter: a voltage step up and current step down converter based on
SMPS. This kind of DC converter is used for boosting the level for TeraRanger
One, which needs power supply of 12 V.
• LDO: low-dropout regulator. A low-dropout or LDO regulator is a DC linear
voltage regulator which can regulate the output voltage even when the supply
voltage is very close to the output voltage.
• Power Source Switcher: kind of device that can choose power source to supply
from several source, depends on the quality of different sources.
• Capacitor Filter Network: to filter the switching noise or ripple from the SMPS.
Selection of power supplies is made from the above options. Most choices are made
between LDO and SMPS. Table. 2.9 gives the pros and cons for two kinds of power
supplies. The key power supply, i.e. system 5 V power, system 3.3 V power are based
on SMPS and the rest are based on LDO. Since SMPS are chosen, the ripple will be
introduced due to the switch mode and switching noise including the fundamental and
their harmonies will affect other sensitive devices. Thus, the capacitor network has to
be applied to reduce the noise and absorb the ripple. Low equivalent series resistance
(ESR) capacitors are chosen to place at the power output.
Table 2.9: Comparisons between LDO and SMPS
LDO SMPS
Function Step-down with low drop-out Step-up and step-down
Efficiency Low to medium High
Heat Created High Low
Design Complexity Low Medium to high
Ripple/Noise Low & No ripple Medium to high & Large ripple
In fact, the hardware system has undergone several versions and is upgraded step
by step. Fig. 2.33 and Fig.2.32 give the power performance of the regulated 5 V source









































































Figure 2.30: Architecture of power rail system
the oscilloscope with a time interval of 200 µs and it can be seen the noise created
by the switching motion of the SMPS. The blue one is the power performance without
considering any switching noise filtering and the normal ripple voltage can reach 50 mV
and spike peak-to-peak value can reach 160 mV. This kind of spikes may damage the
onboard components and even lead to false reading or errors in outputs of the inertial
sensors. For the flight controller core 3.3 V power, a regular ripple voltage of 80 mV is
the dominant noise contributor.
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YNA21B1J0G106MT00 N 10 20 4 50 (±30%)
YNA21B2A0G106MT00 N 10 20 4 100 (±30%)
YNA21B2C0G106MT00 N 10 20 4 200 (±30%)
















1.30.7 Dimensions in mm



































Figure 2.31: Impedance frequency response for noise absorber3
The red lines are the filtered power performance with certain noise absorber. These



















Figure 2.32: 3.3 V power quality with respect to ripple after filter network
tance to tackle with various range of switching frequencies, and the switching frequency
of most SMPSs lies in the range of 10 KHz − 1 MHz. The YNA controlled ESR type
capacitor series from TDK company are chosen for filtering the switching noise and



















Figure 2.33: 5 V power quality with respect to ripple after filter network
3Figure source: http://media.digikey.com/pdf/Data%20Sheets/TDK%20PDFs/YNA Series.pdf
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2.5.3 Software Modules Development
This hardware system is designed to compatible with firmware of the pixhawk autopilot,
developed by the pixhawk team4. This firmware includes a lot of drone codes including
the flight control modules, e.g. EKF attitude estimation, EKF position estimation, the
communication protocol, the camera trigger and so on, as well as the ESC firmware.
Taking use of the flight control modules of pixhawk, this MAV project develops its own
control algorithms instead of the default pixhawk control modules and changes all its
upper-level logics (commanders) for our own navigation cases.
Based on the pixhawk project, several terms are illustrated here to clarify what has
been introduced from the pixhawk project and what has been developed in this MAV
project.
RTOS & Bootloader
One of the key features of the pixhawk project is that all the modules running on the
MCU is based on the real time operating system (RTOS) NuttX. The RTOS stands for
its standard compliance and small footprint, which can be customized for 8-bit and 32-
bit MCUs. It gets the advantage of the RTOS as well it can be naturally scalable. It
supports multiple hardware platforms, file systems, peripheral device drivers, network-
ing and USB communications. Thus, further development of applications on the RTOS
is simple and straightforward with support of the OS. Bootloader is used for loading the
firmware into the flash memory in the MCU.
Middleware
Middleware are a set of firmware providing communication protocol, service, drivers
for upper-level applications. In this project, several middleware have been already de-
veloped and tested by users all over the world and can be made use for this project. They
include the inter process communication (IPC) module uORB, which is for processes
exchanging messages over named buses. Any of the node (process of the system or
application, inherently it is parallel processing realized on a single kernel) can publish




In this level, most of the firmware and application are developed by users implementing
them on different platforms for their need. One of the core application is the above-
mentioned euler angle estimation, which takes the raw measurement from the sensors
and estimate the euler-angles for stabilization. Another core feature is the MAVLink,
which is a hardware communication protocol enabled by a state machine and a sets
of message types. This module enables hardware module communication including
the wired-connection or wireless based transmission. With the MAVLink, the flight
controller is also able to connect to the GCS and display the status.
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2.6 Wireless Communication Module
Even though the MAV aims at fully autonomous flight, it is indispensable to be equipped
with the RC receiver for manual control and mode switching. Normally RC link is
more robust than the wireless fidelity (Wi-Fi) for its long range and its modulation
method. In this section, a RC module is designed based on a COTS electronic compo-
nent CYRF6936 from Cypress5.
2.6.1 Hardware Design
The RC receiver based on CYRF6936 is a standalone component that can be functioning
as long as the connection port is compatible with the motherboard. Table. 2.10 gives
the basic specifications of the module from the datasheet. The features of its compact
size, light weight and it is easy to be integrated into small size RC systems with MCU.
Table 2.10: CYRF6936 Specifications
Descriptions Features
Working Mode Transceiver based on DSSS
Working Frequency ISM band (2.4− 2.483 GHz)
Power Supply 1.8− 3.6 V
Power Consumption 21 mA@3.3 V
Transmit Power ≤ 4 dBm
Interface with MCU 4 MHz SPI interface
Extra Feature Received signal strength indication (RSSI)
Transmission Mode
Gaussian frequency-shift keying (GFSK) w/o DSSS
8 data rate mode
double data rate mode
single data rate mode
According to the datasheet, hardware design should include the necessary parts
of clock source, antenna port, power supply with capacitor filter network as well as
SPI interface to the micro-controller. Fig. 2.34 gives the complete circuit board with
the overall size of 12 × 14 mm2. The antenna used in this module is a 3 dBI 50 Ω
impedance, so that the trace from antenna input port to CYRF6936 radio frequency (RF)
in port is also necessary to be kept at 50 Ω. The connection port is chosen from Molex
to mate with the female header shown in Fig. 2.27. The holes besides the connection
5http://www.cypress.com/file/126466/download
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Figure 2.34: Design of a RC receiver
2.6.2 Firmware Implementation
Related work has been done by TU Delft [63], where the same module is used and the
same function to be implemented. Compared with the previously used tiny receiver
Rx31d by Deltang, weighing 0.8 g, the current one can be used as a transceiver with
both transmitting and receiving functions. This extends the use of the module not only
to communicate with the RC transmitter, but also make the communication with GCS
possible with a pair of such devices. Part of the functions have been realized by the
paper [63], and remaining works to integrate into the MAV system and further investi-
gation with the module is still undergoing.
Similar technology is used in Rx31d in binding the Cypress module CYRF6910
with the Spectrum transmitter6. Basically two working modes for Spectrum family RC
systems, which are DSM2 and DSMX:
? DSM2: in this protocol, the transmitter will randomly choose two channels,
where on of the better channels will be found in the optimal case.
? DSMx: in this protocol, the transmitter and the receiver will use a same radio
chip ID, sent during the binding process in order to generate 23 channels. Each
6http://www.spektrumrc.com/
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transaction (a transmitter transmit one packet and the receiver receive one packet)
they will hop to the next channel of the 23 channels.
From the description of the DSM2 and DSMx working principle. The DSMx works
better in more radio-crowded environment and performs better to resist noise.
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2.7 Optical-flow Module Hardware Design
This section gives a brief introduction on development of an optical-flow module hard-
ware, from the perspectives of sensors selection, MCU and sensor integration and circuit
design.
2.7.1 Image Sensor
There are unnumbered image sensors on the market to choose from, which can be basi-
cally divided into two categories: complimentary metal oxide semiconductor (CMOS)
and charged couple devices (CCD). Table. 2.11 gives the comparison between these two
types of image sensors. From the table, one can know that CCDs use a global shutter,
which exposes the entire image simultaneously. This can lead to blur if any motion
occurs in the image during exposure, but a high shutter speed prevents this problem.
CMOS sensors are equipped with rolling shutter, which expose different parts of the
frame separately. This can lead to skew, wobble and partial exposure in photographs.
Compared with CMOS sensors, CCDs have various advantages to obtain high resolu-
tion, high quality images. While, for this application which is optical flow using low
resolution images and the rolling shutter problem can also be overcame by high frame
rate and slow motions. Further, for the onboard processing power, it is hardly possible
for implementation of the CCD sensors.
Table 2.11: Comparisons of characteristics between CMOS and CCD
Descriptions CMOS CCD
Shutter Type Rolling Global
Skew Yes No
Wobble Yes No
Partial Exposure Yes Yes
Vertical Smear No Yes
Power Efficiency More efficient Less efficient
Noise More Less
Cost Low High
Most of the CMOS sensors come from several big companies: Sony, Omnivision,
Samsung, Canon, Aptina Imaging, Toshiba and STMicroelectronics and so on. Among
those companies, most of them customize CMOS sensor for product cameras and there
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are not so many candidates for micro-controllers in a compact dimension, can be chosen
from. Here, some CMOS sensors from Omnivision and Aptina Imaging match the
requirement for this application. Among those possible CMOS sensors, OV9655 from
Omnivision is chosen for its small packaging, relatively low resolution and higher frame
rate. Table. 2.12 lists some of its specifications and from those one can have a brief
knowledge of the sensor capabilities. The image sensor has a maximum resolution of
1280×1024, and can be scaled down till 40×30 according to user-defined configuration.
Table 2.12: Specifications of OmniVision CMOS sensor OV9655
Descriptions Specifications
Active Array Size 1280× 1024
Power Supply 1.8 V ± 10%







Transfer Rate 30 fps
S/N Ratio 42 dB
Pixel Size 3.18× 3.18 µm2
Image Area 4.17× 4.17 mm2
2.7.2 Range Sensor
As explained in Section. 1.2, one has to strike for a balance between the capabilities
and budget of all perspectives. It is known that based on the pinhole camera model, a
projection from 3D space to a 2D plane will lose the scale information on the camera
focus direction. Thus, a range sensor is necessary to estimate the distance from image
plane to the real 3D world. A sensor that is able to output the depth information of
the whole scene will be ideal for this case, since the planar assumption is prone to
be violated. Thus, there are 2D/3D laser scanners and depth camera that return the
depth information of the point cloud. However, for this case, the implementation of
such sensors are too expensive and undesirable. A planar assumption [64] is always
made for implementation of optical-flow algorithm, which is to assume that the sensor
is facing a plane with a constant distance to the image plane. Thus, a range finder is
65
always indispensable for such implementation to provide the distance information as
the scaling factor.
Here, several range sensors are possible candidates, which are ultrasonic sensors,
infrared triangulation sensor, laser ranger finders as well as ToF sensors. According
to the comparisons of the pros and cons in Table.2.13, the infrared ToF sensors Ter-
aRanger [65] overweighs other types of sensors regarding to the overall weight, size,
accuracy and updating rate.
Table 2.13: Features of different range sensors
Descriptions Maxbotics HRLV GP2Y0A02YK0F TeraRanger One
Working Principle Ultrasonic Infrared Infrared ToF
Power Supply (V) 2.5− 5.5 4.5− 5.5 10− 20
Consumption (mA) 3.1@5 V 33 50@12 V
Resolution (mm) 1 10 1
Linearity Good Bad Very Good
Data Output PWM/Serial Analog UART/I2C/SPI
Frequency (Hz) 10 Analog 1000
Range (m) 0.3− 5 0.2− 1.5 0.2− 14
Weight (g) 5.5 3.8 8
Size (mm3) 20× 22× 15 29.5× 13× 21.6 33.5× 28× 14.5
Cost Intermediate Low High
It is a bit tricky to implement the TeraRanger One into the current MAV hardware
system due to the power supply issue. An extra boost type of power regulator will be
added into the system to boost the 5 V power to 12 V and supplied to the sensor.
2.7.3 MCU Implementation
Regarding with the selection of the micro-controllers, one of the most significant fea-
tures is the support of the digital camera interface (DCMI). STM32F4 series added this
feature and enabled high speed data flow from an external 8-, 10-, 12 or 14-bit CMOS
camera module. Fig. 2.35 gives the schematics of the connections between the micro-
controller and the camera module. In the module, direct memory access (DMA) is used
for image data process. DMA is used in order to provide high-speed data transfer from
peripherals to memory and from memory to memory. Data can be quickly moved by
DMA without any CPU action. This keeps CPU resources free for other operations.
With this feature, the data transmission between peripherals and memory blocks will
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be processed in parallel with the main thread. The working principles of the DCMI
interface are:
1. After the system powers up, the camera module OV9655 outputs data as well as
synchronization signals of the micro-controller.
2. The DCMI interface captures the images based on the command it received. It
has single capture mode and continuous capture mode.
3. The frame will be synchronized with the clocks and DCMI sets the interrupt after
frame received and sends out a request to DMA.
4. Based on the interrupt, the handler will do some actions to process the data, i.e.


















Figure 2.35: Sketch of OV9655 connection to micro-controller
The DCMI bus needs several clocks and synchronization signals for the images to
correctly transferred. In Fig. 2.36, one can know that the main clock from the cam-
era module to the micro-controller is the pixel clock, where the micro-controller may
sample during the rising or falling edge. The data will be then read to the system. The
horizontal synchronization signal will give the information of the timing of image lines,
while the vertical synchronization will give the information of the frames.
7Figure source: http://www.st.com/web/en/resource/technical/document/datasheet/DM00037051.pdf
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15.5.1 DMA interface
The DMA interface is active when the CAPTURE bit in the DCMI_CR register is set. A DMA 
request is generated each time the camera interface receives a complete 32-bit data block 
in its register.
15.5.2 DCMI physical interface
The interface is composed of 11/13/15/17 inputs. Only the Slave mode is supported.
The camera interface can capture 8-bit, 10-bit, 12-bit or 14-bit data depending on the 
EDM[1:0] bits in the DCMI_CR register. If less than 14 bits are used, the unused data pins 
must not be assigned to DCMI interface through GPIO alternate functions.
         
The data are synchronous with PIXCLK and change on the rising/falling edge of the pixel 
clock depending on the polarity.
The HSYNC signal indicates the start/end of a line.
The VSYNC signal indicates the start/end of a frame
Figure 74. DCMI signal waveforms
1. The capture edge of DCMI_PIXCLK is the falling edge, the active state of DCMI_HSYNC and 
DCMI_VSYNC is 1.
1. DCMI_HSYNC and DCMI_VSYNC can change states at the same time.
Table 78. DCMI signals


















Figure 2.36: DCMI signal wav f rms7
The use of DMA will ease the process of transferring and processing images. If the
image is too large for the micro-controller to receive at a single transaction, a whole
image will be divided into several parts and buffered into different memory locations.
Fig. 2.37 gives the scheme that MCU receives a large image and saves into different
buffers. Here, several explanations are made:
• The frame is divided into four parts if it is a large frame.
• Each frame transferring process will issue two interrupts to the system, which are
half transfer status and transfer complete status respectively.
• FC is the frame counter to count the received frames.
• CM is the current memory target being used by DMA. DMA has two controllers
and each has 8 streams. For the DCMI interface, the DMA is using DMA2 Stream1.
Each DMA stream can issue two memory target for double buffer swap.
• CB is the current memory buffer. Each memory target will have one buffer ad-
dress once and the memory target can change its buffer address during interrupt
handler.
• UB is the unused buffer. This scheme uses three buffers for two memories. At a
certain time stamp, two memory targets will occupy two buffers and the third one
is the unused buffer.
• M0 is the buffer being used by memory target 0.
• M1 is the buffer being used by memory target 1.
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It can be seen from the figure that the sequence changes continuously. At each half
transfer status, the controller will issue the other memory target and swap the unused
buffer as the next transfer memory target buffer. After a certain frame is complete, the





































































Figure 2.37: Image transfer scheme using DMA
2.7.4 Circuit Design
With all the components selected with the required functions, an integrated circuit is
designed to includes all the features. Fig. 2.38 gives an overview of the structure of the
optical-flow board. The mounting hole dimensions are compatible with other onboard
modules (see Fig. 2.14 and Fig. 2.27) in order to stack up. According to the descriptions,
this module is designed to have the following features:
• Communication: there are three ports output the optical-flow result data for ex-
ternal modules to take use of: the universal asynchronous receiver/transmitter
(UART), inter-integrated circuit (I2C) and USB. The other onboard modules can
connect to the board via UART and I2C and ground station can connect to the
board via USB. The JTAG or serial wired debug (SWD) port is for debugging the
program.
• Height Detector: two height detection sources are provided on this board as sonar
range finder and TeraRanger One for general case and accurate height measure-
ment respectively. A SMPS-based boost circuit is integrated to supply power for
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TeraRanger.
• External Sensors: there are four range finders built in within this module, which
are four infrared sensors using the ADC ports. These sensors facing to surround-

































Figure 2.38: Overview of optical-flow PCB layout
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2.8 Monocular Vision Module
2.8.1 High Computational Power Processor
In this section, a higher-level module is introduced to tackle with feature-based SLAM
algorithm. Image processing is a sort of algorithms that need high computational power
and parallel processing capability, as images are streams of binary bits carrying RGB
values which can be presented as matrix. With such kind of properties, general MCU is
far from enough to process the images, especially when the image size increases larger
and larger. It can be calculated that a color 640 × 480 image needs 640 × 480 × 3
bytes, which is 921 KB to store the image without any compression methods. If the
image goes up to 1280× 960 or higher, the size increases dramatically. It is known that
for normal vision-aided motion estimation algorithm, it is necessary to store at least
two consecutive images to compare the difference or match the features, while some
algorithm may need more former information. This casts the requirement of random-
access memory (RAM) size and CPU clock speed.
Processors that can be used for vision-aided SLAM algorithm have been limited
to several candidates. Fig. 2.39 gives two available candidates which have been used
in other projects in NUS UAV group. Fig. 2.39(a) shows the processor Mastermind
from Ascending Technology and it includes a quad-core 2.1 GHz i7 CPU and 4 GB
double data rate (DDR3) RAM, which is the configuration of a desktop with a very
compact size. In Chapter 6, the mission CPU is a Mastermind mounted on a 3 kg
quad-rotor platform that processes images from two cameras. Fig. 2.39(b) is a Cortex
A15 2.0 GHz quad core and Cortex-A7 quad core CPUs with 2 GB LPDDR3 RAM,
which is a bit slower than the Mastermind due to the ARM architecture. This onboard
computer is also a preference for onboard image processing.
Even if the computation load of vision based SLAM is extremely high, the bud-
get of weight and size is still the first priority to be considered. Both the gross weight
(Mastermind around 325 g, Odroid XU3 72 g) and the size make them unpractical to be
mounted onboard. Thus, off-board processing is an alternative solution through a wire-
less video downlink to stream the onboard camera video to GCS, which is generally a
laptop with high-class CPU. SLAM is computed on the GCS with the generated local-
71
(a) Mastermind (b) Odroid XU3
Figure 2.39: High computational power unit
ization information and the map point cloud, both maintained on the GCS. With these
information and proper post-processing of the point cloud, path planning algorithm can
be implemented on the GCS to generate the waypoints to navigate the MAV.
2.8.2 Gumstix-based Onboard Video Streamer
Gumstix Overo Fire
Based on the task description above, an onboard processing unit should have the fol-
lowing capabilities:
• DCMI Interface. This module should support a digital camera interface to con-
nect a CMOS digital camera. The resolution of the camera be at least 640× 480.
This also requires the DCMI interface to be fast enough to store the data.
• Wi-Fi Interface. To communicate with the GCS, there should be datalink to con-
nect the airborne part and the ground part. However, a customized datalink for
both data and the video is too expensive. A 2.4 GHz Wi-Fi protocol can be con-
sidered even though the 2.4 GHz band is widely used and almost fully occupied
everywhere. Thus, this will be the hidden defect for the setup.
• Hardware Connection Interface with Avionics. Several reasons that the connec-
tion interface between this processing unit and the avionic MCU is required are
explained: 1) the onboard attitude information from the inertial sensors is use-
ful for motion estimation and correction of the SLAM outputs; 2) the trajectory
generated by the onboard CPU needs to be executed by the avionic MCU; 3) ve-
locity estimated from the optical-flow module is also required to fuse with the
mono-camera SLAM.
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With these considerations, several possible COTS products have been evaluated
based on the functions, speed, weight and size factors. Fig. 2.40 shows three different
models of processor boards and their configurations are listed in Table. 2.14. Even
though Gumstix Overo Fire is the least powerful regarding with the processing speed,
it overweighs other products due to its Wi-Fi interface, light weight and compact size.
(a) Gumstix Overo (b) Raspberry Pi (c) Beagle Bone
Figure 2.40: Onboard CPU candidates
Table 2.14: Comparisons of onboard CPUs
Descriptions Gumstix Overo Raspberry Pi Beagle Bone
Processor ARM Cortex-A8 ARM Cortex-A7 ARM Cortex-A8
Main Clock 720 MHz 900 MHz quad-core 1 GHz
RAM 512 MB 1 GB 512 MB
Network Wi-Fi Ethernet Ethernet
Camera Interface OMAP ISP CSI OMAP ISP
Hardware Ports 2 UART 4 USB 2 USB
Dimension 58× 17× 4.2 mm3 86× 54× 15 mm3 85× 85× 5 mm3
Weight 5.2 g 30.8 g 39.7 g
Power Supply 1 A@3.3 V 0.8 A@5 V 0.5 A@5 V
Ecam Mono-camera
Several digital cameras are supported via the Gumstix Overo Fire camera interface,
and among them two cameras (see Fig. 2.41) have been selected for comparing their
specifications. For good performance of the mono-camera SLAM algorithm, the most
significant aspects are image resolution and image quality. From Table. 2.15 we can
find the specification of the two COTS modules. From the aspect of the image quality,
the CASPA camera has a better image quality due to global shutter, while this factor
is not so dominant when the frame rate is fast enough up to 30 fps, unless the MAV
has very aggressive movement. Both of the image resolutions can be accepted for fea-
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ture extraction and both of the size is mountable on MAV. While comparing about the
weight, the CASPA VL camera is a little bit heavy for the current setup, due to the lens
it equipped with. Synthesis of all the factors above gives the e-CAM 5 MP camera as
the most appropriate choice.
(a) CASPA VL (b) e-CAM 5 MP
Figure 2.41: Available cameras for Gumstix Overo Fire
Table 2.15: Comparisons of Gumstix compatible digital cameras
Descriptions CASPA VL e-CAM 5 MP
Imager Aptina MT9V032 CMOS Omnivision OV5640 CMOS
Resolution 752× 480 720 p@5 MP
Frame Rate 60 fps 30 fps@720 p
Shutter Global shutter Rolling shutter
View Angle 32° 70°
Dimension 39× 25× 15 mm3 15× 58× 6.8 mm3
Weight 22 g 5.6 g
Circuit Integration
Gumstix Overo Fire is a highly integrated processor board up to 10 layers. Due to
the tight integration, signals from the board cannot be connected without an extension
board. On the Gumstix’s commercial website, there are several extension boards avail-
able for different purposes shown in Fig. 2.42. Among these boards, two of them are
investigated: Pinto (Fig. 2.42(a)) and Summit (Fig. 2.42(b)). Pinto is advantageous
for its small size, which is nearly the same size with Gumstix Overo Fire and have 60
pins header for further expansion. The layout of Pinto includes header for Overo Fire,
two UARTs, one USB-on-the-go (USB-OTG) and other IOs, while Summit extends the
use to include the extra high-definition multimedia interface (HDMI) interface, console
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USB with a bigger size.
(a) Pinto (b) Summit
Figure 2.42: Available extension boards for Gumstix Overo Fire
Nevertheless, these two extension boards are still too large and inconvenient for
implementation into MAV system for their relatively large size and the compatibility
of the avionics. Thus, a customized extension board is designed to integrate the Overo
Fire female header, the power supply and level shifters, the ports and console USB to a
single tiny board as depicted in Fig. 2.43. Here, the design of the console USB includes
a FTDI chip FT232RQ to convert USB protocol to serial protocol in Gumstix. The
integration of the circuit yields a board with dimension of 43 × 12 × 3 mm3, which
is mounted on the diagonal of the avionic unit (see Fig. 2.26). The camera is fixed on































Figure 2.43: Gumstix Overo Fire extension board design
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2.9 NAV Platform Design
This section is an extension of the design philosophy, applied to NAV codenamed “K-
Nano”. NAV is a palm-size quad-rotor platform that weighs below 40 g that is able to
fly around 7 min.
Development of K-Nano follows the procedures of the K-Lion: circuit design, me-
chanical design, hardware integration and firmware integration. For such a tiny plat-
form, several factors need to be considered before a minimalist design.
Mass. Mass, thrust, size and energy are tightly correlated regarding to the design of
a tiny aircraft. Once the overall weight is fixed, the other factors can be decided
with some calculations. For this platform, the targeted weight is 40 g.
Thrust. Thrust to weight ratio needs to reach 1.5 for aggressive maneuverability for
NAVs. Thus, for each rotor, a minimum thrust provided should be 15 g.
Size. The overall dimension is also an indispensable factor for NAV applications such
as surveillance, spying and navigation in cluttered environments. The detailed
specifications depend on the selection of the propellers and frame, while the tar-
geted dimension is a palm-sized NAV, which is portable and easily takes off from
hand.
Energy. It is a tough task to make such a small platform with long endurance ca-
pability. There are ideas to integrate battery into frame and make a much more
compact NAV to improve endurance. Some researchers propose the idea of wire-
less charging [66] and some has applied the technology into drone development.
These ideas are still difficult to be realized at current stage and for this NAV a
single-cell 10 g 360 mAh Li-Po battery can last for 7 min, according to Equ. 2.1
given an overall current consumption at hovering state as 2.5 A.
Autonomy Level. The autonomy level depends on the hardware computational power
mounted onboard and inevitably the payload limits any processing unit mounted
to the platform. Thus, a integrated design with a circuit-frame is proposed for
saving the weight and increase the autonomy level.
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2.9.1 Mechanical Design
According to the description above, the mechanical design should break the general
design guidelines and integrate mechanical and circuit design, i.e. a circuit board en-
ables all the platform frame properties and able to attach rotors and other sensors on
it. Fig. 2.44 shows the integrated design of K-Nano and the weight breakdown can be




Figure 2.44: NAV integrated design scheme
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Table 2.16: NAV weight breakdown
Descriptions Part Amount Weight (g)
Propulsion Motor & Propeller 4 2.1
360 mAh Battery Li-Po Battery 1 9.3
Frame FR4 PCB 1 9.8
RC Receiver FR4 PCB 1 0.5
Height Sensors Ultrasonic Range Finder 1 4.6
Motor Holder ABS 4 0.57
Total Weight 34.88
Propulsion System
The propulsion system for K-Nano takes use of BDC motors. According to Table. 2.4,
the BDCs have disadvantages of low accuracy, low efficiency as well as maintenance
issues. However, it is quite expensive for both the energy consumed and the weight
budget to integrate the BLDC into a 40 g platform, whereas the ESC for the BDC motor
is very simple to implement. Design of the ESC and the circuit will be explained in the
following sessions. Fig. 2.45 and Fig. 2.46 give the testing results for the tiny propellers
used and the BDC throttle curve. Since the thrust and torque of the tiny propeller are
too small to be measured by the ATI load cell and the curve is not fitted as perfect as
K-Lion MAV.







































Figure 2.45: NAV propeller properties
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Instead of obtaining the RPM from ESC BEMF for K-Lion, to measure the rota-
tional speed for the NAV motor, an infrared sensor is mounted at the tip of the propeller
to measure the time interval between two blocks of the infrared sensor. Such a method
gives a high-resolution RPM measurement and can be used to identify the time constant
for motor. The figure shows step response of RPM w.r.t. input PWM values increment-
ing from 1100 µs to 1900 µs with a step size of 50 µs.

















Figure 2.46: NAV BDC bench test
Frame Resonance Test
It is essential to do the resonance test especially for K-Nano, as the overall structure
is a PCB FR-4 1 mm sheet. As the same method conducted in the MAV structural
test, the overall frame shape was extracted and exported to SolidWorks for frequency
simulation. Fig. 2.47 shows the mesh pre-processing for frequency FEA analysis and
Table. 2.17 gives the material properties for FR-4, a standard sort of PCB material.
Fig. 2.48 gives the possible resonant modes for this frame and Table. 2.18 shows
the resonant frequencies for each mode as well as their maximum displacements. It can
be viewed from the figure that four modes represent vibrations about x- and y-axis with
Fig. 2.48(a) and Fig. 2.48(b), oscillations at each beam with Fig. 2.48(c) and distortion
along the central axis with Fig. 2.48(d). These are all possible resonant cases, where
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Figure 2.47: Frame mesh for frequency analysis
Table 2.17: Mechanical properties of PCB material FR-4
Descriptions Base Frame
Material FR-4
Mass Density (kg/m3) 1850
Tensile Strength (N/m2) 3× 107
Elastic Modulus (N/m2) 2.25× 109
Poisson’s Ratio 0.127
all the frequencies distribute among 600 − 700 Hz. From Fig. 2.46, we know that the
maximum rotational frequency is around 15000 RPM, approximately 250 Hz. Thus,
it is known that natural frequency for any mode can keep the frame away from the
resonance, and the natural frequency will be higher if more modules are attached on the
frame with more complicated structures and surfaces.
Table 2.18: Frequency analysis of mode types
Mode Number Frequency (Hz) X-axis Y -axis Z-axis
2 610.36 6.668× 10−6 5.604× 10−11 3.266× 10−2
3 626.51 4.249× 10−11 7.093× 10−6 1.137× 10−4
4 666.82 3.355× 10−7 5.702× 10−9 0.4410
5 687.80 5.271× 10−10 1.399× 10−9 7.419× 10−5
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(a) Mode 1 (b) Mode 2
(c) Mode 3 (d) Mode 4
Figure 2.48: NAV frame resonance modes
2.9.2 Circuit Design
As stated in the above context, mechanical frame and electrical circuit are integrated
for light weight and compact size. Fig. 2.49 gives the overview of the circuit design
philosophy. Compared with the MAV K-Lion avionics system, the K-Nano system is
a more simplified and reduced system with all the necessary functions. The changes
are: 1) the upper level CPU is removed from the system; 2) redundant sets of inertial
sensors are removed; 3) BLDC ESC circuits were replaced with BDC ESC circuit (see
Fig. 2.50); 4) the visual odometry module is integrated with a sonar range finder. Recall
the previous prototype K-Nano version 1, where the optical-flow module was realized
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on GCS with an analog datalink attached airborne for real-time video streaming (will
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Figure 2.49: K-Nano circuit modules overview
The ESC circuit are controlled by a ATtiny13A from Atmel, which is to convert
standard ESC PWM signals (see Fig. 2.15) to high frequency PWM signals to switch
the MOSFET shown in Fig. 2.50. The MOSFET is used as a driver to 1) bring the level
signal to the potential level of the supply voltage, which is a single cell for K-Nano, and
2) provide enough current to drive the BDC, and 3) provide level shifting in half-bridge
circuit (see Fig. 2.51). It is noted that the function of R2 is to protect the MCU from
current spikes from MOSFET and R1 is a pull-down resistor to ensure that Q1 is turned
off when the input pin is floated.
A more expensive while powerful solution to drive the circuit is to use H-bridge
circuit, which is made up of two bridge circuit, Q1-Q2 and Q3-Q4. This control phi-










Figure 2.50: BDC drive circuit
MOSFETs to control two phases. Different control patterns can be realized with this
H-bridge circuit, where the BDC performs forward rotation when Q1 and Q4 are on
with the rest two off and the motor reverses its rotation when Q2 and Q3 are on with the
rest two off. When Q2 and Q4 are on and the rest two are off, the motor breaks from
rotation. Thus, with such a control scheme, the rotor is able to reverse or break for more



















Figure 2.51: BDC H bridge drive circuit
The overall hardware integration can be viewed in Fig. 2.52, which is the top side
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Figure 2.53: K-Nano onboard circuit bottom view
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2.10 Conclusion
In this chapter, a quad-rotor MAV platform has been customized and constructed with-
out use of any COTS electronics. Hardware components have been developed and an-
alyzed following the design flow of: 1) requirements analysis to describe the work
scope and MAV capabilities; 2) explicit minimum system analysis to define the neces-
sary components; 3) propulsion system incorporating ESC design and rotor analysis;
4) flight controller consisting of significant airborne hardware controls and command
executions; 5) communication subsystem to realize customized control protocol (under
development); 6) sensing components include the optical-flow module and the monoc-
ular video streamer. The main contribution done is the minimalist design and tightly
integration of all the sub-system components into a whole functional system. With the
design described in this chapter, the following requirements have been satisfied:
• Minimum Size and Weight. This methodology ensures a compact design with
minimal size and weight to provide enough thrust and flight endurance with the
analysis of rotor efficiency. Compared with the platforms by simply integration
of COTS products, this platform overweighs in all the hardware specifications.
Further, design of the optical-flow module and monocular SLAM camera module
also follows the minimalist design and are compatible of other onboard electron-
ics both with size and functions. The gross weight of the developed module is
around 10 g with a range finder to detect height.
• High Reliability. Several reliability issues have been taken into consideration
with power supply, noise and interference reduction, and mechanical frame fre-
quency tests to ensure the platform is stable and robust.
• High Intelligence. With a minimal system without higher-level CPU, the platform
is able to perform attitude-loop stabilization and position-loop trajectory tracking
in outdoor environment with GPS signal. The minimal system is able to execute
simple way-point tracking tasks as normal UAVs.
• Information Accessibility. Compared with the commercial platforms for research
purposes, not all the information can be collected as the IMU raw signal, ESC
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timing sequence signal and so on. For the customized platform, these information
are always accessible if they are necessary for control and navigation.
As compared to the existing products, e.g. the DJI Phantom8, which is hobby and
entertainment oriented and AR Drone9, which is more preferable by research works, the
customized MAV in this thesis realizes both of the GPS and GPS-denied environment
navigation in a smaller form. The latter one AR Drone is also able to perform GPS
navigation and ego-motion estimation, while no global localization and environment
sensing is not performed. Most of the research works done yet focus either on the
development of guidance and navigation algorithms, or on the platform control and
modeling improvement. While a systematic consideration on platform, control, sensing
and navigation is seldom proposed.
In conclusion, the main contribution discussed in this chapter is the design method-
ology of a fully customized MAV platform and hardware systems with respect to the
applications and task requirements.
Another contribution of platform design is discussed in the last section, where the
design philosophy is further extended to an NAV platform with gross take-off weight
40 g. This platform aims for GPS-based navigation as well as navigation in indoor and






Dynamic Modeling and Control
3.1 Mathematical Nonlinear Model
In this section, a nonlinear mathematical model is constructed to describe the quad-rotor
system. The model includes input decomposition, kinematic component, dynamic part
as well as output part, which is a well-established model. In the last part of this section,
the parameters for this quad-rotor MAV is identified for further inner-loop control.
3.1.1 Basic Principle
Mechanical layout of quad-rotor helicopters can be divided into two categories dis-
played in Fig. 3.1, X-configuration and +-configuration (xB pointing to the center of
mass of the front rotor and yB pointing to the right rotor from the origin). Both mathe-
matical models are quite well developed in the literature [67, 68, 69, 70].
Quad-rotor MAV adopted X-configuration, the basic working principle of which is
described in Fig. 3.2. Tn with n ∈ {1, 2, 3, 4} gives the lift force created by rotor 1,
2, 3 and 4. Rotor 1 and 3 rotate clockwise and rotor 2 and 4 rotate counter-clockwise,
resulting in zero net-moment when the angular speeds are the same in all motors. Com-
binations of different angular speeds of each rotor result in pitch, roll, yaw and heave
motions, displayed in Fig. 3.2.
3.1.2 Coordinate Systems





























Figure 3.2: X-configuration quad-rotor motions with red arrows for increase of RPM
and green arrows for decrease of RPM.
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• NED Frame I: stands for north-east-down (NED) frame, which is also denoted
as world inertial coordinate system, written as
{−→xI,−→yI,−→zI}. The NED frame is
stationary with respect to a static observer on the ground.
• Body Frame B: the coordinate frame with the origin located at the center of
gravity (CG) of MAV and orientation moving together with the aircraft fuselage,
which can be represented by
{−→xB,−→yB,−→zB}.
Several states involved in the quad-rotor modeling are clarified here with its defini-
tions in the corresponding coordinate system:
• Global PI, vI and aI: stand for the position, velocity and acceleration vector[
xI yI zI
]T, [uI vI wI]T and [aI bI cI]T of CG expressed in inertial
frame, PI, vI, aI ∈ {I}.







]T of CG expressed in body frame.
• Force and Moments FB, MB: stand for the force and moment vector applied to
the body frame, FB, MB ∈ {B}.
• Euler Angle Θ and Angular Rate Ω: the Euler angle is the rotational angles from
frame {I} to {B} based on a Z-Y -X order, which are [φ θ ψ]T standing for
the euler angles with respect to x-, y- and z-axis. The angles are also known as
roll angle φ, by (−pi/2 < φ < pi/2), pitch angle θ, by (−pi/2 < θ < pi/2), and
yaw angle ψ, by (−pi < ψ ≤ pi) and angular rate Ω is denoted by [p q r]T.
It is known that to rotate a coordinate frame which first attached to world frame to
the current body frame based on Z-Y -X order is to first rotate about the z-axis of the
coordinate frame by the yaw angle ψ and an intermediate frame is obtained denoted as
{I0}. This is followed by a rotation about y-axis of {I0} by pitch angle θ and obtain
another intermediate frame {I1}, followed by the third rotation about x-axis of {I1} by
roll angle of φ and obtain the final frame {B}.
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From coordinate frame {I} to frame {I0}, there is a rotational matrix RZ(ψ) ∈







where c and s are short-forms of cosine and sine respectively. And we know the trans-
formation matrix from {I} to {B} is concatenation of three rotational matrices about
three axis as:
RI/B = RZ(ψ)RY(θ)RX(φ) (3.2)
=

cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ
cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ
 (3.3)
where RI/B ∈ SO(3) is the transformation matrix
The overall structure view of this quad-rotor platform can be described as Fig. 3.3,
where δ1, δ2, δ3 and δ4 are the PWM values input to each motor and ω1, ω2, ω3 and ω4






























Figure 3.3: Quad-rotor MAV mathematical modeling overview
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3.1.3 Kinematics
The kinematic part describes the motion relationship between the two coordinate sys-
tems {B} and {I}. According to [72], Equ. (3.4) and (3.5) represent the navigation
equations applicable to transformation between two frames:
P˙I = vI = RI/BvB (3.4)
Θ˙ = S−1Ω (3.5)







where t∗ = tan (∗). The rotational matrix has a property that the inverse matrix equals
to its transpose where:
R−1I/B = R
T
I/B = RB/I (3.7)
3.1.4 Newton-Euler Rigid-body Dynamics
Based on Newton-Euler formalism describing the translational and rotational dynamics
of a rigid body, the dynamic equations can be written into input-output form:
mv˙B + Ω×(mvB) = FB (3.8)
JΩ˙ + Ω×(JΩ) = MB (3.9)





















3.1.5 Forces and Moments Generation
Based on the working principle of the quad-copter [73], the forces and torques are
mainly generated by the four rotors [74]. The following equation represents the com-




 = Λg + Λr + Λgy (3.12)
where ΛB is the forces and moments applied to the rigid body and Λg, Λr and Λgy are
forces and moments generated by gravity, rotors as well as the gyroscopic effect.
As the platform is x-axis and y-axis symmetric, the CG is located on the z-axis,
thereby the gravitational force only contributes to the force vector. Considering the
coordinate frames, the gravity only exists on the z-axis in NED frame and need to be

























It is the motor and propeller pairs which produce the main movements to generate
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the forces and moments. Propellers with reverse configurations are mounted on each
two beams of the cross to counter the rotational torques produced by each other. As
in [75], let Tn and Qn be the thrust and torque created by n-th motor and propeller





where CT and CQ are the propeller aerodynamic coefficient, ρ is the air density, A is
the area of the propeller swept by the rotating rotor, ωn is the rotating speed of the n-th
rotor and R is the radius of the rotor A. Assuming that the distortion of the propellers








where these two coefficients kT and kQ can be obtained by a series of experiments.






−(T1 + T2 + T3 + T4)
 (3.16)
The moments are generated when the four generated forces have different magnitudes
and result in pitch, roll and yaw movements. The moment component product con-
tributed by rotors is calculated as:
Mr =

d(T1 + T4 − T2 − T3)
d(T1 + T2 − T3 − T4)





2/2×L and L is distance from center of the motor to the platform CG and
can be measured. The above relationship between the force and moment generated by









−kT −kT −kT −kT
dkT −dkT −dkT dkT
dkT dkT −dkT −dkT











from the equation, we can also know that given the desired output thrust and moments,
the required rotor speeds can be solved with the inverse of the constant matrix Γ.
The third contribution of the overall force and moments generation is from gyro-
scopic effect produced by the propeller rotation. Gyroscopic effect is created when two
of the propellers rotating clockwise and the other two rotating counterclockwise, lead-
ing to an overall imbalance when algebraic sum of the rotor speeds is not equal to zero.


















0 0 0 0
0 0 0 0
0 0 0 0
q −q q −q
−p p −p p
0 0 0 0

ω˜ (3.19)
where Jr is the moment inertia of the rotor, including the propeller and motor shaft and
ω˜ is
[
ω1 ω2 ω3 ω4
]T.
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3.1.6 Lumped Model of BLDC and ESC
According to the Section. 2.3 and Section. 2.4, the system with input to the BLDC ESC
and output of angular speed can be recognized as a linear process. Also, the transient






where u is the input, Tm and K˜m are the time constant and process gain of the first-order
model with regard to the normalized input. Compared with the aircraft dynamics, the
dynamic of motor response is so fast that indeed there is no need to include the transient
property of the BLDC in the control loop. Further, since there is no measurement of
the rotor angular speed feedback, the model of the BLDC motor is regarded as a linear
correspondence between input PWM effective duration and output rotational speed with
the following equation:
ω = Kmδ
? + ω? (3.21)
whereKm is the slope and ω? is the intercept. δ? is the normalized PWM duration with:
δ? =
δ − δMIN
δMAX − δMIN (3.22)
During motor warm-up and PWM start-up, the estimation using the above relationship
is inaccurate.
3.1.7 Parameters Identification
The parameters used in the mathematical model can be obtained through several meth-
ods:
• 3D Software Estimation: most of the parameters including the mass, length, as
well as moment inertia can be estimated in SolidWorks and the accuracy is reli-
able with verifications from bench experiments.
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• Experimental Method: the parameters in motor and propeller need to be measured
with experimental setup described in Section. 2.4.
Fig. 3.4 gives the relationship between the normalized input PWM signal and the
output of the BLDC angular speed. Fig. 3.5 gives the propeller related parameters tested
on the ATI load cell shown in Fig. 2.18.


















Figure 3.4: BLDC and BLDC ESC parameters


























Figure 3.5: Propeller parameters
Parameters identified here are list in Table. 3.1 with all the units uniformed to meter-
kilogram-second (MKS) standard. The model is built with Simulink1 blocks to emulate
1Info from: http://www.mathworks.com/products/simulink/
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the kinematics and dynamic systems with a Level-2 M-file S-function method. The
model verification with attitude control loop is shown in the next section.
Table 3.1: Parameters identification for K-Lion
Parameters Description Values
m [kg] Overall weight 0.2350
g [m/s2] Gravitational acceleration 9.7810
L [m] Carbon fiber (CF) beam length 0.1180
kT [N/(rad
2/s2)] Lift coefficient 1.2610× 10−6
kQ [Nm/(rad
2/s2)] Torque coefficient 1.2310× 10−8
δMIN [µs] Minimum PWM input 1.0640× 103
δMAX [µs] Maximum PWM input 1.8640× 103
Km [rad/s] Gain of angular speed to normalized throttle 7.9140× 102
ω? [rad/s] Intercept of angular speed to normalized throttle 2.2600× 102
JXX [kgm
2] Inertia moment of body about x-axis 1.2773× 10−4
JYY [kgm
2] Inertia moment of body about y-axis 1.2787× 10−4
JZZ [kgm
2] Inertia moment of body about z-axis 2.2185× 10−4
Jr [kgm
2] Inertia moment of rotor 2.1613× 10−6
3.1.8 Model Linearization
According to the derivation above, the overall model is a nonlinear model with compli-
cated nonlinear dynamics inside, which brings difficulty to applying a structured control
algorithm. The commonly used technique is to linearize the function around the equi-
librium point to obtain a linear model. However, the linear model has some limitations
that it is not accurate when the maneuver is aggressive or the acceleration is large. It




u˙B = (vBr − wBq)− gsθ
v˙B = (wBp− uBr) + gcθsφ
w˙B = (vBp− uBq) + gcθcφ + 1mu1
p˙ = J1qr − Jr1qw¯ + J−1XXu2
q˙ = J2pr + Jr2pw¯ + J
−1
YYu3
r˙ = J3pq + J
−1
ZZ u4
φ˙ = p+ sφtθq + cφtθr






























where ω¯ = −ω1 +ω2−ω3 +ω4 as the component of the gyroscopic effect. This model
combining with the translational kinematics make up the overall nonlinear model of
quad-rotor MAV. However, for the normal maneuver of quad-rotor, which is hovering
at operational point, the nonlinear model can be linearized at the working point. Based
on the general linearization rule of a nonlinear function x˙ = f(x, y), the linearized
function can be written as:
f(x, y) ≈ f(x0, y0) + ∂f
∂x
(x0, y0)(x− x0) + ∂f
∂y
(x0, y0)(y − y0) (3.24)
where (x0, y0) is the equilibrium point, which can also be regarded as the working
point. For the quad-rotor UAV, the working point can be regarded as the hovering
condition and any slow motion can be regarded as perturbation from the equilibrium
point. The equilibrium point gives
[
ψ0 θ0 φ0 p0 q0 r0 ub0 vb0 wb0 ω¯
]
as[
0 0 φ0 0 0 0 0 0 0 0
]
, where ψ and θ are very small angles and φ with
















where we can see that the acceleration in body frame {B} can be regarded as propor-
tional to attitude angles of perturbation around working point. Thus, the model can be
divided into two separate parts of inner-loop and outer-loop model, where inner-loop
controls the attitudes and outer-loop controls the global position. The interconnection
between two parts is the body-frame acceleration from outer-loop output to the angle
reference of the inner-loop input.
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3.2 Inner-loop Attitude Control
This section discusses the inner-loop control scheme designed for this MAV, which is an
architecture named composite nonlinear feedback (CNF) control law [76, 77, 78, 79].
Compared with other control method, the CNF control law tackles nonlinear systems
with input saturation, which is the exact property for a quad-rotor system. The control
output consists of a linear feedback law and a nonlinear feedback law to compensate
the nonlinear components in the system. To make a tradeoff between the transient
properties of quick response and small overshoot, the CNF control utilized a control
law that gives small damping ratio to produce a fast response when output is far away
from the targeted reference, and gives a large damping ratio when output approaches
the reference.
The inner-loop control design can be regarded as the structure depicted in Fig. 3.6,
where the blue blocks are realized in the controller, which is the embedded MCU for





































Figure 3.6: Structure of MAV inner-loop control
From the figure, it can be seen that the input signal gives references for four chan-
nels, which are compatible with RC control. δele, δail, δrud and δthr are signals of
commands for channels of elevator, aileron, rudder and throttle respectively, which are
in the form of PWM signal for RC and other format for autonomous control. The four
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signals map to θ, φ, ψ and cb which is the
−→zB-axis acceleration and sometimes δrud
maps to the angular velocity r. When linearized at the working point the euler angles θ
and φ are proportional to the accelerations ab and bb, and thus can be used to connect
the inner- and outer-loop.
The inner-loop used CNF technique to control the model and it takes three of four
channels φ, θ and ψ and the throttle channel directly maps to the motor input. This
is the case that the height channel is controlled in the outer-loop and the acceleration
is converted to body frame with transformation matrix (at equilibrium point ci = cb).
From the last section, the model has been decomposed into two parts: inner-loop and
outer-loop. It can be regarded as the control output signal from the outer-loop is the







































In the following control design, one of the double integrator system is chosen for
illustration with: 




where x ∈ Rn, y ∈ Rp, h ∈ R and u ∈ R are the state, measurement output, controlled
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 , B =
 0
J−1XX
 , C1 = I2×2, C2 = (1 0) (3.28)
3.2.1 CNF Control Technique Implementation
According to the CNF design instruction [80], where a MATLAB toolkit is developed
for the calculation the gains. The design procedures can be listed as below:
Step 1 Given a reference r and another state is further defined as:
z˙ = κie = κi(h− r) (3.29)
where κi is the integration gain and an auxiliary system is thus created as:
˙¯x = A¯x¯ + B¯sat(u) + B¯rr (3.30)
y¯ = C¯1x¯ (3.31)





 , x¯0 =
 0
x0
























The term sat(u) is the saturation input, which is suitable for the quad-rotor sys-
tem. There is a physical limitation for the input signal must be positive and cannot
exceed the maximum motor RPM range. According to Equ. 3.18, each input item
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where ωmax is the maximum rotor angular velocity and it is assumed that the
maximum speed for each rotor is the same.
sat(u) = sgn(u) min {umax, |u|} (3.33)
Step 2 Design a linear feedback control law with
uL = Fx¯ +Gr (3.34)
where F is chosen such that a) A¯ + B¯F is an asymptotically stable matrix, and
b) the closed-loop system C¯2(sI − A¯ − B¯F)−1B¯ has certain desired proper-




to conform with z and x. Lastly, G is
chosen as
G = − [C2(A + BFx)−1B]−1 (3.35)





x¯e := Ger (3.37)
Step 3 Given a positive definite matrix W ∈ Rn×n, the following Lyapunov equation
can be solved:
(A¯ + B¯F)′P + P(A¯ + B¯F) = −W (3.38)
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for P > 0. Such a solution exists as (A¯ + B¯F) is asymptotically stable. Then
the nonlinear portion of the CNF control law uN is then given by,
uN = ρ(e)B¯
′P(x¯− x¯e) (3.39)
where ρ(e) with e = h − r being the tracking error is a smooth non-positive
function of |e|, to be used gradually changing the closed-loop system damping
ratio to improve the tracking performance [80]. Several nonlinear functions can
be served as ρ(e) and among them the one with the best robustness performance,





|e(0)| , if e(0) 6= 0
1, if e(0) = 0
(3.41)
in which α and β are positive scalars that can be tuned to improve the tracking
performance.
Step 4 The linear feedback control law and the nonlinear portion together give the
final feedback control input as:
u = uPRE + uL + uN
= −g(y) + Fx¯ +Gr + ρ(e)B¯′P(x¯− x¯e) (3.42)
where uPRE = −g(y) is the nonlinear part of the plant if the nonlinear model
is used. This term feedbacks the nonlinear terms in the model and makes the
reminding system as a linear system. Here we assume the model is linearized
around the equilibrium point and g(y) = 0.
The final control effort of each channel will be input to the module input ‘Input
Signal Decomposition’. Since the control effort is calculated based on the feedback
error of four channels but not the angular speed of the four motors, these signals have
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to be mapped to the increment or decrement of the motors. Assume that u1, u2, u3 and
u4 are the control outputs of the throttle (from outer-loop control), aileron, elevator and
rudder channels, respectively. This maps variations to change rotors’ angular velocity
as:











and the new motor input PWM









, n ∈ 1, 2, 3, 4 (3.44)
where ω˜n is the measured output from BLDC ESC. Then the input signal to ESC δn can
be calculated according to Equ. 3.22.
3.2.2 Inner-loop Control Verification
This section shows the experimental results to demonstrate the inner-loop model as
well as the performance of the attitude controller by real flight data. Chirp signals
by manual pilot were sent to the MAV for different channel verification. Only roll
and yaw channels are shown here, since the performance of pitch channel is similar
to roll channel. Fig. 3.7(a) and Fig. 3.7(b) give the input signal from pilot for aileron
and rudder channel respectively. Attitude references are generated from RC transmitter
by manual pilot with a gradually change from low frequency around 0.3 Hz to high
frequency around 5 Hz.
IMU data was logged inside the flight controller during test and the simulation data
was obtained with Simulink block simulations. A full nonlinear model was built in
Simulink with all the identified parameters and input signals as the manual control sig-
nal logged during flight. Slight latency can be seen between the manual control signal
and the response of euler angle measurement because of RC transmission and data
logging processing time. Fig. 3.8 gives the roll channel angle and angular rate response
with the reference generated from manual controller. This is a verification of the lumped
model and the inner-loop controller, which can be seen in the figure the curves can be
107





























Figure 3.7: Perturb signals from manual pilot
matched. Fig. 3.9 gives the yaw channel verification results.
There are still relatively large errors between the simulation results and the raw
measurements. In Fig. 3.8(b), the simulation results give a larger response comparing
with the measured data and the maximum difference is up to 0.6 rad/s. This leads to the
gap in roll angle φ response around 0.15 rad and the gap is larger in the low frequency
period. The possible reasons may come from:1) parameters are not exactly verified
especially the moment inertia, which was estimated in the 3D software SolidWorks;
2) trim values are not identical for simulation and real flight, where the input has trim
values according to the transmitter settings; 3) differences between four motors can
also bring large errors since the simulation is built to assume all the motor models are
identical.
Further, compared with the data from simulation and the IMU measured data, we
can find slight delay between them given the same input signal. Especially in low
frequency chirp testings, the phase delay is up to 0.3 s for roll channel. This can be
explained as: 1) RC transmission brings latency to the system and there is an certain
interval between the signal issuing time and the command execution time; 2) data log-
ging occupies a large percentage of the overall CPU resources especially for high-speed
large-volume data recording, leading to slow response to other hardware interrupts in-
cluding flight control .
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Figure 3.8: Roll angle φ and angular rate p verification















































Figure 3.9: Yaw angle ψ and angular rate r verification
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3.3 Outer-loop Position Control
A position controller is designed and implemented with robust and perfect tracking
(RPT) [81] method, which is also known as outer-loop control and can be viewed in
Fig. 3.10. The figure gives an overview of the outer-loop control structure which in-
cludes the path generator, the control law block and the feedbacks. Practically, the
outer-loop and inner-loop may or may not be realized in a single MCU module and for
this case, both of the control blocks are executed in the onboard avionics and the path
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Inner-Loop Block
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Figure 3.10: Structure of MAV outer-loop control
According to Fig. 3.10, functions can be achieved with different corresponding
hardware modules.
• Inner-loop: the inner-loop control can be viewed as a integrated block with mul-
tiple inputs and outputs (see Fig. 3.6). The overall structure is a cascade control
loop. The block in red is the UAV kinematics part that cannot be changed.
• Feedbacks: the MAV obtains feedback information from global sensing systems
GNSS for outdoor environment and Vicon or other SLAM techniques for indoor
environments. Feedbacks are collected from different hardware modules for var-
ious cases. The onboard modules including range sensors and the optical-flow
module can provide x- and y-axis velocity u, v and height z, with other infor-
mation obtained via integration or differentiation. For the GNSS, the feedback
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information directly goes into the avionic module depicted in Fig. 2.29. For the
Vicon system, visual markers need to be attached on the frame body and position
readings are wirelessly transmitted into the higher-level CPU Gumstix via socket
through Wi-Fi. For other SLAM techniques, the poses are estimated on the GCS
first and then uploaded to the airborne part via Wi-Fi.
• Trajectory Generator: this is done the onboard Gumstix module with Reflexxes [82].2
• Path Generator: a pre-load path is saved in the Gumstix module for pre-planned
path. For online realtime path-planning, the path is also generated from GCS and
transmitted to the airborne part.
3.3.1 RPT Control Design
In terms of RPT position control, the closed inner-loop can be treated as a virtual actu-
ator (see [73]), the outer-loop dynamics of the aircraft can be regarded as the dynamics














where xI, uI, ax,I are respectively position, velocity and acceleration for x-axis in the
NED frame. By applying the RPT approach introduced in [83], we can obtain an aug-
mented system of the following form:
ΣAUG :


















w = a˙x,I,r (3.47)
A =

0 −1 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1























1 0 0 0 0 0
]
(3.49)
with xe = xI,r − xI as the position error and a˙x,I,r as the derivative of the acceleration
reference. By following the procedures in [81], a linear feedback control law can be
formulated as:



















where  is the design parameter to adjust the settling time of the closed-loop system,
ωn, ζ and ki are respectively the nominal natural frequency, damping ratio and desired
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pole location of the closed-loop system of the system (3.46),
pi(s) = (s+ ki)(s
2 + 2ζωns+ ω
2
n) (3.52)
The parameter  is designed as a small number to achieve fast response. However, due
to the limitation of MAV dynamics, the outer-loop bandwidth is chosen as smaller than
1/3 of the inner-loop bandwidth [84].
Verification of outer-loop control will not be detailed here as a standalone section.




To conclude, a nonlinear mathematical model is derived based on the quad-rotor physi-
cal working principle and further linearized at the operating point for controller imple-
mentation. Parameters involved are identified with test-bench experiments. CNF con-
troller is implemented for attitude control loop to achieve the stabilization performance
with fast response and controlled overshoot. As a verification, testing data is acquired
to compare with the simulation results based on the model derived. Furthermore, a
position loop controller is realized with RPT control structure for position reference
tracking.
The main contribution of this part resides in the development and generalization of
the mathematical model for a quad-rotor UAV, which is realized with MATLAB and
Simulink. This provides an interface to verify the performance of the controller design
or some path and trajectory planning algorithms. If the platform configuration or hard-
ware are changed, parameters can be reidentified with a systematic method. Another
contribution of the modeling and control segment is the controller implemented for at-
titude control and position control. As compared with the normal PID controller, the
tuning process will be more straightforward and clearer to be understood, even though





The term “optical flow” [64] is a bio-inspired concept. It relates to the pattern of appar-
ent motion of objects, surfaces and edges in a visual scene caused by the relative motion
between an observer, which is a mono-camera in this case, and the scene. The optical-
flow method is essential to navigation strategy of MAV due to the poor performance of
the low-cost MEMS GPS sensor signal in outdoor environments, or even in indoor en-
vironments without GPS. In [85], an optical-flow based technique is adopted in outdoor
navigation to aid GPS and INS measurement. [86, 87, 88] demonstrated feasible ap-
proaches to autonomous MAV navigation and localization in GPS-denied environments
with optical-flow based motion estimation. The MAV is able to perform autonomous
flight in unknown environments with all the algorithms running onboard. These works
serve as excellent examples to illustrate feasible approaches for indoor and GPS-denied
environments navigation based on visual odometry, especially implemented for MAV.
4.1 Motion Estimation Using Optical Flow
Optical-flow based motion estimation is more memory efficient, compared to a full
3D reconstruction approach such as a visual SLAM system [50] which maintains a
full 3D map and feature tracks. However, no feature tracking are needed in this case
since the approach of this module is not depended on features, thus decreasing the
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overall computational load and increasing the algorithm efficiency and updating rate.
This makes optical flow based approach a suitable solution for motion estimation of the
current platform. Most of the algorithms integrated here are inspired by the work done
in [89].
4.1.1 Pinhole Camera Representation
The pinhole camera, generally a simplified model case for most of the CMOS/CCD
camera sensors, can be modeled as the perspective projection [90]. Fig. 4.1 gives the
basic pinhole camera representation. Several concepts are explained here:
• 3D Coordinate Systems. There are two 3D coordinate systems involved, which
are the camera coordinate system and the world coordinate system. The camera
coordinate system {C} : {Oc, Xc, Yc, Zc} is a coordinate system built for the
camera and Oc is the ideal pinhole, which is also known as focus. The world
coordinate system {W} : {Ow, Xw, Yw, Zw} can be defined as any coordinate
system. Both of the coordinate systems are right-hand rule systems.
• Planes. Several planes are involved in the pinhole camera model. Image plane is
the plane that the image of the projected real world objects is on. Another plane
named focal plane F is the plane constrained by focus Oc and axis Xc and Yc.
This plane is in parallel with the image plane and has a fixed distance of f , which
is the well-know focal length. Since the rays of light go through the pinhole and
form an inverted image on the image plane, for the ease of modeling, another
plane virtual image plane is assumed.
• Axis. The main axis in this model is the optical axis, which is the Zc going
through the focus and perpendicular to the image plane and intersects the image
plane I as well as Iv, the intersecting point is the principal point, c.
• Image Buffer. The fourth plane is the real image buffer we get from the sensor,
which is the pixel values by rows and columns. Generally, the origin of the image
buffer is not defined to coincide with the intersection of the optical axis. As well,
due to the pixel size may not be a standard square, the scale of xb and yb may have
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different values corresponding to the virtual image plane. Further, there could be























𝐹 𝐼 𝐼𝑣 
Figure 4.1: Ideal pinhole camera model
Perspective Projection
Assume there is a 3D point M with its coordinates (MX,MY,MZ) defined in cam-
era coordinate system {Oc, Xc, Yc, Zc}, and this point projects to the image plane via
the optical center Oc as the point mi with the coordinates (mx,my) in the 2D image
plane {c, xi, yi} (virtual image plane will be used in the following paragraphs). From
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where (u, v, w) is the 2D image plane point expressed in the homogeneous coordinate
system with x = u/w and y = v/w if w 6= 0. (X,Y, Z, 1) is the 3D point expressed
in the homogeneous world frame. In a more general way, the above equation can be
written as:
mi = Hc→iMc (4.3)
both mi and Mc are expressed in homogeneous coordinate system.
Camera Extrinsic Parameters
Recall the coordinate systems in Fig. 4.1, where the point M can be expressed in any
coordinate system defined by human beings. In the robotics related research, there is
always a world frame which is fixed for global position and velocity reference. Imag-
ine such a coordinate system is defined as {Ow, Xw, Yw, Zw}, which has relationship
between the camera coordinate system with a rotational motion R followed by a trans-
lation motion T. Thus, the relationship can be set up between the expression of the
point in world frame Mw and the camera coordinate frame Mc as below:
Mc = Hw→cMw (4.4)
where the Mc and Mw are expressed in homogeneous coordinate system with a dimen-
sion of 4. and Hw→c is the transformation matrix:




Thus, given a world coordinate system and a certain camera model, we can have the
transformation matrix Hex to transform the 3D point in world frame to the image plane,
which is also known as the extrinsic parameters of the camera model.
Intrinsic parameters
For a wide angle camera, normally there is lens distortion. The lens distortion will
bring distortion to the image also, which is described in Fig. 4.1 with dashed curves in
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the virtual image plane. According to [91, 92], mainly two kinds of distortions exists:
















where (xˆi, yˆi) are the distorted or true image coordinates on the image plane and x and













2, k1, k2 and k3 are coefficients of the radial distortion model
due to imperfect lens shape. The decentering distortion model is not common, so it








Then the distortion modeling equation can be written in the general form as:
mi = Hdistmˆi (4.9)
where mi is the point obtained from the perspective projection model and mˆi is the real
image coordinate if distortion exists. Hdist is the distortion rectification matrix.
It is known that the real image buffer saving the pixel information, e.g. the buffer
accessed by DMA discussed in the above section, has another independent coordination
system as depicted in Fig. 4.1, where the green plane stands for the image buffer plane.
It can be seen from the figure that the origin of the coordinate system has an offset with
the intersection of the optical axis. Further, the scale may have different values due
to the pixel configuration. Thus, an affine transformation will be introduced to tackle
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with the conversion from the distorted image plane {c, xi, yi} to the image buffer plane
{ob, xb, yb}. The projected point on the virtual image planemi may appear at pointmb
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where bx and by are the x and y scale of the image buffer coordinate system with respect
to the image frame. θ is the angle of the x and y axis in the image buffer frame since
these two axis are not always perpendicular. (cx, cy) is the coordinate of the intersection
of the optical axis ZC. Hence, we have,
mb = Hi→bmˆi
if we have distortion case, while if there is not distortion considered, this becomes:
mb = Hi→bmi (4.11)
Combine the transformation from the 3D camera coordinate system (Equ. 4.3) to the
2D image coordinate system and the 2D image frame to 2D image buffer coordinate
system (Equ. 4.11), we can eventually have our transformation from the world frame to
the 2D image coordinate:
mb = Hi→bHc→iMc




fbx fbx cot θ cx 0
0 fby csc θ cy 0
0 0 1 0
 (4.13)
is called camera intrinsic parameters.
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If the distortion is considered, the intermediate variable xˆi, yˆi needs to be replaced
with known variables. This can be solved with some pre-defined points to obtain the
parameter k1 and k2.
4.1.2 Simplified Camera Motion Model
From Equ. 4.13, we know that if there is a 3D point in camera coordinate system, the 2D
point in the image buffer frame can be obtained using the Hin projection. If the camera
intrinsic parameters are not considered here, i.e. only the focal length f is considered,
other parameters bx = by = 1, which means the image buffer frame is orthogonal
coordinate frame with equal scales of x- and y-axis, x0 = y0 = 0 meaning that the
center of projection (intersection of the optical axis) is at the origin of the frame. This
assumption is mostly made under optical flow case, where only flow speed of the pixels





where mb and MC are the expressions of point in camera coordinate system and image
buffer frame respectively. MZ is the z-axis coordinate of the point. According to [89],
the relative motion between the camera and point MC is given by
V = −T−Ω×MC (4.15)
where V is the relative velocity between the coordinate system and the point MC gives
the translation motion T and the rotational motion Ω of the camera coordinate system.







where VZ is the z-axis velocity. Combine the above 2 equations, the velocity of the

















where vbx and vby is the velocity of the viewed point mb in image buffer, TX, TY
and TZ are the translation motions of the camera coordinate system on its three axis,
and likewise, p, q and r are the angular rates of the camera frame. The last term of
the velocities is too small and can be ignored when calculating the flow speed. Once
the rotational component of the camera system is zero or can be estimated by certain
sensors, the velocity is only made up of translational components:














where ωy and ωx are the rotational related components in the Equ. 4.18. Since for the
optical-flow computation, there is always a planar assumption that assumes the cam-
era is facing a plane without height change, the flow can be calculated with the above
method. Here, if the rotational components can be compensated, in order to solve the
translational velocities of the point in x- and y-axis in the camera frame (which re-
versely is the camera motion), TZ is also assumed to be zero, which means there is no
fast motions on the z-axis, or can also be compensated with other types of sensors. In
this case, the rotational components are estimated using a 3-axis gyroscope and height
information is provided with the TeraRanger-One module (see Fig. 1.8(d)). As well,
even if the fast motion in z-axis is violated, TZ can be estimated using the differen-
tiation method with the readings from the range sensor module. Regarding with the
implementation of the algorithm, the velocity of the pixel point can be estimated using
the pixel position shift divided by frame interval.
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4.1.3 Flow Computation Using SAD
Optical-flow module is to estimate the camera translational velocities from the pixel
movements on the image. There are several ways to estimate the flow information from
the images and the most frequently used methods include intensity-based method and
feature-based method. The intensity-based method is to match the image patches using
intensity information, which can be processed using methods like threshold, sum of
absolute differences (SAD) [89]. The feature-based method is more structural and hence
more complicated. A feature is a piece of information which is relevant for solving the
computational task related to a certain application. Features may be specific structures
in the image such as points, edges or objects. Features can be extracted using several
well-known methods like features from accelerated segment test (FAST), speeded up
robust features (SURF), scale invariant feature transform (SIFT) and so on and they can
be described using certain descriptors in order to re-match in the successive frames [93].
The inspiration of this design is mostly from the design of PX4Flow [89], where
they used a high updating rate camera MT9V034 from Aptina Imaging. Due to the high
updating rate up to 200 Hz, the gap between two continuous frames do not have large
differences and SAD is processed with a low resolution image patch. Thus, the lens they
are using is the zoom-in 16 mm lens compared with the case in this thesis, a 3.8 mm
lens on OV9655, yielding a wider view angle such that most of the scene still exist in
the successive frames. However, for a high flight speed, previous image scene maybe
completely replaced by new scenes in the successive image frames and high frame rate
is an essential factor.
Pre-processing
The raw image obtained from OV9655 is streamed by DMA to the internal memory
of the MCU. Images are stored with two bytes per pixel, and the format is RGB565.
Fig. 4.2 gives the format of the pixels data and pre-processing is necessary using the
following equation:
I = 0.299 ·R+ 0.587 ·G+ 0.114 ·B (4.19)
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where I is the intensity of the gray image, R = Rraw/25 × 28, G = Graw/26 × 28 and
B = Braw/25×28 are the red, green and blue components calculated from the raw image
respectively.
𝑅𝑟𝑎𝑤 𝐺𝑟𝑎𝑤 𝐵𝑟𝑎𝑤 
Byte A Byte B 
Figure 4.2: RGB565 format
The image size are customized to a square of 100 × 100 pixel resolution. Several
registers need to be configured to make the sensor output the customized image size.
Fig. 4.3 gives the desired output image from the sensor after monoscaling, which is a
100× 100 8-bit pixel image stored in the memory.
Figure 4.3: Sample image from CMOS sensor OV9655 facing a laptop keyboard
Image Sampling
With the preprocessed monoscale image, samples are extracted from the images illus-
trated in Fig. 4.4. Each sample is a 8 × 8 image patch for further investigation. It is
recommended that the row and column is integral multiple of four, since the MCU is
32-bit and is able to handle operand of four byte for each operation. These extracted
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samples are features represented by pixel intensity and to be matched in the successive
frame to find the flow information. For a better flow detection, features with most infor-
mation will be easier to be found in the next several images. For intensity based image,







[(P (i, j)− P (i+ 1, j)) + (P (i, j)− P (i, j + 1))] (4.20)
where Rd is the summation of the pixel intensity difference, P (i, j) is the intensity
value of pixel at image location (i, j), R and C are row and column numbers. It can be
seen from the figure that inside the image there are total 64 image patch samples start
from the (15, 15). Each patch will be calculated by the equation above to obtain the














Figure 4.4: Sampling patches from the monoscale image
Image Patch Rematching
With the filtered samples, the next step is to match these featured patches in the succes-
sive frame compared with the surrounding patches with the same size. Fig. 4.5 depicts
the search scheme of a certain patch start from (15, 15) with 8× 8 pixel size. Since the
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frame rate of the OV9655 sensor is not very high, it is assumed that within two frame
time the flow in the image will not exceed 10 pixel steps. Thus, a search window of
21 × 21 is applied to search for the most similar patch in the vicinity. Rematch can be
defined with summation of the difference of all the pixels in the pair of patches and the














Figure 4.5: SAD calculation of the patches in their vicinity
Refinement
A preliminary flow step can be calculated with the above-mentioned method and fol-
lowed by another step of subpixel refinement [94]. With the target patch found in the
new coming image, a new patch based on subpixel on the direction with star shape in
Fig. 4.6 can be calculated with the following equation:
Psub(i, j) =
P (i, j) + P (i, j − 1)
2
(4.22)
with Psub stands for the subpixel values using interpolation method. With all the sub-








[P2(i, j)− Psub(i, j)] (4.23)









Figure 4.6: Refinement based on subpixel values with half pixel extended in each direc-
tion
With all the 64 samples processed and the corresponding flow distance obtained,
the final flow is calculated based on histograms.
4.1.4 Feature-based Method and Homography Estimation
The algorithm discussed below is implemented in the previous K-Nano prototypes,
which was published in [93]. Part of the algorithm is continued in K-Nano version
2, which is still in development.
Firstly, feature points are detected using Shi-Tomasi feature detector [95]. The fea-
tures are then tracked over consecutive frames using the Pyramid version of the Lukas-
Kanade tracker [96]. In order to achieve high computational speed, we limit the maxi-
mum number of detected features to 100.
Given the corresponding feature points detected in consecutive frames, the perspec-
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tive transformation between the two camera frames can be estimated. This transfor-
mation is represented by a 3 × 3 homography matrix. The locations of corresponding
feature points p and p′ in images captured at t and t′ are related by the homography






where in a simple form, the above one can be expressed as:
sp = Hp′ (4.25)
where s is a scale from 2D image to 3D real world. According to [97], this relation
is satisfied provided that the image scenes lie on the same plane. This assumption
can be safely made in our case since all the captured scenes belong to the flat floor.
The homography matrix H can be solved using a standard least square optimization
algorithm. Random sample consensus (RANSAC) [98] can be applied to reject outliers
for a robust estimation. The estimated homography is then refined using Levenberg-
Marquardt optimization to further reduce the re-projection error. Thus it needs to be
normalized so that the element in homography matrix H33 = 1. Some of the details
will be described in Chapter 5.
4.1.5 Self Motion Estimation
As presented in [99], the homography matrix can be further decomposed as the follow-
ing equation:




where R and T are the rotation and translation of the UAV frame from t to t′. N is
the unit normal vector of the ground plane at t and d is the distance between the ground
plane and the UAV frame. If we can obtain UAV attitude angles φ, θ, ψ at t and φ′, θ′, ψ′
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The rotation R can be computed as follows,
R = RI/B(t)RB/I(t
′) (4.28)
where RI/B(t) is the rotation from the UAV body frame to the inertia frame at t and
RB/I(t
′) is the rotation from the inertia frame to the UAV body frame at t′. Therefore,
the translation T can be calculated as
T = d(H−R)N (4.29)
For general cases, we need the measurements from the IMU to calculate the R and N.
However, since the MAV is moving slowly during the navigation, it has negligible rota-
tion. Thus we can safely assume that R is an identity matrix and N is the perpendicular
vector to the ground plane. Also the distance between the ground plane and the MAV is
measured by an ultrasonic sensor. As the translation T is estimated, the velocity vector





where ∆t = t′ − t.
4.1.6 Kalman Filter
We further design a Kalman filter to estimate the position of the MAV. The measurement
is the estimated velocity based on the homography. The linear state space includes the
129





The state x is evolved according to the prediction model,











and uk is the system input which is the MAV acceleration. We assume that the MAV
undergoes a constant acceleration which follows a zero mean normal distribution. wk
is the process noise which follows N(0,Qk).
The measurement model is,







and vk is measurement noise which follows N(0,Rk).
The optical-flow algorithm will sometimes fail if the received image is badly af-
fected by motion blur and signal interference during the transmission, However, the
failed cases can be detected and discarded before the Kalman filter is updated. Only the
estimated velocities between vmin and vmax are used as measurements for the Kalman
filter. In our implementation, we set vmin = 10−6 m/s and vmax = 2 m/s.
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4.2 Experimental Results
In this section, preliminary results of the optical-flow module are shown and compared
with the ground truth. The ground truth data is based on motion capture system Vicon,
which consists of 10 infrared cameras covering a 4× 4 m2 square.
4.2.1 Offline Tests
To show the performance of the velocity measurement w.r.t. the ground truth, the MAV
is manually controlled in the Vicon covered area to fly a square shape. Fig. 4.8(a)
and Fig. 4.8(b) gives the velocities of x- and y-axis in body frame {B} respectively,
given that the body frame {B} keeps the same heading angle with the world inertial
frame {I}. It can be seen from the figure that the velocities are suffered from noise,
which may be caused by oscillation of the platform, the pixel mismatching and the
height measurement compensation. This kind of noise can be further filtered by Kalman
filter and the measurements can be fused with the onboard IMU to get better results for
control.


















Figure 4.7: Position estimation based on visual odometry, with starting point aligned to
the same.
According to the working principle of the optical-flow module, the raw flow speed
needs to be calibrated with the height information to find the scale to the real 3D world.
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Figure 4.8: Translational velocities from visual odometry
As the current module takes use of the ultrasonic sensor instead of the Teraranger One
module, noise and jumping signal were introduced with that sonar sensor. Fig. 4.10
gives the relatively bad performance recorded during a flight test, where the correct
measurement shows as the envelope curve and jumping error frequently happen with a
large ratio. Even if this kind of noise can be filtered, the blank period without any height
measurement will lead to false estimation of velocity from visual odometry.
Fig. 4.7 gives the position estimation obtained from the velocity measurement using
integration method. Position drift is always a problem for any form of odometry mea-
surement and from the figure we can see that the maximum error accumulated can be
up to 0.4 m and for non texture-rich ground surface, the result will be worse. Thus, the
method based on visual odometry can not be used as position measurement for feedback
control.




































































Figure 4.9: Simple path tracking performance with visual odometry, height provided by
a sonar range finder.
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4.2.2 Simple MAV Tracking Test
Fig. 4.9 shows the pre-planned square path tracking experiment to verify the measure-
ment of the visual odometry as well as the outer-loop control law. It can be seen that
height measurement has some jumps according to the sonar sensor depicted in Fig. 4.10.
The control performance can be better if high-quality sensors are adopted. The x- and
y-axis tracking performance show a maximum error around 20 cm. Better results can
be obtained with the gains fine tuned. A steady state gain is shown in Fig.4.9(a) since
the integrator gain is set to be extremely small, since the optical-flow module is vulner-
able from position drift. If the integrator gain is large, when the position measurement
is corrected, the control output will be very large at that time stamp.















Figure 4.10: Sonar range finder performance with large noise
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4.3 NAV Autonomous Control
4.3.1 Visual Odometry Implementation
The same modeling and control methods can be migrated from K-Lion to K-Nano.
The major difference between two platforms is that the dynamic of K-Nano is much
faster than K-Lion. In order to realize aggressive flight motions and agile maneuvers,
the nonlinear model has to be considered instead of linearization about the equilibrium


















· Image processing 
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Figure 4.11: K-Nano autonomous control architecture
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For K-Nano autonomous navigation structure, Fig. 4.11 gives an illustration of the
architecture. This architecture gives the current K-Nano architecture and the vision
algorithm is still under improvement. Compared with the previous prototype, where
the optical-flow module is on the GCS with an airborne analog video streamer and a
5.8 GHz datalink to transmit the video, a minimalist design of the optical-flow module
developed in Chapter 4 was integrated into the current version hardware system as dis-
played in Fig. 2.52 and Fig. 2.53. A digital video camera provides images with better
quality getting rid of noise and motion blur, however, rolling shutter problem comes
into scope and has to be solved with the current version hardware setup. A further com-
parison between K-Nano and K-Lion gives that K-Nano is only equipped with a visual
odometry module to provide x- and y-axis velocity without the global information of
pose and map.
The vision odometry implementation of K-Nano version 1 adopts feature-based mo-
tion estimation using optical-flow method mentioned in Section. 4.1.4. Even though the
video quality was affected by the transmission reliability and sometimes low quality
images suffering from noise and motion blue, shown in Fig. 4.12, our visual odometry
algorithm based on feature detection and feature tracking has been successfully imple-
mented and tested on the K-Nano version 1. With the real flight results, problems with
the vision system setup are listed below:
• Transmission Problems. The analog transmission module have its own pros and
cons. Compared with Wi-Fi or Bluetooth, analog transmission have the advan-
tages of long range, large bandwidth and short latency, while it suffers from trans-
mission errors and loss of packages. For video streaming, analog transmission
will bring motion blur and snow noise, especially for non-line-of-sight condi-
tions or long range applications. These problems cannot be solved thoroughly for
a tiny low-cost transceiver module, while the noise can be reduced with strength-
ening antenna power and keeping line-of-sight.
• Processing Problems. Video is streamed to GCS for processing and GCS has
to ensure the real time property. The processing speed can be faster with GPU
acceleration.
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• Scale Problem. According to the working principle described in Chapter 4, ob-
tained velocity and position from integration yield to a scale with regard to the
real 3D scene. With the planar assumption, optical-flow method can be used only
for cases facing to a plane and the distance to the plane can be provided via a
range finder, which is a sonar ranger finder for this case.
• Initialization. Feature based method needs a process for initialization to acquire
enough feature points for tracking. Sometimes initialization process fails due
to feature-less background. This problem can be solved with initializing in an
environment with artificial markers to provide features.
• Loss of Tracking. The tracking will lose when the aircraft has undergone a large
rotation and the scenes between consecutive frames have little overlap. Pre-
detected features will be lost in the new frame and the motion estimation will
fail. Loss of tracking is severe for 3D SLAM and not so fatal for optical flow.
(a) A clear image (b) Noise (c) Motion blur
Figure 4.12: Images affected by transmission noise and motion blur
4.3.2 NAV Flight Results
In this section, flight tests of K-Nano version 1 are displayed to verify the control meth-
ods with the motion estimation algorithm. A path along a 2×2 m square was generated
for K-Nano to track. With the aid of the ultrasonic sensor, the platform is maintained at
0.75 m height to provide the scale reference to the motion estimation. Fig. 4.13 shows
the 3-D plot of the tracking performance. Fig. 4.15 presents the comparison between
the measurements and references in x and y directions of the inertia frame respectively.
To verify the performance of the height control, the measurement of the ultrasonic sen-
sor is recorded onboard. The result is presented in Fig. 4.14. To further demonstrate
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the autonomy of our platform, a path along a circle with 2 m radius is then generated
for the NAV to follow. It can be seen in Fig. 4.16, the NAV tracked the path well with
slight delays in both position and velocity. As there are several overshoot and drifting
error in positions and oscillation in velocities for both square and circular paths, some
possible causes are investigated as below:
1. Errors from scale factor. To accurately estimate the x and y axis velocity and
position, the height of the NAV needs to be fixed at a certain altitude to obtain a
precise scale factor. It can be seen in Fig. 4.14, the controlled height has noise
and error up to 0.1 m compared with the set-point 0.75 m. As the height mea-
surement from the ultrasonic sensor is not transmitted to GCS (no Wi-Fi module
is developed for this platform considering the weight and computational load),
the height channel errors are reflected by the errors of x and y axis due to the
fixed scale in GCS. Furthermore, as the attitude measurement from IMU cannot
be sent to GCS either, images are not rectified based on current attitude.
2. Severe noise in images due to signal interference causes error in the vision-aided
motion estimation. Images are subject to interference and motion blur, which
cause errors in feather matching for optical-flow method. These problems be-
come more severe when the transmission is blocked between the NAV and the
receiver. Moreover, the optical-flow method is subject to drifting error in position
estimation even for clear and relatively high resolution images. Thus, it can be
seen that there are overshoot and drift error in both cases.
3. Errors from the platform. Fig. 4.15(a) and 4.15(c) shows a delay of response
and an offset with respect to the reference around 2 s. Latency introduced by
transmission from onboard analog camera to GCS as well as image processing
may cause delay in response of NAV. Further, the rotational rates of the brushed
motors cannot be very precisely controlled by a chopper circuit ESC, oscillations
in NAV motions are thus introduced. Also temperature rise may cause changes
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Figure 4.13: Autonomous flight of a square path






































Figure 4.14: Tracking performance along z axis of the square path
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Figure 4.15: Tracking performance along x and y axes of the square path































































































Figure 4.16: Tracking performance along x and y axes of the circular path
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4.4 Conclusion
This chapter mainly discusses the firmware development of the optical-flow module for
purpose of MAV indoor stabilization without global referencing resources such as Vicon
or GPS. It is known that with only inertial sensors feedback, the MAV is not able to
perform position hold in GPS-denied environment due to sensor drifting and inaccuracy.
Thus, the main contribution of the work described in this chapter is development of a
module for velocity stabilization of the MAV in GPS-denied environments. Referring
to the design some COTS products and other research works, an optical-flow module
based on visual odometry is developed. The advantages of the module are concluded as
the following perspectives:
• Translational Velocity Estimation. With this module, position control can be re-
alized with translational velocities feedback (integration to obtain position) and
height measurement. Simple paths can be tracked with the aid of the optical-flow
module. Flight test data are provided in the last section to show the tracking
performance.
• Realization with Minimum Hardware. In this chapter, the optical-flow algorithm
was realized with both MAV and NAV platforms with digital and analog images
respectively. Both of the hardwares involved are minimal systems with only the
CMOS sensor and MCU, or the analog camera and transmitter. The developed
algorithms are customizable for both platforms.
To conclude, the MAV is a real autonomous system with the integration of the optical-





In this chapter, algorithms based on mono-camera image processing to provide UAV’s
self-motion as well as a sparse map point cloud are investigated.
5.1 Video Streaming Firmware
Recall the hardware setup for the mono-camera developed in Section 2.8. Since Gum-
stix Overo Fire is based on OMAP3530, which is a Texas Instrument (TI) cortex-A8
ARM core processor plus a DSP module, it is noted that it’s nearly impossible for users
to code the processor like normal MCUs, where one can compile codes to obtain the
binary file and burn into the chip. The usage of this processor is far more complicated
than a normal 8-bit micro-controller or even an ARM cortex-M3 based core processor.
Similar with the normal personal computers (PCs), the Gumstix Overo Fire also needs
to run its own operating system (OS), which is normally Linux or QNX Neutrino (if
real-time is the first priority). Then the users can develop their own modules based on
the OS. However, unlike the normal PC, where people can install any OS through a
CD drive or a USB drive, it is also a bit tricky to install Linux on Overo Fire, since it
does not have any boot system like CD or USB drive except a micro SD card. For this
case, it is indispensable to build the whole Linux kernel from source using the Yocto
Project [100] and then burn the image into the SD card.
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Figure 5.1: Yocto project environment overview1
5.1.1 Brief Introduction to Yocto Project
The Yocto Project is an open source collaboration project that provides templates, tools
and methods to help users create custom Linux-based systems for embedded products
regardless of the hardware architecture. It was founded in 2010 as a collaboration
among many hardware manufacturers, open-source operating systems vendors, and
electronics companies to bring some order to the chaos of embedded Linux develop-
ment. Simply the Yocto project is an open source embedded Linux project that helps to
create the Linux kernel image for different hardware architectures.
Fig. 5.1 illustrates the main structure and functions of the Yocto project. In order to
build the Linux kernel, the hardware blocks should be first explained as below: It has
the following main function blocks2:
• Upstream Source. The foremost input of the Yocto build project is the upstream
source. In order for the host system to create any image or target, it needs to
access the source files for compiling and linking. There are mainly three kinds
of sources input: upstream project releases, which is stored as tarball or other
archive files and can be fetched by the uniform resource identifier (URI), local
projects, which is stored in local disks and can be fetched by the directories and
project from source control managers like Git. These files go through the source
mirror which can be fetched by the build system.
• User Configuration. This is a kind of metadata that can be used to configure user
1Figure source: http://www.yoctoproject.org/docs/1.6.1/ref-manual/ref-manual.html
2Information mostly from source: http://www.yoctoproject.org/docs/1.6.1/ref-manual/ref-manual.html
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settings.
• Metadata Layers. These layers provide the three main functions: Metadata, which
includes all the software/kernal codes that to be compiled; board support pack-
age (BSP) layer, which is to configure hardware, specifically is to provide the
hardware support for Gumstix OMAP3530; Distro layer, which includes some
configuration files and layer settings.
• Build System. From the hardware perspective, the build system is the PC that
creates the image for other hardware. In particular this block expands on how
the commands fetch source, apply patches, complete compilation, analyze output
for package generation, create and test packages, generate images, and generate
cross-development tools.
• Package Feeds. This is the directories containing output packages, which are
subsequently used in the construction of an image or software development kit
(SDK), produced by the build system. These feeds can also be copied and shared
using a web server or other means to facilitate extending or updating existing
images on devices at runtime if runtime package management is enabled.
• Images. This is the final target output to the hardware system. Specifically, this
is the file to store in the Gumstix Overo Fire SD card and to boot the embedded
Linux.
• Application Development SDK. This is a mirror system of the target image file,
which can be used in any other hardware system to emulate the targeted hardware.
In detail, this can be used in the ground station to emulate Gumstix Overo Fire,
and further to test application using this emulation.
In summary, the Yocto project is a huge project that provides support for building
embedded Linux for multiple kinds of hardware systems, including Raspberry Pi and
Beagle Bone mentioned in Chapter 2. Even though the online documentation and tuto-
rials on how to use the project are quite complete, it is really time-consuming for the
whole process. A lot of problems encountered in the process of building such a kernel,
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Figure 5.2: GStreamer architecture overview4
including configuration of the e-CAM 5MP camera driver and the Wi-Fi driver. These
problems will not be detailed here.
5.1.2 Gstreamer Module
Video streaming algorithm is realized with the open-source framework GStreamer [101].
GStreamer is a framework for creating streaming media applications, which enables
users to write any type of streaming multimedia application to handle audio or video
or both. The GStreamer core function is to provide a framework for plugins, data flow
and media type handling/negotiation. It also provides an application program interface
(API) to write applications using the various plugins3. Fig. 5.2 gives an overview of the
GStreamer architecture with regard to the functions it has and the structures it based on.
It can be seen from the figure that GStreamer includes the following functions:
• GStreamer Tools. The GStreamer tools in the first block include some commands
that operate GStreamer functions.
• GStreamer Applications. GStreamer has multiple applications highlighted in the
orange boxes.
• Core Framework. This is the kernel of GStreamer framework, which includes a
plugin architecture, a pipeline architecture, a scheme for media type handling/negotiation





as well as a mechanism for data synchronization. This enables the video/audio
data flow via any pipeline.
• Plugins. There are over 250 plugins from GStreamer as well as other third party
plugins. These plugins are general video/audio handling tools including protocols
handling, source fetching, format tools (formatters, muxers, demuxers), codecs
tools (encoders and decoders), filters and sinks.
For this application, the main purpose to use GStreamer is to make the e-CAM
5MP camera as a video source. Video data from the source goes through multiple plu-
gins including muxing, encoding, compression and then transmits via Wi-Fi link to the
ground, then decoding, demuxing and finally as a sink for processing. The whole pro-
cess can be realized with GStreamer plugins. Fig. 5.3 depicts the block diagram for the
GStreamer application, which can be divided into airborne and ground components. All
the blocks are constructed based on the GStreamer data types which have the following
basic types:
• Elements. The element is one of the most important class of objects in GStreamer.
Each element has one specific function, e.g. reading data from a certain URI,
encoding or decoding the data, in order to be connected as a chain to realize a
complete function. As illustrated in Fig. 5.3, each block is a certain element.
• Pads. Pads are element’s input and output which helps one element to connect to
another, like the ‘src’ and ‘sink’ pads in the blocks. They let a certain data flow
go through the blocks based on negotiation. Links are only allowed between two
pads when the allowed data types of the two pads are compatible.
• Bins. Bins are the containers for a collection of elements.
• Pipelines. A pipeline is a top-level bin, which can be externalized as the airborne
part.
It can be seen from the Fig. 5.3 the overall function is realized by several sub-blocks
chained together. The airborne part is achieved with the following elements:













































Figure 5.3: GStreamer video streaming application
of ‘video for Linux’. Through this element, the data from camera hardware flow
to the ‘sink’ pad of next element.
• TIVidenc1. This is the TI video encoder which takes raw data input and output
H.264 video data format.
• Mpegtsmux. This is an element with the function of multiplexing media streams
into an moving picture experts group (MPEG) transport stream.
• TCPserversink. The element is the last part of the airborne pipeline. This ele-
ment receives the compressed data and broadcast via transmission control proto-
col (TCP) server mode through the hardware Wi-Fi connection.
Accordingly, the ground pipeline is also made up of several elements which is the
counter-part of the airborne pipeline. The image obtained from the camera e-CAM
5 MP is displayed in Fig. 5.5. Regarding with the wireless connection, three methods
have been tried in order to achieve the best connection quality: point to point (P2P)
with Wi-Fi network created by onboard Gumstix, P2P with Wi-Fi network created by
the GCS and relay as a router. It was proved that the P2P with GCS hotspot method is
the best among the three.
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5.1.3 Firmware Integration
With an embedded Linux installed in Overo Fire, modules can be developed inside the
OS. The architecture for the onboard firmware was separated into two sub-modules,
which are displayed in Fig. 5.4. Each module is a single process which owns its re-
sources, i.e. the stacks, file descriptors, memory and so on. One can see from the
figure that the first process is the GStreamer module which takes input from user with
commands of ‘start’, ‘stop’ and ‘restart’. The second process is a multi-thread process













Figure 5.4: Onboard CPU firmware
Based on the pthread scheduling method, six threads were generated from the main
thread with a proper management. Several factors are consider when generating a new
thread from the main thread:
• Thread scheduling. There are several methods in thread CPU time scheduling
and in this application the scheduling method Round Robin (RR) [104] is used.
• Thread time. Each thread has a limited time interval to run. If this time is
exceeded, this thread will be suspended and another thread will occupy the re-
sources. This is done to ensure that the overall main loop runs at 50 Hz.
• Thread priority. The priority of threads is defined based on the significance. The
5Pthread is a thread scheduling library stands for Portable Operating System Interface (POSIX) stan-
dards [103].
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priority of hardware communication, e.g. UART, SPI, I2C is higher than the
wireless communication and other threads.
The tasks of this onboard firmware include obtaining the information from optical
flow and flight controller (IMU), communicating with the GCS, generating the trajec-
tory, sending trajectory to the flight controller and data logging. These threads can be
further explained below:
• CMM: This is thread in charge of wireless communication with the GCS via
socket. The data protocol is established based on MAVLink [105].
• FLW: This thread is to receive the optical flow velocity estimation and height
measurement from the optical module via UART.
• IMU: This thread is to receive the IMU data and from the optical module via
UART.
• TRJ: This is a trajectory generation method based on Reflexxes.
• SVO: The thread takes charge of sending reference point to onboard flight con-
troller.
• DLG: To log all the data, i.e. the IMU data, flow data, state data, as well as time
stamp.
An online testing has been done to find the CPU occupancy of each module and found
that the process of GStreamer takes 50% of CPU resources and the firmware takes about
20%.
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5.2 Feature Extraction for SLAM
In the field of image processing, especially in the area of vision based SLAM, 3D en-
vironment reconstruction from 2D images and structure from motion (SFM), the vision
feature is an indispensable concept. A feature is a piece of information for solving a
certain computational task, which specifically for vision-aided motion estimation or 3D
reconstruction, are certain structures in the image such as corners, edges or certain pre-
defined markers. Corner detection, namely is an approach to extract the corner infor-
mation, defined as the intersection of two different edges. Quantity of approaches have
been introduced to solve this kind of problem, e.g. FAST feature detector [106, 107],
SIFT feature detector [108] as well as SURF [109].
For vision features, they should have the characteristics to be recognizable and de-
tectable even under changes in image scale, noise and illumination. The computation-
ally intensive methods including SIFT and SURF can robustly identify objects even
under partial occlusion or view angle change, since they are invariant to scales and ori-
entation. However these kinds of methods are quite difficult to implement for real-time
SLAM cases. A certain image frame will be processed with a long duration combin-
ing with the transmission latency for the MAV hardware setup. Compared with these
methods, the FAST feature detector is much more promising due to its computational
efficiency. However, this method is vulnerable from the scale and invariance change
and hence not able to repeat the recognition in the successive image frames.
A recent breakthrough in real-time feature extraction and detection is the work by
Ethan and Rublee [110]. An alternative efficient feature detector, oriented FAST and ro-
tated Binary robust independent elementary features (BRIEF) [111] (ORB), was intro-
duced for real-time motion problems with its strengths of high computational efficiency.
Theoretically the breakthroughs were made as the following aspects:
• An orientational component was added to FAST feature detector to make it more
robust;
• The combination with oriented BRIEF features.







Figure 5.5: Image showing the corner point with the 16-pixel circle
Several research teams have already implemented the ORB method for feature de-
tection and matching in tracking, mapping and reconstruction problems, such as the
works [112]. Computational speed and performance are evaluated with the above men-
tioned different feature detectors and on various platform. The ORB method outweighs
other methods due to the time used is reduced by one order of magnitude [113].
5.2.1 FAST Feature
FAST stands for feature from accelerated segment test, which is used to identify inter-
est point such as corners. This feature detector is advantageous for its computational
efficiency compared with SIFT and SURF, which is suitable for airborne computer on
UAV with payload limitation. The details of the algorithm of this feature detector will
be detailed here6.
Extracting FAST Features
Fig. 5.5 gives an image taken from the Gumstix camera model e-CAM 5 MP, from
which a distinct corner was highlighted and zoomed in to a patch with 20 × 20 pixels.
A heuristic method to define a point to be a feature point (corner) is listed as following
steps:
1. In order to identify whether the pixel point p is a corner, first compute the intensity
6Source from citation [106].
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or color component value of p and recorded as Ip.
2. Locate the pixels surrounding the point p with a circle radius of three which is
highlighted in Fig. 5.5 and the circle locates 16 pixels.
3. Examine the intensity of the 16 pixels around p. If there are N contiguous pixels
that satisfy the following equation:
Ip→x ≤ Ip − T OR Ip→x ≥ Ip + T (5.1)
where Ip→x is the pixel intensity of x-th pixel around the circle and T is a user
define threshold, then the point is recognized as a corner feature. The author
in [106] uses N = 12 as an initial attempt.
4. The algorithm can be faster if only four vertex points are test instead of the overall
16 pixels. This is a very intuitive method which test pixel 1, 5, 9, 13 and if at least
three out of four pixels do not satisfy Equ. 5.1, the point p is not a corner.
To realize more robust feature detection performance, a machine learning method
is further adopted to extract the features. As several interest points will be detected
as a corner at a certain location in 3D world using the above method. Non-maximal
suppression is used to filter out the corner feature with a low value of a certain score
function Vs. This function will be calculated for each detected corner and the method




|Ip→x − Ip| − T,
∑
x∈Sdark
|Ip − Ip→x| − T
 (5.2)
where Sbright is the subset of corner features with the N contiguous pixel points much
brighter than p and Sdark is the subset of corner features with the N contiguous pixel
points much darker than p. With this function, the adjacent corner features will be sifted
out. Among different values of N , FAST-9 and FAST-12 are the most frequent methods
according to the performance.
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5.2.2 Orientation Component for FAST




I(x, y)p dx dy (5.3)
where (x, y) is the image point location and mp is the moment of the image patch.





























where C is the image centroid. Consider the FAST features extracted from the im-
age and an orientation component can be added to the feature point using the moment
method. Assume a certain feature point is located at O and define a image patch with
center located atO and range from x ∈ [−r, r] and y ∈ [−r, r], which is a square patch.
With the centroid C calculated with the image moment, a vector
−−→
OC can be found from
center point O to centroid C, which was displayed in Fig. 5.5. According to [114], the
corner orientation is the angle of vector
−−→
OC with pi correction:
φ =

tan−1 m10m01 if color = bright
tan−1 m10m01 + 180° if color = dark
(5.6)
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5.2.3 BRIEF Feature Descriptor
BRIEF stands for binary robust independent elementary features [111], which was pro-
posed by researchers from EPFL. Image patches can be efficiently described and tracked
on the basis of a small number of pairwise intensity comparisons. Thus, a series of bi-
nary tests have been done to describe a certain image patch P with dimension of S×S:
τ(P : x, y) :=

1 if IP(x) < IP(y)
0 otherwise
(5.7)
where IP(x) and IP(y) are the intensity of pixel pair x and y on the image patch P .
This image patch is processed with Gaussian smooth, which is also known as Gaussian
blur in OpenCV libraries.
Within the patchP , multiple pairwise binary tests can be done and the author choose




2i−1τ(P : xi, yi) (5.8)
where nd is chosen as 128, 256 or 512 for tests of multiple image is the work. Thus, the
feature descriptor can be defined as BRIEF-k, where k = nd/8 is the bytes it needs to
store the feature. In the implementation of ORB feature extraction methods, the method
used is BRIEF-32.
With a certain image patch extracted form image frame, the method to select those
binary test pairwise from the patch is normally distribution with
(X,Y) ∼ i.i.d. Gaussian(0, 1
25
S2) (5.9)
give an image patch S × S. With several experimental tests, this distribution gives the
best performance against other four distributions7.
It is known that the feature is described with a bit string and the variation of the bit
strings should be very slight comparing the same feature point in different images. The
difference between two bit strings can be represented by Hamming distance, which is
7Details can be found in literature [111].
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the number of positions at which the corresponding symbols are different between two
strings of equal length. The hamming distance is a concept in information theory and
can be used not only in bit strings, but also in normal strings. With the hamming dis-
tance, one can know how different two strings are and the maximum difference between
two BRIEF-32 descriptor can be 256. A figure from [111] shows the hamming distance
between matched point and unmatched point and it is known that with proper threshold
value, the matching correlation can be found between frames.
Based on the BRIEF feature, the authors in [110] extends the method and proposed
rotated BRIEF and ORB is a combination of oriented FAST and rotated BRIEF. The




This section mainly talks about the implementation of the SLAM algorithm, which
is based a well-established framework: parallel tracking and mapping (PTAM) [50].
PTAM was first propose by Klein and Murray in 2007, which is a framework for SLAM
problem that separates tracking and mapping into two parallel threads. Besides this
feature, in [50], some other methods have propose as: 1) mapping is based on keyframes
which are processed using techniques like bundle adjustment (BA) [115]; 2) the map
is densely initialized from a stereo pair; 3) new points are initialized with an epipolar
pair . This structure is then widely used and further improved by other research works
like [116]. Thanks to the SLAM community that a large amount of research works
relating to vision based SLAM have been released for reference and as a base we can
improve the algorithms and implement them into our own systems.
5.3.1 Established SLAM Structure
Several SLAM based on monocular vision has been released for open-source devel-
opment such as large-scale direct (LSD) monocular SLAM by [117], CD-SLAM by
Pirker in [118], SVO SLAM by Forster in [119] as well as the ORB-SLAM, which is
the structure adopted in this thesis. These methods have some shared basic techniques
as tracking and mapping, while they have their own pros and cons which are used for
different scenarios. In general cases, monocular SLAM may include the research topics
as initialization, tracking, mapping, relocalization and loop-closure.
Initialization
In Chapter 4, some fundamental knowledge of feature based motion estimation has
been introduced. According to [116], an initial map needs to constructed between cor-
respondences pc ↔ pr in the current frame Fc and in a certain reference frame Fr
at the beginning of the process with two possible model: 1) homography matrix with
planarity assumption H based on normalized direct linear transform (DLT) [99] and
2) fundamental matrix without planarity assumption F or essential matrix E
E = HTinFHin, (5.10)
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where Hin is the intrinsic parameter matrix, based on 8-point algorithm [99] . One from
the two models is selected based on a certain score function to evaluate the reprojection
errors and the one with enough inliers constrained with a pre-defined threshold will win
the other. To obtain a robust motion model, RANSAC has been applied to reject outliers
and find a reasonable transformation model. Given a data set, say, the correspondence
between the current frame and the reference frame, RANSAC method can be brief as:
1. Select a random sample subset from the original data set, which is the hypotheti-
cal inliers data set.
2. A model is fitted to the hypothetical inlier data set. For our case, a hypothetical
model of homography matrix or essential matrix can be obtained with this data
set.
3. All the other data are then tested against the fitted model. The points that fit the
hypothetical model well according to a certain cost function are considered as the
consensus set or inliers and those do not satisfy the cost function will be regarded
as outlier.
4. If the ratio of inlier to the whole data set reaches a desired percentage, the model
is considered good and if not, another subset sample of data will be selected to
repeat the above steps.
5. If the model is selected, the model is improved by re-estimating with all the data
in consensus set.
If motions have been extracted from the above-mentioned models, the map recon-
struction will be done based on point triangulation with a refinement with bundle ad-
justment (BA).
Feature Tracking & Re-localization
With an initial map, camera pose, which is also the MAV pose, can then be obtained
frame by frame with tracking method. Literally, ORB SLAM uses ORB features ex-
tracted from each frame to find the correspondences. For a initial pose estimation, it can
be found with perspective-n-point (PnP) algorithm [120] with a RANSAC scheme. The
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successive pose estimation based on a previous successful estimation is proposed with
a constant velocity motion model to predict the camera pose within a certain range. If
there are enough correspondences found in the consecutive frame in the desired loca-
tion, the pose is then refined with those corresponding, whereas if not enough matches
are found, a searching window scheme is used to search for the map points around the
previous position and then optimized with the found correspondences.
If the tracking is lost, which may be caused by a severe oscillation or a sudden
turn, the features of the current frame will be extracted and converted into bag of words
(BoW) [121]. BoW is a technique which extracts image information based on the fea-
tures and save them as a vocabulary tree with index in a database. The method proposed
in [121] uses FAST and BRIEF features to describe the image stores them as a vocabu-
lary tree. For the case if tracking is lost, features extracted from the current frame can
be matched with the features from the vocabulary tree. If the matches are found, the
pose can be recovered with the map points.
Once the pose estimation if found with initial set of features match, it will be then
optimized with all the corresponding map points in the current frame Fc with a compli-
cated scheme. The scheme reprojects the map point into the current frame and checks:
1) the position of the projection; 2) the view angle of the point; 3) the distance of the
map point to camera center; 4) the scale; 5) representative descriptor of the map point
with the projection point’s neighbour.
Mapping
Based on the PTAM structure, mapping and tracking are running in two different threads.
According to [50], as the camera moves away from the initial position, new keyframes
with map features need to be added into the system for the map to grow. The scheme
of insertion for keyframes are: 1) tracking quality must be good, where for the ORB-
SLAM case current frame tracks at least 50 map points; 2) time since the last keyframe
added must exceed 20 frames; 3) the camera keeps a minimum distance away from the
nearest keypoint already in the map, which is tracking less than 90% than the reference
keyframe in this case. These criteria avoids the map corruption problem cased by a
stationary camera. Keyframes are added according to these rules and once a keyframe
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is added, new map points are triangulated based on the tests: 1) the point can be tracked
in more than 25% of the frames in which the point may appear; 2) it must be observed
for at least three keyframes after initialization.
The map is further optimized with local BA to reduce reprojection errors, where
the current keyframe as well as the keyframes connected to it in the covisibility graph
are processed. Levenberg-Marquardt algorithm is used here to solve the nonlinear least
squares problem.
Loop Closure
The implementation of loop closure of ORB-SLAM occupies another thread which
takes the current processing keyframe and compute the similarity between this keyframe
and its neighbours. Then the BoW database storing all the historical visual words are
queried and several loop closure candidates may be found due to the similar scenarios.
Then the correspondences between the current frame map points and the loop candidate
keyframes under RANSAC scheme are computed until a similarity with enough inliers.
The the loop is closed and fused with the duplicated map points culled.
5.3.2 Introduction to ROS
ROS stands for robot operating system, which is a collection of software frameworks for
robotics software development providing operating system-like functionalities8. ROS
offers standard operating system services, i.e. hardware driving, low-level device IO
control, implementation of commonly used functions and IPC. Packages were running
inside ROS, which is represented as a graph architecture where processes are nodes
that may receive, post and multiplex sensor, control, states, planning and other robotic
functions.
The open-source ROS-enabled package ORB feature based SLAM algorithms de-
veloped by [116] was adopted by our system. With proper modifications and imple-
mentation, the module can be connected with our onboard video streamer and data
link. Fig. 5.6 gives the architecture of the current setup for K-Lion SLAM implementa-
tion, where the SLAM algorithm is running on the GCS with the video streamed from
8Info from: https://en.wikipedia.org/wiki/Robot Operating System
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onboard. For next step development, the IMU data and velocity estimation from the
downward facing camera will be fused with the SLAM results to give better perfor-
mance. Positions, orientations and path reference (if path module is also realized on
GCS) will then be uploaded to the airborne part for further actions. However, the cur-
rent setup suffers from the quality of wireless link, as 2.4 GHz is the most widely used
ISM band anywhere in the cellphone, public Wi-Fi, RC and all other wireless devices.
The video streaming quality and image frame rate is severely affected by the trans-
mission quality, which directly impact the output of the SLAM algorithm. Thus, this
problem yields an onboard solution that is able to handle high-volume image processing
and data optimization.
Airbonei
VIDEOIIMU DATAI  VELOCITYI
GCS
WIFI PORT A









Figure 5.6: Monocular SLAM architecture realized on GCS and sending to the airborne
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(a) Map point cloud (b) Real environment
Figure 5.7: Sparse map point cloud generated with monocular SLAM in test room,
compared with the real 3D scene.
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5.4 Results
The SLAM algorithm is realized on GCS Toughbook 539 with the image taken from
the developed module described in Section. 2.8. The frame rate is around 15 fps when
the wireless connection is stable with the P2P hotspot method. Fortunately, there is
no extra delay in processing, i.e. the overall running frequency can be kept at around
15 Hz with three threads running together. Position information were sent back to the
airborne system with the same frequency for outer-loop control. To initialize the PTAM
algorithm to create a initial map, the MAV hovers around 10 seconds with manual
control. With successful initialization of enough map points in initial map, position
hold command is issued and path is further sent to airborne part. Fig. 5.7 gives a SLAM
test on K-Lion in our Vicon experiment room, where Fig. 5.7(a) gives the generated
map points by reconstruction and Fig. 5.7(b) gives the actual scenario. Since there are
not enough visual features in the room, some artificial markers are attached on the wall
to provide extra features. The MAV flight trajectory is a pre-planned square path in the
room.
From Fig. 5.7(a) it can be seen that most of the map points lie on the opposite wall
that the MAV is facing to. The MAV maneuvers are limited as there are not enough
visual features in other directions and the MAV needs to move with a fixed azimuth,
while the robustness have been verified with this method and loop closure is detected
at the end of the path. On the other hand, there are no sudden heading change to verify
the relocalization robustness of the algorithm and consecutive frames share most of
the features. With a lot of covisibility information in a feature-rich environment, the
reliability of the algorithm is very high. During the test, some map points have been
false triangulated to the backward of walls or underneath the ground, and these points
are finally culled or rectified by BA in the final loop closure.
Fig. 5.8 and Fig. 5.9 shows the 2D and 3D position estimation from the ORB-
SLAM compared with the ground truth. This is the best result of several tests and
some tests are not accurate due to a false estimation of the scale. The scale estimation
can be improved with integration of IMU data and visual odometry data. In Fig.5.8,
9Specs can be viewed here: http://business.panasonic.com/toughbook/semi-rugged-laptop-toughbook-
53.html
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the maximum estimation error is up to 20 cm because of the slight scale difference.
The height estimation is initiated after the MAV takes off and in Fig.5.9 the positive z-
direction is pointing downward. As the same principle with x and y direction, the scale
problem affects all of its three axis motions. Fusion with IMU data is indispensable in
the next step.











































Figure 5.9: 3D position estimation compared with the ground truth
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5.5 Conclusion
In this chapter, the main work done focuses on the realization of localization and map-
ping on the customized MAV in unknown environment. Contributions can be listed as
below aspects:
• Minimum Airborne Components. It is known that for a UAV able to perform
unknown GPS-denied environment SLAM, a powerful computing unit and large
scale range-bearing sensors are always indispensable. Normally these compli-
cated algorithm are realized on big quad-rotor platforms with multiple-core CPU
with laser scanners or RGB-D cameras. This solution proposes a tiny module
weighing less than 10 g as a onboard part of a monocular visual SLAM module
described in Section 2.8.
• Firmware Integration. Another contribution to this part that the onboard CPU is
almost fully used to integrate the video streamer function as well as the commu-
nication, path planner and data logger into a single system based on open-source
Embedded Linux and Gstreamer. This integration enables smooth video stream-
ing with 30 fps 640 × 480 real-time images and other necessary functions to
connect GCS and airborne part.
• Visual SLAM. Last but not the least, monocular visual SLAM has been imple-
mented into the system which realized on the GCS with ROS enabled packages.
Even though most of the algorithms are well-established and already developed
by the open-source SLAM community, there are still a large amount of works to
be done to connect this MAV system with GCS ROS and tune the parameters for
better performance.
Some real flight data has shown in the last section of this chapter to show that the
algorithm integrated into this system works well in feature-rich environments. Even
though it is a preliminary result for unknown environment navigation, it is promising




Vision-aided Outdoor Navigation of
MAV and Digit Recognition
6.1 System Overview
The content discussed in this chapter is mainly the solution for the competition of Inter-
national Micro Aerial Vehicle (IMAV) took place in the village of Oostdorp, a training
village consisting of more than 30 houses near the real village Harskamp, the Nether-
lands. However, the concept and implementation method are not restricted to the com-
petition only and can be extended to other practical applications as target searching and
locating, surveillance and observing target. The scope for this part is for the task D in
the competition, which can be detailed into the following elements:
• Landing on the rooftop of the building. The UAV is required to take off from its
home location and to find the target rooftop with its own target detection method.
The whole process is fully autonomous.
• Observing panel. A sequence of digits appears on a large panel positioned in a
window on the first floor of another building, which is opposite to the landing
target building across a street. On the panel, 7-segment digit number is displayed
for detection and changes at a rate of 30 s per digit.
The overall system structure is shown in Fig. 6.1. The system consists of four parts,
i.e., the quad-rotor automatic control module, the task management module, landing
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pad detection and pose estimation module, and digit detection module.
The quad-rotor automatic control module is responsible for stabilizing the attitude
(inner-loop) and following specific navigation commands (outer-loop) from the refer-
ence generator. The task management module is used to manage the events to achieve
the whole mission. A simple flowchart is designed to manage these events. The vision
algorithms consists of two modules, i.e., the landing pad detection and pose estima-
tion module, and the digit detection module. The first one detects the landing pad and
estimates the relative distance between the quad-rotor and the landing pad. The digit
detection module is used for surveillance. The digits displayed on the panel will be
automatically identified by the algorithm.
The automatic control module of this platform has been described in details in [56,
122]. This chapter will focus more on the task management module, target detection
and pose estimation module, and digit detection module.
To achieve the mission, a series of actions have to be taken. As shown in Fig. 6.2,
the events are managed by a general flowchart.
The UAV takes off to 40 m high after the ground operator issued the “mission start”
command. It then flies to the rooftop with known GPS location. The vision based
guidance mechanism guides the UAV to land on the rooftop landing point precisely.
After the landing event ends, the digit detection algorithm takes over to detect the dis-
played digits automatically. After the surveillance task finishes, the UAV takes off from
the rooftop and returned home autonomously. The whole process is fully autonomous
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Figure 6.2: Task management module
167
6.2 Rooftop Landing Vision Algorithm
6.2.1 Algorithm Implementation
The vision-aided pose estimation algorithm is developed based on a monocular camera.
The exact 3D structure between the rooftop landing position and the UAV is recovered.
As shown in Fig. 6.5, the real-time image is converted to a binary image. The
algorithm is to match the pre-defined marker as shown in Fig. 6.3(a) from the binary
image. If the marker is found from the image, the object pose can be calculated from
the 3D-2D point correspondences between the template image and the real image.
The detailed algorithm for target detection is shown in Fig. 6.4. The algorithm
sequentially searches the outer-loop square, inner-loop square and the cross shape from
the binary image. As long as one of the them is found, the correspondences between
the template image with known dimensions and the shapes from the image can be built.
The correspondences information are further used for the pose estimation between the
marker and the camera. The pose estimation algorithm is implemented based on the
perspective transformation PnP algorithm shown above.
In the real case, the marker is not always available from the camera view due to the
change of light condition. If the detection algorithm is not able to locate the target from
the binary image, the algorithm will continuously search the threshold value with a step
change as shown in Fig. 6.5. In order to keep the threshold value more accurate, the
threshold will also be updated based on previous correct detected image with a discrete







Figure 6.3: Competition hardware components including platforms and artificial marker













































Figure 6.4: Detailed vision algorithm for target detection
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Figure 6.5: Vision algorithm for pose estimation and target detection
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6.3 Digit Detection Algorithm
Digit panel observation and detection is another mission element in task description.
According to the mission, a prerequisite for digit panel observation is to localize the area
of the digit panel, i.e., the region of interest (ROI). This renders another precondition to
be accurate landing and precise heading direction, which is too ideal for the real case.
Thus, the following scenarios are necessary to be considered:
1. The landing position is not exactly the target location, where no ROI is found in
the view of the pre-defined heading direction;
2. The heading direction is not the pre-defined azimuth due to wind disturbance or
control performance;
3. The front camera view is blocked by the short edge alongside the building rooftop
since the MAV landing position is too close to the border of the roof;
4. The light intensity change may bring difficulty for the image processing.
Regarding to these scenarios, the front camera needs to be mounted with pan/tilt mech-
anism instead of fixed mounting for better adjusting angles and searching for ROI loc-
taion.
6.3.1 ROI Detection
According to the task breakdown and analysis, a flowchart is displayed in Fig. 6.6 to
describe the solution for digit detection mission. The thread starts with a flag to decide
whether the ROI has been fixed yet. For the first run, if the ROI is not found, a hue-
saturation-value (HSV) based segmentation method is applied to find the ROI, since the
digit is printed with a special color safety orange on a pure black panel. A threshold
is set to determine whether the digit area has been found. If in the current view there
are no pixels falling in the HSV range, it is suspected that one of the above mentioned
scenarios is encountered. For case 1) and 2), it is expected that the ROI can be found
using the pan/tilt mechanism. For case 3), if the MAV is blocked by the short edge or
heading angle deviates the pre-defined angle at a large extent, the MAV needs to take
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Figure 6.6: Digit detection flowchart
off and land to adjust its location. If there is still no ROI in the front camera view, HSV
threshold range is further adjusted to redo the whole procedure.
Once there are enough corresponding color pixels in the image, it is regarded as a
correct frame. Based on the ROI, we further check if the ROI is near the border. This
is indispensable as the digit may be false detected if the ROI is occluded. If the ROI is
at border, it can be rectified with the pan/tilt mechanism to move the ROI in the center
of the image. In the case that the digit is detected within the current frame and keep
constant in the consecutive 20 frames, the digit number is confirmed. After 30 s, if the
digit changes (the 7-segment digit panel is controlled by seven servos to move the digit-
bar and sequence is reset accurately 30 s per digit), the ROI is determined. Otherwise,
the ROI is false detected and has to be re-searched with another threshold.
6.3.2 HSV Color-based Segmentation
As described in the competition rules, a digit panel is designed with digit painted in
safety orange and panel painted as pure black. The color and the relative dimension
ratio are shown in Fig. 6.7(a). The images are obtained in RGB color space and then
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(a) Sample digit panel (b) HSV color conver-
sion
(c) HSV thresholding (d) Contour image
Figure 6.7: HSV color-based segmentation of a sample image











60(G−B)/(V −min(R,G,B)) if V = R
120 + 60(B −R)/(V −min(R,G,B)) if V = G
240 + 60(R−G)/(V −min(R,G,B)) if V = B
where V , S and H stand for the value, saturation and hue component in HSV color
space and R, G, and B stand for red, green and blue component in RGB color space.
In Fig. 6.7(c), the threshold image is obtained with pixels fell in the HSV value range.
6.3.3 Digit Recognition
In the practical cases, it is impossible to capture images without noise, i.e., other arti-
cles may be detected in the HSV range. While with respect that the digit has its own
special structure and attributes that can be recognized from other objects. Here, several
assumptions are made:
• Panel/digit area. The distance between the rooftop and the observed building is
around 20 m, thus the area of digit panel is fixed in the whole image;
• Bar area and length-width ratios. It can also be assured that the area of each digit
bar is also in a certain range;
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• Contour topology. For the 7-segment digit bars, the geometrical relationship
among the bars are fixed, including the centroid distances, relative position in
the ROI.
Two digit recognition methods are designed and tested in this application. The first is
based on the geometrical topology of the contours. It can be imagined that each digit
has its unique contour topology, i.e., the position of the contour center in ROI, the center
distances of each contour, as well as the amount of contours. With these constraints, the
digit can be determined if the contours can be found clearly without missing or merging.
However, in the real case, the change of the luminance intensity caused by the cloud or
shadows makes the color-based segmentation unstable. Several preprocessing methods
are introduced for robust contour detection including erosion and dilation methods to
separate two adjacent contours which may adhere to each other as well as hole filling
method to remove small contours inside a big one. Nevertheless, this method is still
vulnerable of contour missing or false detection due to the light condition.
Another method is based on template matching. Once the ROI is found, template-
based digit recognition can be applied to get the possible result with the highest simi-
larity. The basic concept of this method is to calculate the similarity of a template patch
and a patch in the sample image with the same area and to find the patch location with
the highest similarity. Several methods of calculation similarity have been provided in




′(x′, y′) · I ′(x+ x′, y + y′))√∑
x′,y′ T
′(x′, y′)2 ·∑x′,y′ I ′(x+ x′, y + y′)2 (6.2)
where T and I indicate the values in the image pixel channels and (x′, y′) and (x, y) are
the points in the template patch and origin in the sample image respectively. Instead of
feeding direct digit as the templates, the template patches are designed as four templates
in Fig. 6.8. Each image needs to be tested with the four templates and obtain four
similarity values. Table. 6.1 shows the outputs of these combinations. This method is
tested more robust and reliable compared to the direct digit template method since the
direct method may have false detections among similar digits.
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(a) A (b) B (c) C (d) D
Figure 6.8: Matching templates
Table 6.1: Matching results with four templates method
Digit Value A B C D
Number 0 Low High High Low
Number 1 Low Low Low Low
Number 2 High High Low High
Number 3 High High Low Low
Number 4 High Low Low Low
Number 5 Low Low High Low
Number 6 Low Low High High
Number 7 Low High Low Low
Number 8 High High High High
Number 9 High High High Low
6.3.4 HSV Thresholding
In the outdoor environment, the method of segmentation based on color is vulnerable to
the change of light condition, e.g., the light may be temporarily blocked by the clouds.
It can be viewed in Fig. 6.12 (pictures are taken with the onboard camera at the actual
flight day) light condition changed during a short time interval. An adaptive threshold
tuning method is implemented to make the color extraction more reliable.





















































Figure 6.9: Comparison of measurements between vision algorithm and Vicon
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6.4 Flight Test Results
6.4.1 Experiment Setup
Fig. 6.3(b) shows the MAV platform for landing and observation tasks. It can be seen
that two cameras are mounted with one facing forward (Point Grey camera Chameleon3
series1) and the other one facing downward (mvBlueFOX camera from Matrix Vision2).
Sensors and processing unit are below the front facing camera, which was elevated to
obtain a clear view without the blades and roof border. Total take-off weight for the
setup in the image is 2.7 kg and endurance time is around 20 min with a 4700 mAh
Li-Po battery.
6.4.2 Vision-aided Rooftop Landing
To verify the position estimation of the vision algorithm, experiments with Vicon as
the ground truth were conducted. Fig. 6.9 shows that the position estimation from the
developed vision algorithm matched well with the measurements. The spikes shown in
the figure are due to the blockage of camera when we did experiments. It shows that
our developed vision algorithm is accurate.
On the actual competition day, pre-planned path shown in blue line in Fig. 6.10 gave
successive waypoints for the UAV to follow and the trajectory of the real flight path is
shown in red color. A rectangular path was planned at the landing site for the UAV to
circle around the building to search for the landing marker. At the end of the path, the
UAV localized the marker position and successfully landed on the rooftop, which was
around 5 m high from the ground.
Fig. 6.11 gives the position loop control performance of the real competition at the
day. The control error is limited within the range of 3 m with x and y-axis and 4 m
for z-axis, considering the GPS location errors and windy condition at the competition
day. The MAV took off from its home location and elevates to the height of 40 m and
it navigated above the building and tree trunks with guidance of GPS, where the 2D
graph can be viewed in Fig. 6.12(a). When the MAV reached the designated rooftop

























Figure 6.10: GPS waypoint navigation and landing path
artificial marker on the rooftop, there will be several GPS waypoints set around the pre-
defined target for the UAV to track, in order to search for the visual marker. It can be
seen from Fig. 6.12(b), the MAV succeeded in locating the visual marker at the four
way point and with the guidance of the marker, the UAV lands on the specific point.



















































Figure 6.11: x, y and z-axis tracking performance
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(a) GPS guided navigation

























(b) Vision aided navigation
6.4.3 Digit Detection Results
Fig. 6.12 shows the image on the actual competition day and the first graph is a part of
the whole scenario of the front-facing camera after the UAV landed on the rooftop. The
second graph in Fig. 6.12 shows the HSV conversion image from the raw image (first
graph in Fig. 6.12) taken on the actual flight day (the image was only a patch cropped
from the source). It can be seen from third graph that large amount of background
information fell into the HSV threshold range and can be filtered out with the 7-segment
digit panel special attributes. The last one is the filtered result and ROI can be extracted
from the consecutive frames for template matching.
(c) Real arena scene (d) HSV color conversion
(e) HSV thresholding (f) Contour image
Figure 6.12: Digit detection on the actual competition day
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6.5 Conclusion
This chapter mainly focuses on the outdoor navigation including GPS and vision-aided
navigation for small scale UAVs. And this is also a specific solutions of missions intro-
duced in the international competition IMAV 2014. To fulfill the tasks of autonomous
navigation to a specific rooftop for landing and observation a digit panel on the oppo-
site building, two cameras were mounted on the UAV for vision-based guidance and
digit recognition. A vision-aided pose estimation algorithm is developed for detecting
and tracking a pre-designed artificial marker placed on the targeted rooftop. To observe
the 7-segment digit panel on the opposite building, a robust searching and recognition
method was developed and implemented based on color-threshold segmentation and
contour detection. The real flight performance and vision processing results on the ac-
tual competition day showed that the algorithms are feasible and efficient to fulfill the
tasks.
The main contribution of this chapter resides in the realization of vision aided target
detection, target tracking and recognition. Even though it was a solution to a specific
competition task, the concept can be applied to other applications. System integration





Conclusion and Future Work
This Ph.D. thesis mainly focuses on the intelligence realization on MAV platforms in
indoor and outdoor GPS-denied environments.
The systematic design and optimization of the MAV system can be viewed as the
main contribution of this Ph.D. thesis. Different from the hobby level platform construc-
tion, the MAV and NAV platforms are designed and developed from scratch. Chapter 2
proposes a comprehensive methodology for optimizing a quad-rotor platform based on
the necessary configurations, i.e. the size, the weight and the tasks it needs to fulfill.
An accurate mathematical model is essential for flight control design. The nonlinear
model discussed in Chapter 3 was derived based on first principle method and was
verified with real flight test data. This model can be easily extended to other types of
multirotors as the working principles are almost the same. Based on the mathematical
model, CNF and RPT control methods have been applied for attitude stabilization and
trajectory tracking.
Limitation of payload on MAV platforms motivates us to develop the vision-aided
navigation method based on low-cost light weight camera, which was discussed in
Chapter 4. Acceptable results were shown with the real flight test data and the idea
was proven to be viable for MAV and NAV navigation based on visual odometry.
Lastly, vision-aided SLAM was discussed and proposed for MAV GPS-less naviga-
tion approaches in Chapter 5 and 6. The monocular SLAM based on ORB feature with
PTAM architecture is verified with Vicon system and will be tested on MAV soon.
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7.1 Future Work
Even though in this Ph.D. study autonomous flight has been achieved without global
referencing resources, there are still a lot of work to do with respect to navigation in
cluttered environments and obstacle avoidance. For the future work, the topics can be
classified into the following categories:
Platforms As we know, the bottlenecks for current hardware development are the en-
ergy and processing unit, which determine the flight endurance and the overall
size. Even though the integration level of MAV and NAV is very high as com-
pared to the COTS products, there is still a long way to go for chip-level integra-
tion: SoC. For the recent scope, we will first implement higher computational unit
for vision algorithms to be processed onboard, including the DSPs and FPGAs.
Modeling & control None of our platforms has realized the full-envelop flight, e.g.,
the fast indoor flight in cluttered environment or perching motions. These mo-
tions depends not only a comprehensive trajectory planning algorithm, but also
rely on an accurate nonlinear model and control method. To continue with this
Ph.D. study, nonlinear models will be developed and applied to realized full-
envelop flight on MAVs and NAVs.
Onboard Vision The current solution of monocular SLAM on the GCS still suffers
from the transmission latency and processing on GCS delay, which limits the
flight speed of the MAV. A full onboard approach can be actualized with high
density processing unit like FPGA onboard to tackle with parallel image infor-
mation and DSPs to tackle with complicated float computations. GPUs can also
be considered for future development to accelerate the image processing.
MAV Swarm Multi-agent system is another attractive research topic recently and can
be syncretized with MAVs or NAVs. More MAVs can cooperate together to fulfill
a single task and greatly increase the efficiency. A reliable multi-agent network
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