We consider a single server Markovian queue with two types of customers; positive and negative, where positive customers arrive in batches and arrivals of negative customers remove positive customers in batches. Only positive customers form a queue and negative customers just reduce the system congestion by removing positive ones upon their arrivals. We derive the LSTs of sojourn time distributions for a single server Markovian queue with positive customers and negative customers by using the first passage time arguments for Markov chains.
Introduction
We consider a queue with two types of customers; positive and negative. Positive customers are ordinary ones who, upon arrival, join the queue with the intention of being served. In contrast to the positive customers, the arrival of a negative customer removes some of the positive customers from the system, if any available, and then disappears; otherwise the negative customer is lost. Only positive customers can form a queue and negative customers just reduce system congestion. Such queues have been called G-queue (Harrison and Pitel [12] ).
Since Gelenbe [7] introduced the notion of negative customers to represent the inhibitator signal in neural networks and commands to delete some transactions in distributed computer systems or databases, there has been a growing interest not only in networks of queues ([3-9, 12, 14, 15] ) but also in single node queues with negative customers ([1, 2, 10, 11, 13, 16] (Henderson et al. [15], Chao and Pinedo [5] and Gelenbe [8] ), a random amount of workload (Boucherie and Boxma [2] ), or even all work in the system (Chao [4] and Jain and Sigman [16] Let P(A n) a n and P(B n) bn, n-l,2,.., with a n-O, n_>l+l and b n-0, n>_m+l for some l_<l, m<oe. We denote the means 
#+A-b
We assume that p < 1 throughout. 
and C, the normalizing constant (in E ,'= ori-1), is given by h k (hlo(k),hll(k),...,hl,nl l(k),h2,0(k),...,h2, n 2 l(k),...,hK, n K_ 1(k) and/throwh (1,1,...,1), and for l <_ k <_ l-1, l <_ <_ K, O j <_ n i-1,
In this case, (2.2) becomes a (a)-(, + )a + ,+ 0 and it has a unique solution in 0 < a < 1, say a0, and the stationary distribution is given by r-(1-c0)c, n >_ 0.
(2.6) (2) Let Ux(n --inf{t > 0:X(t) > n), and let Ux(n,t -P(Ux(n < t) be the probability distribution function of Ux(N).
By conditioning the first transition of the process {X(t)}, we have the following proposition.
Proposition 1" The LST U*x(n,s of U x(n,t) is given recursively by U(1, s)u+s' U..n,s.*() u+sU -, + xiU*x(n i, s) n _> 2, 
(1 e ('kl -t-,k2)t), Let T(i + r,j;i,j') be the first hitting time of {Z(t),t > 0} from state (i + r,j) rn(i + r) + j-1, r >_ l, l <_ j <_ m, to state (i,j') rni + j'-l, l <_ j' <_ rn, with the additional requirement that (i, j') is the first state at level i to be visited and ri(j,k is the first passage time from state (i, j) to state (i,k), 1 <_ j, k <_ rn, j-k > 0. When the process {Zn} starting at (0, 1), that is, Z 0 -0, hits the level -n, and visits state (-n,j) e{(-n, 1),...,(-n,k)}, then Gz(-mn+k-1 )-T(O, 1; n, j); and if the state visited is (-n,j) E{(-n,k+l),...,(-n,m)), then Gz(-mn+k-1 is the sum of T(0,1; n, j) and r_,(j,k). Thus we have for n>_l, l <k<m,
Let H[.r!,(t) P(T(i + r, j; i, j') < t) be the distribution function of T(i + r j; i, j') 33 and Hr.),*(s)'" be the LST of HL.r!,(t)'-1 < j, j'< m. Let H[r](t)and HLrJ*(s)" denote the mm matrices with (j,f)entry H,(t)and H,*(s), respectively. By the spatial homogenuity for levels of Qz(t) the distribution of T(i + r,j;i,j') does not depend on level i but only on r and (j, j') and hence we get
From the spatial homogeneity of the transition probability Qz(t) for states 'i(j,k), j > k, depends only on the difference of the states j-k and its distribution function is the same as that the Gz(k-j). Note that, by the Markovian property, T(0,1; n, j) and r_n(j,k), n >_ 1 are independent. By taking LST in (3.6), we have (3.4). By using the same arguments as in Chapter 2 of Neuts [18] Let S n be the time needed to serve n consecutive customers. Since the service time distribution is exponential with parameter #, the probability density function sn(t of S n is given by n(t) (n-1)'
Under the FCFS service discipline with RCE removal strategy, when N a -n, N b k for the tagged customer to complete its service without being removed, it must hold true that G x(-k-1)> S n + 1" Hence, the conditional distribution of W given that N a n and N b k, is represented by 
Letting Vn(x P(W <_xlN-n), n-0,1,2,.., and V(s) be the LST of Yn(x), the LST W*(s) of W(x)is given by
Now we derive V(s), n >_ O. Taking the conditional probability on the first departure of positive customers due to service completion or negative arrival and then using the total probability law, we have the following recursive relation" v;() (), 6. RCE With Preemptive LCFS Discipline Here, the batch to which the tagged customer belongs goes immediately to the front of the queue and the removal of customers by a negative arrival is done at the end of the queue. Thus, when N a --n, N b --k, for the tagged customer to complete its service without being removed, the tagged customer must complete its service before the negative arrivals remove k + 1 positive customers. Note that when N a n, the time period that the tagged customer completes its service is the same as the busy period n+l in an ordinary MAIM/1 queue starting with n+ 1 customers. Let X-(t) be the numbers of potential removals by negative customers up to time t and U x (n) -inf{t _> 0, X-(t) _> n}, and (n, t)-P(n < t). Then we have
Denoting by *(n,s) the LST of (n,t) and *(s) where r k is the m xm matrix whose jth row is 7j(k), 0_<j_<m-1 and e 1=
(1,0,...,0) is m-vector. The existence of the matrix inversion in (7.6) is obvious, since the matrix is strictly diagonally dominant. The infinite sum of matrices in (7.6) is in fact a finite sum, since r k O for k _> u + 2, where mu _< < m(u + 1). 
