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Berzelius in 18;6 wrote about "some ideas on a new force which acts 
in organic compounds . "1 He called this farce force cataJ;ytique and gave 
the name cataJ.yse to the phenomenon of "decomposition of bodies by this 
force . "  
Since Berzelius1 progress in the science of catalysis has been 
observed to conform to the development of an autocatalytic reaction;2 the 
contributions of Faraday and Sabatier produced the early, gently accelerat-
1ng progress, but at the start of the present century the curve of progress 
took a sharp, upward autoaccelerative turn. Both I . Langmuir• s basic con-
tributions and the success of technical catalytic processes were believed 
2 responsible by H. S. Taylor for the phenomenal growth of this field in the 
last 45 years . 
The force cata1ytique was at first regarded as a mysterious phenom-
enon, since a relatively small amount of catalyst could influence greatly 
the rate of reaction of a ver.y large amount of material without itself 
undergoing change . Many investigators sought to identi� the forces in 
the catalyst responsible for such activity . 
Berzelius wrote that he did not believe that the force cata1ytigue 
was 11entirely independent of the electrochemical affinities of matter. nl 
Langmuir, at a meeting of the Faraday Society in 19211 spoke especially 
2 
of the geometrical arrangement of atoms in the surface of an active catalyst, 
but noted that "if these atoms are a little too far apart, or if their 
electrons are not sufficiently mobile to permit of the electron rearrange­
ment involved in surface reactions, the reaqtioli will be retarded. "3 H. S. 
4 Taylor introduced the concepts of "active centers" and "activated adsorp-
tion";5 the latter brought out the electronic factor while the concept 
of active centers considered chemical adsorption and initiation of reaction 
through energetic and geometric processes. Thus, in the earliest stages of 
the development of heterogeneous catalysis, both electronic and geometric 
factors of the solid were recognized as possible sources of catalytic 
activity. 
Dete�ination of precise relationships between the electronic factor 
or the geometric factor in controlling catalytic activity has been attempted 
I 
by many investigators. Balandin6 and Beeck7 were early contributors to 
studies of the geometrical factor while more recently experiments on chemi-
8 sorption and catalysis an various faces of single crystals by Gwathmey 
and Sosnovsky9 have added to this knowledge. The geometric factor is con­
c�rned primarily with the surface structure of the catalyst and suggests 
that a particularly favorable fit of adsorbed molecules on the array of 
atoms in the crystal surface will promote reaction. Differences in catalytic 
activity between different faces of one catalyst with specific electronic 
character were found to be much greater than activity differences between 
8 catalysts of appreciably different electronic character. 
On the pther hand, electronic interactions between the solid and 




and catalytic reaction, and these ideas of catalysis became expressed as 
the "electronic factor"10 which will be discussed in the next section. 
3 
However, a clear-cut separation of geometric and electronic factors 
was not evident in many cases. For example, rates for the hydrogenation 
11 of ethylene on evaporated films of the transition metals could be 
11 correlated either with the lattice spacing or the per cent �-character 
12 
of the metallic bond. The reason for this now appears to be the dependence 
of lattice spacing on �-character.13 
There seems no ! priori reason why these two factors must be mutually 
exclusive. Electronic properties vary with crystal face, as illustrated 
in the variation of the work function, which is a measure of the electron 
14 affinity of a metal, with crystal face. It seems reasonable, therefore, 
to expect.that electronic interactions between the solid and the reacting 
molecules might be related in same fashion to the crystal face of the solid, 
since the electronic properties at the surface of the solid depend in part 
on the arrangement of atoms with respect to each other in the surface 
layer.15 
One way to investigate the relationships between the geometric and 
electronic factors and catalytic activity is to study the effect of each 
factor separately; ideally, one factor is kept constant, while the other 
is varied. The dependence of a catalytic reaction on crystal face may 
be determined using a single crystal as the catalyst. If the crystal is 
sufficiently large, rates of reaction on the different faces may be 
8 measured. 
4 
Dependence of catalytic activity on electronic factors � be studied 
with a series of samples possessing varying electronic prqperties, but With 
chemical and other physical properties constant. However, this situation 
has been difficult to realize experimentally. The availability of elemental 
semiconductors of unprecedented quality has provided an attractive method 
of being able to study, better than heretofore possible, the relationship 
between electronic factors and catalytic activity, independent of geometric 
factors. To understand this situation better, the electronic factor in cata-
lysis will be considered in a little more detail. 
B. The Electronic Factor 
Chemisorption, per !!1 and as a precursor to heterogeneous catalytic 
reaction, focused attention on the bond between surface and adsorbate and 
led to considerations of the electronic factor. The transfer of electrons 
to effect ionization of adsorbed species was considered by Brewer, 1.6 
Schmidt, l7 Nyrqp1
8 
and others19 in the period 1928 to 1937. In 1928, 
Roginskii and Shul'tz20 considered the role of electrons in catalytic decom-
21 position, and, in 1932, Lennard-Jones considered the possibility of covalent 
bond formation by electron pairing between the adsorbed atom and a metal. 
22 In 1940, Emmett and Teller cautioned against a wholesale acceptance of 
ions on the surface as the explanation of all contact catalysis, and sug-
gested in turn that electron sharing or transitional electronic interactions 
�be qperative. 
In 1938, Wagner and Hauffe23 demonstrated an actual transfer of 
electrons between a reactant and a solid in a heterogeneous catalytic 
24 25 reaction. In 1944, Schwab published the first in a series of papers 
showing a definite relationship between electron density in a series of 
allqys and the activation energy of the surface-cata�zed decomposition. 
5 
Schwab postulated a donor-acceptor relation with respect to electrons between 
the solid and the chemical species adsorbed on the surface. 
Dowden
26 
in 1950 proposed to consider heter�geneous cata�sts as 
metals, semiconductors, or insulators in seeking the inte7relationships 
between electronic structure of the solid and catalysis. This illuminat-
ing discussion helped clarif.Y the role of the electronic factor in chemi­
sorption and cata�sis. Trapne1127 reviewed this position for metallic 
28 29 30 31 32 cata�sts while stone, Hauffe, Wolkenstein and others ' have 
contributed greatly to the knowledge of the electronic factor in chemi-
sorption and catalysis on semiconductors. 
Electronic interactions between adsorbate and adsorbent during chemi-
sorption can perhaps be seen better by consideration of the following 
examples.33 If the foreign molecule to be adsorbed on a surface of a solid 
possesses a completed shell of electrons and has no electron affinity and 
is on� slight� polarizable (!,  ·li. ,  a rare gas atom), electron transfer upon 
adsorption is not apt to occur, but there can be a small electronic shift 
if the solid has sufficiently great electron affinity. On the other hand, 
if the electron affinity (work function) of the solid is low with respect 
to that of the foreign molecule, an electron shift from the solid to the 
adsorbate (!_.�., o�gen atom) may occur; the reverse condition of the 
6 
electron affinity of the solid being high with respect to that of the foreign 
molecule may result in an electron transfer from the adsorbate (!·�·� 
hydrogen atoms) to the solid. There are many intermediate cases between 
these limiting examples, of course, and the extent and manner of the elec-
tronic interaction can be variously described as electrons shifts, partial 
or complete transfers, ionizations, covalent bondings, or polarizations. 
In addition, electrons can be transferred from a foreign species to a solid 
(!·�·� from hydrogen atoms to a metal such as platinum with high electronic 
work function) or from a different solid to the same foreign species (!·�·' 
from alkali-metal surfaces to hydrogen atoms). Imposed upon these com-
plexities of electronic interactions may be secondary influences of a geo-
metric or steric or defect nature. 
During those years when the electronic factor in chemisorption and 
catalysis was being developed, a clearer understanding of solids was being 
brought about through developments in quantum mechanics and their appli-
cation to solids. Progress in understanding semiconducting properties of 
solids originated in the theor,y of electronic semiconductors proposed by 
A. H. Wilson
34 in 1931; the availability of high-purity, single crystals 
of germanium and silicon has permitted a thorough investigation of these 
ideas. As a result, a clearer understanding of chemical processes.during 
heterogeneous catalysis on semiconducting solids has been possible. 
The introductor,y remarks by P. B. Weisz35 at the Conference on the 
Physics of Semiconductor Surfaces in Philadelphia in 1956 were entitled 
"Bridges of Physics and Chemistry Across the Semiconductor Surface." It 
was pointed out that the boundary of a solid is not so much the dividing 
7 
line between physics and chemistr,y as it is a meeting ground of mutual 
interest and importance. The surface is the bridge between the physicist's 
attention to the behavior of the electrical carriers (electrons and holes) 
within the solid and the chemist's concern with its influence on the atmos-
phere of atoms and molecules externally surrounding the solid. 
Since this is precisely the broad area of concern in this thesis, 
one might well inquire into pa�t developments in this field. 
The main knowledge of chemisorption and catalysis on semtconductors 
has stemmed from studies with metallic oxides. This work can be described 
only as monumental. Yet, the utility of metallic oxides as catalysts in 
fundamental studies is limited. Perhaps the most serious disadvantage 
is that each oxide is a single-carrier semiconductor, !·!·' its semi­
conductivity is normally always �-type (excess electron) or �-type (excess 
hole) • Chemical doping of the cr,ystal can change the concentration but 
not the type of majority charge carrier. To employ different types of 
semiconductivity requires that chemically different metallic oxides be 
used. 
Semiconducting oxides that depend on nonstoichiometr,y for their 
electronic properties suffer from the disadvantage that their deviations 
from stoichiometry and, therefore, their electronic properties, are 
sensitive to t:Qe atmosphere. Although incorporation of impurity foreign 
atoms can be used to control the electronically active centers, concen-
trations up to 5 mole per cent foreign atom are frequently required so that 




On the other hand, elemental semiconductors <!·�·' germanium) appear 
eminently suited to probe the relationship between chemisorption or contact 
catalysis and electronic properties of the solid. Purely electronic effects 
may be dealt with without complications from ionic factors. These semi-
conducting metalloids are chemically homogeneous solids possessing double­
carrier semiconductivity, !·�·' �- and �-type extrinsic semiconductivity 
can be achieved by incorporating certain foreign atoms into the host lattice. 
Only extremely small concentrations of impurities, when homogeneously dis-
persed, are necessar,y to alter the concentration of charge carriers by orders 
of magnitude, while producing almost undetectable changes in bulk chemical 
and physical properties. By such means, the semiconductivity of the solid 
can be varied from �- to �-type without concomitant changes in other variables. 
Thus, elemental semiconductors appear better suited than oxides as adsorbents 
or catalysts to ascertain the influence of this single parameter. 
Although the value of investigations using elemental semiconductors 
in chemisorption and catalysis has been recognized, 37, 3
8 
the techniques of 
chemistr,y and metallurgy have only recently succeeded in producing elemental 
germanium, and other elemental semiconductors, as pure, single cr,ystals. 
Purified germanium containing controlled amounts of appropriate impurity atoms 
has been available only within the last five years, and, therefore, its use 
in catalytic studies has been very limited. 
The purpose of the research which is described in this thesis was to 
explore intensively and, thereby, to clarifY the relationship between hetero­
geneous catalytic activity and the semiconductivity of the solid through 
the use of a two-carrier, elemental, semiconducting catalyst. This was 
accomplished by determining the dependence of kinetic factors for two 
typical heterogeneous reactions�the exchange of hydr�gen with deuterium 
and the catalytic decomposition of formic acid vapor-on the electronic 
chemical potential of chemically-doped germanium. 
c. Previous Catalytic Studies With Germanium 
Germanium metal and its compounds have been used very little as 
catalysts. This is quite understandable for these materials appear not 
to possess unusual catalytic properties .  Metallic germanium has been 
9 
studied as a catalyst from two points of view: one concerns its intrinsic 
catalytic activity and the other is connected with its properties as a 
semiconductor . 
Metallic germanium, per �� was apparently first studied as a 
catalyst in 1932 by Rogness and Johnson39 who catalytically decomposed ger-
40 41 mane on a germanium surface . The thermal decomposition of germane, ' 
arsine,40 and ammonia42 on germanium films has been investigated more 
recently by a group at Princeton University. 43 
The hydrogen-deuterium exchange on germanium films also has been 
studied by the Princeton group, 411 43, 44 and although no catalytic activity 
was observed at first, improved experimental techniques did demonstrate 
the ability of such surfaces to catalyze the exchange . 45 The exchange has 
been determined in this same temperature range (300° to 550° ) on crushed 
single crystals, 46 and at low temperature (77°K. ) on sputtered films.47 
The parahydrogen conversion at low temperatures was also studied. 47 
10 
Germanium filaments upon flashing were found to decompose methyl 
48 alcohol into carbon monoxide and hydrogen. Methyl and isopropyl alcohols 
have been cata�ically dehydrated on crushed germanium in the temperature 
0 0 49 0 range 100 to 150 • The decomposition of nitrous oxide at 180 into 
nitrogen and oxygen upon freshly evaporated germanium,50 the catalytic 
oxidation of carbon monoxide,51 and the decomposition of formic acid vapors5l 
have all been related to changes in the work function of germanium. 
Many of these investigations showed that metallic germanium was the 
active catalyst and that exposure to air or oxygen destrqyed or �reatly 
reduced the activity. Thus, hydrogen-deuterium exchange was found to occur 
at low temperatures only on atomically clean surfaces and was observed to 
be almost completely quenched on oxygen-contaminated films.
47 �gen, 
which was produced in the decomposition of nitrous oxide, was found to 
poison the germanium surface for this reaction.5
° 
Oxidations of hydrogen 
to water or of carbon monoxide to carbon dioxide with oxygen were not 
observed at 200° to 4oo0 because of selective adsorption of oxygen on the 
metal.
49 Germanium powder, presaturated with oxygen at 25°, was also 
unable to promote these oxidations.52 
Industrially, metallic germanium has been considered for a hydro­
genation catalyst for carbonaceous materials,
53 
as a catalyst in the 
production of highly polymeric polymetbylene terephthalates,5
4 
and in the 
catalytic preparation of an alumina hydrosol.55 
Chemically-doped, semiconducting germanium has not been available 
until very recently and its use in catalytic studies has been limited to 
one publication each from Germany, Russia and the United States. 
11 
G. M. Schwab, who has been a foremost investigator of catalysis 
and semiconductivity, and his co-workers were first to utilize the semi-
conducting properties of chemically-doped elemental germanium for studies 
in heterogeneous catalysis . 37, 56 Penzkofer studied the dehydrogenation 
of formic acid vapor on !!• and _E-type germanium and found that on freshly 
etched surfaces the activation energy was smaller (33 kcal./mole ) for 
.E-type than for !!-type (42 kcal. /mole ) and was intermediate (37 kcal. /mole ) 
for intrinsic germanium. Krawczynski studied the hydrogenation of ethylene 
and found that the reaction on .E-type germanium started near 100° and pro­
ceeded with an activation energy of 3 kcal./mole, whereas on !!-type 
germanium the reaction became measurable only near 375° With an activation 
energy near 22 kcal. /mole . In both studies, no significant change in 
activation energy was observed for 300-fold changes in carrier concentra­
tion ( impurity concentration range, 1018 to 1020 atoms/cm. 3 ) .  Silicon and 
Group III-V intermetallic compounds were also studied and, in general, 
gave similar results . 
Chemically-doped germanium has also been used for the catalytic 
dehydrogenation of ethanol. 57 The activation energy on undoped germanium 
was 23 . 5 kcal. /mole, increased to 27.5 kcal./mole on antimony-doped ger­
manium (!!·type ), and decreased to 18 kcal. /mole on gallium-doped germanium 
(.E-type ) .  There was no significant change in activation energy Within a 
500-fold change in antimony concentration or within a 2000-fold change in 
gallium doping. Samples with the lowest concentrations of doping 
(-1015 atoms/cm. 3 ) would be expected to have behaved as intrinsic semi­
conductors in the temperature range used ( 200° to 270° ) .  
12 
The catalytic activity of �- and �-type germanium in the Friedel­
Crafts reaction has recently been determined. 58 �-type germanium was 
much more active than �-type. Activation energies were not reported. 
In these studies with chemically-doped germanium, greatly decreased 
catalytic activity after exposure to oxygen or air was also reported. 
Adsorption of gases on germanium has been extensively studied. 
Rare gases were not adsorbed at room temperature, and carbon monoxide, 
48, 52, 59 
carbon dioxide, and nitrogen were only physically adsorbed. 
OXygen vas readily chemisorbed at room temperature;52, 6o, 6l the rate 
and extent of adsorption appeared to be independent of the type of semi­
conductivity. 52, 
62 MOlecular hydrogen apparently was not adsorbed on 
germanium
45, 52, 61 whereas atomic hydrogen was adsorbed. 48, 6l Adsorp-
61 tion of organic vapors . and some preliminary studies on the adsorption 
of propanol and acetic acid on n- and �-type germanium
63 have been 
reported. 
D. Solid State Principles 
Application of solid state principles to catalytic solids has been 
gratifyingly successful in revealing relationships between electronic 
properties of solids and heterogeneous catalysis. However, the solids 
used as catalysts have not always been so well understood, nor have the 
systems been so simple, that unambiguous results always were obtained. 
In the research to be described in the next chapter, one of the better 
understood and controlled semiconducting solids was employed as the cata-
lyst. It was hoped that by using a solid whose electronic properties were 
13 
well understood, and by determining the behavior of well-known catalytic 
reactions on its surface, a meaningful contribution to the knowledge of 
heterogeneous catalysis would result. 
It is appropriate to review briefly from a chemical point of view 
some of the modern concepts of the solid state, emphasizing semiconductors, 
especially germanium. No attempt will be made to develop the quantum 
mechanical details of the motion of electrons (and holes ) in crystals . 
An American Chemical Society monograph64 has recently been pUblished 
about semiconductors and describes the sUbject very well indeed. 
Electronic interactions between solids and adsorbates are conven-
iently discussed in terms of the band theory, and a brief description of 
this theory serves as a point of departure for this section. 
1. Band Theory of Solids 
Consider an assembly of atoms arranged in space in a geometric 
pattern equivalent to some crystal lattice, but With interatomic distances 
so large that there is no interaction between the atoms . Each atom may 
be regarded as isolated and the electron energy levels remain discrete or 
quantized. If the atoms are brought closer together, these electron 
energy levels become modified, for when the interatomic distance becomes 
sufficiently small, the wave functions of outer electrons of each atom 
begin to interact with one another . This results in a splitting of the 
energy levels, i.e . ,  levels differing in energy by a small amount are 
formed. 
lmen this idea is extended to the large assembly of atoms forming 
a crystalline array, the discrete energy levels corresponding to the 
14 
quantum states of the isolated atoms split into groups of levels so 
closely spaced that they form an almost continuous energy band. This is 
illustrated in Figure 1. The bands formed from the various levels may 
be separated or they may overlap. There are no quantum states with 
energies between those in the bands, and the energy range between such 
allowed energy bands is known as the forbidden energy band or gap. 
The inner electrons of atoms can be considered to be unaffected in 
the crystal since no appreciable overlapping of their wave functions 
occurs.  The outermost valence electrons are affected as just described 
and lead to a representation of band structure of solids as illustrated 
in Figure 2. 
Electrons in solids can contribute to an electric current only if 
they can move in a partially empty band. If all the available energy 
states of a band are occupied by electrons (a "full" band ), the electrons 
cannot function as current carriers .  Free charge carriers may b e  produced 
by thermally or optically exciting electrons into the next higher band 
which may be empty or almost so . If the gap between the bands (the for­
bidden energy gap ) is wide, the activation would be possible only at high 
temperatures and the solid would be regarded as an insulator at room 
temperature . The empty or only partially-filled band is called the 
"conduction" band and the electrons in it are regarded as being almost 
( quasi- ) free charge carriers . If the forbidden gap is relatively small 
(<1 e .v. ), transfer of electrons from the filled band to the conduction 
band can occur at moderate temperatures and the solid is known as an in­
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Figure 2. Bond structure of semiconductors. 
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(valence) band leaves an electron deficiency or vacancy which is referred 
to as a ']lositive hole. " Since the valence band is not now completely 
full of electrons, electrons can move into the vacancy; it becomes conven-
ient, however, to regard the hole as being in motion, giving rise to the 
concept of "hole conduction" and treatment of the vacancy as a unit posi-
tive charge. 
2. Semiconductors 
A semiconductor is often defined as a solid possessing electri-
cal conductivity intermediate between that of metals and insulators. 




4 6 -1 -1 10 to 10 ohm em. 
10-9 to �o3 
lo-22 to lo-10 
This definition is often restricted to include only electronic conduction 
and to eliminate conduction by ions. Semiconductors show a negative 
temp�rature coefficient of resistance. 
Fundamental features for distinguishing metals, semiconductors and 
insulators can also be made in terms of energy bands. In insulators the 
valence band is full and the conduction band is empty; there is no net 
motion of charge when an electric field is applied. In metals either the 
valence band is only partially filled or a filled band overlaps an empty 
band and electrons are free to move in an applied field. There are many 
such free electrons and large conductivities result. Semiconductors near 
the absolute zero of temperature are insulators, but at higher tempera­
tures finite but limited (equilibrium) concentrations of free electrons 
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and holes are present and these give rise to an intrinsic, intermediate 
electrical conductivity. These electrons are thermally excited from the 
valence band across the forbidden energy gap to the conduction band; the 
electrons in the conduction band and the holes simultaneously produced in 
the valence band give rise to the electrical conductivity. The tempera­
ture necessary to produce appreciable intrinsic semiconductivity depends 
on the width of the forbidden gap; an insulator c� become an intrinsic 
semiconductor at sufficiently high temperature. 
Imperfections in the crystal iattice of a semiconductor are respon­
sible for many of its unique electrical properties. These imperfections 
may be foreign atoms that are substitutionally or interstitially incorpor­
ated into the crystal, deviations from stoichiometry, or physical defects 
in the lattice (dislocations and vacancies). Only those imperfections of 
a chemical nature will be considered here. 
Metallic oxides are well-known semiconductors. Their electronic 
properties may be controlled either by regulating their stoichiometry, or 
by incorporating impurity foreign atoms into the crystal lattice. Non­
stoichiometry can be produced by establishing an equilibrium between the 
imperfection and a vapor at high temperature and then quenching so that 
the atomic imperfection is frozen into the crystal. The imperfections may 
be vacant lattice sites or one component in excess in interstitial sites. 
Excesses or deficiencies of cations (metal) or anions (oxygen) can be 
obtained. However, nonstoichiometric crystals are of rather limited 
applicability as compared to crystals incorporating foreign atoms of 
deviating valency Which control the electrical behavior. 
Substitution of appropriate impurity atoms into the host 
lattice (controlled valency) introduces electrically active centers. 
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This process modifies the semiconductivity of an oxide by sUbstituting a 
metallic impurity of different valence for a small amount of the normal 
cation. Stoichiometric, pure oxides have probably rarely been realized 
and some kind of imperfection has been responsible for the electrical 
behavior. For such compound semiconductors a high charge-carrier con-
centration generally exists; this concentration can be varied but the 
carrier type cannot be changed and, hence, these compounds are known as 
single-carrier semiconductors. 
stoichiometric, pure nickel oxide of low electrical conductivity 
is an illustration. In practice nickel oxide is a i-type semiconductor 
+++ 
because in thermal equilibrium it contains some Ni ions and excess 
oxygen. The concentration of holes can be increased by incorporating a 
monovalent ion (�·�·' Id+ or Ag+) into the lattice for Ni++i this leads 
to the presence of an equivalence of Ni+++ in the lattice in order to 
preserve electrical neutrality. Electrons can now pass from divalent to 
trivalent nickel ions, or positive charge in the opposite direction, and 
conduction by holes is said to occur. The concentration of holes may be 
decreased by adding a trivalent ion (�·a·' Ga+++ or Cr+++). However, 
nickel oxide cannot be.converted to an _!!-type semiconductor. 
Analogously, zinc oxide is and remains an ,!!-type semiconductor 
because it is a metal-excess compound; its free-electron concentration 
may be modified by incorporating ions of appropriate valence into its 
lattice. 
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3. Elemental Germaniwn 
Early investigations of properties of semiconducting solids often 
employed metallic oxides or sulfides. However, availability of large, 
nearly perfect single crystals of germanium and silicon, achievement of 
extreme purity, and control over the addition and distribution of impuri-
ties, have been responsible for a tremendous advancement in knowledge of 
Group rl elemental semiconductors. Now, ger.maniwn and silicon are better 
understood solids than oxides. 
Consideration of elemental germanium as a semiconductor is 
appropriate at this time. Figure 3 is an illustration of impurity semi-
conduction using germanium as the host crystal. Germanium crystallizes 
in the diamond-type lattice with each atom tetrahedrally surrounded by 
four nearest neighbors as a result of hybridization of � and � atomic 
orbitals to form !E3 tetrahedrally-directed bonds. Figure 3 depicts this 
situation in two dimensions With covalent bonding between adjacent ger-
manium atoms. Replacement of a germanium atom by an element of Group V 
(!·�·� arsenic, Figure 3a) produces _!!-type semiconductivity (negative 
current carriers); four of the five valence electrons from the arsenic 
form covalent bonds With adjacent germanium atoms while the fifth electron 
is only weakly bound to the arsenic and can be removed to large distances 
easily (ionization energy 0 . 0127 e. v. ).
65 
The arsenic is left as an ion 
of net positive charge upon donating an electron to the conduction band. 
If a germanium atom is replaced by an element of Group III (!. ,G·, 
indium), a deficiency of valence electrons (an excess of holes) will 
result (Figure 3b ). Indium can contribute three electrons to form 




covalent bonds with three adjacent germanium neighbors, but the fourth 
bond lacks an electron necessary for covalent bond formation. This hole 
is weakly attracted to the indium but can be ionized away (ionization 
energy o. Oll2 e . v. ), 65 leaving the indium with a net negative charge, and 
producing a hole in the valence band of the germanium. Group III elements 
are acceptor impurities because when ionized they have accepted electrons; 
holes, Which are positive current carriers, are introduced into the 
valence band and produce �-type semiconductivity. 
Germanium is a two-carrier semiconductor because the type and con-
centration of electrical charge carriers can be controlled by selection 
of the appropriate impurity atom. All Group III and V elements are be-
lieved to be incorporated sUbstitutionally into the germanium lattice; 
controlled concentrations from near 1013 to about 1020 atoms per cm. 3 are 
possible. Their energy levels lie in the forbidden energy gap at localized 
levels only slightly removed from the band edges (<0.013 e . v. )1 65 so that 
even at room temperature, thermal excitation energy is sufficient to 
ionize them. 
The electrical behavior just discussed is called "extrinsic " 
because it depends on the concentration of imperfections in the lattice . 
"Intrinsic" semiconduction is an intrinsic property of the solid and 
occurs when thermal excitation frees an electron from the interatomic 
bond (Figure 2); mobile conduction electrons and holes are created simul-
taneously in equal numbers . A dynamic equilibrium exists in Which 
generation and recombination of electron-hole pairs takes place .  This 
equilibrium, as is true for other equilibria concerning defects in solids, 
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can be treated by the law of mass action. For a given solid the product 
of electron and hole concentrations is a function only of temperature :  
K = np (1) 
where K is the equilibrium constant, n is the electron concentration 
and p is the hole concentration. For intrinsic conditions, n = p; thus: 
K = ni (2 )  
where ni is the intrinsic electron concentration at a given temperature. 
Equation (1)  applies not only when electrons and holes are in equal 
concentration, but also to conditions when they are not equal. As has 
been discussed, this situation may result from incorporation of certain 
foreign atoms into sUbstitutional positions of the crystal (extrinsic semi­
conduction }, in which case n or . p are changed �rom their values under 
intrinsic conditions . However, their product, as shown in Equation (1 ), 
must remain constant; one of these quantities will be in major concentra-
tion, the other, in minor concentration. When the concentration of majority 
carriers is several orders of magnitude larger than the concentration of 
minority carriers, in effect, a single-carrier system is operating. 
4 .  The Fermi Energy 
Fermi-Dirac statistics describe the distribution of free electrons 




where f(E ) is the probability that a state of energy E is occupied, 
EF is a parameter known as the Fermi energy, k is Boltzmann's constant, 
and T is the absolute temperature . 
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Figure 4 represents the Fermi-Dirac distribution of completely 
free ( conduction) electrons . Figure 4a plots the probability of occupa-
tion as a function of energy for absolute zero and for higher temperatures. 
At absolute zero the electrons occupy the lowest energy states; EF is 
the energy of the highest occupied state . At higher temperatures elec-
trons in the neighborhood of the Fermi level become distributed in states 
approximately kT above and below the Fermi level. The Fermi energy 
then becomes the energy for Which the probability of occupation is 1/2. 
Figure 4b represents the distribution of energy given by the Fermi-Dirac 
theory. At the absolute zero of temperature all states are occupied up 
to the Fermi level but for E>EF1 all states are empty. At higher temp-
eratures, the distribution is rounded off and as many states above EF 
are occupied as are unoccupied below it; a more nearly Maxwellian distri-
bution results. 
In an intrinsic semiconductor at T = 01 the Fermi level is exactly 
halfway between the valence band and the conduction band; at higher temp-
eratures its position is nearly the same. It is desirable, however, to 
determine the variation in position of the Fermi level under extrinsic 
conditions . This can be done by considering the concentration of free 




n is the concentration of free electrons, Nc is known as the effective 
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Figure 4. Fermi- Dirac distribution of conduction 
electrons. 
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density of states in the conduction band, k is Boltzmann's constant, 
26 
T is the absolute temperature, h is Planck's constant, Ec is the 
energy (referred to an arbitrary zero ) corresponding to the bottom of the 
* conduction band, EF is the Fermi energy, mn is the effective mass of 
the electron and is a function of the energy. 
positive holes may be written: 
where 
- ( EF-lil..) /k!r P�Jive -v 
Nv = 2 r� kTl 3/2 [ h2 J ' 
A similar equation for 
(6 ) 
(7)  
and in which p is the concentration of positive holes, Nv is the 
effective density of states in the valence band, m; is the effective 
mass of positive holes, and Ev is the energy (referred to an arbitrary 
zero ) corresponding to the top of the valence band. 
The product of the concentrations of free charge carriers becomes : 
np = NcNv e
-EQ/kT (8 ) 
where 
and Ec; is the Width of the forbidden gap. For intrinsic conditions 
n = p = ni so that nf = np and 
ni = (NcJiv )
l/2 e
-EQ/2kT 
At any particular temperature for a given semiconductor : 
nr = np = constant. 
This is the law of mass action, expressed in Equation (2 ) .  
(10 )  
Equations ( 4 )  and ( 6 )  relate the position of the Fermi level and 
the concentration of free-charge carriers . Under extrinsic conditions 
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the concentration of free carriers Which originate from impurity centers 
is normally far greater than the concentration of intrinsic carriers .  
Under such conditions the effective concentration of free carriers is 
equal to the concentration of ionized impurity atoms . If the impurity 
atoms are easily ionized, as the Group III and V atoms in germanium are, 




where ND and NA are the total density of impurity donors and acceptors, 
respectively, and Nn+ and NA- are the density of ionized donors and 
acceptors.  Using these approximations in Equation (4 ) :  
- (R--EF)/kT 3/2 - (��-�)/kT ND � n �Nee \_; = constant x T x e � .... �- • (13 )  
The position of the Fermi level depends upon the temperature and the 
carrier concentration. At constant temperature and With essentially only 
singly-ionized impurity donors: 
(14 )  
From Equations (6 ) and (12) similarly, at constant temperature :  
(15 )  
Figure 5 shows the dependence of the Fer.mi level in ger.manium upon 
temperature and carrier density. 66 
Although 11F.ermi level11 is the term used in semiconductor physics, 
it is identical with the electrochemical potential ( f.l, the partial molar 
free energy per electron) :67 
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where � is the electrochemical potential, F is the free energy, and N 
is the total number of particles .  In these terms, i f  two systems come to 
equilibrium, their electrochemical potentials become equal, !·!·1 they 
exchange electrons until their Fermi levels are equal by transferring 
electrons from filled states of higher energy in one system to lower-lying 
empty states in the other system. 
5· Semiconductor Surfaces 
The preceding sections have been concerned with bulk effects in 
semiconductors . The orderly arrangement of atoms in the bulk crystal 
lattice suddenly terminates at the surface, however, and this may give 
rise to surface energy states (Tamm states ) . Furthermore, molecules of 
gases may be adsorbed, which may be accompanied by electron transfer . 
Such processes may result in differences in surface and bulk properties, 
so that the Fermi level at �he surface may not be determined entirely by 
the bulk impurity density but partly by the charge density at the surface . 
Electron exchange, or localization of charge carriers at the phase 
interface, has been clearly shown to occur during chemisorption through 
measurements of electrical conductivity of semiconductors during exposure 
to gases .  The relative electronic chemical potentials of the chemisorbing 
gas and solid determine whether electrons are provided or accepted by the 
solid. However, in contrast to metals, the positive or negative charge 
acquired by the semiconductor in this process is not localized directly 
at the surface, but extends a finite distance into the crystal because of 
the much lower concentration of pharge carriers in the semiconductor than 
in metals . An electronic boundary layer is thus produced at the surface 
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of the semiconductor, and may impede electronic communication between the 
bulk crystal and the surface . 
Figure 6 illustrates the formation of a boundary layer due to 
anionic chemisorption on an !!,-type semiconductor . The process is analogous 
to that which takes place at the contact of a metal and a semiconductor; 
the initial difference in the free energy of the electrons in the two 
solids (Fermi levels ) produces a flow of electrons across the contact 
until the Fermi levels are equal (equilibrium) . In Figure 6 the energy 
change associated With the transfer of an electron from the semiconductor 
to the first adatom Will�be (a -¢)q, where a is the electron affinity 
I of the atom, 9J is the work function of the semiconductor, and q is the 
electronic charge. Exothermic donation will continue until the potential 
energy of electrons in the adsorbate becomes equal to the potential energy 
of electrons in the semiconductor (the Fer.mi level ) . During this chemi-
sorptive process, electrons from impurity levels deeper in the solid are 
required and a space charge builds up in the boundary layer. This results 
in a modification in the potential energy of electrons in the solid, and 
a potential barrier must be overcome to transfer electrons from semicon-
ductor to adsorbate . Treatment of chemisorption on semiconductors as an 
electronic boundary layer problem has been able to account for many phe-
nomena which have been observed experimentally. 
Chemisorption beyond the equilibrium point is not possible because 
the process no longer leads to a decrease in the free energy. At equilib-
rium the potential barrier is represented by V in Figure 6, and N-
represents the adsorbed atoms . A number of electrons have been transferred 
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Figure 6. Boundary la yer formation. Diagrammatic represen­
tation of anionic chemisorption on an n -type semiconductor. 
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from the semiconductor to the substrate, causing a depletion of carriers 
in the boundary layer to a depth �. 
The thickness of this boundary layer is determined in part by the 
impurity density. For depletive chemisorption as just described this 
thickness is inversely proportional to the square root of the impurity 
concentration. For highly pure semiconductors (!·!·' low concentrations 
of impurity atoms ) the boundary layer can be quite thick and surface prop-
erties can assume great importance .  However, for high carrier concentrations 
(>1018 atoms/cm. 3 ) in the bulk, the boundary layer is quite thin (<100 i.) 
and changes in the Fermi level in the bulk are expected to produce 
parallel changes in the Fermi level at the surface . 
Heterogeneous catalysis is now generally conceded to be preceded 
by chemisorption which implies chemical bonding between adsorbate and 
solid, so that electron transfer or sharing need be considered. Since the 
solid must either provide or accept electrons in the chemisorptive process, 
it seems likely that the electronic structure of the solid would influence 
its catalytic activity. The research described in this thesis used as 
a catalyst a semiconductor whose Fermi level in the bulk solid could be 
varied appropriately throughout the forbidden energy gap; this requires 
relatively high concentrations of charge carriers in the solid (but still 
only 25 to 5000 p. p .m. impurities ). An important consequence of this 
chemical doping is that the influence of surface properties is most 
likely minimized as described above . Under such conditions electronic 
events on the surface (!.a·, chemisorption and catalytic activity) are apt 
to be closely associated with bulk electronic properties .  
CHAPrER II 
EXPERIMENTAL 
The work on which this thesis is based was part of a more general 
investigation being carried out at the Oak Ridge National Laboratory, to 
study the effect of high-energy radiations on solid catalysts . It was 
required, therefore, that the apparatus and techniques be adapted to this 
broader problem. 
In general, reactant gases were introduced into a reaction vessel 
containing the catalyst, and the chemical reaction permitted to proceed 
partly to completion at constant temperature; the product gases were 
then removed and identified, and their concentration determined. The 
hydrogen-deuterium exchange and the decomposition of formic acid vapor 
were the two test reactions employed. Samples of chemically-doped ele­
mental germanium were used as catalysts . 
A. Vacuum System 
A conventional vacuum system was constructed using 10-mm. o. n. 
Pyrex tubing. Eck and Krebs vacuum stopcocks, which were lubricated with 
"Apiezon-N" grease, were used. Figure 7 is a schematic diagram of the 
system used for studying the hydrogen-deuterium exchange. Not illus­
trated, but indicated at (R ), is a second reaction vessel system which 
was employed in the experiments on the decomposition of formic acid; it 
is essentially identical to (N) .  
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It was considered essential to exclude mercury vapor from certain 
parts of the system, particularly the palladium thimble, and the reaction 
vessel systems (N) and (R) .  This was accomplished by means of dental 
gold foil. The reaction vessel systems were protected with liquid-nitrogen 
traps as well, so that the catalysts would be kept as free as possible 
from contamination. 
Gas pressures in the system could be monitored as desired. A 
thermistor gauge, connected to the interspace of (N), and a Pirani gauge 
connected similarly to (R), monitored the extent of evacuation of the 
reaction vessel interspace . These gauges were calibrated with the McLeod 
gauge . 
B .  Reaction Vessels 
Figure 8a shows the quartz reaction vessel which contains a 
bubble-type break seal at one end and two entry tubes at the other . 
After fabrication, the vessels were flushed with 6 M. nitric acid, rinsed 
thoroughly with distilled water, and dried. 
The powdered catalyst was added to the vessel through tUbe ( c ) .  
Quartz-to-Pyrex graded seals with 2-mm. vacuum stopcocks were sealed onto 
( C )  and ( C ' ) .  After treatment of the catalyst at elevated temperatures 
with hydrogen sweeping through the vessel via tubes ( C )  and ( C' ), the 
latter tUbe was removed at the constriction (DD), leaving the reaction 
vessel as shown in Figure 8b . 
c 
- - - - - D  
6 cm .  
A 
8 1----t 
1 e m .  
� .  
( a ) ( b ) 
F i gure 8.  Quartz rea ct i on vessel . 
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The volume of the main body of the reaction vessel (A in Figure 8 ) 
was approximately 3 m1. with another approximately 3 m1 .  in dead space 
between (DD) and the stopcock. 
C .  Germanium Catalysts 
Specimens of germanium were obtained from the Bell Telephone 
laboratories, Incorporated, Murray Hill, New Jersey, and from the Solid 
State Division of the Oak Ridge National Laboratory. These samples were 
sections either of single crystals or of polycrystalline buttons . Both 
sources supplied information on the impurity content of the materials. 
The samples were washed with acetone, and etched for approximately 
two minutes in CP-8 which is a mixture of concentrated nitric, hydrofluoric 
68 and acetic acids in the volume ratio 5: 3: 3 . After thorough rinsing 
with distilled water and drying, each sample, wrapped in paper, was frac-
tured into smaller pieces by striking it sharply With a hammer . These 
smaller fragments were crushed and then mechanically ground with an agate 
mortar and pestle for one hour. 
Before using these powders as catalysts, they were treated in 
flowing hydrogen at high temperature in order to remove any oxygen or 
oxide film from the surface . The reduction of germaniwn dioxide by hydro-
gen at elevated temperatures is a well-known method for the preparation 
of metallic germanium. 52, 69, 10 The amount of germanium desired for use 
as the catalyst was weighed into the reaction vessel as described in the 
previous section. The reaction vessel was centered in a 12-in. horizontal 
38 
tUbe �nace Whose temperature was controlled by means of a Wheelco con-
troller which was actuated by a quartz-enclosed thermocouple adjacent to 
the reaction vessel. The temperature was brought slowly to 675° to 700° 
and maintained there for approximately two hours While purified hydrogen 
was slowly passed over the germanium. Matheson Electrolytic, "Prepurified" 
hydrogen (99· 9 per cent minimum purity and <20 p.p.m. nominal oxygen ) was 
used, and was purified by passage through a Model D "Deoxo 11 Purifier 
(Engelhard Industries, Inc . )  and a liquid-nitrogen trap. The germanium 
was permitted to cool in the hydrogen atmosphere . 
A very thin, brown to black film formed on the cooler walls of the 
exit tUbe during the high-temperature treatment with flowing hydrogen. 
Although this might have resulted from the deposition of very fine ger-
manium powder transported by the flowing hydrogen, it more likely was the 
result of condensation of germanium monoxide in cooler parts of the system 
before reduction was completed, as observed frequently by other investi­
gators .  5
2
, 69 Since the gas-exit tUbe was no longer required after the 
hydrogen treatment, it (and, thereby, this film) was removed, and the 
reaction vessel then contained only the hydrogen-treated germanium 
powder (Figure 8b ) .  
The surface area of each germanium catalyst was determined from 
krypton adsorption isotherms at the completion of the catalytic studies .  
These measurements were performed by the surface area group at the Oak 
Ridge Gaseous Diffusion Plant. 
Table I summarizes pertinent information about the germanium 
catalysts and the reaction vessels . The weights of the catalysts are the 
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TABLE I 
PROPERTIES OF GERMANIUM CATALYSTS AND REACTION VESSELS 
Semiconductor Catalyst Reaction Vessel 
Specific 
Concn!. 3 Surfa�e Area Total Type Impurity atOmBjcm. m. jg.  wt . } g. Vol. , ml. Code 
p Ga 2 X 1020 0. 152 1· 337 7· 37 A2.6 
Al 1020 . 102 l. lo6 5 .80 A36 
Al 1020 . oao 1. 183 6 .46 A33 
Ga 4 X 1018 ·170 0. 980 6 . 78 A31 
In 2 X 1018 ·139 1 .022 6 .13 A35 
Ga 1 X 10l5 . 125 l.o87 a.oo A23 
n Sb 1018 . lo6 1· 190 6 . 83 A32 
As 5 X 1018 · ll3 1· 575 6. 22 A34 
As 3 X 10l9 . 226 1· 310 a A30 
Sb 1020 . lo6 1· 279 1· 58 A25 
Sb . .  1020 . 143 1· 393 5 · 87 A37 
9 · 90 Aob 
�easel accidentally broken; used av�rage volume, 6 .77 rnl· 
b Empty quartz reaction vessel. 
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average of the amount used initially and the amount recovered. · This 
difference varied from o. oo to 0 .12 g.; and generally showed an apparent 
loss of material. Considering the amount of glass blowing performed after 
the germanium powder was in place, it is surprising that greater losses 
did not occur. Volumes of the reaction vessels were obtained from the 
dimensions of the vessels, and by volumetric measurement at the completion 
of the catalytic experiments (with germanium removed) .  The difference 
between calculated and measured volumes was approximately 2 per cent . 
D· Gaseous Reactants 
1.  ijydrogen-Deuterium 
Hydrogen (Electrolytic, "Prepurified"; the Matheson Company, Inc. ) 
and deuterium (stuart Oxygen Co . ) were purified separately but identically 
by passage through a heated palladium thimble. 
As shown in Figure 7, gas from the cylinder entered the vacuum 
system at (A), and was filtered by the palladium thimble . ( heated to about 
315° to 335°.) into the reservoir (F) at the rate of approximately 1 nun. 
per minute . After purification of one gas by this procedure, the palla­
dium thimble was thoroughly flushed with the other gas before purification 
of it was. started. Each gas was stored separately in one of the reser­
voirs (Fl, F2} at a pressure of 55 to 65 em. 
Purity of these gases was determined by mass spectrometric analysis 
with results shown in Table II . Equal amounts of hydrogen and deuterium 




MASS SPECTROMETRIC ANALYSIS OF HYDROOEN AND DEUTERIUM GASES 
Per Centa 
Exchange 
Cylinder "Deoxo " Pd Pd Gas
e 
Mass Species Bydrogenb Hydrogenc Hydrogend Deuteriumd (1 ) (2)  
2 � 99· 0 99· 2 95 · 3  o .6  52. 4 49· 7  
3 HD ND ND 3 · 5  5 · 5 2- 7 3 · 3  
4 D2 ND ND 0. 2 93 · 1  44. 9 46.8  
28 N2 1 . 0  o.8 1. 0 o .8  o. oa 0. 15 
32 02 ND ND ND ND o .o2 
4o A ND ND ND ND 
�: not detected, probably <o. o6 per cent . 
b Matheson Company, Inc . ,  "Prepurified", Electrolytic, Cylinder . 
cBydrogen from (b ) through "Deoxo" Purifier . 
'1rydrogen from ( c )  or cylinder deuterium ( Stuart Oxygen Co. ) through 
heated palladium thimble . 
e Typical analysis after mixing palladium-filtered gases .  
(1 )  Analysis A-134-5, 6-25-58. 
(2 ) Analysis F-50-0, 8-31-60. 
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2. Formic Acid 
Formic acid was freed from water by two different methods . 
In the first method, about 38 g. of 98+ per cent formic acid 
(Eastman Kodak Co . ) was shaken with about 3 g. of pulverized boric oxide 
and let remain in contact approximately 68 hours . 711 72 During this time., 
the solid became quite gelatinous; the proportions used should have been 
sufficient to remove the water present . 73 The liquid was distilled in 
vacuo into a Pyrex reservoir connected to the vacuum system. The first 
portion of distillate was discarded; only about 18 m1. of the 30 m1 .  of 
formic acid originally used was collected. Most of the experimental data 
on formic acid decomposition were obtained using this material (B203-dried) .  
In the second method, Baker and Adamson, Reagent Grade, 88-90 per 
cent formic acid (750 m1. ) was fractionated in a 12-ft .  Vigreux column. 
The first traction of distillate (about 100 ml . )  cont;ained low-boiling 
contaminants and was discarded. The succeeding two tractions of approxi-
o mately 125 ml· each were collected at 100. 8 and should have consisted of 
pure., dry formic acid since the distillation was from the formic acid 
side of the formic acid-water azeotrope (77· 5  per cent formic acid) . 74 
The refractive index of the liquid, determined with a Bausch and Lomb 
refractometer (Abbe-56 Model), was nn24 1 . 3693 .  Literature values are : 
b .p.  100· 75°., 74 nD
20 1 . 371075 With temperature coefficient -0. 00038 per 
degree, 76 yielding nn24 1. 3695 .  A portion of this acid was transferred 
to a Pyrex reservoir which was then connected to the vacuum system. 
When not in use., the formic acid was frozen to reduce thermal 
decomposition; it supercooled at least 8° to 10° . 77 The temperature of 
0 melting of the acid was approximately 8. 2 ± o. 4 ; recent literature 
values are 8. 1°75 and 8. 4° . 76 The acid was kept in the dark to minimize 
photochemical decomposition. 
E. Experimental Procedure 
A batch procedure was used first to investigate the hydrogen-
deuterium exchange and then the formic acid decomposition on the same 
catalyst. The procedures in the exchange and decomposition experiments 
were identical except for the method of introducing the reactants into 
the reaction vessels . 
Reaction vessels without germanium, but otherwise identical, were 
used to provide background corrections for the exchange and decomposition 
reactions . 
1. uydrogen-Deuterium Exchange 
The reaction vessel containing the catalyst (Figure 8b )  was 
connected to the vacuum system at (N) (Figure 7 )1 and the interspace was 
evacuated until a pressure of at least 0. 5 micron could be maintained 
without pumping and without the use of a liquid-nitrogen trap. The 1 :1  
hydrogen-deuterium exchange mixture was admitted to the evacuated inter­
space and (previously ) evacuated reaction vessel from the T8pler pump, 
Vbich had been filled With the gas mixture from (F3 ) .  This exchange gas 
mixture passed through the copper-filled liquid-nitrogen trap and dental 
gold foil before reaching the catalyst. The pressure could be adjusted by 
means of the T8pler pump and was determined with the mercury manometer . 
A pressure of approximately 40 mm. was used in each experiment. 
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Tb,e reaction vessel was then removed from the vacuum system by 
allowing air to enter {N) through the air-inlet tube filled with anhydrous 
magnesium perchlorate . The exchange was carried out at constant tempera­
ture in the range 100° to 400° by immersing the reaction vessel (the 
bottom 6 em. to point (DD) in Figure 8a ) in a bath maintained at the 
desired temperature. The stopcock of the reaction vessel was kept cool 
by blowing air across it. The baths used mineral oil, silicone oil 550, 
or a molten salt eutectic mixture ( 56 per cent potassium nitrate, 14 per 
cent sodium nitrate, and 30 per cent lithium nitrate, m.p .  120° )78 as 
liquids. The temperature was set by adjusting the current to electric 
resistance heating mantles ( "Glas-Col11 ) surrounding the baths . The liquids 
were stirred rapidly With magnetic stirrers .  Temperatures were measured 
with mercury-in-glass thermometers; in the case of the fused salt bath, 
the thermometer was immersed in a narrow well containing silicone oil as 
a heat transfer fluid, since the melt attacked the glass of the thermom­
eter . Temperature control was generally better than ±1° for several hours 
and !3° for runs requiring several days . 
The exchange mixture was sampled after reaction by returning the 
vessel to the vacuum system (N), evacuating the interspace, and expanding 
the gases into an evacuated sample bulb of about 60 ml .  capacity. After 
pumping out the reaction vessel and interspace, the system was ready for 
introduction of fresh reactants for the next experiment. 
2. Formic Acid Decomposition 
Experiments on the catalytic decomposition of formic acid used the 
system sealed to the vacuum manifold at (R ) .  This system was a counterpart 
of (N), and consisted of liquid-nitrogen and dental gold foil traps, 
standard taper joints to acconunodate the reaction vessels, a "Drierite11-
filled air-inlet tUbe, formic acid reservoirs isolated by vacuum stopcocks, 
and a Pirani gauge with stopcock so it could be separated from the system. 
In these experiments, the formic acid reservoir was maintained 
at a temperature which gave the desired vapor pressure of formic acid. 
The temperature or pressure was determined from the equation: 77 
1860 log P = 7· 858� - � (17 ) 
where P is the vapor pressure in mm . and T is the absolute tempera-
ture . The vapor phase of the formic acid reservoir, and the bore of the 
reservoir stopcock, were purged of possible volatile decomposition prod-
ucts by expanding the vapor repeatedly into the evacuated interspace and 
pmnping it away each time . The purity of the vapor was determined mano-
metrically and found to be better than 99 · 7 per cent formic acid; carbon 
monoxide was detected in the vapor by gas chromatography. 
The reaction vessel was inunersed in a hot water bath ( 55-60° ) during 
loading so that its temperature was somewhat higher than that of the 
reservoir and connecting tUbing. This procedure limited the amount of 
formic acid introduced into the reaction vessel, and prevented condensa-
tion of formic acid on the cooler walls �ear the stopcock when the vessel 
was heated during reaction. Formic acid pressures were usually 42 ± 2 mm. 
Sampling of the reaction vessels was generally the same in the 
experiments with formic acid as it was in the hydrogen-deuterium experiments . 
Formic acid is strongly adsorbed on glass at room temperature and 
desorbs only slowly, even with pumping and liquid-nitrogen traps; leak 
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up to pressures of several microns was observed even several hotn's after 
exposure of the system to formic acid vapor . · 
F. Analyses 
1. Hydrogen-Deuterium Exchange 
Analysis in the exchange experiments was by mass spectrometry and 
was carried out by the special Testing Department, Isotope Analysis 
Section, Y-12 Plant, Oak Ridge . A 6-in. radius, 60°, Nier type, gas mass 
spectrometer was employed. Relative abundances of masses 2, 3 and 4 were 
determined and yielded the per cent hydrogen, hydrogen deuteride, and 
deuterium, respectively, in the sample . The abundance of mass 28 
(nitrogen ) monitored the leakage of air into the system, and was always 
very small. 
Background corrections were obtained by analyzing samples of the 
original exchange mixture . The unreacted mixture gave a D/H ratio of 
1. 03 ± o. oB and showed the presence of 3 . 0  ± o. 4 per cent hydrogen deu­
teride, which probably arose from exchange of hydrogen with deuterium in 
the mass spectrometer . 
The reliability of these analyses was determined by comparing 
results for duplicate samples analyzed a week apart as shown in Table III.  
Assuming that the precision of the analyses was constant over the range of 
composition of the samples, a combined estimate of the standard deviation 
was made . 79 The 95 per cent confidence limits for a mean were ±0. 69 
per cent hydrogen deuteride . 
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TABLE III 
REPRODUCIBILITY OF MASS ANALYSES 
Date of Ratio Per cent Std. 
Analysis D/H HD Difference Deviation 
3-20-58 o. gr6 25 .40 -0 .84 0 . 594 3-26 . 988 24 . 56 
3-20 . 978 28 .78 -0. 26  . 184 3-27 . 'J70 28 . 52 
3-24 . 982 35 . 00 +1. 04 . 735 3-28 . 930 36 . o4 
3-24 1. 131 2 . 00 -0. 18 . 127  3-31 1 . 159 1 .82 
3-26 0 . 953 37 . 02 +0 . 20 . 141 4-2 . 965 37 .22 
3-31 . 795 23 .60 -o. o4 . 028 4-3 . 789 23 . 56 
Combined standard deviation 0 .401 
2. Formic Acid Decomposition 
Formic acid decomposes by two principal paths : 
HCOOH -+ C02 + � 
HCOOH -+ CO + H20· 
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(18)  
(19 )  
Although other reactions are possible, there is an abundance of evidence 
that these are negligible compared with the dehydrogenation and dehydration 
80 81 reactions show.n. ' The method of analysis, therefore, was designed 
to determine the rate at which the decomposition took place by each of 
these two paths . This was accomplished by determining the total amount 
of decomposition by means of manometric measurements {duplicate analyses 
agreed to about 5 per cent ), and by measurement of the relative propor-
tiona of carbon dioxide and carbon monoxide in the decomposition products 
by means of gas chromatography. 
0 Pressures of total gas and of residual gas noncondensable at -78 
were measured with a McLeod gauge in a vacuum system which also contained 
a T8pler pump and cold finger . The gas sample, which had been removed 
from the reaction vessel, was transferred by means of the T8pler pump to 
the McLeod gauge. Care was taken to transfer a sufficiently small amount 
so that the vapor pressure of formic acid was not exceeded during sUbse­
quent operations, !·�· � less than 42 mm. {at 25° ) .  After measuring the 
total pressure of decomposition products and undecomposed reactant, the 
0 pressure of gas, noncondensable at -78 , was measured by inunersing the 
cold finger in a dry ice-trichloroethylene bath. Under these circum-
stances, formic acid and water are condensed from the vapor phase, leaving 
as gases on:cy carbon dioxide, carbon monoxide, and hydrogen. These 
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gases were then transferred to a small cell (3 .6  cm. 3) for chromatographic 
analysis . 
A Perkin-Elmer ''Vapor .Fractometer" Model 154, employing a 
thermistor-type katharameter as detector, was used. A 2-m. silica gel 
column at room temperature With helium as the carrier gas at a flow rate 
of approximately 95 cm. 3/min. gave good resolution of these gases . UDder 
these conditions, the elution peak maxma (in arbitrary units of time ) 
appeared at 1 . 0 (hydrogen), 1 .7  (air), 2. 0  ( carbon monoxide ), and 21.1  
( carbon dioxide ) .  The concentration of hydrogen in the helium was so low 
that the katharometer response to hydrogen was in the same direction as 
that for carbon monoxide or carbon dioxide . 82 In all cases, the amount 
of air was very small, and appeared to arise from leaks in the chromate-
graphic system. Calibration curves relating peak heights or areas under 
the elution curves with concentration of hydrogen, carbon monoxide, or 
carbon dioxide were obtained using known concentrations of the pure gases . 
CHAPJ.IER III 
EXPERD!ENTAL RESULTS 
A. Treatment of Data 
1 .  aydrogen-Deuterium Exch!nge 
First-order rate constants were calculated for the hydrogen-
46 deuterium exchange on germanium from the mass spectrometric analyses 
(Appendix I ) .  Some rates of exchange, which were typical of the experi-
mental data for ,a-type, �-type, and intrinsic germanium, are shown in 
Figure 9 · On surfaces of gallium- and indium-doped germanium these were 
at least ten times faster than those found for empty reaction vessels . 
However, ,a-type and aluminum-doped �-type germanium were much less active 
catalysts, and exchange occurred predominantly on the quartz surfaces of 
the reaction vessels at the lower temperatures.  Because of different 
activation energies for exchange on these two surfaces (found to be approx-
imately 9 kcal. /mole on quartz and 20 to 30 kcal./mole on ,a-type germanium), 
germanium catalysis began to dominate above 230° to 280°. This transi-
tion of decomposition on competing catalytic surfaces gave a pronounced 
nonlinear .Arrhenius temperature dependence .  Consequently, the rate data 
were corrected for the exchange occurring on quartz to yield first-order 
rate constants per unit area of germanium surface. These results were 
treated by the method of least squares to calculate the constants of the 
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2. Formic Acid Decomposition 
In theory at least, rates of dehydrogenation and dehydration of 
formic acid can be evaluated from the total rate .of decomposition and the 
relative amounts of carbon dioxide and carbon monoxide in the decomposi­
tion products . The method of analysis w.s based on this premise . 
The relative concentrations of carbon monoxide, carbon dioxide, 
and hydrogen were determined gas chromatographically; the method, Which 
employed a katharometer as detector, was not suited to determine the 
amount of hydrogen With precision, since the difference in thermal conduc­
tivities between hydrogen and the carrier gas (helium) is quite small. 
Since dehydrogenation of formic acid produces equal amounts of 
hydrogen and carbon dioxide, as sho'Wl'l in Equation (18 ), it w.s expected 
that a ratio of H2fco2 close to unity would be observed. Analysis of the 
chromatograms showed that the ratio H2/co2 was indeed approximately unity 
(Within the estimated limits of error ) in the product gases from the empty 
reaction vessel and from vessels containing �-type germanium. However, 
the ratio H2fco2 was significantly less than unity in the vapor over 
�-type germanium, being in the range o.  4 ± o. 2. 
This deviation from the stoichiometry expected in the dehydrogen­
ation of formic acid suggested either that the vapor phase did not contain 
the total amount of hydrogen produced in the dehydrogenation, or that more 
carbon dioxide was present than was produced solely by dehydrogenation. 
This last situation might result if formic acid decomposed by another 
path Which would produce carbon dioxide but not hydrogen. Such decompo­
sition might be, for example: 
2HCOOH � C02 + H20 + HCHO 
The occurrence of this reaction, together with the dehydrogenation 
reaction: 
HCOOH � C02 + H2 
would yield a ratio of H2fco2 less than unity. 
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(20) 
(18 )  
If these reactions contributed to the decomposition as just postu-
lated, a ratio of H2/C02 near o . 4  would require that an appreciable 
fraction of the decomposition would have to occur by Equation ( 20), and, 
therefore, appreciable amounts of formaldehyde should be present in the 
product gases .  Consequently, an attempt to detect formaldehyde among the 
gaseous products of the decomposition of formic acid on �-type germanium 
ws undertaken, using mass spectrometry. 
The cracking patterns of formic acid and formaldehyde are 
sufficiently different that the presence of the latter in a mixture of the 
two should be easily detected by mass analysis. Table rv shows the rela­
tive mass abundances for formic acid, formaldehyde, and the decomposition 
products (A, B, and C for three decomposition runs ) of formic acid on 
indium-doped �-type germanium. The relative abundance at mass 30 may be 
used to detect the presence of formaldehyde . The mass data for the decom­
position samples were normalized at mass 44 (carbon dioxide ),  and showed 
only small amounts of mass 30 (formaldehyde ) in spite of the fact that 
the ratios of H2/C02 in these samples (determined chromatographically) 
were 0. 33, 0. 25, and 0. 52, respectively. Therefore, reaction ( 20)  does 
not appear to occur as an important path of decomposition of formic acid 
on �-type germanium. 
TABLE IV 
MASS SPECTRA OF DECOMPOSITION PRODUCTS OF FORMIC ACID 
Relative Abundance 
Decomposition Products 
Mass HCOOif HCHOb Run A Run B Run C 
12 0. 9 3· 3 5 · 0 4. 9 3 · 1 
13 . 6  4 . 3 o . 4  0. 5 o .1  
14 . 1  4 .4  0. 9 0 . 9  o .4  
16 2. 3 1 . 7 8. 5 8 . o  6 . 9  
18 14 . 2 5 · 0 3 · 1 1 .4  
28 17. 4  30· 9 15 . 8  16 . 0  9 · 6 
29 93 · 4  100. 0 12. 4  14 . 1  4 .4  
30 1. 2 88. 5  1. 6 1 · 1 o .6  
44 25 · 9  100. 0  100. 0 100. 0 
45 11· 0 1 . 2 1 · 3  1 . 2 
46 100. 0 o . 4  o. 4 o .4  
a G .  A. Ropp and c .  E. Melton, �· Am. Chem. Soc . ,  80, 3509 (1958) .  
b "Catalog of Mass Spectral Data, 11 Amer. Pet . Inst. Res .  Proj . 44, 
Natl. Bur-.· · standards, . Washington, . D. · c . 1 . Serial�' No . 84. · 
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This conclusion is entirely in agreement With results reported for 
80 81 81 other systems . ' Furthermore, formaldehyde itself may decompose : 
HCHO � CO + H2 (21)  
in which case the over-all products of reaction· paths (20)  and (21) are 
exactly those of (18 )  and (19 ), that is, dehydrogenation and dehydration. 
If carbon dioxide and hydrogen are present only through the process 
of dehydrogenation, an alternate explanation of the fact that the ratio 
H2fco2 is less than unity in the vapor over E-type germanium, must be 
found. This may be the adsorption of hydrogen by E-type germanium, a 
circumstance that would result in a deficiency of hydrogen in the gaseous 
decomposition products . This possibility may be explored by comparing the 
amount of germanium surface available for adsorption with the deficiency 
of hydrogen in the gas phase . The comparison can be only qualitative, 
because the ratio Hafco2 is not known accurately. Using average values, 
about 7 micromoles of formic acid was decomposed according to reaction 
(18 )  in these experiments, and, therefore, approximately 3 micromoles of 
hydrogen and 7 micromoles of carbon dioxide must have been present in the 
gas phase (assuming no loss of carbon dioxide ) in order to obtain a ratio 
of H2jco2 of about 0. 4 .  Thus, approximately 4 micromoles of hydrogen was 
missing from the gas and, by the present hypothesis, assumed to be 
adsorbed by the germanium. Four micromoles represents about 2 .4  x 1018 
molecules of hydrogen to be adsorbed on a surface of about 0. 15 m. 2 
(equivalent to about 1 x 1018 adsorption sites ) . 
Considering that the above calculation is only an estimate, it seems 
Just possible that sufficient sites on the surface are present to account 
for the adsorption of the required amount of hydrogen, and, therefore, for 
the observed loss of hydrogen from the gas phase . At face value, however, 
the calculation suggests that hydrogen must be adsorbed in amounts greater 
than correspond to a monomolecular layer . 
Atomic, rather than molecular, hydrogen would probably be involved 
in such adsorption, since atomic hydrogen is undoubtedly produced when 
formic acid decomposes directly on surfaces . 83 Experiments by Law and 
48 Francois have suggested that germanium adsorbed considerably more atomic 
hydrogen, which was produced in the decomposition of water on the surface, 
than molecular hydrogen. This may imply that hydrogen atoms have entered 
the germanium lattice, a situation that has been discussed by Crawford, 
84 61 . Schweinler and Stevens . Green has pointed out that atomic hydrogen 
which was adsorbed on germanium behaved in an unusual manner based on 
surface conductivity experiments; he suggested that adsorbed hydrogen atoms 
were 'buried" in the germanium surface and not held to the surface by 
simple covalent bonds . The association of several hydrogen atoms with 
each germanium atom seems perfectly admissible when one considers the 
well-known germanium hydrides, for example, germane (GeH4 ) or digermane 
(Ge2% ) ·  
Since no evidence was found for decomposition of formic acid by 
paths other than dehydrogenation and dehydration, except possibly in very 
small amounts, and since the disparity in the amounts of hydrogen and 
carbon dioxide, which were found in the decomposition gases, could be 
reasonably well explained as due to selective removal of hydrogen by the 
germanium, these two reactions were considered to be the major paths of 
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decomposition. Zero-order rate constants (see below) for dehydrogenation 
(kc02
) and dehydration (kco) were calculated from the pressure measurements 
and the gas chromatographic data, taking into account the dimerization of 
formic acid vapor and the observed ratio H2fco2, as shown in Appendix II. 
These results for the dehydrogenation reaction are shown in 
Figure 10. Almost all those points representing dehydrogenation on 
�-type germanium vary within a factor of two (dashed lines in Figure 10) 
of those for the empty quartz reaction vessel. Since surface reactions 
are notoriously irreproducible, these results were taken to demonstrate 
that dehydrogenation on �-type germanium had not occurred; the decompo-
sition that was detected had apparently taken place on the quartz walls 
of the reaction vessel. Figure 10 shows also that the rate of dehydro-
genation on E-type and intrinsic germanium was usually more than ten times 
faster than that on quartz.  
Experiments were undertaken to determine the kinetic behavior of 
the decomposition of formic acid on R-type germanium; on many surfaces 
the decomposition is zero order. A reaction is zero order if the rate is 
independent of the concentrations of the sUbstances involved, that is, 
the rate of change of the concentrations is constant. The rate expression 
for the zero-order dehydrogenation of formic acid is: 
d [C02] = k dt COz 
( 22) 
where t is the time, kco2 is the rate constant for dehydrogenation, 
and the brackets mean concentrations . upon integration, this becomes : 
[co2 J = kco2t (
23 )  
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According to Equation ( 23 ), a plot of' the concentration of carbon 
dioxide against time should yield a straight line passing through the 
origin and having a slope equal to kco2• Figure 11 is a graphical repre­
sentation of the data to demonstrate the zero-order kinetics .  Both the 
B203-dried and the distilled formic acid behaved similarly. Deviations 
from zero order are seen to occur at about 30 per cent decomposition; the 
rate data, however, did not fit either first- or second-order rate 
expressions at all. Similar results have been reported for the decompo­
sition of formic acid on silver . 85 
Many experiments were carried out to decompositions greater than 
30 per cent in order to provide amounts of decomposition products suffi-
cient for chromatographic analysis. By using experimental data f'or 
decompositions carried out to 80 per cent, an empirical equation was 
deduced that permitted calculation of rate constants which were consistent 
with zero-order behavior (Appendix II ) .  
Parenthetically, but of relevance here, the apparatus and 
techniques which were used in the study of the decomposition of formic 
acid on germanium were also used for similar studies on copper . The 
decomposition on copper produced only hydrogen and carbon dioxide in 
equal amounts as products, was zero order up to at least 70 per cent 
decomposition, and had an activation energy near 25 kcal. /mole . These 
results are entirely in agreement with those reported in the literature,86 
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Dehydration of formic acid on germanium occurred to such a small 
extent that it was not possible to obtain precise results . Therefore, 
dehydration was assumed to be zero order, the same as dehydrogenation. 
The extent of decomposition by dehydration was always less than 19 per 
cent and no correction for deviations from zero order were believed 
necessary. 
The rates of decomposition were standardized to unit surface area 
and treated by the method of least squares to calculate constants of the 
Arrhenius equation ( see below) . 
3 · least-Squares Anal.ysis 
or 
The Arrhenius equation may be w.ritten: 
k = A e-Ea/RT 
Ea log k = log A - ---2. 303RT 
(24) 
(25 )  
Where k is the specific rate constant, A is the frequency (preexpo-
nential ) factor, Ea is the apparent activation energy, R is the gas 
constant, T is the absolute temperature, and the factor 2. 303 enters in 
the conversion from nattU"al to Briggs:lan logari tbms . 
The logarithm of the rate constant, log k, is a linear function of 
1/T, as shown in Equation ( 25 ) .  least-square calculations were used to 
obtain linear expressions that best fit the experimental. data. 87 Fre-
quency factors were obtained directly from these expressions while the 
slopes of the least-square lines yielded the activation energies . From 
the variance of each slope, a confidence range on the activation energy 
was calculated at the 80 per cent confidence interval. This level was 
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used for the decomposition of formic acid because of the scatter in these 
data; it was used for the exchange data as well. 
B.  Results 
1 .  Hydrogen-Deuterium Exchange 
Table V summarizes the results for the hydrogen-deuterium exchange, 
giving the values of the constants in the Arrhenius equation obtained by 
the method of least squares .  Figure 12 is  an Arrhenius plot of the 
results, based on the least-square analyses. The experimental points are 
. 
not shown in Figure 12 to avoid confusion; their fit to the least-square 
lines is reflected in the confidence ranges of the activation energies 
shown in Table v. In Figure 12 the solid line shows results on the in-
trinsic germanium, the short-dashed lines on �-type germanium, and the 
long-dashed lines on �-type germanium. 
The results for the exchange are also plotted in Figure 13 . The 
three kinetic factors of the Arrhenius equation, !·�· � the frequency fac­
tor (A), the rate constant at 500°K. (k500), and the apparent activation 
energy (Ea) are plotted versus the impurity concentration (atoms per cm. 3 
of germanium) .  The range in activation energy at the 80 per cent confi-
dence level is indicated by the length of the vertical lines. The dashed 
curves indicate the trend in kinetic factors of the exchange with changes 
in the impurity content ( semiconductivity) of the solid. 
Since the impurity atoms, which were incorporated into the ger-
manium crystals used in this study, all had ionization energies less than 
TABLE V 
LEAST-S:VARES VAlDES FOR THE ARRHENIUS EQUATION 
Ea log k = log A - 2• 303RT 










2 x 1020 Ga 
1020 Al 
1020 Al 
4 X 101a Ga 
2 X lola In 
1 x lol5 Ga 
1ola Sb 
5 x 1ola As 
3 X 1ol� As 
10 Sb 
1020 Sb 
H2 + D2 :=;: 2HD 
log Aa b log k500 (Ea)o.8 
c 
a. 8  1 . 2  17 ± 1 
14. 0  -0. 3 33 ± 2 
13. 6  -o. 4 32 ± 3 
6 . 4  0 . 1  14 ± 2 
4. 5 -0. 1 10 ± 1 
4 . 8  0 . 3  10 ± 1 
11. 8  -1.6 31 ± 5 
7· 1 -o. 4 17 ± 1 
6. 9 -2- 3 21 ± 5 
8. 7 -1- 9 24 ± 3 
1· 1 -2. 2 21 ± 2 
Empty quartz 
reaction vesseld 4. a 0 . 9 9 ± 1 
a -1 -2 A and k in units :  hr. m. 
bA . -1 -2 and k in units: DU.cromoles hr .  m. 
cEa in units: kcal. /mole 
HCOOH - C02 + H2 HCOOH - CO + H20 
b b c b b c log A log �00 <Ea >o.8 log A log k500 (Ea)o.8 
16. 6  3 - 0 31 ± 2 10. 0  1 . 4  20 ± 2 
16. 7  2- 9 32 ± 4 13· 5  1. 4 28 ± 3 
- - - - - -
15 · 3  2- 3 30 ± 5 12. 2  0. 9 26 ± 5 
16. 9 3· 6 30 ± 1 11 . 0  1 . 1  23 ± 6 
14. 2  2. 3 27 ± 4 9· 5 0. 5 21 ± 2 
No detectable 9· 4 0. 3 21 ± 3 
decomposition 10. 1  o. o 23 ± 4 8 . 4  -0. 1 20 ± 1 
log k500 < 1 7 · 2  0 . 2  16 ± 2 12. 4  -0. 1 29 ± 5 
13· 9  2 . 6  26 ± 1 11. 6  1· 5 23 ± 4 
d Germanium data corrected for quartz backgt'ound; relative surface areas, germanium to quartz "' 100. 
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0. 013 e . v. , they were essentially completely ionized at the temperatures 
of investigation. The concentrations of impurity atoms then also repre-
sent the concentrations of charge carriers, and the logarithm of this 
concentration is related to the Fermi level of the solid, as discussed in 
Chapter I .  The abscissa of Figure 13, therefore, represents the Fermi 
energy (the electronic chemical potential ) .  
Germanium doped With 1 x 1015 atoms gallium/ em. 
3, operates as an 
65 intrinsic semiconductor above temperatures of about 130°. Larger con-
centrations of particular impurity atoms position the Fermi level in the 
forbidden energy gap from near the edge of the valence band to the con-
duction band, as shown in Figure 5 .  The impurity atoms which were 
incorporated in the germanium used in this research appeared to provide 
charge carriers as expected, except for aluminum-doped samples which are 
discussed below; With this exception, there is no evidence of specific 
influence by any of the other impurity atoms . 
The shape of the curve of activation energies for the exchange with 
respect to the electrochemical potential is an important feature of the 
results . A definite minimum in the activation energy occurs in the region 
near intrinsic semiconductivity, as can be seen by comparing the activa-
tion energies calculated at the 95 per cent confidence level: 
� ]mpuritiesz cm. -3 (Ea>o.2� 
E 2 x 102� Ga 17 ± 2 
E 2 X 101 In 10 ± 2 
i 1 x lol5 Ga 10 ± 2 
n 5 X 10l8 As 17 ± 2 
n 1020 Sb 21 ± 4 
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The energy of activation of the exchange, Ea, is related linearly 
to the logarithm of the frequency factor, log A, as shown in Figure 14.  
The result of this relationship is know as the "compensation effect" 
which is discussed later i� this section. 
In Figure l3 the activation energy of the exchange decreases as the 
semiconductivity of the solid is changed from highly !!-type to intrinsic; 
the activation energy increases again on highly E-type germanium. OVer 
this same range of semiconductivity, the rate constant at 500°K. (k5oo) 
appears to increase . A large increase in rate occurs over the region from 
highly !!-type to intrinsic semiconductivity; a much smaller increase 
(possibly even a constant rate ) is seen to occur in the region toward 
highly E-type semiconductivity. Rates at 450° and 550�. show trends 
with semiconductivity similar to those at 500°K. 
2. Formic Acid Decomposition . 
The B203-dried formic acid was used in almost all the experiments. 
However, the fractionally-distilled formic acid was used in a few experi-
ments to determine if different sources of the acid and different methods 
of drying had an effect on the decomposition rate . The two acids gave 
virtually identical results . 
The rate of dehydrogenation of formic acid vapor on !!-type 
germanium was so slow that it could not be detected relative to that 
occurring on the walls of the reaction vessel (Figure 10) .  It was esti-
o -1 -2 mated that kc02 at 500 K. must be less than about 10 micromoles hr.  m. 
on ,!!-type germanium. Since dehydrogenation is relatively rapid on E-type 
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germanium, it may be inferred that the activation energy for dehydrogenation 
is lower on �- than on a-type germanium. Assuming that the frequency fac­
tors are about the same for the reaction on both types of germanium, the 
differences in rates at 500°K. can be accounted for by a difference in 
activation energies of about 4 kcal. /mole . 
The results of the decomposition of formic acid are summarized in 
Table V. Dehydrogenation is considerably faster on �-type germanium than 
on a-type (approximately >20-400 times at 500°K. ) while dehydration is 
only slightly faster (�5-25 times ) .  For !�type germanium, dehydrogenation 
is the chief path of decomposition. 
As With the exchange, a linear relationship exists between log A 
and Ea as seen in Figure 14. 
A complication in the interpretation of the decomposition results 
would exist if the water gas equilibrium: 
(26) 
were operative under the experimental conditions . This possibility is 
discussed in the following section. 
3 .  Water Gas Equilibrium 
Although formic acid can decompose in several different ways to 
yield a variety of products, it seems quite certain that on germanium (and 
on other materials, as discussed previously) formic acid decomposes chiefly 
by dehydrogenation and, to a lesser extent, by dehydration. However, there 
is the possibility that the distribution of decomposition products may be 
affected by the water gas equilibrium. In the extreme, the decomposition 
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may be entirely by either of these processes, While the other group of 
products appears as a result of the water gas equilibrium, for example : 
(27)  
under at least most of the conditions of the experiments and, therefore, 
equilibration of reaction products need not enter into considerations of 
the decomposition mechanism. This conclusion was reached by comparing 
the observed ratio of CO/C02 with the theoretical value that was calcu-
lated from the equilibrium constant, K, for the water gas reaction. For 
the reaction written in Equation (26 ), the equilibrium constant is: 
(28 )  
The variation of K with temperature can be expressed by  the equation: 
log K = 2. 231 - �83 + 0 . 110 log T (29)  
which gives ·values of K in agreement with literature values .  88 
Under normal circumstances, dehydrogenation of formic acid will 
produce equal amounts of hydrogen and carbon dioxide, while dehydration 
will produce equal amounts of water and carbon monoxide . Since 
and 
[H20]  = [CO ], 
Equation (28 )  becomes: 
[C0 ]2 K - � [C02] 
(31 )  
(32) 
71 
Therefore, Kl/2 represents the ratio CO/C02 at equilibrium, under these 
condi tiona . 
However, the concentrations of carbon dioxide and hydrogen were not 
equal in the gas phase over �-type germanium, as discussed previously; 
under these conditions, Equation (30 )  is not correct and the relationship 
show in Equation ( 32)  would not quite apply. However, the ratio of 
H2/C02 in the gas phase may be considered constant: 
(H2 ] 
- S [co2] 
(33 )  
SUbstitution of this relationship into Equation (28 ), assuming that the 
expression in Equation (31) is still valid, yields: 
[C0]2 K -- S [C02]2 
(34 ) 
Therefore, for the situation in which the ratio H2/co2 in the gas phase 
is not unity, but is constant: 
[CO ] _ (SK)l/2 (co2] - (35 )  
Since the ratio of H2/co2 (!·�·� S)  was deter.mined to be  less than unity 
and probably near o. 4 in the gas over E-type germanium, the theoretical 
ratio of CO/C02 will be somewhat less than r
/2, probably about 0. 6  K1/2, 
in these cases . 
Figure 15 shows the ratios of cojco2 which were determined in the 
gas phase following the decomposition on several of the catalysts, as a 
function of the temperature at which the decomposition took place . The 
results which were selected for illustration in Figure 15 are typical 
of the experimental data, and show that the observed ratios were generally 
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considerably different than the values computed from the equilibrium 
constant for the water gas reaction. Furthermore, the observed ratios 
varied oppositely with temperature than the theoretical ratios . These 
observations suggest that for the most part the water gas equilibrium did 
not significantly affect the distribution of products of the formic acid 
decomposition. Such products appear to be produced, therefore, in pri­
mary decomposition processes . 
The decrease in the observed ratio CO/C02 with increasing temperature 
is interpreted as due to the larger temperature dependence (activation 
energy) of the d.eb.y,drogenation mechanism as compared to that for the dehy­
dration process. Thus, increasing temperature should increase the rate 
of dehydrogenation more than the rate of dehydration, and cause the ratio 
CO/C02 to decrease . 
With increasing temperature of decomposition, however, the ratio 
in some cases ceased to decrease and began to increase more or less 
parallel to the theoretical ratio calculated from the equilibrium constant 
for the water gas reaction. This result strongly suggests that the water 
gas equilibrium had begun to control the distribution of products in the 
decomposition.  Such behavior occurred in the empty reaction vessel for 
temperatures above about 180 ° (Figure 15 ) .  However, the behavior was not 
observed in any of the reaction vessels containing a-type germanium, in 
spite of the fact that temperatures up to 270° were used. This observa­
tion suggests that When formic acid decomposes directly on quartz surfaces, 
the products are distributed according to the water gas equilibrium, but 
that quartz surfaces are not able to equilibrate products Which result 
from the decomposition on other surfaces.  Thus it appears that formic 
acid poisons quartz as a catalyst fbr the water gas reaction; similar 
results for magnetite catalysts have been reported. 89 
74 
However, the data (typically represented in Figure 15 ) suggest that 
in general the water gas equilibrium does not significantly influence the 
distribution of products of the decomposition of formic acid on germanium, 
and especially not at the lower temperatures of decomposition. Similar 
conclusions have been reached for other systems . ao, 90, 9l 
4 . Aluminum-Doped Germanium 
The kinetics of the hydrogen-deuterium exchange on surfaces of 
n- and �-type germanium are clearly dissimilar, the rate generally being 
faster and the apparent activation energy somewhat lower on the latter 
(Figure 12) .  However, the exchange on aluminum-doped germanium showed 
behavior unlike that on other Group III-doped samples (Figure 12 and 
Table v ) .  Because this anomalous behavior was reproducible, it appeared 
to be a real property of the solid. 
This effect with aluminum-doped germanium may be related to a 
phenomenon that has been shown to occur with aluminum in silicon; 92 of 
all Group III acceptor solutes, only aluminum reacts sufficiently With 
dissolved oxygen to be transformed nearly completely into a donor complex. 
Since the reaction mechanisms and donor structures in the equilibria for 
the system germanium-oxygen are so similar to those for silicon-oxygen, 93 
it seems likely that aluminum impurities might react With oxygen similarly 
in both host crystals . Therefore, aluminum-doped germanium is believed 
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to be atypical of Group III dopings and, although the results using this 
material are reported (Table V), they are not included in the analysis of 
the catalytic data on germanium. 
Anomalous results with aluminum antimonide in the decomposition of 
ethanol were Suggested by Schwab56 to be due to aluminum oxide in the 
surface layers .  
5 ·  Compensation Effect 
It has frequently been observed that values of rate constants 
do not vary as much as would be expected from changes in activation energy. 
Studies of the relationships between factors in the Arrhenius equation: 
(23 )  
led to recognition of the compensation effect; that is, a linear relation­
ship between the activation energy (Ea ) and the logarithm of the frequency 
factor (A) . This correlation was shown in the present studies on ger­
manium in Figure 14. 
Tuul and Farnsworth94 have very recently reported a compensation 
effect in their work and have given a brief summary of the pertinent 
literature . Quite a few theoretical explanations of the phenomenon have 
been advanced, some of Which are discussed by Tuul and Farnsworth or in 
the references cited by them. 
Another explanation of the effect has been advanced by Weisz95 
based on his model of chemisorption on semiconductors .  He considers the 
individual rates of adsorption, desorption, and conversion of all species 
in deriving the kinetics of the catalytic reaction. The rates of chemi-
sorption are believed to be limited by the rate of transfer of electrons 
between the solid and chemisorbate, and are shown to have the form 
Ae-qV/kT, where V is the potential barrier set up in the boundary layer 
of the semiconductor due to electron transfer (Figure 6 ) .  Since V i s  a 
function of the total number of atoms chemisorbed, an interdependence of 
"frequency factors " and "activation energies " is suggested, increasing 
activation energy accompanying increases in frequency factor . 
CHAPrER IV 
DISCUSSION 
Almost all the experimental results relating semiconductivity and 
heterogeneous catalysis have been obtained with metallic oxides.  Such 
oxides have not been entirely satisfactory solids to use for such corre­
lations, because they are often complex materials which are by no means 
thoroughly understood. It is known, for example, that the catalytic 
activity of many oxides is very sensitive to their pretreatment conditions; 
at elevated temperatures oxygen may be lost from the surface, or surface 
ions may be affected by gaseous atmospheres . Perhaps the most serious 
limitation to oxides as semiconducting solids is that although their 
electronic structure may be modified through incorporation of small 
amounts of altervalent ions, the type of semiconductivity remains either 
n- or �-type and only the degree of this character can be changed. Thus, 
a thorough investigation of the influence of semiconductivity on a cata­
lytic reaction requires that two different oxides be used as catalysts :  
an oxide of n-type character (�·a• , zinc oxide ) and an oxide of �-type 
character (�·a• , nickel oxide ) . Furthermore, samples of oxides which 
possess different concentrations of charge carriers are prepared by incor­
porating different impurity atoms at varying concentrations into the host 
crystal; the physical properties of such samples are apt not to be the 
same, for the sintering properties of oxides containing even small amounts 
of impurities often differ Widely, and could result in widely different 
surface properties .  
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Such remarks must not be taken as criticizing the use of defect 
oxides as semiconductors in catalytic studies .  Without doUbt such in­
vestigations have been of great significance in the field of catalysis . 
Awareness of the limitations of defect oxides as catalysts in such studies 
is essential, however, so that the results may be evaluated in the proper 
perspective . 
Chemically-doped elemental germanium seems considerably more 
attractive than defect metallic oxides as semiconducting catalytic solids, 
especially under reducing conditions . However, little work using ger­
manium (or other metalloids, or inter.metallic compounds ) has been possible 
until recently because neither high-purity germanium nor germanium of 
controlled impurity content has been available . Extrinsic germanium, as 
a catalyst, is not subject to the limitations described above for metallic 
oxides, and an investigation of catalytic reactions on chemically-doped 
germanium should add to the knowledge of the relationship between 
catalysis and semiconductivity. 
The research, which is described in this thesis, used chemically­
doped, elemental germanium as the catalytic solid to obtain experimental 
data which, it is hoped, may be helpful in extending concepts relating 
catalysis and semiconductivity. The results will be interpreted along 
lines developed with oxide catalysts; they Will be seen to agree quite 
well With previous results in some cases (formic acid decomposition), but 
to disagree in certain others (hydrogen-deuterium exchange on zinc oxide ) .  
The disagreement is considered due to incomplete knowledge about the sur­
face properties of oxides, rather than a serious difficulty in theory. 
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The previous chapter included several interesting corollaries of 
the catalytic study: the possible influence of the water gas equilibriwn 
in the decomposition of formic acid1 and the presence of nonstoichiametric 
concentrations of products in the gas phase upon dehydrogenation of formic 
acid on �-type germaniwn. In this chapter it Will be attempted first to 
discuss mechanistic interpretations of the catalytic results on chemically­
doped germanium, and, second, to compare these results with related work 
in the literature . 
A. Proposed Mechanisms 
In order to discuss reaction mechanisms, some form of expression 
is required to convey ideas . In the present discussion, a symbolism based 
on convenience of presentation is used, but the limitations of the repre-
sentation must first be outlined. 
First of all, electron transfers between solid and adsorbate have 
been thoroughly considered. Dowden26 described heterogeneous catalysis 
on the basis of electron exchanges between catalysts and adsorbates. 
Boudart95 outlined a relationship between adsorption and the Fermi level 
in semiconductors, while Weisz,96, 97 Aigrain and Dugas, 98 and Hauffe and 
Enge1199 have independently considered effects of electronic charge 
transfer between adsorbate and solid and have treated chemisorption on 
semiconductors as an electronic boundary layer problem. In the work de-
scribed in this thesis, kinetic factors for the hydrogen-deuterium exchange 
and formic acid decomposition on chemically-doped germanium have been 
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shown to be related to the semiconductivity of the solid (Figure 13 and 
Table V), and electronic processes between semiconductor and adsorbate 
appear to operate . It is convenient to think of these processes as elec­
tron transfers between gaseous adsorbate and solid adsorbent . However, 
it may be better to speak of "electron shifts, "  since the experiments 
contribute no information to the nature of these electronic processes 
other than to suggest that they are rate controlling. The electronic 
bonding between adsorbate and solid is unknownJ it may va:ry from purely 
homopolar to ionic or be any degree in between. However, it becomes con­
venient to represent chemical and electronic action on the surface of the 
solid by an ionic formalism, after Hauffe, 29 and to speak of electron 
shifts or transfers even though polarization or bonding of varying ionic 
character may describe the actual interactions more accurately. 
In the processes to be described later in this chapter, a formula 
in brackets Will be used to represent a surface species of purely specu­
lative arrangement . A plus sign indicates that there has been a shift of 
electrons away from the species, and a minus sign indicates that there has 
been a shift of electrons towards the species . Such a species may exist 
in a polarized or covalently-bound or partially or completely ionized 
state on the surface . The symbol e refers to quasi-free electrons in 
the solid, and e refers to mobile hole s .  
Since the rate-determining steps in the exchange and dehydrogenation 
reactions on germanium appear to be processes involving shifts of electrons 
between adsorbate and solid, the electronic properties of the semiconductor, 
!:�· , its electronic chemical potential (Fermi level ), are expected to 
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determine in part the direction and energetics of such electron motion. 
The experiments, therefore, have been interpreted in ter.ms of the Fermi 
level of the semiconductor. 
1 .  ijydrogen-Deuterium Exchange 
Figure 13 summarizes the variations in kinetic paramaters of the 
heterogeneous exchange with the Fermi level of the catalyst. Such varia­
tions strongly suggest that the electronic character of the solid influences 
the kinetics of the reaction occurring on its surface . In fact, the mini­
mum in the activation energy curve with respect to the electronic chemical 
potential of the solid suggests that two different electron-controlled 
rate processes are operating, since a monotonic change in kinetic factors 
with Fermi level would be expected fer a single rate-limiting step. 
One rate-determining reaction mechanism may be the shift of 
electrons from adsorbate to solid. In the context of the ionic formaJ.ism 
suggested above, this step may be represented: 
� ..,.  2 [H+ ] + 2 E)  (36a) 
As emphasized above, this representation is purely sy.mboliCJ it has been 
hoped to avoid the implication the.t the process expressed in Equation 
(36a) is definitely believed to occur . Other equations may be written to 






A second rate-determining process may be the shift of electrons in 
the opposite direction, !·�· ' from solid to adsorbate : 




(37c )  
In the region of �-type semiconductivity of Figure 13, the apparent 
activation energy of the exchange decreases and the velocity increases as 
the electronic chemical potential of the solid decreases. These results 
seem most easily explained by a rate-controlling process requiring an 
electron shift from adsorbate to solid, since the potential barrier to 
such a process would be expected to diminish as the free-electron concen­
tration of the solid is decreased. This process may be a chemisorptive 
step, such as shown in Equations (36 ) .  
That chemisorption is the slow rate-controlling step in the region 
of �-type semiconductivity seems reasonable When one considers that quasi­
free electron charge carriers predominate and might be expected to 
facilitate processes involving electron shift from solid to adsorbate, 
such as Equations (37),  but to limit processes such as represented by 
Equations ( 36 ) .  
With continuing decrease in Fermi level the chemisorptive process 
appears to become so favored that it no longer is the slow step, and 
another process then determines the rate of the exchange . This transition 
in rate-determining processes appears to occur approximately in the region 
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of intrinsic semiconductivity; the activation energy of the exchange begins 
to increase as the Fermi level continues to decrease. This circumstance 
would be expected if the rate-controlling step were an electron shift from 
solid to adsorbate, a process such as that represented by Equations (37) ·  
The barrier to such a process would b e  expected to increase as the elec­
tronic chemical potential of the solid decreased. 
Furthermore, �-type semiconductivity is characterized by an excess 
of {mobile ) hole charge carriers .  In this regard, Equations (37 ) may be 
seen to be limited by the concentration of free holes, and Equations (36 )  
to be facilitated by their presence . 
It is to be remembered that the experimental results suggest only 
that electron shifts occur between solid and substrate, and that these 
control the rate of the isotopic exchange. The symbolic equations, 
expressed above as Equations (36 )  and (37), are useful in describing these 
events . In more general terms, a molecule of hydrogen can be considered 
as it approaches the surface of the semiconductor . The molecule reacts 
{possibly becomes covalently linked) with an acceptor center on the sur­
face; a partial, but not complete, electron transfer from the adsorbate to 
the acceptor center occurs and the process weakens the bond between the 
hydrogen atoms . Complete dissociation can, but does not necessarily have 
to, occur. These entities on the surface may now be in a position to 
interact; they may then react with donor centers in the surface, electrons 
being transferred from donor center to adsorbate, followed by desorption. 
Electron transfer, or shift, between adsorbate and adsorbent, in one 
direction or the other, may be the rate-limiting process, and electrons may 
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have to cross the potential barrier in the surface of the semiconductor . 
Thus, the activation energy for the chemical reaction catalyzed on the 
surface of the solid may arise in the electrostatic potential barrier in 
the surface of the semiconductor . 
In the exchange reaction, product hydrogen deuteride may be formed 




+ + [D ] + H2 � HD + [H ] (38b )  
or 
+ + [H ] + D2 � [HD ] + D (38c ) 
fallowed by 
(38d) 
However, such steps do not involve a net electron interchange Vith the 
solid, and therefore, they cannot be the rate-controlling steps in the 
exchange . Furthermore, if they occur at all, they cannot be so rapid as 
to make the exchange appear independent of the electronic properties of 
the solid. 
Speculations involving electron exchange between adsorbate and 
solid might consider [lr ] as well as [H+ ] .  Of these, · [H- ] is thought a 
less attractive possibility than [H+]; experimentally, 100 adsorption of 
oxygen on germanium increases the work function while adsorption of 
hydrogen decreases it, in support of the idea of (0- ] and [H+ ] in the 
formalism used here . Therefore, rate-determining reactions seem more 
reasonab:cy represented by Equations (36 )  and (37) than by processes 
involVing [H- ] .  
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Previous investigators  have sought to determine the relationship 
between hydrogen-deuterium exchange and semiconductivity of solids using 
defect oxides. In almost all such studies, pretreatment of the solid with 
hydrogen at high temperature (>350° ) vas found necessary for cata:cytic 
exchange to occur. It has been suggested that the reaction vas between 
hydrogen or deuterium and surface OD or OH groups,101' 102 or associated 
with partial surface reduction. 103 A very careful study of the exchange 
on defect zinc oxide (an _!!-type semiconductor ) vas reported by Molinari 
and Parravano, 102 Whose results are directly opposite to those on !!-type 
'er.manium reported here. Parravano and Boudart104 consider the exchange 
mechanism on zinc oxide to be obscure because of several complicating 
factors. Equations (36a) and (37a) are similar to those proposed by 
Hauffe29 to explain the exchange; he proposed Equation (37a) as the rate-
determining step to explain Molinari and Parravano 's  results, Whereas 
Equations (36 )  seem to be the likely slow rate-determining step on _!!-type 
germanium. 
A �  in the curve of activation energy of the decomposition 
of nitrous oxide versus semiconductivity (impurity concentration in nickel 
oxide ) has been interpreted by Hauffe29 to be the result of two rate-
determining processes . 
2. Formic Acid Decomposition 
In the hydrogen-deuterium exchange just considered, different 
reaction mechanisms · were seen likely to control the rate of the exchange, 
depending on the particular electronic character of the solid. The 
86 
semiconducti vi ty of the solid may in a similar fashion influence the com-
petition between alternate paths of reaction. Thus, it seemed appropriate 
to consider the influence of two-carrier semiconducting germanium catalysts 
on the decomposition of formic acid. 
Table V shows that dehydrogenation of formic acid was relatively 
rapid on p_-type germanium, but that the rate was immeasurably slow on 
B-type germanium. This difference in activity can be accounted for by a 
4 kcal./mole larger activation energy on B-type than on p_-type germanium. 
No statistically significant difference in activation energies for dehydro-
genation was observed between intrinsic and highly p_-type germanium. These 
results are in qualitative agreement with Schwab56 who found that apparent 
activation energies for dehydrogenation of formic acid were greater on �-
than on p_-type germanium, and that the degree of doping was without 
influence .  
The results for the dehydrogenation of formic acid vapor on 
germanium may be most simply explained by considering that the rate-
determining step is a process involving a shift of electrons from adsorbate 
to solid· This process becomes more favored as the Fermi level of the 
solid decreases. In terms of the ionic formalism used previously, the 
process may be represented: 
(39) 
This directional shift of electrons has often been postulated for 
the decomposition of formic acid on metals, 25, l05, 106 and to explain 
the increase in activation energy With increasing electron concentration 
of alloys. 25, 105 On the other. hand, Fahrenfort et a1. 90 consider that 
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the decomposition on all metals proceeds via a formate intermediate, and 
that the adsorbate attracts electrons from the metaJ. and becomes negatively 
charged. Although such results are said not to support the electronic 
factor concept, the authors do not reject the possibility of a relation-
ship between catalytic activity and electronic structure of the metal; in 
this instance they prefer to correlate the catalytic activities of indivi-
dual metals With the bond energies of the metal formates. However, in a 
sense an "electronic factor" is involved even here . 
Many studies of the catalytic decomposition of formic acid on 
metals, and of the adsorbed state of the acid by means of the :infrared 
technique have been reported recently. However, the mechanism of the 
decomposition and the nature of adsorbed reaction intermediates are not 
well understood. l07, loB, 109 
The activation energy of the dehydration of formic acid on germanium 
varied randomly With chemical doping, and, to. a first approximation, appeared 
independent of the electronic chemical potential of the solid. This aug-
gests that the decomposition probably did not involve electron interchange 
between adsorbate and solid in the rate-controlling step. Dehydrat�on of 
formic acid possibly takes place in a physically adsorbed layer . 
B .  Relevant Literature 
1. gydrosen-Deuterium Exchange 
The exchange on germanium has been studied by Boreskov and .Kuchaev46 
in the temperature range between 300° and 550° using ( intrinsic ) single 
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crystals Which were treated With a hydrogen-deuterium mixture at 630°, and 
then crushed to a specific surface area of 55 to 71 cm. 2jg. The activa­
tion energy for the exchange was 17 kcal./mole and the specific rate 
constant at 300° was 3 x 10-lO moles cm. -2 sec . -1• In the work of this 
thesis, the apparent activation energy on intrinsic germanium in the tem­
perature range 25° to 360° was 10 ± 1 kcal. /mole With higher values being 
measured on the chemicaJ.ly-doped material} at 300° the rate constant was 
approximate]¥ 10 br .  -l m. -2 or about 4 x lo-12 moles em. -2 sec .  -l. 
There was probably sufficient difference in the preparation of the 
catalysts in these two investigations to account for these differences in 
activation energy and in catalytic activity. For example, the germanium 
catalysts o� Boreskov and Kuchaev were prepared by crushing single crystals 
after high-temperature treatment; these samples must have been rather 
coarse, based on the reported surface areas, and surface defects probably 
were created during the crushing process .  In the work of this thesis, the 
germanium ca:talysts were first mechanically ground, and were then treated 
with hydrogen at high temperature Which probably annealed out much of the 
surface damage caused by grinding. 
Sandler and Gazith47 found an activation energy of 1 .6  kcal. /mole 
for the exchange reaction on sputtered germanium films in the temperature 
range 77° to 18o°K. The remarkably high exchange activity was concluded 
to be due to a highly disordered structure. However, Farnsworth et a1.110 
0 were unable to detect exchange on germanium at 170 , even after argon ion 
bombardment Which extensively disrupts the surface; the technique was 
sufficiently sensitive to have readily observed the exchange on clean 
surfaces, and, based on Sandler ' s  data, even to have detected it on 
oxidized surfaces .  The possibility of contamination in Farnsworth • s 
system seems remote. 
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The mechanism of the hydrogen-deuterium exchange on metals does 
not appear to be a single, universal process, the same on all metals under 
all conditions, but rather seems best described by several processes, one 
or; another predominating in any specific case. At least two mechanisms 
have been proposed, and are generally considered; both start with the 
dissociative chemisorption of hydrogen on the surface of the metal (repre­
sented M) : 
H2 + 2 M ..., 2 M-H (40)  
In the Rideal-Eley mechanism, reaction involves a chemisorbed atom and a 
molecule from the gas phase or from the van der Waals layer 1 for example: 
M-H + D2 � M-D + HD (41)  
The Bonhoeffer-Farkas mechanism involves reaction in the chemisorbed 
layer by combination of atoms; first, a process similar to Equation (40 ) :  
D2 + 2 M �  2 M-D (42 ) 
and then 
M-D + M-H � 2 M + HD (43 )  
A third mechanism, !mown as the La.ngmuir-Hinshelwood, has been discussed 
recently by Schwab;lll it involves exchange between adsorbed molecules: 
(44)  
The similarity between these mechanisms, which have been proposed 
for the exchange on metals, and those suggested earlier as possibilities 
for the exchange on a semiconducting solid (.!·.!· ' germanium) is obvious, 
for example: Equations (40 )  and (36a), Equations (41 )  and (38a), 
Equations (43 )  and (37a), and Equations (44 )  and 37c ) .  
The mechanism, which predominates during the exchange on metaJ.s, 
often cannot be cle&J.'Xy' established. With germanium it �eemed possible 
to describe rate-determining steps in terms of electron shifts between 
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solid and adsorbate, but impossible to define the precise steps involved 
in the process . 
The general requirement for metal.s to chemisorb hydrogen readiXy' 
and to possess hydrogenating catalytic activity nov seems related to the 
presence of' low-lying, unfilled (but not too empty) d-band orbitals . Such 
metals a;r,oe able to accept electrons from hydrogen and to form weak bonds 
with it. As an element with looseXy' held valence electrons is added in 
solid solution, a decrease in catalytic activity is often observed; this 
decrease pa;r,oallels the decline in the number of holes per atom in the 
£:-band of' the alloy, and suggests that electron shifts from adsorbate to 
metal a;r,oe rate controlling. 26 However, onXy" in very simple cases can the 
band theory be used to describe in detail the catalytic characteristics 
at the Fermi surface of' alloys, because many other factors are often in-
volved (,!·a· , interstitial hydrogen) .  
The hydrogen-deuterium exchange on many oxides has been reported� ll3 
but the fundamental significance of' such results is not entireXy' clea;r,o 
because the properties of' the oxides are by no means thoroughly understood. 
Defect zinc oxide was the cataXy"st employed by Molinari and 
Parravano102 in their very careful investigation of' the effect of' semi-
conductivity on cataXy-sis, using the hydrogen-deuterium exchange as the 
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test reaction. Their results for the dependence of the activation energy 
and of the rate of exchange on the concentration of free electrons in the 
zinc oxide are exactly opposite those reported in this thesis for n-type 
germanium. This disagreement requires consideration. 
lo4 Parravano and Boudart have discussed the results on defect zinc 
oxide and their limitations, which are numerous. A number of complicating 
effects (such as nonlinear Arrhenius plots and a great sensitivity of the 
rate data to the mode of pretreatment of the oxide ) obscure the exchange 
mechanism. 102 It was suggested that the exchange was between hydrogen or 
deuterium and hydrogenated surface compounds (surface OD or OH groups ) . 
It seems \Ullikely that an unambiguous explanation of the exchange results 
is possible because of the complex nature of the surface properties of 
the zinc oxide . These complexities probably also account for the apparent 
disagreement in results with germanium. 
An interesting aspect of the exchange on zinc oxide has been 
provided by Harrison and McDowell, 114 who found results which also imply 
a dependence of catalytic activity on electron concentration of the solid 
just opposite to that found by Molinari and Parravano.�. Although zinc 
oxide or a,a-diphenyl-�picrylhydrazyl (DPPH, a solid free radical) sepa­
rately showed very little hydrogen-deuterium exchange activity at 7�. , 
a mixture of the two gave rapid and reproducible exchange. It was 
suggested that the catalytic activity of zinc oxide was enhanced by elec-
tron transfer to the DPPH, implying that a smaller concentration of free 
electrons in zinc oxide brought about increased catalytic activity. This 
conclusion is directly opposite that of Molinari and Parravano, but is 
in agreement with the results of this thesis . This interpretation is 
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supported by experiments115 in Which the electrical resistance of films 
of aluminum or palladium was raised after films of DPPH were deposited on 
the metal; this suggests that electrons had been transferred from the con-
duction band of the metal to the DPPH and is in the same direction as 
postulated with zinc oxide . 
2. Formic Acid Decomposition 
The dehydrogenation of formic acid on chemically-doped germanium 
has been discussed by Schwab, 56 but dehydration was not reported. The 
dehydrogenation results were compared wi. th those of this thesis in the 
previous section. Some of the pUblished results on metals have also been 
discussed with regard to the electron transfer process postulated for the 
dehydrogenation on germanium. 
Using III-V intermetallic compounds, as well as germanium, Schwab56 
found that the activation energies for hydrogenation (of ethylene ) and 
dehydrogenation (of formic acid and ethanol) were greater on !!-type than 
E-type semiconductors.  Anomalous results were obtained in the decomposi­
tion of alcohol on aluminum antimonide, and were attributed to the presence 
of aluminum oxide in the surface layer . In this connection the anomalous 
behavior of aluminum-doped germanium should be recalled (Chapter III ) .  
The decomposition of formic acid has been studied on refractory 
oxides, SO, ll6 but attempts to study the decomposition on several semicon­
ducting oxides. bave been complicated by reduction of the solid. 117 However, 
interesting results have been obtained by studying the decomposition of 
formic acid on metals supported on semiconducting oxides . SChwab
llS, 119 
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used nickel, cobalt and silver films vaporized unto alumimun oxide 
previously doped wi. th appropriate impurity atoms to vary its !!_-type semi­
conductivity. Szabo used metallic nickel on several semiconducting 
oxides of both !!_- and �-type semiconductivity.1201 121 Charge exchange 
at the metal-semiconductor contact was believed to influence the transi-
tion of electrons from sUbstrate to metallic catalyst .  Thus, as the 
Fermi level of the semiconducting oxide support decreased, the Fermi 
level of the metal With Which it was in contact decreased, and the acti­
vation energy of the decomposition decreased. 
Thus, the decomposition of formic acid on intermetallic compounds, 
on germanium, and on metal-metal oxide catalysts is similar: as the Fermi 
level of the solid decreases, the activation energy of the decomposition 
decreases . 
ClrAPmR V 
Rates and activation energies for the hydrogen-deuterium exchange 
and formic acid vapor decomposition were measured on a series of chemically­
doped germanium catalysts over the temperature range 100° to 4oo0• The 
germanium catalysts were intrinsic, and �- or E-type extrinsic semicon-
ductors; the position of the Fermi level of the solid was located suitably 
in the forbidden energy gap. 
Kinetic parameters of the exchange and decomposition reactions were 
related to the Fermi level {electronic chemical potential) of the solid • 
... 
Their dependence suggested that the rate-limiting processes involved elec­
tronic charge shifts between adsorbate and semiconO.uctor. 
Two different rate processes appeared to limit the hydrogen-
deuterium exchange. A process involving an electron shift from adsorbate 
to solid appeared to control the rate in the region of �-type semiconduc-
tivity. In the region of E-t.ype semiconductivity, the rate-determining 
process appeared to be an electron shift in the opposite direction (from 
solid to adsorbate ) .  
Dehydrogenation and dehydration of formic acid on germanium were 
observed. Dehydrogenation was the predominant method of decomposition on 
E-type germanium; however, dehydrogenation on �-type ger.mani�· could not 
be detected. A process involving an electron shift from adsorbate to 
solid appeared to control the dehydrogenation reaction. 
95 
Dehydration of formic acid occurred on all germanium catalystE; and 
appeared independent of the Fermi level of the solid. 
Both dehydrogenation and dehydration of formic acid appeared to be 
primary decomposition processes at the lower temperatures.  There was 
evidence, however, that the water gas equilibrium affected the distribu­
tion of products at some of the higher temperatures, that were used. 
Nonstoichiametry of dehydrogenation products in the gas phase over 
�-type germanium was detected, and seemed to be best explained by the 




CAlCULATION OF FIRST-ORDER RATE CONSTANTS FOR HYDROOEN-DEUTERIUM EXCHANGE 
It is convenient to refer to a, the fraction of hydrogen ·deuteride 
formed in time 'ti1., and defined: 
-x_-_x�0r-.. a = -Xe - xo 
where x refers to the fraction of hydrogen deuteride at time 
(45 ) 
the fraction of hydrogen deuteride at time zero; and Xe'- the fraction of 
hydrogen deuteride at equilibrium. 
First-order rate constants can be calculated from the equation:122 
Since 
and 
k = ! ln Xe - Xo t X - X  e 
Equation (46)  becomes: 
In terms of half-times for reaction, tl/2i 
ln2 tl/2 = k 
and 
0. 301 t 





( 50)  
( 51) 
Therefore, in order to calculate the first-order rate constant using 
Equation (49)1 or Equations (50) and (51), a must be evaluated, for Which 
the values x, x0, and xe must be know. These values can be determined 
from mass spectrometric analyses. 
x. The fraction of hydrogen deuteride at time t can be obtained 
directly by mass analysis of the gas which is sampled from the reaction 
vessel after t hours at some constant temperature . If the relative 
abundances of masses 2, 3 and 4 are �� A3 and �� respectively, then: 
( 52) 
�· The fraction of hydrogen deuteride at time zero can be 
obtained by the mass analysis of the unreacted exchange mixture, in the 
manner just indicated. The value of x0 was found experimentally to be 
approximately 3 .0  ± o. 4  per cent hydrogen deuteride . 
Xe· The fraction of hydrogen deuteride at equilibrium can be cal-
culated from the equilibrium constant for the exchange: 
H2 + � =:r 2 HD 
[HD]2 
K - e [H2]e [D2]e 
(53) 
The equilibrium constant at the temperature of the exchange can be calcu-
lated from the equation: 
K = 4. 24e-79/T (54a) 
or its equivalent: 
log K = - 34T32 + o.6a67 (54b )  
in agreement with results in the literature.123, 124 
99 
Using tractions1 as in Equation (52}1 for the concentrations in 
Equation (53)1  and recalling that subscript e represents equilibrium 
values: 
(55 )  
and 
(56 )  
Experimentall.y1 nearly 1:1 mixtures of hydrogen and deuterium were used. 
Therefore: 
In the three Equations (53 )1 ( 56 ), and (57)1 there are only three un­
knowns1 so that Jee1 identical to [HD)e1 can be evaluated. 
( 57} 
In general1 exact values for Xe can be calculated and the 
approximation in Equation (57) is not required. The ratio of D/H for any 
sample may be determined from the relative abWldances of masses 21 3 and 
4; this ratio is the same at equilibrium as at time t. Therefore1 using 
the symbols from Equation (53 ) :  
D � + A�2 [D2]e + xe/2 
H = � + A3/2 = [H2]e + xe/2 
Equations ( 53}1  (55) 1  (56),  and (58)  now permit the calculation of Xe 
exactly. 
( 58 )  
In practice1 however1 values of Xe were calculated for several 
values of the ratio D/H near Wlity at several temperatures within the 
range of interest. A family of curves for Xe versus D/H at the several 
temperatures was draw1 so that Xe under the exact experimental condi­
tions could be obtained readily. The ratio D/H was found to be 
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1. 03 ± 0. o8 for all the experiments. Consequently, the approximation 
given in Equation (57), and the resulting simplification in calculations, 
was valid. 
APPENDIX II 
C�ULATION OF RATE CONSTANTS FOR FORMIC ACID VAPOR DECCM'OSITION 
In order to evaluate a consistent rate constant for the decomposition 
of formic acid vapor on germanium, the experimental data were corrected for 
the following: 
(a) dimerization of formic acid vapor 
(b ) nonstoichiometry of dehydrogenation products in the vapor phase 
( c )  decomposition on quartz 
(d) deviation from zero-order kinetics 
These corrections will be discussed in order . 
Formic acid vapor is associated; the vapor contains molecules both 
of dimer, (RCOOH)2, and monomer. It is expedient to consider the formic 
acid in the completely dissociated state, .! . �. , monomeric .• . J .  Thi:t:S:.is ·.con­
veniently done by using the data of Coolidgel25 and others1261 127 to 
construct a family of curves giving the fraction of dimer present at spe-
cific temperatures for pressures of formic acid. 
As discussed in Chapter III, the decomposition of formic acid on 
germanium occurs predominantly by the following reactions: 
HCOOH � C02 + H2 
HCOOH � CO + H20 
(18 ) 
(19)  
The gaseous sample, which was removed from the reaction vessel, was com-
posed of decomposition products and undecomposed reactant (formic acid) . 
A Mcieod gauge was used to determine both the total amount of gas present 
in the sample <ctotal) and that which did not condense at -78° (c_78 ) •  
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Care was taken not to exceed the vapor pressure of formic acid ( 42 mm. at 
25° ) in measuring ctotal· 
Ctotal = Cf + CH2 + cco2 + CH20 + ceo 
C-78 = CH2 + CC02 + CCO 
'Where c represents the amoWlt of gas in cc . -mm. , and cr is the 
amount of residual formic acid vapor, both dimer and monomer. 
( 59) 
(60)  
The chromatographic data were used to obtain the following ratios: 
Therefore, 
cH2 = Scco2 and ceo = Rcco2 








0 Thus, from the amount of gas noncondensable at -78 and from the 
chromatographic anacysis1 the amount of hydrogen, carbon dioxide, and 
carbon monoxide in the sample can be determined. The amount of undecom-
posed reactant is also required and can be estimated from Equation (59 ) .  
In this equation only cf and cH20 remain unknow. Although these quan­
tities were not determined independently, stoichiometric considerations 
indicate that cH2o = ceo and cf can readily be calculated. It may be 
noted here that, in general, the amount of undecomposed formic acid is rela-
tively large compared to the amoWlt of water, because formic acid decomposes; 
chiefly by dehydrogenation, and very little by dehydration. In the case 
for Y.nich cf >>. cH2o: 
Ctotal - c_.,a "" Cf 
This amount of residual formic acid, dimer and monomer, can be 
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(64 )  
converted to the amount of monomer alone, cHCOOH, as previously indicated. 
The sum (cHCOOH + cc02 + ceo > represents the amount of (monomer ) formic 
acid that would have been present in the sample if no decomposition had 
taken place . Let fc02 
represent the fraction of carbon dioxide in the 
sample, and defined: 
(65 ) 
And, similarly, let 
(66 )  
These ratios apply not only to the aliquot taken from the whole 
gaseous mixture, but to the mixture i tsel.f. Since the amount of mono­
meric formic acid present originall.y in the reaction vessel (n0 ) can be 
calculated from P-V-T data at loading, assuming the ideal. gas law and 
correcting for dimerization, the amount of carbon dioxide (nco2 ) or 
carbon monoxide (nco ) produced in the reaction vessel is the product of 
Do and fco2 or fco· 
These amounts of carbon dioxide and carbon monoxide, wnen divided 
by the time of decomposition, yield zero-order rate constants for the 
dehydrogenation and dehydration reactions, respectively. The rate of the 
decomposition on quartz alone was determined from data for empty reaction 
vessels . Comparison of data for empty reaction vessels and for those 
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containing germanium1 revealed that no significant dehydrogenation occurred 
on .a-type germanium; the decomposition that was found apparently arose 
entirely from decomposition on quartz (Figure 10) .  Corrections to the 
observed rates on germanium for that occurring on quartz were made . 
Figure 11 shows that the decomposition (dehydrogenation ) of formic 
acid vapor on germanium followed : zero-order kinetics in the early stages 
of the reaction. Above about 30 per . cent decomposition1 deviations from 
zero· order occurred. BOwever1 the experimental points fitted the equation: 
ncoa = Bt for no = constant 
no - nco2 
(67) 
where nco2 
is the amount of carbon dioxidel no is the amount of 
monomeric formic acid present originally1 B is a constant and t is 
the time of decomposition; Figure 16 . illustrates the validity of this 
expression. 
This equation can thus be used to help calculate consistent rate 
constants (�·!· 1 at 10 per cent decomposition ) from data obtained in a 
range of decomposition for which zero-order kinetics do not hold. For 
examplel nco21 
no and t are lmown or calculable from experimental 
data. The slope (B ) of the line in Equation (67) can thus be. evaluated. 
When 
t - 0.111 
- B (68) 
the original formic acid was 10 per cent decomposed1 since under these 
conditions1 from Equation {67 ) :  
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Do = o. 1o = fco2 (69) 
Thus, the concentration of carbon dioxide (n002) and the time for 10 per 
cent decomposition are lmown from Equations (69 ) and (68), respectively. 
Figure 17 illustrates typical data uncorrected, and corrected, for the 
deviation from zero-order kinetic behavior . 
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