Abstract. Let P a (A,B) be the classes of analytic functions f (z) , where f (z) ≺ a+Az 1−Bz , A+aB = 0 and |B| 1 . For classes H 1 ,H 2 ,··· ,H n of analytic functions, we define the general hadamard product of the form
Introduction
Let A be the class of function analytic in the unit disc U = {z : |z| < 1} . Let Ω denote the subclass of A consisting of functions such that w(0) = 0 and |w(z)| < 1. Suppose that functions g ∈ A and F ∈ A , then the function g is said to be subordinate to F , written g ≺ F , if there exists a function w(z) ∈ Ω and such that g(z) = F(w(z)), z ∈ U . Many classes of functions studied in geometric function theory can be described in terms of subordination. If f i (z) ∈ A are given by Kinds of Hamadard product problems were studied in [3, 4, 8, 9, 11, 12, 13, 16, 17] . Moreover, if m i (i = 1, 2,... ,n − 1) are the fixed complex numbers, then we can also give the general finite Hadamard product as In fact, f 1 * 1 f 2 * ... * 1 f n (z) = f 1 * f 2 * ... * f n (z). In [13] , Piejko defined and studied the following class
where a, A, B are given complex numbers such that A + aB = 0 and |B| 1. The class P a (A, B) is the natural generalization of the class P = P 1 (1, 1) of functions P ∈ A with positive real part in U . W. Janowski [7] 
Komatu [8] and Nehari, Netanyahu [10] gave the function f 1 2 * g(z) ∈ P if f ∈ P and g ∈ P. As the more general results, Goel and Merhok [5] obtained f 1
for f ∈ P(A, B) and g ∈ P(A, B). In 1996, London [9] completed solution of the problem with the inclusion:
The problem of equality of the P(A, B) * P(C, D) = P(X,Y ) was also solved by Piejko [11] . Furthermore, Piejko [12] studied the problem of inclusion of the classes P a (A, B) * m P b (C, D) and P c (X,Y ) and the problem of inverse inclusion was also solved by Piejko [13] . In 2014, Liangpeng Xiong, Xiaoli Liu [18] extended these studies and obtained the general conditions for equality P(
In the present paper we establish some interesting on the problem of equality of classes P a 1 
Main result
To discuss our problem, we have to recall here the following lemmas due to Piejko [13] and Janowski [7] :
Proof. Proof of the Theorem is based on mathematical induction. (i) We first consider the case n = 2 . In view of the Lemma 1 , it is easily seen that
(ii) Suppose that the inclusion
is true. Now, we want to prove that
is also true.
In fact, for any function
From the above assumption we have
On the one hand, since
On the other hand, we note that f n ∈ P a n (A n , B n ) and A n + a n B n = 0, |B n | 1. Hence by Lemma 1 we have
Therefore we prove that the Theorem 1 is true for any n ∈ Z + , which complete the proof.
Proof. As in Theorem 1, it is sufficient to show that if |B
Without loss of generality, we assume that |B 1 B 2 ··· B n−1 | = 1 and
From Theorem 1, we know that
In view of Lemma 1, it is easy to obtain
Furthermore, from Lemma 1,
and
The same proof works for |B n | = 1 . This is the end of the proof. REMARK 1.
(1) Putting n = 2, a 1 = a 2 = 1, m 1 = 1 in Theorem 2, we can obtain the results proved by J. Stankiewicz, Z. Stankiewicz [16] .
(2) Putting n = 2, Let a i , A i , B i , (i = 1, 2,...,n, n ∈ Z + ), X , Y and m j ( j = 1, 2,. .., n − 1, n ∈ Z + ) are given complex numbers such that 
and w v (z) ∈ Ω is given by (2.5). For all v ∈ Z + , we have
ously, from the above assumption, there exists
then from Theorem 1, we have
and H * m n−1 f n (z) = T v (z). Let the functions H (z), f n (z) and T v (z) have the following forms:
where
Since H * m n−1 f n (z) = T v (z), using the notations we can rewrite as
On the one hand, from (2.7) we have
Thus, since 0 Y < 1 and r v,n > 0 (n = 1, 2,...,v + 1), so (2.9) makes sure that
On the other hand, we have
and 0 B 1 B 2 ··· B n−1 < 1, 0 B n < 1 , then from Lemma 2, we obtain:
Combining (2.8), (2.10) and (2.11), it gives:
As S v → +∞ when v → ∞, it follows from (2.5) that we are able to choose a suitable v such that the right side of (2.12) is negative. In this way, (2.12) follows the contradiction and so we prove that 
However, following the assumption, it gives
Piejko [13] gave P a (A, B) = P a (X,Y ) if and only if X = Ae iθ , Y = Be iθ , where θ is a real number. 
a i B i e iθ . This is the end of the proof. (4) Theorem 1 and Theorem 2 imply that we can choose some suitable complex numbers X,Y such that P a 1 (A 1 , B 1 )  *  m 1 P a 2 (A 2 , B 2 )  *  m 3 P a 3 (A 3 , B 3 ) * ··· * m n−1 P a n (A n , B n ) ⊂ P c (X,Y ) but the problem of inverse inclusion can hold unless A i , B i , m j , X , Y satisfy for some conditions. Moreover, following the proof of Theorem 3, we can know that there exists some functions belonging to P a (A, B) which can not be represented as the finite Hadamard product of the form (2.4). In fact, It is clear that there do not exist complex m i , a i , A i , B i , X , Y with A i + a i B i = 0, X + cY = 0, |B i | < 1, |Y | < 1 such that P c (X,Y ) = P a 1 (A 1 , B 1 ) * m 1 P a 2 (A 2 , B 2 ) * m 3 P a 3 (A 3 , B 3 ) * ··· * m n−1 P a n (A n , B n ).
