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We establish a formal variational calculus of supervariables, which is a combina-
tion of the bosonic theory of Gel'fand]Dikii and the fermionic theory in our
earlier work. Certain interesting new algebraic structures are found in connection
with Hamiltonian superoperators in terms of our theory. In particular, we find
connections between Hamiltonian superoperators and Novikov]Poisson algebras
that we introduced in our earlier work in order to establish a tensor theory of
Novikov algebras. Furthermore, we prove that an odd linear Hamiltonian superop-
erator in our variational calculus induces a Lie superalgebra, which is a natural
generalization of the super-Virasoro algebra under certain conditions. Q 2000
Academic Press
1. INTRODUCTION
wFormal variational calculus was introduced by Gel'fand and Dikii GDi1,
xGDi2 in studying Hamiltonian systems related to certain nonlinear partial
 .differential equation, such as the Korteweg]de Vries KdV equations.
Invoking the variational derivatives, they found certain interesting Poisson
w xstructures. Moreover, Gel'fand and Dorfman GDo found more connec-
tions between Hamiltonian operators and algebraic structures. Balinskii
w xand Novikov BN studied similar Poisson structures from another point of
view.
The nature of Gel'fand and Dikii's formal variational calculus is bosonic.
w xIn X3 , we presented a general frame of Hamiltonian superoperators and
w xa purely fermionic formal variational calculus. Our work X3 was based on
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pure algebraic analogy. In this paper, we shall present a formal variational
calculus of supervariables, which is a combination of the bosonic theory of
w xGel'fand]Dikii and the fermionic theory in X3 . Our new theory was
motivated by the known super-symmetric theory in mathematical physics
 w x.cf. De, M . We find the conditions for a ``matrix differential operator'' to
be a Hamiltonian superoperator. In particular, we classify two classes of
Hamiltonian superoperators by introducing two kinds of new algebraic
structures. Moreover, we prove that an odd linear Hamiltonian superoper-
ator in our variational calculus induces a Lie superalgebra, which is a
natural generalization of the super-Virasoro algebra under certain condi-
tions. We believe that the results in this paper would be useful in studying
nonlinear super differential equations. They could also play important
roles in the application theory of algebras. The discovery of our new
algebraic structures proposes new objects in algebraic research. In fact, a
new family of infinite-dimensional simple Lie superalgebra was discovered
w xin X5 based on the results in this paper.
w xRecently, we noticed that Daletsky Da1 introduced a definition of a
Hamiltonian superoperator associated with an abstract complex of a Lie
w xsuperalgebra. He also established in Da1, Da2 a formal variational
calculus over a commutative superalgebra generated by a set of so-called
``graded symbols'' with coefficients valued in a Grassman algebra. We
believe that one of the subtleties of introducing Hamiltonian superopera-
tors is the construction of suitable natural complexes of a Lie superalge-
w xbra. In our work X3 , we gave a concrete construction of the complex of a
colored Lie superalgebra with respect to a graded module and explained
the meaning of a Hamiltonian superoperator in detail. It seems to us that
w xthe formal variational calculus introduced in Da1, Da2 lacks links with
 w x.the known super-symmetric theory cf. De, M . For instance, its connec-
tion with the known super differential equations, such as the super-sym-
 w x.metric KdV equations, is not clear cf. M . Our formal variational
w xcalculus in X3 was based on free fermionic fields. The combined theory
w x w xof Gel'fand]Dikki's GDi1 and ours X3 that we shall present in this
paper is well motivated by the theory of super-symmetric KdV equations
 w x. w xcf. M and the super-symmetric theory in De . Our main purpose in this
paper is to show certain new algebraic structures naturally arisen from our
theory of Hamiltonian superoperators in a supervariable.
Below, we shall give more detailed introduction.
Throughout this paper, we let R be the field of real numbers, and all the
vector spaces are assumed over R. Denote by Z the ring of integers and by
 4N the set of natural numbers 0, 1, 2, . . . . First let us briefly introduce the
general frame of Hamiltonian superoperators. We shall slightly modify the
 . w xdifferential d defined in 2.7 of X3 .
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A Lie superalgebra L is a Z -graded algebra L s L [ L with the2 0 1
w xoperation ?, ? satisfying
x yw x w xx , y s y y1 y , x , .
1.1 .
 .  .x yqz z xqyw x w x w xx y , z q y1 y , z , x q y1 z , x , y s 0 .  .
for x, y, z g L, where we have used the convention of the notions of
 w x.exponents of y1 used in mathematical physics cf. De ; that is, when a
vector u g L appears in an exponent of y1, we always mean u g L andi
the value of u in the exponent is i. A graded module M of L is a
Z -graded vector space M s M [ M with the action of L on M satis-2 0 1
fying
x yw xL M ; M , x , y ¤ s xy¤ y y1 yx¤ . .i j iqj
for i , j g Z ; x , y g L; ¤ g M . 1.2 .2
A q-form of L with ¤alues in M is a multilinear map v : Lq s L = ??? =
L “ M for which
x xi iq1v x , x , . . . , x s y y1 v x , . . . , x , x , x , x , . . . , x .  .  .1 2 q 1 iy1 iq1 i iq2 q
1.3 .
q .for x , . . . , x g L. We denote by c L, M the set of q-forms. We define1 q
q .the grading over c L, M by
cq L, M s v g cq L, M ‹ v x , . . . , x g M .  .  .i 1 q j q ? ? ?qj qi1 q
for x g L , i g Z . 1.4 .4l j 2l
q . q . q .Then we have c L, M s c L, M q c L, M . Moreover, we define a0 1
q . qq1 .differential d: c L, M “ c L, M by
dv x , x , . . . , x .1 2 qq1
qq1
 .iq1q vqx q ??? x x1 iy1 is y1 x v x , . . . , x , . . . , x . Ï . . i 1 i qq1
is1
 .iqjq x q ??? qx x1 iy1 iq y1 .
i-j
 .x q ??? qx q ??? qx xÏ1 i jy1 j w x= y1 v x , x , x , . . . , x , . . . , x , . . . , x . Ï Ï .i j 1 i j qq1
1.5 .
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q .for v g c L, M , x g L. A q-form v is called closed if dv s 0. It isl
2 w xeasily seen that d s 0 by the proof of Proposition 2.1 in X3 .
2 .Let v g c L, M . We definej
j yH s x , m g L = M ‹ v y , x s y1 ym for y g L , .  .  . 5i i iqj
H s H q H . 1.6 .0 1
 . w x w x  ..By 2.10 in X3 , x, y , v x, y g H for x g L , y g L if v is closed.jq l j l
In this case, we have the following super Poisson bracket
 4m , m s v x , x for x , m , x , m g H 1.7 .  .  .  .1 2 1 2 1 1 2 2
over the subspace N of M defined by
N s N q N , N s u g M ‹ L , u l H / B . 1.8 .  . 40 1 i jqi i
1 .Let V be a graded subspace of c L, M such that dM ; V. A graded
linear map H is called super skew-symmetric if
 . .Hj Hj1 2j Hj s y y1 j Hj for j , j g V . 1.9 .  .  .  .1 2 2 1 1 2
With a super skew-symmetric graded linear map H: V “ L, we connect a
2-form v defined on Im H byH
v Hj , Hj s j Hj for j , j g V . 1.10 .  .  .H 1 2 2 1 1 2
 .We say that H is a Hamiltonian superoperator if a the subspace Im H of
 .  .L is a subalgebra and b the form v is closed on H V .H
w x w xIn GDo and BN , a new algebra, which was called a ``Novikov algebra''
w xin O1 , was introduced. A No¤iko¤ algebra A is a vector space with an
operation ``('' satisfying:
x( y ( z s x( z ( y , .  .
1.11 .
x( y ( z y x( y( z s y( x ( z y y( x( z .  .  .  .
for x, y, z g A. The beauty of a Novikov algebra is that the left multiplica-
tion operators form a Lie algebra and the right multiplication operators
 w x. w xare commutative cf. Z, O1 . Zel'manov Z proved that any finite-dimen-
sional simple Novikov algebra over an algebraically closed field with
w xcharacteristic 0 is one-dimensional. Osborn O1, O2, O3, O4, O5 classified
simple Novikov algebras with an idempotent element and their certain
w xmodules. In X4 , we gave a complete classification of finite-dimensional
simple Novikov algebras and their irreducible modules over an alge-
braically closed field with prime characteristic. Another algebraic structure
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w xintroduced in GDo , which we called a ``Gel'fand]Dorfman operator
w xalgebra,'' was proved in X2 to be equivalent to an associative algebra with
a derivation under the unitary condition.
A Novikov algebra actually provides a Poisson structure associated with
 w x.many-body systems analogous to the KdV equation cf. GDo, BN . One
might think that the algebra corresponding to the super Poisson structure
associated with many-body systems analogous to the super KdV equations
should be the following natural super analogue of Novikov algebras. A
No¤iko¤ superalgebra is a Z -graded vector space A s A [ A with an2 0 1
operation ``('' satisfying
y z
x( y ( z s y1 x( z ( y , .  .  .
1.12 .x y x y
x( y ( z y x( y( z s y1 y( x ( z y y1 y( x( z .  .  .  .  .  .
for x, y, z g A. It is surprising that Novikov superalgebras are not the
algebraic structures corresponding to the super Poisson structures associ-
ated with many-body systems analogous to the super KdV equations. In
fact, Novikov superalgebras do not fit in our theory of Hamiltonian
superoperators in a supervariable at all. This is because the image of a
Hamiltonian superoperator is required to be a graded subspace as we
introduced in the above.
 .As one of the main theorems see Theorem 3.1 , we prove in Section 3
that the algebraic structures corresponding to the Hamiltonian operators
 .   ..or super Poisson structures associated with many-body systems see 3.3
  ..analogous to the super KdV equations see 2.8 are what we call
``NX-bialgebras.'' An NX-bialgebra is a vector space V with two operations
 .  .``=, ('' such that V, = forms a commutative may not be associative
 .algebra and V, ( forms a Novikov algebra for which
u = ¤ (w s u = ¤ (w , 1.13 .  .  .
u = ¤ = w q u = ¤ = w .  .
s ¤ (u = w q u = ¤ (w y ¤ ( u = w . 1.14 .  .  .  .
u = ¤ = w y u = ¤ = w .  .
s u = ¤ (w q w( u = ¤ y u( ¤ = w y ¤ = w (u 1.15 .  .  .  .  .
for u, ¤ , w g V.
w xIn X4 , we introduced ``Novikov]Poisson'' algebras in order to establish
a tensor theory of Novikov algebras. A No¤iko¤ ]Poisson algebra is a vector
 .space A with two operations ``?, ('' such that A, ? forms a commutative
 .  .associative algebra may not have an identity element and A, ( forms a
VARIATIONAL CALCULUS OF SUPERVARIABLES 401
Novikov algebra for which
x ? y ( z s x ? y( z , .  .
1.16 .
x( y ? z y x( y ? z s y( x ? z y y( x ? z .  .  .  .
for x, y, z g A. We prove in Section 3 that certain Novikov]Poisson
algebras are NX-bialgebras. This in a way shows the significance of
introducing Novikov]Poisson algebras. The detailed study on
w xNovikov]Poisson algebras was carried out in our work X5 .
 .We can view the algebraic structure 1.11 as a bosonic No¤iko¤ algebra
because the right multiplication operators are commutative. In Section 4,
we prove that the following ``fermionic Novikov algebra'' does correspond
to a certain Hamiltonian superoperator in a supervariable. A fermionic
No¤iko¤ algebra A is a vector space with an operation ``('' satisfying
x( y ( z s y x( z ( y , .  .
1.17 .
x( y ( z y x( y( z s y( x ( z y y( x( z .  .  .  .
for x, y, z g A.
In Section 5, we prove that an odd linear Hamiltonian superoperator
induces a Lie superalgebra, which is a natural generalization of the
super-Virasoro algebra under certain conditions. Section 2 is the general
theory of our formal variational calculus of supervariables.
2. FORMAL CALCULUS
In this section, we shall present the frame of our variational calculus of
super variables.
Let L be a vector space that is not necessary finite-dimensional. Let
 .F L be the free associative algebra generated by L. Then the exterior
algebra R generated by L is isomorphic to
 4R s F L r u¤ q ¤u ‹ u , ¤ g L . 2.1 .  . .
We can identify L with its image in R. Note that
‘ ‘
2 n 2 nq1R s R [ L R s R [ R , where R s L , R s L . c a c a
ns0 ns0
2.2 .
w x According to De , the elements of R are called c-numbers meansc
.commutative numbers and the elements of R are called a-numbersa
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 .means anticommutative numbers . Any u g R can be uniquely written as
 . u s u q u with u g R, u g L R and u u is called the body soul,b s b s b s
.respectively of u. Any analytic function f from R to R is of the formc
‘ n.f x .b n ‘f x s x , where f : R “ R is C . 2.3 .  . sn!ns0
An analytic function C: R = R “ R is of the formc a
C x , u s f x q f x u , where f : R “ R are analytic 2.4 .  .  .  .0 1 i c
 w x.cf. De . Note that
u 2 s 0, › 2 s 0. 2.5 .u
Define
D s u› q › 2.6 .x u
then
D2 s › 2.7 .x
 w x.  .cf. M . Let F x, u , t be a function from R = R = R to R. Moreover,c a
 .  .  .we assume that F x, u , t g R for any x, u , t g R = R = R and Fa c a
is analytic for fixed t and is C1 with respect to t. A super KdV equation is
of the form
F s yD6 F q mD2 FDF q 6 y 2m DFD2 F 2.8 .  .  .t
 w x. w xcf. M . Mathieu M found the Hamiltonians for the above equation
when m s 2, 3.
 4Let F ‹ I be a family of functions from R = R = R with the samei c a
properties as the above F. Set
F n q 1 s DnF for i g I ; n g N. 2.9 .  .i i
Then we have
m n
F m F n s y1 F n F m .  .  .  .  .i j j i
q  4for i , j g I ; m , n g N s N _ 0 . 2.10 .
  . q4 Let A be the subalgebra generated by F n ‹ i g I, n g N the set ofi
.functions from R = R = R to R forms an associative algebra . Note thatc a
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A is a Z -graded algebra A s A q A with2 0 1
qA s span F n ??? F n p g N, i g I , n g N , .  .i i 1 i p j j1 p
p
n ’ i mod 2 , 2.11 .  . j 5
js1
u u u1 2 1u u s y1 u u , D u u s D u u q y1 u D u .  .  .  .  .1 2 2 1 1 2 1 2 1 2
for u , u g A. 2.12 .1 2
  .4Now we treat F n as formal variables. Seti
L s u › u g A , i g Z , L s L q L . i j , l F  l . j , l iql 2 0 1j 5qjgI lgN
2.13 .
Note that the set of superderivations of A forms a Lie superalgebra. In
particular, L forms a Lie sub-superalgebra with the commutator
w x 1 2› , › s u › u .  1 2 p , q F q. j , lp
qj, pgI l , qgN
› › 2 11 2y y1 u › u › 2.14 .  . . /p , q F q. j , l F  l .p j
for › s   q us › g L. Note that we can writes jg I l g N j, l F  l .j
D s F n q 1 › . 2.15 .  .  i F n.i
qigI ngN
Thus D g L.
w xBy the proof of Lemma 3.2 in X3 , we have:
 . w xqLEMMA 2.1. For › s   u › g L j L , › , D s 0 ifjg I l g N j, l F  l . 0 1j
and only if
n› nu s y1 D u , n g N. 2.16 .  .  .j , nq1 j , 1
Set
IIL s L q L ; A , L s A . 2.17 .  .1 2 s sq1
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 4 4For any u s u ‹ i g I g L , we leti s
sn n› s y1 D u › g L. 2.18 .  .  . u j F nq1.j
jgI ngN
w xThen › , D s 0.u
 4  4For u s u , ¤ s ¤ g L ,i i
› , › s › 2.19 .u ¤ w
with
mu mw s y1 D u › ¤ .  .  .   p F mq1. q p
qpgI mgN
u¤qm ¤ my y1 D ¤ › u q g I 2.20 .  .  .  .p F mq1. q / 5p
  . w x.cf. 3.26]3.27 in X3 .
Thus if we define
w xu , ¤ s w , 2.21 .
 w x.then L , Z , ?, ? forms a Lie superalgebra.2
Next we define variational operators on A,
‘
 .m my1 r2 m  4d s y1 D (› , d s d ‹ i g I . 2.22 .  .i F mq1. ii
ms0
w xBy the proof of Lemma 3.4 in X3 , we have:
 .LEMMA 2.2. For any u g  AF n q 1 ,ig I, ng N i
d u s 0 m u s D ¤ for some ¤ g A. 2.23 .  .  .
Now we let
ÄA s ArD A . 2.24 .  .
ÄWe define an action of L on A by
;
u w s › w q D A s u d w 2.25 .  .  .  .  . .Ä u i i
igI
Ä  . w x. w xcf. 3.39 in X3 . This is well defined since › , D s 0. Thus A forms anu
L-module. Furthermore, we set
I 4V s j s j g A ‹ only finite number of j / 0 . 2.26 . 4i i
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For any j g V, u g L , we define
;
j u s u j . 2.27 .  .  . i i
igI
1 Ä .  .Then V ; c L , A . Note that by 2.25 ,
d w s d w g V for w g A, 2.28 .  .  .Ä Ä
Ä .where 2.23 implies that the map d : A “ V is well defined. Hence
Ä .d A g V.
Note that as sets, V ; L . We let
V s V l L for i g Z . 2.29 .i i 2
Suppose that H: V “ L is a linear map for j g V , i g Z ,i 2
iHj s H j , . p p , q q
qgI
 .n i , p , q
i i l iwhere H s a D with a g A , i g Z . 2.30 .p , q p , q , l p , q , l iql 2
ls0
 .Such an H is called a matrix differential operator of type i. Moreover, H V
is a Z -graded subspace. Furthermore, the super skew-symmetry is equiva-2
lent to
 .  .n 0, p , q n 0, q , p
 . .2 iql ly1 r2 l 0 0 ly1 D ( a s a D , . p , q , l q , p , l
2.31ls0 ls0  .
iq10 1a s y1 a . .p , q , l p , q , l
Let H: V “ L be a super skew-symmetric matrix differential operator.
We want to find the condition for H to be a Hamiltonian operator. For
 .j g V , we define a linear map D j : L “ L byi H
D j h s D j h , . .  .H H
2.32 . .m iqi i l mD j s y1 › a D j D , .  . .  . H F mq1. p , t , l tp , q q
tgI l , mgN
for h g V.
w xBy the proof of Theorem 4.1 in X3 , we have:
 .THEOREM 2.3. A matrix differential operator H of form 2.30 is a
 .Hamiltonian operator if and only if 2.31 and the equation
j  .j q j qi , j qj1 2 1 2 3y1 j D j Hj q y1 j D j Hj .  . .  . .  .3 H 1 2 1 H 2 3
 .j q j qi , j qj3 3 1 2s y y1 j D j Hj 2.33 .  . . .2 H 3 1
hold for j , j , j g V.1 2 3
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 .Remark 2.4. By 2.31 and the above theorem, the operator
‘
4 mq1H s a D , a g R 2.34 . m m
ms0
is a Hamiltonian operator of type 1. Moreover, the operator H9 defined by
‘
j 4 mH9 j s y1 b D j , b g R, for j g V , 2.35 .  . .  m m
ms0
is a Hamiltonian operator of type 0.
Let H and H be matrix differential operators of the same type i. If1 2
 .aH q bH is Hamiltonian for any a, b g R, then we call H , H a1 2 1 2
Hamiltonian pair. For any two matrix differential operators H and H , we1 2
3 Äw xdefine the Schouten]Nijenhuis super-bracket H , H : V “ A by1 2
w xH , H j , j , j /1 2 1 2 3
j j1 1s y1 j D j H j q y1 j D j H j .  . /  / /  /3 H 1 2 2 3 H 1 1 21 2
 .j q j qi , j qj2 1 2 3q y1 j D j H j .  / /1 H 2 2 31
 .j q j qi , j qj2 1 2 3q y1 j D j H j .  / /1 H 2 1 32
 .j q j qi , j qj3 3 1 2q y1 j D j H j .  / /2 H 3 2 11
 .j q j qi , j qj3 3 1 2q y1 j D j H j 2.36 .  . / /2 H 3 1 12
 . w xfor j , j , j g V. Then 2.33 is equivalent to H, H s 0. In general, we1 2 3
have:
COROLLARY 2.5. Matrix differential operators H and H of the same type1 2
 .form a Hamiltonian pair if and only if they satisfy 2.31 and
w x w x w xH , H s 0, H , H s 0, H , H s 0. 2.37 .1 1 2 2 1 2
3. HAMILTONIAN SUPEROPERATORS
AND NX-BIALGEBRAS
In this section, we consider the type 1 Hamiltonian operator H of the
form
1 0 5 g 2 g gH s H s a D q b F D q c F 2 D q d F 3 , .  .a , b a , b a , b a , b g a , b g a , b g
ggI
3.1 .
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where ag , bg , cg , dg g R. We leta , b a , b a , b a , b
L s x F F 2 , x g R. 3.2 .  . a , b a b a , b
a , bgI
Then we have the many-body systems analogous to the super KdV equa-
tions,
F s H d L , a g I. 3.3 .  .  .a a , b bt
bgI
As we shall show below, it is not easy to find the condition for an
 .  .operator in 3.1 to be Hamiltonian. The difficulty is that 2.33 is equiva-
lent to a set of many equations. Therefore, high technical reductions are
needed in order to find the condition of simplest form.
Note that the super skew-symmetry of H is equivalent to
5 g 2 g ga D q b F D q c F 2 D q d F 3 .  .a , b a , b g a , b g a , b g
ggI
5 g 2 g gs a D q b D (F q c D(F 2 y d F 3 .  .b , a b , a g b , a g b , a g
ggI
5 g 2 gs a D q b F D q c F 2 D .b , a b , a g b , a g
ggI
g g gq b q c y d F 3 3.4 .  . .b , a b , a b , a g
 .by 2.31 ; equivalently,
a s a , bg s bg , cg s cg ,a , b b , a a , b b , a a , b b , a
3.5 .g g g gb q c s d q d .a , b a , b a , b b , a
Moreover, we let
V s RF 3.6 . a
agI
and define the operations ?, =, (: V = V “ V and the bilinear form
 :? , ? by
F ? F s bg F , F = F s cg F , a b a , b g a b a , b g
ggI ggI
3.7 .
g  :F (F s d F , F , F s aa b a , b g a b a , b
ggI
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 .  . for a , b g I. Then V, ? , V, = are commutative algebras may not be
.  :associative and ? , ? is a symmetric bilinear form.
 .In order to find the conditions for which 2.33 holds, we have to find
 .the exact formula for each term in 3.33 . For j , j , j g V, we have1 2 3
j D j Hj . .3 H 1 2
j q1l 2 l1s b D j q y1 c D j D .  .  . g , a 1a g , a 1a
a , b , g , l , mgI
l 2qd j Dg , a 1a
5 m 2= a D j q b F D j .  .l, b 2 b l , b m 2 b
m mqc F 2 D j q d F 3 j j .  . .l, b m 2 b l , b m 2 b 3g
 : 2 5s F ? F , F D j D j .  .  g a b 1a 2 b
a , b , ggI
j q1 2 21q y1 F ? F ? F D j D j .  . .  .g a b 1a 2 b
2q F ? F = F 2 D j D j .  . .  .g a b 1a 2 b
j q1 21q y1 F ? F (F 3 D j j .  .  . .g a b 1a 2 b
j q1 61  :q y1 F = F , F D j D j .  .  .g a b 1a 2 b
j q1 21q y1 F = F ? F 2 D j D j .  .  . .  .g a b 1a 2 b
3q F = F ? F D j D j . .  .g a b 1a 2 b
j q1 21q y1 F = F = F 2 D j D j .  .  . .  .g a b 1a 2 b
y F = F = F 3 j D j .  . .  .g a b 1a 2 b
j q11q y1 F = F (F 4 D j j .  .  . .g a b 1a 2 b
q F = F (F 3 D j D j .  . .  .g a b 1a 2 b
 : 7q F (F , f j D j .g a b 1a 2 b
j q1 21q y1 F (F ? F 3 j D j .  . .  .g a b 1a 2 b
j q1 41q y1 F (F ? F j D j .  .  .g a b 1a 2 b
q F (F = F 4 j D j . .  .g a b 1a 2 b
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3q F (F = F 2 j D j . .  .g a b 1a 2 b
j q11q y1 F (F (F 5 j j .  . .g a b 1a 2 b
j q1 21q y1 F (F (F 3 j D j j , 3.8 .  .  . .  . 5g a b 1a 2 b 3g
 . .j q1 j qj1 2 3y1 j D j Hj .  . .1 H 2 3
j 2  :s y1 F ? F , F .  a b g
a , b , ggI
5 2 3 4= D j D j q 2 D j D j .  . .  .1a 2 b 1a 2 b
j q11 6 4 31qD j D j q y1 D j D j .  .  . .  .1a 2 b 1a 2 b
j q1 j q12 5 71 1q y1 2 D j D j q y1 j D j .  .  . .  .1a 2 b 1a 2 b
j 22q y1 F ? F ? F 3 j D j .  . .  .a b g 1a 2 b
2 2q F ? F ? F D j D j . .  .a b g 1a 2 b
4q F ? F ? F j D j .  .a b g 1a 2 b
j 22q y1 F ? F = F 3 j D j .  . .  .a b g 1a 2 b
2q F ? F = F 2 D j D j .  . .  .a b g 1a 2 b
j q1 31q y1 F ? F = F 2 j D j .  . .  .a b g 1a 2 b
j q1 22q y1 F ? F (F 3 j D j .  . .  .a b g 1a 2 b
j qj q1 61 2  :q y1 F = F , F D j D j .  .  .a b g 1a 2 b
4 3 2 5 7q3D j D j q 3D j D j q j D j .  . .  .  .1a 2 b 1a 2 b 1a 2 b
j qj q11 2q y1 F = F ? F 4 j D j .  . .  .a b g 1a 2 b
2q F = F ? F 2 D j D j .  . .  .a b g 1a 2 b
3q F = F ? F 2 j D j . .  .a b g 1a 2 b
j qj1 2q y1 F = F ? F 4 j D j .  . .  .a b g 1a 2 b
2q F = F ? F 2 D j D j .  . .  .a b g 1a 2 b
3q F = F ? F 2 j D j . .  .a b g 1a 2 b
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y F = F ? F 3 D j D j .  . .  .a b g 1a 2 b
j 21q y1 F = F ? F 3 j D j .  . .  .a b g 1a 2 b
3y F = F ? F D j D j . .  .a b g 1a 2 b
3y F = F ? F D j D j . .  .a b g 1a 2 b
j 2 21q y1 F = F ? F D j D j .  . .  .a b g 1a 2 b
j 41q y1 F = F ? F j D j .  .  .a b g 1a 2 b
j qj q11 2q y1 F = F = F 4 j D j .  . .  .a b g 1a 2 b
2q F = F = F 2 D j D j .  . .  .a b g 1a 2 b
3q F = F = F 2 j D j . .  .a b g 1a 2 b
j qj1 2q y1 F = F = F 4 j D j .  . .  .a b g 1a 2 b
y F = F = F 3 D j D j .  . .  .a b g 1a 2 b
j 21q y1 F = F = F 3 j D j .  . .  .a b g 1a 2 b
j qj1 2q y1 F = F (F 4 j D j .  . .  .a b g 1a 2 b
j qj q11 2q y1 F = F (F 4 j D j .  . .  .a b g 1a 2 b
y F = F (F 3 D j D j .  . .  .a b g 1a 2 b
j 21q y1 F = F (F 3 j D j .  . .  .a b g 1a 2 b
j q1 7 5 22  :q y1 F (F , F D j j q 3D j D j .  .  .  .a b g 1a 2 b 1a 2 b
q3D3 j D4 j q D j D6 j .  . .  .1a 2 b 1a 2 b
j q1 6 4 31q y1 D j D j q 3D j D j .  .  . .  .1a 2 b 1a 2 b
2 5 7q3D j D j q j D j .  .  .1a 2 b 1a 2 b
j 2q y1 F (F ? F 5 j j .  . .a b g 1a 2 b
2q F (F ? F 3 D j j .  . .a b g 1a 2 b
2q F (F ? F 3 j D j . .  .a b g 1a 2 b
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j q12q y1 F (F ? F 5 j j .  . .a b g 1a 2 b
2q2 F (F ? F 3 D j j .  . .a b g 1a 2 b
2q2 F (F ? F 3 j D j . .  .a b g 1a 2 b
2 2q2 F (F ? F D j D j . .  .a b g 1a 2 b
4q F (F ? F D j j . .a b g 1a 2 b
4q F (F ? F j D j .  .a b g 1a 2 b
j 2q y1 F (F = F 5 j j .  . .a b g 1a 2 b
q F (F = F 4 D j j .  . .a b g 1a 2 b
j q11q y1 F (F = F 4 j D j .  . .  .a b g 1a 2 b
j q12q y1 F (F = F 5 j j .  . .a b a 1a 2 b
2q F (F = F 3 D j j .  . .a b a 1a 2 b
2q F (F = F 3 j D j . .  .a b a 1a 2 b
q F (F = F 4 D j j .  . .a b a 1a 2 b
j q11q y1 F (F = F 4 j D j .  . .  .a b a 1a 2 b
3q F (F = F 2 D j j .  . .a b a 1a 2 b
2q F (F = F 2 D j D j .  . .  .a b a 1a 2 b
j q1 21q y1 F (F = F 2 D j D j .  .  . .  .a b a 1a 2 b
j q1 31q y1 F (F = F 2 j D j .  . .  .a b a 1a 2 b
j q12q y1 F (F (F 5 j j .  . .a b g 1a 2 b
j 2q y1 F (F (F 5 j j .  . .a b g 1a 2 b
2q F (F (F 3 D j j .  . .a b g 1a 2 b
2q F (F (F 3 j D j j , 3.9 .  . .  . 5a b g 1a 2 b 3g
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 . .j q1 j qj3 1 2y1 j D j Hj .  . .2 H 3 1
j 7 5 23  :s y1 F ? F , F D j j q D j D j .  .  .  .  b g a 1a 2 b 1a 2 b
a , b , ggI
j 23q y1 F ? F ? F 3 D j j .  .  . .b g a 1a 2 b
4q F ? F ? F D j j . .b g a 1a 2 b
2 2q F ? F ? F D j D j . .  .b g a 1a 2 b
j 3q y1 F ? F = F 4 D j j .  .  . .b g a 1a 2 b
3q F ? F = F 2 D j j .  . .b g a 1a 2 b
2q F ? F = F 2 D j D j .  . .  .b g a 1a 2 b
j 3q y1 F ? F (F 5 j j .  . .b g a 1a 2 b
2q F ? F (F 3 D j j .  . .b g a 1a 2 b
2q F ? F (F 3 j D j . .  .b g a 1a 2 b
j 73  :q y1 F = F , F D j j .  .b g a 1a 2 b
j q1 61q y1 D j D j .  .  .1a 2 b
j 23q y1 F = F ? F 3 D j j .  .  . .b g a 1a 2 b
3y F = F ? F 2 D j j .  . .b g a 1a 2 b
j q1 21q y1 F = F ? F 2 D j D j .  .  . .  .b g a 1a 2 b
j q1 33q y1 F = F ? F 2 D j j .  .  . .b g a 1a 2 b
4y F = F ? F D j j . .b g a 1a 2 b
3j q11q y1 F = F ? F j D j .  . .  .b g a 1a 2 b
j 23q y1 F = F = F 3 D j j .  .  . .b g a 1a 2 b
3q F = F = F 2 D j j .  . .b g a 1a 2 b
j q1 21q y1 F = F = F 2 D j D j .  .  . .  .b g a 1a 2 b
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j 3q y1 F = F = F 4 D j j .  .  . .b g a 1a 2 b
2y F = F = F 3 D j b .  . .b g a 1a 2 b
j q11q y1 F = F = F 3 D j D j .  .  . .  .b g a 1a 2 b
j 3q y1 F = F (F 5 j j .  . .b g a 1a 2 b
q F = F (F 4 D j j .  . .b g a 1a 2 b
j q11q y1 F = F (F 4 j D j .  . .  .b g a 1a 2 b
j q13q y1 F = F (F 4 D j j .  .  . .b g a 1a 2 b
2y F = F (F 3 D j j .  . .b g a 1a 2 b
j q11q y1 F = F (F 3 D j D j .  .  . .  .b g a 1a 2 b
j q1 73  :q y1 F (F , F D j j .  .b g a 1a 2 b
2q F (F ? F 3 D j j .  . .b g a 1a 2 b
4q F (F ? F D j j . .b g a 1a 2 b
q F (F = F 4 D j j .  . .b g a 1a 2 b
3q F (F = F 2 D j j .  . .b g a 1a 2 b
q F (F (F 5 j j . .b g a 1a 2 b
2q F (F (F 3 D j j j . 3.10 .  .  . . 5b g a 1a 2 b 3g
Ä . Here we have viewed each term in 3.8]3.10 as an element in A cf.
 ..2.23 .
m1 . m2 .For convenience, we call D j D j j a monomial of index1a 2 b 3g
 .  . n2 . n3 .0, m , m and call F n D j D j j a monomial of index1 2 1 1a 2 b 3g
 .  .n , n , n . We suppose that H is a Hamiltonian operator. Thus 2.331 2 3
 .  .holds. We substitute 3.8]3.10 into 2.33 . By comparing the coefficients
 .  .of the monomial of index 0, 7, 0 in 2.33 , we have
 :  :  :  :F (F , F q F (F , F s F ? F , F q F = F , F .a b g b g a b g a b g a
3.11 .
 .  .Moreover, by 3.5 , 3.11 is equivalent to
 :  :  :F (F , F q F (F , F s F , F (F . 3.12 .a b g g b a a g b
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 .  .Comparing the coefficients of the monomial of index 0, 6, 1 in 2.33 , we
obtain
 :  :  :F = F , F q F = F , F s F (F , F . 3.13 .a b g b g a a b g
 .  .The coefficients of the monomial of index 0, 5, 2 in 2.33 show
 :  :  :F ? F , F q F ? F , F s 3 F (F , F . 3.14 .a b g b g a a b g
 .  .Examining the coefficients of the monomial of index 0, 4, 3 in 2.33 , we
have
 :  :  :F ? F , F q 3 F = F , F s 3 F (F , F . 3.15 .a b g a b g a b g
 .  .The coefficients of the monomial of index 0, 3, 4 in 2.33 imply
 :  :2 F ? F , F s 3 F (F , F . 3.16 .a b g a b g
 .  .Considering the coefficients of the monomial of index 0, 2, 5 in 2.33 , we
find
 :  :  :  :F ? F , F q 3 F (F , F s 2 F ? F , F q 3 F = F , F .g a b a b g a b g a b g
3.17 .
 .  .Looking up the coefficients of the monomial of index 0, 1, 6 in 2.33 , we
have
 :  :  :F = F , F q F (F , F s F ? F , F . 3.18 .g a b a b g a b g
This equation follows from the coefficients of the monomial of index
 .  .0, 0, 7 in 2.33 :
 :  :  :  :F (F , F q F (F , F s F ? F , F q F = F , F .g a b a b g a b g a b g
3.19 .
 .  .The coefficients of the monomial of index 5, 0, 0 in 2.33 tell us that
F (F (F q F (F (F s F ? F (F q F = F (F . .  .  .  .g a b b g a b g a b g a
3.20 .
 .  .The coefficients of the monomial of index 4, 1, 0 in 2.33 give us the
equation
F = F (F q F (F = F s F ? F = F q F = F = F . .  .  .  .g a b b g a b g a b g a
3.21 .
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 .  .Let us look at the coefficients of the monomial of index 4, 0, 1 in 2.33 .
We obtain
F (F = F s F = F (F . 3.22 . .  .g a b b g a
 .  .Comparing the coefficients of the monomial of index 3, 2, 0 in 2.33 , we
get
F ? F (F q F (F ? F q F (F = F y F (F (F .  .  .  .g a b a b g a b g a b g
q F (F ? F y F ? F ? F y F = F ? F .  .  .b g a b g a b g a
s F ? F (F q F = F (F y F (F (F . 3.23 . .  .  .b g a b g a b g a
 .  .The coefficients of the monomial of index 3, 1, 1 in 2.33 tell us that
F = F = F y F = F (F q F = F ? F q F = F = F .  .  .  .g a b g a b a b g a b g
s F = F (F y F = F = F q F = F (F . 3.24 . .  .  .a b g b g a b g a
 .  .Consulting the coefficients of the monomial of index 3, 0, 2 in 2.33 , we
find
F (F ? F q F (F (F y F ? F ? F y F ? F = F .  .  .  .g a b g a b a b g a b g
s y F ? F (F q F = F ? F q F = F = F .  .  .a b g a b g a b g
y F = F (F y F (F = F y F (F ? F .  .  .a b g a b g a b g
q F (F (F q F ? F (F . 3.25 . .  .a b g b g a
 .  .The coefficients of the monomial of index 2, 3, 0 in 2.33 imply
F (F = F q F (F = F .  .a b g b g a
s F ? F = F q F = F = F . 3.26 . .  .b g a b g a
 .  .Extracting the coefficients of the monomial of index 2, 2, 1 in 2.33 , we
have
F ? F = F q F (F = F y F = F = F .  .  .g a b a b g a b g
s F = F = F q F = F ? F . 3.27 . .  .b g a b g a
 .  .The coefficients of the monomial of index 2, 1, 2 in 2.33 imply
F = F ? F q F = F = F q F (F = F .  .  .g a b g a b a b g
s F ? F = F q F ? F = F . 3.28 . .  .a b g b g a
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 .  .By comparing the coefficients of the monomial of index 2, 0, 3 in 2.33 ,
we have
F (F = F q F (F = F .  .g a b a b g
s F ? F = F q F = F = F . 3.29 . .  .a b g a b g
 .  .Comparing the coefficients of the monomial of index 1, 4, 0 in 2.33 ,
we get
F (F ? F q F (F ? F s F ? F ? F q F = F ? F . .  .  .  .a b g b g a b g a b g a
3.30 .
 .  .The coefficients of the monomial of index 1, 3, 1 in 2.33 tell us that
F = F ? F s F ? F = F . 3.31 . .  .a b g a b g
This equation follows from the coefficients of the monomial of index
 .  .1, 2, 2 in 2.33 :
F ? F ? F y F ? F ? F q 2 F (F ? F .  .  .g a b b g a a b g
s F ? F ? F q F = F ? F . 3.32 . .  .a b g a b g
 .  .In terms of the coefficients of the monomial of index 1, 1, 3 in 2.33 ,
F = F ? F s F ? F = F . 3.33 . .  .g a b g a b
 .  .Consulting the coefficients of the monomial of index 1, 0, 4 in 2.33 , we
find
F (F ? F q F (F ? F s F ? F ? F q F = F ? F . .  .  .  .g a b a b g a b g a b g
3.34 .
Here we have always assumed that a , b , g are three arbitrary elements of
the index set I.
 .  .Next we shall do technical reductions. By 3.15 and 3.16 , we have:
3
 :  :  :F (F , F q 3 F = F , F s 3 F (F , Fa b g a b g a b g2
 :  :« F (F , F s 2 F = F , F . 3.35 .a b g a b g
 .  .  .Moreover, by 3.5 and 3.12 , we can prove that 3.11]3.19 are equivalent
to
1 1
 :  :  :  :F = F , F s F , F = F s F (F , F s F ? F , F .a b g a b g a b g a b g2 3
3.36 .
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 .  .By 3.5 , 3.20 is equivalent to
F (F (F s F (F (F 3.37 . .  .g a b g b a
 .and 3.21 is equivalent to
F = F (F s F (F = F . 3.38 . .  .g a b g b a
 .  .Note that 3.22 and 3.38 are equivalent.
 .  .Again by 3.5 , 3.23 is equivalent to
F ? F (F q F ( F (F s F (F ? F q F (F (F , .  .  .  .g a b g a b g b a g b a
3.39 .
 .3.24 is equivalent to
F = F = F q F = F = F .  .g a b b g a
s F = F (F q F = F (F y F ( F = F , 3.40 . .  .  .a b g b g a b g a
 .3.25 is equivalent to
F (F ? F q F (F (F s F ( F (F q F ? F (F , .  .  .  .g a b g a b g b a b g a
3.41 .
 .  .  .  .and 3.26 , 2.29 are equivalent to 3.22 . If we change the indices in 3.34
 .according to the cycle a “ b “ g “ a , then we get 3.30 . Similarly,
 .  .  .  .  .3.31 and 3.33 are equivalent. Furthermore, 3.5 ., 3.32 , and 3.34
imply
F ? F ? F q F (F ? F s F ? F ? F q F (F ? F , 3.42 . .  .  .  .g a b a b g b g a b a g
F (F ? F s F (F ? F . 3.43 . .  .g a b b a g
 .Our strategy to do further reduction is to get rid of ``?'' in 3.27]3.28 ,
 .  .  .  .  .  .3.31 , 3.39 , and 3.42]3.43 by 3.5 and 3.37]3.38 . Note that 3.27 is
equivalent to
F (F = F q F (F = F y F = F = F .  .  .g a b a g b g a b
q F (F = F y F = F = F .  .a b g a b g
s F = F = F q F ( F = F .  .b g a a b g
q F = F (F y F = F = F , 3.44 . .  .b g a b g a
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 .  .  .  .which is equivalent to 3.40 by 3.38 . Again using 3.5 , 3.28 is equiva-
lent to
F = F (F q F ( F = F y F (F = F .  .  .g a b b g a b a g
s y F = F = F q F (F = F .  .a b g b g a
q F (F = F y F = F = F , 3.45 . .  .g b a b g a
 .  .  .which is equivalent to 3.40 by 3.38 . Furthermore, 3.31 is equivalent to
F = F (F q F ( F = F y F ( F = F y F = F (F .  .  .  .a b g g a b a b g b g a
s F = F = F y F = F = F . 3.46 . .  .a b g a b g
 .  .Now 3.5 implies that 3.39 is equivalent to
F (F (F q F (F (F y F = F (F q F ( F (F .  .  .  .g a b a g b g a b g a b
s F (F (F q F ( F (F .  .g b a a g b
y F (F = F q F (F (F , 3.47 . .  .g b a g b a
 .which by 3.37]3.38 is equivalent to
F (F (F y F ( F (F s F (F (F y F ( F (F . .  .  .  .a g b a g b g a b g a b
3.48 .
 .  .  .Equations 3.37 and 3.48 shows that V, ( forms a Novikov algebra.
 .  .Next by 3.5 , 3.42 is equivalent to
F (F ? F q F (F ? f y F = F ? F q F (F ? F .  .  .  .g a b a g b g a b a b g
s F (F ? F q F (F ? F .  .b g a g b a
y F = F ? F q F (F ? F , 3.49 . .  .b g a b a g
 .  .  .  .which holds if 3.43 and 3.31 hold. Furthermore, 3.5 implies that 3.43
is equivalent to
F (F (F q F ( F (F y F (F = F .  .  .g a b b g a g a b
s F (F (F q F ( F (F y F (F = F , 3.50 . .  .  .b a g g b a b a g
 .  .which holds if 3.37]3.38 and 3.48 hold.
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We summarize what we have proved as:
 .THEOREM 3.1. A differential operator H of the form 3.1 is a Hamilto-
 .nian operator if and only if V, (, = is an NX-bialgebra,
u ? ¤ s u(¤ q ¤ (u y u = ¤ for u , ¤ g V , 3.51 .
 :and ? , ? is a symmetric bilinear form satisfying:
 :  :  :u(¤ , w s u , ¤ (w s 2 u = ¤ , w for u , ¤ , w g V . 3.52 .
 .  .EXAMPLE. Let A, ? , ( be a Novikov]Poisson algebra such that A, ?
contains an identity element 1 and
1(1 s 2. 3.53 .
 .We shall show now that A, ? , ( is a NX-bialgebra. In fact, we have
x( y s x ? › y , where › y s 1( y 3.54 .  .  .
 .for x, y g A. Note by 1.16 ,
› x( y s › x ? y q x ? › y y 2 x ? y for x , y g A 3.55 .  .  .  .
 w x.cf. X5 . Thus we have
y( x ? z q x ? y( z y y( x ? z s 2 y ? x ? z s x ? y ? z q x ? y ? z .  .  .  .  .  .
3.56 .
 .for x, y, z g A by the commutativity and associativity of A, ? . Further-
more,
x ? y ( z q z( x ? y y x( y ? z y y ? z ( x .  .  .  .
s x ? y ? › z q z ? › x ? y q z ? x ? › y .  .  .
y x ? z ? › y ? z y x ? y ? › z y y ? z ? › x .  .  .
s 0
s x ? y ? z y x ? y ? z 3.57 .  .  .
 .for x, y, z g A. Hence A, ? , ( is an NX-bialgebra.
 .Next we shall give a concrete example. Let A, ? be the quotient
w x  n. w xalgebra R t r t of the algebra R t of polynomials for a positive integer
n. Denote by e the image of t j in A. We define the operation ( byj
e ( e s j q 2 e for 0 F i , j - n. 3.58 .  .i j iqj
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 .Here we have used the convention that e s 0 if l G n. Then A, ? , ( is al
 .  w x.Novikov algebra satisfying 3.53 cf. X5 . Moreover, we define a bilinear
 :form ? , ? on A by
 :e , e s d d for 0 F i , j - n. 3.59 .i j i , 0 j , 0
 :  .Then ? , ? satisfies 3.52 .
4. HAMILTONIAN SUPEROPERATORS AND FERMIONIC
NOVIKOV ALGEBRAS
Consider the following Hamiltonian operator H of type 0:
yH 1 s H 0 s ag F 2 q bg F D , 4.1 .  . .a , b a , b a , b g a , b g
ggI
g g  .where a , b g R. Again we let V be as in 3.6 and define operations:a , b a , b
=, (: V = V “ V by
F (F s ag F , F = F s bg F for a , b g I. 4.2 . a b a , b r a b a , b r
ggI ggI
 .THEOREM 4.1. A differential operator of the form 4.1 is a Hamiltonian
 .operator if and only if V, ( is a fermionic No¤iko¤ algebra and
u = ¤ s ¤ (u y u(¤ for u , ¤ g V . 4.3 .
 .Proof. By 2.31 , the super skew-symmetry of H is equivalent to:
ag F 2 q bg D(F . . a , b g a , b g
ggI
s ag q bg F 2 y bg F D . . . a , b a , b g a , b g
ggI
s ag F 2 q bg F D 4.4 .  . . b , a g b , a g
ggI
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 .for a , b g I, which is equivalent to 4.3 . Next we shall find the exact
 .formula for each term in 3.33 . For any j , j , j g V, we have1 2 3
j D j Hj . .3 H 1 2
jj qj l l11 2s y1 y1 a j D q b D j .  .  . g , a 1a g , a 1a
a , b , g , l , mgI
m m= a F 2 j q b F D j j .  .l, b m 2 b l , b m 2 b 3g
j qj q11 2s y1 F (F (F 3 j j .  . .  g a b 1a 2 b
a , b , ggI
j 2q y1 F (F (F 2 j D j .  . .  .g a b 1a 2 b
j 2q y1 F (F = F 2 j D j .  . .  .g a b 1a 2 b
j qj 21 2q y1 F (F = F j D j .  .  .g a b 1a 2 b
j qj1 2q y1 F = F (F 2 D j j .  .  . .g a b 1a 2 b
j 2q y1 F = F = F D j D j j , 4.5 .  .  . .  . 5g a b 1a 2 b 3g
 . .j q1 j qj1 2 3y1 j D j Hj .  . .1 H 2 3
j qj q12 3s y1 F (F (F 3 j j .  . .  a b g 1a 2 b
a , b , ggI
j qj2 3q y1 F (F (F 3 j j .  . .a b g 1a 2 b
q F (F (F 2 D j j .  . .a b g 1a 2 b
j q11q y1 F (F (F 2 j D j .  . .  .a b g 1a 2 b
j qj2 3q y1 F (F = F 3 j j .  . .a b g 1a 2 b
q F (F = F 2 D j j .  . .a b g 1a 2 b
j q11q y1 F (F = F 2 j D j .  . .  .a b g 1a 2 b
j qj q12 3q y1 F (F = F 3 j j .  . .a b g 1a 2 b
2q F (F = F D j j . .a b g 1a 2 b
2q F (F = F j D j .  .a b g 1a 2 b
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j qj q11 3q y1 F = F (F 2 j D j .  . .  .a b g 1a 2 b
j qj qj q11 2 3q y1 F = F (F 2 j D j .  . .  .a b g 1a 2 b
y F = F (F D j D j . .  .a b g 1a 2 b
j 21q y1 F = F = F j D j j , 4.6 .  . .  . 5a b g 1a 2 b 3g
 . .j q1 j qj3 1 2y1 j D j Hj .  . .2 H 3 1
j qj q11 3s y1 F (F (F 3 j j .  . .  b g a 1a 2 b
a , b , ggI
j qj q11 3q y1 F (F (F 2 D j j .  .  . .b g a 1a 2 b
j qj q11 3q y1 F (F = F 2 D j j .  .  . .b g a 1a 2 b
j qj 23 1q y1 F (F = F D j j .  . .b g a 1a 2 b
j qj q13 1q y1 F = F (F 3 j j .  . .b g a 1a 2 b
q F = F (F 2 D j j .  . .b g a 1a 2 b
j q11q y1 F = F (F 2 j D j .  . .  .b g a 1a 2 b
j qj q11 3q y1 F = F = F 2 D j j .  .  . .b g a 1a 2 a
2y F = F = F D j j . .b g a 1a 2 a
j q11q y1 F = F = F D j D j j . 4.7 .  .  .  . . 5b g a 1a 2 a 3g
 .We assume that H is a Hamiltonian operator. Thus 2.33 holds. We
 .  .substitute 4.5]4.7 into 2.33 . We define the monomial index as in
Section 3. In the following, we always assume that a , b , g are arbitrary
elements of I. By comparing the coefficients of the monomial of index
 .  .3, 0, 0 in 2.33 , we have
F (F (F q F (F (F q F = F (F s 0, 4.8 . .  .  .g a b b g a b g a
 .which by 4.3 is equivalent to
F (F (F s y F (F (F . 4.9 . .  .g a b g b a
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 .  .The coefficients of the monomial of index 2, 1, 0 in 2.33 imply
F = F (F q F (F (F q F (F = F y F (F (F .  .  .  .g a b a b g a b g b g a
s F (F = F q F = F (F q F = F = F , 4.10 . .  .  .b g a b g a b g a
 .which by 4.3 is equivalent to
F = F (F q F ( F (F y F ( F (F y F ( F = F s 0. .  .  .  .g a b g a b a b g a b g
4.11 .
 .  .Again by 4.3 , 4.11 is equivalent to
F (F (F y F ( F (F s F (F (F y F ( F (F . .  .  .  .a g b a g b g a b g a b
4.12 .
 .  .  .Note that 4.9 and 4.12 imply that V, ( is a fermionic Novikov algebra.
 .  .Consulting the coefficients of the monomial of index 2, 0, 1 in 2.33 , we
get
F (F (F q F (F = F y F (F (F y F (F = F .  .  .  .g a b g a b a b g a b g
s F = F (F q F = F = F y F = F (F , 4.13 . .  .  .a g g a b g b g a
 .which is 4.10 if we change the indices according to the cycle a “ b “
g “ a .
 .  .Examining the coefficients of the monomial of index 1, 2, 0 in 2.33 ,
we have
F (F = F y F (F = F y F = F = F s 0, 4.14 . .  .  .a b g b g a b g a
 .which by 4.3 is equivalent to
F (F = F y F (F = F s 0. 4.15 . .  .a b g g b a
 .  .Again by 4.3 , 4.15 is equivalent to
F ( F (F y F (F (F y F ( F (F q F (F (F s 0, .  .  .  .g a b a b g a g b g b a
4.16 .
 .  .which is equivalent to 4.12 by 4.9 . The coefficients of the monomial of
 .  .index 1, 0, 2 in 2.33 tell us that
F (F = F y F (F = F y F = F = F s 0, 4.17 . .  .  .g a b a b g a b g
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 .which is 4.14 if we change indices according to the cycle a “ b “ g “ a .
 .Finally, checking the coefficients of the monomial of index 1, 1, 1 in
 .2.33 , we obtain
F = F = F q F = F = F q F = F = F s 0, 4.18 . .  .  .g a b a b g b g a
 .which by 4.3 is equivalent to
F (F = F y F (F = F q F (F = F .  .  .a g b g a b b a g
s F (F = F y F (F = F q F (F = F , 4.19 . .  .  .a b g g b a b g a
 .  .which holds if 4.15 is satisfied. This shows that V, = is a Lie algebra.
From the above arguments, one can see that we have proved that a matrix
 .differential operator H of the form 4.1 is a Hamiltonian operator if and
 .  .  .only if 4.3 , 4.9 , and 4.12 are satisfied.
EXAMPLE. It is not that easy to construct nontrivial fermionic Novikov
 4   . .algebras. Let V be a vector space with a basis e , e , e , e and E V , ?1 2 3 4
 .be the exterior algebra generated by V. Then E V is 16-dimensional. Set
¤ s e ? e ? e , ¤ s e ? e ? e , ¤ s e ? e ? e , ¤ s e ? e ? e ,1 2 3 4 2 1 3 4 3 1 2 4 4 1 2 3
4.20 .
¤ s c e ? e , ¤ s e ? e ? e ? e , 4.21 .0 i , j i j 5 1 2 2 4
i-j
where c g R are constants. We definei, j
5
A s R¤ 4.22 . i
is0
and define the operation on A by
¤ (¤ s ¤ (¤ s 0, ¤ (¤ s ¤ ? e for ¤ g A, i s 1, 2, 3, 4. 4.23 .0 5 i i
 .Then the operation ( satisfies 4.9 .
 .Let us prove 4.12 ; that is
¤ (¤ (¤ y ¤ ( ¤ (¤ s ¤ (¤ (¤ y ¤ ( ¤ (¤ .  .  .  .i j k i j k j i k j i k
for i , j, k s 0, 1, . . . , 5. 4.24 .
 .Notice that 4.24 holds obviously if one of the following conditions is
 .  .  .  .  .  4satisfied: a i s j; b k s 0, 5; c i s 5; d j s 5; e i, j g 1, 2, 3, 4 .
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Moreover, by symmetry, we only need to prove it when i s 0, j s 1, and
k s 1 or 2.
¤ (¤ (¤ y ¤ ( ¤ (¤ .  .0 1 1 0 1 1
s ¤ ? e ? e y ¤ ( ¤ ? e .0 1 1 0 1 1
s ¤ (¤0 5
s 0, 4.25 .
¤ (¤ (¤ y ¤ ( ¤ (¤ .  .1 0 1 1 0 1
s y¤ ( ¤ ? e .1 0 1
s y¤ ( c ¤ q c ¤ q c ¤ .1 2, 3 4 2, 4 3 3, 4 2
s y e ? e ? e ? c e q c e q c e .  .2 3 4 2, 3 4 2, 4 3 3, 4 2
s 0; 4.26 .
¤ (¤ (¤ y ¤ ( ¤ (¤ .  .0 1 2 0 1 2
s ¤ ? e ? e y ¤ ( ¤ ? e .0 1 2 0 1 2
s c ¤ , 4.27 .3, 4 5
¤ (¤ (¤ y ¤ ( ¤ (¤ .  .1 0 2 1 0 2
s y¤ ( ¤ ? e .1 0 2
s y¤ ( yc ¤ y c ¤ q c ¤ .1 1, 3 4 1, 4 3 3, 4 1
s y e ? e ? e ? yc e y c e q c e .  .2 3 4 1, 3 4 1, 4 3 3, 4 1
s c ¤ . 4.28 .3, 4 5
 .  .Thus we prove that the algebra A, ( defined in 4.21]4.23 is a fermionic
Novikov algebra.
5. INDUCED LIE SUPERALGEBRAS
In this section, we shall prove that a type-1 Hamiltonian operator H of
the form
N
1 0 m 2 mH s H s a F 2 N y m q 1 D . . a , b a , b a , b , g g
ggI ms0
Ny1
n 2 nq1q b F 2 N y n D 5.1 .  . . a , b , g g
ns0
induces a Lie superalgebra.
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In the rest of this section, we denote by u anticommutative formali
variables and by z commutative formal variables for i s 1, 2, 3, that is,i
u u s yu u , z u s u z , z z s z z for i , j s 1, 2, 3. 5.2 .i j j i i j j i i j j i
We let
z z m zi i i
d s , D s u y u d . 5.3 . . i , j i jm /  /z z zj j jmgZ
Note that
D s yD . 5.4 .i , j j , i
Let
w y1 xf u , z s f z q u f z , for f z g R z , z . 5.5 .  .  .  .  .0 1 i
LEMMA 5.1. We ha¤e
f u , z D s f u , z D . 5.6 .  .  .1 1 1, 2 2 2 1, 2
Proof.
z1
f u , z D s f z q u f z u y u d .  .  .  . .1 1 1, 2 0 1 1 1 1 1 2  /z2
z z1 1s u y u f z d y u u f z d .  .  .1 2 0 1 1 2 1 1 /  /z z2 2
z z1 1s u y u f z d q u u f z d .  .  .1 2 0 2 2 1 1 2 /  /z z2 2
z1s f z q u f z u y u d .  .  . .0 2 2 1 2 1 2  /z2
s f u , z D . 5.7 .  .2 2 1, 2
  . 4Let L be a vector space with a basis f n ‹ a g I, n g Zr2 . Wea
denote
1
ynyNy1 ynyNy1f u , z s f n z u q f n q z .  . a a a  /2ngZ ngZ
s f 0 z u q f1 z 5.8 .  .  .a a
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for a g I. Our notions are motivated by the theory of vertex operator
 w x.algebras e.g., cf. FLM . In the rest of this section, we always assume that
1 1
u f n s f n u , u f n q s yf n q u ; 5.9 .  .  .i a a i i a a i /  /2 2
1 1
z f n s f n z , z f n q s f n q z 5.10 .  .  .i a a i i a a i /  /2 2
for a g I, n g Z, and i s 1, 2, 3.
We also use the notions
D s u › q › for i s 1, 2, 3. 5.11 .i i z ui i
By induction on n g N, we can prove:
LEMMA 5.2.
ny1 2 n y1 2 nz D D s y1 z D D , .2 1 1, 2 1 2 1, 2 5.12 .nq1y1 2 nq1 y1 2 nq1z D D s y1 z D D .2 1 1, 2 1 2 1, 2
for n g N.
w xNow we define the operation ?, ? on L by
f u , z , f u , z .  .a 1 1 b 2 2
N
y1 m 2Nym. 2 ms z a D f u , z D D .  . . 2 a , b , g 1 g 1 1 1 1, 2
ggI ms0
Ny1
n 2Nyn.y1 2 nq1q b D F u , z D D 5.13 .  .  . . a , b , g 1 g 1 1 1 1, 2 5
ns0
for a , b g I.
 w x.THEOREM 5.3. The algebra L, ?, ? forms a Lie superalgebra with the
grading
1
L s Rf n , L s Rf n q . 5.14 .  .   0 a 1 a  /2agI ngZ agI ngZ
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Proof. First, we have
f u , z , f u , z .  .a 1 1 b 2 2
N .5.12 my1 m 2Nym. 2 ms z y1 a D f u , z D D .  .  . . 1 a , b , g 1 g 1 1 2 1, 2
ggI ms0
Ny1
nq1 n 2Nyn.y1 2 nq1q y1 b D f u , z D D .  .  . . a , b , g 1 g 1 1 2 1, 2 5
ns0
N
my1 m 2 m 2Nym.s z y1 a D D f u , z D .  . . 1 a , b , g 2 1 g 1 1 1, 2
ggI ms0
Ny1
nq1 n 2 nq1 2Nyn.y1q y1 b D D f u , z D .  . . a , b , g 2 1 g 1 1 1, 2 5
ns0
N .5.6 my1 m 2 m 2Nym.s z y1 a D D f u , z D .  . . 1 a , b , g 2 2 g 2 2 1, 2
ggI ms0
Ny1
nq1 n 2 nq1 2Nyn.y1q y1 b D D f u , z D .  . . a , b , g 2 2 g 2 2 1, 2 5
ns0
N
mq 1y1 m 2 m 2Nym.s z y1 a D D f u , z D .  . . 1 a , b , g 2 2 g 2 2 2, 1
ggI ms0
Ny1
n n 2 nq1 2Nyn.y1q y1 b D D f u , z D 5.15 .  .  . . a , b , g 2 2 g 2 2 2, 1 5
ns0
 .for a , b g I. Therefore, the super skew-symmetries of H and 2.31 imply
0 0 0 1f z , f z u u y f z , f z u .  .  .  .a 1 b 2 1 2 a 1 b 2 1
1 0 1 1q f z , f z u q f z , f z .  .  .  .a 1 b 2 2 a 1 b 2
s f u , z , f u , z .  .a 1 1 b 2 2
s f u , z , f u , z .  .b 2 2 a 1 1
1 0 0 1s f z , f z u u y f z , f z u .  .  .  .b 2 a 1 2 1 b 2 a 1 2
1 0 1 1q f z , f z u q f z , f z 5.16 .  .  .  .  .b 2 a 1 1 b 2 a 1
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for a , b g I, which implies the skew-symmetry
i ji j j if z , f z s y y1 f z , f z .  .  .  .  .a 1 b 2 b 2 a 1
for a , b g I ; i , j g Z . 5.17 .2
In the rest of this section, we assume that a , b , g are arbitrary elements
of I. Note that
f u , z , f u , z , f u , z .  .  .a 1 1 b 2 2 g 3 3
N
y1 m 2Nym. 2 ms z a D f u , z D D , f u , z .  .  . . 2 a , b , l 1 l 1 1 1 1, 2 g 3 3
lgI ms0
Ny1
m 2Nym.y1 2 mq1q b D f u , z D D , f u , z .  .  . . a , b , l 1 l 1 1 1 1, 2 l 3 3 5
ms0
N
y1 m 2Nym. 2 ms z y a D f u , z , f u , z D D .  .  . 2 a , b , l 1 l 1 1 g 3 3 1 1, 2
lgI ms0
Ny1
m 2Nym.y1 2 mq1q b D f u , z , f u , z D D .  .  . a , b , l 1 l 1 1 l 3 3 1 1, 2 5
ms0
N N
y1 y1 m n 2Nym.s z z y a a D  2 3 a , b , l l , g , m 1
l, mgI ms0 ns0
2 Nyn. 2 n 2 m= D f u , z D D D D .  .  . .1 m 1 1 1 1, 3 1 1, 2
N Ny1
m n 2Nym.q y a b D  a , b , l l , g , m 1
ms0 ns0
2 Nyn.y1 2 nq1 2 m= D f u , z D D D D .  .  . .1 m 1 1 1 1, 3 1 1, 2
Ny1 N
m n 2Nym.y1q b a D  a , b , l l , g , m 1
ms0 ns0
2 Nyn. 2 n 2 mq1= D f u , z D D D D .  .  . .1 m 1 1 1 1, 3 1 1, 2
Ny1 Ny1
m n 2Nym.y1q b b D  a , b , l l , g , m 1
ms0 ns0
2 Nyn.y1 2 nq1 2 mq1= D f u , z D D D D , 5.18 .  .  .  . .1 m 1 1 1 1, 3 1 1, 2 5
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f u , z , f u , z , f u , z .  .  .b 2 2 g 3 3 a 1 1
N N
Nqmqnq1y1 y1 m n 2 ns z z y1 a a D .  2 3 b , g , l l , a , m 1
l, mgI ms0 ns0
2 Nyn. 2Nym. 2 m= D f u , z D D D D .  . . .1 m 1 1 1 1 1, 3 1, 2
N Ny1
Nqmqn m n 2 nq1q y1 a b D .  b , g , l l , a , m 1
ms0 ns0
2 Nyn.y1 2Nym. 2 m= D f u , z D D D D .  . . .1 m 1 1 1 1 1, 3 1, 2
Ny1 N
Nqmqn m n 2 nq y1 b a D .  b , g , l l , a , m 1
ms0 ns0
2 Nyn. 2Nym.y1 2 mq1= D f u , z D D D D .  . . .1 m 1 1 1 1 1, 3 1, 2
Ny1 Ny1
Nqmqnq1 m n 2 nq1q y1 b b D .  b , g , l l , a , m 1
ms0 ns0
2 Nyn.y1 2Nym.y1 2 mq1= D f u , z D D D D , .  . . .1 m 1 1 1 1 1, 3 1, 2 5
5.19 .
f u , z , f u , z , f u , z .  .  .g 3 3 a 1 1 b 2 2
N N
my1 y1 m n 2 ms z z y1 a a D .  2 3 g , a , l l , b , m 1
l, mgI ms0 ns0
2 Nym. 2Nyn. 2 n= D D f u , z D D D .  . .1 1 m 1 1 1 1, 2 1, 3
N Ny1
m m n 2 mq y1 a b D .  g , a , l l , b , m 1
ms0 ns0
2 Nym. 2Nyn.y1 2 nq1= D D f u , z D D D .  . .1 1 m 1 1 1 1, 2 1, 3
Ny1 N
mq 1 m n 2 mq1q y1 b a D .  g , a , l l , a , m 1
ms0 ns0
2 Nym.y1 2Nyn. 2 n= D D f u , z D D D .  . .1 1 m 1 1 1 1, 2 1, 3
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Ny1 Ny1
mq 1 m n 2 mq1q y1 b b D .  g , a , l l , a , m 1
ms0 ns0
2 Nym.y1 2Nyn.y1 2 nq1= D D f u , z D D D . .  . .1 1 m 1 1 1 1, 2 1, 3 5
5.20 .
On the other hand, we have for j , j , j g V1 2 3 0
j D j Hj . .1 H 2 3
s D j Hj j .  . H 2 3 1aa , l l
a , lgI
N
 .2 Nymm 2 ms a D j .  a , b , l 2 b
a , b , g , l , mgI ms0
Ny1
m 2 mq1 2Nym.y1y b D j D . a , b , l 2 b
ms0
N
n 2 n= a F 2 N y n q 1 D j . .  . l, g , m m 3g
ns0
Ny1
n 2 nq1q b F 2 N y n D j j . .  . l, g , m m 3g 1a5
ns0
N N
m n 2Nym.s a a D   a , b , l l , g , m
a , b , g , l , mgI ms0 ns0
2 n 2 m= F 2 N y n q 1 D j D j . .  .  .m 3g 2 b
N Ny1
m n 2Nym.q a b D  a , b , l l , g , m
ms0 ns0
2 nq1 2 m= F 2 N y n D j D j . .  .  .m 3g 2 b
Ny1 N
m n 2Nym.y1y b a D  a , b , l l , g , m
ms0 ns0
2 n 2 mq1= F 2 N y n q 1 D j D j . .  .  .m 3g 2 b
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Ny1 Ny1
m n 2Nym.y1y b b D  a , b , l l , g , m
ms0 ns0
2 nq1 2 mq1= F 2 N y n D j D j j , 5.21 .  . .  .  .m 3g 2 b 1a5
j D j Hj . .2 H 3 1
N N
Nqmqn m n 2 ns y1 a a D .   b , g , l l , a , m
a , b , g , l , mgI ms0 ns0
2 Nym. 2 m= F 2 N y n q 1 D D j j . .  .m 3g 2 b
N Ny1
Nqmqnq1 m n 2 nq1q y1 a b D .  b , g , l l , a , m
ms0 ns0
2 Nym. 2 m= F 2 N y n D D j j . .  .m 3g 2 b
Ny1 N
Nqmqnq1 m n 2 nq y1 b a D .  b , g , l l , a , m
ms0 ns0
2 Nym.y1 2 mq1= F 2 N y n q 1 D D j j . .  .m 3g 2 b
Ny1 Ny1
Nqmqn m n 2 nq1q y1 b b D .  b , g , l l , a , m
ms0 ns0
2 Nym.y1 2 mq1= F 2 N y n D D j j j , 5.22 .  . .  .m 3g 2 b 1a5
j D j Hj . .3 H 1 2
N N
mq 1 m n 2 ms y1 a a D .   g , a , l l , b , m
a , b , g , l , mgI ms0 ns0
2 Nym. 2 n= D F 2 N y n q 1 D j j . .  .m 2 b 3g
N Ny1
mq 1 m n 2 mq y1 a b D .  g , a , l l , b , m
ms0 ns0
2 Nym. 2 nq1= D F 2 N y n D j j . .  .m 2 b 3g
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Ny1 N
m m n 2 mq1q y1 b a D .  g , a , l l , b , m
ms0 ns0
2 Nym.y1 2 n= D F 2 N y n q 1 D j j . .  .m 2 b 3g
Ny1 Ny1
m m n 2 mq1q y1 b b D .  g , a , l l , b , m
ms0 ns0
2 Nym.y1 2 nq1= D F 2 N y n D j j j . 5.23 .  . .  .m 2 b 3g 1a5
 .  .  .  .  .  .Comparing 5.18 and 5.21 , 5.19 and 5.22 , 5.20 and 5.23 , we have
f u , z , f u , z , f u , z .  .  .a 1 1 b 2 2 g 3 3
q f u , z , f u , z , f u , z .  .  .b 2 2 g 3 3 a 1 1
s y f u , z , f u , z , f u , z . 5.24 .  .  .  .g 3 3 a 1 1 b 2 2
Furthermore, we have
f u , z , f u , z , f u , z .  .  .a 1 1 b 2 2 g 3 3
0 0 0s f z , f z , f z u u u .  .  .a 1 b 2 g 3 1 2 3
0 1 0y f z , f z , f z u u .  .  .a 1 b 2 g 3 1 3
1 0 0q f z , f z , f z u u .  .  .a 1 b 2 g 3 2 3
1 1 0q f z , f z , f z u .  .  .a 1 b 2 g 3 3
0 0 1q f z , f z , f z u u .  .  .a 1 b 2 g 3 1 2
0 1 1q f z , f z , f z u .  .  .a 1 b 2 g 3 1
1 0 1y f z , f z , f z u .  .  .a 1 b 2 g 3 2
1 1 1q f z , f z , f z , 5.25 .  .  .  .a 1 b 2 g 3
f u , z , f u , z , f u , z .  .  .b 2 2 g 3 3 a 1 1
0 0 0s f z , f z , f z u u u .  .  .b 2 g 3 a 1 1 2 3
1 0 0y f z , f z , f z u u .  .  .b 2 g 3 a 1 1 3
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0 0 1q f z , f z , f z u u .  .  .b 2 g 3 a 1 2 3
1 0 1y f z , f z , f z u .  .  .b 2 g 3 a 1 3
0 1 0q f z , f z , f z u u .  .  .b 2 g 3 a 1 1 2
1 1 0q f z , f z , f z u .  .  .b 2 g 3 a 1 1
0 1 1q f z , f z , f z u .  .  .b 2 g 3 a 1 2
1 1 1q f z , f z , f z , 5.26 .  .  .  .b 2 g 3 a 1
f u , z , f u , z , f u , z .  .  .g 3 3 a 1 1 b 2 2
0 0 0s f z , f z , f z u u u .  .  .g 3 a 1 b 2 1 2 3
0 0 1y f z , f z , f z u u .  .  .g 3 a 1 b 2 1 3
0 1 0q f z , f z , f z u u .  .  .g 3 a 1 b 2 2 3
0 1 1q f z , f z , f z u .  .  .g 3 a 1 b 2 3
1 0 0q f z , f z , f z u u .  .  .g 3 a 1 b 2 1 2
1 0 1y f z , f z , f z u .  .  .g 3 a 1 b 2 1
1 1 0q f z , f z , f z u .  .  .g 3 a 1 b 2 2
1 1 1q f z , f z , f z . 5.27 .  .  .  .g 3 a 1 b 2
 .Now 5.24]5.27 imply
 .i jqki j k j k if z , f z , f z q y1 f z , f z , f z .  .  .  .  .  .  .a 1 b 2 g 3 b 2 g 3 a 1
 .k iqj k i js y y1 f z , f z , f z 5.28 .  .  .  .  .a 3 a 1 b 2
which is the super Jacobi identity.
 .EXAMPLE. If we let a s 0 in 3.1 , then the Hamiltonian operatora , b
 .  .3.1 is a special case of 5.1 . Therefore, each NX-bialgebra induces a Lie
 4superalgebra. It can be proved that a ‹ a , b g I induces a one-dimen-a , b
sional central extension of the Lie superalgebra. In general, Theorem 5.3
holds for any linear Hamiltonian superoperator of type 1.
  . <Let 0 - n g Z and let L be a vector space with a basis f n , ci
4  .  .n g Zr2, i s 0, 1, . . . , n y 1 . Besides using 5.8]5.10 and 5.14 , we also
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assume
u c s cu , cz s z c for i s 1, 2. 5.29 .i i i i
By the example in Section 3, we have the type 1 Hamiltonian superopera-
tor H
H 1 s H 0 s d d D5 q i q j q 3 F D2 .i , j i , j i , 0 j , 0 iqj
q F 2 D q j q 2 F 3 5.30 .  .  .  .iq j iqj
for i, j s 0, 1, . . . , n y 1. Here we have used the convention that F s 0 ifl
w xl G n. We define the operation ?, ? on L by
w x w xu , c s c, u s 0 for u g L 5.31 .
and
f u , z , f u , z .  .i 1 1 j 2 2
s zy1 d d D5D c q i q j q 3 F u , z D2D .  .2 i , 0 j , 0 1, 2 iqj 1 1 1 1, 2
qD f u , z D D q j q 2 D2 f u , z D .  .  . 4 .  .1 iqj 1 1 1 1, 2 1 iqj 1 1 1, 2
y1 2 3s z d d › d z rz c y › d z rz cu u .  .2 i , 0 j , 0 z 1 2 z 1 2 1 21 1
0 1q i q j q 3 f z u q f z u y u › d z rz .  .  .  .  .iq j 1 1 iqj 1 1 2 z 1 21
0 1q f z y › f z u d z rz y › d z rz u u .  .  .  . .iq j 1 z iqj 1 1 1 2 z 1 2 1 21 1
0 1q j q 2 › f z u q › f z u y u d z rz .  .  .  .  . .  . 5z iqj 1 1 z iqj 1 1 2 1 21 1
s zy1 d d › 2d z rz c q f 0 z d z rz .  .  .2 i , 0 j , 0 z 1 2 iqj 1 1 21
1q i q j q 3 f z › d z rz .  .  .iq j 1 z 1 21
1q j q 1 › f z d z rz u .  .  . .z iqj 1 1 2 11
1y i q j q 3 f z › d z rz .  .  .iq j 1 z 1 21
1q j q 2 › f z d z rz u .  .  . .z iqj 1 1 2 21
3 0y d d › d z rz c q i q j q 4 f z › d z rz .  .  .  .i , 0 j , 0 z 1 2 iqj 1 z 1 21 1
0q j q 2 › f z d z rz u u 5.32 .  .  .  . . 5z iqj 1 1 2 1 21
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for i, j s 0,1, . . . , n y 1. Thus we have
1 1 y1 2 0f z , f z s z d d › d z rz c q f z d z rz , .  .  .  .  .i 1 j 2 2 i , 0 j , 0 z 1 2 iqj 1 1 21
5.33 .
0 1 y1 1y f z , f z s z i q j q 3 f z › d z rz .  .  .  .  .i 1 j 2 2 iqj 1 z 1 21
1q j q 1 › f z d z rz , 5.34 .  .  .  . .z iqj 1 1 21
1 0 y1 1f z , f z s yz i q j q 3 f z › d z rz .  .  .  .  .i 1 j 2 2 iqj 1 z 1 21
1q j q 2 › f z d z rz , 5.35 .  .  .  . .z iqj 1 1 21
0 0f z , f z .  .i 1 j 2
y1 3 0s yz d d › d z rz c q i q j q 4 f z › d z rz .  .  .  .2 i , 0 j , 0 z 1 2 iqj 1 z 1 21 1
0q j q 2 › f z d z rz . 5.36 .  .  .  . .z iqj 1 1 21
 .Note that 5.33]5.36 are equivalent to
1 1
f m q , f n qi j /  /2 2
s d d d n q 1 nc q f m q n q 1 , 5.37 .  .  .i , 0 j , 0 mqnq1, 0 iqj
1
f m q , f n .i j /2
1
s j q 2 m q 1 y i q 1 n q 1 f m q n q , 5.38 .  .  .  .  .iq j  /2
f m , f n s yd d d n q 1 n n y 1 c .  .  .  .i j i , 0 j , 0 mqnq1, 0
q j q 2 m q 1 y i q 2 n q 1 f m q n , .  .  .  .  .iq j
5.39 .
for i, j s 0, 1, . . . , n y 1; m, n g Z. Therefore, we obtain a Lie superalge-
 w x.bra L, ?, ? that is a natural generalization of the super-Virasoro algebra.
 .Remark 5.4. a Lie superalgebras induced by Novikov]Poisson alge-
w xbras whose Novikov algebras are simple were studied in X5 .
 .b We still do not know how to connect linear Hamiltonian superop-
erators of type 0 with Lie superalgebras.
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