The Scheme papers demonstrated that lisp could be made simpler and more expressive by elevating functions to the level of first class objects. Oaklisp shows that a message based language can derive similar benefits from having first class types.
Introduction
Oaklisp is a message based, multiple inheritence dialect of lisp.
Programs are written using lisp syntax, and traditional lisp data types coexist with a Smalltalk style class hierarchy. This paper assumes that the reader is familiar with one of the many object-oriented lisp dialects of this sort. and will therefore concentrate on the unique aspects of Oaklisp which are mostly due to the influence of Scheme.
Oaklisp is based on Scheme in two ways. Scheme was used as the model for syntactic details whenever possible in order to minimize our contribution to the continual proliferation of incompatible varieties of lisp, More significantly. Oaklisp is based on the Scheme philosophy.
which states that the primitive forms of a language should be simple.
powerful, and meaningful from several points of view. The careful design of Oaklisp permits its object-oriented and procedural sides to'be more closely integrated than in a language which just hangs a separate message facility on the side of an existing lisp. Although Oaklisp is object-oriented from the core. all of its features behave in such a way that pure Scheme emerges as an alternate programming style.
Because Oaklisp is so closely related to Scheme. it is worth taking • look at the main ideas of Scheme before proceeding. The conceptual foundation of the language is that functions are objects just like everything else. which means they can be returned from calls, passed around, stored in data structures, and so forth. This principle has Ll~is work was ~upporled by granl.~ flora DARPA *'td the System Development I-oundation Barak Pcarlmuuer is a I lenz Fellow.
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~.~ 1986 ACM 0-89791-204-7/86/09004)030 75¢ several implications that are not immediately obvious. Because • function can be applied at a point distant in time and space from ilz point of origin, it must be able to remember the bindings of any variables that were visible when it was made. This additional complexity is offset by the ability to write many previously primitive control structures at the user level and by the fact that the special mechanisms that lisp ordinarily uses for defining and applying functions can be dispensed with.
In lisp, the car position of a function call is treated as the name of a function which is looked up in a special table and then applied to the values obtained by evaluating the arguments of the call. In Scheme, the car of a call is an evaluated position. Although any expression can occur in the car, it is common for the expression to be a variable, in which case a call looks exactly like it would in lisp even though something completely different is 80ing on. For example, the Scheme form (PLus ! 2) is evaluated by looking up the binding of the variable PLUS and applying the resulting funcdon to the values t and z. Because functions arc manipulated using the same mechanisms as other forms of data. they arefirst class. Because functions arc never found by looking up their name, they are ononymous. It is worth pointing out that when a function is commonly bound to a particular variable (such as PLus), it is convenient to speak as if the variable's name were the function's name. This practice should not be allowed to obscure the fact that the function is really an anonymous object which happens to be accessible through a standard variable binding.
The Oaklisp version of a function call is an amplified version of
what we have just seen in Scheme, with identical syntax and closely related semantic~ The first step in the evaluation of a call is the same, namely the recursive evaluation of the subelements of the form. The message based semantics of OaIlisp only becomes manifest in the application step of evaluation, where the car value is taken to be an operation and the second value is taken to be an object whose type determines the method which is invoked to perform the operation. The remaining arlpaments are passed along to the method, but play no role in its selection. It should be clear that this message passing paradigm is basically the same as in Smalltalk. The inheritance and shadowing of methods occurs in the usual way. The only major difference between Oaklisp and Smalltalk messages is that Oaklisp operations are not symbols; they are anonymous objects that may be passed around and compared. The anonymity of operations is necessary so that Oaklisp will have the correct Scheme semantics when a functional programming style is adopted. However, an operation is not a function by itself, since it is not directly associated with any code. An operation is just a thing with a unique identity that in conjunction with a type specifies a method which can actually be executed.
1"o make all of this a bit more concrete, consider the evaluation of the call (PLUS Z 3). "lhe first subform is a variable which is dercferenced, yielding an operation. The other two subfi)rms are constants, so they evaluate to themselves. The type of the distinguished first arg,mcnt is retrieved, and then the method tables of the integer type and its supcrtypes are searched using the anonymous operation as a key. If the tables have been set up correctly, the search leads to the selection of a method that knows how to add things to an integer.
Finally. the method is invoked with the arguments z and a.
We have seen how the cvalualion of calls is moderated by the type system, and in particular by the method tables of types. The ability to configure these tables is provided by the ADO-MEVHO0 special form. For example, by evaluating the following expression we can define a PLUS method foreonscelissuch that (PLus (cous 2 3)) ~ 8.
(ADD-METHOD (PLUS (PAIR) SELF) (rIMES (CAR SELF) (CDR SELF)))
This form tells the system to associate the method specified by the body with the operation PLUS in the method table of the type PAIR. It is a special form rather than a call because of(be keyword ADD-METIIOO and because the body and argument list (SELF) are not evaluated.
However, the operation and type positions are evaluated, which means that PLUS is just a variable which is bound to the same operation which will later be used as a method selector during a call. Notice that when an instance variable is used in the body ot" a method, it must be declared at the top of the method. "l'his helps to disambiguate variable references for both the compiler and the programmer.
A particularly important aspect of the ADO-METHOD form is that the method is dosed in its lexical environment when the form is evaluated.
Together with the ('act that AOO-MErH0O returns its operation argument.
this rule allows the L~BDA special form of Scheme to be defined with the following macro.
( CAMBria arM.list, body) E ( ADD-ME THO0 ( (MAKE OPERAT tON) (OBJECT). nrl-I/st ) . l~v)
When a LAMBDA form iS evaluated, it generates a new anonymous operation and supplies a default method for [he operation. Since the same piece of" code is invoked every time the operation is sent in a message, the operation behaves exactly like a function. Using the LAMBOA form. Oaklisp programs can be written in a functional style that is indistinguishable from Scheme. In practice, progrnms tend to be written in a mixture of the functional and object-oriented styles. It is easy to combine the two styles in a harmonious manner because the Scheme component of the language is just the natural result of having anonymous operations and a icxicaily seeped ADO-ME raoD fOrm.
The Oaklisp Cons tlierarchy
In the Oaklisp kernel, censer are defined in Oaklisp itself in a way open to extension by ordinary users. The cons hierarchy (see figure 2) is rather detailed, allowing each method and subtype to be defined at the right level of abstraction. "
Figure 2: The Cons Hierarchy (SfTI LIST-TYPE (MAKE TYPE '() "())) (SETi NULL-TYPE (MAKE TYPE '() (LEST LEST-TYPE OBJECT))) (SET! PAER (MAKE TYPE '() (LIST LIST-TYPE))) (SETI CONS-PAER (MAKE TYPE '(THE-CAR THE-COH) (LEST PAER OBJECT))) (AOO-MEFHO0 (CAR (CONS-PAIR THE-CAR) SELF) THE-CAR)
The PAER type is never instantiated; it is an abstract type for "things that behave like lisp cerises." Methods for printing and mapping are defined at the PAIR level and are shared by all of PAER'S subtypes, while the subtypes themselves are responsible for handling CAK and cot messages. Ordinary cons cells are instances of the type CONS-PAER, but other useful subtypes of PAER can be defined as well. For example, the following program fragment sets up a type of lazy pair that only computes its car and cdr when they are actually needed.
When we make a lazy-pair, we give it "thunks" for the car and cdr values. "]'he pair then uses a call by need strategy, in which a thunk is used to compute the car or edr on first request, and the computed value is stored and returned immediately on future requests. The ease with which we can create thunks is a consequence of the Scheme seeping rules, which allow us to close a function in the environment of its creation and to use the function even after the environment in which it was created has been exited. V~en we want to make a thunk fur a computation, we just close a function to compute the needed value in the appropriate environment For instance, to create an infinite List ot" squares we can write
The syntax here is somewhat awkward 3 but syntax is not the point of the example. We have created an infinite list which is computed on demand. Since we've built on the absu'act PAIn type, the list can be printed and manipulated like any other list; our lazy pairs deal with CAM and con a little ideosyncraticaily, but that's invisible from outside the type. For instance, if we were to now print EMFINITE-SQOARELIST, "(0 I 4 ele E6 36 4H ... )" would appear on our screen. It is interesting to no~ 3Expos1 lisp programmers will ~'cosize [he opportunity to define • lazy-cross macro.
that the printer normally abreviates long lists, printing "." after a certain number of elements have been printed out. This feature is inherited by all subtypes of pair, so we don't have to do anything special to make lazy pairs print reasonably. This illustrates the usefulness of abstract types and the importance of separating them from particular implementations. It also shows the usefulness of defining very general methods at high levels of abstraction, as such a policy leads to greater code sharing.
It is equally easy to make a list that is overlayed onto a fractal.set of points on the serccn or a string that is the mapped image of a file. 
(serf COEIICEII (RAKE OPtliArlOIIJ) (AI)D-MfTHOD (COFRCER (COEIICARI | -IYPI COERCIOK-OP) SELF) COl liCI OII-OP)
It remains to define an |a|T~A~ WZE meth~KI fi)r cocrcable types so that when one is created it will make itself a coercing operation and stash it in its COFRCIOU-OP instance vanable. .,) adds a handler to the type that is being created. The handler is for the type's coercioo operation, so this form tclls instances of the type how to be coerced to that type. Since they are already of the right type, all they need do is return themselves.
To give a concrete examplo of. how this facility is used, imagine that we want to add complex numbers to our language, and that we want our complex numbers to have two different representations, cartesian and polar. We'd also like to be able to switch between representations conveniendy. Our implementation will use an abstract type CoNlitEx and two concrete subtypes.
(SFTI CO~qlPtfll (RAKE TYPE '() (lIST Ulitl))) (SFTI OIITHO-COMPLEX (MARE COfRCAIIlE-TYP£ '(RFAL-COIKPOIIEIIT INAG -CONliOdiE lie ) (LIST CONPLER Oe.)ECT))) (SETI POLAII-CONPLEX (NAg| COERCABLF-TYPE '(ANGLE LEIIGrN) (LIST COMPLEX 0(IJECT)))
Now that we have some new types of numbers, we have to make them do all the things numbers are supposed to: addition.
exponcntiation, printing themselves, eL. The details are tedious; for expository purposes, a few examples suffice.
:: Absolute value: ez~slve in one represeatotior¢ (AOO-METH00 (ALES (ORTHO-CONPLFX IIEAL-CONPOilEIIT INAG-CONPONENE) SELF) (SORT (~" (£xPf IIEAL-CONPOIIiIT It) (EXPT 1NAG-CONPONEIIT Z))))
:: but cheap kl the other. 
:: We define equably at on abstract h,vel so that both represrntions ~11 :: inherit how to t'ompo~ fnr eqlmlity. (ADD NITHOD (" (COMPIFX) X Y) (ANI~ (" (R~AtPART X) (HFAIPART Y)) (" (IMAGPART X) (]HAGPART Y))))
Now we get to use our powerful coercion operations, i-~ch kind of complex number automatically knows how to coerce to itself; we just have to tell each kind how to be coerced to the other. 
The contrast between our cocrcable type construction and Srnalltaik class variables is also interestin 8. In Smalltaik, there are .special variables which are global to an entire type. The COFHCtON-OP instance variable of each cotrcable type is morally equivalent to a clags variable, since any instance of a coercable type could get to the coercable operation by running up its is-a link. By defining an interface at the type level allowing the variable to be accessed and some macros to sugar the syntax, we could use this sort of definition to make things that look almost exactly like class variables. All of this activity can lake place at user level--no modification or knowledge of system internals is necessary. 4
Mixin Managers
Frequently, type hierarchies become so rich that they threaten to overwhelm uset~ with a plethora of possible combinations of mixim. In Oaklisp, it is easy to define mixin managers that take care of this problem. When programmers need "the type based on fun with bar.
baz and zonk mixed in," they ask a mixin manager for it. lfsuch a type has already been created, it is returned: if not, the mixin manager 
lit ((NFH-TYPF (HAKE TYPE '() TYPE-LIST))) (SFTf CACHe (CONS (CONS TYPE*LIST HEW-TYPE) CACHE )) NEW-TYPE)))))
When an instance &the HIXIN' MAIIAGER type receives a HIX message it gets one argument: a list of types to be mixed together. The mixin manager checks its cache, creating and caching the requested type if necessary.
To demonstrate a mixin manager in action, consider the Oaklisp operation hierarchy, which is quite elaborate. Some of the types and help us. We proceed by first making a mixin manager and then usin8 it to get a complex combination of types. 
Semantic Foundations
Types represent sets of objects. This relationship may be specified by a mapping m which sends a type to the set of objects that it represents. In Oaklisp, types are themselves objects, so m is actually a partial mapping from objects to sets of objects. The mapping m may defined more fi~rmally as fi)llows, l.ct 0 be the set of all objects, and T the set of all type objects, Let xc m(o,.,Ecr).
The relation < is a partial ordering of T.
If •< b then m(a)<~-m(b).
(GET-TYPE .g) ( T, It is noteworthy that the G[V-~W~ function can be formalized in this way. The implementation of Coy-typE returns the contents of the type field of an object. Formally. ~v-vwE returns the smallest type containing the object it is applied to. The guarantee that such a smallest nontrivial type exists for every object in the system is one way in which the theory of the Oaklisp type heirarchy differs from usual set theory, and was necessary for our proof of consistency.
If zero(a)
then
Comparison to Other Work
Oaklisp derives its menage sending syntax from T, a highly developed dialect of Scheme. However, T is not object-orientee in the usual sense since types are not visible to the user, there is no inheritance hierarchy, and it is impossible to add new methods to existing objects.
Object ],isp, Common Loops. and New Flavors also use the T syntax for messages. Oaklisp differs from these languages in that its type hierarchy lies at the heart of the language, eliminating the distinction between "'regular lisp stuff" and "object-oriented extension stuff." More importantly. Oaklisp's types are first class and can be meaningfully manipulated by user code.
Conclusion
We stated at the beginning of the paper that the unique features of Oaklisp are mostly due to the influence of the Scheme philosophy. For example, the tight coupling between the object-oriented and functional sides of Oaklisp is motivated by the principle of not creating two primitive mechanisms when one will suffice. Scheme also supplied the idea of first class functions, whose power can bo exploited even when the message based aspects of the language are being to used to maintain a conservative module discipline. The usefulness of first class functiom inspired the first class types of Oaklisp, which turn out to have similar benefits, making it easy to define meta tools which deal with the semantic substrate of the language itself. In some ways, O~lisp's ability to manipulate its own type structure is analogous to the ability of 3-lisp to reflect upon its own control sW, cture.
Appendix: Current Implementation
The implementation of Oaklisp is heavily influenced by 1", which was designed as a systems programming language. In particular, the SThmzks to L~ee I Iota for his help.
