LANDA, J., PROCHÁZKA, D.: Usage of Microso Kinect for augmented prototyping speed-up. Acta univ. agric. et silvic. Mendel. Brun., 2012, LX, No. 2, pp. 175-180 Physical model is a common tool for testing of the product features during the design process. This model is usually made of clay or plastic because of the modifi ability of these materials. Therefore, the designer could easily adjust the model shape to enhance the look or ergonomics of the product. Nowadays, some companies use augmented reality to enhance their design process. This concept is called augmented prototyping. Common approach uses artifi cial markers to augment the product prototype by digital 3D models. These 3D models that are shown on the markers positions can represent e.g. car spare parts such as diff erent lights, wheels, spoiler etc. This allows the designer interactively change the look of the physical model. Further, it is also necessary to transfer physical adjustments made on the model surface back to the computer digital model. Well-known tool for this purpose a professional 3D scanner. Nevertheless, the cost of such scanner is substantial. Therefore, we focused on diff erent solution -a motion capture device Microso Kinect that is used for computer games. This article outlines a new augmented prototyping approach that directly updates the digital model during the design process using Kinect depth camera. This solution is a cost eff ective alternative to the professional 3D scanners. Our article describes especially how depth data can be obtained by the Kinect and also provides an evaluation of depth measurement precision. augmented reality, augmented prototyping, Kinect, image-based rendering, prototype
General principle of augmented reality (AR) usage is to merge the real and virtual world. It allows user to interact with computer in a natural way. There is a number of examples: controlling the computer using natural gestures (e.g. game consoles), projecting status and navigation information on the car windshield, etc. In our research, we focused on problematic of augmented prototyping (AR usage for product design). We proposed and tested several methods that allow to augment a car prototype with virtual objects such as new lights, spoiler, etc. (outlined in Šťastný et al. (2011) and Procházka et al. (2011) ).
This feature substantially simplifi es the overall design process. It is not necessary to create every new component on CNC device and place it on the car model. The designer is able to make a preview of this adjustment using the AR, and just in case of satisfaction, a CNC machine could make a solid model. These adjustments are done by placing square markers on the car surface. Each marker contains unique binary code that allows to pair the marker with a virtual spare part model (wheel, spoiler) . In camera stream, an appropriate virtual object is then placed on a position given by the marker (see Fig. 1 ).
However, there is other important challenge. Product (e.g. car) model shape is during the design process adjusted. It would be useful to adjust automatically also the digital computer model. Obviously, this reconstruction can be done using a specialized 3D scanner, however, the price of such technology is substantial, therefore, it cannot be used in many cases. Therefore we looked for an alternative solution. Such solution could potentially be the Microso Kinect device.
Microso Kinect is originally an advanced game controller designed for the Xbox game consoles. It is equipped by both common and infrared camera. Kinect also contains microphone array and motor. Motor can be used to tilt Kinect up and down. There are many applications for Kinect. The applications can range from systems for sign language translation (Li et al., 2011) to usage the Kinect as a touch sensor (Wilson, 2011) . In many articles, we can fi nd a description of Microso Kinect potential to reconstruct the shape of surrounding objects (Zollhöfer et al., 2011 ), Cui and Stricke (2011 ), Izadi et al. (2011 ). Similar approach is used in professional optical tracking solutions for CAVEs. Therefore, we focused on this device and measured and evaluated in detail its precision, hence, its suitability for usage for shape reconstruction.
Following section briefl y outlines toolkits available for Kinect. Further, measurements of the precision are published and summarized. The last section discusses the suitability for professional solutions.
METHODS AND RESOURCES

Libraries for Kinect
There are many APIs designed for Kinect. Majority of them is open-source, nevertheless, some are available just for non-commercial use. The common feature of all of them is the ability to access raw depth data. However, they diff er in approaches used for accessing these data. This part describes few selected libraries: OpenNI, KinectSDK, Libfreenect, KinectRGB Demo and PCL (Point Cloud Library). The fi rst three use their own drivers to access raw data. RGBDemo and PCL use OpenNI to access raw depth data. Summary of the APIs functions can be found in Tab I.
OpenNI
1 is an open-source framework that provides an API for writing applications using There are many advantages in using OpenNI. The biggest advantage is the licence which includes commercial use. This allows companies to use OpenNI in their applications. OpenNI is also a cross-platform and supports Microso Windows, Mac OS X and GNU/Linux, both 32b and 64b systems. The other advantages are multiple sensors support and more.
OpenNI has two disadvantages: does not provide access to microphone array and does not allow access to motor, hence users cannot tilt Kinect up and down.
KinectSDK
3 is an API for Kinect released by Microso . The features include access to raw depth data, skeleton tracking and advance audio capabilities. KinectSDK is not an open source application and the licence is limited to noncommercial use (it is used mostly for academic purposes).
This API has several advantages and disadvantages. The advantages are support for audio, the ability to control motor/tilt and support of multiple Kinect devices. The biggest advantage for novice users is an easy installation with almost no dependencies. On the other hand, it also has many disadvantages. Among many are licence limited to non-commercial use only, does not support hand tracking and gesture recognition, does not work with SensorKinect drivers and requires Windows 7 to run.
Libfreenect
Libfreenect 4 is so ware created by OpenKinect community. OpenKinect is a community of people who created libfreenect in order to use Kinect on PC and other devices. Libfreenect is, same as OpenNI cross-platform (Microso Windows, Mac OS X. GNU/Linux) but uses diff erent hardware drivers to access Kinect depth data. Among features of libfreenect are hand and skeleton tracking, point cloud generation and 3D reconstruction.
Libfreenect is easy to install. All the dependencies can be downloaded from OpenKinect website. It also has a large community behind it, which makes it very promising for the future.
The disadvantage of libfreenect is in hardware drivers. Libfreenect cannot be used with PrimeSense drivers which, in practice means manually changing hardware drivers.
PCL
Point Cloud Library (PCL)
2 is an open source library that allows capturing point clouds directly from a Kinect depth data and subsequently processing them. PCL uses OpenNI to access depth data. The library contains methods for operations on point clouds. Among many are fi ltering, segmentation, surface reconstruction, visualization, features and keypoints detection. PCL is also a crossplatform library and supports 32b and 64 systems. It is not as easy to install as the others because it has a lot of dependencies.
PCL has very large community behind it, and the project is still growing which is proved by the release of a new version (1.3) in November 2011. PCL is very well documented with a lot of samples and with a large forum. More about PCL can be found in Rusu and Cousins (2011) .
Kinect RGBDemo
6 is an open source project created by Nicolas Burns. The idea behind RGBDemo is to provide a simple toolkit to start playing with Kinect. RGBDemo has many functionalities including access to depth data, skeleton tracking, reconstruction, object tracking and many more. RGBDemo is cross-platform and supports both OpenNI and libfreenect backends. RGBDemo is easy to install although it requires 5 dependencies. RGBDemo is the best way for a novice user to get started with Kinect.
RESULTS
To test the Kinect measurement precision we used the OpenNI library. OpenNI library allows us to access raw depth data. Depth data are stored in a one-dimensional matrix where individual image pixels are indexed as follows:
Resulting information is a point distance (in millimetres) from the plane representing the position of a Kinect sensor. This means, we have X, Y and Z coordinate where X and Y are in pixels, and Z is in millimetres. X and Y are called Projective coordinates and do not represent physical distance. To calculate object size, the X and Y coordinates must be transferred into millimetres thus converting them from Projective coordinates to Real World coordinates. This can be done by calling OpenNI method ConvertProjectiveToRealWorld. Once the point coordinates are transferred into real world coordinates, we can calculate the Euclidian distance between two points in 3D space.
We measured several diff erent objects, three of had sizes: 96,5 mm, 252 mm and 476 mm. The objects were measured in 7 diff erent distances from Kinect. The distances were 500, 750, 1 000, 1 500, 2 000, 3 000 and 4000 mm. The distance did not exceed 4 meters because 4.5 meters is a depth limit given by Microso . Measurements results are in Tab II. The real world distance was measured from the edge of Kinect Sensor to the edge of the measured object. All measurements are in millimetres.
The measurements clearly show that further the object is from Kinect, the larger is the diff erence between the real world distance and distance measured by the Kinect. This is very apparent with the smallest object (96.5mm) where the diff erence is almost 26 centimetres. It correlates with the standard deviation which is 76.8 mm.
The most accurate object size was measured with all 3 measured objects at 1 meter from Kinect. The best results were with the middle object where the average size for all measurements is 252.1 mm. The worst over all measured object size is with the largest object.
Standard deviation in the distance and object size grows with the distance from Kinect. The largest standard deviation is with smallest object. The standard deviation jumped from 9.8mm (for 3 meters) to 32.9 mm (for 4 meters). This clearly shows that Kinect is not well suited for measuring small object at large distances.
DISCUSSION
As is obvious from the measurements, the measurement precision of distance between point and Kinect is less precise than the measurement of line between two points within the same distance from the Kinect. These results were anticipated. Generally, line between two points could be rather easily estimated using the camera projection matrix, however, to measure the distance from the camera must be used more complex methods (in this case infrared refl ection).
Measured precision in the z axis (distance from the Kinect) is approximately from 3 to 10 cm within the distance up to two meters. Beyond this point, the error is rising substantially. The precision in the xy plane is usually within 5 cm up to 2 m distance. Therefore, we could say, that this device has not high enough precision for scanning the diff erences in the product shape. The overall prototype shape could be reconstructed (we could fi nd e. reconstructed by the Kinect), however, small adjustments could not be precisely evaluated. Nevertheless, for many applications, this solution is suitable -in case it is not necessary to measure a complex or even non-convex hull. Moreover, overall shape could be signifi cantly improved by an appropriate approximation method in common professional so ware (e.g. splines approx.). Deviations will be in this case suppressed; therefore, the result will be a smooth hull (Fig. 3) . This approximated hull could be then again converted into a triangular network. This smoothing could however signifi cantly reduce the amount of reconstructed details. It is necessary fi nd a compromise between the amount of smoothing and the degree of precision.
This solution is able to make a 3D reconstruction for a fraction of cost than the profession 3D scanner. It is not a substitute of a 3D scanner, but it presents an option for projects where 3D scanner cannot be used from the fi nancial reasons. 
SUMMARY
This article is focused on the possibility of usage Microso Kinect device as a low-cost alternative to a profession 3D scanner. A comparison of libraries that can be used to obtain depth data from Kinect device is presented. We selected one particular library and evaluated the precision of Kinect measurements in all axes. As has been anticipated, the precision along the z-axis (distance from the device) is substantially lesser than the precision along x and y-axis. It is possible to reach a sub 10 cm precision within 2 m distance from the Kinect device. These measurements could be further improved by suitable approximation method. However, such approximation could destroy fi ne details of the surface. Generally, this solution could be used in applications where is necessary to make a 3D reconstruction of larger objects without many sub 10 cm details or non-convex shapes. It does not present a competition to the professional 3D scanners; however, it is a viable low-cost alternative.
