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ABSTRACT

The top 1% of frequent users account for 34% of public health system
expenditures in Ontario, while the top 5% account for 66%. In this paper, we
explore the efficacy of an intervention aimed at reducing hospital utilization for a
group of patients defined as frequent users, by using Multi-state modeling. We
employ time-homogeneous, time-inhomogeneous, parametric and semi-parametric
Markov processes to study the transitions of the patients between hospital, ER and
outside during a follow up period of one year. The results do not indicate any
strong evidence that the intervention was beneficial.
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CHAPTER 1
1.1 Introduction
The top 1% of frequent users account for 34% of public health system expenditures in
Ontario, while the top 5% account for 66%. These percentages have not changed since
2007 (Wodchis, 2013). The current study examines the effect of an intervention (labeled
as ICP) on the hospital utilization of a cohort of 142 patients at a local hospital. The data
was collected by using a pre-post intervention design in which surveys were administered
at baseline and at 6 months after the intervention to collect information such as
demographics and measures of mental and physical wellness. Then, the ER and Hospital
utilization of these patients was traced back for about 6 months pre-icp and 6 months
post-icp. The mental and physical wellness scores were not significantly different in the
pre and post intervention periods. Therefore, we could safely conclude that these
measures of mental and physical wellness were not important factors in the analysis when
examining the efficacy of the intervention. However, these scores were high for the
current cohort, which implies that this group of frequent users are in fact highly unwell.
We will report summary of these scores in this introduction without further details.
Our main objective in this paper is to examine if the intervention had any positive impact
in reducing hospital utilization. In addition to the intervention variable (an indicator that
is one in the post-icp and zero in the pre-icp period), the analysis will be adjusted for the
effects of the following covariates: age groups, gender, income, education level as well
as marital status. These variables are summarized in the following table and the graphs
that follow it.
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We can see that the group is almost balanced with respect to gender (42% males),
majority (41%) are in the age group that is 60-80 years old, about 39% were married,
about 53% had an education level that is up to high school and about 59% made less than
$40K per year. More details can be found in Table 1 below.
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Table 1: Characteristics of study population
Variables

Results (n=142)
n (%)

Gender
Male
Female
Missing
Age groups
<40 years
40-59 years
60-80 years
>80 years
Status
Active
Withdrawn
Deceased
Marital Status
Married
Single
Widowed
Common law
Divorced
Separated
Missing
Education
Less than High school
High school
Postsecondary certificate
Apprenticeship certificate
College
University
Post Graduate
Missing
Household Income
< $20,000
$20,000 - 39,999
$40,000 - 59,999
>$60,000
Missing

60 (42.3)
79 (55.6)
03 (2.1)
16 (11.3)
46 (32.4)
59 (41.5)
21 (14.8)
116 (81.7)
20 (14.1)
06 (4.2)
55 (38.7)
15 (10.6)
11 (7.7)
09 (6.3)
11 (7.7)
16 (11.3)
25 (17.6)
35 (24.6)
40 (28.2)
03 (2.1)
03 (2.1)
29 (20.4)
04 (2.8)
02 (1.4)
26 (18.3)
42 (29.6)
42 (29.6)
11 (7.7)
14 (9.9)
33 (23.2)
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1.2 Description of the data by using graphs
age groups
60
41.5%
32.4%

Count

40
20

14.8%

11.3%

0
< 40
years

40 to 59
years

60 to 80
years

> 80
years

Figure 1: Age Distribution

Missing
Count: 3
2%
Male
Count: 60
42%

Female
Count: 79
56%

Figure 2: Gender Distribution

Withdrawn
Count: 20
14%

Deceased
Count: 6
4%

Active
Count: 116
82%

Figure 3: Status of the Patients
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Marital Status
38.7%

40

Count

30
17.6%

20

10.6%

10

7.7%

6.3%

7.7%

11.3%

0

Figure 4: Marital Status Distribution
Education
30

28.2%
24.6%

Count

20.4%

18.3%

20
10

2.1%

2.1%

2.8%

1.4%

0

Figure 5: Education Distribution
Income
29.6%

29.6%

Count

30

23.2%

20
7.7%

10

9.9%

0

Figure 6: Income level Distribution
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1.3 Preliminary analysis based on simple Wilcoxon’s signed rank test and paired t-test
> head(msmD)
phase MRN state cumdays
days
date
icpdate
1
1 0000
3
0.0000
0.000000 13622657340 13645756800
2
1 0000
2 103.6042 189.959028 13639069800 13645756800
3
1 0000
3 130.6639 27.059722 13641407760 13645756800
4
1 0000
1 143.6736 13.009722 13642531800 13645756800
5
1 0000
3 143.7736
0.100000 13642540440 13645756800
6
1 0000
1 147.5278
3.754167 13642864800 13645756800
t6pre
t6post pre.post sex
age agegroup
1 13630118400 13661654400
0 Male 69.62
60-80
2 13630118400 13661654400
0 Male 70.14
60-80
3 13630118400 13661654400
0 Male 70.22
60-80
4 13630118400 13661654400
0 Male 70.25
60-80
5 13630118400 13661654400
0 Male 70.25
60-80
6 13630118400 13661654400
0 Male 70.26
60-80
Maritalstatus education incomelevel UKscore
act re.adm
1
Married
College
<$20,000
46 Active
0
2
Married
College
<$20,000
46 Active
0
3
Married
College
<$20,000
46 Active
0
4
Married
College
<$20,000
46 Active
0
5
Married
College
<$20,000
46 Active
0
6
Married
College
<$20,000
46 Active
0

>

The above output gives a quick look at the file containing the data. The state variable
indicated states occupied by the patient and the cumdays variable measures the
cumulative time when the particular state was entered starting from the follow up time.
The start of the follow up time was defined for each patient as the time of the last event
on or before six months prior to their intervention start time. The intervention date is
stored in the icpdate variable, while pre.post variable indicated whether or not the
observation epoch is before or after the intervention.

Before proceeding to the Markov analysis, we tried to see if the numbers of visits before
and after the ICP are different by just using a simple Wilcoxon signed rank test for paired
samples as well as a paired t-test.
> ## Calculating wilcoxon test for prepost hospital visits
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>
+
>
+
>
>
>
>
>
>

precounth=msmD %>% group_by(MRN) %>%
filter(state==2, pre.post==0) %>% summarise(counthpre=n())
postcounth=msmD %>% group_by(MRN) %>%
filter(state==2, pre.post==1) %>% summarise(counthpost=n())
msmDc=left_join(precounth,postcounth, by="MRN")
msmDc[is.na(msmDc)]=0
x=as.numeric(msmDc$counthpre)
y=as.numeric(msmDc$counthpost)
wilcox.test(x,y, alternative = "two.sided", paired=T)
Wilcoxon signed rank test with continuity correction

data: x and y
V = 2270, p-value = 1.157e-09
alternative hypothesis: true location shift is not equal to 0

>
The Wilcoxon test indicates a significant difference between the two periods in terms of
numbers of hospital admissions (Test statistic=2270, p-value <0.00001).
A similar result is attained by a paired t-test (see below). We can also see that mean
difference between pre and post is 1.36 with 95% C.I (1.011, 1.703).

> t.test(x,y, paired=T, alternative ="two.sided")
Paired t-test
data: x and y
t = 7.796, df = 83, p-value = 1.656e-11
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
1.010899 1.703387
sample estimates:
mean of the differences
1.357143

>

We have performed exactly the same analysis for ER visits. Results are shown below.
The mean of the difference between pre and post in terms of number of ER visits is 0.97
with 95% C.I (0.3244784, 1.6081059). Both the Wilcoxon and paired t-test indicate
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significant difference in favor of the alternative: post < pre, at 5% level of significance.
The one-sided p-values were highly significant as well.
>
>
+
>
+
>
>
>
>
>
>

## Calculating wilcoxon test for prepost ER visits
precounth=msmD %>% group_by(MRN) %>%
filter(state==1, pre.post==0) %>% summarise(counthpre=n())
postcounth=msmD %>% group_by(MRN) %>%
filter(state==1, pre.post==1) %>% summarise(counthpost=n())
msmDc=left_join(precounth,postcounth, by="MRN")
msmDc[is.na(msmDc)]=0
x=as.numeric(msmDc$counthpre)
y=as.numeric(msmDc$counthpost)
wilcox.test(x,y, alternative = "two.sided", paired=T)
Wilcoxon signed rank test with continuity correction

data: x and y
V = 2234.5, p-value = 5.044e-05
alternative hypothesis: true location shift is not equal to 0
> t.test(x,y, paired=T, alternative ="two.sided")
Paired t-test
data: x and y
t = 2.992, df = 88, p-value = 0.003596
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
0.3244784 1.6081059
sample estimates:
mean of the differences
0.9662921

>

Conclusions
The simple two-sample tests of the numbers of visits show that both the numbers of visits
to the ER and hospital admissions have significantly decreased in the post-icp period. The
average reduction in number of ER visits was approximately 1 visit and similarly the
reduction in number of admissions was 1.4 in favor of the post-icp period.
However, these types of analysis are quite simplistic and ignore important aspects of the
data such as information contained in sojourn times (or length of stays) at the various
8

states (Hospital, outside). Because of this, we will use Markov processes to examine the
entire patient movement history, instead of simple event counts.
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CHAPTER 2

In this chapter, we will use a multi-state model for panel data that was originally
proposed in Kalbfleish and Lawless (1985) and recently implemented in an R package
known as “msm”. The model assumes that the individual (observation unit) follows a path
by which he/she moves among several states which end eventually by death or censoring
and that the path is governed by a time-homogeneous Markov chain. This simply means
that the probability of being in any state depends only on the most recent state occupied.
Here we assume that each patient in this study is allowed to move to and from one of
three states: O=Outside, E=Emergency Room and H=Hospital. The intervention indicator
as well as other covariates will also be added in the model. First, we will give a brief
introduction to the multi-state model to be used.
2.1 Multi-state Markovian Model
Suppose that the individual patient moves among the three states O, E and H. Thus, the
path of the individual is described by a sequence of observed states (s=1,2, 3…, N) at
times t1, t2, …, tN. This is modeled by considering a continuous-time Markov chain with
transition intensities defined by

𝑞𝑟𝑠(𝑡,𝑧(𝑡)) = lim 𝑃(𝑆(𝑡 + 𝛥𝑡) = 𝑠|𝑆(𝑡) = 𝑟) / 𝛥𝑡
𝛥𝑡→0

(2.1)

Where S(t) is the state occupied by the individual at time t, z(t) denotes time dependent
covariates (such as age). This quantity can be thought of as the instantaneous risk of
moving from state r to state s with s ≠ r, where 𝑟, 𝑠 ∈ 1, 2, … , 𝑁.
10

A time-homogeneous Markov chain is obtained when the intensities do not depend on
time, i.e., 𝑞𝑟𝑠 (𝑡, 𝑧(𝑡)) = 𝑞𝑟𝑠 . In our example, we assume our model is timehomogeneous. Thus, the transition intensity matrix 𝑄 = (𝑞𝑟𝑠 )𝑁×𝑁 is a 𝑁 × 𝑁 matrix with
rows summing to zero. Therefore:
𝑞𝑟𝑟 = − ∑𝑠≠𝑟 𝑞𝑟𝑠

(2.2)

Furthermore, in our data, the exact times of state changes are recorded. Thus, under this
time-homogeneous Markov assumption, the sojourn time in each state is exponentially
1

distributed with mean − 𝑞 . The probability that an individual change from state r to
𝑟𝑟

𝑞

state s is − 𝑞𝑟𝑠 .
𝑟𝑟

Another useful quantity is the transition probability matrix P(t), defined as
𝑃𝑟,𝑠 (𝑡) = 𝑃(𝑡ℎ𝑒 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑖𝑠 𝑖𝑛 𝑠𝑡𝑎𝑡𝑒 𝑟 𝑎𝑡 𝑡𝑖𝑚𝑒 (𝑡 + 𝑢)|
𝑡ℎ𝑒 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑖𝑛 𝑠𝑡𝑎𝑡𝑒 𝑠 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑢)

(2.3)

Generally, P can be calculated from Q using Kolmogorov differential equations, but in
time-homogeneous model, we have the following property:
𝑃(𝑡) = 𝑒 𝑡𝑄

(2.4)

where
𝑒 𝑡𝑄 = 1 + 𝑡𝑄 +

(𝑡𝑄)2
2!
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+

(𝑡𝑄)3
3!

+⋯

(2.5)

To find the likelihood of Q, we define ti, j as the jth observation time for individual i. S(t)
as the state at time t. Then the likelihood of Q can be written as:
𝐿(𝑄) = ∏𝑖 𝐿𝑖 = ∏𝑖,𝑗 𝐿𝑖,𝑗 = ∏𝑖,𝑗 𝑃(𝑆(𝑡

𝑖,𝑗 ),𝑆(𝑡𝑖,𝑗+1 ))

(𝑡𝑖,𝑗+1 − 𝑡𝑖,𝑗 )

(2.6)

Where 𝑃(𝑠(𝑡𝑖,𝑗 ),𝑠(𝑡𝑖,𝑗+1 )) (𝑡𝑖,𝑗+1 − 𝑡𝑖,𝑗 ) is the element in the 𝑆(𝑡𝑖,𝑗 )𝑡ℎ row and 𝑆(𝑡𝑖,𝑗+1 )𝑡ℎ
column of the transition probability matrix, 𝑃(𝑡𝑖,𝑗+1 − 𝑡𝑖,𝑗 ). The maximum likelihood for
this model’s parameters can be found by msm or mstate packages in R.
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2.2 Analysis based on the time-homogenous Markov process
Overall analysis based on time-homogeneous Markov process with three states

O=Outside
> Q
to
from
E
H
O
E
0
0 513
H
0
0 275
O 514 272
0

E=Emergency
Room (ER)

H=Hospital

In order to have an overall picture of the rates and probabilities of transitions, our first
analysis is done without considering the effects of the covariates, including the
intervention.
>
>
>
>

library(msm)
Q=statetable.msm(state, MRN, data=msmD)
rownames(Q)=colnames(Q)=c("E", "H", "O")
Q
to
from
E
H
O
E
0
0 513
H
0
0 275
O 514 272
0

>
Here, we displayed the frequencies of the possible moves between the three states. Notice
that we defined E to (E, H) and H to (E, H) and O to (O) as impossible transitions.
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The frequency table shows that there were 514 instances in which patients moved from
outside to the ER (ER visits) while 272 direct admissions occurred (O-H). There were
275 discharges from the hospital. Notice that the discrepancy between admissions and
discharges can be result of people who were in the hospital when the follow up started.
Next, we will estimate the Q matrix elements by using the msm function.
>
>
>
>
>
+
>

## Specifying the initial values for the parameters
Q=rbind(c(0, 0, 1), c(0, 0, 0.5), c(0.25, 0.25, 0))
rownames(Q)=colnames(Q)=c("E", "H", "O")
## Compute the maximum likelihood estimate of Q
msmD.msm=msm(state~cumdays, subject=MRN, data=msmD,
qmatrix=Q, exacttimes = TRUE,fixedpars = 1, cl=.95)
qmatrix.msm(msmD.msm)$estimate
E
H
O
E -1.00000000 0.000000000 1.00000000
H 0.00000000 -0.150879750 0.15087975
O 0.01676398 0.008871135 -0.02563511

>
Notice that we fixed the intensity of E to O at 𝑞13 =1. This is because anyone who enters
the ER must often leave in one day to H or to O. The instances in which a patient first
visited the ER and then was admitted to the hospital were considered as moving from O
to H directly. So, we made E-H an impossible transition.
The overall intensities of moves H-O is 0.151 and the probability is |-0.151/0.151|=1.
This is reasonable, as everyone who is admitted will be discharged at some point. When
an individual start at outside, their next move at any time could be a visit to the ER with
intensity 0.01676398 or an admission to the hospital with intensity 0.008871135. The
probabilities of these two events are 65% and 35%, respectively.
The average sojourn times in these three states can be estimated as −1/𝑞𝑟𝑟 . For E, H and
O, the sojourn times are:

14

> ## average sojourn time in states
> -1/diag(qmatrix.msm(msmD.msm)$estimate)
E
H
O
1.000000 6.627795 39.009000

>
These sojourn times and the Q parameters as well as their confidence intervals can be
directly obtained from sub-functions of the msm package as follows:
> msm.form.qoutput(msmD.msm)
base.Estimate
base.L
base.U base.Fixed
E - E -1.000000000 -1.000000000 -1.000000000
0
E - O
1.000000000 1.000000000 1.000000000
1
H - H -0.150879750 -0.169808736 -0.134060823
0
H - O
0.150879750 0.134060823 0.169808736
0
O - E
0.016763975 0.015375595 0.018277723
0
O - H
0.008871135 0.007877112 0.009990594
0
O - O -0.025635110 -0.027491392 -0.023904168
0
> sojourn.msm(msmD.msm)
estimates
SE
L
U
H 6.627795 0.3996686 5.888979 7.459301
O 39.009000 1.3914138 36.375022 41.833708

>
These sojourn times are quite reasonable. Notice that sojourn in ER was fixed in our
analysis by virtue of fixing the transition intensities. So, this has not been estimated in the
msm function as well. As for the overall average length of stay (ELOS) in hospital the
estimates are 6.6 days (95% CI: 5.888979, 7.459301) while ELOS outside ER and
hospital is 39 days (95% CI: 36.375022, 41.833708) for this cohort of patients.
Transitions made within 7 or 30 days of the last visit to ER or last discharge from
hospital are important indicators (within 7 or 30-day readmissions). From the model
above, we can obtain these probabilities by using the transition probability matrix P(t)
computed at 7 and 30.

> pmatrix.msm(msmD.msm,t=7,t1=0,cl=0.95,qmatrix=qmatrix.msm,
+
ci="normal")
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E
H
E 0.016798 (0.015556,0.01826) 0.033455 (0.029556,0.03798)
H 0.009539 (0.008533,0.01061) 0.364013 (0.319400,0.40604)
O 0.015922 (0.014674,0.01739) 0.036833 (0.032362,0.04184)
O
E 0.949747 (0.945053,0.95384)
H 0.626448 (0.585176,0.66998)
O 0.947246 (0.942084,0.95183)
> pmatrix.msm(msmD.msm,t=30,t1=0,cl=0.95,qmatrix=qmatrix.msm,
+
ci="normal")
E
H
E 0.01560 (0.01435,0.01690) 0.05413 (0.04639,0.06362)
H 0.01543 (0.01418,0.01674) 0.06254 (0.05157,0.07714)
O 0.01560 (0.01435,0.01690) 0.05421 (0.04645,0.06373)
O
E 0.93028 (0.92089,0.93809)
H 0.92202 (0.90788,0.93263)
O 0.93019 (0.92076,0.93802)

>
Conclusions
The above shows the following results.
1. The overall Expected Lengths of Stay (ELOS) in Hospital, regardless of the period of
the observation (pre/post), is 6.6 days
2. The ELOS outside of ER and hospital is 39 days
3. Probabilities that a person, who was initially outside, ends up in hospital within 7 or
30 days are 3.7% (95% C.I: 3.2%, 4.2%) and 5.4% (95% C.I: 4.6%, 6.4%),
respectively. These probabilities are 1.6% (95% CI: 1.5%, 1.7%) and 1.6% (95% CI:
1.4%, 1.7%), respectively for ending up in ER within 7 and 30 days starting from
outside (O state).
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2.3 Analysis based on time-inhomogeneous Markov process with three states and
pre/post as a covariate
Since for the same individual the covariate pre.post changes over time, the intensity
matrix Q(t) is no more time-homogeneous. However, time-inhomogeneous that can be
represented as step function (which is the case in our situation) is accommodated by the
msm package. The following code fits a Markov time-inhomogeneous process with
pre.post as a time-dependent covariate. It outputs estimates of the entries of the Q(t)
matrix and their 95% CIs for the baseline value (pre.post=0). We also outputted the
sojourn times in O and H states (ELOS), separately for pre/post icp.
> #### pre.post as covariate
> msmD.cov1=msm(state~cumdays, subject=MRN, data=msmD,
+
qmatrix=Q, exacttimes = TRUE,
+
covariates=~pre.post, fixedpars = 1)
> round(msm.form.qoutput(msmD.cov1),3)
base.Estimate base.L base.U base.Fixed pre.post.Estimate
E - E
-1.000 -1.000 -1.000
0
NA
E - O
1.000 1.000 1.000
1
8.083
H - H
-0.152 -0.171 -0.135
0
NA
H - O
0.152 0.135 0.171
0
1.111
O - E
0.019 0.017 0.021
0
2.787
O - H
0.010 0.009 0.011
0
1.695
O - O
-0.029 -0.031 -0.027
0
NA
pre.post.L pre.post.U
E - E
NA
NA
E - O
5.863
11.143
H - H
NA
NA
H - O
0.866
1.427
O - E
2.326
3.339
O - H
1.288
2.230
O - O
NA
NA
>
> sojourn.msm(msmD.cov1, covariates = list(pre.post=0) )
estimates
SE
L
U
H 6.860259 0.5085171 5.932601 7.932971
O 47.800805 2.0646807 43.920664 52.023734
> sojourn.msm(msmD.cov1, covariates = list(pre.post=1) )
estimates
SE
L
U
H 6.173179 0.6401304 5.037826 7.564401
O 20.157832 1.2748929 17.807753 22.818050

>
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The ELOS in H is 6.9 days in pre and 6.2 days in post while ELOS in O is 47.8 days in
pre and 20.2 days in post-icp. However, the 95% CIs of the ELOS in hospital for pre/post
periods overlap, meaning that the difference between pre and post-icp ELOS is not
statistically significant. The ELOS in O seems to have decreased significantly in the posticp.

The next output gives the probabilities of 7 and 30-day ER visit or admission to the
hospital for pre and post-icp periods. The output shows that the probabilities of
transitioning from O to H within 7- or 30-days have increased in the post, but those
increases are not statistically significant as their 95% CIs overlap. On the other hand, the
probabilities of transitioning from O to E within 7- or 30-days have decreased
significantly.
For instance, probabilities of O-E transitions within 7-days decreased from 0.02572 (95%
C.I: 0.02218, 0.02955) to 0.009126 (95% C.I: 0.007211, 0.011550). Similarly,
probabilities of O-E transitions within 30-days have decreased from 0.02607 (95% C.I:
0.02210, 0.03061) to 0.008904 (95% C.I: 0.007056, 0.01143).

> pmatrix.msm(msmD.cov1, t=7, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=0))
E
H
E 0.06261 (0.04822,0.08060) 0.02581 (0.02240,0.02943)
H 0.01333 (0.01135,0.01555) 0.37481 (0.31943,0.42026)
O 0.02572 (0.02218,0.02955) 0.03342 (0.02907,0.03833)
O
E 0.91158 (0.89340,0.92542)
H 0.61186 (0.56619,0.66590)
O 0.94086 (0.93441,0.94645)

18

> pmatrix.msm(msmD.cov1, t=7, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=1))
E
H
E 0.009137 (0.007220,0.011567) 0.052780 (0.041390,0.066348)
H 0.006164 (0.004822,0.007941) 0.346918 (0.277476,0.416601)
O 0.009126 (0.007211,0.011550) 0.053887 (0.042235,0.067746)
O
E 0.938083 (0.924243,0.949176)
H 0.646918 (0.577964,0.716305)
O 0.936987 (0.922798,0.948347)
>
> pmatrix.msm(msmD.cov1, t=30, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=0))
E
H
E 0.02608 (0.02211,0.03062) 0.04969 (0.04111,0.05960)
H 0.02567 (0.02177,0.03014) 0.05996 (0.04796,0.07663)
O 0.02607 (0.02210,0.03061) 0.04995 (0.04130,0.06006)
O
E 0.92422 (0.91326,0.93333)
H 0.91437 (0.89868,0.92674)
O 0.92398 (0.91279,0.93318)
> pmatrix.msm(msmD.cov1, t=30, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=1))
E
H
E 0.008904 (0.007056,0.01143) 0.075794 (0.056581,0.10174)
H 0.008851 (0.006971,0.01137) 0.081006 (0.059833,0.11165)
O 0.008904 (0.007056,0.01143) 0.075813 (0.056595,0.10178)
O
E 0.915302 (0.889739,0.93525)
H 0.910143 (0.879845,0.93148)
O 0.915283 (0.889697,0.93524)

>

Perhaps the hazard ratio is one of the best ways to compare two levels of a given
covariate variable. The hazard ratio in the Markov process is
𝑞𝑟𝑠 (𝑡,𝑝𝑟𝑒.𝑝𝑜𝑠𝑡=1)
𝑞𝑟𝑠 (𝑡,𝑝𝑟𝑒.𝑝𝑜𝑠𝑡=0)

= 𝑒𝛽

(2.7)

where β is the coefficient of the covariate pre.post in the definition of the intensity
functions for transitions from r to s. The hazard ratios and their confidence intervals are
reported below. The hazard of having a move from O to E in the post-icp period is
estimated to be 2.79 (95% CI: 2.3261749, 3.339310) times of that in the pre-icp period.
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Similarly, the risk of moving from O to H increased about 70% in the post as compared
to the pre-icp (HR=1.694709 and 95% CI: 1.2879626, 2.229909).
> hazard.msm(msmD.cov1)
$pre.post
HR
L
H - O 1.111301 0.8656323
O - E 2.787081 2.3261749
O - H 1.694709 1.2879626

U
1.426691
3.339310
2.229909

>

Conclusions
The above analysis in which pre.post variable was used as a covariate in the Markov
model shows that the ELOS in the state O (outside) has decreased significantly from 48
days in pre-icp to 20 days in the post-icp while the probability of transitioning from O-H
within 7 or 30-days has not significantly changed between pre and post. On the other
hand, ELOS in H decreased from 7 days to 6 days but such decrease was not significant.
The probabilities of transitioning from outside to ER within 7-days or 30-days have
decreased significantly, both from 3% in the pre-icp to 1% in the post-icp.
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2.4 Analysis based on time-inhomogeneous Markov process with three states and
several covariates
There is no flexible or automatic model checking and model comparison tools in the msm
package. Therefore, it is not easy to compare the many candidate models when using a
set of potential covariates. As we will use Cox’s Proportional Hazards (PH) model in
later sections/chapters, we have tried to take advantage of the model selection tools that
are available for the Cox’s PH model in order to identify the regression model to use with
the current data and we fitted such model using the msm package. Through the Cox’s PH
model selection, we have found that age groups, gender, income, education and marital
status were significant. We then fitted a Markov process with these covariates and
explored the behavior of the process with respect to pre/post periods when the rest of the
covariates are held at some baseline levels.
We compared the full model and a model with only pre.post, as fitted earlier, by using
Likelihood Ratio Test (LRT) statistic against a chi-squared distribution cut-off point. The
model comparison shows that the model with more covariates fits significantly better
than the model with only the pre.post (p-values < 0.0001).
> msmD.cov2=msm(state~cumdays, subject=MRN, data=msmD, qmatrix=Q,
+
exacttimes = TRUE, covariates=~pre.post+maritalstatus
+
+education+incomelevel+agegroup+sex,fixedpars = 1,
+
control = list( maxit = 10000) )
> lrtest.msm(msmD.cov1, msmD.cov2)
-2 log LR df p
msmD.cov2 2732.684 72 0

>

Comparing sojourn times for a specified group of subjects using the full model
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> sojourn.msm(msmD.cov2, covariates = list(pre.post=0,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
estimates
SE
L
U
H 5.955994 3.469022 1.90186 18.65219
O 38.038401 9.753057 23.01304 62.87393
> sojourn.msm(msmD.cov2,covariates = list(pre.post=1,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
estimates
SE
L
U
H 5.213407 3.089860 1.63168 16.65743
O 17.015668 4.478608 10.15801 28.50293

>

This model indicates that, at least for the levels of covariates chosen above, the ELOS in
the O and H states have decreased when comparing pre to post-icp. However, the
decreases are not statistically significant as the confidence intervals are wide and overlap.

In the next patch of analysis, we examine the 7- and 30-days transition probabilities from
O to either E or H comparing pre and post-icp for the same group of subjects as above.
> pmatrix.msm(msmD.cov2, t=7, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=0,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
E
H
E 0.004041 (0.0013987,0.011506) 0.017451 (0.0054226,0.044731)
H 0.002768 (0.0007609,0.008074) 0.317170 (0.0282727,0.691182)
O 0.004040 (0.0013984,0.011503) 0.017705 (0.0054605,0.045555)
O
E 0.978508 (0.9505196,0.990692)
H 0.680063 (0.3083803,0.967197)
O 0.978255 (0.9495033,0.990655)
> pmatrix.msm(msmD.cov2, t=7, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=1,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
E
H
E 0.006179 (0.002200,0.01585) 0.032837 (0.009774,0.08313)
H 0.004568 (0.001344,0.01317) 0.278652 (0.027155,0.68751)
O 0.006177 (0.002199,0.01585) 0.033122 (0.009790,0.08416)
O
E 0.960984 (0.911392,0.98513)
H 0.716780 (0.309981,0.96430)
O 0.960700 (0.910869,0.98510)

>
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The analysis indicates again that, for the group of subjects described above, the O-E
within 7-day transition probabilities increased from 0.4% to 0.6% when comparing the
pre-icp to post-icp. But, since the confidence intervals overlap, these increases may not
be statistically significant. Similarly, the within 30-day O-E transition probabilities
increased from 0.4% to 0.6% in post-icp as compared to pre-icp period, though this
increase is not significant.

Results of similar analysis are reported below for the O-H within 30-day transition
probabilities.
> pmatrix.msm(msmD.cov2, t=30, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=0,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
E
H
E 0.004009 (0.001377,0.01076) 0.025123 (0.005874,0.08814)
H 0.003985 (0.001323,0.01070) 0.030826 (0.005907,0.23849)
O 0.004009 (0.001377,0.01076) 0.025128 (0.005874,0.08817)
O
E 0.970869 (0.908173,0.99044)
H 0.965189 (0.756220,0.99044)
O 0.970864 (0.908088,0.99044)
> pmatrix.msm(msmD.cov2, t=30, t1=0, cl=0.95, qmatrix=qmatrix.msm,
+
ci="normal", covariates = list(pre.post=1,
+
maritalstatus="Married", education="University",
+
incomelevel="> $60,000", agegroup="40-59", sex="Male"))
E
H
E 0.006107 (0.002308,0.01595) 0.043790 (0.010722,0.15345)
H 0.006091 (0.002295,0.01563) 0.046226 (0.010760,0.25217)
O 0.006107 (0.002307,0.01595) 0.043793 (0.010722,0.15383)
O
E 0.950103 (0.839001,0.98227)
H 0.947683 (0.738571,0.98227)
O 0.950100 (0.838860,0.98227)

>
Again, the hazard ratios may give a better overall picture about the differences in risk of
transition between pre and post-icp periods when other covariate values are held at the
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same levels. The estimated HR and their 95% CIs, comparing post-icp to pre-icp for O to
E or H transitions are reported below. These results show that risk of transition O-E has
become 2.3 times higher in the post-icp with 95% CI (1.8161556, 2.854545), while that
of O-H has become 2.0 times higher but with marginally significant CI.
> hazard.msm(msmD.cov2)
$pre.post
HR
L
U
H - O 1.142438 0.8331286 1.566582
O - E 2.276905 1.8161556 2.854545
O - H 2.027831 1.4705567 2.796288

Hazard comparisons among the levels of the remaining covariates are also reported
below. To save space, we only reported those HRs that are statistically significant when
contrasted with baseline levels within covariate. For instance, we see that Females have
24% less risk of moving from O-E than males (HR=0.7650091; 95% CI (0.6026443,
0.9711184)). It is interesting to notice that the older individuals have consistently higher
risk of moving to hospital and hence a lower risk of moving to ER when compared to the
younger age group “<40”.

$maritalstatusCommon law
HR
L
H - O 0.5170560 0.2716130
O - E 1.5960798 1.1083475
$agegroup40-59
HR
L
O - H 3.5472992 1.5565415
$agegroup60-80
HR
L
O - H 5.5958211 2.4476744
$agegroup>80
HR
L
O - H 4.6890577 1.8786953
$sexFemale
HR
L
O - E 0.7650091 0.6026443

U
0.9842937
2.2984404
U
8.084161
U
12.793047
U
11.7034739
U
0.9711184

>
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2.5 Analysis with some covariate values re-grouped
Since some of the variables have only few observations at some of their levels, we
decided to combine some of these levels. The following table shows how we combined
the levels of the covariates.

Table 2: Covariates Combination
Variables

Results (n=142)
n (%)

Gender
Male
Female
Missing

60 (42.3)
79 (55.6)
3 (2.1)

Age groups
<40 years
40-59 years
60-80 years
>80 years

16 (11.3)
46 (32.4)
59 (41.5)
21 (14.8)

Marital Status
Married or Common law
Other
Missing

64 (45.1)
53 (37.3)
25 (17.6)

Education
Less than High school
High school or Certificates
College or above
Missing

35 (24.6)
46 (32.4)
35 (24.6)
26 (18.3)

Household Income
< $20,000
$20,000 - 39,999
>$40,000
Missing

42 (29.6)
42 (29.6)
25 (17.6)
33 (23.2)
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Marital Status
45.1%

50

37.3%

Count

40
30
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20

10
0
Married or
Common law

Other

Missing

Figure 7: Marital Status re-grouped

Education
32.4%

Count

40
30

24.6%

24.6%
18.3%
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10
0
Less than High school College or
High school
or
above
Certificates

Missing

Figure 8: Education re-grouped

Income
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29.6%
23.2%

Count

30

17.6%
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10
0

Figure 9: Income level re-grouped
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The results of the analysis when some covariate levels are re-grouped
Here below, we reported only the significant the hazard ratios of the various covariates
when the levels of income, education and marital status are re-grouped. Although the
significant variables in this model were same as those in the previous model, several of
the variables did not show any significant hazard ratios. Therefore, we settled for a small
model with only agegroup and pre.post, which resulted in the significant HR differences,
as reported below.
From this analysis, we see that pre.post variable is significant for both O-E and O-H
transitions. Risk of making an O-E transition more than doubled (HR=2.6) while that of
making a O-H transition has almost doubled (HR=1.8). Also, people who are older have
higher risks of making either of O-E or O-H transitions as compared to the group who are
<40 years of age.
> msmD.cov3=msm(state~cumdays, subject=MRN, data=msmD, qmatrix=Q,
+
exacttimes = TRUE, covariates=~pre.post
+
+ agegroup ,fixedpars = 1,
+
control = list( maxit = 10000) )
> hazard.msm(msmD.cov3)
$pre.post
HR
L
U
O - E 2.648594 2.2076211 3.177653
O - H 1.835151 1.3917123 2.419881
$`agegroup40-59`
HR
L
U
O - E 0.7666731 0.5971264 0.9843605
O - H 3.9297414 1.8179810 8.4945153
$`agegroup60-80`
HR
L
U
H - O 0.4397815 0.2019120 0.9578814
O - E 0.6780153 0.5252490 0.8752130
O - H 6.1063959 2.8548603 13.0612592
$`agegroup>80`
HR
L
U
O - E 0.4647218577 3.190211e-01 0.67696592
O - H 6.2073381479 2.797234e+00 13.77469785

>
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CHAPTER 3
3.1 Cox’s Regression Model
As we mentioned, our object is to find how those chosen interest variables (sex, age...
etc.) and their covariates relate to the probability that a patient changes from one state to
another, which is our response variable. In order to find a model to describe the
relationship, we use Cox's model, a regression model widely used in survival analysis.
Recall that the hazard function h(t) is:
ℎ(𝑡) = lim

𝑃(𝑡≤𝑋≤𝑡+∆𝑡|𝑋≥𝑡)
∆𝑡

∆𝑡→0

(3.1)

or
ℎ(𝑡) =

𝑃(𝑡)
𝑆(𝑡)

𝑃(𝑡)

= 1−𝐷(𝑡)

(3.2)

Where P(t) is the probability density function, S(t) is the survival function and D(t) is the
distribution function.
Then, a Cox's model, also known as proportional hazards (PH) model or semi-parametric
PH model, has the form:
ℎ(𝑡) = ℎ0 (𝑡)𝑒 (𝛽1 𝑥1 +𝛽2 𝑥2 +⋯ )

(3.3)

here h(t) denotes the overall hazard. xi denotes the covariates and 𝑒 (𝛽1 𝑥1 +𝛽2𝑥2 +⋯ )
represents the effect of covariates on the hazard. Finally, ℎ0 (𝑡) denotes the baseline
hazard when all the covariates are absent, or equivalently, for 𝑖 = 1, 2, … , 𝑥𝑖 = 0. Notice
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that we also call the model semi-parametric, for the baseline function ℎ0 (𝑡) is unknown
(non-parametric), while the effect of covariate is known (parametric).
To better understand how this model works, assume that we divide ages into some
categories, for instance, <40 is age level 0, and 40-59 is age level 1, and so on. We
assume x1 in our model represents the age level. Moreover, we let x2 denotes the sex,
where 𝑥2 = 0 means male, and 𝑥2 = 1 means female. To simplify the model, we only
consider these two covariates.
Under such conditions, a reference population in our model is the male patients with ages
<40, the hazard for the reference sample would be:
ℎ(0) = ℎ0 (𝑡)𝑒 (𝛽1 ×0+𝛽2 ×0) = ℎ0 (𝑡)

(3.4)

hence the hazard of the reference populations is equals to the baseline hazard.
If we keep the male gender, and change the age level to 1, which is age 40 to 59, the
hazard function would be:
ℎ(𝑡) = ℎ0 (𝑡)𝑒 (𝛽1 ×1+𝛽2×0) = ℎ0 (𝑡)𝑒 𝛽1

(3.5)

Then, the hazard for male under age 40-59 is ℎ0 (𝑡)𝑒 𝛽1 . The hazard ratio (also known as
Risk Ratio, RR) is:

𝑅𝑅 =

ℎ0 (𝑡)𝑒 𝛽1
ℎ0 (𝑡)

Equivalently, the log of RR would be:
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= 𝑒 𝛽1

(3.6)

log(𝑅𝑅) = 𝛽1

(3.7)

So, we know that when age level changes from <40 to 40-59, hazard will increase by a
multiplicative factor 𝑒 𝛽1 . We can also obtain that if two patients have all the same
covariates except k age levels, then their hazards will only differ by the quantity of 𝑒 𝑘𝛽1 .
We can also do the same analysis to gender, and we will get similar conclusions.
In the data analysis section, we will estimate Cox's model by using R.

Results of the Cox’s PH model
Here we use only the re-grouped covariates. We employ an R package known as mstate,
to prepare the data in a counting process format, which is required by the coxph, used for
fitting the Cox’s PH model. The mstate package was originally designed for fitting timeinhomogeneous Markov processes. Here we only use it for formatting our data and not
for fitting a Markov model.
The Cox’s model we are employing here assumes that the four transition types are like
stratifications and therefore, we will allow each one of these four strata to have its own
baseline hazard function. That is, we assume model (3.3) with four different baseline
hazard functions, ℎ0𝑖 (𝑡) where i=1,2,3,4. In addition to the strata variable, we will have
all the relevant covariates and select the best model using step-wise method with AIC
(Akiake Information Criteria) as the criteria to discriminate the various potential models.
> ############## mstate ######################
> #data preparation
> tmat=rbind(c(0,0,1), c(0,0,1), c(1,1,0))

30

> rownames(tmat)=colnames(tmat)=c("E", "H", "O")
> tmat
E H O
E 0 0 1
H 0 0 1
O 1 1 0
>
> covs1=c( "sex", "agegroup", "maritalstatus2", "education2",
+
"incomelevel2", "UKscore", "pre.post", "re.adm", "act")
> mstateD=msm2Surv(data=msmD, subject = "MRN", time = "cumdays",
+
state = "state", covs= covs1, Q=tmat )
>
> attr(mstateD, "trans")
to
from E H O
E NA NA 1
H NA NA 2
O 3 4 NA
> events(mstateD)
$Frequencies
to
from
E
H
O no event total entering
E
0
0 513
0
513
H
0
0 275
2
277
O 514 272
0
139
925
$Proportions
to
from
E
H
O
no event
E 0.000000000 0.000000000 1.000000000 0.000000000
H 0.000000000 0.000000000 0.992779783 0.007220217
O 0.555675676 0.294054054 0.000000000 0.150270270

>
The data format for running the Cox’s PH model is given by
> head(mstateD)
An object of class 'msdata'
Data:
id from to
Tstart
Tstop
time status sex agegroup
1 3083
3 1
0.0000 103.6042 103.60417
0 Male
60-80
2 3083
3 2
0.0000 103.6042 103.60417
1 Male
60-80
3 3083
2 3 103.6042 130.6639 27.05972
1 Male
60-80
4 3083
3 1 130.6639 143.6736 13.00972
1 Male
60-80
5 3083
3 2 130.6639 143.6736 13.00972
0 Male
60-80
6 3083
1 3 143.6736 143.7736
0.10000
1 Male
60-80
maritalstatus
education
incomelevel UKscore
1
Married Postsecondary certificate $20,000 - $39,999
46
2
Married Postsecondary certificate $20,000 - $39,999
46
3
Married Postsecondary certificate $20,000 - $39,999
46
4
Married Postsecondary certificate $20,000 - $39,999
46
5
Married Postsecondary certificate $20,000 - $39,999
46
6
Married Postsecondary certificate $20,000 - $39,999
46
pre.post re.adm
act trans
1
0
0 Active
3
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2
3
4
5
6

0
0
0
0
0

0
0
0
0
0

Active
Active
Active
Active
Active

4
2
3
4
1

>
We tried using stepwise model selection procedure based on AIC criteria, but had some
difficulties due to the fact that almost all the demographic variables have high rates of
missingness. During the stepwise procedure, rows with missing data are removed and
sample sizes change on the way, resulting in errors and premature terminations of the
stepwise procedure. However, a manually coached selection procedure showed that no
variable other than the pre.post is relevant when a Cox’s PH model is fitted. Therefore,
for now, we will fit a model with transitions and the sole significant covariate which is
pre.post and examine the proportionality assumption.

> fit0=coxph(Surv(Tstart, Tstop, status)~ pre.post +
+
strata(trans) , data =mstateD)
>
> summary(fit0)
Call:
coxph(formula = Surv(Tstart, Tstop, status) ~ pre.post + strata(tr
ans),
data = mstateD)
n= 2640, number of events= 1574
(141 observations deleted due to missingness)
coef exp(coef) se(coef)
z Pr(>|z|)
pre.post 1.3972
4.0438
0.1319 10.59
<2e-16 ***
--Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
pre.post

exp(coef) exp(-coef) lower .95 upper .95
4.044
0.2473
3.123
5.237

Likelihood ratio test= 129.7
Wald test
= 112.2
Score (logrank) test = 125.1

on 1 df,
on 1 df,
on 1 df,

>
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p=0
p=0
p=0

Comments: The likelihood ratio test and the other statistics show a small p-value when
comparing a model with pre.post and the four possible transitions to a model with only
the four transitions. That is, the model with pre.post included as a covariate provides
better fit to the current data. In other words, the pre.post variable is statistically
significant. The coefficient of pre.post indicates that the risk of any transition has
multiplied 4 times in the post-icp. That is, the Risk Ratio between pre and post is RR=4
with 95% CI (3.1, 5.2).

Next, we will plot the probabilities of making the four transitions during the pre and posticp. For this, we use the survfit package in R applied to the coxph object created during
the fit above.
>
+
>
>
+
+
>
>
+
>
>
+
+
>
>
>
>

survfit0=survfit(fit0,newdata=data.frame(pre.post=0),
conf.type = "log-log", conf.int=0.95 )

>
>
>
>
>
>
+
+
>
>
>

### Probability of moving from E to O by time t
detach()
attach(fit0data)

fit0data=data.frame(cbind(time=survfit0$time,
survival= survfit0$surv, UCL=survfit0$upper,
LCL= survfit0$lower))
survfit1=survfit(fit0,newdata=data.frame(pre.post=1),
conf.type = "log-log", conf.int=0.95 )
fit1data=data.frame(cbind(time=survfit1$time,
survival= survfit1$surv, UCL=survfit1$upper,
LCL= survfit1$lower))
st1=1:390
st2=391:(390+277)
st3=(390+277+1):((390+277)+664)
st4=((390+277)+664+1):(((390+277)+664)+664)

aa=1:15
plot(time[st1][aa], 1-survival[st1][aa],type='l', lwd=2,
ylab="Probability of moving from E to O by time t",
xlab="Time" , col="red" )
lines(time[st1][aa], 1-LCL[st1][aa], col="red", lwd=2, lty=2)
lines(time[st1][aa], 1-UCL[st1][aa], col="red", lwd=2, lty=2)
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>
>
>
>
>
>

detach()
attach(fit1data)
lines(time[st1][aa], 1-survival[st1][aa],type='l', lwd=2 , col="blue" )
lines(time[st1][aa], 1-LCL[st1][aa], col="blue", lwd=2, lty=2)
lines(time[st1][aa], 1-UCL[st1][aa], col="blue", lwd=2, lty=2)

>

Figure 10: Probability of moving from E to O by time t

>
>
>
>
>
>
+
+
>
>
>
>
>
>
>
>
>
>

### Probability of discharge from H to O by time t
detach()
attach(fit0data)
aa=1:40
plot(time[st2][aa], 1-survival[st2][aa],type='l', lwd=2,
ylab="Probability of discharge from H to O by time t",
xlab="Time" , col="red" )
lines(time[st2][aa], 1-LCL[st2][aa], col="red", lwd=2, lty=2)
lines(time[st2][aa], 1-UCL[st2][aa], col="red", lwd=2, lty=2)
detach()
attach(fit1data)
lines(time[st2][aa], 1-survival[st2][aa],type='l', lwd=2 , col="blue" )
lines(time[st2][aa], 1-LCL[st2][aa], col="blue", lwd=2, lty=2)
lines(time[st2][aa], 1-UCL[st2][aa], col="blue", lwd=2, lty=2)

>
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Figure 11: Probability of moving from H to O by time t

>
>
>
>
>
>
+
+
>
>
>
>
>
>
>
>
>
>

### Probability of moving from O to E by time t
detach()
attach(fit0data)
aa=1:300
plot(time[st3][aa], 1-survival[st3][aa],type='l', lwd=2,
ylab="Probability of moving from O to E by time t",
xlab="Time" , col="red" )
lines(time[st3][aa], 1-LCL[st3][aa], col="red", lwd=2, lty=2)
lines(time[st3][aa], 1-UCL[st3][aa], col="red", lwd=2, lty=2)
detach()
attach(fit1data)
lines(time[st3][aa], 1-survival[st3][aa],type='l', lwd=2 , col="blue" )
lines(time[st3][aa], 1-LCL[st3][aa], col="blue", lwd=2, lty=2)
lines(time[st3][aa], 1-UCL[st3][aa], col="blue", lwd=2, lty=2)

>
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Figure 12: Probability of moving from O to E by time t

> ### Probability of moving from O to H by time t
> detach()
> attach(fit0data)
>
> aa=1:300
> plot(time[st4][aa], 1-survival[st4][aa],type='l', lwd=2,
+
ylab="Probability of moving from O to H by time t",
+
xlab="Time" , col="red" )
> lines(time[st4][aa], 1-LCL[st4][aa], col="red", lwd=2, lty=2)
> lines(time[st4][aa], 1-UCL[st4][aa], col="red", lwd=2, lty=2)
>
>
> detach()
> attach(fit1data)
>
> lines(time[st4][aa], 1-survival[st4][aa],type='l', lwd=2 , col="blue"
)
> lines(time[st4][aa], 1-LCL[st4][aa], col="blue", lwd=2, lty=2)
> lines(time[st4][aa], 1-UCL[st4][aa], col="blue", lwd=2, lty=2)
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Figure 13: Probability of moving from O to H by time t
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Model diagnostics
Here we will examine whether the Cox’s PH assumption is satisfied for the model we
have just implemented and used. Since we have only one binary covariate in the model,
we do not need to check whether the assumption of linearity of the log-hazard function
has been satisfied, therefore we do not need to plot the martingale residuals. We will
examine only the deviance residuals to see if there were any outlier observations.

> dresids <- residuals( fit0, type="deviance" )
> lp <- predict(fit0, type="lp" )
> plot(lp, dresids, xlab="Linear Predictor", ylab="Deviance Residual")

>

Figure 14: Deviance Residuals
The graph shows that, there is at least one observation that has very low residual (less
than -4). Next, we identify the row in the data which contains this observation.
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>
>

mstateD3=na.omit(mstateD2)
cbind( dresids, mstateD3 )[ abs(dresids) >=3, ]
dresids
id from to
Tstart
Tstop status pre.post trans
2321 -4.199586 341670
2 3 90.68611 195.6472
1
0
2
2780 -3.183290 6226123
2 3 324.90139 366.0000
0
1
2
>
> mstateD3[(mstateD3$id==341670 & round(mstateD3$Tstop)==196),]
An object of class 'msdata'
Data:
id from to
Tstart
Tstop status pre.post trans
2321 341670
2 3 90.68611 195.6472
1
0
2

>

This reveals that the potential outlier is an observation corresponding to a move from H
to O, but with hospital length of stay that is too large (Tstop-Tstart = 105 days).
Since this deviation of the residual is not too serious, as residuals often fall within +/-3,
we will not spend time in investigating this observation or removing it from the analysis,
although one can remove the observation or the individual and see how much change will
occur to the effect of the pre.post on the transition probabilities.
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OVERALL CONCLUSIONS
We considered a system in which a cohort of patients deemed to be “frequent users” were
enrolled in an intervention that was designed to reduce their hospital utilization and then
followed up for 6 months post-intervention. The hospital utilization of the cohort was
also traced back 6 months pre-intervention. The patients moved among three states
O=Out, E=ER visit and H=Hospital admission. We assumed that this system is a multistate system and analyzed the resulting data by using two different approaches: (1) A
completely parametric Markov process with exponentially distributed sojourn times in
the various states; (2) A semi-parametric model known as “stratified Cox’s Proportional
Hazards model” which accommodates right censoring of the times to events. In the Cox’s
PH model, we assumed that the four types of transitions that a patient could possibly
make (O-H, O-E, H-O and E-O) were simply four different strata of observations which
share the same covariate effects and analyzed their time-to-event via a right censored
Cox’s PH regression.

Here we list a number of general conclusions from our analysis, both in the Cox’s
regression and in the Markov process case:
1. Using Markov process, which are completely parametric models, with sojourn times
that are exponentially distributed, we have obtained the following results:
a. The overall Expected Lengths of Stay (ELOS) in Hospital, regardless of the
period of the observation (pre/post), is 6.6 days.

The ELOS outside of ER and hospital is 39 days.
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Probabilities that a person, who was initially outside, ends up in hospital within 7
or 30 days are 3.7% (95% C.I: 3.2%, 4.2%) and 5.4% (95% C.I: 4.6%, 6.4%),
respectively. These probabilities are 1.6% (95% CI: 1.5%, 1.7%) and 1.6% (95%
CI: 1.4%, 1.7%), respectively for ending up in ER within 7 and 30 days starting
from outside (O state).

b. When adjusting for the intervention alone, the ELOS in the state O (outside) has
decreased significantly from 48 days in pre-icp to 20 days in the post-icp, while
the probability of transitioning from O-H within 7 or 30-days has not changed
significantly between pre and post.

On the other hand, ELOS in H decreased from 7 days to 6 days but such
decrease was not significant.

The probabilities of transitioning from outside to ER within 7-days or 30-days
have decreased significantly by 2% in the post-icp as compared to pre-icp. While
these probabilities increased for O-H transitions increased by 2% to in the posticp as compared to pre-icp. That is, subjects were less likely to go to ER in the
post-intervention and more likely to go H (for admission) within 7 and 30-days.
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c. When adjusting for other relevant covariates, in addition to the intervention, we
found that only age was statistically significant and the older the higher was the
risk of transitioning from O to either ER or H.

2. The Cox’s PH regression model shows that only the intervention variable is relevant
and the risk of transitioning (no matter which transition) has almost multiplied by 4.
The only good news here is that after the intervention, hospital lengths of stay became
shorter!
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