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Abstract— Sampling based planners have been successful in
robot motion planning, with many degrees of freedom, but
still remain ineffective in the presence of narrow passages
within the configuration space. There exist several heuristics,
which generate samples in the critical regions and improve
the efficiency of probabilistic roadmap planners. In this paper,
we present an evaluation of success probability of one such
heuristic method, called obstacle based probabilistic roadmap
planners or OBPRM, using geometric probability theory. The
result indicates that the probability of success of generating
free sample points around the surface of the n dimensional
configuration space obstacle is directly proportional to the
surface area of the obstacles.
I. INTRODUCTION
An indispensable concept of modern robot motion plan-
ning theory is the concept of configuration space. In these
cases, the problem is to find a path from an initial point to a
goal point in the configuration space. However, the explicit
mapping from workspace obstacles to configuration space is,
in general difficult. Early studies show that the basic version
of motion planning problem is PSPACE-complete and the
best exact deterministic algorithm known is exponential with
the dimension of the configuration space [1], [2].
Since the mid-nineties, in order to break the curse of
dimensionality, random sampling based approaches are in-
troduced. Two such popular sampling based approaches
are Probabilistic Roadmap Method or PRM, introduced by
Kavraki et al. [3], and Rapidly Exploring Random Tree
or RRT, introduced by Lavalle [4]. These sampling based
algorithms work in two phases. In the processing phase,
a graph/tree structure is created, where nodes represent
configurations and any edge between two nodes indicates
that there exists a local planner which can connect the
two configurations. In the subsequent query phase, a graph
search algorithm tries to find a path between any two given
configurations. Because of various types of sampling scheme
and local planners, there exist many variants of sampling
based planners. The implementation of these algorithms is in
general quite simple. For details, see [5] and for an excellent
survey see [6]. The implementation of these algorithms is
usually quite simple. The price to pay is algorithmic com-
pleteness. Algorithms based on randomly generated samples
aims for probabilistic completeness. Despite the success
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of sampling based path planners, motion planning in high
dimensional configuration space is still difficult. For PRM
like planners, one such difficulty arises when configuration
space possesses narrow passages. Several heuristic sampling
strategies can remove this difficulty to a large extent, but a
satisfactory answer remains elusive.
In this paper, we investigate one such heuristic, originally
developed by Amato et al. [7], called obstacle based roadmap
method or OBPRM. The method relies on uniformly gener-
ating many sample points on the obstacle surface to build a
graph structure in a probable narrow passage region within
the configuration space. The method selects a point within
the obstacle and shoots line segment in random directions.
Then using a binary search method, it tries to find sample
points within the free configuration space within a finite
number of iterations, . We calculate the success probability
of the OBPRM algorithm using the theory of geometric
probability. These applications of various theoretical results
of geometric probability are new in the literature.
This paper is organized as follows. In Section II we
formulate the motion planning problem. Section III describes
the narrow passage problem and various heuristics to solve
the problem. In the following Section IV, we show how
to model configuration space obstacles and its relationship
with corresponding workspace obstacles in terms of feature
complexity. In Section V we briefly describe OBPRM algo-
rithm. Section VI, contains various definitions and theorems
of geometric probability theory which are required to do
probabilistic analysis of OBPRM. In Section VII we cal-
culate the success probability of OBPRM algorithm. Secion
VIII contains the results that supports the theoretical claim
and finally in Section IX we conclude.
II. MOTION PLANNING PROBLEM FORMULATION
The configuration of a robot with n degrees of freedom
can be represented as a point in an n-dimensional space,
called the configuration space C, which is locally like the
n−dimensional euclidian space Rn. A configuration q is free
if the robot placed at q does not collide with the obstacles
or with itself. We define the free space C f ree to be the set
of all free configurations in C. Assume that there are a finite
number of obstacles in the workspace or physical space,
which are closed bounded sets Oi, i= 1,2, . . . ,m and we can
fairly assume that they are pairwise disjoint. Let the starting
configuration be qstart ∈C f ree and the final configuration be
qgoal ∈ C f ree. For convergence issues, we define a rather
general goal subset Cgoal , than a specific point. Clearly
q f ree ∈Cgoal . The motion planning problem is to find a path
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connecting qstart with Cgoal , that is, a continuous function
f : [0,1]→ C f ree such that f (0) = qstart and f (1) ∈ Cgoal .
We assume the existence of appropriate collision checker
function or boolean predicate for every instance of the
problem. In related literature, the configuration space C
is frequently substituted with the state space X , which
includes both the degrees of freedom and their derivatives.
The constraints can be non-holonomic and/or differential.
III. PRM AND NARROW PASSAGE PROBLEM
Probabilistic road-map methods (PRM) solve motion plan-
ning problems that do not involve dynamics of the robot
or have negligible dynamics. A classic multi-query PRM
planner proceeds in two stages. In the first stage, it randomly
chooses samples from X f ree, called milestones according to
a sampling scheme. It then uses these milestones as nodes
to construct a graph, called a road-map, by adding an edge
between every k pair of milestones that can be connected
via a simple collision-free path, typically, a straight-line seg-
ment [8]. After the road-map has been constructed, multiple
queries can be answered quickly in the second stage. The
planner first finds two milestones in the road-map, such
that xstart and xgoal can be connected to these nodes and
subsequently search for a path between xstart and xgoal .
If the configuration space possesses a narrow passage
then, to capture the connectivity of X f ree, it is essential
to sample milestones in narrow passages. This, however,
is difficult, because of small volumes of narrow passages.
Uniform distribution may not work well when the dispersion
of the samples is higher than the narrow passage volumes.
Intuitively, one should sample more densely near obstacle
boundaries because points in narrow passages lie close to
obstacles. A method called Gaussian sampler [9] is a simple
and efficient algorithm that uses this idea. However, in some
cases, many points near the obstacle boundaries lie far away
from narrow passages and do not help in improving the
connectivity of road-maps.
Another heuristic scheme for the problem of narrow pas-
sage is the bridge test [10]. Here when a sample lies within
an obstacle, one uses this information to build a bridge whose
two end points lie in the obstacle while the mid point lies in
X f ree. This method, although it requires a high computational
time (because of more number of collision checking), can
be very effective. Another approach called OBPRM [7],
is an obstacle based sampling method where random rays
are cast from obstacles and using binary search one looks
for collision free points near obstacle boundaries. Other
geometric approaches also exist but those are expensive to
implement in high-dimensional configuration spaces. Very
recently another approach known as Toggle PRM, which
builds a graph structure not only within X f ree, but also within
configuration space obstacle, has gained popularity. It then
uses both the graph information to generate samples within
the narrow passage. For details see, [5].
IV. CONFIGURATION SPACE OBSTACLES
In this section we will try to find face complexity of
configuration space obstacles and also try to establish the
relationship between workspace obstacle’s surface area to the
corresponding configuration space obstacle’s surface area.
We define workspace as W and either W ∈R2 or W ∈R3 for
all practical robot motion planning problems. Obstacles can
be considered closed sets in W . For simplicity we consider
obstacles are rigid bodies. Each obstacle in the workspace
can be represented as unions or intersections of a finite
number of geometric primitives. In case of planar convex
obstacle, boundary can be represented as a set of vertices
and edges, and for a solid representation of obstacles, one
can think of intersections of finite number of half planes. A
convex polygonal obstacle therefore expressed as,
O= H1∩H2∩ . . .∩Hn (1)
where, Hi,1≤ i≤ n, are halfplanes. For nonconvex polygons,
it can be expressed as a finite union of convex obstacles. That
is,
O=O1∪O2∪ . . .∪Om (2)
When W ∈ R3, arrangements of half space primitives can
be used to define convex polyhedrons. The boundary repre-
sentation consists of vertices, edges, and faces. Once again
for non-convex polyhedron, it can be represented as a finite
union of convex polyhedrons. We also assume that obstacles
represented in R2 or R3 as semi-algebraic sets, can be well
approximated using a finite number of half planes or half
spaces.
Now, suppose W ∈ R2 or W ∈ R3 contains an obstacle
region, O ⊂W . Assume that a rigid robot is defined as A.
Assume both the A and O are expressed as semialgebraic
models. Let q ∈ C denote a configuration of A then the
obstacle region Cobs ⊂ C is defined as
Cobs = {q ∈ C|A(q)∩O 6= /0} (3)
which is the set of all configurations, q, at which A(q), the
transformed robot, intersects the obstacle region, O. Since
O and A(q) are closed sets in W , the obstacle region is a
closed set in C.
The leftover configurations are called the free space, which
is defined and denoted as C f ree = C \Cobs. Since C is a
topological space and Cobs is closed, C f ree must be an open
set. This implies that the robot can come arbitrarily close to
the obstacles while remaining in free space.
A. Modelling of Cobs: The Translational Case
The simple case for characterizing Cobs is when C =
Rn for n = 1,2,3, and the robot is a rigid body that is
restricted to translation only. Under these conditions, Cobs
can be expressed as a type of convolution. For any two sets
X ,Y ⊂ Rn, let their Minkowski sum be defined as
X⊕Y = {x− y ∈ Rn|x ∈ X and y ∈ Y} (4)
Let us assume that the configuration space has dimension
d. This means we are assuming the robot has d degrees of
freedom. The set of all robot placements in which a specific
robot feature, that is, vertex, edge, face is in contact with
a specific obstacle feature is an d− 1 dimensional subset,
or hypersurfaces, in the d dimensional configuration space.
Each combination of robot feature and an obstacle feature
defines such a hypersurface. If the total number of features
of the robot and the obstacle are m and n, respectively, then
the total number of hypersurfaces equals O(mn).
B. Modeling of Cobs: General Case
Let N be a set of hyperplanes in Rn, where n = 2,3.
The arrangement G(N) formed by N is defined to be the
natural partition of Rn into convex regions or faces of varying
dimensions along with the adjancecies among them. These
convex regions are n-cells or n-faces of G(N). Let us assume
that this arrangement is simple or nondegenrate. This means
the intersections of any j > 0 hyperplanes in N is (n− j)
dimensional. The total number of faces of all dimensions is
denoted as |G(N)| which is called the size of the partition.
Now we state the following lemma, that can be found in
ch.6, [11].
Lemma 1: For a fixed n, |G(N)| = O(ln), where l is the
size of N.
Using this lemma, we can say that if the obstacle is
represented as arrangement of hyperplanes then the face
complexity of an obstacle in workspace is O(ln). Now let us
assume that the configuration space C has dimension d. The
set of all robot placements in which a specific robot feature
is in contact with a specific obstacle feature is a (d − 1)
dimensional subset, or hypersurface, in the d dimensional
configuration space. Each combination of a robot feature and
an obstacle feature defines such a hypersurface. If the total
number of features (the complexity) of the robot and the
obstacles are O(1) and m respectively, then the total number
of hypersurface equals O(m). The contact hypersurfaces can
obviously intersect with each other. A point on the intersec-
tion of two hypersurfaces corresponds to a double contact of
the robot. A point of intersection j hypersurfaces corresponds
to a j-fold contact of the robot with the obstacles. Such a
j fold contact defines an (d− j) dimensional subset of the
configuration space. Now an d− 1 fold contact determines
a hypersurface in the configuration space. The number of
d−1 fold contact is O(md−1). Now we can state a following
theorem.
Theorem 1: Let A be a constant complexity robot with
d degrees of freedom and let O be an obstacle with total
face complexity O(ln) where l is the number of hyperplanes
surrounding the obstacle and n is the dimension of the
workspace. Then the d− 1 dimensional face complexity of
the configuration space obstacle is O(ln
d−1
).
From this we can draw a relationship between workspace
obstacle surface area and configuration space obstacle hyper-
surface area. Since total surface area is dependent on number
of faces, therefore it is more probable, that the obstacles
having larger surface area in the workspace will also have a
larger hypersurface area in the configuration space compared
to obstacles that have smaller surface area in the workspace,
within same tight bounding volume.
V. THE OBPRM ALGORITHM
We first outline the OBPRM algorithm. Here, only the
obstacles surface node generation phase is outlined. For
complete algorithm descriptions and its various other details,
see [5], [7].
Algorithm 1: OBPRM: Node Generation on C-Obstacles
1) Determine a point O (the origin) inside the
C-obstacles, called the registration point.
2) Select N rays from origin o with directions uniformly
distributed in C-space.
3) For each ray, use binary partition algorithm to
determine a point on the boundary of C-Obstacles
that lies on X f ree.
∆
A1
A2
O
A3
An
B
A
∂A
Fig. 1: OBPRM:Uniformly Distributed Surface Points Gen-
eration
In the first step, a point within the obstacle is selected as
the origin, called the registration point. One would like to
select this point near the centroid of the obstacle to generate
almost uniformly distributed surface points. The rays in Step
2 can be selected in a random manner, or, in a way such that a
regular partition of the configuration space is obtained. Then,
a binary partitioning algorithm in step 3 can be carried out
until a minimum step size is reached, or, a free point on the
surface is reached. Generally, for all practical purposes, the
number of iteration is limited to a fixed finite integer. In the
final stage if the outcome of the binary space partitioning is
a point within X f ree, then it is added to a graph structure,
otherwise, that point is discarded.
The node generation algorithm in the narrow passage
region clearly depends on the shape of the configuration
space obstacles. If obstacles are roughly spherical and the
centroid is chosen as origin, then the resulting nodes may
obtain a uniform distribution. Also a ray may intersect a
boundary multiple times. In which case the node generation
process may end up with a node very close to a local cavity
instead of being in a true critical narrow passage region. For
more details and implementation aspects see [7].
VI. DEFINITIONS
Geometric probability studies invariant properties of sets
of geometric objects undergoing various transformations.
When considering straight lines, pairs of points or triangles
in space, one calculates the invariant measure on the variety
of straight lines etc. This is initially started by Buffon with
his famous needle problem [12], Santalo [13], Crofton [14]
and later developed by Rota [15].
Following are some definitions and theorems which will
be usefull for calculating the success probability of OBPRM.
For necessary details see [15].
A partially ordered set, L is called a lattice, if ∀x,y ∈ L,
the least upper bound x∨y and the greatest lower bound x∧y
also exists in L.
A lattice is distributive, if ∀x,y,z ∈ L,
1. x∨ (y∧ z) = (x∨ y)∧ (x∨ z)
2. x∧ (y∨ z) = (x∧ y)∨ (x∧ z)
A valuation on a lattice L defined as a real valued function,
which satisfies,∀A,B ∈ L,
1. µ(A∪B) = µ(A)+µ(B)−µ(A∩B)
2. µ( /0) = 0
Using Groemer’s Integral theorem, a valuation on lattice can
be extended to the valuation on distributive lattice.
Let S is a non-empty set of n elements. P(S) is the set of
all subsets of S, having set inclusion as a partial ordering. A
chain in P(S) is a linearly ordered subset where, for every
pair (x,y), either x≤ y or y≤ x. An antichain is a subset A,
such that if x,y ∈ A then x  y, and y  x. Denote Pk(S) as
an antichain consisting of all elements of P(S) of rank k. A
simplicial complex defined as a subset A ∈ P(S), such that
if x ∈ A, and y ≤ x, then y ∈ A. A simplicial complex, if it
contains a unique maximal element is called a simplex. For
x ∈ P(S), x¯ is the simplex whose maximal element is x.
Next we state a theorem, as in [15]
Theorem 2: Every valuation µ on the distributive lattice
L(S) of all simplicial complexes is uniquely determined by
the values µ(x¯), x∈P(S). The values of µ(x¯) can be arbitrary
assigned.
We define µi(x¯) = |x¯∩Pi(S)| and it can be extended to all
of L(S). Note that these valuations can also be expressed in
terms of symmetric functions, as can be found in [15].
Denote, Kn as the set of all compact convex subsets of Rn.
A finite union of compact convex sets is called a polyconvex
set. Family of polyconvex sets in Rn is a distributive lattice,
denoted as polycon(n). Note that all configuration space
obstacles can be classified as polyconvex sets.
Next, we state an important theorem, due to Groemer [15]
Theorem 3: A convex continuous valuation µ on Kn
admits an unique extension to a valuation on the lattice
polycon(n)
A valuation µ defined on polyconvex sets in Rn is said to
be invariant if µ(A) = µ(gA), ∀g∈En, and ∀A∈ polycon(n),
Here g is a motion or transformation under the euclidean
group En is on Rn.
Next, define the partially ordered set of all linear varieties
in Rn as affine varieties in Rn or Aff(n). The subset of
Aff(n) consisting of all elements of rank k, that is, all linear
varieties of dimension k is called the affine Grassmannian
or Graff(n,k). For example, Graff(2,1) denotes the set of all
straight lines in Rn.
Define a measure λ nk on Graff(n,k) that is invariant
under the group En. Then according to the Hadgwiger
formula, µn−k(A) = Cnk
∫
V∈Graff(n,k) µ0(A∩V )dλ nk (V ), ∀A ∈
polycon(n). Here µ0 is called the Euler characteristic and
Cnk is some constant.
Next we state Sylvester’s theorem, [16].
Theorem 4: Let K ⊆ L be compact convex sets. Suppose
L is of dimension n. The conditional probability that a
linear variety of dimension k shall intersect K, given that
it intersects L, is given by, µn−k(K)/µn−k(L).
Next we state the following result, due to Hadgwiger ch.7
[15], for the lattice of polyconvex sets polycon(n).
Theorem 5: The valuations µ0,µ1, . . . ,µn form a basis
for the vector space of all convex continuous rigid motion
invariant valuations defined on polyconvex sets in Rn.
Define the volume of the unit ball in Rn as ωn= pi
n/2
Γ((n/2)+1) .
The valuations µi of unit ball Bn is given as, for 0≤ i≤ n,
µi(Bn) =
(n
i
) ωn
ωn−i .
Finally, we state the principal kinematic formula.
Theorem 6: For all A,K ∈ polycon(n),
∫
E0
µ0(A∩gK)dg=
n
∑
i=0
(
n
i
)−1ωiωn−i
ωn
µi(A)µn−i(K) (5)
∀g ∈ En.
VII. PROBABILISTIC ANALYSIS OF OBPRM
Here, we present the probabilistic analysis of OBPRM
algorithm. Although the use of the term probabilistic analysis
is certainy not appropriate here, because the aim is not to
determine the average case analysis of OBPRM algorithm.
Instead we are interested in calculating the probability of the
event that after Nth iteration, for a single ray, a point lying
in X f ree can be obtained.
Let the ith obstacle be denoted by Ai and its boundary by
∂Ai. In general motion planning scenarios, often the config-
uration space obstacles are curved and can be represented
as semi algebraic sets. This makes any analysis extremely
difficult and one has to compromise in order to obtain any
meaningful result. Therefore we assume that the obstacles
are arbitrarily close approximated by intersections of a finite
number of hyperplanes in Rn. To obtain the analysis we
choose a configuration space obstacle randomly and here
onwards we will denote it as A.
Let O a point within the obstacle, which acts as origin and
OA1, is one such example of a ray coming out of origin O
(see Fig 1).
Let the length of the line segment OA1 be l. Let, after N
steps, the length of the smallest binary partition, be denoted
as dN . Now, after each binary segment division of the line
segment, the size of the resultant smallest partition, forms
a sequence, (l/2, l/4, . . . , l/2N). Now, similar to a Monte-
Carlo approach, the partitioning process can stop after a
certain smallest partition size is reached, or else, similar
to the Las-Vegas approach it can continue until a point
in X f ree is obtained. Both the processes are equivalent in
terms of calculating the success probability. We choose a
general Monte-Carlo setting and assume that the algorithm
stops when a minimum step size, denoted as ∆ is reached.
Clearly, the algorithm stops after N binary division if, dN ≤
∆, or when N ≥ log2(l/∆). This implies that, after at least
log2(l/∆) iterations, we may expect a point B (see Fig 1),
which is in X f ree, such that the smallest partition size is ∆.
The question we are addressing is, what is the probability
that the final point B will be in X f ree. Equivalently, we may
look for the probability of the event that after N iterations
ANB must intersect the boundary ∂A. Because this guarantees
the existence of the free point B ∈ X f ree.
Now the obstacles may have arbitrary shapes, the origin
can be any point inside the obstacle, and the location where
ANB may intersect ∂A is arbitrary. If we sample random
line segment ANB, for each intersection of ∂A with random
segment, one can think of a hypothetical origin O from which
a ray has been cast and lead to the random intersection
with boundary ∂ (A). We therefore reformulate the problem
as, if we drop randomly a line segment ANB, what is the
probability that it will hit ∂A ? Notice the similarity of the
problem with the famous buffon’s needle problem [12].
This problem can be viewed as, finding the measure of
the set of motions g ∈ En, such that, ∂A∩ g(ANB) is non-
zero. This is a standard problem in geometric probability
theory, and using principal kinematic formula, we can derive
the corresponding success probability, see Fig 2. We assume
diam(A)+
2∆
Fig. 2: OBPRM:Line Segments under different motions g ∈
En
that, the configuration space obstacles are created by the
intersections of finite number of halfspaces. They all belong
to polycon(n). For simplicity, we assume that the obstacles
are convex shaped. If not one can use the convex hull formed
by the vertices of the configuration space obstacles. This is
not a serious restriction as the formulas are equally applicable
for non convex sets also. Now, since the family of polyconvex
sets in Rn is a distributive lattice, therefore we can define
valuations on them, as defined in Section VI.
Denote K as the line segment ANB. Now, a direct use of
principal kinematic formula gives us,∫
En
µ0(∂A∩gk)dg=
n
∑
i=0
(
n
i
)−1ωiωn−i
ωn
µi(∂A)µn−i(k) (6)
where the left hand side indicates the measure of the set
of different motions in En such that, when applied to convex
line segment K, that is, g(K), it intersects ∂A.
Now consider also a closed ball Bn, whose diameter is
d = diam(A)+2∆. For the same line segment K, the measure
of the set of motions in En, for which K intersects Bn is
defined as,
∫
En
µ0(Bd ∩gk)dg=
n
∑
i=0
(
n
i
)−1ωiωn−i
ωn
µi(Bd)µn−i(k) (7)
Since A ⊆ Bn, following a similar argument behind
Sylvester’s theorem, defined in section VI, we define the
conditional probability that a line segment K will intersect
∂A, given that it intersects Bn, as
Pr =
∫
En µ0(∂A∩gk)dg∫
En µ0(Bd ∩gk)dg
=
∑ni=0
(n
i
)−1
(ωiωn−iωn )µi(∂A)µn−i(k)
∑ni=0
(n
i
)−1
(ωiωn−iωn )µi(Bd)µn−i(k)
Since, µ0(K) = 1 (The Euler characteristic), µ1(K) = ∆ and
for all 2≤ i≤ n, µi(K) = 0, therefore,
Pr =
(n
i
)−1
(
ωn−1ω1
ωn )µn−1(∂A)µ1(k)+ω0µn(∂A)µ0(k)(n
i
)−1
(
ωn−1ω1
ωn )µn−1(Bd)µ1(k)+ω0µn(Bd)µ0(k)
Since, ω0 = 1 and µn(∂A) = 0
Pr =
(
ωn−1ω1
ωn )µn−1(∂A)µ1(k)+0
(
ωn−1ω1
ωn )µn−1(Bd)µ1(k)+µn(Bd)
or,
Pr =
(
ωn−1ω1
ωn )µn−1(∂A)∆
(
ωn−1ω1
ωn )µn−1(Bd)∆+µn(Bd)
Now,
µn(Bd) =
(
n
i
)
ωn
ω0
= ωn
µn−1(Bd) =
(n
i
)ωn
ω1
= nωnd
Now, for a given ∆, let, ωn−1ω1nωn = α
Pr =
αµn−1(∂A)∆
α nωn2d ∆+ωn
=
α
ωn
[
µn−1(∂A)∆
α.n
2d ∆+1
]
Therefore, the success probability
Pr =
α
ωn
[
µn−1(∂A)∆
α.n
2d ∆+1
]
Since we assume that the obstacles are either convex shaped,
or can be approximated as convex hull of obstacle vertices,
this success probability can be thought of as a conservative
estimate of the actual one. This indicates that for constant ∆,
and d, if the µn−1(∂A) increases, the success probability also
increases. µn−1(∂A) indicates surface area of n dimensional
obstacle A. Also, if the obstacles enlarges, then d also
increases. In that case, we cannot say in general about the
nature of the probability of success. Note that, for a fixed
d, since we assume that the obstacle is actually made up of
finitely many intersections of halfspaces, one can relate the
concept of box-dimension [] with the success probability.
VIII. SIMULATION RESULTS
We investigate the validity of the result in a simplistic
2-D situation as well as in a complex 3D environment. In
the 2D case, the configuration space is R2. We consider 3
different type of obstacles and try to generate free points
on their surfaces as uniformly as possible. In each case, we
choose ∆ = 1 unit, number of rays N = 200. Each obstacle
has the same area but different perimeter. The objective is
to see if the success probability increases with the increase
of perimeter. Note that in all three cases the diameter of
obstacles are not exactly equal. We believe that this will
not have drastic effect on the simulation. We use a Pentium
core i7 processor with 2GB RAM. All the simulations is
performed in a MATLAB/Simulink environment. For each
of the cases we did a 100 Monte-Carlo simulations to obtain
an average value of success probability. In Fig 3, case (1)
the average value of the success probability is 0.45, while in
case (2), it is 0.55 and in case (3), it is 0.63. This result is
consistent with the fact that Perimeter (Case 1) < Perimeter
(Case 2) < Perimeter (Case 3).
For a complex scenario we choose a room with different
test objects such as a piano. The intention was to create
the situation of famous piano movers problem, as can be
found in [2]. All the models are polygonal models. We
choose two different models of the piano, one having a
lager number of vertices and polygonal faces than the other.
Following figures 4 and 5 shows the environment and both
the high and low polygonal piano. Both the model is within
unit bounding volume. Although not calculated directly,
according to Section IV, we can assume that low polygonal
piano model will create configuration space obstacle having
lesser surface area. We use a modified depth buffer and
occlusion query based collision detection scheme, which is
fast and efficient. For the low polygonal piano model we
found probability of generating free configurations on the
obstacle surface is 0.14, while for the high polygonal piano
model, it is 0.24. This value is the average of 100 iterations.
IX. CONCLUSION
In this paper, we have shown that the success probability
of OBPRM algorithm is proportional to the surface area
of n dimensional configuration space obstacles. It is also
practically shown using simplistic scenarios in R2 through
simulation. It would also be interesting to investigate such
results in various other high dimensional situation.
(a) (b)
(c)
Fig. 3: Figures showing free configuration after 200 itera-
tions.
Fig. 4: Figure showing the environment model
Such applications of geometric probability results are new
in the literature. Using the rich theory of stochastic geometry,
we believe that many other sampling based algorithms such
as, randomized bridge builder (RBB) or toggle PRM also
can be analyzed in future work in this direction.
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