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In directional solidiﬁcation experiments on hypoperitectic Cu–Sn alloys at low velocity and high thermal gradient, both lamellar and
ﬁbrous coupled peritectic growth patterns have been observed. Two phenomena that had not been observed in previous experiments on
other alloy systems are investigated here with the help of diﬀerent modeling approaches. The mean volume fraction of primary phase a,
ga, as determined by X-ray microtomography, decreases with solidiﬁcation distance over the entire length of the coupled zone, but is
always much larger than that expected from the equilibrium phase diagram. Moreover, oscillations in ga with a spatial periodicity
approximately equal to the lamellar spacing are also observed. The ﬁrst observation is explained semi-quantitatively by a simple 1D dif-
fusion model, which reveals that the onset of coupled growth occurs during the initial transient of the primary phase planar front growth.
A two-dimensional phase-ﬁeld model is used to monitor the subsequent microstructure evolution, and shows that the lamellar structure
exhibits collective 1-k oscillations. In agreement with previous studies, it was found that these oscillations lead to stable coupled growth
only for a limited range of the control parameters.
 2013 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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Peritectics represent an important class of industrial
alloys, including steels, brasses and bronzes. These alloys
show a wide variety of microstructures in directional solid-
iﬁcation at low speed [1–13], including regions of primary
a, primary b, islands of one phase in the other and coupled
growth. It is this latter microstructure that is of most inter-
est here.
In contrast to eutectic coupled growth, which is widely
observed in all eutectic alloys and appears under a large
range of growth conditions, peritectic coupled growth
had long remained elusive, although its possibility was pre-
dicted quite a long time ago [14,15]. Several conditions for
its appearance have now been clariﬁed. First, the solidiﬁca-1359-6454/$36.00  2013 Acta Materialia Inc. Published by Elsevier Ltd. All
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E-mail address: dantzig@illinois.edu (J.A. Dantzig).tion velocity must be below the threshold for morphologi-
cal instability for both solid phases to avoid the formation
of dendrites or cells. Second, convection has a much larger
eﬀect in peritectics than in eutectics, because the growth
rate is usually much lower in peritectics, and thus even a
very small amount of convection can lead to the appear-
ance of new two-phase microstructures [16]; truly diﬀusive
coupled growth can therefore only be expected in systems
in which convection is absent or at least of low intensity.
Finally, it was found in experiments and by boundary inte-
gral simulations on the Fe–Ni system that coupled growth
is stable only in certain ranges of concentrations and lamel-
lar spacings [10]; at the boundary of this range, stable limit
cycles of 1-k oscillations around the steady state were
observed. Because of the limited stability, the initiation of
coupled growth requires a non-trivial dynamical process,
which generally leads to long transients before coupled
growth emerges [8,17]. Since it is at present unknown
how the stability conditions and the dynamics of the tran-rights reserved.
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more information on the initiation and stability of coupled
growth in other alloy systems is needed.
We focus on hypoperitectic tin bronze, corresponding to
the composition range 13.5–22 wt.% Sn. In a previous arti-
cle [18], we presented the results of X-ray tomographic
microscopy studies on a Cu–21 wt.% Sn alloy that had
been directionally solidiﬁed in a ﬁxed temperature
gradient G‘  21 K mm1 at a constant pulling speed
vp = 0.58 lm s
1. Here, we present further experimental
results for vp = 0.38 lm s
1. In contrast to the results
reported in Ref. [11], the specimens used here were cylin-
ders of 0.5 mm diameter. This diameter is small enough
that solutal buoyancy-induced convection is considerably
reduced. The resulting microstructure, described more
thoroughly in Section 2, showed an initial transient of pri-
mary a-phase, followed by an extended region of lamellar
and/or ﬁbrous coupled growth of a and b. The detailed
analysis of this two-phase region using X-ray tomography
revealed several phenomena that have not been reported in
experiments on other peritectic alloy systems. These
include:
 The volume fraction of primary phase, ga, oscillates
along the length of the sample, with a spatial period
approximately equal to the average lamellar spacing.
 The mean value of ga; ga, decreases as coupled growth
proceeds, but always remains much larger than expected
from the equilibrium phase diagram.
The goal of the present paper is to better understand
these observations with the help of suitable models.
Concerning the second point, the qualitative reasons for
the diﬀerences between the present observations and previ-
ous experiments are fairly simple. As already mentioned
above, coupled lamellar growth should be expected only
when the pulling speed is below the threshold for the Mul-
lins–Sekerka instability in either the primary or peritectic
phase. Therefore, observations of peritectic coupled growth
are easier to make in alloys with small freezing range, since
larger pulling speeds can be used (e.g. Refs. [8,9] on Fe–Ni
used vp  10 lm s1). The Cu–Sn alloy, in contrast, has a
large freezing range, and thus requires much smaller pull-
ing speeds to ensure morphological stability. For the pull-
ing speeds used here, the diﬀusion length D‘/vp, where D‘ is
the solute diﬀusion coeﬃcient in the liquid, is of the order
10 mm. It is also known that the transient that leads from
the initial equilibrium interface at the liquidus temperature
to the steady-state interface at the solidus temperature (the
“recoil” of the interface) takes several times the diﬀusion
time D‘=v2p [19]. Therefore, this transient would extend over
a solidiﬁcation distance of several centimeters and last for
several hours if only the a-phase were to grow.
When the interface falls below the peritectic tempera-
ture, the b-phase can nucleate, and coupled growth can
be established on a much shorter timescale. Therefore, cou-
pled growth takes place in a large-scale concentration ﬁeldthat is the result of the ongoing growth transient, and that
is still evolving with time. This concentration ﬁeld is very
diﬀerent from the one associated with steady-state a–b-cou-
pled growth [15]. We will see that this has a profound eﬀect
on the resulting microstructure.
To make these ideas more quantitative, a simple 1D
model was used to solve the diﬀusion equation in the
liquid, together with the evolution of the interface temper-
ature (or, equivalently, position) for an a-liquid interface.
The model takes into account the actual shape of the
Cu–Sn solidus and liquidus curves, and solidiﬁcation
shrinkage (which turns out to have a much smaller eﬀect).
Once the interface reaches the peritectic temperature, a
coupled growth mode is modeled by ﬁxing the temperature
of the interface, while the volume fraction is obtained from
the interfacial solute ﬂux. This model reproduces the slow
decrease of ga with time well, and correctly captures the
high values of ga observed in the experiments.
The rapid oscillations in ga were analyzed with the help
of a 2D quantitative multi-phase-ﬁeld model that was ini-
tialized with the concentration ﬁeld obtained from the 1D
diﬀusion model. The phase-ﬁeld model predicts a collective
1-k oscillation of the lamellar structure (that is, the width of
all b lamellae oscillate in phase), which is consistent with
the observed oscillations in ga. The control parameters
and the lamellar spacing were then systematically varied
to study their inﬂuence on the emergence of coupled
growth. There is only a limited range of these parameters
that produce stable two-phase microstructures. Outside
this range, the simulations predict that one of the phases
completely overgrows the other. The role of the diﬀusion
coeﬃcient D‘, which is an important parameter that is
not known to great precision, is also examined.
The remainder of the article is organized as follows: we
ﬁrst recall the experimental setup, and present results for a
sample that was withdrawn at vp = 0.38 lm s
1 (as com-
pared to vp = 0.58 lm s
1 in our previous work). Next, in
Section 3, we present the 1D diﬀusion model and discuss
its predictions for the evolution of ga. The multi-phase-ﬁeld
model is brieﬂy described in Section 4, and detailed simula-
tion results are presented in Section 5. A brief discussion
concludes the paper.
2. Experiments
The experimental results reported herein were obtained
with the same apparatus and experimental methods as
described by Kohler et al. [11] and Valloton et al. [18].
We therefore limit the description here to the essentials,
and refer the interested reader to the previous articles.
The sample was approximately 80 mm long and encapsu-
lated in a 500 lm diameter capillary tube, which was ﬁrst
equilibrated in a ﬁxed temperature gradient, and then with-
drawn at a constant pulling speed of vp = 0.38 lm s
1.
Thermocouple measurements showed that the thermal pro-
ﬁle was linear between 450 and 1000 C, and its value at the
peritectic temperature (798 C) was G‘  21 K mm1.
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the solid–liquid interface during solidiﬁcation. The sample
was then removed from the capillary and examined using
ex situ X-ray tomography, optical microscopy and EBSD
analysis. An example of the resulting microstructure is
given in the longitudinal section shown in Fig. 1, showing
both an optical micrograph and an EBSD false color orien-
tation map. Computational models of the solidiﬁcation
showed that thermosolutal buoyancy should be suppressed
in the 500 lm diameter capillary tube. These results are
consistent with the ﬂat quenched interface seen at the far
right end of the sample. The length of the Bridgman solid-
iﬁed part of the sample was about 12 mm, leaving about
45 mm in the liquid ahead of the quenched interface. Since
this distance is much greater than the diﬀusion length
(D‘/vp  10mm), we are conﬁdent that the microstructure
was produced in an eﬀectively semi-inﬁnite diﬀusive regime.
On the left side of Fig. 1 (region (a)), we see the last part
of the initial transient of the primary a-phase. In region (b),
the ﬁrst appearance of the b-phase seems to be highly
unstable: we see a disordered pattern of a domains in a b
matrix. The fact that most of these domains have the same
orientation as the initial a phase in the EBSD analysis indi-
cates that the a domain is in reality continuous in three
dimensions, and that a and b undergo a competitive
dynamics with successive overgrowth, as already observed
in the early stages of eutectic coupled growth by Akamatsu
et al. [20] in eutectics and by Kohler et al. [11] in peritectic
coupled growth. The system then switches back to a before
initiating coupled growth in region (c). The presence of
multiple grains in this region, as seen on the EBSD map,
suggests that some nucleation may have taken place ahead
of the interface. However, we do not have a complete
explanation.
Prior to cutting and polishing the specimen to obtain the
micrographs shown in Fig. 1, X-ray microtomographic
analysis was carried out at the European Synchrotron
Radiation Facility on region (c), the zone of coupled
growth. Fig. 2 shows selected reconstructed slices trans-
verse to the pulling direction, spanning a distance of about
1.7 mm. One can clearly see the continuous lamellar struc-
ture along the length of the sample. Note that the variation
in ga appears as alternate thinning and thickening of theFig. 1. Optical (top) and EBSD (bottom) micrographs of a longitudinal section
gradient G‘ = 21 K mm
1. A region (a) of primary a at the far left gives way to
primary a. This is followed by region (c), where a and b grow in coupled formlamellae, and that we do not see the lamellae breaking up
into ﬁbers in this sample, as we did in the sample solidiﬁed
at vp = 0.58 lm s
1 described in Ref. [18]. The lamellar
spacing over the whole coupled region was estimated by
making 60 measurements along the length of the coupled
zone, and then averaging them to obtain an approximate
lamellar spacing of k = 45 ± 4 lm. We note that the lamel-
lae grow at an angle to the pulling direction. This is prob-
ably due to a Kurdjumov–Sachs orientation relationship
between the a and b phases [18]. The growth angle was
not accounted for in the measurement of lamellar spacing.
Fig. 3 shows the variation of ga with distance from the
quenched interface, deﬁned as z0 = 0. Segmentation of the
slices corresponding to the onset of coupled growth was
unsuccessful due to the presence of noise and to the small
size of the ﬁrst peritectic regions. For this reason, the pro-
ﬁle does not start at ga = 1 but rather at ga  0.6. Note that
one would expect ga = 0.12 for this composition from the
equilibrium phase diagram, i.e. using the lever rule. As
solidiﬁcation proceeds, the average value of ga, as indicated
by the linear regression in Fig. 3, slowly decreases, reaching
a value of about 0.5 at the time of the quench. The oscilla-
tions in ga(z
0) correspond to the thinning and thickening of
the lamellae shown in Fig. 2, whose positions are indicated
as open circles. Since the a-lamellae thicken when the b-
lamellae get thinner, and vice versa, the initial stage of peri-
tectic growth exhibits 1-k oscillations similar to those
reported for eutectic alloys [21] as well as for Fe–Ni [10].
The additional curves in Fig. 3 will be explained later in
Section 3.2.
3. Diﬀusion model
3.1. 1D model of the initial transient
We consider the directional solidiﬁcation of primary a in
one dimension with a planar front, pulled through a ﬁxed
temperature gradient G‘ at constant pulling velocity vp.
We make the following assumptions:
1. the process is 1D and semi-inﬁnite in extent;
2. the temperature ﬁeld is undisturbed by the movement of
the interface;of a Cu–21 wt.% Sn sample solidiﬁed at vp = 0.38 lm s
1 in a temperature
a region (b) consisting of islands of a in a b matrix, which then returns to
.
Fig. 2. Selected reconstructed slices perpendicular to the thermal gradient G‘ obtained by X-ray microtomography in the zone of coupled growth of the
specimen shown in Fig. 1 (dark gray: a, light gray: b). The positions and volume fractions of each slice are highlighted in Fig. 3.
Fig. 3. Evolution of the volume fraction of the primary phase ga in the
region of coupled growth in the specimen shown in Fig. 1. ga was
determined directly from 3D X-ray microtomography. z0 = 0 denotes the
position of the quenched solid–liquid interface. The open circles corre-
spond to the numbered transverse slices shown in Fig. 2. The linear
regression ﬁt to the values of ga shows the gradual decrease with distance
along the sample axis. The curves labeled “1D model” are explained in
Section 3.2.
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implies that the partition coeﬃcients ka and kb cannot
be constant because the corresponding liquidus and sol-
idus curves are not straight lines);
4. diﬀusion in the solid is negligible, i.e. Ds D‘;
5. the solid and liquid densities, qs and q‘, are constant, but
unequal. This results in a ﬂow towards the interface char-
acterized by the shrinkage coeﬃcient bs = qs/q‘  1.
The calculations are carried out in a reference frame
ﬁxed on the solid–liquid interface, deﬁned as f = 0. The
governing equation, boundary and initial conditions are
given by
@C‘
@t
 ð1þ bsÞv
@C‘
@f
¼ D‘ @
2C‘
@f2
0 6 f <1 ð1Þ
 q‘D‘
@C‘
@f
¼ qsC‘ð1 kaÞv f ¼ 0 ð2Þ
C‘ ¼ C‘ ¼ CaliqðT ðfÞÞ f ¼ 0 ð3Þ
C‘ ¼ C0 f!1 ð4Þ
C‘ ¼ C0 f > 0; t ¼ 0 ð5Þ
Fig. 4. Comparison of the evolution of the interface compositions Ca and
C‘ during the initial transient. C0 = 21 wt.% Sn, vp = 0.38 lm s
1,
G‘ = 21 K mm
1, D‘ = 6  109 m2 s1.
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the sample. Note that v* = 0 at t = 0, and gradually in-
creases until it reaches v* = vp at steady state. The nominal
composition of the alloy is C0, C‘(f, t) is the composition
proﬁle in the liquid, and CaliqðT Þ is the liquidus of the a-
phase.
This is a generalization of the well-known solution of
Smith et al. [19], who, in order to obtain an analytical solu-
tion, made the additional assumptions that v* = vp (which
implies that the interface is stationary in the laboratory
frame), ka is constant and that bs = 0. Note that these
assumptions are inconsistent with Assumption 3 above,
because the interface temperature must decrease as solidiﬁ-
cation proceeds to maintain local equilibrium at the inter-
face. This implies in turn that the interface speed must be
diﬀerent from the pulling speed. Similar models have been
developed previously. Mollard and Flemings [22] examined
the initial transient in oﬀ-eutectic coupled growth by cou-
pling Smith’s solution for the primary phase solidiﬁcation
to a numerical method for the coupled growth region. War-
ren and Langer [23] constructed an approximate solution
that accounted for the recoil of the interface, and Caroli
et al. [24] solved the full dynamical equations numerically,
ﬁnding similar results to Warren and Langer. None of
these authors considered non-constant ka, which we will
see is very important for our alloy.
We developed a 1D ﬁnite diﬀerence code to satisfy the
more general form of the equations, using the solution of
Smith et al. as a veriﬁcation. The calculation begins with
the initial condition from Eq. (5). The temperature of the
solid–liquid interface is computed, which determines the
composition at the interface according to the digitized
phase diagram. The composition ﬁeld in the liquid after
one time step is computed from Eq. (1), then the interface
velocity is computed via Eq. (2). Finally, the updated
interface velocity is used to compute the new interface
position and temperature. This process is then repeated
until the interface temperature reaches the peritectic
temperature.
Fig. 4 shows results from the model corresponding to
the experimental conditions: vp = 0.38 lm s
1, G‘ = 21 -
K mm1, and with D‘ = 6  109 m2 s1. We plot the com-
position in the solid and liquid at the interface from the
initial position, deﬁned as z = 0, up to the position where
the interface temperature reaches the peritectic tempera-
ture, deﬁned as z = z*. At this ﬁnal position, we also show
the composition in the liquid. In order to highlight the
importance of the new phenomena included in the model,
we show results for several cases, as the various phenomena
are added one at a time (ﬁrst v* – vp, then adding solidiﬁ-
cation shrinkage, and ﬁnally including non-constant ka),
and compare them to the solution of Smith et al. One
can see that solidiﬁcation shrinkage plays a relatively
minor role, whereas the variable partition coeﬃcient (i.e.
including the actual shape of the phase diagram) has a very
signiﬁcant eﬀect on the solute proﬁle.3.2. 1D model for coupled growth
The transient model of the preceding section was used to
generate the initial solute proﬁle in the liquid ahead of the
interface at the beginning of coupled growth. We ignore
nucleation and initial spreading of the b-phase on the pri-
mary a-phase, and assume that coupled growth begins
when the interface temperature reaches the peritectic tem-
perature, and that the liquid composition at the interface
C‘(z*) is equal to C
per
‘ ¼ C‘ðT perÞ. This event occurs after
about 3 mm of growth of the primary phase, as shown in
Fig. 4. At that instant, the solute proﬁle in the liquid ahead
of the interface has a very small negative slope, indicated
by dC‘/df. The solute proﬁle in the liquid predicted by
the Smith solution is such that the thickness of the diﬀusion
layer ahead of the interface is given by D‘/vpXa(T
per), where
XaðT perÞ ¼ Cper‘  C0ð Þ= Cper‘  Cpera
 
is the supersaturation
of the a-phase at the peritectic temperature, and Cper‘ and
Cpera are the liquid and a-phase compositions at T
per, respec-
tively. The numerically computed solute proﬁle in the
liquid at this point was ﬁtted to the following exponential
form:
CIC‘ ðzÞ ¼ C0 þ Cper‘  C0ð Þ exp 
F ICvpðz zÞ
D‘
 
ð6Þ
where the factor FIC is the single ﬁtting parameter, and the
subscript IC denotes that FIC will be used to deﬁne the ini-
tial condition for the multi-phase ﬁeld modeling presented
in Section 4. Note that, when FIC = 1/Xa(T
per), the Smith
solution is retrieved. Also note that FIC depends on G‘, D‘
and vp. For our experimental parameters, the numerical
solution gives FIC = 1.928, whereas 1/Xa(T
per) = 2.67.
Since nucleation of the peritectic phase is not described
by the phase ﬁeld model we have used, it is necessary to set
the initial volume fraction of the two solid phases. The
solution of the 1D model of the initial transient is used
to determine the value of ga(t
0 = 0), where t0 now refers
to the time in the phase ﬁeld calculation. Ignoring the
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shown to be very small), the solid–liquid interface now
stays at the peritectic temperature and moves at the pulling
velocity vp. Setting the solute ﬂux in the liquid equal to the
rate of solute rejection by the moving interface, we can
derive an expression for ga at the onset of coupled growth:
D‘@C
IC
‘
@z

z¼z
¼ vp Cper‘ C
  ð7Þ
D‘ Cper‘ C0ð Þ
F ICvp
D‘
¼ vp Cper‘  gaCpera þð1gaÞCperb
 h i
ð8Þ
) ga¼
Cperb Cper‘ þðCper‘ C0ÞF IC
Cperb Cpera
ð9Þ
where C ¼ gaCpera þ ð1 gaÞCperb is the mean composition
of the lamellar front at the solid–liquid interface and Cperb
is the solidus composition of b at Tper. This procedure is va-
lid when the solute boundary layer does not vary signiﬁ-
cantly during the ﬁrst stage of nucleation and growth of
the peritectic phase.
There are two extreme cases of note. For the Smith solu-
tion, FIC = 1/Xa(T
per) gives gSmitha ¼ 1. In steady-state cou-
pled growth, FIC(t) = 1 and the lever rule is retrieved, i.e.
glevera ¼ Cperb  C0
 
= Cperb  Cpera
 
. Substituting the numer-
ical values corresponding to the experimental conditions
into Eq. (9) (C0 = 21 wt.% and FIC = 1.928) gives
ga = 0.61, which is consistent with the experimental results
shown in Fig. 3 and is much greater than the lever rule
value, glevera ¼ 0:12. This simple model shows that the unex-
pectedly high values of ga at the start of coupled growth
can be explained by considering the solute proﬁle that
develops during the solidiﬁcation of the a-phase, which is
not yet that of the steady-state solution for coupled
growth.
During coupled growth, the interface temperature
remains close to Tper, and thus the interface moves at con-
stant speed vp. In that case, C‘(f, t) evolves according to Eq.
(1) with v* = vp, and Eq. (3) is replaced by C‘ðf ¼ 0Þ ¼ Cper‘ .
Since the temperature, liquid composition and velocity of
the interface are now known, Eq. (2) is no longer needed,
and is instead replaced by an equation similar to Eq. (7),
in which the solute gradient at the interface is obtained
numerically at each time step, and the unknown is ga.
The initial condition is given by Eq. (6) instead of Eq.
(5). This new system of equations can be readily solved
numerically. The results, corresponding to the experimen-
tal parameters and two diﬀerent values of the diﬀusion
coeﬃcient, are also plotted in Fig. 3 (marked “1D solu-
tion”). One can see that although the general trend is sim-
ilar, this simpliﬁed model tends to overestimate the rate at
which ga decreases. This is probably because our analysis
begins after the coupled growth has been established,
rather than at the initial appearance of b-phase, where
ga = 1. Nevertheless, this model has the merit of providing
an explanation for why ga goes from one at the time of
nucleation of b to the lever rule value at steady state. This
is due to the evolution of the solute proﬁle in the liquidwhich, according to the Smith solution, is characterized
by a diﬀusion layer thickness Xa(T
per)D‘/vp at the onset
of coupled growth, and by D‘/vp at steady state.
4. Multi-phase ﬁeld modeling
The simple 1D models presented in Sections 3.1 and 3.2
help to explain some of the phenomena observed in the
experiments. The oscillations in ga, however, are linked to
the time evolution of the microstructure and thus require
a more detailed model. We use the multi-phase ﬁeld model
developed by Folch and Plapp [25], since it has been exten-
sively validated for eutectic alloys. Whereas this model was
originally designed for the modeling of eutectics, it can be
used for peritectics without diﬃculty by changing the phase
diagram parameters. All details of the model are given in
Ref. [25], so are not repeated here.
The code was modiﬁed to take into account the ﬁndings
discussed in the preceding section: the calculations begin
with the interface at the peritectic temperature Tper and
the concentration ﬁeld in the liquid given by Eq. (6). The
region T < Tper contains the solid phases, in the proportion
given by Eq. (9), and with initial compositions Cpera and
Cperb , respectively. For the geometry of the two solid phases,
we considered two diﬀerent conﬁgurations:
 k/2 conﬁguration: Two half-lamellae with their respec-
tive centers on the sides of the simulation box. This is
the minimal conﬁguration for simulating a periodic
lamellar array. The center-line of each lamella corre-
sponds to a mirror symmetry plane of the lamellar struc-
ture, and therefore the application of reﬂecting
boundary conditions along these lines make the solution
equivalent to an inﬁnite periodic array. The simulation
was started from two rectangular domains of the two
phases, with the a-liquid interface usually starting
slightly ahead of the b-liquid interface.
 4k conﬁguration: Four lamellae of each phase with eight
triple junctions. To test the stability of the lamellar array
against lamella elimination, small perturbations in the
width and the starting position of the solid–liquid inter-
face were added.
A multigrid approach is used for the numerical solution
of the governing equations in order to resolve the wide
range of important physical and computational length
scales. The diﬀuse interface width W for the phase-ﬁeld
variables must be small compared to the radius of curva-
ture of the interface, which is of the order of the lamellar
spacing k; the grid spacing Dx must be small enough to
resolve the interface (Dx[W); the short-range 2D diﬀu-
sion ﬁeld ahead of the interface, Oðð3 5ÞkÞ, and the
long-range 1D diﬀusion ﬁeld, Oðð3 5ÞD‘=vpÞ, must both
be independent of the grid and size of the computational
domain.
Several simulations were performed in order to deter-
mine computational parameters that gave converged
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interface width W = 1.25Dx ensured that the diﬀuse inter-
face was fully resolved, and computational examples
showed that the interface curvature was adequately
resolved. The 2D mesh layering scheme for these parameter
choices covers a distance of about 4k in the pulling direc-
tion with a 2D grid. The remaining long-range diﬀusion tail
is resolved with a 1D grid extending another 5D‘/vp.
The calculations were carried out in scaled form. Length
was scaled on the diﬀuse interface width W, and the mini-
mum grid spacing in scaled coordinates is then D~x ¼ 0:8W .
The timescale is a bit more complicated. We ﬁrst deﬁne the
ratios
U a ¼ C
per
a  Cper‘
Cperb  Cpera
; Ub ¼
Cperb  Cper‘
Cperb  Cpera
ð10Þ
The tilt parameter in the deﬁnition of the phase ﬁeld free
energy (see Ref. [25]) ~k ¼ 2 ﬃﬃﬃ2p =ð3WdajU ajÞ where
da ¼ CaT per= m‘aT af Cperb  Cpera
  
is the capillary length
for phase a, Ca the corresponding Gibbs–Thomson param-
eter, m‘a the slope of the a liquidus and T
a
f is its melting
point. We then deﬁne a timescale as a mean relaxation
timescale for each phase, s ¼ 0:3732~kW 2ðU 2a þ U 2bÞ=D‘.
All of the physical parameters can now be scaled using
W and s. In particular, eD ¼ D‘s=W 2. The time step size is
then set to ensure stability, D~t 6 0:25D~x2=eD.
Because the interface temperature during coupled peri-
tectic growth at low solidiﬁcation speed remains close to
the peritectic temperature Tper, it is a reasonable approxi-
mation to consider the liquidus and solidus phase bound-
aries in the equilibrium phase diagram to be straight and
parallel lines. Also, at low solidiﬁcation speeds the kinetic
undercooling can be ignored. Finally, we take the surface
energy for all interfaces to be equal, implying equal angles
between each two binary interfaces at the triple junction.
The parameters used in the phase-ﬁeld model are summa-
rized in Table 1.Table 1
Computational parameters for the phase-ﬁeld modeling of coupled
growth.
Parameter Symbol Value Unit
Nominal composition C0 21 wt.%
Lamellar spacing k 25–70 lm
Liquidus slope of a m‘a 11.03 K/wt.%
Liquidus slope of b m‘b 5.53 K/wt.%
Peritectic temperature Tper 1068.9 K
Ca at Tper C
per
a 13.5 wt.%
C‘ at Tper C
per
‘ 25.5 wt.%
Peritectic composition Cperb 22 wt.%
Diﬀusion coeﬃcient D‘ 3  7  109 m2s1
Thermal gradient G‘ 21–35 K mm
1
Pulling velocity vp 0.38–0.58 lm s
1
Partition coeﬃcient at Tper, a ka 0.53 –
Partition coeﬃcient at Tper, b kb 0.86 –
Gibbs–Thomson coeﬃcient, a Ca 3  107 K m
Gibbs–Thomson coeﬃcient, b Cb 3  107 K m5. Results and discussion
5.1. Base case
We present ﬁrst (in Fig. 5) the results of a simulation
using the 4k conﬁguration. For this case, we use k =
45 lm, and D‘ = 6  109 m2/s. The remaining parameters
are as listed in Table 1.
Several important features of the microstructure evolu-
tion can be seen. The volume fraction ga oscillates with a
spatial period approximately equal to the lamellar spacing
k. The initial perturbations in spacing are damped out
rather quickly as growth proceeds. The nearly horizontal
curves in the ﬁgure represent successive locations of the
interface at equally spaced time intervals. One can see that
as ga increases the interface speed decreases (curves come
closer together), and as gb increases the interface acceler-
ates (curves become further apart). Note also that both
phases accelerate or decelerate together. This is diﬀerent
from the 1-k oscillations observed in eutectics, where one
usually ﬁnds that when the solid–liquid interface of one
phase accelerates the solid–liquid interface of the other
phase decelerates.
We repeated this simulation in the k/2 conﬁguration. All
the parameters were the same, except that for this geometry
there is no perturbation possible in lamellar spacing. The
result is summarized in Fig. 6, where we compare the com-
puted evolution of ga for the two conﬁgurations.Fig. 5. Computed microstructure for 4k conﬁguration. The black, gray
and white regions represent the a, b and liquid phases, respectively. The
nearly horizontal lines correspond to interface positions at equally spaced
time intervals.
5556 J. Valloton et al. / Acta Materialia 61 (2013) 5549–5560One can see that the results are nearly identical. The
small diﬀerence in ga is due to the fact that the perturbation
in spacing in the 4k case slightly changes the volume frac-
tion of the phases. Given these results, and the fact that
the simulations for the k/2 conﬁguration run about 50
times faster than those for the 4k case, the remainder of
the results presented below were obtained using the k/2
conﬁguration. We also show the expected value of ga from
the model of Section 3.2. The phase ﬁeld results track the
1D model very well. Note that the total range of z in
Fig. 6 is much smaller than in Fig. 3. The computed solute
ﬁeld in the liquid over the fourth cycle in the k/2 conﬁgu-
ration simulation is shown in Fig. 7.
The spatial period of the oscillation is about 60 lm,
which corresponds to an elapsed time of about 160 s.
The solute gradient in the liquid is mainly perpendicular
to the solid–liquid interface, since both phases reject tin,
but with a small component parallel to the interface going
from the a-phase to the b-phase as in the peritectic
reaction.
The evolution of the temperature of the solid–liquid
interface during the cycle is shown in Fig. 8. Initially (snap-
shot 1), both a-liquid and b-liquid interfaces are located
partly above and partly below the peritectic temperature,
with the triple junction below Tper. At the beginning of
the cycle, ga increases. Since ka < kb, the average liquid
composition ahead of the lamellar front increases and
accordingly the temperature of the front decreases. When
the center of the b-lamella reaches a temperature about
0.02 K below Tper, the undercooling is suﬃcient to enable
a rapid increase of gb = (1  ga) at nearly ﬁxed undercool-
ing, while the temperature of the a-lamella decreases fur-
ther (snapshot 9). Since the peritectic phase rejects less
solute than the primary phase, the liquid composition at
the interface then decreases and the temperature increases.
As the temperature of the peritectic phase crosses Tper, gb
then recedes slightly. When the temperature of the primary
phase ﬁnally rises again above Tper, ga rapidly increases in
turn at nearly constant temperature and the cycle beginsFig. 6. Evolution of the volume fraction ga for the base case parameters,
in the 4k and k/2 conﬁgurations.anew (snapshot 18). Note that as the interface temperature
falls the interface speed decreases (because G‘ and vp are
ﬁxed), and the converse applies when the interface temper-
ature increases. Note also that because the amplitude of the
oscillation is decreasing with time, the trajectory of the tri-
ple point, shown in blue in Fig. 8, forms a loop that does
not close.
Let us now look more closely at the details of the inter-
face temperature and composition during one cycle of the
oscillation in ga. Since the temperature T*(x) of the solid–
liquid interfaces is known from the calculation, the local
liquid composition along the interface ahead of a and b,
Ca‘ ðxÞ and Cb‘ ðxÞ respectively, can be computed from the
Gibbs–Thomson relation:
Cm‘ ðxÞ ¼ Cper‘ þ
Cs‘KðxÞ þ T ðxÞ  T per
m‘;m
m ¼ a; b ð11Þ
where K(x) is the local curvature of the interface, calculated
as:
KðxÞ ¼  @xxz

1þ ð@xzÞ2
h i3=2 ð12Þ
where z*(x) is the position of the solid–liquid interface in
the moving reference frame. Note that the concentrations
at the interfaces cannot be directly obtained from the
phase-ﬁeld model with suﬃcient precision because of the
smeared-out solute redistribution inside the interfaces.
Fig. 9 shows the operating temperatures and liquid compo-
sitions of the lamellar structures of snapshots 9 and 16
from Fig. 7, computed via Eq. (11), superimposed on the
phase diagram near Tper. Because of the interface curva-
ture, the liquid can have the same composition but be at
diﬀerent temperatures. In both snapshots, the liquid com-
position in front of the primary phase is larger than that
in front of the peritectic phase, even when the front is com-
pletely below Tper, so that diﬀusion always goes from a to
b, as already pointed out.
There has been considerable debate concerning the tem-
perature of a peritectic coupled growth front. The theory of
Jackson and Hunt for regular eutectic alloys [26] was
extended by Boettinger to peritectic alloys [15]. The main
result of his analysis is that, for a small ga at steady state
(i.e. C0 close to C
per
b ), the undercooling of the lamellar front
(assumed isothermal) is always negative (superheating),
regardless of the lamellar spacing. In their simulations of
the Fe–Ni system, Dobler et al. found that this theory does
not accurately describe the interface temperature, and that
the interface temperature was very close to the peritectic
temperature. Lee and Verhoeven [27] reported in a study
of Ni-Al alloys that the coupled solid–liquid interface
was isothermal and slightly below the peritectic tempera-
ture, whereas Vandyousseﬁ et al. [28] in Fe–Ni alloys,
and Su et al. [13] in Cu–Sn alloys found that the lamellar
front was isothermal, but slightly above Tper.
In the simulations discussed so far, steady-state
peritectic coupled growth was never reached. To explore
Fig. 7. Snapshots of the composition ﬁeld in the liquid during one oscillation of the a + b front (C0 = 21 wt.% Sn, k = 45 lm, D‘ = 6  109 m2 s1,
vp = 0.38 lm s
1, and G‘ = 21 K mm
1). The period of the oscillation of ga is 55–60 lm.
Fig. 8. Evolution of the interface temperature during one oscillation. The
trajectory of the triple point is shown in blue. Note that the vertical length
scale, converted from the temperature using G‘, is magniﬁed in compar-
ison to the horizontal scale.
Fig. 9. Operating temperatures of the lamellar structures seen in
snapshots 9 and 16 of Fig. 7 superimposed on the phase diagram.
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with FIC = 1.04, i.e. close to steady state. The volume frac-
tion obtained after stabilization, ga = 0.110, is very close
to the equilibrium fraction deﬁned by the lever rule,
glevera ¼ 0:118. As can be seen in Fig. 10, the lamellar front
at steady state is not strictly isothermal, as previously noted
by Kohler [29]. The temperature of the a-lamella is located
below Tper, whereas that of the b-lamella crosses the peri-
tectic temperature; the temperature of the triple junction
is always below the peritectic temperature (see Fig. 9). In
any case, the temperature diﬀerences along the interface
and between the interface and the equilibrium peritectic
temperature are very small (<0.1 K, see Fig. 9). Such tem-
perature diﬀerences are extremely diﬃcult to measure, and
therefore the question of whether the interface observed inthe experiments is really above or below the peritectic tem-
perature is quite undecidable, especially if one considers the
uncertainty of the phase diagram itself. These observations
also can explain why the Jackson–Hunt–Boettinger theory
cannot be accurate. This theory works with the average
undercooling of the interfaces. Here, the variations of the
local undercooling within the b phase are of the same order
of magnitude as the total undercooling itself, so that the
validity of this averaging procedures must be questioned.
The coupling between the variations of ga and the aver-
age interface velocity v* can be explained by looking at the
average solute balance at the interface. If we approximate
the solute gradient in Eq. (7) by ðCper‘  C0Þ=d, we have
D‘
Cper‘  C0
d
¼ vCper‘ ½ð1 kaÞga þ ð1 kbÞð1 gaÞ	 ð13Þ
Fig. 11. Evolution of the volume fraction ga for diﬀerent lamellar spacings
(C0 = 21 wt.% Sn, D‘ = 6  109 m2 s1, vp = 0.38 lm s1 and G‘ = 21 -
K mm1). For small spacing, the coupled growth terminates in primary a,
whereas for large spacing, coupled growth terminates in peritectic b.
Intermediate spacings produce coupled growth, with decreasing amplitude
oscillations.
Fig. 10. Temperature of the interface at steady state. The volume fraction
of a is very close to glevera .
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D‘C
per
‘ C0
d2
dd
dt
¼ dv

dt
Cper‘ ð1 k0aÞgaþ ð1 k0bÞð1 gaÞ

 
þ vCper‘ ðkb  kaÞ
dga
dt
ð14Þ
The time required for solute to diﬀuse over the extent of the
initial boundary layer, d2=D‘  D‘=v2p  40; 000 s, is much
larger than the period of the microstructural oscillations
in ga (160 s). Thus, on the latter timescale the left-hand side
of Eq. (14) can be set to zero. The coeﬃcients of dv*/dt and
dga/dt on the right-hand side of Eq. (14) are both always
positive since ka and kb are positive, and ka < kb. Thus,
when the interface decelerates (dv*/dt < 0), the volume frac-
tion of the primary phase increases (dga/dt > 0), and con-
versely when dv*/dt > 0, as observed in Fig. 5.
5.2. Parameter variation and stability limits
The stable oscillatory microstructures described in the
preceding section occur only over a limited range of the
parameters. In this section, we investigate the behavior as
vp, G‘, k and D‘ vary. The latter is of course a physical
parameter that does not vary in practice, but its value is
not known to great precision. Thus, varying D‘ measures
the sensitivity of the results to this parameter. We choose
as our base values the parameters for which we have
already presented results, i.e. vp = 0.38 lm s
1, G‘ = 21 -
K mm1, k = 45 lm and D‘ = 6  109 m2 s1, and then
perform simulations in which one of these parameters is
varied.
Fig. 11 shows the evolution of the volume fraction ga as
the lamellar spacing is varied. The experimentally mea-
sured volume fraction determined by X-ray microtomogra-
phy for the sample solidiﬁed in these conditions is also
shown. Stable microstructures are found for k between 35
and 55 lm. Note that the experimental lamellar spacing
determined for the corresponding sample falls into this
range (k = 45 ± 4 lm). For spacings outside this range,the amplitude of the oscillations increases over time until
one phase completely overtakes the other.
Fig. 12 shows the evolution of ga for various values of
D‘. Note that the initial value of ga increases with D‘,
because the development of the initial transient also
depends on D‘, which in turn aﬀects the factor FIC via
Eq. (9). We found a narrow range of values for D‘ that pro-
duce stable structures. Lower values of D‘ led to lamellar
termination in b, whereas higher values of D‘ led to termi-
nation in a.
The eﬀect of varying G‘ is shown in Fig. 13. Three diﬀer-
ent values of G‘, 21, 25 and 35 K mm
1, were chosen.
Again, it can be seen that the initial value of ga changes
with G‘. The reason is similar to the variation with D‘,
but slightly more complicated. During the initial transient
of the a-planar front growth, the temperature of the inter-
face recedes from T a‘iqðC0Þ to Tper, where T a‘iqðC0Þ is the
liquidus of the primary phase. Therefore, the velocity of the
a-liquid interface is lower than the actual pulling velocity.
Increasing G‘ increases the velocity of the interface
(if G‘ !1, v*! vp), which increases FIC, and in turn ga.
As expected, increasing G‘ from 21 to 25 K mm
1 stabilizes
the microstructure. Indeed, the oscillations are damped
more rapidly. Surprisingly, with a further increase to
35 K mm1 the lamellar structure is no longer stable. This
is probably due to the high initial value of ga. Indeed, with
an initial ga close to 1, no oscillations are observed but the
a-phase takes over straight away.
The results for the stability behavior in the simulations
described above, and for an additional series of similar cal-
culations for vp = 0.58 lm s
1, are summarized in Fig. 14,
indicating where coupled growth is stable, or whether it
becomes unstable to either a or b for a given pair of G‘
and k. In order to present these results in a compact form,
the lamellar spacing is scaled by the diﬀusion length D‘/vp
Fig. 12. Evolution of the volume fraction ga for diﬀerent diﬀusion
coeﬃcients (C0 = 21 wt.% Sn, k = 35 lm, vp = 0.38 lm s
1, and
G‘ = 21 K mm
1).
Fig. 13. Evolution of the volume fraction ga for diﬀerent thermal
gradients (C0 = 21 wt.% Sn, D‘ = 6  109 m2 s1, k = 35 lm and
vp = 0.38 lm s
1.
Fig. 14. Stability balloon for coupled growth for the various conditions
examined in this study.
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a
0. The
ordinate then becomes the usual constitutional supercool-
ing parameter M ¼ D‘G‘=vpDT a0, which must be greaterthan one for the a planar interface to be morphologically
stable in the absence of b. We ﬁnd a central region of stable
coupled growth with ga slowly converging towards the
lever rule, surrounded by conditions that lead to a diverg-
ing ga and complete overgrowth by either the primary
phase at high G‘, or the peritectic phase at low G‘. The
region is deﬁned roughly by 2 6M 6 3 and
0.002 6 Pe 6 0.004.
We can explain the limited range of stability of coupled
growth by examining the value of ga when the initial pri-
mary phase transient switches to a coupled growth mode.
At the start of all simulations, ga(z) ﬁrst increases, due to
the initial composition proﬁle in the liquid, which corre-
sponds to the proﬁle ahead of an a-planar front, favoring
the growth of the primary phase. If the initial value of ga
is large enough, the oscillations terminate in the a phase.
Similarly, for low enough initial values of ga, the oscilla-
tions terminate in b instead.
The initial value of ga comes from our 1D numerical
model, which provides the initial solute proﬁle. Changing
the parameters G‘, vp and D‘ alter the solute diﬀusion ﬁeld,
which then changes ga through Eq. (9). For example, when
G‘ increases, the interface recedes a smaller distance to
reach the temperature corresponding to local equilibrium,
which thus increases the solute gradient, and in turn the ini-
tial value of ga. The eﬀect of D‘ is a little more complicated
to unravel. As D‘ increases, the slope of the solute proﬁle
decreases, but not as rapidly as D‘. This increases the value
of FIC, which again increases the initial value of ga. This
accounts for the lobes in the a and b zones terminating
the coupled zone for 2 6M 6 3.
As a ﬁnal remark, let us recall that our phase-ﬁeld simu-
lations are started from well-developed lamellae, with a vol-
ume fraction that is set by the solution of the macroscopic
1D problem. In reality, the coupled growth is initiated by
the nucleation of the peritectic phase on a planar interface
of the primary phase. The nucleus then spreads laterally
over the interface, and lamellar growth emerges only much
later. In view of this diﬀerence, we do not expect our simu-
lations to be quantitatively correct. Phase-ﬁeld simulations
that include nucleation and spreading of the peritectic phase
have been carried out in Refs. [8,30] for diﬀerent phase dia-
grams. It was found that, depending on the pulling speed,
the composition and the distance between nuclei (equivalent
to the lamellar spacing), the peritectic phase can completely
cover the interface, completely disappear after the forma-
tion of an “island” or develop into oscillating lamellae
which evolve toward coupled growth. There is thus good
overall agreement with our results, and therefore we believe
that the results of Fig. 14 are at least qualitatively correct.
6. Conclusion
We have modeled the directional solidiﬁcation of a hyp-
operitectic tin bronze with two diﬀerent approaches: a mac-
roscopic diﬀusion model and a multi-phase-ﬁeld model for
microstructure evolution. This combination of methods
5560 J. Valloton et al. / Acta Materialia 61 (2013) 5549–5560has allowed us to cover a large range of lengths and time-
scales (ranging from the microstructural to the macro-
scopic scales), and to carry out quantitative comparisons
with experiments. The large volume fraction of primary
phase found experimentally in the coupled structure is
due to the solute proﬁle in the liquid at the onset of peritec-
tic coupled growth. A long transient is required to
approach the steady-state solute boundary layer, and for
the average composition of the solid to increase from Cpera
when only the primary phase is present to C0 at steady
state. This explains the slow decrease of ga with increasing
solidiﬁcation distance. The oscillatory behavior of ga is
linked to a collective oscillation of the lamellar pattern
(1-k oscillations).
We expect the phenomena observed and modeled here to
be fairly generic. The slow drift of the volume fractions with
time is due simply to the slow pulling speed, which leads to a
large diﬀusion length and a slow characteristic evolution
time for the solute boundary layer. Since this slow speed
is required to avoid morphological instabilities, such drifts
should appear in all peritectic alloys that have a suﬃciently
large freezing range. This also implies that peritectic two-
phase growth cannot be fully understood in terms of the
basic steady-state solutions. It should be stressed that the
scenario outlined in this work – a slow single-phase tran-
sient followed by coupled growth – is only a simpliﬁed
model. Certain features observed in the experiments remain
unexplained. For instance, our theory cannot account for
the transition from two-phase back to one-phase growth
at the borders between regions (b) and (c) in Fig. 1, because
the theory contains no mechanism by which the interface
temperature could rise above the peritectic temperature
once two-phase growth has started. The history of this sam-
ple is thus more complicated than a simple 1D transient,
which might explain the diﬀerence in the rates of change
of ga between experiments and simulations seen in Fig. 3.
The collective oscillations of the lamellar structure are
also fairly generic. They are due to the complex interaction
between the shape of the two-phase interface and the solute
diﬀusion ﬁeld. Such oscillations systematically occur in
thin-sample eutectic growth close to the eutectic composi-
tion, and were also found in a few peritectic systems
[8,31,30]. In agreement with the latter studies, we found
that lamellar coupled peritectic growth is stable only in a
narrow window of parameters. There is currently no theory
available to predict these stability limits, and thus to pre-
dict whether for a given alloy and a set of growth condi-
tions coupled peritectic growth will be observable. More
work on the microstructural scale is necessary to make pro-
gress in this direction.
There is also one striking diﬀerence between these oscil-
lations in eutectic and peritectic systems: the 3D tomo-
graphic data reported here clearly demonstrate that the
collective 1  k oscillatory mode is relevant for peritectic
coupled growth in 3D. In contrast, it was found both in
experiments [32] and simulations [33] that, for eutectics,
for bulk systems such oscillations are preceded by a zig-zag instability mode and are therefore never observed.
Whether this diﬀerence is due only to the phase diagrams
or whether crystallographic eﬀects come into play remains
to be elucidated.
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