Let f λ be the Tikhonov regularized solution of a linear inverse or smoothing problem with discrete noisy data y i , i = 1, . . . , n. A well-known method for choosing the crucial regularization parameter λ from the data is generalized cross-validation (GCV). This method performs well in practice for large n, but it can be unreliable for small or medium sized n, with a significant chance of selecting a value of λ that is too small, resulting in an undersmoothed solution.
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We propose, for any sample size n, a robust GCV (RGCV) method. RGCV chooses λ to be the minimizer of γV (λ) + (1 − γ)F (λ), where V (λ) is the GCV function, F (λ) is an approximation of the average influence of the data points on f λ , and γ ∈ (0, 1) is a robustness parameter. As for GCV, the RGCV method requires no knowledge of the error variance or the smoothness of the true solution.
We show that for any value of n, RGCV is less likely to choose a very small value of λ than GCV. In addition, RGCV has good asymptotic properties as n → ∞ for general problems with independent random errors. It is shown that the (shifted) RGCV function is a consistent estimate of a 'robust risk' function, i.e. a modification of the ordinary risk that place extra weight on the variance of f λ . We also show that, in certain cases, RGCV is asymptotically equivalent to the modified GCV method, which uses a modified denominator in the GCV function. Numerical simulations demonstrate that the RGCV method performs significantly better than GCV in practice.
