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LINDA C. SMITH & MYKE GLUCK
Introduction
Electronic technologies, including geographic information systems
(GIS), are creating new ways of meeting the needs of library users for
spatial and cartographic information. The 32nd Annual Clinic on Library
Applications ofData Processing, held at the Beckman Institute on the cam-
pus of the University of Illinois at Urbana-Champaign (UIUC) on 2-4 April
1995, addressed the theme of "GIS and Libraries: Patrons, Maps, and
Spatial Information." Current interest in this topic is evident in the pub-
lication of several special issues ofjournals shortly after the clinic took
place. "Making GIS a Part of Library Service" (Lutz, 1995), "Geographic
Information Systems (GISs) and Academic Libraries" (Hernon, 1995), and
"Global Change and the Role of Libraries" (Rand, 1995) can be consulted
for papers that complement and supplement the conference papers com-
piled in this volume. In particular, Longstreth (1995) identifies important
information sources on GIS in his discussion of GIS collection develop-
ment, staffing, and training.
GIS AND LIBRARIES
In his keynote address, Mark Monmonier presents a retrospective look
at his book, Technological Transition in Cartography, published in 1985. The
book examined the future of cartographic technology and the role of policy
in the collection, dissemination, and use of spatial information. Monmonier
hoped that readers would develop an understanding of the idea that the
product of cartography is the information, not the image. His clinic pa-
per briefly surveys each of the book's seven chapters and notes that many
of the issues addressed remain pressing subjects today.
Four papers in this volume consider issues involved in describing spa-
tial data sets and in organizing and providing access to digital libraries of
spatial data. Mary Lynette Larsgaard examines the applicability of tradi-
tional library cataloging methods e.g., Anglo-American Cataloguing Rules,
USMARC to catalog what she terms "planetospatial data" in digital form.
Drawing on experience gained in cataloging resources for Project Alexan-
dria, one of six projects funded by the National Science Foundation's Digital
Library Initiative, she identifies several problem areas that need to be
resolved in order to produce good catalog records. Michael Domaratz (in
a paper based on a transcript of his presentation at the clinic) reviews the
work of the Federal Geographic Data Committee in developing Content
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Standards for Digital Geospatial Metadata (data about data) to provide
support for a National Spatial Data Infrastructure. He also discusses the
emergence of the National Geospatial Data Clearinghouse as a distrib-
uted, electronically connected, network of geospatial data producers,
managers, and users. The intent of the clearinghouse is to allow users to
determine what geospatial data exist, find the data they need, evaluate
the usefulness of the data for their applications, and obtain or order the
data as economically as possible. William E. Moen provides an overview
of the Government Information Locator Service (GILS), a new federal
initiative to assist the public in discovering, identifying, and locating gov-
ernment information. The basic components of GILS are: structured
records with standardized data elements that describe and provide access
information to federal information resources; agency-based information
servers hosting these records; client software to support information re-
trieval from servers; and ANSI/NISO Z39.50 as the communications pro-
tocol between clients and servers. Because spatial data are an important
category of government information resources, GILS may facilitate the
identification and use of spatial data. Barbara P. Buttenfield observes
that as the size of a digital library increases, challenges for data organiza-
tion and collection maintenance will also increase. She describes how
models that are used in the physical and social sciences to predict growth
and changes in size of particular phenomena can be applied to the growth
of digital libraries. Allometric principles can be used to estimate the scale
at which existing procedures will fail and new procedures must be imple-
mented to handle further growth.
Ray R. Larson and Linda L. Hill explore issues in system design for
enhanced access to geographic information and spatial data. Larson de-
scribes the characteristics of geographic information retrieval and spatial
querying, examines the advantages of spatial browsing as a method of
presenting a variety of georeferenced information in a coherent frame-
work, and analyzes the feasibility of automatic indexing of geographic
information embedded in text. Hill considers geospatial retrieval systems
within the framework of the U.S. Global Change Data and Information
System. She presents characteristics of an ideal geospatial retrieval sys-
tem and describes five examples of the types of spatial retrieval available
today. Myke Gluck demonstrates the value of experimental research in
addressing a series of related questions: What are the geospatial informa-
tion needs of the general public? What are the different formats and tasks
for geospatial information suggested by the public? What formats for
geospatial information are most useful under differing task situations?
and What role may the public library play in assisting to resolve geospatial
information needs for the public? Findings of Gluck's studies are helpful
in suggesting ways that libraries and system designers can improve access
to geospatial information.
SMITH & GLUCK/INTRODUCTION
Robert Lee Chartrand and Christie Koontz provide examples of ap-
plications of GIS. Chartrand emphasizes the importance of geographic-
oriented information for emergency preparedness and response and ar-
gues that special libraries in particular should be prepared to fill this need.
Koontz demonstrates the applicability of GIS to library market analysis by
graphically estimating geographic boundaries and analyzing socioeconomic
characteristics within prescribed markets. Examples are drawn from an
analysis of branch location and populations served by the Evansville-
Vanderburgh County public library system.
The last three papers consider issues in implementing GIS. Dean K.
Jue draws on a survey of libraries that have introduced GIS, in order to
identify factors associated with successful implementations. He also pre-
sents a decision flowchart to help public librarians evaluate the type of
GIS services that could be provided in any given library environment. Anne
Watts offers a case study of a successful GIS application at the St. Louis
Public Library: an electronic atlas of 1990 census tract maps and data for
St. Louis City and County. She describes the system design and how it has
been used as a public workstation. Watts notes several factors contribut-
ing to the success of the project: well-defined and limited system, collabo-
ration between the library and outside experts in its development, an in-
ternal organizational champion, and approaching the project as a natural
extension of the library's information services. MarkJoselyn (in a paper
presented at the clinic by Sheryl G. Oliver, GIS Manager, Illinois Depart-
ment of Energy and Natural Resources) provides an example of a state
government initiative to gather and make available spatial digital data.
Data sets contained on the Illinois CD-ROM were primarily constructed
by divisions of the Illinois Department of Energy and Natural Resources,
with others derived from U.S. Geological Survey and census files. The
CD-ROM was distributed free of charge to government agencies, schools,
and libraries.
OTHER COMPONENTS OF THE CLINIC
In addition to the papers presented in this volume, the clinic included a
talk by Brent Allison, head of theJohn R. Borchert Map Library at the Univer-
sity of Minnesota, on "GIS in Academic Libraries" (see Allison [1995] for a
recently published account of Minnesota's Automated Cartographic Infor-
mation Center). A presentation on "Local Initiatives in GIS" by Douglas
Johnston ofUIUC and R. Christopher Schroeder ofAEC Centrec Consulting
Group, Savoy, Illinois, highlighted activities ofCCNet in Champaign County,
Illinois, and focused on GIS issues for agriculture. The clinic began with two
preconference workshops covering an overview of GIS concepts (Mark P.
Armstrong, University of Iowa) and spatial analysis in the social sciences
(Gerard Rushton, University of Iowa). Demonstrations drew on individuals
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associated with the U.S. Army Construction Engineering Research Labo-
ratories and UIUC to provide examples of GIS systems and applications.
The editors gratefully acknowledge the contributions of all these individu-
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MARK MONMONIER
Mapping Technology in Transition
This presentation is a light-hearted mildly self-critical recapitulation
ofa 1985 book-length essay on the evolution andfuture of cartographic
technology, which emphasizes the significant role ofpublic policy in the
collection, dissemination, display, and use of geographic information.
INTRODUCTION
However self-serving this talk might appear, it should be rewardingly
informative or at least informatively entertaining. The subject of my
talk is a book a book most publishers would consider a commercial fail-
ure. In the decade since its publication in 1985, Technological Transition in
Cartography has sold fewer than 1,200 copies in addition to the roughly
200 copies the publisher seems to have given away. Even so, the Univer-
sity of Wisconsin Press still offers the book on its backlist, a service few
trade publishers would dare provide.
Truth be told, Wisconsin was not my first choice for a publisher. I had
offered the book to the University of Chicago Press, which turned it down
after the first reader objected strongly to what she interpreted (quite in-
correctly) as my promilitary viewpoint. My sin, it seems, was an unschol-
arly fascination with cruise missiles, those low-flying pilotless planes guided
to their targets by digital maps, terrain scanners, and global positioning
systems. Even now I find this technology not only fascinating but if a war
is unavoidable and the technology works like it should infinitely prefer-
able to napalm, carpet bombing, and a nuclear holocaust. University press
boards react negatively to such criticism, though, and I agreed with
Chicago's acquisitions editor that I should try elsewhere (ironically, my
long-standing relationship with Chicago began several years later, when I
approached the press with the manuscript for Maps with the News
(Monmonier, 1989), which theJohns Hopkins Press had rejected after an
even more vitriolic first reader objected that my way was not his way).
Fortunately, my good friend David Woodward introduced me to the direc-
tor of the University of Wisconsin Press. A pair of more open-minded
readers agreed I had something worth saying, and the rest is cartographic
history.
Technological Transition in Cartography was not only a fun book to write
but a convenient way to reach cartography students, too many of whom
seemed very narrowly focused on the technology of drawing maps with
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pen and ink, scribing tools, or pen plotters manual skills with a very short
half-life. I wanted to promote a broader view of mapping as a field in
which technology was evolving rapidly and in which the principal product
was geographic information, not the printable image. And I wanted to
show them that dramatic changes readily apparent in the early 1980s would
prove as deep seated and far-reaching as such earlier cartographic revolu-
tions as printing and aerial photogrammetry.
ORGANIZATION AND CONTENT
The book was divided into seven chapters: an introduction, a sum-
mary and conclusions, and individual essays on location and navigation,
boundaries and surveys, aerial reconnaissance and land-cover mapping,
decision support systems, and map publishing and the digital map. In the
introduction, a historical comparison of map copyrights afforded a brief
examination of change in the nature of map products, which I related as
well to the mapmaker's ability to adapt a wide variety of innovations, insti-
tutional as well as technological. The final chapter speculated on various
ways mapping seemed likely to change as a result of the ongoing revolu-
tion, which I called the "electronic transition."
Although concrete examples were important, my approach was far
more nomothetic than idiographic. Each chapter examined a variety of
technological changes and speculated on the impact of recent innovations.
Chapter two, which examined advances in location and navigation, at-
tempted to place the cruise missile and global positioning system in per-
spective with a concise examination of earlier navigation aids, such as the
Marshall Island stick charts, the Mercator projection, the chronometer,
and sonar. The key conclusion in the chapter, though, was the effect on
civilian mapping and navigation of "trickle down" from military and space.
In no way an endorsement of the "trickle down" claimed by Reagan ap-
pointees advocating supply-side economics and massive tax cuts, my points
were that "the perceived need for ever better national security will remain
the principal impetus for major new developments in mapping and map
use. [After all,] a good defense system requires accurate geographic intel-
ligence and accurate navigation. Only the comparatively lavish appropria-
tions for defense are likely to sustain the current rate of development in
digital cartography. Mapping thrives on war and threats of war"
(Monmonier, 1985, p. 45). The implications of all of this for the general
public seemed clear: "Before [the year] 2000, [the map user] might well
push a button on a small, portable pocket navigator and read out his coor-
dinates accurate to several decimal places" (p. 45). Although I had little
to say about automatic vehicle navigation systems like the Etak Navigator,
it seemed clear that:
"Knowing where you are and how to get to where you
want to go will no longer be challenging problems" (p. 45).
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Chapter three, on boundaries and surveys, looked at advances in ge-
odesy and land survey. Early illustrations describing the plane table, leveling
rod, and surveyor's transit led to discussions of electronic distance
measurement, triangulation networks, aerotriangulation, stereophoto-
grammetry, orthophotomapping, and inertial positioning systems. My con-
cluding comment, though, identified similarities between geodetic con-
trol systems and the highway network: "Both facilities are geographically
extensive; both require careful coordination and continual maintenance.
Because direct user charges are troublesome as well as costly to assess,
both networks are public-sector obligations, supported largely from gen-
eral [tax] revenues" (Monmonier, 1985, p. 74). I drew other parallels as
well, including recognition that even though a "surveying and mapping
lobby" consisting of users, contractors, and equipment manufacturers is
smaller and less powerful than the highway lobby, "both mapping and
road building are influenced at least as much by political considerations as
by progress in science and engineering" (p. 75) .
The fourth chapter, titled Aerial Reconnaissance and Land Cover In-
ventories, also addressed topographic mapping, perhaps the biggest ben-
eficiary of advances in aerial survey. I began by looking at the county at-
lases sold by subscription from the 1820s onward the comparatively crude
private-sector forerunner of the public-sector topographic map series. The
U.S. Geological Survey, founded in 1879, initiated a topographic survey
in 1882 with 15-minute quadrangles mapped at a scale of 1:62,500 and 30-
minute quadrangles mapped at 1:125,000. A case study of Pennsylvania
noted that state support of federal mapping, called "cooperation," had
an important leveraging effect: the Commonwealth was mapped much
more rapidly than the nation as a whole because the Geological Survey
was responsive to states that contributed to USGS mapping activities within
their borders. Ironically, when the Geological Survey appraised the qual-
ity of its surveys in 1946, the most recently mapped sections of the Com-
monwealth the relatively remote counties of the "Northern Tier" had
the more accurate, more up-to-date maps. Also examined were the tem-
poral trends in the growth of the 7.5-minute series ofmore detailed 1:24,000
maps. Because of aerial photogrammetry, spatial coverage of the 7.5-minute
series advanced much more rapidly than for the 15-minute series, begun
in an era of plane-table surveys and topographic field sketching.
The chapter also examined advances in aerial survey, including color-
infrared imagery developed by the military for camouflage detection and
electronic sensing systems, including active side-looking airborne radar
(SLAR) systems as well as passive multispectral scanners. Image process-
ing techniques developed with satellite remote sensing include: the simple
parallelepiped classifier and more sophisticated classification algorithms,
resampling to remove geometric distortions, edge enhancement to sharpen
detail, and smoothing enhancement to remove the effects of "spikes" of
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high or low brightness. Remote sensing not only revolutionized the map-
ping of land cover and land use but held out the possibility of more accu-
rate choropleth maps of population density computed by dividing county
populations by the amount of residential land.
The chapter concluded with a briefdiscussion ofmapping policy. More
so than earlier mapping techniques, remote sensing raised issues of
tradeoffs and privatization. At one level, civilian-oriented remote sensing
programs like Landsat could be optimized for geologists or agriculturists
that is, to serve scientists concerned with geologic structure and petro-
leum exploration in contrast to scientists focused on vegetation and the
world food supply. And of course there was the inherent conflict between
civilians eager for the detailed imagery that was technologically possible
and defense experts concerned that providing high-resolution imagery
for civilian applications was a threat to national security even though our
main opponent (the USSR) most certainly had excellent satellite spy sys-
tems. Amazing what a little competition from the French SPOT system
did to that argument not to mention the availability in the early 1990s of
high-resolution satellite imagery from the former Soviet Union.
Remote sensing raised many other policy issues including the needs
of academic researchers and other users less able to pay and the objec-
tions ofThird World nations who charged that unauthorized sales of imag-
ery of their national territory was a breach of privacy rights and interna-
tional etiquette. Even so, "a tactfully managed satellite sensing program
can be an effective instrument of international cooperation and regional
development" (Monmonier, 1985, p. 109).
My fifth chapter, on decision support systems, began by looking at
censuses and surveys for collecting demographic and socioeconomic data
and moved quickly to the DIME (dual independent map encoding) data
structures used to support address matching and computer mapping for
the 1970 census. The chapter then briefly examined the history of com-
puter mapping technology, which had advanced in two decades from com-
paratively crude line-printer maps to a variety of higher-resolution hard-
copy displays based on the pen plotter, to interactive cathode ray tube
displays with pointing devices and "user-friendly" menus. Of particular
interest were plasma panels and other comparatively thin wall-panel dis-
plays as well as computer-controlled holograms.
The chapter turned from display to data in a section on National At-
lases and Data Banks. After a concise look at the history of national at-
lases as instruments of planning, discovery, and education, I proposed
that "modern telecommunications and data base technology will radically
alter the organization and operation of national atlas programs," with the
paper atlas "secondary to the digital cartographic data base from which it
will be derived" (Monmonier, 1985, p. 136). The forecast included data
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transmitted by "wire or airwaves," more timely analyses in home or of-
fice, an improved cost-benefit ratio, and a fuller role for the private sec-
tor. Information policy would become a significant policy issue for car-
tographers and geographers, with free or low-cost public access a key is-
sue.
Equally troublesome was the need for coordination, as much to thwart
the easy addition of misleading poorly documented information as to pro-
vide open access to users. "Ready availability does not guarantee quality,"
I noted (Monmonier, 1985, p. 137). "If poorly controlled, an easily acces-
sible data base may do more harm than slower, more traditional mapping
methods" (p. 137). Also important was coordination with state and local
agencies, with the possible addition of regional atlases and electronic da-
tabases. States would want their own electronic atlas systems, and state
and federal systems would need to learn to talk to each other.
The next section addressed turnkey systems, mapping software, and
usability. Of particular concern were the default options by which soft-
ware developers gave naive users a success experience by imposing stan-
dardized design decisions, often of dubious value. Nowhere was this more
evident than in statistical mapping software that instantly generated col-
ored five-category choropleth maps based on an equal-intervals classifica-
tion.
"Cartography as a profession," I noted, "should be concerned with
the inventory and comparative evaluation of mapping software, with the
clear and comprehensive documentation of program goals and system
operation, and with the proper training of program users" (Monmonier,
1985, p. 142). Although cartographic journals have been rigorously re-
viewing software for nearly a decade, the profession today seems as pow-
erless against stupidly designed software as it was against the flagrant mis-
use of the Mercator projection.
The final section, on Standards, Cooperation, and Shared Benefits,
offers an optimistic note. In a broad plea for efficient documentation,
compatibility of data and software, and widely recognized data exchange
formats, I called for institutional guarantees that data are reliable, com-
plete, and valid. Although standards offered some hope, "standardization
can be both good and bad" (Monmonier, 1985, p. 143). In particular, I
warned of a
"hasty, politically expedient imposition of standards [that]
might greatly lower the benefits of coordination." Like so many things,
the effectiveness of standardization depends on how well it is done.
Chapter six, titled Map Publishing and the Digital Map, began with a
brief examination of two earlier innovations with broad effects on
cartography namely, printing and photographic engraving. Of particu-
lar interest were unique cartographic adaptations such as wax engraving,
which linked letterpress printing with map drafting through a
nineteenth-century process of electroplating. An efficient method for
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rendering curved type as well as standardized point and line symbols, wax
engraving gave railroad and textbook maps a distinctive look.
A more recent cartographic innovation, negative scribing with plastic
film and
"peelcoats" reached its heyday in the 1970s. Useful for produc-
ing cartographic layers known as "feature separations" and "color separa-
tions," this technology dominated advanced classes in map design and
reproduction. And for a decade or so before the advent of the high-resolu-
tion imagesetter, digital map-production technology focused on automat-
ing the manual aspects of negative scribing. By the early 1980s, though, it
was apparent that scanners would capture existing hardcopy cartographic
images, while sophisticated commercial mapmakers created (and stored)
new ones electronically.
In a section on Computer Memories for the Digital Map, I looked at
electronic storage media ranging from cassette tapes and floppy discs to
semiconductor memory and computer-searchable laserdiscs (videodiscs)
technology able to "place a sizable map collection in millions of homes"
(Monmonier, 1985, p. 163). And in a section titled Glass Threads, Net-
works, and Videotex, I examined an emerging technology that promised
maps a wider role in such information services as "city information, boat-
ing/fishing information, weather forecasts, real estate sales, andjob search-
ing" (p. 178). Even so, cartographic experiences in the development of
printing and photography suggested this role would be secondary and pas-
sive rather than primary and active. "While not a prime innovator," I
pointed out, "the map maker must be an efficient and innovative adap-
tor" (p. 178).
Chapter six concluded with a short essay on Maps as Software and a
call for less emphasis on the paper map. "The Electronic Transition seems
destined to progress to a stage at which maps are seldom composed on
paper or similar [hard-copy] graphic media.... With time," I argued, "al-
most all cartographic data will be captured electronically, at their source,
through photogrammetry or satellite remote sensing, or from computer
systems for processing census results and other administrative data." Con-
sequently, "a prime casualty of cartography's Electronic Transition will be
the attitude that the map is a printed product.... [And although] it might
be too soon to forecast the demise of the paper map, paper clearly [would]
become less important as a storage medium and vehicle for geographic
information.... [In slightly different words,] the paper map might not be
dead, but the digital map will greatly alter where, how, and when paper
maps are printed" (Monmonier, 1985, pp. 178-179).
THE BOOK'S CONCLUSIONS
The final chapter of the book was an opportunity not only to collect
various observations from the earlier chapters but also to speculate more
broadly about the future of maps, mapmaking, and mapping policy. I be-
gan with an attack on cartographic Darwinism: the nai've assumption "that
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maps will be better more accurate, more timely, more accessible, more
aesthetic, more tailored to user needs simply as a result of high technol-
ogy.
" More so than ever before in the history of cartography, the greatest
challenge was institutional the need for effective management and orga-
nization. "The potential for better maps has never been greater," it was
clear, "yet neither has the threat of dismal, expensive, embarrassing fail-
ures" (Monmonier, 1985, p. 181).
The key issues involved public policy, not technology. Prime concerns
in the early 1980s (and today as well) were privacy, public access, and cost
recovery. Electronic linking of heretofore segregated records and high-
resolution satellite sensing systems opened new avenues for questionable
snooping on citizens by government and private individuals alike. Yet
these tools might prove at least equally adept in legitimate attacks on crime
and environmental pollution. Even so, who should have access to these
and less sensitive data and at what price? Because electronic geographic
data can be costly to develop, private developers need copyright protec-
tion. In the early 1980s, though, politicians and federal bureaucrats were
beginning to think about a variety of radical strategies radical for the
United States, at least including copyright protection for federal data-
bases and privatization of heretofore public data-collection activities like
the National Weather Service. Driving much of this thinking was recogni-
tion of the enormous value of geographic data to corporations that could
well afford to pay for much more than the marginal cost of printing and
distribution. Yet equally apparent was the difficulty of establishing a sched-
ule of charges that provided fuller cost recovery yet accommodated the
needs of academic researchers and other citizens with much shallower
pockets. And turning mapping over to a for-profit corporation might well
lead to neglect of areas with limited sales potential. To safeguard the
needs of scholars and hobbyists as well as to shield national mapping pro-
grams from "blind allegiance to cartographic Nielsen ratings," I proposed
(slightly tongue-in-cheek) a National Endowment for Cartography.
Coordination of mapping was an important policy need, which fed-
eral officials traditionally dealt with through interagency committees. Was
it not time, I asked, for a major cabinet-level realignment, such as the
consolidation of all mapping activities in a new Department of Natural
Resources? Such proposals were by no means new, though, and I was
hardly optimistic, especially about the likelihood of stronger links between
topographic mapping on the one hand and demographic and economic
censuses and surveys on the other. Although the military and natural re-
source agencies in the departments of Interior and Agriculture had a long
history of communication and cooperation, obvious ties between map-
ping policy and statistical policy were markedly weaker.
Another concern was the growing role of private enterprise, which
even without privatization would have substantial impacts on mapping.
11
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Especially powerful was the multinational corporation, with needs to ex-
plore and integrate its operations "nationally and internationally without
regard to political boundaries" (Monmonier, 1985, p. 188). Although largely
an afterthought, the often subtle cartographic role of multinational cor-
porations seems an intriguing topic for at least one doctoral dissertation
on the history of late twentieth-century cartography.
To professional colleagues, my next section on Security and Digital
Data must have seemed like science fiction if not outright hallucination. A
clear drawback of electronic storage was the dual threat of "nuclear attack
and the malevolent prankster," I wrote (Monmonier, 1985, p. 189). Like
other forms of electronic data, digital cartographic information was vul-
nerable to electromagnetic pulse (EMP) , whereby a high-voltage wave pro-
duced by a high-altitude nuclear explosion could shut down the electric
power grid, disable telecommunications, and wipe out fragile circuitry and
electronic storage media. Equally problematic, albeit in a wholly different
way, was the capricious hacker who might move Cleveland into Lake Erie,
delete important obstructions from aeronavigation charts, or enlarge his
or her own lot at the expense of a neighbor. Like other electronic informa-
tion, cartographic data must be defended against tampering and EMP.
A section on Preservation and the Historic Record addressed another
challenge of cartography 's electronic transition. Despite the vulnerability
of paper to heat and time, paper maps are more easily collected, cata-
loged, and preserved than their electronic counterparts. Because hard-copy
electronic storage is far from permanent, digital data must be recopied
periodically. Moreover, preservation of electronic maps also requires pres-
ervation of display software and associated operating systems. Especially
troublesome is the geographic database that is updated on a more or less
continuous basis. Although edits and other changes might be archived so
that any desired cartographic snapshot can be reconstructed, the map au-
thor or database administrator must make a conscious effort to preserve
the cartographic record.
But what exactly does "cartographic record" mean in the digital era?
I am not aware that any library or archives is systematically preserving late
twentieth-century electronic cartography. Yet the challenge is enormous
because an adequate historical record would include not only maps, data,
software, and other artifacts but also information on how people, compa-
nies, and governments are using cartographic data. Future historians of
cartography can benefit greatly from efforts to gather oral histories, insti-
tutional records, reports of participant observation, and recordings of in-
teractive map analysis sessions. The history of cartography, unfortunately,
seems too heavily committed to an antiquarian focus on the field's more
distant past. And even unsystematic collectors short-sightedly avoid con-
temporary maps.
12
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My final section on Humanistic Challenges addressed design, aesthet-
ics, and the growing number of do-it-yourself mapmakers empowered by
software and digital data. Unencumbered by either intelligent software or
cartographic training, untrained users can be viewed as a threat to both
themselves and other equally na'ive users of their creations. This view, of
course, is sometimes attacked in these postmodern times as the elitist
hand-wringing of "the professional" with an economic and ideological stake
in cartographic education a charge not without merit. Even so, perhaps
the greatest scholarly challenge of cartography's electronic transition was
the apparent democratization of mapmaking that not only spawned mil-
lions of poorly designed maps but gave hundreds of thousands (at least)
of novice mapmakers the opportunity to create potentially impressive car-
tographic artwork with crisp type and authoritative symbols, and to easily
integrate maps with writing. Although I didn't emphasize this point,
cartography's electronic transition offers the potential at least of a philo-
sophical-cognitive revolution in how we think about and describe spatial
relationships.
CRITICAL REVIEWS
Before closing, I want to address two fairly obvious, but nonetheless
important, questions: How was the book received? And what do I wish I
had treated differently?
First, the book's impact, which can be assessed in part through an
examination of published reviews. Some of the two hundred free copies,
struck responsive chords with book review editors, and critiques appeared
in most (if not all) appropriate journals in geography and cartography,
including The American Cartographer, the Annals of the Association ofAmeri-
can Geographers, the Bulletin of the Society of University Cartographers, The
Canadian Geographer, the Cartographic Journal, Cartographica, Computers
and the Social Sciences, Environment and Planning A, The Geographical Re-
view, Geography, The Journal of Geography, The Photogrammetric Record, The
Professional Geographer, and Technology and Culture. More gratifying, most
reviewers seemed pleased, although some were more enthusiastic than
others, and even enthusiastic ones were a bit picky at times.
I kept track of reviewers' assessments by extracting their most posi-
tive and most negative comments as well as by rating each review A, B, C,
or D (all very scientific, of course). Fortunately, there was no need for an
^category in the mid-1980s, that needlessly obtuse ritual whining known
as postmodern critique had little interest in maps and geography. By my
count (and you'll have to take my word for this), the book earned six As,
twelve fis, one C, and one D a skewed distribution not unlike the grades
I award in upper-division courses in advanced map design or geographic
analysis.
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The most enthusiastic reviewers not only acknowledged the book's
clarity and timeliness but agreed that maps were due for profound change,
and that cartographic scholars had seriously neglected the importance of
policy. As an illustration of an "A" review, Michael Blakemore (1986),
writing in Environment and Planning A, opined: "The joy of this book is
that it provides a scholarly synthesis of the past as well as posing a wide
range of questions about future issues. ... It becomes increasingly clear
from this excellent book that digital cartography throws up issues at such
a rate that society feels it difficult even to react, let alone think the issues
through logically" (p. 283).
The "J5" reviews typically balanced positive comments with doubts or
reservations. For example, Alan MacEachren (1986), writing in The Ameri-
can Cartographer, enthusiastically stated: "This book is unique in both its
topic and perspective . . . this is a book that belongs in every cartographer's
library. It contains opinions on cartography's future that deserve consid-
eration by everyone involved with making, studying, and using maps." Yet
he was critical of its content and focus: "As an introductory text, the book
is rather narrow in scope. . . . The emphasis on national mapping policy
and programs, while justified, so dominates the book that a beginning
student might assume that all significant cartographic developments take
place in the federal government."
The view that book-length essays on cartography are perforce text-
books accounts for a number of less than laudatory comments in the two
"C" and "D" reviews. The "C" review by a graduate student (Noronha,
1986) whose advisor (ironically) penned what I consider an "A" review
(Goodchild, 1987) had little positive to say beyond noting that "the lan-
guage is clear" and that the "wealth of factual detail tucked between the
lines . . . makes for a comprehensive historical perspective" (p. 309). The
reviewer was deeply disappointed by the omission of such theoretical con-
cepts as "smoothing, Fourier analysis, and fractal geometry" and by the
dismal green dustjacket, the aesthetically mediocre graphics, and the lack
of color illustrations. And the "D" review (Slocum, 1986), while conced-
ing that: "Generally, this book does meet its intended goal," and con-
cludes that "it is unlikely that [the book] will function well at the introduc-
tory cartography level because it is too broad in scope. It is more appro-
priate for a history of cartography course, or possibly a computer cartog-
raphy seminar. This book might also be useful in a history of science course
because it discusses a number of technological advances ancillary to car-
tography" (p. 38). Although I agree with, and even applaud, this assess-
ment, I obviously should have emphasized more strongly my intent not to
write an introductory textbook.
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REGRETS AND LOOKING AHEAD
What else would I have emphasized? Two things, principally: an in-
creased facility for integrating graphics with written text and the advent
of dynamic experiential maps able to free users from ossifying single-map
views.
I addressed integration more satisfactorily four years later in another
university press book, Maps with the News: The Development of American
Journalistic Cartography. The final chapter concluded with the observation
that personal computers and mapping software held the promise of richer
geographic descriptions, interpretations, and explanations byjournalists
and writers able to link both media with ease and think graphically as well
as verbally (Monmonier, 1989, pp. 246-47). This consequence of
cartography's electronic transition is clearly deeper and more far-reach-
ing than my earlier forecast of a "'de-massified' cartography" (Monmonier,
1985, p. 172).
Equally significant is the likelihood of experiential maps. Defined as
dynamic displays with which the viewer can readily interact, experiential
maps are much more than interactive mapping software: guided by scripts
and user profiles, an experiential map can explain a process or act out a
temporal event with terminology, symbols, sequences, and geographic foci
adapted to the viewer's interests and experience. At its simplest level, the
experiential map might reveal geographic nuances hidden by a traditional
static map. At more advanced levels, it can orient a viewer to a new atlas or
electronic database, help the user comprehend complex concepts in physi-
cal or human geography, or assure that an analyst will not overlook a po-
tentially meaningful spatial pattern. Although my 1985 essay forecast an
increased use of both animation and interactive mapping (Monmonier,
1985, pp. 137-42, 163) , more recent developments, such as graphic scripts
(Monmonier, 1992), suggest profound changes in how maps can engage
users in a search for knowledge and understanding.
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MARY LYNETTE LARSGAARD
Cataloging Planetospatial Data in Digital Form:
Old Wine, New Bottles New Wine, Old Bottles
This discussion deals with using traditional library cataloging meth-
ods-e.g., Anglo-American Cataloguing Rules (AACR), USMARC to
catalog planetospatial data in digital form and the problem areas that
have come to light.
INTRODUCTION
University research libraries are in some ways like modern medicine,
most noticeably in their tendency toward specialization. For example, an
ear-eye-nose-and-throat doctor may not be the person you would like to
trust to take care of an ailment that happens south of the larynx. Simi-
larly, in the approximately twenty years to 1988 that I have been occupied
with (among other occupations) cataloging maps, I never once cataloged
digital data (but I have an excuse no digital data in the library with the
exception of the online catalog) (distant sound of the gods laughing).
At the same time, it was obvious, even ten years ago, to many in map
librarianship that our portion of Library Land was going digital. Thus
the last five or so years have presented many learning experiences, espe-
cially since Project Alexandria started in October 1994. Project Alexan-
dria or, as it is also called, the Alexandria Digital Library is one of six
National Science Foundation-funded Digital Library Initiatives (DLI).
Alexandria's goal is to provide online access to georeferenced informa-
tion starting with planetospatial data. My role in Alexandria is multipartite,
focusing on metadata, data set selection (both metadata and spatial data) ,
and general information on library services and practices what works,
what does not, and what services we would like to provide to users. Very
specifically, since early October of 1994, I have had primary responsibil-
ity for working with a computer engineer to design a metadata schema
(called the Alexandria Metadata Schema). This metadata schema is a
brief version, with several simplifications (e.g., no punctuation between
fields) of USMARC, with special emphasis on the fields of the U.S. Fed-
eral Geographic Data Committee's Content Standards for Digital
Geospatial Metadata. Mike Domaratz, a main architect of the later stan-
dard and another presenter at this clinic, will provide specific comments
about that. Other than some allusions that reflect the work done for
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Alexandria over the last several months, what is presented in this discus-
sion is a snapshot of a work in progress as I decide how to deal with the
moving target of digital data forms. Honesty compels me to admit that
the Alexandria Metadata set is composed of a paltry 130 records, only
about half ofwhich are digital data (although all of the analog items have
been scanned).
It is from this experience whence comes the subtitle 245$b. "Old
wine, new bottles" in the title of this presentation refers to information
formerly presented in paper, and other generally eye-readable, versions
now being presented in digital form initially in somewhat literal trans-
formations but increasingly in new ways. The "new wine, old bottles"
refers to the tremendous fun we have fitting new formats into old catalog-
ing rules, adding or changing the latter as new data to be accessed ap-
pears or as existing types develop new wrinkles. As for the adjective
"planetospatial," the rationale follows that the term "map" is obviously
inadequate. How about the term "spatial data"? That encompasses too
much since it includes measurement of any object in space (e.g., medical
imaging) . The terms "geospatial data" and "georeferenced information,"
however, each begin with a word derived from the root "ge-", that is, Earth,
so data relating to other planets would not be covered. "Cartographic
materials" comes close, but to many people it means maps only. For
example, there is a feeling that the MARC Map format is to be used only
for maps, which is not correct it may be used (at least in theory) for any
cartographic material. "Georeferenced information/data" does indeed
nicely cover anything that can be given a latitude/longitude reference
"spatial data that pertain to a location on the Earth's surface" (Farrell,
1994, p. 1). Thus it includes, for example, gazetteers, population statis-
tics, histories of countries, and so on. So that seems to leave us with
"planetospatial data," a term suggested by a computer science graduate
student.
The two learning experiences that are the basis of this presentation
are those of my self-education in cataloging digital planetospatial data,
and of explaining Map and Imagery Lab materials and library cataloging
practices to computer science (and other science) faculty members and
graduate students. The latter has been occasionally but fortunately, sel-
dom so an embarrassing process, since once I looked into something
and sometimes even after a quick glance I found practices that were
difficult or impossible to defend. In some cases, these practices seem to
be based on the problem on which library science has been based as
the name indicates on a format (the book) instead of on a concept (in-
formation). It has also been my observation, as I read various manuals
on cataloging digital data, that there are differing ideas and perhaps some
confusion as to how to catalog that data.
On the other hand, there have been moments of sweet revenge, as
when a few months into putting together a prototype, a computer engi-
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neer informed me, in tones of amazement and indignation, that compil-
ing metadata was extremely time consuming. You will be pleased to
know maybe that the efforts we have made to ensure that users do not
have an inkling as to what goes on before an item is ready for use have
succeeded beyond our wildest expectations. I have also learned that much
of what we take for granted in online cataloging e.g., having all fields,
whether repeatable or nonrepeatable, on one form; having as many full-
text (as compared to varchar/limited-to-256-characters fields as are
needed); having the computer software "know" that, for example, Calif.
= California = CA is no mean code-writing/database-management-soft-
ware feat.
It has been most helpful to read the writings of people in other disci-
plines turning their minds and their discipline's habit of thought to catalog-
ing (see especially Bretherton and Singley [1994] to see how a model of
catalog access to information looks to two atmospheric scientists) . It is ironic
that information derived by cataloging had to be called something else
metadata before noncatalogers dealt with it. This is similar to persons who
claimed they could not type who, all of the sudden, learned how to type
when computers came in, and the name of the work was described as "input-
ting." The bright side of dealing with metadata for digitally generated data is
the promise (which one fervently hopes will not evanesce) that software (per-
haps the tools of spatial databases and analysis) may be used to extract
metadata. It cannot happen too soon for me.
It seems inevitable, in this self-education process, that there are some
areas where cataloging GIS and other planetospatial digital data has meant
the need for some retooling and reworking and perhaps some reinven-
tion of existing cataloging policies and procedures. It is extremely for-
tunate that the purpose of cataloging policies and practice is to ensure
that users will be able to get at the data in ways that they consider the
most logical. This means that catalogers usingJesuitical reasoning to get
the access points needed is perfectly acceptable. Yet, overall, much of
what exists in current cataloging practice works quite well. The follow-
ing text will reveal exceptions to this premise. As part of the work-in-
progress aspect of this discussion, it will be obvious that there are no
answers for all of these concerns, although there are routes of attack.
But first let us take a glance backward. In the "The more things change,
the more they remain the same" category, Dodd's (1982) remarks as to
why machine-readable data files may be difficult to catalog:
1. currently lack desirable standards in bibliographic representation;
AACR2 (Anglo-American Cataloguing Rules, 2d ed.) does not ad-
equately define bibliographic elements as they apply to MRDF;
2. lack of internal user labels: poor documentation, lack of such tradi-
tionally used elements as a title page although a standard for a header
does exist (ANSIX3.27);
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3. production rather than publication is the rule;
4. data are easily and, in some cases, often changed, so assigning edi-
tions may be difficult;
5. dates of publication may be problematic because of 3 and 4 above;
and
6. physical description is a problem area, since the items are so differ-
ent from traditional library materials (pp. 35-37) .
Thus the following list of the problem areas I have seen will come as
little surprise:
1 . physical description, especially 300$a generally and specifically SMDs
but also 300$b and the way this field relates to file-characteristics area
(256) and mathematical data (255);
2. production versus publication;
3. merging another standard Content Standards forDigitalGeospatial
Metadata with USMARC;
4. multilevel description;
5. looking in a mirror looking at self holding a mirror when one cata-
logs an analog item (e.g., a map), which is scanned at high resolution
and when does one stop cataloging? Does one catalog the scanned
file separately?
6. subject headings;
7. bounding coordinates; and
8. time which one?
PHYSICAL DESCRIPTION
General Material Designations (GMDs), Specific Material Designa-
tions (SMDs), and (not surprisingly) the USMARC formats are a mixture
of intellectual and physical formats, of content and form, of information
and carriers of information, and of frequency. It is tempting to say that
they were heuristically developed in order to deal with existing data, that
they work, that format integration enables one to use any field needed,
and to leave it at that. The fact remains that putting, for example, "map"
in the same category as "slide" is not logical.
General Material Designations (GMDs) in AACR2 include
List 1 braille, cartographic material, computer file, graphic, manuscript,
microform, motion picture, multimedia, music, object, sound recording,
text, videorecording.
List 2 art original, art reproduction, braille, chart, computer file, di-
orama, filmstrip, flash card, game, globe, kit, manuscript, map, micro-
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form, microscope slide, model, motion picture, music, picture, realia,
slide, sound recording, technical drawing, text, toy, transparency,
videorecording (Gorman & Winkler, 1988, p. 21).
USMARCformats include: book, serial, archives and manuscript control,
machine-readable data files, maps, music, visual materials.
Specific Material Designations (SMDs) include: monographs in book form:
no SMDs referred to as such v., p., leaves, columns, broadside, sheet,
portfolio (p. 72).
Serials designations include: Use the relevant specific material designation
(taken from subrule .5B in the chapter...) e.g., wall charts, filmstrips ver-
sus microfiches (p. 288).
Cartographic materials include: atlas, diagram, globe, map, map section,
profile, relief model, remote-sensing image, view (p. 108).
Manuscripts: not referred to as such except in other physical details
(300$b); same as book format, plus: items, ft. (ca. items OR v. OR boxes)
(pp. 130-31).
Music materials: score, condensed score, close score, miniature score, pi-
ano [violin, etc.] conductor part, vocal score, piano score, chorus score,
part (p. 150).
Sound recordings: sound cartridge, sound cassette, sound disc, sound tape
reel, sound track film (p. 170).
Motion pictures and videorecordings: film cartridge, film cassette, film loop,
film reel, videocartridge, videocassette, videodisc, videoreel (p. 190).
Graphic materials: art original, art print, art reproduction, chart, filmslip,
filmstrip, flash card, flip chart, photograph, picture, postcard, poster, ra-
diograph, slide, stereograph, study print, technical drawing, transparency,
wall chart (p. 209).
Computerfiles: computer cartridge, computer cassette, computer disk, com-
puter reel [add new one SMDs as new physical carriers are developed]
(p. 231).
Three-dimensional artefacts and realia: art original, art reproduction, braille,
cassette, diorama, exhibit, game, microscope slide, mock-up, model.
Ifnone of these terms is appropriate, give the specific name of the item...as
concisely as possible e.g., "hand puppet; jigsaw puzzle" (pp. 250-51).
Microforms: aperture card, microfiche, microfilm, microopaque.
Add cartridge, cassette, or reel, as appropriate. ..add cassette, if appropri-
ate, to microfiche (p. 266) .
MARC Formats: Book, Serial, AMC, MRDF, Maps, Music, Visual Materials.
Separate out carriers of information e.g., microform, digital from rest.
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The heart of the problem seems to be that any item falls into several
different classifications simultaneously and orthogonally a good time
to remind ourselves that classification is just a way for human beings to
think logically about the universe, which is a continuum. Following in
no particular order are the major types of classification that a cataloger







g. eye-readable not eye-readable
h. sound no sound
i. ascii binary
j. actual object representation of an object
(3-D) (generally 2-D)
Lack of consistency brought about, one suspects, mainly because the
codex has predominated as a method of transporting information for
much of the history of libraries becomes obvious when one cruises
through AACR2R seeking out 300$a.
For nonatlas, nondigital monographs and serials: pp. or v. [carrier; gen-
eral assumption that item is in one volume unless otherwise stated] .
For cartographic materials'. 1 map/view/section/diagram ["on 1 sheet"
is assumed], 1 globe ["on 1 sphere" is assumed], 1 model (ambiguous
what kind of model?), 1 atlas (pagination), 1 diagram [on 1 sheet]
(ambiguous what kind of diagram?), 1 view [on 1 sheet], 1 section.
For digital data: we are firmly in carrier-land "9.5.B1. When new physi-
cal carriers ...." appear, formulate terms computer cartridge, computer cas-
sette, computer disk, computer reel, computer laser optical disc (why is it
that everywhere except in catalog records are these called CD-ROMs? Do
most users even know what
"computer laser optical disc" means?).
Going back to AACR2 for the sake of comparison, we are dealing
with what seem more like intellectual forms: i.e., data file, program file,
object programs. For contrast, the map curator of the Royal Library, Na-
tional Library of the Netherlands, includes in physical descriptions the
number of floppies, files, and bytes as appropriate (J. Smits, personal
communication, 16 December 1993).
This whole problem is especially noticeable when one, for example,
has a serial CD-ROM of AVHRR data (Advanced Very High Resolution
Radiometer) it qualifies simultaneously as serial, machine-readable data
22
LARSGAARD/PLANETOSPATIAL DATA IN DIGITAL FORM
file, graphic (and so on), and map (since the data are generally displayed
on a computer screen as a map); so, which SMD (or collection thereof)
are you going to use? What takes precedence? Information type or car-
rier type? And why not be consistent throughoutAACR (e.g.,
"
intel-
lectual item/substantive form of material on physical form") or isn't
it possible?
This brings us to the subject of file characteristics. This field is in the
same family as 255, Mathematical data (scale; projection; coordinates).
1
In AACR2R (it did not exist in AACR2), file characteristics are given as:
Computer data ( files, records, bytes)
Computer program (as above)
Computer data and program (as above).
It would seem more appropriate for this field to include, in addition
to whether the material is data or software, such matters as whether it is
text or graphics or both or whether data can be displayed in color (more
about this later) . Bytes are analogous to words or possibly to number of
pages and therefore seem more appropriately placed in physical descrip-
tion (specifically in 300$a); also, geospatial data sets are often large (e.g.,
a black and white 9" x 9" air photo scanned at 600dpi requires 29 mega-
bytes, a color photo requires 91 megabytes, all bands of a SPOT image
could require approximately 400 megabytes), and it makes sense to give
these in megabytes rather than in bytes. Files are like chapters. What is
the point of having this information? Most importantly, users have little
or no interest in the number of chapters in a book, and I have about as
much interest in counting files as I do in counting chapters or plates.
And what does "record" mean? It is not in the glossary of AACR2R. As
indicated, these seem more appropriately located in physical description
than in file characteristics.
Reverting to physical description, for 300$a, how about an amalgam
ofAACR2 and AACR2R: computer data on CD-ROMs or 580 megabytes
on 1 computer laser optical disc or 10 images (580 megabytes) on 1 CD-
ROM? But this will not work for GIS databases, where the number of
maps that might be constructed is infinite. As always, everything depends
upon the author's or publisher's intent.
Moving on to other physical details, 300$b, we have: 1 computer la-
ser optical disc : col. Although the intent is to indicate that the data on
the disc will display in color, what is actually being said is that the disc
itself is colored. Even the description: 580 megabytes on 1 computer
laser optical disc : col. is not much better because of the way whether or
not data may be displayed in color is carried:
10 images (580 megabytes) : col. is accurate. Bytes are not in color
in the way that a map is in color. In raster data, each pixel is associated
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with a value from to 255, which denotes what grey-scale value that pixel
has. The image may be displayed either as grey-scale (black and white)
or as color depending on the software in use.
Yet another point. In the version of guidelines for cataloging Internet
resources that I have, it is stated that one does not use 300 because there
is not a physical item to describe. It would be more accurate to say that
one does not have a physical carrier to describe. If one considers num-
ber of bytes (which definitely do take up space as anyone who has watched
the memory in a pc go to 2 percent empty knows) to be analogous to
pages, then 300$a is an appropriate place for size of file.
PRODUCTION VERSUS PUBLICATION
If publication is defined as distribution of multiple copies by sale or
by other transfer, then digital data seems to qualify. In the 1993 Guide-
linesfor Description ofInternet Resources (Patton, 1993), it is noted that, gen-
erally speaking, only electronic serials are considered published, but if a
monographic item carries a formal statement similar to that found on
the title page of a monograph, then it may be considered published (p.
1 ) . Practically speaking, any file that is made available for others to use
whether through anonymous FTP site or Mosaic is, in digital terms, pub-
lished.
University faculty members are presently dealing with this "is-it-pub-
lished" conundrum in the sort of way that wonderfully fixes one's
attention is work made available over the Internet considered to be a
publication that will "count" toward getting tenure?
MERGING TWO STANDARDS
Metadata in Project Alexandria must be compatible with two metadata
standards, USMARC and the Content Standards for Digital Geospatial
Metadata. USMARC is a database format; it is not a cataloging-rules
standard that standard is AACR. One step yet further away are the cata-
loging concepts upon which AACR is based. This may explain some of
the problems I have seen in applying Content Standard for Digital
Geospatial Meta Data, since making equivalencies between something
that is a concepts standard (Content Standards for Digital Geospatial
Metadata) and something that is a database-format standard (MARC) is
obviously going to run into difficulties. At a more abstract level, the two
standards are different. Both are concerned with accurately and briefly
describing the item in hand, but the Content Standards for Digital
Geospatial Metadata is intended mainly for use by data producers, while
USMARC is mainly for agencies that make information available but gen-
erally do not produce it.
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Another point is that USMARC has evolved since the late 1960s from
cataloging policies and practice that date back 100 years and more, while
the Content Standards for Digital Geospatial Metadata was put together
injust a few years under the gun of a Presidential Executive Order stating
that all federal agencies had to document their geospatial data using a
standard that the Content Standards for Digital Geospatial Metadata would
produce. These different beginnings engender different attitudes and
result in documents that are different.
The much longer time frame in which current cataloging practice in
libraries has had a chance to evolve has the additional benefit of allowing
that practice to have a sturdy base of supporting standards, e.g., the
USMARC: database format; ISBD; LCSH, and by extension; BGN place
names; USGS lexicon of stratigraphic names; LC's schedules for classifi-




AACR proposes but LC disposes. In AACR2, multilevel description
became an option for catalogers, including those who recognized users'
needs for planetospatial data at the sheet or frame level a problem, given
that standard cataloging is at the series or flight level. For example, it is
rare that people need to see every sheet of Morocco at 1:100,000, yet that
is the only level at which the series appears in standard cataloging. It was
only when USMARC finally had a linking field-772 hat libraries were
able to put this into practice. There is no note relating a child to a par-
ent the link is solely in the vertical relationship tag and is carried as a
number. Mainly, it seems to have been applied in the AMC format al-
though the then National Map Collection of Canada has used it (Parker,
1990). The Canadians also used two local-interest fields which unfortu-





003 both parent and subrecord
UTLAS field U035
UTLAS local information code: 1 parent record
2 analytic $a accession no. (Parker, 1990, p. 89)
Possibly 008/25 (Cartographic material type), which is confined to:
single map, map series, map serial, globe might be expanded to include
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the categories given as 002 and 003 in UTLAS field 1083, since map se-
ries is, in effect, 001 (although such a series could also be a subrecord).
The general rule is that what is common to all children is recorded at the
first level. Each successive level contains only the information pertinent
to that level and does not repeat what is at a preceding level. There are
several different layers, all of which, mercifully, are not needed in all
cases for various forms of planetospatial data:
a. air-photo flight:
Flight Flight Line Roll Frame
b. satellite imagery:
Overall mission name Satellite number Scene ID
c. map series:
Parent Another parent Subseries Child
d. CIS:
i. Parent Tile (geographic areas adjoining each other;
analogous to topographic map sheets in a series)
ii. Parent Various themes/layers/coverages
There is rarely much common metadata among coverages since each gen-
erally has different lineage. It would also be difficult to devise a concept
that survives from one GIS software to another. It will be interesting to
see how this system works when one applies it to digital data and specifi-
cally to vector data.
It can happen that a child can belong to more than one series i.e.,
it can have more than one parent. This is the sort of occurrence that
causes database-software engineers to go grey before their time. In addi-
tion, it will work best from a database point of view if child records have
different fields than do parent records, but that is not possible. For ex-
ample, both parent and child records will have title fields, call number,
and a few other fields in common. This was indicated by a list generated
for Alexandria of the child fields for each offour major formats the project
was working with map; air photo; satellite image; and digital data set.
Another problem that occurs is, if one is using 772$w, why bother any-
more with 4xx/8xx? The tentative answer seems to be that one still may
use 4xx/8xx for items in monographic series such as the U.S. Geological
Survey folded-map series (GQ, I, MF, etc.). Still, it could come in handy
for such subseries as the many Atlas of Mars subseries in the I series.
The best way to handle this seems to be the following:
a. use a tree analogy, with root-branch-leaf relationship root as parent,
branch as subseries, leaf as child;
b. have a field, as the Canadians did, that indicates what any given record
is in relationship to other records;
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c. link the fields with 772$w; for example:
Level 1 (root) Parent record
RSN92850219 [control number; 001]
Level 2 Sub-group Item
RSN92850226 RSN92850223
772$w92850219 772$w92850219
Level 3 Item Item
RSN92850228 RSN92850227
772$w92850226 772$w92850226 (Parker, 1990, p. 88)
d. when a user calls up a child, have software call the parent record. When
the user calls up a parent and then requests all the children, have the
standard response "This retrieves more than 5,000 records and will
take 20 minutes; would you like to refine your search?" if there are a
large number of children/leaves.
Another matter of interest here is linking related materials e.g.,
DEMs and DLGs to the USGS quadrangles from which the data were
digitized but this can be handled within existing cataloging fields. Guide-
lines for Bilbliographic Description of Reproductions (Association for Library
Collections & Technical Services, 1995) neatly sidesteps this matter and
does not include digital forms of an item (e.g., a raster scan of a specific
nautical chart is not a reproduction of the specific chart) .
What to Catalog
For its prototype, Alexandria scanned any nondigital items that were
cataloged thus creating a digital file. So what does one do? Create a
catalog record for the digital file? Alexandria stopped with creating the
digital file and did not catalog it, but there is no reason why one has to
stop there and many reasons to continue on. One needs to create a record
for the scanned object, but it should be closely connected to the record
for the original item, perhaps as a version of it. As Barbara Tillett (1995)
put it so well in her paper on multiple versions as a digital equivalent of
the supremely useful "dashed-on" entry from pre-USMARC days.
Subject Headings
There are a couple of subjects that need some work. Satellites should
be referred to in a consistent fashion. Currently, we have both: Landsat
satellites and SPOT (artificial satellite). The latter looks the more logical
of the two.
A primary part of any geospatial-digital-data reference question is,
"Is the data raster or vector?" With the new Content Standards for Digital
Geospatial Metadata fields, USMARC does have a field specifically to note
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this, but given the importance of the question, perhaps we should also
have a subject heading for each. "Linear topographical spaces" seems to
be how vector data sets are presently referred to in LCSH. There does
not seem to be a subject heading for raster data.
This is not a subject heading relating solely to digital geospatial data.
It is included here on the grounds that so much imagery of other planets
in the solar system is in digital form, and it was that data that brought this
problem which previously had irritated me but not enough to do any-
thing about it most forcibly to my attention. We do not deal consis-
tently with planetospatial data of Earth in LCSH. For other planets we
have: Venus (Planet), Jupiter (Planet), and so on. We do not have, and
very much need, Earth (Planet). This means that when one catalogs a
geologic atlas of the Earth, the only LCSH subject heading one may use
is: Geology $x Maps which plops it in with such works as the making and
use of geologic maps.
Bounding Coordinates
With very few exceptions, every reference question for planetospatial
data starts out with location. So, having quickly determined bounding
coordinates are essential. For spatial data in digital form, this informa-
tion is often in the header or derivable from inside the digital data. For
aerial photographs, deriving it is a nightmare. We need software that
determines these coordinates, and GIS and image processing software
may have the answers needed.
Also, what about coordinates for other planets? USMARC and Con-
tent Standards for Digital Geospatial Metadata both assume Planet Earth
coordinates. We need a field perhaps an indicator that signals what
planet is meant.
Time
When time becomes a matter of metadata interest, then we must
specify what kind of time is involved (local time? Greenwich time?), and
we need a field that tells the reader of the metadata what kind of time is
meant.
CONCLUSION: TIME OF CHANGE
Some years ago, the cataloging community was the most conserva-
tive part of the library world, the least willing to consider change. Then,
in short order, we got MARC, shared online cataloging, and AACR2, all
of which quickly eliminated anyone who was resistant to change (I can
still remember catalogers who took early retirement rather than to deal
with AACR2) . The cataloging community has shown itself, especially over
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the last five years, to be very responsive to change, willing to put together
a set of rules for cataloging new formats (e.g., data available over the
Internet) in short order and send these out to the wider community to be
tried out. Certainly MARC has its faults, and certainly the library world
is looking at next steps (e.g., SGML). However, it has been both extraor-
dinarily useful and extraordinarily successful, being adopted in one form
or another internationally, and there are perhaps 60 million USMARC
records in existence. It is important to remember that MARC was formu-
lated at a time when computer power was far less powerful and far more
expensive than it is now, from whence came many of the coded fields
(contained generally in 001-049) . What would be most helpful now would
be if the cataloging community would take on the very difficult task of
reworking the cataloging rules so that they are even more based on cata-
loging information and not on cataloging the book form.
Speaking more specifically, over the last six months it has become
increasingly obvious that, for a cataloger to catalog digital planetospatial
data accurately and quickly, the cataloger must know a considerable
amount about such data how to load it, how to read headers, how to
scan materials and do image processing on the resulting files, and so on.
Alexandria depended on two very capable, hard-working geography gradu-
ate students, one specializing in raster data and one in vector. Even as a
short-term situation, this did not work perfectly. One needs the combi-
nation of knowledge of cataloging policy and practice and knowledge of
how to deal with the digital side in order to produce good catalog records.
NOTE
Scale is not logically applied to digital spatial data sets; scale of hard-copy data used for
inputting is not the same as the scale of a specific hard-copy map being cataloged. More
tellingly, the implication here that a digital planetospatial data set may be displayed at
only one scale is not correct. The equivalent information for digital data is resolution
which, no matter at what scale the data are displayed on a screen, remains the same. For
example, the horizontal spatial accuracy of 1:24K DEMs is 30 meters; the 1:250K OEMs
have a spatial accuracy that is tied to latitude 3 arc-seconds up to 50 degrees North, 6
arc-seconds from 50 to 70 degrees North, and 9 arc-seconds above 70 degrees North.
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MICHAEL DOMARATZ
Finding and Accessing Spatial Data
in the National Spatial Data Infrastructure*
Information about where a thing is or where an event takes place is an
important factor in decisionmaking in both the public and private sec-
tors. Spatial data provide a unique context for integrating disparate
observations and evaluating competing options. Factors of location,
distance, pathways, and other spatial relationships often must be con-
sidered when making decisions about economic ventures, environmental
and health concerns, responses to emergencies, and other issues.
Public and private sector organizations have quickly realized the
usefulness ofspatial data in their activities. The nation spends billions
of dollars annually on just the collection, management, and dissemina-
tion of spatial data. Difficulties in finding and accessing data, and a
lack ofdata documentation, hinder the spatial data community 's efforts
to work together and leverage this large investment. Through the Na-
tional Spatial Data Infrastructure, government agencies, private com-
panies, and nonprofit organizations cooperate to develop consistent, re-
liable means to share spatial data.
THE NATIONAL SPATIAL DATA INFRASTRUCTURE
The National Spatial Data Infrastructure provides a base or structure
of relationships among data producers and users that facilitates data shar-
ing. More formally, it is "the technology, policies, standards, and human
resources necessary to acquire, process, store, distribute, and improve
utilization of geospatial data" (Executive Office of the President, 1994).
The characteristics of the spatial data community greatly influence
the approach to developing a "national" infrastructure. The many orga-
nizations in the community including local, regional, State, and Fed-
eral government agencies, private companies, and non-profit organiza-
tions, have different (and sometimes competing) purposes, abilities, poli-
cies, interests, and needs. The many scientific or occupational disciplines
in the community have different organizing principles, values, techniques,
and terminologies. Some disciplines have a long experience with spatial
data. Use of spatial data is quite new in others. All have something to
*This article is exempt from United States Copyright.
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contribute to the community, although that fact is not always readily ap-
parent to all members of the community! Finally, the members of the
community are dispersed geographically, an important factor in evaluat-
ing means to link data users and producers. These and other characteris-
tics of the community play a critical role in developing strategies to move
forward.
"Spatial data" (sometimes called "geospatial data") identify "the geo-
graphic location and characteristics of natural or constructed features
and boundaries on the earth" (Executive Office of the President, 1994).
Most people would readily identify digital and paper maps, aerial photo-
graphs, and remotely sensed images as sources of spatial data. There also
are many other types of data, including socioeconomic and demographic
statistics, surveys of natural resources, and photographs and videotapes
of landscape, that describe the locations and characteristics ofgeographic
features. The spatial component of these data, which might be encoded
using geographic coordinates such as longitude and latitude, a street ad-
dress, or a county name or code, provides a key by which different infor-
mation sources can be integrated and processed. The infrastructure must
accommodate these different data so that potential users can find, evalu-
ate, and integrate them.
An important aspect of the "infrastructure" is technology. Advances
in computerized approaches to collect and process spatial data, and de-
creasing costs for using this technology, have helped spread the use of
digital spatial data. Technologies such as the Global Positioning System,
geographic information systems, and image processing help organiza-
tions that now use spatial data to do so more efficiently and effectively
and entice other organizations to use these data for the first time. New,
dynamic forms of spatial data are being created. Integration and use of
data may result in new data being created.
Advances in telecommunications such as the Internet provide the
ability to disseminate these digital data to a large audience. Before this
technology was available, many organizations that collected and used spa-
tial data did not have the printing, warehousing, and shipping infrastruc-
ture needed to distribute spatial data. The Internet now permits these
organizations to make their information widely available, as well as to
locate needed data that are produced by others. Traditional relation-
ships within the community are changing rapidly as technology enables
the emergence of new data producers and users, and new opportunities
for collaborative data collection and use.
Work on infrastructure requires attention to other links within the
community. Concerns and views vary widely on issues such as recovering
the costs of data collection, freedom of information, and liability. Devel-
opment of the infrastructure also depends on ensuring that new profes-
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sionals are trained well, and that existing professionals keep up with the
rapid technological change.
THE NATIONAL GEOSPATIAL DATA CLEARINGHOUSE
One challenge brought on by the changes in the community is that
of finding and accessing digital spatial data. The amount of data being
produced, the number of organizations producing data, and the decen-
tralization of data production and distribution are growing. Distinctions
between data producers and users are being blurred. These data often
are not
"published" in a traditional way. Mechanisms for finding and
accessing information must accommodate these changes in the
community.
These concerns are not unique to the spatial data community.
Marchionini and Maurer note that "one clear difference between tradi-
tional libraries and digital libraries is that digital libraries offer greater
opportunity for users to deposit as well as use information" (Marchionini
and Maurer, 1995, p. 73). Wilensky provides another view: "For digital
libraries to succeed, we must abandon the traditional notion of 'library'
altogether. The reason is as follows: The digital 'library' will be a collec-
tion of distributed information services; producers of material will make
it available, and consumers will find it and use it, perhaps through the
help of automated agents" (Wilensky, 1995, p. 60).
Working with other members of the community, the Federal Geo-
graphic Data Committee is encouraging the development of the National
Geospatial Data Clearinghouse as a means for the community to find and
access digital spatial data. The clearinghouse is a referral service to dis-
cover who has what data. Designed with the decentralized distribution of
data producers and users in mind, the clearinghouse is comprised of a set
of information stores that use computer hardware, software, and tele-
communications to link producers and users. To participate in the clear-
inghouse (see figure 1), producers create descriptions (or "metadata")
of their data and make these descriptions available through the Internet.
The resulting form of the clearinghouse is the "constellation" of sites,
linked through the Internet (see figure 2).
Producers also may make their spatial data available directly through
the clearinghouse. Many government organizations are taking advan-
tage of this option to disseminate data that are in the public domain. Use
of this option by other organizations will grow as methods for commer-
cial transactions on the Internet mature.
To find and access data, a user communicates with the sites through
the Internet, retrieves the metadata, and evaluates the metadata to deter-
mine the usefulness of available data for the planned application. When

















Figure 2. The clearinghouse is a "constellation" of sites from which data
producers provide information.
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useful data are identified, the user follows the instructions in the metadata
for retrieving or ordering the data.
Another perspective on the clearinghouse is to consider different
ways through which spatial data can be accessed using the Internet (see
Figure 3). Of these alternatives, the clearinghouse is based on data pro-
ducers providing access to metadata through Z39.50-compliant servers.
Popular options include providing access to metadata through World Wide
Web servers, and providing access to spatial data through File Transfer
Protocol (FTP) services.
This approach to building the clearinghouse has been well received
in the spatial data community. Producers value the ability to provide
information about their data directly to potential consumers. The ap-
proach also encourages producers to keep the metadata current. Users
appreciate the ability to access metadata and spatial data from their desks,
and the ability to determine for themselves which data are the most suit-
able for their applications. Federal agencies, required to participate in
(2)
Basic configuration of the clearinghouse.
Option World Wide Web access to metadata (1) and File Transfer Protocol access to
spatial data (2)
Figure 3. Of the methods through which the Internet can be used for spatial
data, the clearinghouse uses Z39.50-compliant servers to provide metadata.
Popular options include the use of the World Wide Web and the File Transfer
Protocol.
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the clearinghouse by Executive Order 12906, have been pleased with the
initial response to their efforts. For example, the U.S. Fish and Wildlife
Service reported that, in the first month of operation, approximately
29,000 digital maps from the National Wetlands Inventory were retrieved.
The U.S. Geological Survey reported a similar volume of interest, with
40,000 files of spatial data retrieved in the first three months of operation
(Federal Geographic Data Committee, 1994a).
The implementation of the clearinghouse isjust beginning, and there
are many challenges ahead. It has been noted that "the Internet is start-
ing to provide the largest library humankind has ever had. As true as this
may be, the Internet is also the messiest library that ever has existed"
(Marchionini & Maurer, 1995, p. 72). This concern has been noted about
the clearinghouse, and the Federal Geographic Data Committee is work-
ing within the spatial data and Internet communities to develop means to
find and evaluate data more efficiently. New tools for using the Internet
will result in new ways to implement the clearinghouse. The committee
also sponsors a competitively awarded cooperative agreement program
to encourage collaborative experimentation and implementation of the
clearinghouse.
CONTENT STANDARDS FOR DIGITAL
GEOSPATIAL METADATA
The lack of documentation for existing spatial data also hinders the
spatial data community's ability to leverage its data investments. Many
times organizations find data that seem to be useful for an application
only to discover that very little is known about the data. For most organi-
zations, concern about failure and liability is too great to risk the use of
data that are not documented.
Data documentation, or metadata, describe the content, quality, con-
dition, and other characteristics of data. Metadata for spatial data include:
Identification Information basic information about the data. Examples
include the title or other identifier, the geographic area covered, cur-
rentness, and rules for acquiring or using the data.
Data Quality Information an assessment of the quality of the data. Ex-
amples include positional and attribute accuracy, completeness, logi-
cal consistency, and lineage (the sources of information and methods
used to produce the data) .
SpatialData Organization Information identification of the mechanisms
used to represent spatial information in the data. Examples include
the method used to represent spatial positions directly (such as raster
or vector) and indirectly (such as street addresses or county codes),
and the number of spatial objects in the data set.
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Spatial Reference Information description of the reference frame for,
and means of encoding, coordinates in the data. Examples include
the name of, and parameters for, map projections or grid coordinate
systems, horizontal and vertical datums, and the resolution of the co-
ordinate system.
Entity and Attribute Information information about the thematic content
of the data, including the entities types, their attributes, and the domains
from which attribute values may be assigned. Examples include the names
and definitions of features, attributes, and attribute values.
Distribution Information information describing how to obtain the data.
Examples include the means available to contact a distributor, avail-
able data formats, information about how to obtain data online or on
physical media (such as cartridge tape or CD-ROM), and fees for the
data.
Metadata Reference Information information about the metadata. Ex-
amples include the date the metadata were created and the means to
contact the organization that created the metadata.
The data producer is the best source of this information. Details
about the boundary of the area encoded in the data, the quality of the
data, coordinate systems, data dictionaries, and other elements ofmetadata
are all available when spatial data are produced. The best time to collect
metadata is when the data are being collected.
Can data producers be persuaded to collect metadata? Fortunately,
a major use of metadata is of great interest to data producers. Metadata
provide a means to organize and maintain a producer's internal invest-
ment in data. Metadata help organizations to insure themselves from
loss of knowledge about their data caused by personnel changes or by the
passage of time. Metadata also help to protect organizations from con-
flicts caused by misuse of data.
In addition to maintaining internal investments in data, there are
two other uses of metadata important to the spatial data community:
(1) enabling participation in data clearinghouses, and (2) supporting
transfers of data. Metadata are the core information of a data clearing-
house. Through the clearinghouse, an organization can find useful data
that are available from others and make its data known to new customers.
An organization also can identify other organizations with similar inter-
ests that may be potential partners in data collection and maintenance
activities. Metadata also are essential information during the transfer of
spatial data between organizations. For data to be useful to an organiza-
tion, the organization must be able to integrate them into its holdings
and applications. Metadata provide critical information needed to pro-
cess and ingest new data.
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As the spatial data community recognized the value of metadata, in-
terest in standards for metadata grew. The Federal Geographic Data
Committee sponsored a forum on the subject in 1992. At the forum, the
participants heard descriptions of different approaches to setting stan-
dards for metadata, and agreed on the need for a standard on informa-
tion content for metadata for digital spatial data. Volunteers drafted a
standard which the Federal Geographic Data Committee offered for public
review from October 1992 to April 1993. Extensive comments were re-
ceived from the public. The committee revised the draft based on these
comments and tests conducted by its member agencies. The committee
also coordinated its efforts with those for related activities, such as the
Machine Readable Cataloging (MARC) and the Government Informa-
tion Locator Service (GILS). The standard was approved by the commit-
tee onJune 8, 1994 (Federal Geographic Data Committee, 1994b). Geo-
graphic information coordination committees in several states also have
adopted the standard.
The standard supports the common uses of metadata: to enable an
organization to protect its internal investments in data, to support data
clearinghouses, and to support data transfer. The standard provides for
the encoding of information needed to satisfy common uses of metadata:
availability data needed to determine the sets of data that exist for a
geographic location.
fitness for use data needed to determine if a set of data meets a speci-
fied need.
access data needed to acquire a set of data.
transfer data needed to process and use a set of data.
The standard provides a common set of terminology and definitions
for the documentation of spatial data. The standard establishes names
for data elements and groups of data elements, the definitions of these
data elements and groups, and information about the values that are to
be provided for the data elements. Information about elements that are
mandatory, mandatory under certain conditions, and optional (provided
at the discretion of the data producer) also is provided.
The standard specifies the information content of metadata, but does
not specify how this information is organized in a computer system or in
a data transfer, nor the means by which this information is transmitted or
communicated to the user. The variety of means for organizing data in a
computer or in a transfer, the different institutional and technical capa-
bilities of data producers, and the rapid evolution of means to provide
information through the Internet provided the basis for this decision.
Recognizing the different needs and abilities within the spatial data
community, the standard provides leeway in a number of implementa-
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tion decisions. Elements of metadata can be encoded for different levels
of granularity of data, ranging in size from large collections of data files
to individual lines and areas. The amount of detail that is encoded may
vary. Different data may vary in their significance or value, and the effort
expended in developing metadata should correspond to the value of the
data. Decisions about documenting existing and new data should be con-
sidered carefully. Organizations with large holdings of undocumented
"legacy" data are concerned about the costs of documenting these hold-
ings, and sometimes allow the consequences of past practices to control
their decisions about documenting new data.
The Federal Geographic Data Committee recognizes the need for
the standard to evolve with the changing needs of the community, and is
working with the community on improvements. Current activities in-
clude identifying a core set of metadata to facilitate searches, developing
means of providing "lite" amounts of metadata, and developing means of
adding locally used extensions to the standard.
FUTURE DIRECTIONS
The factors which have fashioned activities to develop the National
Spatial Data Infrastructure will continue to challenge current views about
how to collect and share digital spatial data. Successful approaches will
be those that allow the community to contribute, share, integrate, and
use spatial data for varying units of space, periods of time, and thematic
detail. It is difficult to know exactly what may emerge from this dynamic
environment. Chrisman (1994) has identified some things that a digital
library of geographic information should not be: it is not a collection of
map sheets; it is notjust one snapshot in time; and it is not modeled on a
digital library of books or scientific publications.
The Federal Geographic Data Committee sponsors projects to de-
velop the National Spatial Data Infrastructure and to improve the
community's ability to work together. For more information about the
committee's activities, visit the committee's World Wide Web site at <URL:
http://fgdc.er.usgs.gov>, or contact the committee by electronic mail at
gdc@usgs.gov or by postal mail at the FGDC Secretariat, c/o U.S. Geo-
logical Survey, 590 National Center, Reston, Virginia 22092, USA.
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The Government Information Locator
Service: Discovering, Identifying, and
Accessing Spatial Data
The Government Information Locator Service (GILS) is a new federal
initiative to assist the public in discovering, identifying, and locating
government information. GILS may play a special role in helping the
spatial data community to search and retrieve information about spa-
tial information resources created, collected, or held by federal agen-
cies. GILS is a decentralized standards-based approach to network
discovery and retrieval. The basic components of GILS are structured
records (i.e., the GILS Locator Records) with standardized data ele-
ments that describe and provide access information to federal informa-
tion resources; agency-based information servers hosting the Locator
Records; client software to initiate information retrieval transactions;
and ANSI/NISO Z39.50 as the communications protocol between cli-
ents and servers. This paper provides an overview of GILS and dis-
cusses ANSI/NISO Z39.50, the American National Standardfor infor-
mation retrieval, and its use in GILS. The paper concludes with a
discussion of the implications of GILSfor the discovery and use of spa-
tial data.
INTRODUCTION
A major barrier in the effective use of distributed electronic networks
and the information available through them is the lack ofadequate mecha-
nisms for discovering and retrieving information that is relevant to users'
information needs. Nowhere is this more true than in the realm of fed-
eral information resources and more specifically geographic and spatial
data created, collected, or held by federal agencies.
The Government Information Locator Service (GILS) is one mecha-
nism that will assist users to search for and retrieve information. GILS is
a decentralized standards-based approach to network discovery and re-
trieval and uses ANSI/NISO Z39.50, the American National Standard for
information retrieval. GILS is a network-accessible service through which
the public will be able to identify and locate federal information resources.
GILS will help users identify what resources exist and provide informa-
tion about those resources to allow the users to determine the utility of
the information resource for their needs. Additionally, GILS provides
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users the necessary information for accessing or acquiring the resources.
While the focus of the initial GILS effort has been on federal information
resources, its use is not limited to those resources. Some state govern-
ments and other organizations are investigating the use of GILS to assist
their user communities in discovering and retrieving information.
This paper provides an overview of GILS and discusses Z39.50 and its
use in GILS to facilitate information retrieval in the increasingly distrib-
uted electronic environment offederal information. The paper concludes
with a discussion of the implications of GILS for the discovery and use of
spatial data.
BACKGROUND AND CONTEXT
GILS is a new federal initiative to assist users in discovering, identify-
ing, and accessing or acquiring federal information resources. Through
the use of existing technology, GILS provides a framework and specifica-
tions for agencies to describe their information resources and make those
descriptions available to users directly via the Internet or through any num-
ber of intermediaries. Additionally, GILS is intended to assist govern-
ment agencies in the management of federal information resources. Ad-
equate management of information resources, enhanced access to public
information, and dissemination ofagency information products are three
primary goals of GILS. It is important to see these goals as information
policy goals and to understand that GILS is a policy-driven initiative.
A brief overview of the current policy and technology context within
the federal government will assist in understanding the emergence of GILS.
For many years, the primary policy instrument for federal information
has been the Office of Management and Budget's (OMB) Circular A-l 30,
"Management of Federal Information Resources." Originally published
in 1985, A-l 30 directed federal agencies in their information management
activities. Beginning in the late 1980s, OMB began the process of revising
A-l 30. This effort culminated in the publication of substantial revisions
to the circular in 1993 and in 1994 (Office of Management and Budget,
1994b) . While maintaining a focus on federal information resources man-
agement, sections of the revised circular also addressed agencies' respon-
sibilities in providing access to, and dissemination of, government infor-
mation. In part, the revised A-l 30 set the stage for GILS.
Other activities have also shaped the policy context of the current
GILS initiative. For example, two research studies examined problems
and design issues related to a federal information locator system (McClure
et al., 1990; McClure et al., 1992). Those studies suggested that a user-
based approach to designing a locator system, policy analysis and policy
advocacy, and an awareness of technology trends and information tech-
nology standards can be particularly effective to connect the needs of in-
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formation users and providers in achieving broader federal information
policy goals.
The development of GILS occurred within the larger policy context
reflected, for example, in the National Information Infrastructure (Nil)
and the National Performance Review (NPR) initiatives. The Nil and
NPR are two examples of important policy statements that reflect the
Clinton administration's encouragement of the government's use of elec-
tronic networks to increase public awareness of, and access to, govern-
ment information and services. The Nil initiative encourages agency ef-
forts to expand electronic dissemination through diverse channels (Infor-
mation Infrastructure Task Force, 1993). The GILS is seen as a federal
contribution to the Nil by providing a "virtual card catalog" to govern-
ment information. The National Performance Review, released by Vice
President Gore in September 1993, encourages agencies to develop elec-
tronic dissemination programs that employ the right balance of public and
private sector efforts (National Performance Review, 1993). The current
incarnation ofOMB Circular A-l 30, however, provides important enabling
policy for GILS. The circular directs agencies much more forcefully in
their responsibilities in the areas of information access and dissemina-
tion. Agencies are, among other things, created to:
help the public locate government information maintained by or for
the agency;
disseminate information on equitable terms;
develop aids to locating information;
establish and maintain inventories of all agency information dissemi-
nation products;
use electronic media and formats to make government information
more easily accessible and useful to the public; and
use information technology standards to create open and interoperable
information systems.
GILS is a policy and technology response to the needs of the public to
identify, locate, and access or acquire government information. OMB
recently formalized the policy on GILS in its Bulletin 95-01, "Establish-
ment of Government Information Locator Service" (Office of Manage-
ment and Budget, 1994a). The bulletin directs federal agencies to inven-
tory their information resources and begin describing those resources in
GILS Locator Records.
Before users can access or acquire information, they must determine
whether that information exists, whether there are restrictions on its use,
and what methods are available for accessing or acquiring it. A locator
serves exactly that purpose. According to McClure, Ryan, and Moen (1992) ,
a locator is a "machine-readable database that identifies different infor-
mation resources (e.g., databases, libraries, clearinghouses, print
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publications, bulletin boards, etc.) and describes the information avail-
able in these resources. Usually, the locator does not provide the actual
information, but rather points the user to the information sources that do
provide the needed information" (p. 2) . Locator information is metadata
or data about data. A locator is a point of entry for locating government
information, regardless of the format and content of that information,
and tells the user: (1) what information is available on a particular topic,
(2) where that information is located, and (3) how the user would access
that information.
AN OVERVIEW OF GILS
GILS is an agency-based, Internet-accessible, locator service. Direct
users of GILS will connect to GILS servers via the Internet to find infor-
mation about a wide range of federal information resources. The public
will use GILS either directly or through intermediaries (the intermediar-
ies obtain GILS information as direct users themselves or from other in-
termediaries [see Christian, 1994, p. 4 for a description of the various
classes of GILS users] ) .
Federal agencies will develop and maintain GILS servers. These de-
centralized agency-based GILS servers enable ongoing maintenance re-
sponsibilities to be carried out by those who understand and manage in-
formation resources.
GILS servers are machine-readable databases that contain Locator
Records describing federal information resources. A Locator Record con-
sists of a number of data elements (i.e., GILS Core Elements) that iden-
tify and describe an information resource (GILS Core Elements are noted
in uppercase letters throughout this paper) . Several data elements are
included in Locator Records to facilitate GILS navigation and network-
based access to information. For example:
Each Locator Record contains a CONTROL IDENTIFIER in the form
of a Uniform Resource Identifier (URI). An agency's server may con-
tain Locator Records with CONTROL IDENTIFIERS that identify Lo-
cator Records from other agencies' servers. This data element allows
GILS Locator Records to be replicated on multiple servers for the con-
venience of GILS users.
Each Locator Record contains an AVAILABILITY element that informs
the user how to procure the described information resource. If the
information resource is an electronic information system or electronic
document, the AVAILABILITY element includes AVAILABLE LINKAGE
information in both human- and machine-readable form. The network
linkage information may be used to connect to, and access, the elec-
tronic information resource.
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Different agencies may create or offer Locator Records describing the
same information resource (these may be existing Locator Records that
have been replicated and/or modified or entirely new Locator Records) .
These multiple records can offer different views of a single resource from
the particular perspectives of the agencies creating/modifying a Locator
Record.
The semantics of the Locator Records coupled with client software
that understands these semantics and building upon the ability of the Z39.50
protocol to provide a uniform interface to multiple autonomously man-
aged servers provide the user with the impression of seamless navigation
among these distributed servers. The semantics of the Locator Records
facilitate elimination of duplicate records further fostering the impres-
sion of a single system built out of autonomous distributed servers.
Each GILS server can be represented by a Locator Record in other
GILS servers. Some of these servers will include references to all other
GILS servers, and these might be regarded as a kind of "directory of
directories." However, GILS itself does not assign any hierarchical status
to specific servers nor does it specify a "root server." Rather, the struc-
ture and content of the GILS Locator Records enable, for example, the
aggregation of Locator Records in "directories" that could be offered by
one or more federal agencies or other organizations.
A GILS server accessed using Z39.50 in the Internet environment acts
primarily as a pointer to information resources. GILS servers will support
searching (i.e., accept a search query and return a result set or diagnostic
messages) and may support browsing (i.e., accept a well-known search query
and return a list of Locator Records in brief display format) . Direct users
must have prior knowledge of at least one GILS server and its network
address and must be able to access it to enter the GILS. Once connected
to a GILS server, users supported by appropriate clients that understand
the GILS Profile, may navigate through single or multiple GILS servers by
following the links provided in the Locator Records. The use of the na-
tional standard for network information retrieval, Z39.50, provides for
interoperability between clients and multiple servers. GILS, then, is a
distributed resource consisting of agency-based servers accessible via
Z39.50 that provide users with the potential to discover, identify, and lo-
cate federal information resources.
THE GILS PROFILE
The Federal Information Processing Standards (FIPS) Publication 192
lays out the specifications for GILS applications (National Institute of
Standards and Technology, 1994) . A profile is "a set of one or more base
standards, and where applicable, the identification of chosen classes, sub-
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sets, options and parameters of those base standards, necessary for ac-
complishing a particular function" (International Organization for
Standardization/ International Electrotechnical Commission, 1992, p. 2).
Profiles are also referred to as "functional standards," "implementation
agreements," or "specifications." Since open systems standards often in-
clude choices and options, profiles specify the values and parameters of a
standard for an application to increase the likelihood of interoperability
and interworking of separate implementations. A profile, then, is a set of
implementation agreements that guide implementors in applying one or
more standards in a specific and limited context. Separate implementa-
tions will have an improved likelihood ofinteroperability and interworking
when they conform to a common application profile.
The development of the GILS Profile was completed in 1994 under
the auspices of the research project, "Expanding Research and Develop-
ment on the ANSI/NISO Z39.50 Search and Retrieval Standard," coordi-
nated by Syracuse University and the United States Geological Survey and
funded by the Interagency Working Group on Data Management for Glo-
bal Change. A project team comprising experts in Z39.50 implementa-
tions, system implementations, and information organization, and repre-
sentatives of federal agencies developed the specifications (i.e., the GILS
Profile) for initial GILS implementations (for a complete description of
the research project and the development of the GILS Profile, see Moen
and McClure[ 1994]).
The GILS Profile development project built upon a previous study,
Identifying and Describing Federal Information Inventory/Locator Systems: De-
sign for Networked-Based Locators (McClure et al., 1992). That study, which
was conducted for OMB, the National Archives and Records Administra-
tion (NARA), and the General Services Administration (GSA), recom-
mended that each federal agency establish a network-accessible locator
that describes its information resources. The study also recommended
that agencies use Z39.50 as the appropriate information retrieval proto-
col to achieve a distributed standards-based Government Information
Locator Service.
The Government Information Locator Service (Christian, 1994) provided
the project team with high-level requirements for GILS. Based on those
requirements, the project team delineated assumptions about the opera-
tion and information flows of GILS and developed functional require-
ments. This process allowed the project team to identify a subset of Z39.50
and other existing and emerging standards that would support these func-
tional requirements.
The GILS Profile fully specifies the use of Z39.50 for the GILS appli-
cation. The profile also addresses other aspects beyond Z39.50 for infor-
mation servers that are GILS conformant. The current version of the
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profile only addresses servers, and while acknowledging a client's role in
information retrieval, the Profile does not specifically address client
functionality. A GILS client, however, will be able to interoperate with any
GILS server. While the GILS Profile specifies many aspects of GILS ap-
plications, it does not address information system characteristics such as
interface requirements, the internal structure of databases that contain
GILS Locator Records, or search engine functionality.
Z39.50 provides a key part of the foundation for GILS. This standard
enables the interoperability of a variety of systems and hardware platforms in
a client/server environment for the purposes of information retrieval.
Z39.50: A COMPUTER-TO-COMPUTER PROTOCOL FOR
INFORMATION RETRIEVAL
Understanding how GILS works requires some familiarity with ANSI/
NISO Z39.50-1 992, Information Retrieval Application Service Definition and
Protocol Specification for Open Systems Interconnection (National Information
Standards Organizations, 1992). Michael and Hinnebusch (1995) argue
that "Z39.50 is the single most important networking standard available
today" (p. 15) and state that: "As far as the library community is con-
cerned, it is the most important protocol available today" (p. 21). Z39.50
provides users with the capability to search and retrieve information in
the networked environment. Z39.50 recognizes that information retrieval
consists of two primary components selection of information based upon
some criteria and retrieval of that information. It provides a common
language for both activities. Z39.50 standardizes the manner in which the
client and the server communicate and interoperate even when there are
differences between computer systems, search engines, and databases.
The National Information Standards Organization (NISO) , an Ameri-
can National Standards Institute (ANSI) accredited standards developer
that serves the library, information, and publishing communities, approved
the original standard in 1988 (referred to as Z39.50-1988 or Version 1).
Shortly after the approval of the standard in 1988, a group of Z39.50
implementors began work to enhance and expand the utility of the stan-
dard. NISO balloted a revised version of Z39.50 and published the new
standard in 1992 (referred to as Z39.50-1992 or Version 2). Continuing
development of the standard by the Z39.50 Implementors Group (ZIG)
resulted in the third version of the standard (Version 3) . A NISO ballot of
Version 3 will be completed in the first quarter of 1995.
Oriented initially toward information retrieval of bibliographic
records, Z39.50 is not limited to the formats and kinds ofdata it can handle.
New features proposed in Version 3 extend Z39.50 to support full text
and images and provide the functionality to accommodate information
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retrieval beyond simple bibliographic information. These features em-
phasize the standard's utility in complex information infrastructures that
process and handle information in various formats.
Z39.50 can be implemented on any platform and enables different
computer systems with different operating systems, hardware, search
engines, database management systems to interoperate and work together
seamlessly, and thus supports an open systems environment. Z39.50 sup-
ports information retrieval in a distributed, client and server environment
where a computer operating as a client submits a search request (i.e., a
query) to another computer acting as an information server. Software on
the server performs a search on one or more databases and creates a
result set of records that meet the criteria of the search request. The
server returns records from the result set to the client for processing. In
a client/server architecture, software for end-user interaction and display
(the client) is separate from the software that manages the information,
performs the search, and returns the results (the server). Z39.50 does not
address the user interface (e.g., its "look and feel"), but there are proto-
col specifications and procedures that pertain to the Z39.50 client (re-
ferred to in the standard as the Z39.50
"origin") such as the initiation of
an information retrieval query and how it requests specific operations
from the server. There are also protocol specifications and procedures
that pertain to the Z39.50 server (referred to in the standard as the Z39.50
"target") such as the manipulation of result sets and the formats in which
it returns records to the client. Z39.50 addresses the complex communi-
cation among computers for the purposes of information retrieval.
Each database residing on information servers can have unique char-
acteristics. For example, databases may differ in the way they store data
and in the access points available for searching. The records in each of
the databases may also have different structures and consist of different
data elements. The objective of Z39.50 is to support computer-to-com-
puter communication in standard and mutually understandable terms and
support the transfer of data between the systems independent of the struc-
ture, content, or format of the data in a particular system. However, in
individual implementations, servers may be limited to specific formats of
data that can be exported and the access points that are supported for
searching.
When a database is searched, the client passes a query to the server. The
query contains search "terms" (e.g., terms that the user has identified to be
matched against access points in the database) and "attributes" ofthose search
terms (e.g., specifying the terms as an "author" or "title," specifying if the
terms are to be "truncated," etc.). Queries can include different attribute
types. For example, if a user wants to search for an author's name, a "use"
attribute specifies the search term as "author." If the user wants to search for
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all books published after a certain date, a "use" attribute specifies the search
term is a "date of publication" and a "relation" attribute specifies that the
user wants all dates of publication "greater than" a particular date. Z39.50
enumerates these attribute types and their values in registered attribute sets.
Standardized and mutually recognized attribute sets allow implementors a
common basis for intersystem communication.
After the server executes a search of a database, the server creates a
result set consisting of those records that match the criteria of the query.
Clients can request that servers return records from a result set, or they
can issue additional searches that further qualify a result set or use result
sets as arguments in subsequent searches.
When the user wants to display records listed in the result set, ANSI/
NISO Z39.50 provides choices about which data elements (i.e., element
sets) from the database record the user can request. It also gives choices
about the format for transferring the record (i.e., a record syntax) from
the server to the client. Z39.50 registers standardized Element Set Names
and Record Syntaxes to support client/server communication for this as-
pect of information retrieval.
Z39.50 is an information retrieval protocol. The standard grew out of
an early recognition by people in the library community that users should
be able to search remote information systems for informationjust as they
search their own and without the need to learn new search commands and
techniques. A Z39.50 implementation enables one interface to search for,
and retrieve, information from multiple systems and thus provides end-
users with nearly transparent access to other systems.
GILS AND Z39.50
There are several basic components of GILS the data (i.e., machine-
readable records) stored in one or more databases; an information server
hosting the records; client software used to initiate a query; and Z39.50 as
the communications protocol between the client and the server. Z39.50
distinguishes between Z39.50 functions that are the responsibility of the
client and Z39.50 functions that are the responsibility of the server; these
may be logically associated with the information server and the user's cli-
ent. The Z39.50 functions pertinent to this discussion are those related to
searching, retrieving, and presenting GILS Locator Records.
GILS Locator Records
GILS Locator Records consist of a number of data elements. The
data elements are used to contain information that identify and describe
and provide access information to federal information resources. Figure
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Title (M, NR)




Access Constraints (M, NR)
General Access Constraints (M, NR)
Originator Disseminator
Control (O, NR)
Security Classification Control (O, NR)












Distributor Hours of Service
Distributor Telephone
Distributor Fax
Resource Description (O, NR)
Order Process (M, NR)
Order Information (M, NR)
Cost (O, NR)
Cost Information (O, NR)
Technical Prerequisites (O, NR)
Available Time Period (O, R)
Time Period Structured
Time Period Textual
Available Linkage (O, NR)
Available Linkage Type (O, NR)












Record Source (M, NR)
Date of Last Modification (M, NR)
Record Review Date (O, NR)
Agency Program (*, NR)
Sources of Data (*, NR)
Schedule Number (*, NR)
Controlled Vocabulary (O, R)
Index Terms Controlled (O, NR)
Controlled Term
Thesaurus (O, NR)
Local Subjectlndex (O, NR)
Local Subject Term
Methodology (O, NR)
Spatial Domain (O, NR)








Time Period of Content (O, R)
Time Period Structured
Time Period Textual
Cross Reference (O, R)
Cross Reference Title (O, NR)
Cross Reference Linkage (O, R)
Cross Reference Type (O, R)
Original Control Identifier (O, NR)
Supplemental Information (O, NR)
M = Mandatory O = Optional R = Repeatable NR = Not Repeatable
* This element is mandatory if the resource referenced by this GILS Core locator record
is a Federal information system.
Figure 1. GILS locator record core elements
1 lists the GILS core elements (for the complete semantics of each ele-
ment, see the GILS specifications in FIPS 192).
Lynch (1992) argues that information semantics in a distributed com-
puting environment must be addressed if the promise of networked infor-
mation is to be realized. The GILS Profile's use of a common vocabulary
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for data elements and a common information structure of the records is
an important step forward. Accuracy, completeness, currency, and consis-
tency of data in the records, however, will be criteria by which the quality
of the data can be evaluated. While the technology (i.e., Z39.50 clients
and servers) may be able to process locator information, the end- users
will be badly served if the data are lacking in quality.
The National Archives and Record Administration (1995) has devel-
oped Guidelines for the Preparation of GILS Core Entries. The OMB stated in
its Bulletin 95-01 that NARA should publish guidance for federal agencies
on the content of GILS Locator Records to assist those agencies in creat-
ing high quality and useful records.
GILS Locator Records are machine-readable records stored in a data-
base on an information server. The use of Z39.50 focuses less on the
database record itself than on a standardized representation of the record
for the common understanding of the client and server. One aspect of
this common understanding is the available access points for searching
the record (i.e., the GILS Attribute Set) ; another aspect is the elements of
the record or those parts of the record that the client can request of the
server to return to the client for display to the user (i.e., Element Set
Names).
Searching GILS: The GILS Attribute Set
Z39.50 logically separates searching for information from retrieving
information. Searching is done by formulating a query and passing that
query to an information server. Retrieval is done by requesting the server
return one or more records, or element of a record, in one or more record
syntaxes to the client.
GILS servers may support a variety ofsearch strategies including those:
to find known items (e.g., where the user knows the exact TITLE of an
information resource described in a Locator Record) ;
to find resources whose Locator Records contain certain words or
phrases;
to find resources by topic (e.g., using a controlled vocabulary); and
to find resources whose Locator Records meet other criteria (e.g., spe-
cific spatial data coordinates) .
Searching in Z39.50 uses the concept of Attributes. "Use" Attributes are
access points in a database record that can be searched. The searchable
elements of GILS Locator Records correspond to GILS Use Attributes.
The GILS Attribute Set is a superset of the Z39.50 Bib-1 Attribute Set and
consists of all Bib-1 Attributes and additional specific GILS Use Attributes.
Although GILS servers are required to support a minimal set of Use
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Attributes, any of the GILS Use Attributes listed in Figure 2 could be used
as access points for searching the GILS Locator Record. The exact manner
by which the user constructs the query is an interface issue and not speci-
fied by the GILS Profile, but users supported by appropriate clients that
understand the GILS Profile should be able to specify searches with each
of the required Attributes. The extent of available access points or sup-
ported Attributes, however, will be implementation specific.
To ensure a minimal level of interoperability among the clients and
servers, the GILS Profile requires that servers support a limited number
of GILS Attributes (Figure 3 lists these required attributes) . If a GILS
server receives a query with any combination of these Attributes, it should
process the query and never return any of the following diagnostic mes-
sages: "Unsupported Use Attribute," "Unsupported Structure Attribute,"
"Unsupported Relation Attribute," or "Unsupported Attribute Type."
Table 1 displays the combinations of required GILS Attributes.
Retrieval in GILS: The GILS Schema, Element Set Names,
and Record Syntaxes
As a GILS server completes a search, it produces a result set and
makes that available to a client. The GILS server provides the client with
the contents ofselected records from the result set using the Z39.50 Present
Service. The GILS server must respond to requests that records be pre-
sented in any of three Record Syntaxes mandated by the GILS Profile and
one of the four Element Set Names specified by the GILS Profile. The
exact manner in which records are presented to the user is an interface
issue and not within the scope of the GILS Profile. There are three im-
portant aspects for retrieving GILS Locator Records: the GILS Schema,
the Element Set Names, and Record Syntaxes.
A schema
"represents a common understanding shared by the [cli-
ent] and [server] of the information contained in the records of the data-
base represented by the schema" (National Information Standards Orga-
nization, 1995, p. 132). The schema describes and/or defines an abstract
record structure for a database record and a tagSet that uses tagTypes and
tags to represent the elements in a database record. A schema can repre-
sent the hierarchical structure of database records such as the structure of
GILS Locator Records.
Z39.50 defines two basic tagSets (tagSet-M and tagSet-G), and these
contain elements commonly found in many database records. The GILS
Schema uses tags from tagSet-M and tagSet-G, and it also defines a GILS
tagSet for elements in the Locator Record that do not correspond to tags
already defined in tagSet-M or tagSet-G. There are two general classes of
elements in the GILS Schema: (1) Primitive elements that cannot have
locally defined subelements (2) Constructed elements that can have one
or more subelements, any ofwhich may be well-defined or locally defined
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Required GILS Use Attributes
GILS Attribute Name
Local Number (Local Control Number)
Local Subject Index (Local Subject Term)
Author-name Corporate (Originator)





Available GILS Use Attributes






2004 General Access Constraints
2005 Use Constraints
2006 Distributor Organization
2007 Distributor Street Address
2008 Distributor City
2009 Distributor State
2010 Distributor Zip Code
2011 Distributor Country
2012 Distributor Network Address
2013 Distributor Hours of Service
2014 Distributor Telephone
2015 Distributor Fax
2016 Available Resource Description
2017 Order Information
2018 Available Technical Prerequisites
2019 Available Time Period Structured
2020 Available Time Period Textual
2021 Available Linkage
2022 Available Linkage Type
2023 Contact Name
2024 Contact Organization
2025 Contact Street Address
2026 Contact City
2027 Contact State
2028 Contact Zip Code
Use# GILS Attribute Name
2029 Contact Country
2030 Contact Network Address




2035 Sources of Data
2036 Thesaurus
2037 Methodology
2038 West Bounding Coordinate
2039 East Bounding Coordinate
2040 North Bounding Coordinate
2041 South Bounding Coordinate
2042 Place Keyword
2043 Place Keyword Thesaurus
2044 Time Period Structured
2045 Time Period Textual
2046 Cross Reference Title
2047 Cross Reference Linkage
2048 Cross Reference Type
2049 Original Control Identifier
2050 Supplemental Information
2051 Record Review Date
2052 Originator DisseminatorControl




Figure 2. GILS use attributes
by the record creator; string tags (i.e., text labels) identify locally defined
subelements. Figure 4 presents a selection of the GILS tagSet.
Table 2 is a partial list of the GILS abstract record structure. The
GILS tagSet identifies tags from tagSet-M with tagType 1 and tags from
tagSet-G with tagType 2. GILS tags are identified with tagType 4. For
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The GILS Use Attribute is listed followed by the GILS Use Attribute Number and the
corresponding GILS Core Element names.
Use Attributes:
Local Number (12; Local Control Number)
Author-name Corporate (1005; Originator)
Date/Time Last Modified (1012; Date of Last Modification)
Record Source (1019; Record Source)
Distributor Name (2001; Distributor Name)
Index Terms Controlled (2002; Index Terms Controlled)
Local Subject Index (29; Local Subject Term)
Any (1016)
Structure Relation
Word (2) Greater than (5)
URx (104) Equal (3)
Date (5)
Word List (6)
Figure 3. Required GILS Attributes
example, LOCAL CONTROL NUMBER is defined in tagSet-M as (1,14);
TITLE is defined in tagSet-G as (2,1). ACCESS CONSTRAINTS is a
specific GILS Locator Record element and is represented in the GILS
schema as (4, 53) . ACCESS CONSTRAINTS is constructed ofsubelements
including SECURITYCLASSIFICATION CONTROL, which is represented
in the schema as (4,27) . The schema shows the hierarchical structure of
ACCESS CONSTRAINTS and SECURITY CLASSIFICATION CONTROL
through the Tag Path of (4,53) / (4,27) .
Schemas may be used with a particular record syntax, the Generic
Record Syntax (GRS) (see below). Z39.50 implementations that use GRS-
1 allow the client to request that the server return specific elements of the
database record. Since the GILS Locator Record is represented by the
abstract record structure in the GILS Schema, all elements are structured
and identified for processing.
For example, a user has submitted a query looking for all Locator
Records that describe information resources created by a particular agency
(i.e., ORGINATOR). The server creates a result set. The client can then
ask to have the result set records returned, and it can specify that the
server should return in GRS-1 only the following:
Control Identifier (4,1)
Originator (4,52)
Place Keyword (4,71 )/ (4,92)7(4,1 3)
Place Keyword Thesaurus (4,71 ) / (4,92) / (4,14)
Being able to specify parts of the record provides the user with additional
control over the information retrieval transaction.
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TABLE 1
RECOGNIZED AND SUPPORTED COMBINATIONS OF GILS ATTRIBUTES
Use Structure Relation
Word URx Date Word List Greater Than Equal
Local Number
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SPATIAL DOMAIN (Optional, Not Repeatable): This element is a grouping of
subelements that together provide the geographic areal domain of the data set or
information resource. Geographic names and coordinates can be used to define the
bounds of coverage. Although described here informally, the spatial object constructs
should be as defined in FIPS 173, "Spatial Data Transfer Standard."
BOUNDING COORDINATES (Optional, Not Repeatable): This subelement
limits the coverage of a data set expressed by latitude and longitude values in the
order western-most, eastern-most, northern-most, and southern-most. For data
sets that include a complete band of latitude around the earth, the West Bounding
Coordinate shall be assigned the value: -180.0, and the East Bounding Coordinate
shall be assigned the value: 180.0. The following subelements comprise the
Bounding Coordinates:
WEST BOUNDING COORDINATE: Western-most coordinate of the limit of
the coverage expressed in longitude. Domain: -180.0 < = WestBounding
Coordinate <= 180.0
EAST BOUNDING COORDINATE: Eastern-most coordinate of the limit of
coverage expressed in longitude. Domain: -180.0 < = East Bounding
Coordinate < = 180.0
NORTH BOUNDING COORDINATE: Northern-most coordinate of the limit
of coverage expressed in latitude. Domain: -90.0 < = North Bounding
Coordinate < = 90.0; North Bounding Coordinate > = South Bounding
Coordinate
SOUTH BOUNDING COORDINATE: Southern-most coordinate of the limit
of coverage expressed in latitude. Domain: -90.0 < = South Bounding
Coordinate < = 90.0; South Bounding Coordinate < = North Bounding
Coordinate
PLACE (Optional, Repeatable): This subelement identifies geographic locations
characterized by the data set or information resource through two associate
constructs:
PLACE KEYWORD: The geographic name of a location covered by a dataset
or information resource.
PLACE KEYWORD THESAURUS: The name of a formally registered
thesaurus or similar authoritative source of Place Keywords.
Figure 5. Spatial MetaData in GILS locator records
not be encodable in a USMARC or SUTRS record). In those cases, the
data in those elements will not be returned.
A record syntax is a way of representing the retrieval record to return
from the server to the client. Record syntaxes allow a server to return
GILS Locator Records to a client in a format that the client can process.
The GILS Profile requires a GILS server to support three record syn-
taxes: (1) Generic Record Syntax (GRS-1), (2) Simple Unstructured Text
Record Syntax (SUTRS), and (3) USMARC. GRS-1 representation is con-
sidered the complete and canonical form since GRS-1 can use the struc-
ture provided in the GILS Schema to identify and represent both the well-
known and locally identified elements.
SUTRS allows relatively simple clients to accept and display GILS
Locator Records to users. SUTRS treats the GILS Locator Record as a
block of text with no structure or content designation, and the client should
not expect to be able to parse the record to obtain any individual GILS
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elements. The client simply presents the record as it is provided by the
server. The GILS Profile does suggest a preferred display format for use
with SUTRS, but the display format is a concern only of the server and
not the client.
USMARC is required since the library community will be a primary user
community for GILS. The GILS Profile provides a mapping between the
GILS Core Elements and USMARC for use with the USMARC record syntax.
The foregoing has described the basic components of the GILS Pro-
file. Understanding the profile requires a basic understanding of Z39.50,
how it works, and the terminology used in the standard.
GILS AND SPATIAL INFORMATION RESOURCES
An important set of information resources created, collected, or held
by federal agencies relate to spatial data. Like other federal information
resources, spatial information resources can be described by GILS Loca-
tor Records. GILS will be a useful mechanism for discovering spatial
information resources throughout the federal government. Many federal
agencies create or collect spatial data. The membership of the Federal
Geographic Data Committee (FGDC) indicates the range of agencies in-
volved with spatial data. Each of the Executive Branch agencies that are
covered by OMB Bulletin 95-01 are required to create GILS Locator
Records for their information resources including those related to spatial
data. GILS will enable users to search across these agencies' Locator
Records to discover and locate spatial information resources.
GILS will assist in achieving the goals of OMB Circular A-16 (1990),
Coordination ofSurveying, Mapping, and Related SpatialData Activities. Those
goals include the reduction of duplication and reduction of expense of
developing geographic data. For example, a federal agency could use
GILS to discover if there are existing spatial information resources col-
lected by other agencies before initiating new projects that might dupli-
cate existing data sets.
Gluck (1994) identifies three primary elements that characterize spa-
tial data selection:
Attributes, which define the contents and characteristics of spatial data
Time, which can provide a time-scale of the coverage of the spatial data
User task, which determines the appropriateness of components of a
particular data set or other information resource to solve a particular
problem (p. 640).
GILS Locator Records begin to address these selection criteria since
metadata about spatial information resources are accommodated by spe-
58
MOEN/DISCOVERING, IDENTIFYING, & ACCESSING SPATIAL DATA
cific GILS Core Elements. Figure 5 gives the GILS Core Elements that
provide spatial metadata along with their semantics as found in the GILS
Profile (note that the names and semantics of these elements reflect
changes in a revised version of the GILS Profile currently under develop-
ment as of April 1995).
Appendix A contains two examples of GILS Locator Records that
describe spatial information resources. These records, created by the
United States Geological Survey, describe:
National Digital Cartographic Data Base Large Scale (Record #1)
Landsat Earth Resources Observations Multispectral Scanners Imag-
ery (Record #2).
The following discussion refers to these records to indicate how a user
might search, retrieve, and use these records.
GILS provides the possibility for users to search Locator Records us-
ing the spatial metadata elements. The GILS Profile identifies Use At-
tributes for the GILS Core Elements listed in Figure 5. As one hypotheti-
cal example, these Use Attributes could be used to retrieve Record #1 in
Appendix A. A user would submit a query to a GILS server with one or
more of the Use Attributes West Bounding Coordinate, East Bounding
Coordinate, North Bounding Coordinate, South Bounding Coordinate with
terms of
-179, -66, 72, 24 respectively and a Relation Attribute of "equal"
to retrieve the example Record #1. A more likely scenario, however, would
be for a user to submit a query with these Use Attributes and a range of
bounding coordinates to find GILS Locator Records that describe resources
that have a spatial coverage the user is interested in.
It is important to realize, however, that these spatial metadata Use
Attributes are not included in the minimum set of Use Attributes required
by the GILS Profile. Therefore, this specific searching capability on spa-
tial data fields may or may not be offered by all GILS conformant servers.
There is nothing in the GILS Profile, however, that precludes agencies or
other organizations from implementing a GILS server that provides ro-
bust searching of the spatial metadata elements in GILS Locator Records.
An intermediary user of GILS could add value to GILS Locator Records
by mounting them on an information system that provides specialized spa-
tial data searching capabilities (i.e., ensures that the SPATIAL DOMAIN
elements are access points for the Locator Records).
Record #2 in Appendix A describes a spatial information resource
that is accessible via the World Wide Web protocol. This points to another
important feature of GILS. If a user retrieves this GILS Locator Record
and is interested in accessing the spatial information resource described
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in the Locator Record, it is possible to use information in the record to
automatically link to the resource. Under the AVAILABILITY element,
there are two subelements, LINKAGE and LINKAGE TYPE. Record #2
contains a Uniform Resources Locator (URL) in the LINKAGE element
(i.e., http://sunl.cr.usgs.gov:80/glis/glis.html). Appropriate client soft-
ware would be able to use the LINKAGE information to start up aWWW
browser and connect to the spatial information resource pointed to by the
Locator Record. Such capabilities imply that the user's client will need to
support multiple protocols in addition to Z39.50 (e.g., http, FTP, telnet,
gopher). This scenario of seamless network navigation (i.e., discovery,
searching, retrieval, and access) that GILS makes possible is a most excit-
ing prospect.
A current initiative will extend the use of Z39.50 for information re-
trieval of spatial data and will work in concert with GILS. Similar to the
GILS Profile, work is now underway to develop a Z39.50 application pro-
file for the content specification of digital geospatial metadata. The GEO
Profile development is being coordinated by Douglas Nebert at USGS in
cooperation with ASTM Section D 18.01.05 on Mapping and GIS for the
FGDC (contact Nebert for additional information <ddnebert@usgs.gov>) .
The GEO Profile supports search and retrieval of geospatial metadata
entries and related geospatial data sets accessible on GEO conformant
servers. Implementations of the GEO Profile will provide Z39.50 access
to existing or new data sets. The implication of this for GILS is that a
Z39.50 client that supports both the GILS Profile and the GEO Profile
will be able first to search GILS Locator Records and discover particular
spatial information resources described by GILS Locator Records and then
be able to establish a Z39.50 connection to the actual data sets and use
Z39.50 functionality to do sophisticated searching on the data set. The
GEO Profile is an important complement to the GILS.
GILS Core Elements provide metadata information for a broad range
of information resources including spatial information resources. The
spatial metadata elements in GILS Locator Records will assist users of
spatial data to discover and select spatial resources that are appropriate to
their information problems.
SUMMARY AND CONCLUSION
This paper has provided an introduction and overview to the GILS,
the new federal initiative to improve access to, and management of, gov-
ernment information resources. Z39.50 is an important foundation for a
decentralized, agency-based, and Internet-accessible GILS. The discus-
sion of Z39.50 and how it is used in GILS demonstrates the utility of using
an information retrieval protocol for the discovery of, and access to, fed-
eral information resources.
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Federal agencies have begun to create GILS Locator Records and are
making plans to install Z39.50 access to the information servers and data-
bases that contain the Locator Records. The various user communities
that have a stake in accessing federal information resources, especially
spatial information resources, will want to encourage agencies to move
ahead aggressively in establishing GILS servers and to provide robust
searching and retrieval capabilities on those servers. Z39.50 is rich in
functionality for searching and retrieving information, and any limits on
how users will be able to search GILS Locator Records will likely be a
function of the database management and search engines deployed by
agencies. Users will want to state their needs to agencies, and press agen-
cies especially for the capabilities of searching the spatial metadata ele-
ments in GILS Locator Records.
The OMB Bulletin 95-01 that establishes GILS sets a number of dead-
lines for agencies. By December 31, 1995, agencies are to have created
their initial GILS Core Locator Records. By the same date, these records
are to be available online in a form compliant with the GILS Profile. The
success of this important policy initiative to provide better public access
to government information will depend on the federal agencies comply-
ing with the OMB Bulletin. The spatial data user community is an impor-
tant stakeholder and has the ability to press federal agencies to establish
GILS servers so that the community can discover, identify, and locate the
wealth of spatial information resources available through the federal gov-
ernment.
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APPENDIX A
SAMPLE GILS RECORDS
This appendix contains two GILS Locator Records created by the United States
Geological Survey. They describe spatial information resources.
RECORD #1
Title: NATIONAL DIGITAL CARTOGRAPHIC DATA BASE-LARGE SCALE
Acronym: NDCDB/DLG
Originator: USGS/NMD
Local-Subject-Index: AEDD; ALASKA; ALASKA DIRECTORY; ARCTIC; CAR-
TOGRAPHY; DLG; DOIGC; GEODATA; MAP; USGS; ESDD; U.S. Federal
GILS
Abstract: Contained are selected US regional coverage of planimetric map fea-
tures and contours. Also, included are digitized source-map scales varying
from 1:24,000 to 1:62,500. The largest amount of coverage exists for the
Public Land Survey System (PLSS) and boundary data categories. Data are
added on the basis of mapping requirements of the USGS and other Federal
agencies. The information is stored in topologically structured DLG-3 for-
mat. This portion of the Digital Cartographic Data Base is referred to as US
GeoData. The data are distributed through the National Mapping Division.
Contact the Earth Science Information Center for documentation, availability
of specific coverage, output formats, and current price. The data are not
available for general online access.
Format: DIGITAL DATA SETS
Spatial-Domain:
Geographic-Coverage: UNITED STATES
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Resource-Description: NATIONAL DIGITAL CARTOGRAPHIC DATA BASE-
LARGE SCALE
Order-Process: Contact any below-listed USGS Earth Science Information
Center (ESIC) for assistance: Anchorage-ESIC, 4230 University Dr., Rm
101, Anchorage, AK 99508-4664 (907)786-7011; Anchorage-ESIC, U.S.
Courthouse, Rm 113, 222 W. 7th Ave., #53, Anchorage, AK 99513-7546
(907)271-4307; Denver-ESIC, 169 Federal Bldg., 1961 Stout St., Denver,
CO 80225-0046 (303)844-4169; Lakewood-ESIC, Box 25046, Federal Ctr.,
MS 504, Denver, CO 80225-0046 (303)236-5829; Rolla-ESIC, 1400 Inde-
pendence Rd., MS 231, Rolla, MO 65401 (314)341-0851; Salt Lake City-
ESIC, 8105 Federal Bldg., 125 S. State St., Salt Lake City, UT 84138
(801)524-5652; San Francisco-ESIC, 504 Custom House, 555 Battery St.,
San Francisco, CA 94111 (415)556-5627; Spokane-ESIC, 678 U.S. Court-
house, W. 920 Riverside Ave., Spokane, WA 99201 (509)353-2524; Stennis
Space Ctr.-ESIC, Bldg. 3101, Stennis Space Center, MS 39529 (601)688-
3544; Washington, D.C.-ESIC, Dept. of the Interior Bldg., 18th & C Sts.,
NW, Rm. 2650, Washington, D.C. 20240 (202)343-8073; Menlo Park-ESIC,
Building 3, MS 532, 345 Middlefield Rd., Menlo Park, CA 94025 (415)329-





Access-Constraints: Access is not restricted unless otherwise noted.
Documentation: Standards for Digital Line Graphs (6 parts), Br. OF Tech-
nical Mgmt., MS 510, USGS, Reston, VA. Digital Line Graphs from
l:24,000-scale Maps, Data Users Guide 1, 1986, USGS.
Use-Constraints: These data and information have been approved for release
by the Director of the USGS on condition that neither the USGS nor the
United States Government may be held liable for any damages resulting











Purpose: These data and information resources contribute to the USGS mis-
sion of Earth science in the public service and the USGS role as the princi-
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RECORD #2
Title: LANDSAT EARTH RESOURCES OBSERVATIONS MULTISPECTRAL
SCANNERS IMAGERY
Acronym: LANDSAT DATA (MSS)
Originator: USGS/NMD
Local-Subject-Index: DOIGC; EDC; EROS; GLOBAL; IMAGERY; LANDSAT;
REMOTE SENSING; SATELLITE; US; USGS; ESDD; U.S. Federal GILS
Abstract: A Multispectral Scanner (MSS) has flown on board five Landsat satel-
lites to date. Landsat 1, 2 and 3 operated in a circular, sun-synchronous, near-
polar orbit at an altitude of approximately 913 km (567 miles), with a nominal
9:30 AM crossing of the Equator during the descending mode. They circled the
Earth every 103 minutes, completing 14 orbits per day and viewing the entire
earth every 18 days. The Landsat orbits are selected and trimmed so that each
satellite ground trace repeats its Earth coverage at the same local time every day.
Landsat 4 and 5 also operate in circular, sun-synchronous, near-polar orbit at an
altitude of 705 km (438 miles), with a nominal 9:45 AM crossing at the Equator
during the descending mode. Each orbit takes nearly 99 minutes, and the space-
crafts complete just over 14 orbits each day, covering the entire Earth (poles
excluded) every 16 days. An international Landsat database exists that contains
information on the available MSS data acquired by independent international
ground receiving stations. These data are directly downlinked to ground receiv-
ing stations when in transmission range of the satellite (s). The framing of each
scene is based on the World Wide Reference System (WRS), a network of inter-
secting paths and rows whosejunctions define the nominal scene center of each
Landsat scene. The WRS path represents the nominal satellite track, a maximum
of 251 paths exist for Landsat 1-3 and 233 paths exist for Landsat 4 and 5 data.
The WRS row indicator represents scene centers that are chosen at 23.92 second
increments along the orbital track, a total of 248 row numbers exist. MSS imag-
ery is available on microimage fiche, otherwise in late 1994, MSS browse imagery
is scheduled to be available on GILS. This MSS browse imagery may be viewed
via the EDC World Wide Web home page, which allows direct access to GLIS. To
date, sixteen unique ground stations have acquired and archived MSS data on a
wide variety of media. EROS Data Center periodically receives international
database tape catalogs of foreign stations' data holdings which are added into an
on-line Landsat global database (i.e., International Landsat Database).




















Resource-Description: LANDSAT EARTH RESOURCES OBSERVATIONS
MULTISPECTRAL SCANNERS IMAGERY
Order-Process: To place orders, obtain additional information, technical de-
tails, ancillary products, and pricing schedules regarding products and ser-








Computer-Location: SIOUX FALLS, SD
Linkage: http://sunl.cr.usgs.gov:80/glis/glis.html
Linkage-Type: URL
Access-Constraints: Access is not restricted unless otherwise noted.
Documentation: U.S. Geological Survey, 1979, Landsat Data Users Hand-
book REVISED): USGS, p. 1-1 TO AH-1. U.S. Geological Survey and
National Oceanic and Atmospheric Admin., 1984, Landsat, 4 handbooks.
Use-Constraints: These data and information have been approved for release by
the Director of the USGS on condition that neither the USGS nor the United
States Government may be held liable for any damages resulting from its












Purpose: These data and information resources contribute to the USGS mission
of earth science in the public service and the USGS role as the principal source
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Geographic Information Systems and Digital
Libraries: Issues of Size and Scalability
The term
"scalability" has specific connotations in Geographic Infor-
mation Systems (GIS) that conventionally relate to monitoring and pre-
dicting growth of geographic phenomena. A family of computational
models has been developed to predict changes in structure associated
with changes in size. These models have been applied in physical sci-
ence, social science, and cartographic science to study growth and may
assist in monitoring the growth of digital libraries as well. As the size
of the digital library increases, challenges for data organization and
collection maintenance tasks will also increase. However, the rate of
increase may not be in linear proportion to library size. At some criti-
cal scales, existing procedures will fail and new procedures must be
implemented to accommodate further growth. Allometric principles
may be applied to estimate these critical scales. Three aspects (data
volume, indexing, and metadata recordation) will be discussed in the
context of implementing and maintaining a digital library containing
spatial data archives distributed across local or global electronic net-
works.
THE SCALE OF GEOGRAPHIC INFORMATION
The nature of spatial data is that phenomena and processes take on
varying appearances with variations in resolution at which they are mea-
sured and observed. For example, a high altitude, 79-meter resolution
satellite image of a large city may display land-water distinctions and areas
of vegetative cover distinguished from paved or built-up areas, while a
lower altitude, 10-meter aerial photograph can be used to identify urban
land use patterns and large landmarks. Geographic processes that are
evident at small scales include geologic processes such as continental plate
tectonics or global migration patterns. At larger scales, processes such as
erosion and urban zoning constraints become evident. Environmental and
atmospheric scientists are sensitive to the scales at which a phenomenon
or process can be identified in a map or satellite image and choose their
data sources accordingly.
To meet the needs of the environmental and atmospheric scientists,
cartographers must preserve details that are necessary to identify geo-
graphic phenomena and processes when they change the scale of map
data. Many think that changing map scale involves either enlarging or
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eliminating detail. This view is incorrect. The cartographic challenge is
that new details are needed to preserve realism at larger scales. As one
"zooms" in or out, geographic details may appear, then disappear, and
sometimes reappear. Some feature domains (hydrography) change rap-
idly with changes in map scale, while others (transportation) stabilize at a
particular level of detail. The scales at which changes occur differ from
one domain to another and are not straightforward to predict due to varia-
tions in terrain, soil type, and other mediating factors. Much of the focus
in current cartographic research centers on formalizing knowledge about
what geographic details can be identified at particular data scales, and on
developing computational and graphic procedures to meet user require-
ments for information whose appearance may change with scale. The
challenge to our discipline is to create and maintain digital cartographic
data sets that embody multiple representations of features and attributes,
and to identify the ranges of scale for which data processing algorithms
are effective. At the limits of these ranges, operating procedures must be
changed to preserve geographic and visual logic in the database.
MEASURING THE SIZE AND SCALE OF LIBRARIES
It is intriguing for a cartographer to discover that library scientists
face a similar challenge. The challenges in creating and maintaining a
digital library include issues of interface design (Siegel, 1991), adaptation
of existing procedures (Cohn etal., 1992; Weibel, 1992), and the new roles
for library and information scientists arising with emerging technologies
(Smith & Dalrymple, 1992). The challenge relating to size and scale is
that as the library expands and matures, much of the collection mainte-
nance must be modified to meet information demands and user expecta-
tions. In some cases, the larger size will require altering the contents of
existing archives. It is likely that as more information becomes available,
it becomes more difficult to access, retrieve, and catalog. This paradox
becomes especially evident for digital libraries that are electronically net-
worked to other distributed archives. The effectiveness of digital librar-
ies will be based in part upon the ability of library scientists to "scale up"
operating procedures. Scaling up cannot be accomplished by mimicry of
existing procedures and often involves evolutionary or revolutionary
change. For example, conversion from the Dewey Decimal cataloging
scheme to Library of Congress Guttering scheme in response to the in-
crease in library holdings at sites across the country also introduced new
methods of formal specification describing the contents of archived items
(Molz, 1984).
This discussion will expand upon concepts of scale and growth as they
are applied in a variety of natural and social science disciplines and present
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models by which scale progressions and their consequences may be antici-
pated. The objective of such study in other disciplines can facilitate infor-
mation gathering or data analysis, or estimate consequences of predicted
growth on large or complex phenomena, or improve management by fore-
seeing points ofgrowth at which operating procedures must change. The
scaling concepts are referred to in other disciplines as allometry, which is
the study of changes in size that are accompanied by changes in form or
structure. Allometry has been applied to biological evolution (Gould,
1966), architectural engineering (Bon, 1973), industrial management
(Haire, 1973) , urban planning (Woldenberg, 1971, 1973) , and in many other
disciplines. There is a long history of allometric modeling in GIS which
began with early cartographic studies by Richardson ( 1961 ) and Mandelbrot
(1967). Their work demonstrated that the length of coastlines and other
map features tends to increase without apparent limit with finer units of
measurement (see Figure 1). A recent survey by Lam and DeCola (1993)
demonstrates the breadth of recent applications in GIS and geography.
Allometric study should also prove useful for management of digital
libraries, particularly as it becomes clear that electronic information de-
positories will continue to come online and to grow even though it is cur-
rently difficult to predict just how large and intertwined these may be-
come. Kemeny's (1962) projections of exponential library growth accept
that holdings may be distributed in multiple branches, but his assumption
that the library items take up physical space have been surpassed with the
advent of electronic archival dissemination. A real challenge for those
who monitor the growth of digital libraries lies in determining how to
measure the size of holdings at any point in time.
CONCEPTS OF SCALE AND SCALE CHANGE
For the purpose of this presentation and the discussion that it may
generate, let the reader accept the label "scalability" to encompass the
range of issues associated with changing relative or absolute scale.
Scalability takes the same linguistic root as the word scale. In cartography,
scale is the ratio between distance on a map and distance on the earth, and
customarily reported as a Representative Fraction (RF) . To belabor the
point, an RF value of 1:24,000 describes a map where one map unit equals
24,000 earth units or 1 inch to 2,000 feet. A more general definition im-
plying increases of scale denotes "a succession or progression of steps
or degrees; a graduated series (the scale of taxation, a social scale) or a
point on such a scale" (Random House Unabridged Dictionary of the English
Language] . The last clause of the definition ("a point on such a scale") leads
in many cases to considering scale and size interchangeably. A variety of
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Figure 1 . Increase in the length of cartographic lines measured at finer and finer
resolution. (Redrawn from Richardson, 1961)
attributes are applied to quantify scale progressions. It is possible to create
unusual cartographic transformations by intermingling scale units, as for ex-
ample in scaling the size of countries in proportion to energy generation or
consumption.
Scale measures may be applied to understand the size and growth of
libraries and of digital libraries in particular. Numerous units of measure-
ment might be formulated, for example, the number of items (books,jour-
nal series, map series) acquired per year, the number of items contained in
these items (number of chapters, journal articles, or map sheets, respec-
tively) , the number of patrons, the number of branches if the library is
distributed, etc. RF values might be developed to compare the acquisitions
per library branch, the average number of items requested per patron per
year, or the number of library staff in relation to the number of items
cataloged. Clearly it is not the place for a cartographer to tell a librarian
how to determine what measures of library size are appropriate. Likewise,
telling the library community that digital library archives will tend to grow
without apparent limit is a form of "preaching to the choir." The intention
of this discussion is to outline quantifiable methods which may assist in
estimating rates of digital library expansion, and adjusting operational pro-
cedures to accommodate increasing acquisitions and item retrieval.
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A very powerful approach has been used in other scientific disciplines
to model changes in scale. As it turns out, changes in gross structure (for
example overall size) are in proportion with changes in substructures. To
take a simple example, while the perimeter of a circle (2ror) increases
linearly, its area (Tir
2
) increases geometrically. For very large circles, as
the great and small circles of latitude circling the globe, the difference
between the coefficients n and 27t becomes inconsequential with respect
to the difference between r and r2
,
and thus scalability is a factor of the
radius alone. This knowledge enables cartographers to estimate linear
distances on the sphere which vary in direct proportion to the cosine of
latitude. What is important here is not the specific formula, but that these
estimations can be made, and made much more simply than actually going
to a place and surveying distances. In biology, the focus of attention is
more often placed upon animal weight and animal height (or length) . So,
for example, a fish may be seen to double its weight in growing from four
to five inches long, and knowing this a biologist may predict the weight of
a very large fish simply by measuring its length and applying the scale
ratio W=kL3 (Thompson, 1977, p. 16). In this way, potential fishing yields
can be estimated by measuring the length of schooling fish on air
photographs.
The accuracy ofsuch estimation is based of course on the assumption
that the shape of the globe, or the shape of the fish at both sizes is equiva-
lent or isometric. This is called the Principle of Similitude and can be
applied to estimate multiscaled processes such as cohesion, chemical, elec-
trical, and gravitational attraction at molecular and astronomical scales.
The principle sounds pretty simple, and for geometric objects (like circles)
it is. However, isometric relationships occurring in nature tend to hold
true only within finite ranges of scale. At certain critical scales, the iso-
metric model fails to generate an accurate estimate. Growth beyond these
critical scales is associated with changes in form and proportion that are
called allometric. Thompson (1977) demonstrates the principle for an
engineering example:
the strength of an iron girder obviously varies with the cross-section
of its members, and each cross-section varies as the square of a lin-
ear dimension; but the weight of the whole structure varies as the
cube of its linear dimensions. It follows at once that, if we build two
bridges geometrically similar, the larger is the weaker of the two, and
is so in the ratio of their linear dimensions, (p. 18)
And later in the passage, Thompson (1977) refers to Galileo's writ-
ings in the fifteenth century, and a comment that when building things at
increasing scale, eventually
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beams and bolts would cease to hold together; nor can Nature grow
a tree nor construct an animal beyond a certain size, while retaining
the proportions and employing the materials which suffice in the
case of a smaller structure. The thing will fall to pieces of its own
weight unless we either change its relative proportions, which will
cause it to become clumsy, monstrous or inefficient, or else we must
find new material, harder and stronger than was used before, (p. 19)
Allometric models apply numeric power laws relating internal factors
(growth, weight, or mass) acting within an organism to the external forces
(environmental, gravitational, etc.) acting upon it. The approach focuses
on apparently paradoxical changes in structure that accompany growth,
evolution, and maturation. The premise in allometry is that as critical size
thresholds are passed at certain points in the growth process, internal physi-
ological changes take place to accommodate the increased external forces
acting on the organism. Allometry describes changes in shape and form
that accommodate necessary changes in physiology that occur with scale
change. Inversely, by identifying the critical points where changes in form
occur, one can predict when, in the growth process, the internal or physi-
ological changes ought to take place.
In physics, chemistry, architecture, an so on, the "materials" referred
to in the quotes above are physical materials such as gypsum, wood, and
steel. In social and informational sciences (cartography, communication,
library science), the "material" may be considered as a metaphorical ref-
erence to information content or structure. New structure is generated
by reshaping the existing structure, whether through changes in organiza-
tional operating procedures, or selection of different computational algo-
rithms. The parameters guiding the algorithms modify the form of the
organization or the structure of the information.
The scale at which size change becomes allometric can be identified
where the ratio changes between the subcomponent parts and the whole.
If the rate ofchange exceeds the proportion for isometric conditions, one
speaks of positive allometry. Otherwise, the allometric relationship is
said to be negative. Allometries may be quantified: when plotted on a
graph, isometric relations will display values in proportion one would ex-
pect given the scale ratio. Signed allometries will have slopes that are
greater than or less than this expected value respectively (see Figure 2).
In the Euclidean cross-tabulation mentioned above, each cell in the matrix
is characterized by allometric relations of a fixed magnitude. Compari-
sons between volume allow extensions from consideration of a single or-
ganism to consider the growth of organizations. For example, Haire (1973)
studied industrial firms, comparing the number of employees who dealt
primarily with activities inside or outside the firm. The internal staff in-
clude personnel officers, for example, while the external staff are in mar-
keting and purchasing. Haire (1973) argued:
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Figure 3. Allometry of Growth in Three Industrial Firms (dashed line indicates
one-to-one ratio). Redrawn from Haire, 1973, p. 265.
areas are illuminated in the context of spatial data, which is the informa-
tion customarily found within a Geographic Information System. GIS data
are commonly troublesome for library archives in these three respects at
least. To avoid these troublesome issues, most libraries separate regular
(text) archives from (map and image) special collections. A truly work-
able digital library should eliminate distinctions between text and special
archives (e.g., graphics, sound, video) or at least make such distinctions
transparent to users. As the size of the digital library increases (this is the
internal force or mass of the library) , these issues are likely to become
weak points in the supporting skeletal structure. Without proper adjust-
ment, the sheer "weight" of the digital library will stress the overall li-
brary structure to the point where access and retrieval functions are likely
to collapse.
Data Volume
As the number of items archived in a digital library increase, one can
expect increasing strain on mass storage space, on data structures that
organize the archives, and on the length of time required to retrieve any
single item. One operational adjustment that would reduce overall stor-
age volume is data compression. Storing maps and imagery in compressed
form will reduce storage needs, and may shorten the time required for
electronic data delivery. Many types of compression algorithms are de-
signed to compress specific types of data, including static imagery (JPEG
compression) or animated sequences (MPEG compression). The efficiency
of the compression algorithm (total reduction in file size) is offset by con-
sideration ofhow much information is lost when the file is reconstructed.
Wavelet decomposition provides a hierarchical compression method
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characterized by little or no loss of original information, and this method
should apply well for reducing the volume of GIS archives. The disadvan-
tage of archiving data in compressed form is that, at present, it is not
possible to search the content of a compressed file. One must decom-
press a satellite image file to determine its geographical content. If im-
ages could be searched prior to decompression, query response times would
be reduced, especially if data archives were distributed across a network.
Indexing
For geographical data in particular, it is advantageous to organize maps
or files into series. Journal and monograph series run in linear sequence
(volume 1, volume 2, etc.). Map series require two or more dimensions
for proper organization (the third dimension is needed to archive dupli-
cate map sheets and/or multiple editions) . Organizing maps into spatial
files in the digital archive shortens access times for patron requests for
information that is contained in abutting map sheets. Digital indexing
schemes for efficient searching of a two-dimensional array include Peano
curves, Quadtrees, and Morton indexing. Interface designs to facilitate
user views on an archived map series are easy to design for single map
series. Because patrons do not customarily request a series sheet name or
reference number, but instead base their request on geographical place
names or features, the user interface design must also display selected
classes of geographic content in addition to the series footprints. How-
ever, as the digital archives incorporate additional series covering the same
region, the user interface can become cluttered and unusable. These de-
sign issues must be considered before the library grows, and GIS technol-
ogy (map overlay, feature buffering and selection) can be applied to assist
the user in decomplicating interface designs for map indexing.
Metadata Recordation
Metadata are information about data. It includes, but is not limited
to, the information customarily included in a MARC record. For digital
geographical data, as of this calendar year, federal agencies distributing
and exchanging spatial data are mandated to include metadata reports.
The content of the metadata report is standardized first to determine
what data exist, and second to determine fitness for use. Measures of
data quality form the basis for determining fitness for use, which can be
determined by empirical or deductive testing. Data quality measures in-
clude evaluation of positional and attribute accuracy, data completeness
and currentness, and the logical consistency of underlying data structures.
Third, as a digital library grows, and as its files increase in size, patrons
should be able to browse a file's metadata records to learn in what data
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format, data structure, and data model a data set will be delivered. In the
optimal setting, patrons should understand the consequences ofrequesting
an actual dataset before they download it in the event it is especially large
(satellite image sets can run into hundreds of megabytes in size, and these
archives grow larger every year) or complex. Fourth, metadata should
report a chronology of data processing steps, that is, a lineage of the data
since its original distribution. For GIS data in particular, lineage informa-
tion provides a real challenge to record data changes including data filter-
ing, changes in projection, category aggregation or reselection, and so on.
Should every processing change be recorded, one might anticipate
metadata reports containing unlimited record lengths plainly this is un-
realistic, especially for data delivery over a network. The question of how
to transport and exchange metadata must be resolved quickly since
metadata records (and particularly lineage information) will grow with
data use, regardless of the growth of the digital library as a whole. Pa-
trons' metadata browsing behaviors are not well understood, which pro-
vides another area that needs research. What may become necessary is
the implementation ofquery mechanisms for searches that have not been
anticipated by system designers.
SUMMARY
This discussion presents issues of scale as a cartographer views them
and reviews how a class ofmodels geared toward the description and analy-
sis ofscale change have been applied in several disciplines, including natural
and social science. Classes of allometric relations can be defined taxo-
nomically in a matrix cross-tabulating one- , two- , and three-dimensional
phenomena in Euclidean space. This presentation takes examples from a
few of the possible combinations. One class describes the growth and size
of linear phenomena (such as the length of coastlines) as often applied in
cartography. A second class of models identifies a square-cube relation-
ship in which external growth ofan organism or an organization will falter
due to weakened internal support structures that must be modified if ex-
ternal growth is to continue.
Allometric models appear to have relevance for adoption of digital
library technology, particularly as it becomes clear that electronic infor-
mation repositories will continue to come online and to grow even though
it is currently difficult to predictjust how large and intertwined they may
become. Quantifiable examples are more appropriately formulated by
the library and information science community, since these are the indi-
viduals who currently measure and monitor library size and growth rates.
The discussion has covered three areas of growth for which a digital li-
brary of GIS information will become especially challenged during inten-
sive growth phases. These are presented as examples to guide discussion
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and are not intended as an exhaustive list. It is up to the library commu-
nity to select quantitative parameters for the models and to interpret them.
In closing, it is helpful to consider the perspectives from geography
and library and information science alike.
Allometric concepts and the analysis of relative growth may help to
fill our current vacuum of ignorance concerning relevant norms of
societal growth and change. As humanity takes conscious control of
the planet which shaped the species, the analysis of relative growth
can indicate what changes are possible, which are most likely, and to
some degree, which may be desirable. By attending to changes in
shape of our social organism, we may become more competent in
shaping change. (Button, 1973, p. 306)
"Embedded in the public library movement is the belief that people
have a fundamental right to know. No matter how rich you are, how old
you are, where you come from, or where you call home, you have a right to
both information and knowledge" (Bremmer, 1994, p. 1). In addressing
issues of digital library growth, there is an implicit requirement to attend
to the needs of both library patrons and of library staff, meaning that
access to archived items must serve multiple purposes, and information
delivery must be flexible with respect to both content and presentation.
One can assume that user needs will change with changes in the scale of
the library. In this regard, the target "user community" and the set of
information requirements is somewhat more complex than for the carto-
graphic situation posed at the beginning of this discussion.
There are other issues germane to scalability of digital libraries, in-
cluding issues of copyright and intellectual freedom, issues of privacy,
issues of equality of access, and economic factors. Then, too, there is the
role of the librarian in the digital library. In some circles, the advent of
digital libraries is seen as a threat to thejob security of library staff. Noth-
ing could be further from the truth the role of library and information
science has never been so important as it is now.
I believe it is time we take much more seriously the important re-
sponsibility we hold in adopting the technologies now rolling out of
Silicon Valley workshops. We need to evaluate them carefully before
we buy [into] them. We need to make others aware of potential prob-
lems we see before others buy them. We urgently need "environ-
mental impact studies" for new information technologies, so as to
protect those good parts of our world information environment-like
scholarlyjournals and neighborhood newspapers-that are on the "en-
dangered species" list. Above all, we need to learn more about eco-
nomics, and learn fast. (Nielson, 1981, p. 112)
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Geographic Information Retrieval and
Spatial Browsing
Digital library (DL) projects are beginning to create very large-scale re-
positories ofdigital information on a wide range of topics. As with tradi-
tional print libraries, this information can be indexed and retrieved in a
variety of ways, rangingfrom purely descriptive cataloging of items in
the database and topical analysis ofcontent, to more specialized methods
of classification and description that exploit the characteristics of digital
information. This paper will examine the problems and prospects of a
class of retrieval and indexing methods that are particularly suited to
digital library materials with geographic content or associations. The
characteristics ofspatial queries and some of the problems of uncertainty
and approximation in spatial and geographic information retrieval are
discussed. Requirements and a methodologyfor automatic indexing and
georeferencing of text documents are then examined. A "state-of-the-art"
examination of network access to georeferenced information is provided,
and a specification language and toolfor development ofgraphical in-
terfaces to support geographic information retrieval and spatial brows-
ing is also described. In conclusion, general issues and characteristics of
georeferenced multimedia information systems are discussed.
INTRODUCTION
Many users of digital and print-based libraries have needs for infor-
mation that are best approached from a geographical perspective. These
users include scientists with research interests that range from the global
changes brought about by the Greenhouse Effect and ozone depletion,
global climate modeling and ocean dynamics, to the ecological charac-
teristics of a region. They also include historians who require informa-
tion on specific areas (at particular times) , grammar school students work-
ing on class projects about particular cities and countries, and developers
and city planners who must develop environmental impact reports for a
given site.
Digital libraries have multiplied the types of georeferenced informa-
tion sources (i.e., information with associated geographic coordinates)
available beyond the traditional print and paper forms (maps, geographi-
cally indexed books, etc.) to include remote sensing data and images
from satellites and aircraft, databases ofmeasurements (e.g., temperature,
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wind speed, salinity, snow depth, etc.) from specific geographic locations,
and complex vector information such as topographic maps. They also
store large amounts of digitized text and photographs from a variety of
sources in a variety of formats and include other "multimedia" informa-
tion such as digitized sounds and video in the DL database. Storage and
access to specific items in a DL database is generally fast and efficient.
However, access to the contents, and particularly to information relevant
to the particular topical or subject needs of the user of such a database, is
another matter altogether. Users of digital libraries need to be able to
search for specific known items in the database and to retrieve relevant un-
known items based on various criteria. This searching and retrieval has
to be done efficiently and effectively, even when the scale of the database
reaches the multiterabyte range (as is expected in the not-too-distant
future). This implies that digital library objects must be indexed so that
users can retrieve them by content. Effective user interfaces also must be
designed so that the users can both search for items based on particular
characteristics and browse the digital library for desired information.
This paper will examine the notion of Geographic Information Re-
trieval (GIR) in the context of digital libraries; in particular, it will focus
on a particular class of indexing and retrieval methods appropriate to
digital library materials with geographic content or associations. Geo-
graphic indexing and access has long been recognized as problematic in
libraries (Holmes, 1990). It has largely relied on verbal designations of
places, commonly depending on the Library of Congress Subject Head-
ings and Name Authorities as a source (Brinker, 1962; Larsgaard, 1987).
Graphical methods of access (such as the use of index map sheets in car-
tographic collections) have been much more rare.
This paper will examine some of the characteristics of georeferenced
information and how such information can be incorporated into digital
libraries. The intent is to raise a number of issues in the design and use
of digital libraries with regard to search and retrieval of their geographi-
cally oriented contents. Not all of the issues raised will have obvious
solutions nor shall I attempt to solve the myriad problems with such sys-
tems. Subsequent sections will define and describe the characteristics of
geographic information retrieval and spatial querying, examine the char-
acteristics and advantages of spatial browsing as a method of presenting a
variety of georeferenced information in a coherent framework, and ex-
amine indexing and access creation for georeferenced sources including
a discussion of some automatic georeferencing methods developed at
Berkeley for the analysis and georeferencing of text materials. Other sec-
tions will examine graphical interfaces to support geographic informa-
tion retrieval and spatial browsing, and provide a description of a proto-
type toolkit designed to aid in developing user interfaces for geographi-
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cal applications such as spatial search and browsing. Finally, the conclu-
sion will examine some general issues and characteristics ofgeoreferenced
multimedia information systems.
GEOGRAPHIC INFORMATION RETRIEVAL AND
SPATIAL QUERYING
Geographic Information Retrieval is concerned with providing ac-
cess to georeferenced information sources. This phrase is intended to
convey a specialization of the term "Information Retrieval (IR)." It in-
cludes all of the areas that have traditionally formed the core of IR re-
search with an emphasis, or addition, of spatially- and geographically-
oriented indexing and retrieval.
There is often a distinction in the literature between IR and "data
retrieval" of the type associated with database management systems
(DBMS). In practice, the distinction is one of degree rather than of kind.
Figure 1 shows a spectrum of various attributes of information retrieval
and data retrieval. We will examine each of the attributes depicted in the
figure and attempt to see where GIR falls on the continuum.
In information retrieval, the underlying model of providing access
to documents is probabilistic (I will use the term "document" to repre-
sent any item of potential interest in a collection or database regardless
of the content text, images, maps, video, etc. or the form paper or
digital) . It is concerned with such subjective and indeterminate issues as
whether (and to what degree) a document satisfies a user's need for infor-
mation i.e., whether it is relevant for that user and request. Data re-
trieval, on the other hand, is deterministic with regard to retrieval opera-
tions. If a document fulfills the conditions specified in the user's query,
then it is by definition "relevant." In Geographic Information Retrieval,
we are concerned with both deterministic retrieval (such as finding all
data sets that contain information on a particular coordinate) and proba-
bilistic retrieval (such as finding all towns near a major river).
Indexing is required for both efficient access to large databases and
to organize and limit the set of elements of a database that are accessible.
Most information retrieval systems derive their index elements from the
contents of the items to be indexed. The derivation may be simple ex-
traction (such as extracting keywords from a text), inferential extraction
(such as mapping from text word to thesaurus terms) , or it may be intel-
lectual analysis and assignment of index items (such as assigning subject
headings to a document) . In data retrieval, the element itself, in its en-
tirety, is the indexing unit. Obviously this spectrum is not really smooth
or continuous since both types of indexing may be present within the
same system. In GIR, both of these extremes are blended. There may be
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These queries are inherently imprecise and may be ambiguous. In data
retrieval, the query is usually expressed in some sort of structured query
language with precise syntactic and semantic characteristics. When the
goal is to retrieve all items from a database that exactly match the specifi-
cations of the query, then there must be no ambiguity in the query state-
ment as to what is wanted. The query types thus reflect the underlying
models of the retrieval systems. In information retrieval, queries are taken
as a "clue" as to what the searcher might consider to be a relevant item
from the database, and retrieval is based on how well an item matches the
clue. Typically, the results of a search are presented in a ranked order
based on the degree of match between the query and the database item.
In data retrieval, the query is taken as a precise specification of the de-
sired items from the database, and retrieval is based on exact correspon-
dence between the item and the query. Unless explicitly specified by the
system or by the user as part of the query, there is no ranking or order
imposed on the results of a data retrieval query.
Geographic Information Retrieval, as we define it here, is an ap-
plied research area that combines aspects of DBMS research, User Inter-
face research, GIS research, and Information Retrieval research, and is
concerned with indexing, searching, retrieving, and browsing of
georeferenced information sources, and the design of systems to accom-
plish these tasks effectively and efficiently. In the next section, we will
further examine the characteristics of geographic and spatial queries and
where these fit on the continuum of Figure 1 .
Geographic and Spatial Queries
The terms geographic queries and spatial queries imply querying a spa-
tially indexed database based on relationships between particular items
in that database within a particular coordinate system (or compatible
coordinate systems). Spatial querying is the more general term. It can
be defined as queries about the spatial relationships (intersection, con-
tainment, boundary, adjacency, proximity) of entities geometrically de-
fined and located in space (De Floriani et al., 1993) without regard to the
nature of the coordinate system. It could be argued that the Vector Space
model of information retrieval (Salton, 1989) is a spatial querying system
where the space and coordinates are defined by occurrence and frequency
of term usage in a document collection. Geographic querying assumes
that the space is delineated by the well-defined coordinate systems of the
"real world." In the following discussion, the emphasis will be on geo-
graphic querying, although the underlying implementation might be a
general purpose spatial database system rather than a geographic infor-
mation system. As Frank (1991) has pointed out, there are many charac-
teristics of geographic data that require special access methods and data
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structures. We will not examine access methods here but will concen-
trate on a basic classification of types of spatial queries.
In general, geographical relationships in the coordinate systems im-
posed on the real world are geometric relationships. Within a geometric
framework, where distance and direction can be measured on a continu-
ous scale, many types of relationships between objects defined within that
space can be determined using geometry. For example, given the geo-
graphic coordinates in latitude and longitude of Chicago (4152'N
8737'W) and New York (4040'N 7358'W), a fairly simple calculation
can give the distance between the two cities (using the great circle method,
the distance is (1/2 x 7915.6) x (0.86838) x (DTI/180), where 7915.6 is
the diameter of the Earth in miles, 0.86838 is the ratio of miles to nauti-
cal miles, and Cos D = sin Latitude 1 x sin Latitude2 + cos Latitudel x cos
Latitude2 x cos (Longitudel - Longitude2) , or about 651 nautical miles) .
Using the coordinates alone, it is simple to determine other relation-
ships between the cities e.g., Chicago is West and North of New York.
Spatial relationships may be both geometric and topological (spatially
related but without measurable distance or absolute direction) . Examples
of topological relations include such properties as adjacency, connectiv-
ity, and containment. For example, whether some building is inside or
outside the city limits of Chicago has to do with the building's relation-
ship to an arbitrary boundary, but the distance or direction between the
two is not an issue. Topological directions may have no particular rela-
tionship to any coordinate system that they might be imbedded in. "Left"
and
"Right" are valid directions only in relation to the observer's frame
of reference and have no absolute relationship with "North" or "West."
Spatial and geographic queries combine both geometric and topo-
logical elements. Frew et al. (1995) suggest that there are two primary
classes of requests from users: the "What's here?" query and the "Where's
this?" query. The first type of query stems from a desire to discover what
information is available about a particular location while the second stems
from a desire to discover where certain phenomena occur. Within this
simple classification of spatial and geographic queries, there are a num-
ber of different types of queries distinguishable by how the locations of
interest are defined. The following discussion is based on the types of
spatial queries defined by Laurini and Thompson (1992) and De Floriani
etal. (1993).
Types of Spatial Queries
The types of spatial queries submitted by users to an information
system such as a digital library may be arbitrarily complex in the types of
information desired; the limitations on the areas, time periods, etc. cov-
ered; and many other conditions (spatial or not) that might be specified
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in such a query. If we concentrate on only the spatial or geographic
aspects of the query, there are a number of query types that can be distin-
guished based on the type of information provided by the user in the
query. We will consider five types of spatial queries: (1) point-in-polygon
queries; (2) region queries; (3) distance and buffer zone queries;
(4) path queries; and (5) multimedia queries.
The last is actually a combination of multiple georeferenced sources
in a single query. In the following discussion, we will examine each of
these query types and their characteristics.
The first type of query is probably the most straightforward to pro-
cess and describe. This is the point-in-polygon query (illustrated in Figure
2), which essentially asks the question "What do we have at this X,Fpoint
in the current coordinate system?" The point-in-polygon query, in a digi-
tal library context, might ask which satellite images are available that show
a particular spot or which documents describe the place indicated by the
point. The query essentially asks for any georeferenced object or geo-
graphic data set that contains, surrounds, or refers to a particular spot on
the surface of the earth. This is one of the more precise of all the spatial
query types discussed here.
The next type of query is a region query (illustrated in Figure 3) . A
region query asks the question "What do we have in this region?" Instead
of referring to a particular point in the coordinate space, a region query
Figure 2. Point in polygon
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defines a polygon in that space and asks for information regarding any-
thing that is contained in, adjacent to, or overlaps the polygonal area so
defined. There are a number of potential variants or restrictions that
might be applied e.g., a user might ask "Which point encoded items lie
within the region?" "What lines (borders, rivers, etc.) lie within or cross
the region?" "Which areas (or regional data sets) overlap this region?"
"Which areas (or regional data sets) lie entirely within this region?" or
"Which areas share a border with this region?" Any combination of ele-
ments or containment criteria might be specified given the needs of the
particular searcher. In addition, the specified query region can be any
polygon ranging from regular shapes, such as rectangles or even circles
(which would be the same as a Buffer Zone query on a point as discussed
below) , to irregular shapes, like the boundary of a city, or any arbitrary
set of points defining a closed polygonal shape. The containment criteria
need not be precise but may use "fuzzy" or probabilistic interpretations
of such things as the maximum or minimum areas of overlap for an ob-
ject to be considered included in the specified area, or the coverage ar-
eas for particular data sets that are candidates for retrieval
(Brimicombe,1993).
The next type of query is the distance and buffer zone query (illus-
trated in Figure 4) . The distance and buffer zone query asks the question
"What do we have within some fixed distance of this object (point, line,
or polygon)?" Obviously, there are quite different processing steps in-
volved if the object used as the basis for a buffer zone query is a point, a
line, or a polygon. Examples include queries such as "What cities lie
within forty miles of the border of Northern and Southern Ireland" (as
shown in Figure 4)? Other buffer zone queries include: "What industrial
Figure 3. Region query
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Figure 4. Buffer zone query
plants lie within two miles of this river?" "Which streams are within 100
yards of this highway?" "What mines are within five miles of this city?" etc.
The buffer zone specified need not be exact-e.g., "What data sets de-
scribe the area near this point?" and inclusion can be considered a fuzzy
or probabilistic function based on the location of the database objects.
For such queries, a ranked list of database objects ordered by "nearness"
to the point might be a better response than an arbitrary definition of a
distance.
Path queries are a somewhat more specialized form of spatial query
that require the presence of a network structure in the spatial or geo-
graphic data. Networks are simply sets of interconnected line segments
representing such things as roads, oil or water pipelines, etc. A typical
sort of path query involves finding the shortest route from one point in
the network to another. For example, a path query might ask "What is
the shortest route from San Francisco to Los Angeles" (as shown in Fig-
ure 5)? Note that path queries can become more complex (and uncer-
tain) multimedia queries when criteria other than distance or direction
are involved in the query. For example, to answer the question "What is
the fastest route from San Francisco to Los Angeles?" more information,
such as speed limits and traffic conditions on different routes of the net-
work, is required to provide even an approximate answer.
Multimedia queries combine multiple georeferenced information
sources in resolving a query. This may include multiple maps (or map
layers, depending on the sort of system used to resolve the query); it may
also include nonmap georeferenced information such as ownership
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Figure 5. Path query
records for particular parcels of land. An example (illustrated in Figure
6) might be the query "What are the names of farmers affected by flood-
ing in Monterey and Santa Cruz Counties?" Answering this query in-
volves not only map information, such as county boundaries and river
locations, but also cadastral information to show who owns particular
parcels of land along the rivers in the areas affected by flooding. In this
particular query, complex operations are likely to be required, such as
combining aerial or satellite photographs or remote sensing data (show-
ing the extent of the flooding) and map and cadastre information, often
from different databases with different measurement scales and levels of
detail.
The types of queries discussed above can be combined in a complex
search. For example, "What streams and rivers flow through the county
in which the town ofRichmond (California) exists?" would require a point-
in-polygon search of county information to locate the county containing
the city and a region search to identify the streams and rivers that inter-
sect the county area. Obviously, any GIR system should combine the text
or concept-based retrieval associated with conventional information and
database systems with the sorts of spatial queries discussed earlier. Any
multimedia information system may include a wide variety of spatial and
nonspatial information that may have a geographic association if not a
precise location (see, for example, Griffiths, 1989). Walker, Newman,
Medyckyj-Scott, and Ruggles (1992) provide an interesting design for a
system combining spatial, text, and concept-based retrieval.
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Figure 6. Multimedia query
SPATIAL BROWSING
Searching a geographically indexed database or digital library is an
activity that assumes the searcher has an idea ofwhat he or she wants and
is able to specify that need in some form. Most of the queries used as
examples in the above discussion reflect this. Another type of "search-
ing" is much less directed, and, while it assumes that the users have some
notion of the type of information desired, they may not be able to specify
that information in a query language. What is needed in such cases is (in
effect) the ability to navigate the database geographically without requir-
ing explicit query formulation. This "spatial browsing" combines ad hoc
spatial querying with interactive displays of digital maps to permit the
user to explore the geographical dimension of information in a database
or digital library.
Laurini and Thompson (1992) describe spatial browsing using the
"hypermap"concept. In hypertext databases (the current best example
being the World Wide Web) , each document (or node) may contain many
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links to other documents in a variety of media (text, images, video, sound
clips, etc.), and the user may view any referenced document simply by
selecting the representation of the link in the current document. In a
hypermap, the links are represented by an icon or footprint (a polygon
that outlines the area described by the object linked to the footprint),
and selection brings up the document referenced by the link. For ex-
ample, Figure 7 shows a sequence of maps that might be presented to
someone browsing a digital library, going from a global view to Europe,
then to the United Kingdom, then to Ireland, and finally to a particular
icon on the Ireland map representing a book about the region.
There are a number of advantages to spatial browsing systems and
the hypermap concept as a user interface "metaphor." These systems are
often very intuitive and comprehensible (assuming that the user has some
notion of geography) and can provide for both searching and browsing
by direct interaction as opposed to specification of names or coordinates.
In most cases, for the purposes of browsing and search specification, the
digital map displayed to the user need not be highly detailed, nor does it
require the accuracy of a full GIS.
There are also a number of potential problems or requirements for
such systems. One problem is that of clutter in the display. If the icons or
footprints representing all of the documents in a large database associ-
Figure 7. Spatial browsing using the HyperMap
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ated with any geographic area visible on the digital map are shown simul-
taneously, the map may disappear entirely beneath a heap of icons. This
sort of clutter can be addressed in several ways, some of which we will
discuss further below in describing the geographic browser toolkit. An-
other obvious requirement for spatial browsing is that there must be co-
ordinate-based geographical indexing of the database. In the following
section, methods of automatic indexing and automatic georeferencing
of text documents will be examined. We will return to the notion of
spatial browsing and examine some examples in subsequent sections.
GEOGRAPHIC AND SPATIAL INDEXING
Not surprisingly, one of the major sources of information in digital
libraries is text in a variety of forms and from a variety of sources. These
text items might include full-text documents such as journal or
encyclopaedia articles, books, technical reports and more specialized
documents such as Environmental Impact Reports (EIRs) , laws, and leg-
islation. Many of these text documents describe, discuss, or refer to par-
ticular places or regions. Geographic location is often an important, or
even the primary, criteria when searching for information from the digi-
tal library.
In traditional library cataloging practice, geographic references have
been a common form of access point assigned to documents (primarily
books and maps), but assignment was based on the cataloger's notion of
whether geographic identification was deemed important for access to
the document. Although it might be possible, in principle, to have cata-
logers evaluate each item that is entered into a digital library for geo-
graphic references in its content, such detailed cataloging would be pro-
hibitively expensive. One goal of many digital library projects is to auto-
mate as much of the indexing and cataloging of documents as possible.
An important component of such automatic indexing is to develop meth-
ods that can perform automatic georeferencingo text documents. By auto-
matic georeferencing, I mean to automatically index and retrieve a docu-
ment according to the geographic locations discussed, displayed, or oth-
erwise associated with its content.
In most existing full-text and bibliographic information retrieval sys-
tems, searches with a geographical component, such as the point-in-poly-
gon region or multimedia query ("locate any documents whose contents
are about location XF'), are not supported directly by indexing, query,
or user interface functions. Instead, these searches rely on indexing and
query specification of place names either supplied by catalogers or ex-
tracted from the text itself, essentially as a side-effect of keyword index-
ing. Even in cases where a document is meticulously manually indexed,
93
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
geographic index terms consisting of text strings (such as LCSH and LC
name authorities) have several well-documented problems with ambigu-
ity, synonymy, and with name changes over time (Griffiths, 1989; Holmes,
1990). Specifically, the major problems are:
Names are not unique: San Jose is a common city name throughout
Central and South America as well as in California. Without additional
qualifications, many place names are ambiguous.
The places referred to change in size, shape, and in names over time:
political changes in the world move much faster than geological
changes, and borders, country and region names, even the existence
of political entities, may change at any time.
Spelling variations: Local names for a region may differ from com-
mon English forms, and there may be variations in the spelling of a
name over time (Peking, Beijing) .
Some place names in texts are simply temporary conventions: in some
scientific studies, as well as in some historical contexts, particular names
may be created by scholars to describe an area or region (study areas,
battlefields, etc.) that are not part of the conventional political names
of a region but which may be very precisely defined for the purposes
of the study.
Instead of, or in addition to, using place names to describe locations
referred to in documents, digital libraries are using the geographic coor-
dinates of places to provide better access to documents dealing with those
locations. Geographic coordinates have several advantages over names:
They are persistent regardless of name, political boundary, or other
changes. A geographic location specified by coordinates is not depen-
dent on the vagaries of politics, warfare, or synonymy.
They can be simply connected to spatial browsing interfaces and GIS
data. As discussed in subsequent sections, coordinate-based locations,
or representation of documents associated with those locations, can
be displayed and overlaid on digital maps.
They provide a consistent framework for GIR applications and spatial
queries: Having geographic coordinates for an object (whether speci-
fied as a point or as a polygonal region) as index entries permit pre-
cise or approximate spatial querying of the database using all the types
of spatial searching discussed earlier.
The challenge is to provide reliable automatic indexing for geographic
locations based on the names that occur in a text. Toward this end, the
GIPSY system was developed at U.C. Berkeley by Ph.D. students Woodruff
and Plaunt (1994a, 1994b).
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GIPSY: Automatic Georeferencing of Text
GIPSY, The Georeferenced Information Processing System, was de-
veloped as a new model of automatic geographic indexing for text docu-
ments. In the GIPSY model, words and phrases containing geographic
place names or geographic characteristics are extracted from documents
and used to provide evidence for probabilistic functions incorporating
elementary spatial reasoning and statistical methods to approximate the
coordinates of the location being referenced in the text. The actual "in-
dex terms" assigned to a document are a set of coordinate polygons that
describe an area on the Earth's surface in a standard geographical pro-
jection system. The GIPSY method for automatic georeferencing is de-
scribed in detail by Woodruff and Plaunt (1994a) and will only be sum-
marized here.
GIPSY uses a three-step algorithm which relies on a thesaurus or gaz-
etteer containing place names and the names of other geographically
significant objects (rivers, lakes, bioregions, animal and plant habitats,
land use types, etc.).
Step 1: Identifying geographic place names and phrases. This step attempts to
locate all relevant content-bearing geographic words and phrases in a
text. This involves parsing the text using a parser that "understands" how
to identify geographic terminology of two types:
1. Terms which exactly or closely match objects or attributes in the geo-
graphic thesaurus. This step requires a large gazetteer of geographic
names and terms along with their geographic coordinates. Terms
added to this thesaurus include generic terms for geological features,
climate, land use, animal and plant species, and size.
2. Lexical constructs which contain spatial or topological information,
such as
"adjacent to the lake," "south of the river," "between the river
and the highway," etc.
To implement this, a list of the most commonly occurring constructs must
be created and integrated into a thesaurus/gazetteer.
Step 2: Locating pertinent data. The output of the first step is a set of ex-
tracted terms and phrases. In this second step, these terms and phrases
are processed by a function which retrieves geographic coordinate data
related to them. This step uses spatial data sets that provide information
such as the names, sizes, and location of cities, states, etc.; names and
locations of endangered species; names, locations, and bioregional char-
acteristics of different climatic regions; etc. The system attempts to iden-
tify the spatial locations (a set of one or more geographic coordinates)
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which most closely match the geographic terms extracted in the first stage.
In some cases, where geographic modifiers are used, the area of coverage
is modified to take into account the usage in the text. For example, the
phrase "south of Lake Tahoe" might be mapped to the area south of Lake
Tahoe and cover approximately the same volume. Since there is also
geopositional data for land use (cities, schools, industrial areas, etc.) and
habitats (wetlands, rivers, forests, indigenous species, etc.) available, ex-
tracted keywords and phrases for these types of data are also recognized
in step one and locational information extracted in this step. The thesau-
rus entries for these data should incorporate several other types of infor-
mation such as synonymy (e.g., Latin and common names of species) and
membership (e.g., wetlands contain cattails but geopositional data on
cattails may not exist, so we must use their mention as weak evidence of a
discussion of wetlands and use these data instead).
In the prototype implementation of GIPSY, two primary data sets were
adopted to construct the thesaurus and provide geographic locations.
The first was a subset of the U.S. Geological Survey's Geographic Names
Information System (GNIS) (USGS, 1985). The information extracted
from the GNIS database contains latitude/longitude point coordinates
associated with over 60,000 geographic place names in California. Data
for land use and habitat data were derived from the U.S. Geological
Survey's Geographic Information Retrieval and Analysis System (GIRAS)
(Anderson et al., 1976).
The names and terms derived from the text may be associated with
more than one location, so every identified name, phrase, or region de-
scription is associated with all of the coordinate points or polygons that
might potentially be the place mentioned in the text. A probabilistic weight
is assigned to each of these coordinate sets based on statistical informa-
tion, such as the frequency of use of its associated term or phrase in the
text being indexed and in the thesaurus. Many relevant terms do not
exactly match place names, geographic features, or land use types in the
database. Therefore, to accommodate these inexact associations between
the text and the coordinate databases, the thesaurus was extended to in-
clude both manually inserted terms and by extraction of generic term
relationships from the WordNet thesaurus (Miller et al., 1990) including
synonyms, hyponyms, hypernyms, meronyms, holonyms, and evidonyms.
Step 3: Overlayingpolygons to estimate approximate locations. Having iden-
tified many places associated with the terms extracted from the text and
their variants, the next step is to attempt to infer the most likely geo-
graphic location (s) for the areas discussed in the text. Each geographic
phrase, the probabilistic weight, and the coordinates derived in the pre-
ceding step can be represented as a three-dimensional "extruded" poly-
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gon with its base in the plane of the x,z axes and which extends upward
on the y axis a distance proportional to its weight (see Figure 8a). As new
polygons are added, three cases may arise:
1 . If the base of a polygon being added does not intersect with the base
of any other polygons, it is simply laid on the base map beginning at
y = (see Figure 8b) .
2. If the polygon being added is completely contained within a polygon
which already exists on the skyline, it is laid on top of that extruded
polygon i.e., its base is positioned in a higher y plane (see Figure 8c) .
3. If the polygon being added intersects, but is not wholly contained by,
one or more polygons, the polygon being added is split and the inter-
secting portion is laid on top of the existing polygon and the
nonintersecting portion is laid at a lower level. To minimize fragmen-
tation in this case, polygons are sorted by size prior to being posi-
tioned in the
"skyline" created by overlaying the polygons (see
Figure 8d).
In effect, the polygons are "summed" by weight to form a geopositional
"skyline" whose peaks approximate the geographical locations being ref-
erenced in the text. The geographic coordinates to assign to the text
segment being indexed are determined by choosing a threshold of "el-
evation" z in the skyline, taking the x,z plane at z, and using the polygons
at that "elevation." Raising the threshold "elevation" tends to increase
the accuracy of the retrieval while lowering it tends to include other simi-
lar regions (or regions described in the same way and a region discussed
in a given text) .
To show the results of this process in the GIPSY prototype, consider
the following text from a publication of the California Department of
Water Resources:
The proposed project is the construction of a new State Water Project
(SWP) facility, the Coastal Branch, Phase II, by the Department of
Water Resources (DWR) and a local distribution facility, the Mission
Hills Extension, by water purveyors of northern Santa Barbara
County. This proposed buried pipeline would deliver 25,000 acre-
feet per year (AF/YR) ofSWP water to San Luis Obispo County Flood
Control and Water Conservation District (SLOCFCWCD) and 27,723
AF/YR to Santa Barbara County Flood Control and Water Conserva-
tion District (SBCFCWCD)....This extension would serve the South
Coast and Upper Santa Ynez Valley. DWR and the Santa Barbara
Water Purveyors Agency are jointly producing an EIR for the Santa
Ynez Extension. The Santa Ynez Extension Draft EIR is scheduled
for release in spring 1991.
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(a)
Figure 8a. The "weight" of a polygon, indicated by the vertical arrow, is interpreted as
thickness or "elevation".
Figure 8b. Two adjacent polygons do not affect each other; each is merely assigned its
appropriate elevation.
Figure 8c. When one polygon subsumes another, their elevations in the area of overlap are
summed.
Figure 8d: When two polygons intersect, their elevations are summed in the area of overlap.
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Figure 9 contains a gridded representation of the state of California,
which is elevated to distinguish it from the base of the grid. The northern
part of the state is on the left-hand side of the image. The towers rising
over the state's shape represent polygons in the skyline generated by
GIPSY's interpretation of the text. The largest towers occur in the area
referred to by the text, primarily centered on Santa Barbara County, San
Luis Obispo, and the Santa Ynez Valley area.
Figure 9. Results of polygon stacking from the DWR text
The surface plots generated in this fashion can also be used for brows-
ing and retrieval. For example, the two-dimensional base of a polygon with
a thickness above a certain threshold can be assigned as a coordinate index
to a document. These two-dimensional polygons might then be displayed as
icons or
"footprints" on a map browser such as those discussed later. In
addition, a natural language query describing an area of interest could be
processed by the GIPSY system and candidate coordinate sets could be gen-
erated and ranked according to their weights and then used to retrieve
georeferenced information located in those areas.
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Ongoing research and development of the GIPSY system is being
conducted at Berkeley in conjunction with the NSF/NASA/ARPA Digital
Library Initiative project (Wilensky et al., 1994). We plan to use GIPSY as
part of the automatic indexing mechanism for all texts stored in the digi-
tal library database.
EXAMPLES OF GIR ON THE INTERNET
Indexing texts and other georeferenced objects (such as photographs,
videos, remote sensing data sets, etc.) by coordinates permits the use of
the hypermap concept as discussed above. Use of coordinates also pro-
vides the capability of using a graphical interface to the information in
the database or digital library where representations of the objects are
displayed as icons or footprints on a digital map. As suggested earlier, a
map-based graphical interface has a number of advantages over one which
uses text terms or which simply uses direct specification of coordinates. It
has been suggested that different cognitive structures are used by people
in dealing with graphical and spatial information than those used for
verbal information (Jones & Dumais, 1986), and that spatial queries can-
not be adequately expressed by verbal queries (Furnas, 1991). Geographi-
cal queries are inherently spatial, and a map-based geographical inter-
face tends to be intuitive and comprehensible to anyone who is some-
what familiar with maps and geography. Morris(1988) suggests that when
users are given a choice between menu (text-based) and map-based graphi-
cal interfaces to a geographic database, they prefer the maps. A graphi-
cal interface, including digital maps and hypermaps, also permits dense
presentation of information (McCann et al., 1988; DiBiase et al., 1993).
In this section, we will examine some examples ofGIR and spatial brows-
ing that are currently available via the World Wide Web (WWW) . This "state-
of-the-art" survey is by no means a comprehensive review of such systems but
provides some examples to illustrate the concepts of GIR and spatial brows-
ing as they have been implemented in current systems. The URL addresses
of the systems discussed are indicated in square braces.
Figure 10 shows a hypermap from the UC Berkeley Environmental
Digital Library prototype [http://elib.cs.berkeley.edu] (Wilensky et al.,
1994). The base map shows the San Francisco Bay Area, and overlaid on
the base map are three boxes showing the footprints of related hypermaps.
Clicking a mouse button over the leftmost box brings up the more de-
tailed map shown in Figure 1 1 . Each of the labeled boxes overlaid on
Figure 1 1 represents an aerial photograph (each image is actually a com-
posite of digital remote sensing data acquired from an airborne platform)
taken in order along a particular flightline. Clicking on the box marked
1-4 retrieves the image for the area centered under the box as shown in
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File Options Nsvigafe Annotate Help
Document Title: Sacramento Delta Aerial Photography Mosaic
Document URL: http : //eli b . cs . berkel sy.edu/ai rphotos/el i M9/HTML/photoi ndex)
Click on a panel to display a page of the index
adc r-srward Home Reioaa Open,,, Save As,,, Clone New Window Close window
Figure 10. Hypermap from the UC Berkeley Digital Library Prototype
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Sacramento Delta Aerial Photography Series 1 Mosaic
Panel 1 of 3
Click on an image tag to display photo
Back rsr* , Home Reload) Open,,, Save As,,, Clone New window Close Window
Figure 1 1 . Detail map from the UC Berkeley Environmental Digital Library
Prototype
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Figure 12. The arrows above the image in Figure 12 permit the user to
"navigate" up and down and through the images in a particular flightline,
and left and right to images in parallel flightlines. In this prototype
browser, the database is limited, and the maps are static entities. In the
interface planned for the digital library, maps that can be scrolled and
that provide the ability to "zoom" in and out will be used. A much more
complex example of this type ofhypermap access to information resources
(jumping from static map to static map and eventually to data of interest)
is provided by the "Virtual Tourist" system of the WWW that provides
access toWWW servers by geographic location [http://wings.buffalo.edu/
world/].
An example of the ability to scroll about and zoom in and out in a
dynamic digital map is provided by the prototype version of the U.S. Bu-
reau of the Census' TIGER Mapping Service (TIGER stands for the To-
pologically Integrated Geographic Encoding and Referencing system,
which was developed to support the activities of the Census Bureau start-
ing with the 1990 census). Figure 13 shows a page from the TIGER Map-
ping Service prototype [http://tiger.census.gov/] that is centered on the
New York City area. Using the four "arrows" surrounding the map, the
user can move the view (pan or scroll) left or right, up or down.
The "zoom in" and "zoom out" buttons provide a reduced or increased
scale of the map to be displayed. Figure 14 shows the results after "zoom-
ing in" on the area of Central Park. In Figure 14, much more detail
(such as individual streets) is shown, and the legend has been changed to
reflect the types of information that might be visible at the current scale.
As noted on theWWW pages shown in Figures 13 and 14, the map that is
shown is generated "on-the-fly" from the underlying TIGER digital map-
ping database. This means that instead of a static map (such as that in the
digital library prototype discussed above), the maps in the TIGER Map-
ping Service are created on demand in response to a user's mouse click
on one of the scrolling or zooming buttons.
Figures 15 and 16 show an example of a full-scale geographic infor-
mation system being made available via the WWW. The GRASSLinks sys-
tem [http://www.regis.berkeley.edu/grasslinks/] was developed at UC
Berkeley by Susan Huse (1995) as part of her Ph.D. work. It uses the
GRASS (Geographic Resources Analysis Support System) GIS developed
by the U.S. Army Corps of Engineers with an interface tailored to simple
access over the WWW. Figure 15 shows part of the page that permits the
user to specify the contents of the map desired, and Figure 16 shows the
map generated by GRASSLinks (in this case a fairly simple map showing
the counties of the San Francisco Bay area). GRASSLinks, like the TIGER
system, allows the user to zoom in or out on particular areas, but it adds
the additional capability to query the underlying geographic data sets
103
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
Data transfer complete.
Back) Fp!wd| Home Reload] Open.,. Save As... Clone | New Window] Close Window
Figure 12. Aerial photograph from UC Berkeley Environmental Digital Library
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File Options Navigate A
Document Title: MIS Experimental Browser
Document URL: http : //ti ger . census . gov/cgi -bi n/mapbrowse?1 on=-?4&l
TIGER Map Service
The following map is produced on-the- fly from a special binary version of
TIGER/92 data Technical details are available,
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Bl Lake/Pond/ Ocean Connector
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Back| Forward Home) Reload! OpenJ Save As,,. | Clone) New Window} Close Window
Figure 13. US Census Experimental TIGER Mapping System New York Area
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Fife Options Navigate Annotate
Document Title: IMS Experimental Browser
Document URL: bttp:/
TIGER Map Service
The following map is produced on-the- fly from a special binary version of
TIGER/92 data. Technical details are available,
LEGEND
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Figure 14. US Census Experimental TIGER Mapping System New York area
zoomed
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[He Options Navigate Annotate
)ocument Title: Display Request Form
)ocument URL: http://www. reqis.berke1ey.edu/qrass11nks/display.ht
Vector map display color; blue
c) Overlay sites map:
Sites map display color:
2) Select a region and resolution to be used.




Sacramento San Joaquin Delta
b) Resolution: medium
3) Create the display image:
Display Maps I
or return to the default, values and start
again: Reset
I
add Forward} Home] Reload Open...) Save As,.. | Clone NewWndow) Close Window
Figure 15. GRASSLinks specification page
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uTM zone 10 coordinates of the selected center ooint are: 561831 E and
gack] fg^'^l Home] Reload] Open...} Save As...| Clone]
Figure 16. GRASSLinks map display
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and display values (using a point-in-polygon search to identify the
characteristics of an area surrounding a user-selected point) , as well as to
overlay multiple types of georeferenced data (ranging from data from
the National Wetlands Inventory to geological maps of the San Francisco
Bay area) . A similarWWW interface to a somewhat less sophisticated GIS
was developed for Canadian National Atlas data [http://
ellesmere.ccm.emr.ca/naismap/naismap.html].
Not all GIR systems on the internet support graphical searching (at
least at the present time). For example, the U.S. Geological Survey node
of the National Geospatial Data Clearinghouse [http://h2o.er.usgs.gov/
nsdi/] (part of the National Spatial Data Infrastructure [NSDI] effort by
the federal government) has a GIR system for identifying relevant data
sets that permits users to specify their requirement by both keywords and
by specifying the latitude and longitude coordinates of a bounding rect-
angle for their area of interest (Nebert, 1995).
A wide variety of other geographically referenced (or related) infor-
mation sources are available via the Internet. One of the best clearing-
houses providing pointers to such information is the U.S. Geological
Survey's "Geographic Information Referral Page" [http://
waisqvarsa.er.usgs.gov/wais/html/geog.html].
Many of the network-based systems discussed earlier have some sig-
nificant problems resulting from current technological limitations. One
problem is that the time required for generating and transmitting maps
such as those used in the TIGER Mapping System and the GRASSLinks
system is much too long for convenient interactive use. Scrolling and
zooming in the TIGER prototype may take as much as a minute to display
the response to a single mouse click. In addition, the current version of
the HTTP protocol and HTML "map widgets" used in theWWW for these
systems have no way of transmitting continuous information from mouse
movements or from multiple mouse selections of points on a map. This
makes it impossible for current versions ofWWW clients, such as Mosaic
and Netscape, to have users interactively draw a bounding rectangle or
polygon over the area they are interested in in order to submit a region
query. Although support for such interaction is promised in the next
version of HTTP, there are other problems with the HTTP protocol for
use in information retrieval, including in GIR systems. The primary draw-
backs are that the protocol is "stateless," meaning that each transaction
between a client and server is treated as a completely distinct event, and
the server keeps no information about clients from transaction to trans-
action. Some systems have finessed this limitation by adding state infor-
mation to the query sent to the server, but these tend to be server-specific
extensions to the protocol without standardization between servers.
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There are other standard protocols, such as the Z39.50 information
retrieval protocol (NISO, 1992), where the server does maintain a con-
nection with the client, and which are better oriented to conventional
information retrieval tasks. The National Geospatial Data Clearinghouse
mentioned above is currently using the WAIS protocol based on an ear-
lier version of Z39.50 and is moving to a full Z39.50 implementation with
support for map browsing and bounding box selection (Nebert, 1995).
Z39.50 is also being used for spatial indexes for the Government Infor-
mation Locator Service [http://www.usgs.gov/gils/]. In the following
section, we describe a toolkit for building geographical browsing inter-
faces that also provide Z39.50 access to remote servers of geographic and
georeferenced information. Another possible solution is the Java pro-
gramming language which permits Java-compatible WWW browsers to
download and execute interactive programs (van Hoff, 1995).
GEOGRAPHIC BROWSING TOOLKIT
Most Geographic Information Systems were designed to support the
work of cartographers, city and regional planners, and others with a
need to create maps. As such, they tend to be "heavyweight" systems that
often have a monolithic structure, proprietary data formats, and a ten-
dency to be very complex to use. As such, these systems are ill-suited for
applications where a user wishes to simply utilize spatial browsing to ex-
amine a variety of georeferenced information.
In this section, we will examine the features of a toolkit for construct-
ing such browsing interfaces developed by the author that provides a
simple solution to rapid development and presentation of geographical
information retrieval systems. We will first examine the background on
the toolkit and then describe one application using it and how a user
might interact with that application. This is followed by a more detailed
discussion of the toolkit contents.
In the Sequoia 2000 project, which was concerned with the design
and development of very large-scale information systems for Earth scien-
tists studying global change phenomena, a new browser paradigm was
proposed to provide access to database information using a spatial para-
digm (Chen et al., 1992). In this system, now called Tioga (Stonebraker
et al., 1993), information is displayed topologically according to continu-
ous characteristics which are attributes of the data. For example, docu-
ments may be displayed on a map according to their latitude and longi-
tude. Documents might also be displayed according to the time at which
they were generated and the time to which they refer as well as by more
abstract functions such as the reading level of the document, the author's
attitudes as expressed in the document, etc. A prototype of the geographi-
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cal browsing component for Tioga was developed by the author and was
included in the Lassen Geographic Browser (shown in Figures 17-19) as
part of an interface for document retrieval that included both known
item searching and probabilistic retrieval based on document contents
(Larson, 1994). The current version of the geographic browser toolkit is
a revised and refined version of the Lassen browser.
Using the Lassen browser, any georeferenced object in the database
can be indicated by an icon on the map. The user employs the mouse to
center the map on any location and to zoom in or out for more or less
detailed maps, either by clicking on the map with the mouse or by mov-
ing the scroll bars below the map to set particular coordinates and zoom
levels. With local processing handling all map drawing and updates, the
Lassen Geographic Browser is fast enough to redraw the entire world
map in less than a second. When zoomed in on a location, map updates
are faster due to hidden line clipping. At reduced levels of detail, the
browser can redraw the screen fast enough to provide an animated "real-
time" zooming and scrolling effect. Icons can be placed at any coordi-
nates on the map and for any range of "zoom" values. The icon will only
appear when the coordinates are visible and the current "zoom" level is
within the specified range. This helps to reduce clutter on the screen.
Clutter is further reduced by placing references to multiple objects that
deal with the same area into a pop-up menu. When an icon is selected by
the user, the menu of objects georeferenced at the icon coordinates and
detail level are displayed for selection.
In Figure 17, the initial global view of the Lassen browser is shown in
a typical X Window system display window. By clicking with the left mouse
button on the United States, the map was centered on that, clicking the
middle mouse button zooms in one unit (and the right mouse button
zooms out) . The units used in zooming are logarithmic so that zooming
from a global scale to the scale shown in Figure 18 requires only a single
mouse click, but as the view "closes in," more clicks are needed to in-
crease the zoom by the same amount. The convention adopted for dis-
playing icons in this version of the browser is that the underlying objects
represented by the icons should represent geographic coverage approxi-
mately equal to the area shown in the map window. In Figure 18, a single
icon is shown as a small box in the center of the United States. When the
icon is selected, a pop-up menu listing data objects associated with the
whole area is visible including such things as satellite images of the entire
region. Selecting an object from the menu invokes a viewer appropriate
to the type of data (the Lassen prototype shown here included
georeferenced texts, images in a variety of formats, and MPEG videos).
Figure 19 shows a "closer" view centered on Southern California. In this
window, the "place names" button was selected to show the names ofcities
111
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
1 ID
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
L.tittdt(d9fws)
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
uStafefe9M)
LARSON/INFORMATION RETRIEVAL AND SPATIAL BROWSING
-height) provides the dimensions of the widget and may be specified in
inches, centimeters, millimeters, printer's points, or screen pixel units.
The -detail option indicates how detailed the map drawing should be,
ranging from one (representing the highest detail available), to five (in-
dicating that only about 1/5 of the detail will be displayed) . The -aspect
option is used to correct the appearance of maps when zoomed in at high
and low latitudes (the map widget uses a cylindrical projection so there is
a
"spreading out" offeatures when drawing high and low latitudes) . There
are a number of additional options that can be specified in the map com-
mand. These include:
1. Latitude and Longitude for the centerpoint of the display, these de-
fault to 00'0"N and 00'0"W.
2. Zoom to specify the level of detail to be shown.
3. MapBackground to specify the color of the window background (de-
fault is black) .
4. Coastlines to specify the color of continental coastlines (default is
green) .
5. Countries to specify the color used for national boundaries (default
is red) .
6. States to specify the color used for states in the U.S. and for interna-
tional zones (default is yellow) .
7. Islands to specify the color of island coastlines (default is light green) .
8. Lakes to specify the color of lake shorelines (default is light blue).
9. Rivers to specify the color of river shorelines (default is blue).
Any of these options can be changed after the initial creation of a widget
using the map command and by using the configure "widget command."
For example, to change the color of the coastlines displayed from green
to violet in the map widget created above (named .mp.winl.mapwin),
the command:
.mp.winl.mapwin config -coastlines violet
could be issued in a script. In addition, multiple map widgets can be
used in an interface. In Figure 20, for example, an interface with two
map widgets is shown. The main map widget is the primary display, while
the smaller widget is used to move the view of the main map widget to
center on a point "clicked" in the small widget. Additional widget com-
mands are used for a variety of operations, such as recentering the view
of an existing map widget. These widget commands include:
1 . CenterPixel this tells the widget to redraw itself centered on the point
indicated by xy pixel coordinates of the window supplied as an
argument.
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Figure 20. Map Widget example, with overlays
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2. Display or ReDisplay causes the widget to redraw itself immediately.
3. ZoomMap Zooms in or out of the current map display to the "zoom
value" supplied as an argument. This can be an absolute value or an
increment to the current value (indicated by a plus sign) or a decre-
ment to the current value (indicated by a minus sign).
4. GetCenter this asks the widget to report the current latitude and
longitude of the center of the map display.
5. GetFrame this asks the widget to report the current latitudes and
longitudes of the top-left and bottom-right corners of the map dis-
play.
6. GetLatitude this asks the widget to report the current latitude of the
center of the map display.
7. GetLongitude this asks the widget to report the current longitude
of the center of the map display.
8. GetLatLon this asks the widget to report on the latitude and longi-
tude of a point indicated by xy pixel coordinates of the window sup-
plied as an argument.
9. GetXY this asks the widget to report on the xy pixel coordinates of
the window that represents the location specified by a latitude and
longitude supplied as arguments.
In addition to these widget commands, there are three others: Create,
Destroy, and Rubberband. Create creates a geometric object and places
it in the map at the geographic coordinates specified in the create com-
mand; it also returns a unique identification number for the object. The
Destroy command takes an object's identification number as an argu-
ment and removes the object from the display and from memory. The
Rubberband command functions the same as a create command but per-
mits dynamic changes to the coordinates of the object that are displayed.
It is intended for interactive drawing of objects to show, for example, a
rectangle that "stretches" over the base map following mouse movements
until the mouse button is released. A Rubberband command with the
single argument "end" finishes the interactive drawing of an object and
automatically connects the final point of a polygon with its start point.
Each object created remains attached to the geographic coordinates speci-
fied in the create command so that scrolling the display or zooming in or
out will redraw the object appropriately. There are several types of ob-
jects supported in the current version of the map widget, including:
1. point a single point indicated by latitude and longitude;
2. line a straight line defined by the latitudes and longitudes of its end
points;
3. rectangle a rectangle defined by latitudes and longitudes of its top-
left and bottom-right corners;
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4. filledrectangle a rectangle defined by latitudes and longitudes of
its top-left and bottom-right corners and filled with a transparent color;
5. polygon an arbitrary polygon defined by a set of latitudes and lon-
gitudes of each vertex and filled with transparent color; and
6. polyline an arbitrary set of connected line segments defined by a
set of latitudes and longitudes of each vertex and filled with transpar-
ent color.
Circles, ovals, and arcs are not supported in the current version, but sup-
port is planned for the future. The color of each object is specified in its
create statement. These colors, like all colors in Tcl/Tk, can be specified
using X color names or by specifying color values as 4-bit, 8-bit, 12-bit, or
16-bit hexadecimal values for the red, green, and blue components of
the color. Most X Window servers have a rich variety of color names (e.g.,
BrickRedl, LightSkyBlueS, NavajoWhitel, SeaGreen2) including all com-
mon color names like red, green, black, and so on. For example, the
following statements were used to create the objects shown on the main
map in Figure 20:
.map create line white OoO'0"N !79oO'0"W OoO'0"N !79o59'59"E
.map create polygon white 50oO'0"N OoO'0"W OoO'0"N 50oO'0"W
OoO'0"N 50oO'0"E 50oO'0"N OoO'0"W
.map create polygon blue 23oO'0"N 120oO'0"W 24oO'0"N 120oO'0"W
25oO'0"N 22oO'0"W 20oO'0"N 122oO'0"W 23oO'0"N 120oO'0"W
.map create polyline yellow 23oO'0"N 120oO'0"W 24oO'0"N 120oO'0"W
25oO'0"N 22oO'0"W 20oO'0"N 122oO'0"W 23oO'0"N 120oO'0"W
.map create point white 23oO'0"N 120oO'0"W
.map create rectangle red 50oO'0"N 70oO'0"W 10oO'0"N 20oO'0"W
.map create filledrectangle violet 55oO'0"N 75oO'0"W 5oO'0"N
15oO'0"W
Note that latitude and longitude are expressed in the conventional de-
grees minutes' seconds", direction (N, S, E, W) format, slightly adapted
to permit entry on an ascii keyboard (lowercase o is substituted for the
degree symbol). The toolkit also contains conversion routines to alter a
variety of geographic coordinates into latitude and longitude.
Naturally, additional statements other than the one shown above are
required to group and arrange the elements of the interface and to specify
the characteristics and behavior of the other interactive elements on the
screen, but Tcl/Tk handles a surprising amount of this work automati-
cally. Any widget type, including maps, can have actions bound to X Win-
dow events such as mouse movement or mouse button presses, keystrokes,
window movement, etc. For example, the Tel statements:
bind
.map <1> "%W centerpixel %x %y"
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bind
.map <2> "%W zoom +1.0 ; inczoom"
bind
.map <3> "%W zoom -1.0 ; deczoom"
attach particular actions to mouse buttons 1, 2, and 3 when clicked on
the map widget called .map. The current window name is substituted for
%W by the bind command, and the current mouse xy location in window
pixel units is substituted for %xand %y in the statements shown. Thus,
the first line above sets up the map widget so that the view is centered on
the point indicated by the current mouse position whenever mouse but-
ton one (the left) is clicked on the map widget. The next lines attach
zooming in and out to the middle and right mouse buttons, respectively.
Any arbitrary Tcl/Tk script can be included as the last element of the
bind command. In the last line above, there are two Tel statements; the
first handles the zoom widget command and the second is an invocation
of a script procedure named "deczoom" that handles updating the other
widgets on the screen (such as the "zoom value" slider widget) to reflect
the new zoom value. Any otherTcl/Tk widgets, such as buttons, text or
graphical labels, menus, scales, and scroll bars can be placed anywhere
on the map display (using the GetXY widget command to convert lati-
tude and longitude to the appropriate pixel location on the map dis-
play) . These other widgets can also have any arbitrary script attached to
them.
Tcl/Tk and the geographic browser toolkit provide a convenient and
flexible way to prototype and implement user interfaces for geographic
information retrieval and spatial browsing applications. It is being used
in an updated version of the Lassen geographic browser and is also being
included in the Cheshire II next-generation online catalog system (Larson
et al., 1995). Planned additions to the toolkit include more map data
formats, and the ability to express coordinates in a larger variety of coor-
dinate systems (e.g., Universal Transverse Mercator) and formats (e.g.,
latitude and longitude expressed as positive or negative decimal degrees
instead of degrees, minutes, and seconds) .
CONCLUSIONS
Digital libraries are multimedia information systems that will include
digital "documents" in a variety of formats. In the Environmental Digital
Library being constructed at Berkeley (Wilensky et al., 1994) , we are build-
ing a digital collection that includes text documents such as Environmen-
tal Impact Reports, County General Plans, magazines and publications of
the California State Resources Agency in both scanned page images, ASCII
text form from Optical Character Recognition, and a number of other
forms. The collection also includes scanned 35mm slides of places in
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California from a collection of over 500,000 (with about 10,000 converted
to digital form at the present time), and videos produced by state agen-
cies. In addition, it also contains USGS topographic data, U.S. Census
TIGER data, the contents of a large-scale GIS for the San Francisco Bay
Area, and collection databases for classification and distribution of Cali-
fornia flora and fauna. All of these data, in one way or another, have a
geographic component to be considered in indexing and retrieval. We
believe that geographic browsing will play a key role in providing effec-
tive access to this information, permitting scholars, scientists, government
agency personnel, librarians, and students to quickly and easily find and
retrieve the information they need for tasks ranging from research to
environmental planning. To implement such a digital library and make
it available to such a user population, a number of important research
and development questions need to be examined. These include:
1 . Is it possible to create a coherent content-based view of such a diverse
collection of digital objects? Geographic Information Retrieval and
Spatial Browsing, as discussed in this paper, can provide at least one
coherent framework within which to coordinate many disparate re-
sources in such a system.
2. How large can such a digital library be and still provide efficient and
effective access to its contents? That is, how well do all the compo-
nents of the digital library scale up in size from small prototypes to
multiterabyte databases with hundreds of simultaneous users?
3. How can the contents and indexes of a digital library be distributed
among many different computers over a wide area network and still
provide coherent and comprehensive access to its contents? How
will such distributed systems communicate and share information,
and how will they communicate with other digital libraries and data-
bases? How can such large amounts of data be transmitted most ef-
fectively and efficiently?
4. How will information be added to the digital library, what forms will
these documents take, and how will content and characteristics of
the documents be defined? Can these processes be automated and
how effective will such procedures and techniques be in providing
access to the collection? There is much work to be done on effective
automatic indexing and classification for both full-text documents
and the other sorts of digital objects included in the digital library.
5. What are the modes of interaction with the digital library? As sug-
gested earlier, GIR and spatial browsing will play a large role. But
more conventional information retrieval and DBMS querying tech-
niques will also be required.
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These open questions hint at the outlines of the research being conducted
in support of the development of digital libraries. The Berkeley Digital
Library Project and the Alexandria Digital Library Project at UC Santa
Barbara (Frew et al., 1995) have adopted a geographical information re-
trieval approach as one of the primary interaction paradigms for digital
library access. We are just beginning research into the problems, effec-
tiveness, and usability of geographic information retrieval and spatial
browsing, but I believe that a GIR and a spatial browsing paradigm will
provide an elegant and comprehensible method of interaction for a wide
variety of users and needs.
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Spatial Access to, and Display of, Global
Change Data: Avenues for Libraries
Geospatial retrieval systems are considered in theframework of the U.S.
Global Change Data and Information System (GCDIS), a cooperative
effort of a set offederal agencies that have vast amounts of data and
information relevant to the global change user community. The charac-
teristics ofan ideal geospatial retrieval system are proposed andfive exist-
ing systems are described as examples ofthe types ofspatial retrieval avail-
able today. Existing systems fallfar short of the ideal system envisioned
but show exciting promise. Librarians can participate in the evaluation
of these systems and in the evolving development of GCDIS through the
Library Information Subgroup of the Global Change Data Management
Working Group.
INTRODUCTION
Spatial access to, and display of, global change data is addressed here
in the context of the United States Global Change Research Program
(USGCRP) and, in particular, of the Global Change Data and Informa-
tion System (GCDIS). The USGCRP was established to observe, under-
stand, and predict global change and to make its results available for use
in policy matters. The goals of the data management activities of the
USGCRP are to archive, preserve, and make data available in a useful
form now and in the future for researchers and any other groups who
can benefit from access to these data. The challenge of the data manage-
ment program is to handle the massive amounts of highly diverse data
and information generated and used by global change research activi-
ties. These data, and accompanying information products, reflect
multidisciplinary global change issues that include human and natural
forcing factors, ecological change, biodiversity, human interactions, and
comprehensive assessments.
The federal agencies involved in the USGCRP have cooperated to
organize the Global Change Data and Information System. The GCDIS
builds on existing and planned agency-mission-responsive data and in-
formation systems that have information relevant to the global change
user community and links these systems to each other and to users. The
enhanced interoperability of the agency systems is achieved through
standards, common approaches, technology sharing, and data policy
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coordination. The design focuses on providing service for a diverse com-
munity of global change users researchers, policymakers, educators,
private industry, and the public. The objective is to aid the user commu-
nity in learning what data and information are available, in having the
key holdings available in useful forms with ready access, and in being
assured of their quality and continued availability. Multiple levels of ac-
cess and service are included in GCDIS, from phone and mail and fax to
high bandwidth transfer of image data. The strategy for this initiative is
described in the U.S. Global Change Data and Information System Implemen-
tation Plan (Committee on the Environment and Natural Resources, 1994).
Other key documents from this effort are included in the references at
the end of this discussion.
The Global Change Data Management Working Group (GCDMWG) ]
is building the GCDIS. Agencies participating in GCDIS are identifying
their resources and developing coordinated ways for a wider audience
than the primary research community to find and use their data and in-
formation. The GCDIS is being developed and implemented by the par-
ticipating agencies with a minimum of additional infrastructure. The first
interface effort was the beta version of the GCDIS gopher, registered in
the Spring of 1994. In the Spring of 1995, the gopher is being revised on
the basis of the "lessons learned" from the use of the beta version, and a
web home page is being developed. These developments are being done
through these agencies: the gopher is mounted at the National Oceanic
and Atmospheric Administration (NOAA) by the Environmental Services
Division Information Management staff, and NASA staff has contributed
to its design; the DOE's Carbon Dioxide Information Analysis Center
(CDIAC) staff is developing the home page; the developments are being
coordinated through the Executive Secretariat of the GCDMWG that con-
sists of only two people: the Executive Secretary Les Meredith and myself.
The working group itself is structured as follows:
A Contacts Group guides the overall coordination effort for data man-
agement and three subgroups. It consists of representatives from the
participating agencies. A Principals Group, which is the chief agency
representative to the Working Group, is convened for budgetary deci-
sions. There is no direct funding for the GCDIS effort. All activities are
supported through contributions from the agencies. The Contacts
Group is chaired by Dixon Butler of NASA's Mission to Planet Earth
Program.
The Content Subgroup's responsibility is to coordinate efforts to iden-
tify and set priorities for GCDIS data and information and related in-
formation products to resolve user needs, identify information gaps,
encourage the participation of researchers in GCDIS, serve as a point
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of contact for users that need special products, and coordinate the
establishment of data and information quality assessment processes.
The Content Subgroup is chaired by Michael Farrell of the Depart-
ment of Energy.
The Access Subgroup "strives to create a seamless search, browse, or-
der, and delivery of global change data and information from many
agencies" (from draft GCDIS implementation plan, March 1995), pro-
motes the use of the Z39.50 protocol and emerging Internet tools, and
is taking an active role in bringing together the players in other re-
lated federal initiatives: the Federal Geographic Data Committee
(FGDC), the National Environmental Data Inventory (NEDI), and the
Government Information Locator Service (GILS). The development
of the GCDIS gopher and the home page is being done through the
Access Subgroup. The Global Change Research Information Office
(GCRIO), which provides help desk support to GCDIS, is linked to
this subgroup. The Access Subgroup is chaired by Tom Mace of the
Environmental Protection Agency.
The third subgroup is the Library Information Subgroup (LIS) . GCDIS
may be the only high level federal government interagency data activ-
ity that specifically brings library and information center resources and
expertise to the table at this level. The responsibility of the Library
Information Subgroup is to support the Working Group efforts by:
A. building an infrastructure of libraries and librarians for GCDIS
implementation;
B. evaluating GCDIS from a library user's perspective and providing
user needs analysis;
C. linking data resources to information resources for knowledge man-
agement;
D. promoting GCDIS to libraries and developing approaches to user
education;
E. advising on data and information processing standards and sys-
tems from the library perspective (from draft LIS implementation
plan, March 1995).
2
The Library Information Subgroup is chaired by Roberta Rand
of the National Agricultural Library.
Last year each subgroup began sponsored pilot projects: the Con-
tents Subgroup is investigating methodologies for determining priorities
of research interest and thus content acquisition using the trace gas re-
search community as the testbed. The Access Subgroup is sponsoring
the Assisted Search for Knowledge (ASK) project that is developing a
client-server search, retrieval, and use system based on a semantic network
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search engine. This will be discussed later here because the ASK project
has a geographic information system component. The Library Informa-
tion Subgroup is sponsoring a GCDIS evaluation project in the state of
Virginia that involves public school (elementary, upper elementary, and
high school), community college, university, public library, and commu-
nity groups in the use of GCDIS as it exists and involves them in the
further design and enhancement of the system. This is known as the Li-
brary Access, Search, and Retrieval (LASR) Pilot Project and is being led
by the Computer Sciences Department of the University of Virginia.
The data and information resources that are within the purview of
the GCDIS effort include both those resulting from focused Global Change
Research Project (GCRP)-funded research and the data and information
resulting from other agency efforts. The potential resources to be tapped
include (from the draft implementation plans of the participating agen-
cies submitted in the Fall of 1994):
terabytes of data derived from Environmental Protection Agency
(EPA) regulatory activities;
more than two dozen data and information service nodes in the De-
partment of Commerce, including the satellite and in situ data of the
National Oceanic and Atmospheric Administration; the holdings of
the NOAA Central Library; the statistical, economic, and demographic
information of the Bureau of the Census; and the technical, engi-
neering, and business information available through the National
Technical Information Service (NTIS);
data and information from the Department of Energy's Atmospheric
Radiation Measurement (ARM) Archive, the Carbon Dioxide Infor-
mation Analysis Center, the Oak Ridge National Laboratory (ORNL)
Distributed Active Archive Center (DAAC) , their Office of Scientific
and Technical Information (OSTI), the Energy Information Admin-
istration (EIA), and the Energy Efficiency and Renewable Energy
Network (EREN);
data archives from the Department of Agriculture's Agricultural Re-
search Service (ARS); Cooperative State Research, Education and
Extension Service (CSREES); their Economic Research Service (ERS);
the Forest Service (FS) ; and the Terrestrial Ecosystems Regional Re-
search and Analysis (TERRA) Laboratory as well as the holdings of
the National Agricultural Library (NAL) and the World Agricultural
Outlook Board (WAOB);
the terabyte data archives of the National Science Foundation's Na-
tional Center for Atmospheric Research (NCAR), including the NCAR
library holdings, and the Long-Term Ecological Research Network;
the data servers of three Department of Interior programs: The Glo-
bal Change Research Program Data Server, the United States GS Earth
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Resources Observation Systems (EROS) Data Center, and the National
Biological Service (NBS) Global Change Research Program Data Man-
agement Center as well as additional data centers and data systems
that archive many types of geospatial data (e.g., water quality mea-
surements, forest inventory plots, soil sampling, wetland maps, digi-
tal cartographic data files, census counts, and timber inventories);
the Global Change Master Directory (GCMD) and the Earth Obser-
vation System Data and Information System (EOSDIS) from the Na-
tional Aeronautics and Space Administration (NASA) as well as data
and information from the Pathfinder program, the Crustal Dynamics
Data Information System (CDDIS), and NASA's Scientific and Tech-
nical Information Program.
Most of the agencies, in addition to the resources listed here, have
their own data-sharing agreements or links to state, regional, and world-
wide resources. There are also other nodes such as NASA's Consortium
for International Earth Science Information Network (CIESIN) which
provides access to socioeconomic data and information as well as scien-
tific data and information and the Global Change Research Information
Office which provides user services to those accessing this wealth of infor-
mation.
Each participating agency has agreed to a set of minimum require-
ments and has prepared its own GCDIS implementation plan. Each sub-
group has also prepared an implementation plan targeting activities for
the next three years.
This brief introduction is intended to give the reader a picture of the
vast amount of national and international data and information resources
within the purview of the GCDIS and the interagency structure estab-
lished to provide coordinated access to these resources. This whole effort
is not happening in isolation, by any means. The National Academy of
Sciences reviews and approves the Working Group plans and through
overlapping committee memberships, reciprocal presentations and dis-
cussions, and focused coordination meetings, the GCDIS effort is harmo-
nized with similar programs. The GCDIS effort seeks to be an entry point
to distributed global change data and information for diverse audiences
and particularly to make the data and information accessible by and
through libraries.
There are many substantive issues in relation to GCDIS: priorities
for content acquisition; data management priorities; interoperability, ac-
cessibility; management of a distributed system; political and budgetary
issues for a multiagency effort; resource discovery structures and
mechanisms for a distributed system; metadata standards; meeting the
needs of a broad range of users; and the international, multiformat, and
interdisciplinary aspects of the system. The question that will be explored
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here is focused on the extent to which GCDIS, in its present status, can
provide access to the available data and information by geographic loca-
tion through spatial access, display, and manipulation. Although the em-
phasis in GCDIS is on global data sets and information and many of the
problems in this area require global data gathering (e.g., global warm-
ing, ozone depletion, El Nino, etc.), GCDIS data and information can
often be linked to specific geographic areas through latitude and longi-
tude coordinates and geographic place names.
Before illustrating the current status of spatial access to federal gov-
ernment global change data and information, some of the characteristics
of an ideal spatial retrieval system for finding georeferenced information
will be outlined.
SPATIAL ACCESS WHAT WOULD WE REALLY LIKE
TO BE ABLE TO DO?
As background, my primary interest is in information retrieval. The
research that was done for my dissertation (Hill, 1990) compared the
effectiveness of the retrieval of georeferenced information using word-
based descriptions (place names) and spatial representations. The research
was based on ninety-nine geoscience articles about the Mediterranean
region, each having a sketch map of the research area. Spatial represen-
tations of the maps contained in the articles were used as the "true" rep-
resentations of the geographic study areas. This was done with the GRASS
GIS software 3 and resulted in raster representations of the sketch maps in
the articles. For every document in the set, the other ninety-eight docu-
ments were ranked by geographic similarity on the basis of their spatial
overlap or distance away. Rankings between documents were also deter-
mined based on geographic terminology, both assigned descriptors and
the text of the bibliographic citations and abstracts. Comparison between
spatially-based rankings and word-based rankings were used to determine
how successfully the words in the bibliographic records reflect the geo-
graphic relationships among the documents. The results showed that there
was only a weak correlation between the rankings based on geographic
words and the rankings based on spatial map-based representations.
The study revealed other confirmations of the ineffectiveness ofwords
for the retrieval of georeferenced information. Using spatial overlap as a
sign of relevance between one document and another, word-based re-
trieval was only able to average 50 percent recall and 41 percent preci-
sion that is, only 50 percent of the relevant documents were identified
(on average) and only 41 percent of the documents retrieved by geographic
words were overlapping areas on average. These recall and precision figures
are typical of other studies of the effectiveness of text-based retrieval; this
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impreciseness ofour retrieval tools is not limited to geographic terminology.
But in the case of the geographic "aboutness" of documents, we do have an
alternative a spatial representation of the areas.
Some of the bibliographic records used in the study were from
GeoRef4 and contained latitude and longitude coordinates to describe
the study areas. There were obvious errors in a few of these due to such
errors as reversing top and bottom latitudes or conversion errors when
the records were loaded on the Orbit system. When seen graphically, the
errors are obvious, but these errors are very difficult to detect when look-
ing at a string of latitude and longitude values. The other problem with
the system of assigning two latitudes and two longitudes to describe an
area still the dominant approach is the impreciseness of this regular
polygon parallel to the equator when describing an irregular area. How-
ever, the rankings based on latitude and longitude representations did
have a higher correlation to the spatial representations than the words in
the study.
My ideal system for finding and retrieving georeferenced informa-
tion will have text documents, data sets, maps, photographs, and all other
forms of information that are geocoded to represent the geographic cov-
erage areas of the items, formatted in accordance with widely accepted
interoperable metadata standards. The users of this system would be able
to retrieve all forms of information that relate to particular geographic
areas from distributed databases.
The geocoding describes geographic areas not just a latitude and
longitude point but the representation of an area of coverage or study.
The areal representation should closely match the study area of the docu-
ment or data set and not be grossly generalized. For example, a data set
or technical report covering the Gulf Coast of Florida should not be rep-
resented by a box that also takes in most of the Gulf of Mexico. A river
valley should not be represented by a point at the mouth of the river nor
by a box that greatly exceeds the environs of the river valley. The repre-
sentation of the area should be close enough to the actual geographic
area for appropriate differentiation for information retrieval. This does
not require the exactness of a map representation but, in an ideal system,
geographic representation would not be limited to either single points
representing the geographic center of an area or to regular polygons
that are parallel to the equator.
The spatial query capability in the ideal system would be imbedded
in a retrieval system that supports other types ofquery parameters: free-text
words and phrases from the documents and metadata; subject headings
and descriptors; dates and date ranges; authors; organizational affilia-
tions and sponsorship; format; type of information; and other technical
details. The spatial query capability would present the user with a map of
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the world. Through pointing and zooming, the user zeros in on the area
of interest and draws a shape that surrounds the area of interest. The user
is not limited to a rectangular shape but can instead outline the Gulf
Coast of Florida or the Mississippi River valley; an oil producing region
or a fault zone; a forest tract or a park; a biological zone or an ocean
current. If simple geographic names or census tract numbers or political
entities or other easily named areas will suffice for the query, then the
user can simply enter these names with the assurance that the system can,
if requested to, translate the place names into spatial definitions and ex-
pand the search to those items in the database that may not have those
specific names attached to them but that include the area nevertheless.
To bridge the gap between data that are geocoded with latitude and
longitude coordinates (or a scheme that can be translated to latitude/
longitude descriptions) and documents that have their geographic
"aboutness" described with place names, there needs to be a translation
scheme. This would be a database that defines place names spatially with
latitude and longitude coordinates so that the information-retrieval sys-
tem can prompt users for place names that are in a designated geographic
search area or expand a search that includes place names to their spatial
equivalents. In this way, users of the information-retrieval system can use
either coordinates or place names and have the option of expanding their
search to the other form of description. There is some preliminary work
being done in this area and a great deal more needs to be done.
The matching mechanisms for this ideal retrieval system will com-
pare the user's query area with the spatial coverage areas of the items in
the database (or databases) and return a ranked list based on a metric,
such as a similarity measure.
For overlapping areas (i.e., the query area and the item area overlap),
the area of the overlap times 2 would be divided by the sum of the query
area plus the area of the item that was matched. This process adjusts for
widely differing sizes between the query and the target item in the data-
base as well as the amount of overlap. The highest similarity value comes
from the largest overlap and the most similar sizes. A global data set
would have a low similarity to the Florida Gulf Coast even though it does
contain it with this scheme. All database items with areas overlapping
the query area would be ranked by the system and returned in descend-
ing order by the strength of the similarity.
Database items whose geographic areas share a common boundary with
the query area but do not overlap it would have a similarity value of zero.
Database items that do not overlap the query area and do not have a
common boundary would be related to the query area by a negative
number representing the distance between the closest boundaries.
The user would be allowed to set a similarity cut offvalue so that only
overlapping areas are retrieved (i.e., similarity greater than zero) or only
database items with a
"significant" amount of overlap.
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Probably the ideal system will provide various ways of limiting or fil-
tering retrieved sets of data and information by spatial extent. A metric
could be used that indicates the percentage of the query area covered by
the database items so that complete coverage could be distinguished from
partial coverage. Doug Nebert of the USGS and Project Alexandria at the
University of California, Santa Barbara, is also considering other ways of
giving the user a sense of the spatial extent of the database items in rela-
tion to the query area. One idea is to compute the "square degrees" of an
area by multiplying the latitude and longitude dimensions of spatial de-
scriptions. With this artificial measure, areas could be divided into rough
sets such as "local," "regional," "continental," and "global" and the user
given a choice of the extent of coverage she or he wants to have in the
retrieved set.
The system would return a ranked list of the database items that
meet all of the search criteria with the geographic component of the
search expressed in spatial terms. Exactly how this is to be done has not
received much attention, as far as I know. The user would now like to ask
the system to display the items by their geographic areas on the map used
for the query and show the types of items by a visual key: data sets, im-
ages, full text, metadata only, books, articles, technical reports, maps, pho-
tographs, etc. From this display, items can be chosen for review and
selection for downloading or ordering.
Now with the data in hand, the user will need further system help to
manipulate the data sets and images selected. This will involve browsing
snapshots of the images (or progressive displays of the images that the
user can stop when she or he has seen enough5 ) before downloading
them. Full documentation for the data should be available so that it is
clear how the data are registered and encoded; the circumstances under
which the data were obtained; the instruments used; the quality control
applied; etc. Eventually, the user may want to display and manipulate the
data sets with a Geographic Information System (GIS) and correlate data
from different sources.
In summary, the ideal system will present a graphic spatial query mode
for geographically related searches; it will return a ranked list of relevant
items based on a similarity measure or other metric; it will display the
resulting "hits" on a map with proper identification so that items can be
reviewed for selection; and it will provide tools for browsing images and
manipulating data sets.
FIVE EXAMPLE SYSTEMS FROM FEDERAL AGENCIES
WITH SPATIAL RETRIEVAL
The Global Change Data and Information System provides an initial
starting point to a rich, diverse, and distributed set of scientific and social
data and information resources. The major contributors to GCDIS were
introduced earlier in this discussion. Participation is not limited to these
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seven agencies, however. Any federal agency with data and information
that can contribute to an understanding of global change is being en-
couraged to participate in GCDIS, and the agencies' international, state,
local, regional resources will also be incorporated. For the purpose of
representing the spatial access, display, and manipulation capabilities of
this diverse group, the following systems will be highlighted:
The GC-ASK Project
The Global Change Master Directory
NASA's EOSDIS Version Information Management System
NOAA's National Geophysical Data Center/World Data Center A Ma-
rine Geology Inventory Online Search System
U.S. Geological Survey Node of the National Geospatial Data Clear-
inghouse, a component of the National Spatial Data Infrastructure
(NSDI)
These systems have been chosen as representative of the types of
geospatial information retrieval available today. At the end of this discus-
sion there is a list of World Wide Web sites (Appendix A) of interest for
geospatial data and information. Again, this is not an exhaustive list but
offers several starting points to an exploration of the Web.
The GC-ASK Project
The Global Change Assisted Search for Knowledge (GC-ASK) is a
one-year technology development project of the GCDMWG's Access Sub-
group. The design, built on commercial off-the-shelf (COTS) products,
incorporates the semantic network retrieval engine of ConQuest6 into a
client/server architecture to access distributed databases of all kinds. Plans
include the integration of GIS software from E-systems
7
called OASIS
(Open Architecture for Scientific Information Systems). There are four
prototypes planned in the one-year project. The first prototype demon-
strated the ability of the system to search distributed databases that had
been indexed by ConQuest software. The second prototype includes a
Graphical User Interface, Z39.50 compliance, and additional terminol-
ogy collections (i.e., National Institutes of Health's Unified Medical Lan-
guage System [UMLS], Defense Technical Information Center [DTIC]
thesaurus, and the NASA Thesaurus) . Its debut will be on Earth Day, April
22nd, on the Mall in Washington, D.C.
The third prototype is scheduled to include GIS capability, additional
interfaces for multiple user classes, a consistent data presentation model,
and connections to non-native (non-ConQuest) search engines to dem-
onstrate the capability to link to and effectively use the functionality of
existing search engines of participating agencies. The fourth and final
prototype is scheduled to provide the ability to perform assisted searches
simultaneously across multiple databases including non-ConQuest
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search engines and includes retrospective searching, real-time profil-
ing, and on-disk (CD-ROM) product searching. The project will be com-
pleted in October 1995.
The GIS component is being contributed to the GC-ASK project by
E-systems. They will use their Open Architecture for Scientific Informa-
tion Systems software product which builds on common industry stan-
dards and commercially available software. Core OASIS functions include
georeferenced data management using a wide variety of data sources and
formats and support for data dissemination, handling, and storage and
exploitation for research and analysis. These functions stem from the
integration of a geographic information system with image processing
and a relational database management system (RDBMS) with a mecha-
nism for incrementally adding data visualization tools. Depending on the
capabilities of the host workstation, the OASIS system can display data in
a variety of formats and combinations.
The GIS software used in OASIS is Genemap, an open standards-
based vector GIS. The functionality envisioned for GC-ASK is a map-based
interface that permits zooming and selection of a polygon or point rep-
resenting the area of interest. The results are displayed graphically, su-
perimposed over the query area as well as in a tabular listing of metadata
for the retrieved data sets or documents. Exact implementation of GIS
capability in GC-ASK has not been determined at the time that this pre-
sentation was written.
GC-ASK is a technology development project a proof of concept. If
it is successful and it is adopted by the GCDIS agencies, users will be able
to access both distributed data and information sources with spatial and
natural language queries. Spatial access depends on the database objects
having geocoding, of course, which is not currently available for the tex-
tual records and documents. Another handicap for spatial access to text
in the GC-ASK prototype is that the current terminology bases used by
ConQuest do not include a geographical thesaurus of place names and
their relationships.
The Global Change Master Directory (NASA)
NASA's Global Change Master Directory <http://gcmd.gsfc.nasa.gov>
is an international multidisciplinary directory of metadata records for
scientific data sets, including satellite and ground observational data,
chronological climatological data, and data from global and regional field
experiments. It is a major component of GCDIS.
Data sets on individual scientific workstations as well as those in agency
data centers are included in the GCMD. The GCMD data descriptions
include NASA, NOAA, National Center for Atmospheric Research, USGS,
DOE's Carbon Dioxide Information Analysis Center, and EPA data sets,
along with entries from universities and research centers. The GCMD
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also contains descriptions of data held outside the United States through
the International Directory Network (IDN). The GCMD is duplicated in
three non-U.S. sites (Italy, Japan, and Canada) and updated every two
weeks.
The GCMD database contains approximately 3,000 high-level data
set descriptions that give the user basic information on the data sets and
points of contact. Through a LINK command, an automatic connection
to the site of the data holding can be created, linking directly to external
systems for more information, browsing, and even data ordering. These
sites currently include the NASA Space Shuttle Earth Observation Pro-
gram (SSEOP), NOAA National Climatic Data Center (NCDC), USGS
Earth Resources Observation Systems Data Center, Global Land Infor-
mation System (GLIS), CNES SPOT Image Catalog, Earth Observation
Satellite Data Inventory Service (SINFONIA) , and the University ofRhode
Island AVHRR Archive. Future links will include the Earth Observing
System Data and Information System and the Consortium for Interna-
tional Earth Science Information Network. The remaining part of the
GCMD database encompasses supplemental information on data centers/
systems, campaign/projects, spacecraft, and sensors.
GCMD data sets are described in the Data Interchange Format (DIF) ,
which is being modified to comply with the Federal Geographic Data
Committee metadata standard. The FGDC metadata standard and the





These four bounding coordinates can be used to retrieve data sets
from the GCMD when the
"Query for DIFs" option is chosen from the
WWW home page. The other search criteria, such as "Location Keyword,"
are supported by the lists of controlled vocabulary permitted in the field
the "Valids."
In the WWW interface, there are boxes provided for entering the
"Southwestern Coordinate (lat, Ion)" and the "Northeastern Coordinate
(lat, Ion)." The GCMDWWW interface includes a choice of including or
excluding the global data sets from the retrieval. The matching algorithms
will select any area that overlaps, encloses, or is enclosed by the target
area. GCMD can also be accessed through a character interface and an
X-Windows interface.
The system response to a query is in the form of a listing of metadata
records. The user must take additional steps to obtain access to the data,
and contact points are included for this purpose. The GCMD is a direc-
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tory level database, meaning that one metadata record can represent a
set of data. The data set as a whole may have global coverage, and that is
the only geographic level that is provided at the GCMD level. The more
detailed level of data coverage the inventory level is available from
the data center archives.
TheWWW interface to the GCMD also includes the option to search
the database with the WAIS software. Future plans include improving
geographical searches, implementing spatial WAIS, and migrating the
system to a "distributed" architecture.
EOSDIS Version Information Management System (NASA)
The Earth Observing System (EOS) , part ofNASA's Mission to Planet
Earth, is NASA's major contribution to the Global Change Research Pro-
gram. The Data Information System component, EOSDIS, is being de-
signed as a distributed system to support archiving and distribution of
data at multiple data centers. The Distributed Active Archive Centers
(DAACs) are connected by an Information Management System (IMS)
which provides an interface for "one stop shopping" for earth science
data, allowing users to search for and order data from multiple data cen-
ters in a single session.
Version of EOSDIS, released in September 1994, is a prototype
system <http://harp.gsfc.nasa.gov: l729/eosdis_documents/
eosdis_home.html>. The interface is available through both graphical
and character user interfaces to accommodate a variety of user environ-
ments ranging from simple VT100 terminals to sophisticated graphical
workstations. It allows the user access to information and metadata through
three levels or types of information directory, guide, and inventory
searches. The directory provides concise high-level information about
data sets from any point in the system. The guide provides detailed de-
scriptions about data sets, platforms, sensors, projects, and data centers.
The inventory search function provides descriptions of specific observa-
tions or collections of observations of data (granules) that are available
for request from a data archive. Version can be used through any of the
NASA DAACs and all of the connections to the DAACs are present on the
Version home page. Other functions provided include:
A Product Request allows users to view information pertaining to
orderable data products and then construct a request which is for-
warded to the relevant archive for order processing.
The Coverage Map, available in the graphical version, is a two-di-
mensional graphical representation of the geographic coverage of
selected inventory granules. It displays the Earth in an orthographic
projection.
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The Browse function allows a user to locate and retrieve reduced
resolution images as an aid to data selection. The user may either
view the image in the graphical version IMS interface or have it staged
for FTP pick-up.
The Version home page provides links to other home pages that
describe various EOSDIS DAACs and cooperative data centers. User sup-
port contact information is provided. Also available is a "glossary of terms,"
an
"acronym list," and a "list of known problems."
The geographic search is supported in multiple ways through the X-
Windows interface: by selecting from a map, describing a rectangle, by de-
scribing four corners of a polygon that do not have right angles and are not
parallel to the equator, by describing a point and the height and width of the
area around the point, by describing just a point reference, or by global
searches. Search results can be limited to only those that are global but it is
not possible to eliminate global data sets from the results. This means that a
search for any small area will retrieve all global data sets.
Data sets can be selected from the resulting lists of "hits" from each
data center based on their descriptions, based on their coverage areas
which can be displayed on map projections, or on the basis of browse
images when they are available. Orders for the data sets can be entered
online.
The EOSDIS IMS software continues to be developed and will be
available in an updated version soon. This client software will be avail-
able for distribution for those that want to use it locally.
The National Geophysical Data Center (NOAA)
The National Geophysical Data Center (NGDC) <http://
www.ngdc.noaa.gov/> manages environmental data in the fields of solar-
terrestrial physics, solid earth geophysics, marine geology and geophys-
ics, paleoclimatology, and glaciology (snow and ice). In each of these
fields it also operates a World Data Center (WDC) discipline center (from
the NGDC home page). The home page points to several sites of interest
to a GIS audience. For an illustration of "GIS Techniques Using NOAA
Data," choose "Solid Earth Geophysics" and then "GIS Applications us-
ing NOAA Data" <http://www.ngdc.noaa.gov/seg/globsys/gisdes.html>.
For an example of spatial searching, choose "Marine Geology and Geo-
physics" <http://www.ngdc.noaa.gov/mgg/mggd.html> and then "On-
line Searches" and then "SEARCH GEOLIN" <http://
www.ngdc.noaa.gov/mgg/geolin/gsearch.HTML>.
"The GEOLIN system contains an inventory of all marine geological
data sets and reports available from NGDC in digital or analog form and
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supports spatial searching via the 'latest' forms interface of X-Mosaic or
Mosaic for Windows" (from the home page). The GEOLIN search uses
Mosaic forms to launch an experimental version of cross-platform librar-
ies developed at NGDC in cooperation with DataWare Technologies, Inc.
of Boston, Massachusetts, and Boulder, Colorado, based on the Record
ReferenceBook libraries owned by DataWare Technologies, Inc. (from
the GEOLIN introductory page).
In this forms-based spatial searching interface, users are prompted
for upper and lower latitude and left and right longitude. The minus
sign is used for southern latitudes and western longitudes, a common
device. All overlapping areas are retrieved no matter how broad the
coverage.
Also from the National Geophysical Data Center in Boulder, Colo-
rado <http://www.ngdc.noaa.gov/seg/globsys/global_c.html> are global
environmental data sets on CD-ROM produced by the Global Ecosystems
Database Project, conducted by NGDC and the U.S. Environmental Pro-
tection Agency's Environmental Research Laboratory in Corvallis, Or-
egon. The databases contain raster gridded map layers registered to a
common latitude-longitude base. Each file has been inspected for opti-
mal quality and usability for analysis based on the current state of data
development. Parameters have been chosen for their potential use in
integrated studies of the global environment. Individual data layers have
been contributed by many scientific laboratories and individuals. More
information about these CD-ROMs is included in Appendix C of this paper.
The NOAA Data Set Catalog <http://www.esdim.noaa.gov/NOAA-
Catalog/NOAA-Catalog.html> provides word searching, phrase and root
searching, Boolean and field-based searching of its metadata records, and
gives a generous set of information to help users format and conduct
their searches. They do not have a spatial component currently but in-
clude
"latitude/longitude searches" in their list of future plans.
National Geospatial Data Clearinghouse (USGS)
The USGS node of the National Geospatial Data Clearinghouse is a
component of the National Spatial Data Infrastructure <http://
nsdi.usgs.gov/nsdi/index.html>. Sets of USGS geospatial data can be
searched by keyword or spatial extent using SpatialWAIS. Data sets are
described using the Federal Geographic Data Committee Content Stan-
dards for Digital Geospatial Metadata.
Browsing and searching capabilities are available. By using the search
option, you can identify your interest by keyword (a WAIS search) or you
can identify an area by its latitude and longitude boundaries using the
forms interface to WAIS. Another option is to choose a state or states as
the area.
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Once you find a data set you want, its metadata files contain instruc-
tions for obtaining the data set. Some smaller data sets are available
online at no cost. For others, you may need to set up an account to pay a
small distribution fee. A few data sets are not online, and you will be
instructed how to order a compact disk or a tape.
ManyUSGS data products are available in the Spatial Data Transfer Stan-
dard (SDTS) format, a new federal standard to ensure data compatibility, or
in the older Digital Line Graph (DLG) format. Others are in more special-
ized formats, which are described in their metadata. Whenever you retrieve
a data set, it is important to retrieve the metadata as well, since the metadata
provides important information for using the data set.
The ranking algorithm that is operating in this system is based only
on the words entered for the WAIS search the geographic parameters
are not incorporated. Therefore, if you enter a search composed only of
spatial parameters, the ranking that is returned is purely arbitrary.
The USGS is moving to the I-Site software from the Clearinghouse
for Networked Information Discovery and Retrieval (CNIDR) (Nebert,
1995). I-Site is based on version 2 of the Z39.50 protocol with the incor-
poration of some elements from version 3; it has field-based search capa-
bility as well as the means by which to call other search software. A de-
scription of I-Site can be located at <http://vinca.cnidr.org/software/Isite/
Isite.htmlx
SUMMING UP WHAT IS THE STATUS OF SPATIAL
DISCOVERYAND DISPLAY TOOLS
FOR GLOBAL CHANGE DATA?
The spatial access tools for the Internet environment are in the de-
velopmental stages. They show exciting promise for the near future as
additional tools for network discovery of data relevant to the study of a
particular geographic area. More visual map-based interfaces are appear-
ing that support the representation of areas. Most systems, however, are
still limited to the representation of regular polygons or points. Match-
ing algorithms to return a ranked list on the basis of geographic similar-
ity are not being used at least not in the systems that I reviewed.
Spatial access to textual information along with data sets is an area
that needs more emphasis through research and development to build
translations between the geographic text and geocoded representations.
There are several efforts in this direction. The GeoWeb Project is being
developed by Brandon Plewe of the State University of New York at Buf-
falo (plewe@acsu.buffalo.edu) and Chris Stuber of the U.S. Census Bu-
reau (Chris.Stuber@census.gov) (Plewe, 1994). The concept of GeoWeb
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includes a gazetteer interface to expand geographic terminology to a
latitude/longitude point reference that can be used for searching. The
second is the GIPSY project by Allison Woodruff and Christian Flaunt
(1994) at the University of California, Berkeley, which processes the natural
language of the document with a "spatial reasoning" algorithm "to ap-
proximate statistically the geoposition being referenced in the text."
GIPSY uses not only place name terms from the text but also terms that
describe geologic features, climate, land use, habitats, and area size and
reference terminology sets such as the USGS Geographic Names Infor-
mation System and the USGS Geographic Information Retrieval and
Analysis System (GIRAS). In addition, the NSF/ARPA/NASA digital li-
brary project at the University of California, Berkeley, is planning to de-
velop a gazetteer-spatial link for their project.
There is potential for users seeking georeferenced information to
discover and obtain the information they need. Fortunately, many free
sources of information exist many open access systems are being built.
However, most users are going to need help the tools are not standard-
ized enough, the systems are not interoperable enough, the coverage is
not complete enough, and there is too much to keep up with in this rap-
idly changing environment. This help should be available through library
services that specialize in geographic information as well as specific gov-
ernmental offices.
GCDIS, in particular, provides an avenue for librarians to participate
in the building and expansion of the systems to access global change data
and information, including spatial data and information. Through the
Library Information Subgroup, librarians can directly participate in evalu-
ation projects and voice their needs and ideas in an effective way. In par-
ticular, librarians are invited to participate in the evaluation of the GC-
ASK retrieval software engineering project, in the evaluation of the GCDIS
gopher and home page, and in the evaluation of the systems available
through the participating federal agencies.
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APPENDIX A. INTERNET SITES FOR THE SYSTEMS
DISCUSSED AND RELATED SITES






Fish and Wildlife Service Hotlist
http://www.fws.gov/hotlist.htmlftGeospatial
GC-ASK (Global Change - Assisted Search for Knowledge Project)
telnet://esdim2.edim.noaa.gov
Login id is "conquest"
Password is
"conquest!!"
For more information about the project, send e-mail to
gcdis.lis@earth.usgcrp.gov.
GCDIS (Global Change Data and Information System)
gopher://gopher.gcdis.usgcrp.gov
If login required: "gopher"
http://www.gcdis.usgcrp.gov (under construction)
E-mail: gcdis.lis@earth.usgcrp.gov
GCMD (Global Change Master Directory)
http://gcmd.gsfc.nasa.gov




GEONET-L (Geoscience Librarians & Information Specialists)
geonet-l@iubvm.ucs.indiana.edu
GeoWeb Project (description included in Appendix C)
http://wings.buffalo.edu/geoweb/general.html
Ionia "1 km AVHRR Global Land Data Set" Net-Browser (European Space Agency,
Italy)
http://sharkl.esrin.esa.it/
LASR Project (Library Access, Search, and Retrieval Project to evaluate GCDIS)
http://juliet.cs.virginia.edu/lasr/
Marc's Favorite Internet Sites (Marc E. Berryman, marc.berryman@dir.state.tx.us)
http://www.texas.gov/DIR/people/mab.html
National Geospatial Data Clearinghouse. U.S. Geological Survey Node
http://nsdi.usgs.gov/nsdi/index.html
NOAA Marine Geology & Geophysics On-line Searches
http://www.ngcd.noaa.gov/mgg/geolsys.html
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Sol Katz List of Spatial Geographic Search Sites
ftp://ftp.blm.gov/pub/gis/nsdi.html
TMS Experimental Browser (description included in Appendix C)
http://tiger.census.gov/
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APPENDIX B. ACRONYMS
ARM Atmospheric Radiation Measurement
ARS Agricultural Research Service, USDA
AVHRR Advanced Very High Resolution Radiometer
CDIAC Carbon Dioxide Information Analysis Center, DOE
CIESIN Consortium for International Earth Science Information Net-
work, NASA
CSREES Cooperative State Research, Education and Extension Service,
USDA
CDDIS Crustal Dynamics Data Information System, NASA
DAAC Distributed Active Archive Center
DIF Directory Interchange Format, GCMD
DOE Department of Energy
DOI Department of Interior
DTIC Defense Technical Information Center, DOD
EIA Energy Information Administration, DOE
EOSDIS Earth Observation System Data and Information System, NASA
EPA Environmental Protection Agency
EREN Energy Efficiency and Renewable Energy Network, DOE
EROS Earth Resources Observation Systems, USGS
ERS Economic Research Service, USDA
ESA European Space Agency
ESDIS Earth Science Data and Information System
FGDC Federal Geographic Data Committee
FS Forest Service, USDA
GC-ASK Global Change Assisted Search for Knowledge Project
GCDIS Global Change Data and Information System
GCDMWG Global Change Data Management Working Group
GCMD Global Change Master Directory
GCRIO Global Change Research Information Office
GCRP Global Change Research Program
GILS Government Information Locator Service
GIS Geographic Information System
GUI Graphical User Interface
IWGDMGC Interagency Working Group on Data Management for Global
Change (previous name for GCDMWG)
LASR Library, Access, Search, and Retrieval Project, LIS
LIS Library Information Subgroup, GCDMWG
NAL National Agricultural Library, USDA
NASA National Aeronautics and Space Administration
NBS National Biological Service, DOI
NCAR National Center for Atmospheric Research, NSF
NEDI National Environmental Data Inventory
NGDC National Geophysical Data Center
NOAA National Oceanic and Atmospheric Administration, Depart-
ment of Commerce
NODIS NASA Online Data and Information System
NSF National Science Foundation
NSDI National Spatial Data Infrastructure
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NASA Space Science Data Center
National Technical Information Service (NTIS)
Open Architecture for Scientific Information Systems, E-
Systems
Oak Ridge National Laboratory, DOE
Office of Scientific and Technical Information, DOE
Terrestrial Ecosystems Regional Research and Analysis Labo-
ratory, USDA
Unified Medical Language System
U.S. Department of Agriculture
U.S. Geological Survey
World Agricultural Outlook Board, USDA
World Wide Web
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APPENDIX C. NATIONAL GEOPHYSICAL DATA
CENTER, BOULDER CO. GLOBAL CHANGE CD-ROMS
(ADAPTED FROM HOME PAGE)
Also from the National Geophysical Data Center in Boulder, Colorado <http://
www.ngdc.noaa.gov/seg/globsys/global_c.html>, are global environmental data
sets on CD-ROM produced by the Global Ecosystems Database Project, conducted
by NGDC and the U.S. Environmental Protection Agency's Environmental Re-
search Laboratory, in Corvallis, Oregon. The databases contain raster gridded
map layers registered to a common latitude-longitude base. Each file has been
inspected for optimal quality and usability for analysis given the current state of
data development. Parameters have been chosen for their potential use in inte-
grated studies of the global environment. Individual data layers have been con-
tributed by many scientific laboratories and individuals.
"Disc A" includes selected data on the global environment, such as ecosystems,
land use, wetlands, vegetation (including satellite-derived vegetation index),
climate, topography, and soils. These data are on a range of compatible grids,
from 2 degrees to 2 minutes. Vector data for coastlines and other features are
also provided.
"Disc A," in beta test since last year, is readable on IBM DOS-compatible ma-
chines, Apple Macintoshes, UNIX workstations, and other computers that sup-
port the ISO 9660 standard. Features of the Global Ecosystems Data on CD-
ROM:
Integration ofData for Multivariate Analysis. The data have undergone exten-
sive quality control and preparation of documentation (300+ pages) for
improved data synergy and usefulness for integrated multivariate spatial
analysis. Several new techniques have been developed in this process. This
process included format and grid conversion, registration and/or
reprojection, creating documentation as needed, etc., while preserving the
original nature and content of the data.
Scientific Peer Review of Data. From NGDC's network of colleagues, coopera-
tive projects with the International Geosphere-Biosphere Programme and
the U.S. Environmental Protection Agency, over 100 scientists have reviewed
the data. This review, based on prototypes since 1989 and a full beta test of
a prototype CD-ROM in 1991-1992, has resulted in significant improvements
to design, documentation, and content. Peer review comments are summa-
rized with the database. This process continues, supporting future updates.
Public Domain, Accessible. The data are completely within the public domain,
per agreement by authors of each data set. All "value-added" work performed
at NGDC in integrating the data is also in the public domain.
Data and Software Support Research, Education, Awareness Optimized for use on
Geographic Information Systems. We provide software to browse, visualize, and
select appropriate portions of the database for your work. Primarily, how-
ever, the database is designed to interface with many statistical, image analy-
sis, and geographic information systems. Data and sample setups are pro-
vided in two highly accessible geographic information systems GRASS and
IDRISI to show how they can be used in other GISs. The structure of the
database has demonstrated its adaptability by passing several tests by soft-
ware vendors for quick and easy importation into their systems.
146
HILL/SPATIAL ACCESS AND DISPLAY OF GLOBAL DATA
Provide Feedback to Authors ofData Sets. The process of peer review and inte-
gration includes continued interaction with authors of individual data sets.
Data enhancements and corrections are made cooperatively with creators of
the data sets. The feedback that we obtain in our normal duties as a Data
Center also helps to provide ideas and resources for improving data sets.
There is also a beta version of "Disc B" which contains:
Global Vegetation Index data produced at Chiba University, Japan
Weekly sea surface temperature
Derived snow cover and snow depth data
Ecoregions data
Improved urban coverage data
Elevation and bathymetry
Forest practices database
EPA climate database and doubled CO2 predictions for the US
Potential natural vegetation of the conterminous US
US boundaries from Micro World Data Bank II
EPA rice climatology UV-B irradiance and agroclimatology for South,
Southeast, and East Asia
Other global and regional data sets available from NGDC:
Experimental Calibrated Global Vegetation Index on CD-ROM. Data from NOAA's
Advanced Very High Resolution Radiometer. Originally designed and pro-
duced by Kevin Gallo of the Office ofResearch and Applications ofNOAA's
National Environmental Satellite, Data and Information Service. Please
request flier SE-2008 for more information about this data set.
Global Change Education Diskette Project. Originally developed for the In-
ternational Geosphere-Biosphere Programme, this is an integrated Glo-
bal Change Data Base for Africa, with accompanying documentation and
a workbook of exercises designed for classroom and self-instruction in
using Geographic Information Systems to explore the global or conti-
nental environment. Please request flier SE-2007 for more information
about this data set.
How to Order:
The price for the Global Ecosystems Data on CD-ROM, with browse and
visualization software and extensive documentation is $101 (product num-
ber 1016-A27-001). Data contributors and academic researchers should con-
tact NGDC for information about obtaining data by special arrangement.
Make checks and money orders payable to COMMERCE/NOAA/NGDC. Do not
send cash. All non-U.S.A. orders must be in U.S. Dollars drawn on a U.S.A. bank.
A ten-dollar ($10) handling fee is required for delivery outside the U.S.A. Or-
ders may be charged to American Express, MasterCard, or VISA by telephone,
letter, or fax. Please include a credit card account number, expiration date, tele-
phone number, and your signature with order. Address inquiries and orders to:
National Geophysical Data Center
NOAA, E/GC1, Dept 891
325 Broadway
Boulder, CO 80303, U.S.A.
Phone: 303-497-6900
147
HILL/SPATIAL ACCESS AND DISPLAY OF GLOBAL DATA
Fax: 303-497-6513
Internet: info@mail.ngdc.noaa.gov
Telex: 592811 NOAA MASC BDR
For questions about Global Ecosystems Data on CD-ROM please contact: John
Kineman, 303-497-6900, jjk@mail.ngdc.noaa.gov
THE GEOWEB PROJECT
The GeoWeb project <http://wings.buffalo.edu/geoweb/general.html> was
started in May 1994 and is in the developmental stage. It is being spearheaded
by Brandon Plewe of the State University ofNew York at Buffalo as his project for
an M.A. in Geography (plewe@acsu.buffalo.edu) and Chris Stuber of the U.S.
Census Bureau (Chris.Stuber@census.gov) as part of his work in building better
interfaces to census data. The mission of GeoWeb is to provide a service which
geographers, GIS users, and the general public can use to locate geographic
information that has been made available on the Internet. To fulfill this mis-
sion, GeoWeb consists of two parts: an index of Internet-accessible geographic
information and one or more WWW interfaces to this index.
Internet resources in the index will include those for the general public (e.g.,
general information about countries, states, and places; simple maps of areas;
lists and maps of Internet resources in an area) and those for cartographers and
geographers (e.g., cartographic/GIS base map files, thematic data of a geographic
nature, and GIS data sets).
This index will contain metadata (based on FGDC standards), giving a brief
description of each data set, and a URL of its location on the net. The plan is to
have the index be at the data set (not the series) level; for instance, each
Idegxldeg DEM would have a separate entry (several hundred for the entire
series) . A separate index of more complete metadata for an entire series or URLs
to series metadata pages on the WWW could be included in the future. The first
phase will only include data for the United States, but the goal is to make it
scalable for worldwide metadata.
The database will probably be based on the emerging Spatial WAIS search en-
gine. However, it will need useful gateways to make it accessible to the public.
Four possibilities have been discussed:
1. Direct WAIS search. A form with several fields would be presented (including
spatial) , which the user could fill out and submit. A page would be returned
listing the resources which matched the criteria with hypertext links for
each entry to more complete metadata and the resource itself.
2. Dynamic map window. A WWW page displays a simple map which can be
scrolled and zoomed (a la the Xerox Map Server). At any time, the user
could select a link to see a list of the resources that cover the displayed
region.
3. Gazetteer. Based on a U.S. Gazetteer. The user would do a name search for a
place (state, county, city, etc.), receiving in return a brief description of the
place (from GNIS or census data) and a list of the resources that cover that
place.
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4. Hierarchical Directory. Based on either a menu or map format (similar to the
Virtual Tourist). The user would first get a directory of states (or countries).
Selecting one would bring up a new page containing links to a list of state-
wide resources and the counties in the state. Selecting a county would dis-
play a page of county-wide resources and places in the county. Selecting a
place would display a list of resources covering that place.
A paper by Brandon Plewe (1994) on the GeoWeb Project can be accessed at
<http://wings.buffalo.edu/~plewe/paperwww.html>
TMS EXPERIMENTAL BROWSER
Brandon Plewe has also created a program called the TigerWWW for the Census
Bureau's TMS Experimental Browser <http://tiger.census.gov/>. This site is the
Washington, DC area from TIGER/92 data. Other preset values are The Mall in
Washington, DC, the United States, Northeast U.S., and New York City. The
interface prompts for a point location (a latitude and longitude) and a width
and height in degrees for the map. Zooming in and out, specifying a point, and
placing markers are all supported for the displayed map. This is an example of
access to a particular set of cartographic data by the spatial description of a point
and an area around that point. The approach shows promise.
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NOTES
This group is also known as the Interagency Working Group on Data Management for
Global Change (IWGDMGC).
For more information about the activities of the Library Information Subgroup, send
email to gcdis.lis@earth.usgcrp.gov.
GRASS (Geographical Resources Support System) is public domain software developed
by the U.S. Army Construction Engineering Research Laboratory (USA-CERL) in
Champaign, Illinois.
GeoRef is a database created by the American Geological Institute that covers the
worldwide literature on geology and geosciences. It is available through various database
vendors and on CD-ROM.
An interesting project along this line is the NASA-funded project entitled "Compression
and Progressive Transmission of Digital Images." The principal investigator is Dr. Jeffrey
W. Percival of the University of Wisconsin-Madison who can be reached at
jwp@bernie.sal.wisc.edu.
Semantic net technology uses dictionary definitions and thesaurus links to build
relationships both word-form and meaning-based relationships between words so that
the words of a query can be expanded into related terminology for the search of the
database. ConQuest Software is located at 9700 Patuxent Woods Drive, Suite 140,
Columbia, MD 21046.
The address of E-Systems Inc. is Garland Division, PO Box 660023, Dallas, TX 75266-
0023.
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MYKE GLUCK
Geospatial Information Needs of the General
Public: Text, Maps, and Users' Tasks
Geospatial data are pervasive and the methods of understanding how
peopk resolve their spatial information needs have been diverse. This
discussion reviews the role of spatial information in resolving informa-
tion needs. We add to this knowledge base the results from a series of
ongoing experiments. These experiments address how geospatial infor-
mation is used and how it supports resolution of the information needs
of the general public. Five exploratory experiments are briefly reported
revealing significant relations among format, task, and situation in
geographic contexts. Based upon these preliminary outcomes, an extended
rolefor libraries to add value to their services and productsfor geospatial
information is proposed. Also, suggestions are made for future direc-
tionsfor research in this critical domain ofgeospatial information seeking.
INTRODUCTION
Geospatial information is very pervasive. As a minimum, we seek weather
information and driving or walking directions as well as airline and travel
information. Often we do not even think of the information as geospatial in
nature: What are those campsites like in the Florida Keys? What time can I
arrive in Champaign for that conference? And many more.
This discussion integrates and summarizes the findings from five stud-
ies I have conducted over the past few years. Each of these exploratory
experiments addressed different aspects of four general research
questions:
1 . What are the geospatial information needs of the general public?
2. What are the different formats and tasks for geospatial information
suggested by the public?
3. What formats for geospatial information are most useful under dif-
fering task situations?
4. What role may the public library play in assisting to resolve geospatial
information needs for the public?
The results from these experiments are not the definitive answers to
these questions. They clarify the questions and provide insights to the
phenomenon framed by these questions. A negative or deconstructionist
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assumption guides this research program: Public libraries have not met
the geospatial information needs of their patrons as well as they might.
This project also claims that the geospatial information needs of the pub-
lic have not been systematically analyzed. Public libraries have deter-
mined which books, magazines, videos, CD-ROMs, and paper maps they
should acquire. This is in contrast with libraries looking at their patrons'
geospatial information needs and developing a collaborative role with
patrons in resolving needs with broad-based processes, products, and ser-
vices. This work further assumes that deeper understanding of patrons'
geospatial information needs will permit public libraries to better assist
their patrons in resolving these needs.
BACKGROUND AND MOTIVATION FOR THE STUDIES
Definition of Geospatial Data, Information, and GIS
Geospatial data are data that describe the earth at a scale from the size
of a room to the whole planet. Such earth data may be collected from
field studies, aerial or satellite photographs, or remotely sensed. Geospatial
information is the process of converting geospatial data into a form that
helps users to resolve their particular information needs. The user may
do some or all of the data-to-information conversion, or information pro-
viders may add value to the basic data. However, the users must be the
ultimate determiners of the relevance of the data and information to meet
their needs.
For centuries, geospatial data and information have resided in librar-
ies as either paper maps or in text. Often these materials were amassed
into atlases, gazetteers, or other collected works. More recently, maps
and geospatial text have been stored in microforms that retain most of
their historical functionality while taking up less storage space. Much of
the latest geospatial information is being created and stored in digital
form as text and map graphics and in geographic information systems
(GIS).
One definition of a GIS is a computer system designed to allow users
to collect, manage, analyze, and display large volumes of spatial refer-
ence data and associated attribute data (Guptill, 1988). A GIS employs
tabular data about spatial and nonspatial entities as well as the topologi-
cal data that indicate how those places are connected to each other. Spa-
tial entities may be places corresponding to points (e.g., location of an
oil well, crossroads), lines (e.g., streets, railroads, airline routes, streams),
or polygons (e.g., lakes, corn fields, range for an owl species, university
campus) . Scale is important in this regard. For example, a city may ap-
pear as a point on a one page map of the United States or it may appear
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as a polygon on a one page map of a county. GIS further provides tools to
manipulate, analyze, and display attribute and topological data thereby
producing geospatial information.
Maps and Map User Tasks
Maps, whether paper or digitally displayed, provide powerful repre-
sentations of the real world. However, these are always misleading be-
cause of the conversion from a three-dimensional spheroid to a flat sur-
face (Monmonier, 1991). People's perceptions of their own environment
are also distorted by their experience and attitudes. In 1960, Lynch, in
his book The Image of the City, described an experiment he conducted to
record how urban residents viewed their
city. Residents' perceptions dif-
fered depending upon where in the city they lived. For example, those
who lived in more affluent parts often omitted or radically distorted the
size and shape of nearby high crime areas. Lynch, in later work, also
showed that what people pointed out when walking was not necessarily
what they commented upon when traveling by car (Appleyard et al., 1964) .
We humans develop spatial understandings of our surroundings by
two major methods: procedural and survey. Some of our knowledge of
the environment derives from route knowledge gained by traveling around
the area, learning what is connected to what. Such connections may be
different for different people depending upon the routes traversed and
the frequency of traversal. Such learning by "feel" is procedural knowl-
edge. We also acquire knowledge of spatial relationships by looking at
maps and getting survey or overview knowledge. The merging of survey
and procedural knowledge of the environment is not immediate for most
people. For example, people frequently know the turns to take but not
the name of the streets when giving directions even in a town they have
lived in for quite some time. Also, people will often know the distance
between two landmarks but not the route between them. Also, many of
us, for a variety of reasons, take different driving routes to work than we
take home from work (Vaziri & Lan, 1983).
The tasks we wish to accomplish influence our knowledge of space.
Thorndyke and Stasz (1980) present the results from one of their experi-
ments in which subjects were asked to memorize the contents and rela-
tions in a map and were tested on their recall. One subject did particu-
larly poorly on the recall of names of places. During debriefing, he stated
he was a military pilot and from flying he learned to recognize places by
visual inspection and not by their names.
Also, text and graphics influence our perceptions of a place. Few of
us would plan expensive vacations without seeing photos or a video of
the area we wished to visit or without listening to the current news from
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the area. Sarajevo was once a beautiful city; Lebanon was once a glorious
Middle Eastern resort paradise. What are your feelings about visiting Mi-
ami, Florida? Would you rather go in winter or summer? Is the land you
are about to buy in a flood zone? Do you wish to move to California near
the San Andreas Fault line? Where we visit, where we live, and how we
make decisions in our lives are constantly affected by geospatial images
and text.
The methods for assessing the effects of various formats of informa-
tion are not well understood. Larkin and Simon (1987) introduced the
notion of information equivalence. A graphic and text are deemed infor-
mation equivalent if the same tasks may be accomplished using either
format. Larkin 's work explored performance in the use of force dia-
grams compared to word descriptions to solve elementary physics prob-
lems. Information equivalence is not the only measure of the effective-
ness of information provision from different formats. Foreign language
translators frequently assess the comparability of a translation with the
original text using the measure "informativeness" (Lehrberger &
Bourbeau, 1988). Informativeness assesses the quality of the translation
and its faithfulness to the ideas in the original.
Many of the experiments using maps or geospatial information have
been guided by human information processing models (Lindsay &
Norman, 1977) and only assess the time on task and accuracy of map use
(e.g., Lloyd & Steinke, 1986). In these models, human cognition is repre-
sented as analogous to a computer with inputs, processing, and outputs.
These models rarely seek the strategies subjects employed during ma-
nipulation or the deductions subjects perceived during and after the tasks.
Also, most studies that do collect users' impressions frequently only do so
during a debriefing after an experiment (e.g., Thorndyke & Hayes-Roth,
1982; Thorndyke & Stasz, 1980). Those studies that do formally collect
users impressions, deductions, inferences, and understandings often ask
what users' might do, not what they actually do or have done (e.g., Vanetti
& Allen, 1988; Gould & White, 1986). Different formats also affecthuman
performance and the selection of strategies to accomplish information
retrieval tasks. For example, Benbasat and Dexter (1986) have shown
that people extract more precise and accurate values when they read from
a table of data than when they use a bar or line chart. They also found
that the use of charts produces more rapid data retrieval, and people are
better able to detect trends in data with charts than when they use tables
of data. In another study, Bieger and Clock (1986) found that subjects
who used a diagram to put simple toys together were faster but more
error prone than people who used text instructions for the same assem-
bly process. In an experiment involving navigating by car, Streeter, Vitello,
and Wonsiewicz (1985) found that subjects who were given audio naviga-
tion instructions (when to turn and distance to next turn) committed
fewer errors and found their destinations more rapidly than did subjects
who used traditional road maps or enhanced stylized route maps.
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Spatial information needs and tasks are of several kinds. There have
been several simple classifications proposed as well as more detailed
schemes. One simple approach states that geospatial information involves
only finding responses to two questions: What's there? and Where's that?
These include finding what is present at a particular location and all loca-
tions of a particular phenomenon.
Muehrcke (1986) suggests another approach to the categorization
of geospatial information tasks. He posits that geospatial queries may be
matched to the levels of educational objective taxonomies (e.g., Bloom,
1956). Muehrcke describes three levels of sophistication of geospatial
queries: reading, analysis, and interpretation. Reading involves extract-
ing facts from a text or map such as the distance between two points, the
name of a place, or latitude and longitude of a place. Questions about
reading generally answer "what" questions or have "yes or no" responses.
Analysis involves looking for relationships or seeing patterns in text or
maps, such as noting that people living near polluted water supplies have
high incidents of intestinal bacterial infections, or establishing a pattern
for fossils distributed among rock layers. Analysis questions generally
answer most "how" and relationship questions. Interpretation questions
seek cause and effect such as noting that cholera is transmitted from indi-
vidual to individual by water or that all these trees were damaged because
of the explosion of Mt. St. Helens. Interpretation questions answer "why"
and some "how" questions.
Several schemes have been developed to understand map design vari-
ables better and improve the ability of maps to help users with their infor-
mation needs (e.g., Bertin, 1981; Armstrong etal., 1992). These schemes
investigate how different variables such as size, shape, color, texture, gray
scale, orientation, and position affect the usability and usefulness ofmaps.
The studies briefly described earlier emphasize the importance and
usefulness of spatial information whether in text or maps, electronic or
paper. They also clearly show that we still do not understand how best to
organize or present geospatial information for a particular user with a
particular information need. Additional studies that extend our current
knowledge and provide new insights are needed. Toward that goal, we
have begun to conduct a series of exploratory studies addressing differ-
ent aspects of the role ofmaps, text, and user tasks in relation to geospatial
information needs. We report the findings from five of these ongoing
studies that we feel are especially significant at this time for library and
information professionals.
A SERIES OF EXPLORATORY STUDIES
Map-to-Text and Text-to-Map Translation Exercises
Translation Method. To explore the degree to which maps and
geospatial texts may be informationally equivalent, we conducted an
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exploratory experiment. We assessed the degree of informativeness
among maps and geospatial text as perceived by a small group of subjects
with varying geographic backgrounds. To assess the equivalence of maps
and text, subjects were given a set of four geospatial materials: two paper
maps and two texts with geospatial content. The four geospatial materials
consisted of weather information, a description of a local hiking trail, a
description of rural vehicle flow rates, and the layout of a small town
(reproductions of the materials are available from the author) .
Two sets of subjects participated in these exercises. Eleven subjects
participated in total, six in the first set and five in the second. Eight of the
subjects were students in a school of information studies with no special
training in geography or map reading, and three subjects were geogra-
phy graduate students. These subjects were a small sample of adults with
a range of expertise in geospatial information.
The first set of subjects drew maps from the weather and hiking trail
text descriptions and wrote text descriptions for the town plat and the
vehicle flow maps. The second set of subjects wrote descriptions for the
weather and trail information while reviewing the maps, and drew maps
for the plat and flow information while reviewing texts. That is, subjects
translated, as best they could, the information in one format into the
other. Subjects also evaluated their translations by comparing them with
the originals and scoring their own products on informativeness scales.
Subjects also recorded the time they took to produce each translation.
Translation Results and Discussion. Table 1 reports subjects' own evalu-
ations and their time on the task for each translation. Subjects frequently
had deep concerns about their attempts to translate from text to map or
from map to text. However, none felt that the task was impossible, al-
though their assessments of the quality of their translations were gener-
ally low. Low informativeness ratings (values near 1) suggest that subjects
felt that their own effort left out much information from the original
while high ratings (values near 5) suggest that subjects felt their transla-
tion contained most of the information from the original.
Major reasons subjects gave for low informativeness ratings of the
map-to-text exercises centered on the number ofwords needed, the time
it would take to complete a quality translation, and the complexity of the
map. The least complex map/ text pair was the town plat, and it received
the highest informativeness scores, partially corroborating these reasons.
Major reasons subjects gave for low informativeness ratings of the
text-to-map exercises included subjects' self-assessment that they could
not draw well, their lack of recall of standard symbols and icons, the diffi-
culty in showing temporal change, and their inability to express weather
statistics without words. Several subjects protested that the texts were not
complete enough to construct a high quality map. This was especially
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true for the hiking trail and the traffic flow texts. Subjects also men-
tioned that the text of the hiking trail description lacked "organization"
and was quite complex (although the hiking trail text came from a well-
reviewed guide to hiking trails) .
Subjects perceived no statistically significant differences in the infor-
mativeness of translations between text and map production except in
the trail translation. For the trail, subjects felt they produced more infor-
mative texts than map translations (t test for independent samples with
a=.05; df=9) . This difference was driven by the difficulty in producing the
trail map from the text. Although not statistically significant, a similar
trend is seen in the creation of the weather map from text. The only
large differences in the mean times for translation were in the creation of
text for the town plat and the traffic flow, although these were not statisti-
cally significant with such a small sample. These were also the two maps
with the least amount of details.
TABLE 1.
INFORMATIVENESS AND TIME ON TASK FOR TRANSLATION EXERCISES
Informativeness
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recreational games: adventure, military strategy, etc.
imagining/dreaming/fantasizing of places to visit
Participants also expressed the human needs that stimulate seeking out
maps in subsequent question responses including:
seeking food
connecting with others
seeking aesthetic surroundings, and
residence selection
Question #2. When presented a map, how do you act to make sense of it ?
What do you do first? Next?
All but one participant agreed that they first look at the title and
legend and then seek out the content that addresses their information
needs. Such needs included way finding, survey knowledge, labels (e.g.,
names of streets, towns), elevation, terrain, scenery, and so forth. They
inspect the base map checking relative positions and directions and then
obtain metric information such as distances or compass headings. Top-
down or bottom-up explorations of the maps seemed to depend upon
the task. For example, most agreed that way finding was top-down and
then point to point, while survey knowledge was usually found by going
back and forth between the big picture and focusing on small regions or
points. Participants also said that, for a given information need, several
maps may often be needed: a highway map may give the fastest route but
may not show all the points of interest or scenery.
Question #3. Do you feel text and maps can express the same geographic
information ? How do texts and maps communicate geographic information ?
Participants felt geospatial text and maps do different things. This
did not contradict their belief that one can be translated into the other
with much hard work. Texts give inventory and specific site descriptions
but not spatial relations. They agreed maps are succinct representatives
useful to express spatial or topological relationships (e.g., what is next to
what, what is inside what, what is between what) .
Participants felt the translation processes are possible, but many words
are needed to make the text informationally equivalent to a map. Also,
the more abstract the ideas the harder they are to draw. They also indi-
cated that the display of temporal information in a map was especially
difficult (for example, showing temperature changes over time on weather
maps). They did, however, feel that these difficulties could be overcome
with multiple maps or map animations.
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Some participants felt that text is more human and more imagina-
tive. For example, "go north" seemed less human than "go to the Pan
Am building." Most felt a mix of map, video, and text is best for express-
ing geographic information. For example, participants said using only
map symbols made it hard to express a sixth record breaking high tem-
perature yet it would have been simple in words. Participants felt trans-
lating a map to text was easier then translating a text to map. They agreed
that this may be because all had done more writing than map drawing in
their lives.
Question #4. When do you put a map away ?
The trivial answer was when they arrive at their destination. How-
ever, all participants agreed they often use maps iteratively. Due to infor-
mation overload and short term memory limitations, they get some infor-
mation from the map, put the map down to think or act on that piece of
information, and then pick up the map again for additional information
or details.
In summary, participants felt that most information in text or map
may readily convert to the other. However, some information in each is
very difficult, if not impossible, to convert to the other. Consequently,
from the point of view of this very small sample, geospatial text and maps
are not informationally equivalent. Even if they were, some tasks are much
better served by one format than the other. Maps serve to support many
tasks but not an infinite number, and the tasks appear to be categorized
and manageable.
Geospatial Sense-Making Situations of Patrons
Talking to people about their actual geospatial information need situ-
ations provides interesting insights for library processes, products, and
services. This section reports partial results from a study in which people
sought geospatial information and described their situation, the events,
questions, tasks, and formats ofinformation they found and used. A sense-
making time line method and survey instrument were employed to col-
lect this data.
Sense-MakingMethod and the Sample. Sense-making is a structured open
interview and survey technique that captures the experiences of people
in their own words (Dervin, 1983, 1992; Dervin & Nilan, 1986).
Sense-making time lines provide a sequence of the events that occurred
in resolving an information need in a particular context or situation. The
method addresses the overall process of the situation claiming that situa-
tion is the most important determinant of information need. Therefore,
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the analysis is not dependent upon the total recall of any one individual
since many people find themselves in similar situations.
Benin's approach explicitly accounts for time and space dependen-
cies of human information needs and processing by metaphorically
representing the cognitive states of humans as movement along a road in
time and space. The perception of a person's current position along this
road is a function of where a person has been (experiences, environ-
ment, and so forth) , where the person is (present) , and where the person
is going (future) . Dervin pictures humans as intelligent creative creatures
capable of making sense by incorporating knowledge from within them-
selves and from the external world allowing for forward movement along
their cognitive road. She notes that gaps often appear along the cognitive
road that represents a need for the individual to make sense of the world
before movement along the road may continue. Gaps are a direct conse-
quence of Dervin's perspective of a human's view of reality as
intersubjective and constantly changing. These gaps are user concerns
that generate an information need with users' expectations of how bridg-
ing the gap would be helpful.
The present research assumed that geospatial information needs as
seen by the user are most easily discovered by focusing on the gaps in
users' cognitive roads. Dervin's approach allows each person to repre-
sent his or her own reality; however, Nilan (1985; Newby et al., 1991)
suggests that this does not lead to chaos in analyzing human behavior
because humans are connected by shared sociocultural experiences. This
overlap of experience limits the range of diversity present at a particular
point in time. The time line and sense-making metaphor focuses on points
in time where information is needed. Thus, scientific prediction about
human behavior changes from trying to make "If... Then ..." generaliza-
tions to predicting a sequence of events in the form "Then ... Then ...":
first one does this and may need this, then one does that and may need
that. This results in developing a sequence that gives users what they need
when they need it (Nilan et al., 1989).
Operationalization of Dervin's model for this experiment involved
respondents describing the time line of events they experienced while
resolving a recent need for geographic information (the situation) . Events
along the time line may be viewed as frames from a filmstrip of the situa-
tion, and the gaps along the cognitive road are the manifest questions
the users raised at each event.
Eighty-two subjects completed a short sense-making time line survey
describing a recent use they had for geospatial information. The subjects
varied demographically, educationally, professionally, and, significant for
this work, in their geographic education and geographic professional back-
ground (Gluck, 1993, 1995). Subjects' ages ranged from 14 to 59 with a
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mean age of 25 and median age of 21; one-fourth were above 28 and
another one-fourth below 21. Several were in high school, several were
employed in positions that involved geospatial information such as travel
agent, delivery person, or professional geographer. Only one-fourth of
the subjects had such professional geographic experience or formal geo-
graphic education beyond high school. Forty-three males and thirty-nine
females volunteered to participate in the group sessions using the self-
administered sense-making survey.
Results of Geospatial Sense-Making. A detailed content analytic scheme
was developed for the eighty-two situations described by the respondents
in their sense-making time lines. The scheme employed the situation de-
scriptions as stated by the respondents. A set of twenty-five (30 percent)
of the descriptions composed a random sample for development of the
scheme. The scheme was then refined with scope notes and intracoder
testing was done (with more than 90 percent intracoder reliability) and
applied to the remainder of the situation descriptions. For reporting
purposes, the broad scheme is condensed to four major categories and
the major subcategories are described when meaningful.
The four major categories were:
1. Educational Geospatial Information Need Situations. This category in-
cluded data needed for class assignments, spatial tool training, pilot
training, and internship needs.
Example: "Needed to find geographic information to make a map of Ver-
mont for an assignment.
"
2. Professional/Career Geospatial Information Needs Situations. This category
included attendance at conferences, career planning, job interviews
and relocation, delivery services wayfinding, field data collection as
part of employment, and seeking businesses and business location
analysis as part of employment.
Example: "/ was drivingfrom Ridgefield, CT to Hartford, CT (approx. 1
hour) for a job interview.
"
3. Personal GeospatialInformation Needs Situations. This category included
emergency needs (e.g., vehicle breakdowns), moves to a new com-
munity, travel and trip planning to visit family or friends or to com-
municate such information to others, general travel planning and
execution, and seeking weather information for planning purposes
or mid-course corrections while traveling. This category did not in-
clude vacation, recreational, or career related situations, rather it em-
phasized connecting with family and friends.
Example: "I had to visit my friend at his school, and I had tofind my way.
"
4. Recreational Geospatial Information Needs Situations. This category in-
cluded vacation, honeymoon, and mixed business/pleasure travel
planning and execution, finding a place to go when bored,
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fantasizing/imagining/daydreaming about other places, travel with
children, and weather information for sports activities or to get out
of the elements. Example: "We took a day trip for wine tasting in the
Finger Lakes.
"
Of the eighty-two situations, seven (8.5 percent) were educational,
sixteen (19.5 percent) were professional/career, twenty-two (26.8 per-
cent) were personal situations, and thirty-seven (45.1 percent) were rec-
reational with most of those twenty-three (28 percent) execution of
vacation travel. Of these situations, only seven (8.5 percent) of the re-
sponses involved the use of libraries. Those that did involve libraries
explicitly sought geographic data for class assignments (four) or employ-
ment information (three) . Others may have used a library but did not say
so explicitly and did not find the responses to their questions in a library.
As a first level of task understanding, Muehrcke's three category
scheme of reading, analyzing, and interpreting geospatial tasks was used
to describe the respondents' questions. We only applied this analysis to
the questions within the two most important events of their information
seeking situation. This emphasis permitted us to concentrate on the re-
spondents' most important information concerns.
The eighty-two respondents recalled 185 questions from the two most
significant events in their situations, an average of 1.13 questions per
event. This is lower than found in face-to-face sense-making interviews
(e.g., Schamber, 1991; Newby et al., 1991), and represents the tradeoff in
using a self-administered protocol. The protocol was easier to adminis-
ter than an interview process but yielded less in-depth responses; how-
ever, the range of tasks, formats, and events described in these eighty-two
situations is sufficiently rich for thorough analysis. Applying the reading,
analysis, or interpretation task category scheme was quite straightforward.
Therefore, only one coder was required to complete assignment of val-
ues. The intracoder reliability was greater than 90 percent. For example:
Reading questions included:
Should I continue or return?
What is it going to cost to get there?
Analysis questions included:
What kinds of rocks do these fossils hide in?
How could I ascertain spatial resolution fine enough for this task?
Where could we find a restaurant?
Interpretation questions included:
The travel agent is aware of time differences that caused the lug-
gage foul-up. Why can't they prepare for this?
[Respondent lost luggage on his honeymoon.]
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Why are there so many dead-end streets in Jersey City?
[Respondent was lost in Jersey city trying to return to Statue of
Liberty pier.]
How could so many hardships be brought upon theJewish people?
[High schooler visiting a museum in Israel.]
Of the 185 questions, 113 (61 percent) involved reading tasks, 47
(25 percent) involved analysis tasks, and 25 (14 percent) involved inter-
pretation tasks. Over one-third of the questions involved more than seek-
ing factual information that could be directly read from a map or
geospatial textual description.
Respondents reported the format in which they found each response
as part of the sense-making protocol. The format categories for analysis
were developed using an inductive content analysis scheme applied to
those responses. Table 2 reports the format categories as seen by respon-
dents and their frequency of occurrence.
TABLES
FORMATS OF RESPONSES TO GEOSPATIAL QUERIES FROM SENSE-MAKING (N = 185)
Format category
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whether theywere doing reading, analysis, or interpretation tasks, orwhether
the responses they found were from maps or texts.
Relevance judgments were also made for the responses obtained.
However, the relevance codes were assigned by the researchers who de-
veloped the other content analysis schemes (Gluck, 1993, 1995). Some
relationships found among relevance judgments, formats, and tasks in-
cluded:
Maps provide significantly more relevant information than text, espe-
cially in analysis tasks.
Responses to text analysis are judged less relevant than map reading
or analysis responses.
Text does provide highly relevant responses especially for geographic
reading and interpretation tasks.
Competence in Geospatial Information with Tasks and Formats
Method of Testing. In another of our exploratory experiments, sub-
jects performed reading, analysis, and interpretation tasks with geospatial
information similar to a classroom learning experience. The same eighty-
two subjects who provided geospatial sense-making data volunteered to
participate in a paper and pencil test of their abilities. Data on subjects'
competence with maps were compared with their competence with text
on covering a range of geospatial reading, analysis, and interpretation
tasks.
Subjects read or heard a text of geospatial information and viewed
maps representing the geography of the text information. Subjects, re-
viewed two sets of materials, one set described the spread of cholera in
South America in the early 1990s while the other set described the rise of
banking in Florence, Italy, in the thirteenth century. Half the subjects
heard the texts and the other half read them. Both sets of subjects re-
viewed the same paper maps. Reading, analysis, and interpretation tasks
involved answering short answer and/or fill-in questions based on the
contents of the maps and texts. Information to answer the questions and
perform the tasks appeared either in the maps or in text but not in both.
Accuracy of responses and the time to complete each task provided a
basis for competency scores for each subject.
Competency scores were the ratios of the number of items correct
over time to complete the tasks, similar to the words per minute compe-
tency of a typist. Basic competencies were formed by using all combina-
tions of two formats (maps or text) with three tasks (reading, analysis,
and interpretation) with two forms of text presentation (written or oral),
resulting in twelve measures (2x3x2). Preliminary analysis showed that
oral or written presentation of the materials did not affect the mean time
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or accuracy of subjects' performances (t test; df=SQ; oc=.05). Basic compe-
tencies were then combined to form task, format, and overall compe-
tency scores.
Competence Testing Controlling for Format and Task. We employed re-
peated measures within subjects' analysis of variance statistical procedure
to analyze the competency scores. The analysis also controlled for task
and format (Gluck, 1993, 1995). A significant main effect was found for
task: subjects were significantly more competent in reading tasks than in
analysis or interpretation tasks, and significantly more competent in analy-
sis tasks than in interpretation tasks on average (a =.1; N- 492). Each of
these significant differences of means had effect sizes above one-half of a
standard deviation, showing an important difference (see Levin & Lesgold,
1978; Levie & Lentz, 1982). Format had no main effect; that is, subjects
were as competent with maps as they were with texts on average. How-
ever, subjects did significantly better with some format task combinations
than others. Subjects were most competent on text reading, less compe-
tent on map reading, map analysis, and text analysis tasks, and were least
competent on both map and text interpretation tasks. These differences
were also in the range of at least one-half of a standard deviation show-
ing an important difference. This analysis was also quite reasonable since
it accounted for 46 percent of the variance in the performances (.R-squared
=
.46).
Experience of subjects in personal, educational, and professional use
of geospatial data was also collected. The relationship between experi-
ence and competence controlling for format and task was complex. Our
analysis shows experience does affect competence, especially in reading
and analysis tasks. The analysis also shows that formal education alone
does not support subjects' ability to perform effective interpretation tasks
compared with their overall life experiences (Gluck, 1995).
Log of Map Use in a Public Library
What sort of maps do public library patrons request when a wide
range of local paper maps are made available? The Leon County Public
Library in Tallahassee, Florida, with support from other county agencies,
including the Geography Department and other offices at Florida State
University (FSU) created a Map Resource Center (MRC) in 1994. Volun-
teer interns from the Department of Geography at FSU staffed the MRC
afternoons, evenings, and weekends. Also, the MRC is open for self-ser-
vice during regular library hours of operation. This library serves Florida's
state capitol and surrounding rural areas of Leon and adjacent counties.
The population served exceeds 150,000. The staff of the MRC main-
tained a log of maps used and some descriptions of their interactions
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with patrons. The log from this one library is not very generalizable;
however, a review of its contents points to issues and concerns that may
be true for a wide range of public libraries with diverse and multicultural
constituencies.
The paper maps used and general questions asked of the MRC per-
sonnel were recorded for the period June 1994 through February 1995.
The record of activity at the MRC was an informal log that was not de-
signed for research purposes. The log was only an informal record of
activity, and our analysis of the log is a post hoc content analysis.
Table 3 displays a list of categories we found to describe the materials
selected by MRC staff. The North Central region of Florida had severe
flooding and rainwater runoff problems during the period the log was
maintained; consequently, most of the uses of the environmentally sensi-
tive area (ESA), contour and FEMA maps related to the natural disaster,
such as patrons trying to decide if they would flood or verify flood insur-
ance rates. Contour isoline maps showed two foot differences in eleva-
tion. Also, frequently ESA, flood, and FEMA maps would be consulted
jointly to conduct an ESA check for a patron. The purpose for the ESA
check was rarely explicit in the log. We considered a general tourist map
as one that did not involve an explicit reference to roads or street maps
in the log. The other geological, topographic category included only
general reference in the log to geology, elevation, or topography. We
also listed the explicit use of USGS quads as a separate category. Zoning
maps were those that reflected local zoning ordinances. Recreational
area map use included seeking information on trails for hiking or biking,
on fishing sites in recreational or national forest areas, and general infor-
mation about these areas. Naturally, some patrons were shown more than
one product in a visit while others returned to look at materials more
than once. Many entries in the log confirm the suggestions from the fo-
cus group participants mentioned earlier (the section on Focus Group
Discussions of Maps and Text Translations) that multiple maps are fre-
quently needed to resolve a spatial information need.
Table 4 displays a scheme that categorizes patrons' explicit purposes
for map use. The comments listed in the log by MRC staff and used by
them for map selection permitted development of this category scheme.
Additional purposes may have been expressed to the MRC support staff
but not recorded in the log, and many purposes may not have been ex-
pressed by the patrons. Approximately one-third of the entries had de-
terminable patron purposes. If no purpose was explicit in the log, none
was included in Table 4. Twenty-eight of the entries in the log indicated
that the library did not have the requested item. The log also contained
twenty-five explicit entries referring patrons to other agencies, such as
the state library, for historical maps or to the county appraiser for parcel
ownership information.
166
GLUCK/TEXT, MAPS, AND USERS' TASKS
TABLE 3
MRC FREQUENCY OF USE BY CATEGORY QUNE 1994 THROUGH FEBRUARY 1995)
Paper cartographic products consulted Local Florida U.S. Other Total
Appraisal/ parcel
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of these questions now. We can express what we know and what we need
to learn including the range of methods needed to address different as-
pects of these phenomena.
1. What are the geospatial information needs of the public? Geospatial infor-
mation needs vary as shown in the tasks and situations suggested in
the earlier section on
"Geospatial Sense-Making Situations of Patrons."
However, what is most important to observe is that the number and
type of categories of use and need are manageable. We do not have a
comprehensive list of situations from just these two exploratory ex-
periments, but any such list would be far from idiosyncratic and cha-
otic. The four major categories of geospatial information needs (edu-
cational, professional/career, personal, and recreational) with the for-
mat and task issues discussed later provide us a wide view. They also
suggest how we might better service our patrons' geospatial informa-
tion needs.
The affective and metaphysical needs of people appear in these
categories; library services have tended to ignore these traditionally.
Another need for geospatial information echoing through these stud-
ies is the need to connect with others and to imagine and dream. All
geospatial information is not as ideologically or practically based as
our current library services and products seem to dictate. People use
the current products and services but modify them for their needs.
We should be sensitive to those transformations and provide support
for them.
2. What are the differentformats and tasksfor geospatial information suggested
by the public? More detailed levels require further exploration, but
the purposes of the earlier section on "Log of Map Use in a Public
Library" and the general categories of reading, analysis, and inter-
pretation form a very high level scheme. Just less than 60 percent of
needs pose reading tasks, while just less than 30 percent pose analy-
sis, pattern, or relationship tasks, and about 15 percent of needs pose
interpretation or cause and effect tasks. We have strong indications
that ifmore analysis and interpretation tools and materials were avail-
able, the library would be an even more welcome place to resolve
geospatial information needs. As an example, consider the ESA and
flooding pattern checks that brought many people into the library
seeking analysis materials. When the library addressed real world
needs, the public flocked to the library.
The public expresses several additional categories for geospatial
information formats than our traditional library categories of text
and map. They add the understanding that much information, al-
though of a geospatial nature, comes from audio sources. The need
to connect with others implies both visual connection and aural in-
teraction.
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3. Whatformats for geospatial information are most useful under differing task
situations'? The public does not seem to have a real concern that the
answer must or should be in a particular format. They want the in-
formation in a format that is usable with the least amount of transfor-
mation necessary to get their needs resolved. Subjects readily con-
cede that maps seem to convey information differently than text, al-
though they find it difficult to express the distinction for all situa-
tions. Subjects expressed the power of combining text and maps for
most effective resolution for a geospatial information need. Maps
seem to provide much survey knowledge and to expose spatial pat-
terns while text supports answering factual questions and clarifying
cause and effect. Maps may also be more relevant for certain tasks
(e.g., analysis), but they are not seen as more satisfying.
4. What role may the public library play in assisting to resolve geospatial infor-
mation needsfor the public? Beyond their traditional role in providing
sources for "facts," these experiments suggest that libraries can pro-
vide added-value services and products for geospatial information
analysis and interpretation. Such added-value services and products
are appreciated by patrons: ESA and flood pattern checks received
high satisfaction and appreciation marks from patrons. The ESA
checks and flooding pattern are not hard to learn and providing short
"how to" sheets may permit patrons to conduct analyses for them-
selves.
In addition, we can construct local support for connecting and dream-
ing by adding value to what patrons might wish to share with others. For
example, could we not record walking or driving tour tapes of local sites
for check out with the necessary equipment for their use? The list of sites
could be generated by a small local survey while the cost of production
might be obtained from the local chamber of commerce.
The programming to support the adding of value to current base
products and extending the base of products is needed and pointed to by
patron habits. Much spatial information is developed within local
government, and the sharing of that information with the public is a key
role that libraries can play in supporting our democracy, individual pa-
trons, and ensuring their own viability. New formats may support these
new services well. Much value may be added to local data in electronic
formats such as locally developed CD-ROMs of ESA data or loading a
bitmap image of the local comprehensive development plan onto Free-
Nets or other local electronic providers.
SUGGESTIONS FOR FUTURE WORK
This series of exploratory experiments suggests that the current for-
mats, content, sources, services, and structure of geospatial information
169
GLUCK/TEXT, MAPS, AND USERS' TASKS
are not overwhelmingly used, usable, useful, relevant, or satisfying to pub-
lic library patrons. Current formats and sources get a C+ or perhaps a B-
grade if we use relevance and satisfaction measures, and perhaps an A-
for assistance to resolve text-reading tasks and a B+ for assistance to re-
solve map-reading tasks. However, low grades must be assigned for map
and text analysis task resolution support and probably failing grades for
map and text interpretation task support.
Is it the patrons who fail or is it the structure and content of sources,
services, and formats that fail? I would claim, from a deconstructionist
perspective, that the patrons do not fail. Our historical solution to the
inadequacies of spatial information usability and usefulness has been to
train the user. Yet with a range of educational backgrounds, the general
population does not perform most analysis and interpretation tasks well,
nor do they seek much of that information in libraries. Might it be that
they do not expect to find such support for higher level tasks in libraries?
Our sources and services support reading tasks moderately well but
do not support analysis or interpretation tasks very well. An information
driven society and an information intensive economy demand more of
their citizens than to read facts. They demand that citizens perform analy-
ses of patterns and interpretations leading to understanding cause and
effect to be adequately informed on the issues of civic concern. With the
educational establishment not fully able to deliver these skills, society
must look at alternate sources and services for citizens to come to analyti-
cal and interpretive conclusions. Our ongoing studies point to the nexus
of a solution being library sources and services. We have indications that
adding value to library geospatial sources and services will improve the
overall resolution of users' geospatial information needs in a complex
society.
A short list of some additional work that should be conducted to
further understanding of texts, maps, and user tasks with geospatial data
and information includes:
further exploring the role of different formats in adding value to
geospatial information services and products as well as their interac-
tion with tasks;
developing a more comprehensive list of user geospatial information
situations and tasks based on the actions and needs in real situations;
exploring the expected and actual helps patrons receive from geospatial
information;
reviewing how libraries are currently meeting geospatial information
needs, seeking out those that add value to basic data;
assessing the use, usability, and usefulness of electronic geospatial data
and the tools for displaying and manipulating such data in library con-
texts;
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invesigating the transformations patrons make to effectively use cur-
rent library products and services, and probing patrons' ideal solu-
tions to geospatial information needs; and
determining what role local, state, and federal governments as well as
local organizations may play in supporting customization of geospatial
data for local needs and making them accessible through public li-
braries.
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Emergency Preparedness and Response
Challenges for Special Libraries
The challenges and opportunities facing special libraries of all types in
our
"republic of technology" are diverse and daunting. The evolving
emergency preparedness and response missions, programs, and projects
needed include the creation of a capability for providing geographic-
oriented information in a number of critical application areas. This
timely and trenchant topic deserves immediate attention by the cogni-
zant leadership of those charged with library and information services.
At a time in our civilization when the watchwords include
"cyberspace,"
"virtual reality," and "information society" though these may be imper-
fectly understood there still is a very real need to reexamine the role of
traditional libraries, both public and private. The expanding role of infor-
mation centers is a matter of current focus and concern, prompting grow-
ing discussion among the leadership in business and commerce, academe,
and research institutions.
Among the key missions of private libraries, increasingly, are those
related to emergency preparedness and response. It is gratifying that,
during the past decade, there have been initiatives such as the preparation
in 1987 of a topical issue in thejournal Special Libraries (Chartrand, 1987)
concentrating on a number of the crucial problems posed by emergency
situations. The contributions made by librarians, information specialists,
public officials, and emergency managers in that volume set the stage for
some of the deliberations being undertaken at this clinic.
During a subsequent span of time, the rise in awareness regarding
Geographic Information Systems (GIS) has been spectacular both within
the private sector and in government at all levels. Indicative of this was a
report entitled Toward a Coordinated Spatial Data Infrastructure for the Na-
tion prepared by the National Research Council Mapping Science Com-
mittee (1993). Through a series of intensive interactions with eighteen
federal departments and agencies over a two-year period, this group of
senior specialists foresaw that "the scope of spatial data can be enormous,
and spatial data can be important components of a wide variety of scien-
tific, technical, and social disciplines and applications" (p. 1).
All levels of society are affected by the decisions made which involve
dependency upon spatial data, including such applications as emergency
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management (EM), real estate transactions, facility management, taxation,
land-use planning, transportation, environmental assessment and moni-
toring, and research. To be prepared for these cascading demands on
existing special libraries, their leadership must review those resources which
now exist to meet these needs and determine promptly the types of re-
sponsive information narrative, statistical, and graphic that must be
created or assembled.
If the elements of a decision support system using GIS (see National
Research Council, 1990, p. 20) are examined, there are certain basic re-
quirements to be met by special libraries for acquiring, encoding, storing,
and maintaining geographic data. With the advent ofnew electronic capa-
bilities for allowing library patrons in corporations, "think tanks," and
universities, as well as the public at large access to spatial and carto-
graphic information have come new and exciting products and services.
Needless to say, there is now a far better understanding on the part of the
public of its right to know about such holdings (e.g., certain types of satel-
lite photography, urban development maps) . This has provided an added
impetus to establishing and maintaining such graphic resources.
Just as the current administration is engaged in "reinventing govern-
ment" with dozens of recommendations which include the creation of a
National Spatial Data Infrastructure (NSDI), individual agencies are be-
ing charged with rethinking their emergency management roles. Within
the former broader context, ten focal areas of concentration were identi-
fied for further analysis and selective enactment (Chartrand, 1994a):
1. Placement of the official emergency management "power cen-
ter" so as to ensure full White House support for all relevant
planning and response functions.
2. Periodic calculated revision of guidelines for departmental mis-
sion oversight (e.g., FEMA, DOD, EPA, etc.) by congressional
entities.
3. Assertive monitoring of the emergency management community
(twenty-seven federal agencies) in order to achieve fulfillment
of "federal response plan" guidelines (FEMA, 1992).
4. Reevaluating the role of advisory groups in enhancing national
EM effectiveness (e.g., FEMA Advisory Board).
5. Developing interactive guidelines and processes to strengthen
substantially federal-state-local government action in all four
phases of emergency management: prevention, mitigation, re-
sponse, and recovery.
6. Improving the ways and means by which responsible governmen-
tal groups interact with cognizant private sector institutions (Na-
tional Emergency Management Association, National Coordinat-
ing Council on Emergency Management, Alliance of Informa-
tion and Referral Systems, Red Cross, libraries, "hotlines," etc.).
7. Constructively enhancing planning procedures designed to fa-
cilitate interjurisdictional cooperation throughout all phases of
emergency management.
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8. Determining how best to develop and mesh into existing opera-
tions advanced information tools and techniques (computers,
plotters, measurement sensors, telecommunications, multime-
dia display systems).
9. Effecting better working relationships among operational emer-
gency management entities, libraries, other information resource
centers, and the media in order to further public awareness, sup-
port, and conduct during crises.
10. Assessing recommendations contained in recent studies and re-
views which set forth methodologies for heightening EM readi-
ness, including the increased use of simulations and exercises
(ofvarying degrees of sophistication) and more orientation and
training for managers and "line" operatives, (p. 1)
For those responsible for improving the understanding and use of
Geographic Information Systems as they are involved in disaster situa-
tions whether in conventional research and reference settings, decision-
making environments, or service to the public it is important that the
foregoing areas be recognized as to their substance and priority.
It is recognized that there are many who only wish that "disasters
would go away," but the catastrophic events of recent years ranging from
the Mount St. Helens eruption and the Loma Prieta earthquake to the
central U.S. floods and Hurricane Andrew, to name only a few, have placed
a very real burden on those who must strive to protect the lives and prop-
erty of our citizens. More than a decade ago, then Representative Albert
Gore, Jr. urged his fellow citizens to face the recurring depredations
wrought by nature and sometimes our fellow man:
The subject of disasters is not one that many of us care to dwell on.
Earthquakes, fires, assassinations, terrorist attacks, and nuclear melt
downs are the stuff of Hollywood, and we like to keep it that way. As
a result of this out of sight, out of mind ethic, our society is often ill-
equipped to deal with emergencies when they do arise. Out of ne-
glect, we fail to bring to bear either the technology or the manage-
ment capability needed to respond quickly and effectively to the de-
mands of stress situations. (U.S. Congress, 1984, p. 123)
In looking at some of the application areas where GIS capabilities
need to be in place or "on tap" through linkages to special libraries, the
following reflect actual "targets of opportunity":
Use in the preparation of emergency scenarios, such as that featured
in the CUSEC (Central United States Earthquake Consortium) report,
An Assessment ofDamage and Casualtiesfor Six Cities in the Central United
States Resultingfrom Earthquakes in the New Madrid Seismic Zone (FEMA,
1985).
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Availability of maps, charts, aerial and ground photography covering
geographic and planimetric information for use by developers, regula-
tory agencies, citizens involved in real estate matters, and agencies
(such as schools and churches) responsible for providing services that
require specific information on population locations.
Selective storage of GIS-type information on local and regional areas
required by emergency services including police, fire, and medical
forces that not only must take preventive action such as moving im-
paired persons to safe sites in the case of impending disasters, but
also be positioned to cope with the aftermath of such events where
familiar landmarks may be unrecognizable.
Related to the previous support function is the provision of graphic
information for public education purposes varying from lectures and
seminars or documentary-type programs utilizing multimedia involv-
ing a geographic orientation, to the preparation ofvisual aids and hand-
outs (hard copy or disk) for adult and student recipients.
In essence, these "GIS materials" have become a crucial part of the
corpus of information required for the effective functioning ofour public
and private agencies and the citizens they serve. In addition, the larger
corporations and small business communities, which comprise a signifi-
cant segment of any town, city, county, or circumscribed region, need to
have at their disposal such geo-oriented information. A seemingly local-
ized disaster, such as those which occurred in production facilities at Bhopal
or Chernobyl, may have the potential, as those in surrounding areas have
found to their dismay, for a far broader and more devastating impact.
Another dimension to be considered is the desirability of standardiz-
ing such data in order to allow its sharing by those using different online
computerized databases. One result of the 1988 Gatlinburg Symposium
on Information Technology and Emergency Management was the identifi-
cation of major deficiencies in the existing emergency management ac-
tion arena. Noted among these in the ensuing volume, Strategies and Sys-
temsfor Disaster Survival (Chartrand & Chartrand, 1988), were the lack of
a taxonomy of core EM terms, the lack of standardized data definitions
and computer interfaces, and the need for improved hardware and soft-
ware compatibility. Another finding, of particular significance to those in
the special library realm, dealt with the lack of useful and accurate refer-
ence works.
Thoughtful practitioner-scholars such as Lawrence Mondschein (1994) ,
drawing upon the experiences derived from actual corporate investment
in advanced planning and response systems, are having an effect on oth-
ers who must face such challenges. In his perceptive paper entitled "The
Role of Spatial Information Systems in Environmental Emergency Man-
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agement," he describes in a case study the process by whichJohnson and
Johnson (J&J) selected an outside spatial information system to ensure
achievement of its corporate goals: "(1) perform hazard assessments of
chemicals stored on-site; (2) cross-train facility personnel with local au-
thorities on emergency planning and response procedures; and (3) com-
municate accurate chemical inventory, location, and emergency health data
during an actual incident" (p. 683) .
Through its use of EISC a PC- and LAN-based system widely used
throughout this country and abroad J&J has been able to draw upon this
multifaceted capability which establishes and manages site-specific infor-
mation on personnel; emergency resources; locations of schools, hospi-
tals, and nursing homes; and environmental incidents or events. Chemi-
cal modeling is also a feature of this system created by Emergency Infor-
mation Systems International with a database for storing worst-case sce-
narios that can be developed using chemical plume dispersion models
(Chartrand, 1994c).
The acquisition of appropriate existing maps or their tailored coun-
terparts is a problem not to be ignored, for in many instances, up-to-date
community or facility maps are lacking. There may well be a need for
high-resolution maps ranging from 640 x 480 to 1024x 768 pixels with
the choice being determined by the hardware available. U.S. Census Bu-
reau TIGER line files may be useful in many cases. The transfer and
sharing ofboth graphic and textual information among more than a dozen
far-flungJ&J locations, employing telecommunications software developed
specifically for use with EISC, allows rapid review by such dispersed key
staff. They can perform their requisite duties using packet radio, dial-up
systems, cellular phones, or satellite transmission.
Many organizations are developing some form of "Emergency Op-
eration Center (EOC)" which, when combined with a "special library,"
can serve to focus on and upgrade the corporate, academic, or other insti-
tutional information handling capability. As indicated earlier, there is a
far better perception today among top officials, line managers, and rank-
and-file operatives regarding the number of situations requiring informa-
tion of a geographic nature. In addition to their vital role in preparatory
actions for an actual emergency, these EOCs often may be the vortex for
desk-top, or actual field-type, exercises to test the responsiveness of the
organizational team. Experience has proven that the ability to incorpo-
rate realistic data into any type of "exercise" is contingent upon the imagi-
native exertions of those who plan and execute such training. Taking this
kind of investment in time, materials, and staff one step further, the de-
velopment of computer-manipulated models has been judged useful by
diverse participants in congressionally-sponsored forums, hearings, and
workshops during the past fifteen years.
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In looking objectively at the capacity of many, if not most, special
libraries to provide, upon demand, GIS-type information, it has to be con-
ceded that there often is room for improvement on an array of fronts.
First, simply the collection of certain types of pertinent geographic
information (maps, plats, charts, annotated photography, diagrams, build-
ing data, etc.). Second, the need for indexes which offer keyword, con-
text term, or special geographic-point access to these holdings. Illustra-
tive of this latter tool is the
"overlapping polygon" developed by the IBM
Corporation in the early 1960s (see Figure 3) (U.S. Congress, House of
Representatives..., 1984, p. 231). Third, in order for the indexes to be
easily used, the creation of a thesaurus of terms needs to be undertaken
with every effort made to make such a tool helpful to all branches of the
emergency response community. Finally, there is often a requirement for
a
"taxonomoy" or conceptural framework with standardized terminology
and definitions for the focal field (which may well transcend "emergency
management" per se). An example of this is A Taxonomy ofHuman Services
developed by Georgia Sales (1991) at INFO LINE in Los Angeles.
Mention has been made of the importance of software selection, and a
corollary to that process must be the hardware configuration which is to be
employed. In today's fast-moving technological milieu, it often seems that no
sooner is one
"system" put in place and learned, with the traumas and time-
consuming efforts which accompany that integration into the existing work
environment, than another "better, faster, cheaper, more 'user-friendly
1"
one
is being marketed. The best way to minimize or remove at least for the time
being this threat to managerial effectiveness and personnel morale (and
sanity), is through the inception ofa multiple-year strategic plan with modular
annual increments of meaningful detail for the near future and acceptable
lesser specificity for the later time phases.
Cognizance of the importance of enhanced emergency preparedness
and response is reflected on the contemporary scene in a series of high
priority initiatives assertively supported by Vice President Gore (Chartrand,
1994b).
1. Redirection of EM efforts to encompass an "all-hazards" approach to
ensure protection of life and property.
2. Reorganization of FEMA under the directorship ofJames Lee Witt, a
highly qualified professional in the field.
3. Determination to significantly enhance federal support to state and
local organizations, and explore federal-state technology partnerships
where applicable.
4. Development of a stronger understanding and utilization of the criti-
cal role of high technology in disaster prevention, mitigation, response,
and recovery.
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In conclusion, it is the responsibility of all governmental and societal
components whose missions include emergency preparedness and response
to rise to this challenge. Here, then, is an unprecedented opportunity for
the library and information science community known for its innovative
approaches to meeting and overcoming the stressful demands endemic in
this turbulent Age of Information to play an essential role in evolving a
cohesive plan for marshaling all requisite information resources that will
ensure an optimum preparedness and response posture for the nation.
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Using Geographic Information Systems for
Estimating and Profiling
Geographic Library Market Areas
A definition of legal service or market area is difficultfor public library
management due to limited available data regarding user residence, and
because people may cross service linesfor any number ofreasons. Yet an
accurate estimate and a subsequent socioeconomic profile ofthe geographic
market to be served (market analysis) is essential in order to provide unique
community-based services and materials. Geographic information sys-
tem (GIS) software can facilitate library market analysis by graphically
estimating geographic boundaries and analyzing socioeconomic charac-
teristics within prescribed markets in one online environment. This dis-
cussion illustrates the
utility of GIS in estimating and profiling library
markets. The Evansville-Vanderburgh County public library system is
used to provide realistic library market analysis situations.
INTRODUCTION
A definition of legal service or market area 1 is difficult and complex
for public library management to establish for two major reasons:
(1) library managers may not know where the majority of users reside
due to limited knowledge and data collection, and (2) because people
may cross service lines for any number of reasons (Van House et al., 1987) .
Historically, the library profession develops market areas from the "in-
side-out" and the "outside-in." The "inside-out" approach would be quan-
titative standards mandating a one mile service area (Eastman, 1911) and
a half-mile service area for children (ALA, 1956), or optimal service ar-
eas for one or one and one-half miles in urban areas (ALA, 1943).
These parameters are based upon assumptions that not only do the
majority of users or potential users live within these radii, but the radii
indicate the maximum distance a user will travel to the facility. Also,
when branches were placed closer together before the advent of the au-
tomobile, the one mile rule was established almost by default. Distance
between library facilities and its effect on use, and subsequently upon
market size, has been the subject of study (Grundt, 1968; Schlipf, 1973;
Coughlin et al., 1972; Getz, 1978; Hayes & Palmer, 1983).
Size or average radius in miles of the market area for library facilities
has also been the focus of study (Shaughnessy, 1970; Coughlin et al., 1972;
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Schlipf, 1973; Getz, 1980; Freestone & Beard, 1981; Koontz, 1990; Shoham
et al., 1990). A summary of studies of market area size nationwide indi-
cated the average metropolitan library market has a radius of two miles
(Palmer, 1981).
All the quantitative standards were officially dropped in the 1960s
(Public Library Association, 1967) and the "outside-in" approach began.
A summary of currently used methods includes: justifying metropolitan
branch markets with a potential population of 30,000 served and the near-
est branch is three to four miles away (Wheeler & Goldhor,1962); assign-
ing each library branch certain census tracts; using existing local govern-
ment planning zones; or conducting a sample of registration or circula-
tion records, plotting the results on a large map, and drawing largest
percentages ofpopulations proximate to each branch location (Van House
et al., 1987). The latter sample survey method reinforces the estimate of
the market area thereby providing a more precise definition.
It is agreed that all approaches, at best, are rough estimates, and that
some communities' markets are easier to define than others. For ex-
ample, a rural area with one library serving a small county would simply
have county boundary lines, while an urban area e.g., the Los Angeles
County Public Library with sixty or more branches would be more com-
plex, involving many more considerations such as distance to nearest fa-
cility, transportation networks, topological boundaries (airports, parks,
etc.), and the socioeconomics of the potential user market.
Across America there are an estimated 16,000 public library mar-
kets. By and large, these are branch markets. Estimating and profiling
the geographic market area is the first step in analyzing the market of
people within the area to be served. This market profile of the commu-
nity served is, of course, what all services and material offerings are sup-
posed to be based upon (Public Library Association, 1979). Yet the li-
brary manager, through lack of data and tools, is often forced to haphaz-
ardly estimate the market area. Accurate measurement and subsequent
definition of the market area then, must become a priority for library
managers and researchers alike to ensure that use of the library is opti-
mized in communities throughout America.
NEW TECHNOLOGIES FACILITATE LIBRARY
MARKET ANALYSIS
A new technology can assist in the market analysis process. Geo-
graphic information systems have burgeoned within the past ten years. A
GIS, as a computer-assisted system, is used for the capture, storage, re-
trieval, analysis, and display of spatial data. Spatial data describe location
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and geographic relationships among things and events. For the public
library, this would describe the relationship between library use and the
geographic market of users served.
Graphical maps are utilized in many GIS applications. It is estimated
that over 80 percent of governmental decisions involve spatial data, mak-
ing quick access to spatial data crucial to effective government opera-
tions. GIS technology is an attractive and efficient alternative to the
manual processes of spatial analyses traditionally performed by public
and private sector managers. The utility of GIS to estimate and define
library market areas will be discussed and illustrated in this article.
PROBLEMS WITH, AND SOLUTIONS FOR, USING GIS
Problems
At present, there are some problems with GISs that should be noted
before application is illustrated.
Data accuracy and error-in a spatial setting, data error is especially haz-
ardous. Setting map layers on top of each other, which are either gath-
ered at different projections or collected at a rate of error from 5 to
100 feet, is serious business. Data can also be mislabeled. The ama-
teur user of a GIS must be guided by any available expertise.
Data availability and procurement-Desired data may not always be avail-
able. Fortunately, because of the growing availability of computers in
libraries, data collection regarding library use can be automatic. The
Public Library Data Service Statistical Report (PLA, 1988-1994) is a sum-
mary of important field data. The U.S. Census Bureau market data
have been online since 1980. This type of summary data collected at
higher levels and distributed widely saves tremendous cost to users.
Data procurement is the most expensive aspect of GIS.
Very steep learning curve-GIS is still difficult to use. Unfortunately, it is
something you need to work with almost daily to be familiar with all
aspects of the technique. But as counties and other government enti-
ties acquire GIS, the library manager may simply need to understand
the analytical capabilities of GIS and know what questions to ask.
Expensive hardware and software until recently, GIS could not be pur-
chased for under several thousand dollars. Now software packages are
being produced that cost under $1,000.
Solutions
Problems associated with GISs are being solved, and access by library
managers is more realistic as more users come to the GIS market thereby
creating a need for more user-friendly GISs.
183
KOONTZ/USING GEOGRAPHIC INFORMATION SYSTEMS
New Computerized Data Products. New computerized products from the
U.S. Census Bureau that are utilized within a GIS framework are
inexpensive and widely available. TIGER (Topologically Integrated Geo-
graphic Encoding and Referencing) line files are computerized computer-
readable maps containing graphical linework images of nearly every street
in the United States. TIGER files are inexpensive and ultimately usable
by most GIS software. In addition, all the data gathered from the decen-
nial census can be referenced to lineworks depicting geographic features,
such as census tracts,2 in the TIGER file. Thus, these socioeconomic data
can be integrated into a GIS database using TIGER line files as a basis. A
market profile that includes relevant census data elements such as age,
race, sex, income, education levels, etc., for a given geographic area, can
be produced from the GIS database. Library use data can be entered as
another layer and viewed graphically within an analytic framework with
other data (e.g., census, market boundaries, etc.).
While geographic information systems are traditionally used in areas
of land management, natural resources, and highway planning because
of the inherent spatial nature of these entities, private and public sector
managers are beginning to see the utility of GIS for demographic market
analysis. Many counties are now purchasing, or have purchased, GIS soft-
ware for land management and planning. Agencies, such as libraries,
desiring demographic analysis, can benefit from such local GIS purchases
by developing their own applications for use with the local GIS software
and hardware.
MARKET ANALYSIS
As discussed earlier, before any decision can be made regarding size
and location of facility and materials and services that are offered, an
estimate and profile of the library market area must be derived.
This first aspect of the market analysis consists of three questions:
1 . How large is the current market (current geographic market and popu-
lation size estimate)?
2. Who is the market (market definition and profile)?
3. What is the likely future size of the market (market forecasting)?
There are two remaining tasks within the market analysis that must occur
after measurement and identification of the market area. The second is
market segmentation, which is the process ofdetermining the main groups
to be served within the market area. The third is consumer analysis,
determining the characteristics of users, specifically their needs, percep-
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dons, preferences, and behavior (Kotler, 1982). The second and third
steps are outside the scope of this discussion with the exception of identi-
fying the demographic characteristics of users and the levels of library
use. A GIS can greatly facilitate all tasks of the market analysis through
the four powerful capabilities discussed later.
GIS ANALYTICAL CAPABILITIES FOR
MARKET ANALYSIS
A useful classification of GIS analytical capabilities is provided by
Thrall & Elshaw (1993). They categorize these capabilities into descrip-
tion, explanation, prediction, and judgment activities.
Description documents and describes the spatial landscape (e.g., where
are the census tracts with more than 35 percent of the population be-
tween the ages of and 18, or which census tracts have a population
with more than a 50 percent black population?).
Explanation analyzes the phenomena that are found in the description
phase (e.g., library usage is low for a particular branch because 20
percent of the population is on public assistance, 37 percent are 65 or
older, and only 10 percent of the households are occupied by couples
with children) . Research indicates that all these characteristics are usu-
ally associated with low use markets (Koontz, 1990).
Prediction uses modeling and statistical analysis to predict changes in a
particular variable based on changes in other variables (e.g., systemwide
library use will increase 20 percent when a new branch opens in a
quadrant which is at present unserved).
Judgment (or prescription) uses the findings of the first three types of
analysis to prescribe an action (e.g., a long-range systemwide facility
location and service plan).
For purposes of this presentation, the analytical capabilities of de-
scription and explanation will be used to estimate, measure, and define
and profile library market areas.
GIS FOR MARKET ESTIMATION AND PROFILING
Representative uses of a GIS in a public library arena setting for mar-
ket estimation and profiling by a library manager will now be presented.
The public library setting that is used is the Evansville-Vanderburgh
County, Indiana, public library system. The director provided the author
with data from the county's library system.
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A REVIEW OF THE EVANSVILLE-VANDERBURGH
COUNTY PUBLIC LIBRARY SYSTEM
The Evansville-Vanderburgh County Public Library System has a cen-
tral library, seven branches, young adult literacy outreach, homebound
delivery, nursing home collections, and talking books services. An esti-
mated population of 167,000 is served.
The East and West branches were the first libraries built in the newly
formed Evansville Public Library in 1913. The Stringtown branch opened
in 1939, following suburban growth outward from the downtown. Like
many library systems across the country, the 1960s and 1970s were a time
of expansion and construction due to the availability of funds provided
by the Library Services Act in 1956 and the Library Services Construction
Act in 1964. On the third level of growth outward from the inner city
ring and beyond Stringtown, the McCollough Library (1965), the North
Park Library (1968), and the Oaklyn Library (mid-1970s) were built in
response to sprawling urban growth and the availability of funds.
The Red Bank Library was opened in 1991 in the University Shop-
ping Center and draws users from farther distances due to traffic from
diverse groups coming to university functions. A new branch for the
northeast quadrant is also being considered and will be discussed in a
later section on market definition.
MARKET ESTIMATE AND MEASUREMENT
As discussed earlier, geographic determination of market area is dif-
ficult. This is true not only for library managers but also for any manager
of a store or service that is traveled to by its customers or users. Retailers
have often used radii for store markets in order to generalize and iden-
tify key characteristics within the circles. Yet marketing consultants readily
agree that polygons or specified market shapes are, and should be, unique
to each location. These irregular service or market boundaries are more
difficult to determine (Reid, 1995) . A GIS facilitates a variety of ways that
market boundaries can be defined, including irregular noncircular mar-
ket areas. These methods, when employed by the library manager, basi-
cally reflect the more modern "outside-in" approach. Five graphical ap-
proaches to market measurement are discussed below. Market definition
in conjunction with these measurements will be discussed and illustrated
next. Definition describes who (socioeconomic census data) lives within
the designated geographic areas.
Approaches to Market Measurement
There are five approaches to market measurement:
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1 . Assigning each library branch a certain number ofcensus tracts. The Evans-
ville-Vanderburgh Public Library assigns census tracts to each branch.
2. Determining block groups
3
within the census tracts assigned to each branch
market. This provides further opportunity for analysis of smaller por-
tions of the geographic library market area.
3. Determining a branch market through overlay of zip code boundaries. The
value of zip code boundaries is important when a library records user
zip codes, identifying where users reside.
4. Determining branch markets by assigning equal portions of the population to
the nearest existingfacility. This is a modeling
4
technique, location allo-
cation which simply assigns each member of the population to the
nearest facility, in this case a library branch.
5. Determine a branch market by assigning a certain mile radii to be served.
This is a generalized approach, usually used by managers for a stan-
dardized point of comparison of key features. This is the average
market radius of a metropolitan branch market (Palmer, 1981).
While these market measurement methods are not exhaustive, they
show the dynamics and versatility of GIS in measuring and determining
geographic library markets.
Market Definition and Profile
In order to answer who resides within these geographic areas, such
as census tracts, block groups, zip codes, equal areas and circles, and ulti-
mately, within the library market area, however defined, U.S. Census data
must be attached and geo-coded to these areas. These data form another
layer that can be displayed in the GIS environment.
There are literally hundreds of variables to select from in the census
data. Each manager must know which variables are relevant to their user
or customer. Research in the library field (Koontz, 1990) recognizes
certain broad variable groups that are strongly associated with library
use. These variables are also recorded by the U.S. Bureau of the Census.
The nine broad variable categories include: (1) population (Palmer, 1981);
(2) sex (Zweizig, 1973); (3) race (International Research Associates, 1963;
Koontz, 1990); (4) age (Kronus, 1973; Hayes & Palmer, 1983); (5) family
life cycle (represented by the census data categories of households with
social security) (Hayes & Palmer, 1983), public assistance (Marketing In-
stitute, 1988) , or a female head ofhousehold5 ) ; (6) owner occupied hous-
ing (Zweizig, 1973); (7) income (Coughlin et al., 1972; Schlipf, 1973;
Bennett & Smith, 1975; Getz, 1978; Van House, 1983); (8) education
(Kronus, 1973; Zweizig, 1973; Hayes & Palmer, 1983); and (9) vehicles
per housing unit (D'Elia, 1980; Gallup, 1976).
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Thirty-three variables among the broad categories are initially mea-
sured and analyzed for each facility's market area (see Appendix A for a
full listing of these variables) .
The five types ofgeographic market areas, as measured by various bound-
aries, include census tract, block group, zip code, equal area and radius, and
will define the market population of the Red Bank library branch market
area with the use of GIS. Because census tracts and the block groups within
represent the same geographic area in total, the numbers associated with
each variable will add up equally. The benefit of block group information is
to scrutinize and analyze a smaller geographic area.
Zip code information, in general, provides an "inside-out" look at
who uses the library. For example, if user registration includes zip code
information, a graphical display could be developed which would be use-
ful in determining where the largest or smallest percentage of users live,
how far most travel to the library, or perhaps why some travel to another
library rather than the closest (e.g., special holdings, location, hours, etc.).
Zip code data can also be used for direct mail purposes to publicize li-
brary services and programs to target populations e.g., announcing an
English literacy program to a heavily Hispanic neighborhood. This would
be a benefit of using census block group, zip code, and library data in
combination and graphically displayed in one environment.
Equal market area modeling (assigning population in equal amounts
to nearest branch) offers an opportunity to see projected gaps or over-
laps in service.
The radius, when applied at differing increments, can be used more
successfully when it is known where percentages of users live. For ex-
ample, do over 75 percent live within a mile or where does the fall-off
occur? The circle also offers a standard point of comparison of key fea-
tures within markets.
Each of the above methods is complementary in strength in provid-
ing a general description of the market area. These methods should be
considered the "first cut" at market estimate and subsequent profile. For
a more precise estimate and profile, a survey of user residences should be
made. Each facility in the system has an impact on all others, and a re-
view of all facility markets should be made. A review of gaps and overlaps
in service is then possible.
Further Market Definition
The
utility of GIS in market definition, and the enormous amount of
information that can be provided for any geographic area, is illustrated
in the discussion above. But more precise information can also be ob-
tained. The following scenarios will illustrate what information library
management may need to provide.
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Scenario One. In preparation for planning the summer reading pro-
gram, the library systems' children's librarian wants to identify the per-
centages of census tracts with over 35 percent of children 0-18 in age.
Scenario Two. A grant opportunity is available from a private founda-
tion fund to provide literacy outreach services in majority black neigh-
borhoods. The grant writer for the library would like to identify those
census tracts within any library market that are over 50 percent black.
The Eastside library appears to serve this group.
Scenario Three. It is time for the annual budget request to the county
commission. The library director simply wants to know which library
markets meet the higher quartile of annual per capita circulation as re-
ported in the Public Library Data Service Statistical Report (Public Library
Association, 1992). The higher quartile reported for systems serving
100,000 to 249,000 is 8.3 per capita. The Evansville-Vanderburgh County
Public Library serves 167,000.
Scenario Four. The library system director is considering establishing
a new branch in the northeast quadrant that is presently unserved.
Industrial growth is presently taking place, and residential growth is
predicted within the next five years. The director needs to know what is
the current population, and what is predicted (this will be obtained from
the local planning department), and also needs a review of the topogra-
phy and major roads in order to review the proposed site at the junction
of Interstate 64 and Morgan Avenue.
The library's criteria for new branches includes a population base of
at least 25,000 to 30,000 within a two mile radius. Note that, at present,
the population is only 4,900 within the two mile radius. The planning
department projects approximately 10,000 more people by year's end.
This is 10,000 short of the prescribed number recommended for a branch.
These four scenarios illustrate the dynamics and power of using a
GIS for market definition and library market profiling. To have a myriad
number of data sets collapsed into one environment for all types of analy-
sis places powerful and much needed tools in the hands of the library
manager.
SUMMARY
While stone walls do not a prison make nor iron bars a cage, yet
neither do circles or preset lines necessarily make a library market area.
A GIS provides the library manager with an opportunity to better mea-
sure market areas and subsequently define those markets in a complex
dynamic online environment. The goal is one of offering the best possible
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materials and services to potential and actual public library users who are
guided by community standards and the policies and procedures of the
library.
As the twenty-first century looms, the public library is once again
being challenged by new media and information access technology. While
digital online libraries-without-walls are continually discussed, the geo-
graphic place of the library-with-walls within the commmunity is simply
heightened by these discussions. Access to burgeoning online data can
only be possible if public libraries as unique public information agencies
assure equitable access to the nontechnical elite and the information poor
by being strategically placed geographically. A GIS will play a key role in
helping public library managers meet this critical goal.
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Age 3 to 4
Age 7 to 9
Age 10 to 17
Age to 18
Age 18 to 19
Age 20 to 29
Education up to grade 9
Education grade 9 through 12th
Education - High School Graduate
Households with earnings
Households with social security income
Household with public assistance
Number of houses





Age 30 to 44
Age 45 to 59
Age 60 to 64
Age 65 to 74




Number of owner occupied houses
Households with one vehicle
P = Percentage of the above groups
Tempi field is library use per capita
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NOTES
A market area is the geographic area from which a library draws most of its users (Ghosh
& McLafferty, 1987, pp. 12-13).
A census tract is a large neighborhood generally with a population between 1,500 and
6,000 (Myers, 1992, p. 16).
A block group is a smaller subdivision within a census tract (Myers, 1992, p. 18) provid-
ing further geographic definition of a market area.
A model is a representation of relevant properties of reality, and models are usually
mathematical. Variables are identified, defined, and measured. Models can trace vari-
ous alternatives in the decision-making process. The relationships within models can
describe and explain the past, provide control for the present, and enable prediction.
The more relevant details there are in a model, the more opportunity there is for a true
representation of reality (Library Planning and Decision Making Systems, 1974, pp. 76-85).
These variable categories are used to assess the importance of these lifestyle situations.
Each may also serve as a measure of low income.
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Implementing GIS in the Public Library Arena
The rate of introduction of Geographic Information Systems (GIS) into
public libraries is accelerating. This study investigates the experiences of
all types of libraries that have either successfully or unsuccessfully intro-
duced GIS into a library environment. From librarians
'
experiences, it
is apparent that the most important consideration for successful GIS
introduction into a library is adequate staffing and stafftraining. From
this and other information collected during this study, a decision /low-
chart was developed to help public librarians evaluate the type of GIS
services that should be provided in any given library environment. The
Public Library Users Geographic Information System (PLUS+GIS) re-
search project, based in Florida, is a projectfocused on developing meth-
odologies to assist public libraries in introducing GIS to their patrons.
INTRODUCTION
Geographic information systems are starting to appear in more and
more libraries. GIS hardware, software, and the accompanying data are
usually fairly expensive, however. The level of user support that may need
to be provided by librarians for such systems may also be unacceptably
high. With the increasing interest in linking GIS and libraries, a critical
examination of the factors leading to successful versus unsuccessful imple-
mentation of GISs in a library environment would be helpful to other
libraries contemplating such a decision.
This research paper will provide an overview of Geographic Infor-
mation Systems in a variety of library settings and analyze the most criti-
cal factors leading to successful or unsuccessful implementation of a GIS
in libraries. This information will be used to develop a model for imple-
menting GIS in a public library environment.
GEOGRAPHIC INFORMATION SYSTEMS
Geographic information systems contain information stored in digi-
tal form that can be referenced to some point (e.g., storage well), line
(e.g., river) , or area (e.g., census tract) , on Earth (or even in outer space) .
A formal definition for a GIS that has been adopted by the National Cen-
ter for Geographic Information and Analysis is:
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A geographic information system is a computerized database man-
agement system for capture, storage, retrieval, analysis, and display
of spatial (locationally defined) data.
The value of a GIS is the ability to store and relate attribute data
(e.g., census data) with the geographic features (e.g., the census tracts)
and view them relative to other geographic features.
GIS AND LIBRARIES
Libraries, whether they are research, public, state, or corporate, have
become interested in GIS software and data because 80 percent of gov-
ernmental information has a spatial aspect to it (Huxhold, 1991). More
and more, these data are being distributed primarily or exclusively in
electronic format. For instance, the TIGER (Topologically Integrated
Geographic Encoding and Referencing) files developed by the U.S. Bu-
reau of the Census and distributed on CD-ROMs can be processed into a
digital map showing the appropriate census information for the entire
United States.
Given the electronic nature of GIS, what is the role, if any, of a li-
brary in providing access to such computer software and its associated
data? Several recent articles have addressed the issue of the proper role
of a librarian in this new digital environment (Allen, 1993; Kollen &
Baldwin, 1993; McGlamery & Lament, 1994; Wong, 1993). Major issues
that need to be considered by any librarian attempting to implement a
GIS within their library environment include:
1. Is the library a "library" or a "laboratory" (Kollen & Baldwin, 1993)?
2. What is the role of the librarian? Is it merely to be an access facilitator
or to also include the roles of collector, selector, and finder of spatial
data (Allen, 1993) or perhaps even "map-maker?"
The answers to such questions have varied widely among the differ-
ent libraries that have made GIS and spatial data available to their pa-
trons. An examination of libraries that have actually placed GIS into a
library setting will help provide additional insights into these questions.
GIS LIBRARY PROJECTS
The decreasing costs of computer hardware in conjunction with the
increasing power of this same hardware have made it possible for librar-
ies to consider providing GIS access for their clients. During the last few
years, several significant projects involving Geographic Information Sys-
tems and libraries have been undertaken.
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The most widespread and coordinated project is that by the Associa-
tion ofResearch Libraries (ARL) and the Environmental Systems Research
Institute (ESRI) . The program currently includes about seventy research
libraries. The goals of the project are:
1. to introduce GIS to a variety of libraries;
2. to develop GIS expertise in the library community;
3. to encourage connections and communication between GIS users and
government agencies;
4. to promote education and research through improved public access
to information;
5. to initiate library projects to explore new applications of spatially ref-
erenced information; and
6. to evaluate the introduction of these GIS services into research librar-
ies (McGlamery & Lamont, 1994).
The ARL project was begun in the spring of 1992. The project has
involved providing software, data sets, and training to librarians. An e-
mail discussion list has also been established to facilitate communication
among the ARL libraries participating in this project.
A more recent and ambitious project was begun in 1994 that involves
libraries and spatial data. The Alexandria Project is one of the six digital
library projects chosen to be funded by the National Science Foundation
during 1994. The goal of this project is to develop a user-friendly digital
library system that supports both textual and spatially indexed sources of
information and that is scalable on a national level. One of the main
initial outputs of this project will be a distributed testbed system appear-
ing to the user as a single library. The research and development team
includes not only computer scientists but librarians as well, including the
Map and Image Laboratory of the University of California at Santa Bar-
bara Library, the library of the State University of New York at Buffalo,
the U.S. Library of Congress, the library of the U.S. Geological Survey,
and the St. Louis Public Library. This project is based and administered
at UC Santa Barbara.
Finally, a number of projects involving public libraries and Geo-
graphic Information Systems have also begun recently. Unlike research
libraries, there is no coordination among these projects but rather a num-
ber of independent projects undertaken by each particular library sys-
tem. Oftentimes this has been done in conjunction with an outside en-
tity. Perhaps the best-known public library GIS project is the one at St.
Louis Public Library and its Electronic Atlas project using ESRI's ArcView
software (Kofron & Watts, 1993). Other public library systems with GISs
at varying stages of implementation include Bellevue Regional Library in
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Washington, Boston Public Library in Massachusetts, Cambridge Public
Library in Massachusetts, Charlotte Public Library in North Carolina,
Cleveland Public Library in Ohio, District of Columbia Public Library in
Washington, D.C., Leon County Public Library in Florida, Monmouth
County Library in NewJersey, New York Public Library in New York, New-
port Beach Central Library in California, Ontario City Library in Califor-
nia, and the Seattle Public Library in Washington. By the time this article
appears in print, the number will be significantly higher. As recently as
just seven months ago (August 1994), McGraw (1994) could only locate
four public library branches with interest in, and possession of, GIS
programs.
RESEARCH METHODOLOGY
As part of the research in developing a model for implementing
Geographic Information Systems in a public library environment, a list
of libraries that were known to have attempted to introduce GIS into
their own library was developed. These libraries included not only pub-
lic libraries but also research libraries and state libraries as well. The
names of these libraries were obtained by three primary means:
1. a list of the ARL GIS Literacy Project participants;
2. a review of popular GIS literature (e.g., GIS World, Government Tech-
nology) over the last five years; and
3. a query of all librarians contacted about other GISs in a library setting
of which he or she may have knowledge.
This generated a total list of eighty-eight libraries. Sixty-six of the
libraries (75 percent) were participants in the ARL project. During the
months of February and March of 1995, phone calls were made to these
eighty-eight libraries. A total of seventy-three individuals (83 percent)
were successfully contacted. Not all libraries contacted had actually imple-
mented a GIS in their library for one reason or another. Of the seventy-
three libraries, sixty (82 percent) had a GIS.
REVIEW OF LIBRARY EXPERIENCES IN
IMPLEMENTING GIS
Once contacted, participants were asked to discuss several aspects of
their Geographic Information Systems environment and their experiences
in implementing GIS (see Appendix A for a list of the discussion points) .
In some instances, not all questions were asked because the questions
were clearly not applicable given earlier responses or this researcher had
prior knowledge about some of the answers to the questions.
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The responses were entered into a database for further analysis.
Analyses were performed on the collected responses in several ways:
1. all respondents as a whole (sixty-four libraries total);
2. respondents from the public library arena only (eleven libraries total) ;
3. respondents whose GIS implementation experiences could be classi-
fied as outstanding or exemplary (seventeen libraries total);
4. respondents whose GIS implementation experiences could be classi-
fied as disappointing (fifteen libraries total).
The category ofoutstanding/exemplary GIS implementation is based
completely on this researcher's subjective evaluation of the respondent's
success in introducing GIS to their library patrons. The respondents were
not asked to evaluate their own efforts to implement GIS in their library.
The library's primary clientele could have been college students or the
general public.
The category of a disappointing Geographic Information System
implementation is based on the respondent's voluntary evaluation of their
own library's experience. Remember that the respondents were not asked
to evaluate their own efforts to implement GIS in their library. As a re-
sult, this library category may better measure an individual respondent's
own expectations than an actual difference relative to other libraries with
"average" GIS implementation experiences.
It was hoped that this breakdown in respondent categories would
help provide a clearer picture of factors likely to lead to successful versus
unsuccessful GIS implementation as well as provide a clearer picture of
any problems that may be unique to public libraries.
RESULTS OF PHONE SURVEY
A number of questions were asked of the respondents. The only ones
that will be discussed are those that deal with a library's likelihood of
successful GIS implementation. Table 1 divides the libraries into four
groups. The greatest barriers to GIS implementation as identified by
each respondent are given in the columns labeled from one to eight. An
individual could identify more than one problem, so the totals across a
row do not sum to 100 percent.
Regardless of the library grouping, the biggest problem is the large
amount of training required for library staff to successfully support the
GIS environment. This is due to the complexity of the GIS software.
This is the biggest problem even for those libraries that were identified
as having the greatest success in implementing GIS in their library. Even
after staff is trained, the amount of time required for librarians to sup-
port GIS users is high and considered to be the second highest-ranking
problem by librarians as a whole.
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TABLE 1
BARRIERS TO GIS IMPLEMENTATION IN LIBRARIES
Barrier Barrier Barrier Barrier Barrier Barrier Barrier Barrier
Library Grouping
All (64 libraries total)
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issues (covered earlier), procurement of equipment, and lack of support
and/or constituency. Problems with hardware procurement led to loss
of continuity on the GIS project, decline in staff expertise due to lack of
GIS exposure, and loss of user interest. The lack of support (external or
internal) or ofa clearly-defined constituency leads to inability to adequately
plan and promote the GIS implementation and/or the lack of GIS usage
in general.
Respondents were also asked to provide advice that they would give
to other librarians planning to introduce and implement GIS into a new
library. The advice by each respondent was grouped into the eight cat-
egories given in Table 2. An individual could provide more than one
piece of advice so the totals across a row do not sum to 100 percent.
Without exception, the most frequently given advice was to ensure that
the librarians supporting the GIS be provided with enough time and train-
ing to learn the software as well as to provide the proper end-user support.
Lack of adequate staffing is the second most frequently provided advice by
librarians with problems implementing a GIS in their library.
If staffing is adequate, it is also important that the libraries obtain
state-of-the-art equipment in terms of hardware. This advice is the third
highest ranking one among all library groups following staffing.
Public librarians, more than any other group of librarians, noted
that it was important to define the library's constituency group. This is
because of the broad range of public library users and the individual
public library's inability to serve all of its users all at once. Relevant data
sets for users can be developed quickly if a constituency group can be
identified so that library efforts can be initially focused on developing
the desired data sets for that constituency.
Another significant observation is found in the advice given by li-
braries that were most successful in implementing Geographic Informa-
tion Systems. Almost one-half of them advised librarians to implement
the GIS in a controlled environment with careful definitions ofwhat should
and should not be done by the library. In their opinion, hasty GIS imple-
mentations are likely to lead to failures rather than successes. Thus, gen-
eral conclusions that can be derived from Tables 1 and 2 are:
1 . libraries with inadequate staffing levels should not attempt to intro-
duce GIS to their patrons;
2. staff training on the GIS and staff assistance with library patrons is
critical to a successful GIS implementation experience;
3. successful implementation of GIS requires an advanced computer con-
figuration which may need to approach state-of-the-art in the micro-
computer world;
4. it is important to identify who your user group will be; and
201
JUE/IMPLEMENTING GIS IN THE PUBLIC LIBRARY ARENA
TABLE 2
ADVICE FOR GIS IMPLEMENTATION TO OTHER LIBRARIES
Library Grouping Advice Advice Advice Advice Advice Advice Advice Advice1234567 8
All (64 libraries
total)
JUE/IMPLEMENTING GIS IN THE PUBLIC LIBRARY ARENA
3. adaptive interpersonal use model, which combines the earlier two mod-
els into one model. In this model, different levels of services are pro-
vided by librarians depending on the sophistication of the user.
Allen (1993) divided the configuration of computers in a library
mapping environment into three levels: minimum, medium, and
maximum:
1 . minimum level-this level requires little expertise from the library staff
and places the burden of knowing how to access data on the user.
The user will not be able to manipulate data to a great extent and not
be able to work with their own data.
2. medium level-this level might consist of a workstation that allows a
user to extract data, view, print, and manipulate displayed images.
3. maximum level-this level includes all the functionalities of the me-
dium level plus the capability to import and export data sets from or
to other GISs. The overall configuration of the GIS might be better
defined as a "GIS laboratory."
McGraw (1994) analyzed the role of "electronic maps" in public li-
braries from several major viewpoints (e.g., time, demand, equipment
costs). Allen's article is also referenced and McGraw suggests that the
most sophisticated GIS set-up that should be expected in a public library
setting is one comparable to the "Medium" level and that even the "Mini-
mum" level may suffice. He suggested that GIS services are probably best
housed in larger libraries with extant map collections. Such libraries
have comparatively well-trained staffs and should be able to generate ad-
equate demand for the service. He believes that smaller libraries have to
be committed financially and politically if they are to succeed, and that
network access to GIS could be the best option for small libraries. McGraw
identifies several things that public libraries providing GIS services should
do:
1 . be committed to training staff in GIS techniques and allow staff suffi-
cient time to assist patrons;
2. be willing to enter into partnerships with data producers to make cur-
rent data available in the library;
3. be committed to maintaining current software and hardware environ-
ments; and
4. be developing publicity and training programs for their patrons.
PROPOSED GIS IMPLEMENTATION MODEL FOR
PUBLIC LIBRARIES
The two models by Allen and Wong do not explicitly address GIS in
the public library environment. The models address the issue from a
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depository library/map librarian standpoint. McGraw's paper extended
the models into a public library environment, but McGraw does not di-
rectly address when the public library setting should be "minimum" or
"medium" for GIS. This research paper integrates the models discussed
earlier with the data from the survey findings to develop an explicit model
for implementing GIS in a variety of public library environments.
The public library environment can be described by its locational
setting (e.g., rural branch library, rural central public library, urban branch
library) . However, there can be so many differences among libraries within
a particular locational setting that this breakdown of public libraries by
locational setting can be obfuscating. For instance, a rural branch library
surrounded by upscale commuters has very different constraints than a
similar library branch surrounded by long-time farming residents.
As a result, a better distinction among library branches for GIS imple-
mentation purposes is between library branches with a large number of
staff members and library branches with only a few staff members. This
can sometimes be translated to mean urban and rural library branches,
respectively, but this is not necessarily the case. The discussion brought
out the importance of adequate staffing as a necessary component for
GIS implementation success.
It is perhaps tempting to develop a public library model for GIS imple-
mentation based on the staff size and funding level of the public library.
But to do so ignores the ultimate reason for implementing the GIS in the
first place-i.e., to develop a useful and usable GIS environment for the
public library patron. In order to do so, the model must carefully con-
sider the different types and needs of potential GIS users in the library.
Allen (1993) identifies three broad spatial data user types:
1 . map user who simply wants to make use of an already existing product;
2. personalized map user who wishes to make simple use of existing data
to produce a map specifically designed for his or her personal needs;
3. mapmaker, who wishes to acquire, manipulate, and analyze data in a
sophisticated manner.
Although Allen does not make the distinction, a necessary one in the
GIS environment is between library patrons who are very comfortable in
a computer environment-i.e., those that could be called "computer se-
cure"-and those who are uncomfortable in a computer environment-
i.e., "computer insecure."
Figure 1 presents a flowchart model for implementing Geographic
Information Systems in a public library arena. The flowchart is based
primarily upon the most important considerations for successful imple-
mentation of a GIS in a library as provided by librarians themselves. These
are staffing levels, access to trained staff capable of supporting a GIS,
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adequate GIS hardware environment, and an identified user constituency
for the GIS. The only additional consideration in the flowchart besides
those provided by librarians is the comfort level of the library patrons
with computers.
To use the flowchart, a user enters from the "start" box at the top. By
answering the questions either "yes" or "no" through the diamond boxes,
the user eventually ends up at an outer rectangle that specifies an optimal
GIS configuration for a public library given the existing library and user
environment. The terms
"map user," "personalized map user," and
"mapmaker" are from Allen (1993) while the terms "P/U," "A/l/U," and
"C/D" correspond to Wong's (1993) personal use, adaptive interpersonal
use, and chauffeur-driven models, respectively. The flowchart is iterative.
Hence, as the circumstances of the library and/or its patrons change, the
optimal GIS configuration will change as well.
Some important points to note from the flowchart include:
1. there is no situation in which a library should try to introduce GIS
into its environment if its existing equipment is inadequate;
2. unless the library resides in a market area with a high percentage of
computer literate patrons and/or the library has ready access to com-
puter-literate staff, Allen's map user option is probably the only GIS
implementation option that should be considered;
3. five of the ten possible paths through this flowchart lead to a map user
option as the best choice, while only two of the possible ten lead to a
mapmaker option.
Thus, a good starting assumption for public librarians introducing GIS
into their library would be that the library should support only map users
until other circumstances suggest otherwise. Only after a period of public
exposure to the simpler forms of digital spatial data sets should a public
librarian contemplate supporting a mapmaker option and then only if data
sets are readily available in addition to a computer literate staff.
Another way to implement GIS in a public library setting is provided
in Table 3. This table analyzes the library environment relative to two
important variables, that of computer "comfortableness" of the library
patron and library staffing. There are four possible combinations of the
two variables, and Table 3 lists all four of them in the left-most column.
Given the staffing availability of a particular library branch, the middle
column gives the resulting computer use model possibilities developed
by Wong (1993). For instance, a library branch with a small number of
staff can best support Wong's personal use data model in which each user
interacts directly with the computer and any GIS software because a pub-
lic librarian would most likely not have a large amount of time to handle
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The final column of Table 3 lists Allen's three types of spatial data
users within each of the four library types relative to the optimal com-
puter use model. For instance, a map user that is uncomfortable with
computers could probably still be supported in a public library environ-
ment with a limited number of library staff if he or she is merely a map
user. This is because of the relative simplicity of such software. The
same
"computer-insecure" user may not be able to be easily supported in
such a public library environment if he or she wanted a personalized
map, however, because of the limitations of library staff, that user should
probably go to a better staffed library (library type 2 and 4 of Table 3).
Based on their comments about GIS software complexity from the
majority of librarians and the lengthy time requirements to assist library
patrons in their GIS usage, it can probably be argued that library type
numbers 3 and 4 are very scarce at this point in time. The reason is the
lack of exposure of most casual library patrons to important GIS con-
cepts at this time; even "computer secure" library patrons essentially be-
come
"computer insecure" in a GIS environment.
If this assertion is true, then one would expect that "computer se-
cure" individuals would develop with adequate training and exposure to
GIS. The environment in which this would most likely be found are in
the academic and research libraries participating in the ARL GIS Lit-
eracy Project. In fact, the ARL participants with the most satisfying expe-
riences and the most usage of GIS are in a library type number 4 environ-
ment. They usually have dedicated individuals (or students) that are staff-
ing the library as part of their own training and are assisting others in
learning GIS. The library patrons in this case are often students who are
already comfortable with computers and probably only need some mini-
mal exposure and training to GIS concepts before they become "com-
puter secure" enough to produce their own digital maps.
Westcott (1994) identified some of the major issues to be addressed
in implementing a GIS in a public arena setting, of which the public li-
brary is obviously one:
1. determining the market;
2. developing desirable data, products, and services;
a) What data do you have?
b) How do you market your data?
c) How do you satisfy technical demands?
d) What services do you provide?
The model presented in Figure 1 addresses all of these issues in some
manner. The market is determined during the evaluation of the com-
puter comfort level of the average library patron. The identification of
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TABLE 3
OPTIMAL COMPUTER USER MODEL FOR A PUBLIC LIBRARY BRANCH
Library Type
Number
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lie domain Landview software, ESRI has donated copies of ArcView for
this project.
Major tasks that are being conducted to address the ability of public
library users to find the data they need include: (1) spatial metadata stan-
dards analysis and evaluation relative to library cataloging practices; and
(2) development of surveys of casual user spatial information needs.
Two research tasks that directly improve the ability of casual users to
utilize GIS software include: (1) user interface design and software de-
velopment/modifications using ESRI's AVENUE product; and (2) train-
ing material evaluation and development.
This project will review existing GIS interfaces to evaluate their us-
ability by casual users. Based on this evaluation, the researchers will, in
an iterative process, develop, test, evaluate, and modify alternative GIS
designs and applications in an attempt to determine the elements and
components of a user-friendly GIS interface in a public library setting.
Examples include more restrictive or "pre-canned" GIS and more intui-
tive and self-training user interfaces and hypermedia in providing access
to GIS data.
Although the PLUS+GIS project is research-oriented, it does include
actual placement of GIS and digital spatial data sets into a public library
setting. PLUS+GIS addresses the major GIS implementational issues for
libraries derived from Tables 1 and 2 by taking the following steps:
1 . Library staffing is supplemented with trained geography undergradu-
ate students from Florida State University. These students were vol-
unteering in the Map Resource Center (MRC) in the Leon County
Public Library. The MRC is a collection of hard-copy maps acces-
sible to the general public.
2. Training for library staff as well as to the geography students is pro-
vided on a regular basis by the staff of the Spatial Analysis, Research,
and Training (SART) Program at FSU. SART staff also visits the li-
braries regularly to evaluate the process of the study and the imple-
mentation of the GIS in each of the libraries.
3. All of the participating libraries have a state-of-the-art computer con-
figuration as of early 1995.
4. The user constituency groups have been identified to be local citi-
zens who are interested in accessing local planning data. The Leon
County Growth and Environmental Management Office is actively
working with the FSU team to place their spatial data sets on a GIS
workstation in the local public libraries.
5. The introduction of the GIS to the library patrons has been carefully
planned. Because the placement of the GIS in each of these public
libraries is part of a larger research project, a careful evaluation of
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the steps and procedures being undertaken is occurring. In addi-
tion, there is a one-month "break-in" period of the GIS for the public
librarians prior to the official announcement of the GIS software to
the general public.
CONCLUSION
The introduction of GIS into the public arena has been met with
both success and failure in libraries. With the decreasing costs of hard-
ware, costs are disappearing as a major barrier to providing this type of
service to library patrons. The issue is more whether the library should
provide such a service and, if so, exactly how much is adequate.
This paper identifies the major problems that have been encoun-
tered by some of the pioneering libraries in this arena, as well as some of
the advice that such libraries would provide to others contemplating simi-
lar actions. From this information, a flowchart was developed to assist
librarians in making a decision for their own particular situation.
Part of the problem with the introduction of GIS into a public li-
brary setting is that there has been very little research on ways to make
accessing and use of digital spatial data easier for the casual data users, a
category into which most public library users would fall. The PLUS+GIS
project housed at Florida State University addresses this need.
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1. Please describe the computing environment in which your (ARL)
GIS library project resides-i.e., is it networked, stand-alone, etc.?
2. Please estimate the relative percentages ofyour clientele in your GIS
library project.
PUBLIC % SCIENTISTS/RESEARCHERS %
BUSINESS % ORGANIZATIONS %
STUDENTS % OTHERS: %
3. How long has your library had GIS software in the library for your
client's use?
4. Which GIS software packages do you have?
5. What other type of map-making/displaying type software (e.g.,
Landview, Street Atlas) do you have within your facilities?
6. How often is the GIS used during an average day?
By how many individuals?
7. What digital data sets are you making accessible to your GIS users in
the library?
8. What is the most frequently-used data set?
9. Is there a most frequently-requested data set that you do NOT have
available?
10. Is the GIS workstation connected to the Internet? Yes No
1 1 . Do you use or are planning to use the GIS for library management
or library planning?
12. What is the amount and type of training that is provided to librar-
ians who support the GIS system for your clientele? From whom was
the training material obtained?
What is the amount and type of training that is provided to your
clientele who may wish to use the GIS? From whom was the training
material obtained?
1 3. Who provides the technical support for the GIS hardware/software?
14. What has been the greatest problem with the GIS implementation
in your facilities?
15. What would be your advice to other libraries that are introducing
GIS to their clientele?
1 6. (For ARL Libraries Only) Are you supporting or providing any tech-
nical assistance to any public libraries as part of your project?
17. Do you know of any other libraries, especially public libraries, that
are using GIS?
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ANNE WATTS
The St. Louis Public Library's Electronic Atlas:
A Successful GIS Application in the
Public Library Environment
In 1974, the U.S. Census Bureau published a collection of thematic
maps from the 1970 census. The maps found a wide audience during
the decade. However, the bureau did not produce a companion setfrom
either the 1 980 or 1 990 censuses. Other organizations have responded
to the demands of data users with comparable products. Rather than
producing a published set of thematic maps, the St. Louis Public Library
(SLPL), with the Illinois State Data Center at Southern Illinois Univer-
sity at Edwardsville, decided to produce an electronic set ofthematic maps
using 1990 U.S. Census data. The St. Louis Public Library 's electronic
atlas began with clearly defined goals, modest expenditures, and a wide
range ofcommunity partnerships. As the electronic atlas enters its third
year of operation, it is possiblefor the participants to discuss the compo-
nents of a successful implementation of Geographic Information System
(GIS) technologies in a public library environment.
The St. Louis Public Library (SLPL) dates its beginning to the Public
School Library Society of St. Louis, which was established on February 3,
1865. Shortly after its founding in 1865, the library was designated a
federal depository library, making St. Louis Public Library the oldest such
depository west of the Mississippi River. The library's federal document
collection is one of the oldest and largest in the region, numbering ap-
proximately 1.5 million items including approximately 110,000 paper
maps.
As part of its mission, the library has actively worked within the St.
Louis community to see that the public is made aware of the riches in its
collections. The library pioneered in the utilization of electronic data-
bases by the public, placing its catalog in high schools, public agencies,
and other community facilities across the city and encouraging public
dial-in to the library's catalog through desktop. The library provides public
access computers to both children and adults for activities ranging from
word processing to full-text and bibliographic database searching. In
addition, the library has actively worked within the St. Louis community
to see that the public is made aware of the resources in its local, state, and
federal document collections by conducting community workshops, train-
ing sessions, and participating in the data user community.
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At the same time, the Illinois State Data Center Cooperative pro-
gram, located in Regional Research and Development Services (RRDS)
at Southern Illinois University-Edwardsville, has aggressively pursued a
data dissemination partnership arrangement with the St. Louis Public
Library and other libraries in downstate Illinois and eastern Missouri.
Both institutions are active participants in the St. Louis metropolitan data
user community with memberships in such groups as the United Way
Research Committee; the American Statistical Association, St. Louis Chap-
ter; and Midwest Gateway Chapter of the Urban and Regional Informa-
tion Systems Association (URISA).
The St. Louis Public Library's Decennial Census collection dates from
1790. Many of these earlier publications continue to be important refer-
ence sources years after their original publication. One such publication
followed the 1970 census when the U.S. Census Bureau produced a series
of thematic maps using popular census data items. The maps were pub-
lished under the title, Urban Atlas, Tract Data for Standard Metropolitan Sta-
tistical Areas: St. Louis, Missouri Illinois (U.S. Bureau of the Census, 1974)
and contained topical colored maps at the census tract level. The maps
classed and displayed data reflecting a range of themes of interest to ur-
ban demographers. These maps were used in a variety of census data
applications to illustrate the spatial distribution of special population
groups, trends in population change, and interrelationships among classes
of census variables. Typically, library users would photocopy the maps
and incorporate the graphics in reports and presentations. The colors
used in the maps were sufficiently different to allow black and white pho-
tocopying and reduction.
The urban atlas was a very successful product. The collection of the-
matic maps allowed users to illustrate data and conceptual points graphi-
cally, and the tract reference maps provided a handy resource for identifying
geographic area locations by census tract number. Unfortunately, the Cen-
sus Bureau did not produce companion sets ofmaps following the 1980 and
1990 censuses. However, because of its popularity, ease of use, and ease of
comprehension, other users and disseminators of census data thought it
important to undertake the task of producing an atlas product. The East-
West Gateway Coordinating Council (EWGCC), which serves as the major
transportation planning agency for the St. Louis metropolitan area, produced
a two volume set of maps following the 1980 census which went beyond the
data elements and urban geographical components of the bureau's 1970
urban atlas (EWGCC, 1982). EWGCC's urban atlas extended mapping cov-
erage to the less urbanized counties of the metropolitan area. The themes
depicted in the maps were also expanded.
For 1990, the St. Louis Public Library and Regional Research and
Development Services at Southern Illinois University at Edwardsville
planned to produce an urban atlas which would replicate many of the
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same maps found in the bureau's 1970 urban atlas and East-West Gateway's
1980 urban atlas.
As the SLPL and RRDS began to work on the 1990 version of an
urban atlas, several questions and concerns emerged from the discus-
sions. First and foremost was the cost of a paper product. Second, ques-
tions arose about the classing of the census variables. With the availabil-
ity of Geographic Information System technology, it became easier to
experiment with a wider range of classing schemes, and the system devel-
opers anticipated that users would want to utilize these options in the
preparation of their maps. Third, the amount of data that would be
mapped in a paper atlas was limited to a few tables from the complete
count and sample tape products.
With the intent of providing as much data as possible, it became ob-
vious that there would be requests for other thematic maps and, ultimately,
the additional data compilation would be more beneficial to users than
only maps by themselves. For these reasons, the development of a paper
1990 urban atlas became less of a priority and, indeed, took a back seat to
data processing and planning operations for the release of tapes and CD-
ROM census products following the 1990 census.
A number of significant developments took place in the Geographic
Information System software market during 1992. The cost of GIS soft-
ware became less expensive, and the capabilities in GIS toolboxes were
increasing. Several software developers choose to segment their GIS soft-
ware markets by offering desktop mapping products to be used with their
GIS toolboxes. One of these companies was Environmental Systems Re-
search Institute (ESRI) . With the availability of tract maps in digital form,
census data in machine readable form, and software to display both forms
of data, the idea of generating an "electronic atlas" began to take shape.
The St. Louis Public Library had planned a large map exhibit high-
lighting maps from its own collections for fall 1992. As part of the "Roads,
Rails, Rivers, and Rifles" exhibit, the library wanted to look at the possi-
bilities of electronic mapping. Plans for the exhibit called for worksta-
tions that provided the public with an opportunity to work with several
commercial software atlases. The St. Louis Public Library Electronic Atlas
was to be the highlight of this display.
In July 1992, a formal proposal was made to create an electronic atlas
of census tract maps and data from the complete count and sample com-
pilations. The electronic atlas has been limited to St. Louis City and County
census tract data and maps. As the original concept was developed, the
electronic atlas was to have thematic displays of census tract data allowing
for the addition of new levels of geography or data over time. The bud-
get required that we minimize system development costs, assuring a more
cost-effective solution than hard copy color maps.
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One additional requirement of the library system was that it needed
to be both user friendly for the novice computer user while offering an
environment appropriate for those more experienced in using a GIS.
Unlike most other GIS workstations, this one was to be in a public area
and would be accessible on a walk-up basis to library patrons of all ages
and skill levels.
To implement an electronic atlas for general public use, the St. Louis
Public Library purchased an IBM-compatible computer with the follow-
ing features: an 80486-50mhz CPU with SMbytes of random access
memory, a 211Mbyte hard disk drive, two floppy drives, one parallel and
two serial ports, a tower case, a keyboard, a mouse, a 15 inch 1024 x 768
noninterlaced monitor, and a Windows accelerator video board. In addi-
tion to the hardware, SLPL purchased DOS 5.0, Microsoft Windows 3.1,
ArcView (ESRI), and two Arc/Info digital map bases. This configuration
was bundled as an ArcView Turnkey System by RRDS-SIUE with software
and data installation, delivery, and two hours of training.
The library selected the street maps and address databases for St.
Louis City and St. Louis County as their base maps. Although the St.
Louis Public Library district is the same as the city of St. Louis, many data
needs overlap political boundaries. The Regional Commerce and Growth
Association of St. Louis (RCGA) had digital census tract maps and street
maps prepared by RRDS-SIUE using Arc/Info and the same TIGER data.
The digital data were made available to the library gratis. This provided
the capability of overplotting census tract outline maps on top of the
street base maps.
The ArcView software contains a special capability for building and
saving maps or thematic "views" of tabular data. With this capability, the-
matic maps were created and stored as data files. The thematic maps are
available to the user through program groups and program items in the
Windows environment. The series of census data views are organized by
city and county. The view and data dictionaries are organized in a sepa-
rate program icon grouping, assuring ready access to needed documen-
tation. In addition to views of census data, other geographic data prod-
ucts have been incorporated. With ArcView's ability to display satellite
imagery, a spectrally enhanced Landsat Thematic Mapper image and a
SPOT Image Corporation panchromatic image of a portion of the St.
Louis metropolitan area were included.
Initially, access to the full range of functions available on the system
was unlimited. The library staff soon determined that some limitation of
patron access to system functions was essential e.g., limiting the ability
to change predefined maps/views, changing tabular data, and changing some
of the system defaults through access to DOS. The pull-down menu options
on the menu bar (just below the Program Manager banner) have been al-
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tered to restrict user access to DOS and the Windows environment. Users
cannot alter predefined views, spatial data, or tabular data. These changes
were made incrementally over the first two months that the system was in
place. The present limitations seem adequate to both protect the system and
provide users with the full range of options necessary to produce the types of
maps needed. Such limitations are essential for user and general system
success in a public environment such as the library's.
Using the system is relatively straightforward. By double clicking on
a program group, program icons become available to the user, the ArcView
program is executed, and the corresponding view is automatically brought
to the screen. With the street base maps and the address indexes for both
St. Louis City and County, the electronic atlas provides users with the
capability ofperforming address location queries and creating point maps
from address data sets. By choosing the Street and Address Index icon,
the system makes the address index available. Selecting the mailbox icon
in the graphics window and typing in an address will generate a screen
with an arrow pointing to the block of the address requested in the query.
Although reference mapping and address location queries are im-
portant features of the system, the main purpose is to give users access to
census data in a way that is easily understandable and supportive of addi-
tional database querying. This is the system's strong suit. Using the iden-
tification function in the toolbox, a user can move the arrow to any cen-
sus tract polygon on the screen and view the corresponding database
record. Also, it is possible to view the entire database while a particular
view is displayed.
The system is also able to overplot tract boundaries and select records
using spatial criteria or by simply pointing to a feature in the graphics
window. Taking this a step further, the electronic atlas can be used to
perform simple spatial analyses. For example, a user may wish to deter-
mine the total population within a one mile radius from a given address.
The electronic atlas could be used to identify the address, overplot cen-
sus tracts, and then select tracts within one mile of the address. Statistics
would then be generated on total population from selected tracts within
the mile.
An extremely powerful element of ArcView and the electronic atlas
is the capability to display satellite data of portions of St. Louis City and
County from classified SPOT and Landsat imagery. With rectified imag-
ery, registered to the same ground-based coordinate system as the census
tract and street base maps, it is possible to plot the tract or street maps on
top of the imagery.
During the first few months of operation, the system was used largely
by patrons from the not-for-profit community, students working in the
health care field, and small business developers working on business plans.
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Many patrons have required staff assistance working with the system. Oth-
ers, however, have been able to proceed quite independently. If patrons
understand Windows, they can learn to use the system quite easily; those
without computer and Windows experience have a more difficult time.
Staff help new users get started and oriented to census geography
and the concept of a Geographic Information System. Very few patrons
of the library are aware of GISs and the potential of the electronic atlas
for assisting them in answering questions. Many have returned after an
initial successful experience. Staff assist patrons by suggesting views and
legend classifications. For branch patrons and those who cannot or do
not want to operate the system, we prepare maps. When users have more
complicated data requests or require more functionality than we are able
to offer, they are referred to the Illinois or Missouri State Data Centers.
They, in turn, refer users to the library when our system will meet their
needs.
The library began the project with limited and well-defined goals.
The focus of the system was to provide census maps and data that would
facilitate the various types of analyses and uses of census tract data. The
prearranged thematic views of the more commonly used data items are a
recognized limitation. However, offering system users the ability to change
classing schemes has compensated for some of these limitations. The
developers have also realized that storage and data access was a finite
resource. Not all spatial data could be offered on the system with the
immediate access that we sought. Because we were able to leverage re-
sources, obtaining data gratis from other community information sources,
especially the Regional Commerce and Growth Association, we were able
to minimize library costs.
Several other internal organizational issues played a part in the suc-
cess of the project. The electronic atlas was developed jointly by the li-
brary staffwho know about user requests, and the State Data Center con-
sultant who knows about GIS and ArcView. In addition, the project had
an internal organization champion who was a principal in all phases of
project development. Keeping the system open to the public was en-
dorsed strongly by the professional GIS community and the library ad-
ministration. The library administration was also kept informed during
all stages of project development. They were asked about the project
when away from the library and were proactive in thinking about the
electronic atlas when developing information to share about library ser-
vices. Implementation of the electronic atlas produced software tech-
nologies which were useful to other open-access data systems in the li-
brary. Finally, and critical to the ongoing success of the project, the li-
brary has received support from various professional communities and
library constituencies who have maintained interest in the project.
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The library views the electronic atlas as only one component of a
larger cartographic database. The staff continues to explore the possibil-
ity of using the maps available on ArcUSA for indexing portions of the
library's map collections. An in-house index to the paper map collec-
tion using askSam has been prepared. The electronic atlas has become a
natural extension of St. Louis Public Library's electronic information dis-
semination program. ArcView has enabled the St. Louis Public Library
to "create" a reference tool, much as we would have purchased a refer-
ence book in earlier, less interesting, times.
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Digital Spatial Data of Illinois on CD-ROM,
Department of Energy and Natural Resources
INTRODUCTION
The Illinois Department of Energy and Natural Resources (ENR)
and its divisions, the Illinois State Geological Survey, Illinois Natural His-
tory Survey, Illinois State Water Survey, Hazardous Waste Research and
Information Center, Office of Research and Planning, and Illinois State
Museum, have been actively involved in the use and application of GIS
technology for over ten years. A significant result has been the develop-
ment of one of the most comprehensive spatial digital databases, at the
state level, anywhere in the country. In order to make this information
more accessible, many of ENR's statewide data sets were published on
CD-ROM in April 1994.
This publication is the first of its kind in the country from a state
perspective. It signifies technological advancement, but it also reflects
the evolution ofan institutional attitude toward data, specifically that data
of this type are a resource to be shared and utilized by citizens and groups
with an interest and concern for Illinois, its people, and its resources.
This publication is intended to make this valuable and dynamic resource
more accessible and available to other state agencies, libraries, schools,
public interest groups, and the private sector. An anticipated effect will
be to increase knowledge and consideration of geography relative to the
state's people, resources, and related issues. Virtually all aspects of the
built and natural environments in which we live have spatial components.
The data contained on this CD-ROM provide a basis for integrating these
spatial components into research, education, and management.
DEVELOPMENT
Data sets contained on the CD-ROM were primarily constructed on a
project by project basis in response to programmatic needs of the divisions
of ENR. Others particularly infrastructure, hydrography and census
*This article was reprinted with permission from Illinois GIS and Mapnotes, Volume 12, Num-
ber 1, Fall 1994. Publications Department, Center for Governmental Studies, Northern
Illinois University, DeKalb, Illinois, 60115.
fPresenter and evaluator of the paper at the conference.
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tracts were derived from U.S. Geological Survey or U.S. Bureau of the
Census data files. While some modifications were made specifically for
this publication, none of the data were produced simply for inclusion on
the CD-ROM. Rather, they have been used extensively for more than ten
years by all ofENR's divisions for basic research and in response to project
needs. The data contained on the CD-ROM represent thousands ofhours
of time and effort when all aspects of data collection, validation, and trans-
lation are considered. Most of the information is at a scale of 1:100,000
although scale varies depending on the map layer. Data at a scale of
1:100,000 are suitable for regional and local, but not site specific analysis
and use. National map accuracy standards equate to a positional error of
167 feet at this scale.
CONTENTS
















Interstate, State, US Highways
House Districts
Landfills
Public Water Supply Intakes
Quadrangle boundaries
7.5 x 7.5 minute series
30 minute x 60 minute series
1 degree x 2 degree series
* These data are duplicated by county
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Data sets of particular value and interest, all of which were developed
entirely by one of ENR's divisions, are discussed in more detail below.
The archaeologic probability map (1:250,000) was developed by the
Illinois State Museum. It depicts areas believed to possess a high
archaeologic potential and is intended for coarse regional analysis. It
has assisted agencies in responding to requirements of the Illinois State
Agency Historic Preservation Act (P.A. 86-707) which mandates state gov-
ernment to preserve, restore, and maintain the historic resources of the
state.
The wells coverage, developed and continuously updated by the Illi-
nois State Geological Survey, is the most comprehensive database of its
kind in the country. At the time of publication, it contained 335,695
individual well and boring locations throughout the state, their well type,
and a unique identification number used to relate back to over sixty fields
of attribute data recorded for each location. The accuracy of location for
most features is considered to be +/- 100 feet.
The Illinois Natural History Survey created the map layer of Illinois
Natural Areas (1:24,000) and Illinois Nature Preserves (1:24,000) as iden-
tified by the Illinois Department of Conservation. These areas represent
some of the finest of Illinois' natural resources and include areas ofunique
biologic, geologic or natural value.
The Illinois State Water Survey developed the unincorporated flood
zone boundaries (1:12,000, nominal) data set for all of Illinois. Federal
Insurance Rate Maps (FIRM) and Federal Emergency Management
Agency (FEMA) maps were the primary source for this map layer. The
solid waste landfill sites active in 1993 represent a subset of a much larger
database, the Inventory of Landbased Disposal Sites, maintained by the
Hazardous Waste Research and Information Center.
The 1992 Census data provide a comprehensive assessment of basic
demography and ethnicity at the census tract level for the entire state.
The Office of Research and Planning also contributed the legislative
boundaries for State Senate and House districts as of 1992.
The roads, railroads, hydrography, and utilities coverages were de-
rived from USGS Digital Line Graph files. Significant value was added by
receding the attribute values to facilitate use. The roads and railroads
coverages have both been updated. All major highways, as of 1993, were
added to the roads coverage while railroads were updated as of 1991 and
* These data are duplicated by county
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include active/abandoned status and ownership. Documentation, based
on the Federal Geographic Data Committee Spatial Metadata Standard
(draft ofJanuary 25, 1994) is included on the CD-ROM for each layer.
LICENSING AND LIABILITY
The data, with the exception of the wells coverage, are not explicitly
copyrighted. However, the licensing agreement request states that data
are not to be redistributed without prior knowledge of ENR. Liability
concerns are addressed in the licensing agreement which states, in part,
"the burden for determining fitness for use lies entirely with the user."
FORMAT AND AVAILABILITY
Data included on the CD-ROM were produced usingARC/INFO from
ESRI, Inc., Redlands, California, and are all in ARC/INFO format. This
does not indicate an endorsement of this product but simply reflects the
primary software currently used by ENR and its divisions. ARC/INFO,
ArcView, or ArcView2 software on a UNIX workstation with a CD-ROM
drive are required to access the map information. The CD-ROM also
works on Macintosh computers running ArcView2. While this does not
address the needs of all potential users, it does provide a "plug-and-play"
product that can be used immediately, assuming proper hardware and
software environments. A copy of the CD-ROM is available, free of charge,
to government agencies, schools, and libraries, and at a charge of $100 to
the private sector and private individuals.
ENR is dedicated to the maintenance and improvement of these data
and welcomes any comments about their content, format, or utility. People
interested in additional information should contact Sheryl Oliver, GIS
Manager, Office ofResearch and Planning, 325 West Adams Street, Spring-
field, Illinois 62704 (217) 785-7575.
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