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A recent generalization of the classical Priifer transformation to fourth order 
differential equations encountered singularities which limited such trans- 
formations to specific classes of self-adjoint boundary value problems. This 
paper shows that these singularities are removable and extends such trans- 
formations to the general self-adjoint equation of order 2n. 
1. INTRODUCTION 
In a series of recent papers, Banks and Kurowski [l-3] develop a Priifer-type 
representation for solutions of certain boundary value problems associated with 
self-adjoint fourth order differential equations. The motivation for their work 
is the classical Priifer representation 
6’ = i cos2 0 - p. sin2 8, 
Y’ = Y 
( 
1 
_ +p, 
Pl 1 
sin ~COS e, 
for solutions of the Sturm-Liouville equation 
-(p&) 24’)’ + PO(X) u = 0; Pl(4 > 0, 
(1.1) 
(1.2) ~ 
(1.3) 
which is obtained by the transformation 
U(X) = Y(X) sin e(+ (pqx) = +) cos ecx). (1.4) 
Their generalization of (1.4) to fourth order equations involves the intro- 
duction of three angular functions, e(x), F(X), and 4(x) in place of the single 
function e(x) required in the second order case. While certain features of (1 .l), 
(1.2) are retained, two basic difficulties arise in this process: First, the differential 
equations for O’(X), p’(x), and f(x) are mixed in the sense that, for example, 
0’ = fh, 0, y, +, 4 
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in place of (l.l), which is of the form 0’ = f(~:, 8). Furthermore, while in the 
case of (1.4) we have 
J (yg) = --I.(x) # 0, 
in the fourth order case the corresponding Jacobian may vanish at certain 
isolated values of X. This latter difhculty is met in [l-3] by restricting attention 
to a class of boundary value problems for which such singular points can be 
precluded in the interior of the interval under study and by means of limit argu- 
ments at the end points of the interval. 
In Section 2 of this paper we shall give a slightly different generalization of 
(1.4) to fourth order equations, one which lends itself more naturally to further 
generalization to equations of order 2~2. The vanishing of the associated Jacobian 
is studied in terms of singularities of a first order differential system corre- 
sponding to (l.l), (1.2). In particular, it will be shown that these singularities 
are “removable” in the sense that the corresponding Prtifer transformation can 
be made valid in any interval in which the coefficients of the differential equation. 
being represented are sufficiently regular. In Section 3 an extension to the general 
real selfadjoint equation of even order is considered, while various applications 
of this representation are discussed in Section 4. 
2. THE FOURTH ORDER PREFER TRANSFORMATION 
We consider the selfadjoint fourth order differential equation 
L[u] 5.z (p,(x) d)” - ( pl(x) 24’)’ + p&x!) u = 0, (2.1) 
where p2@j > 0 and pk.(x) is of class Ck+l in an interval [a, b), a < b < co. 
In place of (1.4) we consider a representation 
ul = u(x) = rl(x) sin &(.x); VI = -(p2(x)u”)’ $ pl(x)d = Q(X) cos e&Y), 
u., = u’(s) = T&c) sin e&x:>; v2 = p2(x)uS = T&z) cos B,(x). (2.2) 
One readilv calculates that 
(2.3) 
so that (2.2) can be inverted whenever TV TV # 0. To find a representation 
for 4 , 0, , lpl , and r2 in terms of .zcl , zd2 , nr , and ~a , we note that 
B,(x) = arctan uk/+ , k = 1,2. (2.4) 
r-,$(x) = z&2 f Vk2. (2.5) 
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Since ui = u2 and vi = p,u, , 
= -p, sin2 0r + 2 cos 0, sin 0s ; 
71 
since u6 = ( l/pe) ‘us and vi = -vI + p,u, 
e; = v2u; - 2424 = (llp2) v22 - %-v1+ PlU2) 
+ vz2 Y2’2 
= L co9 8, - p, sin2 f12 + 2 cos 0, sin t12 .
P2 d 
Also, (2.5) yields 
7; = 
u+; + v1v; UlU2 +Powl 
Fl = Tl 
= p,r, sin e1 cos e, + r2 sin 8, sin e2 
while 
u,u; + 7&v; 
y.;;=-------- U/P,) U2'uP + Z'2(-% +P,u2) 
r2 72 
= (i/p2 + p,) r2 sin 8, cos 8, - rl cos el cos e2 . 
(2.6) 
(2.7) 
(2.8) 
The system (2.6)-(2.9) clearly enjoys both existence and uniqueness of solution 
as long as rl(x) # 0 and ~~(3) f 0; however, the first point x1 > a at which 
(2.3) vanishes constitutes a singular point which threatens to limit the repre- 
sentation (2.2) to the interval [a, x1). 
Our first observation is that the rk(x) and rf(~) can be continuously extended 
past X, by means of a device introduced by Taam [4]. Noting that the sign of 
Y(X) is not determined by (2.5), we assume that the first zero of (2.3) occurs at 
a point x1 at which rr(~r) = 0 and define 
R,(x) = -(u12 + v12)1’2 
= +(q + vly 
for x < XI 
for x > x1 ; 
(2.10) 
R2(x) is analogously defined near the first zero of r2 . Then, as shown in [4], 
R:(x) exists, satisfies R;(x,) = (u;(~r)~ + ~~;(~r)s)r’s, and is continuous at x = x1 . 
By continuing to alternate the signs of RI(x) and R2(x) at successive zeros of 
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rr(~) and rs(x), respectively, one obtains a pair of continuously differentiable 
functions .Rr(x), &(zc) satisfying 
R; = poR, sin 8, cos t& + R, sin 8, sin 0, r (2.8)’ 
R; = (lip.2 - ~1) R, sin 0s cos 6s - K, cos b, cos 6, , (2.9)’ 
as long as B,(X) and O,(X) exist. We therefore specify R,(x) and RI(x) as the appro- 
priately signed versions of vr(2c) and rs(x) defined in (2.2). 
To establish the existence of 0, and 0s , we assume R,(x,) = 0 and twice 
apply L’Hopital’s rule to (2.6) to get 
_ ~imzdPo/P2f ulvz - P&v5 - PI) Zlg2] 
2 lim2+z1[uBz + ( Po(~)~~l)“l 
= -$p&). 
Similarly if Rg(xJ = 0 we have 
If the Q;(x) are so defined at the zeros of Rk(x), then 19;(x) and 0;(x) are continuous 
in [a, b) and the solutions of 
6; = -9, sid O1 + -$ cos 8, sin 8, , 
1 
(2.6)’ 
1 
0; = - CO2 OS - p, sin” 0, + -$ cos i$ sin 0, P, 2 
(2.7)’ 
can also be continued through the zeros of Rl(&x) and &(x). We summarize this 
discussion as follows. 
THEOREM 2.1. Let u(x) be a solution of (2.1) for a < x < b < CD and EeL 
fjl , 0, , R, alzd R, be determined by 
u(x) = R,(x) sin e,(x); -(p;(x)u”)’ + pl(x)z’ = R,(x) cos B,(x), 
u’(x) = R,(x) sin 0,(x); p,(x)u” = Rp(x) cos B&& 
(2.2)’ 
azd the sign convention indicated by (2.10). Then 0, , 19, R, , amd R, have con- 
tinuous first derivatives satisfying (2.6)‘, (2.7)‘, (2.8)‘, and (2.9)‘, respectively, 
fova,(x<b,(m 
Theorem 2.1 has a simple geometrical interpretation. With rlr(r) and v,(x) 
282 KURT KREITH 
defined by (24, [v(4, ~(4 can be represented by a smooth continuous 
trajectory in the (U i , vi)-plane. However, when rr(xr) = 0 this trajectory passes 
through the origin, and if we insist on representing I.(X) by a positive (or negative) 
function on both sides of x1 , then B,(x) = tan-l(n(x)/u(x)) will jump by rr 
at x1 ; however, if we insist that R(x) change sign at x1 , both X(x) and e’(x) 
exist and remain continuous at x = x1 . Similar remarks apply at the zeros 
of ~a(%) in the (~a , v,)-plane. In this, connection it should be noted that such 
trajectories necessarily pass throzcgh the origin at zeros of r(x) in the sense that 
for nontrivial solutions of (2.1) both ur and zli cannot have simultaneous double 
zeros. For example, if .%(x1) = u;(x~) = ztr(xi) = 0, then v;(x~) # 0, whereas 
if ur(~i) = v,(x,) = nU;(xi) = 0, then &(x1) # 0. These observations follow 
readily from the definitions given in (2.2). 
Returning now to the system (2.6)‘-(2.9)‘, we have established the existence 
of solutions 19~ , 0s , R, , R, in [a, b), but not their uniqueness. Without this 
property it is possible that, in addition to the solution constituting the generalized 
Prtifer representation of (2.1), this system possesses other solutions which do 
not represent solutions of (2.1). 0 ur next theorem will show this to be impossible. 
THEOREM 2.2. If d,(x), -9,(x), R,(x), and R,(x) satisfy the system (2.6)‘-(2.9)‘, 
and ifu(x) = R,(x) cos Bl(x), then u(x) satisfies (2.1). 
Proof. From (2.2)‘, (2.6)‘, and (2.8)’ it follows that 
d = R; sin 61, + R, cos e,O; 
= (p,R1 sin 0r cos 0, + R, sin 0i sin 0,) sin 0i 
+ R, cos 01(-p,, sin2 Q1 + (R2/R1) cos 0, sin 0,). 
Proceeding to calculate u”, -((l/p,) 21”)’ + piu’, and L[u] in this way, a direct 
substitution shows that L[u] = 0. Since solutions of L[u] = 0 are uniquely 
determined by an appropriate set of initial conditions, the same is true of 
the system (2.6)‘-(2.9)‘. 
3. EQUATIONS OF EVEN ORDER 
The considerations of Section 2 now extend readily to the self-adjoint 2nth 
order differential equation 
L[u] G i (-l)QkU(k))(~) = 0, 
k=O 
(3.1) 
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where plc(x) > 0 and each Pi is of class P-r in an interval [a, b), a < b < co. 
Motivated by the identity 
we define 
uk = &-l)(x) = rk(x) sin B,(x), k = l,..., n, (3.3) 
and (switching the roles of j and k) 
‘L’~ = 2 (-l)j+Qp(j))(j-*) = TV cos e,(~), k = l,..., n. (3.4) 
Under this transformation 
(3.5j 
and we again encounter singularities at the zeros of the rTc(x). Otherwise (3.31, 
(3.4) can be inverted to yield 
Ok tan-r(zC&+J, k = l,..., n, (3.6) 
rk2 = I&‘2 + VL2, k = I,..., 8. (3.7) 
As in Section 2, we eliminate the ambiguity in sign of rt;(x) by defining 
R,(r) = +(u,” + Vk ) 2 iI2 and requiring R,c to change sign at the zeros of rH . 
Such a definition also makes R,(x) continuously differentiable in [u, b). 
Consider now the results of differentiating (3.6) and (3.7): 
e; = 
vg& - q.v; 
Ub2 + Q2 I 
k = l,.,., n? 
R;= 
u$l;, + .v$.$ 
R. > k = l,..., n. 
h 
In order to transform these into a first order differential system in 0, ,..., 0% ) 
R 1 >--., R, , we note that from (3.3) and (3.4) 
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These identities yield 
s; = VlU2 -AIf R2 =- 
fJ12 + VI2 
PO sin” 8, + - cos 8, sin 0s , 
Rl 
0; = wk+l- %(-%-I +p,-1%) 
Uk2 + Vk2 
Rk,l R = -p,-, sin2 8, + R, cos Ok sin ek+l + F cos ekml sin 8, ; 
k (3.8) 
k = 2,..., n - 1, 
0, = (l/Pn) ‘7~~ - %(--an-, + Pn-l%L) 
n 
%z 2 + vn2 
R2-1 = $ c0s2 en - p,-, sin2 en + R cos en-, sin en , 
72 72 
and 
UlU2 + POVl R;= R = poR, sin 8, cos 0, + R, sin 8, sin 0, , 
1 
R; = 2‘kuk+1 + vk(-ak-, + pk+k) 
Rk 
= pkPIRle sin 8, cos I& + R,,, sin Ok sin Ok+, - R,-, cos Bkml cos Ok ; 
(3.9) 
Riz = (liPn) 
U,D, + .u,(-%-l+ Pn-1%) 
R 1? 
li = 2,..., n - 1, 
= ($ + PM) Rn sin en cos ers - R,-, cos en-, cos en . 
The continuity of O,(x) can again be attained by defining 
at zeros of R,(x). 
In this way we can establish the validity of the representation (3.3), (3.4) for 
a < x < b and withouttrestricting our attention to solutions of special boundary 
value problems as was required in [l-3]. 
4. EIGENVALUE PROBLEMS 
We now consider equations of the form (3.1) and, more generally, 
L[u] E (-l)“(pk(X)u(yk) = A,(x)24 (4.1) 
k=O 
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subject to self-adjoint boundary conditions of the form 
uk(a) cos 01~; + uk(u) sin cr, = 0, k = I,..., n, P-2) 
u,(Z) cos Pk - ~~(1) sin pn: = 0, k = l,..,, n. (4.3) 
Here p(x) is to be continuous and positive in [a, E) so that the eigenvalues of 
(4.1)-(4.3) can be obtained by applyin, 0 the minimax theory to the Rayleigh 
quotient 
Having removed the singularities in our generalized Priifer representation, 
it follows that a solution U(X) of (4.1) satisfies (4.2), (4.3) if and only if 
6,(a) EC -ozk 
0,(Z) = Pk 
(mod 4, 
(mod z), 
(4.5) 
without the imposition of sign restrictions on the tik and ,& such as were required 
in [2]. Furthermore, we are able to generalize the comparison theorems of [2] 
as follows. 
THEOREM 4.1. Let u(x) and U(x) be solutions of 
L[u] = 5 (-l)“(pI,(x)zq(~) = 0 (4A) 
k=O 
and 
E[U] = f (-l)“(Pk(x)u’“‘)‘~’ = 0, 
k=O 
(4.7) 
respectively, satisfying (4.2) for k = l,..., n and (4.3) for k = 2 ,..., n. Let i$(xj 
and O,(x) be the corresponding phase fumtions detemnined by (3.6) and (3.‘ij, 
respectit)ely. If 
then 0,(Z) < O,(Z) f 0Y all 1 > a, zuith equality if and 0nZy if PC(z) = P,(x) in 
[a, Z] for k = 0 ,..., n. 
Proof. As in [2] we define pIcZp = pPE + (I - p)pk, where 0 < p < 1, 
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so that the p,,, are nonincreasing as functions of CL. Denote by UJX) a solution 
of 
i. (-l)“(pk,Ll,(,),(k.))(li) = 0 (4.8) 
with corresponding phase function &(x). Writing @i,,(Z) = plSp , we see that 
u, is an eigenfunction of 
Jig (-l)“(p~:,,(x)u(~))(“) + (1 + po,u(x))u = AU, 
uk(u) cos at + z+Ju) sin ak = 0, k = l,..., II, (4.9) 
zig(Z) cos /Tk - v,(Z) sin j3, = 0, k = l,..., n, 
corresponding to h = 1 when /31 = /3raU . If h = 1 is the Nth eigenvalue of 
(4.9) (counted according to multiplicities), we write ;(&, /I,,,] = 1. When p 
is replaced by v (1 2 v > p >, 0), we similarly obtain a solution yy(x) of 
(4.8) such that e,,,(Z) = PI,” and yy is an eigenfunction of (4.9) corresponding 
to &[v, /3r,J = 1. If A,&, /3r,,] is simple, then for [ Y - p 1 sufficiently small, 
X,[V, ,E&J is also simple with J/l = ZV, and we denote this common value by 
fl, M = m = iV. If X&, p,,,J has multiplicity nz > 1 then there exists an 
integer fl such that hNb, &J = 1 for N = N, m + l,..., fl+ m - 1. In this 
case, for [ v - p 1 sufficiently small we have y”(x) an eigenfunction of (4.9) 
corresponding to X,,,[V, &] = 1 where M =m or fi+ 1 or ... or m+ m - 1. 
However, we are free to replace y,(x) by any other eigenfunction corresponding 
to a X,&, /3r,,] = 1 and in this way assure that M = fi = m where 
m < N” < m + 1~ - 1. Now making use of well-known variational properties 
of the Rayleigh quotient (4.4) (see [2]) we note that 
with equality if and only if plC(x) = PJx) in [a, I] for k = O,..., n. Also, since 
&[v, p] is a strictly increasing function of & we cannot have pl,V < a,, if v > p 
and 1 v - p / is sufficiently small. Thus is,,, > fir,, for 1 > v > p > 0, and 
in particular 
for all Z > a, with equality if and only if pk(x) 3 PTC(x) in [a, I] for k = O,..., n. 
The other comparison theorems of [2, 31 now allow similar generalizations. 
Replacing p,,(x) by pa(~) - +(x) in (3.6), (3.7), we obtain a generalized Priifer 
representation for (4.1) with phase functions &(x, X), k = l,..., n. The following 
is a special case of Theorem 4.1. 
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COROLLARY 4.2. Let y(x) b e a solution of (4.1) satisj$zg (4.2) for k = I,...? n 
and (4.3) for k = 2,..., n. Then B1(x, A) is a continuous and strictly increasing 
fw~ction of A. 
The above results clearly carry over to any one of the B,(x) if U(Z) and U(X) 
are defined by (4.2) for K = l,...,n and by (4.3) for Iz f j. If we consider the 
variation of two or more phase functions (by failing to specify more than on.e 
,$ in (4.3)) then the hypotheses of Theorem4.1 assure that 6,(Z) < O,(E) for at 
least one pair of phase functions corresponding to an unspecified pj . Finally we 
can apply these techniques to the case where U(X) and U(x) satisfy different 
boundary conditions of the form (4.2), (4.3) by imposing appropriate inequalities 
among the corresponding specified olg and pk. . 
Other results, concerning the number of zeros of eigenfunctions, make use 
of the special form of the equations in (3.6). In particular, if y(x) satisfies (3.1) 
and y(+l)(xr) = 0, then 0,(x,) = 0 (mod r) and @‘,(x1) = I/p,(x,) > 0. 
Accordingly we have the following. 
LEMMA 4.3. If e,(a) >, 0, then B,(x) > 0 in (a, I). If 0,(x, A) corresponds 
to a solution of(4.1)-(4.3) .luith 0 < 0Ja, A) = an < 7~, then &(i, A) = ‘ylz + mr, 
where yn = /3% (mod rr), 0 < yn < r alzd m is a nontiegati,ce integer. 
Proof. This follows directly from the observation that for solutions of 
(3.1) or (4.1) Qx) > 0 at zeros of y+r)(x). 
THEOREM 4.4. Let A, < A, < ... denote the eigerzaalues of (4.1)-(4.3) with 
corresponding eigenfunctions q(x), ue(x), . . . . If z4yw1) has m, xe~os in (a, E), then 
for m = 1, 2,..., u~~-l) has at most m, + m - 1 zeros in (a, I). 
Proof. Let &(x, &,J denote the nth h p ase function corresponding to Ye. 
Assuming 0 < e,(a, h,) < 7f, it follows that m,,rr < B,jl, Al) < (nz, + 1) 71-. 
Assuming &(a, ha) = &(a, h,), suppose u2 W-U has more than m0 + 1 zeros, 
so that 6?JZ, h8) > (mO + 2) n. Applying Corollary 4.2 to a solution ofL[ y] = hu 
satisfying (4.2) for R = l,..., n and (4.3) for K = l,..., n - 1, we find a x, < X, 
such that 
But then 1, qualifies as an eigenvalue of (4.1)-(4.3) and this contradiction shows 
that UP-‘)(X) h as at most m,, + 1 zeros in (a, I). Proceeding inductively, it 
follows that y:-l) has at most m, + m - 1 zeros in (a, I). 
Remark. If Pm = 0 (mod n) then it follows thaty,(x) has exactly m, + m - 1 
zeros in (n, Z). 
THEOREM 4.5. With & and u,~, as in Theorem 4.4, then for k = I,..,, re, 
288 KURT KREITH 
Hz-“‘(x) has at most m, + m + k - 2 zeros in (a, I). In particular, u,(a) has 
at most m, + m + n - 2 zeros in (a, I). 
Proof. If u,:+ h as m, + m + K - 1 zeros in (a, Z), then by k - 1 appli- 
cations of Rolle’s theorem, u, (n-1) has fnIzo + wz zeros in (a, Z), contradicting 
Theorem 4.4. 
In case P,,(X) < 0 in (a, I), the first equation in (3.6) can be used to establish 
similar properties for 
However, these are of lesser interest, and the method of proof is identical, 
so they will be omitted. For the case 71 = 2 and ps(x) < 0, stronger results 
than those of Theorems 4.4 and 4.5 can be obtained [2, 31 if further assumptions 
are made about the signs of 01~ , 01~ , /?r , and 8s . It would be of interest to extend 
these results to the case 12 > 2, but such generalizations do not seem to be 
straightforward. Indeed Eqs. (3.6) suggest that the case tz > 2 is essentially more 
difficult than ?z = 2 in that the differential equations for 0; and 0: have a special 
form which yields monotonicity properties of 0, and 0, , while those for 
8; ,..., g-1 are of a completely different character. Thus the case n > 2 appears 
to be less amenable to analysis by these techniques. 
REFERENCES 
1. D. 0. BANKS AND G. KUROWSKI, Computation of eigenvalues for vibrating beams, 
SIAM J. Numer. Ad. 10 (1973), 915-932. 
2. D. 0. BANKS AND G. K~ROWSKI, A Pri.ifer transformation for the equation of the 
vibrating beam, Trans. Amer. Math. Sot. 199 (1974), 203-222. 
3. D. 0. BANILS AND G. KUROWSKI, A Priifer transformation for the equation of a vibrating 
beam subject to axial forces, J. Differential Equation, 24 (1977), 57-74. 
4. C. T. TAAM, Oscillation theorems, Amer. J. Math. 74 (1952), 317-324. 
