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Stochastic convergence and almost sure convergence are studied for weighted 
sums S,=z :a, a&A’, of random variables taking values in a Banach space B. 
These convergence properties are obtained under various regularity assumptions on 
the sequence (X,). For instance, the following set of hypotheses is put on the 
random variables (3’“): (i) zpx, IaJ’ c r< co; (ii) lim, _ m supp= , la,+1 =O; 
(iii) lim, _ m sup,sup,,, t”P[I/X,ll 2 t] =O; (iv) B is of a-stable type. 0 1989 
Academic Press, Inc. 
INTRODUCTION 
On Ctudie dans cet article la convergence, en probabihti et presque sore, 
des sommes pond&es de variables aliatoires (X,,) a valeurs dans un espace 
de Banach separable (B, (I [I), i.e., la convergence des sommes 
k=l 
oi (a,,), k, n E N, 1 <k < k, < co, est une suite double de reels. L’ttude de 
ce type de problbme remonte pour l’essentiel aux deux articles fondamen- 
taux de W. Pruitt [7] dune part, B. Jamisson, S. Orey, et W. Pruitt [4] de 
I’autre. 
Pruitt Ctudie la convergence des sommes S, detinies ci-dessus pour des 
variables aleatoires r&Ales independantes et identiquement distribuees 
(v.a.r. i.i.d.) (X,), inttgrables, et une suite double formant une matrice de 
Toeplitz, c’est a dire veritiant: 
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(i) V~EN,C~=~ la,J<r<co 
(ii) lim, _ m cp= 1 ank = 1 
(iii) Vk E N, lim, --t o. a,& = 0. 
Des deux thtoremes obtenus par Pruitt nous ne citerons que celui qui 
nous concerne directement, relatif a la convergence en probabilite 
[7, thtoreme 11. 
TH~OR~ME 0.1. Une condition nkessaire et suffisante pour que S, 
converge en probabilitt! uers EX, est que: 
lim sip lank 1 = 0. 
“-mk=1 
Les generalisations ulterieures de ce resultat adopteront une formulation 
ltghement differente que nous reprenons ici. On se fixe un reel a E ]0,2[ et 
l’on impose a la suite (a,,) (avec k, < 00 par commodite) les deux 
conditions: 
(a) 3r<~,VnEN,T(n,cc)=C~=, la&.l”<r 
(b) lim,,, supp=, 1 ank 1 = 0. 
On recherche alors quelles hypotheses sur les v.a. indtpendantes (X,,),, 
qu’on ne suppose plus Cquidistribuees, assurent la convergence en 
probabilitt de la suite (S,), (ou plus exactement l’existence dune suite 
(6,)” telle que S, - b, converge en probabiliti). 
Dans le cas reel, Rohatgi [9, theoreme l] a le premier donni une 
condition suffrsante, portant sur la distribution de chacune des variables 
X,,, condition qui s’ecrit: il existe une v.a.r. intdgrable X telle que 
VnEN,Vt>O, P{IX,pt}~P{IXl2t}. (*I 
Les travaux faisant suite a celui de Rohatgi ont pour la plupart repris 
l’hypothese de domination (*). Parmi eux nous citerons celui de Howell et 
Taylor [2, theoreme 3.21 qui est le meilleur obtenu jusqu’a ce jour. La 
condition suffkante de convergence en probabilitt qui y figure, concerne 
des v.a. a valeurs dans un espace de Banach de type p > a et s’enonce: ii 
existe une v.a.r. positive X vkriJiant: lim,, oo t”P{X> t} = 0 telle que: 
VnEN,Vt>,O, P{IIXnll~~}~P{X2t}. (**I 
Cette condition, qui peut paraitre peu naturelle, exprime en fait une tqui- 
inttgrabilite faible; elle est equivalente a la condition: 
(***I 
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Pour le voir, il suet de remarquer que sous l’hypothese (***) la fonction 
f(t) = supn, 1 P{ 11X,, 11 > t} tend vers 0 quand t tend vers + co, et qu’elle 
correspond a la queue de la distribution dune v.a.r. positive X vtriliant: 
lim I--1 o. t”P{X> t} = 0. 11 est clair que de ces 2 conditions, seule la 
condition (***) est verifiable en pratique, et qu’elle apparait par 
consequent comme un critere permettant de prouver que la condition (**) 
est satisfaite. 
Nous etudierons dune part la convergence en probabilite des sommes 
S, = C& i ank X,, pour des v.a. a valeurs dans un espace de Banach de type 
a-stable, dans la situation deja consider&e par Howell et Taylor dans [2], 
c’est A dire sous un ensemble de conditions qui peut se reformuler comme 
suit : 
3r>O,Vn~l,f(n,a)=~~=, la,,l”<r 
lim, + m w$?=, lank I = 0 
lima + m SUP, SUP,> 6 f”P{ IIX, II 2 t } = 0. 
Nous examinerons cette m&me convergence en prnbabilite sous l’ensemble 
de conditions duales: 
II (a) 
i 
lim, -+ oo CP=, lankI’= 
(b) SUPn SUP,20 t”P{ IlX,ll 2 q = M-c a, 
ou a un renforcement des conditions I(a) et (b) en II(a) correspond un 
affaiblissement de I(c) en la condition II(b) qui traduit une bornitude pour 
les normes A,. 
Les thtoremes 1.2’ et 1.4 traitent respectivement des cas a E 10, 1[ et 
a E [ 1,2[ pour k, fmi et simplilient les demonstrations usuelles en mettant 
a profit les inegalitts likes A la propriete de type faible. Le theoreme 1.2 
aborde le cas a E 10, 1 [ avec k, quelconque et emploie une demonstration 
basee sur des idtes issues d’un article de B. Heinkel [ 11. 
Dans la seconde partie de cet article, nous abordons le probleme de la 
convergence presque sClre (ou plus prtcisement de la stabilite) de la suite 
(S,),. Nous montrons d’abord (theoreme 2.2) que cette convergence a lieu 
sous les deux conditions suivantes: 
qui sont optimales, ainsi que nous le verrons sur un exemple. 
Des rtsultats plus p&is ne peuvent s’obtenir qu’en apportant des restric- 
tions a la forme de la suite double (a,,). C’est ce que nous faisons dans le 
683/29/l-IO 
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thboreme 2.3, oh nous nous placons dans un cadre voisin de celui de [4]. 
Dans [4] la matrice (a,,) est definie a partir dune suite (a,), de reels >O 
par: 
aklA. si l<k<n 
ank = 0 si n<k 
oh pour tout n: A,, = C:=, ai. 
On impose de plus la condition: lim,, iu sup;= ,{a,/A,} = 0 (ou, de 
facon Cquivalente: 
lim A,,= +co et lim a,/A, = 0). 
n-no n-m 
Le principal rtsultat de [4] est un theoreme oh la convergence presque 
&ire pour une suite (X,) de v.a.r. i.i.d. est caracterisee a l’aide de la fonction 
de repartition N de la mesure 
v = c &AJa,, 
n31 
E, disignant la masse unite au point x E R. Ce theoreme [4, theoreme 21 
s’enonce comme suit: 
TH~OR~ME 0.2. Soit (X,,), une suite de v.a.r. i.i.d. intdgrables, de loi px. 
Supposons vtrz@e la condition: 
I s X2 WY)Y-~ &x(y) < 0~). .v 3 I-V 
Alors la suite A; l C;=, a,X, converge presque shement vers EXI . 
Howell, Taylor, et Woyczyriski [3] ont don& du thtoreme precedent 
une gentralisation partielle pour des variables a valeurs dans un espace de 
Banach, verifiant l’hypothese de domination (**). Nous montrerons 
(thioreme 2.3) qu’au pris dune leg&e modification de leur demonstration 
il est possible de retrouver l’analogue exact du theortme ci-dessus. 
Notations. l (B, 11 11) est un espace de Banach reel et separable. 
l Pour toute v.a. X a valeurs dans B et tout reel a > 0 on pose: 
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A,(X) = sup tVJ( llXll > t}. 
lb0 
l Soit (a,,) n EN, 1 < k < k, < co, une suite double de reels. Pour 
tout reel a > 0 on pose: 
f(n, a)= 5 lankI’. 
k=l 
Si (X,,), est une suite de v.a. a valeurs dans B, on disigne par S, la somme 
x2=, ankXk (lorsqu’elle est detinie). 
l On adopte enfin la convention 0 -I = 0. 
Remargue. On supposera dans toute la suite de particle, a l’exception 
du theorbme 1.2, que k, < co, cas auquel on se ram&e db que la 
convergence en probabilite de Cp= r ank X, est assuree. 
Lorsque cette convergence nest pas une consequence triviale des 
hypotheses, comme dans le theoreme 1.2, elle ntcessite des hypotheses ad 
hoc Ctrangeres A la nature des resultats. 
I. CONVERGENCE EN PROBABILITY 
La demonstration du theoreme 1.2. que nous enon$ons ci-dessous est 
inspiree dune methode employee par B. Heinkel dans [ 1 ] pour Ctablir de 
nouvelles inegalitb exponentielles. Comme dans [ 1 ] il y est fait usage des 
normes I,-faibles dont nous rappelons prealablement la definition. 
&ant don& un reel a E 10, co I: et une suite (x,), de respace de Banach 
(B, II II), on appelle norme I,-faible de cette suite le reel, note [1(x,,), (I r. o. : 
(sup ta card{n: llx,J > t})““. 
I>0 
Lorsque ll(x 1 II nn 603 est finie, la suite (11x,, I( ),, tend vers 0 et admet de ce fait 
un rearrangement dtcroissant (fi,),; on montre aisement qu’il vtrifie 
I’egalite: 
L’emploi probabiliste des normes faibles repose sur le lemme fondamental 
suivant, dQ a M. Marcus et G. Pisier [S, theoreme 3.3.; 6, Lemme 4.111. 
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LEMME 1.1. Soit (Z,), une suite de v.a.r. positives et independantes. On a 
pour tout ccE]O, a3[ et tout c>co: 
J 
c”P{ II (-WI II 1, m  >c}Q2esupt” C P(Z,>t} 
f>O n=l 
( 
<2e 1 A,(Z,) . 
n2l > 
Nous pouvons a present Cnoncer le theoreme correspondant au cas 
a E 10, 1 [ (avec k, eventuellement inlini). 
THBOR~ME 1.2. Soit (X,,), une suite de v.a. independantes a valeurs duns 
B, telle que les hypotheses Z ou ZZ soient satisfaites pour un reel a E 10, 1 [. La 
serie x2= 1 ank X, est alors presque stirement convergente pour tout n, et la 
suite S, = Cp=, ank X, converge en probabilitt vers 0. 
Demonstration. l Nous ne demontrerons le thtoreme que sous les 
hypotheses I, le cas II ttant similaire et plus simple. 
l La condition I(c) assure la fmitude du reel: 
M= sup sup t”P( IlX, II 3 t}. 
” 120 
L’independance des variables permet d’appliquer le lemme precedent, qui 
donne, en posant pour tous s > 0, E,(s) = { Il(ankXk)klla, m > s}, 
P(E,(s)) <SC* 2e sup 2 t”P( llankXk /I 2 t) 
120 kc, 
< sC”(2eMT). (1.1) 
l Pour s assez grand, l’ensemble F;(s) a une probabilite strictement 
positive. Si o est un element de E;(s), la suite ( IIa,kX,(w)ll)k admet un 
rearrangement decroissant note. lla,Ck3XCk,(o)ll qui v&lie: 
Vk21, lb nCicl+&)ll <Sk-““. 
Comme l/a > 1, il en resulte que la serie Ckank X, est absolument 
convergente sur E;(s). En vertu de la loi du &l, cette serie est en fait 
presque partout convergente. 
0 On peut alors Ccrire pour tout E > 0: 
~{II~,II~~}~~{~,~~~}+~~{II~,II~~}nE~~s~~. 
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L’intgalite (1.1) permet de choisir un reel s,, > 0 de facon que 
P(E,(s,)) < ~/2. Pour 0 E E;(s,) on sait que: 
Vk> 1, lb nC,&,&411 G w-““. 
11 existe done un entier k, tel que 
Vn E N, VW E EC,(s,), 
11 s’ensuit que tout o appartenant a I’ensemble {I)& )( 2 E} n E;(s,) verilie 
42 < c l(&&-[k,(dI <kc, sup ih,kXk(w)ll. 
k s ko k = 1, . . . . k. 
D’oti I’inegalite 
p({ 11% 11 > &) f-7 ~;h)) 6 p k, sup 
k = 1, . . . . k, 
Pour conclure il suflit par consequent de montrer que sup?=, Ij&Xk I( tend 
en probabilite vers 0. On a pour tout q > 0, 
P suP < 2 p{ bnkXkII a?}. 
k = 1, . . . . k, k=l 
(1.2) 
D’apres la condition I(c) on peut trouver un reel S > 0, tel que pour tout 
kcN et tout tad, 
et d’apres I(b), il existe un entier n, tel que pour n > n, 
On a alors pour tout n > n, et tout k, 
P{~~“nkXk~~~~}~(~unk~/~)r~-‘fll+r=~~nk(b~~--~ (1.3) 
11 resulte finalement de (1.2), (1.3), et I(a) que l’on a pour tout n > n,, 
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ce qui prouve la convergence en probabilite de supp= i lIunkXklI vers 0 et 
acheve la demonstration. 
Rappelons que nous supposerons dtsormais k, fini pour tout n. Dans le 
thioreme precedent l’indipendance des variables (X,,), ne servait en fait 
qu’a assurer la convergence presque sure de la strie x2= i ankXk lorsque 
k, = co. Si k, est fini pour tout n, l’indtpendance nest plus ntcessaire, 
comme nous allons le prouver. Nous tnoncerons auparavant un lemme 
isolant l’argument essentiel des deux prochains thioremes. 
LEMME 1.3. Soit (X,,), une suite de v.a. Li valeurs duns un espace de 
Banach s&parable, vPrifiant les hypothPses I ou II pour un rtel u E ]0,2[. 
Posons pour tous n > 1 et 1 <k < k,, 
On a alors pour tout rtel fl> a, 
lim 2 /i&a&X&)=0. 
“-“k=l 
DPmonstration. l Nous ne la ferons que dans le cas I. La 
demonstration du cas II est plus simple (elle est m&me valable pour /I = c(). 
0 Soit rj > 0. 11 existe d’aprb I(c) un reel 6 > 0 tel que 
Vn>l,Vt>& t”P{IIX,ll8t)<~/2~; 
on trouve ensuite par la condition I(b) un entier n, tel que pour tout n > n, 
on ait, 
sup lank1 < inf(6-‘, (@r@)“@-“). 
k = 1, _.., k, 
On a alors pour tout n > n, et tout k entre 1 et k, : 
A,9(ankXnk) = bnkl’sup t’P( Iix,kIi 2 t} 
f30 
G lanki’ ( sup t’P{ Ilxk I( a t} 
O<(<d 
< l&klr{( sup (a,kIB-a8p+~/2~). 
k = 1, .__, k. 
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D’oti pour n > n, grdce a la condition I(a), 
ce qui permet de con&ire. 
Voici a present l’analogue du thtoreme 1.2, pour des variables non 
necessairement independantes, dans le cas oti k, est tini pour tout n. Sa 
demonstration utilise l’inegalitt suivante qui resulte s’une simple 
integration par partie: soient Z une v.a.r. positive et p, q deux reels verifiant 
O<p<q< co; on a pour tout reel a>O, 
THBOR~~ME 1.2’. Soit (X,,), une suite de V.U. ci vuleurs duns un espuce de 
Bunuch siparable B. Si les hypoth&es I ou II sont v&$&es pour un rPeI 
a E 10, 1 [, ulors la suite s, = x2=, unkXk converge en probubilit& vers 0. 
DPmonstrution. l Comme pour le theoreme 1.2, nous ne donnerons 
que la demonstration relative aux hypotheses I. 
l Posons pour tout n et pour 1 <k < k,, 
Designant par A(s) la quantite sup, SUP,~~ t’P{ I/X,/l > t}, on a de facon 
tvidente 
~{%A’-& 5 P{IIXkIl~l~,,l-‘} 
k=l 
On dtduit des conditions I(a), I(b), et I(c) que P(S, # T,} tend vers 0. 11 
suffit done de prouver la convergence en probabilite de T, vers 0. 
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l Fixons un reel fl verifiant a < j? < 1. On obtient clairement grace a 
l’intgalite rappelee plus haut: 
&=I 
Gk;, b”kl(l -p)-’ la,kIP-‘ng(Xk1(,,4,,~,n~,-1)) 
= (1 -W’ f ~&&k&k)- 
k=l 
Cette derniere expression tend vers 0 en vertu du lemme 1.3; il en rtsulte 
que T,, converge vers 0 dans L, , done converge a fortiori vers 0 en 
probabilite, ce qui acheve la demonstration. 
Avant de donner l’tnonce du thtoreme 1.4, oh est aborde le cas 
tl E [ 1, 2[, nous allons faire quelques brefs rappels sur la notion de type 
stable et sur certaines de ses proprittts dont nous aurons besoin par la 
suite. 
Soit a E ]0,2]. Une v.a.r. 19 est dite a-stable (standarde) si sa fonction 
caracteristique est la fonction (t + exp( - jt\“/2)). Pour une telle variable, il 
existe une constante c, > 0 telle que 
lim tap{ 101 2 t} = c,. (1.4) 
,-+CC 
Si (of)), est une suite de v.a.r. a-stables standardes et independantes, et si 
(A,,),, est une suite de reels telle que Il(&,),,ll, = (Ena I II, la)“’ < co, alors la 
serie Cna ,I,BF’ est presque sfirement convergente et dtfinit une v.a.r. de 
mCme loi que II(n,)l\,0!?. 
Un espace de Banach est dit de type a-stable s’il existe un reel r E 10, a[ 
et une constante C > 0 tel que pour toute suite f3?), . . . . 0:) de v.a.r. a-stables 
standardes indipendantes, et toute suite x, , . . . . x, d’tlements de B on ait: 
Lorsque a E ]0,2[, on demontre qu’un espace est de type a-stable si et 
seulement si il est de type p (Rademacher) pour un p > a; tout espace est 
done de type a-stable si a E 10, 1 [, et tout espace de type a-stable, avec 
a < 2, est encore de type B-stable pour un fl> a. 
On peut entin montrer que si a E ] 1,2[, un espace B est de type a-stable 
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si et seulement si il existe une constante C > 0 telle que I’on ait pour toute 
suite X,, . . . . X, de v.a. independantes et centrees a valeurs dans B: 
A, i xi <c f A&r,). ( ) i=l i=l (l-5) 
Lorsque a E 10, l[, cette inegalite est valable saris aucune hypothbse de 
centrage ou d’independance pour la suite Xi, . . . . X,,(cf. la demonstration du 
theorbme 1 de [9]). 
On se reportera pour les demonstrations et pour plus de details aux 
chapitres 3 et 4 de [6]. Ces preliminaires posts, nous pouvons bnoncer le 
theoreme 1.4. 
TH~OR&ME 1.4. Soit (X,), une suite de v.a. indkpendantes ri valeurs dans 
un espace de Banach &parable B. Si les hypotheses I ou II sont vPrifiPes 
pour un Gel u E [ 1, 2[ et si B est de type a-stable, alors la suite 
CC=, ankCxk-Wkv lankl-‘)l)n converge en probabilitt vet-s 0. 
Remargue. Ce thtoreme avec les hypotheses I est equivalent au 
thtoreme de Howell et Taylor cite plus haut [2, theoreme 3.21. 
DPmonstration. l Comme precedemment nous ne traiterons que du 
cas I. 
l Reprenant les notations et le debut de la demonstration du 
theoreme 1.2’, on voit qu’il suflit d’etablir la convergence en probabilite 
vers 0 de la suite 
T, = f ankKk - Kk). 
k=l 
l D’aprb les rappels preckdant l’tnond du theorbme, on peut 
trouver un reel /I > a tel que l’espace /I soit encore de type P-stable; il existe 
done une constante C> 0 telle que 
Comme /.I > 1 on a, par comparaison entre normes faibles et fortes 
n,(xnk - Ex,k) < 2B(n,(Xnk) + (Eitx,,kii )‘) 





11 resulte alors du lemme 1.3 que A,(T,,) tend vers 0, ce qui prouve en 
particulier la convergence en probabilite vets 0 de T, et achbve la 
demonstration du theoreme 1.4. 
Pour prouver une convergence en probabilite de S, = x2= i ankXk a 
partir du theoreme 1.4, il faut en plus pouvoir etablir la convergence de la 
suite (Cp=, a,,J(X,, lank1 -‘))n. D’ou les trois resultats suivants, aisis A 
demontrer. 
(1) Lorsque a = 1, S, converge en probabiliti vers 0 si I (resp. II) est 
verifit, ainsi que la condition 
(2) Lorsque a = 1, S, converge en probabilite vers un element p de B 
si I est virilit ainsi que 
(i) lim,,,~:“=la,k=l 
(ii) lim, _ co su~,~lII~X,l~li~~~~<r) dP-A =O. 
(3) Lorsque a E ] 1,2[, S, converge en probabilite vers 0 si I ou II est 
verilie ainsi que Vn 2 1, EX,, = 0. Dans le cas ou a E ] 1, 2[, en effet, la suite 
(X,), est iqui-integrable, ce qui permet dans l’inonct du thtoreme 1.4 de 
remplacer J(X,, lank I - ’ ) par EX,, i.e., de conclure a la convergence en 
probabiliti vers 0 de la suite (Cp= 1 &&(Xk - EX,)),. 
Remarques. (1) On derive immediatement du theoreme 1.2’ un resultat 
similaire de convergence vers 0 dans L,. En effet si a E 10, 1 [ et si la suite 
(11 X, II ‘), est Cqui-integrable, la condition I(c) est vtrifiee. Si l’on suppose 
de plus les conditions I(a) et I(b) satisfaites, on voit facilement que la suite 
(IIS,ll”),, est tqui-integrable. Le theoreme 1.2’ permet alors d’afirmer que 
(S,), converge vers 0 dans L, . 
(2) De facon analogue si a = 1 et si dans l’enonck du theortme 1.4 
les variables (X,), sont en plus suppodes tqui-inttgrables, la suite 
(x2=, a,,[Xk - J(X,, u,‘)])~ est aussi Cqui-integrable, done converge vers 
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0 dans L,; il en est par consequent de m&me pour la suite 
(Cz”= 1 a,/cCX, - ~x,l),. 
(3) Lorsque B est un espace de Hilbert, le theoreme 1.4 reste vrai si 
l’on suppose seulement les variables (AT,), independantes 2 a 2. 
II. CONVERGENCE PRESQUE SURE 
Le premier resultat de cette partie (theorbme 2.2) apporte une rtponse a 
la question suivante: ttant donnee une suite de v.a. (X,), vkifiant la 
condition II(b), quelles hypotheses sur la matrice (a,,) assurent la conver- 
gence presque .&ire de S, vers 0. 
L’exemple qui suit suggtre une condition necessaire qui sera reprise dans 
le theoreme 2.2. 
EXEMPLE 2.1. Soit (X,), une suite de v.a.r. cl-stables standardes 
(a E ]0,2[) independantes. L’tgaliti (1.4) montre que la condition II(b) est 
satisfaite. Pour tout n, S, = Cp=, ankXk est une variable de m$me loi que 
11 (Q)~[[ .X1. Supposons les differentes suite (unk)t, i a support disjoints, 
i.e., 
Vn#m, Vl <i<k,, 1 <j<k,, ani. amj = 0. 
Les variables S, sont alors indtpendantes et leur convergence presque sure 
vers 0 Cquivaut a 
V&>O, c P{IS,PE)<CO. 
n,l 
Si cette derniere condition est vtriliee, on a necessairement, S, ayant m$me 
loi w II bAkll AI3 
lim r(n, a) = lim II(a,,),II; = 0; 
n-m “-CC 
d’oh, en tenant compte de (1.4), l’existence dun reel A > 0 tel que pour n 
assez grand 
P{ IIS,II 2 l} a-40, a). 
11 s’ensuit linalement que la convergence presque sOre de S, vers 0 entraine 
la convergence de la serie C, a i J’(n, a). 
Cet exemple justilie I’enond suivant 
TH~ORI~ME 2.2. Soit a E ]0,2[: et sozt (X,), une suie de v.a., indbpen- 
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dantes si ~12 1, ti valeurs dans un espace de Banach B de type a-stable. 
Supposons vkr$t!es les deux conditions. 
(i) sup, A,(X,) = M < 03 
6) Cnal T(n, a) < co. 
Alors la convergence en probabilite de S, vers 0 implique sa convergence 
presque sfire vers 0. 
Remarque. Lorsque a E 10, l[ la convergence en probabilite de S, vers 
0 est une consequence du thiorbme 1.2’. Lorsque a E ] 1,2[, cette 
convergence en probabiliti vers 0 a par exemple lieu, en vertu du 
thtoreme 1.4., si les variables (X,), sont supposees centrees. 
LSmonstration. Supposons que S, converge en probabilite vers 0. Pour 
prouver sa convergence presque sfire, il s&it de se restreindre au cas de 
variables symetriques. On peut appliquer a de telles variables l’inigalite 
(1.5) qui mene a la majoration 
< C A4 r(n, a). 
On aura done pour tout E > 0, 
< C E-aCMf(n,a) 
n,l 
< co; 
et la convergence de la sirie C P{ )IS,,II 2 E) pour tout E > 0 implique la 
convergence presque stke de S, vers 0. 
Remarque. La demonstration preckdente montre qu’on obtient en fait 
la convergence complete de la suite (S,), vers 0 (i.e., que pour tout E > 0, la 
serie C,, P{ IIS, 11 > E} converge). Dans le cas general, on ne peut guere 
espkrer demontrer autre chose qu’un resultat de convergence complete 
puisque, comme on l’a vu dans l’exemple ci-dessus, lorsque les suites 
(a,,,@=, sont a supports disjoints, les variables S, sont independantes, et 
qu’alors leur convergence presque sOre vers 0 tquivaut a leur convergence 
complete vers 0. 
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Le prochain theoreme enonce un resultat plus precis dans le cas ou la 
suite (a,,) a la forme particuliere suivante 
a 
i 
adA n si l<k<n, 
nk = 0 si n<k, 
ou (a,), et (A,), sont des suites de reels > 0, avec (A,), croissante, veritiant 
lim A,= +co et lim a,/A,, = 0 (2.1) 
n-m n-rm 
ou, de facon tquivalente, 
lim sup ak/A, =O. 
n - O3 k = 1, ,.., n 
(2.2) 
L’tgalite 
v= c Earn. 
n,l 
dtfinit une measure sur 10, cc[ dont la fonction de repartition 
N(x)=v(]-00,x]) est finie gdce a (2.1). 
Ces notations precistes, voici I’analogue pour les espaces de Banach du 
theoreme 0.2 cite dans l’introduction. 
TH~OR&ME 2.3. Soit (X,,), une suite de v.a. indbpendantes Li valeurs dans 
un espace de Banach B de type p E [ 1,2]. On suppose qu’il existe une v.a.r. 
positive Z, de loi notee pz, telle que lbn ait 
(1) 3C>O,Vn~l,Vt~O,P{IIX,II~tt),<CP(Z~t} 
(2) pJ’>.~Y- (/J+ I) N(y) dy d&x) < co. 
Alors la suite A; ’ C:=, a,(.%‘,. - J(X,, Adai)) converge presque slirement 
vers 0. 
Demonstration. 0 Pour tout x>O on a 
N(x)=xPN(x)pfm y-(P+l)dy<pxPfm y-@+l)N(y)dy. 
x .Y 
La seconde condition du theoreme entraine par consequent 
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De l’in&galitC prkctdente, on dtduit la convergence de la sirie 
Ena, P{Z> A,&,,}. En &et 
~~lP{ZDA,la,}=/P{Z~tJdv(l) 
= N(x) &z(x) 5 
< 00. 
0 Posons pour tout entier n, 
Y,=X, 1 ~liKd~&/~.~’ 
De fac;on Cvidente, 
<c 1 P{ZaA./an} 
n>l 
< 00. 
La convergence annoncte Cquivaut done A celle de A; ‘(Cy= 1 ai( Yi - EYi)) 
vers 0. Utilisant le lemme de Kronecker et le fait que l’espace est de type p, 
il suffix-a d’ittablir 
c (4UP El1 Yn - EY, IIp < 00. (2.3) 
ns,l 
Comme 
E II Yn - EYnllp G lp JAI Y,, IF’, 
(2.3) est une consCquence de l’in&galitC 
“;, (a,IAJP EH Yn II’< a 
que l’on va dbmontrer. 
On a 




Ado” P{ IIX, II 3 t} dtp 
0 
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Etl yn IIp~ c E(Z1 jZ< Ajan))P + C(A,/%)P p(z3 &/%I); 
il en resulte 
.F, (a,/AdP II Y” II ‘Gc c (a,/A.)PE(Z1~z<A.,rr,))P 
IlZl 
+ C 1 P(Z> A./u,). 
fl>l 
Pour Ctablir (2.4) il reste a montrer que le premier terme du membre de 
droite de l’inegalite precedente est tini. Soit A ce terme. On a 
A = C c (~n/An)~ I,, Anlan xp &z(x) n,l 
= C j ( c 
(n: An/a. > x) 
(a.lA,)‘) xp 44x). (2.5) 
Par integration par partie: 
1 
(n: XC A,&.} 
(an14JP = 1 Y-~ 4~) 
x c y 
=pj<vy- lp+l) [N(y)-N(x)] dy 
dP I 
y-(p+f)N(y) dy. (2.6) 
X-C” 
Les inegalites (2.5) et (2.6) et la condition (2) assurent la finitude de A, ce 
qui acheve la demonstration. 
Remarque. On peut tirer du theoreme 2.3 des consequences analogues a 
celles figurant apres la demonstration du thtoreme 1.4. On conclura en 
particulier a la convergence presque Are de S, = A;’ I:=, u,X, dans les 
cas suivants: 
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(a) Si sup, A;’ X1= 1 ai< co et si Km,,, sup, l~J~IIX~II <II X, dPl[ =0 
alors S, converge presque stkement vers 0. 
(b) Si lim,, ,m A;’ C:=, cl;= 1 et s’il existe un 6liment p de B tel que 
lim sup X,dP-p =O, 
,-a n,I IIJ ~Il~“ll -=I) !I 
alors S, converge presque sQrement vers p. On retrouve ainsi le thiorkme 1 
de Wright, Platt, et Robertson dans [lo]. 
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