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Erratum and addendum: The factorization of the
Giry monad
Kirk Sturtz
Abstract
The category of super convex spaces, a proper subcategory of convex
spaces, possesses the property that it has a codense subcategory. This co-
dense subcategory allows for an elementary proof that the Giry monad fac-
torizes through the category of super convex spaces, not the category of
convex spaces as erroneously claimed in an earlier article.
1 Introduction
In this article, we correct an error in our article A factorization of the Giry monad,
thereby showing that the Giry monad G factors through the category of super
convex spaces, SCvx, not the category of convex spaces, Cvx. We show that by
using a codense subcategory of SCvx, the barycenter map, which is the counit
of our adjunct factorization of the Giry monad, is easily constructed, and avoids
requiring any assumptions concerning the existence or non existence of measurable
cardinals.
In this introduction, we give the definition of a super convex space, and in §2
show how the factorization arises from the existence of a codense subcategory of
SCvx. This article is self-contained, and the few proofs that we make use of are
relegated to §3. At present, we do not know whether SCvx is equivalent to the
category of G-algebras or not. We hope others will be stimulated by these results
and investigate this open question.
As the category SCvx is not well know, let us give the definition, as per Bo¨rger
and Kemper[1]. Let Ω denote the set of all countable partitions of one,
Ω = {α = {αi}
∞
i=1 |
∞∑
i=1
αi = 1, αi ∈ [0, 1]},
where
∑∞
i=1 αi = is shorthand notation for the limit condition, lim
N→∞
{
N∑
i=1
αi} = 1.
An Ω-algebra is a set A together with a map Ω → Set(AN, A), α 7→ αA. A
morphism from an Ω-algebra A to an Ω-algebra B is a set map A
m
−→ B satisfying
m◦αA = αB◦m
N for all α ∈ Ω, where AN
mN
−→ BN is defined componentwise. The Ω-
algebras form a category, with composition of morphisms being the set-theoretical
one.
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With the convention αA(a)
def
=
∑
i∈N αiai, where a = {ai}i∈N, and α ∈ Ω, an
Ω-algebra A is a super convex space provided the following two axioms are satisfied:
1.
∑
i∈N δ
j
i ai = aj for all j ∈ N, and all {ai}i∈N ∈ A
N.
2.
∑
i∈N αi(
∑
j∈N β
i
jaj) =
∑
j∈N(
∑
i∈N αiβ
i
j)aj for all α, β
i ∈ Ω.
Informally, the category SCvx has as objects, a set A with a structural map
Ω→ Set(AN, A), which specifies how any sequence of elements in A, and element
{αi}
∞
i=1 ∈ Ω, combine to yield an element in that set A. The first condition above
says that any countable sum of the form 0a1 + 0a2 + . . . 0aj−1 + 1aj + 0aj+1 + . . .
must be equal to aj . The second condition is the associativity condition. The
arrows of SCvx preserve countable convex sums, so A
m
−→ B is a morphism in
SCvx if and only if
m(
∞∑
i=1
αiai) =
∞∑
i=1
αim(ai) where
∞∑
i=1
αi = 1, αi ∈ [0, 1],
where the elements ai all lie in A.
Obviously, SCvx is a full subcategory of Cvx.
2 Using codensity to factorize the Giry monad
To say a subcategory C of SCvx is codense is equivalent to saying that the trun-
cated Yoneda mapping SCvxop
Yop|
−→ SetC is (still) full and faithful. Isbell[2], using
the truncated Yoneda mapping, used the terminology of “right adequate” rather
than a codense subcategory. While we use the standard terminology of “codense”,
we prefer to think of this concept as defined in terms of the truncated Yoneda map-
ping, as opposed to defining it in terms of a limit of a functor, e.g., see MacLane[4,
p242]. This perspective is useful because our problem, as well as many others,
reduces to the question of whether a “generalized point” of an object A, meaning
a natural transformation P ∈ Nat(Hom(A, ·), Hom(1, ·)), corresponds to a point
a ∈ A, i.e., whether Yop|(1
a
−→ A) = P .
In SCvx, the full subcategory C of SCvx, consisting of the single object R∞,
the one point extension of the real line, is a codense category of SCvx.1 Since
1The super convex structure of R∞ is an extension of the convex structure of R∞, which is
defined, for all u ∈ (−∞,∞) and all r ∈ (0, 1], by (1− r)u+ r∞ = ∞. The extension is defined,
for all ui ∈ R∞, by
∞∑
i=1
αiui =


lim
N→∞
{
N∑
i=1
αiui} provided the limit exist
∞ otherwise
.
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C consist of a single object, we abuse terminology and just say R∞ is codense in
SCvx. Because R∞ is codense it follows that any SCvx map R
A
∞
P
−→ R∞ is an
evaluation point, Yop|(a) = P for a unique element a ∈ A. Because the object
R∞ is a coseparator in Cvx, and hence also a coseparator in SCvx, the faithful
property of Yop| is immediate.2
We now illustrate how this “generalized element” condition arises in the factor-
ization of the Giry monad, (G, η, µ). For any measurable space X , the set G(X),
consisting of all probability measures on X , has a natural super convex space struc-
ture associated with it, since given any sequence {Pi}
∞
i=1 of probability measures
on X , and any α ∈ Ω,
∑∞
i=1 αiPi ∈ G(X). Consequently, we can view the functor
G as a functor P into the category SCvx, and define a functor Σ
Meas SCvx P ⊣ Σ
P
Σ
by assigning to each super convex space A, the measurable space (|A|, 〈SCvx(A,R∞)〉)
where the σ-algebra, associated with the underlying set |A|, is the smallest σ-algebra
generated by SCvx(A,R∞), with R∞ having the standard Borel σ-algebra defined
on R extended by the measurable set {∞}.
The unit of the adjunction is the natural transformation idMeas
η
⇒ Σ ◦ P, at
componentX , just sends an element to the Dirac measure at that point, x 7→ δx. To
define the counit, P ◦Σ
ǫ
⇒ idSCvx, at component A, observe that every probability
measure P ∈ P(ΣA) defines an operator Pˆ on the space of measurable functions
Meas(ΣA,R∞), via f 7→
∫
A
f dP , and this operator preserves countable convex
sums. By construction, SCvx(A,R∞) ⊆ Meas(ΣA,R∞), and both are objects in
SCvx. Hence we can take the restriction of Pˆ to SCvx(A,R∞). This restriction,
Pˆ | = Pˆ ◦ ι,
R
A
∞
R
ΣA
∞ R∞
in SCvx
where
R
ΣA
∞
def
= Meas(ΣA,R∞)
R
A
∞
def
= SCvx(A,R∞)
ι
Pˆ =
∫
A
· dP
Pˆ | = eva
(1)
is an arrow in SCvx, which lies in the image of the Yoneda mapping3, and hence
because the object R∞ is codense in SCvx, it follows that R
A
∞
Pˆ |
−→ R∞ is a point
of A, Pˆ | = Yop|(a) = eva, for a unique element a ∈ A. Note that Pˆ does not, in
general, lie in the image of the Yoneda mapping and hence need not be a point of
A.
2 The fact that R∞ is a cogenerator is due to Bo¨rger and Kemper[1].
3Because both 1 and A are super convex spaces, and Yop| is full.
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Thus we obtain a mapping P(ΣA)
ǫA−→ A sending a probability measure P to
the unique element a ∈ A for which Pˆ | = eva. This construction is natural in the
argument A (Lemma 3.3). The pair of natural transformations, η and ǫ, satisfy
the triangle equality conditions, and hence we can conclude P ⊣ Σ (Theorem 3.6).
The counit of that adjunction, at each component A, P(ΣA)
ǫA−→ A is called the
barycenter mapping at component A.
For brevity, let RR∞∞
def
= SCvx(R∞,R∞), and let SCvxRR∞∞ (R
A
∞,R∞) denote
the subset of SCvx(RA∞,R∞) satisfying the condition
J(g ◦m) = g(J(m)) ∀m ∈ RA∞, ∀g ∈ R
R∞
∞ .
The elements J ∈ SCvx
R
R∞
∞
(RA∞,R∞) are referred to as R∞-generalized elements
of A.[3, Def. 8.19] An R∞-generalized element of A is precisely a natural trans-
formation SetC(SCvx(A, ),SCvx(1, )), evaluated at the single component R∞,
and the condition above is the naturality requirement.
With this terminology, the barycenter mapping arises from the fact that the
restriction of every probability measure P on a super convex space A is a R∞-
generalized point of A, lying in the image of Yop|. By the codensity of R∞ in
SCvx, it follows that the R∞-generalized point of A is a point.
The fullness condition of Yop| follows from the fact that a R∞-generalized point
of A, say J , satisfies the property that for any m ∈ SCvx(A,R∞), J(m) lies in the
image of the map m, J(m) ∈ Image(m). This property does not hold, in general,
for Cvx as the following example shows.
Example 2.1. Let P denote the half-Cauchy distribution on R+ = [0,∞). The
inclusion map R+ →֒ R∞ is a convex map, and, as is well known, the expectation
of the half-Cauchy probability measure, given by
∫
R+
ι dP does not exist, and hence
it is impossible to construct a barycenter map P(ΣR+) → R+. This is due to the
fact that R+ is not a super convex space. By choosing α ∈ Ω by αi =
1
2i
and taking
the points xi = i2
i ∈ R+ it follows that the countable sum
∑∞
i=1
1
2i
i2i does not lie
in R+.
Note that the inability to construct a barycenter map for R+ is not a question
of compactness because the open unit interval, (0, 1), with the natural super convex
space structure, is not compact either, but it is a super convex space, and hence
there exist a barycenter map for the space (0, 1).
The next section is devoted to proving, in order, the following properties, re-
ferred to above.
1. For A a super convex space, every R∞-generalized point J of A satisfies the
property that J(m) ∈ Image(m).
2. The object R∞ is codense in SCvx.
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3. ForX any measurable space, the two super convex spaces, G(X) and SCvx
R
R∞
∞
(RX∞,R∞),
are SCvx-isomorphic.
4. The naturality of the counit ǫ for P and Σ.
5. The adjunction, P ⊣ Σ.
3 Proofs
Lemma 3.1. If A ∈ SCvx then every R∞-generalized element of A satisfies the
property that
J(m) ∈ Image(m) ∀m ∈ RA∞.
Proof. For every m ∈ RA∞, the image of m is a super convex (sub)space of R∞.
Hence it is of one of the following forms.
1. The image of m is an interval, {(u, v), [u, v), [u, v], (u, v]} where u > −∞ and
v <∞.
2. The image of m is an interval with the right endpoint ∞, Image(m) ∈
{(u,∞], [u,∞]}.
The function space RA∞ has a partial order structure < defined on it by f < g if
and only if f(a) < g(a) for all a ∈ A. Similiarly, there is a partial order structure
≤ defined on RA∞ by f ≤ g if and only if f(a) ≤ g(a) for all a ∈ A. Any R∞-
generalized element of A preserves this ordering, where R∞ has the obvious partial
orders structures < and ≤ also. Now let A
u
−→ R∞ denote the constant map on
A with value u. Because J is a R∞-generalized point of A it follows that J is a
weakly averaging functional, J(u) = u.
Suppose the image of m is [u, v), with u > −∞ and v < ∞. Then u ≤ m
and m < v, and because J preserves the partial ordering structures, it follows that
u ≤ J(m) < v. Consequently J(m) ∈ Image(m). The other cases are handled
similarly.
Theorem 3.2. The full subcategory of SCvx consisting of the single object R∞ is
a codense subcategory in SCvx.
Proof. The fact that R∞ is the coseparator for SCvx implies that Y
op| is faithful.
To prove it is full, let A be any convex space and let J be a R∞-generalized element
of A. By Lemma 3.1, for every countably convex map m ∈ RA∞, J(m) lies in the
image of m, and hence there exist at least one a ∈ A such that
J(m) = eva(m).
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We need to prove that there exist an a ∈ A such that J = eva, so that the choice
of a does not depend upon m.
For every m ∈ RA∞, define an equivalence relation ∼m on A by a1 ∼m a2 if and
only if m(a1) = m(a2). It follows that if a1 ∼m a2 then m(a1) = J(m) = m(a2).
Now suppose m1, m2 ∈ R
A
∞ are two elements for which J(m1) = m1(a1) and
J(m2) = m2(a2). Consider the quantity J((1− r)m1+ rm2). Since J((1− r)m1+
rm2) lies in the image of (1− r)m1 + rm2, there exist some a3 ∈ A such that
J((1− r)m1 + rm2) = ((1− r)m1 + rm2)(a3) = (1− r)m1(a3) + rm2(a3).
But since J is a countably convex map, we also have the equality
J((1− r)m1 + rm2) = (1− r)J(m1) + rJ(m2) = (1− r)m1(a1) + rm2(a2).
Equating the last two expressions for J((1− r)m1 + rm2), we obtain
(1− r)m1(a1) + rm2(a2) = (1− r)m1(a3) + rm2(a3).
Since this equation holds for all r ∈ [0, 1], it follows that
m1(a1) = J(m1) = m1(a3) and m2(a2) = J(m2) = m2(a3).
In terms of the relations ∼m1 and ∼m2 , the above equations can be expressed as
a1 ∼m1 a3 and a3 ∼m2 a2
implying that for any two elements in m1, m2 ∈ R
A
∞ there exist an element in
a3 ∈ A satisfying J(m1) = eva3(m1) and J(m2) = eva3(m2). Consequently, we
conclude there is a unique element a ∈ A such that J = eva.
Lemma 3.3. The mapping P(ΣA)
ǫA−→ A defined by P 7→ a, where the restric-
tion of the operator Pˆ satisfies Pˆ | = eva, specifies the components of a natural
transformation.
Proof. Letm ∈ SCvx(A,B). To prove naturality we must show thatm(ǫA(P |)) = ǫB((Pm
−1)|),
where (Pm−1)| is the pushforward probability measure on ΣB, restricted to operate
on the set
SCvx(B,R∞) ⊆Meas(ΣB,R∞).
Since ǫB(Pm
−1|) is the unique element in B satisfying the equation
(P |m−1)(k) = ǫB(P |m
−1)(k), for all k ∈ SCvx(B,R∞),
we have P |(k ◦m) = k(ǫB(P |m
−1)). Since k ◦m ∈ SCvx(A,R∞) it follows by the
uniqueness of ǫA(P |), that
(k ◦m)(ǫA(P |)) = k(ǫB(Pm
−1|)) ∀k ∈ SCvx(B,R∞).
It therefore follows that m(ǫA(P |)) = ǫB((Pm
−1)|), thereby proving naturality.
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Lemma 3.4. The map G(X)
φ
−→ SCvx
R
R∞
∞
(RX∞,R∞), specified by φ(P )(χU) =
P (U), makes the diagram
G(X)
SCvx
R
R∞
∞
(RX∞,R∞)
R∞ φ(P )(χU) = P (U) ∀P ∈ G(X)
evU
evχU
φ φ−1 (2)
commute, and φ is an isomorphism of super convex spaces.
Proof. The commutativity of the diagram, without the inverse mapping, is the
definition of φ.
The inverse of this map sends an element RX∞
J
−→ R∞ to the probability mea-
sure ΣX
φ−1(J)
−→ [0, 1] defined by (φ−1J)U = J(χU). This function φ
−1J satisfies
(φ−1J)(∅) = 0 and (φ−1J)(X) = 1 because J is weakly averaging.
To show φ−1(J) is also a countably additive function let {Ui}
∞
i=1 be any disjoint
sequence of measurable sets in X . Since J is a R∞-generalized point, J(sχUi) =
sJ(χUi) for any scale factor s, and hence we have, using the fact
∑∞
i=1
1
2i
= 1, that
J(χU) = J(
∞∑
i=1
χUi) = J(
∞∑
i=1
1
2i
(2iχUi)) =
∞∑
i=1
1
2i
J(2iχUi) =
∞∑
i=1
J(χUi)
where the third line follows from the fact that J is countably additive, and that
{ 1
2i
}∞i=1 is a countable partition of one. Consequently, φ
−1(J) is a probability
measure, hence lies in G(X).
The fact that φ and φ−1 are SCvx arrows follows from the pointwise definitions
used to define the super convex structure of these two spaces.
Lemma 3.5. The pair of functors P and Σ decompose the Giry monad as Σ ◦ P = G.
Proof. Since P is G viewed as a map into SCvx, it is only necessary to verify that
the σ-algebra specified by the functor Σ coincides with the σ-algebra generated
by all the evaluation maps {G(X)
evU−→ R∞}U∈ΣX . This follows from the diagram
2 in Lemma 3.4. Since φ is a bijection between the sets, the smallest σ-algebra
on G(X) such that all the evaluation maps evU are measurable corresponds to the
smallest σ-algebra on SCvx
R
R∞
∞
(RX∞,R∞) such that all the evaluation maps evχU
are measurable. The set {evχU}U∈ΣX is a spanning set for the set of all count-
ably convex maps on SCvx
R
R∞
∞
(RX∞,R∞). That is, any countably convex map
SCvx
R
R∞
∞
(RX∞,R∞)
m
−→ R∞ is an evaluation point, m = evf , for a unique point
f ∈ RX∞ since R∞ is codense in SCvx. These functions, like f , are completely
determined by the characteristic functions. Consequently the set {evχU}U∈ΣX gen-
erates the same σ-algebra as the set of all countably convex maps.
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Theorem 3.6. For the functors P and Σ, with the unit specified identically to
that of the Giry monad, and the counit, as specified in Lemma 3.3, it follows that
P ⊣ Σ, and (P,Σ, η, µ) is a factorization of the Giry monad.
Proof. Verifying the two triangular identities are straightforward. For X any mea-
surable space we have the commutative SCvx-diagram,
P(X) P(ΣP(X))
P(X)
PηX
idPX ǫP(X)
P δP
P
and for A any super convex space, we have the commutative Meas-diagram,
Σ(PΣA)
ΣA
ΣA
ǫA idΣA
ηΣA
a
δa a
Combining this result with the preceding lemma shows that (P,Σ, µ, η) factorizes
the Giry monad.
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