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Abstract
Let {X,Xn; n  1} be a sequence of real-valued i.i.d. random variables with E(X) = 0 and
E(X2) = 1, and set Sn =∑ni=1 Xi , n 1. This paper studies the precise asymptotics in the law of
the iterated logarithm. For example, using a result on convergence rates for probabilities of moderate
deviations for {Sn; n 1} obtained by Li et al. [Internat. J. Math. Math. Sci. 15 (1992) 481–497],
we prove that, for every b ∈ (−1/2,1],
lim
ε↓0ε
(2b+1)/2 ∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
= e−
√
2γ 2b
√
2/πΓ
(
b + (1/2)),
whenever limn→∞
( log logn
n
)1/2
an = γ ∈ [−∞,∞], where Γ (s) =
∫∞
0 t
s−1e−t dt , s > 0, σ 2(t)=
E(X2I (|X| < √t )) − (E(XI (|X| < √t )))2, t  0, and σ 2n = σ 2(n log logn), n  3. This result
generalizes and improves Theorem 2.8 of Li et al. [Internat. J. Math. Math. Sci. 15 (1992) 481–497]
and Theorem 1 of Gut and Spa˘taru [Ann. Probab. 28 (2000) 1870–1883].
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1. Introduction
Throughout this paper, let {X,Xn; n  1} be a sequence of real-valued independent
and identically distributed (i.i.d.) random variables and, as usual, let Sn =∑ni=1 Xi , n 1,
denote their partial sums. One of the most striking and fundamental results of probability
theory is the renowned law of the iterated logarithm due to Hartman and Wintner [10] for
a sequence of i.i.d. random variables. This result, which describes the almost sure (a.s.)
asymptotic fluctuation behavior of the partial sums, is stated as follows.
Theorem A. Let Sn =∑ni=1 Xi , n 1, where {X,Xn; n  1} is a sequence of i.i.d. ran-
dom variables. If
E(X) = 0 and E(X2) = 1, (1.1)
then
lim sup
n→∞
Sn√
2n log logn
= 1 a.s. and lim inf
n→∞
Sn√
2n log logn
= −1 a.s. (1.2)
Alternative proofs of the Hartman–Wintner [10] law of the iterated logarithm were
discovered by Strassen [19], Heyde [12], Egorov [4], Teicher [21], Csörgo˝ and Révész
[2, p. 119], and de Acosta [1]. Strassen [20] proved the converse: (1.2) ⇒ (1.1). Substan-
tially simpler proofs of Strassen’s converse were obtained by Feller [5], Heyde [11], and
Steiger and Zaremba [18]. Martikainen [15], Rosalsky [17], and Pruitt [16] simultaneously
and independently obtained a “one-sided” converse to the Hartman–Wintner [10] law of
the iterated logarithm. Specifically, they proved that each half of (1.2) individually im-
plies (1.1).
The following three statements, related to the Hartman–Wintner [10] law of the iterated
logarithm, are known to be equivalent:
E(X) = 0 and E(X2) = 1, (1.3)∑
n3
1
n
P
(|Sn|√(2 + ε)n log logn )
{
< ∞, if ε > 0,
= ∞, if − 2 < ε < 0, (1.4)
∑
n3
log logn
n
P
(|Sn|√(2 + ε)n log logn )
{
< ∞, if ε > 0,
= ∞, if − 2 < ε < 0. (1.5)
The implication “(1.3) ⇒ (1.4)” should be due to Davis [3, Theorem 4] which was reme-
died by Li et al. [14, Corollary 2.3]. The equivalence “(1.3) ⇔ (1.5)” was established by
Li [13, Corollary 2.2]. For the implication “(1.4) ⇒ (1.3),” see Gut [8, Theorem 6.2]. Nec-
essary and sufficient conditions for (1.4) and (1.5), respectively, in a Banach space setting
were obtained by Li [13].
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ε ↓ 0, it is of interest to find the rate; that is, one would be interested in finding appropri-
ate normalizations in terms of functions of ε that yield nontrivial limits. Such results are
referred to as precise asymptotics in the law of the iterated logarithm. Under the condi-
tions (1.3) and E(X2 log(1 + |X|)) < ∞, Gafurov [7] studied the precise asymptotics in
the law of the iterated logarithm by proving that
lim
ε↓0 ε
3/2
∑
n3
log logn
n
P
(|Sn|√(2 + ε)n log logn )= √2. (1.6)
Li et al. [14, Theorem 2.8] improved this result by establishing the following result. (Note
that (1.6) is the special case b = 1 in (1.8).)
Theorem B. Suppose that (1.3) holds and that
E
(
X2I (|X| t))= o
(
1
log log t
)
as t → ∞. (1.7)
Then for every b ∈ [0,1],
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn|√(2 + ε)n log logn )
= 2b√2/π Γ (b + (1/2)), (1.8)
where Γ (s) = ∫∞0 ts−1e−t dt , s > 0.
Independently, the following result was proved in Gut and Spa˘taru [9, Theorem 1].
Theorem C. Suppose that (1.3) holds, that
E
(
X2
(
log log
(
3 + |X|))1+δ)< ∞ for some δ > 0, (1.9)
and that
an = O
(√
n(log logn)−h
) for some h > 1
2
. (1.10)
Then
lim
ε↓0 ε
1/2
∑
n3
1
n
P
(|Sn|√(2 + ε)n log logn + an)= √2.
Clearly, in the case an = 0, n 1, Theorem C follows from Theorem B (by taking b = 0
in Theorem B) in view of the fact that (1.9) implies
E
(
X2 log log
(
3 + |X|))< ∞
which, in turn, implies (1.7). Also, as was pointed out by Li et al. [14], the condition (1.7) is
the best possible for the validity of (1.8) which is not true if “o” is replaced by “O” in (1.7).
The main purpose of the present paper is to complete Theorems B and C under the
condition (1.3) only. The main result of this paper, Theorem 1, appears in Section 2 and its
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moderate deviations for partial sums {Sn; n 1} obtained by Li et al. [14, Lemma 3.3]. In
Section 4, some further results are provided and an open problem is posed.
2. Main results
We specify some notation first. Write
σ 2(t) = E(X2I(|X| < √t ))− (E(XI(|X| < √t )))2, t  0,
σ 2n = σ 2(n log logn), n 3,
Γ (s) =
∞∫
0
ts−1e−t dt, s > 0.
Theorem 1. Let {X,Xn; n 1} be a sequence of real-valued i.i.d. random variables with
E(X) = 0 and E(X2) = 1. Let {an; n 1} be a sequence of real numbers such that
lim
n→∞
(
log logn
n
)1/2
an = γ ∈ [−∞,∞]. (2.1)
Then the following conclusions obtain:
(i) If −1/2 < b  1, then
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
= e−
√
2γ 2b
√
2/π Γ
(
b + (1/2)). (2.2)
(ii) If b = −1/2, then
lim
ε↓0
1
log
( 1
ε
) ∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
= lim
ε↓0
1
log
( 1
ε
) ∑
n3
1
n
√
log logn
P
(|Sn| σn√(2 + ε)n log logn + an)
= e
−√2γ
√
π
. (2.3)
(iii) If b < −1/2 and γ > −∞, then
lim
ε↓0
∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
=
∑
n3
(log logn)b
n
P
(|Sn| σn√2n log logn+ an)< ∞. (2.4)
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as special cases. From Theorem 1, one can understand why (1.7) is the best possible for
the validity of (1.8) and we see immediately that the condition (1.10) of Theorem C im-
plies (2.1) with γ = 0; i.e.,
lim
n→∞
(
log logn
n
)1/2
an = 0.
Moreover, under the conditions (2.1) of Theorem 1 and (1.7) of Theorem B, we easily
obtain a more precise result. To see this, write
αn = (1 − σn)
√
n log logn+ an, βn = 2(1 − σn)
√
n log logn+ an, n 3.
Under (1.3), 0 σn  1, n 3, we then have
σn
√
(2 + ε)n log logn + αn 
√
(2 + ε)n log logn + an
 σn
√
(2 + ε)n log logn+ βn, n 3.
Consequently, for n 3,
P
(|Sn| σn√(2 + ε)n log logn + αn) P (|Sn|√(2 + ε)n log logn+ an)
 P
(|Sn| σn√(2 + ε)n log logn + βn).
Note that (1.7) is equivalent to
1 − σ(t) = 1 − σ
2(t)
1 + σ(t) = o
(
1
log log t
)
as t → ∞. (2.5)
So, under (1.7) and (2.1), it is easy to see that
lim
n→∞
(
log logn
n
)1/2
αn = lim
n→∞
(
log logn
n
)1/2
βn = lim
n→∞
(
log logn
n
)1/2
an = γ.
Thus, under the additional assumption that (1.7) holds, which is equivalent to (2.5), we
have the following more precise result.
Theorem 2. Let {X,Xn; n 1} be a sequence of real-valued i.i.d. random variables and
suppose that E(X) = 0, E(X2) = 1, and (1.7) holds. Let {an; n 1} be a sequence of real
numbers such that (2.1) holds. Then the following conclusions obtain:
(i) If −1/2 < b  1, then
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn|√(2 + ε)n log logn+ an)
= e−
√
2γ 2b
√
2/π Γ
(
b + (1/2)).
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lim
ε↓0
1
log
( 1
ε
) ∑
n3
(log logn)b
n
P
(|Sn|√(2 + ε)n log logn+ an)
= lim
ε↓0
1
log
( 1
ε
) ∑
n3
1
n
√
log logn
P
(|Sn|√(2 + ε)n log logn+ an)
= e
−√2γ
√
π
.
(iii) If b < −1/2 and γ > −∞, then
lim
ε↓0
∑
n3
(log logn)b
n
P
(|Sn|√(2 + ε)n log logn+ an)
=
∑
n3
(log logn)b
n
P
(|Sn|√2n log logn+ an)< ∞.
3. Proof of Theorem 1
For convenience, we need some additional notation. Let
Fn(x) = P
(
Sn√
n
 x
)
, −∞ < x < ∞, n 1.
Let Φ(·) and φ(·) denote the distribution function and the density function, respectively,
of the standard normal distribution.
For the proof of Theorem 1 we need the following three lemmas. The first lemma, which
follows directly from Lemma 3.3 of Li et al. [14], plays an important role in the derivation
of Theorem 1.
Lemma 1. Let {X,Xn; n  1} be a sequence of real-valued i.i.d. random variables with
E(X) = 0 and E(X2) = 1. Then, for every b ∈ (−∞,1], we have
∑
n3
(log logn)b
n
sup
|x|√log logn
∣∣∣∣Fn(x)− Φ
(
x
σn
)∣∣∣∣< ∞. (3.1)
Proof. Let ϕ(t) = √log log t , t  3. Applying Lemma 3.3 of Li et al. [14], we get
∑
n3
ϕ2(n)
n
sup
|x|ϕ(n)
∣∣∣∣Fn(x)−Φ
(
x
σn
)∣∣∣∣
=
∑
n3
log logn
n
sup
|x|√log logn
∣∣∣∣Fn(x)− Φ
(
x
σn
)∣∣∣∣< ∞. (3.2)
Clearly, (3.2) implies (3.1). 
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such that∑
n1
fn(ε) < ∞ for every fixed ε > 0 and lim
ε↓0
∑
n1
fn(ε) = ∞.
Let g(·) be a nonnegative function defined on [0,∞) such that
lim
ε↓0 g(ε) = 0 and limε↓0 g(ε)
∑
n1
fn(ε) = λ ∈ [0, ∞].
Let {hn(·); n 1} be a sequence of nonnegative functions defined on [0,∞) such that
lim
n→∞ sup0εδ
∣∣hn(ε)− 1∣∣= 0 for some δ > 0.
Then
lim
ε↓0 g(ε)
∑
n1
hn(ε)fn(ε) = λ.
Proof. For arbitrary τ > 0, there exists a positive integer Nτ such that
1 − η hn(ε) 1 + η whenever nNτ and 0 ε  δ.
Since limε↓0 g(ε) = 0, it is easy to see that
lim inf
ε↓0 g(ε)
∑
n1
hn(ε)fn(ε) lim inf
ε↓0 g(ε)
∑
nNτ
(1 − τ )fn(ε)
= lim inf
ε↓0 g(ε)
∑
n1
(1 − τ )fn(ε) = (1 − τ )λ
and
lim sup
ε↓0
g(ε)
∑
n1
hn(ε)fn(ε) lim sup
ε↓0
g(ε)
∑
nNτ
(1 + τ )fn(ε)
= lim sup
ε↓0
g(ε)
∑
n1
(1 + τ )fn(ε) = (1 + τ )λ.
Letting τ ↓ 0, the conclusion of the lemma follows. 
The following lemma is useful in the study of the precise asymptotics in the law of the
iterated logarithm.
Lemma 3. Let {an; n 1} be a sequence of real numbers such that (2.1) holds. Then
(i) For every b ∈ (−1/2,1], we have
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
= e−
√
2γ 2b−1
√
2/π Γ
(
b + (1/2)). (3.3)
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lim
ε↓0
1
log
( 1
ε
) ∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
= lim
ε↓0
1
log
( 1
ε
) ∑
n3
1
n
√
log logn
Φ
(
−√(2 + ε) log logn − an√
n
)
= e
−√2γ
2
√
π
. (3.4)
(iii) If b < −1/2 and γ > −∞, we have
lim
ε↓0
∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
=
∑
n3
(log logn)b
n
Φ
(
−√2 log logn− an√
n
)
< ∞. (3.5)
Proof. We only give the proof of (3.3). The other two statements (3.4) and (3.5) can be
proved in the same vein.
We first prove that (3.3) holds if |γ | < ∞. Since(
1
x
− 1
x3
)
φ(x) < Φ(−x) < 1
x
φ(x), x > 0
(see, e.g., Feller [6, p. 175]) and |γ | < ∞, it follows that
lim
n→∞ sup0ε1
∣∣∣∣
Φ
(−√(2 + ε) log logn− an√
n
)
φ
(√
(2 + ε) log logn+ an√
n
)
/
(√
(2 + ε) log logn+ an√
n
) − 1
∣∣∣∣= 0.
(3.6)
Clearly, if |γ | < ∞ then
lim
n→∞ sup0ε1
∣∣∣∣
√
(2 + ε) log logn+ an√
n√
(2 + ε) log logn − 1
∣∣∣∣= 0
which together with (3.6) gives
lim
n→∞ sup0ε1
∣∣∣∣
Φ
(−√(2 + ε) log logn− an√
n
)
φ
(√
(2 + ε) log logn+ an√
n
)
/
√
(2 + ε) log logn − 1
∣∣∣∣= 0.
For n 3, write
fn(ε) =
φ
(√
(2 + ε) log logn+ an√
n
)
√
(2 + ε) log logn
and
hn(ε) =
Φ
(−√(2 + ε) log logn− an√
n
)
.fn(ε)
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lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
×
φ
(√
(2 + ε) log logn+ an√
n
)
√
(2 + ε) log logn
= lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
×
φ
(√
(2 + ε) log logn+ an√
n
)
√
2 log logn
= e−
√
2γ 2b−1
√
2/πΓ
(
b + (1/2)). (3.7)
Since |γ | < ∞ and, for n 3,
φ
(√
(2 + ε) log logn + an√
n
)
= 1√
2π
exp
{
−
(
1 + ε
2
)
log logn −
(
(2 + ε) log logn
n
)1/2
an − a
2
n
n
}
,
we get
lim
n→∞ sup0ε1
∣∣∣∣
φ
(√
(2 + ε) log logn + an√
n
)
1√
2π
exp
{−(1 + ε2 ) log logn− (2 + ε)γ } − 1
∣∣∣∣
= lim
n→∞ sup0ε1
∣∣∣∣
φ
(√
(2 + ε) log logn+ an√
n
)
(2π)−1/2e−
√
2+ε γ (logn)−1−ε/2
− 1
∣∣∣∣= 0.
Again by Lemma 2, (3.7) holds if we can show that
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
(1/
√
2π )e−
√
2γ (logn)−1−ε/2√
(2 + ε) log logn
= lim
ε↓0 ε
(2b+1)/2∑
n3
2−3/2(
√
2/π )e−
√
2γ
n(logn)1+ε/2(log logn)1/2−b
= e−
√
2γ 2b−1
√
2/π Γ
(
b + (1/2)). (3.8)
To prove (3.8), note that
lim
ε↓0 ε
(2b+1)/2∑
n3
1
n(logn)1+ε/2(log logn)1/2−b
= lim
ε↓0 ε
(2b+1)/2
∞∫
3
1
x(logx)1+ε/2(log logx)1/2−b
dx
= lim
ε↓0 ε
(2b+1)/2
∞∫
zb−1/2e−(ε/2)z dz
log log3
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ε↓0 ε
(2b+1)/2
∞∫
(ε/2)(loglog 3)
(
(2/ε)t
)(b+1/2)−1
e−t (2/ε) dt
= 2b+1/2
∞∫
0
t(b+1/2)−1e−t dt = 2b+1/2Γ (b + (1/2)).
Thus (3.8) follows. Hence (3.3) holds if |γ | < ∞.
We now show that (3.3) holds if γ = −∞. For any given Λ< 0, write
aˆn = max
{
an,Λ
√
n
log logn
}
, n 3.
It is easy to see that
lim
n→∞
(
log logn
n
)1/2
aˆn = Λ
and that
lim inf
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
 lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− aˆn√
n
)
= e−
√
2Λ2b−1
√
2/π Γ
(
b + (1/2)).
Letting Λ → −∞, it follows that
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
= ∞.
Similarly, if γ = ∞ then
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
Φ
(
−√(2 + ε) log logn− an√
n
)
= 0.
This completes the proof of (3.3). 
Proof of Theorem 1. Theorem 1(i) will be established by considering the following three
cases.
Case I. If |γ | < ∞, then
σn
√
2n log logn + an 
√
n log logn
for all sufficiently large n. Thus, by Lemma 1, we have, for every b ∈ (−1/2,1], that (2.2)
is equivalent to
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ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
= lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
2Φ
(
−√(2 + ε) log logn + an/σn√
n
)
= e−
√
2γ 2b
√
2/π Γ
(
b + (1/2)). (3.9)
Note that
lim
n→∞
(
log logn
n
)1/2
(an/σn) = γ.
So, applying Lemma 3(i), (3.9) follows and thus (2.2) has been established if |γ | < ∞.
Case II. If γ = −∞, then
lim inf
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
 lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ aˆn)
= e−
√
2Λ2b
√
2/π Γ
(
b + (1/2)),
where Λ is any given negative number and
aˆn = max
{
an,Λ
√
n
log logn
}
, n 3.
Letting Λ ↓ −∞, we get
lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)= ∞.
Case III. If γ = ∞, then
lim sup
ε↓0
ε(2b+1)/2
∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)
 lim
ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ a˜n)
= e−
√
2∆2b
√
2/π Γ
(
b + (1/2)),
where ∆ is any given positive number and
a˜n = min
{
an,∆
√
n
log logn
}
, n 3.
Letting ∆ ↑ ∞, we get
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ε↓0 ε
(2b+1)/2∑
n3
(log logn)b
n
P
(|Sn| σn√(2 + ε)n log logn+ an)= 0.
This completes the proof of Theorem 1(i).
Applying Lemma 1 and, respectively, Lemma 3(ii) and (iii), a similar approach can be
used to establish Theorem 1(ii) and (iii). 
4. Further comments
In this section we provide some further comments. First, by following the proof of
Theorem 1 with some routine modifications we obtain the following additional precise
asymptotics in the law of the iterated logarithm result. We leave the proof to the reader.
Theorem 3. Let {X,Xn; n  1} and {σn; n  3} be as in Theorem 1. Then, for every
b ∈ (−∞,1],
lim
ε↓0 ε
∑
n3
(log logn)b
n
P
( |Sn|√
2n log logn
 σn
(
1 + (b + 0.5 + ε) log log logn
2 log logn
))
= 1√
π
.
Moreover, under the additional assumption that
E
(
X2I
(|X| t))= o
(
log log log t
log log t
)
as t → ∞,
we have
lim
ε↓0 ε
∑
n3
(log logn)b
n
P
( |Sn|√
2n log logn
 1 + (b + 0.5 + ε) log log logn
2 log logn
)
= 1√
π
.
Second, it is easy to see that Theorem 1 holds with |Sn| replaced by Sn, n 1, in (2.2)–
(2.4) and with the right-hand sides of (2.2) and (2.3) each multiplied by 1/2. The following
open problem is suggested by the current work. The authors hope that this and other related
problems will be further investigated.
Problem 1. In view of the equivalence between (1.1) and each half of (1.2) and the equiv-
alence between (1.3), (1.4), and (1.5) as was discussed in Section 1, it is natural to pose
the question as to whether (1.3), (1.4)′, and (1.5)′ are equivalent where (1.4)′ and (1.5)′
are (1.4) and (1.5), respectively, but with |Sn| replaced by Sn, n 1. In other words, does
a “one-sided” version of the equivalence between (1.3), (1.4), and (1.5) prevail?
96 D. Li et al. / J. Math. Anal. Appl. 302 (2005) 84–96Acknowledgments
The authors are grateful to the referee for carefully reading the manuscript and for some perceptive comments
which enabled them to improve the paper. The research of Deli Li was supported in part by a grant from the
Natural Sciences and Engineering Research Council of Canada.
References
[1] A. de Acosta, A new proof of the Hartman–Wintner law of the iterated logarithm, Ann. Probab. 11 (1983)
270–276.
[2] M. Csörgo˝, P. Révész, Strong Approximations in Probability and Statistics, Academic Press, New York,
1981.
[3] J.A. Davis, Convergence rates for the law of the iterated logarithm, Ann. Math. Stat. 39 (1968) 1479–1485.
[4] V.A. Egorov, A generalization of the Hartman–Wintner theorem on the law of the iterated logarithm, Vestn.
Leningrad. Univ. 1971 (1971) 22–28 (in Russian), English translation in Vestn. Leningrad Univ. Math. 4
(1977) 117–124.
[5] W. Feller, An extension of the law of the iterated logarithm to variables without variance, J. Math. Mech. 18
(1968) 343–356.
[6] W. Feller, An Introduction to Probability Theory and Its Applications, vol. I, third ed., Wiley, New York,
1968.
[7] M.U. Gafurov, On the estimate of the rate of convergence in the law of the iterated logarithm, in: Probability
Theory and Mathematical Statistics (Tbilisi, 1982), in: Lecture Notes in Math., vol. 1021, Springer-Verlag,
Berlin, 1983, pp. 137–144.
[8] A. Gut, Convergence rates for probabilities of moderate deviations for sums of random variables with mul-
tidimensional indices, Ann. Probab. 8 (1980) 298–313.
[9] A. Gut, A. Spa˘taru, Precise asymptotics in the law of the iterated logarithm, Ann. Probab. 28 (2000) 1870–
1883.
[10] P. Hartman, A. Wintner, On the law of the iterated logarithm, Amer. J. Math. 63 (1941) 169–176.
[11] C.C. Heyde, On the converse to the iterated logarithm law, J. Appl. Probab. 5 (1968) 210–215.
[12] C.C. Heyde, Some properties of metrics in a study on convergence to normality, Z. Wahrsch. Verw. Gebi-
ete 11 (1969) 181–192.
[13] D.L. Li, Convergence rates of law of iterated logarithm for B-valued random variables, Sci. China Ser. A 34
(1991) 395–404.
[14] D.L. Li, X.C. Wang, M.B. Rao, Some results on convergence rates for probabilities of moderate deviations
for sums of random variables, Internat. J. Math. Math. Sci. 15 (1992) 481–497.
[15] A.I. Martikainen, A converse to the law of the iterated logarithm for a random walk, Teor. Veroyatnost. i
Primenen. 25 (1980) 364–366 (in Russian), English translation in Theory Probab. Appl. 25 (1981) 361–362.
[16] W.E. Pruitt, General one-sided laws of the iterated logarithm, Ann. Probab. 9 (1981) 1–48.
[17] A. Rosalsky, On the converse to the iterated logarithm law, Sankhya¯ Ser. A 42 (1980) 103–108.
[18] W.L. Steiger, S.K. Zaremba, The converse of the Hartman–Wintner theorem, Z. Wahrsch. Verw. Gebiete 22
(1972) 193–194.
[19] V. Strassen, An invariance principle for the law of the iterated logarithm, Z. Wahrsch. Verw. Gebiete 3 (1964)
211–226.
[20] V. Strassen, A converse to the law of the iterated logarithm, Z. Wahrsch. Verw. Gebiete 4 (1966) 265–268.
[21] H. Teicher, On the law of the iterated logarithm, Ann. Probab. 2 (1974) 714–728.
