This paper introduces a special class of functions characterised by two interrelated mappings-logical and probabilistic. This formal theory is implemented by means of input -output sets of data from real multi-factor, multistage, non-stationary processes operating under stochastic and fuzzy uncertainty of the environment. It is shown how incorrect data can be successfully processed for prediction and control purposes by applying interpolation, composition and extrapolation procedures to these functions.
INTRODUCTION
Complex control systems are characterised by probabilistic and fuzzy uncertainty due to which it is hard to determine the correlation between them and their influence on the output. As a result of the difficulties in representing both these basic types of uncertainty, one of them is often ignored in practice. This inadequacy between the nature of the problem and the methods applied has a negative impact on the effectiveness of the models used for these systems.
The above considerations are a sufficient ground for the development of new concepts and methods for the compatible representation of probabilistic and fuzzy uncertainty. The successful development of such concepts and methods is essential for overcoming another serious problem-the lack of knowledge.
A considerable number of modelling and control methods under probabilistic or fuzzy uncertainty are known (Aoki, 1971; Evlanov and Konstantinov, 1977; Kurjanski, 1977; Ganies, 1978) . However, most of them have considerable drawbacks. For example, precise evaluation and comparison of both types of uncertainty are almost practically impossible because the characteristics of complex systems are quite versatile but at the same time each particular characteristic may be quite essential. This paper presents methods based on the simultaneous application of multi-valued logical functions and probability theory (Zadeh, 1973; Gegov and Gegov, 1992; Gegov, 1993 Gegov, , 1994a Gegov, ,b, 1995 Avtanski and Gegov, 1996) . The methods have already been applied in a number of industrial processes such as flotation of copper ores.
TYPES OF UNCERTAINTY
The following definitions are introduced.
. Uncertainty-meaning lack of knowledge. This type of uncertainty is the subject of knowledge theory and is not discussed in this paper. . Fuzzy uncertainty-determined by violation of identity axioms during the identification process. This violation results from inaccurate knowledge, subjectivity and lack of reliable methods and/or technical means for measurement. . Random uncertainty-subject to the influence of a big number of uncontrollable stochastic factors and phenomena. . Combined uncertainty-combination of the above three types of uncertainty. In reality, most complex control systems are characterised by this type of uncertainty.
MULTI-VALUED LOGICAL PROBABILISTIC FUNCTIONS (MLPFs)
This class of functions is characterised by two mappings between a set of arguments X {x 1 ; x 2 ; . . .; x n } and a function y ¼ f ðXÞ : logical and probabilistic. The logical mapping is defined in a k-valued logical system ðk $ 3Þ by means of which to each element of the definition domain are mapped k elements y j , j ¼ 1 4 k of the function y ¼ f ðXÞ belonging to the definition domain. The set of arguments x i , i ¼ 1 4 n; as well as the function y j , j ¼ 1 4 k has values in a k-element set of logical values A k ða 1 ; a 2 ; . . .; a k Þ. Logical values a 1 ; a 2 ; . . .; a k may have a different meaning depending on the problem to be solved and the initial information available about the controlled process: intervals of numerical values (minimal and maximal), fixed numerical or logical values (levels), final differences (changes of numerical values), qualitative values, etc. The most adequate way for achieving logical compliance is through a table that is similar to a truth table in classical logical systems.
The probabilistic compliance between the arguments x i , i ¼ 1 4 n from the set A k and the values of the function y j , j ¼ 1 4 k from the same set A k is defined by the probability matrix P ¼ {p sj }; where s ¼ 1 4 M is the set number and M ¼ k n is the number of possible arguments x i , i ¼ 1 4 n; j ¼ 1 4 k: In short, MLPF is noted with the symbol &; y ¼ f ðXÞ & P{f ðXÞ}:
Example 1 A multi-valued logical probability function y ¼ f ðXÞ & P{f ðXÞ} of two arguments x 1 , x 2 ðn ¼ 2Þ; defined in a three-valued logical system ðk ¼ 3Þ with the set of logical values A 3 ða 1 ; a 2 ; a 3 Þ and probabilities p sj , s ¼ 1 4 9; j ¼ 1 4 3; is given in Table I . Each column with the number s corresponds to a set of logical arguments x 1 and x 2 and probabilities p sj for the occurrence of the logical values of the function y j : value a 1 with probability p s1 , value a 2 with probability p s2 , value a 3 with probability p s3 , s ¼ 1 4 9. For each set s there exists a maximal ð p sj ¼ maxÞ and minimal ð p sj ¼ minÞ probability for the possible values y j of the function x 1 .
PROPERTIES OF MLPFS
. The logical values of function y for each set of values of the argument X are incompatible random events a j , j ¼ 1 4 k that form a full group:
. An MLPF is fully defined if all elements of the probability matrix {p sj } are known. Otherwise, a procedure for logical probabilistic interpolation is carried out as described in section 7. . For each set s with logical values of arguments x i , i ¼ 1 4 n, there exists at least one minimal and one maximal value of probabilities p sj ða j Þ; j ¼ 1 4 k with respect to the logical values y j of function y. . Each MLPF of n arguments defined in a k-valued logical system generates a system of L ¼ k·k k n alternative MLPFs. . The system of L alternative MLFPs has at least one function which is characterised by maximal probabilities p sj ða j Þ; j ¼ 1 4 k for each set of values s ¼ 1 4 M of arguments x i . This system expresses the basic logical and probabilistic relation between the arguments X and the function y and it is called the basic MLPF. . By means of suitable logical and probabilistic measures, the degree of discrepancy between the basic MLFP and the alternative MLPFs is defined. This discrepancy justifies the rational for introducing more or less alternative MLFPs on the basis of a systematic study of the plant under control. . MLPFs provide conditions for simultaneous representation of probabilistic and logical uncertainty which can be evaluated from the following entropy equation:
In this case, the uncertainty is different for each set of logical values of arguments x i . The logical uncertainty is defined by the number of significant values y j of the function y.
. The degree of uncertainty for all sets of logical values of arguments x i is derived from the average entropy value for the sets of arguments x i :
where M ¼ k n is the number of sets. Alternative MLPFs with a strongly increasing degree of uncertainty may be excluded from the stages of investigation as described further in this paper because the information provided by these functions is unreliable.
. It is desirable to examine MLPFs for the presence of different types of arguments, for the possibility of decomposition and composition, minimisation and maximisation, etc.
DEFINITION METHODS FOR MLPFs
In essence, MLPFs are a compactly structured knowledge base for any process under control. Possible sources for the definition of logical and probabilistic relations between the arguments and the function are:
. process theory, if available. When multi-factor analytical relations are available, first they are discretised by means of numerical methods. Then, they are transformed in relevant logical values and logical changes of values on the basis of which the corresponding MLPFs are formed; . expert knowledge;
. statistical methods;
. joint application of process theory, expert knowledge and statistical methods.
ANALYTICAL FORM OF MLFPs
The table form of MLFPs is not appropriate in the case of a great number of arguments and more considerable significance of the logical system. For the transformation of this table form into an analytical form, appropriately chosen axiomatics is introduced.
The analytical form of a basic or an alternative logical probabilistic function can be expressed as
where D a j ðXÞ is a disjunction in a k-numbered logical system, K ðsÞ a j ðXÞ is a conjunction composed for the s-set of argument values x i , and the function y has a logical value a j , j ¼ 1 4 k.
Example 2 A basic MLFP is shown in Table II . The values of the function a j , j ¼ 1 4 k and the relative probabilities (maximal) p sj are given in the fourth row of the 
where N is a negative symbol and 2N is a double cycle negative.
INTERPOLATION OF MLFPs
The above-mentioned characteristics of the considered function class make it possible to evaluate the probabilities for occurrence of function y values, when they are not present in the table MLFP form for the separate sets of arguments x i . In other words, a logical-probabilistic interpolation can be done. A prerequisite for successful interpolation is the availability of basic and alternative functions whose data are examined as:
(a) initial conditions for existing relations between the elements of given compositions by means of set theory; (b) initial conditions for calculating of complex event probabilities by means of probability theory.
Let us assume that the MLFP from Table I is unknown for the set s ¼ 5 ðx 1 ¼ a 2 ; x 2 ¼ a 2 Þ. The interpolation for this "point" is carried out by means of the probabilistic values for s ¼ 4 and s ¼ 6. If required, the procedure may be further extended, e.g. for s ¼ 1 and s ¼ 3 as well as for s ¼ 7 and s ¼ 9. However, it is not the purpose of this paper to analyse in detail all possible situations. In the case of a big number of arguments x i , i ¼ 1 4 n, the procedure described here is more reliable and it provides a more objective evaluation of the uncertainty involved.
The following simple example illustrates the application of the above procedure. For the relations and probabilities between cases s 4 and s 6 , the following cases are possible (see Table I In the case of a clearly expressed relation of the variable x 2 ¼ var with x 1 ¼ const ¼ a 2 , the unknown probability p 51 will be within the interval p 41 4 p 61 and with a high level of probability will be closer to probability p 41 . In the case of an equivalent relation, the probability p 51 for y ¼ a 1 will have a value close to their average arithmetical value. By analogy, we can proceed in the same way for the values of the function y ¼ a 2 and y ¼ a 3 .
When the relation is not clearly expressed, the analysis may be completed by means of the differentiated probabilities between s 1 and s 2 , s 7 and s 9 . If, however, such differentiated probabilities are not available, methods of statistical tests may be used.
COMPOSITION OF MLFPs
Composition of two MLFPs is an operation which defines the probabilistic distribution of logical values of the second MLFP as a result of the probabilistic distribution of values of the 
first MLFP. The composition of a greater number of MLFPs is an operation whereby each function has a probabilistic distribution of its logical values that is defined by the above analogy from previous functions. The composition is non-commutative as it is dependent on the dimension of the variables X and Y. This composition is possible when the MLFPs are correctly defined, e.g. the logical function F(X) does not contain fictitious variables or contradictory values; the probability matrix P{F(X)} satisfies the characteristics related to occasional events forming a whole group. An MLFP is essentially a model of a given real system. The function FðX; WÞ and the matrix P{FðX; WÞ} represent a description of established systems. Therefore, it is essential that the elements of the matrix P{FðX; WÞ} are updated in real time, for example, with the frequency of occurrence of the outputs Y for the newly appeared sets from the occurrence of X and W. In the case when some sets are not appearing, an expert evaluation in the domain of interpolation on the basis of the newly appeared sets is applied, as already described in section 7. The criteria for the matrix adequacy are actually the predictive capabilities of the model. The table form of the first composed MLFP is partially shown in Table III .
The function is presented in a three-numbered logical system ðk ¼ 3Þ with elements from the set A 3 ða 1 ; a 2 ; a 3 Þ where a 1 , a 2 , a 3 are logical values that can have the following meanings: a 1 -low value, a 2 -normal value, a 3 -high value. These values have variables x 1 , x 2 , w 1 , w 2 and y. In this case, the number of argument is n ¼ n 1 þ n 2 ¼ 2 þ 2 ¼ 4 and the number of sets of arguments ðX; WÞ is k n ¼ 3 4 ¼ 81. For simplicity, only six sets are shown in Table III . The set probabilities are denoted by p s1 ; p s2 ; p s3 ; . . .; p s81 and they represent a total combination of independent and incompatible occasional events that compose full group, e.g. their sum is equal to one. For each separate set of arguments ð j ¼ 1; 2; . . .; 81Þ; it is possible for the function y to have k ¼ 3 values ða 1 ; a 2 ; a 3 Þ with corresponding probabilities p ji ; i ¼ 1; 2; 3; j ¼ 1; 2; . . .; 81; all of which are elements of the matrix P{F 1 ðX; WÞ}.
The MLFPs composed with the function Y ¼ F 1 ðX; WÞ&P{F 1 ðX; WÞ} from Table III are denoted by Z ¼ F 2 ðY; VÞ&P{F 2 ðY; VÞ}, as shown in Table IV . The matrix with the probability distributions for the second MLFP is denoted by Q{F 2 ðy; v 1 ; v 2 ; v 3 Þ}. The probabilities for set occurrences are denoted by q l1 ; q l2 ; q l3 ; . . .; q lj and the probabilities of function values Z by q lj . The latter are actually the elements of the matrix Q{F 2 ðY; VÞ}.
PROPERTIES OF MLFP FUNCTIONS AND PROBABILITY DISTRIBUTION MATRICES
As a result of the presence of uncorrelated occasional events at the system input X, their interaction with the external environment W and V, and the fact that the sets of events X, W and V are incompatible and form a full group, the following expressions are valid:
where p si and q li are elements of matrix P{F 1 ðX; WÞ} and Q{F 2 ðY; VÞ}, respectively. For probabilities of sets p sj and q lj of arguments X, W and Y, V, respectively
The probability p yi for occurrence of the function y ¼ a i ; i ¼ 1; 2; . . .; k is a product of the probability p sj for occurrence of the set ðX; WÞ and the probability p ji :
The probability q zi for occurrence of the function Z ¼ a i ; i ¼ 1; 2; . . .; k is a product of the probability q lj for occurrence of set ðY; VÞ and the probability q ji :
The set probabilities q lj in the function Z from Table II prior to its composition are unknown because they depend on the distribution of probabilities p yi , i ¼ 1; 2; . . .; k.
EXTRACTION OF NEW KNOWLEDGE
Interpolation of MLFPs is essentially a procedure for extracting new and focused knowledge about the process under control. The possible inaccuracies concerning this knowledge are linked to the probabilities for occurrence of the logical values of the set A k and they are subject to modification in the process operation.
By means of composing MLFPs, new and wider knowledge about the process under control may be obtained.
For diagnostic purposes, the appearance of contradictory or incompatible sets in the input -output data can be interpreted as a result of flaws in the interpolation or the composition procedures.
MULTI-VALUED LOGICAL PROBABILISTIC FUZZY FUNCTIONS (MLPFFs)
The above-presented definitions and properties of MLFP as well as the related applied procedures for interpolation and composition can be used as a tool for formal representation, analysis, prediction, and control of complex systems that are characterised by a great number of stochastic and non-stationary factors.
MLFPs can be used as steady-state models of complex systems with Wðw 1 ; w 2 ; . . .; w r Þ as control inputs. The non-stationary outputs Yðy 1 ; y 2 ; . . .; y m Þ and the conditions Zðz 1 ; z 2 ; . . .; z e Þ are defined by the controllable factors Xðx 1 ; x 2 ; . . .; x n Þ and the uncontrollable disturbances of the environment jðtÞ:
In order to use MLFPs as dynamic models, additional considerations would be required which are not discussed in this paper.
If the input -output data about the process under control are inaccurate, they can be represented as MLPFFs. In this case, it is necessary to introduce logical linguistic variables for the controllable factors X and the outputs Y whereas the control inputs W may be represented as either numerical or logical variables. The dimension of the vectors X and Y will increase as a function of the number of logical linguistic values.
To illustrate the above concept, an example is presented below with the following three basic logical values: low (L), standard (S), high (H). The fuzzy membership functions for all variables x 1 ; x 2 ; . . .; x n ; y 1 ; y 2 ; . . .; y m are chosen of a standard trapezoidal type.
In this case (Fig. 1) , m(x i ) is the fuzzy membership function for the factor x i , i ¼ 1; 2; . . .; n: For the chosen three-valued logical function ðk ¼ 3Þ, the number of logical linguistic values is k LLV ¼ 7, i.e. low (L), low-standard (LS), standard-low (SL), standard (S) standard-high (SH), high-standard (HS), high (H). If factor x i has an incorrectly measured value x 0 1 , then obviously mðx 0 11 Þ . mðx 0 12 Þ: It is semantically reasonable to suggest that the logical linguistic value of factor x i is low-standard (LS), e.g. nearer to the low value (L). When the inaccurately measured value is x 00 1 , the logical linguistic value of factor x i is standard-low (SL). The same procedure is also applied to medium values (SH) and (HS).
It would be unnecessary to introduce analytical dependence for two values of mðx 0 11 Þ and mðx 0 12 Þ in the table form for the MLPFFs. Therefore, only the higher value of the fuzzy membership degree for the corresponding factor is considered. Table V shows the table form for a specific MLPFF. It includes the number of sets (s) for the inputs (controls W, factors X), the probability p(S) for occurrence of the each set, the logical linguistic values for all inputs and outputs of the system, the probabilities for For simplicity, the MLPFF in Table V models a process with two control inputs w 1 and w 2 , two vectors of the environment x 1 and x 2 , and two outputs y 1 and y 2 . In this case, only a limited number of sets ðs ¼ 1 4 8Þ is shown as the complete number of sets for this sevenvalued logical system ðk ¼ 7Þ is quite big ðk·k k ðnþ2Þ Þ: Obviously, the number of factors is n ¼ 2 and the numbers of controls is r ¼ 2.
In general, the complete number of sets is only of theoretical importance as some of these sets are not admissible due to physical or technical limitations imposed on the process. In other words, the probability for occurrence pðsÞ of some sets may be quite low and they may be ignored.
All characteristics of MLFPs in relation to probabilities p sdl can also be used for MLPFFs. For the manipulation of the fuzzy membership degrees m sdl , the operations on fuzzy sets and relations can be used.
CONCLUSION
A method for analysis of multi-factor, multi-stage, non-stationary systems is proposed. The method is based on the combination of interrelated logical and probabilistic mappings and it is applicable under stochastic and fuzzy uncertainty of the input -output data. 
