Abstract: In this note we address some issues of recent interest, related to the asymptotic symmetry algebra of higher spin black holes in sl(3, R) × sl(3, R) Chern Simons (CS) formulation. In our analysis we resort to both, Regge-Teitelboim and Dirac brackets methods and when possible identify them. We compute explicitly the Dirac brackets algebra on the phase space, in both, diagonal and principal embeddings. The result for principal embedding is shown to be isomorphic to W 
Introduction
Higher spin (HS) theories [3] [4] [5] [6] in 3D, have been of great interest recently and specifically, the study of higher spin black holes in the Chern-Simons formulation has been one of the most active lines of research [1, 2, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
The 3D Chern-Simons (CS) is a theory of pure gauge degrees of freedom. However, in backgrounds with conformal boundaries, like AdS 3 , It is not a trivial theory. To have a well defined variational principle, boundary terms should be added to the original action. These boundary terms are designed to make the total action stationary under motion in a given region of the moduli space of flat connections. The selection of that region, a.k.a. imposition of boundary conditions, defines the domain of the moduli space to work with: the phase space. Motion outside of the phase space do not leave the action invariant and it is incompatible with the variational principle. The corresponding gauge transformations are dubbed non residual. Motion inside the phase space instead, leave the total action invariant by construction, then it is admissible. The corresponding gauge transformations are called residual and they emerge as global symmetry transformations. It is very important to stress that throughout this paper we will use the term phase space in the sense stated above, and not to denote all possible initial data in a given Cauchy surface, as it is usually done.
In the last few years some families of phase spaces have been argued to contain generalisations of the BTZ black hole [18] : They are called higher spin black holes. See [2, 7] . Each one of these families is labeled by a set of numbers µ,μ usually called chemical potentials. The name deriving from the fact that they can be identified with the chemical potentials of conserved higher spin currents in a 2D CFT. Recently, attention has been drawn to the fixed time canonical symplectic structure of these families [1, 2] (studies for highest weight boundary conditions can be found at [6, 19, 20] ). One main point of concern regards, whether the associated Asymptotic Symmetry Algebra (ASA) is or is not independent on the chemical potentials (µ,μ). An important fact that calls for attention is that black holes are zero modes of a corresponding family, and so different phase spaces sharing one of them, will provide different descriptions of the given black hole [21, 22] . In fact the initial gauge invariance guarantees the presence of a map between any two of such descriptions, the gauge transformation being of course non residual. However, as we shall show, not all non residual gauge transformations take to a new description of the phase space while preserving the form of the zero modes. In this note we will address issues related to these questions. We will do it in a perturbative framework and for the case in which the gauge algebra is sl (3, R) in order to simplify the analysis.
The outline of the paper is as follows. In section 3.1 we start by showing how to identify the Regge-Teitelboim (RT) formalism [23] with the Dirac one, for a family (µ 3 ,μ 3 ) in sl(3, R) CS presented in [1] . Even though, as already known [1] , one can arrive at a fixed time W 3 symplectic structure by use of RT formalism, we will show that this procedure is equivalent to the implementation of a non residual gauge transformation to a new phase space, that does not include the (µ 3 ,μ 3 ) black hole as zero mode. Thereafter we compute the Dirac brackets at a fixed time and show they can not be identified to the W 3 algebra. Finally we compute the fixed time Dirac brackets in a different phase space that does include the (µ 3 ,μ 3 ) black hole as zero mode [2, 7] , and show that their algebra is isomorphic to W (2) 3 [2] .
The Regge-Teitelboim formalism in 3D CS
We start this section by reviewing the Regge-Teitelboim (RT) formalism in the context of Chern Simons theory in a 3D space with boundaries. Firstly, we provide some tips that the reader should keep in mind for the rest of the paper.
• Along our discussion we will use the λ = 3 truncation of hs(λ) to sl (3, R) . However many of the procedures to be reviewed in the next section do generalise straightforwardly to any of the truncations gotten for positive integer λ.
• The super index (0) in a given quantity X stands for its restriction to the Cauchy surface X (0) . Or equivalently to its initial condition under a given flow equation.
• The symbol δ stands for an arbitrary functional variation whereas δ Λ stands for a variation due to a residual gauge transformation Λ.
Let us denote by (A,Ā) the left and right sl(3, R)-valued connections of interest. Let us focus on the sector A and let us denote the space-time coordinates by (ρ, x 1 , x 2 ). The Chern Simons action supplemented by a boundary term is
Part of the hs(λ) 1 gauge freedom is fixed by the choice
1 See appendix A for notations, conventions and definitions concerning the hs(λ) algebra.
The (1, ρ) and (2, ρ) components of the equations of motion dA + A 2 = 0 impose the form
with a = 1, 2 2 . The remaining (1, 2) components read
Up to this point we have twice as many variables than equations. Equation (2.4) can be thought of as:
where the . . . define quantities that do not involve derivatives with respect to x 2 .
From this point of view A 2 is an arbitrary source and the Cauchy surface initial condition is A 1 | x 2 =f ixed . The arbitrariness of the source A 2 represents an extra gauge freedom that tunes the x 2 evolution of a Cauchy data surface A 1 | x 2 =f ixed . Should we make the choice A 2 = 0, evolution is trivial and all Cauchy surfaces have the same data A 1 (x 1 ). Data A 1 (x 1 ) and A 1 (x 1 ) + δ Λ A 1 (x 1 ) are physically inequivalent as the gauge degeneracy has been already fixed.
However, notice that one can map δ Λ A 1 (x 1 ) to a "improper" hs(λ) gauge transformation with parameter Λ(x 1 ) 3 . In this way the gauge choice A 2 = 0 is preserved and
The gauge parameters Λ carry thence some physical meaning, they will define global charges Q(Λ) whose Poisson bracket with the initial data A 1 (x 1 ) will generate the changes δA 1 (x 1 ). In fact, in virtue of what was said, it results that
Where G is the generator of gauge transformations in a given Cauchy surface before imposing any second class constraint. Even though we did not make it explicit in (2.6), we have also imposed A 2 = 0. Before defining G let us stress that in the following paragraph we do not impose neither (2.2) nor (2.3) which are not compatible (second class) with the x 2 = f ixed Poisson bracket algebra
Where by V 1 0 we mean the identity operator in the hs(λ) algebra (See appendix A). However we are free to take A 2 = 0 as it is compatible (first class) with (2.7). The quantity
8)
2 From now on we will focus on the unbarred sector A. The results for the barred sectorĀ can be obtained in the same way. 3 In terms of the A components the parameter is bΛ(x1)b −1 , in such a way that it preserves the hs(λ) gauge choice Aρ = V 2 0 . The gauge transformation Λ is usually called "improper" as it changes the specified boundary conditions. In a manner that will be explicitly shown below these transformations define global symmetries.
is defined over each x 2 = f ixed Cauchy surface and obeys the following properties
under the brackets (2.7). Namely, it generates the gauge transformations on a given Cauchy surface under (2.7), and it is properly differentiable under off-shell variations δA 1 . By computing the gauge variation of (2.8) and regrouping some terms one arrives to the algebra
which is inherited through (2.6) by the Q(Λ)'s. In fact, after plugging (2.8) into (2.6) one gets
From the first line in (2.9) and after imposing the second class constraints (2.2) and (2.3) we arrive to It is worth to notice that in the previous definition of G, the gauge parameter Γ was supposed to be field independent. Should this not be the case, then (2.8) should be replaced by (2.14) where the boundary term B is such that
Is easy to check that (2.14) still obeys the properties (2.9), but in a weak sense, namely up to terms that vanish when one imposes the equations of motion, F 1ρ = 0. Clearly when Γ is field independent both definitions (2.8) and (2.14) are equivalent. But (2.14) is more general. So we will stick to (2.14). 
(2.17)
In this way we just need to use A 1 and the residual gauge parameter Λ to evaluate the RHS [1] . We will not resort to this way. Notice also, that in the process we have been neglecting total derivative terms with respect to x 1 under integration. To take care of them, one imposes boundary conditions on the field and gauge parameters, like for instance periodicity under x 1 → x 1 + 2π. In the next section we will study a case in which such a periodicity is lost due to the use of perturbation theory.
The phase space of sl(3, R) black holes.
In this section we continue to analyse the phase space of sl(3, R) black holes. With that goal in mind, we make use of Regge-Teitelboim and Dirac bracket methods in both principal and diagonal embeddings.
Regge-Teitelboim method in the principal embedding
In this subsection we impose extra constraints (boundary conditions) on the phase space of the CS theory with Lie algebra sl(3, R). We will explicitly set up the RT method in order to make it equivalent to Dirac formalism. In the process we will show, as already known, that it is also possible to set up the RT formalism in order to define a W 3 algebra at fixed time slices [1] . We will show explicitly that this choice can be thought of as the realisation of a non residual gauge transformation that resets the initial constraints in favour of the usual highest weight one. Next section we will show that such W 3 is not isomorphic to the fixed time Dirac bracket algebra.
Let us relax the condition A 2 = 0 used in the previous section. Besides (2.2) and (2.3), we impose the following constraints
where the highest weight elements (L, W, . . .) are arbitrary functions of (x 1 , x 2 ). From now on to save some notation we denote the set of all of them (L, W, . . .) as M. The flatness conditions along the generators V s ms≥−s+1 provide algebraic equations for the "lower components" in terms of (M, ∂ 2 M).
The remaining ones provide the x 2 -flow equations
which determine the M out of the initial conditions M(x 1 , 0). Solutions can be found in terms of perturbations of the chemical potential µ 3 and will have the generic form
where M (1) , are local functionals of the initial conditions
1 . Notice that the integration constants M (0) 1 are just shifts in M (0) . In general we will take M (0) 1 as the most general functional of x 1 and M (0) consistent with dimensional analysis. The explicit dependence in x 1 will play an important role.
We ask now for the set of linear gauge transformations preserving the boundary conditions (3.1)
4 where the lowest components {ǫ, η} are arbitrary functions of (x 1 , x 2 ). We will denote the set of lowest components {ǫ, η} by Θ. The projection along the generators V s ms>−s+1
of the x 1 equation in (3.5) solves algebraically for the highest components in terms of the lowest ones Θ:
Notice that the A 2 component (3.2) can be viewed as a residual gauge parameter Λ(0, µ 3 ). This is of course a reminiscence of its spurious character.
The remaining x 1 equations provide variations of the gauge field parameters M(
From flatness conditions and the Dirichlet boundary condition to impose, it is clear that any other component variation of the gauge fields can be deduced from these ones. Demanding the lowest weight components (V 2 1 , V 3 2 ) of the final A 2 connection to be fixed, determines the x 2 -flow equations
which allow to solve for the gauge parameter Θ(x 1 , x 2 ) in terms of the initial conditions Θ(x 1 , 0). Again, solutions can be found in perturbations of the chemical potential µ 3 The Cauchy data at a fixed time slice and the corresponding residual gauge transformations are
where the effective angular variable isφ = 1 2 φ. By the following redefinition
we get rid of all terms in the connection A and residual gauge transformation δ Λ A that break periodicity under φ → φ + 2π. The periodic terms however are chosen by con-
) and
) are determined by the equations of motion (3.3) to be
Notice that explicit dependence in the Cauchy surface position t 0 remains in both A and δ Λ A. The contribution of this explicit dependence in t 0 to the charge Q is a total derivative whose integration vanishes upon imposing our periodic boundary conditions. The integrated charge, out of (2.16), for any t 0
14)
5 Should we have chosen x1 = φ and x2 = t the fixed time Dirac bracket algebra of (3.1) is seen to be W3 [2] . 6 Later on we will compare the result for the ASA with the choice 3.12 with the Dirac bracket algebra.
(3.12) is the consistent choice for that case.
and the variations 16) determine, after long but straightforward computation, the Poisson bracket algebra (3.38) by means of (2.12) 7 . The . . . in (3.15) stand for the zeroeth order in µ 3 contribution, which is given by the right hand side of (
Remember that δ stands for arbitrary functional differential and so by (δ . . .)| δ→δ Λ we mean to take the functional differential of . . . in terms of (δL (0) , δW (0) ) and after substitute δ by δ Λ . We will prove that the ASA on a fixed time t 0 slice that is obtained by imposition of (3.12) upon the Regge-Teitelboim bracket definition (2.17), namely (3.38), coincides with the fixed time t 0 Dirac bracket algebra in the space of flat connections (3.1). We will check that the µ 3 deformation of (3.38) can not be absorbed by a field redefinition. In other words the ASA (3.38) is not isomorphic to W 3 . However, there is a way to associate a W 3 algebra to (3.1). In fact the choice 17) with the . . . denoting the rhs of the previous choice (3.12), defines the integrated charge before. The technical reason being the presence of the field dependent redefinition of gauge parameters (3.17) that is not equivalent to a redefinition of (L (0) , W (0) ). As we will show this procedure is somehow violating the Dirichlet boundary conditions of (3.1).
But before going on let us write down the expression for the original (V 2 −1 , V 3 −2 ) components of the projection A 1 of A and the corresponding residual gauge parameters, (L, W, ǫ, η), in terms of the (L (0) , W (0) , ǫ (0) , η (0) ) for the choice (3.17)
The (V 2 −1 , V 3 −2 ) components of A are recovered by dropping the terms linear in µ 3 without t 0 dependence in the first two lines in (3.19).
The RT reduction to W 3 as a non residual gauge transformation
As promised, we will show that the process that follows the choice (3.17) in defining a W 3 algebra for (3.1), is equivalent to the process of performing a gauge transformation that maps the phase space (3.1) with µ 3 = 0 to the one with µ 3 = 0. Namely to perform a gauge transformation that changes the original boundary conditions. First let us collect useful information. Let A be the space of flat connections with residual gauge transformation condition δA = D A Λ A .
Let g be an arbitrary field dependent gauge group element which is not a residual transformation of A. By performing the similarity transformation by g on both sides of (δA) = D A Λ A we get 20) where A g ≡ gAg −1 + g∂g −1 . From (3.20) we read out the transformation law for the residual gauge parameter Λ
where at this point, we are free to substitute the arbitrary differential δ by δ Λ A , the initial residual gauge transformation. Now we notice that equations (3.3) and (3.9) are integrable at any order in µ 3 as it follows from gauge invariance [1, 12] . One way to solve them is to express the solution in terms of a gauge group element g = g(L,W, µ 3 x 2 ) that takes the highest weight connectioñ 22) to (3.1), via the usual transformation lawÃ →Ã g ≡ A. The element g that transforms (3.22) into (3.1) is generated at the first order in µ 3 and linear order in the algebra element by:
with Λ, as a function of (ǫ,η), given by (3.7) with background fields (L,W) instead of (L, W). From the second line in (3.23) it follows that Λ g generates transformations of the kind (3.8) on the (L,W) and relate them with the new parameters (L, W) by
where we have hidden the arbitrariness Λ(ǫ g ,η g ) in (3.23), inside of the (L,W). From the x 2 flow equations (3.3) and (3.24) one is able to identify the parameters (L,W) with the initial conditionsL
The map induced by H g is then identified with the Hamiltonian evolution along x 2 that recovers (L, W) out of the initial conditions (3.25). Now we can apply (3.21) to this specific case Where by δ we mean the analog of the variations (3.8), and again we have hidden the arbitrariness Λ(ǫ g ,η g ) inside the parametersΛ ≡ Λ(ǫ,η). The last line in (3.26) , together with the x 2 flow equations (3.9), allows us to identify the parameters (ǫ,η) with the initial conditions (
After imposing (3.17), the explicit form of Λ (3.7), (3.25), (3.27) on (3.24) and (3.26), one finds the same relations gotten from the previous procedure, (3.19) . This was expected a priori, since the latter approach is simply a way to encode the x 2 evolution in the element g. Additionally, it provides an alternative perspective to understand the significance of the choice (3.17). From (3.21) it follows that the differential of charge δQ ≡ π 0 dφ tr(ΛδA) is not invariant under a gauge transformations g. In particular, the differential of charge for (3.22) previous to the gauge transformation g encoding the x 2 evolution, is: 28) and picks up an extra µ 3 dependence after the gauge transformation g is performed. The choice (3.17) is the one that cancels, up to trivial integrations of total derivatives, this extra µ 3 dependence contribution to the final differential of charge. The final result for the transformed charge, after functional integration is performed, coincides with (3.18). Notice however that the non residual gauge transformation g takes to a phase space (3.22) that does not include the (µ 3 ,μ 3 ) GK ansätze [7] .
Dirac bracket in the principal embedding
In this section we compute the Dirac bracket on the phase space (3.1), on a Cauchy surface at fixed t 0 . From there, we will check that they define an algebra which is not isomorphic to W 3 . To make things easier we start by computing them on a Cauchy surface at fixed x 2 . In this case the phase space is given by a generic sl (3 
We start from the Kac-Moody algebra (2.13) and proceed to impose the following 6 second class constraints
onto it, but first we choose the integration constants to be
precisely as in (3.12) . From now on, to save space we will not write down the explicit t 0 dependence but the reader should keep in mind that the full result is recovered by making the substitutions
at the end. The constraints (3.30) define the Dirac bracket
in the reduced phase space with configurations
is the inverse operator of {C i (x 1 ), C j (x 2 )} P B , whose non trivial components are computed to be
It is easy to check that M ij (x 1 , y 1 ) = −M ji (y 1 , x 1 ) as it should be. After some algebra (3.33) takes the explicit form
where all the L (0) and W (0) in the right hand side are evaluated on x 1 . The brackets (3.35), define a W 3 algebra at fixed light cone coordinate x 2 slices 8 for the phase space (3.1) [24] . Notice that in this case, the µ 3 dependence is implicit in the fields through the redefinitions (3.32).
Now we go a step forward to compute the Dirac bracket on a Cauchy surface at fixed time t 0 . This time the constraints will look like
and the corresponding first order in µ 3 corrections to (3.34) are
Again it is easy to check that
. From (3.33), (3.34) and (3.37) we compute the corresponding Dirac bracket. They can be checked to obey the compatibility property {C i , . . .} D = 0.
The corrections to (3.35) are given by
and can not be reabsorbed by a general analytical redefinition at first order in µ 3
where the (L
1 hom , W
1 hom ) are given in the first line of (A.9). So the fixed time Dirac bracket algebra (3.38) on the phase space (3.1) is not isomorphic to W 3 . However as we will see (3.1) can be embedded in a larger phase space whose constrained algebra at fixed time slices is isomorphic to W (2) 3 .
Dirac bracket in the diagonal embedding
As promised, in this section we first review how to embed the phase space (3.1) into a larger phase space with gravitational sl(2, R) diagonally embedded into sl(3, R). Thereafter we compute the corresponding fixed time Dirac bracket algebra and show that it is isomorphic to W (2) 3 . First we redefine our generators as
with the non trivial commutation relations being: 
We could now repeat the Regge-Teitelboim analysis done for the case of the principal embedding to this case, but instead we choose to work out the Dirac bracket algebra.
For the seek of brevity we will work at t 0 = 0, but the conclusion of this computation remains unchanged at any other fixed time slice. The difference being that the charges will carry an explicit t 0 dependence as in the previous case. At t 0 = 0 the Cauchy data at first order in ν 3 can be written in the form
by a choice of integration constants. Wherẽ
we obtain the undeformed W (2) 3 algebra: at first order in the parameter ν 3 . However, it would be strange would this not be the case at any order in ν 3 .
Notice that (3.42) does contain the (µ 3 ,μ 3 ) higher spin black hole solutions [7] (of course, after performing the shift ρ → ρ − 1 2 log(µ 3 ) on them), as zero modes. Thence, both families (3.1) and (3.42) can be used to define the charges of these black holes. However, the two possibilities are not equivalent as we have already shown that (3.42) is larger than (3.1) and thence the corresponding algebras are not isomorphic. The family (3.42) is the preferred one, as for (3.1) it is impossible to define a basis of primary operators for the corresponding algebra 9 .
We make a last comment before concluding. Notice that should we have worked with the following coordinates algebra through field redefinitions. The hs(λ) ansätze introduced in [25] , belong to (3.42) under (3.56) for the truncation to sl(3, R) via the limit λ = 3 10 . Thenceforth, in this case, the corresponding charges are not of higher spin character.
In our study we did not attempt to meddle with the issue of asymptotic symmetry algebras coming from generalised boundary conditions in the context of hs(λ). We hope to report on that point in the near future.
Final remarks
We started by analysing the symplectic structure on the phase space sl(3, R) black holes in principal embedding (3.1) with x 1 = t+φ 2 and x 2 = −t+φ 2 . We were able to identify 9 One can define a quasi-primary field of dimension 2, as a Virasoro subalgebra can be identified in (3.38), but the remaining generator can not be redefined in order to form a primary with respect to the Virasoro one. 10 However one should keep in mind the extra shift in the coordinate ρ → ρ − 1 2 log(µ3).
the conditions that match the RT and Dirac procedures. The fixed time Dirac bracket algebra is not isomorphic to W 3 . However a W 3 structure can be defined by use of RT [1] . The phase space of connections associated to this construction does not contain the zero modes that are identified with higher spin black holes but a highest weight description of them. Upon analysis in diagonal embedding we computed the Dirac brackets algebra and as expected [1, 2] It turned out to be isomorphic to W
3 . Our results complement the viewpoints in [1, 2] 11 .
It would be necessary to address similar questions for a generic value of the deformation parameter λ. For that, analysis in perturbations of the generalised boundary conditions in the corresponding embeddings, like (µ,μ) in the principal, or (ν,ν) in the diagonal of the λ = 3 truncation, could result helpful. Presumably the map between zero modes in different embeddings could be identified at any order in the chemical potentials. Related maps have been studied for the usual conical defects [26] [27] [28] . Nevertheless we believe that an alternative and more general path to follow can be developed.
In this paper we take λ = 3 and remain with the ideal part, 2 ≤ s ≤ 3.
The Killing metric on the principal embedding for the ordering given in (3.29) where we remind the reader that by (δ . . .)| δ→δ Λ we mean:
• Take the functional differential of . . . in terms of (δL (0) , δW (0) ) and therafter substitute δ by δ Λ . The expressions for (δ Λ L (0) , δ Λ W (0) ) are reported in (3.15). The expressions for (δ Λ L, δ Λ W) are reported in (3.8).
The most general solution to (A.7) read out It is straightforward to check that (A.8) coincides with (3.17) for c 1 = 1 and c 2 = 0. In fact this is the unique choice out of (A.8) that allows to integrate the differential of charge to (3.18) . It is also useful to write down the most general choice of (L We use (A.9) to show that (3.38) is not isomorphic to W 3 .
