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Summary 
The mitigation of terrain scattered interference (TSI) in airborne radar sensor arrays 
presents a unique adaptive array processing problem. TSI is produced by jammer mul-
tipath reflections that are incident on the radar from a large sector of the azimuth 
plane. Often, the interference is found throughout the mainbeam of the receiver 
array, precluding any spatial nulling methods. Instead, TSI mitigation techniques 
use temporal correlation found in the returns to achieve interference suppression. 
A beamspace canceler is proposed that uses TSI energy found in the spatial side-
lobes of the mainbeam to estimate and remove the mainbeam TSI. The method 
is shown to have several important advantages over the currently used method, the 
single-reference beam canceler. Namely, the beamspace canceler is able to effectively 
mitigate TSI produced by airborne jammers without the use of Doppler compen-
sation channels and is implemented with a drastic reduction in the blind interval. 
The proposed method is demonstrated on experimental TSI collected as part of the 
DARPA/Navy Mountaintop program. An extension of the beamspace canceler is 
also proposed for mainbeam jammer cancellation where the target and jammer are 
spatially co-located. 
Another important aspect of this thesis is the investigation of issues essential 
for the implementation of the beamspace canceler in actual airborne radar systems. 
First, a number of rank reduction strategies are investigated for the TSI mitigation 
problem. Rank reduction is necessary due to computational restrictions and sample 
support limitations. Another important issue is the mitigation of combinations of 
TSI and monostatic clutter since actual airborne radars almost inevitably contain 
ground clutter returns. Using an extension of the beamspace TSI canceler, a factored 
mitigation approach is proposed that performs TSI mitigation in the entire beamspace 
domain to preserve the spatial dimension of the data. Then, the output of the TSI 
cancellation stage can make use of all the spatial degrees of freedom to perform space-
time adaptive processing (STAP) for monostatic clutter suppression. Results with 
experimental data comparing the performance of the proposed method to single-beam 




The goal of pulsed airborne surveillance radar systems is to detect targets in the 
presence of interference. The interference sources most often considered are hostile 
stand-off barrage noise jammers and monostatic clutter. These types of interference 
can be effectively mitigated in the element-pulse or azimuth-Doppler domains using 
space-time adaptive processing (STAP) techniques. STAP is able to reduce their 
contributions below the thermal noise floor [67]. Terrain scattered interference (TSI), 
also known as hot clutter, is another type of interference encountered by airborne 
radar systems [17, 19]. Rather than directly jamming the radar receiver, hostile jam-
mers produce TSI by directively transmitting energy at large surface scatterers to 
generate terrain reflections in the direction of the airborne radar. Since the scatterers 
are spatially distributed, the radar system observes TSI energy in a large portion of 
the angular spectrum. As a result, target detection is severely hampered in these 
regions. The interference is distributed throughout the mainbeam and is therefore 
spatially coherent with the target. In addition, the terrain reflections tend to decor-
relate in time, so that the TSI is approximately uncorrelated from one pulse to the 
next. However, the mainbeam interference is produced by several multipath reflec-
tions of the original jammer signal impinging on the radar receiver. Each multipath 
reflection is due to a different scatterer and has a different path length from the jam-
mer source to the receiver. Therefore, each received TSI signal is a weighted delayed 
version of the source, and the mainbeam interference is simply the summation of 
these delayed replicas. As a result, mainbeam TSI contains a significant amount of 
temporal or range correlation, often over large time spans because of the differences 
in the propagation paths of the various signals. 
Adaptive TSI cancellation methods focus on exploiting temporal correlation 
in the returns. A number of analog adaptive methods have been proposed, starting 
with Morgan and Athanasios, who were the first to consider the mitigation of TSI, 
although in the form of wideband sidelobe interference [50]. Fante proposed a band-
width partitioning method using tapped delay lines within the individual subbands 
[17, 33]. More recently, Fante and Torres proposed a 3-D adaptive method [19] based 
on a TSI model for which the ideal covariance statistics were derived in order to find 
the adaptive weights. However, this method becomes computationally intensive for 
the number of elements and pulses typically used in real-time systems. In addition, 
this technique, as with all of the other analog methods, requires the a priori estimation 
of covariance statistics and fails to address the rapid decorrelation of TSI, even from 
pulse to pulse. For this reason, the adaptive weights need to be recursively computed 
and applied within a short time period, preferably from the same set of returns. A 
discrete-time method proposed by Doherty uses an adaptive filter, matched to the 
transmitted waveform, for single-channel TSI mitigation [16]. However, this method 
assumes a narrowband TSI model which is inconsistent with actual TSI returns [40]. 
The only TSI cancellation method that has been successfully demonstrated 
on experimental data is the single-reference beam (SRB) canceler [5, 21, 22]. This 
canceler predicts the mainbeam TSI from the jammer direct-path signal that is ac-
quired by steering a reference beam toward the jammer location. Unfortunately, the 
large correlation time spans typically present in the returns necessitate a large num-
ber of temporal taps on the reference beam for this method. As a result, a large 
blind interval exists at the beginning of each processing interval over which target 
detection performance is degraded. In addition, the SRB canceler requires the use 
of Doppler compensation channels for the mitigation of TSI produced by airborne 
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jammers. However, Doppler compensation requires a large increase in the adaptive 
degrees of freedom, as well as the a priori estimation of each Doppler component, 
making its use undesirable. 
In this thesis, a new beamspace TSI canceler is proposed that makes use of TSI 
returns present in the spatial sidelobes of the mainbeam. Auxiliary beams are used 
to collect this sidelobe TSI energy. These TSI signals contain significant correlation 
with the mainbeam interference and can be used for cancellation purposes instead of 
the direct-path signal used by the SRB canceler. The proposed method is shown to 
achieve a significant improvement in the cancellation of TSI produced by airborne 
jammers without the use of Doppler compensation channels. Also, the exploitation 
of the additional spatial information diminishes the size of the temporal window and, 
consequently, the blind interval. The canceler is implemented using the sample matrix 
inversion (SMI) technique. Diagonal loading of the sample covariance matrix is shown 
to provide robustness for the SMI adaptive weights. 
An important issue with the beamspace TSI canceler is its integration into an 
actual airborne radar system. Computational and sample support limitations moti-
vate the use of rank reduction methods to decrease the degrees of freedom necessary 
for the adaptive processor. A variety of existing methods are studied as part of this 
thesis. Another important consideration is the fact that TSI is seldom the only type 
of interference present. For the airborne scenario monostatic clutter returns are also 
present when the radar is in search mode since the receiver is transmitting energy in 
order to detect targets. Therefore, the mitigation of combinations of TSI and mono-
static clutter is the more likely problem that needs to be addressed. A factored ap-
proach is proposed, performing TSI mitigation followed by monostatic clutter nulling. 
The factoring of the processing is necessary due to the limited sample support imposed 
by the non-stationary nature of monostatic clutter returns. The proposed method 
performs full beamspace mitigation of TSI in order to preserve the spatial dimension. 
A complete TSI-filtered CPI data-cube is passed on to the monostatic clutter nulling 
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stage which enables the use of STAP techniques. The proposed method is compared 
to single-beam TSI mitigation with moving target indicator (MTI) clutter nulling 
on experimental returns, also collected as part of the DARPA/Navy Mountaintop 
program. 
The last portion of this thesis proposes the extension of the beamspace canceler 
to another problem: mainbeam jammer cancellation. In this problem, the jammer 
is so close to the target that the two essentially share the same spatial location. As 
a result, spatial only processing is not an option, since it forces an adaptive null in 
the direction of the jammer and the target. However, the beamspace canceler can be 
employed to collect incidental jammer multipath returns. The multipath signals from 
the auxiliary beams of the canceler are used to estimate and remove the mainbeam 
direct-path jammer signal. The method is demonstrated on experimental returns 
for which it is shown to achieve greater than 10 dB of suppression of the mainbeam 
jammer signal. 
4 
C H A P T E R 2 
Background 
Background material pertaining to terrain scattered interference mitigation is pre-
sented in this chapter. The chapter begins with some fundamental concepts of both 
radar and array signal processing. Then, surveillance airborne radar systems are dis-
cussed, including operation in pulsed mode, sampling of the individual pulses, and 
the structure in which the data is collected. Next, the target signal is described 
along with the different types of traditional interference and their mitigation using 
space-time adaptive processing. The chapter concludes with an overview of terrain 
scattered interference and the mitigation method currently used for its suppression. 
2.1 Fundamentals 
This section addresses some of the fundamental concepts in radar and array signal 
processing. In addition, assumptions and notation to be used throughout the thesis 
are stated at this time. Several detailed textbooks exist in both the areas of radar 
[41, 51, 57, 58] and array processing [15, 30, 32, 48]. The interested reader should 
consult these references for a more detailed treatment of these topics. 
2.1.1 Radar Fundamentals 
A radar signal is produced by a transmitter. The signal propagates through the at-





Figure 2.1: Radar operation in pulsed transmit/receive mode. 
the signal reflected back in the direction of the radar, known as the radar echo, is 
then measured by the radar receiver. The changes in the returned radar signal yield 
important information about potential targets, such as their distance and relative 
velocity with respect to the radar. Many radar systems have an antenna that per-
forms both the transmit and receive functions. Since both operations cannot occur 
simultaneously, the radar operates in pulsed mode, transmitting for a period of time 
(the pulse) and then receiving for a period of time. Fig. 2.1 shows the transmit and 
receive periods for a pair of pulses. Note that transmit and receive periods do not 
necessarily have equal time durations. Assuming the pulses are transmitted at a con-
stant frequency, fp, known as the pulse repetition frequency (PRF), the inter-pulse 
period is 
T„ = y. (2.1) 
Jp 
The antenna is also characterized by its transmit and receive responses that deter-
mine the strength at which the radar signal is transmitted or received as a function 
of direction. For the purposes of this thesis, the antenna is assumed to be omni-
directional, meaning that it has an equal response in all directions for both transmit 
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Figure 2.2: Radar receiver/transmitter block diagram. 
The actual transmitted signal consists of a radar signal modulated by a carrier 
waveform as shown in Fig. 2.2. The carrier waveform usually consists of a complex 
sinusoid whose frequency is the operating frequency of the radar system. Assuming 
the radar signal propagates through the atmosphere at the speed of light in a vacuum 
(c = 3 x 108 m/sec), the wavelength of the radar waveform is 
c 
A 
/ o ' 
(2.2) 
where /o is the radar operating frequency. A large variety of radar signals are em-
ployed for different applications, the two most common of which are the linear fre-
quency modulated (LFM) pulse and the continuous-wave (CW) pulse. 
Once the propagating signal encounters a scattering object, it is reflected back 
to the receiver. The amount of reflected energy is related to the cross-sectional area 
of the object and its electro-magnetic properties. The effective radar cross-sectional 
(RCS) area is determined by the attenuation experienced on the reflection [51, 57]. 
The reflected signal travels back to the radar receiver along the same path as shown 
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in Fig. 2.2. Therefore, the time needed for the signal to propagate back and forth be-
tween the receiver and the scatterer determines their relative distance. This distance, 
known as the range, is given by 
r = f , (2.3) 
where r is the time delay between transmission and reception of the signal. 
Upon reception, the carrier waveform is removed via demodulation or down-
conversion. In the case of an LFM pulse, the radar signal is then matched filtered in 
order to localize the signal energy to a specific range delay in an operation known as 
pulse compression [51, 57]. Matched filtering is performed by convolving the received 
signal with a time-reversed replica of the transmitted signal. In this way, the output 
of the matched filter approximates an impulse at the delay at which the beginning 
of the reflected pulse was received. A block diagram of the radar receiver is shown 
in Fig. 2.2. The output of the matched filter is sampled using an analog-to-digital 
(A/D) converter and passed on to the radar signal processor. Ideally, each scatterer is 
localized to an individual sample known as a range gate or cell. Of course, the desired 
target is not the only scatterer present in the environment. The radar receiver must 
contend with radar echos from undesired objects such as terrain, buildings, vegetation, 
and bodies of water. These returns are referred to as monostatic clutter which are 
discussed in Section 2.2.3. The suppression of monostatic clutter signals is addressed 
in Section 2.2.4. 
2.1.2 Array Fundamentals 
An antenna array refers to a number of antenna elements, also known as sensors, at 
distinct locations. By simultaneously broadcasting the same signal from each element 
with proper phase weighting, it is possible to transmit in a particular direction. The 
return signals impinging on the array are spatially sampled by the sensors. Likewise, 
the proper phase weighting and combination of the return signals from the array 
elements serves to emphasize a particular direction of interest. Arrays with the ability 
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to self-direct or steer themselves using phase weighting are called phased arrays. In 
the discussion that follows, we focus on the reception of radar signals by an array, 
having in mind that the same principles apply to the transmission of the signals. 
The radar echo produced by a reflection propagates radially from the scatterer. 
However, the separation between the radar receiver and the scatterer is assumed to 
be large enough that the spherically propagating radar signal can be approximated by 
a plane wave [32]. As the radar signal traverses across the array of sensor elements, 
the signal waveform experiences a delay as it arrives at each successive sensor. This 
delay is related to the angle between the propagation path of the radar signal and 
the broadside of the array. 
The layout of the array elements can have several configurations. A two-
dimensional array with all of its elements in a common plane is known as a planar 
array. On the other hand, a one-dimensional array with all elements on one axis is 
referred to as a linear array. When the elements of the linear array are horizontally 
aligned, the inter-element delays reveal the azimuth angle of arrival. On the other 
hand, vertically aligned elements determine the elevation angle of the returns. The 
signal delay between two antenna elements is given by 
where d is the spacing between the two elements, <j> is the angle at which the propa-
gating wave arrives, and c is the speed of light. Throughout this thesis, a horizontally 
aligned, linear array with uniform inter-element spacing is assumed. Such an array is 
known as a uniform linear array (ULA). Fig. 2.3 shows a plane wave impinging on 
aULA. 
The sensor array signals are combined in such a way that emphasizes a partic-
ular direction of arrival in an operation known as beamforming. This operation can 
take place either prior to or after analog-to-digital (A/D) sampling. The resulting 
beamformers are then either analog or digital, respectively. In order to avoid spatial 
aliasing of the impinging signals that results in directional ambiguities, the maximum 
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Figure 2.3: Propagating wave impinging on a uniform linear sensor array. 
value of the array element spacing is limited to 
(2.5) 
For a ULA, the inter-element delay, r, is constant between neighboring elements. 
Thus, the angle of the propagation path of the signal, 0, can be characterized by a 
spatial frequency 
d • A 
u = — sm0 , 
A 
(2.6) 
that gives the rate at which the signal waveform arrives at the different elements. 
Recall that the wavelength of the radar operating frequency is A and is given by 
(2.2). The signals can be coherently combined by applying weights with proper phase 
weighting prior to summing the sensor array outputs. In this way, spatial filtering of 
the received array signals is performed, emphasizing returns from a certain azimuth 
angle. The spatial filter is implemented by applying an array weight vector to the 
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sampled outputs of the sensor array. A weight vector with elements of equal gain 
(magnitude) with phases to compensate for the delays between elements is known as 
a spatial steering vector [32]. In this case, the weight vector steers the array in a 
particular direction. The steering vector is a function of the spatial frequency u and 
is given by 
a(u) = 




for m — 1, 2, . . . , M. The superscript (-)T denotes the transpose operator and 
M is the number of elements in the ULA. Note that the spatial steering vector is 
phase-centered and normalized to have unit norm. 
At this point, it is useful to define the terms mainbeam and sidelobes. Fig. 2.4 
shows the response in decibels (dB) of a spatial steering vector at (f> = 0° as a function 
of angle. Such a plot is often referred to as a beampattern. The mainbeam consists of 
the lobe surrounding the angle corresponding to the steering vector direction-of-look, 
i.e., 0 = 0°. Sidelobes are the other lobes in the remainder of the spectrum. Although 
the gain in the sidelobes is lower than within the mainbeam, strong signals may leak 
into the beamformer output through these sidelobes. 
2.2 Surveillance Airborne Radar 
The function of a surveillance airborne radar is to detect targets in severe interference 
environments. A target is any scattering object that the radar receiver is attempting 
to detect and is typically airborne, having a relative velocity with respect to the 
aircraft carrying the radar receiver. On the other hand, interference consists of any 
undesired radar returns that impede the ability of the receiver to detect targets. The 
different types of interferers must be filtered out of the radar returns in order to be 
able to extract targets. 
The radar receiver consists of a ULA of sensor elements with inter-element 















Figure 2.4: Beampattern (in decibels (dB)) for a spatial steering vector at azimuth 4> = 0C 
The mainbeam and sidelobe regions are labeled. 
ULA has M elements. A series or burst of pulses is transmitted at the PRF, fp. 
Each pulse is sampled over a period of time known as the pulse repetition interval 
(PRI). The number of range samples collected in each PRI is N. The collection of 
sampled returns for a burst of pulses makes up a coherent processing interval (CPI). 
The number of pulses transmitted in a CPI is L. This data collection process is 
illustrated in Fig. 2.5. The assumption is made that the sampling frequency of the 
returns is greater than the bandwidth of the transmitted radar signal to prevent range 
aliasing [48]. 
Note that a scatterer with a velocity with respect to the radar receiver changes 
position from one pulse to the next. The relative movement of the scatterer results in 
a slight difference in propagation times of the radar waveform for consecutive pulses 
producing a phase shift between their respective returns. The imposition of phase 







Figure 2.5: Surveillance airborne radar data collection with a coherent processing interval. 
collection of L pulses, the phase shifts in the returns results in a Doppler frequency 
across the pulses that is related to the velocity of the scatterer v as 
2v 
f = X (2.8) 





Similar to the spatial steering vector in (2.7), a unit-norm, phase-centered Doppler 
steering vector is defined as 
*>( / ) = 
1 
yz 
- j 2 7 r ^ = i / . . . -j2ir(^-(l-l))f . . . p j 2 7 r ^ / (2.10) 
for / = 1,2, . . . , L . The Doppler steering vector extracts scatterers with a certain 
Doppler frequency and, consequently, serves as a velocity filter for the set of collected 
pulses. 
Data collection for a burst of pulses is performed in three dimensions: element, 
pulse or PRI, and range. The overall set of returns forms a 3-D data structure 
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(SLOW-TIME) 
Figure 2.6: CPI data-cube with a range slice and a PRI spatial vector. 
known as the CPI data-cube, shown in Fig. 2.6, whose dimensions are M x L x N. 
Since both PRI and range are time indices, the two are commonly differentiated as 
slow-time and fast-time, respectively. These two temporal dimensions have frequency 
domain counterparts of Doppler and instantaneous (range) frequency. On the other 
hand, the frequency domain of element space is beamspace. The notation throughout 
this thesis is to use vectors indexed by the range dimension. Therefore, as shown in 
Fig. 2.6, the spatial signal vector of array element signals for each PRI is 
Xin(ra) forn = l ,2 , . . . , iV , (2.11) 
where the subscript "in" denotes the fact the PRI signal is to be input to the digital 
processor for target extraction and interference suppression. 
Fig. 2.6 also shows the CPI data-cube with a range slice. The range slice is the 
collection of the data from the M sensor elements for all of the L PRIs at range gate 
14 
n. The slice is an M x L matrix function indexed by range 
Z in(n) = [x«(n) x£>(n) ••• x£(n) ••• x£>(n)] . (2.12) 
The superscript (-)O indicates the PRI number. Although it may be intuitive to 
look at a CPI as a collection of range slices, the data is processed by applying a set of 
weights to each range slice. For notational convenience, the application of the weights 
is performed using vector products. Therefore, the range slice must be converted to a 
space-time vector of element and PRI data. The ML x 1 space-time vector is formed 
by concatenating the spatial vectors of the L PRIs in the following manner 
ii) 
z in(n) = 
x}i'(n) 
iO xi» 
XL) x ! „ » 
(2.13) 
2.2.1 Target Signal 
Recall that a target is any scattering object the surveillance airborne radar is at-
tempting to detect. Targets can be either airborne or ground-based, both of which 
have a velocity relative to the airborne radar. Assuming pulse compression (matched 
filtering) has already been performed, the target signal is theoretically localized to 
one range gate or sample. Therefore, the ideal target signal is an impulse function in 
range 
at for n = rt 
0 for n ^ rt , 
where rt is the target range gate (integer) and at is the complex target amplitude. 
Note that, in practice, the target is never only present in one range cell. Sampling 
effects lead to range sidelobes producing a certain amount of target spreading in 
range. The target power is usually measured with respect to the thermal noise floor. 
at(n) = <rt5(n - rt) = (2.14) 
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The thermal noise in the sensor elements is temporally and spatially uncorrected, 
and the noise floor is its space-time average power, o\. The target signal-to-noise 
ratio (SNR) is then 
2 
S N R = ^ (2.15) 
and is usually reported in decibels (dB). 
A target at an azimuth angle, <j>tl and with a relative velocity, vtl has a target 
spatial frequency 
ut = -r sin (f>t , (2.16) 
and a normalized Doppler frequency 
r - f 
t ^ 
Recall that fp is the PRF defined by (2.1). The spatial and Doppler steering vectors 
associated with the target are given by (2.7) and (2.10), respectively, with 
at = &(ut) b t = b(/ t) . (2.18) 
The target space-time steering vector is then given by the Kronecker product of a t 
and b t 
s t = b(/ t) <8> a(ut) 
= b t ® a t , 
where <S> denotes a Kronecker product [27]. 
The model of the PRI spatial target signal vector is found by projecting the 
target signal onto the array manifold with the target spatial steering vector a t 
xt(n) = at(n)a(ut) . (2.20) 
The CPI target space-time signal vector is obtained by projecting the target signal 
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2-D FILTER RESPONSE 
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Figure 2.7: Target space-time conventional filter response. 
onto the space-time steering vector s t = s(ut, ft) 
zt(rc) = at(n)s(utJt) 
= a t ( n ) ( b ( / t ) ® a W ) (2.21) 
= at(n) (b t ®a t ) . 
In the absence of interference, the only thing the target has to contend with is 
the thermal noise in the antenna elements. In this case, the target can be extracted 
from the returns using a non-adaptive space-time filter. This filter is the target space-
time steering vector s t from (2.21). Fig. 2.7 shows the response of a space-time filter 
with ut = 0, ft = —0.25. The filter has the gain on the target (0 dB) but also has 
high sidelobes (approximately 14 dB below the peak of the mainbeam) in both spatial 
and Doppler frequencies. 
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2.2.2 Jammer Signal 
Typically, hostile jamming interference is produced by stand-off, barrage noise jam-
mers. Other types of jammers are possible but are not considered. A barrage noise 
jammer broadcasts a strong broadband signal with a bandwidth substantially greater 
than the radar bandwidth. Therefore, the jammer signal is approximately uncorre-
cted from sample to sample as well as from PRI to PRI. In addition, the jamming 
energy is substantially greater than the target signal. The power of the jammer inter-
ference is also measured with respect to the thermal noise floor as the jammer-to-noise 
ratio (JNR), similar to (2.15) for the target SNR. Even though the conventional target 
space-time filter from Fig. 2.21 emphasizes the target at the desired azimuth angle 
and Doppler frequency, the jamming interference is so powerful that it leaks through 
the sidelobes of this space-time filter. This non-adaptive space-time filter can only 
achieve about 15 dB of suppression on the jammer signal in the spatial sidelobes 
which is not enough in the case of a strong jammer (e.g., JNR > 50 dB). However, 
jammer interference can be mitigated using spatial nulling techniques. 
Like the target, the jammer signal is spatially correlated, i.e., it has a distinct 
azimuth angle, and its waveform propagates from the jammer location to the radar 
receiver. Therefore, the PRI jammer signal at the radar receiver array is 
xj(n) = a i(n)a j . (2.22) 
The jammer signal a.j(n) is modeled as a white, Gaussian signal with power <r|. The 
term aj = a(itj) is the jammer spatial steering vector from (2.7), determined by the 
jammer azimuth angle <j>j. By exploiting the spatial correlation in the jammer returns, 
jamming interference can be easily mitigated using spatially adaptive methods [11, 
28]. 
Recall that the jamming signal is uncorrelated from PRI to PRI. Therefore, 
the CPI jammer space-time signal vector is 
zj(n) = a j ( n ) ® a j (2.23) 
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Figure 2.8: Azimuth-Doppler spectrum of combined direct-path jammer and monostatic 
clutter interference. 
where Oj(ra) is a white Gaussian noise vector and again 0 denotes a Kronecker prod-
uct. Each component of the vector has a power of a2y Fig. 2.8 shows an azimuth-
Doppler spectrum of returns containing a jammer at 4>j = 30° (sino7 = 0.5). Note 
that the power of the returns is spread across all Doppler frequencies, since the jam-
mer signal lacks any significant temporal correlation. 
2.2.3 Monostatic Clutter Signal 
Monostatic clutter interference consists of the radar echos from stationary scatterers 
found in the environment surrounding the radar receiver that are of no tactical inter-
est. For an airborne surveillance radar, the primary source of clutter is the reflected 
energy from the surface of the earth. Clutter interference is more complicated than 
jamming interference because it is not limited to one azimuth angle and tends to be 
non-stationary in range. The property of monostatic clutter that is exploited for mit-
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igation purposes is the fact that scatterers are not moving. Therefore, the velocity of 
each scatterer relative to the airborne radar is a function of the aircraft velocity and 
the relative position of the scatterer. A simple method of cancelling ground clutter 
is moving target indicator (MTI) processing [41, 51, 57] that filters the returns based 
on Doppler frequency. However, MTI processing is not effective in removing clutter 
with the same relative velocity as the target returns. 
More sophisticated cancellation methods seek to exploit both spatial and tem-
poral characteristics of monostatic clutter. The clutter returns for each range sample 
are due to a ring on the earth's surface of equal distance from the radar and span-
ning all azimuth angles. However, the relative velocity of each clutter return can be 
shown to be a function of its azimuth angle [67]. Therefore, the normalized Doppler 
frequency of the clutter, /c, is related to its spatial frequency uc by 
/. = ( g ) uc , (2.24) 
where vr is the velocity of the radar receiver. Recall that fp is the PRF and d is the 
inter-element spacing of the array. The energy of the clutter returns is restricted to 
a locus in the azimuth-Doppler spectrum consisting of a line with a slope of 
* = S - (2'25) 
This line is commonly referred to as the clutter ridge. The assumption is made that 
the velocity vector of the aircraft is aligned with the array. Otherwise, misalignment 
causes aircraft "crab" which results in an elliptical expansion of the clutter ridge [67]. 
Fig. 2.8 shows an azimuth-Doppler spectrum of returns containing monostatic clutter 
with a clutter ridge slope of (3 = 1. 
As with the target discussed in Section 2.2.1, the PRI clutter spatial signal 
vector for each azimuth angle 4>c (or spatial frequency uc) is 
xc(n, uc) = ac(n, uc)a(uc) (2.26) 
where ac(n, u) is the clutter return signal as a function of range and spatial frequency 
(angle). Exploiting the relationship between the Doppler and spatial frequencies from 
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(2.24), the CPI clutter space-time signal vector for each azimuth angle is 
zc(n,u) = ac(n,u)s(u,f) 
{2.27) 
= ac(n, u)s(u, j3u) , 
where s(u, / ) = b( / ) 0 a(it) is the space-time steering vector. The overall PRI and 
CPI clutter signals are obtained by integrating over all angles (or spatial frequencies) 
[67]. 
2.2.4 Space-time Adaptive Processing 
Space-time adaptive processing (STAP) combines spatial and temporal samples 
in an adaptive manner in order to emphasize certain characteristics. In the case of 
airborne surveillance radar, the STAP algorithm adaptively combines radar returns 
from the CPI data-cube. Target signals should be enhanced while interference sources 
are suppressed. The outputs of the space-time adaptive processor are passed on to 
the detector to determine the presence or absence of an actual target at a specific 
range gate. A block diagram of such a STAP architecture is shown in Fig. 2.9. The 
adaptive weight vector is found by applying a target constraint within a minimum 
variance processor [67]. The adaptive weights are 
w = R-ls(uJ) (2.28) 
where s(w,/) is the azimuth-Doppler steering vector constraint from (2.19). The 
covariance matrix Rz is 
Rz = E{z i n(n)z£(n)} (2.29) 
where the superscript (-)H denotes the Hermitian or complex conjugate transpose 
operator. Recall that z-m(ri) is the space-time data vector at range n of the CPI 
data-cube. The operator E{-} denotes the mathematical expectation. The specific 
training strategy employed selects a subset of the CPI that does not contain the 
target range gate under consideration to estimate the adaptive weights [67]. The 
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Figure 2.9: The architecture of a space-time adaptive processor along with the target 
detector. 
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Figure 2.10: Space-time adaptive filter response. STAP filter for combined jammer and 
monostatic clutter interference from Fig. 2.8 
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Figure 2.11: Example of space-time adaptive processing versus non-adaptive space-time 
processing. Injected target is present at 75 kilometers. 
resulting minimum variance STAP filter forms nulls in the azimuth-Doppler spectrum 
at the locations of strong interference returns, while maintaining a gain on the target 
location. The 2-D frequency response of the STAP filter for the interference scenario 
from Fig. 2.8 is shown in Fig. 2.10. For this example, the assumed target azimuth 
angle is (f>t = 0° and the assumed normalized Doppler frequency is ft = —0.25. Fig. 
2.11 illustrates the performance gains associated with STAP over conventional non-
adaptive processing. A target is injected at 75 kilometers in the same interference 
scenario. The STAP filter is able to reduce the interference to the thermal noise floor 
and easily extract the 25 dB target. On the other hand, the non-adaptive space-time 
filter is unable to effectively remove the interference. Since the high sidelobe levels of 
the filter coincide with regions of strong interference from both the jammer and the 
clutter, a large amount of interference energy is still present in the output, of the 2-D 
filter. 
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Terrain scattered interference (TSI) is produced by the multipath reflections of a 
stand-off barrage noise jammer. The mitigation of TSI presents a unique multi-
dimensional adaptive filtering problem that contains significant coupling between 
space and time. Exploitation of the TSI characteristics aid in the development of 
efficient cancellation methods. This section contains background material on TSI as 
well as the currently employed method for TSI mitigation: the single-reference beam 
(SRB) canceler. 
2.3.1 TSI Signal Model 
Terrain scattered interference (TSI) is produced by either intentional or incidental 
jammer multipath [17]. The jammer signal is reflected by various surface scatterers, 
whose reflections are incident on the radar receiver from a large number of azimuth 
angles, often throughout the mainbeam. The jammer signal is assumed to be an 
uncorrelated (white), Gaussian noise signal, so that TSI returns are uncorrelated 
from one PRI to the next. Fig. 2.12 depicts a typical TSI scenario. TSI presents 
a particularly strenuous and unique problem to the airborne radar system. Since 
mainbeam interference is spatially correlated with the target, spatial nulling is not an 
option for mitigation purposes. Therefore, cancellation methods must seek to exploit 
the temporal correlation present within the TSI. Consider that each reflection of 
the original jammer signal traverses a different path length from the jammer to the 
scatterer to the radar receiver, as shown in Fig. 2.12. Consequently, the mainbeam 
TSI signal is made up of delayed replicas of the original continuous-time jammer 
signal. The TSI signal for each azimuth angle </> (—IT < </> < TT) is 
Ttsi 
xtsifa u) = J h(r, u) Xj(t - r)dr (2.30) 
o 
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delay in the TSI returns and is often referred to as the temporal or range extent 
of the TSI. Recall that the jammer source signal, Xj(t), is assumed to be white, 
Gaussian noise. The function h(t, (ft) is the complex weighting of the TSI at each 
delay t and azimuth angle (ft. This TSI weighting function incorporates both the 
antenna pattern of the jammer transmitter and the reflection characteristics of the 
terrain that produces the scattering [47]. In general, this function is unknown to the 
radar receiver. The spatial TSI signal seen by the ULA of the radar receiver, xtai(£), 
is the result of the TSI signals from each azimuth angle projected onto the array 
manifold using the phase-centered spatial steering vector a(-) from (2.7) 
7T 
Xtsi(t) = / xtai(t,u)a(u)du . (2.31) 
The discrete-time TSI spatial signal vector x tsi(n) for one PRI is obtained by sampling 
its continuous-time counterpart from (2.31). Recall that a total of N samples are 
collected for each PRI. The TSI space-time signal for an entire CPI is found by 






where x[l\(n) is the TSI signal of the /th PRI. 
In the case of airborne jammers and/or radar receivers, a relative motion exists 
with respect to each patch of terrain producing the jammer multipath reflections. The 
result is the modulation by a relative Doppler frequency for each scatterer contribut-
ing to the TSI signal. The frequency varies as a function of geometry. Therefore, the 
overall TSI signal contains many Doppler components due to the various scatterers. 





Figure 2.12: Scenario with mainbeam and sidelobe terrain scattered interference 
by a different Doppler frequency. The TSI signal contains many of these Doppler 
components further complicating its mitigation. Any cancellation method must com-
pensate for the Doppler frequencies in the adaptive prediction of the TSI signal in 
order to independently weight each Doppler frequency component. 
An alternate view of TSI is that of a white, Gaussian noise input (jammer 
signal) passed through a linear system (terrain reflections). The successful canceler is 
able to predict the TSI signal by acquiring the input signal (i.e., the jammer signal), 
either via the direct-path signal or by deconvolving the sidelobe TSI signals. Then, the 
linear system that models the terrain reflections is approximated with a convolution 
operation. For each time instant, the mainbeam TSI signal has contributions from 
the jammer waveform Xj (t) over the interval depicted in Fig. 2.13. The delay, Ttsu 
corresponds to the maximum path delay in (2.30) which is the temporal or range 
extent of the TSI. Complete TSI suppression requires the canceler to observe the 
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Figure 2.13: Mainbeam TSI time-line. 
2.3.2 The Single-reference Beam Canceler 
The single-reference beam (SRB) canceler is the most widely used TSI mitigation 
method [5, 21, 22]. This technique uses a reference beam, typically directed at the 
jammer, to predict and subsequently remove the TSI present in the mainbeam. A 
block diagram of the SRB canceler is shown in Fig. 2.14. The array snapshots of each 
PRI, Xin(n), are spatially filtered in both the desired target and reference beam 
directions, corresponding to azimuth angles <j)t and <j>r, respectively. Recall that n is 
the snapshot index corresponding to range. The spatial filters employed for this task 
are the phase-centered steering vectors from (2.7) given by 
a(ix) = 
M I 
-j2nMflu _ j2n(^-(m-l))u . . . J2nMflu 
-|T 
(2.33) 
for m = 1, 2 , . . . , M. Recall that M is the number of elements in the ULA and u is 
the spatial frequency corresponding to azimuth angle (f) and is given by 
d • A 
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Figure 2.14: Single-reference beam TSI canceler. 
The inter-element spacing and wavelength of the radar operating frequency are d and 
A, respectively. Note that spatial filters with low sidelobe levels can also be employed 
through the use of a tapered window [67]. However, the cost incurred for the low 
sidelobes is an increase in the width of the mainbeam, resulting in diminished resolu-
tion and an increase in mainbeam interference for the TSI scenario. The choice of the 
spatial filters is therefore a trade-off between sidelobe performance and resolution. In 
our case, the spatial filters used are the steering vectors, given by (2.33), to avoid the 
leakage of excess TSI into the mainbeam. 
The mainbeam signal is obtained by applying the target spatial steering vector 
a t = a(ut) to the PRI signal from (2.11) 
y(n) = af x in (n) 
a? x t (n) + af x ts i (n) + af xn (n) 
yt(n) + ytsi(n) +yn(n) 
(2.35) 
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where yt{n), ytsi{n), a n d yn(n)
 a r e t n e target, TSI, and thermal noise components of 
the mainbeam signal, respectively. The assumption has been made that monostatic 
clutter returns are not present. The goal of the canceler is to filter the mainbeam 
signal y(n) in order to reduce the contribution of the TSI to below the thermal noise 
floor. The reference beam signal is obtained by applying the reference beam spatial 
steering vector ar = a(itr) to the PRI signal 
xr (n) — a f Xin (n) . (2.36) 
Since the reference beam signal provides a look at the jammer signal Xj (t), the single 
source of the mainbeam interference, it can be used to estimate the mainbeam TSI 
signal ytsi{ri)- Recall that the TSI signal is produced by weighted delayed replicas 
of Xj(t) from the various terrain reflections. Therefore, the TSI present in each time 
sample has contributions from an interval on the original jammer waveform as shown 
in Fig. 2.13. As stated earlier, the TSI signal is the output of an unknown linear 
system, corresponding to the terrain reflections, whose input is the jammer signal. 
The task of the canceler is to acquire the source signal and attempt to find the 
coefficients of the linear system that produced the mainbeam interference. The direct-
path reference beam signal provides an estimate of the jammer signal that produced 
the TSI. When using the direct-path signal, the canceler must have a temporal 
window that spans the contributing interval of the jammer signal. The samples used 
in the canceler are contained in the temporal window, whose span Tr must be greater 
than the range or temporal extent of the mainbeam TSI, i.e., Tr > Ttsi. The number 
of samples in the temporal window is 
Nr = Tr- Fs (2.37) 
where Fs is the radar sampling frequency of the A/D converters. From a systems point 
of view, the approximation of the TSI-producing linear system, i.e., the canceler, must 
have the same temporal length as the actual TSI-producing system. 
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the btiii canceler estimates the mainbeam ibl , ytSi\n), trom the direct-path 
reference-beam signal xr(n). First, the signal prediction vector is formed with the 
components to be used for estimating the mainbeam TSI, i.e., the reference beam 
signal at the various tap delays of the SRB canceler 
xr(n) = 
xr(n) 
xr(n — 1) 
(2.38) 
xr(n - Nr + 1) 
The Nrxl adaptive weight vector for the SRB canceler ,wr, is found from the Wiener-
Hopf equation by invoking the minimum mean-square error (MMSE) criterion [48] 
- l w r = R r r r (2.39) 
The covariance matrix of the reference beam signal prediction vector is given by 
R r = E{x r (n)xf(n)} (2.40) 
where (-)H denotes the Hermitian or complex conjugate transpose operation. The 
cross-covariance vector between the reference beam signal prediction vector and the 
mainbeam signal is 
r r = E{x r(n)|/*(n)} . (2.41) 
E{-} is the mathematical expectation operator [53] and * denotes complex conjuga-
tion. The estimate of the mainbeam TSI is 
Vtsiin) = wfxr(7z) 
= £ w* (k) xr (n - k) 
fc=0 
(2.42) 
and the output of the canceler is 
y(n) = y(n) - ytsl{n) . (2.43) 
In practice, the covariance matrix, R r , and cross-covariance vector, r r, are 
unknown but can be estimated from the collected data returns. Substitution of the 
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maximum-likelihood (ML) estimates of the covariance matrix and cross-covariance 
vector into the Wiener-Hopf equation (2.39) results in a technique known as the 
sample matrix inversion (SMI) method [54]. Dynamic, adaptive methods, such as 
the least mean-squares (LMS) algorithm [68], are not usually considered since the 
amount of time required for convergence to the optimal weight vector is, in general, 
unacceptable. To find the SMI weights, first compute the sample covariance matrix 
i Nt 
Rr = 77EXrW*))X?W*)) (2-44) 
^t k=1 
and the sample cross-covariance vector 
i Nt 
ir = WE*r(nt(kW(nt(k)). (2.45) 
iV* k=i 
The number of training samples is Nt and nt(k) are the PRI snapshot indices that 
define the training interval. The training interval is a subset of the entire PRI of range 
samples [n = 1, 2 , . . . , N). In the presence of monostatic clutter, a dedicated training 
interval from a "clutter-free" region of the PRI, typically at far-field ranges, should 
be reserved for TSI weight training [22]. Otherwise, clutter returns may degrade 
TSI cancellation performance. Substituting (2.44) and (2.45) into the Wiener-Hopf 
equation (2.39) yields the SMI adaptive weight vector 
w r = RrT
1fr. (2.46) 
The SMI weight vector should be computed from the same PRI to which it is applied 
because of the non-stationarity of TSI from one PRI to the next. The assumption of 
a stationary environment over an entire PRI is generally made. Should this not hold, 
smaller processing blocks must be used within a PRI. 
As mentioned previously, a major shortcoming of the SRB canceler is the re-
quirement of a large temporal window for acceptable performance. At the start of 
each PRI, the canceler is empty and fills up with samples, one at a time. The limited 
number of samples available to the canceler at the beginning of each PRI leads to 
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Figure 2.15: Blind interval of the SRB canceler. 
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poor cancellation performance until the canceler is full. This degradation in cancel-
lation performance leads to a loss in target detection while the receiver is essentially 
"blind." Therefore, the interval over which the canceler fills up with samples is com-
monly referred to as the blind interval. The effects of the blind interval are shown 
in Fig. 2.15, where the top signal is the mainbeam TSI prior to cancellation and the 
bottom signal is the output of the SRB canceler using 520 temporal taps or degrees 
of freedom. Note that although the TSI has been cancelled to the noise floor (0 dB), 
full suppression does not occur until after the canceler has accumulated enough ref-
erence beam samples to form the MMSE estimate of the interference. In the case of 
the canceler in Fig. 2.15, the number of samples needed for the TSI estimate is 520 
samples corresponding to 78 km in range. Such a large blind interval is in general un-
acceptable. Note that diagonal loading of the covariance matrix [12] has been shown 
to alleviate the effects of the blind interval [22]. 
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The SRB canceler has a few other shortcomings. First, a priori knowledge of 
the jammer location is required, so that an additional direction-of-arrival estimate is 
necessary before TSI cancellation. In addition, airborne jammers make it necessary 
for the SRB canceler to continually update the jammer location estimate in order 
to maintain a proper direct-path reference beam. Consequently, the SRB canceler is 
vulnerable to a rapidly changing interference environment. When additional jamming 
sources are in use, multiple reference beams must be used, all with the same short-
comings of the SRB canceler. The last consideration is the Doppler frequency shift 
in the mainbeam TSI imposed by the motion of an airborne TSI-producing jammer. 
The simple SRB canceler is not able to accurately estimate the interference present at 
the various Doppler frequencies simultaneously and Doppler compensation channels 
must be employed [21, 22]. A SRB canceler with Doppler compensation channels is 
shown in Fig. 2.16. However, the cost of additional Doppler compensation channels is 
a drastic increase in adaptive degrees of freedom. Also, the Doppler frequency content 
of the TSI is not known a priori and must be estimated prior to TSI mitigation. 
2.4 Summary 
This chapter has covered some of the fundamental concepts of radar systems and 
array processing. Again, see [41, 51, 57, 58] and [15, 30, 32, 48] for some radar and 
array processing references, respectively. In addition, a description of TSI was given 
along with the currently used mitigation method, the SRB canceler. The proposed 





























Figure 2.16: SRB canceler with Doppler compensation channels. 
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C H A P T E R 3 
Beamspace TSI Mitigation 
The TSI signal model and the most commonly used mitigation technique, the single-
reference beam (SRB) canceler, have been discussed in Chapter 2. In addition, the 
specific shortcomings of the SRB canceler have been outlined in Section 2.3.2. In this 
chapter we introduce a new mitigation method based on a beamspace transform that 
fully exploits all of the spatial degrees of freedom available to improve cancellation 
performance. Namely, the new method is shown to have the following important 
advantages over the SRB canceler: 
• effective cancellation of TSI produced by airborne jammers without the require-
ment of Doppler compensation channels, 
• no requirement of a priori knowledge of the jammer location, 
• significant reduction of the blind interval of the canceler, 
• prevention of potential signal cancellation. 
The chapter begins with a discussion of the trade-off between spatial and temporal 
degrees of freedom. Next, the new beamspace TSI canceler is derived followed by an 
analysis of its cancellation performance. The chapter concludes with a performance 
comparison between the beamspace canceler and the SRB canceler using experimental 
data collected as part of the DARPA/Navy Mountaintop program [40, 61] followed 
by a discussion of robustness issues related to TSI mitigation. 
3.1 Spatial versus Temporal Information 
Recall that each sample of TSI is produced by an interval on the waveform trans-
mitted by the jammer. In the absence of significant temporal correlation within the 
waveform, e.g., a broadband jammer, effective mitigation requires the observation of 
the entire interval on the jammer waveform contributing to the interference. The 
interval that produced the TSI, i.e., the jammer signal between Xj(t) and Xj(t — T), 
is depicted in Fig. 2.13. Once the cancellation method has acquired the source wave-
form, it must estimate the TSI using covariance statistics. In the case of the SRB 
canceler, an attempt is made to acquire the jammer source signal through the direct-
path to the receiver. Therefore, the temporal window of the canceler must be as large 
as the interval on the source waveform that produced the TSI. Note that the rank of 
the mainbeam interference, the number of independent contributing terms, is equal 
to the number of samples from this interval. 
However, TSI is not only received in the assumed target direction mainbeam 
but is typically also found in the sidelobes of the mainbeam as illustrated in Fig. 3.1. 
These additional sidelobe TSI signals can be used to estimate the mainbeam inter-
ference [19, 36, 37]. Fig. 3.2 shows a timing diagram of the original jammer signal 
that is the source of both the mainbeam and the two sidelobe TSI signals. Each of 
the TSI signals, though due to different terrain reflections, is produced by a similar 
interval on the jammer waveform. Therefore, the two sidelobe TSI signals are cross-
correlated with their mainbeam counterpart. As opposed to the direct-path jammer 
signal whose auto-correlation is approximately white, each sample of the sidelobe TSI 
signal is produced by many samples of the jammer source. Each sidelobe signal has 
significant correlation with, and therefore information about, an interval of the jam-
mer waveform. If enough sidelobe TSI signals are collected by the radar receiver, an 
accurate estimate of the jammer waveform can be found by deconvolving the various 
TSI signals from the spatial sidelobes of the mainbeam. Therefore, the additional 
spatial information translates directly into temporal information that can be used for 
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A result of the use of this additional spatial information is a drastic reduction in 
the size of the temporal window required for cancellation. Whereas the SRB canceler 
used a tapped delay line to produce the various delays of the jammer source signal, 
the use of sidelobe TSI gives the canceler access to the source at various delays. In 
a sense, the terrain reflections act as an extended tapped delay line with each reflec-
tion inducing a different delay on the jammer source waveform. The TSI signals in 
the spatial sidelobes are a result of the same jammer source with different reflection 
coefficients. In order to incorporate the sidelobe TSI into the estimate of the main-
beam TSI, the canceler must simultaneously perform a deconvolution operation to 
recover the jammer source from the sidelobe TSI and convolve the estimated source 
with the model of the terrain reflections producing the mainbeam interference. Both 
operations are inherent in the adaptive predictor. However, since the sidelobe TSI 
provides access to the source waveform at many delays, short and long, the incorpo-
ration of spatial degrees of freedom reduces the number of temporal delays necessary. 
This trade-off between spatial and temporal degrees of freedom results in a drastic 
reduction in the size of the temporal window of the canceler. Another important 
characteristic of the TSI received in the sidelobes of the array is that it is modulated 
by various Doppler shifts depending on the geometry associated with the propagation 
of the signal. The TSI at different Doppler frequencies proves to be very useful for the 
mitigation of TSI produced by an airborne jammer, which can contain many Doppler 
components. 
3.2 A Beamspace TSI Canceler 
Recall that TSI mitigation is performed by adaptively processing the returns from 
each PRI separately. The first concern when designing a canceler is to ensure that the 














Figure 3.1: TSI scenario with both mainbeam and sidelobe interference. 
eralized sidelobe canceler (GSC) structure [28] shown in Fig. 3.3. The upper branch 
consists of the mainbeam signal y(n) obtained by non-adaptive, spatial filtering of 
the array input signal from one PRI 
2/(n) = a f x i n ( n ) - (3.1) 
The spatial filter a t = a(w^) is the phase-centered spatial steering vector from (2.7) 
at the spatial frequency of the target 
d . , 
ut = - sin <pt , 
(3.2) 
where &t is the target azimuth angle. The lower branch of the GSC computes an 
estimate, ytSi{n), of the TSI present in the mainbeam signal y{n). To prevent target 
signal cancellation, the lower branch of the GSC has an M x (M - 1) spatial blocking 
matrix B s that is orthogonal to the mainbeam spatial filter 













Figure 3.2: Mainbeam and sidelobe TSI time-lines. 
Therefore, target returns cannot leak into the interference predictor in the lower 
branch. Note that with the SRB canceler there is no guarantee of orthogonality 
between the mainbeam and reference beam spatial filters. 
The design of the blocking matrix requires its columns to span the null-space 
of a t, allowing for an infinite number of choices for B s . However, steering vectors at 
spatial frequencies separated from the target spatial frequency by integer multiples 
of jj are guaranteed to be orthogonal to the target steering vector, i.e., 
aH{um) a t = 0 (3.4) 
for spatial frequencies 
1 ra-1 




for m = 2, 3 , . . . , M. Note that for notational convenience, the subscript 1 has been 






Figure 3.3: Generalized sidelobe canceler (GSC). 
steering vector ax = a t. Therefore, a blocking matrix orthogonal to the target steering 
vector is found by filling its columns with these (M — 1) steering vectors 
B s = [a(w2) ••• a(um) ••• a.(uM)\ (3.6) 
The lower branch signal is 





where the signals xm(n) for m — 2,3, . . . , M are auxiliary beam signals since the 
columns of B s are spatial steering vectors at different azimuth angles. 
The collection of the target steering vector and the steering vectors constituting 
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T = [at B; (3.8) 
The beamspace transform performs a spatial discrete Fourier transform (DFT) on 
the array snapshots at frequencies determined by the assumed target azimuth. The 
beamspace signal is 







The entire structure is known as the beamspace GSC [36, 37]. 
The mainbeam TSI has significant temporal correlation, as noted earlier. There-
fore, the beamspace TSI canceler requires temporal taps within the individual beams 
as shown in Fig. 3.4. We choose to restrict the beamspace TSI canceler to have an 
equal number of taps in each beam so that the temporal window of the canceler is 
simply the number of temporal taps per beam. Recall that the mainbeam TSI has a 
rank that is determined by the number of samples from the jammer waveform con-
tributing to the interference. This rank is equal to the degrees of freedom necessary 
for the SRB canceler to achieve suppression to the thermal noise floor. However, the 
beamspace GSC has (M — 1) spatial degrees of freedom, all potentially containing 
temporal information for cancellation. If the TSI has significant angular spread, TSI 
signals highly correlated with the mainbeam interference can be found in the multiple 
auxiliary beams of the beamspace TSI canceler. These additional TSI signals help to 
reduce the size of the temporal window. However, if the TSI is mostly confined to 
the mainbeam, then little gain in the reduction of the temporal window can be ex-
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temporal window required is therefore data dependent. As a rule of thumb supported 
by the experimental results reported in Section 3.6, we suggest setting the size of the 
temporal window of the beamspace TSI canceler, Tbs to be 
Ttsi 
Tbs> (3.10) M- 1 ' 
where Ttsi is the temporal extent of the mainbeam TSI. Therefore, Tbs can in general 
be significantly smaller than TtSi as the number of elements M is increased. The 
number of temporal taps required is 
1 *6s — -* bs F's i (3.11) 
determined by the radar sampling frequency, Fs, and the size of the temporal window 
of the beamspace TSI canceler, Tbs. Note that for Nbs = - ^y (Nr is the number of 
temporal taps in the SRB canceler), the SRB and the beamspace TSI cancelers have 
the same total number of adaptive degrees of freedom. 
The next task is to compute the adaptive weights wb s for the beamspace TSI 
canceler. Let the signal from each of the (M — 1) auxiliary beams be xm(n) for m = 
2, 3 , . . . , M. The beamspace signal prediction vector is made up of the components 
used to estimate the mainbeam TSI. First, constructing the Nbs x 1 sub-vectors made 
up of the mth auxiliary beam signal at the different integer delays 
xm(n) = [xm (n) xm(n-l) • • • xm(n- Nbs - l ) ]
r . (3.12) 
where Nbs is the number of temporal taps per beam, the complete beamspace signal 
prediction vector, x(n) is then obtained by concatenating the individual beamspace 








F i g u r e 3.4: Beamspace TSI canceler. 
Therefore, the total degrees of freedom for the canceler, Kp, is the product of the 
number of temporal samples and the number of auxiliary beams, i.e., 
KF = Nbs • (M - 1) (3.14) 
The adaptive canceler predicts the mainbeam TSI signal from the (M — 1) 
mutually orthogonal beamspace signals at the 7V6s taps as shown in Fig. 3.4. The 
adaptive weight vector WbS is found using the MMSE criterion and the multi-channel 
Wiener-Hopf equation [67], which requires knowledge of the covariance matrix of the 
signal prediction vector and the cross-covariance vector between the beamspace signal 
prediction vector in (3.13) and the mainbeam signal in the upper branch (3.1). The 
Kp x Kp beamspace covariance matrix is 
Rx = E{x(n)x
H(n)} , (3.15) 
43 
rx y = E{x(n)y*(n)} . (3.16) 
The beamspace adaptive weight vector is found from the Wiener-Hopf equation 




— R _ 1 r 
— XVX I X y , 
(3.17) 
where each of the MMSE weight vectors w m is an Nbs x 1 vector for the mth beamspace 
signal given by 
w m = [wm(0) wm(l) • • • wm{Nbs - l ) ]
r . (3.18) 
The estimate of the mainbeam TSI signal is 
VtsM) = w£x(ra) 
M Nbs~l 
= E E w*m(k)xm{n-k) , 
m=2 k=0 
and the output of the beamspace canceler is 
(3.19) 
y(n)=y (n) - ytsi (n) . (3.20) 
3.3 Performance Analysis 
The standard measure of performance for TSI mitigation is the amount of interference 
energy remaining after cancellation. The energy is measured with respect to the 
thermal noise floor as the residual interference-to-noise ratio (INR). In the absence of 
a target signal, the residual INR is simply the power of the output from the canceler, 
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y(n), normalized by the thermal noise power. The output power of the canceler is 
of = E{|y(n)|2} 
= E{\y(n)-ytst(n)\
2} ( 3 2 1 ) 
= E{|y((n)|
2} + E{Mn)P}-E{|fc , (n) | 2} 
= a? + of - E {\ytsl(n)\*} . 
yt(n) and yi(n) are the target and interference signals in the upper branch of the 
canceler with respective powers of o\ and o\. Note that the interference consists of 
both TSI and thermal noise. The residual interference signal is given by 
°1 = ^-E{\yt,dn)\
2} 
= o?-E{|w£x(n) |»} ^ 
= ^ - w g R x W b s 
_ 2 _ - H r > - l r 
— ui 1 x y x v x x x y • 
Therefore, the amount of residual INR is determined by the mainbeam interference 
contained in the cross-covariance vector and covariance matrix. The amount of resid-
ual interference is a function of the size of the temporal window in the beamspace 
canceler (or the SRB canceler) and the spatio-temporal characteristics of the TSI. 
One common method of analyzing TSI is by examining the cross-covariance vector, 
rxy, as a function of the assumed target direction. In the case of the beamspace can-
celer, the mainbeam is cross-correlated with the remaining auxiliary beams, whereas 
the SRB canceler uses the direct-path jammer auxiliary beam. 
Others have reported their results in terms of the cancellation ratio which is a 
measure of the amount of TSI energy removed by the canceler [5, 17] and is simply 
the difference in TSI energy before and after cancellation. However, the amount of 
TSI energy cancelled is a function of the original amount of TSI present and does not 
indicate how much interference remains after cancellation. Since the ultimate goal 
of the processor is to improve detection performance which is directly related to the 
signal-to-interference-plus-noise ratio (SINR), the residual INR seems to be a more 
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appropriate figure of merit. Note that if no signal cancellation occurs, the SNR is 
fixed, and SINR and residual INR are equivalent figures of merit. 
3.4 Implementation with Sample Matrix Inversion 
As with the SRB canceler, the beamspace TSI canceler is implemented with the 
sample matrix inversion (SMI) technique [54]. For this method, the covariance matrix 
and the cross-covariance vector, R* and rxy , are estimated from the data under 
consideration. The sample covariance matrix, Rx, is 
1 Nt 
R X = T T E x(nt(fe))xff(nt(A)) , (3.23) 
iV* k=i 
and the sample cross-covariance vector, fxy, between the signal prediction vector, 
x(n), and the mainbeam signal, y(n), is 
i Nt 
r x y - 7 7 E x W W ( ^ W ) . (3-24) 
The number of training samples available is Nt, and nt(k) are the snapshot indices 
that define the training interval. The training interval can be either the entire PRI 
or some subset of the range samples (n = 1, 2 , . . . , N). In the presence of monostatic 
clutter, a dedicated training interval from a "clutter-free" region of the PRI, typically 
at far-field ranges, should be reserved for TSI weight training. Otherwise, clutter 
returns degrade the performance of the adaptive weights. Although the clutter and 
TSI signals are uncorrelated 
E { x c ( n ) x £ i ( n ) } = 0 , (3.25) 
a finite number of samples results in non-zero estimated cross-covariances. The leak-
age of these non-zero covariances into the adaptive weights causes a drop-off in TSI 
mitigation performance [22]. 
The SMI adaptive weight vector is an ML estimate of the theoretical weight 
vector. Although the SMI weight vector is optimal in terms of MMSE for the sample 
46 
data from the training interval, the same is not true of data elsewhere in the PRI. 
However, all signals are assumed to be approximately stationary over the PRI, and 
the SMI weight vector approaches the desired MMSE weight vector of the PRI as the 
number of samples is increased. 
The sample covariance matrix and cross-covariance vector are used as estimates 
of their theoretical counterparts in (3.15) and (3.16) and are substituted into (3.17) 
to obtain the SMI adaptive weight vector 
wb8 = R ^ f x y . (3.26) 
The SMI weights are applied to the signal prediction vector x(n), i.e., the auxiliary 
beam signals at the various delays of the canceler, as in (3.19), to obtain an estimate 
of the interference. This estimate is subtracted from the mainbeam signal. 
The sample covariance statistics, i.e., the sample covariance matrix and the 
sample cross-covariance vector, are ML estimates of their true counterparts. As the 
number of snapshots Nt increases, the performance of the adaptive weights approaches 
those of the optimum processor. Reed, Mallet, and Brennan [54] have proposed the 
use of the ratio of output SINRs of the SMI and optimum processors given by 
SINRqMT 
" = l i N S f (3-2?) 
as a metric of the performance of the SMI adaptive processor. The expected value of 
the metric is [54] 
E(P) = *Nt + 1 , (3.28) 
where KF is the number of degrees of freedom of the beamspace TSI canceler given 
by (3.14). In order to achieve performance within 3 dB of the optimum, the minimum 
number of snapshots needed is [54] 
Nt > 2KF - 3 . (3.29) 
In addition, the variance of the metric was shown to be [4] 
(Nt-KF + 2)(KF-1) 
VaT{p) = W + W + 2) '
 ( 3"3 0 ) 
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reducing this variance and improving the performance of the beamspace canceler by 
diagonal loading the sample covariance matrix is discussed in Section 3.7. 
3.5 Constrained Element Space Processor Formu-
lation 
The beamspace TSI canceler is implemented using a GSC architecture which is an al-
ternative realization of the linearly constrained minimum variance (LCMV) processor 
[28]. The beamspace GSC has the appealing interpretation of an adaptive canceler 
that predicts the mainbeam interference with auxiliary beam signals. However, the 
lower and upper branch signals, y(n) and x a u x ( n ) , vary according to the assumed 
target direction. Therefore, the solution of the adaptive weights w b s requires that 
the sample covariance matrix, the cross-covariance vector, and the inverse of the 
sample covariance matrix be recomputed for all possible target directions. However, 
this shortcoming can be overcome using the original LCMV formulation that has a 
common element space sample covariance matrix that is independent of the assumed 
target direction. As will be shown, the element space covariance matrix and its in-
verse need to be computed only once. The resulting inverse sample covariance matrix 
is stored in memory for the solution of the adaptive weights for arbitrary target direc-
tions. This realization is known as the constrained element space processor (CESP) 
and is equivalent to the beamspace GSC from Fig. 3.4. 
The CESP adaptive weights w e operate on the element space signal vector, 
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xe(n), that is made up of the input signal at various delays 
xe(n) = (3.31) 
x^(n-Nbs-l) 
(m) / ^ An (n) 
( m ) / 1^ 
An \n~ l) 
x^\n-Nhs~l) 
x{™\n-Nhs-l) 
The subscript e indicates that the signal prediction vector is formed in element space. 
The notation for this column vector is that the element x™ (n) denotes the rath 
element of the original input signal vector X\n(n) for ra = 1,2,..., M. The output of 
the processor is 
j / ( n ) = w f Xe(n) . (3.32) 
The CESP weight vector we is found by minimizing the output power subject to a 




w^x e (n) subject to C
f fwe = d (3.33) 
where C is the constraint matrix and d is the vector of the desired responses to the 
various constraints. The columns of C describe the constraint conditions (usually 
space-time steering vectors), and d is the set of responses to the conditions. The 
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covariance matrix of the element space constraint signal vector is 
R e = E{x e (n)xf(n)} . (3.34) 
Recall that the beamspace TSI canceler has a distortionless response in the 
assumed target direction at zero lag. Since no temporal taps are contained in the 
upper branch in Fig. 3.4, the response to non-zero lags must be zero. Therefore, the 
constraints for the TSI canceler are 
rr 1, for 7i = l ; 
(ait®en)
Hwe = l (3.35) 
[ 0, for n > 1; 
where en is the NbS x 1 unit vector with only one non-zero value for the nth element, 
which is equal to one. This unit vector selects the nth temporal tap at a delay of 
n — 1. The CESP constraint matrix can then be written as 
C = a t ® I , (3.36) 
where I is the 7V6s x TV̂  identity matrix. The corresponding desired constraint re-
sponse vector is 
d = [1 0 • • • 0]T = ex . (3.37) 
The constrained optimization problem from (3.33) is solved using Lagrange multipliers 
to find the CESP weight vector [32] 
we = R -
1 C ( c " R - 1 c ) " 1 d . (3.38) 
The relation between the CESP adaptive weight vector and the beamspace 
GSC adaptive weight vector WbS is 
we = a t <8> ei - B s tw b s 
(3.39) 
= a t <8> ei - (Bs <g> I) wb s 
where I is a Ni,s x Nbs identity matrix that models the tapped delay line network in 
the lower branch of the beamspace canceler. The spatio-temporal blocking matrix 
B s t consists of the spatial blocking matrix B s for the iVj,s tapped delays. 
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The performance of the full beamspace and the single-reference beam (SRB) cancelers 
are compared for a variety of experiments. In all cases, the data used was collected 
as part of the DARPA/Navy Mountaintop experiment [40, 61]. The array used had 
M = 14 elements uniformly spaced at d — 0.33 meters. The radar carrier frequency 
was 435 MHz, the sampling frequency was 1 MHz, and the returns were collected in 
bursts of 16 pulses. The experiment was performed with the radar receiver positioned 
on top of a mountain to simulate an airborne environment. The data files used contain 
returns from both a ground-based and an airborne TSI-producing jammer. In all 
cases, the radar receiver was in passive mode (i.e., receiving only, not transmitting) 
so that no monostatic clutter is present in the returns. 
3.6.1 Blind Interval Results 
The adaptive weights were computed for each individual PRI with the SMI tech-
nique using returns from the entire PRI to compute the sample covariance matrix 
and sample cross-covariance vector. When processing the data, the canceler is empty 
at the beginning of the PRI and begins to fill up with samples as the data propa-
gates through the tapped delay lines. During this period, full cancellation cannot 
be achieved because the canceler does not have access to the entire interval on the 
jammer waveform that produced the TSI. Detection performance suffers as a result, 
and the processor is unable to resolve weaker targets. During this period, the can-
celer is said to be "blind" and is consequently known as the blind interval of the 
canceler. One of the motivations behind the beamspace TSI canceler is the desire 
to reduce the size of the temporal window of the canceler which leads to a shorter 
blind interval. Fig. 3.5 shows the outputs of the SRB and the beamspace TSI cancel-
ers chosen to have similar performance in terms of residual INR, where the TSI has 
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Figure 3.5: Comparison of blind intervals for SRB and beamspace cancelers. Target (SNR 
= 20 dB) injected at a range of 15 kilometers (range cell 100). 
are implemented with an equivalent number of degrees of freedom (520), so that the 
temporal window of the SRB canceler has 520 samples, while its beamspace coun-
terpart has only 40 samples (per beam). The data set used contains TSI produced 
by a ground-based jammer with broadside at 270° in azimuth (Mountaintop data file 
= mmit004vl.mat). A point target has been injected at range cell 100 (range = 15 
kilometers) with SNR = 20 dB. Since the blind interval is equal to the length of the 
temporal window, the SRB canceler does not achieve full cancellation until after 520 
range cells (range = 78 kilometers). Clearly, the target cannot be extracted. On the 
other hand, the beamspace canceler achieves full cancellation after 40 range cells (6 
kilometers) so that the target is easily detected. 
In a second set of experiments, the performance of the two cancelers is compared 
for equivalent temporal windows using the same data set. The results are shown in 
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Figure 3.6: Residual INR versus temporal window size (Mountaintop data file = 
mmit004vl .mat). 
the beamspace canceler outperforms the SRB canceler by a wide margin in terms of 
temporal window size. Note that this comparison of the two cancelers is not entirely 
fair because the number of degrees of freedom used by the beamspace canceler is 
greater by a factor of (M — 1) for equally sized temporal windows. However, it does 
serve to illustrate that TSI cancellation can be achieved with a substantial savings in 
the size of the temporal window and, therefore, with a diminished blind interval. 
3.6.2 Ground-based TSI Jammer 
The two cancelers were used to mitigate TSI produced by a ground-based jammer, 
first with broadside at 270° (Mountaintop data file = mmit004vl .mat) and then with 
broadside at 230° (Mountaintop data file = mmit013vl.mat). In both cases, the 
jammer has the same location (303° azimuth). Here, the results are reported in terms 
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recall that the size of the temporal window of the beamspace canceler is always a 
multiplicative factor of (M—1) smaller than the temporal window of the SRB canceler. 
Fig. 3.7 shows the residual INR versus adaptive degrees of freedom for the first data 
experiment. Both cancelers have very similar performance, with one or the other 
having slightly better performance for the different degrees of freedom. The differences 
in performance relate to the information collected by the canceler as the temporal 
window is opened (i.e., the number of taps is increased). As critical information, 
e.g., a temporal sample highly correlated with the mainbeam interference, enters the 
temporal window of the canceler, a large improvement in interference suppression is 
achieved. The results for the second data file are shown in Fig. 3.8. In this case, the 
beamspace canceler has better performance for almost all degrees of freedom. Only 
for the largest number of degrees of freedom do the two cancelers have equivalent 
performance. Also, notice the decreased overall cancellation for both cancelers in this 
experiment which can be attributed to the jammer location. In the first experiment, 
the jammer is 33° off broadside, whereas in this experiment the jammer is 73° off 
broadside. Because of the non-linear relationship between spatial frequency u and 
azimuth (J) {u = | s i n 0 ) , a drastic loss in resolution occurs at larger azimuth angles. 
3.6.3 Airborne TSI Jammer 
Next the two cancelers were compared on experimental data with an airborne TSI-
producing jammer (Mountaintop data file = rio043vl .mat). The airborne jammer 
differs from the ground-based jammer because of the imposed Doppler frequency from 
the relative aircraft motion [51, 57]. TSI incident on the radar receiver from the dif-
ferent azimuth angles contains different Doppler frequencies determined by both the 
receiver and jammer velocities. To cancel TSI at these different Doppler frequencies, 
the SRB canceler requires the reference beam signal to be modulated by the different 
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Figure 3.7: Residual INR versus degrees of freedom for a ground-based jammer. Broadside 
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Figure 3.8: Residual INR versus degrees of freedom for a ground-based jammer. Broadside 
is 230° (Mountaintop data file = mmit013vl .mat). 
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as Doppler compensation channels, are then input into the adaptive canceler. How-
ever, the actual modulation frequencies are not known a priori and must be estimated 
from the sample data. Also, the imposition of Doppler compensation multiplies the 
number of adaptive degrees of freedom, which are already very large, by the number 
of compensation channels. Therefore, the beamspace canceler was compared with the 
SRB canceler without compensation channels. Note that the beamspace TSI canceler 
is capable of automatic Doppler compensation because the observed sidelobe TSI sig-
nals arrive with different Doppler shifts determined by the geometry of the airborne 
scenario. The adaptive canceler weights the sidelobe TSI signals according to their 
cross-correlation with the different Doppler frequencies present in the mainbeam in-
terference. Cancellation results are shown in Fig. 3.9 in terms of residual INR versus 
adaptive degrees of freedom. The SRB canceler is unable to effectively cancel the 
interference, as the residual INR is still above 20 dB even for the most degrees of 
freedom used (520). The beamspace canceler is able to achieve a level of cancellation 
below 15 dB for almost all degrees of freedom used with a minimum of about 12 
dB for 520 degrees of freedom. Since the beamspace canceler is able to exploit the 
Doppler components present in the sidelobe TSI, i.e., automatically perform Doppler 
compensation, it is able to achieve a larger amount of interference suppression. 
3.7 Robust TSI Mitigation 
As will be shown in Chapter 5, TSI mitigation is typically performed prior to mono-
static clutter cancellation within a factored processor. Clutter nulling is then per-
formed using space-time adaptive processing (STAP). The STAP algorithm exploits 
the special relationship between Doppler and azimuth in the clutter returns that man-
ifests itself in a locus of energy in the azimuth-Doppler spectrum known as the clutter 
ridge [67]. Since the TSI canceler is unable to null the monostatic clutter, it should 
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Figure 3.9: Residual INR versus degrees of freedom for an airborne jammer (Mountaintop 
data file = rio043vl .mat). 
be kept to a minimum in order to preserve the spatio-temporal structure of the mono-
static clutter returns. In order to make the SMI implementation of the beamspace 
TSI canceler more robust to limited sample size effects, we examine diagonal loading 
of the sample covariance matrix. The resulting adaptive processor is shown to have a 
better space-time frequency response with almost equivalent interference suppression 
performance. In addition, diagonal loading is shown to be equivalent to minimizing 
the white noise gain or the weight vector magnitude of the adaptive processor. 
3.7.1 Adaptive Weight Vector Decomposition 
The beamspace TSI canceler was implemented with a beamspace GSC. The TSI in 
the upper branch signal, y(ri), was estimated from the auxiliary beam signal vector 
in the lower branch, x a u x(n), at the delays within the range window of the canceler. 
Recall from (3.39) that the overall adaptive weight vector, w, is equivalent to the 
Beamspace 
SRB (no compensation) 
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CESP weight vector 
w = we 
= w q - B s t w b s (3.40) 
= a t ® ei - (Bs <g> I)wbs , 
where wq is the quiescent weight vector. The only quantity in (3.40) that is influenced 
by the actual radar returns is the adaptive weight vector from the lower branch, wbs . 
Assuming correct steering in the beamspace GSC, no target signal is present in the 
lower branch. Consequently, the signal prediction vector from (3.13) consists of TSI 
and sensor thermal noise only 
x(n) = x t8i(n) + xn(n) , (3.41) 
where x tsi(n) and xn(n) are the TSI and noise components, respectively. Therefore 
the covariance matrix can be written as 
KF 
Rx = Rtsi + R n = E ^ V k V ^ (3.42) 
k=\ 
where v k and \k are the eigenvectors and eigenvalues of Rx, in descending order of 
the eigenvalue magnitudes. Recall that Kp is the adaptive degrees of freedom of the 
beamspace canceler from (3.14). Assuming that the rank of the interference is R and 
the thermal noise is statistically independent in both space and time, the covariance 
matrix can be split into components representing its interference and noise subspaces 
[32]. The covariance matrix is rewritten as 
R KF 
Rx = £ A*VkVjf + £ ffnVkVk
H 
kRl k=R+l KF (3-43) 
= £ (ft + <W< + £ <&&» 
fc=l k=R+l 
where o^ is the thermal noise power and (3k is the power of the kth strongest interfer-
ence component. The interference power (3k is zero for k > R. Therefore, interference 
eigenvalues are the sum of the noise and interference powers, while the noise eigenval-
ues are simply the noise power. The associated noise eigenvectors span the subspace 
orthogonal to the interference subspace, but are otherwise arbitrary. 
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(3.44) 
The adaptive weight vector, w b s , can be reformulated using the expression for 
the covariance matrix in (3.43). With further manipulation, the weight vector is 
w b s = R^




^ - v k v k r x y 
fc=i Ak 
- Lr _ ( l r -jr<
r^vO 
olFxy \<g*> h A* VkJ 
1 ^F / 1 1 \ 
= ^ 2 r - y - E 3 - - T 7 ( rxy ?vk)vk 
°n fc=i \an Ak/ 
= T^ rxy - L x ( rxy,vk> v k 
art V fc=i A* y 
where (•, •) denotes the inner product of two column vectors. Therefore, the weight 
vector, Wbs, is the weighted sum of eigenvectors subtracted from the cross-covariance 
vector r x y , normalized by the noise power. The weighting of the eigenvectors is a 
function of the eigenvalues, the thermal noise power, and the energy shared by the 
individual eigenvectors and the cross-covariance vector, i.e., ( r x y , v k ) . Note that 
the factor k~an is very close to 1 for large eigenvalues and equal to 0 for the noise 
eigenvalues (Afc = &%)• Thus, the adaptive weight vector, w b s , places deep nulls in the 
spatio-temporal spectrum with the eigenvectors corresponding to large eigenvalues, 
yet remains unaffected by the noise eigenvectors. 
In practice, the adaptive weights are found using the SMI technique [54]. Recall 
that the SMI adaptive weight vector is 
W b s ^ R ^ f ^ , (3.45) 
which can similarly be decomposed as (3.44) by replacing the eigenvalues, eigenvec-
tors, and cross-covariance vectors with their estimates from the sample data. The 
accuracy of the estimates is determined by the number of samples used to compute 
the sample covariance statistics, Nt. As shown in (3.29), the number of snapshots 
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is Nt — 2KF — 3. The drop-off in performance can be attributed to errors in the 
eigenvalue estimates, which have pronounced effects for the smaller eigenvalues. The 
errors in the noise eigenvalue estimates cause the factor k^°n to be non-zero. The 
result is the addition of a random noise eigenvector to the overall weight vector for 
each noise eigenvalue. In turn, the space-time frequency response of the adaptive 
weights has elevated sidelobes due to the addition of the 2-D frequency responses of 
these random noise eigenvectors. Kelly found that the average sidelobe level is related 
to the number of snapshots used for the SMI estimates [34] by 
E{SL} = ivrn- (3-46) 
For returns containing monostatic clutter with TSI, the elevated sidelobe levels will 
cause distortion of monostatic clutter returns. Therefore, the adaptive processor must 
seek to minimize the estimation errors in the SMI adaptive weight solution. 
3.7.2 Sample Covariance Matrix Diagonal Loading 
A common technique used to make the SMI adaptive weight computation more ro-
bust for limited sample sizes is the diagonal loading of the sample covariance matrix 
[12]. Diagonal loading refers to the addition of an identity matrix weighted by a 
loading factor of. Note that the concept of diagonal loading is similar to noise injec-
tion, which has been suggested by Jablon [31] and Zahm [69] to help make adaptive 
processors more robust. If noise with power af is injected into the system, the true 
covariance matrix will have a diagonal matrix added to it as well. However, the in-
jected noise sample covariance matrix is only approximately diagonal for finite sample 
sizes. However, direct diagonal loading of the sample covariance matrix in the SMI 
adaptive weight computation adds the true noise sample covariance matrix 
w b s = (Rx4-a f l )
_ 1 f x y , (3.47) 
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wnere l is tne Kp x J\p identity matrix, ine result 01 diagonal loading is tne ad-
dition of the loading power to all of the eigenvalue estimates without altering the 
eigenvectors. In addition, no actual noise is added for diagonal loading. 
The effects of incorporating diagonal loading into the beamspace TSI canceler 
were studied using experimental data (mmit004vl .mat file). The loading power was 
set to the thermal noise floor (of = a^). Fig. 3.10 shows the eigenvalue distributions 
of the sample covariance matrix with and without diagonal loading. Using diagonal 
loading, the smallest eigenvalues level off at the noise floor. On the other hand, 
the sample covariance matrix without diagonal loading has noise eigenvalues that 
are significantly above and below the noise floor. Their offsets with respect to the 
thermal noise floor are the magnitudes of the random error vectors that are added 
to the adaptive weight vector. In this case, the errors (Afc — cr̂ ) are as high as —20 
dB for the smallest eigenvalues. In addition, the resulting adaptive weights of the 
beamspace canceler are shown in Fig. 3.11 with and without diagonal loading. The 
effect of diagonal loading is to decrease the amplitude of the adaptive weights. As a 
result, monostatic clutter experiences less gain through the lower branch, decreasing 
the amount of distortion in the overall output. Recall that, ideally, the clutter is 
passed undistorted through the canceler during TSI mitigation. Next, the frequency 
response of the adaptive weights in one of the lower branch auxiliary beams is shown 
in Fig. 3.12. Without diagonal loading, the filter on the auxiliary beam amplifies the 
larger frequencies by as much as 10 dB. However, the beamspace TSI canceler with 
diagonal loading has greatly reduced sidelobe levels at these larger frequencies. Note 
that the effect on the response is negligible at lower frequencies, where most of the 
TSI is found. As a result, the cancellation performance remains almost unchanged. 
Fig. 3.13 shows the output of the canceler with and without diagonal loading. Their 
overall performances are virtually indistinguishable. Note that cancellation in the 
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(b) Diagonal loading to the thermal noise floor. 
Figure 3.10: Eigenvalue distributions of sample covariance matrices with and without 
diagonal loading. The diagonal loading power was set to the thermal noise floor (0 dB). 
The beamspace TSI canceler was implemented with 40 temporal taps per beam for a total 
of Kp = 520 degrees of freedom. The file used was mmit004vl .mat. 
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(b) Diagonal loading to the thermal noise floor. 
Figure 3.11: Magnitude of the adaptive weights of the beamspace TSI canceler with and 
without diagonal loading of the covariance matrix. The diagonal loading power was set 
to the thermal noise floor (0 dB). The beamspace TSI canceler was implemented with 40 
temporal taps per beam for a total of Kp = 520 degrees of freedom. The file used was 
mmit004vl.mat. 
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Figure 3.12: Frequency response of adaptive weights of beamspace TSI canceler with (solid 
line) and without (dashed line) diagonal loading of the covariance matrix. The diagonal 
loading power was set to the thermal noise floor (0 dB). The beamspace TSI canceler was 
implemented with 40 temporal taps per beam for a total of Kp — 520 degrees of freedom. 
The file used was mmit004vl .mat. 
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Figure 3.13: Performance of the beamspace TSI canceler with and without diagonal load-
ing.The diagonal loading power was set to the thermal noise floor (0 dB). The beamspace 
TSI canceler was implemented with 40 temporal taps per beam for a total of Kp = 520 
degrees of freedom. The file used was mmit004vl .mat. 
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Diagonal loading of the sample covariance matrix is a technique intended to make 
the SMI adaptive weights more robust to limited sample size effects. In the previous 
section, the method was demonstrated as a means of reducing the magnitude of the 
adaptive weight vector without adversely affecting its cancellation performance. The 
minimization of the weight vector magnitude can be attributed to the imposition 
of a lower bound on the sample covariance matrix eigenvalues [32]. As a result, 
the contribution of the noise eigenvectors to the adaptive weight vector from (3.44), 
set to zero in the theoretical case, was reduced. Note that diagonal loading is also 
a commonly used technique in mathematical statistics, where it is known as ridge 
regression or regularization [29, 44]. The motivation for its use in these applications 
is also the minimization of the weight vector. 
Recall that in the GSC formulation, the beamspace canceler estimates the TSI 
in the upper branch signal, y(ri), from the signal prediction vector, x(n), made up 
of the auxiliary beam signals in the lower branch at the various time delays. The 
estimate of the mainbeam interference is 
y(n)=wgx(n) (3.48) 
where wb s is the adaptive weight vector. The white noise gain of the adaptive weight 
vector is found by measuring the output power when the input vector is a white noise 
vector, xn(n), with unit variance (a^ = 1) and, therefore, a covariance matrix equal 
to the identity matrix, I. The output power is 
E{\y(n)\2} = { w £ x n ( n ) x ? ( n ) w b 8 } 
= w £ l w b s (3.49) 
= IK.II2 . 
Therefore, minimization of the white noise gain is equivalent to minimizing the adap-
tive weight vector magnitude. 
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For the beamspace TSI canceler, the adaptive weights are found using the the 
MMSE criterion 
mm 2 / ( n ) - w £ x ( n )
2 . (3.50) 
Although the problem is actually a constrained optimization problem, as shown in 
Section 3.5, this unconstrained formulation is made possible with the GSC archi-
tecture which maintains orthogonality between the upper branch constraint and the 
lower branch blocking matrix. 
Since the covariance statistics are unknown, the adaptive weights are estimated 
using the SMI technique from (3.26). This equation can be rewritten in terms of data 
matrices and vectors. First, the sample covariance matrix from (3.23) is written as 
Rx = ^ X X
f f . (3.51) 
The signal prediction data matrix, X, is specified by filling its columns with the signal 
prediction vector, x(n), at the indices of the training interval 
X = [x(n t(l)) x(nt(2)) • • • x(nt(Nt)) ] . (3.52) 
Similarly, the sample cross-covariance vector from (3.24) is 
fxy = j J -Xy" (3.53) 
where the upper branch data vector is given by 
y = [ y M i ) ) 2/M2)) ••• y(nt(Nt))] . (3.54) 
The solution of the SMI adaptive weights, wbs , is equivalent to satisfying (3.50) over 
the predetermined training interval used to estimate the covariance statistics, i.e., 
mm 
w b s 
y-w£X 2 , (3.55) 
and results in the solution 
wb s = R x
 l f 
(3.56) 
= ( X X * ) " ' X y * . 
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a variance inversely proportional to the number of training samples available [54]. 
Recall that the adaptive weight vector was found from (3.47), using the SMI 
technique with the diagonal loading of Rx. This equation can also be rewritten in 
terms of the signal prediction data matrix, X, and the upper branch data vector, y, 
~i 




= (XX.H + Ntafl)~
1xy". 
(3.57) 
The SMI weight vector is also the solution of the constrained optimization [29, 44] 
|2 
mm 
w b 8 
y — w{;s X subject to || wbs | | < « (3.58) 
where K is a prespecified upper bound on the white noise gain that determines the 
diagonal loading power, of. This constrained minimization also has an unconstrained 
formulation, found by augmenting the signal prediction data matrix with an identity 
matrix, I, and the upper branch data vector with zeros [27] 
mm 
Wbs 
[y 0] - w& [X a, I] = mm 
Wbs 
y-w£x H-a-fHwb.il2 (3.59) 
Another interpretation of diagonal loading is as a means of introducing a slight 
bias in order to reduce the variance of the estimator and, thus, the white noise gain 
[29]. Thus, this biased estimator is a better estimate of the true adaptive weight 
vector in terms of its MSE 
|2 
W b s - W b s (3.60) 
The upper bound on the white noise gain of the adaptive weight vector found using 




— K . (3.61) 
This bound can be used as a rule of thumb for the selection of the diagonal loading 
power, of. In fact, it can also be shown that since of > 0, the use of diagonal loading 
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will always result in a reduction in the white noise gain of the adaptive weight vector 
[44]. Note that if diagonal loading of the sample covariance matrix is not used, i.e., 
af = 0, the white noise gain is unbounded. 
3.8 Conclusions 
In this chapter, the beamspace TSI canceler has been introduced and its performance 
demonstrated on experimental data. In addition, a robust implementation using the 
SMI technique with diagonal loading of the sample covariance matrix was presented. 
The canceler uses (Af — 1) auxiliary beams, as opposed to the one jammer direct-path 
beam for the SRB canceler, to estimate and remove mainbeam TSI. Therefore, the 
TSI signal is predicted from both the direct-path jammer signal and TSI signals in the 
sidelobes of the mainbeam, i.e., any energy found in the other beams orthogonal to the 
mainbeam. In this manner, the temporal window of the canceler can be significantly 
decreased. In addition, the beamspace canceler has the advantage of requiring no a 
priori knowledge of the jammer location, making it robust to changing interference 
environments. 
The other major advantage of the beamspace TSI canceler is that in the case 
of airborne TSI-producing jammers the sidelobe TSI signals collected in the auxiliary 
beams already contain components that have been Doppler shifted. Therefore, the 
collection of sidelobe TSI signals makes up a set of reference signals with different 
Doppler frequencies that can be used to estimate the different Doppler components 
of the mainbeam TSI. On the other hand, the SRB canceler requires modulation 
of the jammer direct-path signal at the Doppler frequencies of the interference to 
create Doppler compensation channels. Note that since the Doppler frequencies are 
not known a priori, they must be estimated first. However, the beamspace canceler 
requires no such a priori information and performs automatic Doppler compensation 
through the use of the sidelobe TSI signals. Therefore, the various sidelobe TSI signals 
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can be adaptively weighted to predict the different Doppler frequency components 
found in the mainbeam interference. 
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C H A P T E R 4 
Rank Reduction Techniques for TSI 
Mitigation 
Rank reduction or weight thinning are terms used to describe the process of reducing 
the degrees of freedom of an adaptive algorithm. One of the primary motivations 
for reduced rank processors is the need for implementation in a real-time environ-
ment. Weight, power, and physical size limitations restrict the available computa-
tional resources, which in turn dictate a reduced dimension processor. In addition, the 
sample support for adaptive processing should contain a number of samples greater 
than twice the rank of the processor [54], which necessitates rank reduction. Since 
the number of samples available for adaptive weight training is limited by both the 
sampling frequency and non-stationarities in the interference environment, a large 
number of degrees of freedom, either spatial or temporal, is usually not available for 
adaptive processing. The rank reduction problem becomes one of determining the 
transformation into a lower dimensional subspace where the adaptive processing can 
be performed with performance nearly equal to that of the full rank processor. 
Some of the first research on rank reduction in the context of adaptive arrays 
was reported by Chapman [14] and Morgan [49]. Chapman [14] looked at the use 
of several non-adaptive transforms to perform rank reduction. On the other hand, 
Morgan [49] used array partitioning methods and the subsequent processing of the 
sub-array outputs. Since the sub-array outputs consist of a mainbeam signal and its 
corresponding sidelobe signals, this method can be viewed as a beamspace method. 
In general, beamspace techniques attempt to spatially isolate interference sources 
while discarding the other beams, i.e. spatial degrees of freedom, that do not contain 
interference sources. Several other beamspace rank reduction methods have been con-
sidered [9, 23, 59]. Although sources can be isolated very well with large arrays, the 
number of interference sources is often unknown and may not always be apparent in 
beamspace, due to significant energy leakage between beams. In contrast, decorrelat-
ing data-adaptive transforms isolate the individual interferers, making it much easier 
to determine the number of interference sources. Decorrelation of the signal requires 
application of the Karhunen-Loeve transform, which is found via the eigendecompo-
sition of the signal covariance matrix. Rank reduction based on eigendecompositions 
has been proposed using a transform made up of a subset of the eigenvectors corre-
sponding to the largest eigenvalues, known as the principal components [52, 62, 64]. 
Another eigenvector transform has been proposed that uses the eigenvectors corre-
sponding to an alternate metric [10, 25]. The Karhunen-Loeve transform may also 
be approximated using several non-adaptive transforms [63] which can be used in 
place of the eigenvectors for the purposes of rank reduction [26, 56]. The use of 
data-adaptive transforms has also been considered in terms of an output power min-
imization method [66] for a set of predetermined scenarios. Also, linear constraints 
can be used to reduce the adaptive degrees of freedom [43]. For a simulation study 
into the performance of several of these methods see [65]. 
In the TSI problem, a large number of spatial and temporal degrees of freedom 
are available for the adaptive canceler [38]. Here, the rank reduction method looks 
to identify the most important spatial/temporal information in terms of its contri-
bution to the mainbeam interference. In this chapter, a common framework for rank 
reduction within the beamspace TSI canceler is given. We also give an alternate in-
terpretation of the MMSE Wiener filter in terms of the eigenvectors of the covariance 
matrix in order to gain insight into the rank reduction problem. A discussion on the 
application of several rank reduction strategies applied to the TSI problem is followed 
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4.1 The Reduced Rank Beamspace TSI Canceler 
The beamspace TSI canceler takes the M element input signal Xi„(n) and forms 
the mainbeam signal, y(n), and (M — 1) auxiliary beams, denoted by the vector 
x a u x(n). An estimate of the mainbeam interference is obtained using equal length 
temporal windows on each of the auxiliary beams with Nbs taps per beam. The 
linearly constrained minimum variance canceler is implemented in a GSC structure 
as shown in Fig. 4.1. The MMSE estimate of the mainbeam interference is 
Vtsi = w £ x ( n ) , (4.1) 
where x(n) is the KF x 1 signal prediction vector from (3.13), formed with the auxiliary 
beam signals at the various delays in the temporal window as in (3.12). The KF x 1 
adaptive weight vector wb s is found from the MMSE Wiener-Hopf equation 
wb s = R-
1 rx y . (4.2) 
The terms R x = E {x(n)x
H(n)} and rxy = E {x(ri)y*(n)} are the signal prediction 
vector covariance matrix and the cross-covariance vector between the signal prediction 
vector and the mainbeam signal y(n), respectively. KF is the number of adaptive 
degrees of freedom of the full rank beamspace canceler and is the product of the 
number of auxiliary beams and the temporal taps per beam 
KF = (M-1)- Nbs . (4.3) 
For more details on the beamspace TSI canceler, see Chapter 3. The goal in this 
chapter is to look at methods of decreasing the number of adaptive degrees of freedom 
from the full rank, KF, to some reduced rank, KR. Therefore, the rank reduction 
problem becomes one of finding a KF x KR matrix P R that projects the KF x 1 
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reduced rank signal prediction vector is 
xR(n) = P R x ( n ) (4.4) 
and the resulting reduced rank MMSE estimate of the mainbeam interference is 
Vtsiin) = wgx R (n ) , (4.5) 
where WR is the reduced rank MMSE adaptive weight vector given by 
w R = R R
1 rXRy . (4.6) 
The covariance matrix of the reduced rank signal prediction vector is 
R R = E{xR(n)xg(rc)} (4.7) 
and its cross-covariance vector with the mainbeam signal y(n) is 
rXRy = E { x R ( n ) y » } . (4.8) 
The reduced rank beamspace TSI canceler is shown in Fig. 4.2. The rank reduction 
problem becomes one of designing the projection matrix P R that best preserves the 
performance of the full rank processor. An optimal projection matrix in the MMSE 
sense is elusive as has been noted by Van Veen [66]. Note that in the case of a reduced 
rank of one, the MMSE optimization of P R leads directly to the solution of the MMSE 
Wiener-Hopf equation in (4.2) so that P R OC wbs , the full rank weight vector. In 
general, using the MMSE criterion leads to the preservation of full rank performance. 
However, the MMSE criterion provides no savings in computation or sample support 
requirements. In essence, such a criterion is not reducing the adaptive degrees of 
freedom, it is actually preserving them. Therefore, we turn to eigenanalysis methods 
and their approximations to find the rank reduction projection matrix. However, 
before considering the design of the projection matrix, an alternate realization of the 
MMSE filter is derived in terms of an eigenvector filter bank. 
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Figure 4.1: Full rank beamspace TSI canceler. 
4.1.1 An Alternate Interpretation of MMSE Filtering 
The full rank beamspace TSI canceler, shown in Fig. 4.1, has an adaptive weight 
vector given by 
wb s = R-
1 rx y . (4.9) 
The covariance matrix in (4.7) can be written as the sum of the TSI and thermal 
noise covariance matrices or as the sum of two orthogonal subspaces 
Roc — R t s i + R n 
KF 
H = DA*vkv£ 
fc = l 
R KF 
(4.10) 
= E x^v" + E A*vkv£ 
fc=l k=R+l 
where R is the rank of the interference (TSI). The eigenvalue and eigenvector pairs, 
Afc and vk , are in descending order of the eigenvalues (Ai is the greatest, \KF is the 
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Figure 4.2: Reduced rank beamspace TSI canceler. 
smallest). Recall that the thermal sensor noise is assumed to be uncorrelated in both 
space and time. The eigenvalues contain both interference and noise contributions. If 
o\ is the thermal noise power and fa are the eigenvalues of Rtsi in descending order, 
then 
A* = fa + o2n 
fa + a2n k<R (4.11) 
0-2 k > R 
since fa = 0 for k > i?, i.e. for the noise eigenvalues. The inverse of the covariance 
matrix is 
KF 2 
R-1 = £ - v k v f (4.12) 
fc=i Ak 
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and the resulting prediction of the mainbeam TSI signal is found by applying the 
adaptive weights to the signal prediction vector 
ytsi{n) = w£x(ra) 
= (Rx l r xy) / / X(n) 
= ( £ f v k v « r x Y x ( n ) (
4 1 3) 
KF VH V 
= £ ^ v * x ( n ) . 
k = l A f c 
Consequently, the MMSE interference prediction filter is seen to contain a filter bank 
comprised of filters equal to the eigenvectors vk of the signal prediction vector covari-
ance matrix Rx. The filter bank of eigenvectors interpretation of the MMSE Wiener 
filter is shown in Fig. 4.3. The outputs of the eigenvector filters, or eigenfilters, are 
weighted by the constants 
* = ^ (4.14) 
and the resulting MMSE estimate of the interference is subtracted from the upper 
branch signal 
y(n) = y{n) - ytsi(n) 
KF (4.15) 
= y(n)- J2 cA;vf x(n) . 
fc=i 
The reason the outputs of each eigenvector filter can be simply added, rather than 
taking cross-correlation terms into account as in the Wiener-Hopf equation in (4.9), 
is that the outputs of the eigenfilter bank are uncorrelated. This bank of eigenfilters 
can be thought of as a decorrelating transform that isolates the individual sources 
of interference. The coefficients, {c^}, normalize the outputs of each eigenfilter to 
have a power of one and weight them by the amount of cross-correlated energy from 
the mainbeam signal projected onto the respective eigenvector (r£,vk). Since the set 
of eigenvectors {vk} forms a basis for the Kp dimensional space, the dot product 








Figure 4.3: Beamspace TSI canceler with filter bank of eigenvectors. 




r*y = E K r x y ) vk • (4.16) 
4.1.2 Eigenvector Based Rank Reduction Methods 
The eigendecomposition of the signal prediction vector covariance matrix in (4.10) 
isolates all of the sources contributing to the mainbeam interference into individual 
eigenvectors vk with their associated power levels (i.e., eigenvalues A^). Applying 
a transform equal to the matrix of eigenvectors decorrelates the components of the 
adaptive filter and allows the weights of the individual components to be computed 
independently of one another as was shown in the previous section and in Fig. 4.3. In 
the full rank case, this operation combined with the proper weighting of each compo-
nent from (4.14) provides the solution to the Wiener-Hopf MMSE equation. However, 
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rank reduction strategies can be devised by choosing a subset of the eigenvectors of 
the covariance matrix which equates to the zero weighting of certain branches in 
the filter bank of eigenvectors in Fig. 4.3. Note that, computationally speaking, 
such rank reduction strategies achieve little, if any, savings since the solution of the 
full rank Wiener-Hopf equation requires the same order of computation as the full 
eigendecomposition. However, these methods are still viable means of reducing the 
required sample support in reasonably stationary environments in which the rank 
reduction subspace projection does not have to be continually updated. In the case 
where the rank of the canceler exceeds the rank of the interference, the eigendecom-
position provides a means of separating the interference subspace from the thermal 
noise subspace. 
Principal Components 
Recall from (4.11) that the eigenvalues A& of Rx are made up of the sum of the power 
of the associated interference source fa and the sensor thermal noise o\. Therefore, 
the R largest eigenvalues identify the sources of interference and their correspond-
ing eigenvectors span the associated subspace. The remaining eigenvectors identify 
a thermal noise subspace containing no relevant information for mainbeam TSI can-
cellation. One proposed rank reduction strategy suggests retaining the eigenvectors 
corresponding to the largest eigenvalues and is sometimes referred to as principal 
components rank reduction [52, 62, 64]. The principal components rank reduction 
projection matrix is 
P R = [VI v2 ••• V K R ] . (4.17) 
Recall that the eigenvector-eigenvalue pairs {vk, A^} are ordered in terms of decreasing 
eigenvalues. If the reduced rank KR exceeds the rank of the interference, i.e., KR > R, 
the reduced rank processor will have the same performance as its full rank counterpart 
[52]. 
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Instead of choosing the largest eigenvalues corresponding to the strongest interference 
sources, consider the sources that produce the most interference energy in the main-
beam signal y(n). By choosing the eigenvectors associated with these eigenvalues for 
the rank reduction projection matrix, the processor removes the largest contributors 
to the mainbeam interference. For example, the strongest interference source might 
actually fall in a null of the beampattern for the non-adaptive mainbeam steering 
vector a t and therefore produces no mainbeam interference and serves no use to the 
adaptive canceler. Consider the MMSE output of the beamspace TSI canceler 
CT? = ^ - E { i f c . ( « ) i 2 } (4-18) 
where a~~ = E Uy(n)\2\ is the canceler output power and a^ = E | | y ( n ) | 2 | is the 
power of the mainbeam signal prior to cancellation. Since the adaptive predictor finds 
the MMSE estimate of the mainbeam interference, the associated power removed is 
E { | ^ ( n ) | 2 } = r ^ R ^ r x y 
KF 
_ ^H ST *r „ ,# 
= ^ X - v ^ ( 4 i g ) 
KF LB £ lrxyVk 




7. = ^ Y ^ (4.20) 
A* 
is referred to as the cross-spectral metric [25]. From (4.19), the greatest amount of 
interference is cancelled from the mainbeam by those eigenvectors associated with 
the largest cross-spectral metrics. In terms of choosing eigenvectors for P R , the 
cross-spectral metric is optimum in the MMSE sense [10, 25]. Therefore, reordering 
the eigenvectors according to the largest cross-spectral metrics in (4.20), the rank 
reduction projection matrix is 
P R = [vk'(i) vk/(2) • • • vk»(KR)] (4.21) 
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where k'(l) is the index of the largest cross-spectral metric eigenpair, k'(2) the one for 
the second largest, and so on. There are two other things worth pointing out about 
the cross-spectral metric. First, the cross-spectral metric criterion is only superior to 
principal components when the reduced rank is below the rank of the interference. 
Otherwise, the two approaches yield identical results. Second, the cross-spectral 
metric is optimum in the MMSE sense for choosing the projection matrix only when 
P R is confined to consist of eigenvectors. Should this restriction be removed, it is 
possible to find a projection matrix with better MMSE performance. In fact, the 
performance of the full rank case can be achieved for any reduced rank if the full 
rank MMSE adaptive weight vector Wbs is contained in the subspace spanned by the 
columns of the rank reduction projection matrix [55]. 
4.1.3 Cross-Covariance Based Rank Reduction Methods 
In this section, two methods are given that perform rank reduction based on the 
elements of the cross-covariance vector rxy in (4.9). In contrast to the eigendecompo-
sition methods discussed in Section 4.1.2, both are implemented prior to the compu-
tation and inversion of the covariance matrix and only require rxy . As a result, both 
methods are much less computationally intensive. 
Cross-Covariance Thresholding 
Recall that TSI is produced by weighted, delayed replicas of the original jammer 
waveform whose samples are approximately uncorrelated. Therefore, the TSI signal 
is correlated with samples over an interval of the jammer source waveform, assumed 
to be a broadband (approximately white) noise signal. The number of samples in this 
interval is the rank of the mainbeam interference. In order to achieve suppression to 
the thermal noise floor, the full rank adaptive canceler must observe the samples on 
the contributing interval. However, if a slight loss in performance can be tolerated, 
then a reduced rank processor can be employed. Note that it should be possible to 
81 
reduce the rank to a certain level without a significant loss in performance since the 
different delays on the interval do not all contribute equally to the overall TSI signal. 
Each delay is due to the difference in propagation paths associated with the various 
scatterers which inevitably do not produce the same amount of reflected energy in 
the mainbeam signal y(n). Therefore, if the lesser contributors are not used by the 
adaptive processor, there is a modest penalty in terms of residual interference. One 
possible means of implementing such a strategy is to threshold the full rank cross-
covariance vector. The components of the signal prediction vector x(n) corresponding 
to the elements of rx y with the largest magnitudes are chosen for the reduced rank 
adaptive processor. With this approach, the projection matrix P r becomes a sparse 
cross-covariance selection matrix with columns equal to ek, a KF x 1 vector with all 
elements equal to zero except the fcth element which equals one 
ek = [ 0 ••• 0 1 0 ••• 0 f . 
t (4-22) 
kth element 
When applied to the signal prediction vector, the vector ek selects the A:th element 
of x(n). The rank reduction projection matrix becomes 
P R = [ek'(i) ek/(2) •••ek/(KR)] (
4-23) 
where the index k'(l) corresponds to the element of rxy with the largest magnitude, 
k'(2) the second largest, and so on. 
Normalized Cross-Covariance Thresholding 
Although the cross-spectral metric is clearly superior to principal components, the 
requirement of a full eigendecomposition may still be too imposing for real-time use. 
However, it is possible to approximate the cross-spectral metric by choosing another 
set of basis vectors in place of the eigenvectors. The requirement on the alternate ba-
sis vectors is that they reasonably decorrelate the individual interference sources, i.e., 
that the basis vectors approximate the actual eigenvectors. Consider the beamspace 
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TSI canceler in Fig. 4.1, where the blocking matrix B s in the lower branch is respon-
sible for forming the (M — 1) auxiliary beams. The blocking matrix approximately 
isolates the individual TSI signals within beams according to their directions of ar-
rival. The level of spatial decorrelation between beams improves as the number of 
elements in the array is increased [48]. Since the auxiliary beam signals have already 
been transformed into beamspace, the approximation to the cross-spectral metric is 
obtained by replacing Vk with ek in (4.20) and choosing the unit vectors ek that 
maximize 
rxyei lrxyWI 
f, = - ^ 5 — = ^ f ^ , (4-24) 
r2 . j 2 
m ^ m 
where a^ is the signal power of the mth beam and rxy(fc) is the kth element of the 
cross-covariance vector. The signal power of the mth beam is used to approximate 
the eigenvalue in the cross-spectral metric because the eigenvalue measures the power 
projected onto its companion eigenvector and the power within each beam is equal 
at all delays. Note that this metric is very similar to the one used to perform cross-
covariance based rank reduction except the elements of rx y are normalized by the 
power in their corresponding beams. The projection matrix PR, is again a sparse 
selection matrix, as in (4.23), that selects the elements of x(n) corresponding to the 
elements of rx y that maximize (4.24). 
4.2 Experimental Results 
The various rank reduction strategies were applied to experimental data col-
lected as part of the DARPA/Navy Mountaintop program [40, 61] in order to study 
their performance for TSI mitigation purposes. The TSI data was produced by a 
ground-based jammer and collected with a ground-based receiver (Mountaintop file 
mmit004vl.mat). The first two experiments compare the performance of the four 
rank reduction methods: cross-spectral metric (solid line), principal components (+ 
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Figure 4.4: Rank reduction results, SINR vs. degrees of freedom (full rank is 260 degrees 
of freedom). 
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Figure 4.5: Rank reduction results, SINR vs. degrees of freedom (full rank is 520 degrees 
of freedom). 
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was set to 260 and 520 degrees of freedom in Figs. 4.4 and 4.5, respectively. The 
performance criterion used is the loss in SINR, i.e., the difference in residual inter-
ference after and before rank reduction, and is plotted versus the adaptive degrees 
of freedom of the reduced rank processor. In both cases, the cross-spectral metric is 
shown to outperform principal components for all degrees of freedom, achieving full 
rank performance after about 100 and 150 degrees of freedom for the two different 
full rank cases. The two cross-covariance based methods actually outperform the 
eigendecomposition based methods for low ranks (r < 50). In this case, the subspace 
dimension is much smaller than the rank of the interference. The subspaces deter-
mined by the cross-covariance based methods are not limited to individual sources as 
with the decorrelating eigendecomposition based methods. This result confirms that 
these eigendecomposition based methods are not necessarily optimum if the restric-
tion of covariance matrix eigenvectors is relaxed for the selection of the rank reduction 
projection matrix. In general, the cross-covariance based methods have similar per-
formance and are within 5 dB of full rank performance after 50 and 200 degrees of 
freedom for the two experiments, a rank reduction of greater than 50%. 
The next set of experiments compares the performance of a full rank processor 
with an equivalent rank processor obtained by rank reduction on a larger full rank 
processor. The same set of data was used with the full rank set to 260 and 520 for the 
reduced rank processors. The results are shown in terms of residual interference-to-
noise ratio (INR) in Figs. 4.6 and 4.7. The solid line is the full rank processor and 
the dashed and dotted lines are the reduced rank processors using the cross-spectral 
metric and the normalized cross-covariance, respectively. Note that the full rank pro-
cessor cannot match the performance of either rank reduction method for more than 
50 degrees of freedom. Intuitively, the reduced rank processors have more components 
to choose from and are therefore able to select the more crucial information. 
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Figure 4.7: Reduced rank (with full rank of 520 degrees of freedom) vs. full rank results. 
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4.3 Conclusions 
This chapter has demonstrated the utility of properly applied rank reduction methods. 
The reduced rank processors need less computation and have the advantage of a 
smaller sample support requirement. Four methods were presented, two based on 
eigendecompositions and two based on cross-covariance vector thresholding, and all 
were demonstrated on experimental TSI data. Although the eigenvector methods 
usually have better performance in terms of residual SINR, they are much more 
computationally intensive, requiring almost the same amount of computation as the 
full rank processor. Of the two, the cross-spectral metric was demonstrated to be a 
more appropriate means of selecting eigenvectors for the rank reduction projection 
matrix. In addition, the eigendecomposition based methods are not always optimum 
in terms of MMSE. The results with the experimental TSI data showed that the two 
cross-covariance methods outperform the eigenvector methods for low ranks. Even for 
the higher ranks at which the eigenvector methods achieved better cancellation, the 
slight drop-off in performance associated with the cross-covariance methods might be 
tolerated given the tremendous amount of computational savings. 
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C H A P T E R 5 
Factored Processing for Combined TSI 
and Monostatic Clut ter Mitigation 
The subject of this chapter is the mitigation of interference consisting of both terrain 
scattered interference (TSI) and monostatic ground clutter. The proposed cancel-
lation architecture is a combination of the beamspace TSI canceler, introduced in 
Chapter 3, and the space-time adaptive processing (STAP) for canceling monostatic 
clutter, as discussed in Chapter 2. The resulting processor has adaptivity in the 
element-space, PRI, and range domains. Note that this scenario is more likely to 
occur than TSI alone because the airborne radar is primarily in active mode, trans-
mitting in order to detect targets. As a result, terrain is illuminated by the radar and 
the corresponding reflections produce monostatic clutter returns in the radar system. 
The chapter begins with a discussion of the problem, along with a brief review 
of the characteristics of TSI and monostatic clutter. Next, the motivation for factored 
processing is discussed. Several issues relating to TSI mitigation in the presence of 
clutter are treated, followed by a description of the proposed algorithm: factored full 
beamspace TSI/STAP. For comparison, an alternate method is described, namely, 
factored beamspace TSI/MTI processing. Finally, experimental results comparing 
the two techniques are given, followed by some concluding remarks. 
RECEIVER 
Figure 5.1: Scenario with both TSI and monostatic clutter interference. 
5.1 Problem Statement 
The scenario of combined TSI and monostatic clutter interference is shown in Fig. 5.1. 
The overall interference presented to the radar receiver consists of both TSI and 
monostatic clutter returns, produced by terrain reflections of the jammer and the 
radar's own signals, respectively. Thus, the CPI interference LM x 1 signal vector 
has both TSI and monostatic clutter components and is given by 
Zi(rc) = ztsi(n) + z c ( n ) (5.1) 
where z t si(n) and zc(n) are the TSI and monostatic clutter components, respectively. 
Likewise, the M x l PRI interference signal vector is 
x ;(n) = x t s i (n) + x c(n) (5.2) 
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where xtsi(n) and xc(n) are the TbI and monostatic clutter PRI signal vectors, re-
spectively. 
As discussed in detail in Chapter 2, TSI is produced by the terrain reflections 
of a stand-off barrage noise jammer [19]. Recall from Chapter 2 that the TSI received 
from each azimuth angle is 
Ttsi 
Xtsi(t,<f>)= / h(r,(f))xj(t- r)dr (5.3) 
o 
where Xj(t) is the continuous-time signal transmitted by the jammer, Ttsi is the max-
imum delay in the TSI signal (range extent), and h(t, (j>) is the complex weighting of 
the TSI signal as a function of delay and angle </>. The weighting function h(t, (ft) in-
corporates the antenna pattern of the jammer and the terrain reflections. The overall 
TSI signal at the radar receiver array is the result of projecting the TSI signals from 
all azimuth angles onto the array manifold 
•K 
XtsiM = J xtsi(t, (f>) • a{(j))d(f> (5.4) 
— 7T 
where a(^) is the phase-centered steering vector from (2.7) for azimuth angle <j> or 
spatial frequency u — |sm</>. The discrete-time TSI signal xtSi(n) is obtained by 
sampling its continuous-time counterpart from (5.4) where TV samples are collected 
for each PRI. The TSI signal for an entire CPI, z tsi(n), is formed by stacking the 
TSI signals from the individual PRIs (L total). 
Mitigation techniques exploit spatial and range correlations in the TSI in order 
to suppress the mainbeam interference. PRI processing alone cannot achieve TSI 
cancellation because TSI returns are uncorrelated from one PRI to the next. In 
addition, the adaptive weights for TSI mitigation have to be recomputed for each 
PRI because the environment is non-stationary, particularly when TSI is produced 
by an airborne jammer. The general TSI mitigation processor is shown in Fig. 5.2. 
In the case of the algorithm given in Chapter 3, the cancellation is performed in the 








Figure 5.2: TSI mitigation processing. 
mainbeam (direction-of-look) using an observation window of range samples over all 
of the available spatial degrees of freedom (elements or beams). The adaptive weights 
are computed from a training interval made up of a subset of the PRI. 
Monostatic clutter returns, on the other hand, are produced by ground or ter-
rain reflections of the signal transmitted by the airborne surveillance radar [57]. Recall 
that for monostatic clutter there is a unique relationship between spatial frequency, 
u, and normalized Doppler frequency / 
J=Pu (5.5) 
where j3 is given by (2.25). Therefore, the monostatic clutter CPI signal vector is the 
result of clutter from all azimuth angles and is given by 
7T 






where ac(n,</>) is the unknown surface scattering function at the range cell n. Ihe 
space-time steering vector s is the Kronecker product of the Doppler and spatial 
steering vectors from (2.7) and (2.10) 
s(</>) = s(u, / ) = b(0u) <g> a(u) . (5.7) 
where u is spatial frequency and / is normalized Doppler frequency. Therefore, the 
signal in (5.6) is produced by integrating in space and time along the clutter ridge, 
determined by /?, on which the monostatic clutter returns lie. 
In the case of monostatic clutter, both frequencies, u and / , are uniquely de-
termined by the azimuth angle <j>. See Chapter 2, Section 2.2.3 for details. Since 
the target and clutter are at different spatial locations and/or Doppler frequencies 
[35], cancellation is performed in the spatial and PRI domains as opposed to the 
spatial and range domains used to mitigate TSI. The generic space-time clutter can-
celer is shown in Fig. 5.3. This type of processing is often referred to as space-time 
adaptive processing (STAP) [67] and has been discussed in Chapter 2. A training 
interval around the range cell of interest is used to compute the adaptive weights [67]. 
Typically, a guard band is set up around the presumed target range that excludes 
the neighboring samples from the adaptive weight computation. Since, the target 
signal may leak into these range cells, the guard band helps to prevent target signal 
cancellation [67]. 
Monostatic clutter is produced by terrain reflections. As a result, the corre-
sponding returns are subject to large fluctuations coinciding with the terrain charac-
teristics. Regions where the clutter is approximately stationary tend to be small, in 
some cases as little as 20 kilometers [40, 61]. Since STAP makes the assumption that 
the samples have invariant statistics [8, 67], the amount of data available for training 
is limited by the amount of stationary clutter returns available in the region of the 






Figure 5.3: Space-time adaptive processing for monostatic clutter mitigation. 
5.2 Factored Mitigation: Discussion 
The combined mitigation of TSI and monostatic clutter involves processing in three 
dimensions: element, PRI, and range. Fully adaptive 3-D processing is theoretically 
possible, but it requires an adaptive processor with degrees of freedom equal to 
Ndof = L-M- N> bs (5.8) 
where L is the number of PRIs, M is the number of elements in the array, and JV^ is 
the number of range samples used by the adaptive canceler. However, 3-D adaptive 
processing is not always feasible. Due to sample support limitations imposed by non-
stationarities in the returns as well as computational restrictions, processing resources 
can be limited and, consequently, may not be able to support 3-D processing. 
The typical adaptive processor seeks to minimize the output power subject 
to certain constraints designed to preserve the target. In practice, the linearly con-
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strained minimum variance (JJUMVJ processor is implemented using tne sample ma-
trix inversion (SMI) method [54] which estimates covariance statistics from the sample 
data. Since the sample covariance matrix is the maximum-likelihood estimate of the 
actual covariance matrix, it will converge as the number of independent realizations, 
Nt, approaches infinity. However, an infinite number of realizations is never available 
and the resulting weight vector is always sub-optimal. The recommended number of 
snapshots for acceptable performance (within 3 dB of optimal performance) is [54] 
Nt >2KF-3 (5.9) 
where Kp is the degrees of freedom of the adaptive processor. However, the sam-
ple support available for the estimation of the covariance statistics is generally not 
large enough to satisfy (5.9). In practice, most terrain tends to be rapidly changing, 
leading to small regions over which the monostatic clutter returns are approximately 
stationary. As a result, the number of samples available is typically less than the de-
grees of freedom of the adaptive processor from (5.8) which is far below the minimum 
requirement in (5.9). 
A possible solution is to factor the processing into two stages [45, 39]: TSI 
mitigation followed by monostatic clutter cancellation. The order of processing is 
influenced by the nature of the actual data. TSI returns are present throughout the 
PRI, whereas significant monostatic clutter returns are predominantly in the closer 
range cells [57]. As a result, the weights for the TSI mitigation adaptive processor 
should be estimated using a "clutter-free" training interval made up of samples at 
far-field ranges. Following the TSI mitigation, clutter nulling can be performed. A 
block diagram of the processing time-line is shown in Fig. 5.4. 
Now consider the second stage of factored processing for monostatic clutter mit-
igation. The benefits of spatial processing for monostatic clutter nulling have been 
demonstrated using STAP [67]. In the absence of spatial processing, monostatic 
clutter nulling can only be achieved using moving target indicator (MTI) processing 











Figure 5.4: Block diagram of factored processing for TSI and monostatic clutter mitiga-
tion. 
stage must maintain the spatial dimension of the data. In addition, the TSI canceler 
should preserve the structure of the monostatic clutter, i.e., azimuth and Doppler 
information. The details of the proposed TSI mitigation method will be covered in 
Section 5.4. The second portion of the processor is the monostatic clutter canceler. 
Although a variety of STAP methods exist [67], we restrict ourselves to minimum vari-
ance STAP, also known as fully adaptive STAP, and concentrate on the development 
of a TSI canceler capable of supporting STAP. 
5.3 TSI Mitigation Considerations 
The TSI mitigation algorithm to be used is the beamspace approach [36, 37], dis-
cussed in detail in Chapter 3. The two major considerations for TSI mitigation as 
part of the factored processor are the selection of a training interval for adaptive 
weight computation and the effect of TSI mitigation on the monostatic clutter re-
turns. Covariance matrix diagonal loading is proposed as a method of helping to pass 
the clutter returns through the TSI mitigation with as little distortion as possible. 
5.3.1 Training Interval Selection 
The issue of the training interval for the computation of the adaptive weights of the 
TSI canceler was touched upon in the previous section with regard to the sequential 
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order of factored processing. TSI mitigation is performed independently on individual 
PRIs. The training interval is the portion of the PRI dedicated to the computation of 
the adaptive weights of the canceler for the current PRI. In the case of interference 
made up of both TSI and monostatic clutter, the weights are ideally trained on a 
"clutter-free" region [22, 46] to minimize the influence of the clutter returns. Note 
that although the TSI and monostatic clutter PRI signals are uncorrelated with one 
another, i.e., 
E{x t s i (n)x c (n- /c)} = 0 Vfc , (5.10) 
the signals nonetheless corrupt each other's sample statistics and, thus, affect the 
performance of the canceler when a finite number of data samples is available [22]. 
The use of a "clutter-free" training interval for the computation of the adaptive 
weights of the TSI canceler helps to mitigate the effects of non-zero cross-correlation 
terms from finite sample data sets. 
TSI returns are found at all ranges, assuming the jammer is continuously trans-
mitting, yet monostatic clutter is limited to ranges close to the radar, known as the 
near-field. Due to the curvature of the earth, longer ranges do not have terrain in 
the line-of-sight to the radar receiver [51, 57]. As a result, very little, if any, clutter 
returns are received from these far-field range cells. Fig. 5.5 shows experimental clut-
ter return signals at one azimuth angle in terms of the clutter-to-noise ratio (CNR). 
The clutter signal falls below the thermal noise floor (CNR < 0 dB) after about 1200 
range cells. Therefore, the best choice for the training interval of the adaptive weights 
for TSI mitigation is in these far-field range cells that only contain TSI returns. 
5.3.2 Diagonal Loading of the Sample Covariance Matrix 
Since the cancellation is performed in a two-step process, namely TSI followed by 
clutter mitigation, it is important to ensure that the clutter interference is not dis-
torted during TSI processing [22]. Ideally, we would like to pass the clutter returns 
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Figure 5.5: Clutter-to-Noise Ratio (CNR) (dB) versus Range Cell for monostatic clutter 
only. The signal is for 0 = 0° in one PRI. 
Therefore, the clutter may be looked upon as a target signal, i.e., pass clutter in the 
direction-of-look 4>t with unity gain and zero phase, while keeping it out of the adap-
tive predictor in the lower branch using the blocking matrix B s . However, clutter is 
not necessarily be at the exact target azimuth angle (/>t and, thus, may leak into the 
lower branch interference predictor. The result is the distortion of the overall mono-
static clutter signal output from the TSI canceler. In order to reduce this distortion, 
the magnitudes of the adaptive weights in the lower branch, WbS, should be mini-
mized. In addition, the frequency response of the adaptive weights is an important 
issue. The TSI filter should not amplify portions of the spectrum that do not contain 
TSI, yet potentially contain monostatic clutter. 
One approach that helps reduce the amplification/distortion of clutter through 
TSI mitigation is the diagonal loading of the sample covariance matrix [22] which 
was covered in Chapter 3. The major source of frequency response distortion in an 
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adaptive canceler is tne sample covanance matrix, rteed, iviaiiett, ana tsrennan [o4j 
showed that the number of snapshots required to maintain acceptable performance 
(within 3 dB of the optimum) with a sample covariance matrix is on the order of 
twice the degrees of freedom of the adaptive canceler. The fewer snapshots used to 
estimate the covariance statistics, the worse the estimates of the smaller eigenvalues 
corresponding to the thermal noise subspace become. As a result, the noise eigen-
values are not equal to but distributed around the true noise power. Although the 
noise subspace should have no effect on the adaptive canceler, the estimation errors 
in the noise eigenvalues result in the addition of random eigenvectors to the adaptive 
weight vector. The frequency response of the adaptive weights suffers severe degra-
dation [12, 23], potentially amplifying portions of the spectrum not associated with 
interference. 
Diagonal loading of the sample covariance matrix adds the loading power to 
each of the eigenvalues and, if properly chosen, can bring these eigenvalues close 
to the true thermal noise floor. The cost of diagonal loading is a modest loss in 
sensitivity to weak interference sources with power near the noise floor. However, the 
drastic improvement in the frequency response of the adaptive weights easily justifies 
this minimal drop-off in cancellation performance. The improved frequency response 
helps to minimize monostatic clutter amplification/distortion. As shown in Chapter 
3, the recommended diagonal loading level is at the thermal noise floor power. 
5.4 Factored Full Beamspace/Space-Time Adap-
tive Processing 
The motivation behind the use of space-time adaptive processing (STAP) is the per-
formance gain made possible by including spatial adaptivity in the mitigation of 
monostatic clutter. By exploiting the coupling in space and time, STAP is able to 



















Figure 5.6: The processing of ground clutter returns (thick, green line) through the 
beamspace TSI canceler. 
[67]. The cost of this performance gain is an increase in computational cost associated 
with two-dimensional rather than one-dimensional adaptive processing. 
The characteristics of monostatic clutter have been described in detail in Chap-
ter 2 and to a lesser degree at the beginning of this chapter. Clutter returns have a 
unique relationship in angle and Doppler so that they form a "ridge" in the space-time 
(PRI) frequency domain. This relationship is illustrated in Fig. 5.7 which shows the 
azimuth-Doppler spectrum with simulated clutter present across all azimuth angles 
and Doppler frequencies. In this case, the velocity of the radar receiver aircraft is 
chosen such that the slope of the clutter ridge1 is 0 = 1. In addition to the clutter 
ridge, a target is present, isolated to a single point in the 2-D frequency plane (at 
azimuth 0 = 5° and normalized Doppler frequency ft = —0.25). Here, the mainlobe 
clutter at the same azimuth angle as the target can be cancelled since it is at a dis-
tinct Doppler frequency different than that of the target. On the other hand, the 
clutter at the target Doppler frequency is in the spatial sidelobes of the receiver array 









Figure 5.7: Azimuth-Doppler spectrum of simulated monostatic clutter returns and target. 
The aircraft velocity is chosen so that the slope of the clutter ridge is j3 = 1. A target is at 
azimuth fa = 5° and Doppler frequency ft = —0.25. 
be effectively nulled by employing STAP [67]. By using the entire azimuth-Doppler 
frequency plane, STAP is able to simultaneously cancel both mainlobe and sidelobe 
clutter returns. Note that a full clutter ridge is not typical of actual returns because 
directional transmission of the radar confines monostatic clutter energy to a portion 
of the azimuth-Doppler spectrum [40, 61]. Nonetheless, Fig. 5.7 serves to illustrate 
the potential benefits of STAP. 
As outlined in the Section 5.2, the factored processor performs STAP monos-
tatic clutter nulling following TSI mitigation. Therefore, the TSI mitigation stage 
must preserve the spatial dimension during processing to allow for STAP. The 
beamspace TSI canceler, shown in Fig. 5.8, operates on one PRI at a time, tak-
ing in an M-dimensional PRI signal and producing a 1-D output corresponding to 
the assumed target direction. In this configuration, the only option for processing 
the outputs of the TSI canceler from the L PRIs is MTI processing, i.e., Doppler 
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xin(n y(n)=x1(n) j(n)=Xi(n) 
Figure 5.8: Beamspace TSI canceler. 
only processing. However, full STAP is possible if TSI mitigation for each PRI is per-
formed on all M orthogonal beams used in the beamspace canceler. The beamspace 
signals are transformed back into element-space prior to STAP because a transform 
into beamspace was inherent in the directional constraints used for the TSI process-
ing of the M beams. The TSI-filtered beamspace signals can then be passed on to 
the STAP algorithm for monostatic clutter nulling. Note that this transform is not 
necessary when using beamspace/PRI STAP algorithms [67]. 
5.4.1 Full Beamspace TSI Mitigation 
The goal of the overall TSI mitigation routine is to take a CPI data-cube with both 
TSI and monostatic clutter, remove TSI, and provide an output CPI data-cube with 
the same dimensions as the input. The subsequent clutter nulling stage can then 
exploit the full set of spatial degrees of freedom using STAP. 
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The beamspace TSI canceler [37], shown in Fig. 5.8, operates on the sensor array 
signal Xin(n) for one PRI. First the returns are non-adaptively, spatially filtered in 
the assumed target direction (f)t. The data vector is projected onto a phase-centered 
steering vector given by 
1 
a t = 
Af-1„. A«>~<M-1 _> ,„ . • o . J V f - l , . l T 
0 —j z/i 
M r 
e-j2ir^ut . . . e-j2n(^-m)ut . . . ^ n ^ u t I - ^ ^ ^ 
where ut is the spatial frequency of the target given by 
d 
ut = -r sin0 t . (
5-12) 
The inter-element spacing and the wavelength of the radar operating frequency are 
d and A, respectively. The PRI signal Xin(n) is also passed through the beamspace 
blocking matrix which projects the PRI input signal onto the subspace orthogonal to 
the upper branch steering vector a t. The blocking matrix B is made up of spatial 
steering vectors as in (5.11) at the spatial frequencies corresponding to steering vectors 
orthogonal to a t 
1 m- 1 M- 1 . . 
Um = Ut + M ' " " ' Ut + ~~M~ ' ' Ut + M ^5'13^ 
where m = 2 , 3 , . . . , M. Therefore, the blocking matrix is 
B = [a(u2) ••• a(wm) ••• 2L(UM)) (5.14) 
where the columns of B are mutually orthogonal. Since the columns of B are steering 
vectors as well, the outputs of the blocking matrix are signals representing returns 
from other azimuth angles (j)m = ~ arcsin(wm), i.e., beamspace signals. If we set 
iti = ut, the steering vector is 
a(ui) = a t . (5.15) 
This vector together with the blocking matrix makes up a beamspace transform ma-
trix 
T = [at B] 
L J (5.16) 
= [a(wi) a(ii2) . . . a(wM)] 
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(5.17) 
which is unitary (TH T = I) and performs a transformation from element to beamspace 
[48]. 
The beamspace TSI canceler from Fig. 5.8 is an implementation of a LCMV 
processor in a generalized sidelobe canceler (GSC) structure. The upper branch signal 
is obtained by non-adaptively filtering the PRI input signal by the assumed target 
direction constraint 
y(n) = xi(n) 
= aH(ui) x in(n) . 
The lower branch signal is the output of the blocking matrix consisting of the (M — 1) 
auxiliary beam signals 
xm(n) = a
H (um) x in(n) (5.18) 
for m = 2, 3 , . . . M. The beamspace signal vector is then formed by concatenating 
the upper and lower branch signals 





An estimate of the upper branch interference is found by adaptively weighting 
the lower branch signals xm(n) at the tapped delays within the range window of the 
canceler. The tap spacing is uniform with an equal number of taps per beam, Nbs. All 
of the prediction components, i.e., the auxiliary beam signals at the various delays, 







The individual component vectors are made up of the auxiliary beam signals at the 
various delays 
x m ( n ) = [xm(n) ••• xm(N - Nbs - l)f . (5.21) 
The beamspace adaptive weights are found from the Wiener-Hopf equation [48] 
wb s = R-
1 rxy , (5.22) 
where Rx = E |x(n) ~x.H(n) J is the signal prediction vector covariance matrix and 
rxy = E{x(n) y*(n)} is the cross-covariance vector between the signal prediction 
vector and the upper branch signal. 
The estimate of the mainbeam TSI is found by applying the adaptive weights to 
the signal prediction vector which is subsequently subtracted from the upper branch 
to obtain the output of the canceler for the first beam 
y{n) = xi(n) = y(n) - ytsl(n) 
= xi(n) - w £ x ( n ) . 
In practice, neither Rx nor rx y is known and must be estimated from the sample 
data returns. The adaptive weights are found using the SMI technique [54] which is 
combined with diagonal loading [12] 
W b s ^ R x + o f l ^ ' f x y . (5.24) 
R x and fxy are the sample covariance matrix and cross-covariance vector, af is the 
diagonal loading power, and I is an identity matrix with the same dimensions as R x 
Diagonal loading is necessary to ensure that the adaptive weights have a desirable 
frequency response when only a limited number of samples is available for training. 
Recall that it also helps to prevent amplification and distortion of the monostatic 
clutter through TSI mitigation. 
The beamspace TSI canceler can be recast as an adaptive predictor that uses 
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Figure 5.9: Beamspace TSI canceler with beamspace transform. Adaptive weights applied 
to signals from beams orthogonal to target mainbeam. 
interference in another beam, X\(n). This interpretation of the beamspace canceler 
is shown in Fig. 5.9. The adaptive weights of the canceler can be rewritten as 
wi = Ra l r i (5.25) 
where R i = R x and rx = r x y . The subscript 1 is used to denote that the adaptive 
weights, sample covariance matrix, and sample cross-covariance vector correspond to 
the TSI canceler for the first beam. The output for the first beam is given by (5.23). 
Note that each of the beamspace signals corresponds to a different direction-of-
look, has a non-adaptive spatial filter associated with it, and potentially contains TSI 
energy. The beamspace transform uniformly tiles the spatial frequency spectrum into 
the individual beams. Therefore, in the same manner that the beamspace signals 
xm(n) for m = 2,3, . . . , M were used to filter the TSI present in y(n) = Xi(n), 
the TSI present in each of the (M - 1) auxiliary beamspace signals can have its 
TSI filtered using the other beamspace signals and the target beam. Thus, TSI 
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cancellation for an entire PRI is performed on the assumed target direction beam and 
on the (M — 1) auxiliary beams at the spatial frequencies given by (5.13) [39]. The 
implementation of the full beamspace TSI canceler is shown in Fig. 5.10. Each TSI 
filter represents a beamspace canceler from Fig. 5.8 in which TSI is removed from the 
beamspace signal with spatial frequency um. In this manner, the spatial dimension is 
preserved through TSI processing because the output xo u t(n) has the same dimension 
as Xin(n). For example, a TSI filter is applied to x2(n) using {xi(n),X3(n),.. .XM{n)} 
in the same manner as the TSI was removed from Xi(n) using the beamspace signals 
{x2(n), a;3(n),... % ( n ) } . Therefore, in the TSI canceler for the mth beam, the upper 
branch signal is the mth beamspace signal from (5.19) and is given by 
y(n) = xm{n) (5.26) 
where now there is presumably no actual target present. Instead, xm(n) is the 
beamspace signal for which TSI is removed. Note that although no targets are 
present, monostatic clutter is potentially contained in the beam. In order to pass 
the it through the TSI mitigation stage, the clutter signal should be treated as a tar-
get by imposing the distortionless response constraint of the beamspace canceler. The 
signal prediction vector in the lower branch is formed with the remaining beamspace 
signals from (5.19), excluding xm(n), at the various delays 
xi(n) 
X m " l ( n ) (5.27) 
xm + i (n) 
xM(n) J 
where the individual vectors Xj(n) for j = 1 , . . . , m - 1, m + 1 , . . . , M are given by 
(5.21). The adaptive weights for beamspace TSI cancellation of the mth beamspace 
signal are 
w m = R"
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Figure 5.10: Full beamspace TSI processing for one PRL Mitigation performed on all M 
beamspace signals. The TSI canceler outputs are transformed back into element space. 
where now R m and r m are the covariance matrix and cross-covariance vector corre-
sponding to the signal prediction vector x(n) from (5.27) and upper branch signal in 
(5.26). The output of the beamspace TSI canceler for the mth beamspace signal is 
(5.29) 
% W = y[n) - ytsi(n) 
= xm(n) - w^x(n) 
where x(n) is the signal prediction vector specific to the mth beam from (5.27). All 
of the M beamspace TSI cancelers that make up the full beamspace canceler are 
implemented using the SMI method [54]. 
In this manner, each individual beamspace signal xm(n) has its TSI removed 
using spatial and range information in the other (M — 1) beams. If TSI mitigation 
has been performed in all of the M beams, the output signals can be concatenated 
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Note that the distortionless look-direction constraints in the M TSI cancelers make 
up an inherent transform from element to beamspace. The M x l beamspace TSI-
filtered signal can be converted back to element-space by applying an inverse beamspace 
transform. The output of the PRI beamspace TSI mitigation stage is 
Xout(n) = (T~l)H xhB(n) 
(5.31) 
= Txb s(n) 
The resulting PRI output signal can now use STAP for monostatic clutter nulling. 
If the signals from each PRI are processed in the same manner, a CPI data-cube is 
available for STAP as is shown in Fig. 5.11. The CPI data-cube on the left of the 
figure contains TSI, while the CPI on the right has had its TSI removed or at least 
diminished. In this sense, the input CPI can be viewed as being contaminated with 
TSI, while the output CPI has been "cleansed" of interference. Note that each TSI 
mitigation filter block represents the full beamspace canceler from Fig. 5.10 whose 
adaptive weights must be computed independently for each PRI. 
Now we wish to address the computational aspects of the full beamspace TSI 
mitigation scheme just outlined. The TSI mitigation must be performed indepen-
dently in each beam, i.e., a different set of adaptive weights must be computed for 
each beam. The task of independently computing the adaptive weights associated 
with all of the TSI cancelers becomes quite formidable, particularly since the co-
variance matrices differ for the cancelers of all the different beams. Some savings in 
computation can be realized by exploiting the redundancies in the sample covariance 
statistics by adding and deleting rows and columns of the covariance matrices of the 
individual cancelers. However, it is also possible to perform all of the processing in a 
X b s ( ^ ) = 
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Figure 5.11: Beamspace TSI processing for an entire CPI. The details for each TSI miti-
gation block are found in Fig. 5.10 
block fashion on the entire PRI. Recall that the GSC has an alternate implementation 
as a linearly constrained minimum variance (LCMV) processor [20]. In Chapter 3, 
the constrained element space processor (CESP) was shown to be alternate represen-
tation of the beamspace TSI canceler. The CESP uses an element space covariance 
matrix that remains unchanged for any assumed target direction </>t. Therefore, the 
adaptive weights for TSI mitigation can be found as 
we = R ^ C ( C ^ R ^ C )
_ 1 d (5.32) 
where R e is the element space covariance matrix, C is the constraint matrix, and d 
is the constraint response vector. See Section 3.5 for details. The advantage with 
this formulation is that when the processor is implemented using SMI, the sample 
covariance matrix need only be computed once. Only the constraint matrix C changes 
for each different assumed target direction. Note that the term \CH'R.~1Cj must 
be inverted for each TSI filter since the constraint matrix C does not remain the 
same. 
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5.4.2 Minimum Variance STAP 
The output CPI from the TSI mitigation stage is now ready for monostatic clutter 
cancellation. By utilizing adaptivity in both space and PRI, clutter nulling algo-
rithms are able to achieve significant suppression, reducing clutter interference below 
the thermal noise floor [67]. The technique, known as space-time adaptive processing 
(STAP), dates back to the early work of Brennan and Reed [8, 6] and is the topic of 
a recent technical report by Ward [67]. Our goal is not to perform a thorough inves-
tigation of STAP techniques, but rather to choose an effective algorithm to perform 
the clutter nulling function within the factored full beamspace/STAP architecture. 
For further details on STAP see Chapter 2. 
From (5.31), the output of the TSI mitigation stage for each PRI is xo u t(n). 
If we define the TSI mitigation output signal from the /th PRI as x],ut(n), then the 








where L is the number of PRIs in a CPI. The full CPI signal z(n) is then sent on to 
the clutter mitigation processor. 
The STAP method chosen is minimum variance STAP processing, sometimes 
referred to as fully adaptive STAP [67]. Note that several, more efficient, partially 
adaptive methods are available [67] but are not considered here. Minimum variance 
STAP applies an adaptive space-time weight vector directly to the full rank space-
time snapshot vectors z(n). The output signal is used as a detection statistic to 
determine if a target signal is present. The space-time adaptive weights are found 
using the minimum variance criterion with a single linear constraint corresponding to 
an assumption on the target. The algorithm is implemented using SMI [54] and the 
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SMI adaptive weights are 
w s t a p = R- ' s t (5.34) 
where s t is the target constraint. The space-time sample covariance matrix is 
i m 
R z - F E z(nt(k))z
H(nt(k)) . (5.35) 
iV* fc=i 
nt(k) for k = 1,2,...,A^ are the Nt are indices of the space-time snapshots that 
determine the training interval within a CPI for weight computation. Typically, a 
region around the range cell of interest is selected over which the clutter statistics are 
approximately stationary. In addition, a guard band about the range cell of interest 
is used, whose space-time snapshots are removed from the computation of the sample 
covariance matrix Rz. Potential target leakage into neighboring range gates can cause 
target signal cancellation. 
The space-time constraint vector s t is determined by the assumed target az-
imuth and Doppler frequencies. The constraint is given by 
s t = bt<8>afc (5.36) 
where again Cg> denotes a Kronecker product. The vectors b t and a t are target Doppler 
and spatial steering vectors given by (2.18). A block diagram of the minimum variance 
or fully adaptive STAP processor is shown in Fig. 5.12. For further details on STAP 
see Chapter 2. 
5.5 Factored Beamspace/Adaptive MTI Process-
ing 
In order to evaluate the performance of the factored full beamspace/STAP algo-
rithm for combined TSI and monostatic clutter interference, we describe a factored 
beamspace and adaptive moving target indicator (MTI) processing algorithm [7, 41, 













Figure 5.12: Minimum variance space-time adaptive processor. 
cancellation and as a result lacks the ability to utilize spatial adaptivity for clutter 
nulling. Instead, the clutter and target signals are distinguished by their respective 
velocities with respect to the radar receiver platform through MTI processing, also 
commonly referred to Doppler processing. 
Using the beamspace TSI mitigation routine described in Chapter 3 and shown 
in Fig. 5.8, each PRI is processed in the target direction-of-look (f)t. A non-adaptive 
beam is formed at the target azimuth angle <j>t and beamspace TSI mitigation is 
performed by estimating the mainbeam interference using TSI energy found in the 
beams orthogonal to the target beam. The output of the /th PRI, xi(n), is the target 
beam signal with the TSI removed. The same operation is performed for all L PRIs 
with the resulting target beam signals passed on to the clutter nulling stage from 
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Clutter nulling is performed using adaptive MTI processing. The L PRI signals 
are adaptively combined. The adaptive weights are found with the minimum variance 
criterion subject to the assumed target Doppler frequency constraint. The output 
power of the processor is minimized subject to the Doppler frequency constraint 
b t = b(/«) = 
N / I 1 
, - j 2 ) r i= l / ( . . . - j 2* ( i= i -< ) / i . . . j 2 * ± f i / i '']' (5.38) 
where ft is the normalized Doppler frequency of the target determined by the target 
velocity relative to the radar receiver and given by (2.9). Again, the SMI technique 
is used to compute the adaptive weights. The SMI adaptive weights of the MTI filter 
are 
wd = Rd
 l b t 
where the Doppler sample covariance matrix is 
i Nt 
Rd = FExdKW)^KW) 
(5.39) 
(5.40) 
The training interval is defined by the indices nt(k) for k = 1,2,..., K. Note that 
non-adaptive MTI processing is performed by setting the weight vector wd = b t . A 
block diagram of the processing is shown in Fig. 5.13. 
The adaptive MTI processor passes all signals at the target Doppler frequency 
ft without distortion (zero phase). Other portions of the Doppler spectrum with 
significant energy content are assigned frequency nulls in order to minimize the output 
power (variance). The shortcoming of the adaptive MTI filter is that it is unable to 
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Figure 5.13: TSI mitigation and adaptive MTI processing. 
filter out interference energy at the same Doppler as the target. As can be seen from 
the azimuth-Doppler spectrum in Fig. 5.7, sidelobe clutter is potentially at the same 
Doppler frequency as the target. By not preserving the spatial adaptivity for clutter 
nulling purposes, the factored beamspace/adaptive MTI processor lacks the ability 
to extract targets in such interference environments. 
5.6 Experimental Results 
In this section, the factored full beamspace/STAP method from Section 5.4 is demon-
strated on radar returns collected as part of the DARPA/Navy Mountaintop exper-
iment [40, 61]. The goal here is to determine the effect of full beamspace TSI 
mitigation (in M beams) on the clutter returns and to demonstrate the ability of the 
method to extract targets in combined TSI and monostatic clutter environments. In 
addition, the performance of the method is compared to TSI mitigation in the target 
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beam only with clutter nulling via adaptive and non-adaptive MTI processing from 
Section 5.5. 
The Mountaintop data sets used all contained experimental TSI collected at 
the White Sands Missile Range with the RSTER-90 radar system [13]. The radar 
receiver ULA has adaptivity in azimuth with M = 14 horizontally-aligned elements 
spaced at A = 0.33 meters. The operating frequency in all experiments was 435 MHz 
and the sampling rate of the A/D converter was 1 MHz. The radar was operated in 
pulsed mode with L = 16 PRIs per CPI transmitted at a pulse repetition frequency 
(PRF) of 312.5 Hz [40, 61]. Two sets of data were used: one containing experimental 
TSI and simulated clutter returns and the second containing both experimental TSI 
and clutter. 
5.6.1 Simulated Monostatic Clutter 
In the first group of trials, simulated monostatic clutter returns were added to the ex-
perimentally collected TSI in order to demonstrate the ability of the full beamspace/STAP 
method in a controlled environment. In addition, the simulated returns allow for the 
examination of the effect of TSI mitigation on the entire clutter ridge across the 
azimuth-Doppler spectrum. 
The experimental TSI was produced by a ground-based (stationary) jammer 
at 303° (mmit004vl.mat file) with a direct-path JNR of approximately 75 dB. The 
clutter returns were simulated using a "sandpaper" model [67] with scatterers in the 
first 1000 range cells (150 kilometers) at all azimuth angles. The magnitudes of the 
clutter returns are random (complex Gaussian distribution) with an average power 
level or clutter-to-noise ratio (CNR) of 40 dB. The airborne radar velocity is chosen 
so that the slope of the clutter ridge is (3 = 1. In addition, a target signal is injected 
at a range of 75 kilometer (range cell 500) with an input SNR of 20 dB at an azimuth 
of (j)t = 275° and normalized Doppler frequency of ft = —0.25. The azimuth-Doppler 
spectrum of the input CPI returns is shown in Fig. 5.14. The direct-path jammer 
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signal and the sidelobes associated with it dominate the returns. The TSI, monostatic 
clutter, and target signal are hidden at lower power levels. 
The factored full beamspace/STAP method was applied to the returns with the 
number of taps used by the TSI canceler set to Nbs = 20. The TSI weight training 
interval was at far-field ranges (range cells 1001 - 1824) and the diagonal loading 
level of the sample covariance matrix was equal to the thermal noise power. First 
we examine the output of the full beamspace TSI canceler in order to determine 
how well the clutter returns were preserved through the TSI mitigation stage. The 
azimuth-Doppler spectrum of the TSI mitigation output CPI is shown in Fig. 5.15. 
The jammer direct-path signal has been removed along with a large portion of the 
TSI so that the clutter ridge is now clearly visible. The spreading of the clutter ridge 
is minimal. In addition, residual TSI energy is still present in the vicinity of the 
jammer location at spatial frequencies slightly less than and greater than the jammer 
((f) = 303° or sin0 « 0.5). The azimuth-Doppler frequency response of the STAP 
filter is shown in Fig. 5.16 which has the desired behavior: unity gain (0 dB) on the 
target (<j>t = 275°, ft = -0.25) and nulls along the clutter ridge and in the regions of 
residual TSI. 
The performance of the factored full beamspace/STAP processor is compared 
to the factored beamspace/MTI method described in Section 5.5. Both adaptive and 
non-adaptive MTI were used. The outputs of the three different processors are shown 
in Fig. 5.17. Clearly, the full beamspace/STAP method is the only one that was 
able to extract the target (range 75 kilometers) with a residual INR of approximately 
14 dB. On the other hand, the two MTI methods, adaptive and non-adaptive, had 
residual INRs of 20.4 and 21.5, respectively, which is not sufficient to detect the 
target signal. Note that in all cases the target signal experiences a 12 dB gain due 
to coherent integration over the 16 pulses. Therefore, the target output signal is 
expected to be approximately 32 dB. In all cases, the target signal experienced some 
gain since it was greater than its original 20 dB level but was not at the expected 
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Figure 5.14: Simulated clutter/experimental TSI azimuth-Doppler spectrum before TSI 
mitigation. 
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Figure 5.15: Simulated clutter/experimental TSI azimuth-Doppler spectrum after TSI 
mitigation. 
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power of 32 dB. Therefore, some target loss was experienced during processing. The 
source of the signal loss might be attributed to the fact that during TSI mitigation of 
non-target beams, the target signal may find itself passed through the lower branch 
of the canceler, creating possible target leakage into other azimuth angles. 
5.6.2 Experimental Monostatic Clutter 
The factored full beamspace/STAP method was next applied to radar returns con-
taining both experimental clutter and TSI. In this case, simulated platform motion 
was generated using the inverse displaced phased center array (IDPCA) method [2]. 
The aircraft velocity was set to the maximum detectable velocity ((3=1). In this 
case, TSI was produced by an airborne jammer at <f> = 268° with a direct-path signal 
greater than 70 dB. The injected target had the same parameters as in the previ-
ous experiment: input SNR = 20 dB, azimuth (j>t = 275°, and normalized Doppler 
frequency ft = —0.25. The azimuth-Doppler spectrum of the input CPI is shown in 
Fig. 5.18 which again is dominated by the jammer direct-path signal. 
The factored full beamspace/STAP method is applied to the returns with 20 
taps per beam for TSI mitigation. Weight training is again performed at far-field 
ranges. First, examining the output of the full beamspace TSI canceler in terms of 
the azimuth-Doppler spectrum shown in Fig. 5.19, we observe that the structure of 
the clutter is again well preserved, lying mostly along the expected clutter ridge. Note 
that in the case of experimental clutter the returns are primarily from the sector of 
the azimuth plane between <f> = —30° and 0 = 30°. Since the antenna directionally 
transmits in the direction-of-look (</> = 0°), the monostatic returns are confined to 
the portion of the angular spectrum near the assumed target direction. Next, the 
azimuth-Doppler frequency response of the STAP filter is shown in Fig. 5.20, again 
with the desired results: unity gain on target (<j>t = 275°, ft = —0.25) with a null in 
the regions of the strong clutter returns and residual TSI. 
The performance of the factored full beamspace/STAP method was again com-
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Figure 5.16: Simulated clutter/experimental TSI azimuth-Doppler frequency response of 
STAP filter for factored full beamspace/STAP mitigation. 
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Figure 5.17: Simulated clutter/experimental TSI output signals. The factored processing 






















Figure 5.18: Experimental clutter/TSI azimuth-Doppler spectrum before TSI mitigation. 
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Figure 5.19: Experimental clutter/TSI azimuth-Doppler spectrum after TSI mitigation. 
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pared to the two factored beamspace/MTI methods. The output signals of the respec-
tive cancelers are shown in Fig. 5.21. The full STAP method reduced the interference 
to 10.8 dB while the adaptive and non-adaptive MTI methods had residual INRs 
of 28.4 dB and 29.4 dB, respectively. Therefore, the target at range 75 kilometers 
can only be extracted using the full beamspace/STAP approach. Target attenuation 
is much less significant than in the prior case for simulated clutter with an output 
SNR level of about 30 dB (32 dB expected). Also, note that the performance of the 
proposed algorithm is actually better with experimental clutter than with simulated 
clutter. However, by examining Fig. 5.15, it is evident the simulated clutter produced 
a more stressing environment in terms of degrees of freedom by filling the entire clut-
ter ridge with interference energy. On the other hand, the experimental clutter, as 
seen in Fig. 5.19, is confined to only a portion of the expected clutter ridge. 
5.7 Conclusions 
In this chapter, a mitigation technique has been presented for the extraction of tar-
get signals in environments containing both TSI and monostatic clutter interference. 
Prior to the derivation of the method, the justification for a factored approach was 
explained. Namely, the sample support required for a 3-D adaptive processor is typi-
cally not available, in addition to the computational burden such a processor imposes. 
Training interval considerations and sample covariance matrix conditioning were also 
discussed. 
The processing technique consists of performing TSI mitigation in M orthog-
onal beams for each PRI in order to preserve the spatial degrees of freedom for the 
subsequent clutter nulling. In addition to removing TSI from the target beam, TSI 
is also removed from auxiliary beams which potentially contain clutter returns nec-
essary for nulling purposes. Without TSI removal in these beams, the clutter nulling 
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Figure 5.20: Experimental clutter/TSI azimuth-Doppler frequency response of STAP filter 
for factored full beamspace/STAP mitigation. 
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Figure 5.21: Experimental clutter/TSI output signals. The factored processing methods 
considered use conventional and adaptive MTI processing and STAP for monostatic clutter 
mitigation. 
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subsequently null the clutter coherent with the target. Following a transform back 
into element-space, the TSI mitigation processor passes a CPI, "cleansed" of TSI, 
to the monostatic clutter nulling stage. The preservation of the spatial degrees of 
freedom through TSI mitigation allows for the full spatial adaptivity required for 
STAR 
The factored full beamspace/STAP method was applied to experimental re-
turns collected as part of the Mountaintop experiment. The proposed technique 
demonstrated the ability to extract targets in interference environments containing 
both TSI and monostatic clutter. The factored full beamspace/STAP method was 
also compared to two MTI methods, adaptive and non-adaptive Both of these meth-
ods performed TSI mitigation on only the target beam prior to MTI processing. The 
factored full beamspace/STAP method clearly outperforms both of the MTI meth-
ods. While the proposed method can extract targets from these severe environments, 
the performance degradation associated with the loss of spatial adaptivity for clutter 
cancellation resulted in the two MTI methods being unable to extract targets. 
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C H A P T E R 6 
Beamspace Mainbeam Jammer 
Cancellation 
Adaptive array processing techniques have been shown to be an effective means of 
mitigating jamming interference in the sidelobes of an array [15, 30, 32, 48]. However, 
as the separation angle between the target and jammer decreases, the jamming source 
enters the mainbeam of the array and the problem becomes much more difficult. A 
variety of adaptive processing methods have been suggested for the mainbeam jam-
ming problem. One approach, originally proposed by Adams, Horowitz, and Senne, 
uses a series of overlapping beams clustered around the direction-of-look [1, 23]. The 
signals from the various beams are adaptively weighted in order to enhance the desired 
signal while steering a null at the jammer, where the adaptive weights are found via 
frequency diversity techniques. Other proposed methods include an interferometric 
technique using an auxiliary sidelobe array [24, 18] and another method of steering 
nulls at the mainbeam jamming sources [60]. These techniques provide a degree of 
cancellation which helps to partially restore detection capability in the assumed target 
direction [3]. However, the mainbeam jamming problem studied in this chapter differs 
from the problem addressed by the aforementioned methods because the jammer is 
considered to be so close to the target that the two are essentially co-located. This 
problem has not been studied in great detail in the unclassified literature. The goal 
here is to extend the beamspace TSI mitigation methods developed in Chapter 3 to 
the problem in which the target and jammer are spatially coherent, i.e., co-located. 
Ihe hope is to exploit temporal correlation, ratner tnan spatial, ana to stuay tne 
cancellation capabilities of the beamspace canceler for this mainbeam interference. 
For the purposes of this chapter, the problem is treated in one spatial dimension, az-
imuth, and the radar receiver is assumed to consist of a uniform linear array (ULA) 
of sensor channels, all digitized to allow for adaptivity in azimuth. The generalization 
to 2-D arrays with adaptivity in azimuth and elevation is fairly straightforward, as 
the same principles discussed here apply there as well. 
6.1 Problem Statement 
The presence of jammers within the mainbeam of the radar receiver array 
presents a particularly challenging adaptive processing problem. Technically, a main-
beam jammer is defined as a jammer that is spatially located within the 3 dB 
beamwidth of the assumed target direction. Although the jammer is in the main-
lobe of the radar receiver, it is sometimes possible to cancel the jammer through 
spatial nulling techniques [1, 3, 23, 24, 42, 60]. Consider the quiescent beam pattern 
(spatial frequency response) of a 14 element ULA with an assumed target direction of 
0t = 0°, shown as the solid line in Fig. 6.1. In the case of a jammer in the mainbeam, 
whose location is indicated with an arrow, a null can be steered in the direction of 
the jammer using a minimum variance distortionless response (MVDR) spatial filter 
[11]. The MVDR weight vector is given by 
w = R T 1 a t , (6.1) 
where, again, R is the element space covariance matrix and a t = a(i^) is the phase-
centered steering vector in the assumed target direction, <j)t. The resulting adapted 
beam pattern is shown as the dashed line in Fig. 6.1 where the jammer is successfully 
mitigated while maintaining unity gain on the target. However, as the separation 
angle between the jammer and target decreases, the adapted pattern begins to degrade 




Figure 6.1: Quiescent beampattern (solid line) and MVDR adapted beampattern (dashed 




Figure 6.2: Quiescent beampattern (solid line) and MVDR adapted beampattern (dashed 
line) for assumed target direction of (f>t = 0° and a jammer at </>j = 1° (JNR = 50 dB). 
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Figure 6.3: Mainbeam jammer scenario indicating potential jammer multipath reflections 
present at the radar receiver. 
to unacceptable levels, actually amplifying signals found outside of the mainbeam. 
The result is a dramatic increase in vulnerability to sidelobe jammers and an actual 
amplification of the thermal noise. This increase in the thermal noise floor causes a 
decrease in SNR and is equivalent to target signal cancellation in terms of processor 
performance. These problems are accentuated when multiple jammers are found in 
the mainbeam. 
In many systems the jammer/target separation angle becomes so small that the 
two are assumed to be co-located. This scenario is depicted in Fig. 6.3. The jamming 
source may actually be on-board the target or on a hostile aircraft intentionally 
aligned with the target. In this case, spatial nulling is futile since the target signal 
would also fall in the null and be cancelled along with the jammer. The jammer 
is usually considered to be of the barrage-noise variety, transmitting a broadband 
waveform significantly greater than the bandwidth of the radar receiver so that the 
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sampled returns are uncorrelated. In addition, the jammer energy is significantly 
greater in magnitude than the target returns. As a result, the radar receiver is 
unable to resolve the target using conventional techniques and is essentially blind in 
the assumed target direction. If we define the sampled target signal at the array as 
x t (n) = at (n) a t (6.2) 
where a t is the array response in the target azimuth 0 t, namely a phase-centered 
steering vector defined by the array geometry [32]. The target return signal is at (n) 
where n is the discrete-time index. On the other hand, the jammer signal is defined 
as 
XJ (n) = aj (V>) a j (6-3) 
where aj is the array response in the jammer azimuth <fij and aj (n) is the sampled 
jammer signal, which for our purposes is considered to be uncorrelated, Gaussian 
noise. The resulting received signal is 
Xi„ (n) = x t (n) + Xj (n) + x n (n) 
(6.4) 
= at{n) a t -f OLj(n) aj + xn(n) , 
where xn(n) represents the thermal noise found in the sensor elements and is assumed 
to be both spatially and temporally uncorrelated. In the case of a mainbeam jammer 
spatially co-located with the target, the jammer and target steering vectors are equal 
a j = a t 
and the received signal becomes 
x in(n) = [at(n) + oij(n)] a t + xn(n) . (6.5) 
Therefore, the target signal cannot be extracted using spatial techniques. Spatial 
nulling methods aimed at eliminating the jammer returns inevitably cancels the target 
signal as well, while the MVDR processor from (6.1) simply passes the target and 
jammer signals unchanged. 
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The current approach to this problem is to acquire the mainbeam signal, con-
taining both target and jammer, and perform matched filtering [57]. The matched 
filter correlates the signals with the transmitted waveform which is uncorrelated with 
the white noise jammer signal. Thus, the target signal energy is integrated over 
time, boosting the target with respect to the jammer since the jammer interference is 
temporally incoherent. When the matched filtering is performed over extremely long 
intervals, the target signal eventually becomes visible as the SNR finally becomes 
greater than the JNR. This method is often referred to as "burn-through" since the 
target signal is essentially burned through the interference. The problem with this 
approach is that the time durations, and therefore the radar pulse widths, required to 
extract the target are very large. The result is a significant decrease in the maximum 
pulse repetition frequency (PRF) of the radar system. A decrease in the PRF subse-
quently reduces the minimum detectable target velocity and can create severe aliasing 
problems in the PRF domain which manifest themselves in the returns as ambiguous 
velocities. Since velocity information is essential for target tracking, velocity errors 
cause a significant loss in the tracking capability of the radar system. The use of 
mitigation techniques to cancel the mainbeam jammer signal offer significant promise 
if they can achieve a mild amount of suppression. Even a modest cancellation of 5 to 
10 dB would provide considerable performance gains in terms of reducing the pulse 
interval, increasing the PRF, and restoring target tracking capabilities. 
6.2 Cancellation via Temporal Correlation 
As discussed in the previous section, spatial-only processing cannot defeat jamming 
interference when the jammer is physically co-located with the target. Therefore, 
the presence of the interference in the mainbeam is conceded and the radar receiver 
must resort to cancellation in another domain, namely the temporal domain. The 
goal here is to exploit temporal correlation present in the returns to reduce the main-
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beam interference. The jammer signal itself is assumed to be white noise, containing 
no temporal correlation. However, due to size and cost limitations imposed by an 
airborne platform, the jammer transmitter has a broad transmit beam with high side-
lobe levels [57]. As a result, the jammer signal is transmitted in many directions and 
is potentially reflected by the terrain. Thus, the jammer signal may be incident on 
the radar receiver from azimuth angles other than the direct-path signal found in the 
mainbeam. Each reflected signal received by the radar array is a delayed replica of 
the mainbeam direct-path jammer signal, so that the sum of all the bi-static jammer 
reflections is a signal temporally correlated with the jammer source. In fact, the 
reflected signal can be viewed as the output of a linear system, determined by the 
terrain reflections, that is excited by a white noise source due to the jammer wave-
form. Therefore, the problem becomes one of adaptive equalization where the source 
signal (the jammer direct-path) is recovered from an auxiliary signal (the bi-static 
returns due to the terrain reflections). In a sense, the mainbeam jammer problem is 
the reverse of the TSI problem: the jammer direct-path is predicted using TSI. The 
proposed canceler must perform space-time adaptive processing (STAP), consisting of 
temporal processing in range and spatial processing, to separate the original jammer 
signal from the reflected signals. The jammer multipath reflections are then used to 
form an estimate of the mainbeam jammer signal. The estimate of the jammer signal 
is then subtracted from the mainbeam signal to achieve partial suppression of the 
interference. 
The sum of the reflected signals contains both temporal and spatial correlation 
and can be modeled in a similar manner to the TSI signal in Chapter 2. The dif-
ference is that the direction-of-look, </>t, now coincides with the jammer signal. The 
continuous-time reflected jammer multipath signal model is 
•ijm 7f 
Xjm(t) = f I /i(r, 4>)a3(t - T) a(<£)# dr (6.6) 
0 - 7 T 
where h(t, </>) is the unknown space-time system function of the terrain reflections, 
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otj{t) is the jammer source signal, and a(0) is the array response vector determined by 
the array geometry. Since the mainbeam direct-path jammer signal is not contained 
in the reflected signal, the function is constrained such that 
h{t, <f)t) = 0 . 
On the other hand, the mainbeam jammer signal is given by (6.3); a white noise signal 
projected onto the receiver ULA by the steering vector a t = a(</>t). The overall radar 
receiver returns are found by adding the sampled version of the jammer multipath 
signal in (6.6) to (6.4) 
x in(n) = x t(n) + Xj(rc) + x jm(n) + xn(n) . (6.7) 
The number of elements contained in the receiver ULA is M. Since one spatial 
degree of freedom is dedicated to the mainbeam, (M — 1) auxiliary beams can be 
formed to acquire the jammer multipath signals. The auxiliary beam signals are 
then input into an adaptive processor that estimates the jammer direct-path signal. 
Since the reflected jammer signals are from different directions and at various delays 
with respect to the direct-path signal, weighted temporal taps must be used in order 
to time-align and normalize these signals in a data-adaptive manner. Recall from 
Chapter 3 that the multiple beams allowed for a greatly reduced temporal window. In 
a sense, the adaptive processor can be viewed as a spatio-temporal deconvolution filter 
since it estimates the jammer source from the terrain reflections corresponding to the 
input and output of a linear system, respectively. The estimate of the jammer direct-
path signal is then subtracted from the mainbeam signal. Assuming the estimate is 
coherent with the interference while incoherent with the target, the resulting output 
signal passes the target while achieving a certain amount of interference suppression. 
This processing approach is depicted in Fig. 6.4. 
The processor described above can be split into two parts: a non-adaptive 
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Figure 6.4: Mainbeam jammer cancellation approach. 
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mainbeam signal is found by applying the spatial steering vector a t = a(<^) in the 
assumed target direction to the radar returns 
y(n) = a f x in(n) . (6.8) 
The auxiliary beam signals are then obtained with similar spatial filters, consisting 
of phase-centered steering vectors in other directions (f>. One requirement is that the 
target signal does not leak into the auxiliary beams. As shown for the beamspace 
TSI canceler in Chapter 3, this requirement is easily satisfied by using a beamspace 
blocking matrix B s made up of steering vectors orthogonal to the target steering 
vector (i.e., B^a t = 0) where the spatial frequencies of the blocking matrix steering 
vectors are offset from the target spatial frequency by multiples of -^ [36, 37]. The 
auxiliary beam signals are found by applying B s to the radar returns 






where xm(n) are the auxiliary beam signals for m = 2, 3 , . . . , M. Using the auxiliary 
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(6.10) 
where xm(n) are the auxiliary beam signal vectors made up of the tap delay outputs 
on the individual auxiliary beam signals 
T xm(n) = [xm(n) xm(n - 1) • • • xm(n - Nbs + 1)] . (6.11) 
An equal number of temporal taps, Nbs, is used for each beam. The adaptive weight 
vector for the canceler is then found using the Wiener-Hopf equation [28, 32] 
wb s = R x




is the covariance matrix of the signal prediction vector and 




is the cross-covariance vector between the signal prediction vector and the mainbeam 
signal. The adaptive weight vector is applied to the signal prediction vector to form 
an estimate of the mainbeam interference 
Vi(n) = w£ x(n) 
that is subtracted from the mainbeam signal 
(6.15) 
y(n) = y(n) - Vi(n) (6.16) 
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xin(n y(n)=x,(n) 
gure 6.5: Mainbeam jammer beamspace canceler. 
The beamspace mainbeam jammer canceler is shown in Fig. 6.5. In practice, the 
beamspace mainbeam jammer canceler is implemented with the sample matrix inver-
sion (SMI) method [54] using estimates of Rx and rxy . 
One of the concerns with the beamspace canceler is the possibility of multipath 
from the target signal entering the adaptive canceler through the auxiliary beams. 
Both signals experience the same amount of attenuation on reflection. However, the 
target signal tends to be much weaker than the jammer signal. Therefore, the target 
multipath signal is substantially less than the jammer multipath and is usually below 
the thermal noise floor. Signals below the thermal noise floor are dominated by the 
noise and effectively cannot be seen by the adaptive canceler [12, 31]. In the unlikely 
event of a very strong target signal, a certain amount of signal cancellation may be 
unavoidable. However, in this case the target can be extracted with a much shorter 
burn-through time (matched filter length) so that the mitigation of the mainbeam 
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jammer is probably not necessary. Note that the attenuation on reflection is the 
reason complete mainbeam jammer cancellation cannot be achieved. Many of the 
jammer multipath signals drop below the thermal noise floor, limiting the amount of 
jammer multipath energy available to the adaptive canceler to estimate the mainbeam 
interference. Therefore, the amount of cancellation possible is determined by the 
amount of jammer multipath the radar receiver can collect above the thermal noise 
floor and is dependent on the particular scenario. 
The argument against such an approach might be the following: "Why do we 
expect to have a significant amount of bi-static scattering from the jammer signal?" 
Typically, the jammer signal is transmitted from an airborne platform where the 
amount of hardware available to the jammer is limited in both number of the trans-
mitting elements as well as the computational resources. The result is an unsophis-
ticated jammer with a very large beamwidth on its transmit pattern, as well as very 
high sidelobe levels [57]. The goal of the jammer is to transmit as much interfering 
energy as possible but not to direct this interference since the actual receiver loca-
tion may be unknown to the jammer. Though not omni-directional, the transmitter 
nonetheless produces significant returns over a large sector of the azimuth/elevation 
plane. Subsequently, a large portion of terrain is illuminated by the jammer signal, 
creating multipath reflections. In the event that the attenuation of the reflections is 
so great that most of the jammer multipath falls below the thermal noise floor, sup-
pression of the mainbeam jammer signal is not possible with the proposed beamspace 
canceler. However, all hope is not lost in this case, at least for the ground-based radar 
receiver. Numerous strong reflectors can be placed around the receiver at significant 
ranges in order to produce "artificial" terrain scattering at numerous delays. In order 
to avoid target leakage into the adaptive predictor, the scatterers should have enough 
attenuation on reflection to drive the reflections of the target signal below the thermal 
noise floor. Note that such an approach is similar to the use of an auxiliary array 
with a different physical location than the main array, known as a sidelobe canceler 
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[18]. However, the presence of the target signal in the auxiliary array for the sidelobe 
canceler is almost unavoidable. Thus such an approach is only appropriate for very 
weak targets. 
6.3 Experimental Results 
The beamspace canceler is applied to the mainbeam jammer problem using data 
collected as part of the Mountaintop experiment [40, 61]. The data was collected 
at White Sands Missile Range with the RSTER-90 radar receiver [13] which has 14 
digital azimuth channels from a ULA with the inter-element spacing set to satisfy the 
spatial aliasing criteria d = | for an operating frequency of 450 MHz (A is the radar 
wavelength, d is the element spacing). However, in these experiments, the operating 
frequency is set to 435 MHz. 
The mainbeam jammer scenario is easily created by having the assumed target 
direction coincide with the jammer location in the actual returns. Data collected 
with a ground-based and an airborne jammer were used to verify the ability to cancel 
mainbeam jammer interference. Results are reported in terms of signal-to-interference 
plus noise ratio (SINR) gain, i.e., the difference between jammer energy before and 
after cancellation. Assuming no signal cancellation, the SINR gain is equivalent to 
the amount of mainbeam jammer energy cancelled. In addition, target signals were 
injected prior to processing in order to demonstrate the ability of the beamspace 
canceler to extract these targets. 
6.3.1 Ground-based Jammer 
The first data set used consisted of a ground-based jammer located at azimuth 
angle 302° with a direct-path JNR of approximately 70 dB at the radar receiver. 
First, we look at the amount of cancellation possible as the number of temporal taps 
per beam is increased. The assumed target direction is set to (f>t = 302° to coincide 
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Figure 6.6: SINR gain versus the number of temporal taps per beam (file 
mmit004vl.mat). 
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Figure 6.7: Beamspace canceler output normalized to the thermal noise floor (file = 
mmit004vl .mat). Target signal has been injected with an input SNR= 28 dB at the jammer 
azimuth angle 0 = 302°. 
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with the jammer azimuth. The results are shown in terms of SINR gain versus the 
number of taps per beam in Fig. 6.6. As expected, the SINR gain improves as the 
number of taps is increased. Note that 5 dB of suppression is achieved with as few as 
12 temporal taps and 10 dB is achieved with just over 20 taps. The number of taps 
was limited to be less than 40 for computational considerations. The total degrees 
of freedom for the processor is the number of auxiliary beams (13 in this case) times 
the number of taps. The SINR gain for 40 taps was near 14 dB. Next, a target 
signal is injected with an input SNR of 28 dB at a range of 150 kilometers. The 
beamspace canceler was implemented with 40 taps per beam. The mainbeam signal 
before and after cancellation is shown in Fig. 6.7. After the 11.5 dB array gain for 
the 14 elements, the output signal is near 40 dB while the mainbeam jammer has 
been suppressed to approximately 20 dB. Note that the original mainbeam jammer 
signal, shown in the top portion of Fig. 6.7, is greater than 70 dB, so that about 50 
dB of cancellation was achieved using the beamspace canceler. 
6.3.2 Airborne Jammer 
The airborne jammer scenario is considered next. In this experiment, the jammer is 
at an azimuth angle of 268° with a direct-path power of approximately 70 dB. Fig. 6.8 
shows the SINR gain as a function of number of temporal taps per beam. In this 
case, a significant amount of cancellation is achieved even for a very small number 
of taps. With less than 10 taps per beam, an SINR improvement of greater than 10 
dB is achieved. Although the SINR gains level off as the number of taps increases, 
the improvement in SINR is greater than 15 dB for slightly more than 20 taps. One 
possible reason for the better performance with the airborne jammer is the fact that 
aircraft motion causing spreading of the jammer multipath returns. These returns 
experience a Doppler shift and provide a larger number of independent replicas to 
the canceler. These results are promising since airborne jammers are more likely 
in tactical scenarios. Again, a target signal is injected at the same azimuth as the 
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jammer with an input SNR of 28 dB. The canceler is able to reduce the interference 
to below 20 dB while increasing the SNR 11.5 dB through the array gain. 
6.4 Conclusions 
The beamspace canceler used for TSI mitigation in Chapter 3 has been successfully 
demonstrated as a cancellation method for the mainbeam jammer problem in which 
the jammer is found in the assumed target direction. The adaptive canceler exploits 
jammer multipath reflections found in the sidelobes of the steered response in order 
to estimate and reduce the mainbeam interference. In this sense, the canceler uses all 
of the available information in the spatial and temporal domains in order to mitigate 
the interference. The result is significant because any amount of mainbeam jammer 
suppression directly results in a decrease in the required "burn-through" time, leading 
to an improvement in the tracking accuracy of the radar. 
In the analysis for this chapter, the radar receiver consisted of a ULA with 
horizontal element placement allowing for adaptivity in azimuth. This receiver uses 
jammer multipath spread in azimuth to perform the mainbeam jammer cancellation. 
The generalization to 2-D arrays is straightforward. Here, beamforming is performed 
in azimuth and elevation, while also maintaining orthogonality between the main and 
auxiliary beams to prevent target cancellation. In fact, a processor utilizing adaptivity 
in elevation is anticipated to achieve better mainbeam jammer suppression for certain 
scenarios with a large amount of jammer multipath in the various elevation sidelobes 
of the mainbeam. Though the results with the Mountaintop data seem promising, the 
experiments were performed with the intent of creating jammer multipath. Therefore, 
to validate the proposed beamspace approach it is necessary to perform additional 
experiments with actual mainbeam jammers that are not purposely attempting to 
illuminate terrain. 
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Figure 6.8: SINR gain versus the number of temporal taps per beam (file 
hot6067vl.mat). 
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Figure 6.9: Beamspace canceler output normalized to the thermal noise floor (file = 
hot6067vl .mat). Target signal has been injected with an input SNR= 28 dB at the jammer 
azimuth angle <f> — 268°. 
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C H A P T E R 7 
Conclusions 
The primary topic of this thesis has been the mitigation of TSI using adaptive filters 
with both spatial and temporal degrees of freedom. The proposed beamspace TSI 
canceler was shown to provide substantial improvement over the SRB canceler for the 
cancellation of TSI produced by an airborne jammer. In addition, the length of the 
blind interval was reduced by using the beamspace as opposed to the SRB approach. 
These results were verified with experimental TSI returns collected as part of the 
DARPA/Navy Mountaintop program. Other advantages of the beamspace canceler 
include the fact it does not require a priori knowledge of the jammer location and is 
capable of suppressing TSI produced by more than one jamming source. The issue of 
rank reduction was also addressed in terms of TSI mitigation. For operation in real-
time systems, rank reduction becomes a necessity due to computational restrictions 
and sample support limitations. The study performed in this thesis compared the 
performance of existing weight thinning strategies applied to the beamspace TSI 
canceler. 
An extension of the beamspace canceler was used in a factored processor for 
the mitigation of combined TSI and monostatic clutter interference. By preserving 
the spatial dimensions of the data during TSI mitigation, the processor is able to 
pass a full CPI data-cube to the monostatic clutter nulling stage. As a result, STAP 
algorithms can be applied which provide substantial performance gains over simple 
MTI processing. An important issue when performing factored processing is the 
preservation of the monostatic clutter during TSI mitigation. Diagonal loading of the 
sample covariance matrix was shown to aid in this area, providing the canceler with 
sufficient robustness to prevent clutter distortion. The factored processor was also 
demonstrated using experimental TSI and monostatic clutter returns. 
The last part of the thesis dealt with the cancellation of mainbeam jammers. 
In this problem, spatial co-location of the target and jammer prohibits the use of 
spatial nulling methods. However, exploiting multipath reflections of the jammer 
signal provides a means of mitigation while preserving the target signal. Space-time 
adaptive processing using the beamspace canceler was proposed for this problem. 
The beamspace canceler uses auxiliary beams to collect jammer multipath reflec-
tions. The mainbeam jammer signal can then be estimated from these multipath 
signals. The method was demonstrated on experimental data where it was shown to 
provide greater than 10 dB of mainbeam jammer suppression. Although the results 
are promising, more experiments need to be performed to verify this technique at 
other radar operating frequencies as well as for different interference scenarios. 
7.1 Contributions 
The contributions of this thesis include: 
• The theoretical development of a new TSI mitigation technique that uses a 
beamspace approach to trade off temporal and spatial degrees of freedom. 
• Vast improvement in the cancellation of TSI produced by airborne jammers 
without the use of Doppler compensation channels. 
• Study of various rank reduction methods applied to the TSI problem. 
• A factored processor for the mitigation of combined TSI and monostatic clutter. 
• Cancellation of mainbeam jammer interference using multipath reflections of 
the jammer signal. 
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7.2 Future Work 
There are a number of possibilities for future research related to the topics in this 
thesis. These include: 
• The investigation of linear prediction coupled with beamspace TSI mitigation. 
Such a canceler would have temporal taps in the upper branch of the beamspace 
canceler and has promise in terms of its TSI cancellation performance. The key 
issue with the inclusion of temporal taps in the mainbeam is the preservation 
of the target signal. 
• The study of efficient methods for cancelling TSI and monostatic clutter in 
three dimensions: element, PRI, and range. The implementation of a 3-D 
adaptive method allows for simultaneous suppression of all interference rather 
than resorting to a factored approach. Any 3-D adaptive method probably 
requires the incorporation of rank reduction methods. 
• The study of target signal cancellation in adaptive arrays, particularly in the 
case of factored mitigation of TSI and monostatic clutter. 
• The development of mainbeam jammer cancellation experiments in order to 
further verify the concept. In addition, the performance of the beamspace 
canceler must be quantified in terms of the amount of reflected TSI energy 
collected by the radar receiver array. In the absence of jammer multipath, little 
advantage is anticipated using this beamspace canceler. 
• Study more sophisticated jamming techniques. Currently, TSI-producing jam-
mers are modeled as white, Gaussian noise signal. However, more complex 
waveforms can be used for the TSI jamming source. 
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A P P E N D I X A 
Symbols and Notat ion 
The notational convention throughout this thesis uses boldfaced lower-case letters to 
signify complex vectors and boldfaced upper-case letters to signify complex matri-
ces. Otherwise, the symbol denotes a complex scalar. Below is a list of the various 
symbols used and their respective definitions. The list contains scalars first, followed 
by vectors, and then matrices. In all cases the symbols appear in alphabetical order 
with Greek letters at the end. 
Table A.l: Symbols and their various definitions. 
Symbol Definition 
E{-} mathematical expectation 
H Hermitian operator (complex conjugate transpose) 
T transpose operator 
* complex conjugate operator 
- 1 matrix inverse operator 
® Kronecker product operator 
< •,• > inner product of two vectors (i.e., < x, y > = y^x) 
continued on next page 
continued from previous page 
Symbol Definition 
c speed of light (3 x 108 meters/second) 
Ck coefficients of eigenvector filters 
d inter-element spacing in uniform linear array 
f Doppler frequency (Hz) 
u radar pulse repetition frequency (PRF) (Hz) 
h radar operating frequency (Hz) 
f normalized Doppler frequency (-0.5 < / < 0.5) 
fc clutter normalized Doppler frequency (—0.5 < fc < 0.5) 
ft target normalized Doppler frequency (—0.5 < ft < 0.5) 
h(t, <f>) TSI characteristic function 
I PRI or pulse number 
m element number 
n range sample number 
nt training sample index 
r range (meters) 
n target range (meters) 
t continuous time (seconds) 
u spatial frequency (—0.5 < u < 0.5) 
uc clutter spatial frequency (—0.5 < uc < 0.5) 
Uj jammer spatial frequency (—0.5 <u3< 0.5) 
Um spatial frequency of mth beam (—0.5 < um < 0.5) 
ut target spatial frequency (-0.5 < ut < 0.5) 
V velocity (meters/second) 
vr radar receiver velocity (meters/second) 
continued on next page 
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continued from previous page 
Symbol Definition 
Xj(t) continuous-time jammer signal 
xm(n) mth auxiliary beam signal 
xm(n) TSI-filtered mth auxiliary beam signal 
x$(n) TSI-filtered mth auxiliary beam signal of the Ith. PRI 
xr(n) reference beam signal in SRB canceler 
xtSi(t,(j>) TSI signal at azimuth angle </> 
y(n) mainbeam signal 
y(n) TSI-filtered mainbeam signal 
Vein) mainbeam monostatic clutter signal 
Viip) generic mainbeam interference signal 
Viiji) estimate of generic mainbeam interference signal 
yAn) mainbeam direct-path jammer signal 
Vn{n) mainbeam thermal noise signal 
Vt{n) mainbeam target signal 
ytsi(n) mainbeam TSI signal 
ytsi(n) estimate of mainbeam TSI signal 
Fs A/D sampling frequency 
KF degrees of freedom of the full-rank adaptive processor 
KR degrees of freedom of the reduced-rank adaptive processor 
L number of PRIs or pulses in a CPI 
M number of elements in uniform linear array 
N number of range samples in a PRI 
Nbs number of samples (per beam) in the temporal window of b 
canceler 
eamspace 
continued on next page 
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number of samples in the temporal window of the SRB canceler 
number of training samples used to compute SMI adaptive weights 
rank of the interference 
signal-to-interference-plus-noise ratio for optimum processor 
signal-to-interference-plus-noise ratio for SMI processor 
length of temporal window of beamspace canceler 
length of interval on the jammer waveform producing jammer multipath 
signal 
radar pulse period 
length of temporal window of SRB canceler 
length of interval on jammer waveform producing TSI (range extent) 
target signal 
jammer signal 
clutter signal as a function of spatial frequency (azimuth angle) 
clutter ridge slope 
power of ftth strongest interference source 
impulse function 
cross-spectral metric of fcth eigenvector 
upper bound on white noise gain 
azimuth angle 
clutter azimuth angle 
jammer azimuth angle 
azimuth angle of rath beam 
target azimuth angle 
continued on next page 
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Symbol Definition 
A wavelength of radar operating frequency (meters) 
A* covariance matrix eigenvalue (kth largest magnitude) 
A* sample covariance matrix eigenvalue (kth largest magnitude) 
P ratio of SINRs from SMI and optimum processors 
of interference power 
°3 jammer signal power 
of diagonal loading power 
°l thermal noise power 
of target signal power 
°l mainbeam signal power 
°l TSI-filtered mainbeam signal power 
6 elevation angle 
T propagation delay to and from scatterer (seconds) 
tk cross-covariance approximation to the cross-spectral metric 
a(u) spatial steering vector (M x 1) 
aj, a(uj) jammer spatial steering vector ( M x l ) 
a mi a ( u m j spatial steering vector (M x 1) of mth beam 
a r, a(u r) reference beam spatial steering vector (M x 1) for SRB canceler 
a t, a(u t) target spatial steering vector (M x 1) 
HI) Doppler steering vector ( L x l ) 
b c clutter Doppler steering vector (L x 1), also b(/c) 
bfc, b(ft) target Doppler steering vector ( L x l ) 
d constraint response vector 
continued on next P^ 
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W b s 
unit-vector, mth element has value of 1, all other elements have values 
of 0 
beamspace cross-covariance vector for mth beam 
beamspace sample cross-covariance vector for mth beam 
cross-covariance vector between mainbeam signal y(n) and reference 
beam signal xr(n) in SRB canceler 
sample cross-covariance vector between mainbeam signal y(n) and ref-
erence beam signal xr(n) in SRB canceler 
cross-covariance vector between mainbeam signal y(n) and signal pre-
diction vector x(n) 
sample cross-covariance vector between mainbeam signal y(n) and sig-
nal prediction vector x(n) 
reduced rank cross-covariance vector 
space-time (azimuth-Doppler) steering vector 
clutter space-time (azimuth-Dopnler) steering vector 
target space-time (azimuth-Doppler) steering vector 
covariance matrix eigenvectors (corresponding to A;th largest 
eigenvalue) 
sample covariance matrix eigenvectors (corresponding to kth largest 
eigenvalue) 
generic adaptive weight vector 
SMI estimate of generic adaptive weight vector 
beamspace canceler adaptive weight vector 
SMI estimate of beamspace canceler adaptive weight vector 
continued on next page 
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W s t a p 
W s t ap 
x(n) 
X a u x ( ^ ) 
Xb s (n) 





MTI (Doppler) adaptive weight vector 
SMI estimate of MTI (Doppler) adaptive weight vector 
constrained element space processor (CESP) adaptive weight vector 
SMI estimate of constrained element space processor (CESP) adaptive 
weight vector 
beamspace canceler adaptive weight vector for mth beam 
SMI estimate of beamspace canceler adaptive weight vector for mth 
beam 
quiescent response weight vector 
SRB canceler adaptive weight vector 
SMI estimate of SRB canceler adaptive weight vector 
reduced rank beamspace canceler adaptive weight vector 
STAP weight vector 
SMI estimate of STAP weight vector 
beamspace signal prediction vector 
auxiliary beam signal vector (for one PRI) 
PRI beamspace input signal vector 
PRI beamspace output (TSI-filtered) signal vector 
clutter PRI spatial signal vector (result of all azimuth angles) 
clutter PRI spatial signal vector as a function of spatial frequency 
(angle) 
MTI (Doppler) signal prediction vector of TSI-filtered mainbeam 
signals 
element space signal prediction vector 
continued on next page 
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Symbol Definition 
X i ( n ) 
x i n (n) 
x,(2(n) 
Xj(n) 
x j m (n ) 
x m ( n ) 
x n (n ) 
X o u t ( ^ ) 
*out(™) 
x r (n) 
x t (n) 
x t s i ( n ) 
x t s i ( n » 
x R (n ) 
y 
zc(n) 
Zi (n ) 
z i n(n) 
Zj (^ ) 
z t(n) 




overall interference PRI spatial signal vector 
PRI element space input signal vector 
PRI element space input signal vector of the Zth PRI 
jammer PRI spatial signal vector 
jammer multipath PRI spatial signal vector 
mth auxiliary beam signal vector (contains delayed versions of xm(n)) 
thermal noise PRI spatial signal vector 
PRI element space output (TSI-filtered) signal vector 
PRI element space output (TSI-filtered) signal vector of the Ith PRI 
reference beam signal prediction vector made up of delays of xr (n) 
target PRI spatial signal vector 
TSI PRI spatial signal vector (resulting from all azimuth angles) 
TSI PRI spatial signal vector at azimuth angle 0 
reduced rank beamspace signal prediction vector 
beamspace canceler upper branch data vector 
CPI clutter space-time signal vector (ML x 1) 
CPI overall interference space-time signal vector (ML x 1) 
CPI input space-time signal vector (ML x 1) 
CPI jammer space-time signal vector (ML x 1) 
CPI target space-time signal vector (ML x 1) 
TSI CPI space-time signal vector (resulting from all azimuth angles) 
TSI CPI space-time signal vector at azimuth angle <f> 
spatial blocking matrix 
space-time (range) blocking matrix 
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rank reduction projection matrix (Kp x KR) 
generic covariance matrix 
MTI (Doppler) covariance matrix of Doppler signal prediction vector 
MTI (Doppler) sample covariance matrix of Doppler signal prediction 
vector 
element space signal prediction vector covariance matrix 
element space signal prediction vector sample covariance matrix 
interference covariance matrix 
beamspace covariance matrix for mth beam 
beamspace sample covariance matrix for mth beam 
thermal noise covariance matrix 
covariance matrix of reference beam signal in SRB canceler 
sample covariance matrix of reference beam signal in SRB canceler 
reduced rank covariance matrix of beamspace signal prediction vector 
covariance matrix of beamspace signal prediction vector 
sample covariance matrix of beamspace signal prediction vector 
TSI covariance matrix 
covariance matrix of element space CPI space-time signal vector 
sample covariance matrix of element space CPI space-time signal vector 
transform from element space to beamspace 
beamspace canceler signal prediction data matrix 
CPI input range slice matrix (M x L) 
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A P P E N D I X B 
Acronyms 
This appendix consists of a table with the acronyms and their respective meanings 
that are used throughout the thesis. 
Table B.l: Acronyms and their respective meanings. 
Acronym Meaning 
A/D analog to digital 
CESP constrained element space processor 
CNR clutter-to-noise ratio 
CPI coherent processing interval 
dB decibel 
DOF degrees of freedom 
GSC generalized sidelobe canceler 
INR interference-to-noise ratio 
JNR jammer-to-noise ratio 
km kilometers 
LCMV linearly constrained minimum variance 
LFM linear frequency modulation 
ML maximum likelihood 
MMSE minimum mean-squared error 
continued on next page 
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Acronym Meaning 
MTI moving target indicator 
MVDR minimum variance distortionless response 
PRF pulse repetition frequency 
PRI pulse repetition interval 
RCS radar cross section 
SRB single-reference beam 
SINR signal-to-interference-plus-noise ratio 
SMI sample matrix inversion 
SNR signal-to-noise ratio 
STAP space-time adaptive processing 
ULA uniform linear array 
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