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Abstract
In this paper, we prove a conjecture proposed by Leo: a large minimally 3-connected matroid M has at least (5|E(M)|+
30)=9 of its elements belonging to some triad. A bound on the number of elements belonging to triads of a 3-connected
matroid which is close to be minimally 3-connected is also given. Both of these bounds are sharp and in7nite families of
matroids attaining them are constructed. A new proof of results of Lemos and Leo about triads meeting circuits with at
most one removable element in 3-connected matroids is given.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Dirac [1], Halin [2] and Mader [8] showed that a minimally k-connected graph G has at least
(k − 1)|V (G)|+ 2k
2k − 1 (1.1)
vertices of degree k for k=2, k=3 and k¿ 4, respectively. The bounds obtained by Dirac and Halin are sharp. The result
of Mader for general k is very close to being best possible. The core of the proof of these theorems is the following:
a cycle of a minimally k-connected graph has at least one vertex of degree k. This result is quite important and it has
been extended in [3,9,12,13] (see also [14]). Reid and Wu [16] proved edge analogs of (1.1): they got a lower bound for
the number of edges meeting some vertex of degree k in terms of the total number of edges in a minimally k-connected
graph. This lower bound is sharp when k is equal to 2 and 3.
Murty [10] and Oxley [11] obtained, respectively, bounds similar to (1.1) for minimally 2- and 3-connected matroids
(see [4] and [5] for generalizations of these bounds). Again, the main step in the proof of these bounds is that a circuit in
a minimally k-connected matroid, for k ∈{2; 3}, must meet a cocircuit with k elements. For extensions of this result, see
[3,6,12,15,18]. For the 7rst two extensions, we give new proofs of them in Section 6. Results like these are unknown for
minimally k-connected matroids, with k¿ 4. For matroids, Reid and Wu [16] gave a sharp lower bound on the number of
elements meeting some 2-element cocircuit in terms of the total number of elements in a minimally 2-connected matroid.
But for minimally 3-connected matroids, Wu and Reid stated the following conjecture due to Leo:
Conjecture 1.1. Let M be a minimally 3-connected matroid with at least eight elements. Then the number of elements
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The proof of this conjecture can be found in Section 4 of this paper. We also give an example of an in7nite family
of minimally 3-connected matroids attaining the bound in this conjecture. To demonstrate it, we decompose a minimally
3-connected matroid into two minimally 3-connected matroids. This is done in Section 3. To accomplish this task, we
need a lemma about 3-separations proved in Section 2.
For a 3-connected matroid M , we de7ne the set of removable elements of M as
R0(M) = {e∈E(M) : M\e is 3-connected}:
Note that a 3-connected matroid M is minimally 3-connected if and only if R0(M) = ∅. What happens to the number of
elements belonging to triads in a 3-connected matroid M such that |R0(M)| is small? We answer this question in the next
theorem which is proved in Section 5:
Theorem 1.1. Let M be a 3-connected matroid with at least 2ve elements. Then the number of elements which meet a




Note that Conjecture 1.1 is not a consequence of this theorem. In Section 5, we describe an in7nite family of matroids
that attains the bound in this theorem. In Section 6, we use the decomposition de7ned in Section 3 to give a proof of the
main results of [3,6].
2. A lemma about 3-separations
We say that a partition {X; Y} of the ground set of a matroid M is a k-separation, for a positive integer k, provided
r(X ) + r(Y )− r(M)¡k6min{|X |; |Y |}:
Moreover, when r(X )+ r(Y )− r(M)= k−1, this k-separation is said to be exact. A matroid M is said to be k-connected
if M does not have a k ′-separation, for every integer k ′ such that 0¡k ′¡k.
Lemma 2.1. Let {X; Y} be a 3-separation of a 3-connected matroid M . If e∈X and M=e is not 3-connected, then
(i) there is a 2-separation {Z;W} of M=e such that Z ⊆ X ; or
(ii) for each 2-separation {Z;W} of M=e, min{|Z |; |W |}= 2 and both Z and W meet both X and Y ; or
(iii) for each 2-separation {Z;W} of M=e, |Z ∩ X |= |W ∩ X |= 1 and X is a triad of M .
Proof. Assume that (i) does not hold and let {Z;W} be a 2-separation of M=e. Note that {Z ∪ e;W} is a 3-separation of
M . Hence
[r(X ) + r(Y )− r(M)] + [r(Z ∪ e) + r(W )− r(M)] = 4:
By submodularity,
[r(X ∪ Z) + r(Y ∩W )− r(M)] + [r((X ∩ Z) ∪ e) + r(Y ∪W )− r(M)]6 4: (2.1)
Next, we prove that
|Y ∩W |6 1 or |X ∩ Z |6 1: (2.2)
If (2.2) does not hold, then r(X ∪ Z) + r(Y ∩W )− r(M)¿ 2 and r((X ∩ Z) ∪ e) + r(Y ∪W )− r(M)¿ 2, since M is
3-connected. By (2.1), we must have equality. In particular,
r((X ∩ Z) ∪ e) + r(Y ∪W )− r(M) = 2:
As W and so Y ∪W spans e in M , it follows that {X ∩Z; Y ∪W} is a 2-separation of M=e and (i) holds; a contradiction.
Thus (2.2) follows. Similarly, we have that
|Y ∩ Z |6 1 or |X ∩W |6 1: (2.3)
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By (2.2) and (2.3), we have one of the following:
|X ∩ Z |6 1 and |X ∩W |6 1; (2.4)
|Y ∩ Z |6 1 and |Y ∩W |6 1; (2.5)
|Y ∩ Z |6 1 and |X ∩ Z |6 1; (2.6)
|Y ∩W |6 1 and |X ∩W |6 1: (2.7)
Assume that (2.4) occurs. As |X |¿ 3, it follows that |X ∩ Z |= |X ∩W |= 1 and so |X |= 3. Note that
rM (X ) + rM∗(X )− |X |= 2
because X is a 3-separating set of M . Hence X is a triangle or a triad of M . If X is a triangle of M , then X − e is a
2-separating set of M=e and so (i) happens; a contradiction. Thus X is a triad of M . In this case, (iii) follows because
any 2-separating set of M=e must intersect X − e, by orthogonality, since it spans e in M . We may suppose that (2.4)
does not occurs for every 2-separation {Z;W} of M=e. Observe that (2.5) cannot happen because |Y |¿ 3 and e ∈ Y .
Thus (2.6) or (2.7) occurs and so (ii) follows.
3. A decomposition
In this section, we decompose a cominimally 3-connected matroid into two cominimally 3-connected matroids of small
size. It is possible that some of the results presented here are known but we do not have a reference for them.
Let L be a line of a matroid M . We say that a matroid N is obtained from M by adding e freely to L provided




rM (Z) if e ∈ Z;
rM (Z − e) if e∈ Z and L ⊆ clM (Z − e);
rM (Z − e) + 1 if e∈ Z and L* clM (Z − e):
We say that a subset X of the ground set of a matroid M is k-separating (or exact k-separating) provided {X; E(M)−X }
is a k-separation of M (or an exact k-separation of M).
Suppose that X is an exact 3-separating set of a matroid M such that r(X )¿ 3. In this paragraph, we de7ne a factor
of M with respect to X . If B1 and B2 are basis for M |X and M\X , respectively, then
|B1|+ |B2|= r(X ) + r(E(M)− X ) = r(M) + 2:
So there are elements a and b of B2 such that (B1 ∪ B2)− {a; b} is a basis of M . Hence B1 is a basis and {a; b} is an
independent set of M=(B2 − {a; b}). In particular, [M=(B2 − {a; b})]|X =M |X . As B2 spans E(M)− X in M , it follows
that {a; b} spans E(M)− [X ∪ (B2−{a; b})] in M=(B2−{a; b}). Thus the line L′ of M=(B2−{a; b}) that contains {a; b}
also contains E(M)− [X ∪ (B2−{a; b})]. Hence the ground set of M=(B2−{a; b}) is the union of X and L′. Observe that
X ∩ L′ ⊆ clM (X ) ∩ clM (E(M)− X ) ⊆ L′:
Let A be a minimal set such that A ∩ E(M) = ∅ and
L= A ∪ [clM (X ) ∩ clM (E(M)− X )]
has at least 3 elements. Let N ′ be the matroid obtained from M=(B2 − {a; b}) by adding the elements belonging to A
freely in the line L′. We say that N = N ′\(L′ − L) is a factor of M with respect to X having L as its special line.
Lemma 3.1. Suppose that X is an exact 3-separating set of a matroid M such that r(X )¿ 3. Let N be a factor of M
with respect to X having L as special line. If Y ⊆ clM (X ) and |Y ∩ L|6 1, then Y is a line of M if and only if Y is a
line of N .
Proof. Suppose Y is a line of M . As |Y ∩ L| = 1, it follows that Y does not span any element of A = L − E(M) in
N . Moreover, Y does not span any element of clM (X ) − Y in N , otherwise Y would span this element in M . Hence
Y = clN (Y ) and so Y is a line of N .
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Now, assume Y is a line of N . As rM (Y )= rN (Y )=2, it follows that clM (Y ) is a line of M . By the previous paragraph,
clM (Y ) is a line of N and so Y = clM (Y ). Thus Y is a line of M .
We de7ne the connectivity function of a matroid H as
H (Z;W ) = rH (Z) + rH (W )− r(H);
for a partition {Z;W} of the ground set of H .
Lemma 3.2. Suppose that X is an exact 3-separating set of a matroid M such that r(X )¿ 3. Let N be a factor of M
with respect to X having L as special line. Then:
(i) When L ⊆ Y ⊆ E(N ) and A= L− E(M), then
rM ([Y − A] ∪ [E(M)− X ]) = rN (Y ) + rM (E(M)− X )− 2:
(ii) When Y ⊆ X − L, N (Y; E(N )− Y ) = M (Y; E(M)− Y ).
(iii) When Y ⊆ X − L, then Y is a cocircuit of M if and only if Y is a cocircuit of N .
Proof. In this proof, let B1; B2; a; b; L′ and N ′ be as de7ned before the statement of this lemma. First, we prove (i). As
Y spans a and b in N ′, it follows that
rN (Y ) = rN ′(Y ∪ {a; b})
= rN ′([Y − A] ∪ {a; b})
= rM=(B2−{a;b})([Y − A] ∪ {a; b})
= rM ([Y − A] ∪ B2)− rM (B2 − {a; b})
= rM ([Y − A] ∪ B2)− [rM (E(M)− X )− 2]:
As [Y − A] ∪ B2 spans E(M)− X in M , it follows that
rM ([Y − A] ∪ [E(M)− X ]) = rM ([Y − A] ∪ B2) = rN (Y ) + rM (E(M)− X )− 2
and (i) follows.
Now, we show (ii). By Lemma 3.2(i) applied to E(N )− Y , we get:
rM ([E(N )− (Y ∪ A)] ∪ [E(M)− X ]) = rN (E(N )− Y ) + rM (E(M)− X )− 2:
Adding rM (Y ) to both sides of this identity and replacing [E(N )− (Y ∪ A)] ∪ [E(M)− X ] by E(M)− Y , we obtain:
rM (Y ) + rM (E(M)− Y ) = rM (Y ) + rN (E(N )− Y ) + rM (E(M)− X )− 2:
As rM (Y ) = rN (Y ) and
rN (Y ) + rN (E(N )− Y ) = N (Y; E(N )− Y ) + r(N ) = N (Y; E(N )− Y ) + rM (X );
it follows that
rM (Y ) + rM (E(M)− Y ) = N (Y; E(N )− Y ) + rM (X ) + rM (E(M)− X )− 2:
Observe that (ii) follows because rM (X ) + rM (E(M)− X )− 2 = r(M). In the next paragraph, we prove (iii).
Applying (i) to E(N )− Y and [E(N )− Y ] ∪ c, for c∈ Y , we get, respectively:
rM (E(M)− Y ) = rN (E(N )− Y ) + rM (E(M)− X )− 2;
rM ([E(M)− Y ] ∪ c) = rN ([E(N )− Y ] ∪ c) + rM (E(M)− X )− 2:
As r(N ) = rM (X ) and rM (E(M)− X )− 2 = r(M)− rM (X ), it follows that
r(M)− rM (E(M)− Y ) = r(N )− rN (E(N )− Y );
r(M)− rM ([E(M)− Y ] ∪ c) = r(N )− rN ([E(N )− Y ] ∪ c):
Hence E(M)− Y is a hyperplane of M if and only if E(N )− Y is a hyperplane of N . Thus (iii) holds.
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A matroid M is said to be minimally 3-connected provided M is 3-connected and, for every e∈E(M), M\e is not
3-connected. We say that M is cominimally 3-connected if M∗ is minimally 3-connected. For an element e of a matroid
M , we denote by si(M=e) the simpli7cation of M=e and by co(M\e) the cosimpli7cation of M\e.
Lemma 3.3. Suppose that X is a 3-separating set of a 3-connected matroid M such that r(X )¿ 3. If N is a factor of
M with respect to X having L as special line, then:
(i) N is 3-connected.
(ii) If r(N ) = 3, e∈E(N )− L and si(M=e) is not 3-connected, then clM (X ) is the union of two lines that contains e.
(iii) For e∈E(N ) ∩ E(M), if M=e is not 3-connected, then
(a) N=e is not 3-connected; or
(b) clM (X ) is a triad of M .
(iv) For e∈E(N ) ∩ E(M), if M=e is 3-connected, then N=e is 3-connected.
(v) If M is cominimally 3-connected, then N is cominimally 3-connected.
Proof. In this proof, let B1; B2; a; b; L′; A and N ′ be as de7ned before the statement of Lemma 3.1. To prove (i), suppose
that N is not 3-connected and let {Z;W} be a 2-separation of N . First, we show that
min{|Z |; |W |}¿ 3: (3.1)
Suppose that |Z |6 2. As N is simple, it follows that Z contains a cocircuit C∗ of N . As |C∗|6 2, E(N ) − L spans L,
|L|¿ 3 and N |L  U2; |L|, it follows, by orthogonality, that C∗ ∩ L = ∅. By Lemma 3.2(iii), C∗ is a cocircuit of M ; a
contradiction and so (3.1) follows.
Choose a 2-separation {Z;W} of N such that |L∩Z | is maximum. As |L|¿ 3, it follows that |L∩Z |¿ 2. If e∈W ∩L,
then Z spans e in N and so {Z ∪ e;W − e} is a 2-separation of N , by (3.1); a contradiction to the choice of {Z;W}.
Hence L ⊆ Z . By Lemma 3.2(ii), {W; E(M)−W} is a 2-separation of M ; a contradiction and so {Z;W} does not exist.
Hence N is 3-connected. In the next paragraph, we show that property (ii) holds.
Choose the elements of si(M=e) so that clM (X ) ∩ clM (E(M)− X ) ⊆ si(M=e). Note that
L1 = clM (X ) ∩ E(si(M=e)) = clM=e(X − e) ∩ E(si(M=e))
is a line of si(M=e). Let N1 be a matroid obtained from si(M=e) by adding freely in the line L1 a minimal set of elements
A′ such that
L2 = A
′ ∪ [clM (X ) ∩ clM (E(M)− X )]
has at least three elements. Note that N1\(L1 − L2) is a factor of M with respect to E(M) − X and so N1\(L1 − L2) is
3-connected, by (i). Hence N1 is 3-connected because N1 is simple. As si(M=e) = N1\A′ is not 3-connected, it follows
that |L1|= 2, since L1 ∪ A′ is a line of N1. So clM=e(X − e) is the union of two parallel classes of M=e. Hence clM (X ) is
the union of two lines of M that contain e and property (ii) holds.
Now, we prove that property (iii) holds. Assume that (a) and (b) do not hold. In particular, N=e is 3-connected and so
e∈X − L. By Lemma 2.1 applied to the 3-separation {X − L; clM (E(M)− X )} of M , we conclude that:
(1) there is a 2-separation {Z;W} of M=e such that Z ⊆ X − L; or
(2) for each 2-separation {Z;W} of M=e, min{|Z |; |W |}=2 and both Z and W meet both X −L and clM (E(M)−X ); or
(3) X − L is a triad of M .
First, we prove that
r(N )¿ 4: (3.2)
Suppose r(N )=3. As each line of N that contains e has two elements, since N=e is 3-connected, it follows, by Lemma 3.1,
that every line of M that contains e has two elements and so si(M=e) =M=e. By (ii), clM (X ) is the union of two lines
of M that contain e. As each of these lines have two elements, it follows that clM (X ) has three elements and so clM (X )
is a triad of M . Hence case (iiib) occurs; a contradiction. Thus (3.2) holds. In particular, (3) does not occur. Assume
(2) happens. Let L1; : : : ; Ln be the lines of M having at least 3 elements which contains e. So n¿ 1; |L1|= · · ·= |Ln|= 3
and, for every i∈{1; : : : ; n}, Li = {e; xi; yi}, where xi ∈X − (L ∪ e) and yi ∈ clM (E(M)− X ). As Li − yi spans yi in M ,
it follows that yi ∈ clM (X ), for every i∈{1; : : : ; n}, and so yi ∈ L. By Lemma 3.1(i), for i∈{1; : : : ; n}, Li is a line of N
and so (a) holds; a contradiction. Assume (1) holds. By (3.2), N=e is a factor of M=e with respect to X − e having special
line L. By Lemma 3.2(ii), Z is 2-separating in N=e and so (a) follows; a contradiction.
In this paragraph, we show that property (iv) occurs. If M=e is 3-connected, then e ∈ L. By Lemma 3.1, every line of
N that contains e has just two elements. If r(N ) = 3, then N=e is 3-connected. We may suppose that r(N ) = r(X )¿ 4.
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As N=e is a factor of M with respect to X − e having L as special line, it follows that N=e is 3-connected, by (i), and
(iv) follows.
Suppose that M is cominimally 3-connected. To conclude that N is cominimally 3-connected, for each e∈E(N ), we
need to prove that N=e is not 3-connected. Observe that (v) follows from (iii) unless clM (X ) is a triad of M . But in
this case, by Tutte’s triangle lemma (see [17]), every element of clM (X ) belongs to a triangle of M and so of N , by
Lemma 3.1. Thus (v) also follows in this case.
4. Proving Leo’s conjecture
For a matroid M , we denote by T (M) the set of elements of M belonging to some triangle of M . We set t(M)= |T (M)|
and e(M) = |E(M)|. When M is 3-connected, we set
R1(M) = {e∈E(M) : co(M\e) is 3-connected}:
Next, we prove the dual of Leo’s conjecture.
Theorem 4.1. Let M be a cominimally 3-connected matroid. If |E(M)|¿ 8, then
9t(M)¿ 5e(M) + 30:
Before the proof of this result, we give an example due to Leo [7] to show that this bound is sharp. For a positive
integer n, let M0; M1; : : : ; Mn be matroids isomorphic to U3;6 such that
|E(Mi) ∩ E(Mj)|=
{
0 if |i − j|¿ 2;
2 if |i − j|= 1:
For i∈{1; 2; : : : ; n− 1}, we de7ne Ai = E(Mi)− [E(Mi−1) ∪ E(Mi+1)]. Let A−1; A0 and An; An+1 be 2-element sets which
partition, respectively, E(M0)− E(M1) and E(Mn)− E(Mn−1). Let
C−1; C0; C1; C2; : : : ; Cn; Cn+1; E(M0) ∪ E(M1) ∪ · · · ∪ E(Mn)
be a family of pairwise disjoint sets. For each i∈{−1; 0; 1; 2; : : : ; n; n+ 1}, suppose that |Ci|= 5 and that Ni is a rank-3
matroid over Ci ∪ Ai such that Ci is the union of two 3-point lines of Ni and the elements of Ai are freely placed in Ni.
Observe that the generalized parallel connection of M0; M1; : : : ; Mn; N−1; N0; N1; : : : ; Nn; Nn+1 is a cominimally 3-connected
matroid M such that T (M) = C−1 ∪ C0 ∪ C1 ∪ C2 ∪ · · · ∪ Cn ∪ Cn+1. Thus t(M) = 5n+ 15 and e(M) = 9n+ 21. Hence
t(M) = 5n+ 15 =






Next, we give a picture of this extremal example where the rank three matroids are drawn as a chain of linked pages.
Proof of Theorem 4.1. Suppose this result is not true and choose a counter-example M so that (r(M); e(M)) is minimum
in the lexicographic order. To simplify the notation, we set
# = 59 and $ =
30
9 :
If t(M) = e(M), then e(M)¡#e(M) + $ and so
(1− #)86 (1− #)e(M)¡$; (4.1)
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a contradiction. Thus E(M)− T (M) = ∅. Choose e∈E(M)− T (M). Let {X; Y} be a 2-separation of M=e. Observe that
min{rM=e(X ); rM=e(Y )}¿ 2 because e does not belong to a triangle of M . As X and Y spans e in M , it follows that:
min{rM (X ); rM (Y )}¿ 3:
Moreover, X and Y are both 3-separating sets of M . For Z ∈{X; Y}, let MZ be a factor of M with respect to Z having
LZ as special line. By Lemma 3.3(v), MZ is a cominimally 3-connected matroid. As e is spanned in M by both Z and
E(M) − Z , it follows that e∈ LZ . So e∈ LX ∩ LY . If |LZ ∩ E(M)|¿ 3, then LX = LY is a line of M that contains e; a
contradiction because e does not belong to a triangle of M . Thus 16 |LZ ∩E(M)|6 2. In particular, |LX |= |LY |=3. We
may assume that LX = LY , say L= LX .
Now, we prove that there is Xe ∈{X − L; Y − L} such that:
(X1) e∈ Le, where Le = clM (Xe)− Xe.
(X2) |Le|6 2.
(X3) Xe ⊆ R1(M∗).
(X4) Le = clM (E(M)− Xe) ∩ clM (Xe).
(X5) there are 3-point lines L1e and L2e of M such that
Xe ∪ [Le ∩ T (M)] = L1e ∪ L2e
and L1e ∩ L2e = {xe}, for some xe ∈Xe ∪ [Le ∩ T (M)].
To prove the existence of Xe we deal with two cases.
Case 1: [L ∩ E(M)] ∩ T (M) = ∅.
Hence L∩E(M)={e; f}, for some f∈ T (M). As {E(MX )−L; E(MY )−L; L∩E(M)} is a partition of E(M), it follows
that:
e(M) = e(MX ) + e(MY )− 4: (4.2)
By Lemma 3.1, for Z ∈{X; Y}, an element of Z − L belongs to a triangle of MZ if and only if it belongs to a triangle
of M . As f belongs to a triangle of M , it follows that:
t(M) = t(MX ) + t(MY )− 5: (4.3)
Assume the result holds for both MX and MY . Hence
t(MZ)¿ #e(MZ) + $;
for Z ∈{X; Y}. Adding these inequalities, we obtain:
t(MX ) + t(MY )¿ #[e(MX ) + e(MY )] + 2$:
Replacing (4.2) and (4.3), we get:
t(M) + 5¿ #[e(M) + 4] + 2$:
This inequality can be reordered as
t(M)− #e(M)− $¿ 4# + $ − 5: (4.4)
We arrive at a contradiction because # and $ satisfy:
4# + $ − 5¿ 0: (4.5)
Hence the result does not hold for MX or MY , say MY .
As r(MY )¡r(M), it follows that e(MY )6 7 and so |Y − L|6 4. Now, we prove that r(MY ) = 3. If r(MY )¿ 3, then
r(MY ) = 4 and so T∗c = Y − (L ∪ c) is a triad of MY , for each c∈ Y − L. Hence M∗Y |(Y − L)  U2;4. We arrive at a
contradiction because MY =c is 3-connected, for every c∈ Y − L. Thus r(MY ) = 3. So each element of MY belongs to a
line having at least three elements, since MY is cominimally 3-connected. Let L1; : : : ; Ln be the lines of MY having at
least three elements which are not equal to L. Observe that Li ⊆ E(MY )− (L−f) because (a) the elements belonging to
L− E(M) a freely placed in L; and (b) e does not belong to a triangle of M , by hypothesis, and so, by Lemma 3.1, to
a triangle of MY . Hence L1 ∪ · · · ∪ Ln ∈{Y − L; (Y ∪ f)− (L− f)}. As Li − f is properly contained in Y − L because
M is 3-connected, it follows that n¿ 2. Thus n = 2 and |L1| = |L2| = 3. Observe that L1 or L2 contains f (the possible
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geometric representations of MY can be found in the next 7gure). In this case, we take Xe to be Y − L. Note that (X3)
holds by Lemma 3.3(ii).
Case 2: [L ∩ E(M)] ∩ T (M) = ∅.
For Z ∈{X; Y}, let HZ be a matroid (see its geometric representation in the next 7gure) such that:
(i) L= E(HX ) ∩ E(HY );
(ii) E(HX )− L; E(HY )− L and E(M) are pairwise disjoint;
(iii) |E(HX )|= |E(HY )|= 8;
(iv) r(HX ) = r(HY ) = 3; and
(v) for Z ∈{X; Y}, HZ has only three lines L; L1Z and L2Z having at least three elements and L1Z ∪ L2Z = E(HZ)− L.
By Lemma 3.3(v), for Z ∈{X; Y}, MZ is cominimally 3-connected and so KZ , the generalized parallel connection across
Z of MZ and HZ , is cominimally 3-connected. Choose c∈ L− E(M). Now, we prove that NZ = KZ\c is 3-connected. If
W is a 2-separating set for NZ , then |W |¿ 2, otherwise T∗ =W ∪ c is a triad of KZ which is contrary to orthogonality
(|T∗ ∩ L|¿ 2 and T∗ ∩ LiZ = ∅, for some i∈{1; 2}, and so |T∗ ∩ LiZ |¿ 2). Hence W − d is a 2-separating set for
KZ\c=d, for d∈ L1Z ∩ L2Z . But the only separating sets of KZ\c=d are L1Z − d; L2Z − d and theirs complements. We
have a contradiction because L1Z or L2Z is not a 2-separating set of NZ . Hence NZ is 3-connected. As KZ is cominimally
3-connected and c belongs to just one line of KZ having at least three points, namely L, it follows that NZ is cominimally
3-connected because NZ=g is not 3-connected, for every g∈ L− c.
As {E(NX )− E(HX ); E(NX )− E(HY ); L ∩ E(M)} is a partition of E(M), it follows that
e(M) = e(NX ) + e(NY ) + |L ∩ E(M)| − 14: (4.6)
By Lemma 3.1, for Z ∈{X; Y}, an element of clM (Z) = Z ∪ [L ∩ E(M)] belongs to a triangle of NZ if and only if it
belongs to a triangle of M . Hence
t(M) = t(NX ) + t(NY )− 10: (4.7)
Assume the result holds for both NX and NY . Hence
t(NZ)¿ #e(NZ) + $;
for Z ∈{X; Y}. Adding this inequality for Z ∈{X; Y}, we obtain:
t(NX ) + t(NY )¿ #[e(NX ) + e(NY )] + 2$:
Replacing (4.6) and (4.7), we get:
t(M) + 10¿ #[e(M) + 14− |L ∩ E(M)|] + 2$:
This inequality can be reordered as
t(M)− #e(M)− $¿ [14− |L ∩ E(M)|]# + $ − 10: (4.8)
We arrive at a contradiction because 16 |L ∩ E(M)|6 2 and # and $ satisfy
12# + $ − 10¿ 0: (4.9)
Hence the result does not hold for NX or NY , say NX .
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By the choice of M , it follows that r(Y )6 r(HY ) = 3. As r(Y )¿ 3, it follows that r(Y ) = 3 and so r(M) = r(NX ).
Again, by the choice of M , we conclude that |Y − L|6 5. As r(MY ) = r(Y ) = 3 and MY is cominimally 3-connected,
it follows that each element of MY belongs to a line having at least three elements. Let L1; : : : ; Ln be the lines of MY
having at least three elements which are not equal to L. Observe that Li ⊆ E(MY )−L because (a) the elements belonging
to L − E(M) is freely placed in L; and (b) the elements belonging to L ∩ E(M) do not belong to a triangle of M , by
hypothesis, and so of MY , by Lemma 3.1. Hence L1 ∪ · · · ∪ Ln = Y − L. As Li is properly contained in Y − L because
2 = r(Li)¡r(Y − L) = r(Y ) = 3, it follows that n¿ 2. Thus n= 2 and |L1|= |L2|= 3. We take Xe to be equal to Y − L
in this case.
Next, we prove that
Xe = Xf or Xe ∩ Xf = ∅; when {e; f} is a 2-subset of E(M)− T (M): (4.10)
Moreover, when the 7rst case happens Le=Lf={e; f}. Suppose that (4.10) does not hold for some e and f. In particular,
Xe ∩ Xf = ∅: (4.11)
As E(M) − Xe does not span any element of Xe, by (X1) and (X4), and Xf ∪ [Lf ∩ T (M)] = L1f ∪ L2f, by (X5), it
follows that:
|Lif − Xe| = 2; for i∈{1; 2}: (4.12)
Next, we prove that
(Xf ∪ Lf) ∩ (Xe ∪ Le) does not contain a basis of Xf ∪ Lf: (4.13)
If (Xf∪Lf)∩(Xe∪Le) contains a basis of Xf∪Lf, then Xe∪Le spans Xf∪Lf. Hence Xf∪Lf ⊆ Xe∪Le. As Xe ⊆ R1(M∗),
by (X3), it follows that f∈ Le and so Le = {e; f}, by (X1) and (X2). Thus Xe = Xf and Le = Lf, by (X2) and (X5); a
contradiction. Thus (Xf ∪ Lf)∩ (Xe ∪ Le) does not contain a basis of Xf ∪ Lf and (4.13) holds. Hence, by (4.11), (4.12)
and (4.13), Le = {e; xf} and Lif − xf = Xe ∩ Xf, for some i∈{1; 2}, say i= 1, and L2f − xf = Xf − (Xe ∪ Le). Thus L1f
is a 3-point line contained in Xe ∪ [Le ∩ T (M)]. Hence L1f = Lje, for some j∈{1; 2}, say j = 1. Similarly, Lf = {f; xe}
and xe ∈ L1f = L1e. As {xe; xf} ⊆ L1e and |L1e ∩ Xe|¿ 2, it follows, by (X3) and (X5), that xe = xf. As Xe and Xf are
3-separating sets of M such that Xe ∩ Xf = L1e − xe, it follows, by submodularity, that Xe ∪ Xf is a 3-separating set of
M . Observe that e; f and xe are elements of M not belonging to Xe ∪ Xf. As {e; f; xe} ⊆ clM (Xe ∪ Xf), it follows that
{e; f; xe} is contained in a line of M ; a contradiction. Thus (4.10) holds.
There are elements e1; : : : ; en belonging to E(M)−T (M) such that Le1 −T (M); : : : ; Len −T (M) partition E(M)−T (M).
Hence
|E(M)− T (M)|= n+ r; (4.14)
where r is the number of indices i∈{1; : : : ; n} such that |Lei −T (M)|=2. As Xe1 ; : : : ; Xen are pairwise disjoint, by (4.10),
it follows that t(M)¿ 4n+ r and so
t(M) = 4n+ r + *; (4.15)
for some non-negative integer *. As t(M)¡#e(M) + $, it follows that:
4n+ r + *¡#(5n+ 2r + *) + $:
This inequality can be rewritten as
*(1− #)¡n(5#− 4) + r(2#− 1) + $:
Replacing the values of # and $, we obtain:
06 4*¡ 30 + r − 11n: (4.16)
As 06 r6 n, we arrive at a contradiction unless n6 2.
To conclude the proof, we divide it in some cases. If n= 1 and r = 1, then Xe1 and E(M)− (Xe1 ∪ Le1 ) have both at
least 7ve elements (if |E(M)− (Xe1 ∪Le1 )|6 4, then we can take E(M)− (Xe1 ∪Le1 ) for Xe1 in Case 2 and we arrive at a
contradiction). Hence *¿ 5 and we have a contradiction to (4.16). If n=1 and r=0, then Xe1 and E(M)−(Xe1∪Le1 ) have
both at least four elements (if |E(M)−(Xe1∪Le1 )|6 3, then we can take E(M)−(Xe1∪Le1 ) for Xe1 in Case 1 and we arrive
at a contradiction). Hence *¿ 5 and again, we have a contradiction to (4.16). Hence n = 2. If c∈ T (M) − [Xe1 ∪ Xe2 ],
then there is a triangle T of M such that c∈ T . By (X1) and (X4), T ∩ Xei = ∅ or |T ∩ Xei | = 2, for i∈{1; 2}. If
T ∩ Xe1 = T ∩ Xe2 = ∅, then *¿ 3; a contradiction to (4.16). Thus |T ∩ Xei | = 2 and c∈ Lei , for some i∈{1; 2}. Hence
E(M) = Xe1 ∪ Xe2 ∪ Le1 ∪ Le2 . Let M1 be a factor of M with respect to Xe2 ∪ Le2 ∪ Le1 having special line L1. Note that
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Le1 ⊆ L1. By Lemma 3.3(i), M1 is 3-connected. Note that Xe2 is a 3-separating set of M1, by Lemma 3.2(ii). Let M2 be
a factor of M1 with respect to Le2 ∪ L1 having special line L2. Note that Le2 ⊆ L2. By Lemma 3.3(i), M2 is 3-connected.
But E(M2) is the union of two 3-elements lines, namely L1 and L2; a contradiction because M2 cannot be 3-connected.
Thus Theorem 4.1 follows.
5. Proof of Theorem 1.1
For a 3-connected matroid M , let r0(M) = |R0(M)|. In this section, we prove the dual of Theorem 1.1, namely:
Theorem 5.1. Let M be a 3-connected matroid. If |E(M)|¿ 5, then
3(t(M) + r0(M
∗))¿ e(M) + 10:
Before the proof of this result, we give an example to show that this bound is sharp. For a positive integer n, let
A0; B1; A1; B2; A2; B3; A3; : : : ; An−1; Bn; An
be pairwise disjoint sets such that, for each i∈{0; 1; 2; : : : ; n}, |Ai| = 2 and, for each j∈{1; 2; : : : ; n}, |Bj| = 1. For
i∈{1; 2; : : : ; n}, let Mi be a matroid isomorphic to U3;5 over Ai−1 ∪ Bi ∪ Ai. Let M be the generalized parallel connection
of M1; M2; : : : ; Mn. Note that M is 3-connected. Moreover, M=e is not 3-connected if and only if e∈A1 ∪ A2 ∪ · · · ∪ An−1.
As M does not have any triangle, it follows that:
t(M) + r0(M
∗) = n+ 4 =






Next, we give a picture of this extremal example where the rank three matroids are drawn as a chain of linked pages.
Proof of Theorem 5.1. We de7ne
+(M) =
{
1 if M has diKerent triangles with non − empty intersection;
0 otherwise:
Instead of Theorem (5.1), we show that
3(t(M) + r0(M
∗)− +(M))¿ e(M) + 10 (5.1)
provided |E(M)|¿ 7. Theorem 5.1 is a consequence of (5.1) unless |E(M)| ∈ {5; 6}. But in this case E(M) ⊆ T (M) ∪
R0(M∗) and Theorem 5.1 follows. Suppose (5.1) is not true and choose a counter-example M such that (r(M); e(M)) is
minimum in the lexicographic order. If t(M) + r0(M∗) = e(M), then 3e(M)¡e(M) + 3+(M) + 10 and so e(M)¡ 132 ; a
contradiction. Thus E(M)− [T (M) ∪ R0(M∗)] = ∅. Choose e∈E(M)− [T (M) ∪ R0(M∗)]. Let {X; Y} be a 2-separation
of M=e. Observe that min{rM=e(X ); rM=e(Y )}¿ 2 because e does not belong to a triangle of M . As X and Y spans e in
M , it follows that
min{rM (X ); rM (Y )}¿ 3:
Moreover, X and Y are both 3-separating sets of M . For Z ∈{X; Y}, let MZ be a factor of M with respect to Z having LZ
as special line. As e is spanned in M by both Z and E(M)−Z , it follows that e∈ LZ . So e∈ LX ∩LY . If |LZ ∩E(M)|¿ 3,
then LX = LY is a line of M that contains e; a contradiction because e does not belong to a triangle of M . Thus
16 |LZ ∩E(M)|6 2. In particular, |LX |= |LY |=3. We may assume that LX =LY , say L=LX . Observe that clM (Z) is not
a triad of M because |Z |¿ 3 and e∈ clM (Z) ∩ L. By Lemma 3.3(iii) and (iv), M=f is 3-connected if and only if MZ=f




X ) ∪ R0(M∗Y ): (5.2)
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We prove that there is Xe ∈{X − L; Y − L} such that
(X1) Xe is a triad of M ;
(X2) Xe ∪ e is a circuit of M ;
(X3) e∈ Le, where Le = clM (Xe)− Xe;
(X4) Le = clM (Xe) ∩ clM (E(M)− Xe) has at most two elements; and
(X5) Xe ⊆ T (M) ∪ R0(M∗).
To prove the existence of Xe we deal with two cases.
Case 1: There is f∈ [L ∩ E(M)] ∩ T (M) such that, for each Z ∈{X; Y}, there is a line L′Z such that f∈ L′Z ⊆ clM (Z)
and |L′Z |¿ 3.
Hence L ∩ E(M) = {e; f}. As {E(MX )− L; E(MY )− L; L ∩ E(M)} is a partition of E(M), it follows that:
e(M) = e(MX ) + e(MY )− 4: (5.3)
By Lemma 3.1, for Z ∈{X; Y}, an element of Z − L belongs to a triangle of MZ if and only if it belongs to a triangle
of M . As f belongs to a triangle of M , it follows that:
t(M) = t(MX ) + t(MY )− 5: (5.4)




X ) + r0(M
∗
Y ): (5.5)
Assume the result holds for both MX and MY . Hence
3[t(MZ) + r0(M
∗
Z )− +(MZ)]¿ e(MZ) + 10;
for Z ∈{X; Y}. Adding these inequalities, we obtain:
3[t(MX ) + t(MY )] + 3[r0(M
∗
X ) + r0(M
∗
Y )]− 3[+(MX ) + +(MY )]¿ [e(MX ) + e(MY )] + 20:
Replacing (5.3), (5.4) and (5.5), we get:
3[t(M) + 5] + 3[r0(M
∗)]− 3[+(MX ) + +(MY )]¿ [e(M) + 4] + 20:
This inequality can be reordered as
3[t(M) + r0(M
∗)− +(M)]¿ [e(M) + 10] + 3[+(MX ) + +(MY )− +(M)]− 1: (5.6)
For Z ∈{X; Y}, +(MZ) = 1 because LZ and L′Z are diKerent lines of MZ each with at least three points meeting at f; a
contradiction by (5.6). Hence the result does not hold for MX or MY , say MY .
As r(MY )¡r(M), it follows that e(MY )6 6 and so |Y − L|6 3. Thus r(MY ) = 3 and so r0(M∗Y ) + t(MY ) = e(MY ).
Again, we have a contradiction, unless +(MY )= 1 and e(MY )= 6. Observe that Xe =Y −L satis7es (X1), (X3) and (X4).
Note that (X2) holds because Xe spans e in M and so there is a circuit C of M such that e∈C ⊆ Xe ∪ e. As C is not a
triangle of M , it follows that C = Xe ∪ e. To conclude (X5), it is enough to prove that si(M=g) is 3-connected, for each
g∈Xe. By Lemma 3.3(ii), this is the case. With this, we conclude the existence of Xe.
Case 2: If f∈ [L∩ E(M)]∩ T (M), then there is Z ∈{X; Y} such that f does not belong to a triangle of M contained
in clM (Z).
For Z ∈{X; Y}, let HZ be a matroid isomorphic to P6 such that L is a line of HZ and HX −L; HY −L; E(M) are pairwise
disjoint sets. (The matroid P6 has {1; 2; 3; 4; 5; 6} as ground set and {X ⊆ {1; 2; 3; 4; 5; 6} : |X |= 3 and X = {1; 2; 3}} as
set of bases.) Let KZ be the generalized parallel connection of MZ and HZ . Choose c∈ L − E(M). As in the proof of




X ) + r0(M
∗
Y ) = r0(N
∗
X ) + r0(N
∗
Y )− 6: (5.7)
As {E(NX )− E(HX ); E(NX )− E(HY ); L ∩ E(M)} is a partition of E(M), it follows that
e(M) = e(NX ) + e(NY ) + |L ∩ E(M)| − 10: (5.8)
By Lemma 3.1, for Z ∈{X; Y}, an element of clM (Z)=Z∪ [L∩E(M)] belongs to a triangle of NZ if and only if it belongs
to a triangle of M |clM (Z). By hypothesis, no element of L ∩ E(M) belongs to triangles of both NX and NY . Hence
t(M) = t(NX ) + t(NY ): (5.9)
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Assume (5.1) holds for both NX and NY . Hence
3[t(NZ) + r0(M
∗
Z )− +(MZ)]¿ e(NZ) + 10;
for Z ∈{X; Y}. Adding this inequality for Z ∈{X; Y}, we obtain:
3[t(NX ) + t(NY )] + 3[r0(N
∗
X ) + r0(N
∗
Y )]− 3[+(NX ) + +(NY )]¿ [e(NX ) + e(NY )] + 20:
Replacing (5.7), (5.8) and (5.9), we get:
3[t(M)] + 3[r0(M
∗) + 6]− 3[+(NX ) + +(NY )]¿ [e(M) + 10− |L ∩ E(M)|] + 20:
This inequality can be reordered as
3[t(M) + r0(M
∗)− +(M)]¿ [e(M) + 10] + [2− |L ∩ E(M)|] + 3[+(NX ) + +(NY )− +(M)]:
We have a contradiction unless
[2− |L ∩ E(M)|] + 3[+(NX ) + +(NY )− +(M)]¡ 0:
As |L ∩ E(M)|6 2, it follows that
+(NX ) + +(NY )¡+(M):
Hence +(NX ) = +(NY ) = 0. So +(M) = 1. We have a contradiction because, in this case,
+(M) = max{+(NX ); +(NY )};
since no element of L belongs to triangles contained in both clM (X ) and clM (Y ). Hence (5.1) does not hold for NX or
NY , say NY .
By the choice of M , it follows that r(Y )6 r(HY ) = 3. As r(Y )¿ 3, it follows that r(Y ) = 3 and so r(M) = r(NX ).
Again, by the choice of M , we conclude that |Y − L|6 3. Thus, as in the previous case, we can take Xe to be equal to
Y − L.
Now, we prove that
Xe = Xf or Xe ∩ Xf = ∅; for every 2-subset {e; f} of E(M)− [T (M) ∪ R0(M∗)]: (5.10)
Suppose (5.10) fails. In particular, Xe ∩ Xf = ∅. As Xe and Xf are triads of M , by (X1), and Xe ∪ e and Xf ∪ f are
circuits of M , it follows, by orthogonality, that
|Xe ∩ Xf|= 2 or e∈Xf and f∈Xe:
By (X5), we must have |Xe∩Xf|=2. By submodularity, Xe∪Xf is a 3-separating set of M because |E(M)−(Xe∪Xf)|¿ 3.
As Xe ∪ Xf spans e and f, by (X2), it follows that clM (Xe ∪ Xf) = Xe ∪ Xf ∪ {e; f} because {e; f} is not contained in a
triangle of M . Moreover, Xe ∪ Xf is a 2-separating set of M=e and so
T∗ = E(M)− [Xe ∪ Xf ∪ {e; f}]
is a triad of M , since we can replace Xe by a set in {Xe ∪ Xf; T∗} which must be a triad of M , by (X1), and so it must
be equal to T∗. In particular, e(M) = 9. As Xe ∪ Xf is contained in a coline of M , it follows that Xe ∪ Xf ⊆ R0(M∗).
Observe that M does not have a triangle, otherwise it would be contained in E(M)− (Xe ∪ Xf ∪ {e; f}). Thus, by (X5),
T∗ ⊆ R0(M∗). We arrive at a contradiction because
3[t(M) + r0(M
∗)− +(M)] = 21¿ 19 = |E(M)|+ 10:
Hence (5.10) follows.
There are elements e1; : : : ; en belonging to E(M) − [T (M) ∪ R0(M∗)] such that Le1 − [T (M) ∪ R0(M∗)]; : : : ; Len −
[T (M) ∪ R0(M∗)] partition E(M)− [T (M) ∪ R0(M∗)]. Hence
|E(M)− [T (M) ∪ R0(M∗)]|= n+ r; (5.11)
where r is the number of indices i∈{1; : : : ; n} such that |Lei − [T (M)∪R0(M∗)]|=2. As Xe1 ; : : : ; Xen are pairwise disjoint,
by (4.10), it follows that |T (M) ∪ R0(M∗)|¿ 3n and so
|T (M) ∪ R0(M∗)|= 3n+ *; (5.12)
for some non-negative integer *. As 3[t(M) + r0(M∗)− +(M)]¡e(M) + 10, it follows that
3[3n+ *− +(M)]¡ 4n+ r + *+ 10:
This inequality can be rewritten as
06 2*¡ 10 + r + 3+(M)− 5n: (5.13)
As 06 r6 n, we arrive at a contradiction unless n6 3.
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If n=3, then *=0; r=3 and +(M)=1. In particular, T (M)∪R0(M∗)=Xe1 ∪Xe2 ∪Xe3 and E(M)− [T (M)∪R0(M∗)]=
Le1 ∪ Le2 ∪ Le3 . As +(M) = 1, it follows that M has a triangle T . Thus T ∩ Xei = ∅, for some i∈{1; 2; 3}. By (X1) and
orthogonality, |T ∩ Xei |= 2. We have a contradiction because T ⊆ clM (Xei ) = Xei ∪ Lei . Thus n6 2.
If n = 1, then |E(M) − (Xe1 ∪ Le1 )|¿ 3 and so *¿ 3. By (5.13), +(M) = 1. Let T1 and T2 be a triangles of M . By
orthogonality, Ti ∩ Xe1 = ∅ or Ti ⊆ Xe1 ∪ Le1 , for each i∈{1; 2}. Hence there is an i∈{1; 2} such that Ti ∩ Xe1 = ∅, say
i=1, because every triangle of M contained in Xe1 ∪Le1 contains the element belonging to Le1 − e1. As M is 3-connected,
it follows that |E(M)− (Xe1 ∪ Le1 ∪ T1)|¿ 1. Thus *¿ 4. By (5.13), *= 4 and r = 1. In particular, e(M) = 9 and, since
r=1, M does not have a triangle; a contradiction. Hence n=2. Now, we show that each triangle T of M is contained in
Xei∪Lei , for some i∈{1; 2}. If T is not contained in Xei∪Lei , for some i∈{1; 2}, then, by orthogonality, T∩(Xe1∪Xe2 )=∅
and so *¿ 3; a contradiction to (5.13). Next, we prove that +(M) = 0. Suppose +(M) = 1. As Xei ∪ Lei contains at most
one triangle, for i∈{1; 2}, it follows that Xei ∪ Lei contains a triangle Ti of M , for every i∈{1; 2}. Thus Ti ∩ Lei = {fi}
and so r = 0 and *¿ 2. We have a contradiction. Hence +(M) = 0 and, by (5.13), *= 0 and r¿ 1. As *= 0, it follows
that E(M)=Xe1 ∪Xe2 ∪Le1 ∪Le2 . Let M1 be a factor of M with respect to Xe2 ∪Le2 ∪Le1 having special line L1. Note that
Le1 ⊆ L1. By Lemma 3.3(i), M1 is 3-connected. Note that Xe2 is a 3-separating set of M1, by Lemma 3.2(ii). Let M2 be
a factor of M1 with respect to Le2 ∪ L1 having special line L2. Note that Le2 ⊆ L2. By Lemma 3.3(i), M2 is 3-connected.
But E(M2) is the union of two 3-elements lines, namely L1 and L2; a contradiction because M2 cannot be 3-connected.
Thus Theorem 5.1 follows.
6. On Lemos’s and Leo’s theorems
In this section, we prove the main results of Lemos [3] and Leo [6]. First, we study the cocircuits of a 3-connected
matroid that meets both sets of a vertical 3-separation.
Lemma 6.1. Suppose that X is a 3-separating set of a 3-connected matroid M such that min{r(X ); r(E(M)−X )}¿ 3.
Let N be a factor of M with respect to X having L as special line. If L− E(M) = ∅ and C∗ is a cocircuit of M such
that C∗ meets both X ∪ L and [E(M)− X ]∪ L, then there is Y ⊆ L such that |Y |6 1 and [(X − L)∩ C∗]∪ (L− Y ) is
a cocircuit of N .
Proof. We set N1 = N . Let N2 be a factor of M with respect to E(M) − X having L2 as a special line. We may label
the elements of L2 so that L2 = L. Let H = E(M)−C∗. For i∈{1; 2}, we set C∗i = E(Mi)∩C∗ and Hi = E(Mi)∩H . As
H is a hyperplane of M and C∗i = ∅, by hypothesis, it follows that Hi does not span Mi. Thus
r(Hi) = r(Mi)− 1− +i;
for some +i¿ 0. Hence
r(H1) + r(H2) = r(M1) + r(M2)− 2− +1 − +2
= r(M)− +1 − +2:
As
r(H1) + r(H2) = r(H) + += r(M)− 1 + +;
for some +¿ 0, it follows that
++ +1 + +2 = 1: (6.1)
In particular {+; +1; +2} ⊆ {0; 1}. If +i = 0, then clMi (Hi) is a hyperplane of Mi. Now, we prove that L * clMi (Hi). If
L ⊆ clMi (Hi), then C∗i − L contains a cocircuit D∗ of Mi. As C∗i − L is contained in E(Mi)− L, it follows that D∗ is a
cocircuit of M , by Lemma 3.2(iii); a contradiction and so L* clMi (Hi). Hence |clMi (Hi) ∩ L|6 1.Thus
C∗i ∪ L or C∗i ∪ (L− t)
is a cocircuit of Mi, for some t ∈ L. The result follows in this case. So, we may assume that +1 = 1. Hence +2 = +=0, by
(6.1). As + = 0, it follows that L ∩ H = ∅ and so L ∩ E(M) ⊆ C∗. Choose e∈C∗1 − L (e exists, by orthogonality, since
X − L spans L in M). If H1 ∪ e spans L in M1, then C∗1 − L contains a cocircuit of M1 which is a cocircuit of M , by
Lemma 3.2(iii); a contradiction. Hence H1 ∪ e does not span L in M1. Thus H1 ∪ e does not span any element belonging
to A= L− E(M) and so, when c∈A, H1 ∪ c does not span any element of C∗1 − L. As C∗1 − L cannot be a cocircuit of
M , it follows, by Lemma 3.2(iii), that C∗1 − L is not a circuit of M1 and so H1 ∪ c does not span any element of L− c.
Hence (C∗1 − L) ∪ (L− c) is a cocircuit of M1; the result also follows in this case.
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Now, we prove an extension of the main result of Lemos [3]:
Theorem 6.1. Suppose that C∗ is a cocircuit of a 3-connected matroid M such that r(M)¿ 3. If M\e is not 3-connected,
for every e∈C∗, then C∗ meets di9erent lines of M each with at least three elements.
Lemos’s Theorem says only that C∗ meets two triangles of M . It may be possible that these triangles belongs to the
same line.
Proof of Theorem 6.1. Suppose this result is not true and choose a counter-example M so that r(M) is minimum. First,
we show that there is e∈C∗ such that e does not belong to a triangle of M . Suppose that, for each e∈C∗, there is a line
Le of M such that e∈ Le and |Le|¿ 3. By the choice of M , Le = Lf for every 2-subset {e; f} of C∗. Hence C∗ ⊆ Le,
for every e∈C∗. Thus
r(C∗) + r∗(C∗)− |C∗|= 2 + (|C∗| − 1)− |C∗|= 1
and so |E(M)− C∗|6 1. Hence r(M) = r(C∗) = 2; a contradiction. Thus there is e∈C∗ such that e does not belong to
a triangle of M .
Let {X; Y} be a 2-separation of M=e. As e does not belong to a triangle of M , it follows that
min{rM=e(X ); rM=e(Y )}¿ 2:
For Z ∈{X; Y}, let MZ be a factor of M with respect to Z having LZ as special line. We may choose the elements of
LX and LY so that LX = LY , say L= LX . As e does not belong to a triangle of M , it follows that L− E(M) = ∅ and so
C∗Z =[(Z−L)∩C∗]∪AZ is a cocircuit of MZ , by Lemma 6.1, for some AZ ⊆ L such that |L−AZ |6 1. By Lemma 3.3(iii),
MZ=f is not 3-connected, for each f∈C∗Z − L and so MZ=f is not 3-connected, for every f∈C∗Z , since MZ=f is not
3-connected, for every f∈ L. By the choice of M , it follows that C∗Z meets a line L′Z of MZ such that L′Z = LZ and
|L′Z |¿ 3. Note that L′Z ⊆ clM (Z) and so L′X = L′Y . By Lemma 3.1, L′X and L′Y are diKerent lines of M both meeting C∗;
a contradiction and the result follows.
Now, we prove the main result of Leo [6]:
Theorem 6.2. Suppose that C∗ is a cocircuit of a 3-connected matroid M such that |E(M)|¿ 4. Let f be an element
of C∗. If M=e is not 3-connected, for every e∈C∗ − f, then C∗ meets at least one triangle of M .
Proof. Suppose this result is not true and let M be a counter-example so that r(M) is minimum. Thus C∗ does not meet
any triangle of M . By Theorem 6.1, M=f is 3-connected. Choose e∈C∗ −f. Let {X; Y} be a 2-separation for M=e such
that f∈ Y . Let N be a factor of M with respect to X having special line L. Note that f ∈ L. As in the last paragraph of
the proof of Theorem 6.1, we conclude that C∗ meets a line L′ of M such that L′ ⊆ clM (X ); L′ = L and |L′|¿ 3. We
arrive at a contradiction.
Acknowledgements
The author was partially supported by CNPq (Grants No. 522910/96-3 and 476097/01-0) and ProNEx/CNPq (Grant
No. 664107/97-4).
References
[1] G.A. Dirac, Minimally 2-connected graphs, J. Reine Angew. Math. 228 (1967) 204–216.
[2] R. Halin, Untersuchugen Ouber minimale n-fach zusammenhOangende graphen, Math. Ann. 182 (1969) 175–188.
[3] M. Lemos, On 3-connected matroids, Discrete Math. 73 (1989) 273–283.
[4] M. Lemos, J. Oxley, On packing minors into connected matroids, Discrete Math. 189 (1998) 283–289.
[5] M. Lemos, J. Oxley, On size, circumference and circuit removal in 3-connected matroids, Discrete Math. 220 (2000) 145–157.
[6] J.W. Leo, Triads and triangles in 3-connected matroids, Discrete Math. 194 (1999) 173–193.
[7] J.W. Leo, private communication.
[8] W. Mader, Ecken vom Grad n in minimalen n-fach zusammenhOangenden Graphen, Arch. Math. (Basel) 23 (1972) 219–224.
[9] W. Mader, On vertices of degree n in minimally n-connected graphs and digraphs, in: D. Mikl/os, V.T. S/os, T. SzOonyi (Eds.),
Combinatorics, Paul ErdrOos is Eighty, Vol. 2, Bolyai Mathematics Studies, Budapest, 1996, pp. 423–449.
M. Lemos /Discrete Mathematics 285 (2004) 167–181 181
[10] U.S.R. Murty, Extremal critically connected matroids, Discrete Math. 8 (1974) 49–58.
[11] J.G. Oxley, On matroid connectivity, Quart. J. Math. Oxford Ser. (2) 32 (1981) 193–208.
[12] J.G. Oxley, On connectivity in matroids and graphs, Trans. Amer. Math. Soc. 265 (1981) 47–58.
[13] J.G. Oxley, On some extremal connectivity results for graphs and matroids, Discrete Math. 41 (1982) 181–198.
[14] J.G. Oxley, Matroid Theory, Oxford University Press, New York, 1982.
[15] T.J. Reid, H. Wu, On minimally 3-connected binary matroids, Combin. Probab. Comput. 10 (2001) 453–461.
[16] T.J. Reid, H. Wu, On elements in small cocircuits in minimally k-connected graphs and matroids, Discrete Math. 243 (2002)
273–282.
[17] W.T. Tutte, Connectivity in matroids, Canad. J. Math. 18 (1966) 1301–1324.
[18] H. Wu, On vertex-triads in 3-connected binary matroids, Combin. Probab. Comput. 7 (1998) 485–497.
