Abstract. The classical Gagliardo-Nirenberg interpolation inequality is a well-known estimate which gives, in particular, an estimate for the Lebesgue norm of intermediate derivatives of functions in Sobolev spaces. We present an extension of this estimate into the scale of the general rearrangement-invariant Banach function spaces with the proof based on the Maz'ya's pointwise estimates. As corollaries, we present the GagliardoNirenberg inequality for intermediate derivatives in the case of triples of Orlicz spaces and triples of Lorentz spaces. Finally, we promote the scaling argument to validate the optimality of the Gagliardo-Nirenberg inequality and show that the presented estimate in Orlicz scale is optimal.
Introduction and Main Results
The Sobolev-Gagliardo-Nirenberg inequality is one of the classical result obtained in many forms. We study the original form
Original results by Gagliardo [13] and Nirenberg [35] are focused on X, Y, Z being the Lebesgue spaces. It is natural to extend these results to finer scales, considering, for instance, the Orlicz spaces (see [20, 18, 17, 19] by Kałamajska and Pietruska-Pałuba), the Lorentz spaces (see [30] by Martín and Milman, [24] by Kolyada and Pérez Lázaro, [9] by Dao, Díaz and Nguyen, even if such papers deal with a slightly different setting) or the fractional Sobolev cases (see [6] by Brezis and Mironescu) . There are also results where BMO or BV spaces are used [34, 16, 40, 25, 9] .
There are more ways of proving such type of inequality. We should mention point-wise results by Bojarski and Hajłasz [5] and Maz'ya and Shaposhnikova [31, 33, 32] based on the maximal operator theory. Also, the theory of heat semigroups is applied by Martín and Milman [30] , Ledoux [25] or Kavian [21] . Recently the theory of Besov and Lizorkin-Triebel spaces and wavelets are used by Brezis and Mironescu, Cohen et al., Ledoux , and Kolyada [6, 8, 25, 23] . We study and compare the original papers by Gagliardo and Nirenberg in [10] . In this paper we prove a generalisation using the Hölder inequality in Banach function spaces over R n endowed with the Lebesgue measure, therefore obtaining some of the previous results and some new results in an easy way. The introduced theorems are based only on basic Banach functional spaces properties, the pointwise estimate by Maz'ya and the optimal choice of spaces for Hölder inequality. Our calculations also contain the Hölder factorisation or the theory of multipliers, but we do not recall any advanced results of this theory.
Very similar methods to ours appear in [42] , some Gagliardo-Nirenberg type inequalities in the framework of classical Sobolev spaces involving the localised Morrey norm are proven. The proof includes scaling arguments, the pointwise estimate by Maz'ya, and the maximal operator usage.
Denoting ϕ X (t) the fundamental function of a given rearrangement-invariant Banach function space X, we may formulate a necessary condition for the Gagliardo-Nirenberg inequality to hold, which we get using a scaling argument. Scaling arguments are not new in the framework of the theory of Sobolev spaces (see, e.g. the standard arguments in Lectures 23, 30, 32 in the Tartar's book [41] ). However, the following result has the novelty to involve a general class of spaces and fundamental functions. Theorem 1.1 (Scaling argument). Let X, Y, Z be rearrangement invariant Banach function spaces over R n endowed with the Lebesgue measure. Let j, k ∈ N, 1 ≤ j < k, and assume that
holds for all k-times weakly differentiable functions u, with a constant independent of u. Then the inequality
holds for all t > 0 with a constant independent of t.
In the following we shall use the symbol 
holds for all k-times weakly differentiable functions u with a constant independent of u. Corollary 1.3 (Gagliardo-Nirenberg inequality for Lorentz spaces). Let j, k ∈ N, 1 ≤ j < k, P, Q, R > 1, and p, q, r ≥ 1 be numbers satisfying
holds for all k-times weakly differentiable functions u with a constant independent of u.
We can easily prove the optimality of the choice for parameters P, Q, R, but the optimality of p, q, r is still open, as we show later among the proofs. Corollary 1.4 (Optimal Gagliardo-Nirenberg inequality for Orlicz spaces). Let j, k ∈ N, 1 ≤ j < k, let A, B, C be a triple of Young functions, such that for all t > 0 it holds
Then the estimate
holds for all k-times weakly differentiable functions u with a constant independent of u. Moreover, if the upper Boyd indices of L B and L C are smaller than 1, then the inequality
holds for all k-times weakly differentiable functions u.
On the other hand, if condition (4) does not hold, the inequality (5) fails to hold.
The previously known results in the scale of Lorentz spaces are typically dealing with another type of Gagliardo-Nirenberg inequality, namely, f X Df
(see for example [30, 23, 24, 9, 7] ). This type of inequalities are not directly covered in our setting, up to some cases using L p,∞ instead of the standard Lebesgue case in one of the terms. We observe that of course, one can get a family of such type of inequalities estimating the left-hand side of (1) using Sobolev's theorem, but the consequent comparison with the existing literature would not be of interest in this paper.
The previously known results in the scale of Orlicz spaces are much richer. The most covering results are, up to our knowledge, by Kałamajska and Pietruska-Pałuba (see [20, 19] ), and our results someway overlap with theirs. However, we remark that in [20] they assume the " Condition A" on the Young function A (which imposes, in particular, the boundedness of A(t)/t 2 for t small), hence, in the case A power, the exponent must be greater or equal than 2. On the other hand, in [19] (see Theorems 4.3 and 4.4 therein) the very general results, when considered in the case of the Lebesgue measure, are very similar to ours (as in our case, the results, even if obtained through different arguments, use inequalities involving the maximal operator). But we replace some technical assumptions on functions A, B, C by much simpler conditions, in addition, we show the optimality of our result for an important scale of Orlicz spaces, and, finally, our inequalities hold for functions which are not necessarily compactly supported (as required in [19, 20] ).
Auxiliary results

Banach function spaces. Let us first collect some auxiliary results involving general
Banach function spaces. Proofs of these statements can be found in classical literature (the reader is referred, e.g. to [4, Chapter 2] ).
Given a real-valued, (Lebesgue) measurable function u defined on R n , define the nonincreasing rearrangement by
(here we adopt the standard convention inf ∅ = +∞) and the maximal function of u * by
We use symbol u * * also for a (finite-dimensional) vector-valued function u: the definitions above are meaningful also in this case, taking into account that | · | in the definition of u * stands for the norm in the euclidean space.
In this paper, we shall pay special attention to rearrangement-invariant Banach function spaces (shortly: r.i.BFS) over R n endowed with the Lebesgue measure, which will be denoted by X = X(R n ). By the Luxemburg representation theorem (see [4, Ch.2, Theorem 4.10]), the norm in such a space can be represented by the norm in a r.i.BFS X over R + endowed with the Lebesgue measure, in a sense that
In the sequel, with abuse of notation, we will not make a distinction between the norms in X(R n ) and in X(R + ), so that, for instance, we will feel free to write u X = u * X . We recall that since two functions having the same non-increasing rearrangement have the same norm when X is a r.i.BFS it makes sense to define the fundamental function through
where E ⊂ R n is an arbitrary set of measure t. Given a Banach function space X, the functionals
define a class of spaces which are often referred as a α-convexification of X (see for instance [27, 26] ). Note that if α > 1 then · X α is a Banach function norm for any Banach function space X. Let X, Y be Banach function spaces. We say that Y is locally embedded into X, writing
if for every measurable set E ⊂ R n with |E| < ∞ and every measurable function u, we have
where the constant C E depends only on the set E. After this definition we can assert, for instance, that for any Banach function space
In the following we shall use the standard definitions of the Lorentz spaces and the Orlicz spaces. For 1 ≤ p, q ≤ ∞ we define
is said to be a Young function if it is increasing, convex and satisfies
Note that this definition entrains that any Young function A is strictly positive on (0, ∞) and A(0) = 0 holds. For Young function A, the modular ρ A is defined for measurable functions f by
and the corresponding Luxemburg norm is defined by
Note that in case of Lorentz spaces the fundamental function is independent of the second exponent and ϕ L p,q (t) = t 1/p , t > 0 , while for Orlicz spaces (see e.g. [4, Ch.4 
Making some elementary calculations one can easily obtain the convexification of these spaces.
Let us recall other useful well-known results. The first one is the Hardy-Littlewood-Polya principle for r. Another classical result we need to recall is the Riesz-Herz equivalence for the (uncentered, cubic) maximal operator. Setting, for scalar or vector-valued functions u on R n , Mu(x) := sup
where the supremum is taken over all cubes Q ⊂ R n containing x, the Riesz-Herz equivalence states that
in the sense that the two functions are majorized each other up to a multiplicative constant, not depending on u but just on the dimension n (see [4, Ch.3 
Hölder factorization of Banach function spaces.
In the following, we shall use the Hölder inequality in its most general form. Given a Banach function space X we are looking for pairs of Banach function spaces Y, Z such that
The classical Hölder inequality for Banach function spaces gives us estimates (12) when X = L 1 (in this case, for any Banach function space Y , there exist the optimal partner space Z -i.e. the largest possible -such that (12) holds and this space is Z := Y ′ , wellknown as associated space). The goal is, for a given pair of spaces X, Y , to find -if it exists -the optimal space Z satisfying the Hölder inequality (12) . It is a kind of generalised version of associate space, which we may refer as space of Hölder multipliers. This question was already discussed in many papers, for instance, [36, 22, 39] . A little different approach leading to similar results was taken in [1] . The following Lemma gives a formal definition and also the characterization of the pairs of Banach function spaces for which such a space exists.
Lemma 2.2 (Hölder factorization). Let X, Y be two Banach function spaces. The following conditions are equivalent:
(i)
is a Banach function norm.
Proof. At first we observe that (i) implies (ii): the reader can easily verify that the functional · Z satisfies all the properties of the definition of the Banach function norm.
On the other hand, let (i) be violated. In that case, there exists a set E of finite measure, such that for every n ∈ N there exists f n supported in E satisfying f n X ≥ n f n Y .
By [4, Theorem 1.8.] , there exists g ∈ Y \ X with g Y = 1 supported in E (note that the support in E follows looking carefully at the proof of [4, Theorem 1.8.]). We have
therefore χ E / ∈ Z and Z is not a Banach function space.
We shall denote the Banach function space Z defined in (13) 
Moreover, for fixed spaces X, Y space Y X is the maximal (in the sense of embedding) Banach function space such that Hölder inequality (12) holds. For a detailed study of the space Y X , a good reference is the paper [29] by Maligranda and Persson (see also, e.g. Pustylnik [38] ).
To use the Hölder inequality, let us compute how does the space of these Hölder multipliers look like in the case of the Lorentz spaces and the Orlicz spaces. In the case of Orlicz spaces, the result is already known (see, e.g. [28, Theorem 10.4 p.75]), however, here we present it in the form that can be easily used later. 
(2) There exists K > 0 such that for all s, t > 0 it holds
. Note that the condition (1) is equivalent to (iii) if one takes into account the boundedness of the underlying measure space. Condition (2) corresponds to (ii), while conditions (3) and (4) correspond to (i).
A very similar lemma can also be found in [14, Theorem A.1, Lemma A.2], where the authors use very minimal assumptions to get the equivalence of inequalities. The question of optimal Hölder inequality was initially studied by Andô [2] , he proved the equivalence of (i) and (ii): in his case (i) is just with equality, and in (ii) a supremum appears, because only the optimality is considered.
Despite the possibility of recalling modified versions of the proofs of the Theorems mentioned above, we present the complete proof for the convenience of the reader in Subsection 2.4. Lemma 2.5 (Saturated Hölder inequality for Lorentz spaces). Let P, p, Q, q, R, r be numbers for which 1 ≤ P, Q, R < ∞ and 1 ≤ p, q, r and 1
holds. 
Proof of the main results.
Proof of Theorem 1.1. In order to show inequality (2), we test inequality (1) in a suitable way. Consider the function u given by
Define a dilation operator by
and set v := T s u. If (1) holds then there is a constant independent of s for which
holds. We have
Moreover, elementary calculations show
and
Therefore we conclude
where the constants of ≈ are independent of s. The Hardy-Littlewood-Polya principle yields
Now from (15) it follows that
holds with constant independent of s. The inequality (2) follows.
In the case of Lebesgue spaces the scaling argument gives us the precise relationship between the exponents introduced by Gagliardo and Nirenberg. In the case of Orlicz
we can use (10) to verify that (2) gives the following necessary condition, which can be expressed in the terms of an inequality involving the corresponding Young functions
Moreover, the analogous argument in the case of Lorentz spaces
gives us the following relationship (17) between P, R, Q.
Remark 2.7. Using the scaling argument we see that for Lorentz spaces, the equality
is necessary to hold. However there could be still a space for improvement in exponents p, q, r since these do not have any effect on the fundamental function (the reader may found such comment also at the end of the Lecture 23 in the Tartar's book [41] ). We leave open the question of possible improvements.
Theorem 2.8 (Maz'ya's point-wise estimate). Let j, k ∈ N, j < k and let u be k-times weakly differentiable function. Then
Proof. See [31, Theorem 1], which has been proved for the maximal operator over centered balls and therefore, a fortiori, holds for the uncentered cubic maximal operator.
Proof of Theorem 1.2. Use the Maz'ya's point-wise estimate followed by the Hölder factorization and the Riesz-Herz equivalence to obtain
and therefore we are allowed to replace X by L
and Y by L R,r in Theorem 1.2, so that
Applying in turn Example 2.1(iii), Lemma 2.5, Example 2.1(iii) again, and, finally, (3), we have
We now conclude dropping formally the maximal functions of the rearrangements in both terms of the right hand side of (18) 
and therefore, arguing as in the proof of Theorem 1.2, we get
and L C are smaller than 1, then, as in the previous proof, we can drop formally the maximal functions of the rearrangements and we get the inequality (5). It is clear that in such case the assumption (4), that we just showed to be sufficient for (5) , is optimal because it is also necessary (see (16) ).
We remark that the essential properties of the Orlicz spaces (with upper Boyd indices smaller than 1) used in the proof are the easy computations of the convexification and the factorisation. In principle, the same method can be used for any other class of spaces with these same features.
Proof of Lemmata.
Proof of Lemma 2.3. We shall prove (i) ⇒ (iii) ⇒ (ii) ⇒ (i) Let us start with the proof of (i) ⇒ (iii): we plug g = f = χ (0,t −1 ) , t > 0 , into the Hölder inequality f g L A f L B g L C , and we get immediately B −1 (t)C −1 (t) A −1 (t) , t > 0 . Now let us prove (iii) ⇒ (ii). Let K > 1 be such that
We use just the monotonicity to obtain st = B −1 (B(s))C −1 (C(t)) ≤ (B −1 C −1 )(max{B(s), C(t)})
(B(s) + C(t))
≤ KA −1 (B(s) + C(t)) , s, t > 0 .
Dividing by K and applying A to both sides we get (ii). 
Proof of Lemma 2.5. Consider the case p < ∞. First note that
