Abstract. We study the strengths of various notions of higher randomness: (i) strong Π 
Introduction
Randomness in the higher setting refers to the study of algorithmic randomness properties of reals from the point of view of effective descriptive set theory. Until recently, the study of algorithmic randomness has been focused on reals in the arithmetical hierarchy. The only exception was a paper by Martin-Löf [12] , in which he showed the intersection of a sequence of ∆ 1 1 -sets of reals to be Σ 1 1 (Sacks [17] introduced the notion of Π 1 1 and ∆ 1 1 -randomness in two exercises). The first systematic study of higher randomness appeared in Hjorth and Nies [9] where the notion of Π 1 1 -Martin-Löf randomness was defined and the key properties investigated. The paper also studied the stronger notion of Π Effective descriptive set theory offers a natural and different platform for the study of algorithmic randomness. Since the Gandy-Spector Theorem injects a new perspective to Π 1 1 -sets of natural numbers, viewing them as Σ 1 -definable subsets of L ω CK 1 and therefore recursively enumerable (r.e.) in the larger universe, the tools of hyperarithmetic theory are readily available for the investigation of random reals in the generalized setting. Just as arithmetical randomness has drawn new insights into the structure of Turing degrees below 0 (n) (for n < ω), the study of higher randomness properties has enhanced our understanding of hyperdegrees and Π 1 1 -sets of reals, a point which we hope results presented in this paper will convey.
We consider several basic notions of randomness (see the next section for the definitions). In [2] it was shown that Π . In [13] , Nies introduced another notion called strong Π in the literature. We prove (Theorem 3.5) that every hyperdegree greater than or equal to the hyperdegree of Kleene's O contains a real that is Π Our final result (Theorem 6.5) separates the notion of low for ∆ 1 1 -randomness from that of low for Π 1 1 -randomness. To obtain this, we prove a general theorem about hyperdegrees (Theorem 6.3) which states that any two uncountable Σ 1 1 -set of reals generate the cone of hyperdegrees with base the hyperdegree of Kleene's O. The latter has its root in a result of Martin [11] that every uncountable ∆ 1 1 -set of reals contains a member of each hyperdegrees greater than or equal to the degree of O. The paper concludes with a list of questions.
Preliminaries
We assume that the reader is familiar with hyperarithmetic theory and randomness theory. For a general reference, refer to [5] , [13] , [17] or [3] . The notations adopted are standard. Reals are denoted x, y, z, . . . A tree T is a subset of 2 <ω or ω <ω .
[T ] denotes the set of infinite paths on T . By abuse of notation, we also write x ∈ T (or x ∈ U ) if the context is clear. We use k n to express the fact that the number k is "much bigger than" n. If λ is a measure on the Cantor space 2 ω , and σ ∈ 2 <ω , denote λ(σ) to be the measure of λ on the basic open set {x | σ ≺ x}. We also let [σ] denote the set of binary strings extending σ. Definition 2.1. Given a measure λ on 2 ω , a realλ represents λ if for any σ ∈ 2 <ω and rational numbers p, q, σ, p, q ∈λ ⇔ p < λ(σ) < q.
Given a representationλ of a measure λ, one may define the notion of aλ-MartinLöf test as usual. More details can be found in [14] . Theorem 2.5 (Gandy [7] ). If A ⊆ 2 ω is a nonempty Σ 1 1 -set, then there is an x ∈ A such that ω
Let L α be the Gödel constructibility hierarchy at level α. The following is a settheoretic characterization of Π
We use ≤ h to denote hyperarithmetic reduction. A(ω CK 1 , x) is the structure for the ramified analytical hierarchy relative to x. For more details concerning the ramified analytical hierarchy, see [17] .
If T is a tree that is Π 1 (L ω CK The question was motivated by the following consideration. In the standard argument separating weak 2-randomness from ML-randomness, one exploits the fact that the rate of convergence of µ(U n ) (the measure of U n ) to 0 can be coded by the "size of the space" available to U n , where {U n } n∈ω is a test designed to exhibit an ML-random real that is not weakly 2-random. Such an approach is no longer possible in the present setting, since U n is now enumerated in ω CK 1 , instead of ω, -many stages. The following result leads to a negative solution.
Theorem 3.2.
1 If x is the leftmost path of a Σ The proof is measure-theoretic. More than separating the two notions of randomness, a measure-theoretic proof extracts useful information about the distribution of strong Π 1 1 -ML random reals in the hyperdegrees. We first give a criterion for a uniformly Π 1 1 -sequence of open sets to be a generalized Π 1 1 -Martin-Löf test. This lemma will also be applied to show Theorem 3.5.
of the sequence with two numbers k and m ≥ 1 such that for every n, U n = γ<ω CK 1Û n,γ and for every γ < ω CK 1 : (a)Û n+1,γ ⊆Û n,γ and each string inÛ n has length at least
and any real z, if z ∈Û n,<γ \Û n,γ , whereÛ n,<γ = β<γÛ n,β , then z ∈Û n,β for any β ≥ γ.
Proof. Note that by (c) the enumeration {Û n,γ } of U n is not cumulative. Assume µ( n∈ω U n ) > 0 for a contradiction. We will exhibit an infinite descending sequence of ordinals {γ n } n<ω . First of all, the assumption implies that there is a σ 0 such that
Moreover, we may assume that
By (a) and (c),
Hence there is a σ 1 σ 0 such that
We may assume that k divides |σ 1 | + m and
Repeating the argument, we obtain an infinite descending sequence γ 0 > γ 1 > · · · , which is not possible.
Proof. (of Theorem 3.2).
Let T ⊆ 2 <ω be a Σ The following facts are immediate.
(1) For any n and γ < ω CK 1 ,Û n+1,γ ⊆Û n,γ and every string inÛ n has length at least 2 n ;
and real z, if z ∈Û n,<γ \Û n,γ , then z ∈Û n,β for any β ≥ γ. Clearly {U n } n∈ω is uniformly Π (1)- (3) and setting k = m = 1 in Lemma 3.3, i {U n } n∈ω is a generalized Π 1 1 -ML-test. Obviously x ∈ n∈ω U n . We conclude that x is not strongly Π We give another application of Lemma 3.3. The theorem may be proved by combining results in [1] and [9] . We give a direct proof here.
Proof. Given a tree T , let T (T ) be the smallest subtree of T such that
• ∅ ∈ T (T ), and
If τ is the leftmost or rightmost string in V σ , then τ ∈ T (T ). Now let T ⊆ 2 <ω be a Σ The following facts are immediate.
(1) For any n and γ < ω CK 1 ,Û n+1,γ ⊆Û n,γ and every string inÛ n,γ has length at least 
is not empty. Relativizing Gandy's Basis Theorem 2.5 to x, there is a real y ∈ H(x) with ω 2 If x is Π 1 1 -random and y ≤ h x, then there is a recursive ordinal γ such that y ≤ T x ⊕ ∅ (γ) .
Proof. Suppose that x is Π and there is a formula ϕ(ẋ, n) with rank α 0 < ω
Recall that for a ranked sentence ψ, the relation "µ({z | A(ω is recursive in ∅ (β) . Then there is a recursive α 1 ≥ β such that for any natural number i and formula ψ of rank at most β, there is a formula ψ of rank at most α 1 such that {z | A(ω
, z) |= ψ} and the difference in measure between these two sets is less than 2 −i . Repeating this, we obtain a ∆ 1 -definable ω-sequence of ordinals α 0 < α 1 < · · · in L ω CK 1 whose supremum γ = i<ω α i satisfies the following two properties: for any β < γ, (i) The set
; and (ii) For any natural number i and formula ψ with rank at most β, there is a formula ψ of rank less than γ such that for some β < γ, {z | A(ω
, z) |= ψ} and the difference in measure between these two sets is less than 2 −i .
Note that by Π 1 1 -randomness, for any ranked formula ψ, if x ∈ P ψ = {z | A(ω CK 1 , z) |= ψ}, then P ψ has positive measure.
By Proposition 2.4, x is ∆ 1 1 -dominated and so there is a hyperarithmetic function f : ω → ω such that for any n ∈ O with |n| < γ and any e for which Φ Hn e computes a tree T e,n , if x ∈ [T e,n ], then x f ( e, n ) ∈ T e,n . This allows us to implement the following construction.
Recursively in x ⊕ ∅ (γ) ⊕ f , first find a ψ 0 with rank less than γ such that P 0 = {z | A(ω (γ) ⊕ f is able to decide if x ∈ P 0 . In general, for any n recursively in x ⊕ ∅ (γ) ⊕ f choose the formula ψ n+1 with rank less than γ such that P n+1 = {z | A(ω CK 1 , z) |= ψ n+1 } contains x, has positive measure, and is a closed subset of either P n ∩ {z | A(ω 
Proof. Suppose that x is Π 1 1 -random and y ≤ h x. By Lemma 4.2, there is a recursive ordinal γ and an oracle function Φ such that for every n, y(n) = Φ x⊕∅ (γ) (n). Let g < h x such that for every n, y(n) = Φ x⊕∅ (γ) g(n) (n)[g(n)]. Since x is ∆ 1 1 -dominated, there is a hyperarithmetic h such that for all n, h(n) > g(n). Hence there is a recursive ordinal α ≥ γ such that h is many-one reducible to ∅ (α) . Then it is not difficult to define an f ≤ T ∅ (α) and an oracle function Ψ such that for every n,
Proof. Suppose that x is Π 1 1 -random and y ≤ h x is not hyperarithmetic. Then there is a recursive ordinal α, a nondecreasing function f ≤ T ∅ (α) and an oracle function Ψ such that lim n→∞ f (n) = ∞ and for every n,
We use a technique which is essentially due to Demuth [4] . For any u, τ ∈ 2 <ω , let
For strings τ and u, let τ < u mean "τ is to the left of u". Define ∅ (α) -recursive functions:
One may view σ∈C(u,τ ) 2 −|σ| as a "measure" of τ , see Demuth [4] . For each n, let l n = l(y n), and r n = r(y n).
Then l n ≤ l n+1 ≤ r n+1 ≤ r n for every n.
Since y is not hyperarithmetic, it is not difficult to see that lim n→∞ r n = 0. Hence there is a unique real z = n∈ω (l n , r n ).
Obviously z ≤ T y ⊕ ∅ (α) . For any n, ∅ (α) -recursively find a string u such that z lies in the interval (l(u), r(u)) and |l(u) − r(u)| < 2 −f (n)−n−2 . Then u n = y n. So y ≤ T z ⊕ ∅ (α) . And thus z ≡ h y. We claim that z is ∆ 
Since z ∈ V n , we have y ∈V n for every n. Note that {V n } n∈ω is ∅ (β+1+α) -r.e. Let
Then {U n } n∈ω is ∅ (β+1+α) -r.e and x ∈ n∈ω U n . Note that for every n,
Then {U n+1 } n∈ω is a ∅ (β+1+α) -ML-test. So x is not a ∆ We will prove a stronger version of this result in Theorem 5.1.
On
This section is inspired by the work of Reimann and Slaman in [14] and [15] , where they investigated reals not Martin-Löf random relative to any continuous measure. They prove that N CR 1 , the collection of such reals, is countable. In fact their proof shows that for any recursive ordinal α, the collection N CR α of reals not ∅ (α) -MLrandom relative to any continuous measure is countable. Hence a natural question to ask is how far the countability property extends. We set an upper limit for this by proving Theorem 5.1.
Given a representationλ of a measure λ over 2 ω , define a real x to be Π 
We decompose the proof of Theorem 5.1 into a sequence of lemmas. Proof. The proof is essentially due to Reimann and Slaman [14] . Suppose that there is a perfect tree T ⊆ 2 <ω such that every member of [T ] is N CR Π 1
1
. Define a measure λ as follows:
Then λ is a continuous measure so that λ([T ]) = 1. Thus [T ] must contain a Π does not contain a perfect subset. Relative to any representationλ of a continuous measure λ, we may perform the same proofs as in [16] so that all the results remain valid upon replacing Lesbegue measure µ byλ. Then the set {z | ω 
Proof. Let λ be a continuous measure with representationλ. If x ≤ hλ , then x obviously is not Π In [20] , Yu gave a new proof of the following theorem. We apply the technique introduced in [20] to prove the following result. <ω × ω <ω such that for i ≤ 1, A i = {x | ∃f ∀n(x n, f n) ∈ T i }. We may assume that neither A 0 nor A 1 contains a hyperarithmetic real. Let T 2 ⊆ ω <ω be recursive so that [T 2 ] is uncountable and does not contain a hyperarithmetic infinite path. Let f O be the leftmost path in
For any i ≤ 1 and (σ, τ ) ∈ T i , define
We say that a string σ * ∈ 2 <ω is splitting over (σ, τ ) for a tree T ⊆ 2 <ω × ω <ω if σ * σ and for any j ≤ 1,
contains an infinite path. Node that σ * does not lie on T but some pair (σ * , τ ) does and we call (σ * , τ ) a splitting node on T , For each i ≤ 1, we construct a sequence (σ i,0 , τ i,0 ) ≺ (σ i,1 , τ i,1 ) ≺ · · · in T i and let x i = j σ i,j . The idea is to apply a "mutual coding" technique so that x 0 codes the witness function (in the Σ 1,s+1 . Let τ 1,s+1 ∈ ω |σ 1,s+1 | be the leftmost finite string such that the tree T 1,(σ 1,s+1 ,τ 1,s+1 ) has an infinite path. Thus we have coded τ 0,s+1 into σ 1,s+1 .
This completes the construction at stage s + 1.
Let x i = s<ω σ i,s for i ≤ 1. Obviously z ≥ h x 0 ⊕ x 1 . Now we use x 0 and x 1 to decode the coding construction. The decoding method is a finite injury method which is quite similar to that used in the new proof of Theorem 6.2. We construct a sequence of ordinals {α s } s<ω ∆ 1 -definable in L ω x 0 ⊕x 1 1 [x 0 ⊕ x 1 ] so that lim s→ω α s = ω CK 1 , and use it as a parameter to decode the reals z and f 0 , thereby concluding that x 0 ⊕ x 1 ≥ h z.
We end this paper with two problems.
It is still unknown whether strong Π 1 1 -ML-randomness coincides with Π 1 1 -randomness. To separate these two notions, one way is to investigate the Borel ranks of different notions of randomness. Obviously the collection of Π
