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The class of commutative von Neumann regular rings is charac-
terized by a generalization of the feedback cyclization property to
non-necessarily reachable systems: for any system (A, B), there ex-
ist a matrix K and a vector u such that (A, B) and the single-input
system (A + BK, Bu) have the same submodule of reachable states.
An explicit algorithm is presented to obtain K, u for a given system
(A, B).
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1. Introduction
Let R be a commutative ring with 1. Anm-input, n-dimensional system (or a system of size (n, m))
over R is a pair of matrices  = (A, B), with A ∈ Rn×n and B ∈ Rn×m. We denote by A∗B := [B|AB| · · ·
|An−1B] the reachability matrix of , whose image is the submodule of Rn denoted by Nn in [7] and〈A|B〉 in [2]. This module represents the set of all states reachable from the origin, when is regarded
as the control process with states xi ∈ Rn and inputs ui ∈ Rm: x0 = 0 and xi = Axi−1 + Bui, for i 1.
The system is called reachable if N
(A,B)
n = Rn. The well-known Heymann’s Lemma [8] says that if
the ring R is a ﬁeld, then any reachable system (A, B) over R satisﬁes the feedback cyclization property:
there exist a matrix K ∈ Rm×n and a vector u ∈ Rm such that (A + BK, Bu) is reachable. This means
that N
(A+BK,Bu)
n = N(A,B)n = Rn.

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For an arbitrary system (A, B), one may ask if the following problem is solvable:
Find K, u such that N(A+BK,Bu)n = N(A,B)n (1)
It is easy to see that if R is a ﬁeld, (1) is always solvable: just apply Heymann’s Lemma [8] to the
reachable subsystem obtained by the Kalman decomposition [12, Lemma 3.3.3].
In this paper,weprove that (1) is solvable for any system (A, B) overR if and only ifR is vonNeumann
regular. The key fact in our development is that the matrix calculations are notably simpliﬁed by the
aboundance of idempotent elements in a von Neumann regular ring R, and each idempotent e = e2
induces a direct sum decomposition R = eR ⊕ (1 − e)R.
In [11], a generalization of the feedback cyclization property is introduced, which allows to study
all systems (A, B) for which the elements of B span the whole ring. The new cyclization property
proposed in this article has the advantage of treating successfully any system over R, and the obtained
characterization involves one single and well-known class of commutative rings.
For a further reading on linear systems theory over commutative rings and Linear Algebra over
commutative rings, see [1,9].
2. Preliminaries
All rings will be commutative and with 1. A von Neumann regular ring, also called absolutely ﬂat
ring, is a ringRwithKrull dimensionzero (everyprime ideal ismaximal), andwithnononzeronilpotent
elements. The main examples of von Neumann regular rings which are interesting in systems theory
are: ﬁnite ringsZ/(dZ), where d is a squarefree integer, and rings of continuous functions C(X), where
X is a P-space [5]. See [4,6,9] for more information about this class of rings.
Lemma1 (Properties of vonNeumann regular rings).Werecall the following properties of a vonNeumann
regular ring R.
(i) For any element a ∈ R, there exists a unit u such that a2u = a; in particular, a = u−1e, with e = ua
idempotent (see [4, Lemma 10]).
(ii) Every ﬁnitely generated ideal of R is principal (R is a Bezout ring) and generated by an idempotent
(see [4,6] or [9]).
(iii) R is an elementary divisor ring, i.e. for any n × m matrix B over R there exist invertible matrices
P ∈ GLn(R) and Q ∈ GLm(R) such that PBQ is diagonal, with diagonal entries d1|d2| · · · |dr , where
r = min{n, m} (see [4, Theorem 11]).
(iv) R has Bass stable range 1: if (a, b) = R, there exists k such that a + bk is a unit of R (see [9, p. 53]).
(v) The following result from Zabavskyi [13, Proposition 6], applies, since R is a Bezout ring with stable
range 1: given a, b ∈ R, there exists k ∈ R such that a + bk = d, a generator of the ideal (a, b). Being
R von Neumann regular, the construction can be made more explicit: k = u−a
v
, for some units u, v
such that a2 = ua, b2 = vb (by (i), this is possible).
(vi) Given e = e2, one has e + (1 − e) = 1 and e(1 − e) = 0, hence R = eR ⊕ (1 − e)R. In particular,
for anyelement a inR,we canadd to it amultiple of e so that it becomes “orthogonal” to e: (a − ae)e =
a(1 − e)e = 0.
Now, for a system (A, B = [b1|B2]), with b1 ∈ Rn×1, B2 ∈ Rn×(m−1), consider the problem:
Find X, y such that N(A+B2X,b1+B2y)n = N(A,B)n (2)
This condition trivially implies (1), by putting K =
[
0
X
]
, u =
[
1
y
]
. As we will see, property (1) is
preserved by a suitable subset of feedback transformations.
Recall that two systems (A, B) and (A′, B′) of size (n, m) are feedback equivalent if there exist
invertible matrices P ∈ GLn(R), Q ∈ GLm(R) and a matrix K ∈ Rm×n such that (A′, B′) = (PAP−1 +
PBK, PBQ). Any feedback transformation is a combination of the following three types of row and
column operations: (i) (A, B) → (PAP−1, PB), corresponding to a change of basis in Rn, (ii) (A, B) →
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(A, BQ), which performs column operations on B, and (iii) (A, B) → (A + BK, B), which corresponds
to adding to each column of A a linear combination of columns of B.
Next, we study the effect of a feedback action on the reachable submodule of a system, and how
problems (1) and (2) are preserved under feedback.
Lemma2 (Effect of the feedback group). If = (A, B) and′ = (A′, B′) are feedback equivalent systems
of size (n, m) over a ring R,with (A′, B′) = (PAP−1 + PBK, PBQ), then one has:
(i) N
′
n = ϕ(Nn ), where ϕ : Rn → Rn is the isomorphism given by the invertible matrix P.Wewill use
the notation N
′
n = P · Nn .
(ii) Problem (1) is solvable for  if and only if it is solvable for ′.
(iii) If Q is of the form
[
q1 0
q2 Q3
]
, for some invertible scalar q1, then Problem (2) is solvable for  if and
only if it is solvable for ′.
Proof
(i) It is straightforward and well-known (see, for example, [7, Lemma 2.1]).
(ii) It is a trivial combination of [10, Lemma 2.3] and part (i).
(iii) Following step by step the proof of [10, Lemma 2.6] and combining with part (i), we see that if
K =
[
K1
K2
]
and ′ satisﬁes (2) via X′, y′, then  satisﬁes (2) by means of
X = K2P + Q3X′P − q2q−11 K1P − Q3y′q−11 K1P, y = q2q−11 + Q3y′q−11 . 
Next, we show how idempotent elements allow to simplify the structure of reachable submodules.
Lemma 3 (Decomposition of reachable submodules). Let  = (A, B) be a system of size (n, m) over R,
with
A =
[
a11 a12
a21 A22
]
, B =
[
d b12
0 B22
]
,
with A22 ∈ R(n−1)×(n−1), B22 ∈ R(n−1)×(m−1), and d an idempotent dividing b12 and B22. If we denote
by1 the system (A22, [a21|B22]) of size (n − 1, m), then the following decomposition holds: Nn = dR ⊕
dN
1
n−1.
Proof. By Lemma 2, Nn does not change if we add multiples of the ﬁrst column of B to the remaining
columns of B and to the columns of A, therefore one may assume that b12 = 0, and a11, a12 can be
replaced by a11 − da11 and a12 − da12, which are orthogonal to d. Operating:
N
1
n−1 = im
([
a21 B22 · · · An−222 a21 An−222 B22
])
,
Nn = im
([
(1 − d)a11 (1 − d)a12
a21 A22
]∗ [
d 0
0 B22
])
= im
([
d 0 0 0 · · · 0 0
0 B22 da21 A22B22 · · · dAn−222 a21 An−122 B22
])
.
By CayleyHamilton’s theorem, the blockA
n−1
22 B22 is a linear combination of the preceeding ones, hence
it canbe ignoredwhencomputing the imagemodule. ButB22 = dB22, sinceb is idempotent anddivides
B22, therefore it is clear that N

n = dR ⊕ dN1n−1. 
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Note that if d is a unit, one recovers the result stated in [11, Lemma 2.6], which is a generalization of
Eising’s Lemma [3]. For practical purposes, idempotent elements are as good as unitswhen simplifying
the structure of a system.
3. The main result
We are now ready to prove the main theorem of the paper.
Theorem4 (Cyclizationof reachable submodules). For a commutative ringR, the following are equivalent:
(i) R is von Neumann regular.
(ii) Problem (1) is solved foranysystem (A, B)of size (n, m)overR : there existK, u such thatN(A+BK,Bu)n =
N
(A,B)
n . With these notations, we say that (A + BK, Bu) is a cyclization of the system (A, B).
Proof. (i) ⇒ (ii) Let  = (A, B) be a system over a von Neumann regular ring R, where A ∈ Rn×n
and B ∈ Rn×m. If we put B = [b1|B2], with b1 ∈ Rn×1, B2 ∈ Rn×(m−1), what we will actually prove by
induction on n is that Problem (2) is solvable for .
If n = 1, then N1 is just the ideal I generated by the entries of B. Using the fact that R is a Bezout
ring with stable range 1, and iterating the result in [13, Proposition 6], it is easy to ﬁnd a vector q such
that b1 + B2q = d1, a generator of I, and the system (A, b1 + B2q) satisﬁes (2) with X = 0, y = q.
Suppose n > 1. Since R is an elementary divisor ring, there exist invertible matrices P1, Q1 such
that P1BQ1 is diagonal, with ﬁrst entry d dividing all the remaining elements of P1BQ1 (and hence all
of B). If we denote the ﬁrst row of Q
−1
1 by [q11 q12], it is clearly a unimodular row, and the ﬁrst row of
P1B is [dq11 dq12], with content dR. As in the case n = 1, there exists q such that dq11 + dq12q = d1,
a generator of dR. Now, deﬁning Q =
[
1 0
q I
]
, it follows that P1BQ =
[
d1 ∗∗ ∗
]
, with d1 dividing all
∗’s. After leftmultiplication by a suitablematrix P2 =
[
1 0
∗ I
]
weobtain P2P1BQ =
[
d1 b12
0 B22
]
.Now,
deﬁne P = P2P1. Being R von Neumann regular, d1 is the product of a unit with an idempotent, which
means that after multiplying P by a unit, one may assume that d1 itself is idempotent. At this point,
consider the system
′ : (A′ = PAP−1, B′ = PBQ),where
A′ =
[
a11 a12
a21 A22
]
, B′ =
[
d1 b12
0 B22
]
= [b′1|B′2],
withA22 ∈ R(n−1)×(n−1), B22 ∈ R(n−1)×(m−1) and the remainingblocks of appropriate sizes. According
to these partitions, we have
A′ = PAP−1, b′1 = P(b1 + B2q), B′2 = PB2.
We are in the situation of Lemma 3, so we have
N
′
n = d1R ⊕ d1N1n−1 (3)
where1 is the system of size (n − 1, m) given by (A22, [a21|B22]). By the induction hypothesis, there
exists matrices X1, y1 such that
N
(A22+B22X1 ,a21+B22y1)
n−1 = N1n−1 (4)
Now, if we deﬁne X′ = [y1 X1] and consider the system ′′ = (A′′, B′′) = (A′ + B′2X′, b′1), then
calculating one has:
A′′ =
[ ∗ ∗
a21 + B22y1 A22 + B22X1
]
, B′′ =
[
d1
0
]
.
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Again, by Lemma 3 we have
N
′′
n = d1R ⊕ d1N(A22+B22X1 ,a21+B22y1)n−1 (5)
Combining (3), (4) and (5), it follows thatN
′′
n = N′n , whichmeans that′ satisﬁes Problem (2) by
means of X′ = [y1 X1] and y′ = 0. Since the equivalence ∼ ′ has the structure required in Lemma
2(iii) (q1 = 1, q2 = q, Q3 = I, K1 = 0, K2 = 0),we conclude that satisﬁes (2) via X = X′P and y = q.
(ii) ⇒ (i). The proof will consist of three steps.
• Claim 1: Every element of R is either a unit or a zero-divisor.
Let b be a nonzero-divisor of R, and consider the system  = (A, B) given by:
A =
[
0 0
0 0
]
, B =
[
b 0
0 b
]
.
Then, N2 is the submodule of R spanned by the columns of B, which is simply bR
2. By (ii), there
exist K, u such that N
(A+BK,Bu)
2 = bR2, that is, the vectors Bu and (BK)Bu span bR2. But Bu = bu,
and BK = bK , whichmeans that the vectors {bu, b2Ku} generate bR2. Since b is not a zero-divisor,
{u, bKu} must generate R2, but then the 2 × 2 matrix
[u|bKu] =
[∗ b∗
∗ b∗
]
has determinant multiple of b and deﬁnes a surjective map R2 → R2, fromwhich it follows that
bmust be a unit of R.
• Claim 2: R contains no nonzero nilpotents.
Suppose that there exists a nilpotent element a /= 0, and take n 2 minimal with the property
that an = 0. Then, there exists a nonzero element b which is a power of a and b2 = 0: if n is
even, take b = a n2 , otherwise b = a n+12 . Consider a system (A, B) of the same form as in Claim
1. As before, there exist K, u such that the vectors {bu, b2Ku}span bR2. But b2 = 0, which means
that one single vector bu generates bR2. This is only possible for b = 0, which is a contradiction.
• Claim 3: R has Krull dimension zero.
Let p be a prime ideal of R, and consider the canonical projection π : R → R/p. Let (A, B) be any
system of size (n, m) over the ring R/p, and choose matrices (A, B) over R such that π(A) = A and
π(B) = B. Since for any ionehasπ(AiB) = AiB, it is clear thatπ(N(A,B)n ) = N(A,B)n .By (ii), there existK, u
such that N
(A+BK,Bu)
n = N(A,B)n . Taking images modulo pwe obtain N(A+Bπ(K),Bπ(u))n = N(A,B)n , therefore
the quotient ring R/p also satisﬁes the property (ii). Applying Claim 1, we see that R/p has only units
and zero-divisors, but R/p is an integral domain, so it must be a ﬁeld, hence the ideal p is maximal,
proving Claim 3.
But clearly, Claims 2 and 3 imply that R is von Neumann regular. The proof is complete. 
Remark 5. With the notation of [2], a ring R is von Neumann regular iff “every controllability sub-
module for (A, B) is feedback (A, B)-cyclic”. The sufﬁciency is clear, since 〈A|B〉 is itself a controllability
submodule, and (ii) ⇒ (i) applies. Conversely, consider the submodule M = 〈A + BF|BG〉, for some
matricesF, G. By (i)⇒ (ii), thereexist amatrixK1 andavectoru1 such that 〈A + BF + BGK1|BGu1〉 = M.
Therefore, we have found K = F + GK1 and u = Gu1 such that 〈A + BK|Bu〉 = M, i.e. M is feedback
(A, B)-cyclic.
Remark 6. Note that the condition of Theorem 4(ii) is strictly stronger than the recently introduced
strong FC property: in [11, Proposition 3.4] it is proved that von Neumann regular rings are strong
FC rings, and that the converse is not true. Also, note that the property (ii) is closed under taking
homomorphic images, arbitrary products and rings of fractions, because the same holds for von
Neumann regular rings [6, p. 6]. Finally, we point out that Theorem 4 can be very useful if applied
1192 A. Sa´ez-Schwedt / Linear Algebra and its Applications 433 (2010) 1187–1193
to the case when R = C(X) is the ring of continuous functions on a topological space X , because of the
following result [5, p. 63]: R is von Neumann regular iff X is a P-space.
4. Implementation
The fact that the proof of (i) ⇒ (ii) in Theorem 4 is constructive gives rise to an explicit algorithm,
provided Smith normal forms are effectively computable over the ring R. The algorithm will output
the matrix X and the vector y used in the inductive proof of Theorem 4.
Algorithm 7 (Cyclization).
INPUT: matrices A ∈ Rn×n, B = [b1|B2] ∈ Rn×m,
OUTPUT: matrices X˜, y˜which yield a cyclization for (A, B) as in Theorem 4.
1. Find P1, Q1 such that P1BQ1 is diagonal with ﬁrst entry d1.
2. Extract [b11 b12] := ﬁrst row of P1B and ﬁnd q such that b11 + b12q = d generates d1R. This
is the only nontrivial step (see Lemma 1(v) for a solution). If necessary, multiply P1 or Q1 by
a unit to obtain d1 idempotent.
3. If n = 1, return with output (X˜ = 0, y˜ = q). If not, proceed with STEPS 4 …8.
4. Deﬁne Q :=
[
1 0
q I
]
and extract block b21 from P1BQ =
[
d ∗
b21 ∗
]
5. Deﬁne P2 :=
[
1 0
−b21 I
]
and P := P2P1.
6. Extract blocks A22, a21, B22 from A
′ = PAP−1 and B′ = PBQ , where:
A′ =
[ ∗ ∗
a21 A22
]
, B′ =
[
d ∗
0 B22
]
7. Recursive call with input (A22, [a21|B22]) and output (X1, y1).
8. Deﬁne X′ = [y1|X1] and return with output (X˜ = X′P, y˜ = q).
We ﬁnish with a numerical example.
Example 8. We have used the PARI-GP calculator to implement Algorithm 7 for systems over von
Neumannregular ringsR = Z/(dZ),whered is a squarefree integer.Here it is shownhowthealgorithm
works on a randomly generated example with d = 30:
A =
⎡⎢⎢⎢⎢⎢⎢⎣
1 20 2 28 11 27
0 27 21 12 4 9
21 1 19 5 13 25
24 22 24 16 5 19
29 23 27 26 20 7
1 8 22 9 25 18
⎤⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎢⎣
3 6 23 0
2 16 14 5
15 29 26 20
1 28 24 19
5 22 26 20
22 8 5 3
⎤⎥⎥⎥⎥⎥⎥⎦ .
Applying standard Hermite normal form yields the following basis for N
(A,B)
n :⎡⎢⎢⎢⎢⎢⎢⎣
13 1 1 2 7 12
0 7 5 2 3 4
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ (6)
Running Algorithm 7, we obtain:
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K =
⎡⎢⎢⎣
0 0 0 0 0 0
25 20 20 25 20 10
20 20 20 10 20 10
0 0 0 0 0 0
⎤⎥⎥⎦ , u =
⎡⎢⎢⎣
1
10
20
0
⎤⎥⎥⎦ ,
and a basis for N
(A+BK,Bu)
n is given by:⎡⎢⎢⎢⎢⎢⎢⎣
13 27 1 2 20 12
0 7 5 2 3 4
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ (7)
It is easy to check that the columns of (6) and (7) span the same submodule of (Z/(30Z))6.
5. Conclusion
With ourmain result, we have been able to establish an equivalence between thewell-known class
of commutative von Neumann regular rings, and a system’s property, which states the possibility of
recovering the whole reachable submodule of an arbitrary system (A, B) by means of a single-input
system of the form (A + BK, Bu). In the context of control theory, this property is of great impor-
tance because it reduces to the single-input case some problems like pole assignability or coefﬁcient
assignability.
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