In this work we compare accuracy of LS, IDS and HU methods in systematic, extensive Monte-Carlo simulations using four realistic leveling networks and popular models of gross errors that are mixtures of two or more normal distributions.
Linear model for geodetic networks
To find heights or displacements of points we will use the linear model:
where Ã is a p n  design matrix, x is a vector of p parameters, ε is a vector of n random errors in measurements and ỹ is a vector of n observations. We assume
, where P is a diagonal matrix of weights. The observations are height differences between benchmarks, which constitute the end points of leveling sections. Usually they are assigned weights inversely proportional to the number of stations:
, where i n -number of stations for i-th leveling section.
After multiplying both sides of the equation (1) by 2 / 1 P , we obtain the homoscedastic linear model
where 
Estimators of the vector x
In our experiments we compare accuracy of the three following estimators of the vector x :
1. LS x -the classical least squares estimator (LS) ,
IDS x
-Pope's version of the iterative data snooping estimator (IDS) with unknown 0  , that is LS in which the largest standardized residual is repeatedly removed from the dataset if it is greater than a critical value equals 2.5 as in Kwaśniak (2011) , and 3. HU x -the Huber estimator (HU) that is the well-known M-estimator, which minimize a spline of quadratic and linear functions in a knot equals 1.345 with a scale factor estimated by the Median Absolute Deviation. For details see Knight and Wang (2009) . These values are also default in the free statistical software R, which we used in simulations (R Core Team 2013).
As an error of estimation we compute in the k-th simulation, similarly as in Kwaśniak (2011) , average 2 L distance:
where
The result of the simulation for the method MET is given by the vector
Gross errors distributions
denote a density of normal distribution with mean  and standard deviation  . We consider three classical models of contamination of the typical measurement error defined by
. All these models are given by mixtures of normal densities. In the first model we assume that the measurement error comes from t Student distribution with density )
denotes degrees of freedom. Such model has been recently analysed in Koch and Kargoll (2013) . Moreover, we consider the following models:
. The model 1 f is popular in robust statistics (Huber and Ronchetti 2009 ), while the model 2 f is a modification of the gross error model described in Hekimoglu and Erenoglu (2007) . Figure 1 shows graphs of densities used in simulations on the positive half-line, because they are symmetric functions. Fig. 1 (right) is an enlarged image of tails of densities. Table 1 shows the probabilities of gross errors in the relevant range of values given in the top row of the table. The last column provides the standard deviations of distributions.
Tested leveling networks
We compared accuracy of estimators LS, IDS and HU in the four leveling networks analysed in our department. Parameters of the networks such as structure of design matrices, inverse weights and observations are shown in the Appendix 1. Below we present short summaries and diagrams.
Sieć 1 (Prószyński and Kwaśniak 2002, p. 96 ) is a small network in which observations have high, internal reliability indices. In particular, the network consists of 10 points and 21 observations. Internal reliability indices for individual observations are within the range of 0.66  0.83. We modified original weights of observations for consistency with the graph of Siec 1 shown in Figure 2a . Table 2 contains parameters of the tested network: the number of observations n , the number of benchmarks p , the mean error of the typical measurement (given in mm) and quartiles of internal network reliability indices. 
Monte Carlo simulation
For each network A , using original observations y and inverse weights given in the Appendix, we computed a solution x by LS and considered it in simulations as true. Indeed, these LS estimators were found to be correct by surveyors and customers, thus we can accept pairs ) , ( x A as realistic models. We also used original a priori average error of observation 0
and given measurement error density f the following Monte Carlo simulation was repeated. Let us observe that the distribution  despite the largest  (see. Table. 1) at least differentiates error of estimators. For small networks the mean value of the estimation error is less while using the estimators IDS or HU than LS. This is not observed in the case of large networks. For small networks and the gross error distributions 1 f or  , the estimaton error of the robust methods is less dispersed around the mean then the error of LS. For distribution 2 f better results are obtained using HU than IDS. For large networks, there are no significant differences between the error of LS and the error of the robust methods.
Comparison of estimators

Conclusions
 Small networks are strong -their median internal reliability indices are about 0.7. Large networks are weaker with median internal reliability indices about 0.4.  For small networks the estimaton error of the robust methods is less than the error of LS, which confirms results in the literature. Moreover the Huber method has a smaller interquartile range than the iterative data snooping method.  For large networks, there are no significant differences between the errors of LS, IDS and HU despite the fact that in considered error distributions outliers' probabilities are many times greater than for the normal distribution.  Although the large networks are not strong, the average estimation error is comparable to the average error of the typical observations, so is acceptably small. 
