Abstract: After a brief review of previous frequentist and Bayesian approaches to multiple change-points, we describe a Bayesian model for multiple parameter changes in a multiparameter exponential family. This model has attractive statistical and computational properties and yields explicit recursive formulas for the Bayes estimates of the piecewise constant parameters. Efficient estimators of the hyperparameters of the Bayesian model for the parameter jumps can be used in conjunction, yielding empirical Bayes estimates. The empirical Bayes approach is also applied to solve long-standing frequentist problems such as significance testing of the null hypothesis of no change-points versus multiple change-point alternatives, and inference on the number and locations of change-points that partition the unknown parameter sequence into segments of equal values. Simulation studies of its performance and an illustrative application to the British coal mine data are also given.
INTRODUCTION
We consider herein multiple change-point problems in a multiparameter exponential family of density functions f θ (x) = exp{θ x − ψ(θ)} with respect to some measure ν on d . Let y 1 , y 2 , . . . , y n be independent d × 1 vectors such that y i has density function f θ i (y), in which the θ i are unknown parameters that are piecewise constant. There is an extensive literature on the case in which the θ i can undergo at most one change, for which the frequentist approach dates back to the seminal works of Quandt (1958 Quandt ( , 1960 and Hinkley (1970) while the Bayesian approach dates back to Shiryaev (1963) . Carlin, Gelfand and Smith (1992) review subsequent developments and propose a hierarchical Bayesian model and an associated Gibbs sampler.
Extension to the multiple change-point setting has been hampered by the computational complexity of the problem. Several tractable models and computational methods have been developed in the literature to address these computational issues and the closely related issue of determining the number of change-points. For the frequentist approach, Bai (1997a,b) , Bai and Perron (1998, 2003) and Qu and Perron (2007) consider regression models with multiple change-points, using dynamic programming to compute the least squares estimates of the piecewise constant regression parameters when it is assumed that they have k(≥ 2) change-points. An alternative approach that is computationally more convenient, especially when k is not small, is the binary segmentation procedure of Sen and Srivastava (1975) and its recent refinement by Olshen et al. (2004) . The choice of k for this approach is carried out by a model selection criterion, dating back to Yao (1988) who simply applied Schwarz's Bayesian Information Criterion (BIC). However, for change-point problems, the likelihood functions do not satisfy the regularity conditions that are needed to derive the BIC. Birgé and Massart (2001) , Broman and Speed (2002) and Lavielle (2005) have used penalized likelihood methods that involve a shrinkage-type parameter to be chosen by the user, e.g., by cross validation. Siegmund (2004) and Zhang and Siegmund (2007) propose modifications of the BIC for change-point problems; these modifications are discussed further in Section 4. Davis, Lee and Rodriguez-Yam (2006) use the minimum description length principle to choose p and the number and locations of change-points in their piecewise autoregressive AR(p) models.
The Bayesian approach to multiple change-points dates back to the seminal paper of Chernoff and Zacks (1964) . Section 2 reviews and generalizes their method and its subsequent modifications and extensions by Yao (1984) and Lai, Liu and Xing (2005) . McCulloch and Tsay (1993) extended the Chernoff-Zacks model of normal mean shift to Gaussian autoregressive models with possible changes in level and error variance, and used the Gibbs sampler to approximate the posterior distribution of the time-varying parameters. Barry and Hartigan (1992, 1993) proposed to use a product partition model as the prior distribution for the sequence of the piecewise constant parameters and used the Gibbs sampler to approximate the posterior means of the parameters. Subsequent developments of the Bayesian approach make use of reversible jump Markov chain Monte Carlo (MCMC) introduced by Green (1995) , or Gibbs sampling used in conjunction with Metropolis-Hastings steps, as in Albert and Chib (1993) , Chib (1998) , Liu and Lawrence (1999) , Wang and Zivot (2000) , Chib, Nardari and Shephard (2002) . In particular, the reversible jump MCMC extends the Metropolis-Hastings method to include jumps between parameter spaces of different dimensions. All these methods assume conjugate priors for the prior distribution of parameters and provide simulation-based inference via MCMC algorithms.
Section 2 introduces a Bayesian model for multiple change-points in a multiparameter exponential family. It provides explicit recursive formulas for the Bayes estimates of the piecewise constant parameters and also describes how the hyperparameters of the Bayesian model can be estimated. Section 3 reports simulation studies of the performance, from both frequentist and Bayesian viewpoints, of these estimates of the piecewise constant parameter vectors in a multinomial distribution. In Section 4 we show that the Bayesian model can also be used to develop procedures with attractive statistical and computational properties for frequentist problems such as segmentation and significance testing of the null hypothesis of no change-points versus multiple change-point alternatives. To illustrate the proposed methodology, Section 5 applies it to the time series of annual numbers of coal-mine disasters between 1851 and 1962, which has been analyzed by different methods in the change-point literature. Some concluding remarks are given in Section 6.
A BAYESIAN MODEL FOR MULTIPLE CHANGE-POINTS IN EXPONENTIAL FAMILIES
Consider a multiparameter exponential family of densities
with respect to some measure ν on d , and the prior density π (with respect to Lebesgue measure) on Θ := {θ : e θ y dν(y) < ∞} given by
where 1/c(a 0 , µ 0 ) = Θ exp a 0 µ 0 θ − a 0 ψ(θ) dθ and µ 0 ∈ (∇ψ)(Θ), in which ∇ denotes the gradient vector of partial derivatives. The posterior density of θ given the observations
see Diaconis and Ylvisaker (1979, p.274) . Moreover,
Suppose that instead of being time-invariant, the parameter vector θ t may undergo occasional changes such that for t > 1, the indicator variables
are independent Bernoulli random variables with P (I t = 1) = p. When there is a parameter change at time t (i.e., I t = 1), the changed parameter θ t is assumed to be sampled from π. The simplicity of the conjugate family (2)-(3) plays an important role in the explicit formulas for the sequential (filtering) estimates E(µ t |Y t ) and for the fixed-sample (smoothing) estimates E(µ t |Y n ), where µ t = ∇ψ(θ t ) and Y t denotes (y 1 , . . . , y t ). We also use Y i,j to denote (y i , . . . , y j ) for i ≤ j.
Recursions for the filter θ t |Y t
An important ingredient in the development of these explicit formulas is the most recent change-time K t up to t, i.e., K t = max{s ≤ t : I s = 1}. Denoting conditional densities by
where
whereȲ i,j = (a 0 µ 0 + j k=i y k ) (a 0 + j − i + 1) for j ≥ i. Combining (6) and (7) yields
We next provide a recursive formula for p it by noting that t i=1 p it = 1 and
Combining f (y t |Y i,t−1 , K t = i) = f θt (y t )f (θ t |Y i,t , K t = i)dθ t with (1), (4) and (6) yields
where π 0,0 = c(a 0 , µ 0 ) and π i,j = c(a 0 + j − i + 1,Ȳ i,j ). Yao (1984) and Lai, Liu and Xing (2005) , we derive the posterior distribution of θ t |Y n by using Bayes' theorem to combine the forward filter θ t |Y t and the backward filter θ t |Y t+1,n . The backward filter is obtained by reversing time, noting that I t = 1 {θt =θ t+1 } are still independent Bernoulli. Using the time-reversed counterpart K t = min{s > t : I s = 1} of K t , the backward filter can be expressed as
Explicit formulas for
where q jt ∝ q * jt , n j=t q jt = 1 and
By Bayes' theorem,
Combining (11) with (8), and noting that
we obtain from (13) that
where β ijt = β * ijt P t , P t = p + 1≤i≤t<j≤n β * ijt , and
From (15), it follows that
Estimation of hyperparameters for empirical Bayes approach
The Bayes estimates E(µ t |Y t ) and E(µ t |Y n ) involve the hyperparameters p, a 0 and µ 0 , which are replaced by their estimates in the empirical Bayes approach. From the definition (9) of p * it , it follows that the likelihood function of p, a 0 and µ 0 is
in which p * it is a function of p, a 0 and µ 0 given by (10). Since the y t are exchangeable random vectors with mean µ 0 in the Bayesian model, we can estimate µ 0 by the sample mean µ = n −1 n t=1 y t . The hyperparameter a 0 is used to weight the sample mean µ with the sample data between change-points in (8); we recommend the choice a 0 = 1, which can be interpreted as having an additional observation at µ at a change-time when there is little information on the changed parameter. The important hyperparameter in the change-point model is the relative frequency p of change-points. Putting the above simple choice of the hyperparameters a 0 and µ 0 in (17), we can estimate p by maximizing the log-likelihood
, which can be conveniently computed by grid search. For reasons that will be explained at the end of Section 4.2, the grid which we use to search for p has the form {2 j /n : j 0 ≤ j ≤ j 1 }, where j 0 < 0 < j 1 are integers.
SIMULATION STUDIES
This section presents two simulation studies of the empirical Bayes estimates of the piecewise constant parameter vectors in a multinomial distribution M (p 1 , p 2 , p 3 , p 4 ), which corresponds to a 3-parameter exponential family with mean vector (p 1 , p 2 , p 3 ) and p 4 = 1 − (p 1 + p 2 + p 3 ). We choose the prior Dirichlet(1, 1, 1, 1) distribution in the Bayesian change-point model of Section 2. The first simulation study covers seven scenarios, only two of which are generated from the assumed Bayesian model, to evaluate the robustness of the empirical Bayes estimates. From each scenario, 500 samples of size n = 1000 are generated to evaluate the performance of p t . In all scenarios, the hyperparameters (p 1 , p 2 , p 3 , p 4 ) are estimated by the methods of moments. We also use p = 0.001 for the first four and the seventh scenarios, p = 0.002 and 0.02 for the fifth and sixth scenarios, respectively. Scenario 3. There are two change-points that are independent and uniformly distributed in {1, . . . , 1000}, and p t ∼ Dirichlet(1, 1, 1, 1) at each change-point t.
Scenario 4. There are four change-points that are independent and uniformly distributed in {1, . . . , 1000}, and p t ∼ Dirichlet(1, 1, 1, 1) at each change-point t.
Scenario 5. Take p = 0.002 in the Bayesian change-point model. We use the Kullback-Leibler (KL) divergence and the root mean squared error (RMSE) to assess the estimation error of the empirical Bayes estimate p t of p t , where
We also compare p t with the "oracle" estimate p * t that assumes the change-points to be known and estimates the p t in each known segment by maximum likelihood in scenarios 1, 2 and 7 and by the posterior mean in the other scenarios. Table 1 gives the Monte Carlo estimates of n −1 n t=1 KL(p t , p t ) and n −1 n t=1 RMSE(p t , p t ) and their standard errors (in parentheses) for each of the seven scenarios (denoted by Scen1, . . . , Scen4, p = 0.002, p = 0.02 and NoCP, respectively); each result is based on 500 simulations. The results show that the Bayesian change-point model gives estimates of the true signals that are sometimes even better than (because of the use of empirical Bayes rather than maximum likelihood estimation) and not much inferior to the oracle estimates. Table 1 also includes results for the BCMIX estimates that will be introduced in Section 4.2, showing that BCMIX is nearly Bayes in the Bayesian scenarios and may even be slightly better than Bayes in the frequentist scenarios.
INSERT TABLE 1 ABOUT HERE
The second simulation study uses 500 simulated samples of size n = 1000 under Scenario 1 to investigate the sensitivity of the Bayes estimates to different choices of the hyperparameter p, with the other hyperparmeters estimated by the method of moments. Table 2 shows that as p changes from 0.00025 to 0.032 in the grid {2 j /1000; −2 ≤ j ≤ 5}, the KL divergence and the RMSE between true parameter p t and its empirical Bayes estimate p t change little.
INSERT TABLE 2 ABOUT HERE

APPLICATIONS TO SEGMENTATION AND A BOOTSTRAP TEST
As noted in the second paragraph of Section 1, the frequentist approach to multiple change-point problems involves minimizing the sum of squared residuals or maximizing the log-likelihood over the locations of the change-points and the piecewise constant parameters when it is assumed that there are k change-points. This optimization problem can be solved by dynamic programming and constitutes only the inner loop of an algorithm whose outer loop is another minimization, over k, of a model selection criterion to determine k. Besides the computational complexity, there are additional complications in the frequentist approach to inference on change-points because the usual χ 2 -approximations and other asymptotic properties of generalized likelihood ratio statistics or residual sum of squares no longer hold.
The relative simplicity of the posterior distribution of θ t given Y n in our Bayesian model opens up new possibilities in resolving some long-standing difficulties in the frequentist problems of testing for change-points and determining the segmentation. In this section we use an appropriately chosen hyperparameter p in our Bayesian model to tackle these frequentist problems. Note that the frequentist approach typically assumes that k is small relative to n and that adjacent change-points are sufficiently far apart so that the segments are identifiable except for relatively small neighborhoods of the change-points; see e.g. Bai and Perron (1998) . Motivated by this assumption, we restrict p to an interval [c 1 /n, c 2 /n] in our Bayesian approach so that the arrival of change-points is approximately Poisson.
A bootstrap test for no change-points
To begin with, consider the simpler problem in which the y t are i.i.d. with common density function f θ . There is a one-to-one correspondence between θ and µ = ∇ψ(θ), whose inverse function will be denoted by θ(µ), i.e., ∇ψ(θ(µ)) = µ. The maximum likelihood estimate of θ is θ( µ), where µ = n −1 n t=1 y t as in Section 2.3. The classical generalized likelihood ratio (GLR) test of θ ∈ Θ 0 rejects this null hypothesis if the GLR statistic
exceeds c, where the threshold c can be determined from the prescribed type I error probability by using the χ 2 -approximation, with d − dim(Θ 0 ) degrees of freedom, of the null distribution of 2Λ n .
We next consider the more general setting in which y t has parameter θ t , and the null hypothesis assumes the θ t to be time-invariant, i.e., H 0 : θ 1 = · · · = θ n . In the univariate case y t ∼ N (θ t , 1), James, James and Siegmund (1987) have studied the GLR test of H 0 versus the single change-point alternative
, with m 0 ≥ 1 and m 1 < n but the actual value of m unknown. The GLR statistic involves max m 0 ≤m≤m 1 and its null distribution no longer has the χ 2 -approximation.
By developing a new approximation to the null distribution of the GLR statistic under certain assumptions on m 0 and m 1 , they have implemented the test and compared its performance to a score test proposed by Pettitt (1980) and another test proposed by Brown, Durbin and Evans (1975) based on recursive residuals. Bai and Perron (1998) have considered the GLR test of H 0 versus the alternative that assumes k change-points at unknown locations
k . Computation of the GLR statistic in this case, denoted by GLR(k), involves dynamic programming, details of which are given by Bai and Perron (2003) who have also extended the GLR statistic to max 1≤k≤K GLR(k) for the more general alternative in which the number k of change-points is unknown but bounded above by K.
The computational complexity of the preceding GLR tests, even in the simple univariate N (θ t , 1) case, is due to the complexity of the GLR statistics and the determination of the critical values since standard χ 2 approximations are no longer applicable. We propose to use the Bayesian change-point model of Section 2 to provide a Bayesian counterpart of the GLR statistic for general multiple change-point alternatives. Note that the counterpart of the second term on the right hand side of (18) for the null hypothesis H 0 :
Hence the Bayesian change-point model in
Section 2 suggests the statistic
for testing H 0 , where
, with p * it given by (10) that involves p, a 0 and µ 0 . Instead of maximizing n t=1 l t (p; a 0 , µ) over 0 < p < 1 in (19), we maximize it over a grid of the form {2 j /n : j 0 ≤ j ≤ j 1 } as in Section 2.3, where j 0 < 0 < j 1 are integers. An important advantage of this test statistic over the GLR statistics is its computational simplicity. The high-dimensional parameter space {(θ 1 , . . . , θ n ) : t → θ t is piecewise constant} suggests that some regularization is needed in maximizing the likelihood, and putting a constraint K on the number of change-points as in Bai and Perron (1998) can be regarded as regularization. Our Bayesian model "regularizes" by putting a stochastic structure, involving the parameter p, on the sequence (θ 1 , . . . , θ n ).
Although the null hypothesis H 0 is composite, it only involves the common value θ of θ 1 , . . . , θ n , whose maximum likelihood estimate is θ( µ). Therefore we can use parametric bootstrap to test H 0 . Specifically, generate B bootstrap samples of independent random
, and compute from each bootstrap sample the test statistic L * n,b , b = 1, . . . , B. Letting α = B −1 B b=1 I {L * n,b ≥Ln} , the bootstrap test rejects H 0 if α ≤ α. Note that α can be regarded as the p-value of the bootstrap test. In Appendix A.1 we prove the following result on the type I error of the test. Table 3 which considers the type I error of the tests at θ 1 = θ 2 = · · · = θ 80 = 0, and their power at three parameter configurations, two with two change-points and the other has only one change-point. Each result in Table 3 is based on 1000 simulations and the standard errors are given in parentheses. The bootstrap test has high power (0.82 and above) at all three alternatives, whereas JJS, P and BDE have low power (0.171, 0.205, 0.530) at the last alternative.
INSERT TABLE 3 ABOUT HERE
BCMIX smoothers
A bounded complexity mixture (BCMIX) approximation, having M (p) components and keeping the most recent m(p) weights p j,n (with n − m(p) < j ≤ n and m(p) < M (p)), of the posterior density (8) can be obtained as follows. Let K t−1 (p) be the set of indices i for which p i,t−1 is kept at stage t − 1; thus, K t−1 (p) ⊃ {t − 1, , · · · , t − m(p)}. At stage t, define p * i,t as in (10) for i ∈ {t} ∪ K t−1 (p) and let i t be the index not belonging to {t, · · · , t − m(p) + 1} such that p * it,t = min{p * j,t : j ∈ K t−1 (p) and j ≤ t − m(p)}, choosing i t to be the minimizer farthest from t if the above set has two or more minimizers.
Similarly, to obtain a BCMIX approximation to the backward filter θ t |Y t+1,n , let
denote the set of indices j for which q j,t+1 in (11) is kept at stage t + 1; thus, K t+1 (p) ⊃ {t + 1, , · · · , t + m}. At stage t, define q * j,t as in (12) for j ∈ {t} ∪ K t+1 (p) and let j t be the index not belonging to {t, · · · , t + m(p) − 1} such that q * jt,t = min{q * j,t : j ∈ K t+1 (p) and j ≥ t + m(p)}, choosing j t to be the minimizer farthest from t if the above set has two or more minimizers.
Define K t (p) = {t}∪( K t (p)−{j t }) and let q j,t = q * j,t j∈ e Kt(p) q * j,t , j ∈ K t (p), which yields a BCMIX approximation to the backward filter θ t |Y t+1,n .
The BCMIX approximation to the smoother can be obtained by combining the forward and backward BCMIX filters via Bayes' theorem:
in which
β * ijt , and β * ijt given by (15) for i ∈ K t (p) and j ∈ K t+1 (p). The BCMIX approximation to E(µ t |Y n ) is therefore
The following theorem, whose proof is given in Appendix A.2, assumes conditions similar to those of Yao (1988) for piecewise constant normal means:
(C1) The true change-points occur at t
(C2) There exists δ > 0, which does not depend on n, such that min 1≤i≤k ||µ t
Theorem 2. Assume (C1), (C2) and that m(p) ∼ | log p| 1+ and 1
as p → 0, for some > 0. Then
As noted in Section 2.3, the hyperparameter µ 0 can be estimated by the sample mean and the important hyperparameter p can be estimated by maximum likelihood. We can use the BCMIX approximation to the forward filter to replace
it by i∈Kt(p) p * it in the likelihood function (17) and thereby estimate p by maximizing the approximate likelihood function over a grid {2 j /n : j 0 ≤ j ≤ j 1 }. Putting this estimated p in µ t (p) in (21) yields the empirical Bayes estimator µ t , which by Theorem 2 also satisfies the consistency property max 1≤t≤n : min 1≤i≤k |t−t
The reason why we choose a grid of the form {2 j /n : j 0 ≤ j ≤ j 1 } instead of {j/n : j 0 ≤ j ≤ j 1 }, say, is that as p → 0, the behavior of µ t|n (ap) − µ t is asymptotically equivalent to that of µ t|n (p) − µ t for any given a > 1, as can be shown by an argument similar to that used to prove Theorem 2 in Appendix A.2.
A new approach to choosing the number of segments
The second paragraph of Section 1 has reviewed frequentist methods in the literature for determining the number of change-points. These methods involve the log-likelihood statistic (under the assumption of k change-points)
in which t 0 = 1 and t k+1 − 1 = n, together with a penalized likelihood criterion that subtracts some penalty term from l n (k). For example, the BIC penalty term is 1 2 (k + 1)d log n, which is used by Yao (1988) Zhang and Siegmund (2007) propose to approximate l n (k) by using the circular binary segmentation procedure of Olshen et al. (2004) to determine t 1 , . . . t k in (23).
Let µ t be a BCMIX approximation of E(µ t |Y n ) and let
where b(p) is a "bandwidth" whose choice will be given later. Instead of using dynamic programming to determine the k change-points by maximizing the likelihood function (23) in a model with k + 1 segments, we estimate the k change-points sequentially by making use of {∆ t : b(p) < t < n − b(p)}. Let t 1 be the maximizer of ∆ t over b(p) < t < n − b(p). After t 1 , . . . , t j−1 have been defined, we can define t j as the maximizer of ∆ t over t that lies outside the b(p)-neighborhoods of t i for 1 ≤ i ≤ j − 1, i.e.,
Note that the estimates t j of the locations of the change-points in (25) do not depend on k. Under the model of k change-points, we can take t 1 , . . . , t k and order them as t (1),k < · · · < t (k),k to provide estimates of the k change-points. We can then estimate the common
by the maximum likelihood estimator θ (j) over the estimated segment [ t (j−1),k , t (j),k − 1], 1 ≤ j ≤ k + 1, where t (0),k = 1 and t (k+1),k − 1 = n. This yields the following approximation to (23):
With an upper bound K on the number k of change-points in (C1), we propose to estimate k by
where C n is the common penalty for each segment and satisfies C n → ∞ and C n /n → 0 as n → ∞.
Theorem 3. Under (28) and the assumptions of Theorem 2, together with b(p) ∼ Cm(p)
The proof of Theorem 3 is given in Appendix A.2. The choice of C n that corresponds to BIC is C n = d 2 log n, which clearly satisfies (28). The following simulation study considers the finite-sample performance of k n with this choice of C n , and also of the BCMIX estimator µ t introduced in the preceding section.
Example 2. Figure 1 illustrates the performance of the BCMIX estimator µ t|n in the normal mean shift model y t ∼ N (µ t , 1), 1 ≤ t ≤ n = 2500. The top left panel shows a random sample generated from the model with four change-points:
The top right panel, which has 22 change-points, shows a random sample generated from the Bayesian model µ t = (1 − I t )µ t−1 + I t z t , in which I t is Bernoulli(p) that is independent of z t , where p = 0.006 and z t has the conditional distribution of a standard normal random variable given that it exceeds 1 in absolute value; this restriction is introduced to avoid small jumps in the Bayesian model. The bottom panels plot µ t (solid line) and the BCMIX estimate µ t (dotted line), and show that µ t is close to µ t in both cases. We use the criterion (27) with C n = 1 2 log n to choose the number of change-points. The preceding method estimates that there are 4 change-points located at 500, 1004, 1495, 1775 for the left panel.
The estimated number of change-points for the right panel is the actual number 22. Let random variables with means θ t ; see Green (1995) . We also make this assumption in conjunction with the change-point model in Section 2, for which a conjugate prior Gamma(γ, λ) is assumed for θ t at the time of a jump, which occurs with probability p. As shown in Section 2.2, the posterior distribution of θ t given Y 1 , . . . , Y n is a mixture of Gamma(γ ij , λ ij ) distributions, where
Moreover, the π i,j in (15) can be expressed as
ij . To estimate the hyperparameters p, γ and λ, we calculate the likelihood function (17) for p = 2 i /n (−10 ≤ i ≤ 5), λ = 0.5j and γ = 0.1 + 0.2k (1 ≤ j, k ≤ 10). The maximum likelihood estimates (over this grid) are p = 0.0357, λ = 1.0 and γ = 1.7, which we use as the estimated hyperparameters. Here n = 112, so n p is still small and we can use the BCMIX smoother θ t (for which we choose m = 10 and M = 20) to estimate θ t . Figure 2 plots Y t and θ t , and Figure 3 plots the posterior probability that θ t+1 = θ t for 1 ≤ t < n; see (16). Combining both figures suggests three change-points around 1891, 1929 and 1947. We also apply (27) with C n = 1 2 log n, which yields 3 as the estimated number of change-points. Moreover, the method in Section 4.3 estimates the locations of the three change-points to be 1891, 1929 and 1947. INSERT FIGURES 2 AND 3 ABOUT HERE
CONCLUSION
By making use of K t and K t in Sections 2.1 and 2.2, we have derived explicit recursive formulas for the posterior estimates of θ t given Y t or Y n in our Bayesian model of occasional parameter jumps in the multiparameter exponential family (1). The BCMIX smoothers (21) and the associated empirical Bayes estimators µ t in Section 4.2 are shown to provide simple approximations which perform nearly as well as the Bayes estimators. We have also shown how the Bayesian approach, with its computationally attractive recursive estimators, can be used to address frequentist problems such as significance testing in Section 4.1 and segmentation in Section 4.3. A commonly used method to estimate piecewise constant signals θ t is to first segment the data and then to estimate the constant signal for each segment.
Since our empirical Bayesian approach already provides a relatively simple estimate of the signal without segmentation, it seems that this approach makes segmentation superfluous.
Although this is the case when there are many possible but no clear-cut segments, there are sometimes subject-matter reasons for segmentation, especially if the signal actually consists of a few long segments as prescribed by conditions (C1) and (C2); see Siegmund (2004) , Olshen et al. (2004) and Lai, Xing and Zhang (2008) . Determining the number and locations of change-points in these situations is an important problem even though we can estimate the signal θ t well by using the empirical Bayes approach.
We can apply the same change-point model and use the same ideas to develop recursive estimators for more general parametric families f θ (y t ) than the exponential family (1).
In particular, corresponding to a prior density function that is proportional to g(θ), the conditional density function g i,t of θ t given K t = i and Y t is
and therefore (8) can be generalized to
it is given by (10) but with
Similarly the same argument as that in Section 2.2 yields f (θ t |Y n ) = 1≤i≤t≤j≤n β ijt g i,j (θ t ), in which β ijt is proportional to β * ijt given by (15) with the modification for p it , q jt and π i,j given by (30). An advantage of the exponential family and the conjugate prior density function is that the integrals in (30) can be explicitly evaluated. For general parametric families that do not have explicit formulas for (30), we can use Laplace's asymptotic formula to evaluate (30) when j − i is sufficiently large; see Appendix A.2 for details.
APPENDIX A.1
Proof of Theorem 1. Let A c denote the event {L n ≥ c} and let θ 0 denote the common value of θ 1 = · · · = θ n under H 0 . In view of the asymptotic normality of θ( µ), we can write
where z n has a limiting normal distribution with mean 0. By Lemma II.1.1 and Theorem II.1.2 of Ibragimov and Has'minskii (1983) ,
Combining (A.2) with (A.1) and noting that the bootstrap test uses B independent samples drawn from P θ( b µ) to estimate P θ( b µ) (A c ), we obtain the desired conclusion.
APPENDIX A.2
To prove Theorems 2 and 3, we first prove the following lemmas, which make the same assumptions as those in Theorem 2. The first three lemmas are used to analyze the weights p it , i ∈ K t (p), in the forward BCMIX filter. A similar analysis yields corresponding results for the weights q j,t , j ∈ K t (p), in the backward BCMIX filter. Lemma 4 combines these results to provide the asymptotic behavior of the weights β ijt in (21), which we use to prove Theorem 3.
where ∇ 2 (ψ) denotes the Hessian matrix of second partial derivative ∂ 2 ψ/∂θ i ∂θ j . DefineȲ i,j and
uniformly inȲ i,j ∈ Γ, for every compact subset Γ of ∇ψ(Θ).
Proof. Note that
Moreover, I(µ) = max θ θ µ − ψ(θ) . Hence (A.3) is simply Laplace's asymptotic formula for the above integral.
The BCMIX weights p it , i ∈ K t (p), are difficult to analyze directly because they are defined recursively via (9) for which there is renormalization (from p * it to p it ) at every stage t. We shall approximate them by a more tractable version in Lemmas 2 and 3. To fix the ideas, first assume that M (p) − m(p) = 1, which is tantamount to allowing one more change-point prior to t besides the most recent possibilities t, . . . , t − m(p) + 1. Our approximation is similar to the AMOC ("at most one change") estimator of Chernoff and Zacks (1964, Section 6) and assumes that at most one change can occur before the filter removes the "ancient" one of the m(p) + 1 components from the mixture. Denoting m(p) and M (p) simply by m and M , we now describe the AMOC filter more precisely. First note that for the Bayesian model in Section 2, for t − m + 1 ≤ i ≤ t,
Note that the sum of the above probabilities is P {t
> t|Y t }, i.e., the posterior probability that there is at most one parameter change up to time t and that the change can only occur at times t − m + 1, . . . , t. The AMOC procedure estimates t
1 by A.6) and then repeats the same procedure, with Y t replaced by Y τ 1 ,t , to estimate t
2 from {y t , t > τ 1 }. Proceeding inductively in this way yields the change-time estimates τ 1 < τ 2 < . . . . In view of (A.5), the AMOC filter weights for t < τ 1 are
where P A t is the normalizing constant to make the m + 1 weights in (A.7) add up to 1. While keeping the most recent m indices as in BCMIX, (A.6) basically compares P {I j = 0 for 1 ≤ j ≤ t|Y t } with P {I t−m = 1, I j = 0 for 1 < j ≤ t and j = t − m|Y t } and keeps the index with the larger posterior probability, analogous to BCMIX. The AMOC filter weights for τ i ≤ t < τ i+1 are defined similarly, with Y τ i ,t taking the place of Y t . The following lemma gives the asymptotic properties of the AMOC filter.
Lemma 2. As n → ∞, P {max 1≤i≤k |t
information number. We first show that as j → ∞ and t/j → ∞, A.8) in which the O(j/t) term is uniform over ||Ȳ t−j+1,t || + ||Ȳ 1,t−j || ≤ B, for every given B. To prove the asymptotic relation (A.8) for which the prior distribution has a negligible effect, we drop a 0 (by letting it approach 0) for notational simplicity so thatȲ 1,t becomes the sample mean, which can be written as (t − j)Ȳ 1,t−j + jȲ t−j+1,t t. Since ∇I(µ) = θ µ , it follows that
uniformly over ||Ȳ t−j+1,t || + ||Ȳ 1,t−j || ≤ B. Putting I(µ) = µ θ µ − ψ(θ µ ), with µ =Ȳ 1,t−j and µ =Ȳ t−j+1,t , into (A.9) yields (A.8).
First consider t ≤ t (n) 1 + 2m. By applying the law of large numbers together with Lemma 1 and (A.8) to π 1,t , π 1,i−1 and π i,t for t−m+1 ≤ i ≤ t, we obtain that max t<t
In particular, to derive (A.10), first apply Lemma 1 to obtain
1 , combining (A.11) with (A.8) yields
(A.12) Recalling (C1) and (C2) and applying the law of large numbers to (A.12), we obtain that for
In view of (C2) and m ∼ | log p| 1+ , (A.13) shows that its left hand side becomes infinite in probability as p → 0. Hence, in view of the definition (A.6) of τ 1 , (A.10) follows.
Replacing Y t in the preceding argument by Y τ 1 ,t then proves the corresponding results for τ 2 and max τ 1 <t<t
|p A τ 1 ,t − 1|. Proceeding inductively in this way then completes the proof.
Note that the AMOC filter weights (A.7) can be represented recursively by using K t = max{s ≤ t : I t = 1}, as in (9) and (10) but with p A it in place of p it . The analog of the set K t−1 (p) for the AMOC filter is K A t−1 (p) = {t − 1, . . . , t − (m ∨ τ (t)), τ (t)}, where τ (t) is the largest τ j that is ≤ t − 1. Thus, the main difference between AMOC and the more flexible BCMIX is that AMOC allows one additional index τ (t) to be included in K A t−1 (p) besides the most recent t − 1, . . . , t − m, while BCMIX allows M − m more previous indices that need not be τ (t), thereby removing the "at most one change" requirement. Whereas AMOC filter weights have the explicit formula (A.7) which plays an important role in the proof of Lemma 2, the recursive representation (9)-(10) of BCMIX does not have a similar explicit formula. On the other hand, in view of (C1), (C2) and that p = O(1/n), "at most one change" dominates "more than one change" in probability, and Lemma 2 and its proof can be used to prove the following lemma for BCMIX, in which we also weaken the assumption
Lemma 3. As n → ∞,
Moreover, for 1 ≤ j ≤ k and 1 < η < 1 + ,
Proof. First note that (A.14) basically says that p 1,t−1 behaves asymptotically like p A 1,t−1 so that even though BCMIX allows M −m ≥ 1 (instead of M = m+1), the additional weights are negligible compared with p 1,t−1 . Since the p i,t are defined recursively, (A.14) and (A.15) can be proved by induction on t. Concerning (A.15) with j = 1, we can use an argument similar to that in (A.11)-(A.13) to show that the weight p 1,t is eliminated by time t
1 +| log p| η , with probability approaching 1 as n → ∞. For t ≥ t (n) 1 + | log p| η , the weight p A τ 1 ,t in Lemma 2 is now replaced by the sum of weights p i,t in the set i ∈ K t (p) :
We can then modify the induction proof of (A.14) to prove (A.15) with j = 1 for the range
2 , and then proceed to j = 2, 3, . . . , k. For the backward BCMIX filter, a time-reversal argument establishes the analogs of (A.14) and (A.15) for q i,t . In particular, the analog of (A.14) is max t>t
Combining these results on the forward and backward BCMIX filter weights via (13) yields the following Lemma 4. Let 1 ≤ ν ≤ k and 1 < η < 1 + . Then as n → ∞,
Proof of Theorem 2. From large deviation bounds in the exponential family, it follows
||Ȳ i,j − µ t From (A.16), (A.17) and a variant of (A.8), we obtain k n P −→ k by applying the law of large numbers to Λ n (j) with j < k, and the functional central limit theorem to Λ n (j) with j ≥ k. 
