In this paper we prove some results of best simultaneous approiximation and then we see an interesting relation between the best approximation and the best simultaneous approximation, in locally convex spaces.
Introduction
Best approximation and best simultaneous approximation problems, are among the main subjects in Mathematics. These notions have been studied in normed spaces, by several authors (for example see [17] and [12] ). Also to see the extensive information of best approximation subjects, in Inner Product Spaces, we refer the readers to [6] . But extending the details to locally convex spaces is a different story which requires more consideration. There are at least two viewpoints concerning with the best approximation in locally convex spaces, the best approximation defined by seminorms (for example see [14] ), and the best approximation theory followed from fixed point theorems (see [4] , [16] and [2] ). Best approximation problem in a locally convex space with respect to a given family of seminorms which generates the topology of the space can be considered in different viewpoints (see [14] ). One of the possibilities, is to define it with respect to each seminorms (or equivalently with respect to Minkovski functional associated to a convex subset). Another possibility arrives in the case of metrizable locally convex spaces, when the best approximation problem can be formulated using quasinorms or asymetrical normes (only positively homogeneous). Other generalizations can be obtained from replacement of seminorms, by some special functions. Moreover, the context of best approximation in locally convex spaces, has a close relationship with the notion of orthogonality (see the recent results in [11] ). In this, paper we see some results in Hausdorff locally convex spaces, concerning about the best simultaneous approximations. Also we see an interesting relationship between the best approximation and the best simultaneous approximation for subspaces of a Hausdorff locally convex space. Let (X, τ) a Hausdorff locally convex space. A family {p α : α ∈ I} of seminorms on X is called an associated family for τ if the family {γU : γ > 0} forms a base of neighborhoods of zero for τ, where U =
A family {p α : α ∈ I} of seminorms on X is called an augmented associated family for τ if {p α : α ∈ I} is an associated family such that max{p α , p β } ∈ {p α : α ∈ I}, for any α, β ∈ I. We will denote by A (τ) and A * (τ), the associated and augmented associated seminorms {p α : α ∈ I}, respectively. As a well known result, there always exists a family {p α : α ∈ I} of seminorms on X such that A * (τ) = {p α : α ∈ I}(see [10] , P. 203).
A subset M of X is τ-bounded in X if and only if each p α is bounded on M. For any τ-bounded subset M of X we can choose a number λ α > 0 such that M ⊆ λ α U α , where U α = {x : p α (x) ≤ 1} and α ∈ I. It is easy to show that B = ∩ α λ α U α is τ-bounded, τ-closed, absolutely convex and contains M. Let {x n } be a sequence in X. Then {x n } is Cauchy if and only for each
It is well known that a Hausdorff locally convex topological space X is metrizable if and only if X has a countable base of absolutely convex neighborhoods of zero or, equivalently, X has a countable family of seminorms p n that generates the locally convex topology on X. We can always assume that p n ≤ p n+1 , for n ≥ 1. A function d :
, for x, y ∈ X with c n > 0 and ∑ ∞ n=1 c n < ∞, defines a metric on X.
Main Results
Definition 2.1. Let (X, τ) be a Hausdorff locally convex space, p α ∈ A * (τ), K ⊆ X and x ∈ X. We define
and we call it as the p α -distance of x and K. Also if F is a bounded set in X, an element x * ∈ K is said to be a p α -best simultaneous approximation to F if 
. Also X is called strictly convex if for each x, y ∈ X such that p α (x) = p α (y) = 1 and x ̸ = y, implies that
Lemma 2.1. Let (X, τ) be a Hausdorff locally convex space.
(i) Suppose that F be a bounded subset of X.Then for each p
(ii) If K is a finite dimensional subspace of X and each p α ∈ A * (τ) is continuous , then there exists a p α -best simultaneous approximation b ∈ K to any given compact subset F of X and for each p α ∈ A * (τ).
Proof.
(i) For any f ∈ F, for each p α ∈ A * (τ) and x, y ∈ X we have
Now suppose that p α (y − x) < ε. Then φ(x) ≤ φ(y) + ε. By the same way we have φ(y) ≤ φ(x) + ε. Then we have |φ(x) − φ(y)| < ε and so the proof is complete.
(ii) From compactness of F we imply that there exists M > 0 such that
Now as a subset of K, suppose that S = clN
But S is compact and φ is continuous. Then φ attains its maximum for some b ∈ K which will be the best simultaneous approximation to F. 
Proof. First note that by definition of convexity, we have
On the other hand we see that
and hence the proof is complete. 
By pervious theorem
is also a best simultaneous approximation. i.e.
But F is compact and hence there exists f 0 ∈ F such that
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This is a contradiction to (2.2) and hence the proof is complete.
In the sequel we wish to prove an interesting theorem on uniformly convex Hausdorff locally convex spaces. Proof. Since K is convex without lose of generality we may assume that
Suppose that {k n } be a sequence in K such that
In the following theorem, we see a close relationship between the best approximation and the best simultaneous approximation on some special subsets of a Hausdorff locally convex space. But let us to see the following definition. A simple calculation shows that k = 0 is a best approximation for each x ∈ M ⊥ and as orthogonality in X is homogeneous, x 1 ∈ M ⊥ implies that ∈ M ⊥ and so k = 0 is a best approximation to (1+λ )x 1 2 i.e. to x 1 +x 2 2 . Now by induction the proof is complete.
