In this paper, the line spectral estimation (LSE) problem is studied from one-bit quantized samples where variational line spectral estimation (VALSE) combined expectation propagation (EP) VALSE-EP method is proposed. Since the original measurements are heavily quantized, performing the off-grid frequency estimation is very challenging. Referring to the expectation propagation (EP) principle, this quantized model is decomposed as two modules, one is the componentwise minimum mean square error (MMSE) module, the other is the standard linear model where the variational line spectrum estimation (VALSE) algorithm can be performed. The VALSE-EP algorithm iterates between the two modules in a turbo manner. In addition, this algorithm can be easily extended to solve the LSE with the multiple measurement vectors (MMVs). Finally, numerical results demonstrate the effectiveness of the proposed VALSE-EP method.
1
The atomic norm-based methods involve solving a semidefinite programming (SDP) problem [13] , whose computation complexity is prohibitively high for large problem sizes. In [14] , a Newtonalized orthogonal matching pursuit (NOMP) method is proposed, where a Newton step and feedback are utilized to refine the frequency estimates. Compared to the incremental step in updating the frequencies in NOMP approach, the iterative reweighted approach (IRA) [15] estimates the frequencies in parallel, which improves the estimation accuracy at the cost of increasing complexity. In [16] , superfast LSE methods are proposed based on fast Toeplitz matrix inversion algorithm. In [17] , an off-grid based variational line spectrum estimation (VALSE) algorithm is proposed, where posterior probability density function (PDF) of the frequency is provided. In [18] , the VALSE is extended to the MMV setting, and it shows the relationship between the VALSE for the SMV and the VALSE for the MMV.
Recently, the mmWave multiple input multiple output (MIMO) system has drawn a great deal of attention. Since the mmWave accompanies large bandwidths, the cost and power consumption are huge due to high precision (e.g., 10-12 bits) analog-to-digital converters (ADCs) [19] . Consequently, low precision ADCs are adopted to alleviate the ADC bottleneck. Another motivation is wideband spectrum sensing in bandwidth-constrained wireless networks [20, 21] . In order to reduce the communication overhead, the sensors quantize their measurements even into a single bit, and the spectrum has to be estimated from the quantized measurements at the fusion center (FC). Thus designing recovery algorithms under low precision quantized observations is meaningful [28, 29] .
The most related work to ours is [23] , where LSE from heavy quantizations of their noisy complexvalued random linear measurements has been studied. The Cramér-Rao bound is derived and an atomic norm soft thresholding based algorithm has been proposed [23] . While in this paper, we study the LSE from one-bit quantization of their noisy measurements. Utilizing the expectation propagation (EP) principle [24] , the generalized linear model can be iteratively decomposed as two modules (a standard linear model and a componentwise minimum mean square error (MMSE) module) [25] . Thus we run the VALSE algorithm in the standard linear module where the frequency estimate is iteratively refined. For the MMSE module, it refines the pseudo observations of the linear model 1 . By iterating between the two modules, it improves the frequency estimation gradually. Finally, numerical experiments are conducted to demonstrate the effectiveness of the proposed algorithm.
II. PROBLEM SETUP
Let z * ∈ C M be a line spectrum signal consisting of K complex sinusoids
wherew * k is the complex amplitude of the kth frequency,θ * k ∈ [0, 2π) is the kth frequency, and
The line spectrum signal z * is corrupted by the additive white Gaussian noise (AWGN), and are quantized into a single bit, which can be expressed as
where n ∼ CN (n; 0, σ 2 I M ), σ 2 is the variance of the noise, and sign(·) returns the sign of the variables.
Note that the knowledge of the variance σ 2 of the noise has no effect on the frequency estimation, as revealed in [26] , while its value σ 2 does have. The goal in this paper is to recover the set of frequencies θ = {θ k } K k=1 and the corresponding coefficients {w k } K k=1 without knowing the sparsity level K. Since we usually do not know the sparsity level K, we adopt the following model where we assume that the line spectrum signal consisting of N complex sinusoids [17] 
where A(θ) = [a(θ 1 ), · · · , a(θ N )] and N is usually known and satisfies N > K. Since the number of frequencies is K, we introduce the binary hidden variables s = [s 1 , ..., s N ] T , and s i = 1 means that the ith frequency is active, otherwise deactive (w i = 0). The probability mass function of s i is
Given that s i = 1, we assume that
From (5) and (6), it can be seen that the parameter ρ denotes the probability of the ith component being active and τ is a variance parameter. The variable θ = [θ 1 , ..., θ N ] T has the prior PDF p(θ) = N i=1 p(θ i ) . Without any knowledge of the frequency θ, the uninformative prior distribution p(θ i ) = 1 2π is used [17] . For encoding the prior distribution, please refer to [17, 18] for further details.
Given z, the probability density function p(y|z) of y can be easily calculated through (3) . According to the Bayes rule, the joint PDF p(y, θ, w, s; β) is
where β = {ρ, τ } denotes the model parameters. Directly maximizing p(y, θ, w, s; β) over θ, w, s and the nusiance parameters β is intractable. As a result, an iterative algorithm is designed in the following section.
III. ALGORITHM
At first, we present the factor graph and the algorithm module as shown in Fig. 1 . Specifically, in the t-th iteration, from the EP point of view, the messagem t δ→z (z) transmitted from the factor node δ(z − Aw) to the variable node z is projected as a Gaussian distribution, i.e., the messagem t
). According to the EP, in the t-th iteration m t δ→z (z) can be viewed as the prior distribution of z. Combing the likelihood p(y|z), we projected the posterior ∝ p(y|z)m t δ→z (z) as Gaussian distribution using the EP, i.e., we obtain the component-wise MMSE estimate of z,
here the expectation and variance are taken with respect to the posterior PDF ∝ p(y|z)m t δ→z (z), and the analytic expression can be obtained [27] . Now the posterior PDF of z is approximated as
Then we calculate the message m t z→δ (z) from the variable node z to the factor node δ(z − Ax) as
and z ext
where denotes componentwise multiplication. From the definition of the factor node δ(z − Ax), we obtain a pseudo linear observation modelỹ
In [17] , the VALSE is derived where the additive Gaussian noise is homogenous while here the additive Gaussian noise is heteroscedastic (independent components having different variance). We can average the noise variance but it incurs some performance degradation in our numerical experiments. As a result, some minor modifications are needed to ensure that the original VALSE works. Due to space limitations, we do not present the details about deriving the VALSE for model (13) . Now we run the VALSE algorithm. Let S be the set of indices of Fig. 1 . Factor graph of the joint PDF (7) and the module of the EP-VALSE algorithm. Here the circle denotes the variable node, and the rectangle denotes the factor node. According to the dashed block diagram in Fig. 1 (a) , the problem can be decomposed as two modules in Fig. 1 (b = diag(C z ) and we calculate the extrinsic z ext A and variance v ext A given by
and we input them to module B. The algorithm iterates until convergence or the maximum number of iterations is reached. The VALSE-EP algorithm is summarized as Algorithm 1.
Algorithm 1 VALSE-EP algorithm 1: Initialize v ext A (1) = 10 4 , z ext A (1) = 0 M ; Set the number of outer iterations T outer ; 2: for t = 1, · · · , T outer do 3: Compute the post mean and variance of z as z post B (t) (8) , v post B (t) (9).
4:
Compute the extrinsic mean and variance of z as z ext B (t) (12b) and v ext B (t) (12a), and setσ 2 (t) = v ext B (t) andỹ(t) = z ext B (t).
5:
If t = 1, run the VALSE algorithm with initialization provided by the Heuristic 2 until the support S is unchanged. Otherwise, run the VALSE algorithm directly with initialization provided by the previous results of the VALSE. Compute the extrinsic mean and variance of z as v ext A (t + 1) (16), z ext A (t + 1) (17). 8: end for 9: Returnθ,ŵ,x andK.
A. Computation complexity
In [17] , it shows that the complexity per iteration is dominated by the two steps: the maximization 
B. Extension to the MMV case
The extension to the multisnapshot scenario is straightforward. For the MMV case, the model can be described as
where Z * ∈ C M ×G and G denotes the number of snapshots. The algorithm can be designed by iterating between the two modules. Performing the MMSE operation is straightforward. For module A, it can be decoupled as G SMVsỹ g = Aw g +ñ g , g = 1, · · · , G, whereñ g ∼ CN (0, diag(σ 2 g )),ỹ g = z ext B,g and v ext B,g =σ 2 g . In [18, the end of Sec. IV], the relationship of the VALSE algorithm between the SMVs and MMVs has been revealed. For the gth snapshot, we perform the VALSE algorithm and obtain η g,i for the i-th frequency. Then η i is obtained via summing η i,g for all the snapshots, i.e., η i = G g=1 η i,g , and now each η i,g is updated as η i . We use η i to obtain estimates θ i and a i . In addition, we update the weight and their covariance by applying the SMV VALSE.
Let w S,g and C S,g be the estimated weight and their covariance of the gth snapshot. For updating S, ∆ k can be viewed as a sum of the results for each snapshots. Let τ g denote the estimate of the gth SMV VALSE, then model parameters estimates τ is updated as the average of their respective estimates, i.e., τ = G g=1 τ g /G. Besides, λ can be naturally estimated as λ = |Ŝ|/N .
Here a illustrative example is presented where M = 32, SNR = 30 dB for each snapshot, and the single true frequency is 0.5. The VALSE-EP outputs the posterior PDF of the frequency, as shown in Fig. 2 . It can be seen that the PDF is very peaked, and increasing the number of snapshots makes the posterior PDF more concentrated, which means that the uncertain degrees is reduced. [22] and one-bit samples [23] are also evaluated. We define the empirical P (K = K) which represents the probability of correct model order estimation.
A. Estimation by varying M
We examine the performance of the VALSE-EP by varying the number of measurements M . The results are shown in Fig. 3 . It can be seen that both the debiased NMSE of the signal and frequency decreases as the number of measurements increases. In addition, the frequency estimation error of the VALSE is lower than the CRB, which still makes sense because VALSE is the Bayesian method. Compared to the single snapshot, utilizing the multi snapshot increases the performance. Overall, the correct model order probability increases as the number of measurements increases, and has a slightly fluctuation when the number of measurements M exceeds 40.
B. Estimating by varying the snapshots G
The performance of the VALSE-EP is investigated with varied G. The results are shown in Fig. 4 . It can be seen that as the number of snapshots increases, the NMSE of the signal decreases and becomes stable. In addition, the performance of the VALSE-EP is better for SNR = 40 dB than that of SNR = 20
dB. The NMSE of the frequency decreases as the number of snapshots increases. As for the correct model order probability, the overall trend is upwards as the number of snapshots increases.
V. CONCLUSION
In this paper, a VALSE-EP algorithm is proposed to deal with the LSE problem from one-bit quantized samples. The VALSE-EP is an off-grid algorithm which iteratively refines the frequency estimates. Besides, the VALSE-EP is extended to deal with the MMVs. Finally, numerical results show the effectiveness of the VALSE-EP.
