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Kurzfassung
Engineering-orientierte Steuerungsarchitektur auf der Basis von
Aktionsprimitiven für Anwendungen in der Robotik
In der vorliegenden Arbeit wird die flexible Steuerungsarchitektur Apeca
für Systeme der Robotik sowie der robotergestützten Fertigungstechnik
vorgestellt. Dafür werden verschiedene Anforderungen identifiziert und inner-
halb eines Entwurfs vereint. Ein Hauptaugenmerk des dabei entstandenen
Konzeptes ist es, einen vereinfachten Engineeringprozess für den Steuerungs-
entwurf zu ermöglichen. Dieser Ansatz wird durch die Verwendung von
Aktionsprimitiven ermöglicht, die in Form atomarer Systemverhalten in einer
speziellen Modulhierarchie eingesetzt werden. Hierzu erfolgt innerhalb der
Steuerungsarchitektur eine Trennung zwischen einem funktionsorientierten
verhaltensbasierten Modell zur hierarchischen sowie funktionell parallelen
Ausführung von Aktionsprimitiven und einem ablauforientierten Modell zur
aufgabenabhängigen Aktivierung derselben. Mit Hilfe eines Nutzerkonzepts
werden diese Modelle verschiedenen Anwendern zugeordnet.
Die objektorientierte Realisierung dieses Entwurfs ermöglicht die Verwendung
und Synchronisation von mehreren Teilsystemen innerhalb einer Steuerung.
In der Arbeit wird sowohl der entstandene Entwurf diskutiert als auch
eine prototypische Implementierung vorgestellt. Abschließend werden die
Ergebnisse anhand verschiedener Demonstrationsszenarien präsentiert.
Dissertation Matthias Hennig
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Abstract
Engineering-oriented Control Architecture based on Action
Primitives for Applications in Robotics
In this present work, the Apeca framework, a flexible control architecture
for robotic systems, is introduced. The conceptual design combines different
requirements identified in miscellaneous robotic control approaches. The main
focus of the resulting concept is on a simplified engineering process for the
controller design. This approach is supported by the use of atomic system
behaviors, the so called action primitives, in a special module hierarchy.
For this purpose a distinction between a functional behavior based system
model with hierarchically and also parallelly executed action primitives and
a sequential control system model with a task-dependent activation of the
primitives is proposed. These models are assigned to different users through
a distinct user concept.
An object-oriented implementation of the proposed architecture allows the
utilization and synchronisation of multiple (sub-)systems within one frame-
work. In this work the proposed framework will be discussed, a prototypical
implementation will be presented and results based on different experimental
scenarios will be shown.
Dissertation Matthias Hennig
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1 Problemstellung und Motivation
1.1 Einleitung
Automatisierte Systeme erleichtern dem Anwender heute in mannigfaltiger
Weise das Leben. Robotiksysteme sind dabei vielleicht die faszinierendsten Sys-
teme, da sie vielfach dem Anwender, also dem Menschen, nachempfunden sind
und/oder mit ihm in direktem Kontakt stehen. Damit solche Systeme konkrete
Aufgabenstellungen bearbeiten und lösen können, verfügen sie über eine
Steuerung. Diese hat die Aufgabe, verschiedene Sensorsignale und Eingangsin-
formationen zu verarbeiten, um daraus Stellsignale für das Robotersystem
zu erzeugen. Der Aufbau der wesentlichen Funktionsblöcke dieser Steuerung
sowie die softwaretechnische Organisationsstruktur werden dabei durch die
Steuerungsarchitektur beschrieben. Neben der bloßen Möglichkeit, mit einer
Architektur anforderungskonforme und gegenüber Unsicherheiten aus der
Umwelt(-modellierung) robuste Steuerungen erstellen zu können, kommt
jedoch auch dem Aspekt des Engineering innerhalb solcher Steuerungen
große Bedeutung zu. Unter Engineering wird in diesem Zusammenhang
der benutzerorientierte Gestaltungsprozess zur Realisierung einer konkreten
aufgabenorientierten Steuerung des Robotiksystems verstanden. Darunter
fallen sowohl die Steuerungserstellung als auch die flexible Modifikation
derselben bei sich ändernden Aufgaben. Die Erstellung und Wartung von
Steuerungen sollte demnach möglichst komfortabel, übersichtlich und trans-
parent erfolgen. Gerade diesen Aspekten wird in der Literatur nur wenig
Aufmerksamkeit geschenkt. Daher wird im Rahmen dieser Arbeit versucht,
wichtige Forderungen des allgemeinen robusten Aufbaus von Steuerungen für
Robotersysteme mit Anforderungen aus dem Bereich des Engineerings von
Steuerungen zu verbinden, um daraus eine neue Architektur zur Bewältigung
komplexer Aufgaben zu entwerfen.
1.2 Zielstellung und Aufbau der Arbeit
Für die erfolgreiche Kooperation von technischem System und menschlichem
Anwender ist es notwendig, Aufgaben intuitiv und übersichtlich realisieren zu
können. Dabei müssen auch solche Anwender im Fokus behalten werden, die
1
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über kein umfangreiches technisches (Detail-)Wissen über die eingesetzten
Robotersysteme verfügen. Zielstellung der Arbeit ist daher die Entwicklung
einer speziellen Engineering-orientierten Steuerungsarchitektur für Robo-
tersysteme, welche zugleich eine flexible und adaptive Lösung komplexer
Aufgabenstellungen erlaubt.
Zur Bearbeitung der geschilderten Problemstellung wird die Arbeit wie
folgt gegliedert:
• Das Kapitel 1 bildet die vorliegende Einleitung.
• Kapitel 2 stellt grundlegende Steuerungsarchitekturen auf Basis einer
detaillierten Literaturrecherche vor. Hier werden Anforderungen iden-
tifiziert und offene Probleme zusammengestellt. Außerdem wird der
Ansatz der Aktionsprimitive erläutert. Dabei soll die Frage beant-
wortet werden, welche Anforderungen problemorientierte Steuerungs-
architekturen erfüllen sollten und warum derzeit existierende Steu-
erungen diesbezüglich Schwächen aufweisen.
• In Kapitel 3 wird anschließend die Engineering-orientierte Steuerungs-
architektur Apeca auf Basis der zuvor erstellten Anforderungen vor-
gestellt. Dazu werden innerhalb eines Bottom-Up-Ansatzes einzelne
Komponenten theoretisch entwickelt und anschaulich erklärt. Darauf
folgend werden diese zu einem Framework integriert.
• Das folgendeKapitel 4 befasst sich mit der Fragestellung, wie die zuvor
entworfene Steuerungsarchitektur innerhalb eines Softwareentwurfs
benutzerfreundlich realisiert werden kann. Dazu wird eine objekt-
orientierte Analyse des entstandenen Apeca-Frameworks durchgeführt.
Auf dieser Basis werden schließlich Softwarekomponenten erstellt und
implementiert.
• Innerhalb von Kapitel 5 wird der Apeca-Engineeringprozess zur
Anwendungsrealisierung ausführlich beschrieben. Dabei werden alle
notwendigen Steuerungsmodule mithilfe von anschaulichen Beispielmo-
dellen erstellt.
• Kapitel 6 beschreibt die durchgeführten Experimente anhand von
Demonstrationsbeispielen. Dabei werden verschiedene Aufgabenstel-
lungen definiert und anschließend mittels des vorgestellten Apeca-
Engineeringansatzes jeweils in eine konkrete Steuerung überführt. Die
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so entstehenden Systeme werden im Folgenden simulativ und experi-
mentell untersucht und bewertet. Zielstellung dieses Abschnitts ist die
Evaluation der entstandenen Steuerungsarchitektur hinsichtlich der
Leistungsfähigkeit sowie der Anwendbarkeit.
• In Kapitel 7 werden die erreichten Ergebnisse zusammengefasst. Dabei
wird ferner auf offene Probleme eingegangen.
• Anhang A stellt die in den Experimenten verwendete Roboterplatt-
form IfAbot detailliert vor.
• Innerhalb der Anhänge B bis E werden vertiefende Informationen
über die durchgeführten Demonstrationsbeispiele und experimentellen
Ergebnisse gegeben.
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Das folgende Kapitel untersucht bereits existierende Steuerungsarchitekturen.
Dazu wird anfangs allgemein auf Begriffe und Definitionen eingegangen.
Anschließend werden verschiedene Ansätze und Paradigmen zu Steuerungs-
architekturen vorgestellt und anhand von Beispielen aus der Literatur ver-
anschaulicht. Dabei werden jeweils Vor- und Nachteile sowie ableitbare
Anforderungen identifiziert. Auf Basis dieser Recherchen werden im Folgenden
offene Probleme dargestellt, um daraus einen neuen Ansatz zu generieren.
Dieser wird zum Abschluss des Kapitels kurz skizziert und anschließend
innerhalb der nachfolgenden Kapitel ausführlich vorgestellt.
2.1 Steuerungsarchitekturen für Systeme der Robotik
Mechatronische Systeme der Robotik, wie beispielsweise mobile Roboter
oder die robotergestützte Fertigungstechnik, bestehen von außen betrachtet
in erster Linie aus Hardware. Um mit solchen Systemen nun aufgabenori-
entiert und effizient zu arbeiten, ist eine spezielle Software zur Steuerung
derselben notwendig. Diese Software besteht dabei typischerweise aus ver-
schiedenen Programmbausteinen, welche die unterschiedlichen Teilgebiete der
Steuerungsstruktur widerspiegeln. Teilgebiete, wie beispielsweise Sensorik und
Wahrnehmung, Aktorik und Bewegungssteuerung, Wissensverarbeitung sowie
Aktionsplanung und Durchführung, werden so zu einem Gesamtsystem integri-
ert. Dazu werden die einzelnen Softwarekomponenten innerhalb einer Architek-
tur vereint, der Steuerungsarchitektur (engl. Control Architecture). Unter
dem Begriff der Architektur wird dabei die softwaretechnische Organisation
der Steuerung zusammengefasst. Steuerungsarchitekturen für mechatronische
Systeme der Robotik werden demnach in erster Linie als Softwarearchitekturen
realisiert und legen die Organisationsform fest, in der aus den sensorischen
Wahrnehmungen des Systems Handlungsanweisungen für die Aktorik erzeugt
werden (vgl. [Russell und Norvig, 2003], [Bekey, 2005]).
Der Steuerungsarchitektur fallen neben der einfachen Integration der
einzelnen Module noch weitere Aufgaben zu. So müssen Funktionen unterer
Ebenen, wie beispielsweise die Einbindung heterogener Sensoren oder die
Ansteuerung der Aktorik, ebenso unterstützt werden wie Programmbausteine
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höherer Ebenen, beispielsweise die Aktionskontrolle oder das Management
von (teilweise widersprüchlichen) Aufgaben. Aktivitäten wie die Reaktion auf
verschiedene Ereignisse, die Planung oder die Durchführungsüberwachung
können demnach auf unterschiedlichen Ebenen erfolgen. Solche Ebenen
unterscheiden sich oft durch den Grad der „Intelligenz“ - messbar durch den
Grad der Komplexität einer dort zu bearbeitenden Aufgabe. Die eigentliche
Aufgabe der Steuerungsarchitektur ist demnach die Verwaltung heterogener
Softwarekomponenten sowie die Bereitstellung von geeigneten Schnittstellen
im zu steuernden Gesamtsystem. Dabei steht heutzutage die Bewältigung von
komplexen Aufgaben innerhalb dynamischer Umgebungen unter Echtzeitbe-
dingungen im Vordergrund.
Heute existiert bereits eine Vielzahl von speziellen Steuerungsarchitekturen
für Systeme der Robotik sowie der robotergestützten Fertigungstechnik. Dabei
wird in allen Quellen die Unterscheidung in drei klassische Paradigmen,
also Leitlinien der Ausgestaltung von Steuerungsarchitekturen, beschrieben
(vgl. [Siciliano und Khatib, 2008], [Murphy, 2000], [Arkin, 1998]). Diese
unterscheiden sich vorrangig in der Art und Weise wie eingehende Daten
verarbeitet werden. Unterschieden werden dabei:
Sense-Plan-Act-Paradigma: Hierbei findet eine sequentielle Verarbeitung
der Sensordaten und Generierung von Handlungsanweisungen unter Zuhilfe-
nahme eines zentralen Weltmodells zur Planung von Aktionen statt. In Form
von Aktionssequenzen werden Stellbefehle an die Aktorik weitergereicht. Aus
diesem Paradigma leiten sich die funktionsorientierten Architekturen ab,
welche in Abschnitt 2.1.1 näher erläutert werden.
Sense-Act-Paradigma: Eine Sammlung von softwaretechnisch einfachen
Einzelverhalten bewirkt eine unmittelbare und direkte Reaktion auf Ereignisse.
Durch Sensordaten als Eingangsinformationen dieser Verhalten wird ein
reaktives Systemverhalten ermöglicht. Darunter wird nach Siciliano und
Khatib [2008] die direkte Kopplung von Sensordaten an die Aktorik über
algorithmisch einfache Verhalten ohne zusätzliche (übergeordnete) Module
verstanden. Damit ist das Robotersystem in der Lage, in dynamischen und
unstrukturierten Umgebungen schnell auf Sensorinformationen zu reagieren.
Andere Systeme, speziell die funktionsorientierten Architekturen, reagieren
auf Sensordaten natürlich auch mit einer Reaktion und besitzen demnach ein
„reaktives“ Verhalten. Jedoch findet der Begriff speziell bei Systemen nach dem
Sense-Act-Paradigma Anwendung, da hier auf einen Sensorwert (Stimulus)
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unmittelbar (also in der Regel sehr schnell) eine Antwort (Response) folgt. Die
Daten aller beteiligten Einzelverhalten werden dabei parallel verarbeitet. Auf
diesem Ansatz basieren die in Abschnitt 2.1.2 vorgestellten verhaltensbasierten
Steuerungen.
Hybrides Paradigma: Bei diesem Ansatze werden die oben genannten
reaktiven Fähigkeiten einer verhaltensbasierten Steuerung mit einer auf-
gabenorientierten Planung und Aktivierung vereint. Dabei findet eine Nutzung
von Einzelverhalten mit übergeordneten Modulen zur situationsabhängigen
Auswahl von lösungsorientierten Verhalten statt. Die darauf basierenden
hybriden Architekturen werden in Kapitel 2.1.3 behandelt.
Konkrete Anwendungen können selbstredend mit jeder der auf den ge-
nannten Paradigmen basierenden Architekturen realisiert werden. Dabei
entstehen jedoch spezifische Vor- und Nachteile bei der Umsetzung der jewei-
ligen Aufgabe. Auf diese Eigenschaften sowie die zugehörigen Vorzüge bzw.
Probleme der verschiedenen Steuerungsarchitekturen wird darum innerhalb
der folgenden Abschnitte näher eingegangen.
2.1.1 Funktionsorientierte Architekturen
Der funktionsorientierte (engl. functional oder auch deliberative) Ansatz
zur Gestaltung von Steuerungsarchitekturen ist gleichzeitig die älteste und
somit konventionellste in der Literatur vertretene Betrachtungsweise. Wie
in Abbildung 2.1 gezeigt, werden dabei im Wesentlichen drei funktions-
orientierte Grundmodule unterschieden (vgl. [Nehmzow, 2003]). Im Modul
Sensorik werden die an der Steuerung angeschlossenen Sensoren ausgelesen
und vorverarbeitet. So wird beispielsweise ein Kamerabild vom Sensorsystem
aufgenommen. In einem Planungsmodul werden die Daten weiterverarbeitet
und anschließend mittels vorhandenem a-priori-Wissen und der aktuellen
Systemaufgabe neue Handlungsanweisungen berechnet. In erkannten Merk-
malen des Kamerabildes wird hier beispielsweise ein gesuchtes Objekt erkannt
und anhand von gespeicherten Karteninformationen ein Pfad zu diesem
Zielobjekt berechnet. Letztlich werden im Modul Aktorik die berechneten
Stellbefehle an die angeschlossene Aktorik weitergegeben. Hierbei können zum
Beispiel Entfernung und Richtung zum Zielobjekt in Form von Stellbefehlen an
die Motoren gesendet werden. Aufgrund dieser Dreiteilung werden funktions-
orientierte Architekturen dem Sense-Plan-Act-Paradigma zugeordnet.
Wie in Abbildung 2.1 weiterhin zu erkennen ist, kann das Planungsmodul
in weitere funktionsorientierte Einheiten unterteilt werden. Dabei übernimmt
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Abbildung 2.1: Beim funktionsorientierten Architekturansatz werden die Sensor-
signale der Perzeption in Form von Datenflüssen innerhalb eines Planungsmoduls
sequentiell in den einzelnen Modulen verarbeitet und über Schnittstellen
ausgetauscht. Generierte Handlungsanweisungen werden anschließend in Form
von Stellsignalen an die Aktorik weitergeleitet (nach [Siciliano und Khatib,
2008]).
die Perzeption die Auswertung der Sensordaten. Anschließend werden diese
Daten mithilfe eines Weltmodells, also aller über die Umwelt bekannten a-
priori-Informationen, modelliert. Darauf folgt in der Aktionsplanung eine
methodische Erzeugung von Handlungsanweisungen zur Erfüllung der konkret
gestellten Aufgabe. Im Ausführungsmodul werden dann die berechneten
Handlungsanweisungen in Stellbefehle für die Aktorik umgerechnet und an
die jeweiligen Aktorikmodule weitergegeben.
Einzelne Module werden über Schnittstellen verbunden. Der Vorteil der
Kombination unabhängiger Module über Schnittstellen ist mit der Eigenschaft
begründet, dass jedes Modul als eigenständige (sogenannte stand-alone)
Anwendung entwickelt werden kann und nur über definierte Schnittstellen
mit den anderen Modulen kommuniziert. Funktionsorientierte Architekturen
sind deshalb für heterogene Module verschiedener Softwarebausteine geeignet
und in der Entwicklungsphase unabhängig editierbar. Einzelne Subsysteme
lassen sich daher unterschiedlich zu einem Gesamtsystem kombinieren. Neue
Module können einfach ausgetauscht oder zusätzlich integriert werden, solange
die vorher definierten Schnittstellen die Kompatibilität bewahren. Änderungen
in einem Subsystem werden somit vielfach nicht in anderen Modulen wirksam
und betreffen somit nicht automatisch das Gesamtsystem. Hieraus kann eine
wichtige Forderung für den Aufbau von Steuerungsarchitekturen abgeleitet
werden.
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Anforderung A1:
Ein modularer Aufbau der Softwarearchitektur unterstützt die
transparente Entwicklung, Realisierung und Änderung der Steuerung.
Wie gezeigt, verfügen funktionsorientierte Architekturen über eine Repräsen-
tationskomponente. Dies bedeutet, dass die Realität in Form von Modellen
und Regeln in die Entscheidungsprozesse des Systems eingeht. Dadurch wird
es möglich das Systemverhalten so zu planen und zu koordinieren, dass auch
langfristige Ziele erreicht werden. Damit werden in Abhängigkeit von der
Vollständigkeit des Modells zielführende Entscheidungen getroffen. Hieraus
ergeben sich weitere Anforderungen an Steuerungsarchitekturen.
Anforderung A2:
Die Steuerungsarchitektur soll in der Lage sein, komplexere Aufgaben
mithilfe von gegebenem a-priori-Wissen in Form von Modellen zu
lösen.
Anforderung A3:
Die Bearbeitung und Lösung von an das System gestellten Aufgaben
mit kurz- und langfristigen Zielen soll durch die Steuerung realisiert
werden.
Konkrete Realisierungen der funktionsorientierten Architektur auf einem
mobilen Roboter existieren seit Nilsson [1984]. Der Roboter verfügt dort über
eine Kamera und wertet die Bildinformationen anhand eines internen Modells
über die Umwelt aus. Daraufhin werden Aktionen geplant und ausgeführt.
Damit ist der Roboter in der Lage Zielobjekte anzusteuern. Wahrnehmung
und Verarbeitung finden innerhalb der funktionsorientierten Architektur
demnach getrennt statt.
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Durch Albus et al. [1989] wird mit Nasrem eine standardisierte funktions-
orientierte Architektur beschrieben. Diese basiert auf den Modulen Sen-
sorverarbeitung, Weltmodellierung sowie einem Modul zur Aufgabenplanung
und -ausführung. Dabei besitzt jedes Modul zusätzlich unterschiedliche
Hierarchieebenen. So können einfache Aufgaben komplett auf unterer Ebene
verarbeitet werden, ohne höhere Ebenen zu sehr in Anspruch zu nehmen.
Durch Albus und Rippey [1994] wurde dieser Architektur noch eine zusätz-
liche Ebene hinzugefügt. Ein Evaluierungsmodul bewertet Unsicherheiten und
Nutzen von Sensorinformationen und Aktionen. Dazu werden Kostenfunktio-
nen zur Abschätzung dieser Kenngrößen realisiert. Voraussetzung dafür ist
ein umfangreiches Wissen über die dazu benötigten Informationen innerhalb
des Weltmodells.
Durch Hans [2005] wird eine funktionsorientierte Architektur für Anwen-
dungen in der Servicerobotik vorgestellt. Um einer damit verbundenen
gesteigerten Komplexität der Aufgaben begegnen zu können, steht eine
Vielzahl verschiedener Aktionen im System in Form von Softwarebausteinen,
den Makros, bereit. Pläne werden in Form von Aktionslisten vom System
bereitgestellt. Die sequentielle Bearbeitung solcher Listen löst eine gestellte
Systemaufgabe. Dazu wird eine erweiterte mehrschichtige Steuerungsstruktur
vorgestellt, für welche der Anwender Systemwissen innerhalb mehrerer Ebenen
benötigt.
In Hennig [2005] und Nüchter et al. [2005] wird ebenfalls eine funktions-
orientierte Architektur zur Steuerung eines (teil-)autonomen mobilen Roboters
für Aufgaben im Bereich Search and Rescue vorgestellt. Dabei werden
verschiedene Systemaufgaben auf unterschiedliche Module verteilt. Jedes
Modul läuft hierfür in einem eigenen Thread und kommuniziert mit anderen
Komponenten über Schnittstellen. Der Ausfall einer Komponente führt
damit nicht zum Versagen des Gesamtsystems, da bestimmte verbleibende
Aufgaben weiterhin erfüllt werden können. Problematisch gestaltet sich hier
die Verwaltung der Funktionalität innerhalb einer Komponente aufgrund der
dadurch gestiegenen Komplexität. So betreffen auch kleine Änderungen der
Funktionalität jeweils das gesamte Modul. Dadurch ist bei jeder Modifikation
bereits ein tiefes Verständnis des Programmablaufs erforderlich. So entsteht
ein robustes System zur Lösung einer spezifischen Aufgabe mit dem Nachteil
spätere Modifikationen nur unter Umständen vornehmen zu können.
Steuerungsarchitekturen für Systeme der robotergestützten Fertigungs-
technik basieren im Prinzip auch auf dem funktionsorientierten Ansatz.
In Sciavicco und Siciliano [2005] wird dabei ebenfalls vorgeschlagen sol-
che Steuerungsarchitekturen in drei hierarchische Module zu zerlegen. Ein
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Sensormodul verarbeitet dazu Positionsdaten der Kinematik. Diese Infor-
mationen werden innerhalb eines Planungsmoduls mit Hilfe zusätzlicher
Umweltinformationen verarbeitet, um Bewegungskommandos zu erzeugen.
Innerhalb eines Entscheidungsmoduls werden letztlich Aktionen ausgelöst
und die Aktorik angesteuert. Zusätzlich wird ein Schnittstellenmodul zum
Operator, also dem direkten Anwender des Systems, integriert. Innerhalb des
hierarchischen Modells der funktionsorientierten Robotersteuerung werden
demnach Systemaufgaben auf Motorkommandos abgebildet.
Typische Aufgaben von Manipulatoren sind beispielsweise der Transport
von Objekten mittels Pick-and-Place-Anwendungen, Montageprozesse (As-
sembling) sowie Bearbeitung von Objekten mit Werkzeugen. Da Industriero-
boter für die Erfüllung solcher Aufgaben vornehmlich Bewegungen ausführen,
ist die Bewegungsplanung daher die zentrale Aufgabe des Planers. Nach Hesse
und Seitz [1996] und Bartenschlager et al. [1998] sind Robotersteuerungen
für Systeme der robotergestützten Fertigungstechnik daher üblicherweise
als (Multi-)Punktsteuerung bzw. Bahnsteuerung realisiert, wobei innerhalb
des Planungsmoduls zumeist vorher definierte Punkte einer Trajektorie
hintereinander an das Ausführungsmodul und schließlich an die Aktorik
gesendet werden. An bestimmten Punkten kann zusätzlich ein Werkzeug
aktiviert werden, um die eigentliche (industrielle) Bearbeitungsaufgabe zu
erfüllen.
Je nach Abstraktionsgrad des realisierten Planungsmoduls kann hierbei
nach Siegert und Bocionek [1996] zwischen zwei Programmierebenen unter-
schieden werden. Bei der roboterorientierten Programmierung erfolgt die
Bewegungssteuerung des Roboters über die explizite Vorgabe von Trajektorien
und Werkzeugkommandos zur Ansteuerung der Aktorik. Solche Vorgaben
werden in Form von Listen oder im Teach-In-Verfahren vom Anwender
vollständig in das System übertragen. Bei der aufgabenorientierten Program-
mierung spezifiziert ein Operator lediglich die Roboteraufgabe, welche von
der Steuerung in einzelne Schritte einer tieferen Abstraktionsebene zerlegt
und ausgeführt wird. So wird beispielsweise bloß der Start- sowie Zielpunkt
und die Bearbeitungsaufgabe im System hinterlegt. Der aufgabenorientierte
Ansatz erscheint daher eher geeignet komplexere Systeme der intelligenten
Fertigungstechnik realisieren zu können.
Funktionsorientierte Architekturen bieten durch die Lösung einer gestellten
Aufgabe innerhalb eines Planers den Vorteil, in der Regel eine vollständige
bzw. global optimale Lösung zu erreichen. Natürlich geht damit eine algo-
rithmische Schwerfälligkeit einher. Diese ist einerseits durch die Autonomie
der einzelnen Module begründet, die nur über Schnittstellen kommunizieren.
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Andererseits neigen funktionsorientierte Architekturen zu langsamen Reak-
tionen und langen Rechenzeiten, da für jede aktuelle Aufgabe stets alle
Module sequentiell durchlaufen und anhand des Weltmodells abgeglichen
werden. Weiterhin entstehen durch die begrenzte Vollständigkeit bei der
Modellierung des Weltmodells aufgrund von Unsicherheiten Probleme mit
der Fehlertoleranz und Adaptierbarkeit an aktuelle Gegebenheiten in der
Umwelt. In dynamischen Umgebungen sind funktionsorientierte Steuerungen
demnach unter bestimmten Voraussetzungen nicht mehr ausreichend robust
gegenüber Unsicherheiten und zudem unflexibel. Lösungsmöglichkeiten für
die geschilderte Problematik zeigt der folgende Abschnitt auf.
2.1.2 Verhaltensbasierte Architekturen
Den zweiten klassischen Ansatz für Steuerungsarchitekturen bildet die Klasse
der verhaltensbasierten (engl. behavior-based) Architekturen. Dabei findet
nach Arkin [1998] für jede Wahrnehmung durch die Sensorik eine direkte
Kopplung an die Aktorik über ein Verarbeitungsmodul statt. Jedes dieser
Module bildet hierbei von den Eingangssignalen der Sensoren über die
Berechnung der benötigten Handlungsanweisung bis zur Ausgabe über die
Aktorik ein sogenanntes Verhalten (engl. behavior). Wie in Abbildung 2.2
gezeigt, arbeiten mehrere solcher Verhalten innerhalb der Steuerung verteilt
und parallel und können untereinander über verschiedene Mechanismen
interagieren und dynamisch auf Ereignisse aus der Umgebung reagieren.
Abbildung 2.2: Innerhalb verhaltensbasierter Architekturen arbeiten verschiedene
Verhalten parallel. Dabei werden Eingangsinformationen aus der Sensorik
verarbeitet und konkurrierende Ausgangsdaten als Stellsignale für die Aktorik
erzeugt (nach [Nehmzow, 2003]).
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Komplexere Aufgaben werden in der Regel von Verhalten auf höheren
Hierarchieebenen bearbeitet, da rechentechnisch aufwändige Planungsmodule
nicht existieren und auch kein übergeordnetes zentrales Weltmodell vorliegt.
Aus diesem Grund werden verhaltensbasierte Architekturen dem Sense-Act-
Paradigma bzw. Perception-Action-Ansatz zugeordnet. Durch diese Form der
sensorgetriebenen Steuerung erhalten verhaltenbasiert realisierte Systeme ein
reaktives Verhalten (vgl. Seite 6). Auf dynamische Ereignisse in der Umwelt
kann daher schnell und flexibel reagiert werden (vgl. [Bekey, 2005]).
Einzelne Verhalten realisieren hierbei jeweils nur eine Basisfähigkeit. Erst
durch die Anzahl gemeinsam parallel aktivierter Verhalten gewinnt das
Gesamtsystem an Komplexität. Durch diese gleichzeitige Bearbeitung mehrerer
verschiedener Verhalten können auch anspruchsvollere Aufgaben gelöst werden.
Der in diesem Zusammenhang stehende Begriff der Emergenz beschreibt
dieses Phänomen: Das Gesamtsystem aller Fähigkeiten ist demnach von
außen betrachtet „intelligenter“ als die reine Summe der einzelnen Verhalten
(vgl. [Nehmzow, 2003]). Als Vorbild für den Aufbau verhaltenbasierter Ar-
chitekturen dient dabei häufig die „innere Architektur“ einfacher Lebewesen,
wie beispielsweise Insekten. Solche biologisch motivierten verhaltensbasierten
Steuerungen sind somit auch ein aktueller Forschungsgegenstand für das
Verständnis biologischer sowie kognitiver Prozesse. Um einen Gesamtüberblick
über verschiedene verhaltensbasiert realisierte Steuerungen zu erhalten, gibt
der nächste Abschnitt eine Übersicht.
2.1.2.1 Eigenschaften verhaltensbasierter Architekturen
Es gibt bis heute keine allgemein genutzte verhaltensbasierte Architektur.
Daher existieren derzeit viele Ausprägungen unterschiedlicher Steuerungen.
Unterschiede sind dabei vor allem im Aufbau und der Verschaltung einzelner
Verhalten, der Existenz und Realisierung von Hierarchien und Parallelitäten
sowie der Fusion der Einzelverhalten zu suchen. Aktuelle Veröffentlichungen
zum Thema beschäftigen sich sowohl mit allgemeinen Fragestellungen, wie
dem generellen Aufbau der Architektur, als auch mit ganz speziellen De-
tails, wie beispielsweise Strategien der Verhaltensfusion bei Multi-Robot-
Anwendungen. Daher wird an dieser Stelle versucht, relevante verhaltens-
basierte Grundkonzepte und Architekturen vorzustellen und wesentliche
gemeinsame Anforderungen sowie Probleme zu identifizieren.
Von Walter [1950] wurde der allgemein anerkannte Grundstein für verhal-
tensbasierte Systeme gelegt, ohne diese bereits so zu benennen. Es handelt sich
dabei um eine einfache elektromechanische Apparatur, in welcher Lichtsen-
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soren über eine Verstärkerschaltung direkt mit zwei Motoren verbunden sind.
Dieser „Roboter“ war damit in der Lage, ein Basisverhalten zum Anfahren
von Lichtquellen zu realisieren.
Verallgemeinert wurde dieser Ansatz in Braitenberg [1984]. Bei diesen soge-
nannten Braitenberg-Vehikeln handelt es sich um einfache Modellfahrzeuge mit
Lichtsensoren und zugehörig gekoppelten Motoren. Die Sensorik empfängt
dabei ein Lichtsignal (den sog. Stimulus) und gibt diesen mit wahlweise
positivem oder negativem Vorzeichen direkt an die Aktorik weiter. Das
Vehikel wird sich, abhängig von der gewählten Kopplung, von der Lichtquelle
wegbewegen oder angezogen werden. Dieser Ansatz wurde in Braitenberg
[1984] ursprünglich genutzt, um Muster der Psychologie zu veranschaulichen.
Es wurden dabei jedoch außerdem die theoretischen Grundlagen für konfi-
gurierbares reaktives Verhalten mechatronischer Robotiksysteme geschaffen.
Die verhaltensbasierte Architektur von Brooks [1986] (sog. Subsumption)
realisiert erstmals softwaretechnische Verhalten in Form von Modulen, welche
die gesamte Bandbreite vom Sensoreingang bis zur Steuerung der Aktorik
abdecken. Dazu werden diese Module in eine funktionsorientierte Hierarchie
eingebunden. Dabei werden auf höheren Modulebenen komplexere Funktionen,
wie beispielsweise Pfadplanung, und auf unteren Ebenen grundlegendere
Reaktionen auf Umgebungseinflüsse, z.B. Hindernisvermeidung, parallel
ausgeführt. Die generierten Aktionen der jeweils unterlagerten Hierarchieebene
haben hierbei stets die höhere Priorität, um die sichere Steuerung des Roboters
zu gewährleisten. Solche Softwaremodule werden in Brooks [1986] erstmals
Verhalten (engl. behavior) genannt. Da ein einzelnes Verhalten immer nur
relativ wenig Funktionalität bietet, lassen sich solche Softwarekomponenten
vergleichsweise schnell und einfach implementieren. Außerdem ist durch die
Unabhängigkeit der einzelnen Module von den anderen Ebenen jeweils eine
sehr schnelle Lösung und Generierung einer Aktion, demnach ein reaktives
Verhalten, zu erwarten (vgl. Seite 6). Auf Basis der vorangegangenen Erkennt-
nisse lassen sich somit weitere Anforderungen an Steuerungsarchitekturen
definieren.
Anforderung A4:
Auf dynamische Ereignisse aus der Umwelt des Systems soll unmittel-
bar rechtzeitig und robust reagiert werden.
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Anforderung A5:
Steuerungsarchitekturen sollen aus Gründen der Zielorientiertheit
sowie der Robustheit gegenüber möglichen Unsicherheiten aus
der Umwelt(-modellierung) hierarchisches und paralleles Verhalten
ermöglichen.
Anforderung A6:
Einzelne Verhalten sollen möglichst einfach und überschaubar gehal-
ten werden, um eine transparente und schnelle Realisierung zu
ermöglichen.
Bei den sogenannten (engl.) Motor-Control-Schemas aus Arkin [1987]
bildet jedes Verhalten zugehörige Sensoreingänge direkt auf Matrizen von
Ausgangsvektoren für die Motorik mobiler Systeme ab. So werden Perzeption
und Motorik dynamisch verbunden. Die jeweils resultierenden Vektorfelder
der einzelnen Verhalten für die Bewegung eines mobilen Roboters werden
schließlich überlagert und ähnlich einer Potentialfeldmethode fusioniert. Das
mobile System bewegt sich anschließend in die resultierende Richtung des
geringsten Potentials. Aus diesem speziellen Ansatz ergibt sich eine zusätzliche
Anforderung an verhaltensbasierte Steuerungen. Dieser Forderung wird in
Abschnitt 2.1.2.3 ausführlich nachgegangen.
Anforderung A7:
Für parallele Verhalten einer reaktiven Steuerung wird eine geeignete
Möglichkeit zur Koordinierung, also zur Fusionierung der Einzelver-
halten, benötigt.
In Anderson und Donath [1990] werden grundlegende Verhaltensmuster
für mobile Roboter, die sogenannten primitiven Verhalten (engl. primitive
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behaviors), vorgestellt. Es wird dabei davon ausgegangen, dass ein Roboter-
system vielfältige Aufgaben autonom und in unstrukturierten dynamischen
Umgebungen ausführen soll. Dafür ist generell eine Vielzahl von verschiedenen
Verhalten erforderlich. Daher wird in Anderson und Donath [1990] der bereits
kurz besprochene hierarchische Ansatz gewählt und weiterentwickelt: Im
Gegensatz zur Fusion vieler einfacher Verhalten zu einem resultierenden
Stellbefehl (vgl. [Arkin, 1987]) wird eine vertikale Unterscheidung von Einzel-
verhalten mit verschiedenen Komplexitätsebenen vorgeschlagen. Dies führt zu
einem konkurrierenden verhaltensbasierten System und schließlich zu einem
resultierenden emergenten Verhalten des Roboters. Daher wird eine weitere
Anforderung gestellt.
Anforderung A8:
Um ein breites Spektrum verschiedener und komplexer Aufgaben zu er-
füllen, werden innerhalb einer verhaltenbasierten Steuerung Hierarchie-
stufen bzw. -schichten unterschiedlicher Komplexität benötigt.
In Anderson und Donath [1990] werden bereits verschiedene primitive
jedoch unterschiedlich komplexe Verhalten für mobile Roboter vorgeschlagen
und definiert (z.B. Hindernisvermeidung, Freiraum-Befahrung, Objektverfol-
gung). Der Begriff des Primitivs wird an dieser Stelle demnach erstmals
definiert und ist nicht im Sinne von „einfach“ bzw. „simpel“ sondern als
Orientierung eines Verhaltens in Richtung der Lösung einer konkreten
Aufgabe zu interpretieren.
Der Ansatz der Hierarchieebenen wird auch in Behnke et al. [2000] bzw.
Behnke und Rojas [2001] aufgegriffen. Dabei stellen die Autoren eine ver-
haltensbasierte Architektur vor, in welcher die Verhaltenshierarchie streng
nach der Zykluszeit aufgebaut wird. Dafür werden die schnellen Verhalten in
die unteren Ebenen eingeordnet. Dort befinden sich demnach vergleichsweise
einfache reflexive Verhalten, welche kurzfristig auf dynamische Umwelt-
bedingungen reagieren. Auf höheren Ebenen nehmen die Bearbeitungszeiten
der beteiligten Verhalten zu. Dabei steigt in der Regel auch die Anzahl der
involvierten Sensoren und Aktoren. In den hierarchisch überlagerten Ebenen
werden demnach die Verhalten eingeordnet, welche eine höhere Komplexität
besitzen und damit auch zunehmende Rechenzeiten aufweisen.
Von Lenser et al. [2002] wird eine auf Behnke et al. [2000] basierende
hierarchische verhaltensbasierte Steuerungsarchitektur zur Ansteuerung von
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Schreitrobotern vorgestellt, welche den Aspekt der Modularität von Verhalten
in den Vordergrund rückt. Unter dem Begriff der Modularität wird die
Fähigkeit des Systems zum flexiblen Hinzufügen, Entfernen und Austauschen
von einzelnen Verhaltensmodulen zusammengefasst. Aufgrund ihrer Eigen-
schaft verschiedene Verhaltensmodule auf Ebenen verschiedener Komplexität
bzw. Zeitbasis zusammenzufassen, wird die Architektur als hierarchisch be-
zeichnet. Anhand dieses flexiblen Ansatzes zur Realisierung des vorgestellten
Systems können weitere allgemeingültige Anforderung für nutzerfreundliche
Steuerungsarchitekturen identifiziert werden.
Anforderung A9:
Modularität soll innerhalb von Steuerungsarchitekturen eine nutzer-
freundliche Austauschbarkeit und Wiederverwendung von Verhalten
auch auf verschiedenen Hierarchieebenen ermöglichen, ohne dabei
Einfluss auf andere in der Steuerung vorhandene Verhalten auszuüben.
Eine Systemkopplung der einzelnen Module soll dabei über definierte
Schnittstellen stattfinden.
Dem Problem eines fehlenden zentralen Weltmodells innerhalb der verhal-
tensbasierten Architekturen zur vorausschauenden Planung von Operationen
wird in Nicolescu und Matarić [2002] versucht mit sogenannten abstrakten
Verhalten zu begegnen. Dabei werden Roboteraktionen innerhalb einer klas-
sischen hierarchischen verhaltensbasierten Steuerung auf Basis primitiver
Verhalten ausgeführt. Zusätzlich eingeführte abstrakte Verhalten realisieren
keine eigentliche Funktionalität, sondern speichern lediglich Zustände. Dabei
können ganze Sequenzen von Bedingungen im System hinterlegt werden, um
verschiedene primitive Verhalten zielorientiert aktivieren oder deaktivieren
zu können. So können einmal im Voraus geplante Aktionssequenzen durch
Strukturveränderungen der Architektur realisiert werden. Die Forderung nach
geplanten Lösungsstrategien komplexer Aufgaben wird somit als zusätzliche
Anforderungen aufgenommen.
Anforderung A10:
Die Steuerungsarchitektur soll komplexe Aufgaben bzw. Pläne in
Form von Aktionssequenzen unterstützen.
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In Proetzsch et al. [2005] bzw. Proetzsch et al. [2007] wird festgestellt,
dass innerhalb der Literatur zu verhaltensbasierten Architekturen vor allem
Aspekte zum Design der Anwendung und der Analyse der zu entwerfenden
Steuerung nur unzureichend thematisiert werden. Die Realisierung von kon-
kreten Anwendungen nach einer gegebenen Architektur wird oft nicht trans-
parent und meist nicht allgemeingültig dargestellt. Auf Basis dieser Problem-
stellung wird von den Autoren die iB2C -Architektur (integrated Behavior-
Based Control) vorgestellt. Dabei handelt es sich um einen rein verhaltens-
basierten Designansatz mit vorgefertigten Verhaltens- und Fusionsmodulen.
Mit diesem Ansatz kann eine Steuerung für einfache Aufgaben schnell anhand
vorgefertigter Module konfiguriert werden. Für komplexere Anwendungen
werden die resultierenden Modelle jedoch schnell unübersichtlich und schwer
modifizierbar. Dennoch können auf Basis dieser Erkenntnisse weitere An-
forderungen formuliert werden. Weiterführende Aspekte dazu werden im
Abschnitt 2.3 behandelt.
Anforderung A11:
Steuerungsarchitekturen sollen möglichst allgemein aufgebaut sein,
um eine Vielzahl von Applikationen zu ermöglichen.
Anforderung A12:
Die Nutzung von vorgegebenen Templates in Form von definierten
Software-Bausteinen erleichtert dem Nutzer die Realisierung konkreter
Verhalten.
Verhaltensbasierte Steuerungen reagieren in erster Linie direkt und unmit-
telbar auf Sensorinformationen. Daher ist es nicht oder nur eingeschränkt
möglich, langfristiges Verhalten zu realisieren. Aufgaben und Pläne mit
mehreren Schritten bis zur Zielerfüllung sind ohne Erweiterungen generell
nicht umsetzbar. Daher sind solche Systeme nur eingeschränkt nutzbar und
für komplexere Aufgaben ungeeignet. Da zusätzlich ohne Weltmodelle und
Repräsentationen gearbeitet wird, sind optimale Lösungen nicht zu erwarten.
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Vielmehr können verhaltenbasierte Steuerungen zur Laufzeit eine Anzahl
widersprüchlicher Lösungen erzeugen. Dies kann die Robustheit des Systems
gegenüber Unsicherheiten aus der Umwelt sogar erhöhen, verhindert aber
planvolles Agieren innerhalb der vorgegebenen Aufgabenstruktur. Demnach
bieten verhaltensbasierte Architekturen den Vorteil, Steuerungen reaktiv und
robust zu gestalten, gekoppelt mit dem Nachteil der unzuverlässigen oder
eingeschränkten Erfüllung komplexerer Aufgaben. Dies führt zur Entstehung
des hybriden Ansatzes aus planungsfähiger funktionsorientierter und reaktiver
verhaltensbasierter Architektur, welcher in Abschnitt 2.1.3 vorgestellt wird.
2.1.2.2 Realisierung von Verhalten
Verhalten sind letztendlich Softwareblöcke, die anhand einer gegebenen
Eingangsinformation (Stimulus) einen Ausgangswert (Response) berechnen
(vgl. [Arkin, 1998], [Siciliano und Khatib, 2008]). Innerhalb eines Verhal-
tens sind demnach Regeln zur Verarbeitung dieser Daten realisiert. Ein
allgemeines funktionsorientiertes Modell eines Verhaltens Vi wird in Ab-
bildung 2.3 dargestellt. Als Eingangsdaten kommen sowohl Sensorwerte
als auch Ausgangsdaten vorgeschalteter Verhalten in Betracht. Ausgangs-
daten können entsprechend direkt an die Aktorik gesendet werden oder für
nachfolgende Verhalten zur Verfügung stehen. Hierbei können verschiedene
Verhalten gleiche Eingangsinformationen nutzen oder auch gleiche Ausgangsin-
formationen erzeugen. Außerdem sollten neue Verhalten jederzeit in eine
bestehende Steuerung eingefügt werden können, ohne dabei die gesamte
Steuerungsstruktur ändern zu müssen. Dies gilt auch für die Entfernung nicht
benötigter Verhalten. Alle in einer hierarchischen Ebene aktivierten Verhalten
werden stets funktionell parallel ausgeführt, um konkurrierendes und somit
gegenüber Unsicherheiten aus der Umwelt(-modellierung) robustes Verhalten
zu ermöglichen.
Die eigentliche Aufgabe und Implementierung eines Verhaltens ist natürlich
system- und anwendungsabhängig. Daher existiert ein breites Spektrum unter-
schiedlichster Verhaltensansätze. So gibt es beispielsweise reine Bewegungsver-
halten für mobile Systeme (z.B. [Larson und Voyles, 2001]) oder Schreitroboter
(z.B. [Denk und Schmidt, 2003]), lernende Verhalten zur Robotersteuerung
über genetische Ansätze (z.B. [Lee et al., 1997]), Fuzzy-basierte Ansätze
(z.B. [Vadakkepat et al., 2004]) und auch Verhalten zur Beeinflussung der
Motivation mobiler Roboter (z.B. [Manzotti und Tagliasco, 2005]). Viele
Ansätze sind durch ihren hohen Spezialisierungsgrad gekennzeichnet und
arbeiten innerhalb einer eng eingeschränkten Domäne. Sie verletzen dabei
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Abbildung 2.3: Im funktionsorientierten Modell eines allgemeinen Verhaltens
wird eine spezifische Funktionalität durch Verarbeitung von Eingangsdaten
anhand vorgegebener Regeln realisiert. Eingangsinformationen sind dabei
Sensorinformationen oder Ausgangsdaten vorgeschalteter Verhalten. Für Systeme
der Robotik bzw. der robotergestützten Fertigungstechnik wird ein Verhalten
durch einen Softwareblock beschrieben.
jedoch die oben aufgestellte Anforderung A11. Generell sind der Komplexität
innerhalb eines Verhaltens keine Grenzen gesetzt. Entwurfsziel ist jedoch in
der Regel die Realisierung vergleichsweise einfacher und softwaretechnisch
übersichtlicher Verhalten. Diese Idee wird mittels eines in dieser Arbeit
genutzten neuen Ansatzes konsequent verfolgt. Dabei wird Funktionalität
innerhalb von Verhalten über standardisierte und überschaubare Software-
bausteine realisiert. Der zugrunde liegende Ansatz dazu wird im Abschnitt 2.2
ausführlich beschrieben.
2.1.2.3 Koordination paralleler Verhalten
Bereits durch Pirjanian [1999] werden verschiedene Mechanismen der Koordi-
nation paralleler Verhalten beschrieben. Unter dem Begriff Koordination
wird dabei die Erzeugung einer resultierenden Systemantwort aus der Fülle der
Antworten der jeweiligen Verhalten innerhalb der Steuerung verstanden. Dabei
wird versucht, Widersprüche zwischen Verhalten aufzulösen, um eine Lösung
der Systemaufgabe zu ermöglichen. Hierbei wird zwischen konkurrierenden
und kooperierenden Ansätzen unterschieden (vgl. [Arkin, 1998]).
Innerhalb der konkurrierenden Ansätze werden Konflikte, die zwischen
Verhalten mit gleichen Ausgangsinformationen entstehen, gelöst, indem
letztendlich nur ein Verhalten zur Ausführung kommt. Dies kann, wie bei-
spielsweise bei Brooks [1986], prioritätsbasiert geschehen. Dabei erhält jedes
Verhalten einen statischen Prioritätswert, der oft von der Hierarchieebene
abhängt. Des Weiteren existieren konkurrierende Ansätze mit dynamischen
Aktivitätsvariablen. Diese werden, wie beispielsweise bei Maes [1990], zur
Laufzeit auf Basis aktueller Daten und Aufgaben berechnet. Anschließend
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kommt das Verhalten mit der höchsten Aktivität zur Ausführung.
Die kooperierenden Ansätze sind dadurch gekennzeichnet, dass die
Ausgangsdaten der parallel aktiven Verhalten fusioniert werden. Somit werden
die Antworten aller benötigten Verhalten an der resultierenden Systemantwort
beteiligt. Dieses Vorgehen kann Vorteile hinsichtlich der Robustheit gegenüber
Unsicherheiten bewirken, wenn die einzelnen Verhalten so realisiert sind, dass
nicht nur ausschließlich konträre Ausgangsinformationen berechnet werden.
Dies kann beispielsweise, wie bei Badreddin [1994] oder Mai und Janschek
[2009], innerhalb eines Fuzzy-Logic-Ansatzes über eine Fuzzifizierung der
Ausgangsdaten erreicht werden. Ein weiterer möglicher Ansatz ist die Fusion
der Ausgangsdaten über eine verhaltensspezifische Wichtung. Dieses auch
in der vorliegenden Arbeit gewählte Vorgehen wird in Abschnitt 3.2.4 näher
erläutert.
Zahlreiche weitere Ansätze zur Koordination paralleler Verhalten existieren
bereits in der Literatur. Daher ist eine architektonische Offenheit der genutzten
Steuerungsarchitektur gegenüber dem gewählten Prinzip wünschenswert. So
lassen sich verschiedene Verfahren anwendungsabhängig austauschen.
2.1.3 Hybride Architekturen
Aus den beiden oben vorgestellten Ansätzen für Steuerungsarchitekturen
von Robotiksystemen lässt sich eine dritte Klasse ableiten: Die hybriden
Architekturen. Nach Gat [1997] wird dabei der reaktive Charakter der
verhaltensbasierten Steuerungen mit einer funktionsorientierten Planungskom-
ponente in einer Architektur vereint. Dafür werden hierarchisch aufgebaute
Subsysteme, sogenannte Schichten, mit nach oben zunehmender Komplexität
bzw. sich erhöhendem Abstraktionsgrad erstellt. Die einzelnen Schichten
interagieren hierbei untereinander, wobei die oben gelegenen Schichten die
komplexere Anwendungsplanung übernehmen, während die unteren Schichten
die reaktiven Verhaltensweisen (vgl. Seite 6) sicherstellen. Wie in Abbildung
2.4 dargestellt werden somit nur bestimmte aufgabenabhängige Verhalten
innerhalb der verhaltensbasierten Schicht durch Module höherer Abstraktions-
grade aktiviert. Die eingeführten Hierarchien bleiben erhalten, jedoch werden
relevante Informationen ebenenübergreifend genutzt. Dies resultiert in einem
integrierenden Modul zur Planung, Überwachung und Aktionsgenerierung auf
oberster Ebene. Durch die Kombination der Vorteile beider Ansätze werden
nun Aufgaben mit langfristigen Zielen bei erhaltener Reaktivität realisierbar.
Das Ansatz der hybriden Architekturen wurde durch Firby [1987] bzw.
Firby und Slack [1995] eingeführt. Dabei wird zwischen zwei unterschiedlichen
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Abbildung 2.4: In hybriden Architekturen werden parallel arbeitende Verhalten
durch hierarchisch überlagerte Module aufgabenabhängig aktiviert. Dabei werden
Sensorinformationen durch die jeweils aktiven Verhalten in Handlungsanwei-
sungen überführt (nach [Siciliano und Khatib, 2008], [Nehmzow, 2003]).
Schichten differenziert. Eine verhaltensbasierte Schicht realisiert Aktionen
eines Robotersystems, während eine überlagerte Schicht die Verhalten in Form
einer Zustandsmaschine aktiviert bzw. deaktiviert. In Volpe et al. [2002] bzw.
Nesnas et al. [2003] wird eine ähnliche zweischichtige Architektur vorgestellt,
wobei hierbei der Fokus auf der Wiederverwendbarkeit der Verhalten liegt.
Dazu werden diese möglichst abstrakt und unabhängig von der später zu
nutzenden Hardware angelegt.
Aufbauend darauf wurde durch Bonasso [1991] eine hybride Architektur
basierend auf drei Schichten vorgestellt. Eine reaktive Schicht realisiert
dabei die Systemantworten auf Sensorinformationen auf unterster Ebene.
Sie ermöglicht eine schnelle Systemreaktion auf Umweltereignisse. In der
Planungsschicht wird die globale Strategie zur Aufgabenerfüllung abgearbeitet
und überwacht. Auf Basis eines Weltmodells werden Verhaltenssequenzen
initialisiert. Eine Ausführungs- bzw. Sequenzschicht dient als Verbindungs-
schicht. Anweisungen aus der hierarchisch überlagerten Schicht werden hier
in Aktionen für die reaktive Schicht sequenziert und entsprechend aktiviert.
Mehrere Architekturen nutzen diesen dreischichtigen Ansatz (engl. 3T,
3-Tier). Dabei übernimmt die mittlere Schicht jeweils die Funktion der
Vermittlung zwischen aufgabenabhängiger Planung und Aktivierung der
dafür benötigten Verhalten. So wird beispielsweise in Alami et al. [1998] eine
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dreischichtige Architektur mit heterogen implementierten Ebenen eingeführt,
wobei für jede Ebene eigene Softwareentwicklungswerkzeuge bereitgestellt
werden. In Li et al. [2004] wird schließlich eine Multi-Schichten-Architektur
zur Steuerung mobiler Roboter in Indoor-Umgebungen eingeführt. Dabei
wird die Middleware Corba als Vermittlungstechnologie über Schnittstellen
zwischen den einzelnen Schichten eingesetzt. So können viele Schichten
unterschiedlicher Komplexität und Hierarchieebenen eingebunden werden.
Da das System beliebig skaliert, können auch beliebig komplexe Aufgaben
realisiert werden. Für Änderungen von Aufgaben wird dabei jedoch ein
besonders tiefes Systemverständnis aller beteiligten Module vorrausgesetzt,
da einzelne Schichten untereinander in Abhängigkeit stehen.
In Martens et al. [2007] bzw. Prenzel et al. [2012] wird die hybride
Steuerungsarchitektur MASSiVE vorgestellt. Dabei handelt es sich um
einen klassischen hybriden Ansatz mit verschiedenen hierarchischen Ebenen
innerhalb der Steuerungsarchitektur. Ziel ist es, eine Gesamtaufgabe aus dem
Gebiet der Rehabilitationsrobotik in eine Sequenz von Aufgaben zu zerlegen.
Für jede Aufgabe stehen nun, abhängig von der aktuellen Konstellation von
Objekten in der Roboterumgebung, sogenannte Skills zur Verfügung. Jeder
Skill aktiviert entsprechende reaktive Softwareblöcke auf einer unterlagerten
verhaltensbasierten Ebene und löst damit die gestellte Systemaufgabe. Dieser
aufgabenorientierte Ansatz dekomponiert Roboteraufgaben jedoch vorrangig
sequentiell und unterstützt keine nebenläufigen Teilprozesse und Synchroni-
sationen auf höheren Ebenen. Auf unterster Ebene sind redundante (parallel
arbeitende) Verhalten vorgesehen, es wird derzeit aber noch nicht klar gezeigt,
wie diese geeignet koordiniert werden können.
Innerhalb aller hybriden Architekturen ist es möglich, die vorhandenen
Schichten bei Bedarf mit zusätzlichen Schichten zu erweitern. So wird es
beispielsweise möglich, Anwender über eine Benutzerschnittstellenschicht oder
mehrere Roboter über eine Multi-Roboter-Schicht einzubinden.
Hybride Architekturen sind praktisch Stand der Technik und werden, auf-
grund der Robustheit gegenüber Unsicherheiten aus der Umwelt(-modellierung)
sowie der Möglichkeit langfristige Ziele verfolgen zu können, aktuell vielfach
eingesetzt. Die genannten Vorteile relativieren sich jedoch aus Entwickler-
sicht schnell. Die gesteigerte Komplexität der Architektur an sich führt zu
einem verkomplizierten Engineering der konkreten Steuerung. Dabei werden
dem Entwickler in den wenigsten Fällen praktische Leitlinien und Vorge-
hensmodelle mitgegeben. Außerdem stellen viele der vorhandenen hybriden
Steuerungen Insellösungen für jeweils eine spezifische Problemkategorie dar.
Allgemeine Ansätze, die weitgehend universell eingesetzt werden können,
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sowie konkrete Methoden zur Anwendungsrealisierung fehlen bislang.
2.2 Funktionsrealisierung über Aktionsprimitive
Im Abschnitt 2.1.2.2 wurde beschrieben, dass es aus Entwicklersicht günstig
ist, wenn Verhalten möglichst standardisiert aufgebaut werden und dabei
einfach editier- und austauschbar sind. Eine konsequente Umsetzung dieser
Anforderungen wird mit dem Ansatz der Aktionsprimitive möglich. Die
Grundidee dabei ist die Nutzung von modularen vereinheitlichten Programm-
bausteinen zur Realisierung genau einer und damit primitiven Funktio-
nalität innerhalb eines Verhaltens. Diese Funktionalität löst eine gestellte
Aufgabe durch die Ausführung einer Aktion. Unter einem Aktionsprimitiv
(engl. action primitive oder skill primitive) wird daher ein klar definiertes
Softwaremodul zur Lösung dieser Aufgabe verstanden. Ein Aktionsprimitiv
ist damit ein eigenständiges und unabhängiges Modul, welches autonom
sensorgeführt und sensorüberwacht eine Minimalaktion ausführt. Dabei
werden solche Primitive in erster Linie als strukturelle Paradigmen betrachtet
und sind damit unabhängig von der konkret gewählten Steuerungsarchitektur.
Systemaufgaben werden dazu in eine Menge von Minimalaktionen zerlegt, um
die Gesamtaufgabe mittels aller im System hinterlegten Primitive zu lösen.
Dieses Vorgehen sowie die Verwendung von Aktionsprimitiven allgemein
werden innerhalb des folgenden Abschnitts ausführlich erläutert.
2.2.1 Übersicht über die Nutzung von Aktionsprimitiven
Das Konzept der Aktionsprimitive wurde ursprünglich in der Industrierobotik
eingeführt. In Hasegawa et al. [1990] und Hasegawa et al. [1992] werden
erstmals sogenannte Manipulationsprimitive vorgestellt, welche als sensorge-
führte Bewegungsmakros definiert sind. Eine Folge von Bewegungen eines
Industrieroboters wird dabei durch eine Sequenz von Primitiven abgebildet.
Montageaufgaben können daher in eine Anzahl grundlegender Aktionen
zerlegt werden. Dazu wird ein Primitiv-Ablaufplan aus einem Montage-
plan manuell erzeugt und als Standardsequenz im System hinterlegt. Eine
Steuerung aktiviert nun zur Laufzeit sensorabhängig das jeweils passende
Primitiv. Typische Manipulationsprimitive sind hier beispielsweise einfache
Bewegungen von Objekten im Arbeitsraum durch einen Roboterarm.
Die Verwendung des Ansatzes über Aktionsprimitive wird auch von Finke-
meyer [2004] bzw. Finkemeyer et al. [2005] im Bereich der Industrierobotik zur
Ansteuerung von Manipulatoren für Montagearbeiten vorgeschlagen. Mithilfe
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der Steuerung werden dabei Führungsgrößen für Bewegungsabläufe berechnet
und in Form von Parametern innerhalb der Aktionsprimitive hinterlegt.
Anschließend wird die Bewegung sensorgestützt ausgeführt. Eine boolesche
Abbruchbedingung legt dafür das Ende einer Aktion respektive Bewegung for-
mal fest. Dazu wird eine Menge von verfügbaren Sensorsignalen auf boolesche
Werte abgebildet. Mit der Abbruchbedingung wird somit der zu erreichende
Zielzustand ebenso festgelegt wie mögliche Fehler- oder Alternativzustände.
Aktionen und Abbruchbedingungen sind innerhalb der Aktionsprimitive
implementiert. Die Steuerung kann dabei auf eine vorhandene Bibliothek
zugreifen, in welcher alle vorhandenen Aktionsprimitive gespeichert vorliegen.
Aus Montageplänen wird nun ein Netz von Aktionsprimitiven erstellt, durch
dessen kontinuierliche Abarbeitung die aktuelle Aufgabe erfüllt werden kann.
Dieser resultierende Plan entspricht demnach einem Zustandsautomaten.
Jedes Aktionsprimitiv wird somit einem diskreten Zustand des Systems
zugeordnet. Diese Architektur wurde durch Reisinger [2008] erweitert, um
Parallelroboter zu betreiben. Um auch Kontaktregelungskonzepte nutzen zu
können, wurden dafür spezielle Aktionsprimitive realisiert.
Bei Nagatani und Tanaka [2000] werden Aktionsprimitive erstmals als
grundlegende Bewegungsabläufe für mobile Roboter verwendet. Die Gesamt-
bewegung, die zur Bewältigung einer Aufgabe nötig ist, wird daher ebenfalls
durch die Aneinanderreihung von mehreren Aktionsprimitiven zu einer Se-
quenz realisiert. Zielpunkte in der Umgebung des Roboters werden dabei zu
einem Netz verbunden. Aus der Menge der möglichen Aktionsprimitive werden
anschließend jene ausgewählt, welche den Roboter durch das Netz navigieren.
Dabei wird jedem Aktionsprimitiv eine Menge an Parametern, beispielsweise
Zielkoordinaten, sowie ein Folgeprimitiv zugewiesen. Diese Folgeprimitive
werden abhängig vom Status des vorangegangenen Aktionsprimitivs aktiviert.
In Milighetti et al. [2005] bzw. Milighetti und Kuntze [2006] wird das mobile
Anwendungsszenario noch erweitert. Es wird eine Aktionsprimitiv-basierte
Steuerungsarchitektur für mobile Serviceroboter vorgestellt. Dafür werden
Aktionsprimitive in Form sogenannter Grundgeschicklichkeiten verwendet.
Hierbei werden Pläne in Form vorprogrammierter Listen von Aktionsprimi-
tiven im System hinterlegt. Die Ausführung solcher Listen führt von einer
aktuellen Situation zur Zielsituation. Aktuelle Aufgaben werden daher durch
einen Zustandsautomaten sequentiell gelöst. Demnach wird die gesamte
Roboteraufgabe vom Anwender in eine dynamisch konfigurierbare Folge
von Aktionen zerlegt. Ein zusätzlicher Entscheidungsfindungsalgorithmus
ermittelt dabei jedoch situationsabhängig das jeweils nächste zu aktivierende
Primitiv. Dazu werden die Aktionsprimitive um fuzzy-basierte Bewertungs-
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funktionen zur Feststellung von Eignung und Verfügbarkeit des jeweils
auszuwählenden Primitivs erweitert (vgl. [Milighetti et al., 2006]). Die Ent-
wicklung und Optimierung solcher Systeme wird anhand von Petri-Netzen
vorgenommen. Jede Roboteraufgabe resultiert demnach in einem Petri-
Netz von Aktionsprimitiven, welches die Zustände des Roboters repräsentiert.
Hierfür werden jedoch solche Netze lediglich als Zustandsmaschinen ohne
Nebenläufigkeiten verwendet. Es kann demnach zu einem Zeitpunkt auch
immer nur eine Roboteraufgabe bearbeitet werden.
Ein ähnlicher Ansatz wird durch Kim et al. [2005] vorgestellt. Verschiedene
Navigationsprimitive werden für die Bewegung eines mobilen Roboters im
Raum genutzt. Der Fokus dieser Arbeit liegt auf der Auswahl des Primitivs,
welches zur Laufzeit die aktuelle Aufgabe innerhalb einer dynamischen
Umgebung bestmöglich erfüllt. Dazu wird eine Abschätzung der Güte auf
der Basis einer Evaluierung vorangegangener Testläufe des Roboters anhand
zeitbewerteter Petri-Netze in Form einfacher Zustandsmaschinen vorgenom-
men.
Wie gezeigt, lassen sich Roboteraufgaben intuitiv in eine Anzahl von
Minimalaktionen zerlegen. Die Anzahl und Art der involvierten Sensoren
sowie der berechneten Ausgangsinformationen, welche einem Aktionsprimitiv
zugeordnet werden, ist dabei variabel. Dadurch ergibt sich eine flexible
Steuerungsstruktur. Die Ausführung einer Aktion mittels Aktionsprimitiven
ist dabei stets sensorgeführt und deren Ende über eine Abbruchbedingung
sensorüberwacht. Bei der Verwendung von Aktionsprimitiven ergeben sich
demnach einige Vorteile für die Steuerung:
• Die flexible Implementierung von verschiedenen Aufgaben in Form
von minimalen Aktionen ist vergleichsweise aufwandsarm, komfortabel
erweiterbar und aus Entwicklersicht transparent. Neue Funktionalität
lässt sich über Aktionsprimitive schnell realisieren und leicht in die
bestehende Steuerungsstruktur einbinden.
• Eine Wiederverwendbarkeit von einzelnen Primitiven oder Teilen ganzer
Aktionsprimitiv-Steuerungen für verschiedene Aufgaben ist möglich.
Aktionsprimitive können dabei durch gezielte Kombination zu neuen
aufgabenspezifischen Systemen verknüpft werden.
• Durch die Verwendung von standardisierten Aktionsprimitiven steht
ein wohldefiniertes Interface für verschiedene Robotersteuerungen zur
Verfügung.
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Der viel versprechende Ansatz, Verhalten in Form von Aktionsprimitiven
zu realisieren, wird darum als Forderung aufgenommen.
Anforderung A13:
Um Funktionalität über formalisierte Verhalten in Form von Mini-
malaktionen zu realisieren und eine übersichtlich strukturierte und
komfortabel modifizierbare Steuerungsarchitektur zu ermöglichen, soll
der Aktionsprimitiv-Ansatz genutzt werden.
2.2.2 Formalisierung des Konzepts
Um eine verbal formulierte Aktion in eine für das Softwaresystem verständliche
Syntax zu überführen, wird ein Formalismus zur Beschreibung von Aktions-
primitiven benötigt. In der Literatur, speziell in Finkemeyer [2004], wird ein
Aktionsprimitiv dabei durch
AP := {HM, τ, λ} (2.1)
definiert. Ein Aktionsprimitiv bildet somit ein 3-Tupel (bzw. Tripel) bestehend
aus den folgenden Komponenten:
• Mit der hybriden Bewegung HM (Hybrid Move bzw. Hybrid Motion)
wird die konkrete Bewegung eines Robotersystems beschrieben. Der
hybride Charakter beschreibt dabei die Anwendung unterschiedlicher
Regelungskonzepte, welche durch ein Aktionsprimitiv aktiviert werden
können. Der Begriff stammt ursprünglich aus der Industrierobotik und
wird im Rahmen dieser Arbeit verallgemeinert. Dieses Vorgehen wird
in Kapitel 3.2.2 beschrieben.
• Bestimmte Systemaufgaben können mit spezieller Hardware verknüpft
sein. Durch τ wird daher eine Menge von sogenannten Werkzeugkom-
mandos definiert. Hier wird die zur Laufzeit benötigte zusätzliche
Hardware zur Ausführung eines Aktionsprimitivs festgelegt. So werden
beispielsweise Greifer als Endeffektor von Roboterarmen angesteuert.
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• Aktionsprimitive werden immer mit dem Erreichen eines parametrierten
Zielzustandes beendet. Dieser wird durch die Abbruchbedingungen λ
definiert. Dabei wird zwischen Standard-Abbruchbedingungen, wie
beispielsweise einem Timeout oder einem Sensorfehler, und den auf-
gabenspezifischen Abbruchbedingungen, beispielsweise dem Erreichen
einer Zielposition, unterschieden.
Nach dem Auslösen der Abbruchbedingung gibt ein Aktionsprimitiv stets
einen Rückgabewert zurück. Anhand dieses Wertes kann der Endzustand eines
durchlaufenen Aktionsprimitivs ermittelt und darüber auf das zu aktivierende
Folgeprimitiv geschlossen werden.
2.3 Engineering von Robotersteuerungen
Wie oben gezeigt, existiert für mechatronische Systeme der Robotik sowie
der robotergestützten Fertigungstechnik eine fast undurchschaubare Anzahl
verschiedener Steuerungsarchitekturen. Dabei liegt der Fokus der vorgestellten
Architekturen jedoch meist nur auf der Art, wie Funktionalität innerhalb
der Steuerung bereitgestellt und verarbeitet wird. Beim Architekturentwurf
ist aber noch eine zweite Entwurfsaufgabe zu lösen. Neben dem reinen
strukturellen Steuerungsaufbau kommt dem Aspekt des Engineering zur
Anwendungsrealisierung eine vielfach vernachlässigte jedoch entscheidende
Bedeutung zu. Damit wird das Vorgehen zur Realisierung einer konkreten
Aufgabe innerhalb der vorliegenden Steuerungsarchitektur beschrieben. Dabei
sind nach Schönfeld [1998] Aspekte zur Übersichtlichkeit, Wartbarkeit und
Wiederverwendbarkeit zu beachten. Eine bereits vorliegende Steuerungs-
architektur soll demnach den Entwickler von konkreten Anwendungen unter-
stützen. Eine geeignete transparente Entwurfsrichtlinie bzw. -beschreibung des
gesamten Prozesses zur Anwendungserstellung ist somit Grundvoraussetzung
für ein schnelles und komfortables Engineering.
Solche Vorgehensmodelle zum Engineering werden bei den vorhandenen
Steuerungsarchitekturen in der Regel vernachlässigt. Meist erschließt sich die
Anwendungsrealisierung nur dem Anwender, welcher über Spezialwissen über
bestimmte Programmiersprachen oder spezielle Softwaresysteme verfügt. Das
liegt vorrangig auf dem Fokus der oben vorgestellten Steuerungsarchitekturen
auf eine spezifische Problemklasse. Resultat sind vielfach Insellösungen, die
sich nur schwer oder überhaupt nicht in eine andere Anwendungsdomäne
übertragen lassen. Dabei werden nach Bruyninckx [2002] vor allem potentielle
Kleinseriennutzer solcher Systeme (z.B. kleine mittelständische Unternehmen)
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eingeschränkt. Sie verfügen einerseits nur über eine beschränkte Anzahl
umfassend ausgebildeter Entwickler und andererseits nicht über ausreichend
Mittel zur externen Auftragsentwicklung von Anwendungslösungen. Als
Antwort auf diese Probleme wird daher eine weitere Anforderung identifiziert.
Anforderung A14:
Der Engineeringprozess der Steuerungsarchitektur zur Realisierung
von Anwendungen ist übersichtlich, transparent und in Form eines
eindeutigen Vorgehensmodells zum Entwurf zu formulieren.
In Siciliano und Khatib [2008] werden hierbei die zu durchlaufenden
Vorgehensschritte im Rahmen des Engineering genannt. Innerhalb einer
Aufgabenanalyse werden dazu in einem ersten Schritt die Anforderungen an
die Funktionalität der Steuerung aufgestellt. Anschließend werden zugehörige
Aktionen zum Lösen der identifizierten Aufgaben definiert. Dabei entsteht
ein Datenmodell unter Einbezug vorhandener Sensorik sowie Aktorik. Eine
zeitliche Bezugsetzung legt die minimale Zykluszeiten sowie notwendige
Verarbeitungskapazitäten der Steuerung fest. Darauf folgend werden mögliche
Nutzer benannt und Anwendungsfälle erstellt. Auf Basis dieser Informationen
erfolgt der Steuerungsentwurf mittels eines anschließenden Analyseverfahrens.
Idealerweise ist der resultierende Entwurf von der zu wählenden Programmier-
sprache unabhängig.
Anforderung A15:
Die im Entwurfsprozess entstandene Struktur der Steuerungs-
architektur ist idealerweise unabhängig von einer konkreten
Programmiersprache.
Ein eindeutiges Vorgehen zur Anwendungsrealisierung wird somit neben der
Realisierung einer flexiblen und robusten Steuerung als zweites Entwurfsziel
gestellt.
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2.4 Offene Probleme und eigener Beitrag
In den vorangegangenen Abschnitten wurden wichtige Anforderungen an
Steuerungsarchitekturen für Systeme der Robotik sowie der robotergestützten
Fertigungstechnik zusammengestellt. Dabei wurden vordergründig zwei Haupt-
aspekte identifiziert: Die genutzte Steuerung soll sowohl komplexere Aufgaben
mit kurz- und langfristigen Zielen bearbeiten und lösen können als auch
adaptiv und reaktiv auf Umgebungseinflüsse reagieren können. Zusätzlich
ist ein umfassender Engineeringansatz notwendig, der den Anwender von
der Erstellung der Steuerung zur Realisierung einer Anwendung bis zur
Modifikation derselben unterstützt.
Auf Basis der Literaturanalyse liefern erweiterte verhaltensbasierte bzw.
hybride Architekturen einen geeigneten Rahmen, um flexible und gegenüber
Unsicherheiten robuste Steuerungen zu erstellen. Dabei wurde jedoch auch
deutlich, dass derzeit vorrangig Insellösungen für spezielle Systeme bzw.
Systemklassen existieren. Zusätzlich wird der Engineeringaspekt vielfach
vernachlässigt, so dass mögliche Anwender Expertenwissen über das gesteuerte
System benötigen oder es sich aneignen müssen. Allgemeingültige Vorge-
hensmodelle und Methoden zur Steuerungserstellung fehlen oder sind nicht
transparent. Die Abwesenheit von Wissensträgern einer speziellen Steuerung
führt daher schnell zur problembehafteten Modifizier- und Erweiterbarkeit
und somit zu eingeschränkter Nutzbarkeit.
Aktionsprimitive stellen eine transparente und gut überschaubare intuitive
Möglichkeit dar, um Funktionalität innerhalb eines Systems bereitzustellen.
Dabei sind, wie oben angeführt, Steuerungsarchitekturen mit Aktionsprimi-
tiven bisher nur als Zustandsautomaten realisiert worden. Zu jedem Zeitpunkt
ist jeweils nur ein Aktionsprimitiv aktiv, wobei Problemstellungen durch die
sequentielle Bearbeitung verschiedener Primitive gelöst werden.
Innerhalb der folgenden Abschnitte wird gezeigt, wie die beschriebenen
Konzepte innerhalb eines integrierten Ansatzes in Form einer neuen Steuerungs-
architektur fusioniert werden können. Dabei werden parallel arbeitende Aktions-
primitive innerhalb einer hybriden Architektur genutzt und mittels eines
speziellen Engineeringansatzes bereitgestellt. Daher wird zunächst die Frage-
stellung geklärt, wie eine solche Architektur strukturell konzipiert und an-
schließend realisiert werden kann. Als geeignete Struktur wird dazu eine
Trennung zwischen einem funktionsorientierten verhaltensbasierten Modell zur
Ausführung von sowohl funktionell parallel als auch hierarchisch arbeitenden
Aktionsprimitiven und einem ablauforientierten Modell zur aufgabenabhängi-
gen Konfiguration derselben vorgestellt. Mit einer solchen Struktur entsteht
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ein regelungstechnisch-orientiertes kaskadiertes Modell der Steuerung, in
welcher Modifikationen transparent, übersichtlich und gegenüber herkömm-
lichen Steuerungen vergleichsweise einfach vorgenommen werden können.
Diese entworfene Steuerungsstruktur wird zusammen mit allen oben iden-
tifizierten Anforderungen innerhalb einer Architektur umgesetzt. Dafür wird
ein transparenter Ansatz zur Realisierung von komplexen und parallelen
Aufgaben bei gleichzeitiger übersichtlicher Strukturierung und Handhab-
barkeit innerhalb der Steuerung entworfen. Hierfür wird ein ganzheitlicher
Engineeringansatz vorgestellt, welcher mögliche Nutzer von der System- und
Aufgabenanalyse über die Steuerungserstellung bis zum Systemstart und der
Modifikation der erstellten Steuerung begleitet.
Der vorgestellte Entwurf wird dabei so ausgelegt, dass auch mehrere
voneinander unabhängige Teilsysteme innerhalb einer Steuerung erstellt
werden können. Über spezielle Mechanismen können diese Teilsysteme an-
schließend auf Aktionsprimitivebene synchronisiert werden. Damit wird eine
Steuerung von verteilten Aufgaben möglich. Aufgrund des universellen Ent-
wurfs können mit der Steuerungsarchitektur anschließend sowohl Systeme der
mobilen Robotik als auch der robotergestützten Fertigungstechnik realisiert
werden.
Obwohl die in den nächsten Kapiteln beschriebene Steuerungsarchitektur
den Entwurf von funktionsfähigen Steuerungen durch klare Ablaufmodelle
innerhalb einer hierarchischen Systemsstruktur unterstützt, ist es nicht
Grundanliegen strukturelle sowie funktionelle Korrektheit der Steuerung
(Stabilität, maximale Reaktionszeiten, semantische Widerspruchsfreiheit) in
jedem Fall sicherzustellen, sondern vielmehr einen Rahmen für transparentes
Enginneering solcher Steuerungen innerhalb eines überschaubaren Frameworks
zur Realisierung von Anwendungslösungen für verschiedene Szenarien zu
schaffen.
Der detaillierte Entwurf der Steuerungsarchitektur auf der Basis der
oben identifizierten Anforderungen wird im nächsten Kapitel beschrieben.
Anschließend wird die entstandene Architektur durch einen objektorientierten
Softwareentwurf in eine konkrete Implementierung überführt. Darauf auf-
bauend wird der Architektur-eigene Engineeringansatz ausführlich anhand
von Beispielen erläutert. Auf dieser Basis werden schließlich verschiedene
Demonstrationsszenarien umgesetzt und evaluiert, um Vorteile der entstan-
denen Architektur bezüglich Aufgabenerfüllung und Anwenderfreundlichkeit
hervorzuheben.
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Im vorangegangenen Kapitel wurden wesentliche Anforderungen für die
Realisierung einer Steuerungsarchitektur für Anwendungen der Robotik
sowie der robotergestützten Fertigungstechnik identifiziert. Diese dienen
nun in kategorisierter Form als Grundlage für den Entwurf einer neuartigen
Steuerungsarchitektur. Dieser Entwurf wird innerhalb der folgenden Ab-
schnitte schrittweise erläutert und beispielhaft dargestellt. Ziel ist der Entwurf
einer anforderungskonformen Softwarearchitektur in Form eines Engineering-
orientierten Frameworks mit dem Namen Apeca (Action Primitive-based
Engineering-oriented Control Architecture). Unter dem Engineeringbegriff
wird dabei, wie in Abschnitt 2.3 beschrieben, das Vorgehen zur Realisierung
einer konkreten Anwendung innerhalb der Steuerungsarchitektur verstanden.
3.1 Anforderungen an den Entwurf sowie Modellsystem
Anforderungen an Steuerungsarchitekturen wurden in Kapitel 2 identifiziert
bzw. definiert. Dabei lassen sich diese übergeordneten Kategorien zuordnen.
In Tabelle 3.1 werden die Anforderungen darum strukturiert zusammengefasst
und kategorisiert. Diese Anforderungen bilden nun die Grundlage für den
anschließenden Architekturentwurf. Zielstellung ist daher die Erfüllung dieser
Anforderungen innerhalb des resultierenden Steuerungsentwurfs.
Im Rahmen der folgenden Abschnitte soll nun die Fragestellung geklärt wer-
den, wie sich anhand der gestellten Anforderungen eine Steuerungsarchitektur
gestalten lässt, die sowohl eine robuste Lösung komplexer Aufgaben als auch
einen erleichterten Engineeringprozess ermöglicht. Zur Veranschaulichung
der Problemstellung dient das einfache funktionsorientierte Modellsystem
in Abbildung 3.1. Innerhalb der gezeigten Kaskadenstruktur wird eine An-
zahl von Verhalten zur Steuerung eines Robotiksystems wirksam. Dabei
sind beispielsweise Verhalten zur Lokalisierung, zur Pfadplanung sowie zur
Bewegungssteuerung des Systems notwendig. Es sind sowohl parallel als
auch hierarchisch arbeitende Verhalten in das funktionsorientierte Modell
integriert. Zur Strukturierung der Funktionalität innerhalb dieser Verhalten
soll das Aktionsprimitivkonzept genutzt werden. Zielstellung ist demnach
die Realisierung eines flexiblen Engineering-Frameworks. Das Vorgehen dazu
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wird innerhalb der folgenden Abschnitte schrittweise erläutert.
Abbildung 3.1: Im abgebildeten Modellsystem wird ein System (Robotersystem)
mit einer Steuerung betrieben. Die Kopplung wird dabei über Aktorik sowie
Sensorik des Systems realisiert. Die entsprechenden Sensorsignale dienen hierbei
als Eingangsinformationen für die in der Steuerung hinterlegten Verhalten.
Im abgebildeten Modellsystem sind parallel sowie hierarchisch arbeitende
Verhalten innerhalb einer kaskadierten Struktur wirksam. Dadurch entsteht
ein funktionsorientiertes Modell zur Steuerung des Robotersystems. Funktionell
parallele Verhalten müssen entsprechend koordiniert werden. Dazu wird jeweils
eine Fusionsstufe benötigt. Die Ausgangsdaten der beteiligten Verhalten bilden
die Stellsignale des zu steuernden Systems. Das abgebildete Modellsystem dient
als anforderungskonformes Entwurfsziel der in diesem Kapitel zu definierenden
Steuerungsarchitektur.
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Tabelle 3.1: In der Tabelle werden die einzelnen identifizierten Anforderungen
(A) an Steuerungsarchitekturen strukturiert zusammengefasst und dabei in
Anforderungskategorien (K) eingeordnet.
Anforderung Inhalt
K1 Modularität, Erweiterbarkeit und Wiederverwendbarkeit
A1 Ein modularer Aufbau der Architektur soll Modifikationen unterstützen
A9 Die Erweiterbarkeit, Wiederverwendbarkeit und Austauschbarkeit von
Verhalten soll ohne Einfluss auf bereits vorhandene Verhalten
durchführbar sein, die Kopplung über Schnittstellen stattfinden
A6 Ein Verhalten soll möglichst einfach und überschaubar strukturiert sein
A12 Für Verhalten sollen vorgegebene Software-Bausteinen genutzt werden
K2 Realisierung von erhöhter Aufgabenkomplexität
A2 Zur Lösung komplexer Aufgaben soll a-priori-Wissen verarbeitet werden können
A3 Eine Realisierbarkeit von Aufgaben mit kurz- und langfristigen Zielen
soll möglich sein
A8 Hierarchieebenen mit unterschiedlicher Komplexität sollen unterstützt werden
A10 Komplexe Aufgaben sollen in Form von Aktionssequenzplänen realisiert werden
K3 Adaptivität, Flexibilität und Robustheit
A4 Auf dynamische Ereignisse aus der Umwelt soll rechtzeitig reagiert werden
A5 Die Realisierung von hierarchischen und parallelen Verhalten soll
robust gegenüber Unsicherheiten und unerwarteten Ereignissen sein
A7 Parallele Verhalten sollen über eine Fusionsstufe koordiniert werden
K4 Engineeringansatz, Transparenz, Anwendungsentwicklung
A11 Die Universalität der Steuerungsarchitektur soll die Nutzung
in unterschiedlichen Anwendungbereichen ermöglichen
A13 Funktionalität soll über strukturierte und komfortabel
modifizierbare Aktionsprimitive realisiert werden
A14 Ein übersichtliches und transparentes Entwurfsmodell zum
Engineeringprozess soll erstellt werden
A15 Die Steuerungsarchitektur soll von einer konkreten
Programmiersprache unabhängig sein
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3.2 Modularer Aufbau der Architektur
Im folgenden Abschnitt wird der Aufbau der in der vorliegenden Arbeit
entwickelten Steuerungsarchitektur anschaulich gezeigt. Dazu wird, ausgehend
vom Bottom-Up-Konzept, zuerst auf den Aufbau einzelner Module eingegan-
gen. Um ein vollständiges und funktionsfähiges Gesamtsystem zu erhalten,
werden diese Module anschließend in Form eines Frameworks miteinander
verknüpft. Dabei wird im Besonderen auf die Nutzung von Aktionsprimitiven
auf verschiedenen Ebenen sowie auf den zugrunde liegenden Engineering-
orientierten Ansatz eingegangen.
3.2.1 Systembegriff
Grundanliegen des vorgestellten Entwurfes ist die Realisierung einer flexi-
blen und modularen Steuerungsarchitektur für mechatronische Systeme der
Robotik. Zielstellung ist eine allgemeine Softwarearchitektur für verschiedene
Anwendungsbereiche. Die entworfene Steuerung ist somit in der mobilen
Robotik ebenso einsetzbar wie bei Handhabungs- und Fertigungsaufgaben
mittels Manipulatoren, Industrierobotern oder intelligenten Systemen der
Fertigungstechnik. Unter dem Begriff System ist im Folgenden demnach jeweils
das gesteuerte mechatronische System zu verstehen, welches über eine Aktorik
mit seiner Umgebung in Kontakt steht und über Sensorik Umweltinformatio-
nen aufnimmt. Die vorliegende und in den folgenden Abschnitten beschriebene
Architektur bietet eine neue Möglichkeit der funktionsorientierten Organisa-
tion zur zielorientierten Verarbeitung dieser Daten. Der softwaretechnische
Weg, wie aus den Sensorinformationen und gegebenen Aufgaben und Rand-
bedingungen letztendlich Handlungsanweisungen für die Aktorik werden, ist
folglich Hauptaugenmerk der Architektur. Die möglichen Zielsysteme sind
demnach weit gefächert und verschieden aufgebaut, so dass der vorgestellte
Ansatz als allgemeine Softwarearchitektur komplexer Robotiksysteme gelten
kann. Im Rahmen der Arbeit realisierte Systeme der mobilen Robotik sowie
der robotergestützten Fertigungstechnik, wie sie in Kapitel 6 beschrieben
werden, sind daher als beispielhafte Demonstrationsszenarien zu betrachten.
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3.2.2 Aktionsprimitive
Durch ein Aktionsprimitiv wird, wie in Abschnitt 2.2 schon gezeigt, genau
eine sensor- und parametergeführte Minimalaktion bzw. atomare Aktion in
einem technischen System realisiert. Das bedeutet, dass ein Aktionsprimitiv
die Überführung von Sensorinformationen und gegebenen Parametern in
Handlungsanweisungen in Form eines Makros abbildet. Um ein gewünschtes
Systemverhalten in eine Aktion zu überführen, welche für das jeweilige
Zielsystem in einer verständlichen Syntax vorliegt, wird im Folgenden ein
Formalismus zur Beschreibung von Aktionsprimitiven formuliert. Einzelne
Aktionsprimitive werden in der vorliegenden Arbeit in Anlehnung an die
Veröffentlichungen von Finkemeyer [2004] sowie Milighetti et al. [2005] und
basierend auf Gleichung 2.1 durch
AP := {A,Φv,Φw, z0, τ ,λ} (3.1)
definiert. Jedes Aktionsprimitiv AP setzt sich demnach aus einer Menge
der folgenden Elemente zusammen: Die atomare Aktion A, die benötigten
Eingangsdaten Φv sowie Ausgangsdaten Φw, die Anfangswerte z0, benötigte
Werkzeug- bzw. Toolkommandos τ sowie ein Satz von zu parametrierenden
Abbruchbedingungen λ. Jedes Aktionsprimitiv bildet somit durch Glei-
chung 3.1 ein Tupel mit den genannten Komponenten.
Dabei sind außer der algorithmischen Aktion die einzelnen Einträge als
Vektoren realisiert, da sie jeweils eine Menge an Werten bzw. Bedingungen
repräsentieren. Da nach der hier gewählten Betrachtungsweise ein Aktions-
primitiv nur genau eine atomare Aktion ausführt, lässt sich mit einem
Primitiv in der Regel noch keine gesamte Systemaufgabe, sondern nur ein
Teilaspekt lösen. Daher wird eine bestimmte AnzahlM von Aktionsprimitiven
benötigt. Die Gesamtheit aller im System hinterlegten Aktionsprimitive
wird in einer Bibliothek gespeichert, der Aktionsprimitiv-Bibliothek. Jedem
Aktionsprimitiv kann somit ein Bezeichner i zugeordnet werden, wobei mit
AP i, i ∈ N, 1 ≤ i ≤M (3.2)
alle in der Bibliothek gespeicherten Aktionsprimitive adressierbar sind. Damit
lassen sich einzelne Aktionsprimitive entsprechend Gleichung 3.1 mit
AP i = (Ai,Φvi ,Φwi , z0i , τi,λi) (3.3)
beschreiben. Der im jeweiligen Aktionsprimitiv AP i hinterlegte Algorithmus
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der Aktion Ai benötigt spezifische Eingangsdaten Φvi . Diese setzen sich mit
Φvi =
(
Φv,si
Φv,oi
)
aus Sensordaten Φv,si sowie Ausgangsdaten Φv,oi vorgelagerter Primitive
zusammen. Jedes Aktionsprimitiv AP i aus Gleichung 3.3 nutzt dabei einen
zuvor definierten Satz einer Anzahl Q von Eingangsdaten, so dass gilt
Φvi =

Φv,si,1
Φv,si,2...
Φv,si,R
Φv,oi,1
Φv,oi,2...
Φv,oi,S

,
mit
Φv,si,ν ∈ R, 1 ≤ ν ≤ R, Φv,oi,ξ ∈ R, 1 ≤ ξ ≤ S und Q = R + S.
Dabei wird innerhalb jedes Primitivs durch die Verarbeitung dieser Ein-
gangsdaten im Algorithmus der Aktion Ai mit
Φwi =

Φwi,1
Φwi,2
...
Φwi,T
 , Φwi,ν ∈ R, 1 ≤ ν ≤ T (3.4)
eine Anzahl T von Ausgangsdaten Φwi definiert. Hierzu wird weiterhin ein
Satz von Anfangswerten z0i genutzt. Diese können mit
z0i =
(
z0,ki
z0,di
)
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sowohl kontinuierliche Werte z0,ki als auch diskrete Werte z0,di enthalten, so
dass mit
z0,ki =

z0,ki,1
z0,ki,2
...
z0,ki,U
 , z0,ki,ν ∈ R, 1 ≤ ν ≤ U
und
z0,di =

z0,di,1
z0,di,2
...
z0,di,V
 , z0,di,ν ∈ B, 1 ≤ ν ≤ V
die Anzahl der benötigten Parameter definiert wird. Zusätzliche Hardware
wird dabei, falls benötigt, über eine Menge W von Werkzeugkommandos τi
τi =

τi,1
τi,2
...
τi,W
 , τi,ν ∈ B, 1 ≤ ν ≤ W
aktiviert. Eine überlagerte Steuerungsebene parametriert das Aktionsprimi-
tiv dazu aufgabenorientiert. Dieser Parametersatz wird für den aktuellen
Ausführungsschritt im Aktionsprimitiv hinterlegt. Zeitgleich werden Ab-
bruchbedingungen λi definiert, die bei Erfüllung ein Ereignis auslösen, die
Ausführung des Primitivs beenden und dazu die überlagerte Steuerung
informieren. Mit dem Vektor
λi =

λi,1
λi,2
...
λi,X
 , λi,ν ∈ B, 1 ≤ ν ≤ X (3.5)
wird dazu die im jeweiligen Aktionsprimitiv AP i hinterlegte Anzahl X
von parametrierbaren Abbruchbedingungen λi spezifiziert. Dieser Satz von
verschiedenen Abbruchbedingungen führt genau dann zum Schalten, wenn
eine der parametrierten Abbruchbedingungen erfüllt ist und beendet somit
das aktuelle Aktionsprimitiv.
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Jedes Aktionsprimitiv AP i bildet nun, wie beschrieben, eine bestimmte
Funktionalität des Zielsystems ab und kann als Einzelverhalten interpretiert
werden. Ein Aktionsprimitiv ist demnach von außen betrachtet ein völlig un-
abhängiges Softwaremodul, welches autonom eine spezifische Aufgabe löst. In
Abbildung 3.2 wird dieser Zusammenhang in Form eines funktionsorientierten
Modells veranschaulicht: Das abstrakte Aktionsprimitiv AP i realisiert ein
bestimmtes vorgegebenes Systemverhalten über die intrinsische Aktion Ai.
Abbildung 3.2: Darstellung des funktionsorientierten Modells eines abstrak-
ten Aktionsprimitivs. Realisiert wird eine spezifische Funktionalität durch
Ausführung einer intrinsischen Aktion. Als Eingang können dabei Daten
aus der Perzeption dienen oder Ausgänge vorgeschalteter Primitive. Der
Ausgang eines Aktionsprimitivs kann entweder als Eingang für nachgeschaltete
Primitive verwendet werden oder direkt durch Stellkommandos mit dem
Zielsystem gekoppelt werden. Die überlagerte Steuerung parametriert das
Primitiv aufgabenorientiert.
Dabei können Sensordaten ebenso als Eingang des Aktionsprimitivs die-
nen wie Ausgänge von anderen, hierarchisch vorgelagerten Primitiven. Der
durch die spezifische Aktion Ai berechnete Aktionsprimitivausgang wird
entsprechend an nachfolgende Primitive weitergegeben oder direkt an die
Aktorik des Systems gekoppelt.
Durch dieses Vorgehen lassen sich Roboteraufgaben intuitiv in eine Anzahl
von Minimalaktionen zerlegen. Jede dieser Aktionen wird in Form einzelner
Aktionsprimitive AP i von einem Entwickler einmal implementiert und ist
dann in der Aktionsprimitiv-Bibliothek gespeichert. Somit können neue
Aktionsprimitive jederzeit flexibel hinzugefügt werden. Dieses Vorgehen
entspricht somit den Anforderungen aus den Kategorien K1 sowie K4.
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3.2.3 Funktionsorientiertes Modell der Aktionsprimitiv-Steuerung
Alle zur Verfügung stehenden Aktionsprimitive AP i liegen in einer Bibliothek
vor. Diese werden nun in einem nächsten Schritt in ein funktionsorientiertes
Modell überführt. Dies bedeutet, dass alle Primitive entsprechend ihrer
gegebenen Ein-/Ausgangskombinationen zu einer Aktionsprimitivsteuerung
zusammengeschaltet werden. In Abbildung 3.3 wird dieses Vorgehen ver-
anschaulicht. Alle in der Bibliothek hinterlegten Aktionsprimitive werden
damit zu einem Verhaltensnetzwerk verschaltet. Das so entstandene funktions-
orientierte Modell ermöglicht den kontinuierlichen Betrieb der Aktionsprimi-
tivsteuerung auf dieser Ebene.
Abbildung 3.3: Im funktionsorientierten Modell der Aktionsprimitivsteuerung
sind funktionell parallel arbeitende Primitive (gestrichelte Rahmen) sowie
hierarchisch arbeitende Primitive (grau hinterlegte Blöcke) zu erkennen.
Parallele Aktionsprimitive mit gleichartigen Ausgangsdaten werden innerhalb
der Steuerung fusioniert.
Durch die Verschaltung aller Aktionsprimitive in einem funktionsorientierten
Modell entsteht nun eine verhaltensbasierte Schicht mit der Möglichkeit,
Aktionsprimitive auf dieser Ebene einerseits hierarchisch und andererseits
funktionell parallel konkurrierend bzw. kooperierend auszuführen.
Für den hierarchischen Ansatz bedeutet dies, dass die Ausgangsinfor-
mationen des Primitivs AP i unmittelbar als Eingangsdaten für das funk-
tionell nachfolgende Aktionsprimitiv AP i′ genutzt werden. Dies geschieht
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durch eine horizontale Verschaltung innerhalb der Steuerung. Entsprechende
Vorgänger-Nachfolger-Beziehungen werden durch die Steuerung während der
Überführung in das funktionsorientierte Modell automatisch realisiert. In
Abbildung 3.3 trifft dies beispielhaft auf die hinterlegten Aktionsprimitive
AP1, AP3, AP5 und AP7 zu.
Gleiches gilt für die Ausführung funktionell paralleler Aktionsprimitive. So
kann ein Satz von Verhalten in Form der aktuell im Modell hinterlegten Pri-
mitive parallel in Kooperation oder in Konkurrenz aktiv sein. Dieses Vorgehen
wird einerseits benötigt, wenn mehrere Minimalaktionen mit gleichem Ziel
arbeiten, die Algorithmik jedoch jeweils auf der Basis unterschiedlicher Daten
beruht. Solche Primitive sind demnach kooperierend aktiviert. Andererseits
kann eine definierte Anzahl verschiedener Primitive auch mit unterschiedlichen
Zielen arbeiten. Solche Aktionsprimitive arbeiten demnach konkurrierend
im Wettbewerb. Diese vertikale Verschaltung von Aktionsprimitiven inner-
halb des funktionsorientierten Modells realisiert die Steuerung durch eine
funktionell parallele Bearbeitung von Primitiven gleichartiger Ausgangsdaten.
Solche Aktionsprimitive sind demnach stets durch ähnliche Eigenschaften
gekennzeichnet. Im beispielhaften funktionsorientierten Modell in Abbildung
3.3 trifft dies an zwei Stellen zu. So besitzen die in den gestrichelten Rahmen
befindlichen Aktionsprimitive AP4, AP5 und AP6 sowie die Aktionsprimi-
tive AP7, AP8 und AP9 jeweils die gleichen Ausgangsdaten und werden
entsprechend automatisch einer Fusionsstufe zugeführt. Damit ist eine Fusion
von Aktionsprimitiven an jeder Stelle im funktionsorientierten Modell möglich.
Das zugehörige Vorgehen zur Fusion der Ausgangsdaten parallel arbeitender
Primitive wird im folgenden Abschnitt beschrieben.
Im Gegensatz zu herkömmlichen Steuerungen (vgl. Kapitel 2) entsteht nun
durch die Nutzung von hierarchisch sowie funktionell parallel arbeitenden
Aktionsprimitiven im funktionsorientierten Modell die Möglichkeit, das zu
steuernde Gesamtsystem von Anfang an Engineering-orientiert auszulegen
und gegenüber Unsicherheiten deutlich robuster zu gestalten. Damit wird
die Anforderungskategorie K3 bereits erfüllt. Die hierarchisch aufeinander
aufbauenden Aktionsprimitive bieten dem Entwickler die Möglichkeit den
Ansatz der Realisierung von atomarer und demnach abgeschlossener Funk-
tionalität je Aktionsprimitiv voll auszunutzen. So bleibt die Algorithmik in
einem einzelnen Aktionsprimitiv überschaubar und einzelne Aktionsprimitive
lassen sich vergleichsweise schnell realisieren. Das Lösen von komplexeren
Systemaufgaben wird hierbei durch die Verschaltung einer benötigten An-
zahl hierarchischer Primitive erreicht. Die zusätzliche Verwendung parallel
angeordneter Aktionsprimitive innerhalb des Modells ermöglicht es dem
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Entwickler einerseits die Systemredundanz und damit die Robustheit durch
kooperierende oder konkurrierende Verhalten zu erhöhen. Andererseits besteht
die Möglichkeit die Systemeffizienz durch das Bearbeiten von mehreren
gleichzeitigen Aufgaben zu steigern. Insgesamt entsteht somit eine regelungs-
technisch orientierte, geschlossene, funktionsorientierte Wirkstruktur mit
Kaskaden in der unterschiedliche Verhalten strukturiert angeordnet und
ausgeführt werden.
3.2.4 Koordinierungsansatz mittels gewichteter Fusion
Durch die vertikale Verschaltung von Aktionsprimitiven im oben gezeigten
funktionsorientierten Modell (Abschnitt 3.2.3) entsteht die Möglichkeit, Ver-
halten funktionell parallel auszuführen. Die Aktionsprimitivsteuerung ordnet
solche Aktionsprimitive aufgrund ihrer gleichartigen Ausgangsdaten dabei im
funktionsorientierten Modell automatisch als parallel zu bearbeitende Verhal-
ten an. Um anschließende Konflikte auszuschließen, werden die Ausgangsdaten
dieser Aktionsprimitive dann einer zusätzlichen Fusionsstufe zugeordnet.
Dies kann, wie in Abbildung 3.3 gezeigt, beispielsweise notwendig werden,
wenn unterschiedliche Primitive (AP4 bis AP6) Daten für ein gemeinsames
nachfolgendes Primitiv (AP7) bereitstellen oder wenn Aktionsprimitive auf
gleiche Hardware zugreifen (AP7 bis AP9).
Die Fusion der Primitive findet hier über einen kooperativen Ansatz statt
(vgl. Abschnitt 2.1.2.3). Dabei wird die eigentliche Koordinierung der Ver-
halten im Fusionsmodul über gewichtete Ausgangsdaten erreicht. Der Wert
dieses Gewichtes, die Wichtung, wird individuell in den Primitiven selbst
berechnet. Jedes Aktionsprimitiv AP i berechnet so während der Laufzeit
einen eigenen Wert für die zugehörige Wichtung
WAP,i (3.6)
wobei gilt
WAP,i ∈ R, 0 ≤ WAP,i ≤ 1.
Der Zahlenwert dieser Wichtung hängt algorithmisch von der Aktivität des
zugehörigen Aktionsprimitivs ab und erhöht sich entsprechend bei zunehmen-
dem Bedarf automatisch. Dieser Zusammenhang ist in Abbildung 3.4 dar-
gestellt. So kann beispielsweise das Primitiv ApAvoidObst zur Erkennung
und Umfahrung von Hindernissen die eigene Aktivität umgekehrt proporti-
onal zum Abstand eines erkannten Hindernisses erhöhen, indem die Wich-
tung steigt. Diese Wichtung wird nun auf die Ausgangsdaten des Primitivs
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Abbildung 3.4: Fusion einzelner gewichteter Ausgänge von Aktionsprimitiven
innerhalb des funktionsorientierten Modells. Die drei beispielhaften Aktionspri-
mitive ApMove, ApTurn und ApAvoidObst besitzen gleichartige Ausgangsdaten
vom selben Datentyp v bzw. omega und durchlaufen daher eine zusätzliche
Fusionsstufe anhand der intrinsischen Wichtungen.
angewendet. Im Beispiel aus Abbildung 3.4 handelt es sich dabei um die
translatorischen und rotatorischen Geschwindigkeitsvorgaben. Wenn nun
ein zweites Aktionsprimitiv dieselben Ausgangdaten bereitstellt, werden
die Wichtungen genutzt, um beide Primitive zu fusionieren. So können
beispielsweise die Primitive ApMove bzw. ApTurn (Abb. 3.4) zur Fortbewegung
und Bewegungssteuerung ebenfalls die translatorischen und rotatorischen
Geschwindigkeiten als Ausgang zur Verfügung stellen. Demnach werden
Aktionsprimitive mit gleichartigen Ausgangsdaten einer zusätzlichen Fusions-
stufe zugeordnet. Dabei liegt ein gleichartiger Ausgang p eines beteiligten
Aktionsprimitives AP i, wie in Gleichung 3.4 definiert, als Datum
Φwi,p (3.7)
vor. Ein resultierender Ausgangsvektor aller l Aktionsprimitive auf der
aktuellen Fusionsstufe, also der Primitive mit gleichartigen Ausgangsdaten,
ergibt sich somit zu
Φwp =

Φw1,p
Φw2,p
...
Φwl,p
 .
Wobei der Wert von l variabel ist und vom Aufbau des funktionsorientierten
Modells und der Anzahl der an einer Fusionsstufe beteiligten Aktionsprimitive
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abhängt, so dass gilt (vgl. Gl. 3.2):
l ∈ N, 2 ≤ l ≤M.
Mit der bereits vorgestellten Ausgangswichtung der einzelnen Primitive
WAP,i wird nun ein Vektor WAP aller Ausgangsgewichte der auf der Fusions-
stufe liegenden Aktionsprimitive mit
WAP =

WAP,1
WAP,2
...
WAP,l

gebildet und anschließend durch
WAP|| =
WAP
l∑
i=1
WAP,i
normiert. Durch die Normierung aller Einzelwichtungen wird eine Über-
steuerung von Stellsignalen vermieden. Die Fusion der Ausgangsdaten Φwi,p
mit den zugehörigen normierten Wichtungsfaktoren WAP|| führt dann mit
ΦwΣ,p =
l∑
i=1
Φwp ·WAP||,i (3.8)
zu einem resultierenden Skalar ΦwΣ,p . Dieser stellt bereits den konkreten
Zahlenwert der fusionierten Ausgangsvariable bereit und kann direkt in
nachfolgenden Aktionsprimitiven oder in der Bewegungssteuerung verwendet
werden. Dieser Vorgang wird für alle in der aktuellen Fusionsstufe befindlichen
gleichartigen Datentypen p, p′, ... wiederholt. Im Beispiel aus Abbildung 3.4
trifft das auf die Ausgangsvariablen vom Typ v und omega zu. Damit
ist die Koordinierung von Einzelverhalten für eine Fusionsstufe gleicher
Ausgangsdaten abgeschlossen. Der Vorgang wird nun für alle im Modell
befindlichen Fusionsstufen entsprechend mehrfach durchlaufen. Alle Aktions-
primitive, welche im funktionsorientierten Modell keine konkurrierenden
Ausgangsinformationen besitzen (z.B. ApGotoXY aus Abb. 3.4), durchlaufen
die beschriebene Fusionsstufe demnach nicht.
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3.2.5 Elementares Aktionsprimitiv-Ablaufmodell
Wie oben gezeigt, werden alle in der Aktionsprimitiv-Bibliothek hinter-
legten Primitive zur Laufzeit in ein gemeinsames funktionsorientiertes Modell
überführt. Aufgabenabhängig werden nun einzelne Aktionsprimitive aus
diesem Modell zur Laufzeit genutzt. Zur Darstellung der jeweils zugehörigen
Ablaufmodelle wird in dieser Arbeit eine Darstellung in Form von Petri-
Netzen gewählt. Diese bieten den Vorteil, auch Nebenläufigkeiten und Syn-
chronisationen anschaulich abbilden zu können. Das relevante elementare
Ablaufmodell eines Aktionsprimitives zeigt Abbildung 3.5 (A). Ein einzelnes
Primitiv wird demnach von einer überlagerten Steuerung aktiviert oder
deaktiviert. Für eine Verschaltung mehrerer paralleler Aktionsprimitive
innerhalb dieser Steuerung wird ein erweitertes Ablaufmodell benötigt. Dieses
wird in Abbildung 3.5 (B-D) entwickelt.
Daraus ergibt sich eine erweiterte Sicht auf das funktionsorientierte Modell:
Nur diejenigen Aktionsprimitive, welche zur Lösung einer zur Laufzeit gestell-
ten Aufgabe benötigt werden, sind tatsächlich aktiviert. Dies ist insofern
zielführend, als dass es nicht zweckmäßig wäre, zu jedem Zeitpunkt alle
in der Bibliothek hinterlegten Aktionsprimitive gleichzeitig auszuführen.
Vielmehr wird nur ein bestimmter Satz von Aktionsprimitiven benötigt,
um eine gestellte Problemstellung zu lösen.
3.2.6 Aktionsprimitivbündel
Wie gezeigt, ist immer nur ein aufgabenorientierter Satz von Primitiven
aktiviert. Ein solcher Satz von zur Laufzeit des Systems gleichzeitig ak-
tivierten Primitiven wird hier als Aktionsprimitivbündel APB definiert. Die
Auswahl der in einem Bündel zusammengefassten Aktionsprimitive wird
dabei durch den Entwickler getroffen. Dieser stellt einzelne Bündel zusammen
und speichert diese in einer zweiten Bibliothek, der Aktionsprimitivbündel-
Bibliothek. Dieser Prozess wird in Abschnitt 5.2.3 anhand eines Beispiels im
Detail veranschaulicht.
Ein aktuell auszuführendes Aktionsprimitivbündel enthält demnach eine
bestimmte Anzahl von zur Laufzeit abzuarbeitenden Aktionsprimitiven. Ein
Aktionsprimitivbündel APB wird daher mit
APB = {AP} (3.9)
als Menge von Aktionsprimitiven beschrieben. Für jedes einzelne Aktionspri-
46
3.2 Modularer Aufbau der Architektur
Abbildung 3.5: Objektorienterter Entwurf der Aktionsprimitiv-Ablaufsteuerung.
Teilabbildung (A) zeigt das elementare Ablaufmodell eines einzelnen Aktionspri-
mitivs in Petri-Netz-Darstellung. Je nach Bedarf wird ein einzelnes Primitiv
von einer überlagerten Steuerung aktiviert (AP i) bzw. deaktiviert (AP i off).
Zur Verwendung mehrerer parallel aktivierter Aktionsprimitive sind zusätzliche
Plätze zur Verteilung der Marken im Petri-Netz notwendig. Dafür wird in
(B) durch das Auftrennen des Netzes ein zusätzlicher Platz (AP i prepare) zur
Auswahl und Aktivierung des Primitivs geschaffen. Teilabbildung (C) zeigt
das Modell der Auswahl (AP i select) bzw. Deaktivierung (AP i unselect) der
benötigten Aktionsprimitive in der überlagerten Steuerung. Durch eine Synthese
entsteht in (D) das resultierende Ablaufmodell der Aktionsprimitivsteuerung.
Die Aktivierungsvariable a schaltet dabei das benötigte Aktionsprimitiv frei.
Der Rückwärtszweig enthält noch zusätzliche Funktionalität der überlagerten
Missionssteuerung (vgl. Abb. 3.8).
mitivbündel
APBj
gilt dabei, dass durch
j ∈ N, 1 ≤ j ≤ N
die maximale Anzahl N der in einer Aktionsprimitivbündel-Bibliothek hin-
terlegten Bündel APB bestimmt wird.
Die Aktivierung und damit Zuordnung eines Aktionsprimitivs AP i im
Bündel wird über eine Schaltvariable
ai mit ai ∈ B, 1 ≤ i ≤M
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sichergestellt. Jedes Aktionsprimitivbündel APBj verfügt somit über einen
Aktivierungsvektor
aAPBj =

a1
a2
...
aM
 .
Somit werden die einzelnen Aktionen A der beteiligten Primitive innerhalb
eines Bündels aktiviert und dadurch zu einer Summe von Aktionen, dem
Effekt E , gebündelt. Da jedes Aktionsprimitivbündel APBj eine frei definier-
bare Menge von Aktionsprimitiven AP enthält, nämlich genau jene, welche
mit ai freigeschaltet sind, wird die Definition 3.9 zu
APBj = {AP i}, ∀i mit ai = 1 (3.10)
erweitert.
Abbildung 3.6: Darstellung des funktionsorientierten Modells eines abstrakten
Aktionsprimitivbündels. Das System wird aus einem Vorzustand in einen
gewünschten Folgezustand überführt. Dazu enthält jedes Bündel eine bestimmte
Anzahl von zu aktivierenden Aktionsprimitiven. Die überlagerte Missions-
steuerung stellt den beteiligten Primitiven jeweils die aufgabenspezifischen
Parameter der aktuellen Mission bereit und überwacht diese auf auftretende
Events in Form geschalteter Abbruchbedingungen.
Die Wirkungsweise eines einzelnen Aktionsprimitivbündels lässt sich an-
hand eines funktionsorientierten Modells, dargestellt in Abbildung 3.6, veran-
schaulichen: In einem Bündel wird eine bestimmte Menge von Aktionsprimi-
tiven {AP i} hinterlegt. Dadurch hat jedes Bündel APBj durch Kombination
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der Einzelaktionen im System einen gewünschten Effekt Ej , der das System von
einem Vorzustand in einen Folgezustand überführt. Jedes Bündel erfüllt dabei
durch die Zusammenfassung mehrerer Aktionsprimitive bereits komplexere
Aufgaben als einzelne Primitive. Die zur Lösung der aktuellen Aufgabe, der
Mission, benötigten Primitive werden durch das Bündel im Ablaufmodell
(vgl. Abschnitt 3.2.5) aktiviert. Das zugehörige erweiterte funktionsorientierte
Modell mit aktivierbaren Aktionsprimitiven ist in Abbildung 3.7 dargestellt.
Typischerweise enthält ein Aktionsprimitivbündel einen aufgabenorientierten
Satz von einigen Aktionsprimitiven. So wird das beispielhaft gezeigte Bündel
APB1 aus Abbildung 3.7 durch
APB1 = {AP1,AP4,AP6,AP7,AP8}
bestimmt.
Von einer hierarchisch überlagerten Missionssteuerung werden die einzelnen
Bündel - und somit die zugehörigen Aktionsprimitive - parametriert. Dabei
können beispielsweise Zielpositionen vorgegeben werden. Außerdem werden
die Abbruchbedingungen gesetzt. Diese signalisieren, wann ein vordefinierter
Zielzustand erreicht ist. Dies ist beispielsweise der Fall, wenn eine Zielposition
erreicht wurde oder innerhalb einer vorgegebenen Zeit nicht erreicht werden
kann. Diese Abbruchbedingungen werden anschließend zur Laufzeit durch
die Aktionsprimitive selbst überwacht und bei Auslösung über das Bündel
mittels eines Events an die Missionsteuerung gemeldet.
3.2.7 Ablaufmodell der Bündelsteuerung
Aktionsprimitivbündel überführen den Roboter, wie oben gezeigt, von einem
Vorzustand in einen gewünschten Folgezustand. Zur Ausführung einer Roboter-
aufgabe sind demnach immer mehrere Primitive gleichzeitig aktiv. Wie in
Abschnitt 3.2.6 definiert wurde, entspricht eine solche Kombination einem Bün-
del von Aktionsprimitiven, die in der funktionsorientierten Schicht gemeinsam
konfiguriert wurden und nun selbstständig aktiv sind. Das zugehörige resul-
tierende Modell der Ablaufsteuerung wird in Abbildung 3.8 gezeigt. Im Ablauf-
modell wird sichtbar, dass Primitive, die für den aktuellen Missionsschritt
benötigt werden, im aktuellen Bündel aktiviert sind, während nicht benötigte
Primitive nicht ausgewählt werden und somit im funktionsorientierten Modell
nicht aktiviert sind (AP off). Diese Auswahl erfolgt auf Basis der in der
Aktionsprimitivbündel-Bibliothek gespeicherten Zuordnung der einzelnen
Primitive zum jeweiligen Bündel.
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Abbildung 3.7: Erweiterte funktionsorientierte Schicht der Architektur. Insgesamt
sind neun Aktionsprimitive im Modell respektive der AP-Bibliothek enthalten.
Im Wirkschaltbild ist eine aktuell genutzte aufgabenspezifische Konfiguration von
Aktionsprimitiven (AP1, AP4, ..., AP8) in grau hinterlegt. Diese Konfiguration
entspricht beispielhaft dem aktivierten Aktionsprimitivbündel APB1.
Im Ablaufmodell wird weiterhin deutlich, dass alle aktivierten Aktions-
primitive eines Bündels über denselben Vektor von Übergangsbedingung λ
gekoppelt werden. Dieser entsteht durch die Bündelung der verschiedenen
Abbruchbedingungen der einzelnen Aktionsprimitive zu einer Transition.
Solche Transitionen schalten demnach, wenn eine der parametrierten Ab-
bruchbedingungen erfüllt ist und beenden somit das laufende Aktionsprimi-
tivbündel. Dieser definierte Satz von Abbruchbedingungen λ ist somit der
Kommunikationsweg von den aktivierten Aktionsprimitiven zur überlagerten
Steuerung. Wenn ein Aktionsprimitivbündel beendet wurde, erfolgt in einem
Konfigurationsschritt die Auswahl (AP config) und Aktivierung (AP select)
des nächsten genutzten Bündels. Dieser Vorgang findet in der überlagerten
Missionssteuerung statt und wird im folgenden Abschnitt erläutert.
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Abbildung 3.8: Ablaufmodell der Architektur auf AP-Bündelebene. Dafür werden
die erweiterten Ablaufmodelle einzelner Aktionsprimitive aus Abb. 3.5 (D)
miteinander verschaltet und über die akkumulierten Abbruchbedingungen
verkoppelt. Die hier beispielhaft dargestellte aufgabenspezifische Konfiguration
entspricht dem Aktionsprimitivbündel APB1 aus Abb. 3.7 mit den aktivierten
Primitiven AP1, AP4 und weiteren (nicht in der Abb. dargestellten).
3.2.8 Missionssteuerung
Die Zuordnung von bestimmten Aktionsprimitiven zu einem Bündel und deren
Aktivierung zur Laufzeit entspricht prinzipiell genau einem Zustand in einer
übergeordneten Missionssteuerung. Unter dem Begriff Mission wird dabei eine
konkrete aktuell auszuführende Aufgabe des Systems verstanden, welche durch
die Auswahl des entsprechenden Aktionsprimitivbündels bearbeitet werden
kann. Da ein Aktionsprimitivbündel und die zugehörigen Parameter bis zum
Auslösen einer Abbruchbedingung konstant bleiben, entsteht ein diskreter
Roboterzustand innerhalb eines Ablaufmodells der Missionssteuerung. Dieser
aktuelle Zustand der Missionssteuerung entspricht somit einem Missionsschritt
MSg mit g ∈ N, 1 ≤ g ≤ G. (3.11)
Jeder Missionsschritt MSg bildet somit genau ein individuell parame-
triertes Aktionsprimitivbündel ab. Die Missionssteuerung kann nun, wie in Ab-
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Abbildung 3.9: In der Ablaufsteuerung der Missionssteuerung ist die Aktivierung
von aufgabenorientierten Aktionsprimitivbündeln sichtbar. Dabei werden
gleiche Aktionsprimitivbündel mit unterschiedlicher Parametrierung mehrfach
verwendet. Durch unterschiedliche Abbruchbedingungen werden die jeweiligen
Folgebündel aktiviert. Aktuell ist das Aktionsprimitivbündel APB1 aktiviert.
bildung 3.9 gezeigt, als Ablaufsteuerung modelliert werden. Die dabei gewählte
Darstellung des Ablaufmodells in Form eines Petri-Netzes bietet den Vorteil,
dass Missionspläne mehrerer parallel arbeitender Systeme dargestellt und
auch synchronisiert werden können. Dieser Vorteil wird im Kapitel 5.3
verdeutlicht. In der Darstellung wird offensichtlich, dass ein Zustand innerhalb
des Modells eine konkrete Systemaufgabe durch Auswahl eines auszuführenden
Aktionsprimitivbündels abbildet. Anhand der parametrierten Abbruchbedin-
gungen realisiert die Steuerung die situationsbezogenen Zustandsübergänge.
Daraufhin erfolgt eine Aktivierung des jeweiligen Folgezustandes, wobei
ein weiteres aufgabenorientiertes Aktionsprimitivbündel aktiv wird. Diese
Aneinanderreihung verschiedener parametrierter Missionsschritte im Ablauf-
modell ergibt einen aufgabenabhängigen Missionsplan. Dabei besitzt ein
Missionsplan eine Anzahl von G Einträgen (vgl. Gl. 3.11), welche aber für
die Lösung einer Aufgabe nicht alle durchlaufen werden müssen.
Zur Laufzeit des Systems wird, wie gezeigt, jedem MissionsschrittMSg ein
Aktionsprimitivbündel APBj zugeordnet, welches wiederum eine Menge von
Aktionsprimitiven {AP i} aktiviert. Dabei ergeben sich diskrete Zeitpunkte k
aus der systemeigenen Abtastzeit der Steuerung Ta mittels kTa. Ein beispiel-
hafter zeitliche Verlauf dazu wird zur Veranschaulichung in Abbildung 3.10
gezeigt.
Durch die Verwendung einer Ablaufsteuerung auf Missionsebene und der
kontinuierlich arbeitenden verhaltensbasierten funktionsorientierten Schicht
auf Aktionsprimitivebene entsteht ein hybrides Gesamtsystem. Dabei über-
nimmt die Missionssteuerung die aufgabenorientierte Parametrierung und
Aktivierung der Aktionsprimitivbündel, wobei auch die Abbruchbedingungen
der einzelnen Primitive gesetzt werden. Auf Aktionsprimitivebene findet nun
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eine kontinuierliche autonome Ausführung anhand der zur Laufzeit gegebenen
Eingangsdaten statt, bis eine der Abbruchbedingungen erfüllt wird. Abhängig
von der ausgelösten Abbruchbedingung wird ein Folgezustand eingenommen
und das nächste Aktionsprimitivbündel parametriert und aktiviert. Die
Steuerung behält dabei die aktuelle Konfiguration des genutzten Bündels, um
eine stoßfreie und sichere Umschaltung zwischen zwei aufeinander folgenden
Zuständen zu gewährleisten.
Wie gezeigt, bestehen Aufgaben, welche durch das Zielsystem ausgeführt
werden sollen, aus einer Anzahl von verschiedenen bzw. unterschiedlich para-
metrierten Aktionsprimitivbündeln, welche diskreten Zuständen zugeordnet
sind. Die daraus resultierenden Missionspläne liegen als Sequenz von Aktions-
primitivbündeln vor und werden nun durch einen Operator zusammengestellt
(Konfiguration) und mit Parametern ausgestattet (Parametrierung). Dabei be-
dient sich der Operator an den in der Aktionsprimitiv-Bibliothek enthaltenen
Bündeln. So entsteht auf Operatorseite ein transparenter und vereinfachter
Ansatz, um umfangreiche Aufgaben mit langfristigen Zielen auch in komplexen
Systemen realisieren zu können. Diese Umsetzung realisiert demnach die
Anforderungskategorie K2.
Abbildung 3.10: Im zeitlichen Verlauf auf Missionssteuerungsebene ist erkennbar,
dass Missionsschritte jeweils aus Aktionsprimitivbündeln gebildet werden. Dabei
können unterschiedliche oder gleiche (jedoch unterschiedlich parametrierte)
Bündel aktiviert werden. Jedes Aktionsprimitivbündel aktiviert seinerseits
eine vorher definierte Anzahl von aufgabenorientierten Aktionsprimitiven. Das
AP-Bündel APB1 nutzt hierbei, wie beispielhaft bereits in Abb. 3.7 bzw.
Abb. 3.9 gezeigt, die Aktionsprimitive AP1, AP4 und weitere (nicht in der
Abb. dargestellte).
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3.3 Integration innerhalb des APECA-Frameworks
Auf Basis der in den vorigen Abschnitten eingeführten und ausführlich
beschrieben Komponenten wird dieser Abschnitt die Verbindung dieser
Module zu einer Steuerungsarchitektur darstellen. Dem gewählten Bottom-Up-
Ansatz folgend, werden nun alle Komponenten zu einem Gesamtsystem, dem
Framework der vorliegenden Aktionsprimitiv-basierten Steuerungsarchitektur,
verschaltet. Das vollständige Framework wird als
Apeca
Action Primitive-based Engineering-oriented Control Architecture
bezeichnet.
Die Grundprinzipien der entworfenen Architektur werden dabei noch einmal
verdeutlicht: Die vorgestellte Steuerungsarchitektur (Control Architecture) ar-
beitet auf der Basis modularer und vergleichsweise einfacher Aktionsprimitive
(Action Primitive-based), wobei die Architektur ein vereinfachtes Engineering
beim Steuerungsentwurf ermöglicht (Engineering-oriented).
Als Grundlage für den integrierten Gesamtentwurf des Apeca-Frameworks
dient Abbildung 3.11. In dieser Darstellung sind alle vorgestellten Kompo-
nenten aus den vorherigen Abschnitten enthalten. Im Folgenden werden
diese in ihren Beziehungen zueinander noch einmal kurz charakterisiert,
wobei das Zusammenspiel innerhalb der Architektur veranschaulicht wird.
Dabei wird im Besonderen auf die Nutzung von Aktionsprimitiven auf den
verschiedenen Ebenen sowie den zugrunde liegenden Engineering-orientierten
Ansatz eingegangen.
Vorgesehene Zielsysteme des Apeca-Frameworks aus Abbildung 3.11
sind mechatronische Systeme der Robotik und der robotergestützten Ferti-
gungstechnik. Solche Systeme verfügen über Sensorik und Aktorik, um mit der
Umgebung zielgerichtet zu interagieren. Die erhaltenen Sensorinformationen
gehen als aktuelle Eingangsdaten in das Framework ein. Ziel ist es nun, durch
die erhaltenen Daten ein aufgabenorientiertes Verhalten des Systems zu
ermöglichen. Dies wird mithilfe der Aktionsprimitiv-Steuerung erreicht.
Aktionsprimitive verarbeiten Sensorinformationen in Form einer atomaren mo-
dularen Aktion zu Handlungsanweisungen. So bleibt jedes Aktionsprimitiv für
sich übersichtlich und vergleichsweise einfach. Erst die Verschaltung mehrerer
Primitive innerhalb der Steuerung ermöglicht das Lösen komplexerer Auf-
gaben. Dabei können Aktionsprimitive funktionell parallel und hierarchisch
angeordnet und bearbeitet werden. Dies bedeutet, dass Sensorinformationen
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Abbildung 3.11: Die Gesamtansicht des entworfenen Apeca-Frameworks vereint
alle vorgestellten Module. Dabei werden die Aufgabenbereiche des Entwicklers
sowie des Operators sichtbar. Der Entwickler implementiert anfänglich die
Aktionsprimitive und stellt diese in der Bibliothek zusammen (e1). Anschließend
bündelt er aufgabenorientierte Sätze von Primitiven zu Aktionsprimitivbündeln
(e2). Nun ist es für den Operator möglich, die in der AP-Bündel-Bibliothek
hinterlegten Bündel zu entnehmen (o1) und diese aufgabenabhängig zu einer
Missionssteuerung zusammenzustellen (o2), indem er die Bündel konfiguriert
und parametriert.
oder Ausgangsdaten vorheriger Primitive als Eingang genutzt werden können.
Ausgangsdaten wiederum stehen nachfolgenden Aktionsprimitiven bzw. dem
Zielsystem zur Verfügung, wobei funktionell parallele Primitive über eine
zusätzliche Stufe mittels Wichtungen fusioniert werden. Alle vorhandenen
Primitive liegen innerhalb der Aktionsprimitiv-Bibliothek gespeichert
vor. Sie wurden demzufolge einmal von einem Entwickler konzipiert und
implementiert. Dabei werden für die einzelnen Primitive die eigentlichen
Aktionen definiert und mögliche Parameter festgelegt. Außerdem erfolgt über
die Ein- sowie Ausgangsdaten eine Beschreibung der Schnittstellen zu anderen
Primitiven sowie zur Hardware.
In einem weiteren Schritt werden alle Aktionsprimitive zu aufgabenori-
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entierten Bündeln zusammengefasst. Jedes Aktionsprimitivbündel enthält
daher eine bestimmte Anzahl von Primitiven und fasst dabei alle Parameter
der hinterlegten Aktionsprimitive zusammen. Solche Bündel werden in der
Aktionsprimitivbündel-Bibliothek abgelegt. Zur Laufzeit wird das aktive
Bündel innerhalb der Aktionsprimitivbündel-Steuerung aktiviert, wobei
automatisch alle zugeordneten Primitive abgearbeitet werden bis eine der
parametrierten Abbruchbedingungen schaltet.
Um eine an das System gestellte Aufgabe zu lösen, wird typischerweise eine
Folge von unterschiedlichen bzw. unterschiedlich parametrierten Aktionspri-
mitivbündeln benötigt. Jedes Bündel bearbeitet daher einen Missionsschritt
und kann somit einem diskreten Zustand der Steuerung zugeordnet wer-
den. Solche Zustände werden in der Missionssteuerung organisiert. Ein
Operator wählt dazu die benötigten Bündel aus der Bibliothek aus und
ordnet diese in einem Missionsplan an. Dieser steht der Missionssteuerung
anschließend zur Verfügung und wird, durch Auswahl und Verschaltung der
hinterlegten Aktionsprimitivbündel, entsprechend verarbeitet. So wird die
gestellte Aufgabe sequentiell auf Basis paralleler Aktionsprimitive ausgeführt.
Eine hauptsächliche Zielstellung der Apeca-Architektur ist ein trans-
parenter Ansatz für erleichtertes Engineering durch einen flexiblen modularen
und dabei transparenten Steuerungsaufbau (Engineering-Ausrichtung). Dies
bedeutet konkret, dass Anwender beim Entwurf und der schnellen Realisierung
von Steuerungsaufgaben durch die Architektur bestmöglich unterstützt wer-
den. Wie oben gezeigt, unterscheidet das Nutzermodell dazu zwei Gruppen
von Akteuren (respektive Anwender) mit unterschiedlich benötigtem Sys-
temwissen. Ein Entwickler stellt dabei die Funktionalität über Aktionspri-
mitive bereit und erweitert diese. Das bedeutet, dass dieser systemspezifische
Primitive entwirft, definiert und schließlich implementiert. Dazu greift er auf
das Datenmodell des Systems zurück, so dass die Aktionsprimitive letztlich die
Sensorinformationen des zu steuernden Systems verarbeiten und Stellbefehle
ausgeben. Der Operator projektiert die vorhandene Funktionalität über
Aktionsprimitivbündel für eine spezielle Anwendungslösung. Demnach findet
durch ihn eine Konfiguration und Parametrierung der Missionssteuerung statt.
Die Konfiguration beschreibt hierbei die Struktur der Missionssteuerung,
während die Parametrierung die Eigenschaften derselben festlegt. Neue
Aktionsprimitive werden nur dann benötigt, wenn eine von einem Operator
gestellte Aufgabe nicht mit der bestehenden Aktionsprimitivsteuerung gelöst
werden kann. Das gesamte Vorgehen zum Engineering innerhalb des Apeca-
Frameworks bei konkreten Aufgaben wird in Kapitel 5 ausführlich dargestellt.
Durch den vorgestellten Engineeringansatz wird die Anforderungskategorie
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K4 umgesetzt.
In der nun vorliegenden Steuerungsarchitektur wird die aktuelle System-
aufgabe jeweils aus einem dynamisch konfigurierbaren Satz von atomaren
parallelen Handlungen, den in Abschnitt 3.2.2 vorgestellten Aktionsprimitiven,
zusammengesetzt. Dabei findet eine Trennung zwischen einem funktions-
orientierten verhaltensbasierten Modell zur Ausführung von Aktionsprimitiven
und einem ablauforientierten Modell zur aufgabenorientierten Konfiguration
derselben in Form von Aktionsprimitivbündeln statt. So entsteht eine hy-
bride Struktur. Dadurch wird es möglich, komplexe Aufgaben auf Basis
relativ einfacher modularer Aktionsprimitive zu realisieren. Dabei unterstützt
der transparente Engineeringansatz mögliche Anwender beim konkreten
Steuerungsaufbau. Während jede Ebene der Steuerung hier für sich be-
trachtet vergleichsweise überschaubar bleibt, können im Zusammenspiel aller
Komponenten auch komplexe Aufgaben bearbeitet werden. Dabei ist die
Architektur noch von der speziellen Ausprägung des Systems und somit der
Zielhardware unabhängig. Einmal in der Steuerung hinterlegte Aktionsprimi-
tive können somit leicht für andere Aufgaben wiederverwendet werden. Wie
in Abschnitt 3.2.3 angeführt, steigt durch die Verwendung von funktionell
parallelen Primitiven die Robustheit des Sytems, beispielsweise gegenüber
Unsicherheiten, ohne dass sich dabei die Komplexität der einzelnen Primitive
erhöht. Aus Anwendersicht ist die vorgestellte Steuerungsarchitektur somit
letztendlich einfach handhabbar und leicht modifizier- bzw. erweiterbar. Die
transparente Struktur der Steuerungsarchitektur sowie die aus Sicht der
Missionssteuerung gekapselten Aktionsprimitive bzw. Aktionsprimitivbündel
unterstützen somit die beiden Akteure beim Aufbau und der Nutzung einer
anwendungsspezifischen fehlerfreien und robusten Robotersteuerung. Wie
gezeigt werden somit alle gestellten Anforderungen aus Tabelle 3.1 erfüllt.
Der oben dargelegte Entwurf der Aktionsprimitiv-basierten Steuerungs-
architektur erfüllt die zuvor definierten Anforderungen. Durch die Anwendung
des dabei entstandenen Apeca-Frameworks ist eine anforderungskonforme
Realisierung von Steuerungen für mechatronische Systeme der Robotik sowie
der robotergestützten Fertigungstechnik möglich. In einem nächsten Schritt ist
es daher nötig, diesen Framework-Entwurf in eine konkrete softwaretechnische
Beschreibung zu überführen. Das Vorgehen dazu wird im folgenden Kapitel
beschrieben.
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4 Objektorientierte Softwarerealisierung der
APECA-Module
Innerhalb der letzten beiden Kapitel wurden wichtige Anforderungen und
Designrichtlinien zum Entwurf von Steuerungsarchitekturen aufgezeigt. An-
schließend erfolgte die Entwicklung eines theoretischen Konzepts für eine
neuartige Architektur, das Apeca-Framework, anhand dieser Merkmale.
Innerhalb dieses Kapitels wird dieses Framework nun in einem Software-
entwurf in eine konkrete Implementierung überführt. Um die Modularität
und Wiederverwendbarkeit des Entwurfs effektiv umzusetzen wird dazu
ein objektorientierter Ansatz gewählt. Dazu wird eingangs auf den ob-
jektorientierten Systementwurf eingegangen. Anschließend erfolgt auf Basis
des im vorangegangenen Kapitel 3 vorgestellten Architekturentwurfs eine
Softwareentwicklung auf Basis der Unified Modelling Language (UML).
4.1 Systementwurf
Für den Systementwurf wird die OoAD-Methodik (Objektorientierte Analyse
und Design) gewählt. Dabei wird ausgehend von den gestellten Anforderungen
des theoretischen Konzepts des Apeca-Frameworks festgelegt, wie die zuge-
hörige zu entwickelnde Softwarearchitektur zu strukturieren ist. Hierfür liegt
eine Analyse in Form eines theoretischen Produktmodells bereits durch die
erstellte Struktur des Frameworks vor. Das sich anschließende konkrete Soft-
waredesign stützt sich auf das objektorientierte Konzept. Dazu werden einzelne
Aktionsprimitive als gekapselte atomare Aktionen realisiert. Die eigentliche
Aktion verbleibt dabei als abstrakte und damit frei programmierbare Methode
in dieser Komponente. Die zugehörigen Aktionsprimitivbündel fassen diese
Primitive somit zu aufgabenorientierten Modulen zusammen. Mit Hilfe des
objektorientierten Entwurfs ist eine Wiederverwendbarkeit dieser Teilkom-
ponenten leicht möglich. Neue anwendungsspezifische Steuerungen lassen
sich nach dem Baukastenprinzip zusammensetzen. Die Wohldefiniertheit der
Schnittstellen sowohl der Aktionsprimitive als auch der Bündel unterstützen
den Anwender hierbei. Komplexe Systeme werden so in Teilprobleme zerlegt
und mithilfe des im folgenden Kapitel 5 beschriebenen Engineeringansatzes
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transparent erstellt. Dies erleichtert einerseits den Aufbau und andererseits
auch die Verwaltung komplexer Steuerungen.
Zur softwaretechnischen Beschreibung der Implementierungsschicht wird
zum Vorgehen nach der OoAD-Methodik in den nachfolgenden Abschnit-
ten die UML genutzt. Dazu werden zuerst Akteure und Anwendungsfälle
identifiziert. Anschließend erfolgt der Entwurf der Software anhand von
Aktivitätsdiagrammen und eines Klassenmodells. Danach werden einzelne
Komponenten des Entwurfs identifiziert. Im Anschluss daran wird eine
Implementierung anhand dieses Entwurfs durchgeführt. Dabei wird das
Apeca-Framework an sich allgemein implementiert. Anwendungsspezifische
Module verbleiben als Prototypen im Softwaremodell und können durch
den Anwender in eine problemorientierte Steuerungsrealisierung überführt
werden.
4.2 Entwurf der Softwarestruktur
Aufgrund des in Abschnitt 3.11 entworfenen Apeca-Frameworks können die
Akteure der Steuerungsarchitektur leicht identifiziert werden. Im Vordergrund
stehen dabei sowohl Entwickler als auchOperator. Dies wird im Systemkon-
textdiagramm in Abbildung 4.1 veranschaulicht. Beide interagieren mit der
Apeca-Architekturkomponente. Außerdem stehen Sensorik und Aktorik
als zusätzliche technische Akteure und somit der Zugang zum zu steuernden
System bereit. Diese vier Akteure sind demnach Kommunikationspartner des
steuernden Systems. Weitere Komponenten sind auf dieser Ebene noch nicht
sichtbar.
Für das in Abbildung 4.2 gezeigte Facharchitekturdiagramm werden die
Teilsysteme des Framework-Konzepts ermittelt und übernommen. Dabei
werden die drei Hauptmodule des Architekturkonzepts sichtbar. Die Aktions-
primitivsteuerung, welche vom Akteur Entwickler erstellt wird, verwaltet
einzelne Aktionsprimitive und überführt diese in das oben beschriebene
funktionsorientierte Modell. Dieses Subsystem ist als verhaltensbasierte
Steuerung realisiert und interagiert daher weiterhin mit den technischen
Akteuren Sensorik und Aktorik. Da, wie beschrieben, mehrere Aktionspri-
mitive zusammen innerhalb eines Bündels aktiviert werden, gibt es im Fachar-
chitekturdiagramm eine logische Verbindung zur AP-Bündelsteuerung.
Hier werden die einzelnen Aktionsprimitivbündel in Form von Primitiven
geladen und zur Laufzeit überwacht. Die Sequenzierung erfolgt dabei durch
das Subsystem der Missionssteuerung. Hier werden Systemaufgaben durch
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Abbildung 4.1: Systemkontextdiagramm des Entwurfs. Alle Akteure des Systems
werden dabei sichtbar.
Bündelsequenzen strukturiert und bis hinunter auf Aktionsprimitivebene
parametriert. Dazu ist eine Schnittstelle zum Akteur Operator notwendig.
Dieser gibt einen anwendungsspezifischen Missionsplan als Sequenz von
Aktionsprimitivbündeln und weiteres notwendiges a-priori-Wissen an das
System vor.
Nachdem oben bereits die beteiligten Akteure sowie die Beziehungen der
einzelnen Subsysteme identifiziert und visualisiert wurden, werden diesen nun
einzelnen Anwendungsfällen zugeordnet. Wie das zugehörige Anwendungsfall-
diagramm in Abbildung 4.3 zeigt, werden dabei softwaretechnisch interessante
strukturelle Zusammenhänge erkennbar. Die Grundlage dafür sind die je-
weiligen Aufgaben, welche Akteuren bzw. Subsystemen hierbei zugeordnet
werden. So wird das Gesamtverhalten des Apeca-Systems beschrieben.
Wie im Anwendungsfalldiagramm in Abbildung 4.3 zu erkennen, übernimmt
der Entwickler innerhalb des Engineeringprozesses die Aufgabe der Sys-
temerstellung. Dazu werden Aktionsprimitiv- sowie AP-Bündelbibliothek
implementiert. Diese dienen mit den Aufgaben AP-Verhaltensausführung
sowie AP-Bündelsteuerung als Arbeitsgrundlage für die zugehörigen Sub-
systeme. Die jeweils unterlagerten (include) Anwendungsfälle realisieren
zusätzliche Funktionalität des in Abschnitt 3.2 beschriebenen Framework-
Konzepts zur Laufzeit (Runtime). So werden beispielsweise die Abbruch-
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Abbildung 4.2: Im Facharchitekturdiagramm werden Teilsysteme aus dem
Framework-Konzept in Softwaresubsysteme überführt. Dabei werden auch
die Beziehungen zwischen den beteiligten Akteuren und diesen Subsystemen
erkennbar.
bedingungen der Aktionsprimitive überwacht oder die Sensorinformationen
ausgelesen und verarbeitet. Aufgabe und somit Anwendungsfall des Opera-
tors innerhalb des Engineeringprozesses ist die Missionserstellung. Diese
Anwendungsfälle werden mit der Konfiguration und Parametrierung des
Missionsplans erweitert (extend). Hauptaufgabe innerhalb der Missions-
steuerung ist die Missionsplanausführung. Dazu wird der momentane
Systemzustand laufend auf das Auslösen von Abbruchbedingungen in Form
von Events überwacht. Aktuelle Bündelkonfigurationen und Parameter werden
an die unterlagerten Subsysteme übergeben. Mit Hilfe der hier identifizierten
Aufgaben und Beziehungen entsteht der strukturelle Aufbau der objektori-
entierten Software, indem diese Anwendungsfälle zur Implementierung in
Funktionen überführt werden. Im folgenden Abschnitt werden dazu die hier
entstandenen Aufgaben in einen zeitlichen Bezug gesetzt.
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Abbildung 4.3: Das Anwendungsfalldiagramm zeigt die wichtigsten Aufgaben des
Systems in Form von Anwendungsfällen innerhalb der jeweiligen Subsysteme.
Diesen werden später Funktionen der Implementierung zugeordnet. Sichtbar
wird dabei die Trennung der Aufgaben der Akteure, zusammengefasst zum einem
Bereich Engineering, sowie die Aufgaben der eigentlichen Laufzeitumgebung
Runtime. 63
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4.3 Softwareverhalten in Aktivitätsdiagrammen
Die oben gezeigten Anwendungsfälle bilden die Struktur des zu entwickelnden
Softwaremodells. Somit ist der logische Aufbau der Software an dieser Stelle
bereits gegeben. In den folgenden Aktivitätsdiagrammen werden die einzelnen
Aufgaben in einen zeitlichen Bezug gesetzt und einzelnen Funktionen zuge-
ordnet. Dies ist somit die Grundvoraussetzung für ein implementierungsnahes
Klassenmodell des Softwaresystems. In Abbildung 4.4 sind zunächst die
Aktivitätsdiagramme zum Engineering zu sehen. Alle Akteure sowie ihre
Aufgaben sind hier dargestellt. Dabei wird der schrittweise Engineeringprozess
bereits sichtbar. Anschließend sind in Abbildung 4.5 die Funktionen der
drei Subsysteme in Form von Aktivitäten dargestellt. Wie zu erkennen ist,
fungieren die Abbruchbedingungen der aktivierten Aktionsprimitive dabei als
subsystemübergreifendes Signal. Daraufhin wird ein Konfigurationswechsel
ausgelöst. Aktivitäten können bereits einzelnen Funktionen des folgenden
Klassenmodells zugeordnet werden.
Abbildung 4.4: Innerhalb der Aktivitätsdiagramme zum Engineering sind den Auf-
gaben zum Erstellen einer Steuerung jeweils detaillierte Funktionen zugeordnet.
Damit wird der eigentliche Engineeringprozess deutlich.
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Abbildung 4.5: Die Aktivitätsdiagramme der Laufzeitumgebung (Runtime) ordnen
den einzelnen Aufgaben des Anwendungsfalldiagramms jeweils implemen-
tierungsnahe Funktionen zu.
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4.4 Resultierender Aufbau der Klassen
In den beiden vorherigen Abschnitten wurde sowohl die Struktur als auch
das Verhalten der Software spezifiziert. Aus den gezeigten Anwendungsfällen
und Aktivitäten wird im Folgenden die Klassenstruktur abgeleitet. Das
resultierende Klassendiagramm ist in Abbildung 4.6 dargestellt. Darin sind
alle im Softwareentwurfsprozess entstandenen Funktionen innerhalb von
Klassen angeordnet. Außerdem sind die Beziehungen zwischen einzelnen
Klassen sichtbar. Jede Klasse vereint dabei die oben identifizierten Funktionen
in Form von Operationen und Daten in Form von Attributen. In Tabelle 4.1
werden die Zuordnungen der Subsysteme und Module zu den einzelnen Klassen
ersichtlich.
Im Klassendiagramm sind die Softwaremodule in grau hinterlegt, welche erst
anwendungsspezifisch durch Entwickler sowie Operator im Engineeringprozess
ausprogrammiert bzw. konfiguriert und geändert werden. Sie sind im Klassen-
modell bereits enthalten und bieten die notwendige konsistente Struktur (in
Form sogenannter Templates) innerhalb von Apeca. Alle anderen Klassen
bilden das eigentliche Framework der Apeca-Architektur und werden nur
einmal implementiert und dann nicht wieder geändert. Diese Funktionen
werden zur Laufzeit (Runtime) des Systems ausgeführt.
Das resultierende Klassenmodell bietet den Vorteil, dass eine Reihe von im
Konzept (Abschnitt 3.3) noch nicht identifizierter Funktionalität abgebildet
und erst damit sichtbar wird. So entsteht eine Anzahl von Hilfsklassen.
Diese bieten beispielsweise Operationen zum Laden von Aktionsprimitiven
sowie Bündeln aus den Bibliotheken sowie zur Nutzerinteraktion und zur
Visualisierung. Dabei wird auch eine wichtige neue Komponente sichtbar,
das Datenstrukturmodell. Über diese Klasse findet der architekturweite
Austausch von Informationen und Daten statt. Zu steuernde Zielsysteme
legen dort Sensorinformationen in Form von Attributen ab, gleichzeitig
werden diese als Parameter der Aktionsprimitive genutzt. So werden auch
Nutzerinformationen, wie beispielsweise Abbruchbedingungen, hier hinterlegt.
Das Datenstrukturmodell bildet demnach die grundlegendste Datenbasis der
Architektur.
Im Prinzip wird mit Hilfe des vorliegenden vollständigen Klassenmodells
eine Implementierung der Apeca-Steuerungsarchitektur möglich. Dabei
ergibt sich ein Unterschied zwischen der Laufzeitumgebung und dem über-
lagerten Eingineering-Framework zur Anwendungsrealisierung. Diese Tren-
nung wird im folgenden Abschnitt erläutert.
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Tabelle 4.1: In der Tabelle werden den einzelnen entstandenen Klassen die
entsprechenden Module des Apeca-Frameworks zugeordnet.
Name Modul
APECA Oberklasse Steuerungsarchitektur-Framework
ApMP, APLib, APBLib Bibliotheken als Interface zum Framework
ApVis Hilfsklasse zur Visualisierung
APMC Subsystem Missionssteuerung
ApUI User Interface, Schnittstelle zum Operator
APBbC Subsystem Aktionsprimitivsteuerung
ApAbst Abstrakte Aktionsprimitiv-Klasse
ApImp Aktionsprimitiv-Implementierungsklasse
APL Bibliotheksklasse der Aktionsprimitive
APBC Subsystem AP-Bündelsteuerung
Apb Aktionsprimitivbündel-Klasse
APBL Bibliotheksklasse der AP-Bündel
ApData Klasse des Datenstrukturmodells
SensorClass Hilfsklasse zur Verarbeitung der Sensorik
ActuatorClass Hilfsklasse zur Verarbeitung der Aktorik
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+APBbCi: APBbC
+APBCi: APBC
+ApUIi: ApUI
+missionStep
+loadLibraries()
+loadMission()
+startNextMissionStep()
+runCurrentMissionStep()
+APB: Apb
+APBLi: APBL
+runTime
+loadApbLib()
+activateApBeh()
+resetRunTime()
+AP: ApImp
+APLi: APL
+sc: SensorClass
+ac: ActuatorClass
+loadApLib()
+getSensorData()
+setActuatorData()
+fuseApOutputs()
+apLibrary
+apMaxNumber
+getSizeOfApLib()
+loadApLibFile()
+loadApLibParams()
+apbLibrary
+apbMaxNumber
+getSizeOfApbLib()
+loadApbLibFile()
+loadApbLibParams()
{abstract}
+number
+name
+apData: ApData
+active
+W
+lambda
+tau
+R
+basicAction()
{abstract}
+setActive()
+basicAction()
+number
+name
+label
+bundle
+active
+setProperties()
+setActive()
+sensorData: ApData
+getSensor()
+processData()
+actuatorData: ApData
+processData()
+setActuator()
<<ApControl>>
+missionPlan
+missionParams
+loadMissionPlan()
+data
+param
+showApModel()
+showApStatus()
+APMCi: APMC
+ApVisi: ApVis
+cntrlNo
+initSystem()
Abbildung 4.6: Im implementierungsnahen Klassendiagramm des Apeca-
Frameworks sind bereits alle Funktionen vordefinierten Klassen zugeordnet.
Die Softwarestruktur des objektorientierten Entwurfs ist somit eindeutig und
bereits einsatzbereit. Die grau hinterlegten Module bilden dabei die Klassen und
Bibliotheken ab, welche während des Engineeringprozesses anwendungsspezifisch
erstellt werden.
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4.5 Komponenten des Softwareentwurfs
Im Apeca-Framework werden, wie oben gezeigt, prinzipiell zwei Bereiche
unterschieden: Apeca-Engineering sowie Apeca-Runtime. Das Zusammen-
spiel dieser Komponenten wird im Komponentendiagramm in Abbildung 4.7
sichtbar. Innerhalb des Apeca-Engineering werden die beiden Akteure,
also sowohl Entwickler als auch Operator, aktiv. Sie stellen das System
bereit und konfigurieren dieses anhand des schrittweisen Engineeringansatzes.
Anschließend liegen die Bibliotheken für Aktionsprimitive (APLib), Aktions-
primitivbündel (APBLib) und Missionsplanung (ApMP) bereit. Diese Kom-
ponenten sind demnach austauschbar. Sie werden über Schnittstellen von
der Laufzeitumgebung Apeca-Runtime genutzt. Die Laufzeitumgebung
steuert das System und ist mit diesem über Sensorik und Aktorik verbunden.
Innerhalb der Laufzeitumgebung arbeiten die oben beschriebenen Subsysteme.
<<artifact>> <<artifact>> <<artifact>>
<<manifest>> <<manifest>><<manifest>>
Abbildung 4.7: Das Komponentendiagramm zeigt die Zweiteilung des Frameworks
in einen Engineeringteil und eine Laufzeitumgebung. Beide Komponenten
interagieren über die Bibliotheken, welche von den Akteuren bereitgestellt
werden. Innerhalb der Laufzeitumgebung arbeiten die einzelnen Apeca-Module
als Subsysteme.
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4.6 Implementierung des Frameworks
Der oben beschriebene Entwurf der Softwarestruktur und -organisation
erlaubt an dieser Stelle eine Implementierung. Da der vorliegende Software-
entwurf mittels der UML durchgeführt wurde, ist dieser unabhängig von der
gewählten (objektorientierten) Zielsprache. Die vollständige konzeptionelle
und softwaretechnische Beschreibung der Apeca-Architektur erlaubt eine
universelle Implementierung. Im Rahmen der vorliegenden Arbeit wurde
die Apeca-Implementierung in Matlab realisiert. Matlab bietet dabei
seit der Version 7.6 (2008a) die Möglichkeit vergleichsweise schnell und
plattformunabhängig auch objektorientierten Quelltext zu verwirklichen.
Mit dem in diesem Kapitel entwickelten Quelltext wird das gesamte oben
beschriebene Softwareframework umgesetzt. Wie mit dieser vorhandenen Soft-
ware konkrete Anwendungen realisiert werden, beschreibt das nächste Kapitel
anhand des Apeca-eigenen Engineeringansatzes. Anschließend werden dann
darauf aufbauend Versuche durchgeführt, um einerseits die Leistungsfähigkeit
sowie andererseits den Engineeringansatz zu validieren.
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Die entwickelte Apeca-Steuerungsarchitektur liegt nun als Softwareframe-
work vor. Nun wird das Vorgehen zur Realisierung von konkreten Steu-
erungen für Robotiksysteme mittels des Apeca-eigenen Engineeringansatzes
beschrieben. Dazu wird zuerst das Nutzerkonzept konkretisiert und die
Anwendungsarchitektur allgemein dargestellt. Danach werden die zugehörigen
einzelnen Schritte anhand eines Modellbeispiels anschaulich und beispiel-
haft umgesetzt. Die Herangehensweise folgt demnach der Idee, dass ein
zu steuerndes technisches System gegeben ist. Hierfür wird eine Steuerung
gesucht, welche mittels der Apeca-Architektur realisiert werden soll. Die
Strukturierungsmerkmale einzelner Subsysteme über Aktionsprimitive und
-bündel sind dabei bekannt und vorgegeben. Durch schrittweise Abarbeitung
des Engineeringansatzes wird nun die gewünschte Steuerung erstellt. Wie
beschrieben wird, können somit auch komplexere sowie verteilte Systeme
realisiert werden.
5.1 Nutzerkonzept
Wie in Kapitel 3 sowie 4 bereits angeführt, werden während des Engineering
innerhalb der Apeca-Architektur zwei Nutzergruppen, die Akteure, unter-
schieden. Bei der Realisierung von Anwendungen gibt es demnach auch
zwei unterschiedliche Aufgabenbereiche. Diese Bereiche können bestimmten
Hierarchiestufen des Nutzerkonzeptes zugeordnet werden und sind in Tabelle
5.1 erfasst.
Auf der obersten Ebene steht das Grundanliegen der Steuerungsarchitektur:
Der Wunsch eines Nutzers, mit einem vorliegenden (Robotik-)System eine
bestimmte Aufgabe bzw. Problemstellung (Systemaufgabe) zu bearbeiten und
zu erfüllen. Wie in Tabelle 5.1 ersichtlich, wird diese Ebene dem Operator
zugeordnet. Der Operator führt daraufhin eine Dekomposition der Aufgabe
in einzelne Teilmissionsschritte durch. Jedem Missionsschritt kann dabei
ein Aktionsprimitivbündel zugeordnet werden. Insgesamt entsteht dabei
der Missionsplan als Abfolge von unterschiedlichen bzw. unterschiedlich
parametrierten Bündeln. Diese Aktionsprimitivbündel wurden zuvor bereits
vom Entwickler bereitgestellt. Ein Bündel umfasst hierbei mehrere Aktions-
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Tabelle 5.1: Hierarchieebenen innerhalb der Apeca-Architektur von der System-
aufgabe zu den einzelnen Primitiven.
Akteur Ebene Erläuterung
Operator Systemaufgabe Konkrete Problemstellung
Missionsplan Dekomposition der Problemstellung
Entwickler Aktionsprimitivbündel Zusammenfassung von Primitiven
Aktionsprimitiv Eigentliche Aktionen des Systems
Datenstruktur Informationen der Verarbeitung
primitive, welche hierarchisch und funktionell parallel abgearbeitet werden
können. Jedes Primitiv arbeitet dabei mit einem Satz von Daten, welche
durch das System bereitgestellt werden oder als Parameter dienen. Die zwei
identifizierten Nutzergruppen unterscheiden sich somit in ihren Aufgaben-
bereichen.
Entwickler: Dieser Nutzer stellt im System Funktionalität bereit und er-
weitert diese. Er definiert und implementiert dazu Aktionsprimitive, legt
Parameter und Abbruchbedingungen fest und speichert Primitive in der
Bibliothek. Anschließend stellt er durch die Kombination zusammenhängender
Primitive Aktionsprimitivbündel zusammen. Der Entwickler benötigt zur
Erstellung der Bibliotheken ein tieferes Systemwissen. Dazu kennt er die zu
steuernde Hardware und legt zur Kommunikation mit derselben das Daten-
strukturmodell an. Einmal angelegte Kombinationen von Aktionsprimitiven in
den Bündeln der Ablaufsteuerung werden nur in begrenztem Maße geändert,
beispielsweise wenn neue Primitive aufgrund veränderter Rahmenbedingungen
(z.B. Hardwareerweiterungen) in der Bibliothek hinterlegt werden.
Operator: Aktionsprimitivbündel sind aus der Sicht des Operators bereits
in Form von Funktionsbausteinen innerhalb einer Bibliothek in der Steuerung
hinterlegt. Sie dienen dem Operator zur Zusammenstellung einer aufgaben-
spezifischen Missionssteuerung. Er projektiert demnach die vorhandene Funk-
tionalität zu einem Anwendungsprogramm. Dabei erfolgt die Auswahl von
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aufgabenspezifischen Aktionsprimitivbündeln durch die Entnahme geeigneter
Bündel aus der Bibliothek und deren Anordnung zur Strukturierung eines
Missionsplans. Anschließend werden diese aufgabenabhängig konfiguriert.
Ein Operator benötigt dafür kein tieferes Systemwissen, da die Sicht auf
das System abstrakt bleibt und lediglich Funktionsbausteine verknüpft und
zielorientiert parametriert werden. Ein grundlegendes Wissen über die unter-
lagerten Steuerungsebenen wird nicht benötigt. Wenn die in der Bibliothek
gespeicherten Kombinationen von Primitiven zu Bündeln für eine aktuelle
Systemaufgabe nicht ausreichen, so wird der Entwickler erneut aktiv.
5.2 Workflow zum Steuerungsentwurf
Unter dem Begriff Workflow wird im Zusammenhang mit der vorgestellten
Apeca-Architektur das Vorgehen nach dem speziellen hinterlegten Engi-
neeringansatz zur Realisierung der Steuerung verstanden. Ziel ist demnach
der Entwurf einer konkreten Steuerung aus einer gestellten Aufgabe und einem
vorliegendem (Hardware-)System unter Nutzung des in den vorangegangenen
Kapiteln erstellten Frameworks. Dieses Vorgehen wird innerhalb der folgenden
Abschnitte ausführlich und schrittweise anhand eines beispielhaften Demon-
strationsszenarios beschrieben. Dabei findet auch die oben beschriebene
Trennung zwischen Entwickler- und Operatoraufgaben statt.
5.2.1 Allgemeines Vorgehen
Die in Tabelle 5.1 gezeigten Stufen der Apeca-Architektur zeigen den
hierarchischen Aufbau von der Ebene der Systemaufgabe bis hinunter zu den
Aktionsprimitiven und dem zugehörigen Datenstrukturmodell. Aus einem
schrittweisen Vorgehen von der untersten zur obersten Ebene resultiert
der Engineeringprozess der Apeca-Anwendungsrealisierung. Die einzelnen
Entwicklungsschritte dieses Engineeringprozesses sind in Tabelle 5.2 in Form
einer Übersicht aufgelistet.
Um nun eine neue Steuerung zu realisieren, werden alle dargestellten Stufen
inkrementell durchlaufen. Der Workflow dieser Steuerungserstellung anhand
der gegebenen Tabelle 5.2 wird innerhalb der folgenden Kapitel anschaulich
anhand eines Beispiels beschrieben.
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Tabelle 5.2: Vorgehen zum Engineering innerhalb des Apeca-Engineeringansatzes.
Alle Schritte werden dabei sequentiell durchlaufen.
Akteur Vorgang Arbeitsschritt
Entwickler Systemanalyse Datenstrukturmodell anlegen
Definition Entwurf der Aktionsprimitive
Implementierung Aktionsprimitive programmieren
bzw. anpassen
Kombination Zuordnung der Aktionsprimitive
zu Bündeln
Bereitstellung Aktionsprimitive und -bündel
in Bibliotheken ablegen
Operator Aufgabenanalyse Dekomposition der Systemaufgabe
Konfiguration Erstellung der Missionssteuerung
Parametrierung Aufgabenorientierte Parametrierung
der Aktionsprimitivbündel
Systemstart Start der Anwendung
5.2.2 Steuerungsarchitektur am Beispielszenario
Das oben gezeigte Vorgehen zum Engineeringansatz ist innerhalb der Apeca-
Architektur allgemeingültig. Das bedeutet, dass für jedes konkrete System und
Szenario immer anhand der gegebenen Struktur vorgegangen werden kann. In
den folgenden Abschnitten wird zur Veranschaulichung dieses Prozesses daher
das konkrete System „Greifarm“ als Beispiel benutzt. Als Modellszenario
dient dabei ein planarer Greifarm der zu bearbeitende Werkstücke aus einem
Magazin aufnehmen, diese zu einer Werkbank transportieren und anschließend
in einer Ablage platzieren soll. Die zugehörige Abbildung 5.1 illustriert
dieses Szenario. Der nun durchzuführende Workflow zum Engineeringprozess
wird in zwei nachfolgenden Abschnitten zunächst aus Entwicklersicht und
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anschließend aus Operatorperspektive geschildert. Dabei wird zunächst davon
ausgegangen, dass das System erstmals in Betrieb genommen wird und
demnach noch keine wiederverwendbaren Module zur Verfügung stehen.
Abbildung 5.1: Im Beispielszenario wird das zu steuernde System „Greifarm“ durch
die Apeca-Architektur gesteuert.
5.2.3 Erstellung der anwendungsspezifischen Bibliotheken
Zur Realisierung der oben geschilderten Aufgabe liegt aus Entwicklersicht das
anzusteuernde mechatronische Robotiksystem in Form des Greifarms vor. In
einem ersten Schritt findet eine Systemanalyse von Schnittstellen zwischen
dem System und den zu entwickelnden Aktionsprimitiven statt. Dazu werden
die Ein- und Ausgänge des Systems, wie beispielsweise Stellbefehle oder
Steuerkommandos bzw. Sensorinformationen, in Form des Datenstruktur-
modells erfasst und innerhalb der zugehörigen Klasse (ApData) hinterlegt.
Erweitert wird dieses Modell mit spezifischen Nutzerdaten bzw. Informationen,
die nicht direkt aus dem System gewonnen werden, sondern in Form von
Nutzervariablen hinterlegt werden. Dies sind Informationen wie beispielsweise
Zielpositionen.
Im konkreten Modellsystem „Greifarm“ sind die Stellbefehle an die einzel-
nen Gelenkantriebe der Achsen (Gelenkgeschwindigkeit pp_123) sowie ein
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Werkzeugkommando für das Öffnen und Schließen des Greifers τGreifer als
Ausgangsdaten im Datenstrukturmodell hinterlegt. Als Eingangsinformatio-
nen stehen sowohl die Gelenkwinkel (Kinematik) als auch der Zustand des
Greifers sowie ein Distanzsensor zur Überwachung des Arbeitsraums zur
Verfügung. Als Nutzerdaten werden allgemeine Variablen für Zielpositionen
und -orientierungen (poseTarget) sowie Trajektorienlaufzeiten angelegt.
Alle im Datenstrukturmodell gespeicherten Systemeingänge sowie -ausgänge
können nun durch Aktionsprimitive verarbeitet und gesetzt werden. Auf der
Basis dieser Variablen erfolgt nun eine Definition von Systemfunktionalität
in Form einzelner Aktionen. Jede dieser Aktionen berechnet aus den zur
Verfügung stehenden Eingangsvariablen sowie den gegebenen Nutzerdaten die
gewünschten Ausgangsinformationen. Dabei sollte bei der Implementierung
darauf geachtet werden, dass die jeweils hinterlegte Aktion möglichst minimal
bleibt, um eine Anzahl an weitgehend unabhängigen und übersichtlichen
Aktionsprimitiven zu erhalten. Demnach entwirft der Entwickler jeweils
einen aktionsspezifischen Algorithmus und eine darauf basierende Berech-
nungsvorschrift für die zugehörige Wichtung des Primitivs. Außerdem werden
bereits an dieser Stelle die möglichen Abbruchbedingungen als Nutzervari-
ablen definiert. Die nun erstellten Primitive werden anschließend durch die
Steuerung in das funktionsorientierte Modell überführt, wobei sich aus den
definierten Ein- und Ausgangsvariablen bereits automatisch die Struktur
dieses Modells ergibt.
Für das Beispielsszenario „Greifarm“ werden mehrere Aktionsprimitive
benötigt. Aus den Sensorinformationen aus dem Datenstrukturmodell (Po-
sition und Orientierung des Greifarms poseRobot) und den hinterlegten
Nutzerdaten (Parameter der gewünschten Zielpose poseTarget) berechnet
das Primitiv ApTrajGen die erforderliche Trajektorie der Greiferbewegung.
Ein hierarchisch nachgeschaltetes Aktionsprimitiv ApInvKin stellt anhand
dieser Daten nun die dafür notwendige Gelenktrajektorie durch Berechnung
der inversen Kinematik zur Verfügung. Ein weiteres Primitiv ApMove ermittelt
aufgrund dieser Daten die notwendigen Stellbefehle. Parallel dazu überwacht
ein zusätzliches, funktionell paralleles Primitiv ApObserveWorkSpace den Ar-
beitsraum mithilfe eines Laserdistanzsensors, um statischen und dynamischen
Hindernissen auszuweichen bzw. den Manipulator zu bremsen oder anzuhalten.
Das aus den bereitgestellten Aktionsprimitiven erstellte funktionsorientierte
Modell des Modellszenarios ist in Abbildung 5.2 dargestellt. Die Struktur
des Modells durch Anordnung der Aktionsprimitive entsprechend ihrer Ein-
/Ausgangsbelegung ist ebenso sichtbar wie die zusätzliche Fusionsstufe der
beiden parallel arbeitenden Primitive.
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Fusion
Bewegungs-
steuerung
Abbildung 5.2: Funktionsorientiertes Modell für das Beispielszenario „Greifarm“.
Die innerhalb des Apeca-Frameworks aktivierten Aktionsprimitive ApTrajGen,
ApInvKin, ApMotion und ApObserveWorkSpace (grau hinterlegt) werden zu
einem Aktionsprimitivbündel ApbPickPlace zusammengefasst. Dem Primitiv
ApTrajGen wird der Parameter poseTarget von der Steuerung übergeben. Im
Primitiv ApMotion kann ein zusätzliches Werkzeugkommando τGreifer aktiviert
werden.
Im nächsten Schritt findet eine Kombination von Aktionsprimitiven
zu aufgabenorientierten Bündeln statt. Dabei wird festgelegt, welche Pri-
mitive zu einem bestimmten Zeitpunkt gleichzeitig aktiv sein sollen, um
eine bestimmte Aufgabe zu lösen. Je nach konkreter Teilaufgabenstellung
sind dabei unterschiedliche Primitive sinnvoll und werden entsprechend vom
Entwickler ausgewählt. Für das Beispielszenario „Greifarm“ wird zunächst
nur ein Aktionsprimitivbündel ApbPickPlace angelegt (vgl. Abb. 5.2). Diese
vereint alle Aktionsprimitive des funktionsorientierten Modells. Es ist somit in
der Lage, den Endeffektor des Roboterarms in eine beliebig parametrierbare
Pose innerhalb des Arbeitsraumes zu fahren. Durch die Abbruchbedingung
eventPoseReached wird dabei das Ende der Ausführung eines Bündels fest-
gelegt. Durch verschiedene Parametrierung des Werkzeugkommandos τGreifer,
können die Aufgaben Greifen, Transportieren und Ablegen gelöst werden.
Im Anschluss an diesen Schritt wird durch die Bereitstellung der einzelnen
Bibliotheken der Zugriff auf Aktionsprimitive, Aktionsprimitivbündel sowie
das zugehörige Datenstrukturmodell zur Systemlaufzeit ermöglicht. Mit der
Bereitstellung dieser Bibliotheken endet der Aufgabenbereich des Entwicklers.
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5.2.4 Konfiguration und Parametrierung des Missionsplans
Wie oben beschrieben, wurde das Engineering zur Anwendungsrealisierung
innerhalb der Apeca-Architektur getrennt. Der Teil der Realisierung, welcher
mehr Systemwissen voraussetzt, ist nun abgeschlossen. Ab hier übernimmt die
zweite Gruppe von Akteuren, die Operatorgruppe, die folgenden Aufgaben
aus Tabelle 5.2. Aus der Operatorsicht erfolgt daher zunächst eine Aufgaben-
analyse. Dabei wird die durch das System zu lösende Aufgabe in Teilschritte
zerlegt, welche jeweils durch ein Aktionsprimitivbündel bearbeitet werden
sollen. Für jedes zu lösende Teilproblem existiert daher ein Missionsschritt in
Form einen Bündels. Anschließend wird die Reihenfolge der Bearbeitung der
einzelnen Bündel festgelegt. Bei dieser Konfiguration des Missionsplanes
ergibt sich eine resultierende Struktur von aufeinander folgenden Aktionsprimi-
tivbündeln. Die Übergänge werden daher durch die möglichen Abbruchbedin-
gungen und die darauf folgenden Aktionsprimitivbündel bereits festgelegt. Die
dadurch entstehende Struktur des Missionsplans besteht einerseits aus seriell
abzuarbeitenden Bündeln, kann aber andererseits auch an beliebiger Stelle,
eben durch die Definition der entsprechenden Abbruchbedingung, zu einem
anderen Zweig im Missionsplan überleiten. Der resultierende Missionsplan
für das Beispielszenario „Greifarm“ ist in Abbildung 5.3 dargestellt. Dabei
wird, wie in Abschnitt 3.2.8 beschrieben, zur Veranschaulichung eine Petri-
Netz-Darstellung gewählt. Einzelne Aktionsprimitivbündel bilden somit den
Zustand des Systems ab, während die Abbruchbedingungen die Transitionen
realisieren.
Abbildung 5.3: Einfacher Missionsplan des Beispielszenarios „Greifarm“ zum Lösen
der Aufgaben Greifen, Transportieren sowie Ablegen.
Abschließend wird durch den Operator eine Parametrierung des Mis-
sionsplans durchgeführt. Mittels eines User Interface können alle Daten
des Datenstrukturmodells beschrieben und auch überschrieben werden. Auf-
gabenabhängig werden nun Parameter in Form von Nutzerdaten an den
Missionsplan übergeben. Solche Parameter legen beispielsweise gewünschte
Zielkonfigurationen fest oder stellen Abbruchbedingungen ein. Dabei werden
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typischerweise nicht alle innerhalb der Aktionsprimitive definierten Abbruch-
bedingungen benötigt. Vielmehr wird nur ein Teil dieser Bedingungen für die
konkrete Aufgabe benötigt und somit parametriert.
Im Modellszenario „Greifarm“ werden beispielsweise drei Zielpositionen
und -orientierungen als Parameter zum Greifen, Bearbeiten sowie Able-
gen durch den Operator an den Missionsplan übergeben. Dabei wird das
Aktionsprimitivbündel ApbPickPlace aus Abbildung 5.3 mit den jeweiligen
Endeffektorposen der Aufgabenstellung parametriert. Dadurch werden auch
die Abbruchbedingungen parametriert. Weiterhin können die Laufzeiten
der einzelnen Trajektorien übermittelt werden, mit diesen werden dann
die Geschwindigkeiten der einzelnen Achsen innerhalb der Aktionsprimitive
berechnet.
Wie oben gezeigt, werden Missionspläne durch einen Operator erstellt.
Dabei wird zuerst die Struktur der Verschaltung der einzelnen Aktionsprimi-
tivbündel festgelegt (Konfiguration). Danach werden die aufgabenabhängigen
Eigenschaften des Missionsplans in Form von Daten hinterlegt (Parame-
trierung). Die Aufgabe des Systems liegt nun in Form einer parametrierten
Struktur von Aktionsprimitivbündeln vor. Der anschließende Systemstart in
einer Simulationsumgebung oder am realen System schließt den Engineering-
vorgang zur Steuerungserstellung ab.
5.3 Realisierung verteilter Systeme
Bis hierher wurden nur einzelne abgeschlossene Systeme betrachtet und
innerhalb von Apeca gesteuert. Der oben beschriebene Engineeringansatz
der Apeca-Architektur bietet Anwendern dabei eine komfortable Möglichkeit,
um solche Steuerungen vergleichsweise schnell, einfach und übersichtlich zu
realisieren. Die resultierenden Missionspläne enthalten dabei nur sequen-
tielle Abläufe und Verzweigungen. Dies bedeutet, dass in der Petri-Netz-
Darstellung des Missionsplans nur eine einzelne Marke „läuft“. Der objekt-
orientierte Entwurf und die entsprechende Umsetzung der Apeca-Architektur
gestatten jedoch die Möglichkeit prinzipiell auch mehrere Systeme miteinander
zu verkoppeln. Solche verteilten Systeme bieten interessante Möglichkeiten
und sind sowohl innerhalb der Robotik als auch der robotergestützten
Fertigungstechnik sinnvoll einsetzbar. Somit können durch die Kopplung
mehrerer Systeme innerhalb der Steuerungsarchitektur systemübergreifend
und kooperativ Aufgaben gelöst werden, welche mit einem einzelnen System
nicht realisierbar wären.
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Zur besseren Veranschaulichung des Engineering zur Anwendungsarchitek-
tur innerhalb von Apeca wird das oben gewählte Beispiel wie folgt erweitert:
Für eine Fertigungsaufgabe sind zwei Manipulatoren nötig. Dabei wird
ein Werkstück in mehreren Schritten transportiert und bearbeitet. Hierbei
sollen Teilschritte dieser Aufgabe sowohl eigenständig als auch synchronisiert
stattfinden. Dieses erweitertes Beispielszenario „Greifarmsynchronisation“ ist
in Abbildung 5.4 veranschaulicht. Zu erkennen sind beide Manipulatoren
und ein externes Kamerasystem zur genauen Lokalisierung der Position und
Orientierung der Roboterarme. Zielstellung ist es, die zunächst unabhängigen
Roboterbewegungen zu bestimmten Zeitpunkten zu synchronisieren, um ein
Werkstück gemeinsam zu transportieren.
Abbildung 5.4: Steuerung einer verteilten Aufgabe mittels Synchronisation durch
Realisierung zweier gekoppelter Apeca-Steuerungen. Gestrichelte Datenflüsse
entsprechen extrinsischen Informationen aus dem jeweils anderen Teilsystem zur
Interaktion zwischen den Steuerungen.
Für das vorgegebene technische System wird demnach eine Steuerung
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zur Bearbeitung einer gemeinsamen Aufgabe gesucht. Dabei sind die Struk-
turierungsmerkmale für das Engineering einer lokalen Steuerung bereits
bekannt und oben beschrieben. Somit stellt der Engineeringansatz des Frame-
workdesigns für die Gruppe der Operator Aktionsprimitivbündel auf Mission-
sebene als Modellierungselemente bereit. Einzelnen Bündeln stehen dabei
typischerweise Informationen bzw. Daten zur Verfügung, welche vom ge-
steuerten Robotersystem im Datenstrukturmodell bereitgestellt werden. Sol-
che intrinsischen Daten stammen also aus dem jeweils gesteuerten System
selbst. Bei der Verwendung von mehreren Systemen kann nun zusätzlich
auch zwischen diesen verteilten Systemen ein Datenaustausch notwendig
sein, um bestimmte Aufgaben zu erfüllen. Diese extrinsischen Daten
benötigen demnach eine Schnittstelle zum jeweils anderen System (vgl.
Abbildung 5.4). Aktionsprimitivbündel mit extrinsischen Dateneingängen
realisieren demnach die Verwendung von mehreren Teilsystemen. Extrinsische
Daten können dabei, wie intrinsische Informationen auch, im Bündel als
Eingangsinformationen für die hinterlegten Aktionen und/oder als Parameter
für die Abbruchbedingungen dienen. Aktionsprimitivbündel mit enthaltenen
extrinsischen Daten besitzen nun die Fähigkeit synchronisationsfähig zu sein.
Dies wird aus Gründen der Anschaulichkeit auch im Namen des jeweiligen
Bündels mit dem Bezeichner Sync besonders kenntlich gemacht. Für die
in den jeweiligen Aktionsprimitivbündeln hinterlegten Aktionsprimitive ist
dabei die Herkunft der Daten (intrinsisch/extrinsisch) nicht relevant. Durch
die objektorientierte Kapselung der Daten liegen diese aus Sicht der Aktions-
primitive einfach im gegebenen Datenmodell vor. Durch die Realisierung
eines verteilten Speichers (sogenannter Shared-Memory-Bereich) innerhalb
des Apeca-Datenstrukturmodells sind damit keine speziellen Änderungen
gegenüber den bisher betrachteten Systemen notwendig.
Für das erweiterte Beispielszenario „Greifarmsynchronisation“ aus Abbil-
dung 5.4 bedeutet dies, dass aus mehreren zur Verfügung stehenden Systemen
Daten über Systemgrenzen hinweg als extrinsische Daten ausgetauscht werden
sollen. Im Beispiel sind dies die Positions- und Orientierungsdaten der
Gelenkarme. Diese Informationen werden benötigt, um beide Roboterarme zu
vorgegebenen Zeitpunkten zur Synchronisation an einen gemeinsamen Punkt
zu verfahren. So können Werkstücke gemeinsam gekoppelt transportiert oder
ausgetauscht werden.
Zur Realisierung der Steuerung ist nun eine softwaretechnische Unterschei-
dung von Teilsystemen innerhalb von Apeca notwendig. Dazu wird das
gesamte zu steuernde System in Teilsysteme unterteilt. Diese Teilsysteme
werden anschließend einzelnen Exemplaren (bzw. Instanzen) der Apeca-
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Architektur zugeordnet. Dieses Vorgehen wird in den folgenden Abschnitten
beschrieben. Anschließend werden parallele und synchronisierende Prozesse
im Missionsplan sichtbar. Die Möglichkeiten der Realisierung dazu beschreibt
Abschnitt 5.3.3. Ansonsten orientiert sich das Vorgehen weiterhin am oben
beschriebenen Prozess zur Anwendungsrealisierung aus Tabelle 5.2.
5.3.1 Abgrenzung von Teilsystemen
Innerhalb der Apeca-Anwendungsarchitektur sollen mehrere Teilsysteme
entstehen, welche innerhalb des Missionsplans verkoppelt und somit synchro-
nisiert werden können. Wie und an welcher Stelle dabei einzelne Teilsysteme
softwaretechnisch voneinander abgegrenzt werden ist somit eine wichtige
Voraussetzung der Steuerungserstellung. Grundaufgabe eines Teilsystems ist
hierbei die Realisierung einer jeweils eigenen Aufgabe. Ein Teilsystem wird
daher dadurch abgegrenzt, dass es eigenständig Aktionen ausführt, um eine
bestimmte Aufgabe zu erfüllen. Jedes Teilsystem benötigt somit einen eigenen
Missionsplan mit „eigener“ Marke innerhalb der Petri-Netz-Darstellung und
besteht demnach aus einer eigenen Missionssteuerung sowie zugehörigen
Aktionsprimitiven und -bündeln. Damit sind Nebenläufigkeiten und Synchro-
nisationen im Missionsplan darstellbar. Softwaretechnische Teilsysteme im
Sinne des Apeca-Frameworks sind daher als Systeme definiert, welche eine
dezidierte Steuerung in Form eines Apeca-Exemplars (bzw. einer Instanz)
beanspruchen.
Die Teilsystemabgrenzung aus softwaretechnischer Sicht ist prinzipiell eine
Designentscheidung. Übersichtlich ist dabei natürlich eine Abgrenzung über
die physikalischen Grenzen der einzelnen Teilsysteme. Wichtiger ist aber eine
Betrachtung des Kopplungsgrads zwischen den Teilsystemen. Dieser sollte
möglichst gering gehalten werden, um nur wenig Datenaustausch über System-
grenzen hinweg zu benötigen. Idealerweise werden die Teilsystemgrenzen so
gewählt, dass ein Datenaustausch nur für Synchronisationsaufgaben notwendig
wird. Dieser Zusammenhang ist in Abbildung 5.5 dargestellt.
Innerhalb eines Teilsystems findet demnach eine Vielzahl von Datenflüssen
durch die Aktionsprimitiv-Steuerung statt. Zwischen Teilsystemen werden
die Datenflüsse jedoch möglichst minimiert und daher auf bestimmte Son-
deraufgaben beschränkt. Eine Engineering-orientierte Teilsystemauftrennung
aus softwaretechnischer Sicht wird demnach wie folgt beschrieben: In einem
Syntheseschritt werden alle Untersysteme mit festen kinematischen Kop-
plungen zusammengefasst. Im Umkehrschluss bedeutet dies natürlich, dass
Teilsysteme gebildet werden, ohne kinematische Kopplungen aufzutrennen.
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Abbildung 5.5: Verschiedene Möglichkeiten der Abgrenzung von einzelnen
Teilsystemen. Die Steuerung kann dabei für jedes einzelne Gelenk (Variante I),
für jeden seperaten Manipulator (Variante II) oder für das Gesamtsystem zentral
(Variante III) ausgelegt werden.
Ansonsten wäre eine große Anzahl von Datenflüssen über Teilsystemgrenzen
hinweg notwendig.
Im Beispielszenario „Greifarmsynchronisation“ in Abbildung 5.5 entspräche
dies der Variante I. Eine jeweils eigene Apeca-Softwareinstanz für jedes
einzelne Gelenk würde ungleich gesteigerte Datenflüsse über Teilsystem-
grenzen hinweg verursachen. Diese Realisierung wird demnach verworfen.
In einem anschließenden Dekompositionsschritt wird die Anzahl der Kop-
plungen innerhalb eines Systems durch die Bildung von Teilsystemen mini-
miert. Damit werden Komplexitätsprobleme vermieden, welche bei hohen
Zustandszahlen im Erreichbarkeitsgraph (bzw. Markierungsgraph) auftreten
können. Für Einzelgelenksteuerungen steigt die Anzahl der möglichen Folge-
zustände überproportional, da jede Steuerung über eigene (jedoch synchro-
nisierbare) Aktionsprimitivbündel verfügt, welche untereinander in Verbindung
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stehen. Dieser Zusammenhang wird in einem konkreten Erreichbarkeitsgraph
für mögliche Folgezustände in Abbildung 5.6 veranschaulicht.
Abbildung 5.6: Markierungsgraph zur Abgrenzung von Teilsystemen im nicht
optimierten Fall. Dies entspricht der Variante I aus Abbildung 5.5.
Eine Gesamtsteuerung für beide Manipulatoren, wie sie im Modellszenario
„Greifarmsynchronisation“ in Abbildung 5.5 Variante III gezeigt wird, ist
daher als ungünstig zu bewerten und wird verworfen. Die mögliche Zu-
standszahl innerhalb der Apeca-Instanz würde „explodieren“. Die günstigste
softwaretechnische Abgrenzung von Teilsystemen bietet demnach Variante II.
Dabei erhalten alle parallel arbeitenden Teilsysteme eine eigene Steuerung.
Damit wird eine Interaktion zwischen diesen Teilsystemen als Kopplung dieser
zu bestimmten Zeitpunkten innerhalb von Apeca transparent darstellbar.
Teilsysteme werden daher durch Exemplare der Apeca-eigenen Klasse APMC
zur Missionssteuerung gebildet. Jeder synchronisationsfähige Prozess ist damit
innerhalb des Missionsplans mit einem Prozess eines anderen Teilsystems
koppelbar. Dabei können alle Apeca-Steuerungen auch prinzipiell auf ver-
schiedenen Rechensystemen abgelegt werden. Welche Module der benötigten
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Apeca-Steuerungen nun für ein konkretes Problem erstellt werden müssen,
wird im nächsten Abschnitt erläutert. Ein weiterer Abschnitt beschreibt
danach die Realisierung von Synchronisationen im Missionsplan.
5.3.2 Komponenten der Teilsysteme
Teilsysteme werden softwaretechnisch durch mehrere Instanzen des Apeca-
Frameworks bzw. von einzelnen Modulen dieses Frameworks realisiert. Dies
wird durch den in Kapitel 4 beschriebenen objektorientierten Entwurf sowie
eine zugehörige Implementierung möglich. Abhängig von der Anzahl der
gewählten Teilsysteme aus dem vorherigen Abschnitt und der Ausprägung
der konkreten Hardware ergeben sich verschiedene Realisierungsoptionen.
Welche Module des Apeca-Frameworks nun in jedem Fall instanziiert werden,
ist der Tabelle 5.3 zu entnehmen.
Tabelle 5.3: Anzahl der benötigten Komponenten bei verschiedenen Realisierungs-
optionen. Der Tabelle kann dabei die Anzahl der benötigten APECA-Module
für die jeweiligen Anzahl der realisierten Teilsysteme entnommen werden.
Anzahl Teilsysteme 1 System n gleichartige m verschieden-
und Module Teilsysteme artige Teilsysteme
AP-Bibliothek ApLib 1 1 m
APB-Bibliothek ApbLib 1 1 m
Missionssteuerung APMC 1 n m
AP-Datenstrukturmodell 1 1 m
ApData
Die erste Spalte der Tabelle listet die anwendungsspezifischen Apeca-
Module aus Kapitel 4.4 auf. Diese werden während der Anwendungsentwick-
lung für ein System einmal entworfen und implementiert. Werden nun mehrere
Teilsysteme benutzt, so ist es nicht unbedingt erforderlich, alle Module neu zu
entwickeln. Vielmehr erlaubt der modulare Aufbau der Apeca-Architektur
die Wiederverwendung einzelner Module auch bei verschiedenen Aufgaben.
Sind bei der Realisierung von n gleichartigen Teilsystemen, also Systemen
gleicher Hardware, bereits alle notwendigen Aktionsprimitive und -bündel in
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der Steuerung hinterlegt, so können diese Module direkt und unverändert für
alle Teilsysteme eingebunden werden. Lediglich die Missionssteuerung wird
aufgrund unterschiedlicher zu bearbeitender Aufgaben neu konfiguriert. Beim
Teilsystemen unterschiedlicher Hardware wird im Gegenzug selbstverständlich
eine Änderung oder Neuimplementierung dieser Module notwendig. Jedoch
können ähnliche Teilmodule bis hin zu ganzen Aktionsprimitivsätzen oftmals
komfortabel wiederverwendet werden.
Für das Beispielszenario „Greifarmsynchronisation“ aus Abbildung 5.4
werden entsprechend zwei Teilsysteme mit gleichartigen Gelenkarmen re-
alisiert. Das Datenstrukturmodell sowie die Aktionsprimitive und -bündel
können somit direkt für beide Teilsysteme übernommen werden. Da beide
Gelenkarme unabhängige und unterschiedliche Bewegungsabläufe durchführen
sollen, werden lediglich zwei autarke Missionssteuerungen erstellt. Wie die
im Beispielszenario geforderte Synchronisation beider Teilsysteme im Mis-
sionsplan stattfindet wird im nächsten Abschnitt erläutert.
5.3.3 Synchronisation von Teilsystemen
Unter dem Begriff der Synchronisation werden im Zusammenhang mit der
Anwendungsrealisierung zwei oder mehr Teilsysteme verstanden, welche
mithilfe eines koordinierten Verhaltens in der Lage sind, eine gemeinsame
Aufgabe zu erfüllen. Solche Synchronisationen sind innerhalb der Apeca-
Architektur transparent im Missionsplan darstellbar. Dafür werden die zuge-
hörigen Aktionsprimitivbündel jeweils einem Teilsystem zugeordnet. Somit
findet ein sogenanntes Mapping zwischen Teilsystem und den Bündeln jedes
Missionsplans statt. Die Aktionsprimitivbündel beschreiben dabei jeweils das
Verhalten eines gesteuerten Teilsystems und bilden demnach das Verhaltens-
modell eines Teilsystems ab. Eine Synchronisation dieser Teilsysteme findet
nun über gemeinsame Transitionen im Missionsplan statt. Dafür enthalten die
jeweiligen vorgelagerten Bündel (demnach die Vorplätze in der Petri-Netz-
Darstellung) mindestens ein synchronisationsfähiges Aktionsprimitivbündel.
Dies entspricht, wie in Abschnitt 5.3 beschrieben, demnach mindestens einem
Bündel mit extrinsischen Informationen. Dieser Zusammenhang wird in
Abbildung 5.7 veranschaulicht. Die Anzahl der laufenden Marken der Petri-
Netz-Darstellung des Missionsplans entspricht dabei immer der Anzahl der
gesteuerten Teilsysteme.
Für das Modellszenario „Greifarmsynchronisation“ bedeutet dies konkret,
dass beide Manipulatoren unabhängig voneinander arbeiten (Aufgaben zum
Pick and Place) und sich erst an den gezeigten synchronisationsfähigen
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Sync1
Manipulator M1,
Manipulator M2,
Sync2 Sync3
Abbildung 5.7: Innerhalb der resultierenden Missionspläne arbeiten beide Ma-
nipulatoren zunächst unabhängig voneinander. An vorgegebenen Zeitpunkten
kommt es durch die Aktivierung synchronisationsfähiger Aktionsprimitivbündel
zu Synchronisationen.
Aktionsprimitivbündeln treffen, um eine gemeinsame Aufgabe zu lösen. In
der Petri-Netz-Darstellung geschieht dies an den gemeinsamen Abbruch-
bedingungen respektive Transitionen.
Aktionsprimitivbündel werden somit entsprechend der individuell hinter-
legten Synchronisationsregeln gekoppelt. Dabei findet ein teilsystemüber-
greifender Datenaustausch statt, welcher somit für die Koordination gemein-
samer Aufgaben genutzt werden kann. Interaktionen und Synchronisationen
werden dabei im Missionsplan sichtbar und lassen sich aus Engineeringsicht
entsprechend einfach und transparent realisieren und darstellen. Zur Projek-
tierung müssen lediglich synchronisationsfähige Bündel zur Verfügung stehen,
welche die extrinsischen Daten zur Überprüfung von Abbruchbedingungen
oder zur Ausführung der hinterlegten Aktionen nutzen. Wie bereits erwähnt,
ist es dabei auf Aktionsprimitiv-Ebene völlig unerheblich, um welchen Daten-
typ es sich im Einzelnen handelt. Für jedes Teilsystem wird hier automatisch
ein eigenes funktionsorientiertes Modell erstellt.
Die funktionsorientierten Modelle des Beispielszenarios „Greifarmsynchro-
nisation“ sind in Abbildung 5.8 dargestellt. Da es sich um zwei unab-
hängige Teilsysteme handelt entstehen entsprechend zwei autarke Modelle.
Jedes Exemplar der Apeca-Steuerung erhält demnach ein unabhängiges
funktionsorientiertes Modell. Dieser Sachverhalt wird in Abschnitt 6.3.1 näher
betrachtet.
Wie gezeigt, lassen sich konkrete Anwendungen komfortabel mit Hilfe
des Engineeringansatzes der Apeca-Steuerungsarchitektur realisieren. Dabei
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Robotersystem1
Robotersystem2
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Bewegungs-
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Abbildung 5.8: Beispielhaft dargestellte funktionsorientierte Modelle bei verteil-
ten Aufgaben mit Synchronisation. Beide Steuerungen (APMC(1), APMC(2))
realisieren jeweils eine eigenständige Teilsystemsteuerung mit unterschiedlich
aktivierten Aktionsprimitiven (grau hinterlegt). Durch spezielle synchroni-
sationsfähige Primitive (ApSyncMove bzw. ApSyncWait) können die beiden
Robotersysteme (räumlich bzw. zeitlich) synchronisiert werden.
wurde anhand eines Beispielszenarios vorgegangen. Das folgende Kapitel
untersucht nun die Umsetzung erweiterter Demonstrationsszenarien innerhalb
von Apeca. Dabei werden sowohl Simulationen als auch Experimente mit
einem realen System vorgestellt.
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Die vorgestellte Apeca-Steuerungsarchitektur wurde innerhalb der vorange-
gangenen Kapitel entworfen, objektorientiert realisiert und schließlich imple-
mentiert. Darauf basierend wurde der Apeca-basierte Engineeringansatz
vorgestellt und anschaulich anhand eines Beispiels erläutert. In diesem Kapitel
wird die Steuerungsarchitektur nun mittels einiger Demonstrationsszenarien
ausgiebig getestet. Dabei sollen verschiedene Nachweise erbracht werden:
Somit wird einerseits evaluiert, ob es mittels Apeca möglich ist, Steuerungen
für komplexere Anwendungen der Robotik bzw. der robotergestützten Ferti-
gungstechnik zu erstellen. Die erstellten Steuerungen sollen dafür unter nicht
trivialen Bedingungen teilweise innerhalb dynamischer Umgebungen robust
arbeiten. Dazu werden verschiedene Demonstrationsbeispiele umgesetzt und
unter verschiedenen Randbedingungen simulativ und auch experimentell
ausgeführt. Andererseits wird untersucht, wie praktikabel sich dabei der
Engineeringansatz erweist. Dazu werden sowohl aus Entwickler- als auch aus
Operatorsicht Modifikationen am System durchgeführt und evaluiert.
6.1 Vorgehen
Innerhalb der folgenden Kapitel werden verschiedene Demonstrationsbeispiele
vorgestellt. Da dafür jeweils schrittweise nach dem bereits beschriebenen
Apeca-Engineeringansatz vorgegangen wird, sind die einzelnen Abschnitte
entsprechend ähnlich aufgebaut. Dazu wird das Vorgehensmodell nach Tabelle
5.2 in Abschnitt 5.2.1 genutzt. Einzelne Schritte des Engineeringprozesses
werden dabei im Text durch Fettdruck besonders hervorgehoben. Hierbei wird
anfangs die Aufgabenstellung jeweils kurz vorgestellt. Anschließend werden
Aktionsprimitive aus Entwicklersicht definiert und zu Bündeln kombiniert.
Darauf folgt die Erstellung eines zielorientierten Missionsplans durch Struk-
turierung und Parametrierung von Aktionsprimitivbündeln aus Operatorsicht.
Die realisierten Demonstrationsbeispiele werden anschließend anhand von
Simulationen und Experimenten evaluiert. Damit wird versucht den Nach-
weis zu erbringen, dass sich innerhalb von Apeca schnell und komfortabel
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Anwendungen realisieren lassen und dabei robuste und flexible Steuerungen
entstehen.
6.2 Demonstrationsbeispiel A: Mobile Robotik
Mobile Roboter sind mechatronische Systeme par excellence. Durch die
Verbindung von Mechanik und Elektronik in Form von Sensorik und Aktorik
und deren notwendige Ansteuerung durch Steuerungstechnik bietet sich
ein ideales Testfeld für die vorgestellte Architektur. Innerhalb der Apeca-
Implementierung findet dabei sowohl die Modellierung der softwaretechnischen
Abläufe als auch die eigentliche Prozessrechentechnik, also die Regelung an
sich, statt. Innerhalb der folgenden Abschnitte wird auf die durchgeführten
Experimente am realen Robotersystem IfAbot eingegangen. Dazu wird der
mobile Roboter eingangs kurz vorgestellt. Anschließend wird auf verschiedene
getestete Beispielanwendungen sowie die Erstellung der dafür benötigten
Aktionsprimitive eingegangen. Darauf aufbauend erfolgen der Aufbau der
Aktionsprimitivbündel sowie die Erstellung der zur Aufgabe gehörenden
Missionspläne. Dazu wird jeweils eine Simulation durchgeführt. Anschließend
werden einige Experimente mit dem mobilen Roboter dargestellt. Diese
Experimente wurden dabei im Rahmen der vom Verfasser dieser Arbeit
betreuten Studienarbeiten von Modes [2010] und Schäfer [2011] durchgefürt.
Es wurde untersucht, inwieweit Einsteiger in die Robotik mithilfe des Apeca-
Engineeringansatzes in der Lage sind, eine bestimmte Robotikanwendung
lösungsorientiert und schnell in Simulation und auf einem realen Roboter zu
realisieren. Den Abschluss bildet die Auswertung dieser Versuche.
6.2.1 Mobiler Roboter IfAbot
Der für die nachfolgend beschriebenen Experimente genutzte Roboter IfAbot
ist ein mobiler Roboter des Instituts für Automatisierungstechnik (IfA) der
Technischen Universität Dresden. Er wurde als Demonstrationsplattform für
am Institut durchgeführte Projekte der Robotik innerhalb von mehreren vom
Verfasser der vorliegenden Arbeit betreuten Studienarbeiten konzipiert und
aufgebaut. Dazu wurde die benötigte Hardware von Schellhorn [2009] sowie
Seemann [2008] ausgelegt und gefertigt. Anschließend wurde der Roboter
durch Modes [2010] in Betrieb genommen und eine Low-Level-Steuerung
der Hard- und Software implementiert. Für die vorliegende Arbeit liegt
der mobile Roboter als einsatzbereites System vor und konnte als ideale
Testplattform für die vorgestellte Apeca-Architektur genutzt werden. Als
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Antrieb dienen dabei zwei separat anzusteuernde Motoren, welche jeweils zwei
über Riemen miteinander verbundene Räder einer Seite antreiben (sog. Skid-
Steer-Antrieb). Die eingesetzten Sensorsysteme wurden im Rahmen weiterer
betreuter Studienarbeiten integriert und sind in Tabelle 6.1 aufgelistet. Zur
Bestimmung der globalen Position und Orientierung des Roboters (Pose) wird
dabei eineMonte-Carlo-Lokalisierung (MCL) auf Basis von Laserscannerdaten
genutzt. Vertiefende Informationen zum mobilen Roboter IfAbot und der
verwendeten Sensorik werden in Anhang A gegeben.
Tabelle 6.1: Für die Realisierung der unten beschrieben Szenarien mit dem mobilen
Roboter IfAbot kam die in der Tabelle gelistete Sensorik zum Einsatz.
Sensorik Beschreibung
2D-Laserscanner Bestimmung der globalen Pose
des Roboters über MCL sowie
Hinderniserkennung
Ultraschallsensorik Zum Laserscanner redundanter
Sensor zur Hinderniserkennung
(Glas, spiegelnde Flächen etc.)
Gyroskopsensor Bestimmung der Orientierung
des Roboters
Odometriesensorik (Radencoder) Bestimmung der Geschwindigkeit
bzw. Position des Roboters
Kamera (Webcam) Bildgebender Sensor zur
Bildverarbeitung
Wie aus der Zusammenstellung ersichtlich, soll ein vergleichsweise hete-
rogener Satz von unterschiedlichen Sensoren auf dem Roboter eingesetzt
werden. Wie unten gezeigt wird, lassen sich diese Sensorinformationen von
unterschiedlichen Datenquellen und -typen mit Hilfe der Apeca-Architektur
vergleichsweise einfach in das System einbinden und komfortabel verarbeiten.
Zielstellung ist es daher, für das zu steuernde System IfAbot mithilfe des
Engineeringansatzes eine autonome Apeca-Steuerung zu erstellen. Dazu
steht mit dem mobilen Roboter ein ideales mechatronisches Testsystem zur
Verfügung, um sowohl die Leistungsfähigkeit als auch den Engineeringaspekt
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der Apeca-Architektur validieren zu können. Die dazu durchgeführten
Experimente sind im folgenden Abschnitt dargelegt. Der einsatzbereite mobile
Roboter wird in Abbildung 6.1 gezeigt.
Abbildung 6.1: Der eingesetzte mobile Roboter IfAbot. Der Antrieb wird über
zwei voneinander unabhängige Motoren zur Ansteuerung der Räder jeweils einer
Seite realisiert. Im Bild sind weiterhin drei Front-Ultraschallsensoren sowie der
2D-Laserscanner und die Kamera zu erkennen. Auf dem Sensorturm befindet
sich zusätzlich ein in dieser Arbeit nicht genutzter RFID-Sensor.
6.2.2 Szenario „Transportaufgabe“
Die folgenden Abschnitte beschreiben das Demonstrationsszenario „Trans-
portaufgabe“. Dabei wird versucht anhand eines vergleichsweise einfachen
funktionsorientierten Modells die Realisierbarkeit mittels des Apeca-Engi-
neeringansatzes zu validieren. Dazu werden erst die benötigten Aktionsprimi-
tive erstellt und anschließend zu aufgabenorientierten Bündeln zusammen-
gefasst. Darauf basierend wird ein Missionsplan erstellt, der die im nächsten
Abschnitt beschriebene Aufgabe löst. Letztlich werden Experimente mit dem
mobilen Roboter IfAbot durchgeführt und ausgewertet.
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6.2.2.1 Aufgabenstellung
Mobile Roboter werden heutzutage vielfach als fahrerlose Transportsys-
teme in industriellen Anlagen eingesetzt. Dabei werden Waren zwischen
verschiedenen Stationen ausgetauscht. Das Szenario „Transportaufgabe“
nutzt diese Aufgabe, um innerhalb einer Büroumgebung Warensendungen
zwischen verschiedenen Büroräumen auszutauschen. Zum Einsatz kommt
dazu der oben beschriebene mobile Roboter IfAbot. Als a-priori-Information
verfügt der Roboter über eine Karte der Büroumgebung in Form eines
Datensatzes. Mit Hilfe der globalen Lokalisierung mittels Laserscanner hat der
mobile Roboter die Möglichkeit den eigenen Standort jederzeit zu bestimmen.
Aufgabe ist es nun, Warensendungen aus einer Zentrale abzuholen und auf
die verschiedenen Zielräume zu verteilen. Dabei soll der Roboter neben
der Anfahrt der eingegebenen Zielpunkte auch statischen und dynamischen
Hindernissen ausweichen können, um Kollisionen zu vermeiden.
6.2.2.2 Aktionsprimitive im funktionsorientierten Modell
Anhand des Apeca-Engineeringansatzes aus Tabelle 5.2 in Abschnitt 5.2.1
übernimmt zuerst der Entwickler die Anwendungsrealisierung der oben
gestellten Aufgabe. Dazu wird im ersten Schritt eine Systemanalyse durchge-
führt, um das Datenstrukturmodell anzulegen. Die wichtigsten zur Realisie-
rung des Szenarios „Transportaufgabe“ benötigten Daten sind in Tabelle 6.2
aufgelistet.
Im Datenstrukturmodell sind somit Ein- und Ausgänge der Aktionsprimi-
tive bereits definiert. Der Entwickler ist daher in der Lage die Definition
und Implementierung dieser Primitive durchzuführen. Dazu wird die
gewünschte Funktionalität entworfen und anschließend programmiert. Im
Szenario „Transportaufgabe“ werden dazu Aktionsprimitive benötigt, welche
den Roboter zielgerichtet in eine Richtung bewegen (ApGotoXY, ApMove) und
parallel Hindernisse erkennen und entsprechend ausweichen (ApAvoidObst,
ApAvoidObstUS). Eine genaue Auflistung der gewählten Aktionsprimitive
mit zugehörigen Datentypen und Aktionen befindet sich im Anhang B.1.
Da Roboterbewegung und Hindernisvermeidung funktionell parallel arbeiten
und alle zugehörigen Aktionsprimitive gleiche Ausgangsdaten (v, omega)
besitzen, werden diese Primitive einer zusätzlichen Fusionsstufe unterzogen.
Der Entwickler hat also die Aufgabe, die Wichtungen der einzelnen Primitive
der grundsätzlichen Notwendigkeit der aktuellen Aktivität anzupassen. Im
vorliegenden Szenario wird dies durch eine algorithmische Abhängigkeit der
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Tabelle 6.2: Beschreibung der benötigten Daten des Datenstrukturmodells im
Szenario „Transportaufgabe“.
Datum Beschreibung
poseGlobal Globale Pose des Roboters
poseTarget Globale Pose des anzufahrenden Ziels
obstDist Abstände zu Hindernissen mittels Laserscanner
obstDistUS Abstände zu Hindernissen mittels Ultraschallsensorik
localDist Relativer Abstand zum Zielpunkt
localDir Relative Orientierung zum Zielpunkt
v, omega Translatorische und rotatorische Robotergeschwindigkeit
Wichtung vom jeweiligen Abstand zu Hindernissen realisiert. So erzeugen
nahe Hindernisse ein hohes Gewicht des betroffenen Aktionsprimitivs und
somit eine bevorzugte Reaktion des Roboters auf solche Hindernisse nach der
Fusionsstufe.
Die vorhandenen Aktionsprimitive werden durch die Apeca-Steuerung in
das funktionsorientierte Modell zum Szenario „Transportaufgabe“ überführt.
Dieses ist in Abbildung 6.2 dargestellt. Zu erkennen sind sowohl hierarchisch
sequentiell abzuarbeitende Primitive als auch funktionell parallele Verhalten.
An die überlagerte Missionsteuerung werden durch auftretende Abbruch-
bedingungen Events gemeldet. Die Bewegungssteuerung erhält die fusionierte
translatorische und rotatorische Geschwindigkeit der Steuerungsarchitektur
als Stellbefehl für die Aktorik.
6.2.2.3 Bündelsteuerung und Missionsplan
Der Entwickler übernimmt nun die Kombination aufgabenorientierter Pri-
mitive zu Aktionsprimitivbündeln. Dabei werden solche Primitive zusammen
aktiviert, welche eine bestimmte Aufgabe erfüllen. Dabei lösen diese Kom-
binationen schon vergleichsweise komplexe Zielstellungen. So übernimmt
beispielsweise das Aktionsprimitivbündel ApbDriveToTarget die Aufgabe
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Robotersystem
Fusion
Bewegungs-
steuerung
AktorikSensorik
Abbildung 6.2: Funktionsorientiertes Modell zum Szenario „Transportaufgabe“
mit sequentiell sowie funktionell parallel arbeitenden Aktionsprimitiven und
zugehörigen AP-Eingangsdaten aus dem Datenstrukturmodell.
den Roboter zum gegebenen Zielpunkt zu navigieren und dabei Hindernissen
der Laser- sowie Ultraschallsensorik auszuweichen. Das Bündel ApbEnterDoor
ermöglicht dem mobilen Roboter durch das Befahren von Türen in Räume zu
gelangen, um dort Warensendungen abzuholen oder einzustellen. Eine gesamte
Auflistung der für das Szenario „Transportaufgabe“ erstellen Aktionsprimi-
tivbündel ist im Anhang B.2 zu finden. Aktionsprimitive und -bündel werden
anschließend innerhalb der Apeca-Steuerung in Form von Bibliotheken
abgespeichert (Bereitstellung).
Die Apeca-Steuerung ist nun vollständig vorbereitet, um ein zu steuern-
des Zielsystem zu bedienen. Der Operator kann daher die vorliegende
Systemaufgabe analysieren (Aufgabenanalyse), um diese in Teilmissionen
zu zerlegen. Für das aktuelle Szenario „Transportaufgabe“ werden dazu
die verschiedenen Aktionsprimitivbündel unterschiedlich im Missionsplan
angeordnet (Konfiguration). Hierbei ist der Missionsplan durch einen steten
Wechsel zwischen dem Befahren von Räumen und Korridor sowie dem
Einfahren in diese Bereiche durch Türen gekennzeichnet. Anschließend erfolgt
eine Parametrierung dieser Teilmissionsschritte mit den Zielpositionen der
anzufahrenden Räume sowie der Warenzentrale. Ein Ausschnitt des für das
Szenario „Transportaufgabe“ resultierenden Missionsplans ist in Abbildung
6.3 dargestellt.
Im Missionsplan sind einzelne Teilmissionsschritte, repräsentiert durch
parametrierte Aktionsprimitivbündel, dargestellt. Je nach Auftragslage des
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Abbildung 6.3: Ausschnitt aus dem realisierten Missionsplan des Szenarios
„Transportaufgabe“.
Transportsystems werden weitere Bündel für die anderen zu befahrenden
Räume an den Missionsplan angehangen. Innerhalb des aktuellen Bündels
(ApbDriveDoor, Marke innerhalb der Petri-Netz-Darstellung) versucht der
Roboter in Richtung eines bekannten Raumes zu fahren. Gelingt dies und die
Abbruchbedingung eventPoseReached schaltet, so wird er anschließend durch
die Tür fahren (ApbEnterDoor). Im Fehlerfall (z.B. Tür geschlossen) schaltet
eine der beiden Standard-Abbruchbedingungen (eventTimeOut, eventStuck)
und der Roboter dreht sich zurück und fährt die nächste programmierte
Zielpose an. Nachdem der Missionsplan im System hinterlegt wurde, ist das
System vollständig in Betrieb genommen - es erfolgt der Systemstart.
6.2.2.4 Simulation, Experimente und Auswertung
Das beschriebene Szenario „Transportaufgabe“ wurde innerhalb der vom
Verfasser der vorliegenden Arbeit betreuten Studienarbeiten Modes [2010]
und Schäfer [2011] untersucht. Hierbei lag ein Hauptaugenmerk auf der
Praktikabilität des Apeca-Engineeringansatzes sowie der Umsetzbarkeit typ-
ischer Robotikanwendungen. Experimente zum Szenario „Transportaufgabe“
wurden sowohl in einer Simulationsumgebung (vgl. [Kirmse et al., 2012])
als auch mit dem Robotersystem IfAbot durchgeführt. Alle durchgeführten
Experimente dazu sind dem Anhang B.3 zu entnehmen. Die Experimente
unterlagen dabei verschiedenen Randbedingungen, so wurden beispielsweise
Koordinaten und Sendungsziele verändert.
Die Auswertung der durchgeführten Experimente hat gezeigt, dass für das
beschriebene Szenario „Transportaufgabe“ mit Hilfe der Apeca-Architektur
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eine zielorientierte und gegenüber Unsicherheiten robuste Steuerung erstellt
werden konnte. Dabei wurden die geforderten Zielräume erfolgreich angefahren
und die „Warensendungen“ zugestellt. Der Roboter war parallel dazu in der
Lage, statischen und dynamischen Hindernissen auszuweichen. Die in Schäfer
[2011] ermittelten Engineeringzeiten dieser Anwendung sind Tabelle 6.3 zu
entnehmen. Eine Gesamtrealisierungszeit der Aufgabe innerhalb von Apeca
von nur 41 h ist durchaus positiv zu bewerten. Gerade unter dem Aspekt,
dass es dabei einem im Bezug zur Robotik unerfahrenen Nutzer in dieser
vergleichsweise kurzen Zeit gelingt, eine funktionsfähige Steuerung für die
gestellte Aufgabe zu erstellen. Die vorgeschlagene Trennung zwischen beiden
Nutzergruppen erfährt dabei zusätzlich auch in der schnellen Realisierbarkeit
modifizierter Aufgabenstellungen durch den Operator eine vorteilhafte An-
wendung. Das verringert benötigte Systemwissen ermöglicht es hierbei, dass
auch vergleichsweise unerfahrenes Personal Aufgaben der Operatorgruppe
übernehmen kann.
In Abbildung 6.4 ist ein kompletter, experimentell aufgenommener Pfad des
mobilen Roboters durch den Korridor und in verschiedene Räume dargestellt.
Die Positionsbestimmung erfolgt hierbei durch das Laserlokalisierungssystem.
Anhand des aufgezeichneten Pfades ist zu erkennen, dass der Roboter seine
Aufgabe vollständig löst. Die konkurrierenden Wichtungen der Aktionspri-
mitive ApMove, AbAvoidObst sowie AbAvoidObstUS werden für eine Tür-
durchfahrt in Abbildung 6.5 gezeigt. Dabei ist zu erkennen, dass die Ak-
tionsprimitivaktivitäten der Hindernisvermeidung im Türbereich zunehmen.
Das Auftreten von Deadlocks in einigen Experimenten (vgl. Anhang B.3) ist
auf eine noch nicht ausreichend durchgeführte Kalibrierung der verwendeten
Aktionsprimitive bezüglich aller möglichen auftretenden Situationen zurück-
zuführen, schränkt jedoch die grundsätzliche Einsatzfähigkeit der Apeca-
Architektur keinesfalls ein.
Tabelle 6.3: Ermittelte Entwicklungszeiten für beide Nutzergruppen im Szenario
„Transportaufgabe“.
Nutzer Zeiterfordernis
Entwickler 40 h
Operator 1 h
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Abbildung 6.4: In der Umgebungskarte des mobilen Roboters IfAbot ist der real
gefahrene Pfad des Szenarios „Transportaufgabe“ zu erkennen. Der Roboter fährt
dazu einzelne Räume ab und liefert Waren aus (Experiment Nr. 11; untersucht
in Schäfer [2011]).
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Abbildung 6.5: Dargestellt werden die Wichtungen der einzelnen Aktionsprimitive
im Szenario „Transportaufgabe“ während der Türeinfahrt an Türposition
(x, y) = (3000 cm, 400 cm) aus Abbildung 6.4. Die Aktivität der Hindernisver-
meidung steigt im Türbereich. Damit werden die einzelnen Aktionsprimitive
situationsabhängig gewichtet und lenken den Roboter sicher durch die Engstelle
(untersucht in Schäfer [2011]).
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6.2.3 Szenario „Search and Rescue“
Mobile Roboter werden auch gerade unter solchen Umgebungsbedingungen
eingesetzt, in denen Menschen nicht operieren können. Diesem Gedanken
folgend, wird innerhalb der nächsten Abschnitte ein solches Szenario entworfen.
Das dabei realisierte Demonstrationsszenario „Search and Rescue“ arbeitet
mit einem, im Gegensatz zum vorherigen Abschnitt, deutlich komplexerem
funktionsorientierten Modell, da auch die Komplexität der Aufgabe gesteigert
wird. Die Umsetzung dieses weiteren Szenarios zur mobilen Robotik stellt
demnach besondere Ansprüche an den Engineeringprozess innerhalb der
Apeca-Architektur. Dazu wird das Szenario zuerst allgemein vorgestellt und
in den folgenden Abschnitten durch den Aufbau von Aktionsprimitiv- sowie
Missionssteuerung schrittweise umgesetzt.
6.2.3.1 Aufgabenstellung
Nach einem Erdbeben oder ähnlich tragischen Katastrophen kann es für
Ersthelfer unmöglich oder zu gefährlich sein (teil-)kollabierte Gebäude zu
betreten. Ein Forschungsgebiet der mobilen Robotik ist daher die Nutzung von
Robotersystemen zur Suche nach Zielpersonen (Opfern) in solchen Gebäuden.
Ein solches Szenario wird auch in den folgenden Abschnitten realisiert. Dazu
soll der mobile Roboter IfAbot in ein ihm unbekanntes Gebäude einfahren
und nach solchen Opfern suchen. Der Roboter besitzt demnach keine a-priori-
Informationen über die Gebäudestruktur. Lediglich die Einschränkung, dass
es befahrbare Korridore und davon abgehende Räume gibt, wurde getroffen.
Der Roboter versucht nun, ausgehend von einem Sammelpunkt, durch eine
Explorationsfahrt alle zu erreichenden Räume zu befahren und dabei zu
untersuchen (Search). Dazu stehen ihm sowohl Odometrie- als auch Gy-
roskopinformationen zur Verfügung. Zur Erkennung eines potentiellen Opfers
verfügt der Roboter über eine Kamera sowie ein hinterlegtes Hautfarbprofil
(Maske) zur Identifizierung desselben. Für das vorliegende Szenario wurde in
Analogie dazu ein farbiger Ball gewählt. Wurde ein Opfer erkannt, erfolgt eine
möglichst direkte Rückfahrt zum Sammelpunkt anhand der gespeicherten
Navigationsdaten (Rescue). Hindernisse und Türöffnungen werden laufend
über den integrierten Laserscanner registriert.
6.2.3.2 Aktionsprimitive im funktionsorientierten Modell
Anhand der oben geschilderten Randbedingungen des Szenarios „Search
and Rescue“ wurde durch eine Systemanalyse das Datenstrukturmodell
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aus Entwicklersicht angelegt. Dabei werden alle vom Roboter zu Verfügung
gestellten Daten ebenso erfasst wie die zusätzlich benötigten Daten zum
Bearbeiten der gestellten Aufgabe. Die dazu wesentlichen Einträge des
resultierenden Datenstrukturmodells können der Tabelle 6.4 entnommen
werden.
Anhand dieser Datentypen sind die Ein- sowie Ausgänge der zu realisieren-
den Aktionsprimitive bereits festgelegt. Innerhalb der Definitionsphase
erfolgte nun der Entwurf der Aktionsprimitive. Dabei wurden einerseits Navi-
gationsprimitive erstellt (z.B. ApCalcOdom, ApCalcGyro, ApFindTrackedWay),
welche den Roboter sicher und robust durch die unbekannte Umgebung
steuern. Zum anderen wurden Aktionsprimitive nötig, welche die Kamera-
daten auswerten oder den Roboter aktiv in erkannte Räume navigieren
(z.B. ApFindVictim, ApCheckDoor). Die Vielzahl der in diesem Szenario
verwendeten Aktionsprimitive befindet sich im Anhang C.1 in übersichtlicher
Form. Nach der Implementierung der benötigten Primitive finden sich
diese im funktionsorientierten Modell der Aktionsprimitivsteuerung, welches
in Abbildung 6.6 dargestellt ist.
Robotersystem
Fusion
AktorikSensorik
Fusion
Bewegungs-
steuerung
Abbildung 6.6: Funktionsorientiertes Modell zum Szenario „Search and Rescue“.
Im funktionsorientierten Modell entstehen aufgrund von zwei Vorkommen
von identischen Aktionsprimitiv-Ausgangsdaten auch zwei Fusionsstufen.
Außerdem sind zwei Primitive enthalten, welche keinen unmittelbaren Einfluss
auf die Bewegungssteuerung und demnach die Roboterbewegung haben
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Tabelle 6.4: Beschreibung der benötigten Daten des Datenstrukturmodells im
Szenario „Search and Rescue“.
Datum Beschreibung
dataOdomRaw Odometrierohdaten
dataGyroRaw Gyroskoprohdaten
cameraPic Aktuelles Kamerabild
hsvMask Farbraummaske des Zielobjektes
laserDist Entfernungen zu Objekten um den Roboter
poseData Pose des Roboters aus Odometrieberechnung
compSearched Vollständigkeitswert einer Explorationsfahrt
doorPos Relative Lage einer erkannten Tür
checkedDoor Variable für mehrmalige Türerkennung
passedTrack Zurückgelegter Weg aus Odometriedaten
localDist Relativer Abstand zum Zielpunkt
localDir Relative Orientierung zum Zielpunkt
obstDist Abstände zu Hindernissen mittels Laserscanner
obstDistUS Abstände zu Hindernissen mittels Ultraschallsensorik
freeSpace Richtung der maximalen Bewegungsfreiheit
v, omega Translatorische und rotatorische Robotergeschwindigkeit
(ApSearched, ApFindVictim). Ihre Ausgangsdaten werden direkt von der
Missionssteuerung empfangen und ausgewertet.
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6.2.3.3 Bündelsteuerung und Missionsplan
Bei der Kombination zu Aktionsprimitivbündeln wird sofort ersichtlich,
dass zu jedem Zeitpunkt nach Opfern gesucht werden soll. Darum enthält
jedes realisierte Bündel mindestens das Aktionsprimitiv ApFindVictim. An-
sonsten teilt sich die bereitgestellte Funktionalität in Bündel zur Exploration
des Gebäudes (ApbEnterBuilding), zum Befahren und Durchsuchen neu
erkannter Räume (ApbSearchRoom) sowie für die Rückfahrt anhand der
gespeicherten Navigationsdaten auf (ApbMoveWayOut). Die Gesamtheit der
verwendeten Aktionsprimitivbündel sowie zugehörige Primitive und Parame-
ter sind im Anhang C.2 zusammengestellt. Alle realisierten Primitive und
Bündel werden der Apeca-Steuerung innerhalb der Bibliotheken bereitge-
stellt.
Aus Operatorsicht wurden die einzelnen Aktionsprimitivbündel nach einer
erneuten Aufgabenanalyse nun zu einem Missionsplan konfiguriert und
zielorientiert parametriert. Dazu werden die in Tabelle 6.4 verbliebenen
Parameter mit Daten belegt. Die betrifft alle Daten, welche keine unmittel-
baren Eingänge zu Aktionsprimitiven bilden. Der entstandene Missionsplan
ist in Abbildung 6.7 zu sehen. Der mobile Roboter wird demnach nach
dem Systemstart in das Gebäude einfahren und nach Räumen suchen
(ApbEnterBuilding). Wird eine Tür gefunden, so fährt der Roboter in den
Raum ein (ApbFindRoom) und durchsucht diesen vollständig (ApbSearchRoom).
Danach fährt er wieder zurück in den Korridor (ApbOutOfRoom) und die Suche
beginnt von Neuem. Zu jeder Zeit führt dabei das Auffinden einen Opfers
(eventFindVictim) dazu, dass der Roboter zurück zur Ursprungsposition
fährt (ApbMoveWayOut), um die Beobachtung dort zu melden.
6.2.3.4 Simulation, Experimente und Auswertung
Experimente mit dem beschriebenen Szenario „Search and Rescue“ wurden
mit der oben erstellten Apeca-Steuerung zuerst in einer Simulationsumge-
bung (vgl. [Kirmse et al., 2012]) und anschließend mit dem IfAbot durchge-
führt. Dabei wurden alle Zielräume befahren und auch das Opfer (repräsentiert
durch einen farbigen Ball) erkannt. Ein Experiment wird in Abbildung 6.8
gezeigt. Hierbei ist der real gefahrene Pfad des mobilen Roboters entlang
des Korridors sowie zur Opfersuche in die Räume zu erkennen. Anschließend
fährt das Roboter zum Ausgangspunkt zurück und meldet seine Beobachtung.
Die Wichtungen funktionell parallel arbeitender Aktionsprimitive für eine
Raumexplorationsfahrt zeigt Abbildung 6.9. Alle durchgeführten Experimente
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Abbildung 6.7: Realisierter Missionsplan des Szenarios „Search and Rescue“.
Der Roboter durchsucht dabei Korridor und Räume einer unbekannten
Büroumgebung nach Zielpersonen.
mit veränderten Randbedingungen sind der Tabelle C.3 im Anhang zu
entnehmen. Es kann festgestellt werden, dass auch deutlich komplexere
Szenarien mit Hilfe der Apeca-Architektur realisiert werden können. Die
in Schäfer [2011] ermittelten Engineeringzeiten für Entwickler und Operator
steigen in etwa proportional (Tabelle 6.5). Dabei ist die Gesamtzeit zur
Umsetzung der geforderten Aufgabe mit etwa 110 h in Anbetracht der Vielzahl
der verwendeten Sensorik und Algorithmik überschaubar. Hier wurde ein
weiterer Vorteil von Apeca offensichtlich: Durch die Wiederverwendbarkeit
grundlegender Aktionsprimitive aus dem oben beschriebenen Szenario „Trans-
portaufgabe“ (z.B. ApMove, ApAvoidObst) konnte Entwicklungszeit eingespart
werden.
Während der Experimente erwies sich die Verwendung funktionell paralleler
Aktionsprimitive innerhalb von Apeca als vorteilhaft. Unsicherheiten und
der vergleichsweise große Drift des Gyroskopsensors des IfAbot werden durch
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Tabelle 6.5: Ermittelte Entwicklungszeiten für beide Nutzergruppen im Szenario
„Search and Rescue“.
Nutzer Zeiterfordernis
Entwickler 100 h
Operator 10 h
eine geringere Wichtung innerhalb der Fusionsstufe der Navigationssensorik
teilweise ausgeglichen und durch Odometriedaten ersetzt. Damit erhöht sich
die Robustheit des Gesamtsystems gegenüber unsicherem Umgebungswissen.
So konnte der Rückweg zum Sammelpunkt immer gefunden werden, obwohl
dem Roboter keine globale Lokalisierung zur Verfügung stand. Einzig die
vergleichsweise hohen Zykluszeiten der in Matlab realisierten Software bei
paralleler Bildverarbeitung führten in einem Experiment zu einem Deadlock.
Dabei sind durchschnittliche Zykluszeiten von 300ms unter den gegebenen
Hardwarebedingungen (siehe Anhang A) erreicht wurden.
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Abbildung 6.8: In der Umgebungskarte des mobilen Roboters IfAbot ist der real
gefahrene Pfad des Szenarios „Search and Rescue“ zu erkennen. Der Roboter
fährt dazu einzelne Räume ab und sucht nach Zielobjekten. Der erste Raum
wird vollständig visuell untersucht. Im zweiten Raum wird ein Zielobjekt durch
den mobilen Roboter erkannt. Dieser fährt anschließend auf direktem Weg zur
Ausgangposition zurück (Experiment Nr. 04; untersucht in Schäfer [2011]).
6.2.4 Szenario „MultiRobot“
Kooperatives Verhalten sowie verteilte Systeme sind aktueller Forschungsge-
genstand der mobilen Robotik. Innerhalb dieses Szenarios soll geprüft werden,
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Abbildung 6.9: Dargestellt werden die Wichtungen der funktionell parallel
arbeitenden Aktionsprimitive im Szenario „Search and Rescue“ im Aktionsprimi-
tivbündel ApbSearchRoom. Während der Türeinfahrt (nach 22 s Laufzeit) sowie
Türausfahrt (nach 43 s Laufzeit) an Türposition (x, y) = (2000 cm, 500 cm)
aus Abbildung 6.8 orientiert sich der Roboter am breiten Türbereich (Wichtung
des Primitivs ApFollowWall steigt). Der Raum wird während einer Rundfahrt
(32 s bis 43 s Laufzeit) visuell durchsucht, wobei Hindernissen ausgewichen wird.
inwieweit sich die Apeca-Architektur auch für solche Aufgabenstellungen
eignet. Grundlegende Idee ist dabei die Nutzung des objektorientierten
Ansatzes von Apeca, um mehrere Robotersteuerungen und deren Koor-
dination zu realisieren. Dazu wird nach der Erläuterung der Aufgabenstellung
innerhalb der nächsten Kapitel die Umsetzung dieses Ansatzes anhand des
Beispielszenarios „MultiRobot“ beschrieben.
6.2.4.1 Aufgabenstellung
Aufgabe des Szenarios „MultiRobot“ soll die Realisierung eines Schwarmver-
haltens sein. Dazu sollen vier Roboter (sog. Slave-Roboter) einem fünften
Roboter (sog. Master-Roboter) folgen. Im Ausgangszustand befinden sich
alle Roboter an einer zufällig gewählten Pose innerhalb der schon bekannten
Büroumgebung aus den vorherigen Abschnitten. Dabei fährt der Master-
105
6 Demonstrationsbeispiele, Experimente und Verifikation
Roboter kontinuierlich einen vorher vorgegebenen Pfad ab. Durch Übermitt-
lung der Pose des Master-Roboters an alle Slave-Roboter über einen soge-
nannten Shared-Memory-Bereich innerhalb des Apeca-Datenstrukturmodells
können die Slave-Roboter ihre Bewegungsvorgaben in Richtung des Master-
Roboters leiten, bis sich schließlich alle Roboter in der Nähe des Masters
befinden.
6.2.4.2 Aktionsprimitive im funktionsorientierten Modell
In einer ersten Analyse der Aufgabenstellung wird deutlich, dass insgesamt
fünf untereinander interagierende Robotersteuerungen benötigt werden. Der
objektorientierte Ansatz innerhalb von Apeca bietet durch die konsis-
tente Umsetzung von Modularität und der Aggregationsmöglichkeit auf
Steuerungsebene die Voraussetzung dafür. Dazu wurden für das vorliegende
Szenario „MultiRobot“ einfach fünf Exemplare (Instanzen) der Oberklasse
APMC erstellt. Damit liegen automatisch fünf konfigurierbare Aktionsprimitiv-
steuerungen bereit. Wie aus dem Kontext offensichtlich wird, werden davon
vier Steuerungen gleich konfiguriert (Slave-Steuerungen), während die fünfte
Aktionsprimitivsteuerung als Master-Steuerung genutzt wird. Das innerhalb
der Systemanalyse entstehende Datenstrukturmodell aus Tabelle 6.6 ist
damit für jedes Exemplar gekapselt und somit nur von der eigenen Steuerung
sichtbar. Dies gilt jedoch nicht für Daten im sogenannten Shared-Memory-
Bereich (gemeinsam genutzter Speicher) der Apeca-Architektur. Daten des
Typs shMem stehen somit auf Missionssteuerungsebene unter allen Exem-
plaren respektive Steuerungen zur Verfügung. Im Demonstrationsszenario
„MultiRobot“ trifft dies für das Datum shMem.poseMaster zu (Tabelle 6.6).
Innerhalb dieser Variable wird die aktuelle Pose des Master-Roboters allen
Steuerungen bekannt gegeben.
Anhand der im Datenstrukturmodell gegebenen Variablen wurden die
notwendigen Aktionsprimitive definiert und implementiert. Die dabei
entstehenden funktionsorientierten Modelle sind für alle Steuerungen grund-
sätzlich gleich, werden jedoch unterschiedlich genutzt. In Abbildung 6.10 ist
eine zur Steuerung der Slave-Roboter aktivierte Aktionsprimitivsteuerung
(grau hinterlegte Primitive) abgebildet. Hierbei übernimmt das Aktions-
primitiv ApSlaveGotoMaster die Aufgabe jeden Slave-Roboter mithilfe der
aktuellen Pose des Masters in dessen Aufenthaltsgebiet zu navigieren. Zur
Steuerung des Master-Roboters wird hingegen das Primitiv ApMasterGotoXY
benötigt. Der Master-Roboter folgt dabei lediglich mithilfe dieses Primitivs
einem vorgegebenen Pfad. Beide Robotergruppen weichen Hindernissen
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Tabelle 6.6: Beschreibung der benötigten Daten des Datenstrukturmodells im
Szenario „MultiRobot“.
Datum Beschreibung
poseGlobal Globale Pose des Roboters
poseTarget Globale Pose des anzufahrenden Ziels
shMem.poseMaster Globale Pose des Master-Roboters
targetPos Raumzuordnung des Master-Roboters
localDist Relativer Abstand zum Zielpunkt
localDir Relative Orientierung zum Zielpunkt
obstDist Abstände zu Hindernissen mittels Laserscanner
v, omega Translatorische und rotatorische
Robotergeschwindigkeit
aus, indem das Aktionsprimitiv ApAvoidObst zum Einsatz kommt. Alle
bereitgestellten Aktionsprimitive für das Szenario „MultiRobot“ sind im
Anhang D.1 gelistet.
6.2.4.3 Bündelsteuerung und Missionsplan
Die Kombination der Aktionsprimitivbündel erfolgte auf Basis der oben
realisierten Primitive. Dabei wurden beispielsweise im Aktionsprimitivbün-
del ApbFollowMaster Aktionsprimitive zur Verfolgung des Master-Roboters
sowie zur Hindernisvermeidung zusammengefasst. Alle für das beschriebene
Szenario verwendeten Aktionsprimitivbündel werden in Tabelle D.2 im
Anhang beschrieben. Alle Aktionsprimitive und -bündel liegen nun in den
entsprechenden Bibliotheken bereit (Bereitstellung).
Aus Operatorsicht werden die gespeicherten Aktionsprimitivbündel im
Missionsplan logisch angeordnet (Konfiguration). Dabei werden vom Ope-
rator zwei Missionspläne generiert, wobei der Master-Roboter nur zwischen
verschiedenen vorgegebenen Pfadpunkten pendelt. Die entsprechenden Posi-
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Abbildung 6.10: Funktionsorientiertes Modell zum Szenario „MultiRobot“. Die
grau hinterlegten Aktionsprimitive werden (in unterschiedlicher Konfiguration)
zur Steuerung der Slave-Roboter genutzt.
tionen werden innerhalb des Missionsplans parametriert. Der resultierende
Missionsplan für die Slave-Roboter ergibt sich in Abbildung 6.11. Dabei verfügt
jeder Slave-Roboter über eine autarke Missionssteuerung und versucht anhand
verschiedener Aktionen in die Nähe des Master-Roboters zu gelangen. Dazu
wird zuerst versucht anhand des Aktionsprimitivbündels ApbDriveToTarget
den Raum des Masters zu erreichen (Abbruchbedingung eventFoundMaster).
Anschließend wird dieser mittels ApbFollowMaster verfolgt. Sollten uner-
wartete Hindernisse ein Zusammentreffen behindern oder verhindern, so
wird eine der Abbruchbedingungen eventStuck oder eventTimeOut aktiviert
und das Bündel ApbWander zur Suchfahrt ausgeführt. Damit werden lokale
Deadlocks verhindert. Mit den fertig parametrierten Missionsplänen erfolgt
anschließend der Systemstart.
6.2.4.4 Simulation und Auswertung der Ergebnisse
Die Untersuchungen zum Szenario „MultiRobot“ fanden simulativ statt.
Ziel war dabei in erster Linie der Nachweis auch mehrere untereinander
interagierende Systeme mittels der Apeca-Architektur realisieren und steuern
zu können. Dies ist, wie sich herausgestellt hat, durch die objektorientierte
Apeca-Realisierung sehr unkompliziert und übersichtlich möglich. Durch
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Abbildung 6.11: Der Missionsplan der Slave-Roboter im Szenario „MultiRobot“.
Alle Roboter versuchen dabei die Position des Master-Roboters zu erreichen.
die Bildung von Exemplaren (Instanzen) der Steuerungsarchitektur kann
theoretisch eine unbeschränkte Anzahl von Systemen gesteuert werden (vgl.
Abschnitt 5.3).
In Abbildung 6.12 wird die Ausgangskonfiguration innerhalb der verwende-
ten Simulationsumgebung (vgl. [Kirmse et al., 2012]) gezeigt. Alle Roboter
stehen dabei an beliebig verschiedenen Startpositionen. Die gestellte Aufgabe
zur Realisierung des Schwarmverhaltens wird anschließend, wie Abbildung
6.13 zeigt innerhalb einer Simulationszeit von 160 Iterationsschritten gelöst.
Dabei nähern sich alle Slave-Roboter sukzessiv an den Master-Roboter an.
Unvorhergesehene Hindernisse oder Wände können dazu führen, dass sich
der Abstand zum Master-Roboter zwischenzeitlich sogar wieder etwas erhöht.
Letztendlich folgen jedoch alle Slave-Roboter dem eigentlichen Zielobjekt. Das
Ergebnis der zugehörigen Simulation findet sich im Anhang D.3. Als Fazit
kann gesagt werden, dass es mit Apeca möglich ist, auch Schwarmverhalten
übersichtlich strukturiert zu realisieren. Dabei können gleiche oder unter-
schiedliche Steuerungen für jedes Teilnehmersystem komfortabel umgesetzt
werden.
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Abbildung 6.12: In der gezeigten Ausgangskonfiguration innerhalb der Simu-
lationsumgebung des Szenarios „MultiRobot“ stehen alle Roboter noch an
verschiedenen Startpositionen (aus Schäfer [2011]).
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Abbildung 6.13: Im Simulationsverlauf zum Szenario „MultiRobot“ sind die
Abstände der Slave-Roboter zum Master-Roboter aufgetragen. Wie zu erkennen,
wird das Schwarmverhalten erfolgreich realisiert, da sich alle Roboter am Ende
der Simulation in der Nähe des Master-Roboters aufhalten. Dabei kann sich
der Abstand zum Master zwischenzeitlich aufgrund von Hindernissen sogar
wieder vergrößern (Situation A). Ist der Master erreicht, wird teilweise eine
Orientierungsänderung notwendig (z.B. Annäherung aus frontaler Richtung).
Dies führt zu einer letzten Abstandsvergrößerung vor dem endgültigen Einholen
des Master-Roboters (Situationen B,C und D). Die Situationen E und F zeigen,
dass die Hindernisvermeidung gegenüber dynamischen Hindernissen (andere
Roboter) kurzzeitig zum Stopp eines Roboters führen kann (aus Schäfer [2011]).
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6.3 Demonstrationsbeispiel B: Fertigungstechnik
Die robotergestützte Fertigungstechnik nimmt innerhalb der Robotik derzeit
immer noch die bedeutendste Stellung ein. Industrieroboter fertigen heute
in einer Vielzahl von automatisierten Werken Waren jeder Art. Dabei sind
solche mechatronischen Systeme typischerweise als mehrachsige Manipula-
toren zur Bewegung und Bearbeitung von Werkstücken sowie zugehöriger
Steuerungstechnik ausgelegt. Innerhalb der folgenden Abschnitte soll nun
untersucht werden, inwieweit die vorliegende Apeca-Steuerungsarchitektur
in der Lage ist, auch solche Systeme zu steuern. Ein beispielhafter An-
wendungsentwurf fand bereits im Abschnitt 5.3 statt. An dieser Stelle soll
nun die zugehörige Steuerung konkret realisiert und innerhalb einer Simula-
tionsumgebung getestet werden. Dazu wird zuerst ein Anwendungsszenario
entworfen. Anschließend werden sowohl die Aktionsprimitivsteuerung als auch
die benötigten Ablaufmodelle gezeigt. Abschließend findet eine Auswertung
der Simulationsergebnisse statt.
6.3.1 Szenario „Verteilte Aufgabe“
Um eine komplexere Problemstellung der Anwendungsrealisierung mittels
Apeca zu bearbeiten, wurde an dieser Stelle ein Szenario aus dem Bereich
der intelligenten Fertigungstechnik gewählt. Dabei soll mit Hilfe von zwei
Manipulatoren eine gemeinsame Aufgabe bearbeitet werden. Dazu werden
durch die Apeca-Steuerung zwei Robotergelenkarme koordiniert und syn-
chronisiert. Das zugehörige Vorgehen nach dem Apeca-Engineeringansatz
wurde bereits im Abschnitt 5.3 beschrieben. Dies wird nun an dieser Stelle
vertieft.
6.3.1.1 Aufgabenstellung
Aufgabenstellung ist die Realisierung von zwei Manipulatoren. Dabei soll der
erste Manipulator M1 ein Werkzeugwechsel durchführen und anschließend
zu einem Werkstück W1 fahren. In der Zwischenzeit verfährt der zweite
Manipulator M2 völlig unabhängig ein anderes Werkstück W2 zu einer
bestimmten Station und legt dieses dort ab (Pick and Place). Danach fährt
er ebenfalls zum Werkstück W1. Hier findet eine erste Synchronisation statt,
wenn nun beide Manipulatoren den Bereich um Werkstück W1 erreicht haben.
Nun fahren diese gemeinsam zum Werkstück W1 und greifen dieses zugleich.
Anschließend erfolgt der gemeinsame Transport zu einer weiteren Station,
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dabei fungiert Manipulator M2 als Master und leitet die Bewegung, während
M1 der Bewegung folgt. Um dabei die Posen der beiden Manipulatoren
möglichst genau und unabhängig von der Vorwärtskinematik zu bestimmen,
wird diese jeweils von einem externen Kamerasystem erfasst und bereitgestellt.
Wenn M2 mit dem Werkstück W1 die Station erreicht, wird dieses dort
abgelegt. Anschließend bewegen sich beide Manipulatoren wieder zu ihren
Ausgangsstationen zurück.
6.3.1.2 Aktionsprimitive im funktionsorientierten Modell
Wie bereits in Abschnitt 5.3 angedeutet, sind für die Realisierung von zwei
synchronisierbaren Manipulatoren auch zwei Exemplare (Instanzen) der Ober-
klasse APMC nötig. So entsteht eine gemeinsame Missionssteuerung, in welcher
Synchronisationen abgebildet werden können. Da beide Manipulatoren aus der
gleichen Hardware bestehen, ist der Entwurf des Datenstrukturmodells sowie
der Aktionsprimitive und -bündel nur einmal nötig (vgl. Realisierungsoptionen
aus Tabelle 5.3). Die für das Szenario „Verteilte Aufgabe“ notwendigen
Datentypen sind in Tabelle 6.7 aufgelistet.
Die innerhalb der Systemanalyse aus Entwicklersicht entstandene Tabelle
zum Datenstrukturmodell enthält alle wichtigen Daten zur Bewegung eines
Manipulators. Da innerhalb der objektorientierten Apeca-Architektur zwei
Exemplare der Robotersteuerung entstehen, erhält auch jeder Roboter ein
eigenes (gekapseltes) Datenstrukturmodell dieser Form. Lediglich die Daten
vom Typ shMem liegen als gemeinsam genutzter Speicher (Shared-Memory-
Bereich) innerhalb der Missionssteuerung vor. Beide Steuerungen könnten
somit auch auf verschiedenen Rechnersystemen arbeiten, es wird dann lediglich
ein Datenkanal für den Austausch der Daten vom Typ shMem benötigt. Zur
Bereitstellung der Synchronisationsposen wird ein externes Kamerasystem
simuliert. Somit werden die (ebenfalls simulierten) Unsicherheiten der Vor-
wärtskinematik reduziert.
Mit Hilfe des Datenstrukturmodells werden die Aktionsprimitive definiert.
Dabei bilden die oben gelisteten Daten Ein- und Ausgänge sowie Parameter
der implementierten Primitive. Die genutzten Aktionsprimitive werden
in einer Übersicht im Anhang in Tabelle E.1 gezeigt. Dort liegen einerseits
Aktionsprimitive zur reinen Bewegungssteuerung der Manipulatoren (z.B.
ApTrajGen, ApInvKin, ApMotion) vor. Andererseits wurden Aktionsprimitive
realisiert, welche die vom gestellten Szenario geforderten räumlichen und
zeitlichen Synchronisationen umsetzen (ApSyncMove, ApSyncWait). Diese
Primitive arbeiten dann mit den beschriebenen Daten aus dem gemein-
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Tabelle 6.7: Beschreibung der benötigten Daten des Datenstrukturmodells im
Szenario „Verteilte Aufgabe“.
Datum Beschreibung
poseTarget Zielpose des Manipulators
poseRobot Aktuelle Pose des Manipulators anhand
Gelenkwinkeln
poseRobotCam Aktuelle Pose des Manipulators anhand
Kameradaten
robotParams Kinematische Parameter des Manipulators
robotConf Kinematische Konfiguration des Manipulators
pEE Position des Endeffektors
th_123Cam Gelenkkonfiguration
pp_123 Gelenkgeschwindigkeit
shMem.syncPoseTarget Aktuelle Synchronisations-Pose
shMem.syncTarget Aktueller Synchronisations-Modus
waitMode Nutzermodus der zeitlichen Synchronisation
sam genutzten Speicher. Bei der Überführung der Aktionsprimitive in die
Aktionsprimitivsteuerung entstehen zwei unabhängige jedoch gleichartige
funktionsorientierte Modelle. Diese sind in Abbildung 6.14 dargestellt.
6.3.1.3 Bündelsteuerung und Missionsplan
Bei derKombination der Aktionsprimitive zu Bündeln entstehen Bewegungs-
und Synchronisationsbündel. Letztere werden mit dem Zusatz Sync im Namen
kenntlich gemacht und enthalten entsprechend synchronisationsfähige Primi-
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Abbildung 6.14: Funktionsorientierte Modelle zum Szenario „Verteilte Aufgabe“.
Beide Aktionsprimitivsteuerungen arbeiten dabei unabhängig voneinander und
steuern somit jeweils einen Manipulator.
tive. Die Anzahl aller entstandenen Aktionsprimitivbündel ist im Anhang E.2
zusammengestellt. Dabei verfolgt das Bündel ApbSyncTransfer beispielsweise
das Ziel einen Manipulator in Richtung der Synchronisationspose zu bewegen.
Das synchronisationsfähige Aktionsprimitivbündel ApbSyncAwaitEv lässt den
Manipulator auf einer bestimmten Pose verharren, bis ein Ereignis eintritt.
So kann der Manipulator beispielsweise einfach eine vordefinierte Zeit warten.
Gebräuchlicher ist jedoch die realisierte Option den Manipulator so lange
an einer Pose warten zu lassen, bis der andere Manipulator seinerseits eine
bestimmte Pose erreicht. Alle Aktionsprimitive, -bündel und Datenstruktur-
modelle werden innerhalb der Bibliotheken bereitgestellt.
Aus Operatorsicht wird nun die konkrete Aufgabenstellung des Szena-
rios „Verteilte Aufgabe“ analysiert (Aufgabenanalyse). Ziel ist es, einen
Missionsplan aus unterschiedlich parametrierten Aktionsprimitivbündeln zu
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strukturieren. Dabei können alle in der AP-Bündel-Bibliothek hinterlegten
Bündel verwendet werden. Bei der Konfiguration des Missionsplans werden
die gewünschten Synchronisationen erstellt. Dabei werden solche jeweils durch
Aktivierung und gegebenenfalls Beendigung eines synchronisationsfähigen
Bündels erreicht. Die genauen Bedingungen dafür werden durch die auf-
gabenorientierte Parametrierung des Missionsplans erreicht. Der für das
Szenario „Verteilte Aufgabe“ erstellte Missionsplan ist in Abbildung 6.15
dargestellt. Wie zu erkennen ist, befinden sich zwei Marken innerhalb der
Petri-Netz-Darstellung des Missionsplans. Jeder Manipulator besitzt somit
sein eigenes Teilsystem. Anfangs agieren beide Manipulatoren daher, wie
in der Aufgabenstellung gefordert, völlig unabhängig. Erst bei Durchlaufen
eines synchronisationsfähigen Bündels kommt es zur Kooperation beider
Manipulatoren. An Position „Sync1“ (vgl. Abbildung 6.15) wartet der erste
Manipulator M1 bis der zweite Manipulator M2 auch in die Nähe des Werk-
stücks fährt. Nun bewegen sich beide Manipulatoren auf das Werkstück zu und
greifen dieses („Sync2“). Manipulator M2 verfährt nun anhand vorgegebener
Trajektoriendaten als Master. Das synchronisierende Aktionsprimitivbündel
ApbSyncTransfer, welches auf M1 aktiviert wurde, lässt diesen Manipulator
nun der Bewegung von M2 folgen (aktuelle Konfiguration im Missionsplan).
Am Ende dieser Bewegung wird das Werkstück gemeinsam an der Station
abgelegt („Sync3“). Der so eingerichtete Missionsplan schließt die Apeca-
Anwendungsentwicklung ab. Nun erfolgt bereits der Systemstart.
Sync1
Manipulator M1,
Manipulator M2,
Sync2 Sync3
Abbildung 6.15: Realisierter Missionsplan des Szenarios „Verteilte Aufgabe“. Beide
Manipulatoren agieren unabhängig bis ein synchronisierendes Aktionsprimi-
tivbündel aktiviert wird. Die aktuelle Konfiguration entspricht dabei dem
funktionsorientierten Modell aus Abbildung 6.14.
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6.3.1.4 Simulation und Auswertung der Ergebnisse
Die beschriebene Aufgabenstellung zum Szenario „Verteilte Aufgabe“ wurde
mittels der Apeca-Architektur umgesetzt und simulativ untersucht. Das
Ergebnis dieser Simulation befindet sich im Anhang D.3. Dabei wurde
festgestellt, dass sich auch komplexere Aufgaben aus dem Bereich der intelli-
genten Fertigungstechnik in kurzer Zeit und transparent mit dem Apeca-
Engineeringansatz realisieren lassen. Die resultierende Steuerung ist trotz
der Realisierung verteilter Systeme mit Synchronisationen übersichtlich
strukturiert und aus Operatorsicht jederzeit komfortabel änderbar. Die
Aufgabenstellung des Szenarios „Verteilte Aufgabe“ wird durch beide Ma-
nipulatoren erfolgreich bearbeitet. Innerhalb einer Simulationszeit von 23,0 s
werden die Werkstücke sowohl unabhängig voneinander als auch synchronisiert
transportiert. Ein Simulationsergebis zeigt die Abbildung 6.16. Dabei ist ein
Zeitpunkt dargestellt, der die in den Abbildungen 6.14 und 6.15 gezeigte
Konfiguration abbildet. Beide Manipulatoren transportieren das Werkstück
dabei synchron. Dieser Sachverhalt wird in Abbildung 6.17 anhand des
zeitlichen Simulationsverlaufs veranschaulicht. Beide unabhängig voneinander
operierende Manipulatoren synchronisieren sich räumlich am Werkstück und
minimieren dabei den Abstand zueinander.
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Abbildung 6.16: In der Abbildung ist die Simulationsumgebung zum Szenario
„Verteilte Aufgabe“ dargestellt. Beide Manipulatoren bewegen sich hierbei im
(kartesischen) Arbeitsraum. Auf den einzelnen Plattformen lagern die Werkstücke.
In der aktuell gezeigten Konfiguration (Simulationszeit t = 18,1 s) transportieren
beide Manipulatoren ein Werkstück synchron. Dazu greifen die Endeffektoren
der beiden Manipulatoren zeitgleich ein Werkstück und transportieren dieses
gemeinsam zu einer Plattform. Die kartesischen Koordinaten der Endeffektoren
müssen während des synchronen Ablaufs der Transportbewegung entsprechend
gleich sein (vgl. Abb. 6.17).
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Abbildung 6.17: Im zeitlichen Simulationsverlauf zum Szenario „Verteilte Aufgabe“
wird sichtbar, dass beide Manipulatoren zuerst autark operieren. Dazu sind die
Endeffektorkoordinaten der Manipulatoren pM1 und pM1 oben aufgetragen. Das
aktivierte Aktionsprimitivbündel ApbSyncTransfer synchronisiert schließlich
beide Manipulatoren. Dies ist im Abstandsdiagramm, dargestellt im unteren
Verlauf, zwischen 12,2 s und 18,4 s zu erkennen: Der Abstand d beider
Endeffektoren zueinander ist minimiert, beide greifen und befördern das
Werkstück gemeinsam (vgl. Abb. 6.16 zur Zeit t= 18,1 s).
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6.4 Evaluation der Ergebnisse
Im oben beschriebenen Abschnitt wurden verschiedene Demonstrations-
beispiele mittels des Apeca-Engineeringansatzes realisiert. Dabei konnte
gezeigt werden, dass die entstehenden Steuerungen durch die im Apeca-
Konzept berücksichtigte Modularität transparent entworfen und auch erwei-
tert werden können. Einzelne Aktionsprimitive konnten in anderen Szenarien
wiederverwendet und Aufgabenstellungen mit veränderten Randbedingungen
unkompliziert realisiert werden. Damit wird die Anforderungskategorie K1
erfüllt (vgl. Abschnitt 3.1). Die nun zur Verfügung stehenden Steuerungen
reagieren durch Aktionsprimitive in der verhaltensbasierten Schicht adaptiv
auf dynamische Ereignisse wie beispielsweise Hindernisse in der Umgebung.
Dabei konnte weiterhin gezeigt werden, dass die Robustheit des Gesamtsys-
tems gegenüber Unsicherheiten aus der Umwelt durch die Verwendung paral-
leler Aktionsprimitive gesteigert wird, beispielsweise durch die Verwendung
verschiedener Sensorsysteme in unterschiedlichen Primitiven. Die zusätzliche
Fusionsstufe löst hierbei Widersprüche von gleichartigen Ausgangsdaten auf
Basis der in den Primitiven berechneten Wichtungen problemorientiert auf.
Demnach wird auch die Anforderungskategorie K3 erfüllt. Die realisierten
Demonstrationsszenarien lösen bereits komplexe Problemstellungen. Dabei
wird deutlich, dass auch langfristige Ziele auf Basis von sequentiellen Aktions-
plänen und mithilfe von a-priori-Wissen prinzipiell erreicht werden können.
Damit wurde der Nachweis für die Anforderungskategorie K2 erbracht. Die
unterschiedlichen Hierarchieebenen innerhalb des Apeca-Frameworks mit
Aktionsprimitivbündeln auf der Missionssteuerungsebene unterstützen dabei
den Operator. Er stellt aktuelle Aufgabenstellungen Baukasten-orientiert
zusammen und parametriert diese. Der Entwickler stellt die dafür benötigte
Funktionalität „am anderen Ende“ der Steuerungsarchitektur bereit. Diese
Trennung in zwei Nutzergruppen sowie die strukturierten vorgefertigten Soft-
warekomponenten realisieren eine hohe Transparenz und Nachvollziehbarkeit
des Engineeringprozesses. Wie gezeigt, sind dabei Aufgabenstellungen aus
unterschiedlichen Anwendungsdomänen realisierbar. Außerdem werden die
Gesamtentwicklungszeiten minimiert. Dies trifft besonders dann zu, wenn
eine Steuerung zu einem späteren Zeitpunkt modifiziert oder erweitert werden
soll. Damit ist auch die Anforderungskategorie K4 erfüllt.
Die gezeigten Demonstrationsbeispiele können freilich nur als exempla-
rische Anwendungen gelten. Es wurde damit jedoch nachgewiesen, dass
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Apeca-Steuerungen sowohl für Robotiksysteme als auch für Anwendungen
der robotergestützten Fertigungstechnik realisierbar sind. Das ganzheitliche
Konzept aus Apeca-Engineering zur Anwendungsarchitektur sowie der
Apeca-Laufzeitumgebung unterstützt dabei den Anwender in jedem Ent-
wicklungsschritt.
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Im vorliegenden abschließenden Kapitel werden die erreichten Ergebnisse
kurz zusammengefasst und diskutiert. Anschließend erfolgt eine Betrachtung
weiterführender Fragestellungen.
7.1 Diskussion der erreichten Ergebnisse
In der vorliegenden Arbeit wurde eingangs auf Basis einer Literaturrecherche
sowie einer anschließenden Anforderungsdefinition die Engineering-orientierte
Steuerungsarchitektur Apeca entworfen. Dabei ist eine hybride Architektur
entstanden, die ein funktionsorientiertes verhaltensbasiertes Modell mit
einem Ablaufmodell zur aufgabenabhängigen Konfiguration kombiniert. Zur
Realisierung einheitlich strukturierter und anwenderfreundlich modifizierbarer
Verhalten wurde der Aktionsprimitiv-Ansatz genutzt. Dafür wurden Aktions-
primitive erstmals innerhalb einer reaktiven Steuerung genutzt, welche sowohl
hierarchische als auch funktionell parallele Primitive unterstützt. Das so
entstandene Apeca-Framework wurde anschließend in ein objektorientiertes
Design überführt und implementiert. In diesem Zusammenhang wurde auch
der Architektur-eigene Engineeringansatz formuliert. Demnach werden zwei
Akteure unterschieden, die auf unterschiedlichen Abstraktionsebenen an der
Steuerung arbeiten. Dabei stellt ein Entwickler Funktionalität auf Aktions-
primitivebene bereit, indem er die Steuerung implementiert. Ein Operator
projektiert diese anwendungsbezogen, indem er auf Missionssteuerungsebene
Sätze von Aktionsprimitiven, die so genannten Aktionsprimitivbündel, struk-
turiert und parametriert. So werden Missionen in Form von Bündelsequenzen
bei gleichzeitiger Aktivierung paralleler Aktionsprimitive gelöst. Damit wurde
eine robuste und adaptive Steuerungsstruktur erstellt. Der Engineeringansatz,
verbunden mit der objektorientierten Modularisierung, ermöglicht eine trans-
parente und komfortable Modifikation sowie Erweiterung der Steuerung auf
allen Ebenen. Der vorgestellte Entwurf erlaubt weiterhin die Verwendung
mehrerer unabhängiger Teilsysteme innerhalb einer Steuerung. Mit Hilfe von
speziellen synchronisationsfähigen Aktionsprimitiven ist es möglich, diese
Teilsysteme einfach und ohne zusätzliche Erweiterungen zu synchronisieren.
Dabei bleibt die Komplexität durchaus überschaubar. Die übersichtliche
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Bedienung auf Operatorseite sowie die hohe Flexibilität, beispielsweise durch
Wiederverwendbarkeit von Aktionsprimitiven auf Entwicklerseite, ermöglichen
eine schnelle und effiziente Anwendungsrealisierung. Dieses Konzept wurde
innerhalb mehrerer Demonstrationsbeispiele anhand von Szenarien zur mo-
bilen Robotik sowie zur robotergestützten Fertigungstechnik ausgiebig unter-
sucht und evaluiert. Hierbei wurde festgestellt, dass innerhalb kurzer Entwick-
lungszeiten robuste Steuerungen zur Lösung auch komplexerer Aufgabenstel-
lungen entstehen. Dies wurde simulativ und experimentell bestätigt.
7.2 Weiterführende Fragestellungen
Im Rahmen der Arbeit wurde gezeigt, dass mit der vorgestellten Apeca-
Steuerungsarchitektur für die untersuchten Demonstrationsbeispiele zuver-
lässige Steuerungen komfortabel erstellt werden können. Nun gilt es zu
untersuchen, inwieweit dies auch auf andere Aufgabenstellungen übertragen
werden kann. Um die mögliche Verbreitung der Apeca-Architektur zu unter-
stützen, würde sich dafür in erster Linie eine (Neu-)Implementierung in einer
Hochsprache anbieten. Da der vollständige Entwurf sowohl in UML als auch
in Form einer prototypischen objektorientierten Matlab-Implementierung
vorliegt, ist ein Einsatz auf verschiedenen Plattformen jederzeit vergleichsweise
einfach möglich.
Weiterhin bietet sich für die komfortable Organisation der einzelnen Soft-
waremodule innerhalb des Aktionsprimitiv-gestützten Baukastensystems ein
grafisches Benutzerinterface an. Eine grafische Konfiguration von Aktionspri-
mitivbündeln zu Missionsplänen sowie eine Werkzeug-gestützte Vereinigung
verschiedener Primitive zu Aktionsprimitivbündeln würde einen erheblichen
Komfortgewinn ermöglichen. Bisher erfolgen diese Vorgänge lediglich in
textbasierten Konfigurationsdateien.
Letztlich würde es sich anbieten, in nachfolgenden Arbeiten Konzepte zur
Vermeidung komplett konträrer Ausgangsdaten von funktionell parallel arbei-
tenden Aktionsprimitiven zu realisieren. Diesem grundlegenden Problem aller
verhaltensbasierten Steuerungen (und somit auch der hybriden Architekturen)
wurde im Rahmen der vorliegenden Arbeit mit einem Fusionsansatz begegnet.
Jedoch konnten einige Konflikte nur schwer oder erst nach einigen Zyklen
gelöst werden. Hier ist weitere Literatur- und Forschungsarbeit notwendig.
122
7.2 Weiterführende Fragestellungen
Die entstandene Apeca-Steuerungsarchitektur ermöglicht mittels des
integrierten ganzheitlichen Apeca-Engineeringansatzes sowie der Apeca-
Laufzeitumgebung flexible und zuverlässige Steuerungen sowohl für einfache
als auch für (heterogene) verteilte und synchronisierbare Systeme komfortabel
und in kurzer Zeit zu projektieren, zu implementieren und letztlich zu nutzen.
Gerade bei zukünftig zu erwartenden Einsatzgebieten, die immer weitere
Verbreitung finden werden, ergeben sich interessante Einsatzmöglichkeiten.
So beispielsweise die Servicerobotik, wobei innerhalb eines Systems sowohl
eine mobile Plattform als auch Manipulatoren möglichst synchronisierend
genutzt werden sollen. Mit der Verwendung der Engineering-orientierten
Apeca-Steuerungsarchitektur für Systeme der Robotik sind die Anwender
dann in der Lage Steuerungen „aus einem Guss“ zu entwerfen, zu realisieren
und flexibel zu modifizieren.
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Anhang

A Spezifikation des IfAbot
Wie im Abschnitt 6.2.1 beschrieben kam während der Durchführung der Expe-
rimente der mobile Roboter IfAbot des Instituts für Automatisierungstechnik
(IfA) der Technischen Universität Dresden zum Einsatz. Als Ergänzung
dazu wird dieses System innerhalb der nachfolgenden Abschnitte noch etwas
ausführlicher beschrieben. Wie in Abbildung A.1 gezeigt, können hierbei
die drei wesentlichen Komponenten Steuereinheit, Sensorik und Aktorik
unterschieden werden, welche nachfolgend näher erläutert werden.
Abbildung A.1: Der prinzipielle Aufbau des radgetriebenen mobilen Roboters
IfAbot mit den Hauptbaugruppen Aktorik, Sensorik sowie Steuereinheit.
Steuereinheit: Wie in Abbildung A.1 dargestellt, gibt es im IfAbot zwei
unterschiedliche Schichten auf der Steuerungsebene. Die direkte Ansteuerung
der Motor-Aktorik sowie der Sensorik über die I2C-Schnittstelle findet
über ein Controller-Board statt. Diese Hardware verfügt über verschiedene
Mikrocontrollerplatinen mit diversen Aktor-/Sensor-/Treiberschaltungen und
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wird über Software innerhalb der Echtzeitumgebung eCos angesteuert (vgl.
[Seemann, 2008]). Über ein RS232 -Interface ist das Controller-Board mit
einem überlagerten Onboard-PC verbunden. Dieses Mainboard eines Mini-
PC vom Typ Intel Mini-ITX D945GSEJT übernimmt die Aufgabe der
Kommunikation mit dem Controller-Board und der Einbindung weiterer
Sensorik auf dieser Ebene. Die technischen Daten des Onboard-PC können
der Tabelle A.1 entnommen werden. Die zugehörige Software läuft auf einem
Standard-Linux-System (Kernel 2.6.34), wobei mit einer passenden Xenomai-
Erweiterung (Version 2.5.5.1) Echtzeit-Fähigkeit erreicht wird.
Tabelle A.1: In der Tabelle werden die technischen Daten des auf dem IfAbot
verbauten Onboard-PC zusammengestellt.
Eigenschaft Wert
Typ Intel Mini-ITX D945GSEJT
Prozessor Intel Atom N270
Prozessortaktung 1,6GHz
Arbeitsspeicher 2,0GB DDR2 RAM
Netzwerk 1000Mbit/s LAN
300Mbit/s WLAN (802.11a/b/g/n Mini-PCIe)
Peripherie USB, RS232, VGA, DVI
Leistungsverbrauch 18W (inkl. angeschlossener Peripherie)
Die Steuereinheit insgesamt übernimmt die Low-Level-Aufgaben. Dies
bedeutet, dass hier nur die im folgenden beschriebene Sensorik sowie die
Aktorik angesteuert, ausgelesen und deren Daten bereitgestellt werden (vlg.
[Modes, 2010]). Zusätzlich arbeitet auf dieser Ebene eine PID-Regelung für
die Drehgeschwindigkeiten der beiden im IfAbot verbauten Motoren auf
Basis von empfangenen Sollwerten (vgl. [Pfanne, 2011]). Auf dem über-
lagerten Onboard-PC ist aus diesem Grund Matlab installiert. Innerhalb
dessen Umgebung läuft das unter Kapitel 4 beschriebene Software-Framework
der Apeca-Architektur und übernimmt dabei die sogenannten High-Level-
Funktionen. Dort findet demnach die Verarbeitung der Sensordaten und
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die Generierung von Stellbefehlen innerhalb der Aktionsprimitiv-basierten
Steuerungsarchitektur statt. Als Schnittstelle zwischen dem mobilen Roboter
und der Apeca-Steuerung fungiert hierbei das Datenstrukturmodell.
Sensorik: Der mobile Roboter IfAbot trägt mehrere Sensoren. In diesem
Abschnitt wird die mitgeführte Sensorhardware sowie die Vorverarbeitung der
Sensordaten auf Roboterseite in einer kurzen Übersicht vorgestellt. Die durch
die Sensorik gewonnenen Informationen gehen in das Datenstrukturmodell der
Apeca-Architektur ein und dienen so als Eingangsdaten für die Steuerung.
Abbildung A.2: In der Abbildung werden die verwendeten Koordinatensysteme
des IfAbot veranschaulicht.
Der für die unten beschriebenen Experimente genutzte mobile Roboter
IfAbot verfügt im Rahmen der vorliegenden Arbeit über folgende Sensorik:
• Ein 2D-Laserscanner Hokuyo URG-04LX nimmt mit einer Zykluszeit
von 10Hz zweidimensional Entfernungsinformationen in der Ebene
in einem (parametrierten) Bereich φlaser von -120 ◦ bis +120 ◦ Grad
relativ zur ŶR-Richtung (vgl. Abbildung A.2) des Roboters bei einer
Auflösung von 1,5 ◦ (maximal 0,36 ◦) und einer Reichweite von 5,6m auf.
Diese Werte stehen dem Roboter als Entfernungsinformation zu den
umliegenden Gegenständen über eine USB-Schnittstelle zur Verfügung.
Der Laserscanner wurde durch Schnitzer [2008] in Betrieb genommen.
Anschließend wurde auf Basis der Laser-Entfernungsdaten im Rahmen
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von Menges [2009] eine Monte-Carlo-Lokalisierung des Roboters nach
Fox et al. [1999] (bzw. [Thrun et al., 2001], [Thrun et al., 2005]) realisiert.
Darauf aufbauend wurde im Rahmen der vorliegenden Arbeit (vgl.
[Modes, 2011a]) eine neue Karte für den aktuellen IfAbot in den Ar-
beitsräumen unserer Arbeitsgruppe aufgenommen. Diese dem Roboter
nun zur Verfügung stehende Umgebungskarte ist in Abbildung A.3 zu
sehen. Zu erkennen sind einzelne Büro- und Laborräume verschiedener
Größen sowie ein Korridor, der diese verbindet. Der Roboter ist nun
in der Lage, sich in dieser Karte global lokalisieren zu können. Das
bedeutet, dass dem Roboter die eigene Pose bekannt ist. Unter Pose wird
dabei die globale Position (xG, yG) sowie Orientierung θG des Roboters
verstanden (vgl. Abbildung A.2). Die Genauigkeit des implementierten
Algorithmus wurde in Modes [2011a] untersucht und beläuft sich auf
einen maximalen Gesamtfehler von 22,6 cm bei einer Messgenaugkeit
des Laserscanners von cicra 1,0%. Damit liegen sowohl Daten zur
Erkennung von Hindernissen im Umfeld des Roboters als auch zur
globalen Pose des Roboters vor.
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Abbildung A.3: In der Umgebungskarte des mobilen Roboters IfAbot ist die
Büroumgebung der Aufgabenstellungen mit einzelnen Korridoren sowie davon
abgehenden Büroräumen zu erkennen (x[cm], y[cm]).
• Die Ultraschallsensoren vom Typ Devantech SRF08 zur Entfer-
nungsmessung stellen eine redundante Datenquelle zur Hinderniserken-
nung bereit. Da spiegelnde und transparente Flächen, wie beispielsweise
Metall oder Glas, durch den Laserscanner nicht erkannt werden können,
besteht mit den Ultraschallsensoren die Möglichkeit, die Hinderniserken-
nung zu verbessern und robuster zu gestalten. Dazu sind drei Sensoren
an der Roboterfront und ein Sensor am Heck des Roboters angebracht.
Mit einem Öffnungswinkel von 60 ◦ bei einer maximalen Reichweite
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von 6,0m sind der räumlichen Auflösung der Hindernisortung Grenzen
gesetzt. Die Ultraschallsensoren werden über eine I2C-Schnittstelle
eingebunden.
• Mit dem Gyroskopsensor ADXRS300 einer Inertial-Measurement-
Platine (IMU-Platine) steht eine Inertialsensorik zur Verfügung. Mit
einem Offsetfehler von 1,68 ◦/min (vgl. [Modes, 2011b]) kann somit die
Orientierung θR relativ zur Ausgangslage des Roboters bestimmt werden
(vgl. Abbildung A.2). Dies bietet sich immer dann an, wenn die globale
Lokalisierung nicht zur Verfügung steht.
• Da mit dem Gyroskopsensor nur die Orientierung θR des Roboters be-
stimmt werden kann, stehen dem Roboter weiterhin Radencoder vom
Typ MAXON Encoder MR (Type M 128-512CPT) als Odometriesen-
sorik zur Verfügung. Odometrie bedeutet dabei, dass eine Positionsver-
folgung mittels Koppelnavigation durchgeführt wird, um die Position
des Roboters relativ zu seinem Startpunkt zu bestimmen. Dies geschieht
durch Messung der Drehwinkel der jeweiligen Antriebsräder. So kann der
Standort des Roboters in Form einer Pose durch Koordinaten im lokalen
Robotersystem (X̂R, ŶR) sowie durch die Orientierung θR (vgl. A.2)
beschrieben werden. Die Genauigkeit dieser Messung beläuft sich auf
etwa 1,0% für translatorische sowie 1,4% für rotatorische Bewegungen
(vgl. [Pfanne, 2011]).
• Als weiterer Sensor verfügt der Roboter über eine Logitech HD Webcam
C310. Diese Kamera nutzt eine Auflösung von 640x480Pixel (maximal
1280x720Pixel) bei einer eingestellten Bildrate von 1 frame/s (gemessen
maximal 15 frames/s) und stellt Bilder im RGB-Farbraum mit einer
Farbtiefe von 8 bit je Kanal bereit. Bildgröße und Datenrate wurden
treiberseitig auf die angegebenen Werte reduziert, um keine unnötigen
zusätzlichen Rechenzeitkapazitäten zu beanspruchen. Eingebunden wird
die Kamera über ein USB-Interface. Dieser bildgebende Sensor kann
vielfältig eingesetzt werden und wird in den beschriebenen Experimenten
zur Objekterkennung genutzt.
Aktorik: Verarbeitete Sensordaten aus der Apeca-Architektur werden über
das Datenstrukturmodell direkt zum Roboter gesendet. Dort übernimmt
das oben beschriebene Controller-Board die Ansteuerung und Regelung der
Aktorik. Da es sich beim IfAbot um eine radgetriebene Plattform handelt,
sind zwei voneinander unabhängige Motoren anzusteuern. Diese sind über
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einen Riemenantrieb mit jeweils zwei Rädern einer Seite verbunden. Der so
realisierte Skid-Steer-Antrieb entspricht somit in etwa einem gewöhnlichen
Differentialantrieb, bietet aber eine deutlich gesteigerte Mobilität. So können
auch größere Hindernisse, wie sie beispielsweise höhere Türschwellen darstellen,
problemlos überwunden werden. Die anzusteuernde Aktorik bilden daher
zwei bürstenbehaftete Gleichstrommotoren vom Typ MAXON RE40 150W
mit jeweils einem Getriebe MAXON GP 52 C bei einer Übersetzung von
43:1.
Die autarke Energieversorgung des Gesamtsystems wird über einen NiMH -
Akku-Pack mit einer Nennspannung von 12V und einer Kapazität von 10Ah
sichergestellt. Alle gesondert benötigten Spannungen werden auf dieser Basis
generiert. Die vergleichsweise hohe Kapazität ermöglicht eine Fahrzeit des
mobilen Roboters im Dauerbetrieb von circa 2 h (vgl. dazu [Schäfer, 2011]).
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B.1 Szenario „Transportaufgabe“ -
Aktionsprimitiv-Bibliothek
In Tabelle B.1 werden alle für das Szenario „Transportaufgabe“ genutzten
Aktionsprimitive aufgelistet. Dabei werden sowohl die zugehörigen Ein- und
Ausgangsdaten sowie die realisierte Aktion erfasst.
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B.2 Szenario „Transportaufgabe“ - AP-Bündel-Bibliothek
In Tabelle B.2 werden alle für das Szenario „Transportaufgabe“ erstellten
Aktionsprimitivbündel aufgelistet. Dabei werden alle enthaltenen Aktionspri-
mitive sowie die zugehörigen Parameter und nutzbaren Abbruchbedingungen
erfasst. Der realisierte Effekt jedes Bündels umfasst dabei alle Aktionen der
einzelnen Aktionsprimitive.
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B.3 Szenario „Transportaufgabe“ - Experimente
In B.3 sind alle zum Szenario „Transportaufgabe“ durchgeführten Expe-
rimente aufgelistet.
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Tabelle B.3: Durchgeführte Experimente des Szenarios „Transportaufgabe“. Dabei
bedeutet „Erfolg“, dass eine Mission komplett durchgeführt wurde; „Dl“, dass
während der Mission ein Deadlock auftrat.
No Daten-Index Aufgabe, Randbedingungen Status
01 20110816_1400 Warentransport, Korridor, Räume, nur Lokalisierung Erfolg
02 20110816_1750 Warentransport, Korridor, Räume, nur Lokalisierung Erfolg
03 20110822_1754 Warentransport, Korridor, nur bis Raum S82 Dl
04 20110822_1811 Warentransport, Korridor, nur bis Raum S82 Dl
05 20110822_1830 Warentransport, Korridor, Waren in alle Räume Erfolg
06 20110822_1853 Warentransport, Korridor, Waren in alle Räume Erfolg
07 20110823_1221 Warentransport, Korridor, Waren in alle Räume, Erfolg
Geschwindigkeitsänderung
08 20110823_1249 Warentransport, Korridor, Waren in alle Räume, Erfolg
Geschwindigkeitsänderung
09 20110824_1442 Warentransport, Korridor, Waren in alle Räume, Erfolg
Änderung der Reihenfolge
10 20110824_1526 Warentransport, Korridor, Waren in alle Räume Dl
11 20110825_1652 Warentransport, Korridor, Waren in alle Räume, Erfolg
Änderung der Reihenfolge
12 20110825_1714 Warentransport, Korridor, Mission: nur Raum S84 Erfolg
13 20110825_1735 Warentransport, Mission: nur Korridor, Erfolg
viele dynamische Hindernisse
14 20110830_1014 Warentransport, Korridor, Waren in alle Räume, Dl
Änderung der Wegpunkte
15 20110830_1036 Warentransport, Korridor, Waren in alle Räume, Erfolg
Änderung der Wegpunkte
16 20110830_1058 Warentransport, Korridor, Mission: nur Raum S84 Erfolg
17 20110830_1117 Warentransport, Korridor, Waren in alle Räume, Erfolg
Änderung der Reihenfolge
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C.1 Szenario „Search and Rescue“ -
Aktionsprimitiv-Bibliothek
In Tabelle C.1 werden alle für das Szenario „Search and Rescue“ genutzten
Aktionsprimitive aufgelistet. Dabei werden sowohl die zugehörigen Ein- und
Ausgangsdaten sowie die realisierte Aktion erfasst.
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C.2 Szenario „Search and Rescue“ - AP-Bündel-Bibliothek
In Tabelle C.2 werden alle für das Szenario „Search and Rescue“ erstellten
Aktionsprimitivbündel aufgelistet. Dabei werden alle enthaltenen Aktionspri-
mitive sowie die zugehörigen Parameter und nutzbaren Abbruchbedingungen
erfasst. Der realisierte Effekt jedes Bündels umfasst dabei alle Aktionen der
einzelnen Aktionsprimitive.
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C.3 Szenario „Search and Rescue“ - Experimente
In C.3 sind alle zum Szenario „Search and Rescue“ durchgeführten Expe-
rimente aufgelistet.
Tabelle C.3: Durchgeführte Experimente des Szenarios „Search and Rescue“. Dabei
bedeutet „Erfolg“, dass eine Mission komplett durchgeführt wurde; „Dl“, dass
während der Mission ein Deadlock auftrat.
No Daten-Index Aufgabe, Randbedingungen Status
01 20110829_1425 Explorationsfahrt und Ball erkennen, Korridor, alle Räume Dl
02 20110829_1503 Explorationsfahrt und Ball erkennen, Korridor, alle Räume Erfolg
03 20110829_1703 Explorationsfahrt und Ball erkennen, Korridor, alle Räume Erfolg
04 20110829_1718 Explorationsfahrt und Ball erkennen, Korridor, Raumänderung Erfolg
05 20110830_1445 Explorationsfahrt und Ball erkennen, Korridor, Raumänderung Erfolg
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D.1 Szenario „MultiRobot“ - Aktionsprimitiv-Bibliothek
In Tabelle D.1 werden alle für das Szenario „MultiRobot“ genutzten Aktions-
primitive aufgelistet. Dabei werden sowohl die zugehörigen Ein- und Ausgangs-
daten sowie die realisierte Aktion erfasst.
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D.2 Szenario „MultiRobot“ - AP-Bündel-Bibliothek
In Tabelle D.2 werden alle für das Szenario „MultiRobot“ erstellten Aktions-
primitivbündel aufgelistet. Dabei werden alle enthaltenen Aktionsprimitive
sowie die zugehörigen Parameter und nutzbaren Abbruchbedingungen erfasst.
Der realisierte Effekt jedes Bündels umfasst dabei alle Aktionen der einzelnen
Aktionsprimitive.
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D.3 Szenario „MultiRobot“ - Simulationsergebnis
In D.3 wird die zum Szenario „MultiRobot“ durchgeführte Simulation gezeigt.
Tabelle D.3: Durchgeführte Simulation des Szenarios „MultiRobot“.
Daten-Index Aufgabe, Randbedingungen Status
20110901_1000 Schwarmverhalten aller simulierten Roboter Erfolg
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E Szenario „Verteilte Aufgabe“
E.1 Szenario „Verteilte Aufgabe“ -
Aktionsprimitiv-Bibliothek
In Tabelle E.1 werden alle für das Szenario „Verteilte Aufgabe“ genutzten
Aktionsprimitive aufgelistet. Dabei werden sowohl die zugehörigen Ein- und
Ausgangsdaten sowie die realisierte Aktion erfasst.
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E.2 Szenario „Verteilte Aufgabe“ - AP-Bündel-Bibliothek
In Tabelle E.2 werden alle für das Szenario „Verteilte Aufgabe“ erstellten
Aktionsprimitivbündel aufgelistet. Dabei werden alle enthaltenen Aktionspri-
mitive sowie die zugehörigen Parameter und nutzbaren Abbruchbedingungen
erfasst. Der realisierte Effekt jedes Bündels umfasst dabei alle Aktionen der
einzelnen Aktionsprimitive.
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E.3 Szenario „Verteilte Aufgabe“ - Simulationsergebnis
In E.3 wird die zum Szenario „Verteilte Aufgabe“ durchgeführte Simulation
gezeigt.
Tabelle E.3: Durchgeführte Simulation des Szenarios „Verteilte Aufgabe“.
Daten-Index Aufgabe, Randbedingungen Status
20111001_1000 Transportaufgaben und Synchonisation zweier Manipulatoren Erfolg
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