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ABSTRACT 
The techniques for polynomial interpolation and Gaussian quadrature are general- 
ized to matrix-valued functions. It is shown how the zeros and rootvectors of matrix 
orthonormal polynomials can be used to get a quadrature formula with the highest 
degree of precision. 
1. INTRODUCTION 
The aim of this paper is to construct quadrature formulas, using orthogo- 
nal matrix polynomials, to approximate matrix integrals. We will give an 
expression for the quadrature coefficients and show that the constructed 
formula has the highest possible degree of accuracy and converges to the 
exact value of the matrix integral. All these ideas are generalizations of the 
cIassica1 Gaussian quadrature rules for the scalar case. 
In Section 2 we will give a survey of definitions and properties of matrix 
polynomials. These can be found in the book on matrix polynomials by 
Gohberg, Lancaster, and Roclman [lo] and in the survey on orthogonal matrix 
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polynomials by Rodman [12]. In Section 3 we introduce orthogonal matrix 
polynomials on the real line and discuss some properties which we will need 
in the next sections. These orthogonal matrix polynomials have been consid- 
ered earlier by Delsarte, Genin, and Kamp [3] and Geronimo [6, 71. As in the 
scalar case, the theory of approximate integration uses results from the theory 
of interpolation. In Section 4 we will discuss polynomial interpolation and 
particularly the interpolation problem of Lagrange. We will give an expres- 
sion for the Lagrange interpolation polynomial in the general case and then 
apply this result to the case of a Jordan pair (X, J> of the orthonormal matrix 
polynomial P,(x). Th ese results are also generalizations of the known results 
for the scalar case. The interpolation problem has also been treated in [S], [9], 
[4], and [l], but their approach is an algebraic one. We have restricted our 
attention to the interpolation formula we needed for the construction of 
Gaussian quadrature rules. The Gaussian quadrature formula is then con- 
structed in Section 5, where we give a formula for the quadrature coefficients 
and show that the quadrature rule converges under appropriate conditions. 
2. MATRIX POLYNOMIALS 
If A,, A,, . . . , A, are elements of [wPxp and A,, # 0, then we call 
P(x) = A,x” + A,_#-’ + ..a +A,x: + A, 
a matrix polynomial of degree n. This matrix polynomial is manic when 
A, = I, the identity matrix. A point x0 is a zero of P(x) if det P(x,) = 0. 
Note that if the leading coefficient of P(r) is nonsingular, det P(r) is a 
polynomial of d egree np. Another important notion associated with matrix 
polynomials is that of Jordan chains. A sequence of p-dimensional column 
vectors ~)a, ui, . . . , vk is called a right Jordan chain of length k + 1 of a 
manic matrix polynomial P^( x> corresponding to x0 if va + 0 and 
The initial vector u,, # 0 is called a rootvector of P^<x:> corresponding to x0. 
Note that in [lo] and [12] the zeros are called eigenvalues and the rootvectors 
are called eigenvectors. P^(“)( x) is the ith derivative of P^(x> with respect to 
r, and this means that we take the ith derivative of every element of P(x) 
with respect to x. 
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In analogy with the definition of a right Jordan chain, we call a sequence 
of p-dimensional row vectors wa, We . . . , wk a left Jordan chain of length 
k + 1 of a manic matrix polynomial P(r) corresponding to x0 if rug # 0 and 
Jordan chains are not unique: a matrix polynomial can have different Jordan 
chains of various lengths and different rootvectors, corresponding to the same 
zero. In what follows we formulate the definitions and properties for right 
Jordan chains, unless explicitly mentioned. 
A convenient way of writing a Jordan chain is given by the following 
property* 
PROPOSITION 2.1 [lo, p. 271. The vectors II,,, y,, . . . , vk form a right 
Jordan chain of the manic matrix polynomial P(x) = lx n + A,_ ix *- ’ 
+ ... +A,x + A,, corresponding to x,, if and only if v,, # 0 and 
X,,]; + A,_,X,J,“-l + ... +AIX,J, + A,X, = 0, 
where X, = (v,, ... vk) is a p x (k + 1) matrix and Jo is a Jordan block of 
size (k + 1) X (k + 1) with x,, on the main diagonal. 
Observe that the equations 
f: ~L”‘(xi:,)vi_i = 0, 
i=O i! 
l=O,l,..., k, 
where L(x) = L,1x” + L,_i~~-i + ... +L,X + I,,, with z,~ E (wP’* (i = 
1,2, . . . ) n), can always be written as 
L,X,]o” + L,-,x”],“-l + *-* fL,X,Jo + LOX” = 0, 
where X, = (v, .e* vk) is a p X (k + 1) matrix and Jo is a Jordan block 
of size (k + 1) X (k + 1) with x0 on the main diagonal. 
In the following definitions and properties we restrict ourselves to manic 
p X p matrix polynomials, but most of the theory can also be given in the 
context of regular matrix polynomials. These are matrix polynomials which 
satisfy det P(x) f 0. 
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Now we introduce the notion of a canonical set of Jordan chains. Let 
be a set of Jordan chains of a p x p monk matrix polynomial P^<r) 
corresponding to the zero xi. Then we call the set canonical if the rootvectors 
VYb , J$h ...>VS ” ‘I,) are linearly independent and Cj; r p$” = mi, where m, is 
the muiti’plicity of rj as zero of P(x). Such a canonical set of Jordan chains is 
tot unique, but the number of chains and their length depend only upon 
P(x) and xi and do not depend on the choice of canonical set. A canonical 
set of Jordan chains can beAassociated with a pair of matrices (Xi, Ji), which is 
called the Jordan pair of P(x) corresponding to xi and defined as follows: 
a p x mi matrix, and 
an mi x m, matrix with 
\ 
xi I 
a pji) X /_L;~) matrix. A pair of matrices (X, J) where X is a p X np matrix 
and J a np X np Jordan matrix is called a Jordan pair for the manic matrix 
polynomial P^( x) if 
X=(X, x, *** &> and ] = diag(J1 Jz ... Jk), 
where (Xi, Jj> is a Jordan p%r of P^<x> corresponding to xi and k is the 
number of different zeros of P(r). J or an d p airs have the following important 
property- 
PROPOSITION 2.2 [lo, p. 451. Let (X, J> be a pair of matrices where X is 
of size p X np and J is a Jordan matrix of size np X np. Then (X, J) is a 
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Jordan pair of the manic matrix polynomial P^<x> = Ix” + A,_lx”-’ 
+ ... +A,x + A, ijand only if 
(1) the np X np matrix 
( x 
xj 
col( XJ 1) E”; = Xj 2 
is nonsingular; 
(2) XJ” + AnplXJnP’ + ... +A,X] + A,X = 0. 
The requirement that 1 b e or an is not essential. We call a pair of J d 
matrices (X, T), where X is p x np and T is np X np, a standard pair for 
the manic matrix polynomial s(x) = Ix” + A,_ ,rn-r + ... +A,x + A, if 
(1) col(XT2)I”:; is a nonsingular np X np matrix, 
(2) XT” + A,_,XTn-’ + ... +A,XT + A,X = 0. 
This means that every Jordan pair is a standard pair and every standard pair 
(X, I”) for which T is a Jordan matrix is a Jordan pair. 
With every standard pair (X, T) f 0 a manic matrix polynomial P^<,) we 
can associate a third matrix Y of size np x p, with 
1 x -I 
xj 
y= XJ” 
xy, 
The triple (X, T, Y > is called a standard triple for P^< x), and if T = /, a 
Jordan matrix, then (X, J, Y > 
(X’, C,, Y’), where 
is called a Jordan triple. One can prove that 
c, = 
X’= (I 0 ..* O), 
0 Z 0 . . . 0 \ 
0 0 Z . . . 0 
0 , and Y’ = 
0 0 (j ..: Z 
-A, -A, -A, ... -A,_, 
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is a standard triple of i(r) = Ix” + A,_irn-’ + ... +A,x + A,. Two stan- 
dard triples ( X, T, Y > and (X’, T’, Y ‘> are similar if there exists an invertible 
np X np matrix S such that 
X’ = xs, T’ = S’TS, and Y’ = S’Y. 
This matrix S is uniquely defined by 
S = [col( XT1);:;] -I col( X’T’“);:O1. 
Consider a Jordan triple (X, J, Y ); then we already know that the 
columns of X, when decomposed into blocks consistently with the decompo- 
sition of J into blocks, form right Jordan chains for P(x). In analogy with 
this, we can give a similar meaning to the rows of Y. Indeed, the rows of Y, 
partitioned into blocks consistently with the decomposit@n of J into blocks 
and taken in reverse order, form left Jordan chains for P(x). The notion of 
standard triples is important for the following representation theorem: 
THEOREM 2.3 [lo, p. 581. Let P^<x> = Ix” + A,_l~n-l + a** +A,x + 
A, be ,n manic matrix polynomial of degree n with standard triple (X, T, Y ). 
Then P(x) admits the following representations: 
(1) P^<x> = x"Z - XT”(V, + V,x + *** +V m-i), where Vi are np X p 
matrices such that (V, V, ... V,) = [col(XT’?/~~l~‘. 
(2) t(x) = ~“1 - (W, + W,r + ... +W,x”-‘)T”Y, where W, are p X 
np matrices such that c01(W~)r=, = (Y TY T”Y ... T”-‘Y)-l. 
Note that those forms are independent of the choice of the standard triple. 
Finally we have some properties about the divisibility of matrix polynomi- 
als. We say that the matrix polynomials Q( ) x and R(x) are the right quotient 
and the right remainder, respectively, of P(s) on division by D(x) if 
P(x) = Q(x>D(x) + R(x) 
and if the degree of R(x) is less than that of D(x). The right division of 
matrix polynomials of the same order is always possible and unique, provided 
the divisor is a polynomial with nonsingular leading coefficient (see 15, p. 781). 
In a similar manner we can define the left division: P(x) = D(x)Q(x) + 
E(x). 
PROPOSITION 2.4. L&P(x) = A,,x’” + A,,_,x”-I + ... +A,r + A,, be 
a matrix polynomial of degree m, and let D(r) = B,xn + B,,_,xn-’ 
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+ ... + B,x + B, be a matrix polynomial of degree n with a nonsingular 
leading coefficient B, and with Jordan pair (X, J). Then D(x) is a tight 
divisor of P( x) if and only if 
A,XJ” + A,,,_lXJm-l + ... +A,XJ + A,X = 0. 
Proof. First of all we note that every Jordan chain u,), ol,. . . , t+ of D(X) 
and corresponding to x,, is also a Jordan chain of Q(X) D(x), corresponding 
to the same zero: 
=o for Z=O,l,..., k. 
Suppose D(x) is a right divisor of P(x); this means P( x> = Q( x)D( x). But 
then every Jordan chain of D(x) is also a Jordan chain of P(x). In particular 
we have 
A,,XJ” + A,,_,XJr”-l + -** +A,XJ + A,X = 0. 
Suppose now we know that the above-mentioned equation holds. This means 
that every Jordan chain of the Jordan pair of D(x) is also a Jordan chain of 
P(x). Moreover, since the leading coefficient of D(x) is nonsingular, the 
right division is possible and unique, P(x) = Q(x)D(r) + R(x). So every 
Jordan chain of the Jordan pair of D( 1~) is also a Jordan chain of R(x). But 
this implies that the matrix polynomial R(x) of degree < 12 - 1 satisfies 
(R, R, ... R,_,) ;J = 0. 
\XJ”-‘/ 
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Since (X, J) is a Jordan pair, the np X np matrix col( XJ”)rLi is nonsingular 
and thus R(x) = 0. n 
Note that this proposition was also proved in [B, Theorem 2.1, p. 3331. 
3. ORTHOGONAL MATRIX POLYNOMIALS ON THE REAL LINE 
A symmetric p X p matrix-valued function W(x), integrable over [a, b] is 
called a weight matrix function if W(x) > 0 and det W( x) # 0 holds almost 
everywhere (see [3]). Th e notation X < Y for symmetric matrices means that 
Y - X is positive semidefinite. The matrix integral 
/ 
%( x)W( x)G( TX)’ dx, 
a 
where F(x) and G(x) are continuous matrix-valued functions, is defined in a 
natural way. The (i, j)th element is given by a sum of integrals: 
Let [wPxP[ x] be the set of polynomials in a real variable x and whose 
coefficients are p X p matrices with real entries. If P(x) and Q(x) are 
elements of this set, then we define a matrical inner product on [w Pxr[ x] as 
follows: 
<J’(x), Q( X))L = l”P( x)W( x)Q( x)“ dx. 
a 
This matricial inner product has some properties which we will recognize as 
generalizations of the properties of the scalar inner product. 
PROPOSITION 3.1. 
(1) (P, QIId = (Q, P)LT, where P, Q E R~‘x~[xl. 
(2) (C,P, + C,P,, QjL = C,(P,, Q>L + C,(P,, Q)L, where C,,C, E 
[wpxr’ and P,, P,, Q E IwPxr[x]. 
(3) (XI’, Q>[. = (P, xQ)I, where P, Q E RPx”[xl. 
(4) Let P(X) E [w~~P[xl; then (P, P> L is positive semidefinite and even 
positive definite if det P(x) f 0. 
(5) Let P E RPxP[x]; then (P, P)L = 0 $und only ifP = 0. 
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These properties are easily proved by means of straightforward computa- 
tion. 
A generalization of the Gram-Schmidt orthonormalization procedure for 
the set {Z, xl, x21,. . . } with respect to the matricial inner product ( . , * >I, 
will give a set of orthonormal matrix polynomials {P,,( x>}:=~) which satisfy 
Moreover, P,,(x) is a matrix polynomial of degree n, with a nonsingular 
leading coefficient, and is defined only up to a multiplication on the left by an 
orthogonal matrix. 
As in the scalar case, these orthonormal matrix polynomials are orthogonal 
to every matrix polynomial of lower degree, and they satisfy a three-term 
recurrence relation 
.Pn(x) = Dn+,P,,+,(x) + E,,Pn(x) + D,TPn-I(x)~ n > 0, 
P_i( X) = 0 and P”(X) = I, 
where O,, is a nonsingular matrix and E, is a symmetric matrix. The 
orthonormal polynomials are defined only up to a left orthogonal factor, and 
it is convenient to choose this factor in such a way that the recurrence 
coefficients D, are symmetric. We assume, without loss of generality, that 
,,“W< x) dx = i. Fur& ermore we have the Christoffel-Darboux formula: 
(see [7]). If we take x = y, we get 
so that P,l(x)TDn + , P,, + 1(x> is a symmetric matrix. By means of straightfor- 
ward computation we get the following equation: 
80 
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is positive definite, and we call it the reproducing kernel because of the 
following property. 
PROPOSITION 3.2. Let III,(x) be a matrix polynomial of degree m < n. 
Then 
(n,(x)> K,(x, Y))L = kL(Y). 
Proof. If we write II,(x) in terms of the orthonormal matrix polynomi- 
als P,(r), . . . , P,(x): 
II,(x) = ?A&(+ 
i=O 
we have for m < n 
(n,(x), K,(x, y)>, = : 2 Ai(f’i(x)J+))~Pj(Y) 
i-0 j=O 
= i&i(Y) 
i=O 
= kL(Y)* n 
In the scalar case all the zeros of an orthonormal polynomial are simple. 
This is not the case for orthonormal matrix polynomials, but nevertheless we 
can prove a similar property. 
PROPOSITION 3.3. The zeros of the orthonormal matrix polynomial P,,(x) 
have multiplicity < p, where p is the size of the matrices. 
Proof. Let x0 be a zero of P,(x) with multiplicity m > p. Consider a 
canonical set of right Jordan chains corresponding to x0, 
vj,0,vi,17*.*~v~ ~-1’ i = 1,2 ,..., s. / I 
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This means that the p-dimensional column vectors o,, 0, va, ,,, . . , , v, o are 
linearly independent and Cf= i pi = m (Section 1). Since m > p, there has to 
be a Jordan chain of length > 1. Suppose ~a and u, are the two leading 
vectors of this chain; then they satisfy 
P,( xg)va = 0 and uug # 0, 
Using these equations, we get 
= -vT~IIT(~O)~n~rr-l(~o)vo 
= 0. 
But K,_ I(xg, x0> is a symmetric and positive definite matrix and zjo # 0. So 
the multiplicity of x0 as zero of P,(X) has to be < p. W 
REMARK. In this proof we showed that the length of a Jordan chain of 
P,(X) cannot be greater than 1. Thus a canonical set of right Jordan chains of 
P,(X) corresponding with a zero x0 consists of m linearly independent, 
nonzero p-dimensional column vectors, where m is the multiplicity of x,, as 
zero of P,( x ). 
4. POLYNOMIAL INTERPOLATION 
4.1. Polynomial Interpolation in General 
Consider a p x p matrix-valued function F(x) and k different pts 
xi> x2,**., Xk with respective multiplicities ml, m2,. . . , ?nk, where C,=,m, 
= np. With every point xi, i = 1,2,. . . , k, we associate a set of p-dimen- 
sional column vectors 
(i) (i) (i) (f) (i) Vf\) ul, 1) . . . ,2)1, pp’L 1, “2.0 7 232.1) . . .102, /L$)- I ) . . . ) vji) S,.O~ . . . ’ 
.(i) 
s,. LLy I 
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where CT; p(i) - m. and uci) 
JIJ- ’ 
(i) 
1,0> 02,0>...> u,!:,)~ are nonzero, linearly indepen- 
dent vectors. When we put these vectors in a p x np dimensional matrix, we 
get 
x= (X, x, *** X,), where 
xt=(tiy,: **I “(li)&_r ... O$) ... I;;;&). 
The square np X np matrix J is given by 
J = diag(JI,J2,...,Jk) 
with 
bxi 1 \ 
Jj= *.. . . . . 
xi 1 
\ Xi) 
Here Ji is an mi X mi matrix and Jj, j a pji) X /A;') matrix. We require that 
the matrix col( XJ ‘):I: be nonsingular. Note that this is a necessary and 
sufficient condition for (X, J> to be a Jordan pair of a manic matrix 
polynomial of degree n (Section 1). We will construct a matrix polynomial 
P(r) = A,_$-r + ..a +A, x + A, which satisfies 
for 
q = 0,l ,..., /_p - 1, t=1,2 ,..., si, and i=1,2 ,..., k. 
The coefficients of P( 3~) can be determined by solving a linear system of np’ 
unknowns and np’ equations, because CF= rC::, p$” = np. 
THEOREM 4.1. The general polynomial interpolation problem has a 
unique solution. 
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PTOO~. Let P,(x) and P,(x) be two solutions of the polynomial interpo- 
lation problem. Then Pr( r) - Pz( x) is a matrix polynomial of degree =G n - 
1 which satisfies 
where 
y = 0, 1, . . . ) /_p - 1, t=1,2 ,..., si, and i=1,2 ,..., k. 
From this we get that the vectors 
Qa U(i) 2)(1) 1 f,l,“‘> t,$-l’ t = 1,2 )...) Si’ i = I,2 ,..., k, 
form a Jordan chain for the matrix polynomial P,(x) - P,(x) = B, _ rxn-r 
+ . . . + B, x + B,, corresponding to xi. But this implies that 
B,_lX,,tJiyF1 + B,*_~X,,t~i~~” + “’ +BrX*,,Ji,, + BaXi,i = O> 
where t = 1,2,. . . , si and i = 1,2,. . . , k. The p X p$.j”) matrix X,,t and the 
I 
xi 1 \ 
xi 1 
‘i I 
Hence we get 
(B” B, ... I$_,) : = 0, 
t = 1,2 )...) si, i = I,2 ,..., k, 
84 
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I x ’ 
(B, B, ... B,_,) 4 = 0. 
\xy, 
Since COI(XJ’);:~’ is a nonsingular matrix, we have 
Bi = 0 for i = 1,2 ,..., n - 1. 
And this implies that P,(x) = P,(x). n 
COROLLARY. 
P(x) = F(x). 
If F(x) is a matrix polynomial of degree < n - 1, then 
The interpolation problem can be formulated in terms of vector polyno- 
mials instead of the sets of p-dimensional vectors. Define the p-dimensional 
vectors 
and the p-dimensional vector polynomials 
+ t.lt’f’,$c,_l( x - xi)+‘, 
for q = 0, 1, . . . , pi” - 1, t = 1,2,. . . , si, and i = 1,2,. . . , k. In this case 
we are looking for a matrix polynomial P(x) which satisfies 
for cy = 1,2,. . . , p!‘), t = 1,2,. . . , si, and i = 1,2,. . . , k. In addition we 
know ~t(~)( xi> are nonzero and linearly independent vectors. 
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Ifwe set si = I, i = I,2,. . . , k, we have k different points xi, x2,. . . , xk; 
k vector polynomials u(,‘)(x), u’:‘(x), . . . , oik)(x) for which o(li)(xi) # 0, i = 
1,2,. . . , k; and k vector polynomials z[~‘(x), I, . . . . z~~)(x) and we 
want to find a matrix polynomial P(z) which satisfies 
-g$P( x)wy’( x) 
da-1 
X=X> 
= y-pqzi”(~) > 
X=X, 
ff = 1,2 ,..., m- 1’ i = I,2 ,..., k. 
This is the interpolation problem treated in [l]. 
We will put p$‘) = 1 instead of si = 1 in the interpolation problem that 
we will discuss and that we need for the construction of the Gaussian 
quadrature rule. 
4.2. The Interpolation Problem of Lagrange 
If all /..&‘) = 1, we get the interpolation problem of Lagrange. This means 
that we hate k different points xi, x2,. . . , xk with respective multiplicities 
ml, m2,. . . , mk and Ef=,mj = np. Every point xi, i = 1,2,. . . , k, is associ- 
ated with a set of nonzero, linearly independent p-dimensional column 
vectors oi i, ui 2, . . . , ui m . > , 3 I Let X and J be defined as follows: 
and 
1 = diag( xi, . . ., Xi,, X2,. . . , X2,. . . , Xk,. . . , Xk); 
9 m2 “k 
then we require that the matrix col(XJ1);it be nonsingular. 
We will construct the interpolation matrix polynomial P(x) of degree 
n - 1 such that 
p( xi)"i,j = F( “i)“i,j> j = l,...,m,, i = l,...,k. 
SPECIAL CASE. If p = 1, then all the multiplicities have to be equal to 1. 
This means we have n different points xi, x2,. . . , x, and every point xi is 
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associated with a nonzero number oui, i = 1,2, . . . , k. The matrix 
I x 
Xl 
X]” = 
\ X]-l 
= 
01 02 
01x1 v2 x2 
01x1 2 
02 
2 
x2 
n-1 
01x1 
n-1 
02 x2 
1 1 a*. 
Xl x2 *** 
4 x; . . . 
n-1 
Xl 
n-1 
x2 
. . . 
. . . 
0, 
. . . 
vrlxn 
. . . vnx,” 
. . . v,x,n-l 
I 
01 0 0 **. 0 
0 v2 0 ... 0 
0 0 03 *a- 0 
. . . . 
. . . . . 
;, (j ;, ..: v; 
is nonsingular because of our choice of the points xl, x2,. . . , x, and the 
nonzero numbers vl, v2, . . . , v,. 
The interpolation polynomial satisfies 
P(Xi)Vi =f(Xi>vi3 i = 1,2 )...) 72. 
But this is equivalent with 
P("i) =f(Xi>a i = 1,2 )...) 12, 
because vi # 0 for i = 1,2,. . . , n. So we find the polynomial interpolation 
problem of Lagrange for real functions f : R + Ft. 
If mi = pdi, i = 1,2,. . . , k, and col(X,J/>~:,’ are nonsingular matrices, 
then (X,,Jt> is the J or an d p air of a monk matrix polynomial Li(x) of degree 
di. Because di > I, &(x1 = F(xi) till be a matrix polynomial of degree 
< di for i = 1,2,. . . , k. Now we get the following interpolation problem: 
Given L,(x), L2(x), . . . . L,(x), manic matrix polynomials of degree d,, 
d d, respectively and R,( xl, R,(x), . . . , R,(x) matrix polynomials of 
d&&e < d, respectively. Find a matrix polynomial P(x) such that 
P(x) = $(x)&(x) + q(x), i = 1,2 ,..., k, 
for some matrix polynomials S,(x), S,(x), . . . , S,(x). This interpolation prob- 
lem is treated in [S], [9], and [4]. 
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THEOREM 4.2. The interpolation matrix polynomial of the Lagrange 
interpolation problem is given by 
P(x) = ; F(q)@ *** 0 wi 1 ... o,,,2 0 , .a* 0) 
i=l 
x(v, + v,x + *** +v,Lx-I), 
where 
(V, v, ... V,) = [col( XJ’);‘=;l] -I, 
with V, an np X p matrix. 
Proof. The interpolation matrix polynomial P(x) = A, _ 1 X” ’ 
+ *.* +A,x + A, is determined by a linear system of np* equations and np* 
unknowns, 
P(Xi)Wi,j=F(Xj)“j,j, j=l,...,mi, i = l,...,k. 
In block form we get 
(A, A, a** A,_,) XT2 
(see proof of Theorem 4.1). 
This means that the coefficients of P(x) satisfy 
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forj = O,l,..., n - 1. But then we have 
P(x) = (F(+,,, *** F(x&,, F(+,,, *** 
x(v, + v,x + *** +v,x”-1) 
or 
P(x) = i F(q)(O *** 0 Di 1 ... I+_, 0 
i=l 
x(v, + v,x + ... +v,c’), 
with m1 + ... +m,_l zeros before vi 1 and mitl + ... +m, zeros after 
oi m . n , I 
THEOREM 4.3. The interpolation matrix polynomial of the Lagrange 
interpolation problem is given by 
P(X) = 5 F(xi)Wi(x), 
i=l 
where 
The vector wfj is the (m, + *a* +rniPl +j)th row from V,,, and Q,(X) is 
the manic matrix polynomial of degree n with Jordan pair (X, J). 
Note that the vectors wi,j are left rootvectors of the matrix polynomial 
&< x) (Section 1). 
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Proof. The proof of this theorem consists of three parts: 
(a) Jv, - V,XJ”V, = 0 and JVi - V,XJ”V, = V,_,, where i = 2,. . . , n. 
To show these relations we consider the similar standard pair (X’, C,) with 
X’ = (I 0 ..’ 0) 
and 
c, = 
0 I 0 ’ . . . 0 
0 0 1 . . . 0 
0 
0 0 . 0 ..: I 
-B, -B, -B, --* -K-1 ] 
where Q,(x) = lx” + B,_l~n-l + *** +B,X + B,, the manic matrix poly- 
nomial with Jordan pair (X, 1). This means that X = X’S and J = S ‘C,S 
with S = col(XJ’);=;: ( see Section 1). The matrix col( X’Ci>r:t satisfies 
because 
X’ 
X’C, 
XT,2 
X’cy 
xrc,k = (0 . . . 1 . . . ) 
with Ionthe(k + 1)thplaceandk =O,l,...,n - 1, 
= (-B, -B, a.. -B,_r) for k=n. 
So the matrices V,’ are given by 
(0 
V,l= ; with Z on the i th place. 
,O, 
90 
But then we have 
II 
c, 6 
0 
= 
or 
Consequently, 
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‘0 'I 
- 0 (-B, -B, **. -B,_,) 0 
;, \O 
1 0 I 0 \ 10 
0 - 0 =G, 
-b,, 4, \o, 
c,v; - v;x’c;v; = 0. 
s-‘c,ss-‘vi - s-‘v,‘x’ss-lc~ss-‘v; = 0, 
or 
JV1 - v,x]v, = 0. 
For i = 2,3,. . . , n we have 
1 0 ’ ’ 0 o\ 
i 0 Z 
- 0 0 =o’ 
-Bi_l 1 \ -Bi_, 0, 
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In other words, 
C,V,’ - V,lX’C~V,’ = ViLl, 
or 
s-lc,ss-‘v,’ - s-1v’x’ss-‘c;spv’ = s-iv.’ 
n t-1, 
so that 
Jy - V,,XJ”V, = vi_,. 
(b) V,,Qn{r) = (xZ -JXV, + V,X + *** -Vnx”P1). The monk matrix 
polynomial Q”,(r) with Jordan pair (X, I) is given by 
&IT) = xrlz - XJ”(V1 + v,x + 0.. +vnxn-1). 
(see Section I). But this implies we immediately get the required expression 
from the relations proved in (a). 
(c) Finally, we show that 
From the property proved in (b) we get 
(xl -J)_‘V,&(x) = (vl + v,x + *** +Vnx”-l). 
If we call I_ the np X np diagonal matrix with 1 on the (ml + ... +mi_ 1 + 
j)th row, where j = 1,2,. . . , rni and 0 on the other places and we multiply 
both sides of the equation on the left with this matrix, we get 
1 
A: - xi 
( 0 ’ 
$1 
WFrn 
I 
\ i ) 
&(x) = ZrnL(Vl + v,x + ... + vnxn-1). 
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Multiplication of this equation on the left with the matrix X gives 
= 0 0 ... 0 vi,l *** vi,m, 0 *** 0) ( 
x(v, + v,x + -*. +I+-l), 
so that the previous theorem gives the required expression 
We get another representation of the interpolation matrix polynomial if 
we choose the points xi and the corresponding vectors in a special way. This 
representation will be very useful for the construction of quadrature formulas. 
THEOREM 4.4. IdA( e a or n J da p air of the orthonormal matrix 
polynomial P,,(x). Then the interpolation matrix polynomial of the Lagrange 
interpolation problem is given by 
P(X) = iF(Xj)wi(x)P 
i=l 
with k the number of different zeros xi, mi the multiplicity of xi, vi,j the 
vectors associated with xi, and 
I 
\ ‘SF1 Pn+lWTR+Jn(x) 
Wi(X) =(vi,l ... vi,m,)K;l ; 
VL 
x - xi 
I t 
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The m, x m, matrix Ki satisfies 
93 
with 
n-1 
Kn-l(X, Y) = J~op,(Y)Tp,(x). 
Note that the Jordan chains of the orthonormal polynomials P,(r) have 
length 1. So, if xi, x2,. . . , xk are the zeros of the orthonormal matrix 
polynomial P,,(x) with respective multiplicities m,, m2, . . . , mk, then every 
xi is associated with nonzero and linearly independent vectors vi i, . . . , vi, _. 
Furthermore, Cl;= Imi = np, and the matrix col( Xj’):It is nonsingular. In 
other words, these are exactly the requirements which the points and the 
vectors for the Lagrange interpolation problem have to fulfill. 
Proof. From the Christoffel-Darboux identity and from the fact that vi,i 
is a rootvector of P,(x) associated with the zero xi, we get 
n-1 
'fj C PZ(Xi)TPl(x.) 
I=0 
= _v~,p~~+l(li)TT)~+l%(x) 
l,J (1) x - xi 
This implies that the left side of the equation, as well as the right side, is a 
vector polynomial of degree n - 1. In other words the mi X p matrix 
is divisible by x - xi. 
Set 
/ v,T1 ’ 
Wi(x) =A ; 
Pn+l(“i)TR+lEb) 
V?‘, 
x - x, 
I 
94 ANN SINAP AND WALTER VAN ASSCHE 
Then this.matrix polynomial of degree II - 1 satisfies 
Wj( xl)Ul,j = 0, j = 1,2, . . . . ml, I = l,..., i - 1,i + l,...k, 
because there is no singularity for x1 z xi and P,(xl)ol, j = 0. Now we 
determine the p X mi matrix A such that 
wi( xi)“i,j = ui,j> j=1,2 ,..., mi. 
From (1) we get the following equation: 
n-l 
'fj C Pl(Xi)TPl( ‘)‘ui,s 
I=0 
Let x approach xi; then this becomes 
n-l 
= -( Ki)j,s' 
So the matrix A satisfies 
/ 
$1 \ 
A ; P~+l(Xi)TDn+lP~(Xi)ui,s = ‘i,s s= 1,2 ,..., mi, 
&I ? I 
01 
(Ki)l,s 
A W2.S 
U,,s, s = 1,2 ,...,m,. 
,Gl.~, 
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Consequently, A satisfies 
or 
A = (vi.1 vi.2 ... v~,,,~,)K,~. 
Bringing everything together, we get 
lvj7. ’ 
‘;I c+l(xJTQ+lw) 
Wj(X) =(Vi,l .” vi,nl,)Ki’ . 
VTn, , 
x - xi 
I 
where 
1 T \ 
'i, 1 
Finally we have to show that the matrix K, is nonsingular. To this end we 
show that - Ki is a symmetric and positive definite matrix. From the fact that 
K,_ Jxi, xi> is a symmetric and positive definite matrix, we get 
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Let w be a m,-dimensional vector; then we have 
This expression is always > 0 and only equal to 0 if the vector 
is equal to 0. But the vectors vi i, . . . , ui m are linearly independent, so that 
wr(-Ki)w = 0 if and only if w = 0. S’o ‘-I$ is a symmetric and positive 
definite matrix, and taking the inverse of it will not be a problem. n 
SPECIAL CASE. If p = 1, we consider n different points x1,. . . , x, and 
associate a nonzero number ui with every point xi. The interpolation 
polynomial for a function f(x) is given by 
with 
-1 
Wi( x) = -vi 
Z;_Pn+I(4d”+lPn(4 
uiK,_l( xi, q)q z x - xi 
-P71+l(+n,n P*( x) 
k n+l,n+lKn-ltXi, ‘i> ’ -‘i 
(’ - ‘i) PL( ‘i) . 
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EXAMPLE. Consider the orthonormal matrix polynomials on the interval 
[ - 1, 11 with respect to the weight matrix function 
W(x) = 
;(I - x2)-l’2 0 
0 $1 - x2)1’2 
The recursion coefficients are given by 
E, = 0 for n 2 0, 
In this case the orthonormal matrix polynomials are 
In general, we have 
p74x> =
i 
GT,( x) 0 
0 1 v,(x) * 
Consider P,(x); then the zeros and the corresponding rootvectors are given 
bY 
1 
xl=p x2=+3=f,x4=;, 
98 
This leads to 
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K,= -(l 0) I;1 O )(I)= -2 
( 1+2 0 
and 
W,(x) = (;)+o wx_ &( y ;) 
1 
2 0 
x 
i I( 2&x2- fi 0 0 ; 0 4x2 - 1 1 
In a similar manner we find 
K, = -32, 
K, = -8, 
Let F(x) be given by 
F(x) = (,,:, 6x 
4x - 3 
): 
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then the interpolating matrix polynomial given by 
P(x) = 
-36 
-2&-3 i 
Wz(“) 
6x 
4x - 3 
= F(x). 
Let F(x) be given by 
then the interpolating matrix polynomial is given by 
5. GAUSSIAN QUADRATURE 
Let W(X) be a matrix weight function defined on the interval [a, b]. Then 
we are going to approximate the integral of matrix functions by means of a 
sum of the form 
j%( x)W( x)G( x)“ dx = i F( q)R,G( x#, 
a i=l 
where A, E [WP’P. 
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5.1. Quadrature Formulas 
The numerical integration problem consists in finding points xi and 
matrices Ri, where i = 1,. . . , k, so that the formula will have the highest 
possible degree of precision. This degree of precision of a quadrature formula 
isequalto m(E N)if 
Note that this agrees with the accuracy of the quadrature formula 
/‘F( x)W( x)G( x)’ dx = ; F(xi)hiG( X# 
a i=l 
for matrix polynomials which satisfy deg F(r) + deg G(x) < m. 
It will be convenient to choose 
with ui r,...,ui m linearly independent, nonzero vectors and E~=,rni = np. 
The numerical integration problem consists then in determining xi, vectors 
v~,~, and matrices Ai, where j = 1,. . . , mi and i = 1,. . . , k, so that the 
formula will have the highest possible degree of precision. We will show now 
that 2n - 1 is the highest degree of precision for a quadrature formula of the 
postulated form. 
THEOREM 5.1. A quadrature formula of the form 
/‘F( r)W( r)G( r)’ dr = 5 F( ri)‘,G( ri)r 
a i=l 
cannot be exact for all matrix polynomials F(x) and G( x> satisfying 
deg F(x) + deg G( r) 6 2n. 
MATRIX-VALUED FUNCTIONS 101 
Proof. Let F(X) = G(X) = &(x), yhere Q,,(X) is the manic matrix 
polynomial of degree R which satisfies &(x~>D~, j = 0 for j = 1,2,. . . , mi 
and i = I,2,..., k. In this case we have 
j%( x)W( x)G( x)’ dx = /“&( x)W( x)&( x)“ dx > 0. 
a a 
On the other hand we have 
i=l 
so that the quadrature formula cannot be exact in this case. n 
In the following properties we will show that it is possible to construct a 
quadrature formula with degree of precision 2n - 1. 
THEOREM 5.2. Let (X, J> be a Jordan pair of the orthonormal matrix 
polynomial P,(x) on the interval [a, b] and with respect to the weight matrix 
function W(x). Then we have 
/ 
%( x)W( x)G( x)’ dx = i: F( xi)AiG( x~)~, (2) 
a i=l 
where k is the number of different zeros xi, mi is the multiplicity of xi, vi,j 
are the vectors associated with xi, 
I VT1 ’ 
ni = (Vi l *** q,,) L,Yl : ) 
v11‘, . L 
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This quadrature formula is exact for matrix polynomials F(X) and G( X> 
which satisfy 
deg F(X) + deg G( X) < 2n - 1. 
Proof. If we replace F(x) and G(r) by their interpolating matrix 
polynomial from the Lagrange interpolation problem (see Theorem 4.41, then 
we get 
I%( x)W( x)G( x)’ dx = k i F( x&I,,~G( x$“, 
0 izlj-1 
with 
PIS 4’ 
-W(x)- 
x - xj 
dxDn+lpn+l(xj) 
From the Christoffel-Darboux identity we get 
/ T ’ 
vi, 1 
; K,_,(X,Xi) = - : 
Pr,+l(xi)TDn+lPn(X) 
VTm V? 
x - xi 
I 
1. m, 
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so that 
x I b&-,(x, Xi)W(X)K,,_l(X, Xj)’ dx a 
i 
VT \ 
I, 1 
= (ql ... qm,)K;l ; K,,_,(Xj,Xi) 
din , 
I 
But for i # j we have 
= v';,$,(xj, ++ 
=v,,P,(',)"D,,+,Y,+,(*j) -Pn+l(xi)TDn+IPn(Xj) 
1,s xi - xi 
'j.t 
= 0. 
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so that hi, j = 0 for i # j. For i = j we get 
where 
which was to be proved. 
Now we show that this quadrature formula is exact for matrix polynomials 
F(X) and G(X) satisfying 
degF(x) + degG(x) < 2n - 1. 
If F(x) and G(x) are matrix polynomials with degree < n - 1, then the 
quadrature formula will be exact because the interpolation matrix polynomials 
are exactly F( X) and G( x). Let F( x) b e a matrix polynomial of degree n + I, 
and G(r) a matrix polynomial of degree n - I - 1, where 1 = 0, 1, . . . , n - 1. 
Then G(x) satisfies the equation 
G(X) = i G( xi)Wi( x)7 
i=l 
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because deg G(X) < n - 1. On the other hand F(x) is approximated by a 
matrix polynomial of degree n - 1: 
F(x) = ; F(q)W,(r) = P(r). 
i=l 
This implies that F(x) - P( ) . x 1s a matrix polynomial of degree n + I, with 
zeros rr, x2, . . . , xk and rootvectors or, r, . . . > 01, nzI> . . . , ok, 1, . . . , ok, mk* But 
then we have 
F(x) - f’(x) = R(x)P,(x), 
with R(x) a matrix polynomial of degree 1, (see Section 1). So we get 
/ 
‘F( x)W( x)G( x)’ dx 
a 
= (“P( x)W( x)G( x)“ dx + ibR( x)P,,( x)W( x)G( x)’ dx 
= i P( xi)RiG( X# + 
i=l 
= i P( xi)hiG( Xi)’ + 
i=l 
= ic qxi)A,G(# + i R,j”P,,( x)W( x)x’G( ix)’ dx. 
i=() 0 
The last integral will vanish because deg x’G(x) < I + n - I - 1 = n - 1 
and P,(x) is orthogonal to every matrix polynomial of lower degree. Further 
we have 
= F(x~)(v~,~ ... u~,~,)L;~ ; , 
VT ?I, , I 
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/ 
h~(x)W(~)G(~)Td~= ;P(xi)‘iG(Xi)‘* 
a i=l 
The case where deg G(x) > n is treated in a similar way, but we can also 
take the transpose of the above-mentioned equation. n 
We have shown that using the zeros and the rootvectors of the orthonor- 
ma1 matrix polynomials on the interval [a, b] with respect to the weight 
matrix function W(x) leads to a quadrature formula with degree of precision 
2n - 1. 
Note that L, is a symmetric and positive definite matrix (see proof of 
Theorem 4.4) and so A, is a symmetric and positive semidefinite matrix. 
EXAMPLE. Consider the orthonormal matrix polynomials on the interval 
[ - 1, l] with respect to the weight matrix function 
W(x) = 
;(I _ x2)-l’2 0 
0 ;(I - x2)1’2 
We already mentioned that 
with zeros 
and rootvectors 
or= o > 
i 1 1 II2 = i 4 o 1 1 v3= ( 0 3 1 > v4= i 1 -2. 0
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The quadrature coefficients can be computed as follows: 
In a similar way we find 
Suppose we have the following matrix polynomials: 
7X + 1 5x’- 1 
2X: 5 4X6x 3 
then 
lbF( x)W( x)G( x)’ dx 
a 
7 
2&-3 
3 
+ 
2 7 
-7/&+1 -2&-3 
107 
= i 
23 33 
2 
12 il 25 . 2 
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5.2. Convergence 
The Gaussian quadrature formula converges to the exact value of the 
matrix integral of the functions F(X) and G(X), even without imposing severe 
conditions on those functions. 
THEOREM 5.3. Let F(x) and G(x) be continuous matrix functions on 
the finite interval [a, b]. Then we have 
with xi”’ the zeros of the orthonormal matrix polynomial P,,(x) on the 
interval [a, b] with respect to the weight matrix function W(x), and with A(n) 
the corresponding quadrature coejkients. 
In the proof of this theorem we will use the following proposition about 
matrix norms: 
PROPOSITION 5.4. If A,, A,, . . . , A, are symmetric positive semidefinite 
p x p matrices, then they satisfy 
with 
and p(A) the spectral radius of A. 
Proof. Suppose ffii) 2 ... > ~2:) > 0 are the eigenvalues of Ai and 
yi > *+. > y, 2 0 are those of Cf= i Ai. Then we have 
i II AiIIz = 5 “ii) < i 2 olj”) = $ tr Ai = tr 5 Ai 
i=l i=l i-1 j=l i=l i=l 
= 2 y, <py, =p 
j=l 
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If the interval [a, 61 is finite, we have another useful inequality, namely 
(see [13, p. 781). 
Proof of Theorem 5.3. We will distinguish three cases: 
(1) G(X) = 1. Since the matrix function F(X) is continuous, every Fi,i( X) 
will be continuous. This means that every element can be approximated 
arbitrarily closely by a polynomial and thus 
So we have 
But the first term of this sum satisfies 
G abllF( x) - Q,J x)11, / IlW( x)llz dx 
< .s 
/ 
‘llW( x)112 dx. 
a 
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The second term 
II Lb&( x)W( x) dx - t &,( $))A(;) = o i=l II 2 
for m < 2n - 1, and the third term can be bounded as follows: 
So we have 
I/ jhF( x)W( x) dx - i F( $))A$‘) n i=l II 2 
< E jbllw( x)ll, dx + $ llA$“‘ll~ 
i a i=l 
But from the previous proposition we get 
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and thus we have 
I/ jhF( x)W( x) dx - ; F( x~“‘)h(:‘) a i=l =s &( 1 + p) jbllW( x)llg dx. 2 a 
But this means that 
jbF( x)W( x) dx = lim i F( ,in))tif). 
0 n-m i=, 
(2) G(r) is a matrix polynomial. Suppose G(x) = G, x’ + G,_ I ZC- ’ 
+ . . . + G, x + G,. Then we have 
k 
This implies that the theorem holds in the case that G(X) is a matrix 
polynomial. 
(3) G(x) is a continuou,s matrix function on the inter-ual [a, b]. In this 
case, both functions F(x) and G( ) x can be approximated arbitrarily closely 
by a matrix polynomial: 
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This gives 
+ _/+Q~( X)W( X)G( x)’ dx - 5 Q~( $))ti;)G( x!~))~ II a i=l II 2 
+ II ; Q,n( $+lo)G( z$))~ + i$l F( $))ti;)Pl( x;“‘)~ i=l 
- 5 Qm( x;“))ti;)Pl( xin’)’ - il F( xi"))ti;)G( x;~‘)‘~~~. 
i=l 
From the previous case we get that the second and the third term are 
arbitrarily small (< E) for n sufficiently large. The fourth term is equal to 0 if 
m + 1 < 2n - 1, and the other two terms can be bounded as follows: 
< /“llF( x) - Qm( x)112 IlW( x)112 llG( x) - pd x)112 dx 
a 
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and 
i=l 
Hence for n large enough 
II j%( x)W( x)G( x)’ dx - ; F( $')ti;'G( “In))’ (1 i=l I/ 2 
<2&f F2 
/ 
‘lIw( x)11, dx + 5 Il$% 
0 i=l 
< 2.5 + c”( 1 + p)j’IIW( x)lledx, 
a 
which proves the convergence of the Gaussian quadrature formula. 
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