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ABSTRACT 
Diffusion-weighted magnetic resonance imaging plays an increasingly 
important role in the diagnosis of several brain diseases by providing detailed 
information regarding lesion based on the diffusion of water molecules in brain 
tissue. Conventionally, the differential diagnosis of brain lesions is performed 
visually by professional neuroradiologists during a highly subjective, time-
consuming process. Within this context, this study proposes a new technique for 
automatically detecting and classifying major brain lesions of four types: acute 
stroke, chronic stroke, tumor and necrosis. An analytical framework of the brain 
lesions consists of four stages which are pre-processing, segmentation, features 
extraction and classification. For segmentation process, adaptive thresholding, gray 
level co-occurrence matrix, region splitting and merging, semi-automatic region 
growing, automatic region growing and fuzzy C-means were proposed to segment 
the lesion region. The algorithm performance was then evaluated using Jaccard 
index, Dice index, and both false positive and false negative rates. Results 
demonstrated that automatic region growing offered the best performance for lesion 
segmentation while acute stroke gave the highest rate with 0.838 Dice index. Next, 
statistical features were extracted from the region of interest and fed into the rule-
based classifier designed to the best suit to the lesion’s features. The performance of 
the classifier was evaluated based on overall accuracy, sensitivity and specificity. 
The overall accuracy for the classification was 81.3%. In conclusion, the proposed 
automated brain lesion classification method has the potential to diagnose and 
classify major brain lesions. 
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ABSTRAK 
Pengimejan magnetik resonan pemberat-resapan memainkan peranan yang 
semakin penting dalam mendiagnosis beberapa penyakit otak dengan memberikan 
maklumat terperinci berkenaan perbezaan jelas lesi ke atas resapan molekul air di 
dalam tisu otak. Secara konvensional, perbezaan diagnosis lesi otak dilaksanakan 
secara visual oleh pakar neuroradiologi profesional dengan proses subjektif serta 
memakan masa yang lama. Dalam konteks ini, kajian ini mengusulkan teknik terbaru 
untuk mengesan dan mengkelaskan lesi otak utama yang terdiri daripada empat jenis: 
strok akut, strok kronik, tumor dan nekrosis. Analisis rangka kerja bagi lesi otak 
terdiri daripada empat peringkat iaitu pra-pemproses, pengsegmenan, pengekstrakan 
ciri dan pengkelasan. Untuk proses pengsegmenan, teknik ambang adaptif, matrik 
gray level co-occurrence, rantau pemisahan dan penggabungan, rantau berkembang 
separa automatik, rantau berkembang automatik dan fuzzy C-means dicadangkan 
untuk mensegmen rantau lesi. Prestasi algoritma kemudiannya dinilai menggunakan 
indeks Jaccard, indeks Dice, dan kedua-dua kadar palsu positif dan negatif. 
Keputusan menunjukkan teknik rantau berkembang automatik memberikan prestasi 
terbaik untuk pengsegmenan lesi sementara strok akut memberikan kadar indeks 
Dice tertinggi iaitu 0.838. Kemudian, ciri-ciri statistik diekstrak daripada rantau 
tarikan dan diinputkan kepada pengelas berasaskan peraturan yang telah direka untuk 
disesuaikan dengan ciri lesi. Prestasi pengelas dinilai berdasarkan kejituan 
keseluruhan, kepekaan dan kekhususan. Kejituan keseluruhan untuk pengkelasan 
adalah 81.3%. Sebagai kesimpulannya, teknik klasifikasi automatan lesi otak yang 
dicadangkan mempunyai potensi untuk mendiagnosis dan mengklasifikasi lesi otak 
utama. 
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
Diffusion-weighted magnetic resonance imaging (DW-MRI or DWI) is 
increasingly having an important role in the diagnosis of many brain diseases. This 
medical imaging technique provides higher pathologic or lesion contrast based on 
diffusion of water molecules in brain tissues, compared to conventional MRI. This 
unique information of diffusion properties plays a key role in evaluating multiple 
neurologic diseases, especially for stroke detection (Mukherji et al., 2002, 
Holdsworth and Bammer, 2008). It also gives additional information for cerebral 
diseases such as stages in neoplasm (cancer, tumor, and necrosis), infections, and 
others.  
DWI is considered as the most sensitive technique in detecting acute 
infarction and is useful in giving details of the component of brain lesions (Mukherji 
et al., 2002). In DWI, image intensity and contrast only depend on the strength of 
diffusivity of tissue. Tissue with altered diffusion rates may appear with either 
hyperintense or hypointense on a pixel basis, which is absent in healthy tissue. Such 
information forms vital image characteristics that may lead to the classification of 
several brain-related diseases.  
Automatic brain lesion detection and classification is necessary to implement 
successful therapy and treatment planning. Computer-aided detection and diagnosis 
system (CAD) has become a major research subject in diagnostic radiology to assist 
