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The purpose of this paper is to establish some additional properties of the 
normal convex integrands as studied by R. T. Rockafellar and to define the 
conditional expectation of a normal convex integrand relative to a o-algebra. 
By duality the inf-convolution of a normal convex integrand relative to this 
u-algebra is then introduced. Some properties of the subdifferential of the new 
functionals are proved, and martingale type results are given on the conditional 
expectation and its dual. 
This paper is the first part of d thesis prepared under Professor J. L. Lions 
and Professor A. Bensoussan of the University of Paris at the Institut de 
Recherche d’lnformatique et d’Automatique (78 Rocquencourt France). The 
results which are proved here will be applied in the next parts, especially to 
optimal stochastic control. 
L’objet de ce travail est 1’Ctude d’un certain nombre de propriMs des 
intCgrales convexes d’un point de vue probabiliste. 
L’approche qui en avait ttC faite par Rockafellar dans [13]-[16] avait 
essentiellement pour objectif des applications A des probl&mes dkterministes 
oh “l’observation” n’intervient pas de faGon essentielle. -Pour les utilisations 
que nous avons en vue - contr8le stochastique, probl&mes de dCcision - il 
est ntcessaire de s’intbresser a l’observation et en constquence de pouvoir 
dCfinir 1’espCrance conditionnelle d’une intCgrale convexe, et par dualit& 
son inf. convoluCe par rapport A une a-algkbre. 
Nous avons largement utilisC [l l] et [17] pour les r&ultats g&Craux d’ana- 
lyse convexe et les travaux de 
Catah [A, [31, [41, [51 
Rockafellar [13], [14], [15], [16]. 
Valadier [18], [19], [20]. 
Van Cutsem [22], [23]. 
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11 en sera d’ailleurs constamment fait mention dans la suite. 
Nous avons adopt& une approche plus fonctionnelle que geometrique. 11 
va de soi que ces deux approches se recoupent parfaitement. 
0. RAPPELS SUR LES MULTIAPPLICATIONS MESURABLES 
(Sz, LZ, p) designe un espace de probabilite complet, V un espace de Banach 
separable reflexif. 
On se referera a [2], [6], [14], [16] pour les demonstrations. 
(A) Soit T une multiapplication B valeurs fermees dans I’ definie sur Q. 
Alors T est dite mesurable si l’une des trois propriMs tquivalentes 
suivantes est vCrifiCe: 
(a) T est de graphe xz @ LZY( V) mesurable. 
(b) T-l(C) est mesurable pour tout ferme C de V. 
(4 W) = GJ; WJ) f $1 est mesurable, et il existe une famille 
denombrable de sections mesurables de r definies sur D(F) et not&e {fn)nEN 
telle que pour tout w de D(T), {fa(~)}n.N est dense dans P(w). 
On en dtduit: 
(B) Si T’ est une multiapplication mesurable a valeurs fermkes non vides 
dans V, w --f 11 r(w)11 est mesurable. 
En effet 
(C) Si r est une multiapplication mesurable, B valeurs fermkes non 
vides dans V, alors la fonction definie sur Sz x V’: 
b, 4 - dv’ I r(4) est a @ B( V’) mesurable. 
En effet 
dd I r(4) = s;~w,f,w. 
(D) Si r est une multiapplication mesurable a valeurs convexes fermees 
non vides dans I’, si (w, v’) ---f ~(v’ 1 r(w)) est a @ 99( V’) mesurable, r est 
mesurable. 
En effet q( * I r( *)) est un integrant normal au sens de Rockafellar (voir 
[16] et 11-l-(2)). 
Alors &t.,(.) est aussi un integrant normal dCfini sur .Q x V. T est done 
de graphe mesurable. 
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(E) Si T est une multiapplication mesurable a valeurs fermees non 
vides dans I’, f est mesurable. 
On applique (C) et (D) successivement. 
I. PR~LIMINAIRES 
Dans toute la suite, (~2, KZ, p) designe un espace de probabilite complet, a 
une sous a-algebre compl2te de LZ. 
On notera par V un espace de Banach kparable rt$exif, et par V’ son dual 
( ) est le crochet de dualid. 
1. Espaces de’composables . 
Suivant Rockafellar dans [13] et [16] on pose la definition suivante: 
DEFINITION 1. On dit qu’un espace L=( V) de classes de fonction mesura- 
bles a valeurs dans V est decomposable si: 
(a) &,a( V) CLa( V). 
(b) XEL&(V)AE~ 3 l,xeL&(V). 
LEMME 1. Soient La(V) et L’&( V’) deux espaces dtkomposables, mis en 
dualite’ par: 
(x, 4 --j E(x, a>* 
Alors L&(V) C LIa(V) (resp. L’a(V’) C Lla(V’)) et L,&(V) est dense dans 
La(V) (resp. L,=( V’) est dense dans L’a( V’)). 
Preuve. En effet montrons que si x EL”(V), alors x E LIa( V). Pour tout 
Clement v de V, il existe v’ dans V’, avec ]I v’ 11 = 1, tel que (v’, v) = I/ v ]I . 
En identifiant x a l’une de ses versions, on peut dtfinir une multiapplication 
de Q A valeurs fermees non vides dans la boule unite de V’ (qui est aussi 
reflexif et separable) 
w -;t iv’; II v’ II = 1, (v’, X(W)> = II x(w)b 
Or w --f 11 x(w)/1 est mesurable. r Ctant de graphe a @g(V’) mesurable 
est mesurable. 11 existe done une section mesurable y de T. 
Or y eLma( v’), done y EL’=( V’). On en deduit que (x, y) est dans L, , et 
x est bien dans LIa(V). 
De plus si x ELM, et si E 11 x(.)11 = 0 alors x = 0 p.s. et x applique 2 
L’a( V’) est bien la forme nulle. 
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V’ Ctant reflexif, on obtient les m&mes rhultats pour L’&(V’). Si Lma(V) 
n’Ctait pas dense dans L,(V), il existerait a: dans L’&( V’) non nul, avec: 
x EL,=(V) 3 E((a, x)) = 0. 
Or ty E&@(V). 11 y a contradiction. 
DEFINITION 2. Si P(V) est un espace dhzomposable, on note L”(V) 
l’ensemble des tlCments de P(V) qui sont g mesurables. 
Remarquons que ,G? &ant compltte, il n’y a pas de difficult6 d’identifications 
de classes de variables alCatoires a ou 93 mesurable coi’ncidant p.s. 
LEMME 2. SiLp(V) etL’a(V’) sont deux espaces dkomposables en dual&, 
L”(V) est un espace fermb dans L”(V) (p our toute topologie compatible avec la 
dualite’) et dkcomposable. Son dual L’“( V’) s’ide-ntifie & L’“( V’)/ker E* et est 
t!galement de’composable. 
Preuve. En effet comme LwH( V) CL,@(V), L,a( V) C La( V). Soit 
x E La( V) et B E~Y. Alors lgx EL”(V) et de plus lgx est 9 mesurable. 
Done 1 Bx E L”(V). De plus Ls( V) est fermC dans L&( V). En effet la topologie 
faible de L=(V) est plus forte que la topologie induite par la topologie faible 
de L1”( V) sur L”( V). Or L,“( V) est faiblement fermt dans Lp( V), et 
L”(V) = Le( V) n L,B( V). 
Soit p une forme 1inCaire continue sur P(V). P(V) &ant fermC dans La( V), 
il existe B dans L’=( V’), tel que: 
x EL”(V) * (8, x> = E(@, 4). 
Or montrons qu’alors: E(j?, x) = E(E9b3, x). 
Si x EL,-@(V), cela rCsulte de la dhinition de 1’espCrance conditionnelle. 
En g&&al soit 
Q, = GJ; n < II x(w>ll < n + 11. 
Alors comme (/?, x) est dans L, , 
la limite &ant prise dans & , et C,” E 1 ln,(fl, x)1 < + co. Or 
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et de plus: 
On en deduit que C; (Es/?, 
Cgale a (E@p, x). 
lQn x ) a une limite p.s. et dans L, precisement 
On peut done bien Ccrire: 
Reciproquement il est evident que des Cltments de L’=( V’) restreints a 
L”(V) definissent des formes lineaires continues sur L9( V). De plus si 
.73‘s/? # IF’/?, alors les formes lineaires sont distinctes: cela resulte de 
L,g( V) CL”(V). L’“( V’) peut done s’identifier a I%?..‘“( V’), qui s’identifie 
lui-meme a L’“( V’)/ker Eg. 
EaL’p( V’) est bien un espace de fonctions 9J mesurables a valeurs dans V’. 
Montrons qu’il est decomposable. En effet comme L,S(V’) CP( V’), 
L,s(V’) est effectivement inclus dans L’“( V’) (deux elements distincts de 
L,B( v’) ayant une “image” differente dans L’B( V’)). 
Enfin si /3 EL’“( V’), /I = Eat!? avec /? EL’~( V’). Si i3 est .G? mesurable, 
1,/l = E91& et comme l,js~LI@(v’), I&?ELI*(V’). 
Remarque 1. Ces deux lemmes sont de nature purement technique, mais 
ils seront utilises dans la suite de l’etude, 
2. Quelques propri&t% des multiapplications mesurables. 
TnBoGME 1. Si une multiapplication mesurable r d valeurs fmLes non 
vides dans V est telle que l’ensemble des sections intk’grables de r est non vide 
et borne’ dans L,&( V), alors 11 r( -)I1 appartient &L,+. Toute les sections mesurables 
de r sont dans L,=(V) et forment un ensemble faiblement relativement compact. 
Preuve. Montrons tout d’abord que toute section x de I’ est mesurable 
est integrable. Soit x,, une section integrable de I’. On pose: 
AIors x, est une section mesurabfe de I’, et de plus elle est integrable. 
L’ensemble des sections integrables &ant borne, il existe M > 0, tel que 
pour tout n: E II x,(*)/l < M. 
On en deduit: E(lQn 11 x(.)lj) < M pour tout n. Comme up Sz, = J.2 
x est bien dans Lp( V). 
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Soit (fn} une famille denombrable de sections mesurables telles que pour 
tout w, (f,(w)> est dense dans F(w) (voir O-A-C) pour ce rksultat). Pour 
tout m, E supiGm Ilff(-)l\ < M. En &et Q = uy sZj avec 
Qj z- bJ; llf~(~)ll = yz: llfi(~)ll: 
\ 
et on sait que E/j x.T” lQffj(.)li < M. 
En faisant tendre vz vers l’infini, la suite supiGm l/fi(.)jl &ant croissante, 
on aura: 
Or 
E sup Ilfd-)I1 d M. 
)/ T(.))/ est done dans&+. 
Or w +2?(w) est mesurable d’apres O-E et j] F(w)j] = Ij T(W)\] . 
On applique alors le theoreme de Castaing ([4]). 
Les sections de fi formeront un ensemble faiblement compact dans I.,&( V). 
Remarque 2. On await pu aussi considerer l’integrant fonction indicatrice 
des sections intkgrables de fi et appliquer ensuite le resultat de Rockafellar 
([16]; voir H-1-(4)) p our demontrer la compacite faible des sections in& 
grables de p, 
COROLLAIRE. Soient Le( V) et L’Q( V’) deux espaces dkomposables en dual&. 
Si une multiapplication mew-able h valeurs fermbes non vides duns V est telle 
que E’ensemble des sections mesurables de r appurtenant ci La(V) ferment un 
ensemble non vide faiblement compact duns La(V), alors toutes les sections mesu- 
rabies de F sent duns L&(V). De plus jl r(.)ll est duns h+. Si L”(V) = Lga( V) 
(1 < p < + co), L’cL(V’) = L$( V’), II r(.)\\ est dam L,+. 
Preuve. En effet on sait que Le( V) C Lp( V). Soit x,, une section mesurable 
de r incluse dans La(V), et x une section mesurable de IY Soit 
On pose X, = lo,% + lcQ,xp . Alors x, est une section mesurable de I’ 
et appartient B La(V). La suite {x,),~,,, est done faiblement relativement 
compacte dans Le( V), et en consequence dans LIa(V). Par le theoreme 
d’Eberlein-Smulian ([8], p. 430), i existe une sous-suite, notee (Xn,), conver- 1 
geant faiblement vers 2 dans Lla( V). De plus (x~,) a un point d’accumulation 
faible f’ dam L”(V). 
Montrons que P = X. En effet pour tout V’ de V’, (TI’, a> est limite de 
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Kv’, %,> } dans L, faible. De plus (co’, xn,) converge p.s. vers (w’, x). On 
applique alors le theoreme T21 de [lo] (p. 37) et (v’, a) = (w’, x) p.s. 
On en deduit: i = x p.s. Mais R’ &ant point d’accumulation des x,~ dans 
L=(V) est aussi point d’accumulation des x, dans Lp( V). La topologie faible 
de Lp(V) &ant separee, on aura 2’ = x, dt x est bien dans La(V). Toutes 
les sections sont done dans L&(V), et forment un ensemble borne dans 
L,&(V). On applique alors le theoreme precedent. 
Lorsque La(V) = Lpd( V), on appliquera une methode identique a celle 
du theoreme I en considerant supi Ilfi(.)ll”, pour demontrer que 11 r(.)l/ 
est dans L,+. 
Remarque 3. x est en fait limite faible de {xn,} dans L’&( V’). La suite 
(a$ aurait, sinon, un point d’accumulation dans L’=(V) distinct de x, et 
done dans Lla( V’), un point d’accumulation faible distinct de la limite faible 
x, ce qui est impossible. 
II. INTEGRALES CONVEXES 
1. Quelques rhltats. 
Rappelons la definition par Rockafellar d’un integrant normal ([13], [14], 
U61). 
DEFINITION 1. Une fonction j definie sur Q x V a valeurs dans 
]- co, + CO] est dite integrant normal si: 
(a) j est ti @g(V) mesurable. 
(b) Pour tout w, j(w, *) est s.c.i. sur V et non identiquement + co. 
On a alors les resultats suivants, don& par Rockafellar ([13], [14], [16]). 
(1) j est un integrant normal si et seulement si w + epi j(w, .) est 
mesurable a valeurs fermees non vides. 
(2) Si la dualej* est propre pour tout w alorsj* est un integrant normal. 
(3) Si un espace decomposable L”(V) est en dualite avec un espace de 
fonctions mesurables a valeurs dans v’ L’e( V’) on pose: 
pour x EL”(V), 
pour 01 E L’&( V,), 
r*(a) = j-i*@, 4~)) dp 
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en Cgalant ces quantitks g + CC si il n’y a pas d’espkrance gCnCrali&e. 
Alors: s’il existe x EL~( V), avec I(x) < + 00, I* est la duale de I. Si L’&( V’) 
est dkcomposable, si j est convexe sur I/ pour tout w, et s’il existe 01 dans 
L’“( V’) avec I*(a) < + co, I et 1* sont duales l’une de l’autre. 
Enfin on a le rksultat suivant, quand j est un intkgrant convexe normal: 
(4) Si L”(V) = Lp( V), Ca( V’) = Laa( V’), s’il existe x et 01 respective- 
ment dans Lle( V) et Lma( V’) avec: 
I(x) < + w, I*(a) < + w, 
alors la duale de I* dans (L,&(V))* s’kcrit: si y* E (Lma(V))*, si x est sa 
partie totalement continue, et x,* sa partie singulikre (voir [16]) alors 
I**(y*) = I(x) + tp(x 1 dom I*). 
Dans toute la suite, on supposera (sauf exception): 
(a) Que L&(V) et L’=( V’) sont dkcomposables. 
(b) Que I et I* sont convexes, propres, et done en dualid. 
PROPOSITION 1. Si IO+ est la fonction de recession de I alors 
(IO+) (Y) = j jO+b Y(W)) dP. 
Preuve. En effet soit x eLQ(V), avec .Z(x) < + 00. Alors 
(IO+) (Y) = f>% j ib, x(w) + ~Y@J)) -ih x(w)) 4 x 
En utilisant le fait que le terme sous I’intkgrale croit quand X -+ + co 
et posskde une intkgrale gCnCralisCe, la proposition en rksulte. 
2. Conditions de continuite’ et de semi-continuite’ inft%eure. 
11 est important d’ktudier sous quelles conditions la continuitk d’un 
intkgrant convexe en un point entraine la continuitk en tout point. 
PROPOSITION 2. Si Q est saw atomes, siLa( V) = .&&,a( V),L’Q( V’) = LG,( V’), 
et si 1 < p < + w, si I est continu en un point, il est continnr partout. 
Preuve. Par [ll] p. 26, il suffit de dkmontrer que I est fini partout. On 
peut supposer I continu en 0. Alors on sait qu’il existe 01 > 0, tel que si 
II x L;(V) < 0~ ah-s +) < I(O) + 1. 
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Soit maintenant x quelconque dans I+&(V). On sait alors qu’il existe 
6 > 0, tel que pour tout A E a tel que p(A) < 6, 11 ,x 1jL;(V) < Q. 
Sz &ant sans atome, il existe une partition finie de 52 par des ensembles 
mesurables de mesure infhieure g 6: on pose done Q = (Jr Qi . Or 
jQ+icw +J>> 4 = j &J, l,i 4~)) do - jCn,j(,, 0) dp. 
done 
I A,, l,, X(W)) 4 d 40) + 1 
et de plus 
On en dCduit par somme sur les Q: 
I j(,, +J)> dp < + ~0. 
PROPOSITION 3. Si 52 est saris atome, si V est de dimension jinie, si 
P(V) =L,=(V), L’=(V’) = Lr(V’), si I est continu en un point pour la 
topologie de Mackey, il est continu partout. 
Preuve. On peut supposer que I est continu en 0 pour la topologie de 
Mackey. On va encore montrer que I est fini partout. 
I &ant continu en 0, il existe un voisinage de 0 pour la topologie de Mackey, 
V, tel que si x E V, I(X) < I(0) + 1. 
Les parties polaires des parties faiblement relativement compacts Ctant 
une base fondamentale de voisinages de 0, il existe une partie X faiblement 
relativement compacte dans LIQ(V’) telle que: 
h&S? I 
SUP <+I, QJ)) 4 < 1 * Q) < I(O) + 1 
V’ Ctant de dimension finie, h s’&rit hlv’ + *.. + h,v,’ et on en dCduit que 
2 est faiblement relativement compact si et seulement si {hi}hExBhSxhiVi 
est faiblement relativement compact dans 15, , ou encore grace B [8] (Corol- 
laire 10, p. 293) si (11 h(.)ll}hoH est faiblement relativement compact dans Ll . 
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Mais grace a [8] (C orollaire 11, p. 294) p our tout E > 0, il existe 6 > 0, 
tel que si p(A) < 6 alors 
Soit x dans LmQ(V), distinct de 0. On choisit E = l/i/ x jlL,au,) . Alors 
sup s <x(w), &JJ)) dp < 1 hE# A 
quand p(A) < 6. 
On fait alors une partition finie de D et on pro&de comme pour la proposi- 
tion prtddente. 
Nous allons maintenant montrer un resultat Ctendant un resultat de 
Rockafellar [ 151. 0 n suppose ici que I est defini par un integrant normal non 
necessairement convexe. On fait les hypotheses suivantes: 
il existe 
x0 E ha(V) Go) < + co. 
il existe 
“0 E L,a( V’) I*@,) < + co. 
THBOR&ME 1. Si V est de dimension jkie, si D est suns atome et si I est 
faiblement s.c.i. SW Lla( V), I est un intgrant convexe. 
Preuve. Ce resultat gCnCralise celui de Rockafellar dans [15], avec une 
demonstration saris doute plus simple. Nous obtenons le theoreme en trois 
&apes. 
LEMME 1. Pour que I soit faiblement s.c.i., il faut que l’ensemble non vide 
des sections intbgrables de w + epi j, soit faiblement fermi’. 
Preuve. Soit A une partie mesurable de Sz. Alors x -+ jA j(~, X(W)) dp est 
Cgalement faiblement s.c.i. En effet 
s j(,, X(W)) 4 = WAX + lc~xo) - A s A,> Xo(W))dP* CA 
Or 1(x0) < + co et l’application x--f 1,x + lCAxo est affine continue de 
L,=(V) dans lui-m&me. 
Soit alors 4, B adherents faiblement a l’ensemble des sections integrables de 
w + epij, . 
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De la semi-continuitt inferieure faible de 
on deduit: 
x -+ Aj(W’ X(W)) dP, s 
[A~~w, a(w)> 4 G j, 4~) 4’ 
et en consCquencej(w, .2(w)) <02(w) p.s. . ($,a) est done une section integrable 
de w+epij,. 
Remarque 1. La dimension finie de I7 n’est pas encore intervenue. 
LEMME 2. Soit r une m&application mew-able ci valeurs faiblement 
compactes dans V de dimension finie telle que (1 r( .)I[ appartient ri L,+. Si .Q 
est sans atomes, pour que l’ensemble des sections intJgrables soit faiblement compact 
dans LIa( V), il faut et il su$t que r soit p.s. h valeurs convexes. 
Preuve. La condition suffisante est classique. Nous donnons une demon- 
stration de la necessite de la condition de convexite. Soit f une section mesu- 
rable de w -+ f(w). (f est mesurable par O-E) Soit A une partie mesurable 
de Q. On note @(A) l’ensemble des sections mesurables x de F telles que: 
Par le theoreme de Liapounov, g(A) es non vide. Si f n’est pas une section t 
de r, on a : 
fj @‘(A) = 4. 
Or g’(A) est faiblement compact pour tout A. On en deduit: il existe une 
famille finie de Ai mesurables tels que ni g(AJ = 4. 
Or considtrons la famille finie des parties minimales (ne contenant stricte- 
ment aucune autre partie) engendree par C et n par les Ai . Sur chacune de 
ces parties Bj par le theoreme de Liapounov, il existe x9 section de r avec 
s xi dp = f. Bj I Bj 
En recollant les xi (car les Bj sont disjoints) on a une contradiction, car on 
trouve un x section de r avec pour tout i: 
s XdP = 4 s A.fdp. t 
Enfin on a le lemme suivant: 
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LEMME 3. Soit r une multiapplication mesurable 21 valeurs fernties non 
vides dans V de dimension jkie posse’dant une section intigrable. Si Sz est sans 
atome, pour que l’ensemble des sections intgrables de T’ soit faiblement fermC 
dans Lla(V), il faut et il sufit que r soit p.s. h valeurs convexes. 
Preuve. La condition sufisante est classique. Montrons la condition 
necessaire. Soit x,, une section integrable de r. On pose: 
B(w) = II %(W)II VI* 
Soit I’: la multiapplication a valeurs convexes fermees non vides: 
w -+ WA ifl(w)) definie pour i E N. 
ri’ est mesurable. En effet ~(v 1 r:(w)) = i/I(w) 11 v j] et la condition O-D 
est bien verifiee. 
On pose 
F;(W) = T(W) n Fi’(w). 
r$!’ est une multiapplication a valeurs faiblement compactes non vides, et 
elle est mesurable, car son graphe est l’intersection des graphes de r et ri’. 
L’ensemble des sections integrables de r,” est non vide (il contient x0) et 
faiblement compact dans L1~(V’) ( c’est l’intersection d’un ensemble faible- 
ment ferme et d’un ensemble faiblement compact). Par le Lemme 2, I’: 
est done p.s. a valeurs convexes. 
En tliminant une reunion denombrable d’ensembles de mesure nulle, on 
voit done que p.s., pour tout i, I’;l(co) est convexe. Done p.s., UisN I’,“(w) 
est convexe. Or comme /I(W) > 1, r(w) = (J r%!‘(w). r est done p.s. a 
valeurs convexes. 
On rassemble alors le Lemme 1 et le Lemme 3. Sous les conditions du 
Theo&me 1, w --+ epi j, est p.s. a valeurs convexes, ce qu’il fallait demontrer. 
3. Sour-dz@wztiation des intigrants convexes. 
On a les resultats de Rockafellar ([14] et [16]). 
(5) Si La(V) et L’a(V’) sont deux espaces decomposables en dualid, 
si I et I* sont deux integrants convexes propres en dualite, alors: 
(a) Pour tout x de L”(V), w --+ aj(w, x(w)) est une multiapplication 
mesurable ([ 141, Corollaire 4.6). 
(b) Pour que (Y appartienne a H(x), il faut et il suffit que: 
4W) E ?i(w, x(w)) p.s. avec 01 EL’=( V’). 
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TH~OF&ME 2. Si I est continue en x,, &nent de L”(V) (pour une topologie 
compatible avec la dualitb)l, alors aI est non vide, faiblement compact, et est 
fwmC de toutes les classes de sections mesurables de w -+ aj(,, x(w)), De plus 
(I aj( ., x(s))11 est dans L,+. 
Preuve. Si I est continu en x0, 81(x,) est non vide et faiblement compact 
par [ll] p. 60. Grlce a (5), on applique le corollaire du Theo&me I-2-1. 
COROLLAIRE. Si La(V) = L,“( V), L’&( V’) = &a( V’), si I est continu en 
x,, EL,=(V) pour la topologie forte, aI est non vide et faiblement compact 
dans Lf( V’). II est for& de to&es les sections mesurables de w -+ j(u, X(W)) et 
w 3 11 aj(,, x(w))/[ appartient f? L,+. 
Preuve. La topologie forte de L,&( V) n’etant gCnCralement pas compatible 
avec la dualid, ce resultat ne peut &re obtenu directement. Nous allons 
utiliser le resultat 11-l-(4) de Rockafellar. 
La duale de I dans (Lwa(V))* s’ecrit: 
I*‘(cY*) = I*(a) + cp(x 1 dom I) pour ci* = CL + x. 
Pour que 01* appartienne a aI( il faut et il suffit que, si 01* = (y: + x, 
alors: 
I*(4 + 4%) + 4x I domI) = (01, x0> + (x, x0>. 
Cela s’ecrit: 
alar 
4x I dam I> = (x9 x0>* 
Or si I est continu pour la topologie forte de Laa( V) en x,, , alI (dans 
L,“(V))* est non vide et faiblement compact. De plus, x,, E int dom I, ce 
qui entraine, si x # 0, p)(x 1 dom I) > (x, x,,). On en dtiduit: si 01* = 01+ x 
est dans aI( x = 0 et OL E H(x). 
Le sous-differentiel de I dans L,“(V’) est done non vide et faiblement 
compact. On r&applique le corollaire du Theo&me I-2-1. 
Remurque 2. Ce dernier resultat n’entraine Cvidemment pas que les 
ensembles 
(a; I*(a) - (OL, x0) < p} pourp > inf I*(u) - ((u, x0) 
sont faiblement compacts, mais ils sont seulement non vides, fermCs et 
born&. 
1 Nous ne donnerons plus cette indication dans la suite. 
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III. ESP~RANCE CONDITIONNELLE D’UN INTBGRANT CONVEXE 
L’objet de cette partie est le suivant: Ctant don& un intkgrant convexe, 
peut-on dkfinir sa restriction aux fonctions g mesurable par un inttgrant 
convexe d&pendant de faGon 98 mesurable de w ? 
On pro&de en deux &tapes: 
- espkrance conditionnelle d’un intkgrant suffisamment rkgulier; 
- passage aux intkgrants gCnCraux. 
1. Espe’rance conditionnelle d’un intkgrant rt!gulier. 
On considkre ici un intkgrant convexe normal j tel qu’il existe h et h’ 
dans L,+ avec: 
1 j(w, x)1 < h(w) jl x // + h’(w) p.s. pour tout x de Y (PropriCt& p). 
THBOF&ME 1. Si un intkgrant convexe normal poss&de la proprie’te’ p, il 
existe un &&rant convexe normal j, tel que: 
(a) il existe des versions h,’ et ha’ de EBh et Egh’ telles que p.s. pour tout 
x de V: 
I j.d~, 4 < b(w) II x II + ha’(w) 
(b) Pour tout x 93’ mesurable h valeurs dans V, si j(., x(*)) posside une 
espkrance conditionnelle g&t%aliske2 alors, 
iA., 4.1) E ETi(*, 4.)). 
Preuve. En effet, on peut considkrer pour tout x de V la classe de v.a.r. 
99 mesurables (EBj) (., x), et on aura: 
l(E% (., x)1 < (@A) (.> II x II + IPh’. 
Soient & et h”,’ des versions de E9h et Egh’. 
Soient (a,) une partition dknombrable 37 mesurable de Q, telle que sur 
chaque fin, , ha et lig’ soient essentiellement born&: on peut prendre par 
exemple la partition de 0 constituke par: 
{w, n < (l&V&‘) (w) < n + l}. 
Alors considtrons les restrictions de (EBj) (-, x), de Egh et Egh’ k 52, . 
2 Pour la dtfinition, voir [lo] p. 49. 
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On peut Ccrire: 
On applique alors le theoreme de Ionescu-Tulcea a l’espace probabilise 
complet (Sz, , L%, p): 1 i existe un relevement isometrique lineaire, p&servant 
l’ordre et les constantes de L,9(sZ,) dans J&“(sZ,). Soit pn ce relevement. 
Quand w appartient a 5J, on pose: 
i&J, 4 = PnV-?~) (.T 4) Cm) 
b(w) = Pn(J+Q(.)) (WI 
b’(~) = Pn(Egh’(.)) (WI’ 
Or les relevements p&servant l’ordre, on a: 
(a) p.s., pour tout X, 
- b(w) II x II - b’(w) <.i,k% 4 
< k&) II x II + b’(w)* 
c’est a dire: 
(b) p.s., i&w, *) est convexe sur K 
P.S., j(w, *) est done convexe, et majoree sur tout borne. x+j(w, X) est 
done p.s. continu; j, est done bien g @a(V) mesurable. C’est done un 
integrant normal qui posdde la propried p. (Cette methode a CtC utilisee 
par Van Cutsem pour la construction d’esperances conditionnelles de multi- 
applications a valeurs faiblement compactes. On se reportera a [22] et [23]). 
Soit x une fonction 98 mesurable a valeurs dans V telle quej( *, x(a)) possede 
une esperance conditionnelle gCnCralisCe. 
Si.b,(~, 4.)) $ -Pj(~, x(.)), ‘1 I existe B non negligeable g mesurable tel que: 
ou bien 
id., 4.)) > .w(*, 4.)) sur B 
ou bien 
j.cd., 4.)) < Jwj’(., %(.>I sur B. 
Soit 




On va montrer que pour tout n: 
ce qui entrainera une contradiction. 
On peut supposer B, non nkgligeable. Alors x EL,~(B,; V). 
ConsidCrons sur L,"(B,; V) les deux fonctionnelles: 
Alors, II et 1s sont telles que: 
pour tout y: 
4(Y) < II h IL, IIY llL,‘%,: V) + II h’ IIL, 
h(Y) G II h IIL, II Y lIL,%,;Y) + II A’ IILl * 
II et I, sont des intkgrants convexes partout finis sur L,a(B,; V). Elles sont 
done continues pour la topologie de Mackey, par H-1-(4). Supposons y 
&tag&e: 
y = f b?;yi > (Bi”)i=l..., 
i=l 
&ant une partition ~27 mesurable finie de B, . 
Alors: 
j-, A~+J>Y(~>> 4 = 5 j- b(,,~i> d% 
” is1 Bin 
Or comme j,( ., yJ E IPj( *, y,), on aura: 
et en condquence, si y est CtagCe, II(y) = I,(y). 
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Or les fonctions etagees sont denses dans L,S(B,; V) pour la topologie 
de Mackey. 
Done, pour tout y de L,#((B,; V), on aura: I,(y) = 12(y). 
Cela entraine bien: 
Le rtsultat est bien demontre. 
Remarque 1. L’hypothbe de convexite a joue un role essentiel mais on 
peut lever cette hypothttse en choisissant un inttgrant qui est, par exemple, 
uniformement Lipschitzien, tout en possedant la propriete p. La continuitb 
de I’esperance conditionnelle se demontre alors en utilisant l’isometrie des 
relevements. 
2. Esphance conditionnelle d’intbgrants convexes gthhux. 
On considtre ici un integrant convexe normal j tel que: 
(a) 11 existe x0 93’ mesurable a valeurs dans I’ avec 
A*, %(‘N ELI * 
(b) 11 existe m,, G LI”( V’) avec 
L’ensemble de ces deux prop&t& sera design& par (PropriCtC Q). 
THIbthW? 2. Si un intkgrant convexe normal posskde la prop&e’ Q, il 
etite ffn in&grant convexe normal j, tel que pour tout x .k%f mesurable ci 
valeuw dans V, sij(-, x(.)) a une esptfrance conditionnelle gt%&alis~e, 
ja est l’unique &t&grant convexe normal posst!dant cette propribtb (en identifiant 
deux intkgrants coincidant p.s.). 
Preuwe. On identifie x0 (resp. 01~) a l’une de ses versions. 
On pose /I = )I “0 1) Vl. AIors @ ELI*. 
On note ji* l’integrant defini par: 
Pour tout i entier ji* est normal car il est bien a @ .G#( V) mesurable, p.s. 
s.c.i. sur V, etja*(w, 01~(w)) < + co p.s. 
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Alors comme B(w) 2 1, 
j*kJ, 4 = ,l& .lj,*(w, a) p.s. pour tout (Y. 
Done, en posant ji = (j,*)*, il vient: 
j(w, x) = /jmw t ji(o, x) p.s. pour tout x. 
Or on a: 
Done 
ji*(w, %0(o)) = j*(w, 010(w)) pour tout w. 
De plus 
ii@, 4 3 (dw), x> - j*(w, cf&>). 
&*(w, 4 3 j*(w, 4 3 (a, x0(w)) - j(w, x0(w)). 
On en deduit: 
j&4 x) <j(w, 4~)) + $(w) (II x II + II x&M 
et par suite 
- B(w) II x I/ - j*( w, 4dw)) G(w, 4 < j(w, G(W)) + $(w) 
(II x II + II %bJ)lb 
On identifie x,, et l’une de ses versions. x,, Ctant 2’ mesurable, on fait une 
premiere partition (SZ,JneN 3%mesurable de 52: 
Q, = {w; 71 < II %(~>ll -=c n. + 1). 
Sur chaque Q, , on aura done: 
- P(w) II x II - i*(w, 90(w)) G.Lh 4 <.ih h(w)) + $3~) 
(II x II + 71 + 1). 
Puis on constate qu’on peut reprendre sur chaque Q,, la methode de con- 
struction de l’esperance conditionnelle du thkoreme prCcCdent mais avec 
certaines precautions: on remarque en effet que la construction de l’esperance 
conditionnelle de ji sur Q, depend: 
(a) De la partition denombrable de Q, choisie. 
(b) Des relevements choisis. 
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On proctdera alors de la maniere suivante: 
- On note hgn, h% , h.$ des versions des esperances conditionnelles de 
B, j*(-, 01o(*)),j(-, x0(*)) sur s2, . 
- On fait une partition denombrablefixe (independante de i) de 9, en 
ensemble ~$9 mesurables (52nn2},sN ou a la fois ban, h$ , h,“, restent essen- 
tiellement bornes. 
- On construit l’esperance conditionnelle de ji , js, sur chaque Q, , 
par une famille fixe de relevements {~~nz)~~~ . 
Ceci est possible en appliquant le Theo&me 1, car si h,fi est essentielle- 
ment borne sur Qnm, cela entraine necessairement que ih# est essentiellement 
borne sur sZnm pour tout i entier. 
- On recolle les jzi pour obtenir jBi . 
Or: 
- Sur chaque L& , done SW tout Q, Jo* possede les propriMs (a) et (b) 
du ThCoreme 1. 
- p.s., pour tout X, la suite j,$(w, x) croit. En effet le relevement de 
Ionescu-Tulcea conserve l’ordre, et on a eu la precaution de choisir pour 
tout i la m6me famille de relevements. 
On pose alors: 
j&4 4 = .& t.L&4 x). 
Alors : 
‘H C an 
mest!~~bl~ t t 
une limite de fonctions L@ @ 9Y( V) mesurable est 3Y @ L?+?(V) 
(b) Pour p.t. w, jg(w, .) &ant un sup de fonctions convexes s.c.i. est 
convexe s.c.i. 
Soit alors x 93 mesurable, tel que j( ., x( .)) p ossede une esperance condition- 
nelle gCnCralisCe. 
Soit 52,’ = (w; n < j/ x(w)il < n + l}, x &ant identifie a une de ses ver- 
sions. 
Alors sur Q,’ ji possede une esperance conditionnelle gCnCralisCe puisque: 
- P(a) II * II - i*h &JJ)) GL(w, 4 
ji possedant les propriMs (a) et (b) du ThCoreme 2 sur tout 52 les possede 
sur Q,’ pour tout 12: j,$(*, x(s)) E Z?sj*( ., ~(a)) sur Q,,’ pour tout 71. En faisant 
tendre i vers l’infini, en profitant du fait que j6 croit, on a: 
jd-, 4.1) E -@?j(., 4.)) sur 9,’ pour tout n. 
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Or j(., x(.)) a une esperance conditionnelle generalisee sur Q. 
Done: 
j,(., 4.)) E EBj’j(., x(.>). 
En consequence, jg(*, x,,(.)) E EBj(., CC,,(.)) et j,(., x,,(a)) EL, , ce qui 
prouve que p.s.j&w, X&W)) < + CO et done quejB est normal, 
I1 reste a montrer que j3 ainsi construit est bien le seul (a un ensemble de 
mesure nulle prb) $ posseder cet ensemble de proprietes. 
Soit done j,’ un autre integrant normal possedant ces proprietes. 
Si j, et jB’ ne sont pas equivalents, les multiapplications mesurables B 
valeurs fermees non vide w + epi jB(w, .) et w + epi jg’(w, *) ne coincident 
pas sur un ensemble de mesure non nulle. 
Alors sachant que w -+ c epi jB(w, .) et w --f G epi jB’(w, .) sont mesurables, 
w < epi jB(w, .) n C epij,‘(w, a) 
sont mesurables. 
et w z epij.37’(,, . n C epi j&w, .) 
Alors puisque Q21 = {w, T,(w) # $} et B, = {w; T,(w) # $} sont mesura- 
bles (voir 0 -A-c), si j, et j%’ ne sont pas equivalents, Z& ou 0s sont non 
negligeables. Supposons p@,) > 0. Soit w + (x1(w), x1(w)) une section 3 
mesurable de T, definie sur Q,. Soit !Z&’ une partie 33 mesurable non ntgli- 
geable de J& sur laquelle xi et a, restent born&s. Alors sur 3&‘, j( *, x1(*)) a 
une esperance conditionnelle gem%-alike, car 
ih x1(w)) 3 (%(QJ), %kJD - j*k% %(W)). 
On en deduit que sur 0,‘: 
Or: 
j.d4 44) G G4 
.b’h xl(w)) > 3(w). 
11 y a done contradiction. 
p.s. sur fir’ 
3. Espkance conditionnelle d’un intbgrant convexe SW un espace dtkomposable. 
Soient L”(V) et L’,(V) deux espaces decomposables en dualit& 
Soient j et j* deux integrants normaux en dualite. On fait l’hypothbe qui 
sera conservte jusqu’a la fin: 
(a) il existe x0 E La( V), j( ., x0( .)) EL, , 
(b) il existe 01s EL’&( V’), j*( ., 01~( .)) EL, . 
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TH~OR&ME 3. On peut construire un intt@ant convexe normal j, tel que si 
x EL#( V), id., 4-N E -PiC*, x(.>>, 
qui sera l’esphance conditionnelle de j. De plus si j,* est l’int&ant dual de jrs 
alors les fonctionnelles 
dt$zies respectivement sur LS( V) et L’“( V’) sont convexes, propres, et duales 
Tune de l’autre. 
Preuve. En effet x,, est bien 9Y mesurable et par le Lemme I-l-l. 
CS,, appartient a L,“(V’). De plus, si x ELM, comme: 
ib4 +J)> 3 (4w>, x(w)> - j*b, dw)), 
j(+, x(.)) a une esperance conditionnelle gCnCralisCe. On peut done appliquer 
les resultats du ThCoreme 2. Or par le Lemme I-l-2, L”< V) est fern-& dans 
L”(V). La restriction de la fonctionnelle x + si (w, x(w)) dp est done 
convexe, propre, et s.c.i. sur L*(V). De plus Lg( V) et L’t%(V’) sont deux 
espaces decomposables en dual& par le Lemme I-l-2. 
Alors comme j,( a, x,,( .)) EL, , on applique le resultat 11-l-(3) de Rocka- 
fellar: la duale de x g J jg(w, x(w)) dp definie sur LB(V) sera 
a- jg*(,, X(W)) dp. Ifi+ s 
Or 1% est propre et s.c.i. sur L*( V). I$* est done aussi propre. Le theoreme 
en resulte. 
COROLLAIRE 1. Si y appartient h Lg( V), j,O+( 9, y( *)) E E*jO+( *, y( .)). 
Preuve. En effet: 
Or: 
.b(-, x0(*)) E -Vi(-, x0(*)) et i(., 4-N g-h . 
De plus pour tout n entier: 
[A., x0(.) + v(.N -j(., xd.))l/n 
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possede une esperance conditionnelle generalisee et la suite ainsi formee tend 
en croissant vers jO+( ., y(.)) quand n --f + 00. 
Enfin: 
LL& 4.) + T(.)> - h(., 4e)W E Wi(., 4.1 + v(*)) -.i(*, N.>>l/~ 
pour tout n entier. Le corollaire en resulte. 
Remurque 2. jO+ est l&m&me un integrant normal. En effet jO+(w, 0) = 0 
p.s. De plus l’inttgrant dual n’est autre que 
(voir 11, p. 52) et comme I*(%) < i- 00, on aura: 
* domj*w(+'J)) = 0 P.S. 
j&+ n’est done autre chose que l’esperance conditionnelle de l’integrant 
jO+. 
COROLLAIRE 2. Si x et y sent dam Lg(V), si l(x) < + 00, et si 
I’@ 1 y) < + co, alors 
b’(., 4.1 I y(.)) E FiT., 4.) I Y(-)). 
Preuve. En effet comme 
si I’(x 1 y) ( + co, il existe N, tel que pour 71 > N, 1(x + (y/n)) < + 00, 
ou encore tel que pour n > N, j(*, X(.) + y(*)/n) appartient a L, . 
Or pour tout w, 
et pour tout TZ de NI comme j(*, x(e)) appartient A I,, on aura: 
4i5d-, 4.1 + Y(.)M -id., 4.))) E .@Wj(*, 4.) + A*)/4 -A., 4-N). 
De plus, quand n est superieur Q N, la suite n( j( *, X( *) + y( *)/n) - j( a, x(a)) 
est majoree par une fonction integrable fixe et decroit p.s. Le corollaire en 
resulte. 
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Remarque 3. On ne doit pas esperer construire l’esperance conditionnelle 
de (w Y) +f(w 4~) I Y) au sens oti nous I’entendons. En effet cette expres- 
sion n’est en general pas p.s. s.c.i. en y. 
Application: Construction de l’espkance conditionnelle d’une multiapplication. 
DEFINITION 1. Soit I’ une multiapplication mesurable B valeurs convexes 
fermees non vides dans v’ possedant une section integrable u,, . On appelle 
“esperance conditionnelle” de r et on note r, la multiapplication construite 
par esperance conditionnelle de l’indgrant normal des fonctions d’appui de r. 
Considerons en effet les integrants: 
11s sont duaux l’un de l’autre. On a de plus: 
~(0 1 r(g) = 0 P.S. et 0 EL,q V) 
hw(~b)) = 0 P.s. et a0 GVY. 
On peut done construire ~9 posstdant les proprietes du Theo&me 3 pour 
L”(V) = L,Q( V), L’=( V’) = Ly( V’). 
De plus les relevements ayant servi a construire pa etant lineaires et con- 
servant I’ordre, va sera positivement homogene et sous-additive. 
I1 existe done une multiapplication mesurable notee r, , a valeurs con- 
vexes fermtes non vides dans V’, telle que ~a(*, r(.)) et #rB(.)(*) soient 
duales l’une de I’autre (cet argument est identique 5 celui de Van Cutsem 
dans [23]). 
4. Sous-dt@hntiel de IB . 
Rappelons que nous avons identifie L’“( V’) h EgL’“( V’)/ker Ea. Alors 
on verifie tout de suite que dans le cas general 
al,(x) 1 E9 Z(X) pour tout x de L”( V). 
En effet, si (Y E H(X), pour tout y de L”(V): 
et done: 
I(Y) - 49 3 <a, Y - x> 
4(r) - M-4 Z <E-@cG Y - x>. 
Mais on a le resultat suivant: 
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THBOR~ME 4. Si I est continu en x0 &ment de La(V), alors, pour tout 
x de LB(V), 
aI, = E-w(x). 
Preuve. En effet considhrons la fonctionnelle definie sur L&(V), 
I + #Ll(y). Si j3 appartient a 81g(x), il existe LYE dans L’=( V’), avec: E@q = B. 
On vCrifie tout de suite qu’alors 01~ est dans a(1 + z/,gtV)) (x). Or 1 &ant 
continu en x0, par [ll] (p. 62), on sait que: 
w + V&4 (4 = w> + ~hw(4~ 
Comme 
a&B,&) = LVY, 
on peut Ccrire: g = 0~~ + LYE’ avec: 
01~ E H(x), E”or,’ = 0. 
Done: /3 = Egw, avec 01~ dans X(x). 
COROLLAIRE. Sous les hypothises du Thk&ne 4, si x appartient h LB(V), 
si H(x) # +, la multiapplication w + aj,(w, x(w)) est une version de l’espk- 
runxe conditionnelle de w + aj(w , x(w)). 
Preuve. En effet par le resultat (5) de Rockafellar, Z,(x) est form6 des 
sections mesurables de w ---f aj&w, x(w)) incluses dans Zg’( V’). Supposons 
Wx) f 4 
Alors 
P - j” &gc~,zcdBW 4 
est l’indicatrice de H,(x). 
La fonction d’appui de H&x) sera done par 11-l-(3): 
Y - MY I hdw x(w)> 4 s 
pour y EL”(V). 
Si a&8(x) # $5 aI(x) # 4 t e sa fonction d’appui sera de m&me - 
Y + J v(Y(~ I ajb x(4> dP pour y EL”(V). 
Or 
a&(x) = EW(x). 
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Done quand y est dans P(V): 
j- BY I %A,, x(w)) 4 = j- T(Y(W) I ?i(w, x(w)) 4. 
En annulant y sur une partie 99 mesurable quelconque, ce qu’on peut faire 
puisque P(V) est decomposable, on aura pour tout B B mesurable: 
J‘, V(Y@J) I %&+ x(w)) 4 = 1, MY> I a!(,, 4~)) do. 
On en conclut: 
dY(W) I %(% X(W)) E EgdYkJN I a,, X(W))’ 
On applique alors le resultat d’unicid du Theo&me 111-2-3. 
THBOF&ME 5. Si P(V) = Lma( V), L’&( V’) = LIQ( V’), si I est fbrtement 
continue en x0 ELma( ah H&x,) = E%I(x,), et w + Z$a(w, x&w)) 
est une version de l’esphance conditionnelle de w + aj(w, x&w)). De plus, pour 
tout x de L,@( V), on aura: 
a,(x) = IF(H) (x) + o+ar,(x). 
Preuve. Soit 81(x) et 81,(x) les sous-differentiels de I et 4 dans 
L‘VN * et (Lmg( V))*. 
Alors de la m&me man&e, pour tout x de Lma( V), on aura: 
a’Lg(x) = restg 81(x) 
(en notant par restg y* la restriction a LmB( V) d’un Clement y* de (L,&( V))*). 
Or en x ,, , par le corollaire du ThCoreme I-2-2, 81(x,,) = 81(x,) et 
~A&) = x&o), aucune des ces expressions n’etant vide. On a done bien: 
aIg(x,) = E-w(x,). 
On montre le resultat sur la multiapplication sous-differentiel comme prCc& 
demment. 
De m&me, en reprenant les calculs du corollaire du ThCoreme 11-3-2 on 
aura: 
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(a) 01 E W4, 
(b) fl = E-% + rest9 x, 
(4 <x, x> = dx I dom0 
Done si H,(X) # + il existe 01 E N(X), avec en conskquence EBol E H,(x). 
Montrons que rest@ x E Of aI, . En effet pour X > 0 
(a) Si x est totalement discontinu Xx est totalement discontinu. 
(b) Si rest9 x E L,“( V’), rest9 Xx E&~( V’). 
(4 Si (x, x> = 4(x I domI), <Ax, x> = $0~ I domI). 
Done 
De plus, comme: 
on a: 
E-@or + h rest@ x E H&X). 
Eg81(x) C Ia( 
On en dkduit: 
i&(x) 3 E-W(x) + O+&(x). 
H,(x) = EW(x) + O+%,(x). 
Remarque 4. Pour des raisons qui n’apparaitront clairement que dans la 
suite aj,(*, x(e)) n’est en g&k-al pas l’esptrance conditionnelle de aj(*, x(.)). 
5. Proprie’th de I,*. 
THI?O&ME 6. Ig* est la rbggular&e s.c.i. de la fonctionnelle cowvexe 
propre 9 2 inf I*(a) d@zie sur L’( V’) 
I 
E% = ,8, 
a EL’,=( V’) 
et dom I,* = E” dom I*. 
Preuve. En effet comme il existe x,, E L9( V) avec 1(x0) < + CO, on aura: 
Y/(B) 2 <lx x0> - 4%)* 
De plus comme: 
I*(%J < + 00, Y(E%.J < + co. 
Enfin Y est classiquement convexe. 
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Calculons ‘??I*, d&G sur Lg( V): 
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g*(x) = s;p(/9, X) - $2fs I*(a) = s;p(ti) - I*(a) = &g(X). 
a 
Comme g/* = 19, Is* est bien la rCgularisCe s.c.i. de ‘Y. Les propriMs 
d’une r&ularisCe montrent alors que dom Ia* = EB dom I* (voir 11, p. 29). 
COROLLAIRE. Si I est continu en x0 &ment de LB(V), alors Ig* = Uy et 
pour tout /3 de L’“( V’), il existe 01 EL’I( V’) tel que E9a = jl et que 
Ig*(,k?) =1*(a). En conkquence 
dom IB* = Es dom I*. 
Preuve. En effet en x,1 est continu, et de plus, IJ~‘L~(~)(xJ = 0. On en 
dtduit que I*VtiLatV) est s.c.i. et que I’inf convolution est exacte par [II, 
p. 571. Comme: 







On en dkduit: 
4*m = “U-g 6% x> - 4(x) XGL (V) 
= sup (B, x) -I(x). 
XsLqv) 
,!I = EBcl avec a’ E L’“( V’). 
19*(s) = inf I*(a). 
E~d9ce’ 
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Remarque 5. Si on applique ce resultat aux multiapplications mesurables, 
cela signifie que les sections mesurables de r9 elements de L’s(Y) sont 
precisement les images par E a des sections mesurables de I’ elements de 
L’“(V). On fera le lien entre ce resultat et le Theo&me III-44 et son 
corollaire: en &et si I est continu en x0 , la fonction d’appui du sous-differen- 
tie1 en x Clement de Lg( I’), s’il est non vide, est continue en x - x,, (elle est 
majoree sur un voisinage de x - x0). 
COROLLAIRE 2. Si Le( V) = LmQ( V), I,‘“( V’) = Lp( V’), si I est fortement 
co&w en x0 E Lmg( V), alors 
dom L* = EB dom I* + Of dom 4*. 
Preuve. En effet considerons les duales I*’ et I& respectivement de I 
et Ia , definies sur (L,&(V))* et (L,S( I’))*. 
Grace a la continuite forte de I en x,,, en se restreignant aux elements de 
(L,“( I’))* qui sont dans Li8( I”), on aura: 
le minimum &ant effectivement atteint. Pour que /3 appartienne Q dom 4*, 
il faut et il suffit qu’il existe 01 E dom I* et x totalement discontinu tel que 
& / dom I) < + co, avec Fsa + resta x = & On verifiera comme au 
Theo&me III45 que rest9 x E 0+ dom 4*. Done 
Or 
dom L* C EB dom I* + 0+ dom 4*. 
dom 13* 3 E” dom I*. 
Le corollaire en resulte. 
Retnarque 6. Dans le cas de l’esperance conditionnelle de multiapplica- 
tions, cela signifie que si les hypotheses du Corollaire 2 sont vCrifiCes l’en- 
semble des sections mesurables de r, elements de L’=@( I”) est la somme de 
l’image par Eg de l’ensemble des sections mesurables de r elements de 
Lrp(V’) et de son propre cone de recession. On comprend pourquoi alors 
dans le ThCoreme III45 on ne pouvait pas dire que le sous-differentiel en x 
de 4 est “l’esperance conditionnelle” (au sens des multiapplications) du 
sous-differentiel en x de I: “l’equation” A = F@(S) (x) + O+A peut en 
effet avoir plusieurs solutions. 
EXEMPLE. Les hypotheses du corollaire sont verifiees si r est une multi- 
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application mesurable possedant une section integrable, a valeur dans un 
cbne K de sommet 0 a base faiblement compacte dans V’. En effet: 
&.(Ju) 3 #&(Y) 
Et en consequence: 
pour tout 01 de V’. 
9(x / r(w)) < ~(x 1 K) pour tout x de V. 
Or si K est un cone de sommet 0 A base faiblement compacte, le cone ortho- 
gonal K-L a un interieur non vide. Soit x1 un point interieur. Comme 
on aura 
La constante x1 est bien g mesurable, et x + s p(x(w) 1 I’(w)) dp est continu 
en x1 pour la topologie forte de Laa( V). En appliquant le Corollaire 2 on 
retrouve le resultat de Valadier dans [19] pour l’indgration de multiapplica- 
tions a valeurs dans des espaces de dimension finie (33 = {C, Q]). 
6. Sous-difhntiel de Ia*. 
THBORBME 7. Si I est continu en x,, t%ment de Lg( V), pour que x t%ment de 
LB(V) soit dans aIa*(/3), avec /3 duns L’“( V’), il faut et il sufit qu’il existe a 
dans L’4( V’), possbdant les propri&?s: 
(a) Ega = /3. 
(b) x E aI*( 
Les {a} posshdant les proprit%% (a) et (b) sont tels que I*(a) = I,*@). 
Preuve. En effet pour que x soit dans Ha*@), il faut et il suffit que ,!3 
soit dans 81&x). Or par le ThCoreme 1114-4, /3 est alors de la forme ,?Pa, 
avec a E H(x), et en consequence x E aI*( 
On a alors, pour tout 01’ de L’&(V’): 
I*(a’) - I”(a) 3 (x, a’ - a). 
Done si 
E*a’ = Ega, I*(a)) - I*(a) 3 0. 
Or: 
&y*(p) = $f+ I*(a”) 
a” 
par le corollaire du ThCoreme 111-5-6. 
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On en deduit: 
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I*(a) = Ig”@). 
IV. PROBLBMES D'APPROXIMATION MARTINGALES 
Nous allons chercher maintenant comment varient les differents objets que 
nous avons dtfini lorsque l’on fait “croitre” la a-algebre g. 
Soit C%Jlas~ une suite croissante de sous a-algebres de a. On note: 
1. Martingale d’intkgrants convexes. 
DEFINITION 1. On dit qu’une suite d’indgrants normaux ( jJnEN est une 
martingale par rapport a la suite %‘, si: 
(a) Pour tout n de N, pour tout x de V, j,+,( ., X) posdde une esperance 
conditionnelle gCnCralisCe par rapport a ~49~ . 
(b) Pour tout n de N, pour tout x de I’ 
inc.7 4 E -@%+1(., 4 
THBORBME 1. Si V est de dimension jinie, si { jn)naN est une martingale 
d’intkgrants convexes continus, telle que pour tout x d’une partie Q dhombrable 
dense dans V 
supEIj,(~,4/ < + 00 
?lEN 
il existe alors un i&grant convexe p.s. continu jm unique h un ensemble de mesure 
nulle prds, tel que p.s., jn(w, .) converge vers jm(w, *) pour la topologie de la 
convergence uniforme des fonctions continues sur les parties fortement compactes 
de V. 
Preuve. En effet pour tout x d’une partie denombrable dense, on peut 
appliquer le theoreme de Doob (se referer 2 [lo]). Done en Climinant une 
partie de mesure nulle, p.s., la suite jn( W, X) est convergente quand x est dans 
Q. On applique alors le resultat donne par Rockafellar dans [13] (ThCoreme 
10-6): la famille { jn(w, .)}nsN est p.s. Cquicontinue en tout x de V, et il 
existe ja p.s. convexe et continu, tel que j, est p.s. la limite de jn pour la 
topologie de la convergence uniforme sur les parties compactes de V. Si joD’ 
est un autre integrant possedant les m2mes propriMs, on a p.s., pour tout x 
de Q, jm'(w, x) = jm(w, x). j, et j,' &ant continus, p.s. pour tout x de V, 
&‘(w, 4 = .L(w, x). 
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Remarque 1. Si V est de dimension finie, la condition: 
x EL! 3 sy E I id*, 41 < + ~0 
entrahe 
x E V =, sup E ljn(., x)1 < + co. ?I 
En effet, tout x de V s’kcrit comme combinaison convexe finie de points 
de Q, et x + supn E 1 j,( *, x)1 est convexe sur V. 
COROLLAIRE. Si pour tout x, la suite ( jn(-, x)},,, est un@rmdment int& 
grable, alors la suite { jn}nG:NU(moJ esl aussi une martingale. 
Preuve. En effet pour tout x de V, jn(w, x) converge p.s. vers jao’(w, x) 
avec jn(*, x) E E%jk(*, x), par [lo] (T. 18, p. 118). Or jn(w, x) converge 
p.s. vers ja(w, x). Done pour tout x, j,(., x) et jL(., x) sont Cquivalents. 
Alors pour tout x, jn(*, x) E E9j,(., x). 
Remarqw 2. Comme V est de dimension finie, il suffit de supposer que 
la suite ( jn(., x)} es uniformkment intkgrable pour tout x d’une partie t 
dknombrable dense Q de V. En effet: 
(a) Si quand x est dans Q, supn E j jn(., x)1 + co, par la remarque 
prCcCdente, pour tout x, supn E 1 jn(-, x)1 < + CO. 
(b) Supposons que si une suite dkcroissante d’C1Cments de a, (An)meN 
est telle que si p(A,) -+ 0, alors quand x est dans Q, 
sup s ?J A I in(QJ, 414 -+ 0. m 
Soit x un Cl6ment de V. 
x peut s’kcrire comme combinaison convexe tinie d’C1Cments de Q: 
x = f t.x. 
I 
xi~Q 
i=l z * c ti = 1 
ti>Opourtoutil <i,<p. 
Done: 
sup s I Ah, 4ldp nsN A, 4n 
et quand: 
m-t+m, sup ?I s I j&, 41 dp - 0. A, 
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Remarque 3. Nous ne nous occuperons pas ici de la man&e dont varient 
les sous-differentiels. Pour plus de details (en particulier sur les martingales 
multivoques, on se reportera a [22]). 
2. Sow-martingale duale. 
On fait l’hypothese: 
(a) 11 existe x1 Clement de L”l( I”), avec: 
A.3 %(.I> EL1 * 
(b) 11 existe 010 Clement de L’“( V’) avec j*( ., %( .)) EL,. Cette hypothhe 
garantit que Ia,, I&, , sont convexes propres et duales l’une de l’autre pour 
tout n E NU{co}. 
THBO~ME 2. Soit & uppartenant h LrBm( V’), tel que Igs;,(j3J < + CO. 
Alors la. suite { ji,( ., (E~+$,) ( .))}nEN est une sous-martingale intkgrable, con- 
vergeant p.s. vers x t%ment de L, , avec x(e) < jim(., a(.)). Si 4, est continu 
en xk’ &ment de Lak( V), alors x(.) =jj$,(., PI(.)) et le convergence a lieu 
dans L, fort. 
Preuve. En effet: 
Or si on se restreint Q une partie B,$Y, mesurable, sachant que lB X, est 
9n mesurable et appartient a L@%(V), que Is,% appartient a L@m( fi’), on 
pourra Ccrire de la mGme man&e: 
si m >, n(m E NU{co}): 
On en dtduit: 
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De plus, comme: 
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reste une sous-martingale, mais X, >, 0, et de plus, comme la martingale: 
{yn(*) = <(@-I) (-), xl(‘)> - EBnj*(‘, xl(*))>n~N 
converge p.s. et dans L, vers (SY1(.), x1(.)) - j~,(., x1(.)) on aura ntces- 
sairement: 
sup E(X,) < + co. 
On applique alors le ThCor&me 17 (p. 117) de [IO]: (X,} converge p.s. 
vers X, Clement de L, , et en consequence j$,(*, (&@$r) (*)) converge p.s. 
vers x 4Cment de L, . 
Con-me 
en appliquant le thtoreme des martingales, 
x G&c*, PI(.)>. 
Supposons &w continu en xk’ Clement de Lg*( V). 
Alors par le Corollaire 1 du Theoreme 111-5-6, on aura, pour n 3 K: 
et il existe 01, Clkment de L@m(V’), tel que: 




Comme la suite 
reste born&e, la suite 
reste bornee superieurement. 
Comme I est continu en xk’, la suite {~l,},~~ est faiblement relativement 
compacte dans L’gm(V’) par [ll] (p. 41). 
En raisonnant comme pour le corollaire du ThCoreme 1-2-l et la 
Remarque 3 qui le suit, soit a, un Clement de cgm(V’) limite dune sous 
suite (01%~) g la fois dans L ‘lm( V’) faible et dans Lfm( I”) faible. 
Alors comme pour n, > n, E-@h, = Eg&, on aura (l’operateur Es* 
Ctant continu sur Lfm( V’)): Egw, = E9& et en appliquant un theoreme 
de martingale vectorielle: (le theoreme don& en [9] s’applique car I” est 
separable et reflexif): 01, = /3r . 
On aura done, puisque I$, est s.c.i.: 
Or 
G&G) 3 E(x) 3 lim SUP G&,1;,(~,,>. 
On a done E(x) = 1&,(&), et en consequence: 
On applique alors le ThCoreme 17(b) et (c) de [lo] (p. 117). 
On a done bien convergence p.s. et dans L, de la suite {jg,C., E”B*/31(.))},,, 
vers i&C., PI(-)). 
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