INSTRUCTION
Recently big data and cloud computing have triggered lots of discussions in the library community. Libraries would like to use these new technologies to provide more useful and diverse digital services [1] . The information system of library has the characteristics of big data which have a large number of collected books, readers, and diverse resources such as periodical paper journals, DVD and electronic data. For big data in the information system, it can enhance the services for readers. The big data in library is the focus of mining a huge amount of insight information and understanding the readers' interests and retrieval trends. Thereafter, it is an important issue to establish the suitable recommender system for readers [2~5] .
There are lots of recommendation systems for library based on association rule. A system for web personalization based on association rules mining is proposed to identify association rules from page views co-occurrences based on users navigational patterns [6] . Smyth et al. [7] presented two different case studies of using association rules for recommender system. It could help readers indicate a preference over a particular feature of the recommended item. Lin et al. [8] proposed an association mining algorithm to adjust the minimum support of the rules during mining to obtain an appropriate number of significant rules. Recently, the cloud computing based recommendation algorithm is proposed. It takes the effectiveness of association rule mining for uncovering patterns and driving personalized marketing decisions [9] . It is an important issue to combine association rule, big data, and cloud computing in recommender system for library. In this paper, a recommender system for library based on Hadoop ecosystem is proposed. Hadoop ecosystem provides the distributed processing of big data sets across clusters of computers, and it can import data from the information system of library. Additionally, the association rule and parallel clustering large applications based on randomized search (CLARANS) are implemented for the recommender system for library. In the proposed approach, association rules are generated first and then parallel CLARANS are performed on Hadoop platform to refine these rules.
The rest of this paper is organized as follows. Because Hadoop ecosystem, association rule, and parallel CLARANS play important roles in the proposed approach, section 2 provides the brief literature overview of Hadoop ecosystem, association rule, and parallel CLARANS. Section 3 ABSTRACT: With the rapid development of network and information technology, big data already exists in various fields. Its main features include large amount of data (Volume), speed (Velocity) and diversity (Variety). The information system of library also has the characteristics of big data which have a large number of collected books, readers, and diverse resources. Because of the era of big data, libraries need to assist the reader to rapidly get the appropriate information from a large number of collected resources in the library information system. It is an important issue to establish the suitable recommender system in order to recommend readers to the related library resources and to enhance the usage of library resources. In this paper, a recommender system for library based on Hadoop Ecosystem is proposed. First, it uses Hadoop ecosystem to import data from the information system of library. Furthermore, the association rule and parallel CLARANS are implemented in Hadoop platform for the library recommender system. The proposed approach can assist readers to find the suitable resources in library.
describes the proposed approach. Section 4 outlines the results. Finally, conclusions are drawn in the last section. 
The description of association rule
Association rule, a well research and popular data mining method, is used to retrieve interesting relations between variables in large databases [6] .Let = { 1 , 2 , ⋯ , } be the set of all itemsin a database and = { 1 , 2 , ⋯ , } be the set of all
is the pre-condition and is the post-condition of the rule. and are disjoint itemsets, i.e., ∩ = 0. The strength of an association rule can be measured in terms of its support and confidence. Support is the proportion of transactions that contain ∪ . It is used to determine how often a rule is applicable to a given data set. For confidence, it is used to determine how frequently items in Y appear in transactions that contain X. The definitions of support and confidence are as follows:
Where the support count, σ( ), for anitemset can be stated as follows:
The description of CLARANS
Clustering large applications based on randomized search (CLARANS), developed by Raymound and Jiawei Han, is a partition-based clustering algorithm [13] [14]. It's not sensitive to noise and outliers, and has nothing to do with the input order of testing data. It's also able to deal with various data points, and the results will be the same after data translating and orthogonal transforming [15] . Given n objects, the process to discover k cluster center could be regarded as searching a map, in which the nodes defined by 
Where E is the sum of the cost values for all objects in the data set, p is a given object in cluster , and is the cluster center of cluster . In general, CLARANS iterates again and again until each object is actually belongs to the best cluster center.
THE PROPOSED APPROACH
The proposed approach includes pre-process, association rule and parallel CLARANS. The preprocess of the proposed approach is shown in Fig. 1 . In Fig. 1 , the used dataset is imported from SQL Server 2008 R2 by Sqoop. After dataset imported, HiveQL is used to check the dataset integrity in Hadoop HDFS. Thereafter, association rule and parallel CLARANS are used to generate the recommender system. The algorithms of association rule and parallel CLARANS are implemented by R language. For association rule, the R→T Model is applied in association rule that is the form of R→T [6] . Where R and T are disjoint item sets of reader (R) and resource ID (T). For each rule of the form R→T, the support and confidence are defined as follows:
Where support of → is the probability that a resource belongs to user and resource title. Confidence of → is the probability that a resource appear in resource ID given that the user.
Because it is difficult to set the above proper parameters to generate association rules, parallel CLARANS is then processed to refine these rules from association rules. Parallel CLARANS is improved from CLARANS. The process of finding k cluster centers is searching similar resource ID, resource title, resource category, and resource language based on reader ID. Tracing for each cluster, it can be achieved with parallelism [9~11]. For parallel CLARANS, it is implemented in Hadoop platform that includes one NameNode and three DataNodes. The algorithms of Map and Reduce are as follows [15] :
Map algorithm (key, value) Input: (key: offset in bytes, value: text of a record)
Output: (key': a pair of < , >, where , = 1,2, ⋯ belongs to cluster center and , = 1,2, ⋯, max-neighbor belongs to neighbors, value': the cost value for all the input record with respect to the given pair < , >) 1) Parse the value to an object p 2)
Input: (key: a < , > pair, value: the list of partial sum value from every map output ) Output: (key: identical to key, value': the value of total cost with respect to the key') 1) Let sum ← 0; 2) While (values. has Next () ) { 3) Sum + = values. next (); 4) } 5) If (sum< 0) { 6) Output (key, sum); 7) } The parallel CLARANS algorithm is described as follows [16] [17]:
Step 1: Input parameters numlocal and maxneighbor. Initialize i to 1, and mincost to a large number.
Step 2: Set current to an array of k randomly selected objects.
Step 3: Randomly select max neighbor nonrepresentative objects.
Set totalcost to a two dimensional array of size k×maxneighbor, and initialize each of its elements to 0.
Step 4: Based on Step 2, for the cluster centers , = 1,2, ⋯ and the nonrepresentative objects , = 1,2, ⋯, max-neighbor calculate the cost differentials and store it as totalcost.
Step 5: Find the minimal value of totalcost, assign it to minvalue and the corresponding pair < , >. If minvalue< 0, we replace with , and go to Step 3.
Step 6: Otherwise, compare the cost of current with mincost.
If the former is less than mincost, set mincost to the cost of current, and set the best cluster to current.
Step 7: Output the best cluster
RESULTS
In this research, Huafan University Library is used for the recommender system. After imported dataset from SQL Server 2008 R2, the operation and search function of the recommender system is shown in Figure 2 and Figure 3 . For the recommender system, there are 3176 association rules when support=0.001 and confidence=0.001. Because there are so many association rules, parallel CLARANS are then processed to generate final recommendation. The parameter of numlocal is set as 3 and maxneighbor is set as 15. The recommendation results for one reader (reader ID=930050) is shown in Table 1 , and this reader really borrowed these resources from Huafan University Library in three months. For randomly selected 10 readers, the average borrowed rate for the recommended resources in three months is 67%. 
CONCLUSIONS
In this paper, a recommender system for library based on Hadoop Ecosystem is proposed. First, it uses Hadoop ecosystem of Sqoopto import data from the information system of Huafan University Library. Furthermore, the association rule and parallel CLARANS are implemented in Hadoop platform for the library recommender system. In the proposed approach, three resources are recommended for each reader. For randomly selected 10 readers, the average borrowed rate for the recommended resources in three months is 67%. It is noted that one reader really borrowed these recommended resources from library. The proposed approach can assist readers to find the suitable resources in library.
