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1. INTRODUCTION AND STATEMENT OF RESULTS
Let
y1a< <c t s 1 q l t v t y im t , t g R , 1Ž . Ž . Ž .a , t
where
¡exp yipat sign t r2 , if a / 1,Ž .Ž .~ 2v t s 2Ž . Ž .a , t < <1 q it sign t log t , if a s 1,Ž .¢
p
Ž . Ž .be the characteristic function ch.f. of a geometric stable GS random
Ž . w x Ž xvariable r.v. ; see 7 . The parameter a g 0, 2 is the index of stability
< < Ž .determining the tail of the distribution, t , where t F min 1, 2ra y 1 , is
the skeweness parameter, while m g R and l G 0 control the location and
Ž .scale, respectively. We shall write GS l, t , m for the GS distributiona
Ž . Ž .given by 1 ] 2 and denote the corresponding probability density by
Ž . Žp ? . Without loss of generality we shall assume that l s 1 ifa , l, t , m
Ž y1ra . 1r a Ž . .Y ; GS 1, t , ml then l Y ; GS l, t , m whenever a / 1 .a a
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Special cases of the GS laws were often studied independently under
Ž . Žvarious names. They include exponential l s 0 , Laplace a s 2 and
. Ž w x. Žm s 0 , symmetric Linnik t s m s 0; see 15 , Mittag]Leffler a - 1,
w x.t s 1, m s 0; see 18 , and strictly GS laws, also known as non-symmetric
Ž wLinnik distributions a / 1 and m s 0, or a s 1 and t s 0; see, e.g., 2,
x.6 . An extensive list of references for the theory and applications of GS
w xlaws can be found in 14 .
As the densities and distribution functions of general GS laws do not
admit explicit forms, their representations in terms of random variables
with explicit densities are useful in applications. Such representations were
Ž w x.obtained for the special cases of symmetric Linnik distributions see 9 ,
Ž w x. Ž w x.Mittag]Leffler laws see 11, 17 , and strictly GS laws see 4, 12 . Except
for some cases, these mixture representations could be obtained from the
integral representation of the GS density,
‘
a y¤ xsin pr ¤ e d¤Ž ."
p "x s ,Ž . Ha , 1 , t , m 2 a 2 ap 0 1 . m¤ q 2 cos pr 1 . m¤ ¤ q ¤Ž . Ž . Ž ."
x ) 0, 3Ž .
Ž . Žwhere r s a 1 " t r2 with the understanding that for any m g R the"
values r and ym are to be used for qx while r and qm are to beq y
. Žused for yx . The same convention regarding " is used throughout the
. Ž . w xpaper. The representation 3 has been proved in 7 for the general case
w x w xwith 1 - a - 2, in 2, 3 for strictly GS laws, and in 8, 15 for the
Ž .symmetric case. We extend 3 to the general case 0 - a - 1 and then
derive the corresponding mixture representation. Our results unify and
generalize previous results for the special cases.
Ž . Ž .THEOREM 1.1. Let p ? be the density of a GS 1, t , m distribu-a , 1, t , m a
< < Ž .tion, where 0 - a - 1, m g R, and t - 1. Then, p ? admits thea , 1, t , m
Ž . Ž .representation 3 with r s a 1 " t r2."
Ž .In general, the representation 3 does not hold on both half axes for the
boundary values of t : there are cases where the density is an exponential
or vanishes on a half axis. We consider the boundary values of t in the
next result. Note that it is enough to deal with a positive half axis, as for
Ž . Ž .any values of the parameters we have p yx s p x .a , l, t , m a , l, yt , ym
Ž . Ž .THEOREM 1.2. Let p ? be the density of a GS 1, t , m distribu-a , 1, t , m a
Ž .tion, and let r s a 1 " t r2."
Ž .i If either
Ž .a 0 - a - 1 and t s 1;
Ž .b 0 - a - 1, t s y1, and m F 0; or
Ž .c 1 - a - 2 and t s 1 y 2ra ,
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Ž .then the representation 3 holds on the positi¤e half axis. Moreo¤er, in the
Ž .case b the density ¤anishes for all x ) 0.
Ž .ii If either
Ž .d 0 - a - 1, t s y1, and m ) 0 or
Ž .e 1 - a - 2 and t s 2ra y 1,
then for x ) 0 the density takes the form
j *eyj *x
p x s , 4Ž . Ž .a , 1 , t , m mj * 1 y a q aŽ .
where j * is the unique positi¤e solution of the equation 1 s mj y j a in the
Ž . a Ž .case d and 1 s mj q j in the case e .
Ž . Ž .The representations 3 and 4 produce several important results.
Complete Monotonicity
Recall that a function f defined on I ; R is called completely mono-
Ž .k Žk .Ž .tonic if it is infinitely differentiable on I and y1 f x G 0 for any
x g I and any non-negative integer k.
Ž .COROLLARY 1.1. Let p be the density of a GS l, t , m distribution witha
< < Ž .0 - a - 1 and t F 1. Then, the two functions p "x , x ) 0, are completely
Ž .monotonic on 0, ‘ .
w x w xThe above result was proved in 8 for the symmetric case, in 2 for
w x w xstrictly GS laws, in 13 for the case a s 2, and in 7 for the general case
with 1 - a - 2. Note that this implies infinite differentiability of the GS
densities for any x / 0.
Unimodality
A distribution function F is unimodal with mode m if F is convex for
Ž w x.x - m and concave for x ) m see 5 . The usual interpretation when a
Ž .density exists is that the density has a maximum which may be infinite at
a unique point x s m and decreases as x moves away from m in either
direction.
w xThe unimodality of strictly GS laws was shown in 2, 10 , while the
Ž .general case with 1 - a - 2 follows from the representation 3 proved in
w x7 . The complete monotonicity of GS densities for the case 0 - a - 1
implies unimodality.
COROLLARY 1.2. All GS laws with 0 - a - 1 are unimodal with the
unique mode equal to zero.
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Asymptotic Expansions
Ž .Using the integral representation 3 one can derive the following
asymptotic expansions for a GS density.
Ž .COROLLARY 1.3. Let p be the density of a GS 1, t , m distribu-a , 1, t , m a
tion. If either
Ž .a 0 - a - 1 and y1 - t F 1 or
Ž .b 1 - a - 2 and 1 y 2ra F t - 2ra y 1,
then the asymptotic relation
‘ n1 sin n y k prŽ .Ž .q
p "x ; a 5Ž . Ž .Ý Ýa , 1 , "t , " m k , n Žnyk .aqkq1p xns0 ks0
Ž .is ¤alid for x “ ‘, where r s a 1 q t r2 andq
kqnq1y1 n!Ž .
ka s m G n y k a q k q 1 . 6Ž . Ž .Ž .k , n k! n y k !Ž .
Moreo¤er, if m F 0, then for any x ) 0 and any integer m G 1
m n1 sin n y k prŽ .Ž .q
p "x s a q R x , 7Ž . Ž . Ž .Ý Ýa , 1 , "t , " m k , n mq1Žnyk .aqkq1p xns0 ks0
where
mq1 < <1 ak , mq1 ywŽmq1yk .aqkq1xR x F x . 8Ž . Ž .Ýmq 1 mq2p sin prŽ .ks0 q
w x ŽThis result was proved in 7 for 1 - a - 2 without the bound for
< Ž . <. w x Ž .R x and in 2, 10 for the case m s 0 with the bound .mq 1
Mixture Representation
Finally, we obtain a representation of GS r.v.’s in terms of the exponen-
tial r.v. and an independent r.v. with an explicit density. It generalizes
recent results for the special cases of Mittag]Leffler, symmetric Linnik,
Ž w x.and strictly GS laws see 4, 9, 12, 17 .
Ž . Ž .COROLLARY 1.4. Let Y ; GS 1, t , m , where 1 / a g 0, 2 , m ga , t , m a
Ž .R, and r s a 1 " t r2. Then"
d
Y s Z ? U , 9Ž .a , t , m a , t , m
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where Z is standard exponential and U is independent of Z.a , t , m
Ž .i If either
Ž . < < Ž .a t - min 1, 2ra y 1 ,
Ž .b 0 - a - 1, t s 1, and m G 0, or
Ž .c 0 - a - 1, t s y1, and m F 0,
then U has the densitya , t , m
sin pr x ay1Ž ."
f "x s ,Ž .a , t , m 2a ay1 2p x . m x q cos pr q sin prŽ . Ž ." "
x ) 0. 10Ž .
Ž . Ž .ii For 0 - a - 1, if t s 1 and m - 0 t s y1 and m ) 0 then
Ž . ŽU takes the ¤alue y1rj * 1rj * with probability 1 y q s 1r 1 qa ,t , m
Ž .a Ž ..j * 1 y a while with probability q it has a continuous distribution with
y1 Ž . Ž .density q f ? concentrated on the positi¤e negati¤e half axis, wherea , t , m
< < aj * is the unique solution of the equation 1 s m j y j .
Ž . Ž .iii For 1 - a - 2, if t s 1 y 2ra t s 2ra y 1 then U takesa , t , m
Ž . Ž Ž .a Ž ..the ¤alue y1rj * 1rj * with probability 1 y q s 1r 1 q j * a y 1
y1 Ž .while with probability q it has a continuous distribution with density q f ?a , t , m
Ž .concentrated on the positi¤e negati¤e half axis, where j * is the unique
Ž . asolution of the equation 1 s mj sign t q j .
Note that the function f is identically equal to zero for a s 2.a , t , m
However, we show below that as a “ 2y, the probability distribution of
U converges weakly to a distribution of a discrete r.v., taking valuesa , t , m
2 Ž 2 . Ž 2 .yk and 1rk with probabilities k r 1 q k and 1r 1 q k , respectively,
2Ž .'where k s 2r m q 4 q m .
Ž . Ž .THEOREM 1.3. Let Y ; GS 1, t , m ha¤e the representation 9 anda , t , m a
2Ž .'let k s 2r m q 4 q m . Then, for any t / yk , 1rk , we ha¤e
lim P U F t s G t , 11Ž . Ž .Ž .a , t , mya“2
where
0, if t - yk ,¡
2k~G t s 12Ž . Ž ., if yk F t - 1rk ,21 q k¢1, if t G 1rk .
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ŽDenoting the limiting r.v. by U in the case a s 2 we must have2, 0, m
. Ž .t s 0 , one can verify that the representation 9 holds as well for a s 2
Ž w x.see 13 . For m s 0, the two values of yk and k are .1 taken with
probabilities 1r2 each, and we obtain the well known representation of the
symmetric Laplace distribution.
We conclude with some remarks and then prove the results in Section 2.
Remark 1. Geometric stable r.v.’s are related to stable r.v.’s via the
well-known representation
¡ 1r a 1raZ ? X q m Z y Z , if a / 1,Ž .a , t , m~Y s 13Ž .2a , t , m
Z ? X q t Z log Z, if a s 1,¢ a , t , m p
where Z and X are independent, Z is standard exponential, anda , t , m
Ž . Ž < < a Ž . . Ž w xX is stable with ch.f. w t s exp y t v t q im t see, e.g., 1 fora , t ,m a , t
w x .the symmetric case and 10 for the general case . The advantage of the
Ž .new representation 9 is that, unlike the general stable r.v. X , the r.v.a , t , m
U has an explicit density. One area of application where the represen-a , t , m
Ž .tation 9 could be exploited is computer simulation of GS random
variates, as the standard simulation methods often require the calculation
of the relevant density or distribution function.
Ž . 2Remark 2. Note that the r.v. 1rU has the density f 1rx rxa , t , m a , t , m
Ž . Ž .for x / 0 , which for m s 0 is the same as f x . Thus, in the strictlya , t , m
d
"1Ž .GS case m s 0 we have the representation Y s Z ? U obtained ina , t , 0 a , t , 0
w x12 . Further, in the symmetric case we obtain the representation derived
w xin 9 , while in the case a - 1, m s 0, and t s 1 we obtain the exponential
wmixture representation of the Mittag]Leffler distributions derived in 11,
x17 .
Ž .Remark 3. It is interesting to examine the relation 9 in the limiting
< < Ž .case a “ 1 and t - 1. Here, the density 10 converges to the Cauchy
density,
cos ptr2Ž .
f x s , x g R , 14Ž . Ž .1, t , m 2 2p x y m y sin ptr2 q cos ptr2Ž . Ž .Ž .
Ž . Ž Ž . < < Žwhich is a stable law with ch.f. w t s exp ycos ptr2 t q m q
Ž .. .sin ptr2 it . On the other hand, the examination of the relevant ch.f.’s
Ž Ž .shows that the distribution of Y converges to the GS cos ptr2 , 0, ma , t , m 1
Ž ..q sin ptr2 distribution. Consequently, in the limit, the representation
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Ž . Ž .9 produces the basic relation 13 between the GS and stable distribu-
tions.
Remark 4. Note that the error bound given in Corollary 1.3 requires
Ž .that m F 0. One can show that in the case m ) 0 the representation 7
holds as well with a certain modification of the error bound. Here,
Ž . X Ž . Y Ž . < X Ž . < Ž .R x s R x q R x , where R x admits the bound 8mq 1 mq1 mq1 mq1
< < Y Ž .with sin pr replaced by a certain positive constant, while R x sq mq1
Ž yM .o x for all M ) 0.
2. PROOFS
In the following we shall consider a complex z-plane with the branch cut
along the positive real axis and define the principal branch of the power
z a s r aeiau for z s reiu, 0 - u - 2p . In particular, z a s r a for z on the
positive real axis. We first establish the following lemma.
Ž . < < Ž .LEMMA 2.1. Let 1 / a g 0, 2 , m g R, and t F min 1, 2ra y 1 . De-
fine the function
h z s 1 q z aexp ipatr2 q im z . 15Ž . Ž . Ž .
Ž . < < Ž .i If either t - min 1, 2ra y 1 or one of the following
Ž .a 0 - a - 1 and t s 1;
Ž .b 0 - a - 1, t s y1, and m F 0;
Ž .c 1 - a - 2 and t s 1 y 2ra ,
then the function h has no zeroes in the closed first quadrant.
Ž .ii If either
Ž .d 0 - a - 1, t s y1, and m ) 0 or
Ž .e 1 - a - 2 and t s 2ra y 1,
then h has a unique simple zero, z*, in the closed first quadrant. Further,
z* s r*eip r2, where r* is the solution of the equation 1 s mr y r a in the case
Ž . a Ž .d and 1 s mr q r in the case e .
Proof. Let z s reiu, where r G 0 and 0 F u F pr2. Then the real and
Ž .imaginary parts of h z are given by
Re h z s 1 q r acos au q patr2 y mr sin u , 16Ž . Ž . Ž .
Im h z s r asin au q patr2 q mr cos u . 17Ž . Ž . Ž .
Ž .Clearly, h 0 s 1, so we may assume r ) 0. First, note that for 0 F u - pr2
Ž . Ž .we have h z / 0. Indeed, if Im h z s 0, then
m s yr asin au q patr2 r cos u . 18Ž . Ž . Ž .
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Ž . Ž .When we substitute 18 into 16 , we obtain
Re h z s 1 q r a cos au q patr2 y u cos u. 19 4Ž . Ž . Ž .
< < Ž .Note that, as 0 F u - pr2 and t F min 1, 2ra y 1 , we must have
< < Ž .au q patr2 y u - pr2 and the two cosines that appear in 19 are
Ž . Ž .positive. Consequently, Re h z ) 0 and we can never have h z s 0.
Ž . a ŽNext, consider u s pr2. Then, Im h z s r sin pr , where r s a 1 qq q
. < < Ž .t r2. For 0 - a - 1, we have t F 1 so that 0 F r F a - 1 and Im h zq
equals zero only if r s 0, which corresponds to t s y1. Further, in thisq
Ž . acase the equation Re h z s 1 q r y mr s 0 has a unique positive solu-
Ž .tion for m ) 0 and we obtain ii.d . Similarly, for 1 - a - 2, we have
< <t F 2ra y 1 so that 0 - r F 1 with r s 1 only if t s 2ra y 1, inq q
Ž . awhich case the equation Re h z s 1 y r y mr s 0 has a unique positive
Ž .solution and we obtain ii.e
Proof of Theorem 1.1. Consider first x ) 0 and denote p s p .a , 1, t , m
Ž .The application of the inversion formula to 1 with l s 1 yields
1 d eyi t x y 1 1
p x s dtŽ . H a yip at signŽ t .r2< <2p dx yit 1 q t e y im tR
1 d
s I x q I x , 20Ž . Ž . Ž .Ž .q y2p dx
Ž .where I x are two convergent integrals,"
‘
" i t xe y 1 1
I x s dt.Ž . H" a " ip at r2"it 1 q t e " im t0
Ž . Ž .Note that I x is the complex conjugate of I x and writeq y
‘
i t x1 d e y 1 1
p x s Im dt. 21Ž . Ž .H a ip at r2p dx t 1 q t e q im t0
In the complex z-plane, consider the region
< < 4T s z s t q i¤ : z F R , t G 0, ¤ G 0 , R ) 0,R
and define a branch of the power z a as before. By Lemma 2.1, the
function
ei z x y 1 1
g z s 22Ž . Ž .a ip at r2z 1 q z e q im z
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is continuous in T and analytic in the interior of T . Denote C s z s tR R R
< < 4q i¤ : z s R, t G 0, ¤ G 0 . According to Cauchy’s Theorem, the contour
integral of the function g along the boundary of T is equal to zero.R
Consequently,
ey¤ x y 1 id¤R R
g t dt q g z dz y s 0.Ž . Ž .H H H a ip a Ž1qt .r2¤i 1 q ¤ e y m¤0 C 0R
Since the integral over C tends to zero as R tends to infinity, we haveR
‘
i t x
‘
y¤ xe y 1 dt e y 1 d¤
s . 23Ž .H Ha ip at r2 a iprqt ¤1 q t e q im t 1 q ¤ e y m¤0 0
Ž . Ž .By combining relations 21 and 23 we obtain
‘
y¤ xysin pr d e y 1Ž .q
p x sŽ . H
p dx ¤0
¤ a d¤
= . 24Ž .2 a 2 a1 y m¤ q 2 cos pr 1 y m¤ ¤ q ¤Ž . Ž . Ž .q
Ž . Ž .Finally, the differentiation in 24 under the integral produces 3 . For the
Ž . Ž .case x - 0 use the relation p x s p yx .a , 1, t , m a , 1, yt , ym
Ž .Proof of Theorem 1.2. To establish the representation 3 for the case
Ž .i proceed as in the proof of Theorem 1.1 as the function g defined by
Ž .22 is continuous in T and analytic in the interior of T , by Lemma 2.1.R R
Ž .It is clear that in the case b the density vanishes for x ) 0 as sin pr s 0q
Ž .while the integral in 3 converges.
Ž . Ž .We now turn to the proof of ii . We shall consider case d and leave
Ž .out a similar derivation of e . As in the proof of Theorem 1.1 we apply the
Ž .inversion formula and obtain the expression 21 for the density. Note that
Ž .under d we have 0 - a - 1, t s y1, and m ) 0, so that by Lemma 2.1
Ž . ip r2the function g defined by 22 has a simple pole at z* s j *e , where
j * is the unique solution of the equation 1 s mj y j a. In the complex
z-plane consider the contour S drawn in Fig. 1.R
By Lemma 2.1 and Cauchy’s Theorem, the contour integral of g along
S is equal to zero, so thatR
ey¤ x y 1 d¤R
g t dt q g z dz yŽ . Ž .H H H a¤ 1 q ¤ y m¤Ž . Ž .0 C 0, j *yd j j *qd , RR
q g z dz s 0, 25Ž . Ž .H
Cd
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FIG. 1
 < < 4where C s z s t q i¤ : z s R, t G 0, ¤ G 0 and C is the semi-circle ofR d
radius d centered at z s ij *; see Fig. 1. As R “ ‘ and d “ 0q, the
Ž . Ž .integral over C tends to zero, the integral over 0, j * y d j j * q d , RR
Ž .converges to a finite real limit understood in the principal value sense ,
Ž . Ž .while the integral over C tends to yip Res g , where Res g is thed ij * ij *
residue of g at z s ij *. Further, the residue term is easily found to be
eyj *x y 1 1
ip Res g s p ,Ž .ij * ay1ij * m y a j *Ž .
Ž .so that by 21 we obtain
1 d eyj *x y 1 1 eyj *x
p x s Im p s ,Ž . ay1 ay1p dx ij * m y a j * m y a j *Ž . Ž .
Ž .which is the same as the representation 4 .
Ž . Ž .Proof of Corollary 1.3. First, note that p x s p yx , soa , 1, t , m a , 1, yt , ym
Ž .it is enough to consider x ) 0. Let r s a 1 q t r2 and letq
y1f u , ¤ s 1 y m¤ q u exp ypr iŽ . Ž .q
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Ž .be a function of two real variables, u and ¤ . Then, the representation 3
produces
‘1
a a y¤ xp x s f ¤ , ¤ y f ¤ , ¤ e d¤Ž . Ž . Ž .Ž .Ha , 1 , t , m 2p i 0
‘1
a y¤ xs Im f ¤ , ¤ e d¤ . 26Ž . Ž .H
p 0
By the two-dimensional Taylor’s formula we have
‘ n n1 n! ›
k nykf u , ¤ s u ¤ f u , ¤ 27Ž . Ž . Ž .Ž .Ý Ý 0, 0k nykn! k! n y k ! › u › ¤Ž .ns0 ks0
for u and ¤ near zero. A straightforward calculation yields
› n n nq1nykf u , ¤ s y1 n! ym exp yip kr f u , ¤ ,Ž . Ž . Ž . Ž . Ž .qk nyk› u › ¤
28Ž .
Ž .so that by 27 we obtain
‘ n1 1
a Žnyk .aqkIm f ¤ , ¤ ; a sin n y k pr ¤ , 29Ž . Ž . Ž .Ž .Ý Ý k , n qp p ns0 ks0
Ž . Ž .valid for ¤ near zero. Now, the substitution of 29 into 26 and term-by-
Ž w x.term integration, which is valid by Watson’s lemma see, e.g., 16 , produce
Ž .the representation 5 .
Ž .Next, we show the validity of the error bound 8 for the case m F 0. We
Žconsider the case m - 0, as the proof for m s 0 is similar and actually
w x.given in 2, 10 . Using the two-dimensional Taylor formula with a remain-
der, we have
m n n1 n! ›
k nyk <f u , ¤ s u ¤ f u , ¤ q S ,Ž . Ž .Ý Ý Ž0, 0. mq1k nykn! k! n y k ! › u › ¤Ž .ns0 ks0
30Ž .
where
mq11 m q 1 !Ž .
S s Ýmq 1 m q 1 ! k! m q 1 y k !Ž . Ž .ks0
› mq 1
k mq1yk= u ¤ f u , ¤ 31Ž . Ž .Ž .u*, ¤*k mq1yk› u › ¤
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and
0 F u* F u and 0 F ¤* F ¤ . 32Ž .
Ž . Ž . Ž . Ž . aThe substitution of 30 ] 31 into 26 , utilizing 28 and setting u s ¤ ,
Ž .leads to 7 with
mq11 m q 1 !Ž . mq 1R x s y1Ž . Ž .Ýmq 1 p k! m q 1 y k !Ž .ks0
‘mq 1yk y¤ x a kqmq1yk= ym e ¤ h u*, ¤* d¤ , 33Ž . Ž . Ž .H
0
where
mq 2h u*, ¤* s Im exp yip kr f u*, ¤*Ž . Ž . Ž .Ž .q
a Ž .and 0 F u* F ¤ , 0 F ¤* F ¤ . To obtain 8 , note that
mq 2mq2Im exp yip kr f u*, ¤* F f u*, ¤*Ž . Ž . Ž .Ž .q
Ž .y mq2F sin pr ,Ž .q
since m¤* F 0 and
2 2 2 21 y m¤* q u*exp ypr i G 1 y m¤* sin pr G sin prŽ . Ž . Ž . Ž .q q q
2Ž Ž . Ž . Ž . .observe that under conditions a and b we have sin pr ) 0 .q
Proof of Corollary 1.4. The result is an easy consequence of the
Ž . < < Ž .representation 3 for t - min 1, 2ra y 1 and Theorem 1.2 for the
boundary values of t .
Ž .Proof of Theorem 1.3. Note that it is enough to show 11 separately for
< < Ž .t - 2ra y 1 and t s " 2ra y 1 .
< <Case 1. t - 2ra y 1. By Corollary 1.4, we need to show the conver-
t Ž . Ž .gence H f x dx “ G t for any t / yk , 1rk . The result follows ify‘ a , t , m
we establish the following three claims:
Ž .Claim 1. For any a and b such that the interval a, b contains neither
b Ž . y Ž .yk nor 1rk we have H f x dx “ 0 as a “ 2 and thus t “ 0 .a a , t , m
b Ž . Ž 2 .Claim 2. For 0 - a - 1rk - b, we have H f x dx “ 1r 1 q ka a , t , m
y Ž .as a “ 2 and thus t “ 0 .
b Ž . 2 Ž 2 .Claim 3. For a - yk - b - 0, we have H f x dx “ k r 1 q ka a , t , m
y Ž .as a “ 2 and thus t “ 0 .
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We start with Claim 1. We shall assume that 0 - a - b - 1rk , as other
Ž . a ay1cases follow similarly. Define f x, a , t s x y m x q cos pr andq
w x Ž . Ž .note that for x g a, b we have the convergence f x, a , t “ f x, 2, 0
2 y Ž .s x y m x y 1 as a “ 2 . The continuity of f and the fact that f x, 2, 0
w xis strictly less than zero for x g a, b imply that
sin prb bq ay1f x dx F x dxŽ .H Ha , t , m 2pea a
Ž .for some e ) 0 and d ) 0 such that a g 2 y d , 2 . This produces Claim
1, since sin pr “ 0 as a “ 2y.q
Now we move to Claim 2. First, write
1 1b b
f x dx s y Im dx , 34Ž . Ž .H Ha , t , m 1ya iprqp x y m q x ea a
Ž  4.fix d g 0, min 1rk y a, b y 1rk , and note that in view of Claim 1 and
Ž .34 we have
1 1b 1rkqd
lim f x dx s y lim Im dx.Ž .H Ha , t , m 1ya ipry y qp x y m q x ea“2 a“2a 1rkyd
35Ž .
Ž . 1yaNext, consider the analytic function g z s z on the complex plain cut
Ž Ž .along the positive semi-axis with arg z s 0 on the upper corner of the
. Ž .cut . Deforming the contour of integration of the second integral in 35
into the semi-circle C with radius d centered at z s 1rk , we obtaind
1 1b
lim f x dx s y Im dz , 36Ž . Ž .H Ha , t , m y1y p z y m q za“2 a Cd
since r “ 1 as a “ 2y. Then, we pass to the limit d “ 0q and useq
Cauchy’s Theorem to get
1 1b
lim f x dx s y Im yip ResŽ . Ž .H a , t , m 1rk y1y p z y m y za“2 a
z
s Res . 37Ž .1r k 2z y m z y 1
Ž .Finally, a straightforward calculation of the residue in 37 , coupled with
2 2Ž . Ž .'the relation k s 2r m q m q 4 , produces 1r 1 q k , and Claim 2
follows. The proof of Claim 3 is similar to that of Claim 2 and we omit it.
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Ž .Case 2. t s " 2ra y 1 . We assume that t s 2ra y 1, as the proof
Ž .for negative t is similar. By Corollary 1.4 iii , the distribution of U is aa , t , m
mixture of a point mass at 1rj * and a continuous distribution with density
y1 Ž .q f ? concentrated on the negative half axis, where the mixinga , t , m
w Ž .a Ž .xprobabilities are 1 y q s 1r 1 q j * a y 1 and q, respectively, and
j * is the unique positive solution of the equation 1 s mj q j a. Since
j * s k if a s 2, it easy to see that 1rj * “ 1rk as a “ 2y, which
Ž . Ž .implies the convergence 11 ] 12 . Indeed, for t ) 1rk we have 1rj * - t
Ž .and consequently P U F t s 1 for a close enough to 2. Similarly, fora , t , m
0 - t - 1rk , we have t - 1rj * for a close enough to 2, so that for such
a the probability
a
j * a y 1Ž . Ž .
P U F t s P U F 0 s q sŽ . Ž . aa , t , m a , t , m 1 q j * a y 1Ž . Ž .
2 Ž 2 . yconverges to k r 1 q k as a “ 2 . Finally, for t F 0 the conclusion
follows from
Claim 1. For example, for yk - t F 0 we have
P U F t s 1 y P U ) tŽ . Ž .a , t , m a , t , m
s 1 y P t - U F 0 q q 1 y q ,Ž .Ž .a , t , m
Ž .a Ž . Ž Ž .a Ž .. 2 Ž 2 . Žand q s j * a y 1 r 1 q j * a y 1 “ k r 1 q k while P t -
. y1 0 Ž . Ž . yU F 0 s q H f x dx “ 0 by Claim 1 as a “ 2 . The conclu-a , t , m t a , t , m
sion of the theorem follows.
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