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1 Introduction 
Given a probability distribution 7t(x) > 0 on a finite set X , the widely used Markov Chain approach 
[18], [7] draws samples from 7t( x) by running a Markov Chain K( x, y) on X with stationary distribution 
7t(x). For many versions (Metropolis, Hasting, Gibb's sampler), the chain is constructed to be reversible 
with respect to 7t: 
7t(x)K(x, y) = 7t(y)K(y, x) (1.1) 
We give some non reversible constructions which can offer considerable speedups. The idea is best 
understood by a simple example: 
Consider nearest neighbor random walk on ann-point path with holding probabilities ~ at each end. 
2 3 4 5 n-2 n-1 0 
This walks takes an order of n 2 steps to reach stationarity. This can be seen using the central limit 
theorem: the walk takes an order of k2 steps to travel a distance of order k. 
We overcome the "diffusive" behavior by introducing two copies of the chain, in one copy the chain 
will go right 1 - ~ of the time. In the second copy it will go left most of the time. The chain switches 
from copy to copy at rate ~. 
Start by labeling upstairs: ( +, 1), ( +, 2), ... , ( +, n) and downstairs :( -,1), ( -, 2), ... , ( -, n) 
(+,1) (+,2) (+,3) 1-1/n (+,n-2) ( +,n-1) 
( -,2) ( -,3) ( -,n) 
The transition matrix is thus: 
K((+,i),(+,i+1)) (1 _l) for 1 < i < n K((-, 1), (-, 1)) l 
1 n n 
K((+,i),(-,i+1)) for 1 < i < n K((-, 1), (+, 1)) 1-l 
n 1 lf (1.2) K((-,i),(-,i-1)) (1--) for 1 < i < n K((+,n),(-,n)) 1--
1 n n 
K(( -, i), ( +, i- 1)) for 1 < i < n K(( +, n), ( +, n)) 1 n n 
The new chain has stationary distribution 2~ on the new state space. Indeed the enter and exit 
weights of all points is 1, the matrix is doubly stochastic and thus it has a uniform stationary distribution. 
In section 2 we show that this chain reaches stationarity in an order of n steps. 
Section 2 also derives the explicit diagonalization which is used to show that for C2 or x2 convergence, 
~nlo gn + en steps are necessary and suffice. We also find the best "flip" rates in this simple example. 
In section 3 we show how to generalize this example in two ways: 
1. The n point path can be replaced by a connected part of a d dimensional grid. 
2. The uniform distribution can be replaced by any distribution 7t(x) > 0 on X . 
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As examples, we treat a variety of statistical problems ( contingency tables and logistic regression) 
where non-reversible speedups are feasible. We also show how to construct non-reversible versions of 
the Gibbs sampler or Heat-bath algorithm. Section 4 contains some cautionary notes and a comparison 
with random choice Monte Carlo. 
There have been numerous efforts to get rid of diffusive behavior. The present idea was motivated 
by hybrid Monte Carlo [16],[19],[14] which introduces auxiliary velocity variables and (in continuous 
settings) Hamiltonian dynamics to give directions to move in. Our technique is based on an idea of 
Horowitz[16] developed in this setting. Other techniques for overcoming diffusive behavior are overre-
laxtion [19], and the multi-grid techniques of Goodman and Sokal [15]. 
Further, the analysis of section 2 offers one of the few cases known of a natural Markov chain where 
the total variation and chi-squared relaxation times are different. 
Acknowledgments : 
We thank David Aldous, Martin Hildebrand, Brad Mann and Laurent Saloff-Coste for their help. 
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2 Analysis of the One-dimensional walk 
The state space of the walk can be labeled with elements of the circle Zzn (mod 2n). 
The walk (1.2) is described equivalently by a Markov Chain on Zzn with kernel: 
1 
K(x, x + 1) = 1 --
n 
1 
K(x, -x) =-
n 
(2.3) 
The mass coming into any vertex is the same as the mass coming out. So the chain is doubly 
stochastic with stationary distribution: 
1 
rr(j) = ln' 0:::; j <ln. (2.4) 
The chain (2.3) will be analyzed by two methods. First a direct probabilistic argument is combined 
with sub-multiplicativity to show that order n steps are necessary and sufficient for total variation 
convergence. 
Then section 2.2 gives the eigenvalues and eigenvectors of the chain and uses them to show that 
~nlo gn + en steps are necessary and sufficient for convergence in the x2 distance. This is somewhat 
surprising ; usually the two distances are equivalent in natural problems. 
In section 2.3 we find the best flip rates (roughly v'logn)/n) 
2.1 A Probability Argument 
The first result shows that order n steps are necessary and sufficient for total variation convergence. 
Theorem 2. 1 The chain (2.3) on Zzn satisfies: 
c = se-8 > .002 
For n > 2, and all C = 1 , 2, ... and any starting state. 
Conversely: The chain started at 0 is not close to random in only n steps: 
Proof: 
1 IlK~- rriiTV > 2 for C:::; n 
e 
After n steps, the walk started at 0 is at n with probability (1- ~)n. Hence 
IIKn- rriiTv > (1 - 2_ )n- -1- > e-(l+n2_1) > _2_ 
0 n 2n e2 
For the other direction, let Xm be the position of the walk at time m. We will show that for any starting 
state a and any state j, when m = 4n, 
with c = se-8 (2.5) 
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The majorization (2.5) suffices to prove the theorem by an easy argument: 
Let K(x, y) be a Markov chain on a finite state space X . Suppose 7t is a stationary probability for K 
and there are m, C such that Km(x, y) 2::: C7t(y), for all x, y. Then II~ -7tll :::; (1- C)r!.l, for all .e. 
To see this, suppose without loss that m = 1, then K(x,y) = C7t(y) + ( 1 -C)K;':.y~-Cn(yl, this 
presents the chain as a mixture of 7t and a second chain. If T is the first time that the mixture is chosen, 
then at time T, the process is stationary and indeed T is a strong stationary time in the sense of [ 11], 
and this reference gives results that provide a bound on the total variation. For general m, we apply 
the above to Km. 
To prove 2.5, let T1, T2, ... be the times that the walks changes sign, i.e. when x ~-xis chosen. 
Thus 1 < T1 < T2 < T3 < • • •. Let Ai be the sequences of length m with exactly i sign changes. Clearly 
Pa{Xm = j} > Pa{{Xm = j} n A1 (m)} + Pa{{Xm = j} n A2(m)} 
The reason for using both A1 and A2 is because of a parity problem. From direct considerations, starting 
at a, with any m, 
onA1 :Xm=m-a+1-2T1(mod2n) 
on A2: Xm = 2(T1- T2) +a+ m(mod 2n) 
(2.6) 
(2.7) 
These equations show the parity problem: on A2, the walk is at an even number of steps past its starting 
position a after an even number of steps. 
By sufficiency, 
and 1 
Pa{T1 = i, T2 = jiA2(m)} = (~), 1 :S i < j :S m 
Further 
1 ( 1 )m 1 Pa{A1(m)}=m- 1-- -
n n 
Pa{A2(m)}= (;)~2 (1- :)m-2 
Take m = 4n and consider j + ( m- a+ 1) even. By directly counting solutions 
Pa{Xm = j n A1 (m)} Pa{m- a+ 1- lT1 = j(mod 2n) n A1 (m)} 
1 1 1 m 1 se-8 
> -m-(1--) - 2:--
m n n 2n 
The last inequality used (1 - t) > e-t/(1-tl for 0 < t < 1 and n 2: 2. 
For j + (m- a+ 1) odd : 
Pa{Xm = j n A2(m)} Pa{m +a+ 2(T1- T2) = j(mod 2n) n A2(m)} 
>- -1-- >--m (m) 1 ( 1 )m-2 se-8 (~) 2 n2 n - 2n 
The first inequality comes from considering the distribution of 2(T1- T2) mod(2n) given A2(m). 
By direct count, for any .e, 
l{(i, k) : k- i = .e (mod n)}l 2: (m- .e) + (n- .e) 
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The m-.e term comes from solutions (1 ,£+ 1), (2,£+2), ... , (m-.e, m). The n-.e term comes from 
solutions (1, n + .e + 1), ... , ( n- .e, m). Thus the number of solutions is bounded below by m = 4n, 
uniformly in .e. This proves 2.5 and so completes the proof. 
<> 
Remark: The bound (2.5) implies 
In section 2.2 below we show maxa,bl1 - ~~~~l I is only small after ~nlogn steps. 
2.2 £2 bounds 
In this and the following section the £2 or x2 rate of convergence is determined. 
Here the £2 distance can be written: 
For these equivalences, see [6]. 
This .e2 distance bounds total variation through 
Usually the two distances give essentially the same answers for convergence. The present example is one 
of the few where they differ: as shown above, order n steps are necessary and suffice for total variation 
convergence. As shown below, order nlo gn steps are necessary and suffice for x2 ( £) convergence. 
The walk (2.3) changes direction at rate~- It is natural to ask how the change rate effects the speed 
of convergence. For example ifthe change rate is ~~it is not hard to see that order n 2 steps are necessary 
and suffice for either total variation or £2 convergence. 
In this section we analyze a one-parameter family of chains on Zzn: 
if y =-X 
if y =X+ 1 
otherwise 
For any c in (0, n) these chains have uniform stationary distribution, 7t(x) = 2~. 
(2.8) 
Theorem 2. 2 Consider the chain (2.8) on Zzn, for fixed c E (0, 7t), for .e = ~(logn + 9) withe a 
fixed real, then: 
Ae-e ~ X2(£) ~ Be-e 
with A and B are bounded continuous functions of c. 
Remark: 
In Lemma 2.2 below we show that for the chain (2.8) x2 (£) does not depend on the starting state. 
Observe that increasing the change rate ~ decreases the time to stationarity for c in ( 0, 7t). In section 
2.3 we determine the best value of c in (0, n). Roughly this is c = .yTOgTi. Then order n.vrogn steps 
are necessary and suffice for £2 convergence. 
Theorem 2 will be proved as a sequence of lemmas which are also used in section 2.3, the first step 
is an explicit diagonalization of the underlying transition matrix: 
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Lemma 2. 1 For any c, the chain K as defined in (2.8) is unitarily similar to a block diagonal matrix 
with two one-dimensional blocks at each extreme and ( n - 1 ) two dimensional blocks. 
The one dimensional blocks have entries 1 and - ( 1 - ~) 
The two dimensional blocks are: 
( (1-~)ei~h ph= n 
c 
n 
Proof. 
1 <h:s;n-1 (2.9) 
The matrix K may be thought of as an operator on l, the 2n-dimensional vector space of functions 
f : Zzn -----1 C, via 
Kf(j) = L K(j, k)f(k) 
k 
The matrix form (2.8)is with respect to the standard basis Oj (k) of L 
Consider instead the Fourier basis fh (j), 0 < h < 2n: 
fo = 1, 
27tihj 
fh(j) = e zn , 1 ::; h < n, 
2ni hj 
Lh(j) = e- zn , 1 ::; h < n, 
fn(j)=(-1)j 
This basis, multiplied by ~ is a unitary change preserving £2 norms. 
v2n 
The subspace lh spanned by [fh, f -hJ is invariant under K giving Ph of (2.9) above as the matrix of 
the restriction of K to lh. Further, Kfo = (1 - ~) + ~ = 1 = fo and Kfn(j) = ( -1 )i X - (1 - 2~), 
proving the lemma. 
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Lemma 2.1 reduces the computations to two by two matrices. It is of course equivalent to a treatment 
via representations of the dihedral group. 
The next lemma shows that the initial starting state does not matter. Indeed, all rows of any power 
of the matrix K have the same entries (in permuted order). We find this surprising since the walk is not 
symmetric enough for us to see the result from invariance considerations. Indeed Lemma 2.2 does not 
hold for the walk on Zzn+ 1 
Lemma 2. 2 The matrix K of (2.8) satisfies: 
{Ke(x, y)}o::;y<2n = {Ke(x', y)}o::;y<2n 
This holds for all c, x, x' and all positive .e. 
Proof: 
Let C be the basic circulant of size 2n. Thus C is a 2n X ln matrix with ones above the diagonal and 
a one in the lower left corner, zeroes elsewhere. ( C ( i, j) = Si+ 1 (j)). Let 'P be the basic Hankel matrix, 
that is to say, 'P has ones down the antidiagonal: (so 'P ( i, j) = Si ( 2n + 1 - j)). 
Observe that K = aC + b'P C for some a, b. 
Note that we have 'PC 'PC = Id and 'P 2 = Id. 
We claim that there are scalars x~ and y~ such that: 
2n-1 2n-1 
Ke = L. xic i + L. Yi'P c i 
i=O 
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with x~ = yf = 0 if i and € differ (mod 2). 
This shows that Kf = C 1 + P C 2 for circulants C 1 and C 2, and that further, the non-zero entries 
in each row fall into disjoint subsets. Since C 1 and P C 2 have the same entries in each row, this proves 
the statement. 
The claim is proved by induction, being clearly true when € = 1, and generally 
(aC + b'P C )Kt> 
x~+ 1 = ax~n-1 + by~ 
Xf+1 i.+ 1 
y~+1 
2n-1 
( aC + b'P C ) ( L x~C i + y~P C i) 
i=O 
f+1 f b f X2n-1 = ax2n-2 + Yo 
f b f axi + Y1.+2 
bx~ + ay~ l l 
Using the inductive hypothesis, the claim and so, the lemma is proved. 
The next lemma gives the basic computational expression needed. 
Lemma 2. 3 For any c and any starting x, the chain (2.8) satisfies: 
2c 
x2(€) = Trace(KfKf*) -1 = (1- -)2£ + L T(h,€) 
where T(h,€) = Trace(P~P~) and Ph is defined by (2.9). 
Proof: 
n 1<hm 
From Lemma 2.2, the entries of any row of Kf are a permutation of the first row. 
Thus x2 ( €) does not depend on the starting state. We have 
x2(€) = 2n L (Kf(x, y) )2 - 1 = Trace(KfKf*) - 1 
y 
The result now follows from Lemma 2.1. 
<> 
(2.10) 
<> 
The following lemma is the heart of the argument, it gives an explicit diagonalization of the 2 x 2 
blocks Ph. The alternative expressions given for the eigenvalues are needed in section 2.3. 
Lemma 2. 4 For any c, T(h,€) in (2.10) of Lemma 2.3 is given by: 
T(h,€) = 2 {(1- 2c + 2c2) l(i\_£- i\+£)12 + li\+H1- i\_H11- 2c(i\_£- i\+f)(i\+H1- i\_H1)} 
li\_- i\+12 n n 2 n 
with i\+ and i\_ the eigenvalues of the matrices Ph, (we have omitted the h in their symbols to ease 
the notation). 
c ( 7th i\± = (1--) cos-± 
n n 
c2 7th ) 2 c 2 - sin2(-) 
n (1 --) n 
n 
Actually, if h is such that the eigenvalues have an imaginary part: 
2c 2c2 sin2 ( €<jJ) 
T(h,€) = 2(1- -)£[1 + h _, ], with <P = Arg(i\_(h)) 
n n2((1- ~)2sin2(:)- £) 
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If h is such that the eigenvalues are real: 
2c n 7th 2c 
T(h,t) = 2(1- -)e + (1- (1-- )2sin2(-))-1 (A+ 2e +A-2e- 2(1- -)e) 
n c n n 
Proof: 
This follows from an explicit diagonalization of Ph in (2.9). We give some details; throughout we write 
B for the matrix whose columns are the eigenvectors of Ph associated to A- and A+. 
where a and f3 satisfy: 
A- -pw q 
q A_- pw 
A+- pw q 
q A+- pw 
i7rh c c 
w e---n p = 1 - - and q = -
n n 
Further we have the identities: 
s-1 = 1 ( f3 
f3- a -a 
-1 ) 1 , 
1 q 
0 ] e e -1 ( A+ e and R = Ph = B r B = 
f3 A_e- A+ea A-e- A+e ) 
(af3) (A_e- A+ e) -aA_e + A+ef3 
Calling C = f3 A-e- A+ea, and D =-a A_ e +A+ ef3, we always have ICI2 = IDI2. We also always (real 
and complex cases alike) have I af312 = 1 . 
So that in the general case, whether real or complex, the following formula is valid: 
T(h,~) = TrP~P~ = L L TijTij 
i j 
2q2 --~ (1C1 2 + lA-- A 12) lA-- A+l2 + 
2 2 (1C12 + lA-- A+12) 
lf3- al 
Separating the two cases, using A+A- = (1 - ~) = (p- q) and denoting by Ph d!f :h: 
Eigenvalues have an imaginary part: 
ICI 2 = IA+I2e(2 + lf3- a12) - (A+ 2e +A_ 2e) 
gives: 
T (h, ~) 
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Real Eigenvalues: 
So that, in this case: 
T(h,£) 2 1 e -ll3 _ al2 (21A-- A+ I - (A+A-) (al3 + al3- 2)) 
e 4 2 2(p- q) + 113- all (A-- A+) 
ql 
2(p- q)e + 2 2 . 2 (A_- A+ )2 
q - p stn Ph 
This completes the proof of Lemma 2.4. 
Proof of Theorem 2: 
From lemma 4 we see that for c E (0, 7t) fixed and n sufficiently large, all the eigenvalues A±(h) are 
complex, for 1 ::; h ::; n- 1. 
Now, lemma 4 gives 
2c e 2c2sin2(€<):>) 
T(h £) = 2(1- -) [1 + ] with <):> = Arg(A_(h)) 
' n 2 ( ( 1 c ) 2 · 1 ( nh) c2 ) ' n - n: stn n - n:z 
Bounding 2c2sin2 ( €<):>) by 2c2 and using Taylor expansions for the denominator: 
c 7th c2 c h h 
n2( (1 --)2sin2(-)- -) = (1 --)2h2(~ + 0( (- )2)) - c2 = h27t2- c2 + 0((- )2) 
n n n 2 n n n 
This expansions is used for 1 < h ::; en for suitably small e. 
For en ::; h < ~, the denominator is bounded below by e1n 2 (1 + 0 ( ~)). 
Finally, sin2 (~) = sin2(n(n;hl). Combining bounds we have: 
2c 2c 1 00 4c2 
x2(£)=(1--)2e+2n(1--)e(l+A(c)+O(-)) with A(c)=.[_ 2 2 1 
n n n 7th - c 
n=l 
and 0 ( ~) depending on c. 
For the lower bound, use the fact that the second term in square brackets is positive for all h so 
T(h,€) ;:::: (1 - ~)e. This completes the proof of theorem 2.2. 
2.3 £2 bounds with large flip rates 
In this section we bound the rate of convergence in £2 when c is allowed to grow with n. The main 
results show that increasing the flip rates speeds up the chain for c = c( n) up to order .yTOgll:. Taking 
larger c then slows things down. 
Theorem 2. 3 For the chain (2.8) with c = c(n) 
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a) Suppose c(n) ::; a.y10g'Ti for fixed a. Then for any starting state x and for 
f = Anlogn 
c 
B, e-blA ::; x2(f) ::; Be-bA 
with B1, b1, B, b positive continuous functions of a alone. 
b) For ay'iOg'Tl < c(n) < a' .y10g'll, any starting state x and 
f= An..jlOgn 
B, e-blA ::; x2(f) ::; Be-bA 
with B1 , b 1 , B, b positive continuous functions of a and a' alone. 
c) For c ~ a'~. any starting state x and 
f=Anc 
B, e-blA ::; x2(f) ::; Be-bA 
with B1 , b 1 , B, b positive continuous functions of a' alone. 
Proof: 
From lemma 2.10 we have, for any starting state x, any c and €: 
with for A± with an imaginary part: 
and as before 
A± = (1 - -) cos- ± c ( 7th c 7th ~ = (1- -)(cos-± vil) 
n n n n 
(2.11) 
For n defined as follows. Let h* = h*(c, n) be the smallest h so that the eigenvalues are imaginary, we 
have: 
c2 2 7th c2- 7t2h2 c3 h4 
n = - sin (-) = + 2- + 0 (- ) . 
n 2(1 - ~)2 n n 2 n n 
Let us first treat the case with 
c ::; L\ log n, where L\ is a fixed constant (2.12) 
then h* = ~ + 0(1 ), and we partition the sum composing x2 (f) into two zones: 
Zone 0 h < h *, h > n - h *, here the eigenvalues of Ph are real. 
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Zone 1 h* ::; h::; n- h*, here the eigenvalues of Ph have imaginary parts. 
In zone 0 we have to approximate the various terms that appear in T (h, €), using Taylor expansions we 
have: 
7t h 2 2 2 - 1 7t h 1 2 ( 2 2) -1 ( 2 2) -1 1-~ -2c~h(c-~h) 1-~ n-+O(n-) 
( ( n)2 ( 7th )2)-
1 1t2h2 h4 
1 - 1 - ~ sin ( ~) = 1 + ~ + 0 ( c2n 2 ), 1 ::; h < h * 
This is thus bounded by a constant (possibly depending on Ll) for all c and for h ::; h*. 
Further, Taylor expansions for the eigenvalues in zone 0 with c < Lllogn provides: 
7t2h2 h2 
1
- 2nc + O(n2 ) 
2c 7t2 h 2 h 2 
1
--;- + 2nc + O(n2) 
From these bounds we see that for some D = D ( Ll), 
{ 2c 1t
2h2 h2 2c 1t2h2 h 2 } L T(h,€)::; D 2(1- -)t + L (1-- + 0(2))2t + (1--+- + 0(2))2t 
h<h* n h<.£. 2nc n n 2nc n 
- -71: 
(2.13) 
Essentially the same bounds hold for the large elements in Zone 0: 
. ' ( ') 1 n2h2 O(h2) ( ') 1 2c n2h2 (h2) 1f h = n- h, .;\+ h = - + 2nc + :nz , and .;\_ h = - + n - 2nc + 0 :nz 
Thus the right hand side of 2.13 (with a different D), bounds the sum over zone 0. 
For Zone 1 we use the techniques of section 2.2 to get the bound 
L T(h,€) ::; 2n(1- -)t 1 + L 2 2 2 2c ( ~ 4c2 ) 
Zone1 n h>h* 7t h - C 
(2.14) 
All claims follow from the claims (2.13) and (2.14); 
Consider first c :S A' .y'iOg'Tl and take € = A nl~gn This choice makes the bound 2.14 small for A 
large; certainly the first and last terms in 2.13 are small also: 
7th2 nAh2 Logn 1tAh2 L ( 1 - --) 2t ::; ce c2 < ce -""'A'i'2'"" 
h?::;c 2nc 
These bounds give part (a). 
For part (b), the sum (2.14) is bounded above by a constant times ne- 2~f. Here, .e = An.y'iOg'Ti and 
c ~ a.y'iOgli:, so this term is small for A large. For the sum in (2.13), again the first and the last terms 
are handled by the argument above, for the middle term: 
h2 00 00 L (1 - .::...__ )2t ::; L e-n2h2A~/c ::; L e-n2h2A/a 
h<.£. 2nc h=1 h=1 
-71: 
This being small for A large. 
The argument for part (c) is similar, now the terms in zone 0 dominate and e of order nc suffices 
to make all parts small. This completes the proof if c ::; LUogn. A similar, slightly easier argument 
suffices for larger c, we omit further details. <> 
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Remarks: 
In theorem 2 we determined the rate of convergence carefully enough to find the cutoff in the .e2 distance 
at Ic (log n + e). We do not know whether similar cutoffs hold in total variation distance. Martin 
Hildebrand (personal communication) has shown us preliminary results which imply that with flip rates 
cjn, and c = c( n) tending to infinity, order en steps are necessary and suffice for convergence in total 
variation distance. His argument uses the probabilistic tools as in section 2.1. 
In Theorem 3 we have been content to determine rougher bounds. Preliminary computations show 
a cutoff of a more complicated type. 
3 Extensions and Examples 
This section gives non reversible versions of the Metropolis algorithm for general stationary distributions 
and general state spaces. We first treat a general stationary distribution on a one-dimensional path and 
then show how to use this for a more general state space which can be decomposed into "lines" of an 
appropriate sort. 
3.1 Stationary Distribution on a path 
Let 7t(x) be given on X = {1, 2, ... , n}. As in section 1 extend the state space to 
X ={(e,x),e=±1,xEX} 
Let it = nix), construct M on X in two stages. The second stage depends on a parameter e which can 
be any fixed value in (0,1). 
Algorithm: 
1. From (e, x), try to move to ( -e, x +e) via a standard Metropolis step. Thus 
{ 
if 7t(x +e) 2: 7t(x) go there, 
th . fi" n(i+£) . { if it comes up heads-o erw1se 1p a -(-.)-cotn, th . 
n 1. o erw1se 
If x + e is outside X the chain stays at ( e, x). 
go there 
stay put 
2. Following the first step the chain is in (e', x'). With probability 1-e the chain moves to ( -e', x'). 
With probability e the chain stays at (e',x'). 
Proposition 3. 1 The chain M described above is an irreducible aperiodic chain on X with station-
ary distribution it( e, x) = n~) 
Proof: 
Both stages above are Markov chains with it as their stationary distribution. The first stage as the usual 
construction of the reversible Metropolis algorithm. The second stage by invariance: it( e, x) = it( -e, x), 
Since 0 < 7t( x) < 1 (provided n 2: 2) the chain M is connected. Since M( ( + 1 , n), ( + 1, n)) = e, the 
chain is aperiodic. This completes the proof. 
<> 
Remarks: 
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1. The idea behind this example was abstracted from Horowitz [16]. It can be applied to general state 
spaces. For example on IR, to sample from 7t( dx) introduce two copies of JR. Run the Metropolis 
algorithm based on 2 base chains; one with a drift to the right, one with a drift to the left. 
2. The same idea can be used to make directed versions of other reversible chains. For example, 
suppose that each i E {1, 2,, ... , n} is associated with a neighborhood N ( i). The usual heat 
bath (Gibb's sampler) method samples from 7t restricted to N (i). Instead of using symmetric 
neighborhoods eg N ( i) = { i - 1, i + 1 }, one could use an asymmetric neighborhood eg N ( i) = 
{ i + 1, i + 2} for the one chain and N ( i) = { i - 1, i - 2} for the other chain constructed as above. 
3. There is nothing special about working with two copies of X , the fiber algorithm of section 3.2 
can be seen as working with 2d copies of a base space. 
3.2 General Finite State Spaces: the fiber algorithm 
Let 7t be a positive probability measure on the finite state space X . In what follows, we will assume that 
X is partitioned into ordered "lines" in various directions. Our walk will proceed from x by choosing a 
direction and then a step along the line through x. The reader may find it helpful to consider an m x n 
grid with horizontal lines of size n and vertical lines of size m. As in our first example, we introduce 
two copies of each line and run a non reversible Markov chain. 
A class of examples where this structure arises naturally is described in section 3.3. 
Suppose X is given with a collection of partitions P1, P2, ... P1. Here, for each i, there is a partition 
The index i delineates a direction. The parts Pij are called lines in direction i. We suppose that each 
line Pij is linearly ordered. 
Further, we suppose that X is connected in the sense that for each x, y in X there is xo = 
x, x1, ... , xe = y such that Xi, Xi+ 1 are in a common line. 
To complete the description, let {wi}{=1 be a positive probability distribution on {1, 2, ... , I} and 
{ ed~= 1 satisfy 0 < ei < 1. The { wi} are used to choose directions, the { ei} are flip rates in direction i. 
With these ingredients specified, a chain M can be defined on X = 2:~ X X . Suppose the chain is 
currently at ( z, x). The construction proceeds in 3 stages: 
• Choose i E {1, ..... , I} with probability Wi. 
• Given i, suppose x in Pij. If Zi = € try to move to -Zi and the successor x€ of x in Pij. 
If 7t(x€) ~ 7t(x) accept the move. 
If 7t( x €) < 7t( x) flip a coin with success rate ~~€/ , if success , accept the move, if not the chain 
stays at (z,x). At this stage the chain is at (z',x'). 
• Change the ith coordinate z' of z back to -Zi' with probability 1 - ei and keep it unchanged 
with probability ei. 
Proposition 3. 2 For a connected set of partitions into linearly ordered lines the chain M is aperiodic, 
connected with stationary distribution it= nJ~l on X . 
Proof: 
The chain is a mixture of I chains, each of which will be shown to have the claimed stationary distribution. 
Suppose {Sj}J=1 is a partition of X . The last two steps above define a chain on Z2 X X driven by 
13 
{Sj}[=1 . This chain is not connected (if J > 1 ). But proposition 1 above shows that on each component 
Sj the chain has stationary distribution for any partition and flip rate e. 
The general stationarity result follows since a convex combination of chains with a common stationary 
distribution has again this same stationary distribution. 
The combinatorial connectedness condition translates into irreducibility of the chain. Finally each 
line in the chain offers holding probabilities at both ends so the chain is aperiodic. This completes the 
proof. 
<> 
Remarks: 
1. Again, it is easy to generalize the construction to Euclidean and more general spaces. Consider a 
probability density f(x) on !Rd take Pi the partition of !Rd into lines parallel to the i th coordinate 
axis. For each i consider two random walks with opposite drifts as base chains for the Metropolis 
chain in this coordinate. 
2. The construction above points to a potential drawback: we must find directions and ordered lines. 
This is easy to do for naturally given grids. Less obvious examples are given in section 3.4. The 
following example shows some of the problems and possibilities. 
3.3 Three Examples 
This section shows how the ideas above specialize in three examples: a non uniform distribution on a 
path, versions of Fishers exact test for contingency tables and ranked data. 
3.3.1 A non-uniform distribution on a path 
Consider sampling from a distribution 7t on {1, 2,3 ... , n}. We take 7t to be V-shaped as in Figure 1. 
n 
n(j) = z(2lj --I + 1), 1 :::;: j :::;: n, z a normalizing constant 
2 
This 7t has 2 "peaks" and one might expect the usual Metropolis algorithm with base chain nearest 
neighbor random walk to get stuck and be unable to cross from peak to peak. While this is true for 
exponential peaks, things are better for polynomial peaks. For the linear peaks in Figure 1, available 
theory [7] shows that n 2lo g n steps are necessary and sufficient for the usual Metropolis chain to reach 
stationarity. 
Figure 2 shows how the worst case total variation distance decreases when n = 1 00 as a function of 
f, the number of steps taken. It shows both the ordinary Metropolis and our directed version. Evidently 
the directed version converges faster. 
Indeed by 5000 steps the ordinary Metropolis chain does not have a good chance of crossing over 
the valley, (n2logn ~ 46,000 for n = 100). We believe the nonreversible version of the Metropolis 
algorithm of section 3.1 reaches stationarity in order n 2 steps. The computations shown below are not 
based on Monte Carlo runs but rather on exact treatment achieved by raising the transition matrix to 
successive powers and then calculating the total variation distance to stationarity for each starting state. 
3.3.2 Contingency Tables 
Consider the problem of generating a random I X J table with fixed row and column sums and non-
negative integer entries. This problem was posed by Diaconis and Efron [10] who give statistical moti-
vation. Diaconis and Gangolli [12] give a host of other applications. Even for I, J small, the size of the 
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state space can be huge: consider the 4 x 4 table below: 
Black Brunette Red Blonde 
Brown 68 20 15 5 
Blue 119 84 54 29 
Hazel 26 17 14 14 
Green 7 94 10 16 
There are approximately 1015 tables with these same margins. Diaconis and Sturmfels [8] suggested the 
following algorithm for generating random tables: 
• Choose a pair of different rows at random 
• Choose a pair of different columns at random 
• As long as it doesn't make any table value negative make the following change to the 2 by 2 square 
thus defined : ( + + ) or ( + + ) choosing one of the above with probability ~ 
This is a symmetric, connected aperiodic Markov chain with uniform stationary distribution on the 
set of all tables with the given row and column sums. 
The walk described above has a diffusive behavior taking an order (Diameter f steps to reach 
stationarity. This is proved by Chung-Graham-Yau [3] for tables with large row and column sums and 
by Diaconis and Saloff-Coste [6] for small values of I and J. 
We can apply the ideas of section 3.2 in an obvious way, taking the lines to be determined by a pair 
of rows and columns and moving along these lines in a directed fashion. 
Diaconis and Sturmfels have extended the reversible walk described above for tables to a host of 
other statistical problems. We give a general description referring to [8] for statistical motivation. 
Let A be an m X n matrix with non-negative entries and y an m vector with non-negative entries. 
Let X = {x E l'F: Ax= y}, In applications, X is given as finite and non empty. 
The problem is to choose from the uniform distribution on X . In [8] a random walk approach is 
suggested. 
A Markov Basis is a set of vectors v1 , vz, ... Vk E zn, which satsify: 
1. Avi = 0 
2. For x, x' E X there are a positive integer e and indices i1, iz, ... i~ and signs e 1, e 2, ... e~ in{± 1} 
such that: 
p p 
x' = x + L ejVij and x + L €jVij ;:::: 0 for 1 :s; a :s; e 
j=l j=l 
Condition ( 1) says that A( x + vd = y, condition ( 2) says that there is a path between each x and x' in 
X , adding or subtracting Vi, staying in X . 
This allows a Markov Chain approach to sampling from X . From x, choose Vi at random and move 
to x +vi, if this is in X , otherwise stay at x. This chain reduces to the chain described above for tables 
with an appropriate choice of A It appears to have diffusive behavior in general. 
The above set of problems can be solved more rapidly using the fiber algorithm of section 3.2. Observe 
that the lines {x + jvdjEZ n X partition X as x varies. Varying i gives a collection of partitions Pi. 
Then P1 , P2 , ... , Pk are 'directed ' partitions satisfying the conditions of Proposition 1. 
We have run these speed-ups for the table above and have found them to work much faster than the 
original ± 1 walk. 
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3.3.3 Ranked Data 
Let X= Sn be a permutation of n letters. Let d( cr, TJ) be a metric on Sn. To fix ideas, consider 
d(cr, TJ) = .[_lcr(i)- TJ(i)l, (Spearman's footrule) 
A non uniform probability distribution (Mallow's model) can be constructed on Sn, as : 
n( cr) = zed( u,uo l, z a normalizing constant 
In the model above, 0 < e ~ 1 is fixed, as is the location parameter rro. Again, just to fix ideas, consider 
cro = id, so that the distribution n( cr) is largest at cr = id and falls off exponentially. 
The problem is to draw samples from 7t when for instance n = 52. 
One approach is to use the Metropolis algorithm with base chain random transpositions . This seems 
to work well even in the uniform case ( e = 1). Some analyses and references to background literature 
appear in [4]. 
To pursue the present approach we must find a collection of ordered partitions. One natural con-
struction uses the group structure of Sn. Let H be a subgroup and PH the partition of Sn into cosets 
of H. Taking all conjugates, Hn = n-1 Hn gives a neat family of partitions, we consider 3 special cases. 
Case 1 Take H = Sn , there is only one block in the partition. This must be ordered, one method 
is to use lexicographical order. A second method uses a Gray code based on transpositions (see 
Sloane[2] or [13]). This linearizes the problem so that the method of section 3.1 can be used. This 
is not a foolish approach: if the walk is started off at the identity it should be reasonably efficient. 
Case 2 Take H = {id, (1, 2)}. Now the block of PH containing the permutation cr consists of {o-, (1, 2) cr}. 
Running over all the conjugates Hn gives blocks of form {id, (x, y )}. We see that with these choices 
our generalized Metropolis algorithm reduces to the random transpositions algorithm described 
previously. 
Case 3 Take H as the cyclic group generated by a single permutation TJ. 
Now the block of the partition containing cr is ( cr, TJ cr, 11 2 cr, ... , TJ k-l cr) where k is the order of TJ. 
For a practical version of the algorithm choose a small collection of permutations TJl, 11 2 , ... , TJK 
that generate Sn and use these to generate partitions P1, P2, ... , Pk. 
The walk is connected. 
We remark in closing that the usual random walks on the symmetric group (generation of uniformly 
distributed random permutations) does NOT exhibit diffusive behavior (see [4]) for a review. 
4 Cautionary Remarks 
This section collects together caveats and pointers to competitive algorithms : 
1. Our most general algorithm depends on having "directions" in the underlying state space. These 
may be difficult to find and, if available, they may be used for yet better algorithms. For example, 
consider the contingency table example of section 3.3. There, a direction was specified by a choice 
of a pair of rows and a pair of columns. In our implementation, a directed walk was taken in this 
direction. An alternative (implemented in [8]) considers the 4 fixed cells as a 2 x 2 table and 
chooses uniformly among all the 2 X 2 tables with the same margins. 
This is easy to do, a 2 X 2 table being specified by one entry which varies between easily computed 
bounds. A similar comment holds for the more general problems described in [8]. 
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2. The (diameter )2 behavior is associated with random walk and so to uniform or relatively flat 
stationary distributions. 
Available theory [7] shows that when the Metropolis algorithm is used following a random walk 
on a low dimensional grid to generate from a stationary distribution with exponential peaks the 
walk basically heads directly for the nearest peak. Thus if the stationary distribution is unimodal 
order diameter steps suffice for stationarity. For multimodal distributions, any local algorithm, 
including ours, can effectively get stuck. 
3. It is instructive to compare the present algorithm with an iid sampling Metropolis algorithm. 
This is based on iid uniform choices from the state space followed by the usual Metropolis step to 
give stationary distribution 7t( x). Call this chain Mu ( x, y). Suppose the state space has N points 
and let n* = maxx7t( x). Then Liu [17) shows 
Let us use Liu's result on 
X (n,d) ={(iJ. ... ,id), 1 ~ i ~ n,j = 1, . .. ,d},IX I =nd 
Example 1 
Taken( i) = ze-(i1 +iz+··+id l. Then the normalizing constant is bounded uniformly inn for fixed 
d and the bound shows that order nde-d are sufficient for stationarity. It is not hard to prove a 
lower bound showing they are necessary as well. Thus here the iid Metopolis is slow. The analysis 
in [7] shows that the classical Metropolis algorithm, (and presumably the present algorithm) reaches 
stationarity in order nd steps for this example. 
Example 2 
Let p(x) =La aaxa be a polynomial with non negative coefficients and maximum degree la*l = 
a]+ ai +···+ad., for example p(x) = x1 +x2 + · · ·+xd or p(x) = X1X2 · · · Xd· Let 7t( i) = zp( i) 
on X (n, d). Here for large n, z ~ a~nla*f+d. Thus n* ~ :d, for c bounded. Now, Liu's result 
shows that the chain Mu reaches stationarity in a bounded number of steps. The analysis in [7] 
shows that the classical Metropolis algorithm requires order n 2 steps to reach stationarity. In line 
with the results of section 2 we conjecture that order n steps are necessary and suffice for the 
directed algorithms. 
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