In visualization of scattered data, one is often faced with the problem of nding the nearest neighbours of a data site. This task frequently occurs in an advanced stage of the visualization process, where several data structures have been created during run time. Many applications compute a triangulation of the data for their visualization purposes. To take advantage of this previously allocated data structure we propose an algorithm for determining the k nearest neighbours in a triangulated point set. As a benet, this algorithm dynamically computes exactly as many neighbours as necessary for the speci c application and does not assume a particular kind of triangulation. Furthermore, it works in any nite-dimensional, metric a ne space.
Introduction
In visualization of scienti c data, the raw input usually undergoes a large number of processing steps before an actual image can be computed. Structural analysis of complex shapes, visualization of multivariate scattered data, and computer tomography, for example, demand the e cient solution of a multitude of geometric problems.
A frequent approach for treating these di erent problems is the application of independent modules for each problem separately. Although their data structures are not necessarily disjoint, the various modules often make no use of previously created data structures of other modules. This leads to an overhead of storage and computing time requirements, which should evidently be avoided.
This paper adresses one fundamental geometric problem, the k nearest neighbours query: Given a particular data site p i from a set P, nd the k nearest sites in P. Immediate applications within the eld of visualization are gradient and derivative estimation, clustering, and surface extraction (cf. 7, 8] ), to name only a few.
In previous work on nearest neighbour problems 2, 1], regular space subdivisions play an important role. These subdivisions perform well on uniformly distributed data, but are somewhat less suited for data sets of strongly varying density. Triangulations, on the other hand, are an irregular data structure which adapts easily to all kinds of data distributions. They are fundamental in many geometric algorithms. Several authors have used triangulations for visualizing point sets in 3-space (see, e.g., 4, 5, 6] . ) The aim of this paper is, as a result of the above considerations, to present an algorithm for solving the k nearest neighbours problem by taking advantage of a previously computed triangulation. The algorithm can process multivariate data, as it functions in spaces of arbitrary nite dimension. Furthermore, it does not assume a particular metric. Many triangulation-based algorithms will work only with triangulations that possess certain properties, such as Delaunay triangulations. Our algorithm makes no such requisites. Thus, it can operate on any triangulation that another module has`left behind.' In determining the k nearest neighbours, our algorithm explores only a part of the triangulation. While this part contains more vertices than just the k nearest ones, it is in general considerably smaller than the complete triangulation. The neighbour 1 points are reported in order of increasing distance from the query point. In some applications, this order presents useful additional information. Implementation of the algorithm is straightforward. Apart from distance computations and the triangulation, only standard operations and data structures are needed.
With only minor modi cations, the algorithm becomes applicable to slightly di erent types of queries. Thus, it is easy to nd the data points lying within a certain radius from the query point. Not only vertices of the triangulation, but arbitrary points in the respective space can be used as query points. A query can be suspended after a certain number of neighbours have been determined, to be resumed later if further neighbours are needed. This is particularly useful for interactive graphical techniques where additional demand for neighbourhood information arises as a result of feedback from the user. Let the point set P = fp 1 ; : : : ; p n g A d not be contained in a proper subspace of A d . A triangulation T of P is a tesselation of the convex hull of P into d-simplices whose vertices are in P. We denote the subsimplices of all d-simplices of T collectively as the subsimplices of T. In particular, the points in P are the 0-subsimplices of T.
The Algorithm
The basic concept of our algorithm is a ball which is centered at the query point p i and whose radius increases continuously. As the ball ex-pands, it encounters the vertices of T in order of increasing distance from p i . Our algorithm registers not only the vertices, but also the d-simplices of T in the order in which the ball encounters them. To this end, an appropriate subset of the d-simplices and vertices is stored in a heap, which is sorted by distance from the query point. The element closest to p i is found at the top of the heap.
The expanding ball will, in general, encounter several d-simplices and/or vertices simultaneously. The algorithm, on the other hand, processes these elements one after another. At any given time during the expansion process, we call a d-simplex or vertex of T intersecting if the algorithm has determined that it intersects the ball. All other d-simplices and vertices are called non-intersecting, even if they do intersect the ball. The term closest is used with respect to distance from the query point.
Lemma 1 Let p i be contained in at least one intersecting d-simplex.
Then one of the closest non-intersecting d-simplices is adjacent to (i.e., shares a facet with) an intersecting d-simplex.
Proof: Let t be a closest non-intersecting d-simplex, and let q be the point of t closest to p i . Since T covers a convex volume, it must cover the line segment p i q. By choice of t and q, it is clear that each interior point of p i q is contained in some intersecting d-simplex. Since and each vertex prevents multiple insertion into the heap. The ag is set when its corresponding simplex is inserted. A simplex whose ag is set will not be inserted again.
As mentioned above, the heap is ordered by distance from the query point. As a secondary ordering criterion, vertices are given priority over d-simplices: If a vertex and a d-simplex are equally distant from p i , the vertex will appear at the top of the heap rst. This prevents the algorithm from unnecessarily processing d-simplices which are as far from p i as the k-nearest neighbour. The complete algorithm is described in Algorithm 1. is closer than q, a contradiction. Therefore, q cannot be reported before p. To prove the case k < n ? 1, we simply note that the algorithm runs in exactly the same way as for n ?1 neighbours, but stops after the k nearest neighbours have been found. Figure 1 shows two snapshots of the algorithm working on a planar triangulation. The intersecting triangles and vertices are drawn in white and black, respectively. The triangles and vertices in the heap are drawn in gray. In the left diagram, the algorithm has just deleted a vertex from the heap. In the right diagram, it has also processed the triangles that are incident on this vertex.
Complexity
We assume that the data structure of the triangulation allows us to carry out the following operations: 4 Let jTj denote the number of d-simplices in T, and let jHj be the number of simplices contained in H. We note that n 2 O(jTj). In the planar case, we also have jTj 2 O(n). In 3-dimensional space, triangulations with jTj 2 O(n) exist and can be constructed in O(n log n) time 
(cf. 3]).
To analyze the time complexity of the algorithm, let us rst look at the time spent on heap operations. An insertion or deletion takes O(log jHj) time. Each vertex and each d-simplex is inserted into, and, likewise, deleted from, the heap at most once. Therefore, both the number of heap operations and the heap size are bounded by O(jTj). The total time 6 for all heap operations is O(jTj log jTj) in the worst case. Distance computations are carried out only for those simplices which are inserted into the heap, and only once per simplex. Therefore, the total time for distance computations is bounded by O( jTj).
Next, we will look at the two for-loops. Disregarding the heap operations and distance computations, for which we have already accounted above, the body of each for-loop consists only of setting a ag. This can be done in constant time. Within one execution of the repeat-loop, each for-loop is run at most d + We consider a query with k = 2 at the time when the nearest neighbour of p i has just become intersecting. The heap contains the n=2?1 vertices left of p i . Before the next neighbour can be found, n=2 ? 2 triangles and n=2 ? 1 vertices lying to the right of the nearest neighbour are inserted. Since these new simplices are closer to p i than the n=2?1 vertices already contained in the heap, the summed cost for the insertions is proportional to n log n. Note that this extreme behaviour of the algorithm occurs only if p i or its nearest neighbour is used as the query point. For any other vertex, at most 6 triangles and 7 vertices are inserted into the heap before the second neighbour is found. In fact, as long as k is small compared to n, the time complexity averaged over all vertices depends on k rather than on kTk. We conjecture that dependency on k only will be the case for most triangulations. This conjecture is strongly supported by the experimental results which are presented in the next section.
Experiments
In order to investigate the algorithm's behaviour in practice, it was measured on various point sets. The experiments were set up as follows. For each point p i in a data set P, a query for the 2000 nearest neighbours of p i is carried out. When the query nds the j th neighbour, 1 j 2000, two quantities are recorded: the current heap size, denoted by kHk(p i ; j), and the number of heap insertions which the query has executed up to this point, denoted by #I(p i ; j). Note that these quantities re ect not only the current state of the actual query for 2000 neighbours, but also the nal state of a hypothetical query for only j neighbours of p i .
The measurements were carried out on eight two-dimensional data examples:
3 sets of uniformly distributed random points, containing 2500, 10000, and 100000 points, 3 square grids of sizes 50 50, 100 100, and 200 500, and 2 sets of 8700 and 13687 points, scanned from real objects and exhibiting strong variation in point density due to previous data reduction. In each case, T was a Delaunay triangulation of P.
We were interested in the worst-case behaviour of the algorithm on each particular data set, so the maxima jHj(j) := max p i 2P jHj(p i ; j) and #I(j) := max p i 2P #I(p i ; j) over all queries within the same data set P were computed. Figure 3 shows the graphs of jHj(j) and #I(j) as funcions of j. Two observations can be made in the graphs. The rst is that #I(j) is strongly correlated to j. In other words, it appears to depend on j linearly. The second observation is that, although the underlying data sets vary in size by a factor of up to 40, the corresponding function graphs in Figure 3 almost coincide. This indicates that, as far as our examples go, the time complexity is in fact independent of jTj.
Variations of the Basic Algorithm
This section describes four possible modi cations of Algorithm 1. The rst one is a speed-up, whereas the others aim at performing di erent, similar tasks.
Equidistant Stack
Whenever the expanding ball encounters a new subsimplex of dimension less than d ? 1, it intersects a number of d-simplices simultaneously. This holds for the very rst 0-simplex, the query point p i , too. Let r be the current radius of the ball. Suppose we have taken d-simplex s from the heap and nd an adjacent d-simplex t with dist (t ; p i ) = dist (s ; p i ) = r. Algorithm 1 will insert t into the heap at a cost of O(log jHj). Now the heap cannot contain any d-simplex with a distance less than r at this point, nor a vertex of distance less than or equal to r. Therefore, only d-simplices which are equidistant to t can appear at the top of the heap before t does. These equidistant d-simplices, including t, may be processed in an arbitrary order without a ecting the correctness of the algorithm. Instead of inserting t into the heap, we may set it aside to be processed immediately after s. Since we will nd several equidistant d-simplices in general, we use a stack S for setting them aside. A new simplex is deleted from the heap only when S is empty. Algorithm 2 shows the changed parts of the algorithm.
Radius Query
Instead of looking for k nearest neighbours, one may be interested in all neighbours within a ball of some radius r centered in p i . For this kind of query, the algorithm does not count the neighbours it nds, but stops when it realizes that no more neighbour within distance r can be found. 
Suspended and Concurrent Queries
In some applications, one does not know a priori how many nearest neighbours of a query point will be required. After looking at the k nearest neighbours, one may nd that another`neighbours are necessary. In such a situation, it is an easy matter for Algorithm 1 to resume the query where it left o before. The cost for searching rst k and then the next`neighbours is the same as for searching k+`neighbours in a single query. Some information must be saved in order to resume a query. This comprises the heap H, the ags, and the number k of previously found neighbours.
It is also possible to run queries in a concurrent manner, e.g., nd k i neighbours of p i , then k j neighbours of p j , then another`i neighbours of p i , etc. Multiple suspended queries require a separate heap and a separate set of ags for each query point. Suppose that concurrent queries are carried out for all n vertices, then the space requirement for the ags is proportional to n jTj. However, if the average number of neighbours computed per vertex is small, most of the ags will never be used. Storage space can be reduced if we replace the ags by a hash table. Instead of setting a ag, we insert a pair of the form (query point ;` agged' simplex) into the table. By the very nature of concurrent queries, the required number of neighbours in a single query is not known in advance. Thus, it may be impossible to make an appropriate choice for the size of the hash table, which has a strong in uence on the table's e ciency. As an alternative, we can substitute a sorted tree (e.g., AVL or SBB tree, cf. 9]) for each heap, i.e., one per query. We insert s 0 into the tree if it is not contained in the tree and was not processed before s. Containment in the tree can be tested e ciently. Simplices are processed in order of increasing distance from the query point. Therefore, if s 0 is strictly closer than s, it has been processed before, and if s 0 is strictly further than s, it has not been processed before. Equidistant simplices that have been processed are stored in an auxiliary tree, and can be found there. A simplex is inserted into the auxiliary tree as soon as it is processed. The auxiliary tree is cleared when the intersecting sphere expands, i.e., when a simplex of greater distance is processed.
Conclusion
We have presented an algorithm for computing the k nearest neighbours of a vertex in a triangulated point set. The algorithm does not expect any particular kind of triangulation and computes only as many neighbours as are needed for the application. It operates in spaces of any ( nite) dimension and with arbitrary metric. The output is sorted by increasing distance from the query point, which is a bene t for various applications. The algorithm is easy to implement and uses only very simple data structures in addition to the triangulation.
The principle of the algorithm, a ball expanding through the triangulation, is exible enough to cover a variety of similar tasks. Radius queries, arbitrary query points, and suspended and concurrent queries require only small adjustments in the algorithm. This exibility makes our algorithm a useful tool in a wide range of visualization applications.
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