Abstract-Product quantization-based approaches are effective to encode high-dimensional data points for approximate nearest neighbor search. The space is decomposed into a Cartesian product of low-dimensional subspaces, each of which generates a sub codebook. Data points are encoded as compact binary codes using these sub codebooks, and the distance between two data points can be approximated efficiently from their codes by the precomputed lookup tables. Traditionally, to encode a subvector of a data point in a subspace, only one sub codeword in the corresponding sub codebook is selected, which may impose strict restrictions on the search accuracy. In this paper, we propose a novel approach, named optimized cartesian K-means (ock-means), to better encode the data points for more accurate approximate nearest neighbor search. In ock-means, multiple sub codewords are used to encode the subvector of a data point in a subspace. Each sub codeword stems from different sub codebooks in each subspace, which are optimally generated with regards to the minimization of the distortion errors. The high-dimensional data point is then encoded as the concatenation of the indices of multiple sub codewords from all the subspaces. This can provide more flexibility and lower distortion errors than traditional methods. Experimental results on the standard real-life data sets demonstrate the superiority over state-of-the-art approaches for approximate nearest neighbor search.
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INTRODUCTION
N EAREST neighbor (NN) search in large data sets has wide applications in information retrieval, computer vision, machine learning, pattern recognition, recommendation system, etc. However, exact NN search is often intractable because of the large scale of the database and the curse of the high dimensionality. Instead, approximate nearest neighbor (ANN) search is more practical and can achieve orders of magnitude speed-ups than exact NN search, while still providing near-optimal accuracy [28] .
Recently, hashing has attracted lots of attentions to perform ANN search due to the storage and computational efficiency. The data points are represented as compact binary codes, which can be generally expressed as
where x is the P -dimensional real-valued point, hðÁÞ is the hash function, and b is the corresponding binary code with L bits. Numerous efforts have been devoted to finding a better hash function to preserve some notion of similarities. The pioneering hashing work, locality sensitive hashing (LSH) [2] , [6] , adopts random linear projections and the similarity preserving is probabilistically guaranteed. Other approaches based on random functions include kernelized LSH [12] , non-metric LSH [20] , LSH from shift-invariant kernels [24] , and super-bit LSH [8] .
To improve the accuracy, one can learn the hash function from the specific database with the distribution incorporated. Typical approaches are multi-modality hashing [29] , [30] , [36] , unsupervised hashing [3] , [9] , [11] , [31] , [34] , [35] supervised hashing [15] , [21] , kernel space hashing [5] , [16] , etc.
Generally, the hash function of these approaches can be decomposed into multiple sub functions. The ith function is written as b i ¼ h i ðxÞ 2 f0; 1g; i 2 f1; . . . ; Lg:
(1)
Another group of hashing approaches are based on distortion minimization, such as K-Means [18] , product quantization (PQ) [7] and cartesian K-means (ck-means) [22] . Specifically, for the P -dimensional space, a codebook fd 1 ; . . . ; d K g is pre-defined with each codeword d k being a P -dimensional vector. Then the binary string is obtained by
where k Á k 2 denotes the l 2 norm. The index i Ã denotes which codeword is the nearest to the data point and can be stored as a binary code b. If there are K codewords in total, dlog 2 ðKÞe bits are required to encode one data point.
The crucial problem is how to learn the codebook. In the traditional K-Means, the codebook is composed of the cluster centers with minimal squared distortion errors, but the size of the codebook is quite limited due to the computational issue. PQ [7] addresses the scalability problem. It splits the P -dimensional vector into multiple disjoint subvectors and makes the codebook as the Cartesian product of the sub codebooks, each of which is learned on each subvector by K-means. ck-means [22] further rotates the P dimensional space optimally to give a lower distortion error. Learning the codebook can also be taken as clustering, in which the data are grouped into different clusters and the points falling in the same cluster share the same binary code. Further details about clustering are referred in [10] , [33] .
This kind of hash functions usually cannot be decomposed into multiple sub functions as in Eq. (1), but generally achieves better accuracy than the decomposable hashing algorithms.
In PQ and ck-means, only one sub codeword on each subvector can be used to quantize the data point. This constraint might impose strict restrictions on the search accuracy. To further improve the accuracy, we first propose a new method, named extended cartesian K-means (eckmeans), to extend traditional methods by choosing multiple sub codewords from a single sub codebook in each subspace. eck-means sums up multiple sub codewords to encode the subvector in each subspace, which potentially provides stronger capability of data representation. As a step further, we propose the optimized cartesian K-means (ock-means), which enables multiple sub codewords to be selected from different sub codebooks in each subspace. In ock-means, each subspace generates multiple sub codebooks, from each of which one sub codeword is selected for the purpose of encoding the subvector. By optimally learning the multiple sub codebooks with regards to the minimization of the distortion errors, ock-means is able to further improve the search accuracy.
The remainder of this paper is organized as follows. Related work is first reviewed in Section 2. The proposed eck-means is introduced in Section 3, followed by the ockmeans in Section 4. Discussions and experimental results are given in Sections 5 and 6, respectively. Finally, a conclusion is made in Section 7.
RELATED WORK
Hashing is an emerging technique to represent the highdimensional vectors into binary codes for ANN search, and has achieved a lot of success in multimedia applications, e.g., image search [4] , [13] , video retrieval [1] , [29] , event detection [25] , document retrieval [26] .
According to the form of the hash function, we roughly categorize the binary encoding approaches as the decomposable, and the non-decomposable. The former kind of approaches can decompose the hashing function into multiple sub functions in Eq. (1), while the latter cannot, e.g., in Eq. (2).
Decomposable Hash Function
Linear mapping is one of typical decomposable hash functions. Each bit is calculated by
where w i is the projection vector, and u i is the offset. signðzÞ is a sign function which is 1 if z > 0, and 0 otherwise. Such approaches include [2] , [3] , [9] . The differences mainly reside in how to obtain the parameters in the hash function. For example, LSH [2] adopts a random parameter and the similarity is probability preserved. Iterative quantization hashing [3] constructs hash functions by rotating the axes so that the difference between the binary codes and the projected data is minimized.
Another widely-used approach is the kernel-based hash function [5] , [11] , [12] , [16] , i.e.,
where z j is the vector in the same space with x, and kðÁ; ÁÞ is the kernel function. The parameters of w ij and maybe those in the kernel function are learned or randomly obtained.
In [34] , the hash function is h i ðxÞ ¼ cosðw T i xÞ, which is the derivation of the relaxed graph partition under uniform distribution of the data.
These kinds of hash functions can be learned in a single framework. For instance in [14] , [23] , the proposed triplet similarity preserving can learn different such hash functions, e.g., linear and kernel function.
Non-Decomposable Hash Function
We briefly review the typical non-decomposable hash function, as shown in Eq. (2) . Different constraints on the codeword lead to different approaches, i.e., K-Means [17] , [18] , product quantization [7] and cartesian K-means [22] .
Other vector quantization methods, e.g., in [10] , [33] , can also be seen as a hashing method. Each point is encoded as the index of the cluster the point falls into. However, these methods may not scale well for large data sets and arbitrary code length. Thus, we do not focus on these methods.
K-Means
Given N P-dimensional points X ¼ fx 1 ; . . . ; x N g & R P , the K-means algorithm partitions the database into K clusters, each of which associates one codeword
P ÂK be the corresponding codebook. Then the codebook is learned by minimizing the withincluster distortion, i.e.,
where b i is a 1-of-K encoding vector (K dimensions with one 1 and K À 1 0s. ) to indicate which codeword is used to quantize x i , and k Á k 1 is the l 1 norm. A local minimum can be found [17] by iteratively alternating optimization with respect to D and fb i g N i¼1 .
Product Quantization
One issue of K-Means is the scalability of the codebook. To address the problem, PQ [7] splits each x i into M disjoint subvectors. Assume the mth subvector contains S m dimensions and then P M m¼1 S m ¼ P . Without loss of generality, S m is set to S , P =M and P is assumed to be divisible by M. On the mth subvector, K-means is performed to obtain K sub codewords. min f PQ;M ;K ¼
X
The rotation matrix R is optimally learned with the minimization of the distortion. As suggested in [7] , the ordering of the dimensions is important to the accuracy. Actually, re-ordering the P dimensions is equivalent to constrain R to be a permutation matrix, in which each entry is zero or one, and there is one 1 in each column and one 1 in each row. Since the permutation matrix is a special orthonormal matrix, Eq. (6) can potentially give a lower distortion than simply re-ordering the dimensions.
If R is constrained to be the identity matrix I, it will be reduced to Eq. (5). Thus, we can assert that under the optimal solutions, we have f Table 1 illustrates part of the notations and descriptions used in the paper. Generally, we use the uppercase unbolded symbol as a constant, the lowercase unbolded as the index, the uppercase bolded as the matrix and the lowercase bolded as the vector.
EXTENDED CARTESIAN K-MEANS
In both PQ and ck-means, only one sub codeword is used to encode the subvector. To make the representation more flexible, we propose to extend these approaches to that multiple sub codewords can be used.
Mathematically, we allow the l 1 norm of b m i to be a pre-set number C (C ! 1), instead of limiting it to be exactly 1. Meanwhile, any entry of b m i is relaxed as a non-negative integer instead of a binary value. Overall, the formulation is
where Z þ denotes the set of non-negative integers.
For the mth sub codebook D m 2 R SÂK , traditionally only one sub codeword can be selected and there are only K choices to encode the mth subvector of R T x i . In the extended version, any feasible b Then MC log 2 ðKÞ bits are allocated to encode one data point.
Learning
Similar to [22] , we present an iterative coordinate descent algorithm to solve the problem in Eq. The objective function of Eq. (7) can be written in a matrix form as where
and k Á k F is the Frobenius norm. The problem of solving R is the classic Orthogonal Procrustes problem [27] and the solution can be obtained as follows: if SVD of XðDBÞ T is USV T , the optimal R will be UV T .
Solve
with z m i 2 R S , we can re-write the objective function as
where
Each D m can be optimized efficiently by minimizing the unconstrained quadratic problem
From Eqs. (7) and (8), b m i can be solved by optimizing
This is an integer quadratic programming and challenging to solve. Here, we present a simple but practically efficient algorithm, based on matching pursuit [19] and illustrated in Algorithm 1. In each iteration, we hold a residual variable r, initialized by z 
Before introducing the proposed ock-means, we first present another equivalent formulation of the eck-means. Since each entry of b m i in Eq. (7) is a non-negative integer, and the sum of all the entries is C, we replace it by represents the sub codeword selected. There are in total of C different selections from a single sub codebook. To further reduce the distortion errors, we propose to expand one sub codebook to C different sub codebooks D m;c 2 R SÂK ; c 2 f1; . . . ; Cg, each of which is used for sub codeword selection.
In summarization, the formulation is as follows: 
Fixed
The objective function is re-written in a matrix form as
. . . This can also be solved efficiently by the unconstrained quadratic programming. One straightforward method to solve the sub problem is to greedily find the best sub codeword in D m;c one by one similar with Algorithm 1 for eck-means. One drawback is the succeeding sub codewords can only be combined with the previous one sub codeword.
To increase the accuracy with a reasonable time cost, we expand it as multiple best candidates matching pursuit. The algorithm is illustrated in Algorithm 2 and Algorithm 3. The input is the target vector z m i 2 R S , and the sub codebooksD m (defined in Eq. (13)). The output is the binary code represented asb m i (defined in Eq. (16)). At first, idx ¼ 1 and we search the top-T best columns in D m;idx (line 7 in Algorithm 3) with T being a predefined parameter. The final selected one is taken among the T best candidates. For each candidate, the target vector is substracted by the corresponding sub codeword (line 11), and then the rest codesb 0 are generated by recursively calling the function GenCodeOck with the parameter idx þ 1 (line 12).
Among the T candidates, the one with the smallest distortion error stored in best:idx is selected to construct the final binary representation (line 19, 20, 21) . In line 8, the error is initialized as a large enough constant LARGE.
Analysis. The parameter T controls the time cost and the accuracy towards the optimality. If the time complexity is JðCÞ, we can derive the recursive relation
As shown in line 7 of Algorithm 3, T sub codewords are selected and here we simply compare with each sub codeword, resulting OðSKÞ complexity. Since T is generally far smaller than K, the cost of partially sorting to obtain the T best ones can be ignored. For each of the T best sub codeword, the complexity of finding the binary code in the rest sub codebooks is JðC À 1Þ (line 12). With Jð1Þ ¼ SK, we can derive the complexity is
Since there are M subvectors, the complexity of encoding one full vector is JðCÞM¼ PKðT C À1Þ=ðT À 1Þ¼OðPKT CÀ1 Þ. The time cost increases with a larger T .
Generally, Algorithm 2 can achieve a better solution with a larger T . If the position of 1 in b m;c i is uniformly distributed and independent with the others, we can calculate the opportunity of obtaining the optimal solution by Algorithm 2. On each subvector, there are K C different cases for b m i . In Algorithm 2, line 7 is executed C À 1 times, and thus T sub codewords are selected for each of the first C À 1 sub codebooks. All the sub codewords in the last sub codebook can be taken to be selected to find the one with the minimal distortion (line 2). Then, T CÀ1 K different cases are checked, and the probability to find the optimal solution is
If T ¼ K, the probability will be 1. It is certain that the optimal solution can be found, but with a high time cost. The probability increases with a larger T . Meanwhile, it decreases exponentially with C. Generally, we set C ¼ 2 to have a better sub optimal solution. Fig. 1 illustrates the relationship between the optimized distortion errors and T on the SIFT1M training set, which is described in Section 6. In practice, we choose T ¼ 10 as a tradeoff.
DISCUSSIONS
Connections
Our approaches are closely related with PQ [7] and ckmeans [22] . PQ splits the original vector into multiple subvectors to address the scalability issues. ck-means rotates the space optimally and thus can achieve better accuracy. In each subspace, both PQ and ck-means generate a single sub codebook and choose one sub codeword to quantize the original point. Our eck-means extends the idea by choosing multiple sub codewords from the single sub codebook, while our ock-means generates multiple sub codebooks, each of which contributes one sub codeword.
Next, we theoretically discuss the accuracy relations between our ock-means and others. With the constructed parameters, the objective function of ock-means remains the same with ck-means, which proves the Eq. (19) .
t u
This theorem implies the proposed ock-means can potentially achieve a lower distortion error with the number of partitions M and K fixed. Proof. The basic idea is for any feasible solution of ckmeans, every consecutive C sub codebooks and the binary representation are grouped to construct a feasible solution of ock-means with an equal objective function. Specifically, the construction is 
Let R ck , fD In Theorem 2, the code length of both approaches is M=C Â C Â log 2 ðKÞ ¼ M log 2 ðKÞ, which ensures the distortion error of ock-means is not larger than that of ck-means with the same code length.
Theorems 1 and 2 guarantee the advantages of our ockmeans with multiple sub codebooks over the approach with single sub codebook.
Inequality Constraints or Equality Constraints
One may expect to replace the equality constraint kb 
This can potentially give a lower distortion under the same M and K. However, under the same code length, this inequality constraint cannot be better than the equality constraints.
For the inequality case, there are K þ 1 different values for b m i;inequality i.e., kb m;c i;inequality k 1 ¼ 0, or 1. The subscripts equality and inequality are used for the problem with the equality constraint and that with the inequality constraint, respectively. Then, the code length is MC log 2 ðK þ 1Þ.
With the same code length, the equality case can consume K þ 1 sub codewords on each subvector. The size of D From any feasible solution of the inequality case, we can derive the feasible solution of the equality case with the same objective function value, i.e., The distortion errors of ock-means with different numbers of iterations are shown in Fig. 2 on SIFT1M (Section 6.1.1 for the data set description), and we use 100 iterations through all the experiments. The optimization scheme is fast and for instance on the training set of SIFT1M, the time cost of each iteration is about 4:2 seconds in our implementations. (All the experiments are conducted on a server with an Intel Xeon 2.9 GHz CPU.)
Distance Approximation for ANN Search
In this section, we discuss the methods of the euclidean ANN search by ock-means, and analyze the query time. Since eck-means is a special case of ock-means, we only discuss ock-means.
Let q 2 R D be the query point. The approximate distance
where z m is the mth subvector of R T q.
The first item kqk 2 2 =2 is constant with all the database points and can be ignored in comparison. The third item kDb i k 2 2 =2 is independent from the query point, and can be computed once as the lookup table before searching. It is worth noting that this item can be computed only from the binary codeb i and no access to the original x i is required. For the second item, we can pre-compute fÀz mT D m;c Á;k g K;M;C k¼1;m¼1;c¼1 and store it as the lookup tables. Then there are M Â C þ 1 table lookups and M Â C þ 1 addition operations to calculate the distance. The 1 corresponds to the third item of Eq. (28) .
If the query point is also represented by the binary codes, denoted asb q , we can recover q as q 0 , RDb q . Then the approximate distance to any database point will be identical with Eq. (27), i.e.,
Eq. (27) is usually referred as the asymmetric distance while Eq. (29) the symmetric distance. Since the symmetric distance encodes both the query and the database point, the accuracy is generally lower than the asymmetric distance, which only encodes the database point.
Analysis of query time. We adopt an exhaustive search in which each database point is compared against the query point and the ones with smallest approximate distances are returned. The exhaustive search scheme is fast in practice because each comparison only requires a few table lookups and additional operations. Table 2 lists the code length and the comparison among PQ, ck-means and our ock-means for exhaustive search. Under the same code length, ock-means consumes only one more table lookup and one more addition than the others. Considering the other computations in the querying, the differences of time cost are minor in practice.
Take
as an example. The code length of ock-means and ck-means are both 64. The number of table lookups are 9 for ock-means and 8 for ck-means. With these configurations on SIFT1M data set, the exhaustive querying over 1 million database points costs about 24:3 ms for ock-means and 23:5 ms for ck-means in our implementations. Thus, the online query time is comparable with the state-of-the-art approaches, but the proposed approach can potentially provide a better accuracy.
EXPERIMENTS
Settings
Data Sets
Experiments are conducted on three widely-used highdimensional data sets: SIFT1M [7] , GIST1M [7] , and Code Length MC log 2 ðKÞ M log 2 ðKÞ M log 2 ðKÞ # (Table Lookups) MC
SIFT1B [7] . Each data set comprises of one training set (from which the parameters are learned), one query set, and one database (on which the search is performed). SIFT1M provides 10 5 training points, 10 4 query pints and 10 6 database points with each point being a 128-dimensional SIFT descriptor of local image structures around the feature points. GIST1M provides 5 Â 10 5 training points, 10 3 query points and 10 6 database points with each point being a 960-dimensional GIST feature. SIFT1B is composed of 10 6 training points, 10 4 query points and as large as 10 9 database points.
Criteria
ANN search is conducted to evaluate our proposed approaches, and three indicators are reported.
Distortion. Distortion is referred here as the sum of the squared loss after representing each point as the binary codes or the index of the sub codewords. Generally speaking, the accuracy is better with a lower distortion.
Recall. Recall is the proportion over all the queries where the true nearest neighbor falls within the top ranked vectors by the approximate distance. Mean overall ratio. Mean overall ratio [32] reflects the general quality of all top ranked neighbors. Let r i be the ith nearest vector of a query q with the exact euclidean distance, and r Ã i be the ith point of the ranking list by the approximate distance. The rank-i ratio, denoted by R i ðqÞ, is
The overall ratio is the mean of all R i ðqÞ, i.e.,
The mean overall ratio is the mean of the overall ratios of all the queries. When the approximate results are the same as exact search results, the overall ratio will be 1. The performance is better with a lower mean overall ratio.
Approaches
We compare our optimized cartesian K-means with product quantization [7] and cartesian K-means [22] . Besides, the results of our extended cartesian K-means are also reported.
Following [22] , we set K ¼ 256 to make the lookup tables small and fit the sub index into one byte. A suffix '-A' or '-S' is appended to the name of approaches to distinguish the asymmetric distance or the symmetric distance in ANN search. For example, ockmeans-A represents the database points are encoded by ock-means, and the asymmetric distance is used to rank all the database points.
We do not compare with other state-of-the-art decomposable hashing algorithms, such as spectral hashing (SH) [34] , and iterative quantization (ITQ) hashing [3] , because it is demonstrated PQ is superior over SH [7] and ck-means is better than ITQ [22] .
Results
Comparison with the Number of Subvectors Fixed
The distortion errors on the training set and database set are illustrated in Figs. 3 and 4 , respectively. From the two figures, our ock-means achieves the lowest distortion, followed by eck-means. This is because under the same M, both ck-means and eck-means are the special case of ockmeans, as discussed in Eq. (19) of Theorem 1.
Figs. 5 and 6 show the recall and the mean overall ratio for ANN search at the 10th nearest neighbor, respectively. With the same type of the approximate distance, our approach ock-means achieves the best performance: the highest recall and the lowest mean overall ratio. With the lowest distortion errors demonstrated in Figs. 5 and 6, the ock-means is more accurate for encoding the data points.
Comparison with the Code Length Fixed
For the same code length, we use M ock , M eck , M ck , M PQ to denote the number of subvectors in ock-means, eck-means, ck-means, and PQ, respectively. The code length of ckmeans is M ck log 2 ðKÞ, while the code length of ock-means is M ock Clog 2 ðKÞ. Fixing C ¼ 2 as the analysis in Section 4.1.3, we set M ock ¼ M ck =2 with M ck being 4, 8, and 16 for code lengths 32, 64 and 128, respectively. The M PQ is identical with M ck , while M eck is with M ock . In this way, the code length is identical through all the approaches.
The results in terms of recall on SIFT1M, GIST1M, and SIFT1B are shown in Fig. 7 . From these results, we can see that:
Generally, our ock-means outperforms all the others under the same type of approximate distance. For example of the asymmetric distance with 64 bits, the improvement of ock-means is about 5 percents on SIFT1M in Fig. 7b , 4 percents on GIST1M in Fig. 7e , 4 percents on SIFT1B in Fig. 7h at the 10th nearest neighbor. The performance of ock-means mainly benefits from the low distortion errors, which is also discussed in Eq. (20) of Theorem 1. Fig. 8 illustrates the distortion on the database under the same code length for SIFT1M and GIST1M. We can see under the same code length, our approach achieves the lowest distortions. The improvement is even better with a smaller code length. To represent the observation more clearly, we extract the recall at the 100th nearest neighbor from Fig. 7 and plot Fig. 9 . With a larger code length, the recalls of our ock-means and the second best ckmeans approach 1. With a smaller code length, our ock-means gains larger improvement. eck-means is not quite competitive with the same code length. The possible reason is that the number of sub codebooks is smaller than those of the others. Take the code length of 64 bits as an example. There are eight subvectors and each has one sub codebook for PQ and ck-means, resulting in eight sub codebooks. ock-means is equipped with four subvectors, but each has two sub codebooks, also resulting in eight sub codebooks. Comparatively, eck-means has four subvectors, each of which has one sub codebook, and there are only four sub codebooks in total. Smaller numbers of sub codebooks may degrade the performance of eck-means. Compared with SIFT1M and SIFT1B, eck-means achieves even better results than PQ on GIST1M, which indicates GIST1M is more sensitive to the rotation. Fig. 10 illustrates the experiment results in terms of mean overall ratio with different code lengths on SIFT1M and GIST1M. Mean overall ratio captures the whole quality of the returned points while the recall captures the position of the nearest neighbor and ignores the quality of the other points. Under this criterion, ock-means achieves the lowest mean overall ratio and outperforms all the others. This implies the returned nearest neighbors of ock-means are of high quality and close to the query points.
CONCLUSION
In this paper, we proposed the optimized cartesian K-means algorithm to encode the high-dimensional data points for approximate nearest neighbor search. ock-means allows multiple sub codebooks, from each of which a sub codeword is used for encoding a subvector in each subspace. The data point is encoded as the concatenation of the indices of multiple sub codewords from all the subspaces. As demonstrated theoretically and experimentally, ockmeans achieves superior performance for ANN search over state-of-the-art approaches. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
