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FLAG REPRESENTATIONS OF MIXED VOLUMES AND MIXED
FUNCTIONALS OF CONVEX BODIES
DANIEL HUG, JAN RATAJ, AND WOLFGANG WEIL
Abstract. Mixed volumes V (K1, . . . , Kd) of convex bodies K1, . . . ,Kd in
Euclidean space Rd are of central importance in the Brunn-Minkowski theory.
Representations for mixed volumes are available in special cases, for example
as integrals over the unit sphere with respect to mixed area measures. More
generally, in Hug-Rataj-Weil (2013) a formula for V (K[n],M [d − n]), n ∈
{1, . . . , d − 1}, as a double integral over flag manifolds was established which
involved certain flag measures of the convex bodies K and M (and required a
general position of the bodies). In the following, we discuss the general case
V (K1[n1], . . . ,Kk[nk]), n1 + · · · + nk = d, and show a corresponding result
involving the flag measures Ωn1 (K1; ·), . . . ,Ωnk (Kk; ·). For this purpose, we
first establish a curvature representation of mixed volumes over the normal
bundles of the bodies involved.
We also obtain a corresponding flag representation for the mixed functionals
from translative integral geometry and a local version, for mixed (translative)
curvature measures.
1. Introduction
Mixed volumes of convex bodies build a basic concept and tool in the Brunn-
Minkowski theory of convex geometry. They arise by combining two fundamental
geometric notions, the Minkowski addition of sets and the volume functional Vd.
Namely, for convex bodies K1, . . . ,Kk (non-empty compact convex sets) in R
d, d ≥
2, and numbers t1, . . . , tk ≥ 0, the volume of the linear combination t1K1+· · ·+tkKk
(which is again a convex body) is a (homogeneous) polynomial in t1, . . . , tk, that is
(1) Vd(t1K1 + · · ·+ tkKk) =
k∑
i1=1
· · ·
k∑
id=1
ti1 · · · tidV (Ki1 , . . . ,Kid).
The coefficients V (Ki1 , . . . ,Kid) are assumed to be symmetric and are therefore
uniquely determined. Moreover, V (Ki1 , . . . ,Kid) is linear in each of its entries
Ki1 , . . . ,Kid . For further basic properties of mixed volumes and all other notions
from convex geometry which we use, we refer to the book [20]. As usual, we abbre-
viate by V (K1[n1], . . . ,Kk[nk]) the mixed volume where the body Ki appears ni
times, for i = 1, . . . , k, and n1+ · · ·+nk = d. The functional V (K1[n1], . . . ,Kk[nk])
is homogeneous of degree ni in Ki.
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In [11], it was shown that
V (K[n],M [d− n])
=
∫∫
fn,d−n(u, U, v, V )Ωn(K; d(u, U))Ωd−n(M ; d(v, V )),(2)
where Ωn(K; ·) and Ωd−n(M ; ·) are flag measures of K and M , respectively, the
function fn,d−n is independent ofK andM , and the integration is over the manifold
of flags (u, U) (respectively (v, V )). For this formula, we had to assume that K and
M are in general relative position with respect to each other. If K and M are
polytopes, this condition is, for instance, satisfied if K and M do not have parallel
faces of complementary dimension. The proof of (2) was based on a curvature
representation of mixed functionals from translative integral geometry which was
proved in [17] and used the fact that the mixed volume V (K[n],−M [d − n]) and
the mixed functional Vn,d−n(K,M) from translative integral geometry coincide (up
to a binomial coefficient).
The iteration of translative integral formulas yields an expansion which resembles
(1) but involves mixed functionals of a different nature. Namely,∫
Rd
· · ·
∫
Rd
Vj(K1 ∩ (K2 + z2) ∩ · · · ∩ (Kk + zk))Hd(dzk) · · · Hd(dz2)
=
d∑
r1,...,rk=j
r1+···+rk=(k−1)d+j
Vr1,...,rk(K1, . . . ,Kk)(3)
for j = 0, . . . , d, where Hd denotes the d-dimensional Hausdorff measure. Transla-
tive integral formulas are at the basis of integral geometry and have important
applications in stochastic geometry. We refer to [21, Section 6.4 and Chapter 9],
for background information, and for details of such applications and for further
references. Since j is determined by j = r1 + · · · + rk − (k − 1)d, we skipped
the upper index (j) which was used in [21] and previous papers for the mixed
functionals on the right-hand side of (3). We remark that Vr1,...,rk(K1, . . . ,Kk) is
symmetric in the bodies involved, as long as K1, . . . ,Kk and r1, . . . , rk undergo the
same permutation. Moreover, if ri = 0 (hence j = 0), then the mixed functional
Vr1,...,rk(K1, . . . ,Kk) does not depend on Ki, and if rk = d, then
Vr1,...,rk(K1, . . . ,Kk) = Vr1,...,rk−1(K1, . . . ,Kk−1)Vd(Kk).
Hence, we may concentrate on the cases where 1 ≤ r1, . . . , rk ≤ d − 1. Since
Vr1,...,rk(K1, . . . ,Kk) is homogeneous of degree ri in Ki, i = 1, . . . k, the total de-
gree of the mixed functional is r1+· · ·+rk = (k−1)d+j. Therefore, for k > 2 or for
k = 2 and j > 0, the mixed volume V (K1[n1], . . . ,Kk[nk]) and the mixed functional
Vr1,...,rk(K1, . . . ,Kk) have completely different homogeneity properties. In fact,
apart from the case k = 2 mentioned above, no simple connection between mixed
volumes and mixed translative functionals is known. As a consequence, the curva-
ture representation for mixed translative functionals, which was established in [9]
(see also [10]) cannot be used directly for the mixed volume V (K1[n1], . . . ,Kk[nk]).
It is our first goal to provide such a result for mixed volumes.
After collecting some basic facts from convex geometry in Section 2, we will
derive this curvature representation in Section 3 (based on results from [9]). In
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Section 4, we discuss the special case of polytopes and relate the curvature repre-
sentation of mixed volumes to a formula of Schneider [19]. Our main result, the
flag representation of mixed volumes is formulated and proved in Section 5. The
next Section 6 contains a corresponding flag representation of the mixed translative
functionals. In the final Section 7 we discuss a local version of the latter result.
The flag representations of mixed volumes and mixed functionals are useful for
applications in stochastic geometry. In particular, for stationary non-isotropic
Boolean models Y in Rd, it was recently shown in [14] that the specific mixed
volumes of Y (mean values with respect to convex test bodies K) determine the
intensity of the underlying particle system uniquely. The proof makes use of our in-
tegral representations and shows that even the specific flag measures of the particles
are determined.
2. Basic facts
Let Rd be the d-dimensional Euclidean space with scalar product 〈· , ·〉 and norm
‖ · ‖. The unit ball and the unit sphere of Rd are denoted by Bd and Sd−1,
respectively. We put
Sd−1+ := {u = (u1, . . . , ud) ∈ Sd−1 : ui > 0}.
For x ∈ Rd and a linear subspace U ⊂ Rd, let U⊥ denote the orthogonal complement
of U , pUx = x|U the orthogonal projection of x onto U , and pUA = A|U the
orthogonal projection of a set A ⊂ Rd onto U . Moreover, we write ∂(A|U) for the
topological boundary of A|U with respect to U as the ambient space.
For a given k ∈ {0, . . . , d}, we denote by ∧k Rd the (dk)-dimensional linear space
of k-vectors in Rd. As usual, we identify
∧
0R
d with R. The vector space
∧
k R
d is
equipped with the scalar product 〈· , ·〉 as described in [3, §1.7.5]. We refer to [11]
for further details and notions which we shall use in the following and in particular
to [3, Chapter 1] for a brief introduction to multilinear algebra.
The j-dimensional Hausdorff measure in a metric space will be denoted by Hj
with the same normalization as in [3, §2.10.2, p. 171]. Let νdk denote the O(d)
invariant measure on the Grassmannian of k-dimensional linear subspaces G(d, k)
of Rd, normalized to a probability measure. We put κk := Hk(Bk), k ∈ N0, and
ωk := kκk = Hk−1(Sk−1) for k ∈ N.
In the following, we repeatedly make use of notions and basic results of geometric
measure theory such as the coarea formula which requires the notions of an approx-
imate differential and of an approximate Jacobian. A general form of the coarea
formula is for instance stated in [3, Theorem 3.2.22], approximate differentials are
introduced in [3, page 253] and the approximate Jacobian is defined in [3, Theorem
3.2.22] (see also [2] and [15]).
Let K be the class of all convex bodies in Rd. For K ∈ K with boundary ∂K, let
nor(K) := {(x, u) ∈ ∂K × Sd−1 : 〈u, y − x〉 ≤ 0 for all y ∈ K}
be its unit normal bundle. This is a (d − 1)-rectifiable set. Moreover, Nor (K,x)
denotes the normal cone of K at x ∈ K (we have Nor (K,x) = {0}, if x ∈ int(K) :=
K \ ∂K).
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The kth support measure Ξk(K; ·) of K is a measure on Rd × Sd−1 which is
concentrated on nor(K) and defined by∫
g(x, u) Ξk(K; d(x, u))
=
1
ωd−k
∫
nor(K)
g(x, u)
∑
|I|=d−1−k
KI(K;x, u)Hd−1(d(x, u)),(4)
where g is any bounded measurable function on Rd × Sd−1, I denotes a subset of
{1, . . . , d− 1} of cardinality |I|,
KI(K;x, u) :=
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
,
and the numbers ki(K;x, u) ∈ [0,∞] are the generalized principal curvatures of K
at (x, u) ∈ nor(K), i = 1, . . . , d− 1. If ki(K;x, u) =∞ for some i ∈ {1, . . . , d− 1},
then KI(K;x, u) is determined as the limit which is obtained as ki(K;x, u)→ ∞.
In particular, this implies 1√
1+∞2 = 0 and
∞√
1+∞2 = 1. Moreover, a product over an
empty index set is considered as a factor one. The generalized principal curvatures
are defined for Hd−1-almost all (x, u) ∈ nor(K). We refer to [23], [8] and [20] for
background information and an introduction to these generalized curvatures and
measures from the viewpoint of geometric measure theory. We also use the notation
AI(K;x, u) := Lin{ai(K;x, u) : i ∈ I},
where ai(K;x, u) ∈ Sd−1, i = 1, . . . , d − 1, is a generalized principal direction
of curvature of K at (x, u), corresponding to the generalized principal curvature
ki(K;x, u), and the vectors a1(K;x, u), . . . , ad−1(K;x, u) form an orthonormal ba-
sis of u⊥ (the subspace orthogonal to u). Here, Lin denotes the linear hull. If I = ∅,
then AI(K;x, u) = {0}. Sometimes it is convenient to consider AI(K;x, u) as a
multivector (cf. Section 3), i.e.
AI(K;x, u) =
∧
i∈Iai(K;x, u).
Here, the right-hand side is 1 ∈ ∧0 Rd if I = ∅.
The support measures Ξk(K; ·) also arise as coefficients in a local Steiner formula
(see [20], for details). We later need the area measure Ψk(K, ·) of K, which is
the image of Ξk(K; ·) under the projection (x, u) 7→ u, and the total measure
Vk(K) = Ξk(K;R
d × Sd−1) which is the kth intrinsic volume of K. The image
Φk(K; ·) of Ξk(K; ·) under the other projection (x, u) 7→ x is usually called the jth
curvature measure of K.
In the following, we prefer a different normalization of these measures, namely
we put
Ck(K, ·) := dκd−k(d
k
) Ξk(K, ·)
and
Sk(K, ·) := dκd−k(d
k
) Ψk(K, ·).
Thus, Sk(K, ·) is the marginal measure on Sd−1 of Ck(K, ·). Note that here we
deviate from the notation used in [20], where Ck(K, ·) denotes the re-normalized
curvature measure Φk(K; ·). Instead, we follow the paper [10], and other publi-
cations in geometric measure theory, and call this re-normalized support measure
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the kth (generalized) curvature measure of K. It gives rise to the mixed curvature
measures
Cr1,...,rk(K1, . . . ,Kk; ·) ,
for r1, . . . , rk ∈ {0, . . . , d} with (k− 1)d ≤ r1+ · · ·+ rk ≤ kd− 1 and convex bodies
K1, . . . ,Kk ⊂ Rd, which are finite Borel measures on Rkd×Sd−1, defined by a local
version of (3), that is, if h : Rkd×Sd−1 → [0,∞] is an arbitrary nonnegative, Borel
measurable function, then∫
Rd
. . .
∫
Rd
∫
h(x, x − z2, . . . , x− zk, u)Cj(K(z); d(x, u)) dzk . . . dz2
=
∑
0≤r1,...,rk≤d
r1+···+rk=(k−1)d+j
∫
h(x1, . . . , xk, u)Cr1,...,rk(K1, . . . ,Kk; d(x1, . . . , xk, u)),(5)
for j ∈ {0, . . . , d − 1} and with K(z) := K1 ∩ (K2 + z2) ∩ · · · ∩ (Kk + zk).
Formula (5) was proved in [9], see [16, 10] for an extension to sets with posi-
tive reach and further references. It generalizes the local iterated translation for-
mula for the curvature measures Φj(K, ·) in [21]. In fact, the mixed (transla-
tive) measures Φ
(j)
r1,...,rk(K1, . . . ,Kk, ·) in [21] are (up to a constant) the images of
Cr1,...,rk(K1, . . . ,Kk; ·) under the projection (z1, . . . , zk, u) 7→ (z1, . . . , zk).
Concerning flag measures of convex bodies, we refer to the survey [13] for back-
ground information and to [11] for the specific measures used here. In the following,
we consider the flag manifold
F⊥(d, k) := {(u, V ) ∈ Sd−1 ×G(d, k) : u ⊥ V },
where u ⊥ V means that u is orthogonal to the linear subspace V . For a convex
body K ⊂ Rd and k ∈ {0, . . . , d − 1}, the kth flag measure Ωk(K; ·) of K is a
measure on F⊥(d, d− 1− k) defined by∫
g(u, V )Ωk(K; d(u, V ))
= γ˜(d, k)
∫
G(d,d−1−k)
∫
∂(K|V ⊥)
∑
g(u, V )Hk(dz) νdd−1−k(dV ),
where g is a bounded measurable function on F⊥(d, d− 1− k) and the summation
is extended over all exterior unit normal vectors u ∈ V ⊥ ∩ Sd−1 of ∂(K|V ⊥) at z.
If K|V ⊥ is (k + 1)-dimensional, then u is uniquely determined, for Hk-almost all
z ∈ ∂(K|V ⊥) (cf. [20, Theorem 2.2.5]). If dim(∂(K|V ⊥)) = k, then u is unique
up to the sign, for Hk-almost all z ∈ ∂(K|V ⊥). Finally, if dim(∂(K|V ⊥)) < k,
then the inner integral vanishes. Thus, by [20, pp. 220-221 and Theorem 4.2.3], we
obtain ∫
g(u, V )Ωk(K; d(u, V ))
= γ˜(d, k)
∫
G(d,k+1)
∫
Sd−1∩U
g(u, U⊥)SUk (K|U, du) νdk+1(dU),
where SUk (K|U, ·) is the kth area measure of the orthogonal projection of K onto U ,
with respect to U as the ambient space. Note that this relation holds irrespective
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of the dimension of K|U . The constant in the previous two formulas is given by
γ˜(d, k) :=
1
2
(
d− 1
k
)
Γ
(
d−k
2
)
Γ
(
k+1
2
)
Γ
(
1
2
)
Γ
(
d
2
) .
We will need another description of Ωk(K; ·) for which we refer to a more general
result in [11] (see also [6], for the case of polytopes from which the general formula
can be obtained by approximation),∫
g(u, V )Ωk(K; d(u, V ))
= γ(d, k)
∫
nor(K)
∑
|I|=d−1−k
KI(K;x, u)
∫
Gu⊥ (d−1,d−1−k)
g(u, V )(6)
×〈V,AI(K;x, u)〉2 νd−1d−1−k(dV )Hd−1(d(x, u)),
where
γ(d, k) :=
(
d−1
k
)
ωd−k
,
Gu
⊥
(d − 1, j) is the Grassmannian of j-dimensional linear subspaces of u⊥, and
νd−1j denotes the Haar probability measure on this space. In the scalar product
〈V,AI(K;x, u)〉2, we interpret V and AI(K;x, u) as one of the two possible as-
sociated elements of the oriented Grassmannian. This representation is similar
to formula (4) for the support measures Ξk(K; ·). The crucial difference is that
for each (x, u) in the normal bundle of K and for each I, the flag measures in-
volve an additional averaging of g(u, V )〈V,AI(K;x, u)〉2 over the linear subspaces
V ∈ Gu⊥(d − 1, d− 1 − k); these averages are exactly the weights with which the
products KI(K;x, u) of generalized curvatures have to be multiplied.
From this representation it can be seen that the projection (u, V ) 7→ u maps
Ωk(K; ·) to the kth area measure. In fact, we have
Ωk(K; · ×G(d, d− 1− k)) =
(
d
k
)
(dκd−k)−1Sk(K, ·).
We remark that also the flag measures Ωk(K; ·) can be obtained, alternatively,
as coefficients in a Steiner formula for K on the Grassmannian; see, for instance,
[13].
We will later use the following simple fact (see [10, Equation (15)]).
Lemma 1. If L ∈ G(d, j), then ∫Sd−1 ‖u|L‖pHd−1(du) <∞ if and only if p > −j.
3. Curvature representation of mixed volumes
As we noted in the introduction, for two convex bodies K,L in Rd the mixed
volumes and the mixed translative functionals of K and L satisfy the relation
(7) Vn,d−n(K,L) =
(
d
n
)
V (K[n],−L[d− n]),
for n = 1, . . . , d − 1 (the cases n = 0 and n = d hold trivially). For Vk,l with
k + l = d, the integral representation
Vk,l(K,L) =
∫
nor(K)×nor(L)
Fk,l(∠(u, v))
∑
|I|=d−1−k
∑
|J|=d−1−l
KI(K;x, u)KJ(L; y, v)
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× ‖AI(K;x, u) ∧ u ∧AJ (L; y, v) ∧ v‖2 H2d−2(d(x, u, y, v))(8)
has been proved in [17, Theorem 2]. Here, Fk,l is a certain function of the an-
gle ∠(u, v) ∈ [0, π] between the unit vectors u, v ∈ Sd−1 and AI(K;x, u) and
AJ(L; y, v) are viewed as multivectors. An important issue related to the use of
the function Fk,l is that it becomes unbounded as the angle approaches π (that
is, for u near −v). One may define Fk,l(π) = 0, say, since for u = −v we have
‖AI(K;x, u) ∧ u ∧ AJ (L; y, v) ∧ v‖ = 0 in (8), but the unboundedness remains and
this is the reason why the flag representation requires certain restrictions on the
relative position of the bodies involved (see, for instance, Theorem 2 in [11]).
Of course, the representation (8) yields a corresponding result for the mixed
volume V (K[k],−L[l]). For the mixed translative functionals Vr1,...,rk(K1, . . . ,Kk),
a representation generalizing (8) has been established in [10], but as we explained
in the introduction, this does not imply a corresponding formula for the mixed
volume V (K1[n1], . . . ,Kk[nk]). We now provide such a curvature representation of
mixed volumes for general convex bodies.
For k ≥ 2, let K1, . . . ,Kk ⊂ Rd be convex bodies and let kij = kij(xi, ui), aij =
aij(xi, ui), j = 1, . . . , d − 1, be the principal curvatures and principal direc-
tions of curvature of Ki at (xi, ui) ∈ nor(Ki), i = 1, . . . , k. Given n =
(n1, . . . , nk) ∈ {0, . . . , d − 1}k with n1 + · · · + nk = d and u1, . . . , uk ∈ Sd−1,
we put Fn(u1, . . . , uk) := 0 if u1 = · · · = uk, and
Fn(u1, . . . , uk)
:=
k(k−2)
d
2
ω(k−1)d
∫
Sk−1+
(
k∏
i=1
td−1−nii
) ∑
1≤i<j≤k
‖tiui − tjuj‖2

−(k−1)
d
2
Hk−1(dt)
otherwise.
Theorem 1. Let k, d ≥ 2, n = (n1, . . . , nk) ∈ {0, . . . , d−1}k with n1+ · · ·+nk = d
and convex bodies K1, . . . ,Kk ⊂ Rd be given. Then(
d
n1 . . . nk
)
V (K1[n1], . . . ,Kk[nk])
=
∫
nor(K1)×···×nor(Kk)
Fn(u1, . . . , uk)
∑
|I1|=n1,...,|Ik|=nk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
×
∥∥∥∥∥
k∧
i=1
AIi(Ki;xi, ui)
∥∥∥∥∥
2
Hk(d−1)(d(x1, u1, . . . , xk, uk)),
where the sum extends over all subsets Ii ⊂ {1, . . . , d − 1} of the prescribed cardi-
nalities.
Proof. We follow an idea of Schneider [19] and represent Vd(K1 + · · ·+Kk) as the
volume of a projection from Rdk onto the diagonal space. To be more precise, let
K := K1 × · · · × Kk (which is a convex body in Rkd). We shall use underlined
symbols for points of Rkd, such as
x = (x1, . . . , xk), u = (u1, . . . , uk) ∈ Rkd.
Let further
L := {(x, . . . , x) : x ∈ Rd} ∈ G(kd, d)
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denote the d-dimensional diagonal subspace of Rkd. The orthogonal projection to
L acts as
x|L = 1
k
(
k∑
i=1
xi, . . . ,
k∑
i=1
xi
)
,
and it is not difficult to verify that
(9) ‖x|L⊥‖2 = 1
k
∑
1≤i<j≤k
‖xi − xj‖2.
Since x 7→ k−1/2(x, . . . , x) is clearly an isometry Rd → L, we have
Vd(K1 + · · ·+Kk) = kd/2Hd(K|L),
and an application of the projection formula [4, Lemma 4.1] yields
(10) Vd(K1 + · · ·+Kk) = k
d/2
ω(k−1)d
∫
nor(K)
H(x, u)Hkd−1(d(x, u)),
where
(11) H(x, u) := ‖u|L⊥‖(1−k)d
∑
|I|=d
KIc(K;x, u)〈AI(K;x, u), L〉2.
The unit normal bundle of K can be represented as
nor(K) = {(x, u) ∈ Rkd × Skd−1 : ui ∈ Nor (Ki, xi), xi ∈ Ki, i = 1, . . . , k}.
We consider first the subsets
nori(K) := nor(K) ∩ {(x, u) : xi ∈ intKi}, i = 1, . . . , k.
Choosing i = 1 for simplicity, we get that nor1(K) and intK1×nor(K2×· · ·×Kk) are
isometric, and at any (x, u) ∈ nor1(K) there are d principal directions (ej , 0, . . . , 0),
j = 1, . . . , d, with vanishing principal curvatures. Thus, the sum in (11) reduces to
one summand, and since
〈(e1, 0, . . . , 0) ∧ · · · ∧ (ed, 0, . . . , 0), L〉2 = 1
kd
,
we get, for (x, u) ∈ nor1(K) (which implies u1 = 0),
H(x, u) =
1
kd
‖u|L⊥‖(1−k)dKI0(K2 × · · · ×Kk; (x2, . . . , xk), (u2, . . . , uk))
with I0 = {1, . . . , (k − 1)d− 1}. Hence,
kd/2
ω(k−1)d
∫
nor1(K)
H dHkd−1 = Vd(K1)ψ(K2, . . . ,Kk)
with some function ψ independent of K1 and homogeneous of degree 0 in
K2, . . . ,Kk. Since Vd(K1 + · · · +Kk) can be expanded as a sum of functionals of
specific homogeneity degrees (see (1)) and the only term which is d-homogeneous
in K1 is Vd(K1), we get
(12)
kd/2
ω(k−1)d
∫
nori(K)
H dHkd−1 = Vd(Ki),
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first for i = 1, but then similarly for all i = 1, . . . , k. Also, H = 0 on nori(K) ∩
norj(K) if i 6= j (this follows from the above argument since then at least 2d
principal curvatures vanish). Thus we obtain
(13) Vd(K1 + · · ·+Kk) =
k∑
i=1
Vd(Ki) +
kd/2
ω(k−1)d
∫
nor∗(K)
H(x, u)Hkd−1(d(x, u))
with
nor∗(K) := nor(K) ∩ {(x, u) : xi ∈ ∂Ki, i = 1 . . . , k}.
Consider
f : (nor(K1)× · · · × nor(Kk))× Sk−1+ → nor∗(K), ((x, u), t) 7→ (x, tu),
where (x, u) := (x1, u1, . . . , xk, uk) and tu := (t1u1, . . . , tkuk). The mapping f is
clearly Lipschitz, injective and we haveHkd−1(nor∗(K)\im f) = 0. Then the coarea
formula yields∫
(nor(K1)×···×nor(Kk))×Sk−1+
(H ◦ f) ap Jkd−1f dHkd−1 =
∫
nor∗(K)
H dHkd−1.
In order to obtain the approximate Jacobian ap Jkd−1f of f at ((x, u), t), for al-
most all ((x, u), t) ∈ (nor(K1) × · · · × nor(Kk)) × Sk−1+ , let (v1, . . . , vk−1, t) be an
orthonormal basis of Rk and put kij := kj(Ki;xi, ui) and aij := aj(Ki;xi, ui), for
i ∈ {1, . . . , k}, j ∈ {1, . . . , d− 1}. Then, the vectors
1√
1 + k2ij
(0, . . . , 0︸ ︷︷ ︸
2(i−1)
, aij , kijaij , 0, . . . , 0︸ ︷︷ ︸
2(k−i)
, 0), i = 1, . . . , k, j = 1, . . . , d− 1,
and
(0, . . . , 0︸ ︷︷ ︸
2k
, vi), i = 1, . . . , k − 1,
form an orthonormal basis of Tankd−1((nor(K1)×· · ·×nor(Kk))×Sk−1+ , ((x, u), t)),
for almost all ((x, u), t), and these vectors are mapped by the approximate differ-
ential apDf((x, u), t) onto the vectors
1√
1 + k2ij
(0, . . . , 0︸ ︷︷ ︸
i−1
, aij , 0, . . . , 0︸ ︷︷ ︸
k−1
, tikijaij , 0, . . . , 0︸ ︷︷ ︸
k−i
), i = 1, . . . , k, j = 1, . . . , d− 1,
and
(0, . . . , 0, vi1u1, . . . , v
i
kuk), i = 1, . . . , k − 1.
These vectors are again orthogonal and it follows that
apJkd−1f((x, u), t) =
k∏
i=1
d−1∏
j=1
√
1 + t2i k
2
ij√
1 + k2ij
.
We also see that the vectors
bij :=


(0, . . . , 0︸ ︷︷ ︸
i−1
, aij , 0, . . . , 0︸ ︷︷ ︸
k−i
), i = 1, . . . , k, j = 1, . . . , d− 1,
(vi1u1, . . . , v
i
kuk), i = 1, . . . , k − 1, j = d,
are generalized principal directions of curvature of K at f((x, u), t) with corre-
sponding principal curvatures tikij , if 1 ≤ j ≤ d − 1, and ∞, if j = d. Thus,
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in (11) we may omit the index sets I ⊂ {1, . . . , kd} which, written as subsets
of {1, . . . , k} × {1, . . . , d} (according to the consideration above), contain an index
(i, d). With respect to this product form, let I = I1∪· · ·∪Ik be an index set of cardi-
nality d decomposed into subsets Ii corresponding to indices from {i}×{1, . . . , d−1}.
Then, we can write
KIc(K; f((x, u), t)) =
k∏
i=1
t
d−1−|Ii|
i
∏
j∈Ic
i
kij/
d−1∏
j=1
√
1 + t2i k
2
ij
and
〈AI(K; f((x, u), t)), L〉2 = k−d
∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij
∥∥∥∥∥∥
2
,
hence, ∫
nor∗(K)
H dHkd−1 = k−d
∫
(nor(K1)×···×nor(Kk))×Sk−1+
‖tu|L⊥‖(1−k)d
×
∑
|I1|+···+|Ik|=d
(
k∏
i=1
t
d−1−|Ii|
i KI
c
i
(Ki;xi, ui)
)
×
∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij
∥∥∥∥∥∥
2
Hkd−1(d((x, u), t)).
In the above integral, the summands with |Ii| = ni produce integrals with homo-
geneity degree ni in Ki. To verify this, let ni ∈ {0, . . . , d − 1}, n1 + . . . + nk = d,
and let λi > 0, for i = 1, . . . , k. Let g : (S
d−1)k × Sd−1+ → [0,∞) be measurable
and let
Υn(K1, . . . ,Kk) : =
∫
(nor(K1)×···×nor(Kk))×Sk−1+
g(u, t)
∑
|I1|=n1,...,|Ik|=nk
×
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij
∥∥∥∥∥∥
2
Hkd−1(d((x, u), t)).
Consider the map
Fλ : (nor(K1)× · · · × nor(Kk))× Sk−1+ → (nor(λ1K1)× · · · × nor(λkKk))× Sk−1+ ,
((x, u), t) 7→ (λ1x1, u1, . . . , λkxk, uk, t).
For Hd−1-almost all (xi, ui) ∈ nor(Ki), we have
kij(λiKi;λixi, ui) = λ
−1
i kij(Ki;xi, ui),
aij(λiKi;λixi, ui) = aij(Ki;xi, ui),
for i ∈ {1, . . . , k} and j ∈ {1, . . . , d−1}. Moreover, for Hkd−1-almost all ((x, u), t) ∈
(nor(K1)× · · · × nor(Kk))× Sk−1+ , we have
apJkd−1Fλ((x, u), t) =
k∏
i=1
λd−1i
d−1∏
j=1
√
1 +
(
λ−1i kij(Ki;xi, ui)
)2√
1 + kij(Ki;xi, ui)2
.
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Now we get
Υn(λ1K1, . . . , λkKk)
=
∫
(nor(λ1K1)×···×nor(λkKk))×Sk−1+
g(u, t)
∑
|I1|=n1,...,|Ik|=nk
×
(
k∏
i=1
KIc
i
(λiKi; yi, ui)
)∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij(λiKi; yi, ui)
∥∥∥∥∥∥
2
Hkd−1(d((y, u), t))
=
∫
(nor(K1)×···×nor(Kk))×Sk−1+
g(u, t)
∑
|I1|=n1,...,|Ik|=nk
×
k∏
i=1

(λ−(d−1−ni)i KIci (Ki;xi, ui)) d−1∏
j=1
√
1 + kij(Ki;xi, ui)2√
1 +
(
λ−1i kij(Ki;xi, ui)
)2


×
∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij(Ki;xi, ui)
∥∥∥∥∥∥
2
apJkd−1Fλ((x, u), t)Hkd−1(d((x, u), t))
= λn11 · · ·λnkk Υn(K1, . . . ,Kk).
Thus, the expansion (1) of Vd(K1+ · · ·+Kk) and, finally, a use of (9) complete the
proof. 
Remark. Relation (12) can also be obtained directly, without using the fact that
mixed volumes have a polynomial expansion. We show this for i = 1. First, we
observe that if L ∈ G(p, d) and β > 0, then∫
Sp−1
(1 + β‖u|L⊥‖2)− p2 Hp−1(du)
=
∫
Sp−1∩L
∫
Sp−1∩L⊥
∫ pi
2
0
(1 + β cos2 t)−
p
2 (cos t)p−d−1(sin t)d−1
× dtHp−d−1(dy)Hd−1(dx)
= ωdωp−d
∫ 1
0
(1 + βr2)−
p
2 (1− r2) d−22 rp−d−1 dr
=
1
2
ωdωp−d
∫ 1
0
s
p−d−2
2 (1 − s) d−22 (1 + βs)− p2 ds
=
1
2
ωdωp−dB
(
p−d
2 ,
d
2
)
2F1
(
p
2 ,
p−d
2 ;
p
2 ;−β
)
= ωp(1 + β)
− p−d2 ,
where we used in the first equality that the (smooth) map F : (Sp−1 ∩ L) ×
(Sp−1 ∩ L⊥) × (0, π/2) → Sp−1, (x, y, t) 7→ sin(t)x + cos(t)y, parameterizes Sp−1
(up to a set of measure zero) and has the (approximate) Jacobian Jp−1F (x, y, t) =
(sin t)d−1(cos t)p−d−1, and in the last two equalities some basic properties of Gauss-
ian hypergeometric functions (see [1, Equations 15.1.1, 15.1.8, 15.3.1]).
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Now we put x˜ = (x2, . . . , xk), use that u1 = 0 for (x, u) ∈ nor1(K), and hence
‖u|L⊥‖2 = 1
k

∑
i≥2
‖ui‖2 +
∑
2≤i<j≤k
‖ui − uj‖2

 = 1
k
(
1 + (k − 1)‖u˜|L˜⊥‖2
)
,
where L˜ = {(x, . . . , x) ∈ R(k−1)d : x ∈ Rd} ∈ G((k − 1)d, d). Then the coarea
formula, applied with the map (x˜, u˜) 7→ u˜ (with an approximate Jacobian as in
(14)), and the above equality with p = (k − 1)d and β = k − 1, yield that
k
d
2
ω(k−1)d
∫
nor1(K)
H dHkd−1
=
k−
d
2
ω(k−1)d
Vd(K1)
∫
nor(K˜)
‖u|L⊥‖(1−k)dKI0(K˜; x˜, u˜)H(k−1)d−1(d(x˜, u˜))
=
Vd(K1)
ω(k−1)d
k
(k−2)d
2
∫
S(k−1)d−1
(
1 + (k − 1)‖u˜|L˜⊥‖2
) (1−k)d
2 H(k−1)d−1(du˜)
= Vd(K1),
where K˜ := K2 × · · · ×Kk.
Next we emphasize some special cases of Theorem 1.
Remarks. (a) If K1, . . . ,Kk are convex bodies of class C
1,1 (that is, ∂K is of class
C1 and the exterior unit normal map (the Weingarten map) is Lipschitz), then the
integral representation in Theorem 1 simplifies. Namely, we then have(
d
n1 . . . nk
)
V (K1[n1], . . . ,Kk[nk])
=
∫
∂K1
· · ·
∫
∂Kk
Fn(nK(x))
∑
|Ii|=ni
i=1,...,k


k∏
i=1
∏
j∈Ic
i
kij(xi)


×
∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij(xi)
∥∥∥∥∥∥
2
Hd−1(dxk) · · · Hd−1(dx1) ,
where nK(x) = (nK1(x1), . . . , nKk(xk)) and nKi(xi) is the unique exterior unit
normal vector of Ki at xi ∈ ∂Ki. Furthermore, kij(xi), j = 1, . . . , d − 1, are
the principal curvatures of Ki at xi with corresponding eigenvectors aij(xi), j =
1, . . . , d−1, of the (generalized) Weingarten map, for i = 1, . . . , k. Here we use that
if K is of class C1,1, then for Hd−1-almost all (x, u) ∈ nor(K) we have ki(x, u) =
ki(x) ∈ [0,∞) for i = 1, . . . , d − 1 (see [7, Lemma 3.1]). Moreover, the projection
map π1 : nor(K)→ ∂K, (x, u) 7→ x, has the approximate Jacobian
ap Jd−1π1(x, u) =
d−1∏
i=1
1√
1 + ki(K;x, u)2
.
(b) If the convex bodies K1, . . . ,Kk have support functions of class C
1,1 (that is,
the differential exists and is a Lipschitz map), then K1, . . . ,Kk are strictly convex.
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See Lemma 1 in [11] for equivalent conditions on a convex body to have a support
function of class C1,1. In this case, we obtain(
d
n1 . . . nk
)
V (K1[n1], . . . ,Kk[nk])
=
∫
Sd−1
· · ·
∫
Sd−1
Fn(u)
∑
|Ii|=ni
i=1,...,k


k∏
i=1
∏
j∈Ii
rij(ui)


×
∥∥∥∥∥∥
k∧
i=1
∧
j∈Ii
aij(ui)
∥∥∥∥∥∥
2
Hd−1(duk) · · · Hd−1(du1) ,
where rij(ui), j = 1, . . . , d− 1, are the radii of curvature of Ki in direction ui with
corresponding eigenvectors aij(ui), j = 1, . . . , d − 1, of the (generalized) reverse
Weingarten map, for i = 1, . . . , k.
Here we use the fact that if the support function hK ofK is of class C
1,1, then for
Hd−1-almost all (x, u) ∈ nor(K) we have ki(x, u)−1 = ri(x) ∈ [0,∞) and ki(x, u) >
0 for i = 1, . . . , d − 1 (see [7, Lemma 3.4]). Moreover, the map Sd−1 → nor(K),
u 7→ (x, u), is Lipschitz and the projection map π2 : nor(K) → Sd−1, (x, u) 7→ u,
has the approximate Jacobian
(14) ap Jd−1π2(x, u) =
d−1∏
i=1
ki(K;x, u)√
1 + ki(K;x, u)2
.
(c) The important special case where K1, . . . ,Kk are convex polytopes will be
treated in the next section.
4. Mixed volumes of polytopes
Let P1, . . . , Pk be polytopes in R
d, and let k ≥ 2 and n = (n1, . . . , nk) be as in
Theorem 1. For a polytope P in Rd, we write Fj(P ) for the set of j-dimensional
faces of P , and let N(P, F ) denote the normal cone of P at F ∈ Fj(P ). Further-
more, we put n(P, F ) := N(P, F ) ∩ Sd−1. Then, Theorem 1 implies(
d
n1 . . . nk
)
V (P1[n1], . . . , Pk[nk])
=
∑
F1∈Fn1(P1)
. . .
∑
Fk∈Fnk(Pk)
[F1, . . . , Fk]
2Vn1(F1) · · ·Vnk(Fk)(15)
×
∫
n(P1,F1)
· · ·
∫
n(Pk,Fk)
Fn(u)Hd−1−nk(duk) · · ·Hd−1−n1(du1),
where [F1, . . . , Fk] denotes the d-dimensional volume of the parallelepiped which is
obtained as the sum of the unit cubes in the affine hulls of F1, . . . , Fk, respectively.
In fact, for a polytope P ⊂ Rd we have the disjoint decomposition
nor(P ) =
d−1⋃
n=0
⋃
F∈Fn(P )
relint(F )× n(P, F ),
and for Hd−1-almost all (x, u) ∈ nor(P ) with x ∈ relint(F ), u ∈ n(P, F ) and
F ∈ Fn(P ) precisely n of the curvatures ki(x, u) are zero and the remaining d−1−n
of the curvatures ki(x, u) are infinite. Moreover, ai(x, u) is in the linear space
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parallel to F precisely if ki(x, u) = 0. Formula (15) now follows by arguing as in
[12, p. 1542].
This special case of Theorem 1 is related to [19, Theorem 4.1], see
also [20, p. 311], as explained below. The latter result describes a
method of computing V (P1[n1], . . . , Pk[nk]) by summing the weighted volumes
[F1, . . . , Fk]Vn1(F1) · · ·Vnk(Fk), where the faces Fi ∈ Fni(Pi) for i = 1, . . . , k are
chosen subject to a selection rule. More explicitly,(
d
n1 . . . nk
)
V (P1[n1], . . . , Pk[nk])
=
∑
F1∈Fn1(P1)
∗. . .
∑
Fk∈Fnk(Pk)
[F1, . . . , Fk]Vn1(F1) · · ·Vnk(Fk),(16)
where the star indicates that the summation extends over all k-tuples of faces
(F1, . . . , Fk) ∈ Fn1(P1)× · · · × Fnk(Pk) for which dim(F1 + · · ·+ Fk) = d and
(17)
k⋂
i=1
[N(Pi, Fi)− xi] 6= ∅.
Here x1, . . . , xk ∈ Rd are fixed vectors (not all zero) such that
k⋂
i=1
[relint(N(Pi, Gi))− xi] = ∅
whenever Gi ∈ F(Pi) and dim(G1)+· · ·+dim(Gk) > d. Any such k-tuple of vectors
(x1, . . . , xk) ∈ Rkd is called admissible for the given polytopes.
Let (x1, . . . , xk) ∈ L⊥∩Skd−1. Hence x1+ · · ·+xk = 0 and not all of the vectors
are zero. Then, we have (L+x)∩N(P , F ) 6= ∅ if and only if (17) is satisfied. Thus
we obtain(
d
n1 . . . nk
)
V (P1[n1], . . . , Pk[nk])
=
∑
F1∈Fn1(P1)
. . .
∑
Fk∈Fnk (Pk)
[F1, . . . , Fk]Vn1(F1) · · ·Vnk(Fk)
× 1{(L+ x) ∩N(P , F ) 6= ∅},
provided that (x1, . . . , xk) is admissible. It follows from the argument in [5, p. 409]
that H(k−1)d−1-almost all x ∈ L⊥∩Skd−1 are admissible. For the proof, let x ∈ L⊥
be not admissible (for the given polytopes). Then there are faces Gi ∈ F(Pi) with
dim(G1)+ · · ·+dim(Gk) > d and such that ∩ki=1[relint(N(Pi, Gi))−xi] 6= ∅. Hence
there is some z ∈ Rd such that
z + x ∈ N(P ,G) = N(P1, G1)× · · · ×N(Pk, Gk),
where z = (z, . . . , z). Since x is not admissible if and only if z+x is not admissible
for all z ∈ Rd, we get L + x ⊂ N(P ,G) whenever x is not admissible. Now let Na
denote the set of all x ∈ L⊥ such that x is not admissible. Since
Na = (L+Na)|L⊥ ⊂
⋃
Lin(N(P ,G))|L⊥,
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where the union extends over all k-tuples of faces Gi ∈ F(Pi) with dim(G1)+ · · ·+
dim(Gk) > d, and
dim(Lin(N(P ,G))) ≤
k∑
i=1
(d− dim(Gi)) ≤ kd− (d+ 1) = (k − 1)d− 1
for any such k-tuple, and since there are only finitely many of such k-tuples, it
follows that H(k−1)d(Na) = 0. Since x is not admissible if and only if λx is not
admissible for all λ > 0, we get H(k−1)d(Na ∩ Skd−1) = 0.
Therefore, integration over L⊥ ∩ Skd−1 yields(
d
n1 . . . nk
)
V (P1[n1], . . . , Pk[nk])
=
1
ω(k−1)d
∑
F1∈Fn1(P1)
. . .
∑
Fk∈Fnk(Pk)
[F1, . . . , Fk]Vn1(F1) · · ·Vnk(Fk)
×
∫
L⊥∩Skd−1
1{(L+ x) ∩N(P , F ) 6= ∅}H(k−1)d−1(dx).
In order to provide the connection between the representations (15) and (16),
we now show that
[F1, . . . , Fk]
∫
n(P1,F1)
. . .
∫
n(Pk,Fk)
Fn(u)Hd−1−n1(du1) . . .Hd−1−nk(duk)
=
1
ω(k−1)d
∫
L⊥∩Skd−1
1{(L+ x) ∩N(P , F ) 6= ∅}H(k−1)d−1(dx).(18)
We start by recalling an auxiliary result. Let L ∈ G(p,m) and m ∈ {1, . . . , p− 1}.
Let P ⊂ Rp be a polytope and F ∈ Fm(P ). Then [4, (33)] states that∫
n(P,F )
[F,L⊥]‖u|L⊥‖m−pHp−1−m(du)
=
∫
L⊥∩Sp−1
1{(L+ u) ∩N(P, F ) 6= ∅}Hp−m−1(du).(19)
We apply (19) to P = P1× · · · ×Pk ∈ Rkd, its face F = F1 × · · · ×Fk ∈ Fd(P ) and
to the linear subspace L = {(x, . . . , x) ∈ Rkd : x ∈ Rd} with p = kd and m = d.
Then we get
I : =
∫
L⊥∩Skd−1
1{(L+ v) ∩N(P , F ) 6= ∅}H(k−1)d−1(dv)
=
∫
n(P,F )
[F1 × · · · × Fk, L⊥]‖u|L⊥‖−(k−1)dH(k−1)d−1(du).
The map G : n(P1, F1)× · · · × n(Pk, Fk)× Sk−1+ → n(P , F ) given by
G(u1, . . . , uk, t) = (t1u1, . . . , tkuk),
is Lipschitz, injective and onto up to a set of measure zero. It is easy to check that
the approximate Jacobian of G is ap Jkd−1G(u, t) = td−1−n11 · · · td−1−nkk . Moreover,
since
[F1 × · · · × Fk, L⊥] = k− d2 [F1, . . . , Fk],
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we get
I =
∫
n(P1,F1)
· · ·
∫
n(Pk,Fk)
∫
Sk−1+
[F1, . . . , Fk]k
(k−2)d
2
( ∑
1≤i<j≤k
‖tiui − tjuj‖2
)− (k−1)d2
× td−1−n11 · · · td−1−nkk Hk−1(dt)Hd−1−nk(duk) · · · Hd−1−n1(du1)
= ω(k−1)d [F1, . . . , Fk]
∫
n(P1,F1)
· · ·
∫
n(Pk,Fk)
Fn(u)
×Hd−1−n1(du1) · · · Hd−1−nk(duk),
which provides the asserted relation.
Equation (18) suggests to define a mixed exterior angle of P1, . . . , Pk at the faces
F1, . . . , Fk by
β(F1, . . . , Fk;P1, . . . , Pk)
:= [F1, . . . , Fk]
∫
n(P1,F1)
· · ·
∫
n(Pk,Fk)
Fn(u)Hd−1−n1(du1) · · ·Hd−1−nk(duk).
This is a number between 0 and 1, and (15) thus becomes (20) in the following
corollary.
Corollary 1. Let k, d ≥ 2, let P1, . . . , Pk be polytopes in Rd, and let n =
(n1, . . . , nk) ∈ {0, . . . , d− 1}k with n1 + · · ·+ nk = d. Then(
d
n1 . . . nk
)
V (P1[n1], . . . , Pk[nk]) =
∑
F1∈Fn1(P1)
. . .
∑
Fk∈Fnk(Pk)
β(F1, . . . , Fk;P1, . . . , Pk)[F1, . . . , Fk]Vn1(F1) · · ·Vnk(Fk).(20)
For k = 2, we have β(F1, F2;P1, P2) = γ(F1,−F2, P1,−P2), where the latter is
the common external angle defined in [20, p. 240], hence (20) yields a generalization
of [20, (5.66)] to more than two bodies. For another extension, to mixed measures
of translative integral geometry, see Corollary 1 in [10].
5. Flag representation of mixed volumes
The principal aim in this section is to establish a flag representation of mixed
volumes V (K1[n1], . . . ,Kk[nk]) for convex bodiesK1, . . . ,Kk in R
d and n1, . . . , nk ∈
{0, . . . , d − 1} with n1 + · · ·+ nk = d. As in the case k = 2, which we explored in
[11], a condition of general position is needed. We shall show, that this is satisfied,
for example, if k − 1 of the bodies Ki are randomly (and independently) rotated
and/or reflected, where a random rotation and/or reflection refers to the (unique)
invariant probability measure νd on the orthogonal group O(d).
As a second case, we show that the result holds if the support functions of all
but one of the convex bodies Ki are of class C
1,1 (differentiable and the gradient
is a 1-Lipschitz map). As remarked before, the corresponding convex bodies are
strictly convex, and in fact, they are freely rolling inside some ball (see Lemma 1
in [11]).
A third condition which ensures the result is that K1, . . . ,Kk are convex poly-
topes in general (n1, . . . , nk)-position. To define this notion, recall that Fj(K) de-
notes the set of j-dimensional faces of a convex polytope K, and N(K,F ) is the nor-
mal cone of F ∈ Fj(K) at K. Then we say that convex polytopes K1, . . . ,Kk ⊂ Rd
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are in general (n1, . . . , nk)-position if
k⋂
i=1
N(Ki, Fi) = {0}
holds for all faces Fi ∈ Fni(Ki), i = 1, . . . , k. Note that this condition is satisfied,
for instance, if
Lin(F1) + · · ·+ Lin(Fk) = Rd
for all faces Fi ∈ Fni(Ki), i = 1, . . . , k. For k = 2, this latter condition was used in
[11]. If P denotes the set of polytopes in K, then it is easy to see that the tuples
(K1, . . . ,Kk) of convex polytopes in general (n1, . . . , nk)-position are dense in Pk
in the Hausdorff metric.
A major step in proving a flag representation of mixed volumes under any of
these assumptions consists in establishing a corresponding flag representation for
approximate mixed volumes (of arbitrary convex bodies), which we define next, and
then using an approximation argument. For ε > 0, n1, . . . , nk ∈ {0, . . . , d− 1} with
n1+ · · ·+nk = d and convex bodies K1, . . . ,Kk in Rd, a bounded ε-approximation
of V (K1[n1], . . . ,Kk[nk]) is defined by(
d
n1 . . . nk
)
V (ε)(K1[n1], . . . ,Kk[nk])
:=
∫
nor(K1)×···×nor(Kk)
F (ε)n (u1, . . . , uk)
∑
|I1|=n1,...,|Ik|=nk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
×
∥∥∥∥∥
k∧
i=1
AIi(Ki;xi, ui)
∥∥∥∥∥
2
Hk(d−1)(d(x1, u1, . . . , xk, uk)),
where
F (ε)n (u1, . . . , uk) := Fn(u1, . . . , uk)1{‖u|L⊥‖ ≥ ε}
(recall that L is the diagonal in Rkd and u = (u1, . . . , uk)). It is easy to see that F
(ε)
n
is nonnegative and bounded from above on (Sd−1)k. The monotone convergence
theorem and Theorem 1 show that
V (ε)(K1[n1], . . . ,Kk[nk])ր V (K1[n1], . . . ,Kk[nk])
as εց 0. Our first result provides a flag representation for the approximate mixed
volumes.
Theorem 2. Let K1, . . . ,Kk ⊂ Rd be convex bodies in Rd, n = (n1, . . . , nk) ∈
{1, . . . , d−1}k with n1+· · ·+nk = d and ε > 0. Then, there is a continuous function
ϕn on F
⊥(d, d− 1− n1)× · · · ×F⊥(d, d− 1− nk) (independent of K1, . . . ,Kk and
ε) such that
V (ε)(K1[n1], . . . ,Kk[nk]) =
∫
F⊥(d,d−1−nk)
· · ·
∫
F⊥(d,d−1−n1)
F (ε)n (u1, . . . , uk)
× ϕn(u1, U1, . . . , uk, Uk)Ωn1(K1; d(u1, U1)) · · ·Ωnk(Kk; d(uk, Uk)).(21)
In order to obtain a suitable function ϕn, as stated in Theorem 2, we have to
find a solution for an integral equation on Grassmannians. This is the subject of
the next lemma, which generalizes Proposition 2 in [11]. In the following, we write
a∧ b for the minimum of two integers a, b. It will always be clear from the context
that this is not a multivector in the exterior algebra of vector spaces.
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Lemma 2. Let u1, . . . , uk ∈ Sd−1 and 1 ≤ j1, . . . , jk ≤ d − 1 be given so that
j1 + · · ·+ jk = d. Then there exists a continuous function
Φu1,...,uk : G
u⊥1 (d− 1, j1)× · · · ×Gu
⊥
k (d− 1, jk)→ R
such that for all A1 ∈ Gu⊥1 (d− 1, j1), . . . , Ak ∈ Gu⊥k (d− 1, jk),∫
· · ·
∫
Φu1,...,uk(U1, . . . , Uk) 〈U1, A1〉2 · · · 〈Uk, Ak〉2dU1 · · · dUk = ‖A1 ∧ · · · ∧Ak‖2,
where we write shortly dUi = ν
d−1
ji
(dUi) for the integration over Ui ∈ Gu⊥i (d−1, ji),
and on the right-hand side of the above equation the subspaces Ai are considered as
the associated unit simple multivectors.
Proof. For given subspaces Ui ∈ Gu⊥i (d − 1, ji), choose orthonormal bases
{vi1, . . . , vid−1} of u⊥i so that
Ui = Lin{vi1, . . . , viji}, i = 1, . . . , k.
For numbers 0 ≤ pi ≤ ji ∧ (d− 1− ji), define the function
(22) Φp1,...,pku1,...,uk(U1, . . . , Uk) :=
∑
I1∈I1p1
· · ·
∑
Ik∈Ikpk
∥∥V 1I1 ∧ · · · ∧ V kIk∥∥2 ,
where V iI =
∧
l∈I v
i
l and Iipi denotes the family of all index sets I ⊂ {1, . . . , d− 1}
with |I| = ji and |I ∩ {1, . . . , ji}| = ji − pi, i = 1, . . . , k. (The fact that
Φp1,...,pku1,...,uk(U1, . . . , Uk) is a function of the subspaces U1, . . . , Uk and does not de-
pend on the choice of the orthonormal bases, follows similarly as in the proof of
Proposition 2 in [11] and is also implicitly contained in the argument below.)
We shall show that the function
(23) Φu1,...,uk(U1, . . . , Uk) :=
∑
p1
· · ·
∑
pk
ap1,...,pkΦ
p1,...,pk
u1,...,uk
(U1, . . . , Uk)
fulfills the requirement of the lemma for suitably chosen coefficients ap1,...,pk . The
summation over pi runs from 0 to ji∧(d−1−ji), here and in the sequel (i = 1, . . . , k).
Define ξ := V 2I2 ∧ · · · ∧ V kIk and let V ∈ G(d, d − j1) be the linear subspace
associated with ξ if ξ 6= 0. If ξ = 0, we choose V ∈ G(d, d − j1) arbitrarily. Then
we have
‖V 1I1 ∧ · · · ∧ V kIk‖2 = ‖V 1I1 ∧ V ‖2‖ξ‖2
= ‖V 1I1 ∧ (V ∩ u⊥1 )‖2‖pV⊥u1‖2‖ξ‖2
= 〈V 1I1 , pu⊥1 (V
⊥)〉2‖u1 ∧ ξ‖2,
which remains true also if ξ = 0. Further, note that pu⊥1 (V
⊥) equals the orthogonal
complement of V ∩ u⊥1 in u⊥1 and that 〈V 1I1 , pu⊥1 (V ⊥)〉2 = 0 if V ⊂ u⊥1 .
We can thus write
Φp1,...,pku1,...,uk(U1, . . . , Uk)
=
∑
I1∈I1p1
· · ·
∑
Ik∈Ikpk
〈V 1I1 , pu⊥1 (V
⊥)〉2‖u1 ∧ ξ‖2
=
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈U1, pu⊥1 (V
⊥)〉2p1‖u1 ∧ ξ‖2,
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where the ℓth product 〈·, ·〉ℓ on Gu⊥1 (d − 1, j1), for 0 ≤ ℓ ≤ j1 ∧ (d − 1 − j1), is
defined and discussed in [11, Section 5]. Integrating over Gu
⊥
1 (d− 1, j1), we obtain
by [11, Lemma 4]∫
Φp1,...,pku1,...,uk(U1, . . . , Uk)〈U1, A1〉2 dU1
=
∑
q1
dd−1,j1p1,q1
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈A1, pu⊥1 V
⊥〉2q1‖u1 ∧ ξ‖2,
for q1 = 0, . . . , j1 ∧ (d − 1 − j1), with certain constants dd−1,j1p1,q1 . If the coefficients
ap1,...,pk fulfill∑
p1
ap1,...,pkd
d−1,j1
p1,q1 = ap2,...,pk if q1 = 0 and 0 otherwise,
for some ap2,...,pk , we get∫
Φu1,...,uk(U1, . . . , Uk)〈U1, A1〉2 dU1
=
∑
p2
· · ·
∑
pk
ap2,...,pk
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈A1, pu⊥1 (V
⊥)〉2‖u1 ∧ ξ‖2
=
∑
p2
· · ·
∑
pk
ap2,...,pk
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
‖A1 ∧ V 2I2 ∧ · · · ∧ V kIk‖2,
which is also true if V ⊂ u⊥1 or if ξ = 0, where both sides of the equation are zero.
Continuing in the same way the integration with respect to U2, . . . , Uk, we get
the desired solution, provided that
(24)
∑
pi
api,...,pkd
d−1,ji
pi,qi = api+1,...,pkδqi,0, qi = 0, . . . , ji ∧ (d− 1− ji),
for i = 1, . . . , k− 1, with suitable coefficients api,...,pk defined recursively. From [11,
Proposition 1] we know that the matrices
Dd−1ji := (d
d−1,ji
p,q )
ji∧(d−1−ji)
p,q=0
are regular for i = 1, . . . , k. Therefore, if we choose
api,...,pk = a
i
pi · · ·akpk
with
(ai0, . . . , a
i
ji∧(d−1−ji)) = (1, 0, . . . , 0)(D
d−1
ji
)−1
for i = 1, . . . , k, then (24) is satisfied and the proof is complete. 
Proof of Theorem 2. Let ε > 0 be fixed. Recall that F
(ε)
n is nonnegative and
bounded from above on (Sd−1)k.
We define c(d, n) := γ(d, n1) · · · γ(d, nk) and
ϕn(u1, U1, . . . , uk, Uk) := c(d, n)
−1 · Φu1,...,uk(U⊥1 ∩ u⊥1 , . . . , U⊥k ∩ u⊥k ).
From (6), we get∫
F⊥(d,d−1−n1)
· · ·
∫
F⊥(d,d−1−nk)
F (ε)n (u1, . . . , uk)ϕn(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
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=
∫
nor(K1)
· · ·
∫
nor(Kk)
F (ε)n (u1, . . . , uk)
×
∑
|I1|=d−1−n1
· · ·
∑
|Ik|=d−1−nk
KI1(K1;x1, u1) · · ·KIk(Kk;xk, uk)
×
∫
Gu
⊥
1 (d−1,d−1−n1)
· · ·
∫
Gu
⊥
k (d−1,d−1−nk)
c(d, n)ϕn(u1, U1, . . . , uk, Uk)
×
k∏
i=1
〈Ui, AIi(Ki;xi, ui)〉2 dUk · · · dU1Hd−1(d(xk, uk)) · · · Hd−1(d(x1, u1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
F (ε)n (u1, . . . , uk)
×
∑
|I1|=n1
· · ·
∑
|Ik|=nk
KIc1
(K1;x1, u1) · · ·KIc
k
(Kk;xk, uk)
×
∫
Gu
⊥
1 (d−1,d−1−n1)
· · ·
∫
Gu
⊥
k (d−1,d−1−nk)
c(d, n)ϕn(u1, U1, . . . , uk, Uk)
×
k∏
i=1
〈Ui, AIc
i
(Ki;xi, ui)〉2 dUk · · · dU1Hd−1(d(xk, uk)) · · · Hd−1(d(x1, u1)).
Since 〈Ui, AIc
i
(Ki;xi, ui)〉2 = 〈U⊥i ∩ u⊥i , AIi(Ki;xi, ui)〉2 for i = 1, . . . , k, by the
definition of ϕn and Lemma 2, we deduce that∫
F⊥(d,d−1−n1)
· · ·
∫
F⊥(d,d−1−nk)
F (ε)n (u1, . . . , uk)ϕn(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
F (ε)n (u1, . . . , uk)
×
∑
|I1|=n1
· · ·
∑
|Ik|=nk
KIc1
(K1;x1, u1) · · ·KIc
k
(Kk;xk, uk)
×
∫
Gu
⊥
1 (d−1,n1)
· · ·
∫
Gu
⊥
k (d−1,nk)
Φu1,...,uk(U1, . . . , Uk)
×
k∏
i=1
〈Ui, AIi(Ki;xi, ui)〉2 dUk · · · dU1Hd−1(d(xk, uk)) · · · Hd−1(d(x1, u1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
F (ε)n (u1, . . . , uk)
×
∑
|I1|=n1
· · ·
∑
|Ik|=nk
KIc1
(K1;x1, u1) · · ·KIc
k
(Kk;xk, uk)
× ‖AI1(K1;x1, u1) ∧ · · · ∧ AIk(Kk;xk, uk)‖2Hd−1(d(xk, uk)) · · · Hd−1(d(x1, u1))
=
(
d
n1 . . . nk
)
V (ε)(K1[n1], . . . ,Kk[nk]),
which proves the asserted representation (21). 
From Theorem 2 we now deduce the following limiting case under suitable as-
sumptions of relative position.
FLAG REPRESENTATIONS OF MIXED FUNCTIONALS 21
Theorem 3. Let K1, . . . ,Kk ⊂ Rd be convex bodies in Rd, and let n = (n1, . . . , nk)
∈ {1, . . . , d− 1}k with n1 + · · ·+ nk = d. Then, there is a continuous function ϕn
on F⊥(d, d − 1 − n1) × · · · × F⊥(d, d− 1− nk) (independent of K1, . . . ,Kk) such
that
V (K1[n1], . . . ,Kk[nk]) =
∫
F⊥(d,d−1−nk)
· · ·
∫
F⊥(d,d−1−n1)
Fn(u1, . . . , uk)
× ϕn(u1, U1, . . . , uk, Uk)Ωn1(K1; d(u1, U1)) · · ·Ωnk(Kk; d(uk, Uk))(25)
holds
(a) for (νd)
k−1-almost all (ρ2, . . . , ρk) ∈ O(d)k−1, if K2, . . . ,Kk are replaced by
ρ2K2, . . . , ρkKk;
(b) if all but one of the convex bodies Ki have a support function of class C
1,1;
(c) if K1, . . . ,Kk are convex polytopes in general (n1, . . . , nk)-position.
Proof. We choose ϕn as in Theorem 2. As pointed out before, Theorem 1 and the
monotone convergence theorem imply that
V (ε)(K1[n1], . . . ,Kk[nk])ր V (K1[n1], . . . ,Kk[nk]), εց 0.
Thus, in order to finish the proof of Theorem 3, we have to show that
lim
ε→0
∫
F⊥(d,d−1−n1)
· · ·
∫
F⊥(d,d−1−nk)
F (ε)n (u1, . . . , uk)ϕn(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
=
∫
F⊥(d,d−1−n1)
· · ·
∫
F⊥(d,d−1−nk)
Fn(u1, . . . , uk)ϕn(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
in each of the three cases listed in the theorem. For this, we use that F
(ε)
n ր Fn
as εց 0 and verify that the dominated convergence theorem can be applied. The
main step consists in finding a suitable upper bound for
G := Fn(u1, . . . , uk) · |ϕn(u1, U1, . . . , uk, Uk)|.
Lemma 3. There is a constant c ≥ 0 such that
|ϕn(u1, U1, . . . , uk, Uk)| ≤ c ‖u|L⊥‖2
for all (ui, Ui) ∈ F⊥(d, d− 1− ni), i = 1, . . . , k.
Proof. In view of the definition of the function ϕn, it is sufficient to show that∥∥V 1n1 ∧ · · · ∧ V knk∥∥ ≤ d ∥∥u|L⊥∥∥
whenever V ini = v
i
1 ∧ · · · ∧ vini , i = 1, . . . , k, {vi1, . . . , vid−1, ui} is an orthonormal
basis of Rd, and n1 + · · ·+ nk = d.
For this purpose, we put τ := max{‖ui − uj‖ : 1 ≤ i < j ≤ k}, hence τ ≤√
k ‖u|L⊥‖.
If τ ≥ 1, then ∥∥V 1n1 ∧ · · · ∧ V knk∥∥ ≤ 1 ≤ √k ‖u|L⊥‖.
Now suppose that τ < 1. Let vd ∈ Sd−1 be such that ‖vd − ui‖ ≤ τ for
i = 1, . . . , k (for instance vd := u1), and let {v1, . . . , vd} be an orthonormal basis of
R
d. Then there are unique α(i, j) ∈ R and vij,⊥ ∈ v⊥d such that vij = vij,⊥+α(i, j)vd
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for i = 1, . . . , k and j = 1, . . . , ni. Thus, in particular, ‖vij,⊥‖ ≤ 1 and |α(i, j)| =
|〈vij , vd〉| = |〈vij , vd − ui〉| ≤ τ < 1. Hence, we obtain
∥∥V 1n1 ∧ · · · ∧ V knk∥∥ =
∥∥∥∥∥∥
k∧
i=1
ni∧
j=1
(
vij,⊥ + α(i, j)vd
)∥∥∥∥∥∥ ≤ dτ,
where we used that n1 + · · ·+ nk = d and thus
k∧
i=1
ni∧
j=1
vij,⊥ = 0,
which completes the proof. 
Hence G can be bounded from above by
(26) c ‖u|L⊥‖2
∫
Sk−1+
‖tu|L⊥‖−(k−1)dHk−1(dt).
Define
Sk−1∗ :=
{
t ∈ Sk−1+ : ti ≥
1
2
√
k
, i = 1, . . . , k
}
.
Lemma 4. Let u1, . . . , uk ∈ Sd−1.
(1) If t ∈ Sk−1+ \ Sk−1∗ , then ‖tu|L⊥‖ ≥ 1/(2k).
(2) If t ∈ Sk−1∗ , then ‖tu|L⊥‖ ≥ 12√k‖u|L⊥‖.
Proof. (1) If t = (t1, . . . , tk) ∈ Sk−1+ \ Sk−1∗ , then tj ≥ 1√k for some j ∈ {1, . . . , k}.
In fact, otherwise we get 0 < tj <
1√
k
for j = 1, . . . , k and 0 < ti <
1
2
√
k
for some
i ∈ {1, . . . , k}. Since k ≥ 2, this would imply
1 = t21 + · · ·+ t2k ≤
1
4k
+ (k − 1) 1
k
=
4k − 3
4k
< 1,
a contradiction. But then, for any t ∈ Sk−1+ \ Sk−1∗ and u1, . . . , uk ∈ Sd−1, we have
‖tu|L⊥‖2 = 1
k
∑
i<j
‖tiui − tjuj‖2 ≥ 1
k
(
1√
k
− 1
2
√
k
)2
=
1
4k2
,
which proves the first assertion.
(2) Now we assume that t ∈ Sk−1∗ . Let i < j. We distinguish two cases.
(a) If 〈ui, uj〉 ≥ 0, then
‖tiui − tjuj‖2 = t2i + t2j − 2titj〈ui, uj〉
≥ t2i + t2j − (t2i + t2j)〈ui, uj〉
= (t2i + t
2
j)[1− 〈ui, uj〉]
=
1
2
(t2i + t
2
j)‖ui − uj‖2
≥ 1
4k
‖ui − uj‖2.
(b) If 〈ui, uj〉 < 0, then
‖tiui − tjuj‖2 = t2i + t2j + 2titj(−〈ui, uj〉)
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≥ 1
2k
+ 2 · 1
4k
(−〈ui, uj〉)
=
1
4k
‖ui − uj‖2.
Hence ‖tiui − tjuj‖2 ≥ 14k‖ui − uj‖2 for any i < j, from which the second
assertion follows. 
From (26) and Lemma 4, we get
G ≤ c 4k
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)
+ c ‖u|L⊥‖2
∫
Sk−1+ \Sk−1∗
(2k)(k−1)dHk−1(dt),
and the latter summand is bounded from above by a constant. Hence, we obtain∫
F⊥(d,d−1−n1)
· · ·
∫
F⊥(d,d−1−nk)
|Fn(u1, . . . , uk)ϕn(u1, U1, . . . , uk, Uk)|
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
≤ const.
∫
Sd−1
· · ·
∫
Sd−1
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)
× Snk(Kk, duk) · · ·Sn1(K1, du1) + const. ,
and we have to show, in each of the three cases (a), (b) und (c), that the latter
integral is finite.
Let us first consider case (a). We apply independent uniform random orthogonal
transformationsRi ∈ O(d) to the bodiesKi, i = 2, . . . , k, and observe that the mean
area measure ESni(RiKi, ·) is a finite rotation invariant measure on Sd−1. Using
the upper bound for G, we see that it is sufficient to show that
(27)∫
Sd−1
· · ·
∫
Sd−1
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)Hd−1(duk) · · · Hd−1(du2) <∞.
Note that the last expression is independent of u1 ∈ Sd−1. Hence, (27) is equivalent
to
(28)∫
Sd−1
· · ·
∫
Sd−1
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)Hd−1(duk) · · · Hd−1(du1) <∞.
The mapping g : (t, u) 7→ tu is one-to-one on Sk−1∗ × (Sd−1)k, its image is
Skd−1∆ :=
{
v = (v1, . . . , vk) ∈ Skd−1 : ‖vi‖2 ≥ 1
4k
, i = 1, . . . , k
}
and the inverse map h := g−1 fulfills
‖h(v)− h(w)‖2 =
k∑
i=1
(‖vi‖ − ‖wi‖)2 +
k∑
i=1
∥∥∥∥ vi‖vi‖ − wi‖wi‖
∥∥∥∥2
≤ ‖v − w‖2 +
k∑
i=1
4
‖vi‖2 ‖vi − wi‖
2
≤ (1 + 16k)‖v − w‖2,
24 DANIEL HUG, JAN RATAJ, AND WOLFGANG WEIL
for v, w ∈ Skd−1∆ . Hence, h is
√
1 + 16k-Lipschitz and its approximate Jacobian is
bounded by Lip := (1+16k)(kd−1)/2 from above. Consequently, the coarea formula
yields ∫
Sd−1
· · ·
∫
Sd−1
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)Hd−1(duk) . . .Hd−1(du1)
=
∫
Skd−1∆
‖v|L⊥‖2−(k−1)d Jkd−1h(v)Hkd−1(dv)
≤ Lip
∫
Skd−1
‖v|L⊥‖2−(k−1)dHkd−1(dv).
The last integral is bounded by Lemma 1, hence (28) holds.
The case (b) is a consequence of (28), since we may assume that K2, . . . ,Kk
have support functions of class C1,1, and this implies that Sni(Ki, ·) ≤ ciHd−1,
with some constants ci, i = 2, . . . , k (this follows, for example, from [11, Lemma 1]
together with [22, Theorem 4.7]).
Finally, we treat case (c). Let K1, . . . ,Kk be convex polytopes in general
(n1, . . . , nk)-position. Then we have
k⋂
i=1
n(Ki, Fi) = ∅
for all faces Fi ∈ Fni(Ki), where n(Ki, Fi) = N(Ki, Fi) ∩ Sd−1, i = 1, . . . , k.
Consider the function
f : Sk−1∗ ×
k×
i=1
n(Ki, Fi)→ [0,∞), (t, u) 7→ ‖tu|L⊥‖.
Clearly, f is continuous and the domain of f is compact. Moreover, f > 0, since
f(t, u) = 0 implies that tiui = tjuj for all i < j, hence ti = tj for all i < j. This
yields t1 = · · · = tk = 1√k , and so u1 = · · · = uk would be in
⋂k
i=1 n(Ki, Fi), a
contradiction.
We obtain
f(t, u) ≥ ε0
for some constant ε0 > 0 and all (t, u) ∈ Sk−1∗ ××ki=1 n(Ki, Fi), and hence∫
Sd−1
· · ·
∫
Sd−1
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)
× Snk(Kk, duk) · · ·Sn1(K1, du1)
= const.
∑
F1∈Fn1(K1)
· · ·
∑
Fk∈Fnk(Kk)
k∏
i=1
Hni(Fi)
×
∫
n(K1,F1)
· · ·
∫
n(Kk,Fk)
∫
Sk−1∗
‖tu|L⊥‖2−(k−1)dHk−1(dt)
×Hd−1−nk(duk) · · · Hd−1−n1(du1)
<∞,
since the integrand is bounded from above.
This concludes the proof of Theorem 3, in each of the three cases. 
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6. Mixed translative functionals
We now consider, for k ≥ 2, j ∈ {0, . . . , d − 1} and r1, . . . , rk ∈ {j, . . . , d}
with r1 + · · · + rk = (k − 1)d + j, a flag representation of the mixed functional
Vr1,...,rk(K1, . . . ,Kk). It is based on the following lemma, which is the result cor-
responding to Lemma 2.
Lemma 5. Let u1, . . . , uk ∈ Sd−1 and 1 ≤ r1, . . . , rk ≤ d − 1 be given so that
r1 + · · ·+ rk≥(k − 1)d. Then there exists a continuous function
Ψu1,...,uk : G
u⊥1 (d− 1, d− 1− r1)× · · · ×Gu⊥k (d− 1, d− 1− rk)→ R
such that for all A1 ∈ Gu⊥1 (d− 1, d− 1− r1), . . . , Ak ∈ Gu⊥k (d− 1, d− 1− rk),∫
· · ·
∫
Ψu1,...,uk(U1, . . . , Uk) 〈U1, A1〉2 · · · 〈Uk, Ak〉2 dU1 · · · dUk
= ‖A1 ∧ u1 ∧ · · · ∧ Ak ∧ uk‖2,
where dUi = ν
d−1
d−1−ri(dUi) denotes the integration over Ui ∈ Gu
⊥
i (d− 1, d− 1− ri)
with respect to the Haar probability measure, and the subspaces Ai on the right-hand
side of the above equation are considered as the associated unit simple multivectors.
Proof. Put j := r1+ · · ·+ rk− (k− 1)d. We shall first consider the case j = 0. The
proof proceeds similarly as that of Lemma 2. For given subspaces Ui ∈ Gu⊥i (d −
1, d− 1− ri), choose orthonormal bases {vi1, . . . , vid−1} of u⊥i so that
Ui = Lin{vi1, . . . , vid−1−ri}, i = 1, . . . , k.
For numbers 0 ≤ pi ≤ ri ∧ (d− 1− ri), define the function
Ψp1,...,pku1,...,uk(U1, . . . , Uk) =
∑
I1∈I1p1
· · ·
∑
Ik∈Ikpk
∥∥V 1I1 ∧ u1 ∧ · · · ∧ V kIk ∧ uk∥∥2 ,
where V iI =
∧
l∈I v
i
l and Iipi denotes the family of all index sets I ⊂ {1, . . . , d− 1}
with |I| = d − 1 − ri and |I ∩ {1, . . . , d − 1 − ri}| = d − 1 − ri − pi, i = 1, . . . , k.
Again, Ψp1,...,pku1,...,uk(U1, . . . , Uk) is a function of the subspaces U1, . . . , Uk and does not
depend on the choice of the orthonormal bases, as can be seen from the argument
below.
We shall show that the function
(29) Ψu1,...,uk(U1, . . . , Uk) =
∑
p1
· · ·
∑
pk
ap1,...,pkΨ
p1,...,pk
u1,...,uk(U1, . . . , Uk)
fulfills the requirement of the lemma for suitably chosen coefficients ap1,...,pk . Here
and in the sequel, the summation over pi runs from 0 to ri∧(d−1−ri), i = 1, . . . , k.
Denote ξ := V 2I2 ∧ u2 ∧ · · · ∧ V kIk ∧ uk and let V ∈ G(d, r1) be the linear subspace
associated with ξ if ξ 6= 0. If ξ = 0, we choose V ∈ G(d, r1) arbitrarily. We have
(30) ‖V 1I1 ∧ u1 ∧ · · · ∧ V kIk ∧ uk‖2 = 〈V 1I1 , V ⊥ ∩ u⊥1 〉2‖u1 ∧ ξ‖2.
Thus we can write
Ψp1,...,pku1,...,uk(U1, . . . , Uk) =
∑
I1∈I1p1
· · ·
∑
Ik∈Ikpk
〈V 1I1 , V ⊥ ∩ u⊥1 〉2‖u1 ∧ ξ‖2
=
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈U1, V ⊥ ∩ u⊥1 〉2p1‖u1 ∧ ξ‖2,
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where again we refer to [11, Section 5] for a definition and the basic properties
of the product 〈·, ·〉p1 . Integrating over Gu
⊥
1 (d − 1, d − 1 − r1), we obtain by [11,
Lemma 4]∫
Ψp1,...,pku1,...,uk(U1, . . . , Uk)〈U1, A1〉2 dU1
=
r1∧(d−1−r1)∑
q1=0
dd−1,d−1−r1p1,q1
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈A1, V ⊥ ∩ u⊥1 〉2q1‖u1 ∧ ξ‖2
with constants dd−1,d−1−r1p1,q1 . If the coefficients ap1,...,pk fulfill∑
p1
ap1,...,pkd
d−1,d−1−r1
p1,q1 = ap2,...,pk if q1 = 0 and 0 otherwise,
we get∫
Ψu1,...,uk(U1, . . . , Uk)〈U1, A1〉2 dU1
=
∑
p2
· · ·
∑
pk
ap2,...,pk
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
〈A1, V ⊥ ∩ u⊥1 〉2‖u1 ∧ ξ‖2(31)
=
∑
p2
· · ·
∑
pk
ap2,...,pk
∑
I2∈I2p2
· · ·
∑
Ik∈Ikpk
‖A1 ∧ u1 ∧ V 2I2 ∧ u2 ∧ · · · ∧ V kIk ∧ uk‖2
(we have used (30) again in the last step), which remains true if ξ = 0. Continuing
in the same way the integration with respect to U2, . . . , Uk, we get the desired
solution, provided that∑
pi
api,...,pkd
d−1,d−1−ri
pi,qi = api+1,...,pkδqi,0, qi = 0, . . . , ri ∧ (d− 1− ri),
for i = 1, . . . , k. The coefficients ap1,...,pk can be found as in the proof of Lemma 2.
It remains to treat the case j > 0. Setting rk+1 := d − j, we know by the first
part of the proof that for any uk+1 ∈ Sd−1 and any Ai ∈ Gu⊥i (d − 1, d − 1 − ri),
i = 1, . . . , k + 1, we have∫
· · ·
∫
Ψu1,...,uk+1(U1, . . . , Uk+1) 〈U1, A1〉2 · · · 〈Uk+1, Ak+1〉2 dU1 . . . dUk+1
= ‖A1 ∧ u1 ∧ · · · ∧ Ak+1 ∧ uk+1‖2.
If we integrate the expression on the right side with respect to the measure
νd−1d−1−rk+1(dAk+1)ω
−1
d Hd−1(duk+1),
which is a normalized invariant measure on G(d, d − rk+1) and which thus agrees
with νdd−rk+1, we get
‖A1 ∧ u1 ∧ · · · ∧ Ak ∧ uk‖2
∫
G(d,d−rk+1)
〈(A1 ∧ u1 ∧ · · · ∧Ak ∧ uk)⊥,W 〉2 dW
=
(
d
j
)−1
‖A1 ∧ u1 ∧ · · · ∧Ak ∧ uk‖2.(32)
Hence, the function
Ψu1,...,uk : (U1, . . . , Uk)
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7→
(
d
j
)∫
Sd−1
∫
G
u⊥
k+1(d−1,d−1−rk+1)
∫
G(d,d−rk+1)
Ψu1,...,uk+1(U1, . . . , Uk+1)
× 〈Uk+1, Ak+1〉2 dUk+1 dAk+1 ω−1d Hd−1(duk+1)
fulfills the desired property. Moreover, we claim that it has again the form (29).
Indeed, applying (31) to Ψu1,...,uk+1 and the index k + 1, we get∫
G(d,d−rk+1)
Ψu1,...,uk+1(U1, . . . , Uk+1) 〈Uk+1, Ak+1〉2 dUk+1
=
(
d
j
)∑
p1
· · ·
∑
pk
ap1,...,pk
∑
I1∈I1p1
· · ·
∑
Ik∈Ikpk
× ‖V 1I1 ∧ u1 ∧ · · · ∧ V kIk ∧ uk ∧ Ak+1 ∧ uk+1‖2,
and then performing the integration dAk+1 ω
−1
d Hd−1(duk+1) and using the same
argument as in (32), we arrive at the form (29). 
In order to prove a flag formula for mixed functionals, we first need a curva-
ture representation, as in the case of mixed volumes. For the mixed (translative)
functionals this has been obtained in [10], in a local version and for sets of positive
reach. Here, we only need the global version for convex bodies (we will come back
to the local result in the next section). In the following, we put r := (r1, . . . , rk)
and j := r1 + · · ·+ rk − (k − 1)d ∈ {0, . . . , d− 1}. Then this formula reads
Vr(K1, . . . ,Kk)
=
∫
nor(K1)×···×nor(Kk)
Gr(u1, . . . , uk)
∑
|I1|=r1,...,|Ik|=rk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
(33)
× [AI1(K1;x1, u1), . . . , AIk(Kk;xk, uk)]2 Hk(d−1)(d(x1, u1, . . . , xk, uk)),
where
Gr(u1, . . . , uk) :=
1
ωd−j
∫
Sk−1+
(
k∏
i=1
td−1−rii
)∥∥∥∥∥
k∑
i=1
tiui
∥∥∥∥∥
−(d−j)
Hk−1(dt)(34)
for linearly independent u1, . . . , uk (and Gr(u1, . . . , uk) = 0 otherwise), and where
[AI1(K1;x1, u1), . . . , AIk(Kk;xk, uk)] =
∥∥∥∥∥
k∧
i=1
AIc
i
(Ki;xi, ui) ∧ u1 ∧ · · · ∧ uk
∥∥∥∥∥
is the subspace determinant associated with the subspaces corresponding to
AIi(Ki;xi, ui), i = 1, . . . , k (see [10, Section 2] for further references).
Note that the condition, which was imposed in [10, Theorem 2] on the sets
K1, . . . ,Kk, is fulfilled for convex bodies, as was explained in [10, Remark 1 (b)].
As in the case of Theorem 3, for ε > 0, we introduce the bounded ε-
approximation
V (ε)r (K1, . . . ,Kk)
:=
∫
nor(K1)×···×nor(Kk)
G(ε)r (u1, . . . , uk)
∑
|I1|=r1,...,|Ik|=rk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
× [AI1 (K1;x1, u1), . . . , AIk(Kk;xk, uk)]2 Hk(d−1)(d(x1, u1, . . . , xk, uk)),
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where now
G(ε)r (u1, . . . , uk) := Gr(u1, . . . , uk)1{d(0, conv{u1, . . . , uk}) ≥ ε}.
Then, G
(ε)
r is nonnegative and bounded from above on (Sd−1)k, since
‖
k∑
i=1
tiui‖ ≥ ‖
k∑
i=1
(ti/t∗)ui‖ ≥ d(0, conv{u1, . . . , uk}) ≥ ε
with t∗ :=
∑k
i=1 ti ≥
∑k
i=1 t
2
i = 1.
We put
ψr(u1, U1, . . . , uk, Uk) := c˜(d, r)
−1Ψu1,...,uk(U1, . . . , Uk)
and c˜(d, r) := γ(d, r1) · · · γ(d, rk). From (6) and Lemma 5, we then get∫
F⊥(d,d−1−r1)
· · ·
∫
F⊥(d,d−1−rk)
G(ε)r (u1, . . . , uk)ψr(u1, U1, . . . , uk, Uk)
× Ωrk(Kk; d(uk, Uk)) · · ·Ωr1(K1; d(u1, U1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
G(ε)r (u1, . . . , uk)
×
∑
|I1|=d−1−r1
· · ·
∑
|Ik|=d−1−rk
KI1(K1;x1, u1) · · ·KIk(Kk;xk, uk)
×
∫
Gu
⊥
1 (d−1,d−1−r1)
· · ·
∫
Gu
⊥
k (d−1,d−1−rk)
Ψu1,...,uk(U1, . . . , Uk)
×
k∏
i=1
〈Ui, AIi(Ki;xi, ui)〉2 dUk · · · dU1Hd−1(d(xk, uk) · · · Hd−1(d(x1, u1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
G(ε)r (u1, . . . , uk)
×
∑
|I1|=d−1−r1
· · ·
∑
|Ik|=d−1−rk
KI1(K1;x1, u1) · · ·KIk(Kk;xk, uk)
× ‖AI1(K1;x1, u1) ∧ u1 ∧ · · · ∧ AIk(Kk;xk, uk) ∧ uk‖2
×Hd−1(d(xk , uk)) · · · Hd−1(d(x1, u1))
=
∫
nor(K1)
· · ·
∫
nor(Kk)
G(ε)r (u1, . . . , uk)
∑
|I1|=r1
· · ·
∑
|Ik|=rk
×KIc1 (K1;x1, u1) · · ·KIck(Kk;xk, uk) [AI1 (K1;x1, u1), . . . , AIk(Kk;xk, uk)]
2
×Hd−1(d(xk , uk)) · · · Hd−1(d(x1, u1))
= V (ε)r (K1, . . . ,Kk).
The following theorem is the analog of Theorem 3 for mixed functionals. Also
here, a condition of general position is needed. The cases (a) and (b) remain the
same, but the notion of general position for polytopes has to be adapted. For
r1, . . . , rk with r1+ · · ·+ rk ≥ (k− 1)d, we say that convex polytopes K1, . . . ,Kk ⊂
R
d are in general (r1, . . . , rk)-position if
(35) 0 /∈ conv{u1, . . . , uk}
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whenever ui ∈ n(Ki, Fi) and Fi ∈ Fri(Ki) for i = 1, . . . , k. Note that for k = 2
and r1 + r2 = d (where mixed functionals and mixed volumes are the same, up to
reflection of one of the bodies and a constant), the definition is consistent with the
one used in Section 5 (if we reflect one of the bodies).
Theorem 4. Let K1, . . . ,Kk ⊂ Rd be convex bodies in Rd, and let r =
(r1, . . . , rk) ∈ {1, . . . , d − 1}k with r1 + · · · + rk ≥ (k − 1)d. Then, there is a
continuous function ψr on F
⊥(d, d− 1− r1)× · · ·×F⊥(d, d− 1− rk) (independent
of K1, . . . ,Kk) such that
Vr(K1, . . . ,Kk) =
∫
F⊥(d,d−1−rk)
· · ·
∫
F⊥(d,d−1−r1)
Gr(u1, . . . , uk)
× ψr(u1, U1, . . . , uk, Uk)Ωr1(K1; d(u1, U1)) · · ·Ωrk(Kk; d(uk, Uk))(36)
holds
(a) for (νd)
k−1-almost all (ρ2, . . . , ρk) ∈ O(d)k−1, if K2, . . . ,Kk are replaced by
ρ2K2, . . . , ρkKk;
(b) if all but one of the convex bodies Ki have a support function of class C
1,1.
(c) if K1, . . . ,Kk are convex polytopes in general (r1, . . . , rk)-position;
Proof. For εց 0, equation (33) implies that
V (ε)r (K1, . . . ,Kk)ր Vr(K1, . . . ,Kk)
for arbitrary convex bodies K1, . . . ,Kk ⊂ Rd. As we have seen above,
V (ε)r (K1, . . . ,Kk)
=
∫
F⊥(d,d−1−r1)
· · ·
∫
F⊥(d,d−1−rk)
G(ε)r (u1, . . . , uk)ψr(u1, U1, . . . , uk, Uk)
× Ωrk(Kk; d(uk, Uk)) · · ·Ωr1(K1; d(u1, U1)).
Thus, we have to show that
lim
ε→0
∫
F⊥(d,d−1−r1)
· · ·
∫
F⊥(d,d−1−rk)
G(ε)r (u1, . . . , uk) ψr(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1))
=
∫
F⊥(d,d−1−r1)
· · ·
∫
F⊥(d,d−1−rk)
Gr(u1, . . . , uk)ψr(u1, U1, . . . , uk, Uk)
× Ωnk(Kk; d(uk, Uk)) · · ·Ωn1(K1; d(u1, U1)),
in each of the three cases listed in the theorem. As in the case of Theorem 3, we
have to discuss the integrability of suitable upper bounds for
Gr(u1, . . . , uk)|ψr(u1, U1, . . . , uk, Uk)|.
Recall that G
(ε)
r ր Gr as εց 0. For ψr we use the following lemma.
Lemma 6. There is a constant c ≥ 0 such that
|ψr(u1, U1, . . . , uk, Uk)| ≤ c ‖u1 ∧ · · · ∧ uk‖2
for all (ui, Ui) ∈ F⊥(d, d− 1− ni), i = 1, . . . , k.
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This follows from the definition of Ψp1,...,pku1,...,uk as a finite sum of expressions of
the form ‖V 1I1 ∧ u1 ∧ · · · ∧ V kIk ∧ uk‖2, each of which is bounded from above by
‖u1 ∧ · · · ∧ uk‖2.
Recall that j = r1+ · · ·+ rk− (k− 1)d ≤ k(d− 1)− (k− 1)d = d−k. Concerning
the upper estimate for
J := ‖u1 ∧ · · · ∧ uk‖2
∫
Sk−1+
‖
k∑
i=1
tiui‖−(d−j)Hk−1(dt)
in the cases (a) and (b), we first use the upper bound from [10, Lemma 3, (13)] to
see that J ≤ const if j = d− k and J ≤ const‖u1 ∧ · · · ∧ uk‖−(d−k) if j < d− k. In
the latter case, we can then argue as in the proof of [10, Proposition 1].
For case (c), assume that K1, . . . ,Kk are in general (r1, . . . , rk)-position. By a
compactness and continuity argument this means that there is a positive constant
ε0 > 0 such that ∥∥∥∥∥
k∑
i=1
siui
∥∥∥∥∥ ≥ ε0 > 0
holds for all s = (s1, . . . , sk) ∈ [0, 1]k with s1 + · · · + sk = 1, ui ∈ n(Ki, Fi) and
Fi ∈ Fri(Ki), for i = 1, . . . , k. This again holds if and only if there is a positive
constant ε1 > 0 such that ∥∥∥∥∥
k∑
i=1
tiui
∥∥∥∥∥ ≥ ε1 > 0
holds for all t = (t1, . . . , tk) ∈ Sk−1+ , ui ∈ n(Ki, Fi) and Fi ∈ Fri(Ki), for i =
1, . . . , k. The latter clearly guarantees the integrability. 
Remark. If K1, . . . ,Kk are polytopes with nonempty interiors, then
(37) 0 /∈ conv (n(Ki, Fi))
whenever Fi ∈ Fri(Ki) for i ∈ {1, . . . , k}. Assuming (37), if follows that (35) is
equivalent to requiring that
(38) 0 /∈ conv
(
k⋃
i=1
n(Ki, Fi)
)
whenever Fi ∈ Fri(Ki) for i = 1, . . . , k.
7. Mixed curvature measures
To derive a flag representation for the mixed curvature measures of translative
integral geometry, our starting point is a curvature representation of the mixed
curvature measures (see [10, Theorem 2]), which states that
Cr(K1, . . . ,Kk;A)
=
∫
nor(K1)×···×nor(Kk)
Gr((x, u);A)
∑
|I1|=r1,...,|Ik|=rk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
× [AI1(K1;x1, u1), . . . , AIk(Kk;xk, uk)]2 Hk(d−1)(d(x1, u1, . . . , xk, uk)),
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where r = (r1, . . . , rk), A ⊂ Rkd × Sd−1 is a Borel set,
Gr((x, u);A) :=
1
ωd−j
∫
Sk−1+
1A(x, u(t))
(
k∏
i=1
td−1−rii
)
‖u˜(t)‖−(d−j)Hk−1(dt)
for linearly independent u1, . . . , uk (and Gr((x, u);A) = 0 otherwise), for j :=
r1 + · · ·+ rk − (k − 1)d, and where
u˜(t) :=
k∑
i=1
tiui and u(t) :=
u˜(t)
‖u˜(t)‖ .
As before, for ε > 0 we introduce the bounded ε-approximation
C(ε)r (K1, . . . ,Kk;A)
:=
∫
nor(K1)×···×nor(Kk)
G(ε)r ((x, u);A)
∑
|I1|=r1,...,|Ik|=rk
(
k∏
i=1
KIc
i
(Ki;xi, ui)
)
× [AI1 (K1;x1, u1), . . . , AIk(Kk;xk, uk)]2 Hk(d−1)(d(x1, u1, . . . , xk, uk)),
where now
G(ε)r ((x, u);A) := Gr((x, u);A)1{d(0, conv{u1, . . . , uk}) ≥ ε}.
Clearly, G
(ε)
r is nonnegative and bounded from above by ω
−1
d−jε
−(d−j)ωk, indepen-
dent of ((x, u);A).
For the flag representations of mixed curvature measures, we need an extension
of the flag measures Ωk(K; ·) which we briefly recall. In the following, we consider
the flag manifold F⊥∗ (d, k) := R
d × F⊥(d, k). For a convex body K ⊂ Rd and
k ∈ {0, . . . , d−1}, the kth flag measure Γk(K; ·) ofK is a measure on F⊥∗ (d, d−1−k)
defined by∫
g(x, u, V ) Γk(K; d(x, u, V ))
= γ(d, k)
∫
nor(K)
∑
|I|=d−1−k
KI(K;x, u)
∫
Gu⊥ (d−1,d−1−k)
g(x, u, V )
× 〈V,AI(K;x, u)〉2 νd−1d−1−k(dV )Hd−1(d(x, u)).
As in the preceding section, we put
ψr(u1, U1, . . . , uk, Uk) := c˜(d, r)
−1Ψu1,...,uk(U1, . . . , Uk)
and c˜(d, r) := γ(d, r1) · · · γ(d, rk).
Repeating the reasoning of the preceding section, we obtain
C(ε)r (K1, . . . ,Kk;A)
=
∫
F⊥∗ (d,d−1−rk)
· · ·
∫
F⊥∗ (d,d−1−r1)
G(ε)r ((x, u);A)ψr(u1, U1, . . . , uk, Uk)
× Γr1(K1; d(x1, u1, U1)) · · ·Γrk(Kk; d(xk, uk, Uk)),
where A ⊂ Rkd × Sd−1 is a Borel set.
We also obtain as an immediate consequence the following result.
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Theorem 5. Let K1, . . . ,Kk ⊂ Rd be convex bodies in Rd, let r = (r1, . . . , rk) ∈
{1, . . . , d− 1}k with r1+ · · ·+ rk ≥ (k− 1)d, and let A ⊂ Rkd×Sd−1 be a Borel set.
Then, there is a continuous function ψr on F
⊥(d, d−1−r1)×· · ·×F⊥(d, d− 1− rk)
(independent of K1, . . . ,Kk) such that
Cr(K1, . . . ,Kk;A) =
∫
F⊥∗ (d,d−1−rk)
· · ·
∫
F⊥∗ (d,d−1−r1)
Gr((x, u);A)
× ψr(u1, U1, . . . , uk, Uk) Γr1(K1; d(x1, u1, U1)) · · ·Γrk(Kk; d(xk, uk, Uk))
holds under any of the conditions (a) – (c) in Theorem 4.
References
[1] Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables. M.
Abramowitz and I.A. Stegun Eds., U.S. Government Printing Office, Washington, D.C., 1964.
[2] L.C. Evans, R. Gariepy, Measure Theory and Fine Properties of Functions. CRC Press, Boca
Raton, Fl, 1992.
[3] H. Federer, Geometric Measure Theory. Springer, Berlin, 1969.
[4] P. Goodey, W. Hinderer, D. Hug, J. Rataj, W. Weil, A flag representation of projection
functions. Adv. Geom. 17 (2017), 303–322.
[5] P. Gritzmann, V. Klee, On the complexity of some basic problems in computational con-
vexity. II. Volume and mixed volumes. In: Polytopes: Abstract, Convex and Computational
(Scarborough 1993; T. Bisztriczky, P. McMullen, R. Schneider, A. Ivic´ Weiss, eds.), NATO
ASI Series C, vol. 440, Kluwer, Dordrecht, 1994, pp. 373-466.
[6] W. Hinderer, D. Hug, W. Weil, Extensions of translation invariant valuations on polytopes.
Mathematika 61 (2015), 236–258.
[7] D. Hug, Absolute continuity for curvature measures of convex sets I. Math. Nachr. 195
(1998), 139–158.
[8] D. Hug, Generalized curvature measures and singularities of sets with positive reach. Forum
Math. 10 (1998), 699–728.
[9] D. Hug, Measures, Curvatures and Currents in Convex Geometry. Habilitation Thesis, Uni-
versity of Freiburg, Freiburg, 1999.
[10] D. Hug, J. Rataj, Mixed curvature measures of translative integral geometry. Geom. Dedicata
(First Online: 18 August 2017), https://doi.org/10.1007/s10711-017-0278-1.
[11] D. Hug, J. Rataj, W. Weil, A product integral representation of mixed volumes of two convex
bodies. Adv. Geom. 13, 633–662 (2013).
[12] D. Hug, R. Schneider, Local tensor valuations. Geom. Funct. Anal. 24 (2014), 1516–1564.
[13] D. Hug, I. Tu¨rk , W. Weil, Flag measures for convex bodies. In: Asymptotic Geometric Anal-
ysis (M. Ludwig, V.D. Milman, V. Pestov, N. Tomczak-Jaegermann, eds.), Fields Institute
Communications, Vol. 68, Springer, New York, 2013, pp. 145–187.
[14] D. Hug, W. Weil, Determination of Boolean models by mean values of mixed volumes. In
preparation (2017+).
[15] S.G. Krantz, H.R. Parks, Geometric Integration Theory. Birkha¨user, Boston, 2008.
[16] J. Rataj, The iterated version of a translative integral formula for sets of positive reach. Rend.
Circ. Mat. Palermo (2) Suppl. 46 (1997), 129–138.
[17] J. Rataj, M. Za¨hle, Mixed curvature measures for sets with positive reach and a translative
formula. Geom. Dedicata 57 (1995), 259–283.
[18] L. Simon, Lectures on Geometric Measure Theory. Proceedings Centre Mathematical Anal-
ysis, Australian National University 3, Canberra 1983.
[19] R. Schneider, Polytopes and Brunn-Minkowski Theory. In: Polytopes: Abstract, Convex and
Computational (Scarborough 1993; T. Bisztriczky, P. McMullen, R. Schneider, A. Ivic´ Weiss,
eds.), NATO ASI Series C, vol. 440, Kluwer, Dordrecht, 1994, pp. 273–299.
[20] R. Schneider, Convex Bodies: The Brunn-Minkowski Theory. Second expanded edition. Cam-
bridge University Press, Cambridge, 2014.
[21] R. Schneider, W. Weil, Stochastic and Integral Geometry. Springer, Heidelberg-New York,
2008.
[22] W. Weil, Ein Approximationssatz fu¨r konvexe Ko¨rper.Manuscripta Math. 8 (1973), 335–362.
FLAG REPRESENTATIONS OF MIXED FUNCTIONALS 33
[23] M. Za¨hle, Integral and current representation of Federer’s curvature measures, Arch. Math.
46 (1986), 557–567.
[24] V.A. Zalgaller, The k-dimensional directions that are singular for a convex body F in Rn.
(Russian) Boundary value problems of mathematical physics and related questions in the
theory of functions, 6. Zap. Naucˇn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 27
(1972), 67–72. English translation: J. Soviet Math. 3 (1972), 437–441.
Karlsruhe Institute of Technology, Department of Mathematics, D-76128 Karls-
ruhe, Germany
E-mail address: daniel.hug@kit.edu
URL: http://www.math.kit.edu/∼hug/
Charles University, Faculty of Mathematics and Physics, Sokolovska 83, 186 75
Praha 8, Czech Republic
E-mail address: rataj@karlin.mff.cuni.cz
URL: http://www.karlin.mff.cuni.cz/∼rataj/index en.html
Karlsruhe Institute of Technology, Department of Mathematics, D-76128 Karls-
ruhe, Germany
E-mail address: wolfgang.weil@kit.edu
URL: http://www.math.kit.edu/∼weil/
