Abstract The aim of this note is to call attention to a simple regularity regarding the number of walks in a finite graph G . Let W k denote the number of walks of length
INTRODUCTION
Given some integer k ∈ N 0 and a graph G = (V, E) with finite vertex set V and edge set E ⊆ V 2 , let W k = W k (G) denote the number of walks of length k in G , i. e. the number of sequences v 0 , v 1 , . . . , v k of vertices from V with {v i−1 , v i } ∈ E for all i = 1, . . . , k . Remarkably, the following simple facts appear not to have been reported so far: 
odd a ∈ N ⇐⇒ (0, a) ∈ W(G) for some a ∈ N and (b, c) ∈ W(G) for some b, c ∈ N 0 with b ≡ c(2) ⇐⇒ W k+1 = λ W k holds for some fixed λ ∈ R and for all k ∈ N 0 ⇐⇒ W 1 = λ W 0 and W 2 = λ W 1 holds for some fixed λ ∈ R;
holds for some λ ∈ R and for all k ∈ N ⇐⇒ W 3 = λ W 2 and W 4 = λ W 3 holds holds for some fixed λ ∈ R;
holds for some a ∈ N ⇐⇒ W k+2 = λ 2 W k holds for some λ ∈ R and for all k ∈ N 0 ⇐⇒ W 2 = λ 2 W 0 and W 4 = λ 2 W 2 holds for some fixed λ ∈ R; 2. PROOF OF THEOREM 1.
where L a (v) denotes the number of walks in G of length a that start at vertex v . Clearly, the inner product
of L a and L b (a, b ∈ N 0 ), considered as vectors in R V , coincides with W a+b because any walk of total length a+b decomposes uniquely into one of length a ending in some vertex v and one of length b starting in that vertex. Thus, our claim follows from the Cauchy-Schwarz inequality
(ii) + (iii) The Cauchy-Schwarz inequality implies also that
0 L a and L b are linearly dependent} holds. Moreover, associating to the characteristic map χ E : V × V → R :
we have obviously L a+1 = A L a for all a ∈ N 0 and, thus,
Our claim is therefore a special case of the following, apparently much more general observation: Let A = (a ij ) i,j=1,...,n denote a symmetric n × nmatrix with a ij ∈ R for all i, j = 1, . . . , n . For each µ ∈ R , let
denote the eigenspace of A corresponding to µ and recall that R n decomposes canonically into the orthogonal sum ⊥ U µ of these eigenspaces. Thus, given some fixed vector j ∈ R n = ⊥ U µ , let j µ denote its component in U µ in the associated spectral decomposition j = µ j µ of j relative to A . Further, let σ µ = σ µ (j) denote the necessarily non-negative inner product
Then, the two vectors A a j = necessarily coincides with W X for that X ∈ {I, II, III, IV, V } for which the assertion (X) holds. In particular, putting
for each k ∈ N 0 and noting that W a+b (A j) = A a j A b j holds for all a, b ∈ N 0 while A a j and A b j are linearly dependent if and only if
holds, we see not only that
holds, but also that there exists some λ ∈ R with either (I) Remark. If in the last part of the above proof, the graph G is not connected, then at least each of its components is either a regular or a semiregular graph. More precisely, W(G) ⊇ W III holds for an arbitrary (not necessarily connected) finite graph G if and only if there exists some λ ∈ R , such that all of its connected components are either regular of degree λ or semiregular of degrees a, b with a b = λ 2 , where a, b need not be same for all components.
DISCUSSION AND EXAMPLES
In view of assertion (iv) in Theorem 1, we propose to define a graph G = (V, E ⊆ V 2 ) to be harmonic if it is locally finite and there exists some λ ∈ R , such that
holds for every v ∈ V , and to be semiharmonic if it is locally finite and there exists some λ ∈ R , such that
holds for every v ∈ V . Clearly, a finite graph G is harmonic if and only if W(G) ⊇ W II holds, and it is semiharmonic if and only if W(G) ⊇ W IV holds.
From Theorem 1, it follows that a connected graph G is regular, or semiregular, or harmonic, or semiharmonic if and only if (0, 1) , or (1, 2) , or (0, 2) , or (1, 3) is contained in W(G) , respectively. Note also that G is regular (resp. semiregular) if and only if is (1, 1, . . . , 1) t is an eigenvector of the adjacency matrix (resp. of the square of the adjacency matrix). Similarly, G is harmonic (resp. semiharmonic) if (deg(1), deg (2), . . . , deg(n)) t is an eigenvector of the adjacency matrix (resp. of the square of the adjacency matrix).
Motivated by the results in this paper, there has been some recent activity to investigate all (semi)harmonic graphs with low cycle number: A complete classification of all harmonic trees is given in [2] , all finite semiharmonic trees are described in [3] , and finite harmonic graphs with low cycle number are characterized in [4] . ∪{{i, (i, j)} j = 1, . . . , a − 1} is a semiharmonic graph for all a, b ≥ 1 , it is a harmonic graph if and only if b = a 2 − a + 1 holds, and it is semiregular if and only if 1 ∈ {a, b} holds. As shown in [1, 2] , every finite semiharmonic tree with, at least, one edge is isomorphic to T a,b for some a, b ≥ 1 .
The smallest graph G with W(G) = W V is the graph consisting of a triangle to which a pendent vertex is attached.
The results formulated here for walks in graphs are based on the well known fact that the (i, j)-entry of the k-th power of the adjacency matrix is the number of walks of length k , starting at vertex i and ending at vertex j . Note, however, that -as our proof demonstrates -our results are by no means restricted to this particular situation and can be straightforwardly extended to any symmetric matrix A and vector j , in which case instead of W k , we would have to consider the term W k (A j) = j A k j .
