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$G$ $G\in G$ $G=(V, E),$ $|V|=N$
(V $E\subseteq V\cross V,$ $E\neq\emptyset$ )
$Z_{d}=\{1,2, \ldots, d\}$
$\deg(v)$ $v$ $G$ port numbering $F_{G}=\{f_{v}|v\in V\}$
$v\in V$ $Z_{\deg(v)}$ $v$








network $(G, F_{G}, M)(x)=y$ [ $G$ Turing machine $M$
v machine $M_{v}$ N $x=\langle x_{1}, \ldots, x_{N}\rangle$ $x_{v}$ \mbox{\boldmath $\tau$} $\deg(v)$
$M$ $M_{v}$ $u\# m$
( ) $M_{f_{V}(u)}$ $f_{f_{v}(u)}(w)=v$
$w$ $w\# m$ processor
$\langle y_{1}, \ldots, y_{N}\rangle=y$
$Q$ predicate $P_{Q}(G, x)$ $M$ $Q$
$( \forall G)(\forall F_{G})Pr[P_{Q}(G, (G, F_{G}, M)(\lambda))]>\frac{1}{2}$
partial recursive function $\eta(G, F_{G})=x$ $M$
$\eta$
$Q$
$( \forall G)(\forall F_{G})Pr[P_{Q}(G, (G, F_{G}, M)(\eta(G, F_{G})))]>\frac{1}{2}$
time$((G, F_{G}, M)(x))$ network ( )
$T=time((G, F_{G}, M)(x))$ $Ex[T]$ $\eta$
$M$ $p(N)$




$(\forall G)(\forall F_{G})[Pr[P_{Q}(G, (G,F_{G},M)(\eta(G,F_{G})))]=1$
$\wedge Ex[time((G,F_{G}, M)(\eta(G, F_{G})))]<\infty]$
$i\circ 7$ $A$ pridicate PA $B$ pridicate $P_{B}$ $A\leq_{m}B$ via
$M$ $\text{ _{}J\triangleright}$ $M$
$(\forall G)(\forall F_{G})[P_{B}(G,x)\Rightarrow P_{A}(G, (G,F_{G}, M)(x))]$
$A\leq rmB$ via $M$ $M$
$( \forall G)(\forall F_{G})[P_{B}(G,x)\Rightarrow Pr[P_{A}(G, (G,F_{G},M)(x))]>\frac{1}{2}]$
$A\leq$
pm
$B$ via $M$ $M$
$(\forall G)(\forall F_{G})[[P_{B}(G,x)\Rightarrow[Pr[P_{A}(G, (G, F_{G}, M)(x))]=1]\wedge$
$[Ex[time((G, F_{G}, M)(\eta(G, F_{G})))]<\infty]]]$
$r\in$ { $m$ , rm, $zpm$} $<\equiv,$ $|_{r}$
$A\equiv_{r}B$ $\Leftrightarrow$ $A\leq_{r}B\wedge B\leq_{r}A$
$A<_{r}B$ $\Leftrightarrow$ $A\leq_{r}B\wedge B\not\leq_{r}A$
$A|_{r}B$ $\Leftrightarrow$ $A\not\leq_{r}B\wedge B\not\leq_{r}A$
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$P_{GRAPH- SIZE}(G, x)\Leftrightarrow$ $i$ ‘ $x_{i}=N$
$\bullet$ EDGE-COLORING




$P_{LEADER}(G,x)\Leftrightarrow$ 1 $x_{i}=1$ $i$ $i\neq j$ $j$
$x_{j}=2$ .
$\bullet$ NUMBERING












ii) $0$ “ ”
iii) “ ” $0$
iv) $0$ $0$
$t$ i) processor $R_{t}=V-$ $t$
I. II. ii) iii) iv) processor \partial $t$ I. ii) iii)
processor $\partial U_{t}$ $U_{t}$ $\partial R_{t}$ processor
$=V-\{leader\},$ $R0$ $=\partial\ =$ {leader} $\partial U_{t}\subseteq U_{t},$ $\partial R_{t}\subseteq R_{t}$ .
Claim 1 $(\forall t)(\exists t’s.t. (t<t’))[\partial U_{t}\subseteq R_{t’}]$
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Proof of claim. $\partial R_{t}$ processor processor $0$
$\partial R_{t}$ processor $\partial U_{t}$ processor $0$
$t’$ $\partial U_{t}$ processor $0$ i) $\triangle$
Claim 2 $U_{t}\neq\emptyset\Rightarrow(\exists t’s.t. t’\leq t)[\partial U_{t’}\neq\emptyset\wedge\partial U_{t’}\subseteq U_{t}]$
Proof of claim. $V=U_{t}\cup R_{t}$ $U_{t}$ $u$
$v$
$v$ \not\in \partial $t’(t’<t)$ $v$ iv) $ii$ ) $iii$ )
$v\in\partial R_{t’}$ $u\in\partial U_{t’}$
$v\in\partial R_{t}$ u\in \partial $\triangle$
Claim 3 $U_{t}\neq\emptyset\Rightarrow(\exists t’s.t. (t<t’))[R_{t}\subset R_{t’}]$
Proof of claim. $R_{t}$ $R_{t}\subseteq R_{t+1}\subseteq R_{t+2}\subseteq\cdots$ Claim 1,2 $\partial U_{t}\neq\emptyset$
$t’$ $R_{t}\cup\partial U_{t}\subseteq R_{t’}$ $\triangle$
Claim 4 $(\exists\hat{t})[R_{\hat{t}}=V]$
Proof of claim. Claim 3 $\triangle$
$R_{t}$ leader 1 $arrow$
processor in degree 1 leader in degree $0$
$\square$
Theorem 4.2 NUMBERING $\leq_{m}$ LEADER
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Proof. Lemma 4.1 depth-first-search $YC$ processor
$\ovalbox{\tt\small REJECT}$




leader partial recursive $\eta$
$\ovalbox{\tt\small REJECT}$







5 reduction $\leq_{rm},$ $\leq_{zpm}$
Proposition 5.1
$A\leq_{m}B$ $\Rightarrow$ $A\leq_{rm}B,$ $A\leq_{zpm}B$
$A\leq zpmB$ $\Rightarrow$ $A\leq B$
Corollary 5.2 LEADER $\leq_{rm},$ $\leq_{zpm}$ -complete o
















2 1 $\frac{1}{N^{3}}$ $N-1$















Theorem 5.4 $GRAPH- SIZE\not\leq_{rm}$ COLORING
Proof.
coloring network processor $\frac{1}{2}$
( 1) network $\frac{1}{2}$ processor
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$N$ processor ‘ $t$ step
$t$ step $N$ $p>0$
$t$ step
$(1-p)^{N}$











v) 1 $2$ $2$ 1 $a$ ;
list $a_{i}arrow 0$
vi) list $iarrow i+1$ $iii$ ) $\sim$
vii) $a_{1},$ $\ldots$
$u$ $v$
$i$ $u$ $v$ list $u$
$a_{i},$ $\ldots,$












GRAPH-SIZE $\equiv LEADER\equiv NUMBERING$
$\vee$
COLORING $\equiv EDGE- COLORING\equiv\emptyset$
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