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Information transmission is a key element for information processing in the brain. A number of
mechanisms have been proposed for transferring volleys of spikes between layers of a feedforward
neural circuit. Many of these mechanisms use synchronous activity to provide windows in time
when spikes may be transferred more easily from layer to layer. Recently, we have demonstrated
that a pulse-gating mechanism can transfer graded information between layers in a feedforward
neuronal network. Our transfer mechanism resulted in a time-translationally invariant firing rate
and synaptic current waveforms of arbitrary amplitude, thus providing exact, graded information
transfer between layers. In this paper, we apply a Fokker-Planck approach to understand how
this translational invariance manifests itself in a high-dimensional, non-linear feedforward integrate-
and-fire network. We show that there is good correspondence in spiking probabilities between the
Fokker-Planck solutions and our previous mean-field solutions. We identify an approximate line
attractor in state space as the essential structure underlying the time-translational invariance of
our solutions. This approach has enabled us to better understand the role played by the synaptic
coupling, gating pulse and the membrane potential probability density function in information
transfer.
PACS numbers: 87.18.Sn,87.19.lj,87.19.lm,87.19.lq,87.19.ls,05.10.Gg
I. INTRODUCTION
Time-translationally-invariant spiking probabilities are
signatures of information propagation in neural systems. Co-
herence is a measure of information transmission and co-
herent spiking activity has been measured experimentally in
many regions of the brain [1–12]. Many theoretical and ex-
perimental studies have shown that synchronized volleys of
spikes can propagate within cortical networks and are thus
capable of transmitting information between neuronal pop-
ulations on millisecond timescales [13–18]. Mechanisms that
have been proposed for information transfer include synfire
chains [14–16], networks operating at firing threshold [19],
and networks with oscillatory input at resonant frequen-
cies [20–23]. The goal of these modeling studies has largely
been to explain experimental results [24, 25] demonstrating
that information can be rapidly cascaded through multilayer,
feedforward networks in the brain [13, 14, 16].
The precise mechanism and the extent to which the brain
can make use of synchronous spiking activity to transfer in-
formation have remained unclear. Recently, we put forward a
pulse-gating mechanism for information propagation in neu-
ral circuits that consists of a pulse-generating component
and an information-containing component [26, 27]. Graded
information, in packets of spikes, is propagated from an up-
stream population to a downstream population when a pulse
brings the upstream population to threshold, causing it to
fire, and downstream neuronal populations to integrate the
incoming spikes. In the mean, this mechanism gives rise to
time-translationally-invariant spiking probabilities that are
exactly propagated from layer to layer.
The original information propagation model that we put
forward was based on a mean-field firing rate model of a
network of current-based integrate-and-fire (I&F) neurons.
We demonstrated that there was good correspondence be-
tween the mean-field model and a network of I&F neurons.
However, it remained to be understood how the mean-field
model gave such good correspondence with the I&F model.
In this paper, in order to better understand this relation-
ship, we have constructed Fokker-Planck equations describ-
ing the membrane potential’s probability density function in
the pulse-gating context and studied their solutions.
In Section II, we describe the I&F model and the result-
ing Fokker-Planck equations. In Section III, we simulate
the Fokker-Planck equations and analyze the state-space of
graded information propagation. Finally, in Section IV, we
discuss our results and their implications for information cod-
ing.
II. MODEL AND FOKKER-PLANCK
DESCRIPTION
We use a neuronal network model consisting of a set of
j = 1, . . . ,M populations, each with i = 1, . . . , N excitatory,
current-based, integrate-and-fire (I&F) point neurons whose
membrane potential and (feedforward) synaptic current are
described by
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Aδ(t), j = 1
(1b)
where VR is the reset voltage, τ is the synaptic timescale,
S is the synaptic coupling strength, pjk is a Bernoulli dis-
tributed random variable and p = 〈pjk〉jk is the mean synap-
tic coupling probability. The l’th spike time of the k’th
neuron in layer j − 1 is determined by V (tlj−1,k) = VTh,
i.e. when the neuron reaches threshold. The gating current,
Igj , is a white noise process with a square pulse envelope,
θ(t − (j − 1)T ) − θ(t − jT ), where θ is a Heaviside theta
function and T is the pulse length [26] of pulse height I¯g and
variance σ20 . Note that with the j = 1 equation, an exponen-
tially decaying current is injected in population 1 providing
graded synchronized activity that will subsequently propa-
gate downstream through populations j = 2, . . . ,M .
Assuming the spike trains in Eq. (1b) to be Poisson dis-
tributed, the collective behavior of this feedforward network
may be described by the Fokker-Planck equations
∂
∂t
ρj (V, t) = − ∂
∂V
Jj(V, t) (2a)
τ
d
dt
I
ff
j = −I
ff
j +
{
Smj−1, j = 2, . . . ,M
Aδ(t), j = 1
(2b)
These equations describe the evolution of the probability
density function, ρj(V, t), in terms of the probability density
flux, Jj(V, t), the mean feedforward synaptic current, I¯
ff
j ,
and the population firing rate, mj . For each layer, j, the
probability density function gives the probability of finding
a neuron with membrane potential V ∈ (−∞, VTh] at time
t.
The probability density flux is given by
Jj (V, t) =
([
−gL (V − VR) + Ig + Iffj
]
− σ2j
∂
∂V
)
ρj (V, t) , (3)
where I¯g indicates the mean gating current. The effective
diffusivity is
σ2j = σ
2
0 +
1
2
S2
pN
mj−1 (t) . (4)
(In the simulations reported below, we take N → ∞.) The
population firing rate is the flux of the probability density
function at threshold,
mj (t) = Jj (VTh, t) . (5)
The boundary conditions for the Fokker-Planck equations
are
Jj
(
V +R , t
)
= Jj (VTh, t) + Jj
(
V −R , t
)
, (6)
ρj
(
V +R , t
)
= ρj (VTh, t) + ρj
(
V −R , t
)
, (7)
and
ρj (V = −∞, t) = 0 . (8)
III. RESULTS
We simulated the evolution of the probability density func-
tion across many layers. Figure 1 shows the dynamics of the
probability density function, ρj , the firing rate, mj , and the
feedforward synaptic current, I¯ffj , in layers j = 2 and 3 of
the simulated network. As is shown in Fig. 1A, the combined
effect of the gating (Fig. 1D) and the feedforward synaptic
current in layer 2 (Fig. 1C, dashed blue) drives ρ2 toward
threshold, leading to spiking activity (Fig. 1C, dashed ma-
genta) and inducing a synaptic current in layer 3 (Fig. 1C,
solid blue). Termination of gating at t = 2T leads to a de-
cay in ρ2 towards VR, abolishing firing. Consequently, the
synaptic current of layer 3 decays exponentially. The com-
bination of this exponentially decaying synaptic current and
the subsequent gating pulse causes firing in layer 3 (Fig. 1C,
solid magenta), driving downstream layers.
We compared synaptic currents for the mean-field [26] and
Fokker-Planck equations (Fig. 1C, inset). The onset of the
rise in synaptic current in the Fokker-Planck solution was
slower than the mean-field solution. This was due to the
non-zero time to reach threshold of the probability density
function, ρj(V, t), in the Fokker-Planck solution. Other than
this small difference, both synaptic currents decayed expo-
nentially once gating was terminated, and the solutions were
markedly similar.
To investigate whether graded propagation was possible in
the Fokker-Planck setting, we searched for values of S, I¯g and
ρj(V, 0) that allowed a range of amplitudes to be propagated
without change through many layers. In Fig. 2, we examine
an instance of graded propagation. We show synaptic cur-
rents corresponding to four initial amplitudes propagating
across 12 layers. After an initial transient, the synaptic cur-
rent waveforms are stereotypical and the maximum fractional
change in amplitude (which occurs for the largest amplitude
depicted) is approximately 0.002 (i.e. 0.2%) per transfer.
Firing rate waveforms (not shown here, but see Fig. 1C) are
also stereotypical with non-zero time to threshold and sharp
termination due to pulse gating. Because of the slow on-
set of firing, the value of synaptic coupling that gave rise to
graded transfer, S = Sgraded, was larger than the mean-field
prediction, Sexact (see Appendix), by a factor of 1.07.
The discrete, time-translational invariance of the synap-
tic currents and firing rates when graded information prop-
agates through a feedforward network rests on the time-
translational invariance of the underlying probability density
function, viz.
ρj(V, t− (j − 1)T ) = ρj+1(V, t− jT ) . (9)
Notice in Fig. 1A,B that ρ3(V, t − 2T ) is very similar to
ρ2(V, t − T ). In fact, for exact translational invariance, the
3FIG. 1. Fokker-Planck dynamics. Evolution of ρj(V, t) for the
second and third layer in a 12 layer simulation. For each gating
pulse, T = 5 ms. S = 2.9, σ20 = 20, I¯
g = 13.5. A & B) ρj(V, t),
j = 2, 3 resp. with t = (j−1)T to jT . C) Firing rates (magenta),
mj , and synaptic currents (blue), I¯
ff
j , for layers 2 (dashed) and
3 (solid). Inset: Comparison between mean-field (dashed red)
and Fokker-Planck (blue) feedforward synaptic currents. D) The
gating pulses for layers 2 and 3. Offset vertically for clarity.
dynamics of ρj become stereotypical, and may be entirely
characterized by the probability density function at the ter-
mination of gating ρj(V, jT ) and the probability density flux
at threshold during gating, i.e. mj(t) for t ∈ [(j − 1)T, jT ].
The probability distribution function itself is high dimen-
sional, however, its main features can be captured by exam-
ining its first few moments. In Fig. 3 (all panels), we plot
the mean of the distribution at the end of pulse-gating,
µj = E {V ; ρj(V, jT )}
=
∫ VT
−∞
V ρj(V, jT )dV , (10)
FIG. 2. Propagation of graded activity across 12 layers. S = 2.9,
σ20 = 20, I¯
g = 13. Here, we show the induced current, I¯ff for j =
1, . . . , 12, on downstream layers due to upstream firing, mj−1(t).
of successive layers against each other. For exact, time-
translational invariance, µj = µj+1, and trajectories in state-
space, (µj , µj+1), would consist of fixed points on the diago-
nal.
In Fig. 3A, we show trajectories in state-space for an in-
stance of graded propagation. For all initial conditions de-
picted, trajectories rapidly approach, then slowly drift along
the diagonal (see Fig. 3A, inset). The slow changes in ρj
that give rise to the drift of µj along the diagonal induce
the small drifts in the amplitudes of synaptic currents seen
in Fig. 2. These dynamics indicate the existence of a saddle
node with unstable manifold along the diagonal. The sys-
tem rapidly converges to the unstable manifold and the slow
dynamics along this manifold give rise to an approximate
line attractor in this space. In Fig. 3B-E, we investigate
the behavior of the system when graded propagation fails.
Roughly, for S > Sgraded, µj increases over time (Fig. 3B),
and for S < Sgraded, µj decreases over time (Fig. 3C). We
note that the dynamics are also dependent on I¯g. So, vary-
ing around I¯g = I¯graded, we see that, for I¯
g > I¯ggraded, µj
increases over time (Fig. 3D), and for I¯g < I¯ggraded, µj de-
creases over time (Fig. 3E). From these results, mechanisms
of failure are apparent, either the unstable manifold is no
longer along the diagonal, or the dynamics on the unstable
manifold are no longer slow.
IV. DISCUSSION
Using the tools of Fokker-Planck analysis for stochastic
systems, we have investigated the correspondence between
graded information transfer in an I&F neuronal network and
its mean-field firing rate model. We have demonstrated that
there is a close correspondence between solutions of both
models. We have also pointed out small differences between
the models and the reasons for these differences.
Inherently, the dynamics of the I&F network is high-
dimensional. However, the Fokker-Planck analysis gives a
clear understanding of why the mean-field model works so
well. It is because, for parameters supporting graded trans-
fer, 1) the synaptic currents and firing rates approach fixed
waveforms, and 2) the underlying probability density func-
4FIG. 3. State-space analysis of graded propagation. µj is plotted versus µj+1 with trajectories for given initial conditions shown in
red or blue arrows. σ20 = 20 in all panels. A) Graded propagation: S = 2.9, I¯
g = 13. Here, for most initial conditions, trajectories are
strongly attracted to the diagonal. After an initial transient, µ is approximately fixed (See Fig. 2). The inset shows the slow dynamics
of µ for two amplitudes. Non-graded propagation: B) S = 3.0, I¯g = 13. C) S = 2.8, I¯g = 13. D) S = 2.9, I¯g = 16. E) S = 2.9,
I¯g = 10.
tions also admit an approximate discrete translational invari-
ance after an initial transient.
We gave evidence for the translational invariance of the
probability density function via a state-space analysis of its
mean in successive layers. Using this, we found that graded
propagation led to rapid convergence to the diagonal, i.e.
an approximate line attractor in this state space. Line at-
tractors have been appealed to in attractor network models
where patterns of spiking activity lie on a line of fixed points
in some state space [28–30] and they have been observed ex-
perimentally [31]. Typically, line attractors arise in contexts
where neuronal encoding requires some sort of gradedness in
a one-dimensional variable. This is also true of our system,
and here we have been able to show how a line attractor can
manifest itself in an integrate-and-fire network and studied
its dependences on a low-dimensional state space identified
by the Fokker-Planck approach.
Our previous mean-field analysis contained only one pa-
rameter on which graded propagation relies, the synaptic
coupling, Sexact. However, from the Fokker-Planck analysis
we now understand how, in addition to the synaptic cou-
pling, S, the gating current, I¯g, and the initial probability
density function, ρj(V, jT ), also play an essential role. This
implies that there may be a range of parameters for which
graded propagation is possible making pulse-gated informa-
tion propagation more robust. It appears that, for a wide
range of S near Sexact, there will be an I¯
g and ρj(V, jT )
that will give rise to graded propagation. If so, the regulation
and control of neural pathways supporting graded informa-
tion transmission could make use of spike-timing dependent
plasticity (to regulate S and I¯g), network coherence (to reg-
ulate I¯g), and noise backgrounds (to regulate ρj(V, jT )).
V. APPENDIX: MEAN FIELD MODEL
A mean-field firing rate model of Eq. (1) is given by
τ
dI¯ffj
dt
= −I¯ffj + Smj−1 (11)
mj =
[
I¯ffj + I
g
j (t)− g0
]+
(12)
where we use a thresholded linear approximation, with
threshold g0, for the input-output relation of an I&F neu-
ron.
In [26], we showed that when the gating pulse cancels the
threshold (I¯g = g0), and the feedforward synaptic coupling
strength was
Sexact =
τ
T
eT/τ (13)
we get exact, graded propagation, where the mean synaptic
current and firing rates were
5Iffj (t) =
{
A
(
t−(j−1)T
τ
)
e−(t−(j−1)T )/τ , (j − 1)T ≤ t ≤ jT
A
(
T
τ e
−T/τ) e−(t−jT )/τ , jT < t <∞ (14)
and
mj(t) =
 0, 0 < t < (j − 1)TA (Tτ e−T/τ) e−(t−jT )/τ , (j − 1)T ≤ t ≤ jT
0, jT < t <∞
(15)
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