INTRODUCTION
Due to the variety of potential civilian and military applications, blind decomposition of multi-spectral and hyper-spectral images has drawn considerable attention in recent years [1] [2] [3] [4] [5] [6] [7] [8] . Owing to the fact that more than one material is expected to be present in each pixel footprint, blind multi-spectral image decomposition is a blind source separation (BSS) problem. A standard tool for the solution of the BSS problems is independent component analysis (ICA) [9] [10] [11] [12] [13] , which is based on the assumption that materials are mutually statistically independent. However, as shown in [14] , this assumption is not fulfilled for the hyper-spectral and multi-spectral data due to the fact that sum of the materials present in the pixel footprint must be constant [18] . Thus, materials must necessarily be statistically related. ICA also requires the unknown number of materials present in the image to be less than or equal to the number of spectral bands. This assumption is easily satisfied in the case of hyper-spectral imaging but is problematic when low-dimensional multi-spectral images are considered. Therefore, we propose an algorithm for blind decomposition of the low-dimensional multi-spectral images. Its performance does not depend on statistical relations among materials. The algorithm exploits spectral diversity of the materials present in the image as well as sparsity between their spatial distributions. The sparsity assumption implies that only small number of materials occupies the pixel footprint. This constraint is necessary to narrow down infinite number of factorizations that satisfy linear mixture model of the multi-spectral image (it is defined in section 2). Methods that solve BSS problems based on sparseness assumption are known as sparse component analysis (SCA) [15] [16] [17] . They solve related BSS problem in two phases: using data clustering algorithm to estimate mixing matrix] and using 1 l -norm minimization to estimate spatial distributions of the materials present in the image. Geometrical methods proposed in [18, 19] for non-negative BSS problems, cannot solve underdetermined BSS problems. This is in principle also true for nonnegative matrix and tensor factorization (NMF/NTF) methods [20] [21] [22] [23] [24] [25] , which exhibited poor performance in solving underdetermined BSS problems. This limitation has been alleviated recently through introduction of the local or hierarchical NMF algorithm [23, 25] . It sequentially minimizes local cost functions in the source recovery process. Because it employs alternating least squares minimization to estimate mixing matrix and matrix of the materials it is coined as HALS NMF algorithm. When employed in multilayer mode [26] , the HALS NMF algorithm has demonstrated good performance in solving underdetermined BSS problems. Thus, the multilayer HALS NMF algorithms and its application in blind multi-spectral image decomposition represent the main contributions of this paper. More details about this algorithm are presented in section 3.
It capability to solve underdetermined BSS problem is demonstrated in section 4 on challenging problems of blind decomposition of experimental red-green-blue (RGB) Conclusions are given in section 5.
STATIC LINEAR MIXTURE MODEL OF THE MULTI-SPECTRAL IMAGE
Multi-spectral image is represented in a form of the static linear mixture model, [1] [2] [3] [4] [5] [6] : equal to the number of spectral bands N. As discussed in introduction, these assumptions are not fulfilled in low-dimensional multi-spectral imaging scenario. In such scenario estimating the number of materials M is a challenging problem as well.
Many approaches based on ranking of the singular values of the sample data covariance matrix R X ≈ ≈ ≈ ≈XX T [27] [28] [29] can not be used, because number of singular values N is less than the number of materials M. In proposed HALS NMF algorithm we treat M as unknown variable that is estimated together with the mixing matrix A by to be described data clustering algorithm [17] .
SCA-BASED BLIND MULTI-SPECTRAL IMAGE DECOMPOSITION
When linear system of equations (1) is underdetermined the nullspace of A is nontrivial. Thus, the inverse problem has many solutions and additional constraints such as sparseness between the components of the column vectors { } 1 ( )
necessary to narrow down number of solutions. SCA concept is used to find a good approximation of the true solution to an underdetermined system of linear equations subject to sparsity constraints. A sparse signal is a signal with just few percent of the samples that are nonzero. Signal that has at least k≤M nonzero components is called ksparse. The SCA is carried out using the two following approaches. The first one employs NMF algorithms, where mixing matrix A and source matrix S are estimated simultaneously. This is achieved usually through alternating least square methodology [22] [23] [24] [25] . The second one referred in [16, 17, [32] [33] [34] It means that only two materials in the RGB image are allowed to occupy each pixel footprint. However, in blind multi-spectral image decomposition problem considered in this paper we shall even assume that materials present in the image are in average k=1
sparse. This implies that at each pixel footprint in average only one material is present.
This assumption allows reduction of the computational complexity of to be described data clustering algorithm [17] . It is however correct assumption in considered problem of medical imaging of the skin tumors [8, 38] . There, due to the small field of view the pixel footprint is very small (significantly less than 1 mm 2 ). Thus, it is not reasonably to expect that more than one material will occupy such a small area (for examples see experimental RGB images of the skin tumor shown in Figures 5 and 7 ).
Multilayer HALS NMF algorithm
The HALS NMF algorithm minimizes global cost function to estimate mixing matrix 
where I M is an M×M identity matrix, 1 1×T is row vector with all entries equal to one and (3) and (4) are minimized in alternating fashion. Great improvement in the performance of the NMF algorithms is obtained when they are applied in the multilayer mode [26] , whereas sequential decomposition of the nonnegative matrices is performed as follows. In the first layer, the basic approximation decomposition is performed (1) (1) 0
. In the second layer result from the first layer is used to build up new input data matrix for the second layer
. After L layers the data decomposes as
Thus, learning rules (4) combined with multilayer mode of operation (5) is what constitutes multilayer HALS NMF algorithm.
1 l -norm minimization algorithms
Presuming the mixing matrix A is estimated through data clustering algorithm materials can be also estimated by means of linear programming ( )
If the noise is present in blind decomposition problem more robust solution for { } 1 ( ) (8) Note that all three formulations, (6) to (8), employed to solve resulting underdetermined system of linear equations are carried out on the pixel level. Hence, they are well suited for massively parallel implementation. Similarly, clustering algorithm to be described could be also parallelized by applying it on several disjoint pixel regions and then merging clustering results.
Data clustering algorithm
The importance of data clustering for HALS NMF algorithm and 1 l -norm minimization algorithms is very different. In the former case it is only important for the estimation of the number of materials present in the image. In the later case it is also important for the estimation of the mixing matrix that is necessary for the solution of problems (6) to (8) . Thus, final performance of blind image decomposition will be dependent much more on the accuracy of data clustering when 1 l -norm minimization algorithms are employed than when HALS NMF algorithm is employed. This is an additional argument to advocate the use of HALS NMF algorithm in blind multispectral image decomposition.
Because solution of the BSS problem is generally characterized by scale indeterminacy we shall assume the unit norm constraint (in the sense of 2 l norm) on lie in a 3D space on the unit semi-sphere. They are parameterized as: By assuming 1-dimensional concentration subspaces the clustering algorithm is outlined by the following steps:
1) We remove all data points close to the origin for which applies: { } ( )
where ε represents some predefined threshold. This corresponds to the case when all materials are close to zero.
2) Normalize to unit 2 l norm remaining data points x(t), i.e., ( )
where T T ≤ denotes number of data points that remained after elimination process.
3) Calculate function f(a), where a is defined with (9):
where ( , where ˆm a is given with (9) . The hat sign introduced here is used to denote estimate of the related quantity. Hence, at the end of data clustering phase estimates of the number of materialsM and mixing matrix A are obtained.
From above exposition it is evident that value of dispersion constant σ in (10) will influence the number of clusters. Therefore, in real world situations the number of clusters will most likely be either over-or underestimated. Practical experience with certain type of data sets will help in proper selection of the parameter σ. Generally, if the number of clusters is underestimated, spectrally similar materials will be extracted (segmented) together as one material. If the number of clusters is overestimated some materials will be extracted several times. This later case is less dangerous than the former one, because in the former case some materials are lost. Existence of multiple materials is checked easily by calculating how much they are mutually correlated.
Thus, one way to circumvent difficulty associated with under-or overestimation of the number of clusters is to run the algorithm twice with two different values of dispersion constant σ and check whether new mutually uncorrelated spatial maps will be extracted or some of the extracted maps will be repeated. 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (4) and (5) [24, 27] , linear programming method used to solve problem (6) and interiorpoint method [37] used to solve problem (7). The principal reason for using RGB images and not hyperspectral images for performance evaluation is that underdetermined BSS problem is very likely to happen in this low-dimensional multispectral case. Linear programming algorithm is implemented by MATLAB command linprog, while MATLAB code for interior-point method has been provided at [41] .
EXPERIMENTAL RESULTS
To cope with the eventual presence of noise in the experimental RGB image regularization constant in (7) was set to λ=10. This is due to the fact that optimal value of the regularization constant is proportional to the noise variance [40, 41] . Both examples were implemented in MATLAB environment on 2.4 GHz Intel Core 2 Quad Processor Q6600 based desktop computer with 4GB RAM.
Experiment 1: RGB image consisting of four materials
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Multilayer HALS NMF algorithm outperformed the other two SCA approaches in term of the separation quality keeping at the same time the same level of computational complexity. Size of the RGB image shown in Figure 1 was T =384×512=196608 pixels.
Computation times are estimated only for multilayer HALS NMF algorithm (4) and (5), interior-point method employed to solve (7) and linear program employed to solve (6) .
Computation time of data clustering algorithm [17] was not taken into account because all three SCA algorithms under consideration used results of data clustering algorithm for their inputs. Thus, data clustering method contributed to the computational complexity of all three methods equally. as well as after illumination with weak-intensity light (shown in Figure 7 ). Size of the images shown in Figures 5 and 7 was T=856×1144=979264 pixels. The high-intensity fluorescent image shown in Figure 5 was used to extract spatial binary maps of the tumor and surrounding healthy tissue. They served as a ground truth for calculation of the receiver-operating-characteristic (ROC) curves necessary to quantify performance of the SCA algorithms. Like in Figure 1 , fluorescent RGB images shown in Figure 5 and 7 also contain four materials. They are: basal cell carcinoma, surrounding healthy tissue, ruler that was inserted into the scene to give perspective about the spatial dimensions of the tumor and border region between tumor and surrounding tissue that is spectrally distinct from both tumor and healthy tissue. Figure 6 shows spatial distributions of these materials extracted by multilayer HALS NMF algorithm [23, 26] with sparseness regularization constraint Figure 5 . Extraction of the tumor spatial map with the stable boundary from the low-intensity fluorescent image (shown in Figure 7 ) was a challenge This is confirmed in Figure 9 which shows ROC curves for the three methods. For the same probability of false alarm the HALS NMF algorithm yields greater probability of detection.
CONCLUSION
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