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Abstract. Flows provide an aggregated view of network traffic by group-
ing streams of packets. The resulting scalability gain usually excuses the
coarser data granularity, as long as the flow data reflects the actual net-
work traffic faithfully. However, it is known that the flow export process
may introduce artifacts in the exported data. This paper extends the
set of known artifacts by explaining which implementation decisions are
causing them. In addition, we verify the artifacts’ presence in data from
a set of widely-used devices. Our results show that the revealed artifacts
are widely spread among different devices from various vendors. We be-
lieve that these results provide researchers and operators with important
insights for developing robust analysis applications.1
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1 Introduction
Cisco’s NetFlow [2] and the recent standardization effort IPFIX [11] have made
flow export technologies widely popular for network monitoring. They owe this
success to their applicability to high-speed networks and widespread integration
into network devices. The pervasiveness of these technologies has resulted in a
variety of new application areas that go far beyond simple network monitoring,
such as flow-based intrusion detection [13] and traffic engineering [4]. Regardless
of the application, flow data is expected to reflect the network traffic faithfully.
Flow export is a complex process that includes both real-time aggregation
of packets into flows and periodic export of flow information to collectors. This
aggregation naturally results in a coarser view on the network traffic. Several
works have already compared the precision of flow-based applications to their
packet-based counterparts [4, 12]. The scalability gain of using flow data nor-
mally excuses the loss of precision. Any flow-based application will, however, be
impaired by flow data of poor quality, which can be caused by implementation
decisions. For example, the imprecision in flow timestamps has already been
1All measurement scripts used for our analysis are made public at
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discussed in [9, 14]. Similarly, artifacts found in flow data from Juniper devices
are extensively analyzed in [3]. However, these works do not investigate how
widespread these artifacts are in flow data from different flow export devices.
The goal of the paper is twofold. Firstly, we report on our experience acquired
while operating a Cisco Catalyst 6500, which is one of the most widely deployed
switching platforms [7]. We provide an analysis of artifacts identified in flow
data exported by this device, along with a detailed description of their causes.
Secondly, inspired by [3], we analyze whether these artifacts are also present
in flow data from other devices. Active experiments and flow data analysis are
combined to evaluate the quality of six different flow exporters.
This paper is organized as follows. In Sect. 2 we analyze and explain the
artifacts observed on a Cisco Catalyst 6500. After that, we investigate whether
the revealed artifacts are also present in flow data from other devices. The ex-
periment setup is presented in Sect. 3. The results of our analyses are discussed
in Sect. 4. Finally, our conclusions are presented in Sect. 5.
2 Case Study: Cisco Catalyst 6500 (SUP720-3B)
The Cisco Catalyst 6500 is a widely deployed series of switches that can be found
in many service provider, enterprise and campus networks. In this section, we
discuss five artifacts that are present in flow data from a specific device of this
series2, located in our production network. This knowledge is, therefore, gained
from our operational experience. It is important to note that this list is by
no means comprehensive, since artifacts are load- and configuration-dependent.
Moreover, artifacts related to clock imprecisions discussed by previous works,
which we have observed as well, are not covered.
Imprecise Flow Record Expiration – Expiration is the process of remov-
ing flow records from the NetFlow table (i.e., flow cache). This can be done for a
variety of reasons, such as timeouts and exporter overload. However, according
to the documentation, flow records can be expired as much as 4 seconds ear-
lier or later than the configured timeout [1] when the device is not overloaded.
Moreover, the average expiration deviation should be within 2 seconds of the
configured value. This is because of the way in which the expiration process
is implemented: A software process scans the NetFlow table for expired flow
records. Due to the time needed for scanning all flow records, expiration is often
pre- or postponed.
TCP Flows Without Flag Information – TCP flags are accounted for
few TCP flows, since they are solely exported for software-switched flows [1].
These flows are processed by a generic CPU, while hardware-switched flows are
processed using Application Specific Integrated Circuits (ASICs). Whether a flow
has been switched in hardware or software can be concluded from the engineID
field in the flow records. Since most packets are hardware-switched, only few
TCP flows with flags can be found in the exported data. Another observation
2The exact configuration can be found in Table 1 (Exporter 1).
can be made regarding the handling of flags of hardware-switched TCP flows: In
contrast to what is specified in [1], TCP FIN and RST flags trigger the expiration
of flow records. As such, TCP flags are considered in the expiration process, even
though they are not exported.
Invalid Byte Counters – It has been observed before that byte counters
in flow records are not always correct [9]. The counters represent the number of
bytes associated with an IP flow [2], which is the sum of IP packet header and
payload sizes. IP packets are usually transported as Ethernet payload, which
should have a minimum size of 46 bytes according to IEEE 802.3-2008. If the
payload of an Ethernet frame is less than 46 bytes, padding bytes must be added
to fill up the frame. However, stripping these padding bytes is not done for
hardware-switched flows, resulting in too many reported bytes.
Non-TCP Flow Records With TCP ACK Flag Set – The first packet
of a new flow is subject to Access Control List (ACL) checks, while subsequent
packets bypass them for the sake of speed. Bypassing ACL checks could also
be done by fragmenting packets, since packet fragments are not evaluated. To
overcome this security problem, Cisco has implemented a poorly documented
solution that has two implications on software-switched flows. Firstly, flag infor-
mation in flow records is set to zero for all packet fragments, which are always
software-switched. Secondly, flag information in flow records of all other software-
switched traffic is set to a non-zero value, and TCP ACK was chosen for that
purpose.
Gaps – Similarly to the devices analyzed in [3], this exporter often measures
no flows during short time intervals. This is caused mostly by hardware limita-
tions, combined with a configuration that is not well adjusted to the load of the
network. When a packet has to be matched to a flow record, its key fields are
hashed and a lookup is done in a lookup table (NetFlow TCAM ). In our setup,
both the lookup table and the table storing the flow records (NetFlow table)
consist of 128k entries with a hash efficiency of 90%, resulting in a net utiliza-
tion of roughly 115k entries. A table (named alias CAM or ICAM ) with only
128 entries is available to handle hash collisions, so that up to two flows with
different keys but identical hashes can be stored. The event in which a packet
belonging to a new flow cannot be accommodated because of hash collisions is
called flow learn failure. The evolution of flow learn failures in this device can
be monitored using the CISCO-SWITCH-ENGINE-MIB (SNMP).
3 Experiment Setup
To understand whether the artifacts presented in the previous section can also
be identified in flow data from other flow exporters, several devices from three
vendors, installed in campus and backbone networks throughout Europe, have
been analyzed. Table 1 lists these devices, together with their hardware config-
uration and software versions. Given the variety of hardware configurations, we
cover a wide range of hardware revisions of widely used devices.
Table 1: Assessed flow exporters and their configurations.
No. Model Modules Software version
1. Cisco Catalyst 6500 WS-SUP720-3B (PFC3B, MSFC3) IOS 12.2(33)SXI5
2. Cisco Catalyst 6500 WS-SUP720-3B (PFC3B, MSFC3) IOS 12.2(33)SXI2a
3. Cisco Catalyst 6500
VS-SUP2T-10G-XL (PFC4XL,
IOS 15.0(1)SY1
MSFC5) + WS-X6904-40G
4. Cisco Catalyst 7600 RSP720-3C-GE (PFC3C, MSFC4) IOS 15.2(1)S
5. Juniper T1600 MultiServices PIC 500 JUNOS 10.4R8.5
6. INVEA-TECH FlowMon - 3.01.02
The first two devices, both from the Cisco Catalyst 6500 series, have iden-
tical hardware configurations and similar software versions, but are exposed to
different traffic loads. We can therefore analyze whether the load of these devices
affects the presence of artifacts. The third Cisco Catalyst 6500 has a significantly
different hardware configuration and software version. The Cisco Catalyst 7600
series, represented by our fourth device, is generally similar to the Cisco Catalyst
6500 series, but uses different hardware modules. Device 1, 2 and 4 use the same
hardware implementation of NetFlow (EARL7), while Device 3 is significantly
newer (released in 2012) and uses Cisco’s EARL8 ASIC. The fifth analyzed de-
vice is a Juniper T1600, which has also been analyzed in [3]. The inclusion of
this device allows us to extend the results in [3]. Finally, we have included a
dedicated flow exporter (probe) from INVEA-TECH. In the remainder of this
paper, we denote each of the devices by its number in the table.
4 Artifact Analysis
Sect. 2 described a set of artifacts present in flow data from a Cisco Catalyst 6500
(Exporter 1). This section evaluates whether these artifacts are also present in
flow data from the other exporters listed in Sect. 3. For each artifact, we define
the experiment methodology, followed by a description of our observations in
both flow and SNMP data. After that, we show some examples in which the
artifacts have impact on specific analysis applications. Also, we discuss whether
the artifacts are repairable or non-repairable.
Imprecise Flow Record Expiration – Flow exporters are expected to
expire flow records at the configured active timeout Tactive and idle timeout Tidle,
and possibly after a packet with TCP FIN or RST flag set has been observed. We
perform the following experiments to evaluate the behavior of the flow exporters:
– Active timeout: We send a series of packets with identical flow key to
the flow exporter for a period of Tactive + d. The inter-arrival time of the
packets is chosen to be less than Tidle. The experiment is performed for
d = −2,−1, . . . , 16 seconds. For each value of d, we repeat the experiment
100 times and count how often the flow exporter generates two flow records
from the received packets. Ideally, one should see only one flow record per
experiment for d < 0 and always two flow records per experiment for d ≥ 0.
– Inactive timeout: We send two packets with identical flow key to the ex-
porter, separated by a time difference of Tidle+d. The rest of the experiment
is performed as for the active timeout. Again, one ideally sees only one flow
record per experiment for d < 0 and always two flow records for d ≥ 0.
– TCP FIN/RST flag: We send one packet with the FIN or RST flag set,
followed by another packet after d time units. The rest of the experiment is
performed as for the active timeout (only for d = 0, 1, . . . , 16). Ideally, the
exporter always generates two flow records.
For all experiments, the packets are generated such that they are processed
in hardware by the exporter, if applicable3. In addition, several initial packets
are generated where necessary, to avoid that special mechanisms for the early
expiration of records of small and short flows (such as Cisco’s fast aging [1])
are applied. All exporters use an active timeout between 120 and 128 seconds,
and an idle timeout between 30 and 32 seconds. Note that we do not rely on
the timestamps in flow records, which means that we are not susceptible to the
errors described in [14]. Instead, we use the time from the machines running the
measurement scripts, which are placed close to the analyzed exporters.
The experiment results are shown in Fig. 1a–1c for the three expiration mech-
anisms, respectively. For each value of d (in seconds, on the x-axis) we give
the fraction of experiment runs (on the y-axis) for which the flow exporter has
generated two flow records. With regard to the active timeout (Fig. 1a), Ex-
porter 1–3 behave similarly: The number of experiments with two flow records
increases linearly for d ∈ [0, 8]. Although this timespan of 8 seconds is in line
with Cisco’s documentation, the center of the timespan is incorrect: Instead of
being at d = 0, our experiments show that it is at d = 4. Exporter 4 behaves
similarly to the previous exporters, although the linear increase takes place for
d ∈ [−2, 6]. Exporter 5 shows unexpected behavior: Even for d = 16, only 20% of
the experiments result in two flow records. Additional experiments have shown
that the expiration does not stabilize at all. Moreover, incorrect start times are
reported for flow records expired by the active timeout (which confirms the find-
ings in [3]). Finally, only Exporter 6 works as expected and always generates two
flow records for d ≥ 0.
The results obtained from the idle timeout experiments are shown in Fig. 1b.
Exporter 1–4 show identical behavior and the linear increase of the curve for d ∈
[0, 4] confirms that the flow record expiration works according to its specification
[1]. Exporter 5 performs better compared to the active timeout experiments: For
d ≥ 11 always two flow records are generated, which is in line with the findings
in [3]. Flow records from Exporter 6 are expired up to 15s after the idle timeout,
approximately linearly with d ∈ [0, 15]. We have observed that the behavior
of this exporter also depends on the absolute value of the inactive timeout. In
Fig. 1d, we show for different inactive timeouts the value of d (on the y-axis)
3http://www.cisco.com/en/US/products/hw/switches/ps708/products_tech_
note09186a00804916e0.shtml
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Fig. 1: Results of the flow record expiration experiments.
where 50% of the experiments yield two flow records, comparing the behavior
of Exporter 1 and Exporter 6. While these values are always close to 2s for
Exporter 1, they increase with the timeout for Exporter 6.
Fig. 1c shows the results for the expiration based on TCP flags. The ex-
piration behavior of Exporter 3 differs from the other Cisco devices, due to a
different implementation of NetFlow (see Sect. 3). Overall, the number of cor-
rectly exported flow records increases linearly with d. The deviation d for which
Exporter 5 wrongly exports only one flow record, is small: Three seconds after
the FIN/RST flag was sent, always two records are exported. Exporter 6 does
not expire flow records based on TCP flags by specification.
The flow record expiration behavior of Exporter 1-4 shows a clear linear slope
in Fig. 1a–1c, which suggests the presence of a cyclic process to expire and export
the (hardware) flow tables. The fact that flow records are not expired exactly
on the defined timeouts may not be a problem if flows are aggregated afterward.
This is especially the case for flow records expired by the active timeout. How-
ever, when the idle timeout or TCP flags are used to signal the end of a flow,
this artifact may result in non-repairable data damage. For example, in [12] it
is shown that some applications (e.g., peer-to-peer clients) often reuse sockets
shortly after a TCP connection attempt failure. When timeouts and TCP flags
are not observed strictly, packets from different connections may be merged into
a single flow record.
Table 2: Artifact analysis results.
Exporter TCP Flows Without Flag Information Invalid Byte Counters
1 + 2 No flags exported for hardware-switched flows
Invalid byte counters for
3 Flags exported
hardware-switched flows
4 No flags exported for hardware-switched flows
5 + 6 Flags exported Byte counters OK
TCP Flows Without Flag Information – Our analysis results for this
artifact are summarized in Table 2. The oldest assessed devices, Exporter 1, 2 and
4, do not export flags for hardware-switched TCP flows. Since the vast majority
of flows is hardware-switched, TCP flags are rarely exported. We have observed
that approximately 99.6% of all TCP flow records exported by Exporter 1 and 2
have no flag information set during a measurement period of one week. However,
flags are respected for flow record expiration, even in the case of hardware-
switched TCP flows. In the case of Exporter 3, 5 and 6, TCP flags are exported.
The lack of TCP flag information in flow records can be problematic for sev-
eral types of data analysis. From a network operation perspective, TCP connec-
tion summaries can help to identify connectivity or health problems of services
and devices. From a research perspective, many works rely on TCP connection
state information. For example, [5,6,8] use it for inferring statistics from sampled
flow data and [10] for optimizing sampling strategies. None of these approaches
works on flow data without TCP flags.
Invalid Byte Counters – The results for this artifact are also summarized
in Table 2. None of the Cisco devices strips the padding bytes from Ethernet
frames of hardware-switched flows. Exporter 5 and 6 strip these bytes properly.
The impact of this artifact depends on the fraction of Ethernet frames that
carry less than 46 bytes of payload. To understand the distribution of packet
sizes in current networks, we analyzed a packet trace from the University of
Twente (UT) campus (1 day in 2011), and a trace from the CAIDA ‘equinix-
sanjose’ backbone link4 (1 day in 2012). In both traces, around 20% of the frames
contains less than 46 bytes of payload, which would be reported incorrectly. The
number of incorrectly counted bytes lies around 0.2% of the total number of
bytes in both cases. The impact of this artifact on accounting applications is,
therefore, very small.
Non-TCP Flow Records With TCP ACK Flag Set – Our analysis
has shown that only flow data from older Cisco devices (i.e., Exporter 1, 2 and
4) contains this artifact. On average, the number of non-TCP flow records with
TCP ACK flag set accounts for approximately 1% of the total number of flow
records on Exporter 1 and 2.
When analysis applications do not use properly-defined filters on flow data
containing this artifact, this can lead to unexpected results and misconceptions.
4The CAIDA UCSD Anonymized Internet Traces 2012 - 16 February 2012
http://www.caida.org/data/passive/passive_2012_dataset.xml
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Fig. 2: Impact of flow learn failures and NetFlow packet loss on flow time-series.
For example, a filter for flow records with the TCP ACK-flag set includes also
UDP flows in the case of Exporter 1, 2 and 4. Popular analysis applications,
such as nfdump, accept these filters without showing any warning to the user.
As long as the transport-layer protocol is specified in the filter together with the
flags, this artifact will not have any semantic impact on data analysis.
Gaps – In this section we characterize the effects of flow learn failures on
flow data. This helps to understand whether this artifact is also present in data
from other exporters, without having access to any flow cache statistics. Our
experiments have shown that the first packets of flows are more likely to be
subject to flow learn failures, because subsequent packets of accounted flows are
matched until the records are expired. Smaller flows are therefore more likely not
to be accounted at all, while larger flows may have only their first packets lost.
Fig. 2a shows a time-series of the number of flow records in intervals of 100ms.
This data has been collected early in the morning, when Exporter 1 normally
starts to run out of capacity. A constant stream of flow records without gaps can
be observed until around 7:25, when the number of records increases. Simulta-
neously, flow learn failures (in packets/s) start to be reported by SNMP agents,
and several short gaps appear in the time-series. Note that the series are slightly
out of phase, because of the higher aggregation of the SNMP measurements.
Interestingly, the gaps caused by flow learn failures are periodic, especially
when the network load is constantly above the exporter’s capacity. When analyz-
ing data from Exporter 1 for two weeks, we have observed that the distribution
of the time between gaps is concentrated around multiples of 4s. Furthermore,
gaps are not larger than 2s in 95% of the cases. This confirms our assumption
about the presence of a cyclic process for expiring records from the flow cache.
Gaps can also be caused by other factors, such as the loss of NetFlow pack-
ets during their transport from exporters to collectors, or packet loss on the
monitored link. Both are typically random events that tend to result either in
a homogenous reduction in the number of flow records, or in non-periodic gaps.
Fig. 2b illustrates the example NetFlow packet loss by showing the time-series of
flow records observed at a highly overloaded collector. NetFlow packet sequence
number analysis confirms that more than 5% of the NetFlow packets have been
lost by the collector during this interval. Several short periods with a reduced
number of flow records can be observed, but the series never reaches zero in this
example. This demonstrates that gaps in flow data cannot be irrefutably traced
back to flow learn failures.
We can confirm the existence of gaps in flow data from Exporter 1 and 2.
Exporter 3-5 could not be tested, either because they are in production networks
or because we were not able to exhaust their flow capacity. Exporter 6 handles
collisions in software using linked lists and is, therefore, not subject to flow learn
failures. Under extreme load, it exports flow records earlier, ignoring timeout
parameters completely.
Although this artifact has a severe impact on any analysis because of the
resulting incomplete data set, we discuss only two examples: anomaly detection
and bandwidth estimation. The detection of anomalies (especially flooding at-
tacks) is often based on large sets of small flows. Since the first packets of a flow
are especially susceptible to flow learn failures, they are more likely to be lost
during the flow export process. Anomalies can therefore stay undetected. Besides
dropped flow records, peaks in the network traffic may be smoothed due to the
load-dependency of the artifact. Since the identification of peaks is essential for
bandwidth estimation, traffic analysis may provide invalid estimates.
5 Conclusions
In this paper we have identified, analyzed and quantified several artifacts occur-
ring in flow data exported by six different devices. These artifacts are related to
the way such devices handle the flow expiration, TCP flags and byte counters,
and to imprecisions in the number of exported flow records.
Our analysis shows that the impact of the identified artifacts on the quality
of flow data varies, and that in some cases mitigation and recovery procedures
can be considered. For example, non-TCP flow records with TCP ACK flag set
can be repaired easily. The imprecise flow record expiration artifact can in many
cases be ignored if the flow collector aggregates records belonging to the same
flow before analysis. However, the remaining artifacts cannot easily be mitigated
and they adversely impact the quality of the exported flow data.
The severity of the identified artifacts ultimately depends on their impact on
the applications that are using the data. Analysis applications are usually built
to be generic and applicable to any flow data. However, the experience gained
during this study convinced us that a better way for designing flow-based appli-
cations would be to take data artifacts into account. Since the types of artifacts
differ from exporter to exporter, we believe that researchers and operators need
to be aware of these artifacts to build more robust analysis applications.
One of the areas that remained untouched in this work is the influence of
packet sampling on the flow data artifacts, which we plan to address in future
work. Also, we plan to work on a data cleanup tool that aims at detecting and
repairing artifacts in flow data.
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