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Введение. Несмотря на широкое применение методов группировки 
параметров и классификации объектов (кластерного анализа) общепринятого 
определения групп и классов нет [1]. Большинство разработчиков этих 
методов интуитивно понимают то, что элементы одной группы (или одного 
класса) должны быть ближе друг к другу, чем к другим элементам, однако 
особенности этого отношения в общем случае явно указать нельзя. 
Постановки задач группировки параметров и классификации объектов 
обладают несомненным сходством. Различие сводится, в основном, к мето-
дике установления отношения близости между рассматриваемыми элемента-
ми (параметрами либо объектами): в одном случае говорят о связи между эле-
ментами, а в другом о близости в прямом смысле этого слова либо о сходстве. 
В работе [2] дана одна из первых формулировок задачи группировки; 
однако методы группировки параметров и классификации наблюдений полу-
чили развитие несколько позже. Разработано довольно много таких методов и 
существуют хорошие их обзоры [3–11]. 
При рассмотрении и анализе этих методов будем исходить из общепри-
нятой их классификации на неиерархические методы, относя к неиерархиче-
ским и те методы, в которых формирование групп осуществляется последова-
тельно с автоматическим установлением их количества. Методы, в которых 
просмотр каждого из группируемых элементов осуществляется только один 
раз, будем называть однократными. 
1. Неиерархические методы группировки параметров 
и классификация наблюдений 
Довольно распространенными являются методы, основанные на исполь-
зовании эталонов, в качестве каковых при классификации объектов чаще 
всего выступают центры тяжести классов в пространстве параметров. Одним 
из первых среди подобных методов является алгоритм, описанный в работе 
[10]. Алгоритм обеспечивает последовательное формирование классов и со-
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стоит в следующем. Первый объект принимается в качестве центра тяжести 
первого класса. Остальные объекты последовательно соотносятся с центрами 
тяжести классов, сформированных к моменту рассмотрения объекта. Если 
объект отстоит от центра тяжести некоторого класса на расстоянии, меньшем 
порогового значения, то он включается в этот класс и центр тяжести пересчи-
тывается. Если же объект не будет включен ни в один из классов, то он обра-
зует новый класс. Существенными недостатками метода являются, во-пер-
вых, необходимость задания порогового значения и, во-вторых, зависимость 
результатов классификации от порядка просмотра объектов. Если условно 
ввести некоторое пространство объектов, в котором i-я координатная ось ука-
зывает нормирование значения признаков, зафиксированные у i-го объекта, 
то этот же метод может быть применен и при группировке параметров. По-
хожие методы описываются в работе [11], где, кроме того, проводится иссле-
дование некоторых их свойств. 
Сходным с приведенным выше алгоритмом является так называемый 
метод K-средних, предложенный в статье [12] и получивший достаточно ши-
рокое распространение [7, 8, 13–17]. Его отличие заключается в том, что в 
нем на начальном этапе берется K объектов, объявляемых центрами классов, 
и далее каждый из оставшихся объектов включается в тот класс, к центру ко-
торого он ближе. Очевидно, первоначальный выбор центров классов и поря-
док последующего просмотра элементов существенно влияют на получаемое 
решение. 
Развитием метода K-средних является метод, получивший название 
ISODATA [18]. Он состоит в том, что, задавшись центрами K классов, разме-
щают все объекты по классам в соответствии с внутриклассовым критерием 
минимальности. После отнесения всех элементов центры пересматриваются, 
и процесс повторяется до тех пор, пока не прекратится улучшение критерия. 
Имеется ряд алгоритмов, в основу которых положены идеи методов 
K-средних и ISODATA. Так в работах [19, 20] предлагается циклически по-
вторять метод K-средних, беря на каждой итерации в качестве центров клас-
сов центры тяжести, полученные по окончании предыдущей итерации, до тех 
пор, пока на двух соседних итерациях не будут получены близкие центры для 
всех классов. В работе [21] вместо центров тяжести вводятся ядра классов, 
являющиеся некоторыми подмножествами соответствующих классов. При 
разбиении множества объектов на классы исходят из случайно сформирован-
ного набора ядер с заданным числом элементов в каждом из них. Получение 
разбиения осуществляется отнесением элементов к тем или иным классам в 
зависимости от их связи с элементами ядер классов. После того, как все эле-
менты будут классифицированы, для каждого класса формируется новое ядро 
посредством выбора заданного числа элементов, наиболее связанных со 
всеми элементами класса. Процедура повторяется до тех пор, пока не прекра-
тится улучшение выбранного критерия оптимальности. 
  
Существуют методы, в которых задается форма классов объектов в про-
странстве параметров. Так, например, в работе [22] предлагается каждый кла-
стер окружать гиперэллипсоидом. Однако в этом случае классификация будет 
качественной только в случае хорошей разделимости и достаточной плотно-
сти классов. 
Задача группировки параметров может решаться на графах в предполо-
жении, что вершины графа соответствуют параметрам, а ребра нагружены 
весами, равными значениям показателя степени связи между параметрами. 
Имеющий несколько модификаций [23–25] метод корреляционных плеяд 
является одним из первых методов автоматической классификации. В корре-
ляционной матрице, оценивающей степень связи между параметрами, эле-
менты, по модулю меньшие некоторого порогового значения, заменяются 
нулями, а остальные – единицами. В результате получается матрица смежно-
сти графа, число компонент связности которого (названных корреляцион-
ными плеядами) и их типология характеризуют структуру корреляционных 
связей между параметрами. Задаваясь различными пороговыми значениями, 
можно найти такой порог, при котором граф становится несвязным. Компо-
ненты связности будут характеризовать разбиение множества параметров. 
Для выделения компонент связности возможно использование алгоритмов, 
приведенных в работах [26, 27]. Хотя метод корреляционных плеяд и позво-
ляет автоматически установить количество групп, возможность его примене-
ния ограничивается необходимостью задания порогового значения степени 
связи. 
Еще один подход к классификации с применением методов теории гра-
фов реализован посредством алгоритмов, основанных на построении крат-
чайшего незамкнутого пути между точками-объектами в пространстве пара-
метров или точками-параметрами в пространстве наблюдений [28]. Идея ме-
тода состоит в переборе всех вариантов разрыва кратчайшего незамкнутого 
пути с отысканием варианта, обеспечивающего экстремум некоторому крите-
рию качества. 
Аналогичные предпосылки заложены в методе, состоящем в построении 
дерева, являющегося минимальным покрытием исходного множества точек 
[29, 30]. В работе [31] задача классификации сведена к проблеме раскрашива-
ния графа, а в статье [32] дано описание и сравнение некоторых графовых 
алгоритмов. 
Недостатком графовых алгоритмов является их переборный характер, 
ведущий к значительным временным затратам. 
Как это уже отмечалось выше, для решения рассматриваемой задачи 
чаще всего используются либо алгоритмы, максимизирующие расстояние 
между классами, либо алгоритмы, максимизирующие корреляционные связи 
внутри групп. Существуют и другие меры связи, причем их перечень до-
вольно велик [3, 12, 33, 34]. Достаточно широкое применение получил метод 
потенциальных функций, основы которого изложены, например, в работах 
  
[35, 36], а в статье [37], по утверждению ее авторов, впервые дано математи-
ческое обоснование. 
В заключение отметим, что иногда требуется проводить как группировку 
параметров, так и классификацию объектов [38–40]. При решении подобных 
задач возможно применение последовательных алгоритмов, в которых на 
первом этапе выделяются группы близких параметров, а на втором – классы 
близких объектов (или наоборот), либо параллельных алгоритмов, основан-
ных на аппроксимации матрицы наблюдений небольшим числом подматриц, 
которые в общем случае могут пересекаться. Параллельные алгоритмы бази-
руются на введении некоторых функционалов, характеризующих степень 
приближения матрицы данных системой подматриц.  
2. Иерархические методы группировки параметров 
и классификация объектов 
Среди методов и алгоритмов классификации выделяют совокупность 
методов, характерной чертой которых является следующее: если рассмотреть 
динамику изменения групп, получаемых на различных итерациях, то будет 
сформировано дерево, корнем которого является множество всех классифи-
цируемых параметров (либо объектов), а все остальные вершины представ-
ляют собой различные группы. Подобные методы, называемые иерархиче-
скими, делят на две совокупности – дивизимные и агломеративные. Для пер-
вых из них характерно то, что при их применении число групп от итерации к 
итерации увеличивается за счет разделения некоторых групп, полученных на 
предыдущей итерации [41]. Пользующиеся большей популярностью в прак-
тических применениях агломеративные методы отличаются тем, что в них 
происходит объединение групп, причем формирование дерева чаще всего не 
происходит, так как всегда требуется получение более одной группы. Под-
робнее описание иерархических методов и обсуждение вопросов, связанных с 
вычислением меры близости между классами, дано, например, в работе [42], а 
в работах [43, 44] проведено сравнение различных иерархических методов. В 
статье [45] сопоставляются иерархические методы и алгоритм ISODATA.  
В методе ближайшего соседа, зачастую называемом односвязывающим 
[46], связь между группами оценивается расстоянием между их ближайшими 
соседями. Суть агломеративного алгоритма группировки методом ближай-
шего соседа состоит в том, что, начиная с одноэлементных групп, получают 
необходимое их количество путем последовательного объединения тех из 
них, расстояние между которыми наименьшее. На каждом этапе объединя-
ются две группы. 
В отличие от односвязывающего метода, в методе самого дальнего со-
седа, иначе называемом полносвязывающим [46], расстояние между двумя 
группами определяется по самым удаленным их элементам. Используя тот же 
алгоритм, что и в односвязывающем методе, можно получить классы в виде 
  
гиперсфер. Некоторые свойства процедуры, реализующей эти два типа мето-
дов, обсуждаются в работах [47, 48]. 
Отличие среднесвязывающего метода от двух названных выше состоит в 
том, что о расстоянии между группами судят по расстоянию между их цен-
трами тяжести (средними) [49]. 
Все названные выше агломеративные методы своим истоком, пожалуй, 
имеют метод, в основу которого положено требование минимизации суммы 
разбросов элементов, принадлежащих выделенным группам, относительно 
центров соответствующих групп. В этом алгоритме, также начинающем свою 
работу с одноэлементных групп, на каждой итерации происходит последова-
тельное объединение таких двух групп, для которых достигается минимум 
разности разбросов объединенной группы и объединяемых [50, 51]. 
Зачастую задача иерархической классификации решается как задача диа-
гонализации матрицы связи [52–54], состоящая в отыскании такой переста-
новки строк и столбцов матрицы связи и такого их разбиения, чтобы значения 
элементов матрицы вне выделенных при этом диагональных блоков в сред-
нем были минимальными (в предположении, что увеличение значения эле-
мента соответствует увеличению степени связи). Решение задачи диагонали-
зации матрицы связи осуществляется с помощью алгоритма, в котором связь 
между двумя группами оценивается отнесенной к произведению количества 
элементов в группах сумме показателей степени связи между элементами, 
принадлежащими различным группам [53]. 
Более общим является алгоритм, предложенный в работе [55], который 
хоть и не является, строго говоря, иерархическим, однако основан на исполь-
зовании иерархического метода. Это циклический алгоритм, состоящий из 
трех этапов, на первом из которых применяется описанный в работе [53] аг-
ломеративный иерархический алгоритм. Второй этап состоит в последова-
тельном перемещении каждого объекта в порядке нумерации в тот класс, для 
которого введенный показатель качества получает наибольшее положитель-
ное приращение. Процесс прекращается, если любая перестановка любого 
объекта в любой класс не увеличивает критерия качества. Третий этап алго-
ритма основан на выполнении введенных в статье условий оптимальности. Те 
из классов, для которых условия оптимальности не выполняются, разбива-
ются на одноэлементные классы, после чего процесс повторяется, начиная с 
первого этапа. 
При группировке по r-диаметру [56] используется функция близости 
между двумя объектами, равная нулю при их совпадении и принимающая тем 
большие значения, чем в большей степени они удалены. В этом случае ис-
пользуется обычная процедура агломеративной иерархической классифика-
ции с объединением двух классов, обладающих минимальным. Под 
r-диаметром при этом понимается минимальное значение функции близости 
между объектами Oi, Oj исходного множества, обладающими следующим 
свойством: для любых двух объектов, принадлежащих объединению, сущест-
  
вует содержащая в качестве крайних элементов эти объекты последователь-
ность из элементов исходного множества такая, что функция близости между 
любыми соседними в этой последовательности объектами не превосходит 
функции близости для объектов Oi, Oj. Группировка по r-диаметру позволяет 
добиться компромисса между одно- и полносвязывающим методами, обоб-
щая их и обеспечивая в частных случаях решение задачи согласно каждой из 
этих процедур. 
Сходным является метод, основанный на использовании обобщенных 
r-клик [57], так как r-диаметр и понятие r-достижимости в r-кликах фактиче-
ски совпадают. Однако поскольку количество клик в графе возрастает экспо-
ненциально от числа вершин [58], методы группировки по r-диаметру и 
r-кликам ориентированы на решение NP-полных задач, хотя они могут быть и 
довольно эффективными в связи с тем, что анализ сложности алгоритмов и 
задач проводят для наихудшего случая, который не всегда отражает то, что 
может встретиться на практике. 
Выводы. Анализ рассмотренных методов свидетельствует о 
необходимости проведения исследований, направленных на разработку 
методов классификации, позволяющих осуществлять качественную 
диагностику состояния. Довольно проработанными являются методы 
классификации объектов, описываемых количественными параметрами. Для 
качественных же параметров эти вопросы, включая меры связи, проработаны 
недостаточно. 
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Некоторые методы решения задач классификации объектов и группировки 
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– Бібліогр.: 58 назв. 
Стаття присвячена розгляду особливостей деяких з існуючих методів класифікації об’єктів 
та групування параметрів. Розглянуті неієрархічні та ієрархічні методи, зроблено їх 
співставлення. 
Ключові слова класифікація об’єктів, групування параметрів, неієрархічні методи, 
ієрархічні методи, алгоритм співставлення. 
The paper considers the features of some of the existing methods of classification of objects and 
grouping options. Considered non-hierarchical and hierarchical methods performed to compare.  
Keywords: object classification, the grouping of parameters, non-hierarchical methods, 
hierarchical methods, the algorithm comparison. 
