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Image processing systems used in Vision Assisted Dimensional Inspection usually output 
a set of boundary pixels representing the part edges. This boundary information must be divided 
into several subsets representing the various edges of the actual object, so that comparisons with 
the nominal part can be made. 
The purpose of this project is to devise a method to divide the set of pixels obtained from 
the image processing system into subsets of pixels. Each of these subsets represent an edge in 
the contour of the actual object. This method must also detect transition points between the 
adjacent features. This project addresses only planar contours which are composed of straight and 
circular edges. Two new algorithms have been developed, the first algorithm detects the transition 
points involving straight edges and the second algorithm finds the transition points when circular 
features are involved. In addition, the measured features are also matched with their nominal 
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CHAPTER I 
INTRODUCTION 
Portland State University is one of the leading universities involved in research on 
assembly verification of features by simulation and soft gaging or automated dimensional 
inspection. In order to perform inspection, the data corresponding to the features of the nominal 
part have to be compared to the data obtained from the actual part. 
Recent technological advances have made it possible to transfer the dimensions and 
tolerances of a part from the CAD (Computer Aided Design) database to the CAM (Computer 
Aided Manufacturing) database with proper interfaces. In a CIM (Computer Integrated 
Manufacturing) environment, the product flow cannot be interrupted and stalled to perform 
inspection. Coordinate measurement machines are accurate but have a slow processing time. They 
are expensive and parts have to be stalled for the process of inspection. The above factors create 
"islands of automation"[1 OJ, thus making CIM less effective. One alternative that can be used in 
some situations is vision systems. Vision systems often eliminate stalling, reduce processing time 
and are also less expensive. 
Presently several fields of engineering are using Vision Systems for quality control 
purposes. For example, in the electronic industry, most of the chip insertion machines are equipped 
with vision systems. A vision system serves two purposes. First, it enables a machine to set its 
"Home Position" or "0,0 position", by matching the crosswire on the PC board with the location 
specified by the database. Second, the vision system checks for defective chips which do not 
contain the right number of pins as in the database. Vision systems are also used to inspect 
automotive parts, guide welding torches in sheet metal fabrication, sealing industries and beverage 
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industries. New cameras come with higher resolutions, thus making vision systems more accurate. 
Vision systems can be used to inspect various features of an object to meet specified 
tolerances. 
Figure 1 shows a part on a conveyor belt being transported below the camera. As soon 
as the part is right below the camera, the vision system is actuated to grab a frame. This image 
is processed by the image processor and the result is a contour of the actual object represented 
by a pixel set. This pixel set has to be processed based on the information from the CAD database, 
and then it must be compared with the nominal object of the same type. A prototype software to 
perform this operation is made up of several modules. These modules, which are shown in Figure 
2, are image capturing, image processing, contour breakdown and feature extraction, feature 
comparison, and tolerance verification. This project addresses developing the contour breakdown 
and feature extraction, and the feature comparison modules. The work of tolerance comparison is 
a future research project. 
1.1 BACKGROUND 
Extensive research literature exist on computational geometry and image processing fields. 
For inspection purposes these fields go hand in hand. In order to deduce information from the pixel 
set obtained from image processing, techniques from computational geometry are used. The pixel 
set can be assumed to be a point set and by implementing suitable algorithms from computational 
geometry, the required information can be obtained. Orrgoing research in computational geometry 
has led to the development of several methods to find convex hulls and to find minimum width 
rectangles that contain a point set. Similarly, image processing research has led to the 
development of many new methods to process images. Many books have been published with 
extensive discussions on these image processing methods and the theory. Recent results (one to 
two year old) are found in the journals. Most relevant to this project are the journals of Computer 
Vision, Graphics and Image Processing, and IEEE Transactions on Pattern Analysis and Machine 
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The theory of image processing and the various techniques used have been dealt with in 
[4][6][7][8][9). In the Master's Thesis presented by Ralf Koeppe[11) at Portland State University 
(predecessor of this work), the general behavior of the different image processing algorithms for 
dimensional inspection has been discussed. Koeppe's work focuses mainly on the accuracy of the 
image processing algorithms. 
Recent research results in the field of computational geometry are found in Computer 
Vision, Graphics and Image Processing and in several other journals. Preparta and Shamos[1 ], in 
their book discuss the classic computational geometry theory and techniques. Imai Hiroshi and lri 
Masao [5] present algorithms and theory for polygonal approximation of a curve. Algorithms in [5) 
are the forerunners for this research. In their publication, Imai and lri discuss various techniques 
to breakdown a contour into a given number of edges or features. 
This research project was undertaken to develop theory and methods to breakdown a set 
of points into acceptable features forming the contour. These algorithms also determine the 
transition points between the features. Furthermore, this research provides a method for comparing 
actual objects with nominal objects. 
Some of the applications of vision systems involve detecting runways in complex airport 
scenes [13). classification of newspaper image blocks to enable the computer to understand a 
newspaper [14), extracting building in aerial images (could be used in defense to locate enemy 
headquarters) [15), representation, display and manipulation of 3D digital scenes and their medical 
applications [16). and establishing collision zones for obstacles moving with uncertainty [17). Thus 
the application of vision systems has greatly increased in the recent years. One such application 
is dimensional inspection. The dream of automated dimensional inspection has come another step 
closer to reality through machine vision research. 
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1.2 OBJECTIVES 
The objective of this project is to develop acceptable techniques to breakdown a contour 
into its constituent features for automated dimensional inspection. This project also focuses on 
developing methods for matching actual features with nominal features. The theories and 
algorithms developed apply only to point sets or pixel sets in 2D planes. The scope of this project 
includes the analysis of objects having straight and circular edges. 
In order to achieve the objective, the following sub-objectives or sub-goals have been set 
forth. 
1. Formalizing the definition of actual straight edges and circular edges. 
2. Developing algorithms to determine the points of transition that exist between features. 
3. Developing algorithms to classify the features into straight features and circular features. 
4. Developing an algorithm to match the features of the actual part with the nominal part. 
5. Developing a 2D prototype software system to implement all the above algorithms and to 
interface this system to a machine vision system. 
The rationale behind using 2D planar features is two fold. First, the scope of this project 
can be narrowed down to implement a useful prototype system. Second, 2D systems are common 
in the industry. Extension of this work to 3D can be a future research project. 
CHAPTER II 
VISION SYSTEM USED IN THIS PROJECT 
2.1 BACKGROUND 
The camera used in this project is of a CCD type. CCD is the abbreviation of Charge 
Couple Device.A CCD is made up of an array of light sensitive elements. When these elements 
are exposed to light, an analog signal is generated. This analog signal is then converted to a digital 
signal. This information is stored in the frame memory or the frame buffer. Each element of the 2 
Dimensional array is called a pixel, and is represented by an 8 bit value. The image used is of the 
gray scale type. Thus for any pixel, 256 possible gray values can be stored. A "O" value represents 
a perfect black pixel, while "255" represents a perfect white pixel. This information from the frame 
buffer is enough to perform image processing and several other manipulations on the image of 
the object. The information in the frame buffer can also be used to reconstruct and display the 
object on a monitor. By using a display monitor, the effect of various image processing operations 
can be seen. The image processing operations are performed by programs that use the information 
from the frame buffer. 
2.2 EQUIPMENT 
The camera used for this project is a Pulnix TS545. This camera has a 545 x 410 array 
of CCD elements and puts out a standard IEEE RS 170 signal with an aspect ratio of 3:4. The 
images are stored with a PC/AT frame grabber board [12]. The frame memory size is 1024 x 512 
pixel of 8 bits per pixel[12]. Two images of 512 x 512 or one image of 640 x 480 pixel size can be 
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stored. The 640 x 480 pixel option is also called the "square pixel option". In the two image mode, 
the image grabber scales the object in the world coordinate system to fit the 512 x 512 image 
coordinate system. By using the 640 x 480 option to store the image, there is a one-to-one scaling 
between the RS 170 standard camera image and the image plane. This eliminates deformation of 
the object features due to aspect ratio difference. Due to this inherent advantage, all images used 
in this project are stored with the single image option. PCVISIONplus (imaging software) comes 
with sub-routines that interact with the frame grabber. These routines are written in "C" language. 
Some of the uses of these routines are to initialize, read and write pixels and processing of images. 
Ralf Koeppe[11] in his Master's Thesis has implemented several image processing algorithms into 
routines in "C" language, some of which are used in this project. These algorithms are discussed 
in the following section. Figure 3 shows the components of a digital image processing system. 
2.3 IMAGE PROCESSING IN DIMENSIONAL INSPECTION 
In order to use vision systems for dimensional inspection, the following questions must be 
answered. 
1. How accurate are the vision systems? 
2. What requirements must such a system meet? and 
3. Which methods of image processing will provide these results?[11]. 
Ralf Koeppe[11] has addressed these questions in his Master's Thesis. 
In his Master's Thesis, Koeppe has investigated the various methods of image processing 
with regards to dimensional inspection accuracy and determined the sources of noise that effect 
the accuracy. The sources of noise as shown in Figure 4 are 
1. System noise 
2. Texture edge noise and 
3. Shadow 
9 
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Figure 3. Inspection system components. Source: (11 ]. 
Noise Origin Type 
System Noise Hardware additive random normally 
distributed with mean 0 
Texture edge Image can be simulated by random 
normally distributed or by 
binary noise 
Shadow Lighting not random noise 
Conditions 
Figure 4. Types of noise. Source: (11]. 
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Of the three, the first two sources of noise are randomly distributed, while the last one is 
not a random noise. On conducting several experiments, he suggests methods like image 
averaging and calculation of the mean of an array of pixels to eliminate the noise. 
Koeppe also discusses several methods of image processing. He discusses various 
methods of point operations, local operations, and global operations with respect to dimensional 
inspection. He has also compared these techniques with one another on the basis of several 
important quantitative and qualitative parameters. Quantitative parameters include geometric 
stability, pixel stability, and repeatability of measurement. Qualitative parameters include noise 
occurrence and smoothness. 
Figure 5 shows a decision model from [11] to select a particular method of image 
processing. Geometric stability (GS) is the relative percentage difference between the dimension 
of an object with noise and the dimension without noise found by imaging. The ideal value of GS 
ratio is zero, which implies that there is no noise. Pixel stability is the ratio of the number of edge 
pixels detected compared to the ideal edge. Pixel stability (PS) is also the inverted measure of the 
mean width of an edge. The ideal value of PS is one [11]. The standard deviation of the dimension 
of a feature on repeated detections is the measure of repeatability. The ideal value for repeatability 
is zero. By using the performance parameters discussed above and by defining a failure criteria 
for each of the parameters, an optimal method can be selected. The failure of a method is 
determined by the application and the accuracy demanded by the process of dimensional 
inspection. With a certain accuracy required, the failure criterion for pixel stability, geometric 
stability and repeatability can be established. By selecting the measurement conditions such as 
signal to noise ratio, additional selection criteria is found. From the available techniques, a subset 
of suitable methods can be found by testing the entire set against the failure criteria. 
In this project, the image processing technique used is of the global operations type [11]. 
The rationale for choosing this technique is that the tested objects had sharp edges and that the 
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2.4 WHAT IS EXPECTED FROM A VISION SYSTEM 
Henceforth the term vision system will be used to represent the image capturing system 
and the image processing system as a whole. In order to implement the theories and algorithms 
discussed in the forthcoming sections, the vision system is expected to give certain results. The 
results of the algorithms are very dependent on the results from the vision system. 
The theories and algorithms developed in the course of this research project assumes that 
the contour obtained from the vision system is a closed contour. Therefore while performing image 
processing, care must be taken to see that the output is not a broken or an open contour. 
In using Ralf Koeppe's subroutines, the input was manipulated to obtain a closed contour. 
The intensity threshold values were the key factors determining the output of the vision system. 
CHAPTER Ill 
CONTOUR BREAKDOWN THEORY AND ALGORITHMS 
3.1 INTRODUCTION 
When using a coordinate measurement machine, data obtained from the system 
is accurately divided into non-overlapping partitions each containing a specific nominal feature. 
Vision systems can be similarly treated by knowing where in the image plane each feature lies. But 
to use this technique with vision systems, the product should be loaded on a suitable fixture and 
stalled beneath the camera for imaging. Since this procedure is slow and tedious, this technique 
is inadequate when a vision system is used in an automated environment. 
As a result o~ this research project, a solution to the problem mentioned above is 
presented. In principle, the task is done by finding straight edges through fitting subsets of the 
boundary into acceptable width rectangles, and for the circular edges, through fitting the boundary 
subsets into acceptable width rings. 
Other possible methods to solve this problem may also be considered. 
1. Spatial Positioning: A fixture can be used to hold the object in such a way that there is 
a fixed relationship (transformation) between the image points and actual points. This 
method is not used because it is slow and error prone. 
2. Correlation Coefficients: This method is similar to the method used to find rectangle 
widths in this project. This technique however finds the points that match the correlation 
coefficients of straight edges and circular edges. This technique is not applied because it 
is not easy to define the correlation coefficients for a straight or a circular edge. 
3. Contour Matching: The contour matching works on a principle that tries to match the 
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points of the actual part contour with the features of a nominal contour. Several operations 
like rotation and translation are performed on the nominal contour to find a good match. 
Since this method does not accurately locate the transition points, contour matching is not 
used. 
4. Corner detection: This method relies on digital curvature to locate transition points. 
Whenever there is a large curvature between two consecutive points, a transition point can 
be detected. But when edges that have a gradual change in digital curvature are involved, 
this method fails to detect the transition point. 
3.2 EXISTING ALGORITHMS AND THE NEED FOR NEW ALGORITHMS 
Two algorithms for covering a sequence of points by rectangles are given in [5]. The first 
algorithm finds the minimum number of rectangles of width w. covering a given sequence of points 
(point set), and the other algorithm finds a specified number of minimum width rectangles. The 
following is a brief description of the existing algorithms. 
Consider a set of planar points representing the sampled boundary contour of a part as 
shown in Figure 6, that is composed of N straight edges. The objective is to devise an algorithm 
to decompose this point set into exactly N edges such that the transition points are "acceptable". 
For a perfect form contour the meaning of "acceptable" is easy to formalize, but imperfect contours 
are subjectively assessed. 
3.3 ALGORITHM-1 
This algorithm recursively divides the point set into halves until the width of the fitting 
rectangle gets smaller than a threshold value of w •. This algorithm is commonly known as "divide-
and-conquer''. The worst case of computational complexity of the algorithm is computed as follows. 
The complexity of the convex hull finding is O(hN) where h is the number of hull edges and is quite 
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small for the geometries under consideration. The value of h can be assumed to be a constant 
resulting in linear time complexity for the convex hull finding algorithm. The width finding algorithm 
works on the convex hull edges by testing each hull edge against all the hull vertices. This leads 
to a O(h2) computational complexity, for definition of computational complexity see [1]. Since his 
small and assumed to be a constant, the whole width finding algorithm is an O(N) operation. The 
worst case number of levels in the divide-and-conquer scheme is LogN, each can be performed 
in linear time. This leads to a computational complexity of O(LogN) for the Algorithm-1. 
Figure 7 shows a typical performance of this algorithm for a set of simulated points with 
some normal noise added and when w. is relatively small. It can be seen, as highlighted by 
arrows, that the contour is excessively fragmented even along the straight regions. 
Figure 8 shows the performance for a large w •. Although the contour is less fragmented 
now, the margin by which the transition points are missed is quite large. The amount of normal 
random noise for both cases was normally and independently distributed with (µ=0.5, cr=0.2). The 
noise was applied independently to the X and the Y coordinates. For the two figures, w. was set 
to 0.8 and 2.0 Figure 7 and Figure 8 respectively. The values 0.8 and 2.0 represent the dimensions 
measured in terms of the number of pixels. The execution time on a PC-AT 1 O Mhz computer was 
approximately 2:15 minutes for w.=0.8 and 1 :30 for W.=2.0. 
The Convex hull algorithm 
A convex hull of a set of points is the smallest region in 20 that contains every point such 
that if p and q are two arbitrarily selected points in the convex hull, then the entire line pq is within 
the convex hull. There are several techniques discussed in [1] for finding the convex hull vertices. 
Of these techniques, the Jarvis's march technique is used in this project due to its simplicity and 
low computational complexity. The algorithm starts at the lexicographically lowest point p, of the 
point set. This point is certainly a convex hull vertex, and the objective is to find the next vertex. 
This point P2 is the one that has the least polar angle with respect top, as origin. Similarly, the next 
point p3 is found with respect to p2 . The polar angle is measured with respect to the positive X axis 





. ... ,'\1:Il:=p~-~--~·--~ .. ~ ...~-~--~-.. ~ .. :::;:::;;:c::;Y~ 
A 1 




.. .......... -·.··-..... ~ .. · ...... . .. ... -............................ . --~~'--~~-Ai....~~-!..._,~ 
19 
until the lexicographically highest point is located. From this point onwards, the polar angles are 
measured with respect to the negative X axis due to the symmetry of the steps. Since the process 
of finding each vertex involves analyzing all the N points, the computational complexity of finding 
each vertex is O(N). Therefore if there are h vertices in an object, the computational complexity 
of the algorithm is O(hN). 
The Width finding algorithm 
The width finding algorithm finds the distance between a hull edge and every hull vertex. 
Since there are h edges, there are h vertices. Therefore to find the minimum distance for each 
edge, the computational complexity is O(h). For hedges, the complexity amounts to O(h*h) which 
is O(h2). 
3.4 ALGORITHM-2 
This algorithm finds the minimum number of rectangles of size w. that cover a point set 
and is adopted from a paper by Imai and lri [5]. This algorithm starts from a point and attempts to 
find the largest set of points that can be fit within a rectangle of width w •. A combination of Greedy 
algorithm and divide-and conquer is used. The Greedy method is one that "never undoes what it 
did earlier"(1 ]. Consider Figure 9. If there are N points that form the contour from A through T, the 
algorithm finds the minimum width rectangle for the entire set of points. Since the width is greater 
than w. which is 0.8, the algorithm breaks down the contour into halves. In other words, the points 
under consideration are 1 through N/2 i.e A through L. The minimum width to contain these points 
is found. If this width is greater than w •. the points are divided again into halves. Let us assume 
that the algorithm has divided the contour such that the points under consideration are from A 
through C. At this point the minimum width of the rectangle is still greater than w •. So the algorithm 
divides the point set again into halves. Now the point set under consideration is from A through X. 
This time when the width of the rectangle is calculated, it is found that the width is less than w •. 
This implies that there might be a transition point between X and C which contributes the entire 
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point set from A to this point, a rectangle of width less than w •. This transition point, if it exists, 
must be found. So the algorithm divides the points starting from X+1 to the set A through X and 
determines the width of the containing rectangle. If this width is less than w •. the next point set is 
included to the previous point set. This goes on until the point B is attained. When B+ 1 is included 
to the point set, the width is greater than w •. Thus point 8 becomes the transition point for this 
width and this point becomes the starting point for the next point set. The next point set starts from 
8 through T and the entire process of finding the transition point is repeated until point T becomes 
a transition point. 
Assuming a linear convex hull finding time, it has been shown [5], that the overall worst 
case complexity of the Algorithm-2 is O[KN], where K is the average number of points per rectangle 
in the final decomposition. The value of K critically depends on w •. If w. is small, the whole 
boundary gets fragmented into pairs of points and in such a case K=N/2. 
Figure 9 shows such a situation, where the contour is excessively fragmented. But the 
transition points between the edges are accurately located. The data set is the same as the one 
used in Algorithm-1. If the value of the width w. is set to a larger value, the boundary is 
decomposed into the correct number of edges but the transition points are badly missed by 
neighboring contours as shown in Figure 10. The execution time for the two previous cases 
increase to 3:05 and 1 :40 minutes respectively. 
Although not implemented in the course of this project, there is another relevant algorithm, 
which we call Algorithm-3. In Algorithm-3, the contour is decomposed such that the edges can be 
fit within at most "m" rectangles of minimum width. The solution given by this algorithm 
automatically forces the number of rectangles to be equal to the number of polygon edges, and 
finds the transition points such that minimum width rectangles are formed. This algorithm works 
well on edges that are straight even when some random noise is included. 
The algorithm however does not work well on edges that have a low frequency distortion 
which is frequently present in manufactured parts. For example, Figure 11 contains points with the 
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low frequency noise exaggerated for clarity. The performance of Algorithm-3 leads to a 
decomposition shown in Figure 11 as rectangles. that clearly misses the true transition points. 
Another difficulty of using this algorithm, is the need to specify the maximum number of rectangles 
desired. Although this works well with polygons, when the contour includes circular features, it 
becomes very difficult to know what the best value of "m" might be. 
Therefore it is clear that edges should not be defined as a set of points that can be fit 
within rectangles of a specified size due to low frequency distortion that are often present in edges. 






3.5 FORMAL DEFINITION OF EDGES 
A nominal contour, CN, is a simple closed curve which can be decomposed into 
a set of straight and circular curves. These curves, or subsets of them, can be 
designated as nominal features FN;· 
An actual contour, CA, is a set of points with a corresponding nominal contour. 
An actual straight edge, FA; is a subset of a CA such that: 
1- The subset FA; can be fit within a rectangle of infinite length and 
a width of W
9
. 
2- If the entire set CA is fitted with rectangles of size W,<W
9
, no 
member of FA; can belong to a rectangle of width W, unless every 
member of that rectangle is member of F Ai· 
An actual circular edge, FA; is a subset of a CA such that: 
1- FA; belongs to a subset GAE CA such that GA does not include 
subsets that can be classified as straight edges. 
2- The subset FA; can be fit within a ring of width of W
9
c. 
3- If the entire set GA is fitted with rings of size W, 0<W9c, no 
·a5pa as,ou ,buanbaJJ MOl · ~ ~ aJnO!.::I 
. . """' 
. 
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member of F Ai can belong to a ring of width W1c unless every 
member of that ring is a member of F Ai· 
The main modification to the edge definition presented informally before, is that an edge is locally 
more accurate than globally due to the low frequency distortion of edges. This fact is true both for 
straight as well as circular edges or any other curve type. The algorithms in the following section 
are based on these definitions and will solve the edge finding problem. 
3.6 ALGORITHM-A 
The following algorithm is used to properly detect the transition points between straight 
edges,and transition point between straight and circular curves. This algorithm will not detect the 
transition point between two consecutive circular curves. 
The algorithm can be sub-divided into two steps, Step-A1 and Step-A2. 
Step-A1: 
Step-A2: 
The boundary contour is decomposed into subsets fitting within small-
width rectangles of size W1 as in the case of Algorithm-2. 
The neighboring rectangles are merged into large width rectangles of size 
Wg. 
By breaking down the boundary into small rectangles and then merging them with a larger 
width rectangle makes the process more localized. Therefore the transition points can be easily 
located by controlling W
9
. Figure 9 shows the performance of this algorithm on Part-I after the 
execution of Step-A 1. One can see that the boundary is broken up in to small rectangles. Figure 
12 shows the result after merging the small rectangles. 
The principle behind merging is as follows. The algorithm starts with the first rectangle and 
adds the points of the second rectangle and finds the width of the containing rectangle. If this width 
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is less than W
9
, then the points from the second rectangle are merged with the first rectangle point 
set to form a new point set. If width is greater than W
9
, the algorithm concludes that the transition 
point must remain the same and repeats the same process starting from the second point set. In 
the case of Figure 9, point sets from A through Band B through C merged because the containing 
rectangle width was less than W
9
. In the same example, when the algorithm tries to merge point 
sets Q through R and R through S, the algorithm fails because the containing rectangle width is 
greater than W
9
• This makes the point R a transition point. It is seen that the algorithm performs 
well on finding the transition points as well as finding the correct number of edges. The 
performance of the next algorithm depends very much on the performance of this algorithm. If 
Algorithm-A makes a mistake in merging all the small rectangles making up a straight edge, the 
circular edge algorithm (Algorithm-8) fails. 
The computational complexity of the algorithm is computed as follows. Let N, be the 
number of edges and m be the average number of points per edge. Two extreme cases can be 
identified. The first case is the "best case", and occurs when no edges can be merged. The second 
case can be termed the worst case and occurs when all edges can be merged. The computational 
complexity of the best case is of the order Q(N,m), which is equivalent to Q(N). The worst case 
complexity is computed as follows: 
complexity of merging the edges is= O(m)+2*0(m)+ ..... +N, *O(m) 
= (1 +2+ ..... N,) * O(m) 
= N,(N,+1)/2 * O(m) 
= O(m*N,2) 
Upper bound complexity = O(N,N) 
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3.7 ALGORITHM-8 
This algorithm detects the transition points between circular edges. Before this algorithm 
is executed, the merged rectangles from Algorithm-A are sorted according to their length. A 
nominal file which is usually obtained from the CAD database, supplies more information about the 
part. The information required now, is the number of straight edges "n" in the nominal part. The 
first "n" long rectangles are the straight edges and so these rectangles are removed from the list. 
The information about the remaining rectangles is retained. If the nominal part does not have any 
circular edges, no further action is needed since there are only straight edges. If the nominal part 
information suggests that there are circular edges, but there are no transition points between the 
circular edges then no further action is needed. The existence of no transition points between 
circles imply that the circles are not next to each other. If none of the above branches were taken, 
the following algorithm is executed: 
Step-81 
Step-82 
Decomposition of the curve with circular transition points into subsets that 
fit within rings of width W1• 
Merging the neighboring rings into larger-width rings of size Wg. 
This algorithm is similar to Algorithm-A except that rectangle finding is replaced by ring 
finding. In this project, the minimum width ring located at the center of some "best" circular arc fit 
to the point set is used. This method is an approximation to the optimal position suggested in [2], 
but is simpler to implement. The best arc fit used in this project is an implementation of the 
algorithm by Thomas and Chan[3]. This arc fit technique uses an error norm based on areas. This 
gives two linear equations that can be solved in O(M), where Mis the number of points to be fitted. 
Thus the computational complexity of Algorithm-8 is similar to that of Algorithm-A, but N is replaced 
with M. 
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Figure 13 shows a part fragmented into small rectangles after the execution of Algorithm-A. 
Figure 14 shows the approximate point of transition between the two circles after the execution of 
Algorithm-8. The detection of transition points by Algorithm-8 depends on the type of object under 
consideration. If there are two circles with a large difference in radii, then the algorithm can easily 
find the transition point. But in the case of an object such as shown in Figure 14, there is a portion 
of the curve where the radius is within acceptable range from the centers of both the circles. This 
presents a complicated problem in finding the exact transition point. 
08 
~ 




COMPARISON OF ACTUAL PART WITH THE NOMINAL PART 
4.1 INTRODUCTION 
On the execution of Algorithm-B, the resultant rectangles and rings represent the features 
or the edges of the actual object. The next part of the project is to compare the features of the 
actual part to the features of the nominal part to examine if they are identical. This comparison is 
necessary before the actual process of inspection is performed. 
At this point a feature table must be created. The actual part has an Actual Part Feature 
Table(APFT) and the nominal part has a Nominal Part Feature Table (NPFT). The feature table 
lists each feature with an index, the type of each feature, the start point and the end point, and the 
departure and arrival vectors. From this information, the relative length for a straight edge and the 
relative radius in the case of a circular feature are computed. The relative lengths and relative radii 
are determined as follows. The longest rectangle in the contour is given a value "1 ", and the other 
rectangles are given relative length values based on their length with respect to the longest 
rectangle. In the case of relative radius, the largest radius is given a relative radius value of "1 ", 
and the remaining radii are given proportionate values based on their radii in comparison to the 
largest radius. It is possible to have two features with relative lengths or radii of "1" in a contour. 
In the feature table, a "1" represents a straight feature while a "2" represents a circular feature. The 
feature table also keeps track of the start point and the end point of each feature. APFT also 
contains four more fields to accommodate the arrival and departure vectors. These vectors are 
non-zero only for circular edges and are set to zero for straight edges. The NPFT must contain all 
of the above information except the start point, end point, the arrival and departure vectors. The 
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NPFT has a field called the Turn Angle. Turn angles represent the anQle that each edge or feature 
makes with the previous edge. An elaborate discussion on Turn Angles and about the arrival and 
departure vectors can be found in the Algorithm-E description. The nominal part file also provides 
a sequence in which the features are present in the nominal part file. Table I and Table II show 
a typical APFT and NPFT. Table I shows the various fields of the APFT. They are as follows : 
1. Feature Type 
2. Start point X coordinate 
3. Start point Y coordinate 
4. Departure vector X coordinate 
5. Departure vector Y coordinate 
6. Arrival vector X coordinate 
7. Arrival vector Y coordinate 
8. End point X coordinate 
9. End point Y coordinate 
Table II shows the different fields in NPFT. They are as follows: 
1. Feature number 
2. Feature type 
3. Relative length for type "1" or radii for type "2" 
4. Turn angle 
The following discussion introduces three algorithms for the comparison of the parts. 
4.2 ALGORITHM-C 
This algorithm serves to find the match between the nominal and actual features based 
on the feature types. The start point and end point values in APFT are based on the pixel detection 
and hence the sequence of features in the APFT may be completely different from the NPFT 
sequence. The other objective of this algorithm is to find the starting feature in the APFT such that 
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the sequence of features in APFT is identical to NPFT. The technique used is as follows: 
The algorithm assumes that both APFT and NPFT have a pointer to point to each item in 
the table. To start with, these pointers are initialized to the first item in their respective tables. Then 
these pointer values corresponding to the feature type are compared. If they are the same then 
both pointers are moved down to the next item and a counter is incremented. If this item matches 
also, the pointer is moved down on item. But if the comparison fails, the pointers are initialized to 
a new starting point and the counter is set to zero. In the case of the APFT it would be the second 
item in the table but for NPFT, the pointer still starts at the first item. This process continues until 
every item in the APFT has become a starting point. Also every starting point that produced a 
counter value equal to the number of items in the table is recorded. If there are more than one 
counter reading recorded, it implies that there is a possibility of two or more acceptable sequences 
of features existing in this object. 
Figure 15 shows a contour of the actual part and the nominal part along with the starting 
points for their feature sequence. The actual part has a feature sequence of { 1 2 1 1 1 2 1 1 }. 
While the nominal part has a feature sequence of { 1 2 1 1 1 2 1 1 }. The algorithm sets the APFT 
pointer to the first feature, i.e "1 ". The NPFT pointer is also set to the first feature in the sequence 
i.e "1". The procedure mentioned in the above discussion is followed. The starting point on the 
APFT produces a counter reading of "8". This suggests that this point, point "a", could be a 
starting point for the feature sequence and is recorded. Next the APFT pointer starting point is set 
to the second feature and the counter is set to zero. As mentioned in the previous paragraph, the 
NPFT pointer is still set to the first feature. On comparing the feature types of the starting point, 
the algorithm finds that the features are dissimilar. Therefore this point can not be a starting point 
and is not recorded. This procedure continues until all the features in APFT have been tested for 
starting points. Now the algorithm checks the recorded starting points. In this case, the algorithm 
finds two possible starting points, point "a" and point "b". 
If the result was only one recording, then the task is complete. But if there is more than 
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TABLE I 
ACTUAL PART FEATURE TABLE (APFT) 



























000.00 000.00 000.00 000.00 
000.00 000.00 000.00 000.00 
200.00 149.00 250.00 149.00 
000.00 000.00 000.00 000.00 
000.00 000.00 000.00 000.00 
000.00 000.00 000.00 000.00 
250.00 099.00 200.00 099.00 
000.00 000.00 000.00 000.00 
TABLE II 




































one acceptable sequence as in the above example, both Algorithm-D and Algorithm-E are used 
to establish a possible unique sequence of features. If there was no recording, Algorithm-C denies 
any similarity between the actual part and the nominal part. In such a case, an error message is 
printed stating that the objects under comparison are not the same. 
4.3 ALGORITHM-D 
Algorithm-D is used only if there is no unique solution from Algorithm-C. The objective of 
Algorithm-D is to find a unique sequence of features if one exists, starting from the starting points 
obtained from Algorithm-C and comparing the relative lengths of the features. 
The methodology of comparison is the same as in the case of Algorithm-C except that the pointer 
in APFT is initialized to the starting points determined from Algorithm-C. The pointer in NPFT is 
initialized to the first item in the table. The difference in magnitude is always checked to be less 
than a prescribed percentage value. This maximum value is about five percent or .05 in relative 
length. In other words, the acceptable error in magnitude is five percent of the magnitude of the 
largest length edge. 
When using this algorithm for parts with circular edges, the comparison is made between 
the relative radii of the nominal part edge and the actual part edge. As in the straight edge, a 
prescribed value of error in percentage is accepted. The maximum percentage error is five percent 
of the nominal part radii. Values more than this can be used, but may not lead to the right solution. 
If the difference in both cases is less than the prescribed value, a counter is incremented. 
If the counter reaches the number equal to the number of items in the file, the starting point is 
recorded. The pointer of APFT is then reset to the next starting point obtained from Algorithm-C. 
If the difference is more than the given value and the counter is less than the number of items in 
the feature table, then the starting obtained from Algorithm-C is not an actual starting point for the 
sequence and thus can be discarded. This process is repeated until all the starting points obtained 
from Algorithm-C are explored. If this search leads to more than one starting point then Algorithm-E 
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is used. On the other hand, if only one starting point was recorded, the sequence is unique and 
is displayed. 
4.4 ALGORITHM-E 
Algorithm-E is the final algorithm on the comparison mode. This algorithm is used only if 
Algorithm-D fails to give a unique sequence of features. Here the Turn Angles for each feature are 
computed and compared with the nominal turn angles. Turn angle is the angle that a feature 
makes with its previous edge. This angle may take any value between zero to three hundred and 
sixty degrees. 
A graphical definition of tum angle is as follows, consider Figure 16. In this figure, E1 and 
E2 represents two edges between points P1 to P2, and P2 to P3, respectively. Let V1 and V2 be 
two unit vectors along E1 and E2 respectively and let C.S represent a right handed coordinate 
system at point P2 whose "x" axis along the direction of V1. The tum angle is defined as the angle 
made by vector V2 with respect to the coordinate system "C.S" in the conventional direction of 
angle measurement (counterclockwise). For the edges in the figure, V2 makes a turn angle of 270°. 
The turn angle computation varies with the type of edge. Straight edges have only one 
vector. But circular edges have two vectors, departure and arrival. The departure vector is the unit 
vector which is normal to an imaginary line passing through the center and the first point of the 
circular edge. The arrival vector is the unit vector which is normal to an imaginary line passing 
through the center of the circle and the last point on the circular edge. 
The turn angle calculation can be sub-divided into four cases based on the following 
sequence of consecutive features: 
1. Straight edge followed by Straight edge. 
2. Straight edge followed by Circular edge. 
3. Circular edge followed by Straight edge. 
4. Circular edge followed by Circular edge. 
£d 







The first case is the simplest of all. This involves calculating the angle made by the unit vector on 
the second straight edge with respect to an unit vector on the second straight edge. In the second 
case, the turn angle is the angle between the unit vector on the straight edge and the departing 
vector of the circular edge. For the third case, the turn angle is computed by finding the angle 
made by the arrival vector with respect to an unit vector on the following straight edge. In the last 
case, the turn angle is the angle made by the departure vector of the second circular edge and 
the arrival vector of the first circular edge. 
Figure 17 shows the same contour used in Algorithm-C. In this figure, the names V1 
through VS denote the unit vectors. Suffixes "a" and "d" denote the arrival and departure vectors 
and are found only for circular edges. The magnitude and direction of the vectors are computed 
from the information about the circular feature such as start point, end point, and radius. E1 to E8 
represent the edges in the contour. Edges E1, E3, E4, E5, E7, E8 are straight and E2 and E6 are 
circular edges. The following table is an example of the tum angle list for the contour in Figure.14. 
The edge symbol E. represents the edge for which the turn angle is listed and the edge symbol 
i; represents the edge to which the edge under E. makes the turn angle. V1 and v. represent the 
vectors of the first edge and the second edge respectively that were used for the angle 
computation .. 
E. i; v. V1 Turn angle(Degrees) 
E1 E8 V1 V8 270 
E2 E1 V2d V1 270 
E3 E2 V3 V2a 270 
E4 E3 V4 V3 270 
E5 E4 V5 V4 270 
E6 E5 V6d V5 90 
E7 E6 V7 V6a 90 
E8 E7 V8 V7 270 
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The turn angles thus calculated are stored in the APFT. As in the case of Algorithm-C and 
Algorithm-D, Algorithm-E also maintains a pointer in APFT and NPFT. The APFT pointer is 
initialized to the first starting point from Algorithm-D, while the NPFT pointer is initialized to the first 
item. The angles are now compared. The magnitude of the difference is added up for each item 
and stored. The process is continued for each of the starting points obtained from Algorithm-D. 
The best sequence is the one which has the least value stored in the magnitude item. But 
this value must be checked against a threshold value which is nonnally a few degrees. If there are 
more than one recording, then there is more than one starting point that provides the same result. 
Mirror-image-like objects can have more than one starting point for their feature sequence. 
Matching of type, relative lengths and radii are necessary conditions for a matching 
sequence. The following theorem shows that matching turn angles provide the sufficient conditions 
for matching. 
Theorem 1 
If two contours match in type sequence, relative lengths and radii (i.e. pass the necessary 
conditions), then they are identical if and only if they match in turn angles. Circles must also agree 
on the center-side with respect to the departure vector. 
Proof: Arbitrarily match an edge AB with its corresponding A'B' having the same length. 
If the edge AB is followed by a straight edge, say BC, then the edge BC is uniquely defined 
through 
(1) its length and 
(2) its angle of turn with respect to AB. 
Since these two are identical by the theorem premise, point C must match point c·. 
If edge AB is followed by a circular edge BC , then the circle is uniquely defined by: 
(1) its radius 
(2) its point of departure B 
(3) its starting and departing vectors 
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(4) the side where the center is located with respect to the departure vector. 
The proof is a graphical one as shown in Figure 18 and Figure 19. Consider point B 
(starting point) and radius R. Then, there are only two possibilities for the circle tangent to the 
departure vector and of radius R. 
Since the center must be on a particular side of the departure vector, only one of the 
circles are acceptable. The arrival vector uniquely identifies the end of the circular arc. Noting that 
both contours must be traversed in the same direction, point C is unique. This way, the entire 
contour can be matched and the contours are identical. The "only if" part of the theorem is obvious. 









PERFORMANCE AND ROBUSTNESS OF THE ALGORITHMS 
5.1 PERFORMANCE ON SIMULATED CONTOURS 
All the contours used in the description of the algorithms were simulated contours. These 
contours are obtained from the simulator program. This simulator program takes as input, the 
number of edges and the type of each edge. Based on the type of edge, the query is formulated 
to define the object. Here again, "1" represents a straight edge while "2" represents a circular edge. 
If the input to the type of edge decision is "1 ", then the program asks for the start point and 
the end point of the straight line. On the other hand if the type of edge is "2", then the program 
asks for the start point, the end point, the radius, and an arbitrary third point. Using this information, 
the simulator determines the center coordinates and the appropriate arc segment of circle. It is also 
possible to simulate a straight edge with low frequency distortion with this simulator. In such a 
case, the edge is defined to be of type "2" and the inputs are the start point, the end point, a large 
radius, and an arbitrary point on the desired segment of the circle. 
A random normal noise can be added to the points generated by the simulator and applied 
independently to the "X" and "Y" axes. Using this option, it is possible to generate various amounts 
of noise distortion on the contours and study their effect on the algorithm performance. 
5.2 PERFORMANCE WITH ACTUAL CONTOURS 
The boundary contour of a part was carefully drawn on a paper and processed using the 
vision system. This is shown in Figure 20. The part has a semi-circle followed by a quarter circle. 
The contour was obtained by processing the part's image obtained using the image capturing 
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system listed under the section titled Equipment. A simple thresholding followed by a contour 
tracing technique was used to detect the boundary pixels (11). For dimensional inspection, these 
boundary pixels must be transformed to actual coordinates through camera calibration. This 
calibration also compensates for the lens distortion. Since this transformation will make no 
difference in the location of the transition points, the pixel coordinates are used directly. 
Figure 21 is obtained as a result of executing Step-A1 followed by Step-A2 of Algorithm-A. 
The remaining non-straight edges are then processed by Algorithm-B. Algorithm-B detects the 
transition points shown in Figure 22. 
The program output closely matches the desired output both in the number of edges and 
the points of transition even for a crude and noisy measurement. 
5.3 ROBUSTNESS OF THE ALGORITHMS 
Any algorithm developed for a production line application must be multi-tasking and must 
be capable of handling a wide variety of situations. In an automated environment, any failure prone 
or highly sensitive programs are not used. Therefore it is important to list the cases where the 
suggested algorithms can lead to erroneous results along with their consequences. The following 
is a list of possible errors that may result: 
Type-1: The number of detected edges is different form the number of nominal 
edges. This is a fatal error because there is no point in comparing two 
completely different objects. 
Type-2: 
Type-3: 
The detected edges are incorrectly classified. This is a fatal error because 
there is no point in comparing two dissimilar objects. 
Transition points are inaccurately identified. This is not a fatal 
error, but may affect the inspection results. 
·v-w4ipo5rv' JO uonn~axa J9lN · ~G aJnti!::J 
"=~------, 
___ , ____ .,. ___ p_._,,_,.,_, __ _ 
"' .-__ -__ -__ -__ -__ -___________________ ..., ' ,... : 
. ~'\ 
-~ ~\~ ~~ _.-
' ' -





Type-1 error can happen after merging, when single edges are incorrectly fragmented or 
separate edges are coalesced by mistake. In the first case, the entire edge can not be fit within 
one rectangle or ring of the specified size W
9 
size. In the second case, W
9 
is so large that it covers 
more than one edge. If the maximum global distortion is W9max for a typical machined edge is 0.005 
inch; this implies that the machined edge will not have a distortion of more than 0.005 inch from 
beginning to the end. If the theoretical part contains two or more consecutive edges that can fit 
within one rectangle or ring of size W
9
=0.005 inch, then there is possibility of type-1 error. 
Consider Figure 23, where L1 and L2 are the lengths of the first and second edges 
respectively and e is the angle between the two edges. From this figure, the following relationship 




a2 = cos-1(W9 / L,) 
e = 01 + 02 
e > cos-1(W9 / L,) + cos-1(W9 / ~ 
for Type-1 error to occur. 
If L1=3 inches, ~=2 inches, and W9=0.005 inch, the angle e was found to be 179.7 
degrees. In this case, for type-1 error to occur, the angle between the edges should be greater 
than 179. 7 degrees. Since designs rarely have edges with this high an angle between them, type-1 
error provoking situations are virtually none. 
Type-2 error 
Type-2 error happens when the nominal part includes circular arcs with such a large radius 
of curvature that the entire arc or a portion of it can be fit within a rectangle so long that its length 
exceeds the length of at least one straight edge. In such a case, the arc will be classified as a 
straight edge. Alternatively, a straight edge can be so small that its length ends up becoming 
smaller than a part of a circle fitting into a rectangle of size W
9
• Considering Figure 24 and some 
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elementary geometry, the relationship between the edge length La and the arc radius R is 
approximately quadratic as shown below: 
From this figure it is seen that, 
Le = 2*R*Sin0 


















L 2 = 8*R*W 8 g 
R = la2 I W9 
This implies that for a type-2 error, the radius of the nominal circle must be greater than 
that given in the above equation. As an example, for a part with a 0.500 inch smallest edge length 
and a maximum distortion of W
9
=0.005, the radius of an arc of the part must be at least 6.250 
inches. Although this is unlikely for most mechanical parts, the above expression must be checked 
to assure that type-2 error will not happen. 
Type-3 error 
Type-3 error is more likely to happen, but only in rare cases it leads to incorrect inspection. 
The reason is that dimensional inspection of features can be performed from the edge information 
far removed from its transition points. This type of error takes place when W1 is set too large such 
that the points belonging to two edges may be included in one rectangle, where W1 is the local 
rectangle width. This situation is most severe when the difference in slopes of the neighboring 
edges is small. Using elementary geometry, it is possible to find the relationship between the error 
length Lerr• W1, and the angle e between two straight edges as follows: 
From Figure 25, the following relationship is derived. 
WI = ~rr • SIN(7t-0) 
Lerr = W/Sin(7t-0) 
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For a typical W1=0.001 and ~170 we find the error length to be 0.0057 inch which is quite 
small. A similar analysis for transition between straight edges and circles in the worst case, i.e., 
when the edge and circle are tangent, gives the maximum error length ~" and can be derived as 
follows: 
Consider Figure 26, where R denotes radius and W1 denotes the width of the rectangle. 
From the figure it is seen that, 
Lerr=R*0 
or 
R = w1 + R • cose 
cose = (R - W1)1R 
e = cos-1((R - w1)1R) 
Lerr= R COS-1(R-W/R) 
where R is the circle radius. For a typical W1 of 0.001, and R of 1.00 inch, the error length is 0.045 
which is quite small. For R=10 inches, the error is 0.14 which is still tolerable. 
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CONCLUSIONS AND FUTURE RESEARCH PROSPECTS 
In this research project, the problem of contour decomposition into straight and circular 
edges has been addressed. Two algorithms were presented to accomplish the task. The algorithms 
work well even when artificial high and low frequency noise is added to the data. On 
implementation of these algorithms on high performance workstations, the computational complexity 
of the algorithms pose no threat. 
The next possible stage of research would be to develop modules that can extract the 
needed information from a CAD database and create a nominal part file and nominal part feature 
table. The other module that could pose an interesting ground of research is the tolerance 
verification and its data structure, and image processing trainer module. Each object needs a 
particular image processing technique for best results. By using an image processing trainer 
module, a suitable technique can be chosen based on the results from implementing the available 
techniques. 
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