The core vertex set of a graph is an invariant of the graph. It consists of those vertices associated with the non-zero entries of the nullspace vectors of a {0, 1}-adjacency matrix. The remaining vertices of the graph form the core-forbidden vertex set. For graphs with independent core vertices, such as bipartite minimal configurations and trees, the nullspace induces a well defined three part vertex partition. The parts of this partition are the core vertex set, their neighbours and the remote core-forbidden vertices. The set of the remote core-forbidden vertices are those not adjacent to any core vertex. We show that this set can be removed, leaving the nullity unchanged. We show that for graphs with independent core vertices, the submatrix of the adjacency matrix defining the edges incident to the core vertices determines the nullity of adjacency matrix. To maximize the number of edges for optimal network graphs with a specified nullity, we determine which perturbations make up sufficient conditions for the core vertex set of the adjacency matrix of a graph to be preserved on adding edges.
Introduction
A graph G = (V, E) has a finite vertex set V = {v 1 , v 2 , . . . , v n } with vertex labelling [n] := {1, 2, ..., n} and an edge set E of 2-element subsets of V. The graphs we consider are simple, that is without loops or multiple edges. A subset U of V is independent if no two vertices form an edge. The open-neighbourhood of a vertex v ∈ V, denoted by N(v), is the set of all vertices incident to v. The degree ρ(v) of a vertex v is the number of edges incident to v. The induced subgraph G[V\S] of G obtained by deleting a vertex subset S, together with the edges incident to the vertices in S, is G − S. For simplicity of notation, we write G − u for the induced subgraph obtained from G by deleting vertex u and G − u − w when both vertices u and w are deleted.
The adjacency matrix A = (a ij ) of the labelled graph G on n vertices is the n × n matrix A = (a ij ) such that a ij = 1 if the vertices v i and v j are adjacent (that is v 1 ∼ v 2 ) and a ij = 0 otherwise. The nullity η(G) is the algebraic multiplicity of the eigenvalue 0 of A, obtained as a root of the characteristic polynomial det(λI − A). Since A is real and symmetric, the geometric multiplicity of an eigenvalue is the same as its algebraic multiplicity. In particular, the nullity η(G) of G is the multiplicity of the eigenvalue 0. It corresponds to the dimension η(A) of the nullspace ker(A) of A. If G is a graph on n vertices, its rank is rank(G) = n − η(G). Graphs, for which η(G) > 0, are singular. In [1, 2] , the terms core vertex, core-forbidden vertex and kernel eigenvector for a singular graph G are introduced. The kernel eigenvector refers to a non-zero vector x in the nullspace of A, that is, it satisfies Ax = 0, x = 0. Definition 1. [3] A core vertex (cv) of a graph G corresponds to a non-zero entry of some kernel eigenvector of G. A vertex u is a core-forbidden vertex (c f v), if every kernel eigenvector has a zero entry at position u.
It follows that a vertex of a singular graph G is either a cv or a c f v. The set of core vertices is denoted by CV, and V \CV by CFV.
As a consequence of the well-known Cauchy's Inequalities, referred to as the Interlacing Theorem for real symmetric matrices [4] , CFV is the disjoint union of the sets {c f v mid } and c f v upp . Deleting a c f v mid leaves the nullity of the adjacency matrix unchanged, whereas if a c f v upp is removed the nullity increases by 1.
Graphs with no edges between pairs of vertices in CV have a well defined vertex partition, which facilitates the form of the adjacency matrix in block form as shown in (1) on page 8.
Definition 2.
A graph is said to have independent core vertices if no two core vertices are adjacent.
If CV is an independent set, then the core-forbidden vertex set CFV is partitioned into two subsets: N(CV), the neighbours to the core vertices in G, and CFV R , the remaining vertices. A similar concept is considered in [5, 6] for the case of trees.
Definition 3.
A core-labelled graph G has an independent CV. The vertex set of G is partitioned such that V = CV∪ N(CV)∪ CFV R . The vertices of CV are labelled first, followed by those of N(CV) and then by those of CFV R .
In Section 2, we show that removing a pendant edge from a graph not only preserves the nullity but also the type of vertices.
In Section 3, we determine the nullity of the submatrices of the adjacency matrix for a graph in the class of graphs with independent core vertices. The remote core-forbidden vertices do not contribute to the equations involving the the nullspace vectors and can be removed to obtain a slim graph. In Section 4, bipartite minimal configurations are shown to be slim graphs with independent core vertices. Moreover all vertices in N(CV) of a bipartite minimal configuration are shown to be upper core-forbidden vertices. In Section 5, we obtain results on the nullity and number of the different types of vertices of singular trees in the light of the results obtained in Section 3. In Section 6 the types of non-adjacent vertex pairs that can be joined by edges in a graph under various constraints associated with the nullspace of A are determined.
The study of perturbations to networks finds many applications, in information technology and social networks in particular [7, 8, 9] . The results presented here will be of interest in the study of perturbations to networks to maximize the number edges of a singular graph while maintaining the same core vertex set. The behaviour of graph invariants, when applying changes to a graph with constraints associated with the nullspace of the adjacency matrix, lead to optimal architectures with a specified nullity, retaining the independence of the core vertex set or of the core-labelling.
Graphs with Pendant Edges
By definition of CV and CFV, the nullspace of A induces a partition of the vertices of the associated graph G into CV and CFV. The set CV is empty if G is non-singular and non-empty otherwise. It could happen that CFV is empty in which case the graph is singular and it is a core graph. Consider two graphs on 4 vertices. The path P 4 is non-singular whereas the cycle C 4 is a core graph of nullity two.
A quick method to obtain the nullity and kernel vectors of a graph known as the Zero Sum Rule. The neighbours of a vertex are weighted so that their weights add up to zero. Repeating this for each vertex gives the minimum number η(G) of independent parameters in which to express a generalized vector. Figure 2 shows a graph of nullity two with the entry of a generalized kernel vector next to each vertex, in terms of the parameters a and b.
We are interested in the change in the type of vertices on the deletion of vertices and edges. Deleting a core-vertex from an odd path P 2k+1 transforms the core vertices to CFV upp . Similarly, deleting a CFV upp vertex from the cycle on six vertices C 6 transforms some of the core-forbidden vertices to core-vertices. Removing a core vertex and a neighbouring c f v may reduce the nullity. Consider the 4 vertex graph by identifying an edge of two 3-cycles. Removing the identified edge increases the nullity by 1, whereas removing any of the other edges decreases the nullity by 1.
However, it is well known that removing an end vertex v (whether cv or c f v) and its unique neighbour u, from a graph G, leaves the nullity unchanged in G − u − v. We give a proof of this result that also sheds light on the type of vertices in G − u − v. Theorem 4. Let w be an end vertex and u its unique neighbour in a singular graph G. The nullity of G − u − w is the same as that of G. Moreover, the type of vertices in G − u − w is preserved.
Proof. Let u, w be the n − 1 th and n th labelled vertices, respectively, of a graph on n vertices. The adjacency matrix A(G) satisfies
Hence y is 0 and A(G − u − w)x = 0. Also z depends on x and the neighbours of w. Hence the nullity of G − u − w is equal to the nullity of G. This is because there is a 1-1 correspondence between the kernel eigenvectors in G − u − w and the kernel eigenvectors in G. Whatever z is, this 1-1 correspondence holds. So the number of linearly independent vectors in the nullspace of G is equal to the number of linearly independent vectors in the nullspace of G − u − w. Also, on removing the end vertex and its neighbour, the non-zero entries of x for G − u − w will be the same as for G. Hence, the core and core-forbidden vertices in G − u − w are the same as those in G.
In a tree, it is possible to remove end vertices and associated unique neighbours successively until no edges remain.
Corollary 5. For a tree T, the number of isolated vertices, obtained by the removal of end vertices and their unique neighbours in T and in its successive subgraphs, is η(T).
Proof. By Theorem 4, the types of vertices of the subgraph obtained, after the removal of a pendant edge, are preserved. Indeed, the graph obtained by removing all pendant edges in T and in the subgraphs obtained in the process, is K η , which has nullity η.
Since by Theorem 4, the vertices of K η are in CV of T, we can deduce the following result: Proposition 6. A singular tree T has at least 2 core vertices which are end vertices.
Proof. Starting from any end-vertex in T, if the order of pendant-edge removals, as described in the proof of Corollary 5, is chosen appropriately, then at least one vertex u of K η is an end-vertex which is a cv of T.
Similarly, starting from the end-vertex u of T, then there is another endvertex w of which is a cv of T.
At least one end vertex u of T is a core vertex. Successive pendant-edge removals from T, starting with u and its neighbour, until H consisting of isolated vertices which include end vertices of the original tree. These are also core vertices of T. Hence besides u, there is another end vertex w of T which is a core vertex.
A matching in a bipartite graph is a set of edges, no two of which share a common vertex. The matching number t is the number of edges in a maximal matching [10] . From Corollary 5, η(T) = n − 2t.
Graphs with independent core vertices
In a singular graph, core vertices may be adjacent. Indeed, in a core graph (not K r ), each edge joins two core vertices. The family of cycles C 4k , k ∈ N consists of core graphs of nullity 2.
By definition, a singular graph has a non-empty CV. If in a singular graph N(CV) is empty, then the graph is a core graph.
It is convenient to work with graphs for which CFV R is empty. Removal of CFV R from a graph leaves the type of vertices in the resulting subgraph unchanged.
Definition 7.
A connected singular graph G is a slim graph if it has an independent CV and CFV is precisely N(CV). 
From Definition 7, it follows that a singular graph is slim if and only if its
CV is an independent set and its CFV R is empty.
For a core-labelled graph the adjacency matrix A is a block matrix of the form,
The submatrix Q plays an important role to relate the linear independence of its columns to the nullity of G.
Lemma 8. Let G be a singular core-labelled graph. Then η(Q ) = η(G).
Proof. For a core-labelling of G, let
Thus there are as many linearly independent kernel vectors of A as there are of Q . It follows that Dim (Ker(Q )) = Dim (Ker(A)). Lemma 9. Let G be a singular core-labelled graph. For a core-labelling of G, the columns of Q are linearly dependent and rank(Q) < |CV|.
Proof. Since Dim (Ker(A)) ≥ 1, then Dim (Ker(Q )), there is a non-zero linear combination of the columns of Q that is equal to 0, i.e. Q x CV = 0. Hence linear dependence of the colums of Q follows. Since column rank is equal to row rank, it follows that rank(Q) < |CV|. Proof. By the well known dimension theorem, Dim(Domain(Q )) = Dim(Ker(Q ))+ Dim(Im(Q )).
It is clear that for a singular core-labelled graph, if |CV| ≤ |N(CV)|, then the columns of Q are linearly dependent. This also follows from Lemma 9. Since rank(Q) < |CV|, by the premise, rank(Q) < |N(CV)|, and thus the |N(CV)| columns of Q are linearly dependent. We shall now determine a necessary and sufficient condition for Q to have full rank.
Theorem 11. Let G be a singular core-labelled graph. The matrix Q has linearly independent columns if and only if η(G) = |CV| − |N(CV)|.
Proof. The matrix Q has full rank if and only if rank(Q) =Dim(Im(Q)) = |N(CV)|. By Theorem 10, the necessary and sufficient condition for the matrix Q to have linearly independent columns is that η(G) = |CV| − |N(CV)|.
Recall that the vertex set V of a core-labelled graph is partitioned into CV, N(CV) and CFV R . On deleting N(CV) and CV from a graph, the subgraph induced by CFV R remains.
Theorem 12. The subgraph induced by CFV R for a core-labelled graph is nonsingular.
Proof. Using an adjacency matrix A of the form (1) . Graphs with independent core vertices include the family of half cores. A half core is a bipartite graph with one partite set being the set CV and the other partite set being CFV. In Section 5, we shall see that trees also have independent core vertices. Unicyclic graphs can be considered to be the coalescence of a cycle C r with r trees (some or all of which may be the isolated vertex P 1 ), each tree T v coalesced with C r at a unique vertex v of the cycle. The coalescence of two graphs is obtained by identifying a vertex of one graph with a vertex of the other graph, so that this vertex becomes a cut vertex. If r = 4k, k ∈ Z + , then the unicyclic graph has independent core vertices. If r = 4k and the vertex v of at least one tree T v which is coalesced with the cycle is a core-forbidden vertex, then the unicyclic graph also has independent core vertices. Moreover, if r = 4k and the vertices v of each tree T v which is coalesced with the cycle is a core vertex, then the unicyclic graph must have nullity more than 1.
Bipartite Minimal Configurations
In [2, 3] , the concept of minimal configurations (MCs) as admissible subgraphs, that go to construct a singular graph, is introduced. It is shown that there are η MCs as subgraphs of a singular graph G of nullity η > 0. A MC is a graph of nullity 1 and its adjacency matrix A satisfies Ax = 0 where x = 0 is the generator of the nullspace of the adjacency matrix A of G. The core vertices of a MC induce a subgraph termed the core F with respect to x. Among singular graphs with core F and kernel vector x, a MC has the least number of vertices and there are no edges joining pairs of core-forbidden vertices. For instance, the path P 7 on 7 vertices is a MC with x = (1, 0, −1, 0, 1, 0, 0, 0) .
Definition 13. (Minimal Configuration)
A Minimal Configuration (MC) is a singular graph on a vertex set V which is either K 1 or if |V| ≥ 3, then it has a core F = G [CV] and periphery P = V\CV satisfying the following conditions,
ii. P = ∅ or P induces a graph consisting of isolated vertices,
iii. |P | + 1 = η (F).
Note that a MC Γ is connected. To see this suppose Γ is G 1 ∪ G 2 , labelled so that the core vertices of G 1 are labelled first followed by its cfv, then the cv of G 2 followed by its cfv. There exists nullspace vector (x 1 , 0, x 2 , 0), of A with each entry of x 1 and of x 2 non-zero. Since (x 1 , 0, 0, 0) , and (0, 0, x 2 , 0), are conformal linearly independent vectors in the nullspace of A, the nullity of G is at least 2, a contradiction. For nullity to be 1, it follows without loss of generality, that x 2 = 0. But then all vertices in G 2 lie in the periphery and by definition of MC, they form an independent set. Hence G 2 consists of isolated vertices that add |G 2 | (> 0) to the nullity of G 1 , a contradiction. Hence G must consist of one component only.
The n-vertex set of a bipartite graph G(V 1 , V 2 , E) is partitioned into independent sets V 1 and V 2 and has edges in E between vertices in V 1 and vertices in V 2 .
If the vertices in V 1 are labelled first, then the adjacency matrix of G is of the form
where the |V 1 | × |V 2 | matrix S describes the edges between V 1 and V 2 .
The rank of A is n − 2 rank(S). We have proved the following result:
Proposition 14. The nullity of the adjacency matrix of an n-vertex bipartite graph and n are of the same parity.
In particular, a bipartite non-singular graph has an even number of vertices.
To explore bipartite MCs it is convenient to consider first a singular bipartite graph of nullity 1. Its CV is necessarily an independent set.
Proposition 15. The core vertex set CV of a bipartite graph of nullity 1 is an independent set.
Proof. Let G(V 1 , V 2 , E ) be a bipartite graph with partite sets V 1 and V 2 . We show that CV ⊆ V 1 , without loss of generality.
Suppose CV ⊆ V 1 ∪ V 2 . Then there exists x = α 1 , ..., α |V 1 | , β 1 , ..., β |V 2 | , x = 0, not all the α i such that Ax = 0, where are zero and not all the β j are zero. Then A α 1 , ..., α |V 1 | , 0, ..., 0 = 0 and A 0, ..., 0, β 1 , ..., β |V 2 | = 0, showing that A has two linearly independent nullspace vectors. This contradicts that the nullity of a MC is 1.
Hence without loss of generality, β j = 0, 1 ≤ j ≤ |V 2 |, showing that the core vertices lie in V 1 .
Theorem 16. Let G be a bipartite graph, of nullity 1, on n vertices with partite vertex sets V 1 and V 2 . Then,
Proof. Let the adjacency matrix of G be as in (2). i. Since rank(A) = 2 rank(S) and η(G) = 1, then by the dimension theorem, n = 2 rank(S) + 1, which is odd.
ii. Without loss of generality, let |V 1 | > |V 2 |. Then rank(S) ≤ |V 2 |.
iii. The proof of Proposition 15 shows that CV ⊆ V 1 .
A MC has nullity equal to 1. For a bipartite MC, with partite sets V 1 and V 2 , with |V 1 | > |V 2 |, we have |V 1 | = |V 2 | + 1.
Corollary 17. Let G be a bipartite MC with vertex partite sets V 1 and V 2 , where V 1 > V 2 . Then the set CV of core vertices is V 1 and the set CFV ( that is P) is V 2 .
Proof. By Theorem 16(iii), CV ⊆ V 1 . Since P = V\CV, then P ∩ V 1 = ∅. This follows since a minimal configuration is connected and V 1 is an an independent set. Thus P ⊆ V 2 . Moreover CV = V 1 and |P | = |V 2 |.
Note that P is an independent set. Thus the only neighbouring vertices of a vertex in P are in CV. Another characterization of a bipartite MC focuses on the removal of extra vertices and edges, producing a slim graph (Definition 7, page 7), from a singular bipartite graph of nullity 1.
Theorem 18. A graph G(V 1 , V 2 , E), |V 1 | > |V 2 | is a bipartite MC if and only if it is a slim bipartite graph of nullity 1 with CV = V 1 .
Proof. Let G(V 1 , V 2 , E) be a bipartite MC, |V 1 | > |V 2 |. Then it has nullity 1 and |V 2 | = |V 1 | − 1. The set V 1 is CV and V 2 is CFV = P. Thus it has no CFV R and is therefore a slim graph of nullity 1.
Conversely, let G(V 1 , V 2 , E) be a slim bipartite graph of nullity 1, with CV = V 1 . Then |V 2 | = |V 1 | − 1 and V 2 = CFV. Removal of V 2 leaves the core F, induced by CV, with nullity |CV| increasing the nullity from 1 to |V 1 |. But then the nullity increases by one with the removal of each vertex in V 2 . Thus P = V 2 and is an independent set. Also η(F) = |V 1 |.
It is worth mentioning that stipulating that a MC is bipartite can do away with the third axiom of a general MC.
Nullspace Vertex Partition in Trees
Trees are the most commonly studied class of graphs [11] . In this section we explore MC trees and singular trees in general. First we need a result on the number of core vertices adjacent to any vertex of a singular graph on more than 1 vertex.
Lemma 19.
A vertex of a singular graph cannot be adjacent to exactly one core vertex.
Proof. A graph is singular if there exists x ∈ R n , x = 0, such that Ax = 0.
Let v ∈ V(G). The vth row of Ax = 0 can be written as ∑ i∼v x i = 0. The neighbours of v may be all c f v. If not, and w is a cv, w ∼ v, then x w = 0. But then there exists at least one other cv w , w ∼ v with x w = 0 to satisfy ∑ i∼v x i = 0.
Proposition 20. Let T be a singular tree. Then T has independent core vertices.
Proof. A tree T has at least 2 pendant vertices. Each pendant vertex has a unique neighbour, which is c f v. Thus each tree has a non-empty CFV.
Suppose v 1 and v 2 are adjacent core vertices of G.
By Lemma 19, any vertex u ∈ N(CV) has to be adjacent to at least two core vertices. Therefore, there has to be another core vertex v 3 that is distinct from v 1 , and adjacent to v 2 . For the same reason, there has to be another core vertex v 4 . This is distinct from v 2 , and adjacent to v 3 .
Repeating this argument, we find an infinite sequence of adjacent core vertices v 1 , v 2 , v 3 , v 4 , ... such that v k = v r , r < k, as otherwise cycles occur in T. However, this is impossible if the graph is finite. Hence the core vertices in a tree are an independent set.
For a tree, the structure of the subgraph induced by CFV R will prove useful in Theorem 26 and Proposition 28.
Theorem 21. For a core-labelling of a singular tree T, the subgraph induced by CFV R has a perfect matching.
Proof. In Proposition 12, we show that M as in (1 ) is invertible. Hence the subgraph induced by CFV R has a perfect matching (a one-factor).
We shall now use the concept of subdivision for the proof of the characterization of a MC tree.
Definition 22.
A subdivision S of a connected graph G on n vertices and m edges is obtained from G by inserting a vertex of degree 2 in each edge. Thus S has n + m vertices and 2m edges. Corollary 24. For a tree T, the incidence matrix B has full rank.
. Since there are only 2 non-zero entries in each column of B, α u = −α w for edge {u, w}. For a connected graph, it follows that the nullspace of B has dimension 1 for a bipartite graph and 0 otherwise. The tree T is bipartite and m = n − 1. Hence the rank of B which is the same as the rank of B is m.
Corollary 25. The subdivision of a tree is singular with nullity 1.
Proof. This follows immediately from Lemma 23 since from Corollary 24, the nullspace of B B is {0} for a tree with m = n − 1.
In [12] , a characterization of MC trees is presented. Here we give a different proof by using Corollary 25.
Theorem 26. [12] A tree is a minimal configuration if and only if it is a subdivision of another tree.
Proof. Let T be a MC with |CV| = n and |P | = |N(CV)| = m. Then m − n = 1. Note that both CV and N(CV) are independent sets, the partite sets of T . Also the number of edges of T is m + n − 1 = 2m. Thus each vertex of P (T ) has degree 2. Therefore T is the subdivision of a tree T on n vertices and m edges.
Conversely, let T be a tree on n vertices and m edges and let S be its subdivision. Then by Corollary 25, S has nullity 1.
Since S is a singular tree, then by Proposition 20, CV is an independent set. Hence S has a core-labelling.
Let the partite sets V 1 and V 2 in S be the original vertices of T and the inserted vertices, respectively. Note |V 1 | = |V 2 | + 1.
Recall that V 1 in S was the set of original vertices of T. Let w ∈ V 1 . The subgraph S − w of S, obtained from S after removing w has a perfect matching with edges {u i , w j }, u i ∈ V 2 , w j ∈ V 1 . Hence S − w has nullity 0.
This means that the nullity of S decreases on deleting w. Hence w ∈ CV, that is V 1 ⊆ CV. The subset V 1 is therefore CV in S.
We now consider V 2 , which is a partition of N(CV) and CFV R . Since the S is connected, then V 2 = N(CV). It follows that S is a bipartite slim graph of nullity 1, with V 1 = CV. By Theorem 18, S is a bipartite MC.
Note that the subgraph of S, obtained after removing u ∈ V 2 , is a subdivision of a forest of two trees and has nullity 2. Repeating the process until all the vertices in V 2 are removed, the nullity increases to V 1 . Hence the nullity increased by 1 with each vertex deletion. It follows that each vertex in V 2 is an upper c f v.
It is worth noting that the incidence matrix B appearing as a submatrix of the adjacency matrix of a subdivision of a tree in (3) is precisely Q in (1).
The size of the periphery of a MC tree is related to the matching number t.
Proposition 27. If T is a minimal configuration tree, then t = |N(CV)|.
Proof. For a MC tree, η(T ) = 1 = n(T ) − 2t. Also, by Theorem 26, T is the subdivision of a tree T on n vertices and m edges. So n(T ) = n + m and 2t = n + m − 1 = 2m. Since NCV(T ) = P (T ) are the vertices inserted in the edges of T to form the subdivision, t = m = |N(CV)|. For a general singular tree T, a maximal matching consists of the pendant edges removed, until K η(T) is obtained, starting from any end-vertex in T.
Starting from a slim forest, one can extend to a general tree T by adding pairs of adjacent vertices in CFV R (T ).
The next result is on the rank of Q in the adjacency matrix of a corelabelled tree.
Theorem 29. If T is a core-labelled tree, then the columns of Q are linearly independent.
Proof. For a core-labelled graph G, by Theorems 10, η(G) = |CV| − rank(Q). For a tree, η(T) = n − 2t. By Proposition 28, 2t = 2|N(CV)| + |CFV R |. Hence η(T) = |CV| − |N(CV)|. Thus rank(Q) = |N(CV)|. By Theorem 11, Q has full rank and the |N(CV)| columns of Q are linearly independent.
Nullspace Preserving Edge Additions
By Cauchy's Interlacing Theorem for real symmetric matrices, the nullity changes by at most 1, on adding or deleting a vertex. If the vertex is a c f v mid , the nullity is preserved. We now explore when the nullity and the core vertex set are preserved on the addition of an edge. We use again the vertex partition into CV, N(CV) and CFV R induced by a corelabelling. We consider adding an edge between two vertices within a part or between two parts of the partition.
Theorem 30. Let G be a core-labelled graph. Let u ∈ CV and w ∈ N(CV), such that u w in G. Let G := G + e be obtained from G by adding an edge e such that the core-labelling is preserved, where e := {u, w}. Then η(G ) ≥ η(G). Moreover, there is a vector x CV which is in Ker (Q ) but not in Ker (Q ) and a vector y CV which is in Ker (Q ) but not in Ker (Q ) .
Proof. For a core labelling of a graph G, with vertices u ∈ CV and w ∈ N(CV) labelled 1 and |CV| + 1 respectively such that u w in G, we write u = 1 and w = |CV| + 1. Let the adjacency matrix A be as in (1) . On adding edge {u, w}, the adjacency matrix A of G satisfies
Since u is a cv, there exists x (1) in the nullspace of A with the first entry α non-zero. If η(G) > 1, let x (1) , x (2) , ..., x (η(G)) be a basis for the nullspace of G, such that only x (1) has the first entry non-zero. Denoting column i of the identity matrix by e i and writing x (1) 
with (1), row w of A x (1) is e w (Q ) x CV = e w Q x CV + α = α = 0.
Hence Q x (1) CV = 0. By the proof of Lemma 8, A x (1) = 0. Thus x (1) is a vector in the nullspace of A but not in the nullspace of A . Moreover, (Q ) x (i) CV = 0, for 2 ≤ i ≤ η(G). Thus the η(G) − 1 vectors x (2) , ..., x (η(G)) lie in the nullspace of G .
Since CV is preserved on adding edge {u, w}, u is also a core vertex in G . Hence there is another vector y (1) in the nullspace in A with the first entry non-zero. Therefore η(G ) ≥ η(G).
A similar argument as above yields η(G ) ≤ η(G), so that the graphs G and G have the same nullity. Moreover, x (1) is a vector in the nullspace of A but not in the nullspace of A whereas y (1) is a vector in the nullspace of A but not in the nullspace of A.
As a consequence of Theorem 30, addition of an edge from a vertex in CV to a vertex in N(CV) which preserves the core-labelling does not change the nullity but may change the nullspace. The addition of edges between two vertices in CV vertices is not possible as the core-labelling will not remain well defined. Furthermore, the addition of an edge between a CV vertex and a CFV R vertex is not permissible either as the core-labelling changes.
Therefore, only the following edge additions are left to be considered:
Before presenting results on the perturbations that satisfy constraints relating to the nullspace of A, we give examples of the effect on adding an edge to graphs with independent core vertices. Figure 5 shows the half cores H of nullity 2 and H + e 3,14 with the same core vertices but with different nullspace vectors of their adjacency matrix. The nullspace of A(H) is generated by {{0, −1, 0, 0, 0, 1, 0, −1, 0, 1, 0, −1, 0, 1}, {0, −1, 0, −1, 0, 1, 2, 0, 0, 0, 0, 0, 0, 0}} and on adding the edge {3, 14} the nullspace generator of A(H + e {3,14} ) becomes {{0, −1, 0, 1, 0, 1, 0, −2, 0, 2, 0, −2, 0, 2}, {0, −1, 0, −1, 0, 1, 2, 0, 0, 0, 0, 0, 0, 0}}. We give another example where the nullity changes from 0 to 2 on adding an edge. The perturbation to the tree T shown in Figure 6 is the addition of edge {1, 2}. The nullspace of A(T ) is generated by {0} and on adding the edge {1, 2} the nullspace generator of A(T + e 1,2 ) becomes {{0, 1, 0, −1, 0, 1}, {−1, 0, 1, 0, 0, 0}}. Proposition 31. Let G be a graph with independent core vertices. Let u and w be core-forbidden vertices, such that u w in G. Let G := G + e be obtained from G by adding the edge e = {u, w}. If the nullity is preserved, then G + e has the same nullspace and core-labelling of G.
Proof. Let G be labelled so that A is a block matrix as in (1) . We show that a kernel eigenvector x of A(G) is a kernel eigenvector for A(G ). Let x CV be the restriction of x to the core vertices of G. Then x = (x CV , 0) = α 1 , ..., α |CV| , 0, ..., 0 . By definition of a kernel eigenvector, A(G)x = 0. Therefore Q x CV = 0. Now, on adding edge e the change in A(G) is contained in the blocks associated with the core-forbidden vertices. Therefore, A(G )x = Q x CV = 0.
Therefore the kernel eigenvectors of A(G) are also kernel eigenvectors of A (G ). Thus CV(G) ⊆ CV (G ), that is η(G) ≤ η (G ). If a cfv in G becomes a cv in G , then the nullity increases. But the nullity is preserved. Hence CV is preserved and so is the nullspace. In turn, it follows that N(CV) and core-labelling of G are unaltered by the perturbation.
Theorem 32. Let G be a graph with independent core vertices. Let u and w be core-forbidden vertices, such that u w in G. Let G + e be an edge addition to G, where e = {u, w}. Then, nullity is preserved if and only if CV(G) = CV(G + e).
Proof. Let the nullity be preserved. By Proposition 31, it follows that the core-labelling is preserved and hence CV(G) = CV(G + e).
Conversely, let CV(G) = CV(G + e). Since the added edge is amongst the core-forbidden vertices in G, then Q(G) = Q(G + e). By Theorem 5, η(G) = |CV(G)| − rank(Q(G)) = |CV(G + e)| − rank(Q(G + e)) = η(G + e) and hence nullity is preserved.
Adding edges to a graph may retain the core vertex set but not the nullity.
In the search for optimal network graphs with a constraint related to the nullspace of the adjacency matrix, one may start with a slim graph and add an admissible edge at a time joining non-adjacent vertices. The goal can be the preservation of one or more of the three properties associated with the nullspace of the adjacency matrix. These are the nullity, the corevertex set and the entries of the normalized basis vectors of the nullspace of the adjacency matrix. Depending on the property to be preserved, edges can be added, one at a time, to obtain optimal networks with a maximal number of edges having the constant property.
