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In recent decades, with the explosive growth of textual information available in the
World Wide Web, the ensuing needs of organizing and accessing these documents
in flexible ways also increased. Text categorization (TC) is such one solution to
this problem, which classifies natural language documents into a predefined set of
semantic categories.
Automatic text categorization plays a crucial role in many applications to sort,
direct, classify, and provide the proper documents in a timely and correct man-
ner. It is a basic building block in a wide range of contexts, ranging from doc-
ument indexing, to document filtering, word sense disambiguation, population of
Introduction 2
hierarchical Web catalogues, and in general any application requiring document
organization or selective and adaptive document dispatching.
In this thesis, we generally treat the older term document categorization and
the newer terms text categorization and text classification as synonymous which
are different from text clustering. The term “text categorization” or “text classifica-
tion” is also called supervised text classification which has known label of training
data set in advance and automatically assigns the documents to a predefined set of
categories. This is the main topic of this thesis. However, the term “text cluster-
ing” is called unsupervised text classification and it performs without any known
labelled data set. Therefore, aside from the meaning of text categorization, the
term “text clustering” has also been used to mean the automatic identification of
such a set of categories and the grouping of documents under them.
Generally, building an automated TC system consists of two key subtasks. The
first task is text representation which converts the content of documents into com-
pact format so that they can be further processed by the text classifiers. Another
task is to learn the model of a text classifier which is used to classify the unlabelled
documents.
The algorithms which have been applied to TC task have been studied exten-
sively in recent decades and most of them are usually borrowed from the traditional
machine learning (ML) domain, such as Support Vector Machines (SVMs), kNN,
Decision Tree (DT), Na¨ıve Bayes (NB), Neural Network (NN), Linear Regression
(LR), etc. As a relatively new algorithm, SVM has a better performance than
other methods due to its ability to efficiently handle relatively high dimensional
and large-scale data sets without decreasing classification accuracy. In essence,
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kNN makes prediction based on the k training patterns which are closest to the
unlabelled (test) pattern. It is very simple and effective but not efficient in the
case of high dimensional and large-scale data sets. The DT algorithm is sometimes
quite effective but the consequent overfitting problem is intractable and needs to
be handled manually case by case. The NB method assumes that the terms in one
document are independent even this is not the case in the real world. The NN
method, usually used in artificial intelligence (AI) field has shown lower classifica-
tion accuracy than other machine learning methods.
The textual information is stored in many kinds of machine readable form, such
as PDF, DOC, PostScript, HTML, XML and so on. Before the computer applies
the text classifier to label the unknown document, the content of a document must
be transformed into a compact and interpretable format so that it can be further
recognized and classified by a computer or a classifier. This indexing procedure
is called text representation. Apart from the inductive learning algorithms, text
representation also has a crucial influence on how well the text classifiers can gener-
alize. Moreover, once given a learning algorithm, choosing the text representation
becomes the central modelling tool of building text classifier for several reasons.
First, excellent algorithms are few. Second, since the rationale is inherent to each
algorithm, the method is usually fixed for one given algorithm. Third, tuning the
parameters of algorithm shows lower improvement than one might expect for the
complexity of the algorithm. Furthermore, not all algorithms have such parame-
ters to tune. Therefore, the focus of this thesis is on the text representation for
text categorization.
In the traditional vector space model, the content of a document d is represented
A New Term Weighting Method for Text Categorization Man Lan
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as a vector in the term space, d = (w1, ..., w|T |), where |T | is the size of the
terms (sometimes called features) set and the value of wk between (0, 1) represents
how much the term wk contributes to the semantics of the document d. Thus,
there are two important issues for text representation: (1) what a term should
be and (2) how to weigh a term. As the basic indexing units for representing
the content of documents, terms can be at different levels, such as sub-word level
(syllables), word-level (single token), multi-word level (phrases, sentences), etc.
Different terms have different importance in a text, thus an important indicator wk
(i.e. term weight, usually between 0 and 1) associated with each term represents
how much the term wk contributes to the semantics of document for TC. The
widely-used term weighting methods are borrowed from traditional information
retrieval (IR) field, such as tf.idf, binary, term frequency and so on.
As we just mentioned, among the promising approaches to TC, SVM has a bet-
ter performance than others ([DPHS98], [Joa98], [LK02], [YL99], [DP03]). Gen-
erally, SVMs are classified into two categories, i.e. linear and non-linear based
on the different kernel functions. Usually, the kernel functions of SVMs are cru-
cial to the classifier’s performance. However, for TC task, Leopold [LK02] points
out that it is text representation schemes which dominate the performance of TC
rather than the kernel functions of SVM. Therefore, choosing an appropriate text
representation is more important than choosing and tuning kernel functions of
SVM for TC. However, even given these previous studies, we could not definitely
draw a conclusion as to which term weighting method is better than others for
SVM-based text classifier, “Because we have to bear in mind that comparisons
are reliable only when based on experiments performed ... under carefully con-
trolled conditions” [Seb02]. In this case, various “background conditions” such as,
A New Term Weighting Method for Text Categorization Man Lan
Introduction 5
different data preparation (stemming, stop words removal, feature selection, differ-
ent term weighting methods, etc), different benchmark data collections, different
classifiers with various parameters, and even different evaluation methods (micro-
and macro-averaged precision, recall, accuracy, error, break-even point, ROC, etc),
have been adopted by different researchers. Therefore, a question surfaces here :
“Among the various term weighting methods, which is the best term weighting
method for SVM-based text classifier?”
The traditional term weighting methods, such as binary, tf.idf and its variants,
are usually borrowed from the IR domain. In contrast to IR, TC is a form of
supervised learning as it makes use of prior information on the membership of
training documents in predefined categories. This known information is effective
and has been widely used in the step of feature selection [YP97] and the supervised
learning of text classifier. Recently, researchers proposed to combine this prior
information into term weighting methods. Since these supervised term weighting
methods take the document distribution into consideration, they are naturally
expected to be superior to the unsupervised (traditional) term weighting methods.
However, not much work has been done on their comprehensive comparison with
unsupervised term weighting methods. Although there are partial comparisons in
[DS03] and [SM05], these supervised term weighting methods have shown to give
mixed results with respect to tf.idf and in most cases they have no superiority over
tf.idf . On the other hand, another work [DTY+04] has replaced idf factor with
χ2 factor as term weighting method and drawn a conclusion that χ2 is better than
idf , which is quite contrary to the finding in [DS03]. Therefore, two fundamental
questions arise here, i.e. “Are supervised term weighting methods based on known
information able to lead to better performance than unsupervised ones for text
A New Term Weighting Method for Text Categorization Man Lan
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categorization?” and “Can we propose a new effective and efficient term weighting
method by making use of this prior information given by the training data set?”
One goal of this thesis is to propose a new effective and efficient term weighting
method for TC task by using the prior information given by training data set.
Meanwhile, we also give an analytical explanation of terms’ discriminating power
with empirical observation and explore the classification performance of several
widely-used term weighing methods for SVM-based text classifier. Another goal is
to examine the superiority of supervised term weighting methods and investigate
the relationship between term weighting methods and learning algorithms. There
are three critical questions that this thesis will address:
1. How can we propose a new effective term weighting method by using the
important prior information given by the training data set?
2. Among the various term weighting methods, which is the best term weighting
method for SVM-based text classifier?
3. Are supervised term weighting methods able to lead to better performance
than unsupervised ones for text categorization? What kinds of relation-
ship can we find between term weighting methods and the two widely-used
learning algorithms, i.e. kNN and SVM, given different benchmark data
collections?
To address these three questions, this thesis is divided into three subtasks:
• First, we will analyze and investigate the terms’ discriminating power with
different term weighting methods and propose a new term weighting method
A New Term Weighting Method for Text Categorization Man Lan
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to improve the performance of TC. From these investigations and analysis,
we will gain insights into a better understanding concerning the intuitive idea
of our newly-proposed supervised term weighting method.
• Second task is to explore term weighting methods for SVM-based text classi-
fier and provide insights into the difference between various traditional term
weighting methods and their variants for TC task. The empirical answer to
this question is definitely interesting to researchers who would like to choose
an appropriate term weighting method for SVM-based TC.
• Finally, we will examine the superiority of supervised term weighting methods
and investigate the relationship between different term weighting methods
and different learning algorithms on more general experimental conditions.
This work will answer the third question with empirical evidence and give
a practical guidance on how to choose term weighting methods in terms of
different learning algorithms. Moreover, we will also extend our study to a
new application domain, i.e. biomedical literature classification.
1.2 Structure of the Thesis
Each of the remaining chapters of the thesis captures different aspects of the work,
including approaches to text categorization, text representation and term weight-
ing methods, analysis of term’s discriminating power and details of the research
infrastructure. Below is a roadmap of the remaining chapters of this thesis.
Chapter 2 provides a review of techniques for the task of TC including the
definition, its relationship with IR and ML, its taxonomy, applications, and most
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important, the widely-used approaches to learning text classifiers. This chapter
sets the context for the background of this thesis research.
Chapter 3 reviews the techniques for text representation and proposes our new
term weighting method. To illustrate the differences among these term weighting
methods, we analyze the terms’ discriminating power from qualitative aspect and
then propose a new term weighting method, i.e. tf.rf . From the further quantita-
tive comparison of their discriminating power in the real cases, we gain an insight
into a better understanding regarding the basic idea behind tf.rf . This chapter
provides a detailed qualitative analysis and explanation of our newly proposed su-
pervised term weighting method and partial answers to the first question that this
thesis study will address from qualitative analysis aspect.
Chapter 4 lays out the methodology of research for the experiments in this
thesis including the inductive learning algorithms, the benchmark data collections,
text preprocessing, performance evaluation and statistical significance tests. This
chapter provides a detailed description of all the experimental settings in this
thesis.
Chapter 5 presents a series of experiments to investigate various widely-used
traditional and the state-of-the-art supervised term weighting methods on various
experimental conditions. The purpose of this chapter is to seek answers to the
three questions with more general experimental evidence. To accomplish this, we
build a fixed universal platform to compare a variety of traditional and supervised
term weighting methods with our tf.rf using a cross-classifier, cross-corpus and
even cross-domain validation. This chapter serves an important role in this thesis
since it not only examines the performance of various term weighting methods
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with more experimental evidence, but also provides us with deeper insights and
a practical guidance on choosing term weighting methods in terms of different
learning algorithms and corpora.
Chapter 6 summarizes the contributions of this thesis and outlines some pos-
sible directions for future research.
In this study, we only focus on the the study of text representations rather
than the improvements of inductive learning for TC. The default language on
which we studied is English. Whether this new term weighting method is able
to lead to different results for different languages is not clear. In addition, when
we focus on the study on term weighting schemes for TC, we only change the
term weighting schemes by using the bag-of-words approach, while the remaining
background conditions such as data preparation, classifier and evaluation measures
remain unchanged.
The results of this study could be useful for researchers to choose an appropri-
ate term weighting method for TC; to find the relationship between term weighting
methods and various widely-used learning algorithms; and as such finally to im-
prove the performance of automatic TC from the text representation aspect.
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CHAPTER 2
A BRIEF REVIEW OF TEXT CATEGORIZATION
This chapter presents background knowledge of the TC task and the techniques
for building text classifiers. We begin by introducing the definition of TC. Gener-
ally, TC is considered as a field at the crossroads of machine learning (ML) and
information retrieval (IR) since it shares a number of characteristics with these two
fields. This chapter gives a broad overview of the TC system from the ML aspect.
In the next chapter, we will discuss text representation from the IR aspect.
This chapter is organized as follows. Section 2.1 describes the concept of TC.
Section 2.2 discusses its relationship with IR and ML. Sections 2.3 reviews various
subcases of TC tasks. Section 2.4 introduces its most important applications.
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Finally Section 2.5 reviews several most popular inductive learning algorithms in
TC.
2.1 A Definition of Text Categorization
Text categorization is the task of assigning unlabelled documents into predefined
categories. Assume D is a domain of documents and C = {c1, c2, ..., c|C|} is a set
of predefined categories. Then the task is, for each document dj ∈ D, to assign a
decision to file dj under ci or a decision not to file dj under ci (ci ∈ C) by virtue
of a function Φ, where the function Φ is also called the classifier (or model, or
hypothesis, or rule).
The TC task we will discuss in this thesis relies only on the semantics of a
document. Hence, we will assume in this thesis that:
• The category label is just symbolic, and no additional knowledge of the
meaning is available.
• Only endogenous knowledge extracted from the semantics of documents is
available. Other exogenous knowledge, such as, publication date, document
type, publication source and other metadata, is inaccessible.
Moreover, other types of TC tasks that are not dependent on semantics only
will not be discussed in this thesis. For example, text sentiment classification is
a task to classify a document according to the positive or negative polarity of its
opinion (favorable or unfavorable, see [PLV02]). Another example is text genre
classification, which differs from text classification as it discriminates between the
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styles of the documents as opposed to the latter which discriminates between the
topics of the documents (see [LM02]).
2.2 Relationship With Information Retrieval and Machine
Learning
The study of TC dates back to the early ’60s, but only in the recent decade it
did become a major subfield of the information systems discipline. Generally,
TC is considered as a discipline at the crossroads of machine learning (ML) and
information retrieval (IR) as it shares a number of characteristics with these two
fields.
Since TC is a content-based document management task, it heavily relies on
the basic machinery of IR and shares the characteristics with IR in the following
steps:
1. IR-style indexing which is performed on the training documents and on those
to be classified during the later inductive learning step;
2. IR-style induction which is used to construct the inductive text classifier;
3. IR-style evaluation which performs to assess the performance of the classifier.
Dating back to the ’80s, the most popular approach to building automatic
document classifiers was composed of manually constructing an expert system
capable of taking text classification decisions by means of knowledge engineering
(KE) techniques. The most famous example of this approach is the construe
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system [HANS90], built by Carnegie Group for the Reuters news agency. Table
2.1 shows a sample rule of the type used in construe system; key words are
indicated in italic, categories are indicated in small caps.
Table 2.1: A Rule-based classifier for the wheat category of Reuters Corpus in
construe system.
if ((wheat & farm) or
(wheat & commodity) or
(bushels & export) or
(wheat & tonnes) or
(wheat & winter & ¬ soft)) then wheat else ¬ wheat
Clearly, the drawback of this approach is the knowledge acquisition bottleneck
which is a well known built-in problem from the expert system, that is, the rules
must be manually defined by a knowledge engineer with the aid of a domain expert
(an expert in the membership of documents in the chosen set of categories). Thus,
if the set of categories is updated, these two professionals must intervene again,
and if the classifier is transported to a completely different domain (i.e. set of
categories), a different domain expert is needed to intervene and the work has to
be repeated from scratch.
Since the early ’90s, the machine learning approach to TC has gained popularity
and has eventually become the dominant one. In this approach, a general inductive
process (also called the learner) automatically builds a classifier for a category ci
by observing the characteristics of a set of documents manually classified under ci
or under ci by a domain expert; from these characteristics, the inductive process
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gathers the characteristics that a new unseen document should have in order to be
classified under ci.
The advantages of the ML approach over the KE approach are quite evident.
The KE approach puts efforts on construction of classifier with the aid of domain
expert. Thus, this construction is done manually not automatically. On the other
hand, the ML approach endeavors to construct an automatic classifier. This means
that if an inductive learning process is available off-the-shelf, all that one needs to
do is to inductively and automatically construct a classifier from a set of manually
classified documents, namely, training data set. The advantage is more evident if
the classifier already exists and the original set of categories is updated, or if the
classifier is transported to a completely different domain.
Classifiers built by means of ML techniques nowadays achieve impressive progress
of effectiveness and efficiency, making automatic classification a qualitatively vi-
able alternative to manual classification. We will discuss several promising methods
that have been most popular in TC in Section 2.5.
2.3 Various Subcases of Text Categorization Tasks
Usually, the inductive approaches to building text classifiers cannot be applied to
TC directly because several constraints may be enforced on the TC tasks according
to different applications. Next we describe the techniques for these two subcases
of TC tasks.
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2.3.1 Single-label and Multilabel Text Categorization
Since semantics is a subjective notion, the membership of a document in a category
cannot be decided deterministically. In fact, this inconsistency happens with very
high frequency in the real world when two human experts decide whether to classify
document dj under category ci. For example, given a news article on President
Bush attending a WTO conference it could be filed under Politics, or under
Economics, or under both, or even under neither, depending on the subjective
judgement of the expert.
Thus, the case in which exactly one category must be assigned to each document
dj is often called the single-label classification, while the case in which any number
of categories from 0 to |C| may be assigned to the same document dj is called the
multilabel classification. A special case of single-label text categorization is binary
classification, in which each document dj must be assigned either to category ci or
to its complement ci.
The binary classification is more general than the multilabel classification since
an algorithm for binary classification can also be used for multilabel classification.
To do this, one needs only transform the problem of multilabel classification under
{c1, c2, ..., c|c|} into |C| independent problems of binary classification under {ci, ci},
for i = 1, ..., |C|. That is, for each given positive category ci, when we build a clas-
sifier for ci, all the other categories are combined together as the negative category
ci. This transformation requires that these |C| categories should be stochastically
independent of each other, that is, for any cm and cn (m,n ∈ [1, |C|]), the value of
the model for category cm does not depend on the value of the model for category
cn and vice versa. Typically this is assumed to be the case. (This is not the case
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in hierarchical classification which we will discuss next.)
However, the converse transformation is not true: an algorithm for multilabel
classification cannot be used for either binary or single-label classification. There
are two cases that need to be considered. Given a document dj to classify, (i) the
classifier might attribute k > 1 categories to dj, and it might not be obvious how
to choose a “most appropriate” category from them; or (ii) the classifier might
attribute to dj no category at all, and it might not be obvious how to choose a
“least appropriate” category from C. Thus, it is not a typical case to assign only
one and the most appropriate category to each document in the corpus.
In this thesis we also adopt this splitting techniques to deal with the binary
case for two reasons, i.e. (1) many important TC applications consist of binary
classification problems and (2) solution to the binary case can be extended to
the multilabel case. Note that since handling multilabel classification is also a
research area in its own right, choosing to naively combine binary classifiers is
only one widely-adopted technique in current TC literature.
2.3.2 Flat and Hierarchical Text Categorization
Imagine that there is a hierarchy with two top-level categories, Computers and
Sports, and three subcategories within each, namely, Computers/Hardware, Com-
puters/Software, Computer/Chat, Sports/Football, Sports/Basketball, Sports/Chat
as Figure 2.1 shows.
In the flat non-hierarchical classification case, a model corresponding to a pos-
itive category is learned to distinguish the target category from all the others
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Figure 2.1: A Two-Level Hierarchy in Text Categorization
categories. However, in the hierarchical classification case, a model corresponding
to a positive category is learned to distinguish the target category from other cat-
egories within the same top level. In the example shown in Figure 2.1, the text
classifiers corresponding to each top-level category, Computers and Sports, distin-
guish them from each other. This is the same as flat non-hierarchical TC. On the
other hand, the model corresponding to each second-level category is learned to dis-
tinguish the second-level category from other categories within the same top-level
category. Specifically, the model built on category Computers/Hardware distin-
guishes itself from the other two categories under Computers category, namely,
Computers/Software and Computer/Chat.
Hierarchical TC has recently aroused a lot of interest also for its possible ap-
plication in automatically classifying web pages which are under the hierarchical
catalogues. Since the categories in a hierarchical structure are not independent
of each other, the binary classifiers discussed in the previous subsection cannot
be applicable. To solve it, this hierarchical text classification problem is usually
decomposed into a set of smaller problems corresponding to hierarchical splits in
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the tree by using this known hierarchical structure. That is, one first learns to dis-
tinguish among categories at the top level, then lower level distinctions are learned
only within the appropriate top level of the tree. Each of these sub-problems can
be solved much more efficiently, and hopefully more accurately as well. Techniques
exploiting this intuition in a TC context have been presented by [DC00].
2.4 A Variety of Applications of Text Categorization Tech-
nology
TC techniques have been used for a number of different applications. Although we
group these applications into different cases, the borders between them are fuzzy
and somehow artificial, that is, some of these cases could be considered special cases
of others. Here we only discuss the most important ones. Other applications in
combination with the availability of multimedia resources and/or other information
extraction techniques will not be discussed in this thesis, for example, the speech
categorization by means of a combination of speech recognition and TC techniques
[KMW00] [SS00], the image categorization with textual title [SH00], etc.
2.4.1 Automatic Document Indexing for IR Systems
The most early research of TC techniques originated from automatic document
indexing for IR systems. In this case each document is assigned one or more key
words or key phrases (from a finite word set called controlled dictionary) describ-
ing its content. The controlled dictionary often consists of a thematic hierarchical
thesaurus. For example, the NASA thesaurus for the aerospace discipline, or the
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MESH thesaurus for the biomedical literature. Automatic indexing with a con-
trolled dictionary is also closely related to automated metadata generation. In
digital libraries, one is usually interested in tagging documents by metadata that
describes them under a variety of aspects (e.g. creation date, document type, au-
thor, availability, etc.). Some of this metadata is thematic, that is, its role is to
describe the semantics of the document by means of bibliographic codes, key words
or key phrases.
Usually, this work is done by trained human indexers, and is thus a costly
activity. However, if the entries in the controlled vocabulary or the thematic
metadata are viewed as categories, document indexing is actually an instance of
TC, and may thus be addressed by the general automatic techniques. Various
text classifiers explicitly conceived for text indexing have been described in the
literature, see [TH93], [RH84], [FK84].
2.4.2 Documentation Organization
Document organization may be the most general application of TC techniques
to many kinds of textual information, such as ads, newspaper, emails, patents,
conference papers, abstracts, newsgroup posters and so on. For example, the
classification of incoming newspaper “classified” advertisements under different
categories such as Apartments or House for Rent/Sale, Cars for Sale, Job
Hunting, Cheap Airfare, Vacation Packages, the organization of patents into
categories for making their search easier [Lar99], the automatic filing of newspaper
articles under the appropriate sections (e.g., Politics, Home News, Lifestyles, etc.),
or the automatic grouping of conference papers into sessions related to themes.
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2.4.3 Text Filtering System
Text filtering is an activity of classifying a stream of incoming documents dis-
patched in an asynchronous way by an information producer to an information
consumer (see [BC92]). One typical example is a news feed, where the producer
is a news agency and the consumer is a newspaper (see [HANS90]). In this case,
the filtering system should block the delivery of the documents the consumer is
likely not interested in (e.g., all news not concerning sports in the case of a sports
newspaper). In addition, a text filtering system may also further classify the doc-
uments deemed relevant to the consumer into different thematic categories. For
example, all articles about sports, that is, the relevant documents, should be fur-
ther classified according to which sport they deal with, so as to allow journalists
specialized in individual sports to access only documents of prospective interest
to them. Another example is junk e-mails filtering system. In recent years, junk
e-mails have become an increasingly important problem with great economic im-
pacts. Similarly, a junk e-mail filtering system may be trained to discard “spam”
mails (see [AKCS00] and [HDW99]) and further classify non-spam mails into top-
ical categories of interest to the user.
Information filtering by machine learning techniques has been widely discussed
in the literature, see [AC99], [ILS+00], [KHZ00], [TKSK00] and [YL98].
2.4.4 Word Sense Disambiguation
Resolving natural language ambiguities is one important problem in computational
linguistics as polysemous and homonymous words commonly exist in various types
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of articles of different domains whether in English or other languages. For instance,
the word, bank may have many different meanings in English. The two most com-
mon senses are a financial institute (as in the Bank of National Development)
and a hydraulic engineering artifact (as in the bank of river Thames). Thus,
identifying the meanings of words in given contexts is quite important for many
linguistics applications, such as natural language processing (NLP), and indexing
documents by word senses rather than by words for IR purposes. Word sense dis-
ambiguation (WSD) is such kind of activity of finding the sense of an ambiguous
word, given the occurrence in a text of this particular word. Although a number
of IE techniques have been adopted in WSD, another possible solution to WSD is
to adopt TC techniques once we view word occurrence contexts as documents and
word senses as categories (see [GY93] and [EMR00]) based on the assumption of
one sense per discourse.
Other issues regarding resolving natural language ambiguities may all be tack-
led by means of TC techniques along the lines discussed for WSD, which include
context-sensitive spelling correction, prepositional phrase attachment, part of speech
tagging, and lexical choice in machine translation (see [Rot98] for an introduction).
2.4.5 Hierarchical Categorization of Web Pages
When documents are catalogued in this hierarchical way, a researcher may find
it easier to first navigate in the hierarchy of categories and restrict his search to
a particular category of interest. Therefore, many real world web classification
systems have been built on complex hierarchical structure, such as Yahoo!, MeSH,
U.S.Patents, LookSmart and so on. This hierarchical web page classification may
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be solved by the hierarchical TC techniques we discussed in section 2.3.2. Previous
research works exploiting the hierarchical structure in a TC context have been
discussed by [DC00], [WWP99], [RS02], [MRMN98] and [CDAR98]. In practice,
as a rich resource of information, links also have been exploited in web pages
classification by [OML00], [GLF99], [F9¨9], [CDI98], [Att98] and experimentally
compared by [YSG02].
2.5 Approaches to Effectively Learning Text Classifiers from
Labelled Corpora
As we mentioned in Section 2.2, since recent decades, machine learning approaches
to effectively learning text classifiers have been widely tackled in a variety of ways.
In this section, we will deal only with the methods that have been most popularly
applied in TC. Apart from the ML approaches, Rocchio is a unique approach which
was borrowed from the traditional IR field and thus we also include it.
Usually, the construction of a classifier for each category ci ∈ C consists in
the definition of a target function Φ : (D,C) → [0, 1] which returns a value for a
given document dj. The returned value is usually between 0 and 1 which roughly
represents the evidence for the fact that dj ∈ ci. Commonly, there is a preassigned
threshold τ such that if the returned value from Φ(dj, ci) ≥ τ , the document dj is
assigned to be positive category ci and vice versa.
The target function of the classifier can be a model, a hypothesis, or a rule,
which depends on the approach applied. For example, the Rocchio method builds
an explicit profile of each category ci which is a weighted list of the discriminative
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terms whether present or absent under this category; k Nearest Neighbor is an
example- (sample- or instance-) based classifier; the C4.5 algorithm learns rules
by constructing a decision tree; Na¨ıve Bayes classifier uses a probabilistic model
of text; Support Vector Machines find the hyperplane which separates the positive
and negative samples with the maximum margin, etc.
Note that other less standard or less popular approaches exist, such as Regres-
sion methods, Neural Networks, genetic algorithms, maximum entropy modelling,
but they are not included in this thesis because in TC domain, they have no com-
parable performance to that of the above promising ones and/or have not been
widely used in recent years. Moreover, there are several techniques that have been
applied to improve the classification performance effectively and efficiently, such
as majority voting (namely classifier committee), boosting, bootstrapping and so
on. These techniques are not covered in this thesis either.
2.5.1 The Rocchio Method From Information Retrieval
The Rocchio method may be the only TCmethod rooted in the conventional IR field
rather than in the ML field. It is used for inducing linear, profile-style classifiers,
by means of an adaptation to TC of the well known Rocchio’s formula for relevance
feedback in the vector space model. The classifier built from the initial corpus, is
in fact an explicit profile, that is, for each category ci, it is a weighted list of the
terms whose presence or absence is most useful for discriminating ci. This adaption
was first proposed by Hull [Hul94], and has been used by many authors since then,
either as an object of research in its own right ([Joa97]), or as a baseline classifier
([Joa98], [CS96]), or as a member of a classifier committee.
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The Rocchio method computes a classifier ~ci = (w1i, ...w|T |i) (|T | is the term
set size) for category ci given an initial corpus Tr = {d1, ..., d|Tr|} ⊂ D by means
of the formula









where wkj is the weight of term tk in document dj, POSi = {dj ∈ Tr|Φ˘(dj, ci) =
True}, and NEGi = {dj ∈ Tr|Φ˘(dj, ci) = False}. In this formula, β and γ are
two control parameters that allow setting the relative importance of positive and
negative examples in the training data set. For instance, if β is set to 1 and γ to 0
(as in [DPHS98], [Hul94] and [Joa98]), the profile of ci is the centroid of its positive
training examples. Thus, the centroid-based text classifier is actually a special case
of the Rocchio method. Clearly, a classifier built by means of the Rocchio method
rewards the closeness of a test document to the centroid of the positive training
examples, and its distance from the centroid of the negative training examples.
Sometimes, the role of the negative examples is usually deemphasized by setting
β to a high value and γ to a low one, e.g. [Joa97] (use β = 16 and γ = 4) and
[CS96].
One issue in the application of the Rocchio formula to profile extraction is
whether the set NEGi should be considered in its entirety, or whether a well-
chosen sample of it, such as the set NPOSi of near-positives (defined as “the
most positive among the negative training examples”), should be selected from
it. The NPOSi factor is more significant than NEGi, since near-positives are the
most difficult documents to tell apart from the positives. This method originates
from the observation that, when the original Rocchio formula is used for relevance
feedback in IR, near-positives tend to be used rather than generic negatives, as the
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documents on which user judgements are available are among the ones that have
scored highest in the previous ranking. Regarding this issue, see [SSS98], [RS99],
[WWP99].
The obvious advantage of this method is interpretability, as such a profile is
more easily understandable by a human than neural network classifiers, proba-
bilistic classifiers or high-dimensional SVM classifiers. Another advantage is its
ease of implementation and it is also quite efficient, since learning a classifier ba-
sically comes down to averaging term weights. On the other hand, in terms of
effectiveness, a drawback of this method is that if the documents in the category
tend to occur in disjoint clusters, such a classifier may miss most of them, as the
centroid of these documents may fall outside all of these clusters. More generally,
a classifier built by the Rocchio method, as all linear classifiers, has the disadvan-
tage that it divides the space of documents linearly. Note that even most of the
positive training examples would not be classified correctly by the linear classifier.
Generally, the Rocchio classifier has always been considered as an underperformer
and cannot achieve an effectiveness comparable to that of a state-of-the-art ma-
chine learning method. ([SSS98] improved its effectiveness comparable to that of
a boosting method by using other enhancements.)
2.5.2 k Nearest Neighbor
k Nearest Neighbor (kNN) is a kind of example-based classifiers which do not build
an explicit, declarative representation of the category ci, but rely on the category
labels attached to the training documents similar to the test documents. Other
example-based methods exist, but kNN is the most widely-used one. In essence,
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kNN makes its prediction based on the k training patterns that are closest to
the unlabelled (testing) pattern, according to a distance metric. The commonly
used distance metrics that measure the similarity between two normalized patterns






















where p and q are two samples, pi and qi are attributes of the two samples respec-
tively.
The early application of kNN algorithm for TC was in [YC94]. For deciding
whether dj ∈ ci, kNN looks at whether the k training documents most similar to
dj also are in ci; if the answer is positive for a large enough proportion of them, a
positive decision is taken, and a negative decision is taken otherwise. The kNN used
in [YC94] is actually a distance-weighted version. Then thresholding methods need
to be used to convert the real-valued distance into binary categorization decisions.
[YP97] and [YL99] used kNN based on the cosine similarity metric to measure the
similarity between the two documents.
The construction of a kNN classifier also involves determining a threshold k
that indicates how many top-ranked training documents have to be considered
for computing the distance. [LC96] used k = 20, while [YL99] and [YC94] has
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found 30 ≤ k ≤ 45 to yield the best effectiveness. [Joa98] also achieved the best
performance for kNN when 30 ≤ k ≤ 45.
Unlike linear classifiers, kNN does not divide the document space linearly, and
thus does not suffer from the problem discussed at the end of subsection 2.5.1. A
number of different experiments have shown kNN to be quite effective. However,
the most significant drawback is its inefficiency at classification time resulting
from the its natural rationale in case of huge dimensional and huge-scale data
sets. Unlike a linear classifier where only a dot product needs to be computed to
classify a test document, kNN requires the entire training documents to be ranked
for similarity with the test documents, which is much more expensive. Actually,
kNN method may not be called an inductive learner as it does not have a true
training (learning) phase and thus postpone all the computation to classification
time.
2.5.3 Na¨ıve Bayes Method
Na¨ıve Bayes classifier is a probabilistic classifier which views the target function
Φ˘(dj, ci) in terms of the conditional probability P (ci|~dj), that is, it computes the
probability that a document represented by a vector ~dj = (w1j, ..., w|T |j) of terms
belongs to ci. By an application of Bayes’ theorem, this probability is given by




where P (~dj) is the probability that a randomly picked document has vector ~dj as
its representation, and P (ci) is the probability that a randomly picked document
belongs to ci.
A New Term Weighting Method for Text Categorization Man Lan
A Brief Review of Text Categorization 28
In order to make the estimation of P (~dj|ci) in (2.5) practical, it is common
to make the assumption that any two coordinates of the document vector are
statistically independent of each other when they are viewed as random variables;





The probabilistic classifiers that use this assumption are called Na¨ıve Bayes
classifiers, and account for most of the probabilistic approaches to TC in the lit-
erature, for example, [Joa98] and [Lew98].
Without the independence assumption, the estimation of P (~dj|ci) is an impos-
sible mission since the number of possible vectors ~dj is too high. Although the
naive character of this classifier makes the computation possible, this assumption
is not verified in practice. In addition, the non-binary term weights cannot be
applicable to this method1.
To calculate
∏|T |
k=1 P (wkj|ci), two models are used: one is a multi-variate Bernoulli
model which is a Bayesian Network with no dependencies between words and bi-
nary word features; another is a multinomial model, that is, a uni-gram language
model with integer word counts. [MN98] empirically compared their classification
performance and found that the multi-variate Bernoulli performs well with small
vocabulary sizes, but the multinomial model usually performs even better at larger
vocabulary sizes. One prominent characteristic of the multinomial model is to relax
the constraint that document vectors should be binary representation.
1[MN98] used a multinomial event model for Na¨ıve Bayes text classification which can relax
the constraint that document vectors should be binary-valued.
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[Lew98] gives a thorough discussion about the probabilistic classifier and pro-
vides an excellent roadmap on the various directions that research on Na¨ıve Bayes
classifiers has taken, such as:
• to relax the constraint that document vectors should be binary-valued.
• to introduce document length normalization.
• to relax the independence assumption.
2.5.4 Decision Tree
Probabilistic methods are quantitative (i.e. numeric) in nature and hence they are
not easily interpretable by humans. On the other hand, symbolic (i.e. nonnumeric)
algorithms do not suffer from this problem. Inductive rule learners and decision
tree learners are the most popular examples of symbolic algorithms.
A decision tree (DT) text classifier is a tree in which internal nodes are labelled
by terms, branches departing from them are labelled by tests on the weight that
the term has in the test document, and leaves are labelled by categories. Such
a classifier categorizes a test document dj by recursively testing for the weights
that the terms labelling the internal nodes have in vector ~dj, until a leaf node
is reached; the label of this node is then assigned to dj. Most such classifiers use
binary document representations, and thus consist of binary trees. Recall the DNF
rule example shown in Table 2.1, a decision tree equivalent to that DNF rule is
shown in Figure 2.2.
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Figure 2.2: A decision tree equivalent to the DNF rule of Table 2.1. Edges are la-
belled by terms (underlining denotes negation) and leaves are labelled by categories
(wheat in this example).
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A possible method for learning a decision tree for category ci consists in a
“divide and conquer” strategy of:
• checking whether all the training examples have the same label (either ci or
ci);
• if not, selecting a term tk, partitioning the training data documents into
classes of documents that have the same value for tk, and placing each such
class in a separate subtree.
This process is recursively repeated on the subtrees until each leaf of the tree so
generated contains training examples assigned to the same category ci, which is
then chosen as the label for the leat. The key step is the choice of the term tk
on which to operate the partition. Generally, such choice is made according to an
information gain or entropy criterion.
One important issue of DT is overfitting as some branches of the “fully grown”
tree may be too specific to the training data. Thus most decision tree learning
methods include a method for growing and pruning the tree (i.e. removing the
overly specific branches).
There are a number of standard packages for DT learning. Among them the
most popular ones are ID3 (used by [FHK+91]), C4.5 (used by [CH98]) and C5
(used by [LJ98]). DT text classifiers have been used either as the main classification
tool ([FHK+91]), or as baseline classifiers ([Joa98], [CS96]), or as members of
classifier committees ([LJ98], [SS00]).
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2.5.5 Support Vector Machines
Support vector machine (SVM) is a relatively new machine learning algorithm ini-
tially introduced by Vapnik and may have been first applied to text categorization
by Joachims and Dumais [Joa98] [DPHS98]. Based on the structural risk mini-
mization principle from computational learning theory, SVM seeks, among all the
surfaces in |W |-dimensional (|W | is the number of features) space that separate
the training data examples into two classes, the surface (decision surfaces) that
separates the positives from the negatives by the widest possible margin. Thus
this best decision surface is determined by only a small set of training examples,
known as support vectors, which are the only effective elements in the training data
set; if all other training examples were removed, the algorithm will learn the same
decision surface. This quite interesting property of SVM makes SVM theoretically
unique and different from many other methods, such as kNN, Neural Network and
Na¨ıve Bayes where all the data examples in the training data set are used to op-
timize the decision surface [YL99]. And because of this, SVM is resilient to errors
(noises or outliers), which results in its excellent performance.
SVMs are usually classified into two categories based on different kernel func-
tions, namely, linear SVM and non-linear SVM (e.g. polynomial function, radial
bases function (RBF) and etc). For example, the different kernel functions are
linear function




K(xi, xj) = (γx
T
i xj + r)
d, γ > 0, (2.8)
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and radial based function (RBF)
K(xi, xj) = e
(−γ||xi−xj ||2), γ > 0 (2.9)
for vectors (xi and xj), here, γ, r and d are kernel parameters.
In recent years, SVM has been extensively used in TC and has been shown
better performance than other conventional machine learning algorithms to handle
relatively high dimensional and large-scale training set, see [Joa98], [DPHS98],
[YL99] and [LK02]. When applying SVM to TC, many researchers found that
SVM with linear kernel function obtained better results than other SVMs with
complicated kernel functions (See [YL99], [DPHS98]).
There are a number of off-the-shelf software packages which implement SVM
with different kernel functions, such as SVM-Light, LIBSVM, TinySVM and so
on, which can be applied on different operating system platforms.
2.5.6 A Summary of These Approaches
Among these popular approaches, we are quite interested to know which one is
better. To evaluate a text classifier, we usually measure its effectiveness rather
than its efficiency, that is, its ability to take the right classification decisions is
significantly considered. Evaluation measure is the theme of Section 4.3.
To compare performance of the methods discussed, we have to bear in mind
that comparisons are reliable only when based on experiments performed under
carefully controlled conditions. However, various “background conditions” adopted
by different authors may influence the results, which include, different benchmark
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data collections, text preprocessing (stop words set, stemming, etc.), indexing, fea-
ture selection, classifier parameter values, and evaluation measures. Thus, though
direct comparison makes reliable results, in most cases, only several methods are
compared by the same author. Taking the relative performance of the classifiers
reported by different authors into consideration, we may attempt a few conclusions:
• Support Vector Machines and kNN achieve top-notch performance. Specifi-
cally, [Joa98], [DPHS98] and [YL99] pointed out that SVM outperforms other
machine learning methods compared in their experiments, including kNN.
• Rocchio and probabilistic Na¨ıve Bayes classifiers look worst among the learning-
based classifiers.
• The previous study is hardly sufficient to say anything about decision trees.
The earlier literature reported unimpressive results (see [CS96], [Joa98]),
while in the work by Dumais [DPHS98], a decision tree classifier was shown
to perform nearly as well as the top performing system (a SVM classifier).
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CHAPTER 3
TEXT REPRESENTATION FOR TEXT CATEGORIZATION
In this chapter, we discuss how to improve the performance of TC from the
text representation aspect. Generally, there are two key issues involved in text
representation, i.e. term type and term weight. Term can be at different levels,
such as syllable, word, phrase, and other sophisticated semantic and/or syntactic
representations by exploiting natural language processing knowledge. Different
terms have different importance in a text and thus the term weighting methods
assign appropriate weights to the terms to improve the performance of TC.
One important aspect of this chapter is to investigate various term weighting
methods for TC given the bag-of-words approach. The most commonly used tf.idf
is used for traditional IR tasks. Recently, there has been much effort spent on
improving terms’ discriminating power by exploiting information theory functions
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or statistic metrics. Intuitively, it would seem that this knowledge with a solid
theoretical basis should play an important role in improving terms’ discriminating
power for semantics of documents. However, many of them have not resulted in
better performance. Even though some of them performed better in a few cases,
the improvements did not achieve the desired level that one might hope when using
such rich information sources.
Another important contribution of this chapter is to give a detailed analysis of
terms’ discriminating power and propose a new term weighting method, i.e. tf.rf .
Thus, this chapter also provides an partial answer to the first question raised in
this thesis with an analytical explanation, i.e.“How can we propose a new effective
term weighting method by using the important prior information given by the
training data set?”
This chapter is organized as follows. Section 3.1 introduces the vector space
model for TC. Section 3.2 presents the prerequisite techniques for text processing.
Section 3.3 provides an overview of various term types in the previous study by
other researchers. Section 3.4 reviews the factors for term weighting and various
traditional term weighting methods from IR. Section 3.5 reviews the state-of-the-
art supervised term weighting methods. Based on the analysis of terms’ discrim-
inating power in Section 3.6, we propose a new term weighting method, tf.rf ,
in Section 3.7. Furthermore, Section 3.8 compares several terms’ discriminating
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power with empirical observation in the real world cases.
3.1 Introduction
Even though text is already stored in machine readable form, such as HTML,
PDF, DOC, PostScript, etc, it is generally not directly suitable for most learn-
ing algorithms. Therefore, before we apply one machine learning method to text
categorization, the content of a textual document must be converted to a com-
pact representation in order to be recognized and categorized by classifiers in a
computer.
The vector space model (VSM) is a way of representing documents through the
words that they contain. It is a standard technique in the IR field. Usually, in VSM,
the content of a textual document is transformed into a vector in the term space,
d = (w1, ..., w|T |), where |T | is the term set size. The value of wk between (0,1)
represents how much the term wk contributes to the semantics of the document d.
Figure 3.1 shows one example represented in VSM. In the three term dimensions,
namely, system, retrieval and information, there are six documents represented as
six vectors in this 3-dimensional space. The number of dimensions of this space
is built from all the words in all documents in the whole corpus. There is an
assumption behind this model that documents that are “close together” in space
are similar in meaning.
Generally, there are two issues involved for text representation:
1. What should a term be?
2. How to compute term weights?
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Figure 3.1: An example of vector space model
The first issue is the theme of Section 3.3. The second issue will be discussed
in Section 3.4 and Section 3.5 from the traditional and the supervised methods
aspects, respectively.
3.2 The Prerequisites of Text Representation
In VSM, term space consists of all the terms in all documents in the whole corpus.
Therefore the number of dimensions (usually thousands or tens of thousands) is
a big nightmare for the subsequent machine learning algorithms. This is known
as the curse of dimensionality, which means that the computational cost must in-
crease exponentially with the dimension of the problem. Therefore, before classifier
induction, one often applies a pass of dimensionality reduction which is helpful to
reduce the dimensionality of space and speed up the classification operation.
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3.2.1 Stop Words
Consider this sentence:
The way to the school is long and hard when walking in the rain.
The appears three times. To save space, a search engine might replace it with a
marker. The sentence would be stored like this:
* way to * school is long and hard when walking in * rain.
This explanation is simplified, but the point is that commonly occurring words
are unlikely to give useful information and may be removed from the vocabulary
to speed processing and save space. These frequent and uninformative words are
called stop words. Commonly, they are topic-neutral words such as articles, prepo-
sitions, conjunctions, etc (such as, “the”, “a”, “of” and so on).
3.2.2 Stemming
In most cases, morphological variants of words have similar semantic interpreta-
tions and can be considered as equivalent for the purpose of IR applications. For
example, “computers” and “computer” in one document should be represented as
a single term as they share almost the same semantic interpretation.
For this reason, a number of stemming algorithms, or stemmers, have been
developed to map several morphological forms of words to a common feature. Thus,
the key terms of a query or a document are represented by stems rather than by the
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original words. It does not usually matter whether the stems generated are genuine
words or not, thus, “computation”, “computer”, “compute” might be stemmed
to “comput” provided that (a) different words with the same “base meaning” are
merged into the same form, and (b) words with distinct meanings are kept separate.
Whether stemming is suitable to TC is controversial. Sometimes it has been
reported to hurt effectiveness ([BM98]), the recent tendency is to adopt it, as it
reduces both the dimensionality of the term space and the stochastic dependence
between terms, which results in a saving of storage space and processing time.
3.2.3 Features Selection
Feature selection is a process commonly used in ML field to reduce the dimension-
ality of the feature space, wherein a subset of the features available from the data
are selected out. The selected features receive the highest scores according to a
function that measures the “importance” of the feature (term) for TC task. The
functions used to measure the “importance” are quite significant.
One simple and effective function is the document frequency of a term, that is,
only the terms that occur in the highest numbers of documents are retained. A
popular variant of this policy is to remove all terms that occur at most x times in
the training data set, with popular values for x ranging from 1 to 5.
Other more sophisticated information theory functions have been used in the
literature, among them are χ2, information gain, mutual information, odds ratio,
relevancy score, GSS coefficient, etc (see [YP97]). These functions try to capture
the intuition that the best terms for category ci are the ones distributed most differ-
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ently in the sets of positive and negative examples of ci. However, interpretations
of this principle vary across different functions. Various experimental comparisons
of these functions have been carried out, and most of them have improved on the
results of document frequency ([YP97]). Collectively, the experiments seem to in-
dicate that {odds ratio, GSS} > {χ2, information gain} > {mutual information},
where “>” means “performs better than”. However, these results are just indica-
tive because more general statements on the relative merits of these functions could
be made only as a result of comparative experiments performed in thoroughly con-
trolled conditions and on a variety of different situations (e.g. different classifiers,
different initial corpora, etc.).
Feature selection is necessary either because it is computationally infeasible to
use all available features, or because of problems of estimation when limited data
samples (but a large number of features) are present. The latter problem is related
to the curse of dimensionality problem.
3.3 What Should a Term Be?
As for the first issue of text representation, i.e. what should a term (feature) be,
the answer is not unique. Generally, the basic units (also called indexing terms) for
representing documents can be at different levels, such as sub-word level (syllables),
word-level (single token), multi-word level (phrases, sentences), and semantic or
syntactic level, etc. That is, on the word level, indexing terms refer to single words,
while on the multi-word level, indexing terms refer to phrases or sentences.
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3.3.1 Sub-Word Level
n-grams are the most popular representation on the sub-word level. Instead of
using words as indexing terms, strings of n characters compose the basic build-
ing blocks. For example, the 2-gram (i.e. bi-gram) representation of the word
“computer” is “ c”, “co”, “om”, “mp”, “pu”, “ut”, “te”, “er”, “r ”.
This n-gram representation can model similarity between words. For example,
“computer” and “computers” are two different words but they share most of their
bi-grams. However, sometimes this n-gram based similarity can also be misleading
in case of “computer” and “commuter”.
Clearly, the advantage of n-gram representation is that they provide some ro-
bustness against spelling errors. However, the rapidly increasing quantity of terms
(for example, in 2-gram representation, the word computer is represented by us-
ing 9 terms as above.) is also an intractable challenge for most machine learning
algorithms and degrades the efficiency of text preprocessing and the subsequent
building of text classifier.
3.3.2 Word Level
Word-based representation is by far the most common way to represent the con-
tent of text. This representation (also called the bag-of-words approach) is quite
straightforward as it is easy to decompose a text into words by splitting a string
into words by white space characters for the English language. Clearly, the most
advantage of this bag-of-words approach is simplicity as it ignores the text logi-
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cal structure and layout. That is, only the frequency of a word in a document is
recorded, while all the structure and the ordering of the words are left out.
However, due to this simplicity characteristic, it has often been criticized for its
disregard of semantic relationships between words which are thought to be crucial
to human understanding. But, even though it omits context information, this
representation performs well in practice. The possible reasons could be because
words are the elements of the language where syntax and semantics meet and
they are the basic syntactic building blocks that carry their own meaning. In
addition, while more expressive representation can capture more of the meaning
of the document, their increased complexity degrades the quality of statistical
models based on them. Therefore, the bag-of-words approach appears to be a
good compromise between expressiveness and model complexity.
3.3.3 Multi-Word Level
With the development of computational linguistic tools, large quantity of text can
be analyzed efficiently with respect to their syntactic structure. Some researchers
have used phrases, rather than individual words, as indexing terms (see [FHK+91],
[SHP95], [TH93]). The most commonly used syntactic structures are noun phrases.
The notion of “phrase” usually incorporates syntactic and/or statistical in-
formation. From the syntactic aspect, the phrase is constructed according to a
grammar of the language (see [Lew92]). From the statistical aspect, the phrase is
composed of a set/sequence of words whose patterns of contiguous occurrence in
the collection are statistically significant (see [CMS01]).
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However, the experimental results found to date have not been uniformly en-
couraging. In [Lew92], Lewis argued that the likely reason for the discouraging
results is that, although indexing languages based on phrases have superior seman-
tic qualities, they have inferior statistical qualities with respect to the word-only
indexing languages: a phrase-only indexing language has “more terms, more syn-
onymous or nearly synonymous terms (since synonymous terms are not assigned
to the same documents), lower consistency of assignment, and lower document
frequency for terms”. Although his remarks are about syntactically motivated
phrases, they also apply to statistically motivated ones, although perhaps to a
smaller degree.
A combination of the two approaches is probably the best way to go: [TH93]
obtaining significant improvements by using noun phrases obtained through a com-
bination of syntactic and statistical criteria, where a “crude” syntactic method was
complemented by a statistical filter (only those syntactic phrases which occurred
at least three times in the positive examples of a category ci were retained). The
final word on the usefulness of phrase indexing in text categorization is yet to
be told, and investigations in this direction are still interesting for researchers to
actively pursue in future.
In general, many of the existing techniques for extracting multi-word features
are based on finding phrases and multiple words that occur near each other within
the text. This is based on the assumption that the closer a set of intersecting terms,
the more likely they are relevant; however, in [PA98], the authors modelled the
multi-word features as a set of words appearing within windows of varying sizes and
the experimental results suggested that windows of larger span yield improvements
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in retrieval over windows of small span. The authors gave the possible explanation
that the benefit of the larger window is due to their more frequent appearance
in relevant documents versus non-relevant documents. However, the experiments
were conducted based on a subset of TREC topics data set rather than the widely-
used data collections for TC. Further research still needs to be done.
3.3.4 Semantic and Syntactic Representations
Like two sides of a coin, the simplicity characteristic of the bag-of-words approach
has the advantage of easy text processing and the disadvantage of discarding a
great deal of information from the original document. For example, the bag-of-
words approach will respectively make a high distinction between the words ocean
and sea, but will merge the different meanings of the word surfing (the Internet or
in the sea) as it does not take into account the synonymic and polysemic properties
of human languages.
To make the text representations closer to the format of human understanding
language, researchers have resorted to other kinds of representations or techniques.
For example, gathering together the words in “concepts” is meant to disambiguate
the cases of synonymic or polysemic use of language. However, the experimental
results found to date have not been consistently encouraging. The research work
in this direction is still going on.
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Word Senses
As the characteristics of natural language, the problems of synonym and polysemy
are not evasive. The same word may assume different meanings in different con-
texts. For example, as a noun, “bank” has 10 senses; and as a verb, it has about
8 senses. On the other hand, different words may refer to the same or similar
meaning. Therefore, it is reasonable to consider that word meanings provide more
information about the content of a document and the category to which it belongs
than words themselves.
To test this conjecture, in [KPKF03], the authors used word meanings (senses)
to represent a document for TC task. However, a series of experiments indicated
that this sense-based representation did not result in any significant categorization
improvement on the word-based representation. The authors stated that the pos-
sible reasons may come from two aspects: (1) the data set is quite small with 123
training documents and 59 testing documents which are divided into 7 categories;
(2) in a practical classification task the step of senses disambiguation would in-
troduce a significant error. Though this result is not encouraging, it is still quite
interesting to do more research on this work, for example, increasing the data set
size and human intervention to improve the accuracy of word sense disambiguation.
Term Clustering
Term clustering tries to group words with a high degree of pairwise semantic
relevance, so that the groups (or their centroid, or a representative of them) may
be used instead of the terms as dimensions of the vector space. Term clustering is
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different from term selection, since the former tends to address terms synonymous
(or near-synonymous) with other terms, while the latter targets noninformative
terms.
Lewis was the first to investigate the use of term clustering in TC. In [Lew92],
besides studying the phrasal indexing, he also studied the properties of clustered
indexing languages on a text categorization task. He conducted comparative ex-
periments based on word-based and phrasal indexing languages, with and without
term clustering. The experimental results showed that neither traditional term
clustering method nor the syntactic phrasal representation provides significantly
improved text representation.
Semantic and Syntactic Relationships
In [SM99], the authors examined some alternative ways to represent text based
on syntactic and semantic relationships between words, i.e. phrases, synonyms
and hypernyms (hyponyms). The goal of using phrases as features is to attempt
to preserve some of the information left out from the bag-of-words representation.
The authors tried two kinds of different phrase-based representations, that is, noun
phrases extracted by a tool named Noun Phrase Extractor (NoPE) which uses
syntactic information to select a useful subset of all the available phrases in the text,
and key phrases developed by Peter Turney [Tur99] who uses a statistical algorithm
to extract the most meaningful phrases from a document. Moreover, in order to
capture the semantic relationships between words ignored by using the bag-of-
words representation, the author also included a hypernym-based representations
(a linguistic term for the “is a” relationship. For example, a knife is a weapon,
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therefore, “weapon” is a hypernym of “knife”.) by virtue of WordNet. However,
the experimental results showed that none of the new representations performed
significantly better than the bag-of-words representation.
Latent Semantic Indexing
Latent semantic indexing (LSI) [SDH90] is a feature reconstruction technique de-
veloped in IR in order to address the problems deriving from the use of syn-
onymous, near-synonymous, and polysemous words as dimensions of document
representations. This technique compresses document vectors into vectors of a
lower-dimensional space whose dimensions are obtained as combinations of the
original dimensions by looking at their patterns of co-occurrence. In practice, LSI
infers the dependence among the original terms from a corpus and “wires” this
dependence into the newly obtained, independent dimensions. The function map-
ping original vectors into new vectors is obtained by applying a singular value
decomposition (SVD) to the matrix formed by the original document vectors. In
TC, this technique is applied by deriving the mapping function from the training
set and then applying it to training and test documents alike.
One characteristic of LSI is that the newly obtained dimensions are not, unlike
in term selection and term clustering, intuitively interpretable. However, they
work well in bringing out the “latent” semantic structure of the vocabulary used
in the corpus. A drawback of LSI, is that if some original term is particularly good
in itself at discriminating a category, that discrimination power may be lost in the
new vector space.
Wiener et al. [WPW95] used LSI in two alternative ways: (i) for local LSI, thus
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creating several category-specific LSI representations, and (ii) for global LSI, thus
creating a single LSI representation for the entire category set. Their experiments
showed that the former approach (local LSI) performs better than the latter (global
LSI), and both approaches perform better than simple term selection based on
feature selection scores, such as χ2, information gain and so on. The similar
results can also be found in the recent study [LCZ+04]. For other TC works that
have used LSI techniques, see [SHP95], [Hul94], [Sch98], [WWP99].
Combination Approach
Even the indexing terms used to represent a text can be at word, sub-word and
multi-word levels, these terms are always used exclusively. In many pattern recog-
nition applications, the exploitation of different information sources for the same
recognition task often leads to different errors in the results, which are very of-
ten complementary. Therefore, an appropriate exploitation of these sources can
effectively reduce the error rate. [Joa02] also claimed that “a high level of re-
dundancy is a desirable property of text-classification tasks”. This inspired the
authors in [DP03], who proposed an approach to combine two types of indexing
terms, i.e. words and 3-grams, to represent a text for TC. The preliminary ex-
perimental results showed that in most cases, appropriate combination of different
types of features can work better than a single type of feature. Although the data
set tested in this study is only a partial corpus, and therefore it may somewhat
reduce the reliability of this result, further study along this direction can be quite
interesting.
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3.3.5 Other Knowledge-based Text Representations
Other researchers try to make use of some available information beyond the original
corpus such as manually-made summaries (only obtained from training data set)
or present more complicated representation models to capture more information
and relationships from the corpus for TC. The following are two examples:
Using Keywords from Summarization
All the above literature assumed that only the original text corpus is available
before training the text classifier. However, the authors in [CLL03] proposed a
new method for text classification when the summaries of the texts are available.
Note that only the summaries of the training data set are available and are used
to for transforming the text representation in training and test documents.
For each keyword (non-stopword) in summary, the authors picked out the top 20
words with which the keyword has closer relationship from the training data sets.
Based on the Na¨ıve Bayes model, the text is mapped into a vector of probability
values, each of which corresponds to a keyword. Then the text classification is
conducted on the mapped vector. Actually, the author converted the original
term-based text space into a keyword-based text space because the keywords in
summary may be more accurate and informative than the terms in original text.
The experimental results on the email messages showed significantly improvements
with respect to other methods.
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Theme Topic Mixture Model – A Graphical Model
Theme Topic Mixture Model actually is a kind of graphical model presented in
[KB04]. This density estimation model assumes two types of relations among
textual data. Topics link words to each other and themes gather documents with
particular distribution over the topics. The results showed that this model failed
with respect to the simple bag-of-words representation when the size of the data
set becomes sufficiently large. However, only when small proportion (say 1%) of
data used for training the SVMs, this density estimation model captured important
information from the data and outperformed the bag-of-words representation.
3.3.6 Remarks on the Term Types
Generally, the simple bag-of-words approach performs well in practice and the
complicated high level representations have not shown good performance on TC
in most cases. However, it is still too early to draw a definite conclusion that
the bag-of-words approach is better than the complicated representations. The
current obstacle that hinders further research comes from the small annotated
data corpora. To solve this issue, either more human intervention is needed to
preprocess the initial data corpora or more advanced NLP techniques are needed
to improve the accuracy of the representations of the data corpora.
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3.4 How to Weigh a Term?
No matter which term type we adopt to represent a document, not all terms are
equally useful for the semantics of documents and thus an important indicator
represents how much the term contributes to the semantics of document.
Salton [SB88] elaborated three considerations of the assignment of appropri-
ately weighted terms for IR tasks. First, term occurrences in one document appear
to closely represent the content of the document and can help to improve the recall
measure. Second, term frequency alone may not have the discriminating power to
pick up all the relevant documents from other irrelevant documents. Therefore,
the idf factor has been proposed to help to improve the precision measure. In
general, the two factors, tf and idf, are combined by a multiplication operation
and are thought to improve both recall and precision measures. Third, to take the
effect of length of documents into consideration, a cosine normalization factor is
incorporated to equalize the length of the documents.
3.4.1 Term Frequency Factor
Table 3.1 lists four widely-used term frequency components, namely, a binary
weight, a normal raw term frequency, a logarithm of term frequency and an inverse
term frequency.
The simplest way of text representation is the binary representation, which
ignores the occurrences of terms in the document (1 for present and 0 for absent). It
is usually used in certain machine learning algorithms such as Na¨ıve Bayes, decision
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Table 3.1: Term frequency component
1.0 Binary weight equal to 1 for terms present in a vector
tf Raw term frequency (number of times a term occurs in a
document)
log(1 + tf) Logarithm of the term frequency
1− r
r+tf
Inverse term frequency (ITF), usually r = 1
tree, where a floating number format of term frequency might not be used or not
be used without constraints. The most popular term frequency representation just
adopts the raw term frequency(tf ) in the document. Moreover, different variants
have been presented, such as log(1+ tf) [BSAS94], where the logarithm operation
is used to scale the effect of unfavorably high term frequency in one document.
Inspired by the inverse document frequency, ITF (inverse term frequency) was
proposed by [LK02]. These term frequency alone factors could be used as term
weighting methods without other factors.
3.4.2 Collection Frequency Factor
In 1972, Karen Sparck Jones published a paper in Journal of Documentation
[Jon72] where she proposed a term weighting scheme now known as inverse doc-
ument frequency (idf ). The original idea of idf is to pick up all the relevant
documents from other irrelevant documents for IR tasks and it is typically com-
puted as log(N/n), where N is the number of documents in the whole collection
and n is the number of documents which contain this term in the collection.
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In the traditional probabilistic model, the relevance properties of the documents
are taken into account and thus a term relevance weight is derived as the proportion
of relevant documents in which a term occurs divided by the proportion of non-
relevant documents in which the term occurs. Due to the lack of knowledge of the
occurrences of the terms in the relevant and non-relevant documents in IR, this
term relevance can be reduced to an inverse document frequency factor of the form
log((N − n)/n) (see [WS81]). We also call this variant factor as idfprob (which
means probabilistic idf for it was derived from the probabilistic language model).
However, in TC, this term relevance factor can be calculated from the training
data set in advance and it is actually a well-known statistical measure, known as
Odds Ratio.
Table 3.2 lists three collection frequency components from IR, namely, a mul-
tiplier of 1 that ignores the collection frequency factor, a conventional inverse
collection frequency factor (idf), and a probabilistic inverse collection frequency
(idfprob), respectively.
Table 3.2: Collection frequency component
1.0 No change in weight; use original term frequency component
log(N
ni
) Multiply original tf factor by an inverse collection frequency
factor (N is the total number of documents in collection, and
ni is the number of documents to which a term is assigned)
log(N−ni
ni
) Multiply tf factor by a term relevance weight (i.e. probabilis-
tic inverse document frequency)
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3.4.3 Normalization Factor
To eliminate the length of documents effect, we use the cosine normalization to
limit the term weighting range within (0, 1). Specifically, the binary feature repre-
sentation does not use any normalization since the original value is 0 or 1. Assum-
ing that wkj represents the weight of term tk in document dj, the final normalized







3.4.4 Traditional Term Weighting Methods from IR
In this thesis, we classify the term weighting methods into two categories according
to whether the method makes use of the known category membership of training
documents, namely, supervised term weighting method (if it uses this known mem-
bership information) and unsupervised term weighting method (if it does not use
this information).
Collectively, the traditional term weighting methods rooted from IR belong
to unsupervised term weighting methods as the calculation of these weighting
methods do not involve the information on the membership of training documents
in categories. For instance, binary, tf.idf and its various variants. Here the tf
factor also has various variants, such as log(tf), log(tf + 1), log(tf) + 1, ITF, etc.
In addition, the idf (typically computed as log(N/n)) factor also has a number of
variants, such as log(N/n+ 1), log(N/n) + 1, idfprob, etc. Besides these variants,
there may be other variants which we will not cover in this thesis. Their formats
are basically similar with each other and they share the same idea of tf.idf .
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Besides, there are two special term weighting methods we have to discuss: RSJ
and BM25.
RSJ (Robertson and Sparck Jones) is also known as the term relevance weight
in the probabilistic model presented by Robertson and Sparck Jones in 1976. First
we define two probabilities for term tk:
pk = P (document contains tk|document is relevant) (3.2)
qk = P (document contains tk|document is not relevant) (3.3)
Then the term weight is:
RSJ weight wk = log
pk(1− qk)
(1− pk)qk (3.4)
Assume we know which documents are relevant and which are not, as before, a
total of N documents of which n contain the terms, and further R out of the N are





qk ≈ n− r
N −R. (3.6)
The usual modification justified (not discussed here) is to use the following estimate
of RSJ weight, where the 0.5 added to each of the components can be seen as a
smoothing correction:
wk = log
(r + 0.5)(N −R− n+ r + 0.5)
(R− r + 0.5)(n− r + 0.5) (3.7)
However, the assumption above is of course not only unrealistic, but also makes
a nonsense of the search process. Then if we have no relevance information, based
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on some reasonable assumptions and simple estimates of equations (for details see










It is now apparent that we can regard idf as a simple version of the RSJ weight,
applicable when we have no relevance information.
The BM25 weighting function is based on an analysis of the behavior of the
full eliteness model under different values of the parameters. Its formula can be
expressed thus:
BM25 weight wk = f(tfk) ∗ w(1)k (3.10)
where w
(1)
k is the usual RSJ weight, f(tfk) =
(k1+1)tfk
K+tfk
(K and k1 are global para-
meters which are in general unknown, but may be tuned on the basis of evaluation
data; tfk is the term frequency of term tk). Even though the default parameter
values may be adopted for these parameters in BM25, the best values will vary
with the documents in the specific corpus.
It is clear that the formula given in (3.10) expresses BM25 as a tf ∗idf weighting
scheme. The first component is a term frequency (tf) component and the second
component is the RSJ weight, which reduces to an idf measure in the absence of
relevance information as we discussed just now.
Both of the two methods shown above have solid theoretical basis, when applied
in practice, we must simplify them due to the unknown relevance information.
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Finally, they all can be reduced to a version of tf.idf . For this reason, we treat
these two weighting methods as variants of tf.idf . Hence, we still grant tf.idf as
the most popular term weighting method rather than other variants used in IR.
3.5 Supervised Term Weighting Methods
In contrast to IR, TC is a supervised learning task because the labels of train-
ing documents are available in advance. This known information on the category
membership of training documents is quite helpful not only for the feature selection
step but also for the construction of text classifier [YP97]. Recently, researchers
have introduced several new term weighting methods by using this prior informa-
tion. We group them as supervised term weighting methods once their calculation
involves this known information in the training data set. Generally, the state-
of-the-art supervised term weighting methods use this known information in the
following ways.
3.5.1 Combined with information-theory functions or sta-
tistical metrics
One approach is to weigh terms by using feature selection metrics, such as χ2, infor-
mation gain, gain ratio, odds ratio and so on [YP97]. These information-theoretic
functions usually have been applied to feature selection to reduce the high dimen-
sionality of the term space by picking out the most relevant and discriminating
features for the classification task. The terms with higher feature selection scores
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are deemed to contribute more to the TC task than those with lower scores. Con-
sequently, these scores are believed to be helpful in assigning more appropriate
weights to the terms.
In [DTY+04], Deng et al replaced the idf factor with χ2 factor to weigh terms
and asserted that tf.χ2 is more effective than tf.idf in their experiments with a
SVM-based TC. Similarly, Debole [DS03] assigned weights to terms by replacing
the idf factor with three metrics that have been widely used for feature selection
process, namely, information gain, χ2 and gain ratio. However, these supervised
term weighting methods have not been shown to have a consistent superiority
over the standard tf.idf -based term weighting. In most cases, the tf.idf method
is better than these complicated supervised term weighting approaches. Specifi-
cally, tf.idf outperforms tf.χ2 in [DS03], which is contrary to the conclusion of
[DTY+04]. With respect to the two studies, the only difference is that Deng et al
[DTY+04] used different metrics for feature selection and subsequent term weight-
ing operation while Debole et al [DS03] adopted the same metric for the two steps,
i.e. feature selection and term weighting.
Beside the TC task, the idea of using feature selection metrics to weigh terms
has been adopted in other text mining tasks. For example, in document summa-
rization, Mori [Mor02] adopted gain ratio as a term weighting method to compare
with a tf -based summarization system and the result showed that the gr -based
term weighting method is very effective in summarization.
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3.5.2 Based on Statistical Confidence Intervals
In [SM05], the authors introduced a new term weighting method called ConfWeight
based on statistical confidence intervals. As before, let N be the number of doc-
uments in the whole collection and n is the number of documents which contain
the term in this collection. They estimate the proportion of documents containing





where p˜ is the Wilson proportion estimate and z2α/2 is a value such Φ(zα/2) = α/2,
Φ is the t-distribution (Student’s law) function when N < 30 and the normal











For a given category, we get p˜+ and p˜− by applying equation (3.12) to the
positive and negative category in the training data set respectively. Then, we
label MinPos as the lower range of the confidence interval of p˜+ and label MaxNeg





Now the strength of term tk for category ci is defined as:
strtk,ci =

log2MinPosRelFreq if MinPos > MaxNeg
0 otherwise
(3.15)
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Thus, the final ConfWeight of term tk in document dj is defined as:
ConfWeighttk,dj = log(tf + 1) ∗maxstr(tk) (3.17)
The first component in formula 3.17 is actually a logarithmic operation of term
frequency. The second component of ConfWeight determines the weight of a par-
ticular term. Thus, although the authors assigned weight to terms based on sta-
tistical confidence, to calculate the ConfWeight value for each term with respect
to each category ci, the prior knowledge of labelled training data set is required.
The experimental results showed that ConfWeight generally outperformed tf.idf
and gain ratio on three benchmark data collections. However, their experiments
failed to show that supervised weighting methods are generally superior to the
unsupervised ones.
3.5.3 Interaction with Linear Text Classifier
This approach is to weigh terms in the interaction with a text classifier. Similar
to the idea of using feature selection functions as term weighting factors, the text
classifier selects the positive documents from negative documents by assigning
different scores to the documents and thus these scores are believed to be effective
in weighting terms for TC.
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In [HKK01], terms are weighted using an iterative approach involving the kNN
text classifier at each step. For each iteration, the weights are slightly modified
and the categorization accuracy is measured using an evaluation set (a split from
the training set). Convergence of weights should provide an optimal set of weights.
However, this method is generally much too slow to be used, particularly for broad
problems (involving a large vocabulary).
Strictly speaking, another literature combining the term weighting methods
with supervised linear learning algorithms is used for feature selection tasks rather
than for term weighting methods. But due to the potential usage in term weighting
methods, we include it in this literature review as a supervised term weighting
method. In [MBGMF04], Mladenic compared three term weighting methods, i.e.
Odds Ratio, information gain and weights from linear models (linear SVM and
Perceptron). Their results showed that feature scoring using weights from linear
SVMs yields better classification performance than other term weighting methods
when combined with three algorithms, namely, Na¨ıve Bayes, Perception and SVM.
In addition, they postulated that it is the sophistication of the term weighting
method rather than its apparent compatibility with the learning algorithm that
improves classification performance.
3.6 Analysis of Term’s Discriminating Power
Whether the traditional unsupervised or the state-of-the-art supervised term weight-
ing methods, the goal is to assign appropriate weights to terms to improve the
terms’ discriminating power for TC. In this section, we give an analysis of the
terms’ discriminating power for TC task.
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For multi-label classification problem, the benchmark on each corpus is gener-
ally simplified into multiple independent binary classification problems. That is,
in each experiment, a chosen category is tagged as the positive category and the
other categories in the same corpus are combined together as the negative cate-
gory. Therefore all collection frequency factors are specified “locally” to a specific
positive category ci. We adopt this local policy to assign term weights in this
thesis.
Term frequency represents a close relationship between the term and the con-
tent of the documents which contain this term. However, it is observed that if
high frequency terms are not concentrated in a few particular documents, we may
not retrieve the relevant documents from the whole collection. Consequently, the
traditional idf factor and its variants are introduced to improve the discriminating
power of terms in the traditional IR field. However, in the field of TC, it may
not be the case. To illustrate the difference between them, we take Figure 3.2 for
example to analyze the terms’ discriminating power to TC. Figure 3.2 depicts the
distributions of documents which contain six terms, t1, t2, t3, t4, t5 and t6, given
one chosen positive category on one data collection.
In this figure, each column represents the documents distribution in the corpus
for each term. The height of one column is the number of documents in the cor-
pus. The horizontal line divides these documents into two categories, the positive
(above) and the negative (below). The heights of the columns above and below
the horizontal line denote the number of documents in the positive and negative
categories respectively. The height of the shaded part is the number of documents
which contain this term. We use a, b, c and d to denote the different numbers of
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Figure 3.2: Examples of document distributions with respect to six terms in the
whole corpus
documents as below:
• a : the number of documents in the positive category which contain this term
• b : the number of documents in the positive category which do not contain
this term
• c : the number of documents in the negative category which contain this
term
• d : the number of documents in the negative category which do not contain
this term
Thus, N , the number of documents in the whole collection, is the sum of a, b, c
and d. In general, d >> a, b, c.
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By using the notations in Figure 3.2, several widely-used collection frequency
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P (tk|ci) ∗ (1− P (tk|ci))
(1− P (tk|ci)) ∗ P (tk|ci)
=
a ∗ d
b ∗ c (3.23)
We assume the six terms have the same term frequency (tf) and N = 1000.
The first three terms, i.e. t1, t2 and t3, have the same idf , which we will call idf1,
and the last three terms, i.e. t4, t5 and t6, share the same idf , which we will call
idf2. It is clear to find that idf2 < idf1 as the traditional idf factor gives more
weights to the first three terms with less document frequency in the corpus than
the last three terms. Let us consider the first three terms, i.e. t1, t2 and t3. They
share the same idf1 value but have different ratio of a and c illustrated in Table
3.3.
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Table 3.3: The first three terms which share the same idf but have different ratio
of a and c
Term Sum(a,c) a : c idf
t1 100 10 : 1 log(N/100) = 3.322
t2 100 1 : 1 log(N/100) = 3.322
t3 100 1 : 10 log(N/100) = 3.322
The membership of a document in a category is pretty much as the relevance
of a document to an information need in IR [Sar75]. In IR, the relevance informa-
tion cannot be available in advance (otherwise it makes a nonsense of the search
process), while in TC, the labelled training data set is available in advance. Thus,
considering the examples in Figure 3.2, we cannot know where this horizontal line
is in IR. However in TC, due to the availability of the training data set, we can
draw out this line. This difference between IR and TC comes from the availability
of training data sets.
It is quite clearly observed that these six terms contribute differently to the
classification task. Intuitively, it is considered that the more concentrated the
terms are in the positive category than in the negative category, the more contri-
bution they may make to separate the positive samples from the negative examples.
Thus, in the above examples in Figure 3.2, term t1 contributes more than t2 and
t3 to distinguish the positive from the other negative categories. Similarly, term
t4 contributes more than term t5 and t6.
However, by using idf and idfprob (listed in Equation 3.19) factors, we cannot
see any difference among the first three terms. The similar observation can be
found among the last three terms. Let us discuss the following two cases in which
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the idf and idfprob factors fail to show their discriminating power in TC.
case 1: Consider the first three terms, i.e. t1, t2 and t3. We can easily find
that these three terms make different contributions to TC. Specifically, t1
contributes more power to discriminate the positive documents from the
negative documents than t2 and t3. Thus, t1 should be weighted more than t2
and t3. However, by using idf or idfprob factor, the three terms will equalize
their discriminating power for text categorization. The same observation can
be found for the last three terms. Therefore, in this case, the idf and idfprob
factors fail to assign appropriate weights to terms based on their different
contributions to text classification tasks.
case 2: Consider the two terms t1 and t4. Note the two have different idf values
and idf2 (t4) < idf1 (t1). However, it is clearly observed from this figure
that t4 contributes more than t1 and thus t4 should be weighted more than
t1. Thus, in this case, the idf and idfprob factors has a reverse effect on
expressing the terms’ discriminating power for text categorization.
In the above two cases, the idf and idfprob factors have no or even decrease
the discriminating power for terms in TC. An obvious explanation for the failure
of idf and idfprobin TC is that they do not consider the document distribution in
the positive and negative category.
Consequently, the other supervised factors listed from Equations 3.20 to 3.23,
i.e. χ2, Odds Ratio, information gain and gain ratio, should, in theory, outperform
idf and idfprob as they make use of this prior information from the training data
set. The basic idea of using these functions is that the best terms for ci are
A New Term Weighting Method for Text Categorization Man Lan
Text Representation for Text Categorization 68
the ones distributed most differently in the positive and negative examples of ci.
However, these functions may have different interpretations of this principle. For
instance, in the experimental sciences χ2 is used to measure how the results of an
observation differ (i.e. are independent) from the results expected according to an
initial hypothesis (here, the lower values means lower dependence). In TC, it is
used to measure how independent term tk and category ci are. The term tk with
the lowest value for χ2(tk, ci) are thus the most independent from ci; since we are
interested in the terms which are not, the terms for which χ2(tk, ci) is highest are
considered to contribute the most for classification task.
To discuss the differences in terms’ discriminating power between the above
supervised factors and idf , we take the two factors χ2 and or for example in the
following cases.
case 3: Consider the first three terms in Figure 3.2 again. The three are as-
signed differently in terms of idf , χ2 and or factors. Specifically, in idf value,
t1 = t2 = t3; in χ2 value, t1 = t3 > t2; in or value, t1 > t2 > t3. This
observation indicates that the three show inconsistent discriminating power
with respect to each other. Moreover, even though χ2 and or both consider
the document distribution in the positive and negative category, the two as-
sign different weights for the same term. This difference arises from their
different theoretical bases or rationales.
case 4: Consider the two terms t1 and t4. Although the idf factor unreasonably
results in t1 > t4, χ2 and or correct this obvious mistake and appropriately
makes t4 > t1. This case shows that χ2 and or would assign more appropriate
weights to terms than idf .
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case 5: Consider the two terms t2 and t5. Let a = c for each term (i.e. the same
number of documents which contain this term in the positive and negative
category). Clearly, t2 > t5 in idf value while t5 > t2 in both χ2 and or
values. This is inconsistent with our intuitive consideration that t2 and t5
should contribute equally because each term occurs with the same frequency
in the positive category as that in the negative and thus they both have the
same ratio of a and c. For details about our intuitive consideration, refer to
the next Section 3.7.
Apparently, these supervised factors might assign more reasonable weights to
terms than idf and idfprob as they consider the distribution of the documents in the
positive and negative category from the training data set. However, we must note
that in this section this is only a a qualitative analysis of terms’ discriminating
power. These supervised factors might show various degrees of discriminating
power when weighting terms in the real world cases. To illustrate their different
discriminating power from quantitative analysis aspect, we will take some real case
examples in Section 3.8.
3.7 A New Proposed Supervised Term Weighting Scheme
— RF
The basic idea of our intuitive consideration is quite simple: the more concentrated
a high frequency term is in the positive category than in the negative category,
the more contributions it makes in selecting the positive samples from among the
negative samples.
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Although the above supervised term weighting factors take the document dis-
tribution into account, they are not always consistent with the above intuitive
consideration. Specifically, several supervised term weighting factors discussed in
the previous subsection are symmetry in terms of positive and negative categories.
That is, given one category ci, if the distributions of term t1 in the positive and
negative categories are the same as those of term t3 in the negative and positive
categories respectively, they will be weighted equally in χ2, information gain and
gain ratio value. But, as we mentioned in the previous subsection, our intuitive
consideration is that t1 contributes more than t3 and thus t1 should be weighted
more than t3. Why we would like to assign more weights to t1 rather than t3?
For the multilabel multiclass TC task, when we build a text classifier for each cat-
egory, we usually label this category as positive category and group all the other
categories as negative category. Thus, the documents in the positive category con-
centrate on one topic or several topics close to each other while the documents in
the negative category are spread over a wide range of topics since all non-positive
categories are grouped together as negative. Thus, the high frequency terms con-
centrated in the positive category are good discriminators to select the positive
samples from among the various negative samples. This idea of favoring positive
terms can also be observed in [NGL97] which tried to select such “positive” words
via a metric (the square root of chi-square) as opposed to “negative” words indica-
tive of negative documents. Therefore, unlike the above three supervised factors,
we would like to assign more weight to term t1 than t3.
On first sight, the or factor seems to be consistent with our consideration.
But we may recall case 5 listed in the previous section where two terms t2 and
t5 have the same ratio of a and c. In our consideration, they would have the
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same contribution to TC no matter what value of b and d. That means, slightly
increasing or decreasing the value of b and d (i.e. whether adding or deleting the
documents in the positive or negative category which do not contain this term)
should not have an impact of terms’ discriminating power. However, it is not
the case in or value. The difference between or and our consideration is that we
consider the terms’ discriminating power to be imposed by the number of relevant
documents which contain this term only, i.e. a and c. Since d >> a, b, c in general
case, the or value would vary drastically because it involves the d value.
Based on these above intuitive considerations and the analysis in the previous
section, we propose a new supervised weight factor rf (relevance frequency) to
capture this basic idea. Its formula is expressed as:




When combined with tf by a multiplication operation, the weight of term tk is
defined as:
tf.rf = tf ∗ log(2 + a
c
) (3.25)
We assign the constant value 2 in the rf formula because the base of this
logarithmic operation is 2. Without the constant 2+, the formula (3.24) would
have the effect of giving a number of other terms zero weight. Let us consider two
extreme cases in formula (3.25). In one extreme case, if a = 0 and then rf = 1, the
final weight of a term in a document, i.e. tf.rf , at least equals to term frequency
alone. In another extreme case, if c = 0, to avoid zero divisor, we set the minimal
denominator as 1, which is reasonable whatever the value of a is. Thus the rf
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formula is replaced by:




and, the final term weight is replaced by:
tf.rf = tf ∗ log(2 + a
max(1, c)
) (3.27)
Compared with the other supervised factors, the rf factor does not involve the
d value. This is based on the observation that d >> a, b, c and thus d will lessen
the significance of a and c in expressing the term’s discriminating power for TC.
We name it rf (relevance frequency) because only the frequency of relevant
documents (i.e. those which contain this term) are considered in this formula.
That is, only the ratio of a and c exerts an influence on the formula. Table 3.4
lists the rf values with different a and c values.
Table 3.4: The rf values with different a and c values
rf a
0 1 2 3 4 5 6
(0,1) 1.00 1.58 2.00 2.32 2.58 2.81 3.00
c 2 1.00 1.32 1.58 1.81 2.00 2.17 2.32
3 1.00 1.22 1.42 1.58 1.74 1.87 2.00
4 1.00 1.17 1.32 1.46 1.58 1.70 1.81
Clearly, rf function captures the idea that the best discriminators for ci are
the ones distributed more in the positive examples of ci than in the negative ones.
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Therefore, by using rf , we weight t1 more than t2 and t3 in the above examples.
Similarly, t4 is weighted more than t5 and t6 by using rf factor.
3.8 Empirical Observation of Term’s Discriminating Power
The previous two sections only presented an analytical explanation of the six
widely-used term weighting factors (Equations 3.18 to 3.23) and our newly pro-
posed rf factor. To evaluate their discriminating power from a quantitative aspect,
we apply them to real world cases. To accomplish it, we choose four terms from
the Reuters News Corpus. Table 3.5 and 3.6 list the six different factors’ values
for the selected four terms in terms of two categories, namely, 00 acq and 03 earn
respectively.
Table 3.5: Comparison of six weighting values of four features in category 00 acq
Feature Category: 00 acq
idf rf χ2 or ig gr
acquir 3.553 4.368 850.66 30.668 0.125 0.161
stake 4.201 2.975 303.94 24.427 0.074 0.096
payout 4.999 1.000 10.87 0.014 0.011 0.014
dividend 3.567 1.033 46.63 0.142 0.017 0.022
Based on the literal meaning, the first two terms, acquir 1 and stake, are closely
related to the content of category 00 acq while the last two terms, payout and
dividend, are closely related to the content of category 03 earn. However, as the
1Here the acquir is a common root of several morphological forms of words and the original
words can be acquire, acquired, acquires, acquiring, acquirement, etc.
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Table 3.6: Comparison of six weighting values of four features in category 03 earn
Feature Category: 03 earn
idf rf χ2 or ig gr
acquir 3.553 1.074 81.50 0.139 0.031 0.032
stake 4.201 1.082 31.26 0.164 0.018 0.018
payout 4.999 7.820 44.68 364.327 0.041 0.042
dividend 3.567 4.408 295.46 35.841 0.092 0.095
idf factor neglects the category information of the training set, each of these four
terms is weighted equally by the idf factor in terms of the two categories. On
the contrary, the supervised term weighting factors assign different weights to
different terms for different categories. It is observed from the two tables that
these supervised factors might show various degrees of discriminating power in
weighting terms.
Let us recall Salton’s consideration in Section 3.4 regarding the two factors
composing a term’s weight in a document, i.e. term frequency factor and collection
frequency factor. Term frequency factor is considered to appropriately express the
content of the document and also indicates how close this term is to the semantics
of this document. On the other hand, the various collection frequency factors are
used to impose discriminating power on terms to separate the positive samples
from the negative samples. They both are considered to make a contribute for
text classification. But, which factor is more important?
Our consideration is that both factors are equally important in contributing
to text classification and their good combination has a crucial effect on express-
ing the discriminating power of a term in a document. Thus, de-emphasizing or
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emphasizing either factor might result in inappropriate weights to terms. Usually,
although the frequency of a term in a document varies according to the natural
property of documents, it is quite a common case that a term occurs in zero, or
several times rather than tens or even hundreds of times in a document.
Let us continue to discuss the supervised factors’ different efforts to assign the
terms’ discriminating power.
Consider the χ2 factor first. The χ2 value of these four terms are quite large.
Take term acquir for example, its χ2 value is 850.66 and 81.50 in the two cate-
gories respectively. Since this value is significantly much larger than the common
value of tf , it results in suppressing the impact of the term frequency factor in
contributing the discriminating power to this term. The similar observation can
be found for the or factor. Moreover, the values of the or factor for the four terms
vary more drastically than the χ2 factor and thus the or factor may suppress the
term frequency factor’s power even more.
On the contrary, the effects of the ig and gr factors are significantly outweighed
by the term frequency factor.
Finally, it is interesting to find that the rf factor has a comparable impact
to term frequency factor for each of the four terms. Thus the tf.rf method will
be able to balance the impact of both the term frequency factor and collection
frequency factor on expressing their discriminating power.
So far, only the analytical explanation and the empirical observation based on
several selected samples are given. To experimentally compare the performance
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of these factors and confirm the effectiveness of our intuitive consideration of the
tf.rf method, we will conduct a series of experiments under various circumstances.
That is what Chapter 5 will do. But before we start by conducting experiments to
empirically address these problems, we will first establish the experimental settings
for this thesis and describe them in next chapter.
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CHAPTER 4
METHODOLOGY OF RESEARCH
This chapter establishes the experimental methodology of this thesis. Section
4.1 describes the learning algorithms applied in this thesis. Section 4.2 presents
the benchmark data collections on which the experiments have been conducted.
Section 4.3 introduces evaluation metrics to measure the performance of different
methods. Section 4.4 describes the statistical significance tests.
4.1 Machine Learning Algorithms Applied in This Thesis
SVM and kNN achieve top-notch performance among the widely-used machine
learning algorithms (see [YL99], [Joa98] and [DPHS98]). That is the main reason
we choose them. Another reason is that although other algorithms such as Decision
Tree and Na¨ıve Bayes are also widely used, they are not included because the real
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numbers format of term weights could not be used except for the binary text
representation. Even the real numbers could be used with various constraints1
([MN98]), other learning algorithms have been shown worse performance than the
two promising algorithms. Finally, the two state-of-the-art algorithms scale to
large classification problems with thousands of features and examples.
4.1.1 Support Vector Machines
Due to their ability to efficiently handle relatively high dimensional and large-scale
data sets without decreasing classification accuracy, SVMs have been confirmed
to show better performances than other methods by many researchers [DPHS98]
[Joa98] [LK02].
According to different kernel functions from computational learning theory,
SVMs are classified into two categories, namely, linear and non-linear. Specifi-
cally, our benchmark adopted the linear SVM rather than non-linear SVM. The
reasons why we chose linear kernel function of SVM in our experiments are listed
as follows. First, linear SVM is simple and fast [DPHS98]. Second, our preliminary
experimental results showed that the linear SVM performs better than the non-
linear models, even at the preliminary optimal tuning level the accuracy achieved
with RBF kernel is lower than that of linear (0.8 vs 0.9). This result contradicts
our anticipation of a better performance by a more sophisticated kernel when deal-
ing with numerous dimensional features but it is also consistent with the findings
in [DPHS98] and [YL99]. Third, this result might be considered preliminary, but
1For example, [MN98] presented a model for Na¨ıve Bayes text classification which can relax
the constraint that document vectors should be binary-valued.
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our current focus is on the comparison of term weighting schemes rather than how
to tune the parameters of kernel functions. Following the established practice in
TC, throughout this thesis we used an SVM with a linear kernel as the bench-
mark classifier algorithm. The SVM software we used is LIBSVM-2.6 and its later
updated version, LIBSVM-2.8 [CL01].
4.1.2 k Nearest Neighbors
The kNN algorithm is very simple and effective. However, the most important
drawback is its inefficiency in the case of high dimensional and large-scale data
sets. This drawback comes from the nature of this “lazy” learning algorithm as it
actually does not have a true learning phase and thus incur a high computational
cost at the classification time.
The performance of kNN is dependent on the unique parameter k. That is,
once the k value is fixed, the performance of kNN is also unchangeable. In order
to estimate the unique parameter k for kNN, we need a validation data set which
is different from the training data set. Usually, a subset of training data set is
separated to tune this parameter and the remaining training data set is used to
train the model of text classifier. [LC96] used k = 20. The previous work in
[YL99] set k as 30− 45 since they found that in that range the kNN yields stable
effectiveness. Similarly, [Joa98] also achieved the best performance for kNN when
30 ≤ k ≤ 45. Following the above two attempts, we explored the k values where
k ∈ {1, 15, 30, 45} for the kNN classifier. The results for the parameter k with the
best performance on the test set are reported in the results sections in the next
chapter.
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4.2 Benchmark Data Collections
To make the comparisons between our results and the published results meaningful,
we conduct experiments on standard widely-used benchmark data collections. We
first discuss the general text preprocessing steps for these corpora.
4.2.1 Text Preprocessing
The stop word list we used consists of 292 or 513 functional or connective words
that assumed to have no information content. Appendix I lists the 513 stop words.
After removing stop words and punctuation characters, the Porter’s stemming was
performed to reduce words to their base forms according to [Por80].
We use χ2 metric for feature selection in this thesis. [YP97] found χ2 and infor-
mation gain are the most effective feature selection metrics in their experiments.
We have thus followed her study to use χ2 for feature selection. However, since
SVM has the capability to deal with high dimensional features, and the previous
works showed that feature selection does not improve or even slightly degrades the
SVM performance [LK02] and [DL04], we also conducted experiments by inputting
the full words (after remove stop words, stemming and set minimal term length2
as 4) without feature selection.
2i.e. the term with only 3 or less letters will be removed.
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4.2.2 Reuters News Corpus
The most widely used corpus is the Reuters corpus, consisting of a set of news
stories classified under categories related to economics. The Reuters collection
accounts for most of the experimental work in text categorization so far. Thus,
conducting experiments on this popular corpus have meaningful comparison with
the existing works.
In this study, we selected the documents from the top ten largest categories of
the Reuters-21578 document collection. We adopted the bag-of-words approach for
the documents. According to the widely-used ModApte split (it is now a standard
split in Reuters-21578 corpus), the 9, 980 news stories have been partitioned into
a training set of 7, 193 documents and a test set of 2, 787 documents. Stop words
(292 stop words), punctuation and numbers were removed. The Porter’s stemming
was performed to reduce words to their base forms [Por80]. The threshold of the
minimal term length is 4 (i.e. each term has at least 4 letters.). Null vectors (i.e.
vectors with all attributes valued 0) were removed from the data set. The resulting
vocabulary has 15937 words (terms or features).
By using the χ2 statistics ranking metric for feature selection, the top p features
per category were selected from the training sets. In our experiments, we set
p ={25, 50, 75, 150, 300, 600, 900, 1200, 1800, 2400, All} respectively.
One noticeable issue of Reuters corpus is the skewed category distribution prob-
lem. Among the top ten categories which have 7193 training documents, the most
common category has a training set frequency of 2877 (40%), but 80% of the
categories have less than 7.5% instances.
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4.2.3 20 Newsgroups Corpus
Another benchmark data corpus is the 20 Newsgroups corpus3, which is a collec-
tion of approximate 20, 000 newsgroup documents nearly evenly divided among
20 discussion groups and each document is labelled as one of the 20 categories
corresponding to the name of the newsgroup that the document was posted to.
Some newsgroups are very closely related to each other. For example, the posts
in category of comp.sys.ibm.pc.hardware are very similar to those in category of
comp.sys.mac.hardware. However, others are highly unrelated, for example, the
category of misc.forsale and category of soc.religion.christian. After removing du-
plicates and headers, the remaining 18846 documents are sorted by date and are
partitioned into 11314 training documents (about 60%) and 7532 test documents
(about 40%). After this partition, the training and test documents still remain
nearly evenly distribution on the 20 topics. Therefore, compared with the skewed
category distribution in the Reuters corpus, the 20 categories in the 20 Newsgroups
corpus are of approximately uniform distribution.
The resulting vocabulary, after removing stop words (513 stop words) and
words that occur less than 3 and 6 times in the positive and negative categories
respectively, has 50088 words. According to the χ2 statistics metric, the top p ∈
{5, 25, 50, 75, 100, 150, 200, 250, 300, 400, 500} features are selected.
3The 20 Newsgroups corpus can be freely downloaded from
http://people.csail.mit.edu/jrennie/20Newsgroups/.
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4.2.4 Ohsumed Corpus
The MEDLINE database is the largest component of PubMed (http://pubmed.gov).
The Ohsumed collection is a subset of clinically-oriented MEDLINE from year
1987 to year 1991, consisting of 348, 566 references out of a total of over 7 mil-
lion, covering all references from 270 medical journals over a five-year period.
The Ohsumed in year 1991 includes 74337 documents but only 50216 of which
having abstracts. Joachims [Joa98] used the first 10000 documents for train-
ing and the second 10000 documents for testing. This data set is available at
ftp://medir.ohsu.edu/pub/ohsumed. Hence, we can clearly find the relationship
among these databases is as follows:
Joachims’ Ohsumed ⊂ OHSUMED ⊂ MEDLINE ⊂ PubMed
Specifically, we use the Ohsumed corpus adopted by Joachims in [Joa98] be-
cause this data set is a widely-used benchmark data collection and the comparison
between our experiments and other published experiments makes sense.
This corpus including medical abstracts from the MeSH categories are related
to 23 cardiovascular diseases and each disease corresponds to one category label.
After selecting such category subset, the unique abstract number becomes 13, 929
(6, 286 for training and 7, 643 for testing). The resulting vocabulary, after removing
stop words (513 stop words) and words that occur less than 3 and 6 times in the
positive and negative categories respectively, has 19501 words. According to the χ2
metric, the top p ∈ {10, 25, 50, 75, 100, 200, 300, 400, 600, 800, 1000, 1200} features
are tried.
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4.2.5 18 Journals Corpus
From the digital library center in National University of Singapore (NUS), we
chose 20 journals with the top largest impact factor in the subject categories of
Biochemistry and Molecular Biology. Due to access limitation, two journals
are not accessible4. The resulting data collection named 18 Journals Corpus con-
sists of 7, 903 documents from a latest two-year span (year 2004 - year 2005) of 18
journals in PubMed. Table 4.1 lists the statistical information of these 18 journals.
After deleting the duplicates and removing the documents with blank abstract
and/or blank MeSH keywords5, the ultimate corpus has 5, 417 documents and 933
MeSH keywords. Each of the 933 MeSH keywords is viewed as a category label and
a document belongs to a category if it is indexed with at least one such keyword
from these 933 keywords.
Due to a large number of category labels (i.e. keywords), most categories
contain only 1-2 documents. Then we select 8421 document and category pairs
from the top 132 categories each of which has at least 10 articles. For each category,
the first half of documents are used to train the text classifier model and the last
half of documents are used to test as unlabelled samples. After removing the 513
stop words, the whole vocabulary is 19018 words in all 132 categories. For this
corpus, we also conducted experiments on three subsets with different sizes as
shown in Table 4.2
4The two inaccessible journals are “Biochimica ET Biophysica ACTA-Reviews On Cancer”
and “Reviews Of Physiology Biochemistry And Pharmacology”.
5We also remove the articles which keywords are Research or Research Support by Government
because these keywords are too general and not biomedical keywords.
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Table 4.1: Statistical information of the 18 Journals Corpus
Abbreviated Journal Title Impact Factor # of Articles
Annual review of biochemistry 31.538 78
Nature medicine 31.223 773
CELL 28.389 844
Molecular cell 16.811 688
Trends in biochemical sciences 14.112 229
PLoS biology 13.868 525
Annual review of biophysics & biomolecular structure 13.462 40
Nature structural & molecular biology 12.000 491
Current biology : CB 11.901 1396
The Plant cell 11.295 571
The EMBO journal 10.492 915
Genome research 10.382 501
Cytokine & growth factor reviews 9.926 98
Current opinion in structural biology 9.821 184
Progress in lipid research 8.810 39
Advances in microbial physiology 8.667 11
Current opinion in chemical biology 8.623 183
Cell death and differentiation 8.192 337
Table 4.2: Statistical information of three subsets of the 18 Journals corpus
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Generally, compared with the Ohsumed corpus which involved domain experts
in grouping the documents into 23 categories regarding cardiovascular diseases, the
18 Journals corpus does not require domain experts and all documents are grouped
based on the indexed MeSH keywords. In some sense, the 18 Journals corpus is
more difficult than the Ohsumed corpus because the data are more “noisy”. That
is, the word/category correspondences are more “fuzzy” in the 18 Journals corpus.
Consequently, the categorization is more difficult to learn for a classifier. It will
be a harder work for the 18 Journals corpus than the Ohsumed corpus.
4.3 Evaluation Methodology
With respect to TC systems, the experimental evaluation of classifier usually mea-
sures its effectiveness rather than its efficiency, that is, its ability to take the right
classification decisions.
4.3.1 Precision and Recall
Usually, classification effectiveness is measured by using precision and recall. Pre-
cision (p) is the proportion of truly positive examples labelled positive by the
system that were truly positive and recall (r) is the proportion of truly positive
examples that were labelled positive by the system.
For obtaining estimates of precision and recall, two different methods may be
adopted:
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micro-averaged: where the precision and recall are obtained by summing over
all individual decisions;
macro-averaged: where precision and recall are first evaluated “locally” for each
category, and then “globally” by averaging over the results of the different
categories;
These two methods may give quite different results, especially if the differ-
ent categories have very different generality. That is, the ability of a classifier to
behave well also on categories with low generality (i.e. categories with few pos-
itive training instances) will be emphasized by macro-averaged and much less so
by micro-averaged. Thus it is clear to be observed that the two methods will be
equalized on the uniform category distribution data sets. Whether one or the other
should be used obviously depends on the application requirements.
Neither precision nor recall makes sense in isolation from each other as it is
well known from the IR practice that higher levels of precision may be obtained
at the price of low values of recall. Thus, a classifier should thus be evaluated
by means of a measure which combines precision and recall. To accomplish this,
several measures have been proposed. Among them, the two most widely-used
measures adopted by TC are, F1 function and breakeven point.
4.3.2 F1 Function
A Fβ function is computed as:
Fβ =
(β2 + 1) ∗ p ∗ r
β2 ∗ p+ r (4.1)
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where β may be seen as the relative degree of importance attributed to precision
and recall. If β = 0 then Fβ coincides with precision, whereas if β = ∞ then
Fβ coincides with recall. Usually, a value β = 1 is used, which attributes equal
importance to precision and recall. Thus, the F1 function is computed as:
F1 =
2 ∗ p ∗ r
p+ r
(4.2)
Similarly, the F1 function also can be estimated from two ways, i.e. micro-
averaged (where the precision and recall are obtained by summing over all indi-
vidual decisions) and macro-averaged (where precision and recall are first evaluated
“locally” for each category, and then “globally” by averaging over the results of
the different categories). Moreover, these two methods also give quite different
results, especially if the different categories have very different generality.
4.3.3 Breakeven Point
The breakeven point is the value at which precision equals recall. To obtain the
breakeven point, a plot of precision as a function of recall is computed by repeatedly
varying the threshold ρ; thus the breakeven point value is the value of precision or
recall for which the plot intersects the precision = recall line. This idea relies on
the fact that, by decreasing the parameter ρ, recall always increases monotonically
from 0 to 1 and precisions usually decreases monotonically from a value near 1 to
lower. If for no values of the ρ precision and recall are exactly equal, the ρ is set to
the value for which precision and recall are closest, or an interpolated breakeven is
computed as the average of the values of precision and recall. We must note that
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there may be no parameter setting that yields the breakeven; in this case the final
breakeven value obtained by interpolation is artificial.
Compared with the F1 function, [YL99] showed that the breakeven point of a
classifier is always less or equal than its F1 value.
4.3.4 Accuracy
Although accuracy is commonly used in the machine learning literature, it is not
widely used in TC. The reason is that, as [YL99] pointed out, the large value of
documents in the whole corpus makes them much more insensitive to variations in
the number of correct decisions than precision and recall. This makes the classifier
behave very much like a trivial rejector.
Once an effectiveness measure is chosen, a classifier can be tuned by setting
thresholds and other parameters so that the resulting effectiveness is the best
achievable by that classifier. Tuning a parameter ρ is normally done experimen-
tally. This means performing repeated experiments on the validation set with the
values of the other parameters ρk fixed and with different values for parameter ρ.
The value that has yielded the best effectiveness is chosen for ρ. In general, our
experiments adopted the micro-averaged precision/recall break-even point and F1
functions as the measures of performance.
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4.4 Statistical Significance Tests
To verify the impact of the difference in data on the performance variation of these
term weighting methods and further evaluate whether there is significant difference
between different methods, we employed the McNemar’s significance tests [Die98]
based on the evaluation measures chosen from the previous section, i.e. micro-
averaged F1 or break-even point. McNemar’s test is a χ
2-based significance test for
goodness of fit that compares the distribution of counts expected under the null
hypothesis to the observed counts. The McNemar’s test can be summarized as
follow.
Two classifiers fA and fB based on two different term weighting schemes were
performed on the test set. For each example in test set, we recorded how it was
classified and constructed the following contingency table (Table 4.3). The null
Table 4.3: McNemar’s test contingency table
n00: Number of examples misclassified
by both classifiers fA and fB
n01: Number of examples misclassified
by fA but not by fB
n10:Number of examples misclassified
by classifiers fB but not by fA
n11: Number of examples misclassified
by neither fA nor fB
hypothesis for the significance test states that on the test set, two classifiers fA
and fB will have the same error rate, which means that n10 = n01. Then the
statistic χ is defined as
χ =
(|n01− n10| − 1)2
n01 + n10
(4.3)
where n01 and n10 are defined in Table 4.3.
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Dietterich showed that under the null hypothesis, χ is approximately distrib-
uted as χ2 distribution with 1 degree of freedom, where the significance levels 0.01
and 0.001 corresponded to the two thresholds χ0 = 6.64 and χ1 = 10.83 respec-
tively. Given a χ score computed based on the performance of a pair of classifiers
fA and fB, we compared χ with threshold values χ0 and χ1 to determine if fA
is superior to fB at significance levels of 0.01 and 0.001 respectively. If the null
hypothesis is correct, then the probability that this quantity is greater than 6.64
is less than 0.01. Otherwise we may reject the null hypothesis in favor of the
hypothesis that the two term weighting schemes have different performance when
trained on the particular training set.
After setting up the whole experimental conditions for this thesis, to address the
three questions raised in the beginning of this thesis, we will conduct comprehensive
experiments under various circumstances in the next chapter.
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CHAPTER 5
EXPERIMENTAL RESEARCH
This chapter presents a series of experimental research work of this thesis. The
main purpose of this chapter is to address to the three questions raised in Chap-
ter 1. To accomplish this, we first explore various widely-used traditional term
weighting methods from IR domain on a SVM classifier. Then we investigate
several supervised term weighting methods and their relationship with different
machine learning algorithms. Finally, we extend the experiment on a new appli-
cation domain, i.e. biomedical literature classification.
Another purpose of this chapter is to provide empirical evidence to examine
the effectiveness of tf.rf under a more general experimental circumstances, i.e.
various traditional and the state-of-the-art supervised term weighting methods,
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different machine learning algorithms, different benchmark corpora and even dif-
ferent application domains.
This chapter is organized as follows. Section 5.1 describes the experiment on
exploring various (in most cases traditional) term weighting methods for SVM-
based classifier. Section 5.2 compares supervised and unsupervised term weighting
methods and also investigates their relationship with different machine learning
algorithms given different benchmark corpora. Section 5.3 presents a further study
of these term weighting methods on a new domain, i.e. biomedical literature.
5.1 Experiment Set 1: Exploring the Best Term Weighting
Method for SVM-based Text Categorization
The goal of this experiment is to address the second question raised in Chapter 1,
i.e. “which is the best term weighting method for SVM-based text classifier?”.
Another purpose of this experiment is to make a comprehensive comparative
study on various traditional term weighting methods and their variants since no
such a comprehensive comparison has been made in TC so far.
To accomplish this, we build a fixed universal platform to explore various
widely-used traditional term weighting methods from IR and our newly-proposed
tf.rf based on a SVM text classifier. Based on this universal platform, the com-
prehensive comparative study among a variety of term weighting methods is more
meaningful. So we only change the term weighting methods based on the bag-of-
words approach, while the remaining background conditions such as, data prepa-
ration, classifier and evaluation measures remain unchanged.
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5.1.1 Term Weighting Methods
The ten term weighting methods involved in this experiment is listed in Table 5.1.
Most of them are traditional term weighting methods which have been widely used
in IR and borrowed by TC and/or have shown good performance in practice.
Table 5.1: Summary of 10 term weighting methods studied this experiment set 1
Name Description
binary binary feature representation
tf tf only
logtf log(1 + tf)
ITF 1− 1/(1 + tf)
idf idf only
tf.idf traditional tf.idf
logtf.idf log(1 + tf).idf
tf.idfprob probabilistic idf , actually is the approximate
tf.term relevance
tf.chi tf.χ2
tf.rf tf.relevance frequency is our new weighting scheme
The first four term weighting methods are actually different variants of tf
factor. Specifically, binary is the simplest and popularly used representation in all
learning algorithms, especially in which the real number term weights can not be
input. The raw term frequency(tf ) and one of its log operation variants, log(1+tf)
(used in [BSAS94]) are included, where the logarithm operation is used to scale
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the effect of unfavorably high term frequency in a document. Moreover, inspired
by the inverse document frequency, a ITF (inverse term frequency) was presented
by [LK02] for a SVM-based text classifier.
The next four methods are different variants of tf.idf method. Note that we
do not include RSJ and BM25 rooted from IR because the two can be simplified
as tf.idf or a variant of tf.idf when applied to TC tasks (for details see subsection
3.4.4). There may be other variants which we do not cover here because they share
the same idea of tf.idf and their formats are basically similar with each other.
The tf.chi scheme is included for two reasons. First, it is a typical repre-
sentation which combines tf factor with one feature selection metric (here is χ2).
Another reason is in [DTY+04], the authors stated that tf.χ2 performs better than
tf.idf for SVM-based text classifier.
The final weighting representation is our newly proposed scheme based on the
analysis of term’s discriminating power in Section 3.7 in order to improve the
terms’ discriminating power for TC.
Other weighting schemes exist, but these ten methods were chosen due to their
reported superior classification results or their typical representation when using
SVM. For example, ITF representation proposed by [LK02] is included because
the experimental results show that when combined with linear SVM it needs the
minimum of support vectors (i.e. best generalization).
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5.1.2 Results and Discussion
We conduct comparative experiment on Reuters Corpus and 20 Newsgroups Cor-
pus by using these ten term weighting schemes in combination with linear SVM
classifier. Specifically, as for the 20 Newsgroups Corpus, we randomly select the
first 200 training samples and the first 100 testing samples per category. On a
chosen category, 200 positive training samples and 3800 negative training samples
evenly distributed in the other 19 categories are used for the classifier.
Experimental Results
Figure 5.1 depicts the micro-averaged break-even point performance on the Reuters
corpus. The performance of different term weighting schemes at a small vocabulary
size cannot be summarized in one sentence but the trends are distinctive that the
break-even points of different term weighting schemes increase as the number of the
features grows. All term weighting schemes reach a maximum of break-even point
at the full vocabulary. Among these, the best break-even point 0.9272 is reached at
the full vocabulary by using our newly proposed scheme tf.rf . The tf.rf scheme
has always been shown a significantly better performance than others when the
number of features is larger than 5000. The following significance tests results
support this observation.
Table 5.2 summarizes the statistical significance tests results on the Reuters
corpus at different numbers of features, where the term weighting schemes with
insignificant performance differences are grouped into one set, ”<” and ”<<”
denotes worse than at significance level 0.01 and 0.001 respectively.
A New Term Weighting Method for Text Categorization Man Lan
Experimental Research 97
Figure 5.1: Micro-averaged break-even points results for the Reuters-21578 top ten
categories by using ten term weighting schemes at different numbers of features.
Table 5.2: Statistical significance tests results on Reuters-21578 at different num-
bers of features.
# Features McNemar’s Test
200 {tf.chi} << {all the others}
400 - 1500 {binary, tf.chi} << {all the others}
2500 {binary, tf.chi} << {idf , tf.idf , tf.idf -prob} < {all the oth-
ers}
5000 - All {binary, idf , tf.chi} << {tf.idf , logtf.idf , tf.idf -prob} <<
{tf , logtf , ITF} < {tf.rf}
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Figure 5.2 shows the micro-averaged break-even point results on the subset of
the 20 Newsgroups corpus. Unlike the trends on the Reuters data set, the perfor-
Figure 5.2: Micro-averaged break-even points results for the subset of 20 News-
groups corpus by using ten term weighting schemes at different numbers of features.
mance curves on the 20 Newsgroups are not monotonically increasing. All term
weighting schemes reach their maximum break-even point at a small vocabulary
range from 1000 to 3000. The best break-even point 0.6743 is also achieved by
using our newly proposed scheme tf.rf at a vocabulary size of 3000.
Table 5.3 summarizes the statistical significance tests results on the subset of
the 20 Newsgroups corpus at different numbers of features, where the term weight-
ing schemes with insignificant performance differences are grouped into one set,
”<” and ”<<” denotes worse than at significance level 0.01 and 0.001 respec-
tively.
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Table 5.3: Statistical significance tests results on the subset of 20 Newsgroups at
different numbers of features.
# Features McNemar’s Test Result
100 - 500 {tf.chi} << {all the others}
1000 {tf.chi} << {binary} << {all the others}
1500 {tf.chi} << {binary} < {all the others} < {ITF , idf , tf.rf}
2000 {binary, tf.chi} << {all the others} < {ITF , tf.rf}
3000 - 5000 {binary, tf.chi} << {all the others} < {tf.rf}
6000 - 10000 {binary} << {all the others} << {tf.rf}
Effects of Feature Set Size on Performance
To achieve high performance in terms of break-even point, the vocabularies used
in the two data sets are quite different. The categories in the Reuters data set of-
ten consist of diverse subject matters which involve overlapping vocabularies. For
example, the documents in the same acquisition category may involve diverse sub-
jects about acquisition. In this case, large vocabularies are required for adequate
classification performance. Hence, for the Reuters data set, the full vocabulary
are required to achieve the best break-even point. However, in the 20 Newsgroups
data set, all documents in a category are about a single narrow subject with lim-
ited vocabulary. Thus, 50 − 100 vocabularies per category are sufficient for best
performance for the 20 Newsgroups data set.
A New Term Weighting Method for Text Categorization Man Lan
Experimental Research 100
Effects of Term Weighting Methods on Performance
Even though the best performances are reached at different numbers of vocab-
ularies, these term weighting schemes have been shown consistent performance
compared with others on the two different data sets.
Firstly, our newly proposed scheme tf.rf has been shown to give a significantly
better performance than the others in the two different data sets based on different
category distributions. Both of the best break-even points are achieved by using
the newly proposed tf.rf scheme on the two data sets. This result also verifies
our analysis in Section 3.7 that the relevancefrequency scheme does improve the
term’s discriminating power for text categorization.
Secondly, there is no observation that idf factor adds discriminating power
when combined with tf factor together. In the Reuters data set, the three term
weighting schemes related with term frequency alone, tf , logtf and ITF achieve
higher break-even points than these schemes combined with idf factor, tf.idf ,
logtf.idf and tf.idfprob. In the 20 Newsgroups data set, the differences between
these schemes related with tf alone or with idf or both are not significant. This
result shows that the idf factor does not increase any discriminating power or even
decrease the discriminating power of the features. Moreover, it also shows that the
variants of term frequency have no significant difference.
Thirdly, compared with other schemes, the binary and tf.chi schemes show
consistently worse performance even when they achieve the best break-even point
performance. The binary weighting scheme ignores the information of term fre-
quency which is crucial to the representation of the content of the document. This
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might be the reason why these schemes related with term frequency have been
shown to give drastically better performance than binary scheme. The tf.chi
scheme, as a representative of term weighting schemes combined with a feature se-
lection measure, though taking the collection distribution into consideration, has
been shown to give even worse performance than binary representation at a small
vocabulary size in the two data sets. As we analyzed in Section 3.7, the d value
dominates the χ2 value and the resulting term weighting value cannot express the
term’s discriminating power as appropriate as the tf.rf . Although tf.chi has been
shown to exhibit a slow increasing trend in the 20 Newsgroups data set and gets
the higher performance at larger number of vocabularies, its best break-even point
performance is still worse than that of the others. Specifically, the tf.chi scheme
has been shown no significantly different or even worse performance than the tf.idf
scheme. This finding contradicts with the previous result in [DTY+04].
Generally, the ITF scheme has a comparable good performance in the two
data sets as other schemes related with term frequency alone, such as tf and logtf
factor, but still worse than the tf.rf scheme.
We would like to point out that all the observations are supported by the
McNemar’s significance tests.
5.1.3 Concluding Remarks
With respect to the second question, i.e. “Among the various term weighting
methods, which is the best term weighting method for SVM-based text classifier?”,
the answer is:
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So far, the newly proposed tf.rf method consistently performs the
best.
This experiment set 1 not only addresses the second question but also provides
an experimental evidence to confirm the effectiveness of the newly proposed tf.rf
method and thus replies to the first question under particular circumstances.
Besides, the following interesting conclusions with empirical evidence also are
drawn:
• There is no significant difference among the methods related with term fre-
quency alone,i.e. tf , logtf , ITF ; these three variants of term frequency
have been shown rather good performance but still not as good as the tf.rf
scheme.
• There is no significant difference between tf.idf and its two variants, namely,
logtf.idf and tf.idfprob.
• The idf and χ2 factor, taking the collection distribution into consideration,
do not improve or even decrease the term’s discriminating power for text
categorization.
• The binary and tf.chi methods significantly underperform in comparison
with the other term weighting methods.
Note that the observations above are made in combination with linear SVM in
terms of micro-averaged break-even point measure.
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5.2 Experiment Set 2: Investigating Supervised TermWeight-
ing Methods and Their Relationship with Machine Learn-
ing Algorithms
Even thought in the previous experiment set, our newly proposed tf.rf has been
shown a better performance than other traditional (unsupervised) term weighting
methods and χ2 scheme in a SVM-based classifier, it is interesting to see if we
can observe the similar results when including other supervised term weighting
methods (such as information gain, gain ratio, Odds Ratio and etc.) on more
general experimental conditions.
The main purpose of this experiment is to address the third question raised
in Chapter 1. Another purpose is to provide empirical evidence to examine the
effectiveness of tf.rf under a more general experimental circumstances, i.e. dif-
ferent supervised methods, different learning algorithms. To accomplish this, we
explore a number of widely-used supervised term weighting methods and unsuper-
vised term weighting methods (selected based on the results in experiment set 1)
and investigate their relationship with different learning algorithms, i.e. SVM and
kNN on two full benchmark corpora.
5.2.1 Methodology
Term Weighting Methods Involved
We carefully pick out eight different supervised and unsupervised term weighting
methods listed in Table 5.4. These eight weighting methods are chosen due to
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their reported superior classification results or their typical representation in TC
(For details about their formulae, see Section 3.6).
Table 5.4: Summary of 8 supervised and unsupervised term weighting methods
Methods Denoted by Description
binary 0 for absence or 1 for presence
Unsupervised term Weighting tf term frequency alone
tf.idf classic tf.idf
tf.rf our newly proposed scheme
rf rf factor alone, i.e. binary ∗ rf
Supervised term weighting tf.χ2 tf.chi2
tf.ig tf .information gain
tf.or tf .Odds Ratio
The first three are unsupervised term weighting methods which are chosen
based on the experimental results in Experiment Set 1. The tf alone method and
its two variants, i.e. logtf and ITF , have been shown satisfactory results and
the previous experiment also showed that there is no significant difference among
them. As a result, we will only include the tf alone and binary for further research
in this section. In addition, the experimental results in Experiment Set 1 indicate
there is no significant difference among tf.idf and its variants, log(1 + tf).idf and
tf.idfprob, and thus only the most popular tf.idf method serves as a baseline in
this experiment and its variants are not included here.
The last five are supervised term weighting methods. Besides our newly pro-
posed tf.rf method, the rf alone method (which is actually the product of binary
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factor and rf factor), is included to explore the effects of rf alone factor on the clas-
sification task. The tf.χ2 and tf.ig methods are two typical representatives which
are based on information-theory and the two functions have been widely used for
feature selection. We also investigate the tf.gr (gain ratio) method. Given the
local policy for term weighting, the result of gain ratio is identical with that of
information gain since they only differ in a constant multiplicative factor. The
tf.or method is derived from the probabilistic model and it was actually the term
relevance factor in IR.
Inductive Learning Algorithms
In this experiment, we choose two top-notch inductive learning algorithms, namely,
kNN and SVM. The two classifiers also differ statistically, i.e. SVM is based on the
structural risk minimization principle while kNN is an example-based classifier.
Hence, to investigate the performance of different term weighting methods, an
evaluation using both classifiers should reduce the possibility of classifier bias in
the results.
5.2.2 Results and Discussion
We conduct comparative experiments on the eight supervised and unsupervised
term weighting methods in combination with SVM and kNN on two benchmark
corpora. The experimental results are reported from Figure 5.3 to Figure 5.10.
Each figure reports the performances of eight term weighting methods with respect
to micro- or macro-averaged F1 measure in combination of one algorithm and one
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corpus, and each curve in the figures shows the performance of each term weighting
method as the number of features grows.
Results on the Reuters Corpus using SVM
Figure 5.3 and 5.4 depict the micro- and macro-averaged F1 performance of dif-
ferent term weighting methods on the Reuters corpus using the SVM algorithm.
Figure 5.3: Micro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on the Reuters-21578 top ten categories using linear
SVM algorithm with different numbers of features
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Figure 5.4: Macro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on the Reuters-21578 top ten categories using linear
SVM algorithm with different numbers of features
The performance of different term weighting methods at a small vocabulary size
cannot be summarized in one sentence but the trends are distinctive in that the
micro-averaged F1 points of different term weighting methods generally increase
as the number of features grows. All term weighting methods reach a maximum
micro-averaged F1 point at the full vocabulary. Among these, the best three micro-
averaged F1 points 0.9272, 0.9232 and 0.9191 are reached at the full vocabulary,
using tf.rf , tf and rf , respectively. The tf.rf method has always been shown to
perform better than others when the number of features is larger than 5000. In
A New Term Weighting Method for Text Categorization Man Lan
Experimental Research 108
contrast to the performance in terms of micro-averaged F1 measure, the perfor-
mance of these methods in terms of macro-averaged F1 measure does not increase
significantly as the number of features grows. However, these methods show con-
sistent performance in macro-averaged F1 and the tf.rf method is still the best
among these methods.
Results on the 20 Newsgroups Corpus using SVM
Figure 5.5 and 5.6 depict the micro- and macro-averaged F1 performance of dif-
ferent term weighting methods on the 20 Newsgroups corpus using the SVM algo-
rithm.
The trends of the curves are similar to those in Figure 5.3. That is, the micro-
averaged F1 points of different term weighting methods show a tendency to increase
as the number of the features grows. However, these curves approach a plateau
when the number of features exceeds 5000. Finally, almost all the term weight-
ing schemes reach a maximum of micro-averaged F1 point at the full vocabulary.
Among them, the best three micro-averaged F1 points 0.8081, 0.8038 and 0.8012 are
reached at the full vocabulary, using rf , tf.rf and tf.idf , respectively. Moreover,
the performance of these methods in macro-averaged F1 measure is quite similar
to that in micro-averaged F1 measure on this nearly uniform category distribution
corpus.
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Figure 5.5: Micro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on 20 Newsgroups Corpus using linear SVM algorithm
with different numbers of features
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Figure 5.6: Macro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on 20 Newsgroups Corpus using linear SVM algorithm
with different numbers of features
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Results on the Reuters Corpus using kNN
Figure 5.7 and 5.8 depict the micro- and macro-averaged F1 performance of dif-
ferent term weighting methods on the Reuters corpus using the kNN algorithm.
Figure 5.7: Micro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on the Reuters-21578 top ten categories using kNN
algorithm with different numbers of features
Unlike the shape of curves on the same corpus (Reuters) for the SVM algorithm,
the performance of each term weighting method reaches a peak at a small feature
set size around 400 in terms of micro-averaged F1 performance and around 200 in
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Figure 5.8: Macro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on the Reuters-21578 top ten categories using kNN
algorithm with different numbers of features
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terms of macro-averaged F1 performance respectively. As the number of features
grows, the performance of all methods declines except for tf.ig and tf.χ2. The
best two micro-averaged F1 points 0.8404 and 0.8399 are achieved by using binary
and tf.rf methods at the feature set size of 405. Similarly, the best three macro-
averaged F1 points 0.8259, 0.8219 and 0.8218 are achieved at the feature set size
of 203 by using tf.rf , rf and binary methods, respectively. When the number
of features is more than 1000, the computation inefficiency of kNN algorithm at
the classification time is the most important drawback which prevented us from
conducting further experiments.
Results on the 20 Newsgroups Corpus using kNN
Figure 5.9 and 5.10 depict the micro- and macro-averaged F1 performance of dif-
ferent term weighting methods on the 20 Newsgroups corpus using the kNN algo-
rithm.
The trends of curves are generally similar to those based on the Reuters and
kNN (Figure 5.7). Almost all the curves reach a peak at a small features size
around 500 except for tf.rf and rf . The curves of these two methods show a
tendency to increase slowly as the number of features grows. The best two micro-
averaged F1 points 0.6913 and 0.6879 are achieved by using tf.rf and rf when
the number of features is around 2000, respectively. Similarly, we did not conduct
experiments at a larger vocabulary size due to the built-in inefficiency problem
of the kNN algorithm. Moreover, the performance of these methods in macro-
averaged F1 measure is quite similar to the micro-averaged F1 measure on this
nearly uniform category distribution corpus.
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Figure 5.9: Micro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on 20 Newsgroups Corpus using kNN algorithm with
different numbers of features
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Figure 5.10: Macro-averaged F1 measure of the eight unsupervised and supervised
term weighting approaches on 20 Newsgroups Corpus using kNN algorithm with
different numbers of features
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Results of McNemar’s significance tests
We use the McNemar’s tests [Die98] to validate if there is any significant dif-
ference between two term weighting methods in terms of the micro-averaged F1
performance analysis. Table 5.5 summarizes the statistical significance tests results
on the two data sets and two learning algorithms at a certain feature set size where
most of the methods reach their best performance. The term weighting methods
with insignificant performance differences are grouped into one set and ”>” and
”>>” denote better than at significance level 0.01 and 0.001 respectively.
Table 5.5: Statistical significance tests results on the two data corpora and two
learning algorithms at certain numbers of features in terms of the micro-averaged
F1 measure.
Algorithm Data Corpus # Features McNemar’s Test Results
SVM Reuters 15937 (tf.rf, tf, rf) > (tf.idf) >
(tf.ig, tf.χ2, binary) >> tf.or
SVM 20 Newsgroups 13456 (rf, tf.rf, tf.idf) > tf >> binary >>
tf.or >> (tf.ig, tf.χ2)
kNN Reuters 405 (binary, tf.rf) > tf >>
(tf.idf, rf, tf.ig) > tf.χ2 >> tf.or
kNN 20 Newsgroups 494 (tf.rf, binary, tf.idf, tf) >> rf >>
(tf.or, tf.ig, tf.χ2)
A New Term Weighting Method for Text Categorization Man Lan
Experimental Research 117
Summary of different term weighting methods
We state that the performance of different term weighting methods is closely related
to the learning algorithm (SVM or kNN) and the property of the data corpus
(skewed or uniform category distribution). That is, the comparison of supervised
and unsupervised term weighting methods should be made in conjunction with the
text classifier and the property of the data corpus.
Although these methods achieve their best performance at different numbers
of features, the results in Table 5.5 shows approximate ranks of these methods
since most of them show consistent performance with respect to each other as
the number of features grows given specific data corpus and learning algorithm.
Moreover, based on the Figures 5.3 to 5.9, several findings can be found as follows.
Generally, these supervised and unsupervised term weighting methods have not
been shown a universally consistent performance on the two corpora and the two
different algorithms.
Specifically, these supervised term weighting methods have been shown to give
two extremes results in all experiments. On the one hand, our tf.rf method con-
sistently shows the best performance with respect to the two different algorithms
and text corpora. Moreover, the rf alone method which ignores the term fre-
quency also shows a comparable performance to tf.rf in most experiments except
for Reuters data set using the kNN algorithm (Figure 5.7). On the other hand, the
three typical supervised methods based on the information theory, i.e. tf.χ2, tf.ig
and tf.or, are the worst methods among these eight methods. In most cases, they
are inferior to the unsupervised ones, i.e. tf , tf.idf and binary, and also inferior
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to the two newly presented special supervised methods, i.e. tf.rf and rf . For ex-
ample, in Figure 5.3, tf.ig and tf.χ2 outperform binary representation on Reuters
data collection using the linear SVM, while the binary method outperforms tf.or.
For another example, in Figure 5.7, tf.ig is comparable to rf and tf.idf , and again
tf.or is the worst method of all. These findings indicate that these sophisticated
methods based on information theoretic functions have no superiority over the
simpler unsupervised ones. This is contrary to our original expectation that the
supervised term weighting methods which consider the document distribution in
the training documents should always be better than the unsupervised ones.
Moreover, the performance of the unsupervised term weighting methods, i.e.
tf , tf.idf and binary, is dependent on the special data corpus and the learning
algorithm in use. That is, the three have no consistently performance with respect
to each other. For example, for the SVM-based text classifier (Figure 5.3 and
Figure 5.5), binary is the worst among these three methods. However, in Figure
5.3, tf is better than tf.idf and but it is the other way round in Figure 5.5. On
the other hand, different behaviors are noted for the kNN-based text classifier. For
example, in Figure 5.7, binary is the best and tf.idf is the worst among the three
unsupervised methods while in Figure 5.9 the performance of the three methods
are comparable to each other.
Therefore, several general observations on the unsupervised methods can be
made here. First, the popularly-used tf.idf method performs well or even com-
parable to tf.rf on the 20 Newsgroups corpus using SVM and kNN. This could
be explained by the observation that on the skewed corpus the idf factor has lost
its discriminating power for terms while on uniform corpus it has retained such
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power. Recall the two examples in Figure 3.2, t2 and t4, in skewed categories, even
though t2 has larger idf value (small sum of a and c) than t4, t4 contribute more
than t2. This indicates that the property of data corpus has a great impact on
idf . It is the same case for other idf type factors. Second, binary performs well or
even comparable to tf.rf using kNN on both corpora. However, on SVM-based
model, binary has rather bad performance. This indicates that kNN favors binary
while SVM does not. Third, one advantage of tf is its good robustness. Although
tf does not have a comparable performance to tf.rf in all experiments, it out-
performs many other methods consistently and significantly. This can be verified
from Figure 5.3 to Figure 5.9.
5.2.3 Further Analysis
Effects of Feature Set Size on Algorithms
We state that the performance of term weighting methods is closely related to the
learning algorithms and data collections. However, the size of the feature set at
which each term weighting method reaches the peak is closely dependent upon the
learning algorithm in use rather than the term weighting method itself and the
benchmark data collection.
Specifically, for the SVM-based text classifier, almost all term weighting meth-
ods achieve their best performance when inputting the full vocabulary. The find-
ings in Figure 5.3 and Figure 5.5 indicate this. Since SVM also has the capability
to handle thousands or even tens of thousands of features, the traditional feature
selection can be omitted. These findings are entirely consistent with those reported
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in previous studies (see [DS03] and [Joa98]).
However, for the kNN-based text classifier, all term weighting methods achieve
their best performance at a small feature set size. For example, in Figure 5.7,
most methods reach a peak at the feature set size of 400 or so, except for tf.ig and
tf.or. Similarly, in Figure 5.9, most methods attain their maximum performance
at the feature set size of 500 except for tf.rf and rf which increase slowly with
increasing feature set size.
The possible explanation for this difference lies in their different theoretical
rationale. When the size of the input feature set increases, the number of noisy
or irrelevant features also increases. However, SVM algorithm is resilient to noise
because only the support vectors are effective for the classification performance
[YL99]; if all other examples (vectors) except support vectors are removed, the
model learned will not change. This property makes SVM theoretically different
from other algorithms. On the other hand, kNN is an example-based learning
algorithm, i.e.,it uses all features equally in computing similarities, which results
in the well-known problem with high dimensional spaces [Mit97]. That is, in
high dimensional spaces, almost all sparse vectors are equally far apart, thus kNN
achieves good performance on classification in terms of small feature set; however,
kNN is prone to be fooled by noisy or irrelevant features when the size of the input
feature set grows. That is the reason why kNN peaks its performance in the small
number of features in the experiments.
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Effects of Data Corpora and Algorithms on Term Weighting Methods
To further investigate these methods, we explore the performance of these methods
on each category. To do so, we choose four representative methods, namely, tf.rf ,
tf.χ2, tf.idf and binary, and investigate their performance in combination with
different algorithms with respect to F1 measure on each category.
The results are shown from Figure 5.11 to Figure 5.14. Each curve represents
a different term weighting method.
Note that these methods achieve their best performance at different feature set
size. We analyze the performance of these methods at a certain feature set size
where most of the methods achieve their best performance. Even though not all
the methods may achieve their best performance, it is still interesting to compare
their performance with respect to each other.
1. Reuters Corpus and Linear SVM Algorithm
Figure 5.11 depicts the F1 measure of four term weighting methods on each of the
10 categories of Reuters-21578 corpus using the SVM-based classifier at the full
vocabulary (15937 features).
All the four methods achieve almost the same F1 on the largest category, i.e.
category 3 (earn, 39%) while for the other 9 categories there are significant differ-
ences among these methods. For example, the maximal difference of F1 between
tf.rf (0.8303) and tf.χ2 (0.6278) on category 5 (interest, 4.7%) is 0.2025.
Among these four methods, tf.χ2 is the worst on 8 of the 10 categories except
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Figure 5.11: F1 measure of the four term weighting methods on each category of
Reuters-21578 corpus using SVM algorithm at the full vocabulary
that it is the best method on the two smallest categories, i.e. category 1 (corn,
2%) and category 9 (wheat, 2.5%). The two categories are only a small percentage
of the whole corpus and thus tf.χ2 is generally the worst among the four methods.
On the other hand, tf.rf has the best performance on 7 of the 10 categories
and thus has contributed the best performance for the whole corpus. This finding
shows that tf.rf is quite effective for the skewed category distribution in the
Reuters Corpus.
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Figure 5.12: F1 measure of the four term weighting methods on each category of
Reuters-21578 corpus using kNN algorithm at a feature set size of 405
2. Reuters Corpus and kNN Algorithm
Figure 5.12 shows the F1 measure of the four term weighting methods on each
of the 10 categories of Reuters-21578 corpus using the kNN-based classifier at a
feature set size of 405.
Similar to Figure 5.11, there are no differences among the four methods on the
largest category, i.e. category 3 (earn, 39%) while on the other 9 categories there
are significant differences among these methods.
However, unlike the findings in Figure 5.11, binary is the best on 3 of the
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10 categories while tf.rf is the best on 4 of the 10 categories. Moreover, the
differences between them on most categories are less drastic. Therefore, binary
and tf.rf are the best two methods of all for the whole corpus with respect to
micro-averaged F1 measure. The findings in Figure 5.11 and Figure 5.12 also show
that kNN favors binary while SVM does not.
Again, similar to Figure 5.11, tf.χ2 is the worst method on 6 of the 10 categories
except that it is the best method on the two smallest categories, i.e. category 1
(corn, 2%) and category 9 (wheat, 2.5%), and thus tf.χ2 is still generally the worst
of the four methods.
3. 20 Newsgroups Corpus and Linear SVM Algorithm
Figure 5.13 shows the F1 measure of the four term weighting methods on each
category of the 20 Newsgroups corpus using the SVM classifier at a feature set size
of 13456.
Unlike the results on Reuters Corpus that has a skewed category distribution
(Figure 5.11 and Figure 5.12), there are significant differences among the four term
weighting methods on each of the 20 categories of the 20 Newsgroups corpus. It is
clear that tf.χ2 is the worst method on all the 20 categories.
Similar to Figure 5.11 and Figure 5.12, tf.rf has been shown to perform very
well on each category. Furthermore, the traditional tf.idf has also been shown to
give the same good performance as tf.rf on most of the 20 categories. Both tf.rf
and tf.idf are consistently better than the other two methods, i.e. binary and
tf.χ2. The good performance of tf.idf may be attributed to the uniform category
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Figure 5.13: F1 measure of the four term weighting methods on each category of
20 Newsgroups using SVM algorithm at a feature set size of 13456
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distribution.
4. 20 Newsgroups Corpus and kNN Algorithm
Figure 5.14 shows the F1 measure of the four term weighting methods on each
category of 20 Newsgroups corpus using the kNN classifier at a feature set size of
494.
Figure 5.14: F1 measure of the four term weighting methods on each category of
20 Newsgroups using kNN algorithm at a feature set size of 494
Clearly, tf.χ2 is the worst method on 18 of the 20 categories.
A New Term Weighting Method for Text Categorization Man Lan
Experimental Research 127
In terms of F1 value, binary, tf.rf and tf.idf are the best on 10, 7 and 3
of the 20 categories, respectively. From the whole corpus, binary and tf.rf are
comparable to each other and both are better than tf.idf . These findings once
again indicate that, first, binary performs well on kNN algorithm; second, tf.rf
has good robustness on either skewed or uniform category distribution and on
either the SVM-based or the kNN-based text classifier; third, idf factor is more
effective on uniform corpus than on skewed corpus. The difference of tf.idf between
different corpora could be explained by the fact that on a skewed corpus the idf
factor has lost its discriminating power for terms while on uniform corpus it has
retained such power.
5.2.4 Concluding Remarks
The following conclusions with empirical evidence address the third question in this
thesis including two sub-questions, i.e., “Are supervised term weighting methods
based on known information able to lead to better performance than unsupervised
ones for text categorization?” and ”What kinds of relationship can we find between
term weighting methods and the two widely-used learning algorithms, i.e. kNN
and SVM, given different benchmark data collections?”
The answer to the first sub-question is: Not always. That is, not all supervised
term weighting methods are superior to unsupervised methods. Actually, these
supervised term weighting methods are the two extremes in terms of performance.
On the one hand, the three supervised methods with solid theoretical bases, i.e.
tf.χ2, tf.ig and tf.or, have the worst performance in all experiments. On the
other hand, our proposed supervised method tf.rf , consistently achieves the best
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performance and outperforms other methods substantially and significantly.
The answer to the second sub-question is, the performance of the term weight-
ing methods, especially, the three unsupervised methods, has close relationships
with the learning algorithms and data corpora. Their relationships with algorithms
and data corpora can be summarized as follows:
• tf.rf performs consistently the best in all experiments.
• tf.or, tf.χ2 and tf.ig perform consistently the worst in all experiments.
• tf.idf performs well or even comparable to tf.rf on the uniform category
corpus (i.e. 20 Newsgroups corpus) either using SVM or kNN. This indicates
that the property of data corpus has a great impact on idf .
• binary performs well or even comparable to tf.rf on both corpora using kNN
while rather bad on SVM-based text classifier. This shows that kNN favors
binary and SVM does not.
• tf has no clear relationship with algorithm or data corpus. But although
tf does not perform as well as tf.rf , it performs consistently well in all
experiments.
The study in this experiment also addresses the first question in this thesis
from a more general experimental circumstance. That is, the best performance of
tf.rf has been confirmed by all experiments. Given the cross-method comparison
(various supervised and unsupervised), and cross-classifier (SVM and kNN) and
cross-corpus validation (the Reuters and 20 Newsgroups corpora), we are convinced
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that the observed consistently best performance of tf.rf is general rather than
corpus-dependent or classifier-dependent.
We suggest that tf.rf should be used as the term weighting method for TC task
as it performed consistently well on either skewed or uniform category distribution
data benchmark and on either SVM-based or kNN-based text classifiers.
5.3 Experiment Set 3: Application to Biomedical Data
Collections
The previous two experiments investigated the effectiveness of our newly proposed
supervised term weighting method, i.e. tf.rf , cross various term weighting meth-
ods comparison and cross different learning algorithms validation on two bench-
mark corpora in newswire domain.
In this experiment, we extend the tf.rf method to a totally new application
domain, that is, biomedical literature domain. The purpose of this experiment is
to validate whether tf.rf can improve the performance of biomedical text classifi-
cation. To accomplish it, we will examine its effectiveness on two biomedical data
collections, one is a widely-used benchmark Ohsumed corpus, and another is an
in-house manually-collected data corpus related to the Biochemistry and Molecular
Biology subject category, i.e. 18 Journals Corpus.
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5.3.1 Motivation
With the rapid growth of biomedical research, the volume of published biomedical
articles is expanding at an increasing rate. PubMed (http://pubmed.gov) is a U.S.
National Library of Medicine’s (NLM) database, which has more than 16 million
biomedical citations and abstracts that are searchable on the web at no cost. As the
largest component of PubMed, the MEDLINE database covers over 4, 800 journals
published in the United States and more than 70 other countries primarily from
1966 to the present. The volume of the MEDLINE database is currently growing
at the rate of 500, 000 new citations per year. Since year 2002, between 1, 500 -
3, 500 completed references are added each day Tuesday through Saturday. Over
571, 000 records are added during year 2004.
Therefore, the needs for automatically organizing and classifying these biomed-
ical articles increase. The work on biomedical literature classification has been
intensively studied only in recent years. In Knowledge Discovery in Databases
(KDD) Challenge Cup 2002 ([ASYM03]), there is a task to determine whether the
paper from the FlyBase data set should be curated given the presence of exper-
imental evidence of Drosophila gene products. Two best performing approaches
were presented by manually constructed rules and manually chosen ”keywords”
in [RFLF+02] and [KOS+02] which achieve an F-score of 78% and 73% on deter-
mining whether to curate a paper based on the presence of experimental evidence,
respectively. [RFLF+02] used a set of manually constructed rules based on POS
tagging, a lexicon, and semantic constraints determined by examining the train-
ing documents. Moreover, they explored the information on figure captions which
were found to be useful. In [KOS+02], authors manually picked out “keywords”
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and computed the distance between keywords and gene names. The two best
approaches are based on domain knowledge and domain experts, which is very
expensive and does not provide a general solution. That is, once the documents
are updated, the domain experts are required to intervene this manual work to
construct new rules or new keywords. Another automatic approach to this KDD
task used regular expressions to find patterns of words and then used a SVM to
classify the papers [MMG03] but achieved a worse performance than the two pre-
vious manual intervention approaches (an F-score of 58% on determining whether
to curate a paper based on the presence of experimental evidence).
Furthermore, other researchers explored biomedical literature classification in
various ways. In [DMdBW03], Donaldson used the “bag-of-word” approach with
an SVM classifier trained on the words in the MEDLINE abstracts to distinguish
abstracts containing information on protein-protein interactions, prior to curating
this information into their BIND database. Another investigation [CMS04] in this
classifying area used extraneous web sources and thus unlike the other previous
works in the KDD task, it does not involve expensive domain knowledge. Based
on the following three widely-used web databases:
• MeSH: Medical Subject Headings, a collection of keywords for classifying
articles.
• GenBank: a repository of gene structure data.
• GenPept: a repository of protein structure data.
the full text content was represented as a feature vector three times and each
time the features are selected from one of the three external biological databases,
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respectively. Then these three kinds of features are integrated together into a sin-
gle one for each article, which named the WeBTC representation, and this newly
combined text representation was used for the consequent construction of text
classifier. However, when testing on the same KDD task, this new approach per-
formed worse than the two previous manual intervention approaches ([RFLF+02]
and [KOS+02]).
As we mentioned before, the bag-of-word approach has been popular for a long
time mainly because it is easily applied to text from a large variety of sources, but
it ignores the context information and may not result in the most discriminating
features with various types from the fully marked up text. Therefore, researchers
found it is necessary to do more work to determine what types of features are
useful in addressing particular text mining tasks. The feature space available is
large and includes a huge number of feature types including (but not limited to)
words, concepts, headings, formatting, authors, references, links, and etc. For
instance, using concepts as a basic unit instead of words has been shown to be
practical in [Aro01] and useful in [RHA99] and [MW03]. Figure captions have also
been shown to help in [RFLF+02]. In addition, a full text with XML markup may
provide many more possible types of features than plain text and thus the potential
feature space of XML full text need to be explored more further. Thus, to efficiently
and effectively represent the content of text with more semantic information, more
advanced Natural Language Processing (NLP) techniques are required.
Apart from the types of features, term weighting methods also have an impact
on text representation and further on text classification. In the previous two
experiments, we proposed and examined a new effective term weighting method
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on two benchmark newswire domain data collections. We are also quite interested
to validate whether this term weighting method is effective for biomedical articles.
In general, the full text of biomedical literature contains a wealth of scientific in-
formation important to users that may not be completely represented by abstracts
and/or MeSH terms [YA03]. However, access to full text is still often limited due to
copyright restrictions ([Her05], [Kra06]). Therefore, classifying biomedical articles
with abstract and MeSH terms is still important at this time.
For the above purposes, in this experiment, we focus on the performance of term
weighting methods when applied to two biomedical data corpora with abstract and
MeSH terms.
5.3.2 Examples of Terms’ Discriminating Power
To illustrate the terms’ different discriminating power, we pick out several repre-
sentative terms in the 18 Journals corpus and discuss their discriminating power
in terms of different weighting factors. For each of the top 10 largest categories in
the 18 Journals Corpus, Table 5.6 lists the top three terms with the largest feature
selection measure (here using χ2 metric).
We take the first two categories, namely, chemistry and genetics, for exam-
ple. From each of the two categories, we select the top two terms with the largest
feature selection measure χ2. Table 5.7 and Table 5.8 list these four terms and
their different term weights using the different term weighting factors with respect
to the category chemistry and genetics, respectively.
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Table 5.6: Statistics of the top 10 largest categories in the 18 Journal Collection
and the top 3 terms with the largest feature selection metric χ2
Category Name # doc Top 3 Features with the biggest χ2 measure
chemistry 419 crystal linker resolution
genetics 1201 sequences genome orthologous
metabolism 1613 ubiquitin gtpase dominant-negative
physiology 672 visual eyes stimulus
saccharomyces
cerevisiae proteins 98 dsbs chromatid double-strand
signal transduction 217 endocannabinoid transduction proteoglycans
time factors 103 walks cyanobacteria skill
transcription factors 295 histones phyb proliferator-activated
transcription,genetic 261 polymerase sigma promoter
variation(genetics) 95 variation snps polymorphisms
From literal meaning and the feature selection measure listed in Table 5.6, it
is easy to find that the first two terms crystal and linker are closely related with
category chemistry rather than with category genetics. On the other hand, the
last two terms sequence and genome are more related with the content of category
genetics than with the category chemistry. However, as the idf factor does not
use the prior information of the category membership of training samples, each of
these four terms has the same idf value irrespective of any of the two categories.
On the contrary, by using rf factor, the first two terms crystal and linker are
weighted more with respect to category chemistry. This indicates that these two
terms are good discriminators which express the semantics of category chemistry.
The similar observation can be found in the last two terms.
As for the other supervised term weighting factors, such as χ2, Odds Ratio,
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Table 5.7: Comparison of the weighting values of four terms with respect to cate-
gory chemistry
Feature Category: chemistry
idf rf χ2 or ig gr
crystal 4.862 1.420 94.028 8.607 0.020 0.048
linker 8.110 1.485 1.414 8.847 0.002 0.006
sequence 3.404 1.042 3.440 0.613 0.001 0.002
genome 3.473 1.035 5.278 0.510 0.001 0.004
Table 5.8: Comparison of the weighting values of four terms with respect to cate-
gory genetics
Feature Category: genetics
idf rf χ2 or ig gr
crystal 4.862 1.093 2.537 0.406 0.003 0.003
linker 8.110 1.087 0.033 0.392 0.0003 0.0004
sequence 3.404 1.468 47.473 2.698 0.014 0.0170
genome 3.473 1.531 62.457 3.180 0.018 0.023
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information gain and gain ratio, they have been confirmed to perform worse than
rf and even idf on two benchmark data collections in combination with kNN and
SVM in the previous section. Thus, we only list the terms’ weights value here.
5.3.3 Results and Discussion
Based on the results in the previous two experiments, we conduct experiments on
four selected term weighting methods, i.e. binary, tf , tf.idf and tf.rf , on two
biomedical data collections.
Results on the Ohsumed Corpus
Figure 5.15 shows the micro-averaged breakeven results of the four term weighting
methods on the Ohsumed corpus.
Table 5.9 summarizes the best results of four different schemes on the Ohsumed
corpus, where the best scores are shown in bold font. Note that for each term
weighting method the micro-averaged precision and micro-averaged recall score in
this table are almost equal to each other, thus the micro-averaged F1 value actually
almost coincides with the micro-averaged breakeven point.
From the results in Figure 5.15 and Table 5.9, it is clear to find that tf.rf
performs consistently and significantly better than other term weighting methods
as the feature set size increases and it achieves the best performance in all experi-
ments in terms of micro-averaged breakeven point, i.e. 0.6805. On the other hand,
binary performs consistently the worst among these four term weighting methods.
The tf and tf.idf perform comparable to each other and are better than binary all
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Figure 5.15: Micro-averaged break-even points results for the Ohsumed Data Col-
lection by using four term weighting schemes at different numbers of features.
along. These results are not surprising and are consistent with the results on other
benchmark data collections by using these term weighting methods and SVM in
the two previous sections.
Since Joachims conducted experiments on the same corpus, it is easy to compare
the two results. In [Joa98], the author used the classical tf.idf to represent the
text 1 and conducted experiments on the same data corpus using SVM in terms
of micro-averaged breakeven point. Based on the comparison between the results
1After stemming and stop-word removal, the resulting training corpus has 15561 terms which
occur in at least three documents. Moreover, the author used information gain measure to select
the most discriminating features. Note that when using poly kernel functions of SVM, d = 1
means that the poly SVM actually is a linear SVM.
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Table 5.9: The best performance of SVM with four term weighting schemes on the
Ohsumed Corpus
Scheme # of Features micro-R micro-P micro-F1 macro-F1
binary 1111 0.6091 0.6097 0.6094 0.5757
tf 4363 0.6578 0.6566 0.6572 0.6335
tf.idf 4363 0.6567 0.6588 0.6578 0.6407
tf.rf 6511 0.6810 0.6800 0.6805 0.6604
reported in [Joa98] and our study, several observations are worth discussion.
• Our linear SVM gives a 68.05% micro-averaged breakeven point vs 60.7% for
Joachims’ linear SVM and 66.1% for his radial basis function with γ = 0.8.
The observation that linear SVM outperforms other non-linear SVMs has
already been supported by many researchers ([DPHS98], [YL99]) and our
previous studies. There is no clear explanation for Joachims’s different result.
• The performances of tf.idf in two experiments are almost identical, i.e.
65.78% for our linear SVM and 66.1% for his radial basis function SVM.
This difference is not significant.
• Last but not least, our proposed tf.rf performs significantly the best among
these four methods in our experiments. Moreover, it outperforms the tf.idf
in Joachims’ experiments whether using linear SVM or non-linear SVMs.
Note that although our experiments use the same corpus and same evaluation
measure as Joachims’, there are minor differences in data preparation, such as
the stemming or stop words lists for text preprocessing, and the different feature
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selection measures. Joachims used information gain for feature selection, while we
used χ2 instead. This difference is not significant thus the comparison between the
two experiments is still reasonable.
Results on 18 Journals Corpus
Since the breakeven point cannot be obtained on this data set, we use micro-
and macro-averaged F1 score instead, which are also widely-used in TC. We first
conduct experiments on the top 10 largest categories of 18 Journals corpus. Figure
5.16 and Figure 5.17 show the micro- and macro-averaged F1 scores of the four
methods on the top 10 categories.
The results on the 18 Journals corpus is consistent with that on the Ohsumed
corpus. Again our proposed tf.rf is the best term weighting method among these
four methods. Again binary is the worst method. However, tf performs better
than tf.idf and but still worse than tf.rf . These methods have shown consistent
performance with respect to each other as the feature set size increases. There is an
exception, i.e. the best performance of tf is comparable to tf.rf . This observation
coincides with the conclusion we draw in previous two sections, i.e. tf has a rather
good performance for TC.
Moreover, we explore the performance of these term weighting methods on the
three subsets of 18 Journals corpus indicated in Table 4.2. Then the Figure 5.18
depicts the micro-averaged F1 value on the three subsets of the 18 Journals corpus.
Although the absolute performance levels are not significant, their difference
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Figure 5.16: Micro-averaged F1 value of top 10 categories in 18 Journals Data
Collection
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Figure 5.17: Macro-averaged F1 value of top 10 categories in 18 Journals Data
Collection
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Figure 5.18: Micro-averaged F1 value of different number of categories in 18 Jour-
nals Data Collection
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is, since this is somehow indicative of the relative “hardness” of these subsets,
and allows us to compare these term weighting methods on different subsets. The
fact that the subset consisting of the top 10 categories turns out to be the easiest
subset is quite obvious, given that its categories are the ones with the highest
number of positive samples. With the increase of “hardness” of subsets, the micro-
averaged F1 performance is decreasing. However, the tf.rf consistently has the
best performance and tf also performs rather good. The performance of binary
and tf.idf is the worst all along and the difference between them is not significant
as the number of categories increases.
5.3.4 Concluding Remarks
The experimental results on the published benchmark data corpus - Ohsumed cor-
pus show that tf.rf consistently achieve the best performance on categorization
tasks, outperforming the other term weighting methods substantially and signif-
icantly. In addition, the comparison between our results and Joachims’ results
shows that tf.rf can improve the classification performance on tf.idf .
Another experiment on the in-house manually-collected data corpus, i.e. 18
Journals corpus, shows that again tf.rf outperforms other term weighting methods
across different subsets of this corpus.
Therefore, these experimental results indicate that tf.rf can improve the clas-
sification performance of biomedical text classification. This section gives evidence
to support the effectiveness of our proposed tf.rf once again.
We should point out that even though tf.rf improves the classification perfor-
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mance on the two data sets, the absolute levels of performance on the 18 Journals
corpus is quite low. To significantly improve the performance of automatic bio-
medical literature classification, there are still a lot of challenges. One existing
challenge is that the accuracy of classifying the documents based on MeSH key-
words only is very low. The MeSH keywords are not definitely good indicators
which can express the semantics of the texts. Some MeSH keywords themselves
are quite general, such as analysis, methods, growth and development and so on.
Others are too specific and quite close to each other, such as rab5 gtp-binding
proteins, rab gtp-binding proteins, rac gtp-binding proteins and ran gtp-binding
proteins, etc. On the contrary, since the texts of the Ohsumed are scientifically
grouped under 23 diseases by domain experts rather than the MeSH keywords, the
categorization task on it is definitely easier than that on the 18 Journals corpus.
Another attempt to significantly improve the classification performance is to
try other complicated techniques for text representation, that is, more advanced
techniques are necessary in order to capture and represent the semantics of text
more precisely. One direction of this work is to use natural language process-
ing (NLP) techniques. We believe more advanced NLP techniques and advanced
ways of incorporating NLP output could further improve the performance of text
classification, for example, high performance coreference resolution to normalize
the protein names through different variations, nominal or pronominal expressions
could generate more occurrences of the same protein names to facilitate the further
text classification. This is beyond our work in this thesis but it is quite interesting
for future work.
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CHAPTER 6
CONTRIBUTIONS AND FUTURE DIRECTIONS
6.1 Contributions
For text categorization, although the inductive learning algorithm is an important
part of enabling a text classifier system to achieve satisfactory performance, once
given a learning algorithm, choosing the text representation becomes the central
modelling tool of building text classifier. The bag-of-words approach remains the
mainstay in many of today’s text representation, but many other techniques from
the term type or the term weighting aspect, have recently been studied with ad-
ditional information. In this thesis, we focus on term weighting methods in an
attempt to improve the text classifier performance. To address to three questions
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raised at the beginning of this thesis, we gave a deep analysis of term weight-
ing methods and conducted a series of experiments under various experimental
conditions.
The main contribution of this thesis is to propose an effective supervised term
weighting method tf.rf to improve the performance of TC. It is the first and only
one so far to discover the decisive effects of “a” and “c” only, rather than the more
complicated variations of other schemes. Its effectiveness has been validated from
a wide range of experiments, i.e. cross methods, cross classifiers, cross corpora and
even cross application domains. Moreover, the significant advantage of this newly
proposed method over the other methods is its robustness. That is, it consistently
outperforms all other methods under different experimental conditions.
Another contribution of this thesis is to make an extensive comparative study
of different term weighting methods under controlled conditions. No such work has
been reported in the literature so far. This thesis is the first and only one to make
such a comprehensive comparative study of these term weighting methods, includ-
ing various unsupervised (traditional) term weighting methods and the state-of-
the-art supervised weighting methods under different experimental conditions. As
a result, this thesis leads to more convincing and comprehensive conclusions. For
instance, it clarifies the original consideration that the supervised term weighting
methods would be better than the unsupervised ones or otherwise.
Besides, this thesis makes other constructive contributions that have never
been done by others. For instance, this thesis is the first to give a deep analysis
of the terms’ discriminating power for TC by using different methods from the
qualitative and quantitative aspects. From this analysis, we gain insights into the
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contributions of different distributions of documents in the corpus and a better
understanding concerning the intuitive idea of the proposed tf.rf method. In ad-
dition, this thesis is the first to investigate the relationships between term weighting
methods and learning algorithms given different corpora and arrives at some in-
teresting conclusions, for example the kNN algorithm favors binary representation
while SVM does not; the popular tf.idf performs well on uniform category distri-
bution corpus rather than skewed corpus. This work will give a practical guidance
on how to choose term weighting methods in terms of different learning algorithms.
6.2 Future Work
6.2.1 Extending TermWeighting Methods on Feature Types
other than Words
This thesis has focused on the term weighting method. However, as described in
Chapter 3, the term “term” in text categorization can be at different levels; hence,
the term weighting method reported in this thesis can be extended to a variety of
other feature types. Actually, the basic units of feature type for text representation
could be syllabus, single word, phrases, or even complicated semantic and syntactic
units such as word sense, concepts, and keywords. Although this thesis is based
on the bag-of-word approach, other semantic feature types such as phrases, word
senses, or concepts can be weighted by this weighting method as well. It would be
quite interesting to see in the future work whether this tf.rf method can improve
the other feature types’ discriminating power for text categorization.
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On the other hand, besides these semantic units, other various types from
the fully marked up text are also quite informative. For example, web pages may
include many features like type font, font size, font color, headings, links, and so on.
In addition, a full text with XML markup may provide many more possible types of
features (such as authors, date, document type, publication source, references and
etc which contain important information) than plain text and thus the potential
feature space of XML full text need to be explored more further. Thus the feature
space available may include a huge number of feature types including (but not
limited to) semantic features (such as, words, concepts) and formatting features
(such as headings, font, links, and etc). We expect these two kinds of feature types
could be combined together to further improve the text classification performance.
This work is also useful for other types of text classification rather than de-
pendent on the semantics only, such as text sentiment classification, text genre
classification and etc.
6.2.2 Applying Term Weighting Methods to Other Text-
related Applications
The tf.rf term weighting method can be applied to tasks other than text cat-
egorization, e.g., information extraction, text summarization and so on. Since
the term weighting is the most basic component of text preprocessing methods,
we expect that our weighting method can be integrated into various text mining
tasks, such as information retrieval, text summarization and so on. For example,
in document summarization, Mori adopted gain ratio as a term weighting method
to compare with a tf -based summarization system and the result showed that this
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gr -based term weighting method is very effective in summarization [Mor02]. For
the application of information extraction, the semantic information plays an es-
sential role. Our tf.rf method pays more attention to weight terms closer to the
semantic of categories, which would be helpful for information extraction tasks.
Similarly, to apply the tf.rf method to other applications, we may need to extend
the method to address corresponding issues.
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APPENDIXES
I: 513 Stop Words List
a about above across after afterwards
again against albeit all almost alone
along already also although always among
amongst an and another any anybody
anyhow anyone anything anywhere arc are
area areas around as ask asked
asking asks at away b back
backed backing backs bc be became
because become becomes becoming been before
beforehand began behind being beings below
beside besides best better between beyond
big both but by c came
can cannot case cases certain certainly
clear clearly co come could d
did differ different differently do does
done down downed downing downs during
e each early eg either else
elsewhere end ended ending ends enough
etc even evenly ever every everybody
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everyone everything everywhere except f face
faces fact facts far felt few
find finds first for former formerly
four from full fully further further
furthered furthering furthers g gave general
generally get gets give given gives
go going good goods got great
greater greatest group grouped grouping groups
h had has have having he
hence her here hereafter hereby herein
hereupon hers herself high higher highest
him himself his how however i
ie if important in inc indeed
interest interested interesting interests into is
it its itself j just k
keep keeps kind knew know known
knows l large largely last later
latest latter latterly least less let
lets like likely long longer longest
ltd m made make making man
many may mean while member members
men might more moreover most mostly
mr mrs much must my myself
n namely necessary need needed needing
needs neither never nevertheless new newer
newest next no nobody non none
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one nor not nothing now nowhere
number numbers o of off often
old older oldest on once one
only onto open opened opening opens
or order ordered ordering orders other
others otherwise our ours ourselves out
over own p part parted parting
parts per perhaps place places point
pointed pointing points possible present presented
presenting presents problem problems put puts
q quite r rather really right
room rooms s said same saw
say says second seconds see seem
seemed seeming seems sees several shall
she should show showed showing shows
side sides since small smaller smallest
so some somebody somehow someone something
sometime sometimes somewhere state states still
such sure t take taken than
that the their them themselves then
thence there thereafter thereby therefore therein
thereupon these they thing things think
thinks this those though thought thoughts
three through throughout thur thus to
today together too took toward towards
turn turned turning turns two u
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under until up upon us use
used uses v very via w
want wanted wanting wants was way
ways we well wells went were
what whatever whatsoever when whence whenever
whensoever where whereafter whereas whereat whereby
wherefrom wherein whereinto whereof whereon whereto
whereunto whereupon wherever wherewith whether which
whichever whichsoever while whilst whither who
whoever whole whom whomever whomsoever whose
whosoever why will with within without
work worked working works would x
y year years yet you young
younger youngest your yours yourself yourselves
z no me
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II: Name List of Categories in Reuters and 20Newsgroups
Corpora
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