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Abstract. The dialogue management is a task of conversa-
tional artificial intelligence. The goal of the dialogue man-
ager is to select the appropriate response to the conversa-
tional partner conditioned by the input message and recent
dialogue state. Hybrid Code Networks is one of the models
of dialogue managers, which uses an average of word em-
beddings and bag-of-words as input features. We perform
experiments on Dialogue bAbI Task 6 and Alquist Conversa-
tional Dataset. The experiments show that the convolutional
neural network used as an input layer of the Hybrid Code
Network improves the model’s turn accuracy.
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1. Introduction
There was a significant spread of personal assistants
and chatbots in recent years. Users have greater demands on
their capabilities, as they become more mainstream and pop-
ular. The demand drives the research of better technologies
of conversational artificial intelligence. One of the technolo-
gies is dialogue managers. The role of the dialogue manager
is to select the most appropriate response based on the recent
user’s message and state of the dialogue.
Hybrid Code Networks is a type of dialogue manager,
which combines a recurrent neural network with the domain-
specific rules. Rules allow the model to learn with a consid-
erably reduced amount of training examples.
The baseline Hybrid Code Networks uses an average
of word embeddings and bag-of-words of user’s message as
input features. These features do not capture the order of the
words in the message. We propose two new architectures
inspired by Hybrid Code Networks, which can capture the
order of words. The first architecture uses a convolutional
neural network and the second architecture uses a recurrent
neural network as input layers.
Fig. 1.
Schema of baseline Hybrid Code Networks
2. Related work
There are various approaches to dialogue management.
Dialogue managers can be divided into retrieval and genera-
tive dialogue managers, and into rule-based, end-to-end and
hybrid-based dialogue managers.
The rule-based dialogue managers produce a response
based on the set of rules [7]. The rules detect the presence
of patterns in the user’s input messages and the state of the
dialogue. The rule-based systems work well in constrained
domains, but they become more inaccurate and more chal-
lenging to implement as the complexity of the domain grows.
Dialogue managers working with text similarity mea-
sures the similarity between the user’s input message and set
of reference sentences. The most similar sentence out of the
set of reference sentences determines the next action of the
dialogue manager. The similarity is measured between vec-
tor representations of the message and sentences [7]. Vector
representations can be created by TF-IDF or average of word
embeddings like word2vec [8], GloVe [9] or fastText [10].
The similarity function can be cosine similarity or function
learned by supervised learning [11].
Seq2seq dialogue managers learn a mapping between
input message and output response [12]. It consists of en-
coder and decoder recurrent neural networks. The encoder
maps input message into a fixed size vector representation.
The decoder generates response out of the fixed size vector
representation. The seq2seq models were initially used for
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Fig. 2.
Schema of Hybrid Code Networks with the convolu-
tional input layer
Fig. 3.
Schema of Hybrid Code Networks with the recurrent in-
put layer
machine translation. However, we can use them as genera-
tive dialogue managers [13].
Memory networks are a class of dialogue managers,
which combines inference component with a long term
memory. Memory network can read from and write to the
memory. The model learns how to operate the memory ef-
ficiently. A memory network consists of four components,
which can be trained separately [14] or end-to-end [15].
3. Model Architectures
We propose two new architectures of Hybrid Code Net-
works. The baseline model of Hybrid Code Networks is dis-
played in Figure 1. It uses an average of word embeddings
(utterance embedding) and bag-of-words as input features.
The first proposed architecture uses a convolutional
neural network to create input features instead of an average
of word embeddings and bag-of-words. The architecture is
displayed in Figure 2. The architecture of the convolutional
neural network is described in detail in [6]. The only change
we did to the convolutional neural network was removing
the classification layer. The convolutional neural network
is trained jointly with the rest of the model of the dialogue
manager. The second architecture uses a recurrent neural
network to create input features. We use LSTM recurrent
cell [16]. The architecture is displayed in Figure 3. Both
proposed model architectures take input message as a list of
word embedding vectors.
4. Datasets
We tested the proposed architectures on Dialogue bAbI
Task 6 [7] and Alquist Conversational Dataset.
The Dialogue bAbI Task 6 dataset consists of real
human-bot dialogues and knowledge base from the restaura-
tion reservation domain. The dataset consists of 3,200 train-
ing dialogues, 400 validation dialogues, and 400 testing dia-
logues. The task is to select one of 56 possible responses.
The Alquist Conversational Dataset consists of conver-
sations between users and the socialbot Alquist [17]. It is a
non-public dataset. It was collected during the 2017 Alexa
Prize competition [18]. The dataset consists of 37,000 di-
alogues about books. There are 340,000 message-response
pairs in total. The average length of dialogues is 9.11 pairs,
the median is 7 pairs, and there are 23,000 unique responses.
The responses are clustered into 30 semantically similar
classes. The goal is to select one of 30 response classes.
The dataset is noisy and hard to learn because it contains
voice recognition errors and part of the messages come from
uncooperative users. Messages from uncooperative users are
hard to interpret or out of the domain of books.
5. Experiments
5.1. Experiments on Dialogue bAbI Task 6
We tested the proposed architectures on Dialogue bAbI
task 6 two times, each time with different set of embedding
vectors. We used the pretrained 300-dimensional word2vec
embedding vectors trained on News1 and 300-dimensional
fastText embedding vectors pretrained on the training set of
Dialogue bAbI Task 6 dataset. The fastText embeddings
were trained for 100 epochs. We fixed the values of both
types of embeddings during training of whole models.
We performed the hyperparameter optimization using
Bayesian optimization on the validation part of the dataset.
We used the implementation from Scikit-Optimize library2.
We performed 30 rounds of training with a different set
of hyperparameters for each model. Each training was 30
epochs long. We evaluated the performance of the model af-
ter each epoch and saved the weights of the model achieving
the highest turn accuracy on the validation set for each set of
hyperparameters. We selected the hyperparameters achiev-
ing the highest turn accuracy. The values of selected hyper-
parameters are presented in table 1.
We trained each model with the hyperparameters,
which achieved the highest validation accuracy. We used
12 training epochs. We measured the turn accuracy on val-
idation set after each training epoch and saved the weights
achieving the highest validation turn accuracy. We used
1GoogleNews-vectors-negative300.bin
2https://scikit-optimize.github.io/
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Parameter/Model fastText fastText+CNN fastText+RNN word2vec word2vec+CNN word2vec+RNN
LSTM size 55 245 505 85 109 219
Input LSTM size - - 199 - - 312
Convolutional filters - 21 - - 6 -
LSTM dropout 0.85 0.80 0.94 0.92 0.79 0.74
Input LSTM dropout - - 0.97 - - 0.91
Convolutional dropout - 0.72 0 - 0.84 -
Fully connected dropout 0.82 0.79 0.76 0.59 0.93 0.98
Learning rate 0.008 0.0001 0.0003 0.001 0.005 0.00005
Activation function relu relu relu tanh tanh relu
Input activation function - - tanh - - tanh
Adam epsilon 1E-8 1E-8 1E-8 1E-8 0.1 1E-8
Adam beta1 0.9 0.5 0.5 0.5 0.5 0.9
Turn accuracy 69.4% 71.5% 68.0% 71.3% 70.4% 65.5%
Tab. 1.
Model’s hyperparameters achieving the highest turn ac-
curacy on the validation set of Dialogue bAbI Task 6
these weights for testing. Results are presented in section
6.
5.2. Experiments on Alquist Conversational
Dataset
We measured the performance of all models on the
Alquist Conversational Dataset. We used the word2vec em-
bedding vectors pretrained on News and fastText embedding
vectors trained for 100 epochs on the training set of Alquist
Conversational Dataset. We did not perform hyperparameter
optimization due to a long time of training. We used hyper-
parameters presented in section 5.1 for each model instead.
We trained models for 12 epochs. We measured the
turn accuracy after each epoch and saved the weights which
achieved the highest turn accuracy. We measured turn and
dialogue accuracies on the testing set using saved weights.
Results are presented in section 6.
6. Results
We present the accuracy of described models in table
2. Baseline Hybrid Code Networks outperforms other mod-
els on the Dialogue bAbI task 6 in both turn and dialogue
accuracy [1]. The Hybrid Code Networks using a convolu-
tional neural network as input layer and fastText embeddings
improves the turn accuracy of the baseline Hybrid Code Net-
works by 3.3% on the Dialogue bAbI task 6 dataset. The di-
alogue accuracy of this model is smaller by 1.4%. However,
we were not able to reproduce the dialogue accuracy de-
scribed in [1] with our baseline model (labeled as word2vec).
Hybrid Code Network model achieves the highest turn
accuracy of 92.6% on the Alquist dataset if the model uses a
convolutional neural network as an input layer and word2vec
embeddings. This model achieves the second highest dia-
logue accuracy.
The results show that convolutional neural network as
an input layer in Hybrid Code Networks achieves higher turn
accuracy than baseline Hybrid Code Networks and Hybrid
Code Network using a recurrent neural network as an input
layer.
7. Conclusion
We proposed two new architectures of Hybrid Code
Networks. They use convolutional and recurrent neural net-
works as input layers, instead of the average of word em-
beddings and bag-of-words. We tested the turn and dialogue
accuracy of the proposed architectures on the Dialogue bAbI
task 6 and Alquist Conversational Dataset.
Results show that Hybrid Code Networks using a con-
volutional neural network as input layer improves the turn
accuracy. The model using convolutional neural network
outperforms the baseline model of Hybrid Code Networks
on the Dialogue bAbI task 6 and Alquist Conversational
Dataset.
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