Abstract-Advancements in digital technologies have enabled cost-effective deployments of visual sensor nodes that can detect a motion event in the coverage area. The real world field remote monitoring image capture conditions, for example, in security and ecological studies are affected by wind, rain, snow, sunlight etc. and are seldom ideal. Motion detection is a precursor to subsequent intelligent processing on the image to extract information. Less complex object detection techniques often rely on maintaining a background image and subtracting foreground image, purporting to have an object in it, to create a difference image to determine the presence of a moving object. Correct object detection is critical as otherwise resulting false positive (without a moving object) images needlessly invoke further processing, storage and analysis. In this paper, we review background subtraction techniques and propose an image differencing technique that can significantly reduce the algorithm complexity along with other associated advantages. The results of proposed reduced image subset are provided to highlight the benefits.
I. INTRODUCTION
The miniaturisation of embedded devices has resulted in bringing down the cost of development and deployment of visual sensor nodes together with increased processing power and on-board memory. These devices are deployed in the field conditions to run autonomously on small batteries for surveillance and remote monitoring [1] .
We define intelligent remote monitoring as a system in which the embedded processor with an image acquisition system can autonomously detect a moving object and communicate the event by raising an alarm. A generic model for a motion detection system is shown in Figure 1 . We assume a static camera system which operates autonomously and captures an image based on a motion trigger. The device also has access to a previous image from a continuous running video capture, a background model, or a time lapse capture.
Accurate and timely object detection is of paramount importance in surveillance and monitoring operations. A basic background and foreground difference image can detect changed pattern or the foreground object [2] . Many organisms use motion detection in visual processing and it is an important step in artificial vison systems [3] . If the system incorrectly perceives an event then it is known as a false positive and in excessive quantities unnecessarily overloads the system and causes operator fatigue. In field deployments, Basic steps for a background subtraction process.
the camera operation relies on the battery power and must use it judiciously to enhance the deployment period. Thus it is important to determine 'motion' correctly before aprocessor-intensive operation such as video capture or communication is invoked.
The trigger for an image capture could be based on changes to a physical phenomenon such as heat, vibration, sound or physical activity such as an open door latch. In general the object detection techniques depend to some extent on a threshold. Thus, a false positive image that does not have an moving object, could be due to the equipment malfunction, environmental conditions (e.g., Passive Infrared being triggered due to a hot gust of air) [4] or a high/low threshold. The problem is compounded for outdoor environments which are much more challenging compared to indoor conditions. This paper has the following contributions (1) provides a survey of background subtraction for object detection, (2) proposes using only image DC coefficients (Discrete Cosine Transform (DCT) coefficient with 8x8 sub-block average value) for reduction in algorithm complexity which can also aid correct detection, and (3) proposes use of simple features extracted from the difference image for improving detection.
Rest of the paper is organized as follows: Section II provides a survey of background subtraction techniques. An image differencing technique based on DC coefficients is proposed in Section III. The system model is described in Section IV. Results and discussion are provided in Section V and finally the conclusion in Section VI.
II. BACKGROUND SUBTRACTION
Background Subtraction is a useful but sensitive method for grey level differences in co-registered images [2] . Motion detection has a fundamental role in any monitoring or surveillance algorithm [5] [6] [7] [8].
Image differencing or background subtraction classifies pixels into background representing static information and foreground pixels that represent moving objects [9] . It is a simple and robust image segmentation technique [10] with availability of static background image. It is largely useful in rigid background and similar lighting conditions [9] [11] . Image difference does not depend on the local or global information in the image but rather on the grey levels [12] .
A comprehensive discussion on the background subtraction method is given in [9] . A comprehensive review and comparison of twenty-nine background subtraction algorithms is provided in [13] using BMC (Background Models Challenge) dataset [14] . Benchmarking of the methods shows that simple static background methods have minimum memory and execution time [13] . A survey of different motion detection techniques in static background has been provided in [5] .
Pre-processing through histogram matching that matches the maximum and minimum values of the histograms was used in [15] to improve the results. A technique based on using reference pixels to improve the results of frame differencing is proposed in [10] . The error in pixel classification can be reduced by considering the values of neighbouring pixels. Results are provided for two video sequences with 50 static background images and a single foreground image. The frame differencing was applied after averaging the 50 background images [10] .
A method primarily reported for landslide detection, based on local mutual information and thresholding is described in [12] which is suitable for detection of large changed regions. The authors used connected component analysis on the blobs to identify the change detection [12] . Here, a blob means a set of pixels that are identified as part of the moving object as a result of image differencing. A qualitative and quantitative comparison of frame differencing and Gaussian mixture is provided by [16] for detection of birds under varying conditions in a video stream.
To overcome the difficulty of detecting motion by just one method, a real-time combination of information from structure and colour using census transform is proposed [6] . A low computation background subtraction with a background model where pixel grayscale information and colour invariant H are jointly used is described in [9] . The background model is updated based on pixels in modelled background and historical frames [9] .
Background subtraction has been applied for motion detection in presence of camera jitter of an unstable camera [7] . They propose motion detection based on dynamics instead of colour or intensity by utilizing two thresholds which can also be calculated automatically. An efficient hardware based implementation of an image detection based on background subtraction, EBSCam has been described by [17] . A modified background subtraction method has been proposed in [8] claiming to address the ghosting and moving leaves problem.
A. Simplified Differencing Schemes
Simplified background subtraction just uses the previous frame, time lapse image or a background model to determine the object. A low complexity design for hardware implementation for low power devices is provided in [9] . Although, simplified image differencing would need only the closest previous frame, many techniques use a number of frames to model the background [9] .
1) Double Difference:
In order to improve the basic image differencing, double difference technique is sometimes used [18] . Double differences of the current image from the previous and next image frame can be combined using a logical AND operator [5] .
2) Triple Difference: Background subtraction was combined using logical AND with three-frame difference to detect moving objects from underwater video in [19] by increasing the interval for frame differencing to four. Morphological processing was applied to eliminate the background noise.
3) Quadruple Difference: A technique based on frame differencing with four frames for motion detection in outdoor scenes is described in [8] . The scheme decreased the false alarm rate and used two thresholds.
B. Reduced Complexity Operations
Some computation intensive schemes that have higher accuracies may not be suitable for low power and smart camera applications [9] .
A single day image differencing technique to identify animals across eight pastures using aerial imagery is described in [20] using Principal Component Analysis (PCA). PCA reduced the image dimensionality and provided the correlated information from the three bands. Uniform backgrounds such as sandy beaches, ice flows or oceans provided for easy differentiation of animals [20] . However, it could be argued that this would apply for animals which have sufficient colour difference from these uniform backgrounds.
A computationally efficient pixel-level change detection framework with a stationery camera with sigma-delta for background estimation is proposed by [21] . A limitation of the method was related to adaptation complexity of some complex scenes and that slow motion could be taken as a background.
In ecological applications, the importance of automatic image-based tracking is described in [11] . This avoids manual intervention and transforms the subjective decision making of a human to an objective comparison criteria [11] .
A semi-automated system, AnimalFinder [22] is developed for animal detection in camera trap time lapse images to identify the presence of animal and to differentiate between white-tailed deer, wild pigs, and raccoons. The performance varied due to the setting of the threshold, however there was significant reduction to the images requiring manual review. A mean filter followed by a Canny edge detector was applied, identifying areas as 'blobs' which could be analysed for size and shape. The performance was checked for the threshold range from 0.01 to 0.95.
A system for autonomous monitoring for cliff nesting seabirds is proposed in [23] using the time lapse images. The aim of study was to automatically estimate bird population. The challenges of outdoor natural environment are also discussed that contribute to generate false positives. A mixture of Guassian (MoG) based method in 5 dimensional feature space is proposed. However, the algorithm is computation intensive which makes it difficult even for low resolution images to run in real time, such that segmentation of an image on a general PC could take around a minute. However, this limitation does not hinder use of time lapse images [23] .
A simplified image differencing scheme was implemented on a Raspberry Pi for the Wireless Internet Sensing Environment (WiSE) project [4] by the author. Following the steps shown in Figure 1 , and using an automatically calculated threshold, combined with blob count and size, the motion activations were correctly classified [4] . An image recognition system was designed to identify avian activity using frame differencing and image segmentation making use of centroid and bounding boxes to validate the detection and location of a bird [16] .
C. Significance of Threshold
The classification of a pixel into a blob is dependent on the relative difference between that position pixel in the motion activated and background image.
Threshold estimation is a difficult process [10] . A low threshold can incorrectly classify background as objects whereas a high threshold will classify real objects as background. Selection of an appropriate threshold based on image characteristics as explained below can also offset wrong classification of images.
A single global threshold could be a problem for frame differencing as the difference could be affected by the camera noise [10] . Threshold if set on a local adaptive threshold can give better results for false alarms, compared to a global threshold [24] . An adaptive automatic threshold algorithm is mentioned in [10] . Several image difference threshold strategies were investigated and hysteresis thresholding was shown to provide good results [2] . Computational complexities of the considered methods are also provided. The study [20] for identifying animals in aerial images used a semi-automated process as no viable automatic spatial or spectral threshold values could be determined.
III. PROPOSED DC COEFFICIENT BASED PROCESSING
In this Section we propose a reduction in the algorithm complexity by restricting processing to DC coefficients only. This is a generic mechanism which is applicable to all the background subtraction processes described in Section II.
Although image differencing is a simple technique, it produces a large image matrix [12] . Restricting object detection analysis to DC coefficients reduces the image data to be processed. Scene changes in compressed video sequences using Discrete Cosine Transform (DCT) DC Coefficients and motion vectors without decoding the video is described in [24] .
A. JPEG Compression
Joint Photographic Expert Group (JPEG) [25] image is the most prevalent image format in use. It's the de facto standard for still image capture and also is the preferred format for video cameras (as Motion JPEG) for security applications as it is easier to locate a frame in the compressed video compared to other true (inter frame) video compression standards like H.264 [26] .
B. Compressed Bitstream 1)
Header: JPEG header is followed by information about the image size, compression tables etc, which is followed by the compressed bitstream containing image data comprising DC and AC coefficients (at most 63).
2) DC Coefficients: These comprise the average value of the 8x8 sub-block. The main visual content of the image can be captured through just the DC coefficients.
3) AC Coefficients: These follow the DC coeffcient and represent the finer details in the image. If all 64 pixel values in 8x8 image block are same then its compressed representation will only have a DC value with all AC coefficients as zero.
C. DC Extraction
The visual sensors can capture images in large resolutions. Reducing the image size by deleting alternate rows and columns is a computationally expensive process. In comparison, DC coefficient extraction only requires simple parsing operation on the compressed bit stream.
D. DC Only Benefits
Utilizing only DC coefficients for further processing has the following advantages:
1) Noise Suppression: Sensor noise contributes significantly to the image differencing even between images that are very similar [15] . The intensity changes could also be due to camera noise or illumination differences [8] . The images under the same environmental conditions could be slightly different due to noise during image capture. The average value of the 64 pixels (DC coefficient) in the subblock reduces any spurious pixel value.
2) Reduction of Algorithm Complexity: Considering only the DC coefficients reduces the pixel data to be processed. This reduces complexity of any algorithm that is processing the pixel data.
3) Reduction of Image Size: Taking the DC coefficients alone reduces the image size. This is a simple size reduction operation compared to e.g., by dropping alternate rows and columns which also does not provide comparable results.
4) Effects on object:
This would also reduce the object size as 8x8 pixel blocks in the original image are now represented by a single DC value. We need to maintain a meaningful representation of objects and do not want them to disappear. Our results show that this is not the case for even small size objects in spite of 64 times reduction in image size for a DC only image.
IV. SYSTEM MODEL
We implement image differencing as illustrated in Figure 1 . An image differencing system would operate only on the DC image and optionally a Region-of-Interest (RoI) could also be selected. This keeps the system complexity low by discarding the finer details represented by high frequency DCT (AC) coefficients.
Let the background image be represented by ‫ܫ‬ ሺ௫ǡ௬ሻ and the motion-activated image as ‫ܫ‬ ெሺ௫ǡ௬ሻ , then the difference image, ‫ܫ‬ ሺ௫ǡ௬ሻ will be represented as given in (1). Source Parrots image, resolution 768x512, with 8x8 grid superimposed to highlight the JPEG 8x8 sub-blocks. 
‫ܫ‬ ሺ௫ǡ௬ሻ will be totally black if there is no significant difference, but an object such as bird or animal present in motion-activated image, will appear as a white blob signifying the difference between pixel values.
Two images were selected for application of proposed methods. Firstly, we consider images (Figure 2 and 3 ) from public data repository for the WiseEye project [27] which has the background time lapse, motion-activated and difference images. The images are of low resolution and contrast making the task more challenging. We selected a motion-activated image from the WiseEye repository that had a bird present in the image after motion activation, shown as blue dashed circle in Figure 2 , and the resulting difference image (Figure 3) for the selected Region of Interest (RoI). We also use publicly available parrots image ( Figure 4 ) on which we have superimposed 8x8 pixel grid to highlight JPEG DCT processing.
V. RESULTS AND DISCUSSION

A. DC Images
The DC image for the parrots image is shown in Figure  5 . It appears coarse-grained and the blockiness is due to a single pixel value (DC coefficient) now replacing all 64 pixels from the 8x8 image block. We could also view this image at a reduced size, that is, by using only the DC coefficient (average of 64 values) at a resolution of 96x64, as shown in Figure 6 (a). It can be seen that this is very similar visually to the original reduced size image shown in Figure 6 (b) with a significant file size reduction of 107008 bytes.
B. Image Differencing
The motion activated image is shown in Figure 2 with the Region-of-Interest (RoI) marked as a dotted rectangle and a bird marked with a blue dotted circle. The corresponding difference image is shown in Figure 3 . The bird appears as a white blob in the difference image.
The results for the image difference on a DC image are shown in Figure 7 . The static and motion-activated images (of size 80x60) are shown in Figure 7 (a) and (b). The difference image is shown in Figure 7 (c) corresponding to Figure 3 . The bird appears as a much smaller blob.
C. Feature Selection
After image differencing, two features of interest that can be derived are the blob size and blob count in the difference image (Figure 3) . The feature values from Figure  3 for the blob count is 1 and blob size is 79 (pixels).
The size of the blob corresponds directly to the size of the object. The number of blobs could represent a number of objects, or sudden change in lighting conditions. For a spurious event such as camera motion, or an abrupt change in lighting, the blob size and blob count would have very high erroneous values to be realistic and such images could be easily classified as false positives by an intelligent system.
D. Complexity Reduction
The operations are reduced considerably. The original parrot image is 768x512 bytes whereas its DC image shown in Figure 6 (a) is only 96x64 bytes.
Assume the image to be of width w and height h. If an image pixel processing step requires wh operations, then considering a DC image, the operations reduce to wh/64.
E. Discussion
In case of applications which do not capture a background image periodically, there would be a requirement to maintain sophisticated background models. There is a trade-off here as for power-constrained applications where it might be desirable to reduce the frequency of capture which might interfere with maintaining a realistic background model. However with static backgrounds and time lapse features such extensive modelling is not required.
The DC coefficients are automatically calculated during JPEG compression, an image standard commonly used for image and video capture in surveillance cameras. The averaging of 8x8 sub block values as a DC coefficient also smooths out any spurious camera sensor noise improving the results. Using DC coefficients favours long running camera deployments as high resolution images could only be saved for interesting events, thereby increasing the storage time.
The use of features is helpful in correct object detection as it can reduce false positives. Augmenting the result of background subtraction by taking the blob size and count presents many interesting opportunities. Based on the size of the object to be detected, the thresholds can be appropriately set for both size and count. This would need to take into account the average object size and relating that to its position in the image.
VI. CONCLUSION
The dumb network edge cameras are being replaced by smart sensor nodes with on-board processing for remote monitoring applications. These intelligent devices can detect an object of interest in the area of operation and autonomously raise an alarm or initiate a response event based on a threshold. By moving the background subtraction algorithms to the camera sensor nodes making them intelligent, results in better resource utilization. DC coefficients for background subtraction methods results in reduced algorithm complexity, and prolonging the system's deployment lifetime. Use of simplified and easily extractable features such as blob size and count from image differencing improves the object detection and reduces false positives.
Future work arising from this paper includes using deep learning for object detection to learn features for improved results and reduced occurrences of false positives.
