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Abstract
In this paper, we discuss how the focus in document anal-
ysis, generally speaking, and in graphics recognition more
specifically, has moved from re-engineering problems to in-
dexing and information retrieval. After a review of ongoing
work on these topics, we propose some challenges for the
years to come.
1. Introduction
We are in an era where information is at the core of many
industrial strategies. New information-centered services are
created, traditional businesses are reoriented towards infor-
mation services, and new niches appear. This evolution had
been predicted by many experts. But they were wrong on
one important point: They had foreseen the paperless so-
ciety, with all-digital information, well structured and logi-
cally organized in a uniform way. The truth is very differ-
ent. The grassroot user, as well as large companies, have
a huge amount of information at their disposal, but this in-
formation is available in very “poor” formats: paper docu-
ments, or low-level, poorly structured digital formats such
as Postscript, PDF or DXF.
The challenge is therefore to convert this poorly struc-
tured information into enriched information which can be
used within an information system. This does not neces-
sarily mean that it must be completely interpreted and con-
verted to higher-level, semantic-based information. But we
need at least to add a layer of indexes and navigation links,
to allow for easy browsing and information retrieval.
This is a well known evolution in the document analy-
sis community; whereas many efforts were made through-
out the years to re-engineer documents, i.e. to come back
to the logical and semantic structures carried by the docu-
ment, the methods developed to perform this have also been
proved to be of interest for the problem of indexing the in-
formation for efficient retrieval and browsing. Most efforts
in this area have been done on textual documents. But the
same problem also appears in the presence of graphics-rich
documents: technical documentation, maps, schemas. The
textual information extracted from these documents must be
associated with graphical information: symbols, lines, ar-
eas... The input may be scanned paper documents, but also
digital data such as those coming from DXF files.
In this paper, we examine how state of the art graphics
recognition techniques can be used to address this problem,
and we propose some interesting new challenges for further
research, coming from the specific problems of indexing
and browsing large-scale technical documentation. More
specifically, we mention symbol and signature localization
and recognition as a topic of interest, and we propose a way
to represent context for intelligent document browsing.
2. State of the art
Traditionnally, document image analysis has been a kind
of “reverse engineering” activity: Starting with a scanned
paper document (the document image), the purpose of anal-
ysis has been to retrieve the original characters, words, sen-
tences or structures of the document. In graphics-rich doc-
uments, this has led to work on raster-to-vector conversion,
also called vectorization [10, 15, 19, 42, 48, 50]. There is
also a large number of methods dedicated to the recognition
of a given class of symbols [11, 30], in areas such as ar-
chitecture [2, 29], mathematics [9], diagrams and schemat-
ics [22, 56], maps [6, 38], etc.
However, there are a growing number of applications
where the need is not for conversion, but for efficient in-
tegration of heterogeneous documents into information sys-
tems. The problem here is not to have a precise vectoriza-
tion. It is not either to match potential symbols against a
library of existing reference symbols, for the simple rea-
son that such a library does not necessarily exist when you
have a large number of diverse documents. The problem is
rather to be able to browse these documents, to add a layer
of structure, syntax or even semantics on top of the raw data,
to build indexes, etc.
There are two major research directions in this area. The
first deals with media where there is very little contextual
knowledge. Typically, image-based indexing and retrieval
methods rely on low-level image features to compute simi-
larity measures [41]; similarly, video sequences can be in-
dexed into subsequences having a number of homogeneous
features [7].
The other direction is that of indexing documents. As
a document is a medium made by a person for the explicit
purpose of conveying some useful information to other per-
sons, using a language known by all actors, there is much
more structure, syntax and semantics to rely on when ana-
lyzing a document. Still, the usual document analysis tools
are not necessarily efficient enough, nor the most appro-
priate, for dealing with such indexing purposes. Examples
of specific document analysis work for the purpose of in-
dexing and information retrieval include indexing textual
documents without performing OCR, just by basing the in-
dexing on similarities or signatures of the connected com-
ponents [43, 47], query on the layout structure [8, 40], or
various information spotting techniques [23, 24].
In our case, we are interested in graphics-rich docu-
ments, typically technical documentation containing text,
but also a lot of graphics. In this case, the usual text-based
indexing and retrieval methods are still of interest, but we
also need additional ways of accessing the information con-
veyed by the documents: recurring symbols, connections
between textual descriptions and drawing parts, etc. Be-
cause of the large variability in the kinds of symbols and
graphical entities which can be found in such documents,
there has been less work in this area. Let us however men-
tion some interesting contributions.
Syeda-Mahmood uses an adaptation of the topological
rules used in the representation of the block world to index
a database of maintenance drawings [44]. She uses a struc-
tural approach to the problem, with a step where the nodes
are labeled by all possible hypotheses, and a discrete relax-
ation phase to find the most plausible interpretations.
Other groups explicitly rely on the text found in a leg-
end or in the accompanying title box, as a basis for index-
ing [4, 34]. A more exhaustive variant is to take all sym-
bols found in the legend as the basis for indexing [38, 39].
In a system developed at Boeing, basic text and graphics
recognition tools are combined in an interactive environ-
ment to allow for information retrieval for maintenance pur-
poses [5, 37].
But the more general problem of graphical information
indexing, without a specific application domain, has also
become a hot research topic. Müller and Rigoll propose
a statistical framework for graphical retrieval in a database
of engineering drawings [32, 33]. Fränti et al. [18] use the
Hough transform to retrieve graphical parts from images.
We believe that there are plenty of specific research sub-
jects in this general area, when we want to use graphics
recognition methods to contribute to indexing and informa-
tion retrieval in general documentation. In the following,
we will propose some topical research directions.
3. Symbols and signatures
Symbol recognition consists in localizing and identify-
ing the symbols which are present in a graphical docu-
ment. Many symbol recognition methods have been pro-
posed [11, 30]. Symbols are natural features to use in index-
ing and retrieval applications; however, the existing meth-
ods suffer from a number of weaknesses which make them
difficult to use in such a context:
• Most symbol recognition methods work with a known
database of reference symbols, or with a learning
phase. But it is easy to imagine browsing applica-
tions where the user delineates an arbitrary symbol
in a drawing and queries for similar symbols in the
database. In such a case, it is impossible to precom-
pile all possible symbols, or to perform time expensive
learning procedures.
• Many symbol recognition methods need a preliminary
segmentation phase, where candidate regions for sym-
bol recognition are extracted from the image (be it con-
nected components, or subgraphs, or whatever is most
suitable). Thus, we perform segmentation followed by
recognition. In some cases, segmentation is easy—
of course, character recognition comes to mind, but
also other methods where connected components can
be used as the basis for segmentation (even if we need
some post-processing to disconnect parts touching the
graphics [51]).
Another relatively easy domain is that of schemas and
diagrams consisting mainly of symbols and connection
lines; it is not surprising that these are the application
areas where the best results in symbol recognition have
been achieved [22, 55].
But in many other areas, it is difficult to segment be-
fore knowing the symbols, while it remains difficult to
recognize the symbols with classical methods without
prior segmentation! In such cases, we need to develop
noise-resistant methods which are efficient (looking
for subgraph isomorphisms on the complete vector set
of a large drawing would definitely be the wrong idea!)
and generic. Thus, there is a need for segmentation-
free symbol recognition methods or for methods which
perform segmentation while they recognize.
• A last area where efforts need to be made is the
scalability of structural symbol recognition methods.
Presently, a number of efficient methods exist for dis-
criminating a symbol among 10 or 20 different mod-
els, even if the symbol to be recognized is distorted
by noise, other touching graphics, etc. But we don’t
really know how to scale these structural methods to
the recognition of 50, 100 or 500 different symbols.
There are both computational complexity issues, and
open questions about the power of discrimination of
the methods chosen for recognition.
We believe the use of signatures to be a key for some
of the challenges just described. Signatures are indeed
often used for indexing and retrieval purposes; however,
most work has concentrated on text-based signatures [43]
or image-based signatures [13]. We think that there is also
room for graphics-specific signatures, to achieve an efficient
localization and recognition of symbols. We currently work
in two directions:
Quick and robust symbol localization through image-
based signatures. The first idea is to compute
signatures on the binary document image. The
signatures must be invariant to rotation, translation
and scaling. Our group’s first work in this area was on
F-signatures, based on force histograms [46]. How-
ever, these signatures cannot robustly take occlusions
into account, and the method still relies on some kind
of segmentation. We are therefore investigating the
use of the Radon transform, from which R-signatures
have been proposed by Tabbone and Wendling [45].
To the contrary of other methods based on this
transform [12, 21, 28], the proposed method takes
into account the inner part of the symbol, not just its
contour. This makes it more robust in the presence
of partial occlusions or of connections with other
graphical layers.
A theoretical study is currently being made on the
shape measurements which can be obtained through
the R-signatures. The way the signatures are built
should also make it possible to consider spatial rela-
tionships between the symbols recognized in a doc-
ument, in order to compute a relational graph which
could be used in later semantical analysis stages.
Vector-based signatures. It is not always necessary to
work directly on the raw image data. Vectorization can
yield a set of vector data; in many cases, we also ac-
tually directly retrieve vector data from CAD files or
similar electronic representations. It is therefore in-
teresting to also use signatures computed directly on
these vector data.
Such signatures can be computed from various fea-
tures, in the same way as Huang uses various graph-
ical primitives to index a set of images [20]. One of
the few works we are aware of for vectorial data is that
of Della Ventura and Scettini [53], whose results are
interesting, although they use very constrained, well-
segmented CAD data.
In collaboration with the University of Barcelona, our
group is currently investigating possible extensions of
these ideas to the general framework of technical docu-
ments [16]. The approach builds on all the spatial rela-
tions which can be found between segments, following
an idea initially used in computer vision by Etemadi et
al. [17]. The main relations used are parallelism, con-
nectivity and overlapping.
Ultimately, our idea is that signatures can be used for
symbol spotting and identification of broad hypotheses.
This will probably be enough for good retrieval perfor-
mances, in many cases. If better recognition rates are
needed, the preliminary use of signatures can eliminate a
number of symbol hypotheses and help segmenting out the
candidate region; it can then be followed by classical sym-
bol recognition methods.
In the presence of a large number of symbols, both sig-
natures and structural recognition methods may not be suf-
ficient to discriminate; they could then be used as pre-
classification steps, followed by recognition through usual
classification methods within the family identified by the
signature.
4. Intelligent Browsing of Graphical Docu-
ments
The previously described signature methods contribute,
in a sense, to the main goal of document analysis, which is
to extract the right level of “meaning” from the document.
Be it recognition, indexing or information retrieval, the un-
derlying issue systematically boils down to localization and
identification of objects. However, once we start talking
about the meaning of a document, with the aim of manip-
ulating the underlying semantic concepts, we are implicitly
at the crossroads between graphics recognition, information
retrieval and knowledge representation. Currently, we only
try to focus on the aspects that are related to graphics recog-
nition; further work will necessarily and progressively inte-
grate models of the other domains. This is what we mean
by Intelligent Browsing of Graphical Documents: given a
set of unstructured documents (scans, PDF, DXF. . . ), what
are the most appropriate means of finding information in a
reliable and computationally acceptable manner?
The main efforts during the last decade or so have been
directed toward “indexing” [3, 13, 54] (of which the men-
tioned signature methods form a direct spinoff). The word
indexing itself has to be used with care, since it bears
quite different meanings, according to the research commu-
nity. Let us stick to the rather restrictive and computational
meaning it has in graphics recognition: the use of discrim-
inant low dimension metrics for rapid identification of pat-
terns.
Numerous indexing methods exist, with fair recognition
rates. However, they lack the generic properties required
by a real semantic-oriented information retrieval task. The
main limitation of these approaches is that the application
domain of the metrics they use is very context-sensitive,
where the context is to be related to the type of the con-
sidered documents. Once we want to extend these methods
to a broader context, and therefore richer semantics, we of-
ten observe that other metrics and other classifiers are better
suited to the particular subdomains of the extended context.
This is the main reason why one of the current research
trends is to shift efforts towards operator selection, multi-
source analysis and classifier combination [1, 14, 25, 36].
The main limitation to generalization is the fact that
these indexing methods are based on the same underlying
scheme: context + syntax + metric = semantics. In other
words, information is encoded as the distance of a measure-
ment to the signature of an identified object, given a reason-
able number of constraints and prerequisites. While the sig-
nature and metric are usually thoroughly studied and docu-
mented, the context is most often embedded in the selection
of the test images, the application domain and the used al-
gorithms themselves [26]. When dealing with the problem
of retrieving semantics from a set of random documents, the
previous relationship proves to be non reversible: Given a
semantic concept, one may list a number of possible signa-
tures and associated metrics, but there is no way one can
decide whether the contextual prerequisites are met (unless,
of course, all documents in the set share the same context).
4.1. Combining Text and Graphics
The most obvious and straightforward step in the seman-
tic labeling of graphics consists in associating textual infor-
mation with the graphics. We have conducted our first ex-
periences in this direction by analyzing cutaway diagrams
[27, 52]. The main reason for choosing this kind of images
is that they combine complex graphics (making the problem
difficult from a computational point of view) with an easy to
define macroscopic structure, and therefore simple seman-
tics. The document contains three main classes of objects:
drawing, index and legend item. Elements of each class are
related to elements of both other classes: a part of a draw-
ing is identified by its index, which in turn is referenced in
the legend. The current state of our research is limited to
identifying these relationships. One of the immediate ex-
tensions could be to associate OCR results on the legend
items with the graphical parts, thus leading to direct refer-
encing of the graphics through keywords, without ever hav-
ing defined visual constraints on the representation of these
graphics. The collaboration between text and graphics is a
domain that can be further applied to various problems, as a
bootstrap for the (semi-)automated annotation of graphical
documents [31, 35].
Of course, these approaches still implement the previ-
ously mentioned context + syntax + metric = seman-
tics paradigm, but maybe in a more subtle way. Especially
where the context is concerned, one can identify many
limitations (shape and structure of the legend, connection
between indexes and graphic components, connectivity of
graphic components, etc.) that obviously make this initial
work a hinder for full generalization. As we already men-
tioned in [26], the main drawback is not so much the quality
of the image, or the appropriateness of the used algorithms,
but the lack of formalization of the context in which the ap-
proach remains valid!
4.2. Towards a Functional Semantic Framework
The context is actually the difficult part of the problem.
It cannot be formalized as being a part of the document,
since it includes the usage of the document, among other
items. Different usages define different contexts, and in that
sense it is related to ontology. On the other hand, one has
to admit that a fair number of approaches are coming of age
and find numerous industrial applications. They are robust,
reliable and fast, notwithstanding the fact that the context +
syntax + metric = semantics paradigm in which they have
been designed generally limits their use to a well defined
environment.
Our idea for trying to solve the issue of encoding con-
text comes from the observation that document analysis is
conducted as a stacked pipeline taking syntax as an input,
and producing semantics as an output on each layer [26].
Moreover, we introduced the concept of Component Al-
gebra, where syntax and semantics are simply associated
to data, and operators are associated to elementary compo-
nents transforming data of one type into another.
We are currently considering a particular representation
of this algebra in the form of a single origin DAG (Directed
Acyclic Graph). Each node of the graph represents data,
each vertex, the application of a component to the data.
The initial document can be considered as the origin of the
DAG. Then, given a finite number of components, the fully
developed graph of all possible successive applications of
the components to the initial and constructed data, repre-
sents the intrinsic semantics of the document, the context of
which is embedded in the selection of the applicable com-
ponents. Let us define this more formally:
Components are algorithms (or rather implementations of
algorithms) that operate on data. Input data have a cer-
tain type, or in other words, belong to a specific appli-
cation domain. The result of the operation, or output
data, belongs to a different domain.
C : D → D′
d 7→ C(d)
Application Context is the set C of all available compo-
nents.
Semantics are defined by D′. Both D and D′ are actu-
ally divided into different sub-domains. For instance,
a component designed for text labels to legend entries
(as used in [52]) would take as input a list of image
patches A and a list of legend entries B and would re-
turn a list of relations between both lists Z with their
associated confidence Y . In this case D = A × B and
D
′ = Z × Y .
More generally, the application domain D and its im-
age D′ encode the semantics respectively needed and
produced by the component.
Intrinsic Semantics of an initial document I, within the
context C, is the set of all data that can be extracted
from I, using the components in C.
It is important to note that the combinatorial possibil-
ities of successively applying different components to
the same document are limited. A given component
C can only be used if the data it needs are available,
and consequently after another component C ′ has pro-
duced it. Without going into too many details, we
can partially order the components in a hierarchical
manner with respect to this chronological order, and
reasonably prove that the intrinsic semantics are finite
when C is finite. This results in a graph-like structure.
This model has several advantages that can be exploited:
• Each node of the graph has a clearly identified se-
mantic meaning. Furthermore, the relationships be-
tween different concepts are explicitly represented by
the graph structure itself.
• The structure can be used as a support for automatic
reasoning or knowledge inference, or even for cross-
verification and confidence measurements.
• There is no need for explicitly taking into account con-
text, since the context is embedded in the components
themselves.
• Identical semantic concepts may be associated with
different positions in the graph.
• Unlike full semantic document re-engineering, the
graph structure can be modeled to produce only the in-
formation that is appropriate for a given application.
Since the structure is completely open and flexible,
components can be added or removed at any moment,
thus enhancing the semantic power as needed.
4.3. Application Test Case
An interesting application would be semantic browsing
in a loosely structured document corpus. Suppose we at-
tach, to each document, its history with respect to the com-
ponents it has been through, so that it can be correctly po-
sitioned within the graph representation. To that extent the
notion of a document would be its initial state (e.g. a bi-
nary image) together with all intermediate data generated by
subsequent applications of different components. Queries
looking for documents containing certain characteristics
could then be expanded to shortest path searches through
the graph, and even be extended to the automatic applica-
tion of appropriate components to partially processed docu-
ments. This would be the first prototype of a fully semanti-
cal browsing application (restricted to the implicitly defined
context of the underlying component algebra).
Let us for instance reconsider the cutaway diagrams in
[27, 52], and add the fact that we have a large corpus of
different documents at our disposal. Different documents,
coming from different types of applications, are stored to-
gether, and we would like to retrieve “graphical representa-
tions of X” where X is some known semantic concept (e.g.
“screw bolt ZX48”). Then, the system could search for doc-
uments that have been labeled with X (in other words, doc-
uments that have undergone previous processing, and that
have been found to contain the considered item). By an-
alyzing the path from the original state of the document
leading to X, we can reconstruct the component pipeline
that allows for the extraction of our concept, as well as the
intermediate semantics that are necessary for its construc-
tion (e.g. text/graphics separation, legend localization, in-
dex/legend matching, legend analysis, string matching with
“screw bolt ZX48”, etc). The next step would then be to
backtrack the pipeline, and find suitable other documents
that contain these intermediate semantics (i.e. have success-
fully undergone parts of the component pipeline) and try to
apply the missing components, in order to decide if they are
likely to contain X.
4.4. Open Issues
The proposed model still needs to be thoroughly studied
and validated, and a number of unsolved obstacles need to
be lifted before it can evolve into a truly generic semantic
framework:
• Parameters are the first item. Components are usually
parametrized to meet their goals. This parametrization
is most often context related, and allows for a certain
flexibility of use. The way we have modeled the pro-
cess, parameters belong to the input domain D, which
makes them in a sense part of the pre-required seman-
tics. How to correctly distinguish between effective
semantics and context parameters is a difficult issue.
• More generally, context itself has to be taken into ac-
count if we want this approach to be used for knowl-
edge inference. The graph structure itself does not en-
code information about the appropriateness of one path
with respect to another, to achieve a final goal position.
In other words, if different component threads lead to
the same semantic concept, the context of the initial
data may infer the inadequacy of certain components
(designed for different contexts) thus making certain
paths through the graph ineffective. This information
cannot be deduced without representing the context in
a more formal way.
• One possible solution to the quantification of the ap-
propriateness of a component to a given set of input
data may be the use of global error, uncertainty or con-
fidence measures. The application context of a com-
ponent can then be defined as the set of input data for
which the confidence measure on the produced output
falls within qualified bounds. This, of course, is easier
said than done.
• From a more pragmatic point of view, work has to be
done on the constraints on constructing components
and representing documents, especially if we want to
achieve an operational prototype as described in sec-
tion 4.3.
5. Conclusion and perspectives
A lot of know-how in graphics recognition can be di-
rectly used for indexing, browsing and retrieval purposes.
But there are also a number of new challenges when it
comes to dealing with large databases of technical docu-
mentation. We have shown some of them, especially within
the area of symbol spotting and recognition.
We have also sketched a plausible framework for estab-
lishing semantics oriented document analysis. This frame-
work tries to be as flexible as possible by building upon ex-
isting and proved operational bricks. By considering docu-
ment analysis as a pipelined application of individual com-
ponents, and explicitly modeling input and output with re-
spect to document semantics, we introduce a DAG as the
underlying structure of knowledge inference. The ultimate
goal of this work, beyond the resolution of the listed open
problems in section 4.4, is to achieve a merge between
graphical document analysis, and ongoing work on the se-
mantic web and its associated tools.
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