We obtain a priori estimates with best constants for the solutions of the fractional fast diffusion equation u t + (−∆) σ/2 u m = 0, posed in the whole space with 0 < σ < 2, 0 < m ≤ 1. The estimates are expressed in terms of convenient norms of the initial data, the preferred norms being the L 1 -norm and the Marcinkiewicz norm. The estimates contain exact exponents and best constants. We also obtain optimal estimates for the extinction time of the solutions in the range m near 0 where solutions may vanish completely in finite time. Actually, our results apply to equations with a more general nonlinearity. Our main tools are symmetrization techniques and comparison of concentrations. Classical results for σ = 2 are recovered in the limit.
Introduction
Symmetrization is a very ancient geometrical idea that has become nowadays a popular tool of obtaining a priori estimates for the solutions of different partial differential equations, notably those of elliptic and parabolic type. Symmetrization techniques appear in classical works like [13, 16] . The application of Schwarz symmetrization to obtaining a priori estimates for elliptic problems is already described in [25] and [15] . The standard elliptic result refers to the solutions of an equation of the form
posed in a bounded domain Ω ⊆ R N ; the coefficients {a ij } are assumed to be bounded, measurable and satisfy the usual ellipticity condition; finally, we take zero Dirichlet boundary conditions on the boundary ∂Ω. The classical analysis introduced by Talenti [17, 19] leads to pointwise comparison between the symmetrized version (more precisely the spherical decreasing rearrangement) of the actual solution of the problem u(x) and the radially symmetric solution v(|x|) of some radially symmetric model problem which is posed in a ball with the same volume as Ω. Sharp a priori estimates for the solutions are then derived. Extensions of this method to more general problems or related equations have led to a copious literature.
For parabolic problems this pointwise comparison fails and the appropriate concept is comparison of concentrations, cf. Bandle [3, 4] and Vazquez [21] . The latter considers the evolution problems of the form (1.1) ∂ t u = ∆A(u), u(0) = u 0 ,
where A a monotone increasing real function and u 0 is a suitably given initial datum which is assumed to be integrable. For simplicity the problem was posed for x ∈ R N , but bounded open sets can be used as spatial domains.
Symmetrization techniques were first applied to PDEs involving fractional Laplacian operators in the paper [9] , where the linear elliptic case is studied. In our previous paper [24] we were able to improve on that progress and combine it with the parabolic ideas of [21] to establish the relevant comparison theorems based on symmetrization for linear and nonlinear parabolic equations. To be specific, we deal with equations of the form
Following the known theory for the standard Laplacian, the nonlinearity A is an increasing real function such that A(0) = 0, and we accept some extra regularity conditions as needed, like A smooth with A ′ (u) > 0 for all u > 0. The problem is posed in the whole space R N . Special attention is paid to cases of the form A(u) = u m with m > 0; the equation is then called the Fractional Heat Equation (FHE) when m = 1, the Fractional Porous Medium Equation (FPME) if m > 1, and the Fractional Fast Diffusion Equation (FFDE) if m < 1. Let us recall that the linear equation ∂ t u+ (−∆) σ/2 u = 0 is a model of so-called anomalous diffusion, a much studied topic in physics. The interest in these operators has a long history in Probability since the fractional Laplacian operators of the form (−∆) σ/2 are infinitesimal generators of stable Lévy processes, see [1, 6, 20] . Further motivation and references on the literature are given in [7, 24] .
Main results. In the present paper we use the parabolic comparison results of [24] to obtain precise a priori estimates for the solutions of equation (1.2) . One of these estimates is the so-called L 1 into L ∞ smoothing effect. See the precise result in Theorem 4.1, where we give the precise exponents and best constant C in the decay inequality
The calculation of best constants in functional inequalities is a topic of continuing interest in the theory of PDEs, both in the elliptic and evolution settings. Classical references to the calculation of best constants by symmetrization methods are Aubin and Talenti's computation of the best constants in the Sobolev inequality in [2, 18] and Lieb's HLS inequalities [14] . Our calculation of a priori estimates with exact exponents and best constants is closely related to the sharp decay estimate for solutions of the porous medium/fast diffusion equation in [21, 22] . When treating the linear case A(u) = u, the estimates are called ultra-contractivity, see the book [8] where the importance of best constants is stressed for the applications in Physics, notably in quantum field theory. This reference also explains the relation between parabolic decay estimates and Nash-Sobolev inequalities.
As a further application of the comparison techniques, optimal estimates with initial data in Marcinkiewicz spaces are obtained in Theorems 5.1 and 5.5.
We also contribute an interesting extension of the comparison results of [24] , which allows to compare the solutions of two equations with different nonlinearities A and A, on the condition that the latter must be a concave function. This leads to extended optimal estimates.
An important critical exponent appears repeatedly in the paper as a lower bound,
Since we are assuming m > 0 and 0 < σ < 2, it does not appear in dimension N = 1 if σ ≥ 1. Thus, we study the question of deciding the possible extinction of solutions in the range m < m c in terms of some norm of the initial data, and estimating the extinction time. First of all, we construct an explicit extinction solution of the fractional fast diffusion equation in this range of m's, formula (6.4). Then, we obtain optimal estimates by using comparison based on symmetrization. In this direction we improve significantly the results of the previous papers [7] and [11] , by obtaining optimal estimates on the extinction time for data in Marcinkiewicz spaces, cf. Theorem 6.1.
Our results in this paper are stable under the limit σ → 2, where the standard diffusion case is recovered. See [11] for details on such limit.
A short recall of symmetrization and comparison results
The basic ideas and notations on Schwartz symmetrization are well known. We take from [24] some of the concepts that we will use. Let Ω be an open set of R N or the whole space, and let f be a real measurable function on Ω. We will denote by |·| the N -dimensional Lebesgue measure. We define the distribution function µ f of f as
and the decreasing rearrangement of f as
Furthermore, if ω N is the measure of the unit ball in R N and Ω # is the ball of R N centered at the origin having the same Lebesgue measure as Ω, we define the function
that will be called the spherical decreasing rearrangement of f . From this definition it follows that f is rearranged if and only if f = f # .
Mass concentration
We will provide estimates of the solutions of our parabolic problems in terms of their integrals. For that purpose, the following definition is remarkably useful.
loc (R N ) be two radially symmetric functions on R N . We say that f is less concentrated than g, and we write f ≺ g if for all R > 0 we get
The partial order relationship ≺ is called comparison of mass concentrations. Of course, this definition can be suitably adapted if f, g are radially symmetric and locally integrable functions on a ball B R . Besides, if f and g are locally integrable on a general open set Ω, we say that f is less concentrated than g and we write again f ≺ g simply if f # ≺ g # , but this extended definition has no use if g is not rearranged.
The comparison of mass concentrations enjoys a nice equivalent formulation if f and g are rearranged: 
This result still holds if
From this Lemma it easily follows that if f ≺ g and f, g are rearranged, then
Lorentz spaces
We review here some basic notions and properties of Lorentz spaces, where the initial data of the parabolic problems will be chosen in some of the situations we study in this paper. Let Ω be an open subset of R N . As in [22] for instance, for p > 1 we define the Marcinkiewicz space (or L p -weak space) M p (Ω) as the space of all functions f ∈ L 1 loc (Ω) for which there is a constant C such that
for every subset K of Ω having finite measure. The smallest C in (2.3) defines a norm f Mp . It is readily seen that if f ∈ L p (Ω), then f ∈ M p (Ω) and
By this definition, it follows that the function
, and it is more concentrated than any function f ∈ L p (Ω) having L p norm equal or less than U p Mp .
Actually, one can prove that f ∈ M p (Ω) if and only if there is a constant C > 0 such that
is shown to be a norm, equivalent to f Mp .
Now we switch to define the Lorentz spaces. We say that a real measurable function f on Ω belongs to the Lorentz space L p,q (Ω), for 1 ≤ p, q ≤ +∞ if the quantity
is finite. We remark that for p > 1, and q ≥ 1, the quantity in (2.5) is a seminorm, but it can be equivalently defined replacing f * (t) with
which provides a true norm. In addition, we point out that the L p,q -norm, for every
for all p, q ≥ 1. For more properties of Lorentz spaces we address the interested reader to [5] .
The basic comparison result
Now we briefly introduce the result in [24] we are going to rely on, which is the concentration comparison result for solutions to the Cauchy problem for the nonlinear parabolic equation
where when the nonlinearity A(u) is a nonnegative function, smooth on R + , with A(0) = 0 and A ′ (u) > 0 for all u > 0 (extended anti-symmetrically in the general two-signed theory).
In [24] we have obtained that a concentration comparison for solutions to (2.7) holds only when the nonlinearity A is a concave function, while for convex A a remarkable example is constructed, showing that a failure of concentration comparison occurs (see [24] ).
This is the precise statement of the result that will be frequently used in the next sections.
Theorem 2.1 Let u be the nonnegative mild solution to problem (2.7) with 0 < σ < 2, 
where f # (|x|, t) means the spherical rearrangement of f (x, t) w.r. to x for fixed time t > 0. Then, for all t > 0 we have
In particular, we have u(·, t) p ≤ v(·, t) p for every t > 0 and every
Moreover, the following corollary justifies a reasonable consequence: if the data of problem (2.7) are less concentrated that those of the symmetrized problem, so are the corresponding solutions. 
are nonnegative, radially symmetric decreasing functions with respect to |x|. If
for almost all t > 0, then the conclusion u # (|x|, t) ≺ v(|x|, t) still holds.
Comparison between different diffusivities
Theorem 2.1 and Corollary 2.2 can be extended to a more general situation when problems (2.7)-(2.8), or problems (2.7)-(2.10), display two different diffusivities, on the condition that one is more concentrated then the other. Actually, the only assumption we require is that one of them needs to be concave. To this aim, we introduce the following concept of comparison of nonlinearities.
Definition 3.1 Assume that A, A : R + → R+ are two functions which are smooth in
In the application to the evolution problem, we may say that A is more diffusive than A.
The following Lemma provides a sufficient condition to reverse the order relationship ≺ when passing to the inverse functions of the nonlinearities: Proof. We have
By the stated properties, we have
But the inverse function theorem gives
It is then possible to generalize Theorem 3.4 of [24] in the following way:
Theorem 3.1 Let v be the nonnegative solution of problem
and nonlinearity given by a strictly increasing function B : R + → R + which is smooth, and superlinear: B(t) ≥ εt for some ε > 0 and all t ≥ 0 and B(0) = 0 . Assume that B : R + → R + is a convex function, satisfying the same assumptions of B, such that
and let V be the solution of the radial problem
Then, we have the comparison
Proof. We keep track of the proof of Theorem 3.4 in [24] , replacing B with B in the radial problems. We have to compare the solution w to problem
with the solution ψ to the problem
Recall that the traces of w, ψ over R N × {0} are the solutions v, V to problems (3.1), (3.2) . Using the change of variables z = y σ σ , problems (3.3) and (3.4) become respectively (3.5)
and (3.6)
where ν := 2 (σ − 1) /σ. Then, the problem reduces to prove the concentration comparison between the solutions w(x, z) and ψ(x, z) to (3.5)-(3.6). We introduce the function
then using standard symmetrization tools, we get the inequality
Concerning the derivative of Z with respect to z, due to the boundary conditions contained in (3.5)-(3.6), we have
where θ σ := σ σ−1 κ σ , and
where ξ is an intermediate value between w * (τ, 0) and ψ * (τ, 0). As B is convex, B ′ is an increasing real function and
Now the proof proceeds exactly as in the proof Theorem 3.4 in [24] , up to replacing B with B, and it allows to show that Z(s, z) ≤ 0.
and the result is proved.
Furthermore, a clear generalization of Theorems 3.7-3.8 in [24] with the nonlinearities B, B still hold.
Using the Crandall-Liggett Theorem in nonlinear semigroup theory, we can use Lemma 3.1, Theorem 3.1, and get the inspiration from the proofs of Theorems 5.3-5.4 in [24] to show the following result, generalizing Theorem 2.1 and Corollary 2.2: 
and smooth, strictly increasing nonlinearity A(u) on R + with A(0) = 0. Assume that A is a concave nonlinearity on R + satisfying the same assumptions of A and let v be the mild solution to 
Optimal estimates for integrable data
Let us consider the Fractional PME:
Assuming also that m belongs to the so called supercritical range
the following regularizing effect has been proved in [10] : for every initial data u 0 ∈ L 1 (R N ), u 0 ≥ 0, the solution u to problem
with the explicit exponents given by
and a constant C σ,m,N that is finite but not determined. The exponents in this formula are sharp, and they can be obtained from dimensional considerations. This is demonstrated by the construction of the fundamental solutions, called Barenblatt solutions, that was done [23] . We briefly recall that the Barenblatt solution with initial data u(x, 0) = M δ(x), M > 0, has the form
with α and β as before (actually, their value follows from dimensional considerations), and F = F σ,m,N,M (ξ) is the Barenblatt profile corresponding to exponents σ, m and mass M . It is also known that F > 0 is bounded, radially symmetric, decreasing in |ξ|, and it decays like a negative power of |ξ| as |ξ| → ∞. Moreover, the Barenblatt solution is also smooth, as follows from the regularity results of [12] .
As a first application of Theorem 2.1 we will calculate the best constant in this regularizing effect, since the Barenblatt solution plays the role of worst case. 
Proof. The result follows by applying Corollary 2.2. Indeed, such result implies that the L ∞ norm of a solution u at time t > 0 is bounded above by the norm of the solution of any problem with more concentrated radial initial data. At this point, we observe that the most concentrated initial data is the Dirac delta, that produces the Barenblatt solution. Such solution with mass M = u 0 1 is given by (4.6), where F σ,m,M is the profile with mass M . By the scaling properties shown in [23] , formula (8.3), we have
There is a problem in justifying the previous argument, since the Dirac delta is not a function. We need an approximation argument that is not difficult and can be seen in [22] applied to the standard PME.
For the constant of the linear case m = 1, with the choice σ = 1 we recall that the fundamental solution if explicit, U 1,1,1 (x, t) = t −N F 1,1,N,1 (x/t) with profile
As a second application of the above comparison theory, we get a general L p smoothing effect, for all 1 ≤ p < ∞. 
for all t > 0 and there is a constant C = C(σ, m, N, p) such that
The constant C is attained by the Barenblatt profile.
Proof. First we observe that by the boundedness of the profile F = F σ,m,N,M and its asymptotic behavior we have
In fact, according to [23] F σ,m,1 (ξ) decreases as |ξ| → ∞ like O(|x| −γ ) with
where m 1 = N/(N + σ). Then, Corollary 2.2 and formula (4.9) imply These results can be extended to the more general equation with nonlinearity A not necessarily a power function, by using the comparison result for different diffusivities, that is Theorem 3.2. We have A similar statement follows from Theorem 4.2. We leave the detail to the reader.
Estimates for data in Lorentz spaces
Assume we are still in the Fast Diffusion regime, i. e.,
Consider now that the initial data are chosen to belong to the Marcinkiewicz space M p (R N ), p > 1. In that case, for any given Marcinkiewicz norm M > 0 we may find the worst initial data in the sense of concentration comparison. The answer is: the function that represents the most concentrated data amongst the ones having the same Marcinkiewicz norm has the form u 0 (x) = C |x| −N/p , where C is proportional to M . Since such data are not in the standard class of integrable data used up to now, we need to employ Theorem 3.1 in [7] to obtain the existence of a unique minimal very weak solution to problem (4.3) with data u 0 in the Marcinkiewicz space. Indeed, we may choose a weight ϕ defined as
Then the exponent α satisfies the assumption of Theorem 2.2 in [7] and u 0 ∈ L 1 (R N , ϕ), in the sense that
Then Theorem 3.1 of [7] ensures the existence of a very weak solution
Moreover, we have that u is continuous in the weighted space, in the sense that u ∈ C([0, T ]; L 1 (R N , ϕ dx)). The solution u is called minimal solution, because it is constructed as a monotone limit of the sequence {u n } of solutions to problem (4.3) with data u 0,n , with u 0,n ր u 0 and u 0,n ∈ L 1 (R N ) ∩ L ∞ (R N ). According to Theorem 3.2 of [7] , the minimal solution u to (4.3) is unique.
Once these questions are settled, we are able to give an extension of Theorem 2.1 for singular data in Marcinkiewicz spaces. 
then for all t > 0 we have
Proof. The proof is divided in two steps.
Step 1. Let us choose a sequence u 0,n ∈ L 1 (R N ) ∩ L ∞ (R N ) such that u 0,n ր u 0 . Let u n be the solution to problem (4.3) with data u 0,n , so that by the comparison principle u n ր u.
By the properties of rearrangements we have
Assume that v n is the solution to the problem
Then the function v defined as the monotone limit of v n , that is
is the unique minimal solution to the problem
By Theorem 2.1 we get u # n (|x|, t) ≺ v n (|x|, t), so Lebesgue's monotone convergence theorem allows to pass to the limit and get
Step 2. Since
we obtain by the comparison principle (see Theorem 3.2 of [7] )
and by (5.3) the result follows. 
is the so called critical exponent. Then an existence result of the forthcoming paper [12] assures the existence of a unique weak solution u (in a suitable sense) to equation (5.4) with data u 0 , which is also a classical solution. Then Theorem 3.2 gives
where v solves (5.2), while
where v solves (5.1), thus
A really interesting feature of the solutions to problem (5.1) is that they exhibit the property of self similarity, as the following result shows. 
with exponents β p , α p defined by
Moreover, the profile F p (ξ) is bounded, radially symmetric, and it behaves like |ξ| −N/p as |ξ| → ∞.
Proof. We follow the ideas of [22] . Let us consider the function
for some positive constant λ, A, B. Then U p solves (4.3) with the same initial data u 0 (x) = |x| −N/p if and only if A, B, C are linked by means of the relations
Then for any fixed C > 0, choosing the constants A, B according to the equations above, we can write
with the exponents β p , α p defined by relations (5.7). Now, let us prove that U p is another solution obtained by approximating the same data u 0 (x) = |x| −N/p . To this aim, assume
is such that u 0,n ր u 0 and let u n be the sequence of solutions to problem (4.3) with data u 0,n . For what we explained before, we have
Now define the sequence
Clearly u 0,n ր u 0 .
Then we point out that the sequence of solutions u n to (4.3) with data u 0,n are exactly the functions
and that lim
By the uniqueness of the minimal solution (Theorem 3.2 of [7] ) we find
Therefore, following [22] , with a suitable choice of the constant C we find that the solution U p (x, t) takes the selfsimilar form
Since the data u 0 is radially decreasing, the profile F p (ξ) inherits the same property (see [23] ); moreover F p (ξ) decreases like |ξ| −N/p as |ξ| → ∞ (see [7] ) . Now in order to prove that F p (ξ) is bounded, it will be enough to notice that F p (ξ) satisfies the fractional elliptic equation
Then the argument will be achieved by the proposition that follows.
Proposition 5.4 Let p > max {1, p} and assume that F = F (|ξ|) is any radially decreasing solution to equation (5.8) and that F ∈ L q (B 1 (0)) for q ∈ ( p, p). Then F is bounded.
Proof. The proof is based upon an application of classical Moser's iteration techniques. Let us multiply equation (5.8) by the the test function F q−1 and integrate over the ball B 1 (0). Integrating by parts, we find
Note that by the radial monotonicity of F we also have
and inserting this inequality in (5.9) we find (5.10)
for some positive constant C. Now it is time to use heavy machinery: indeed, according to Theorem 8.2 in [11] , applying the bounded versions of Strook-Varopoulos's and NashGagliardo-Nirenberg type inequalities (see Lemma 5.1 and 5.3 in [11] ) we obtain
Now we start the iterations. We set q 0 = q and
We notice that, by our assumptions, the sequence {q k } is defined through
so that q k > q k+1 and lim k→∞ q k = +∞. Then inequality (5.11) provides
for some positive constant L. Then, if we set
where the exponents converge to the following limits, as k → ∞:
Then passing to the limit in (5.13) one finally finds
Now we wish to use the scaling argument as in [22] to better highlight the dependence of such self similar profile on the Marcinkiewicz norm M , that is when we take data of the form u 0 = M/|x| N/p . We know that the self-similar profile F p of the solution U p constructed in Proposition (5.3) must satisfy the fractional elliptic equation (5.8) . This implies that the rescaled profileF
satisfies the same equation if
Now let us consider the function
Then it is readily seen thatÛ p satisfies the equation (4.1) and takes the initial data Besides with the choices (5.14), (5.17) of µ, λ, the self-similar solution (5.15) is actually the minimal solution to problem (4.3) with the singular data (5.16). Indeed, choosing the usual approximating sequence u 0,n ր |x| −N/p and the corresponding solutions u n such that
we define the initial dataû
then the functionsû
solve (4.1) taking the dataû 0,n and
All this information allows to derive the following result, extending the smoothing effect in the Marcinkiewicz spaces M p (R N ). Proof. As u 0 ∈ M p (R N ) setting M = u 0 Mp , by Theorem 5.1 we have
and the result follows.
Extensions. 1)
According to what we have seen in Section 2.
by Theorem 5.5 the L p -L ∞ smoothing effect holds for the problem (4.3), in the sense of replacing the norm · Mp with the L p norm in (5.18), for all u 0 ∈ L p (R N ), for some p > 1. This result has its own interest, because for data in L p with p > 1 we cannot find any "worst case function" that u can be compared with. Besides, we may think to choose the data u 0 in a general Lorentz space L p,q (R N ) for p, q ≥ 1 and use the embedding (2.6), namely the inequality (not optimal again)
in order to obtain by Theorem 5.5 a more general L p,q -L ∞ smoothing effect. Of course, also in this case the constants are not optimal. We remind that the critical exponent
plays an important role in the existence of solutions. Indeed, according to [11, Theorem 8.3] , we have the existence of a unique strong solution both in the supercritical regime m > m c with u 0 ∈ L 1 (R N ) and in the subcritical regime m ≤ m c and u 0 ∈ L 1 (R N ) ∩ L p (R N ) with p > p, being p the critical exponent (5.5).
2) With the same assumption on the nonlinearity A and on the data u 0 given in Remark 5.2, estimate (5.6) and the construction of the selfsimilar solutionÛ p (x, t) provided in (5.15) yield u(x, t) ≤ C u 0
where C is a constant depending on a, m, N, p. This result generalizes the smoothing effect contained in [12] .
6 Optimal estimates in the subcritical range. Extinction
We now turn to the problem of finding optimal estimates in the so-called subcritical FFD range, m < m c . A main qualitative feature of the theory in this range is the existence of solutions that vanish completely (i.e. they extinguish) in finite time. We want to use the comparison theorem 5.1 to provide interesting estimates not only for the size of the solutions to the FFD equation (4.1) before extinction, but also for the possible extinction time of such solutions. A special role will be played by the critical exponent p = N (1−m)/σ (cf. (5.5)) which is larger than 1 for m < m c .
Let us recall some known facts for the standard fast diffusion equation u t = ∆u m . A classical result says that for exponents 0 < m < (N − 2)/N in dimension N ≥ 3, initial data that are small enough produce weak solutions that vanish completely after a finite time T = T (u 0 ) > 0. The solutions are smooth, everywhere positive for 0 < t < T . Symmetrization techniques are used in [22] to estimate the extinction time in terms of the Marcinkiewicz norm, following the idea that we have explained in the previous section.
In the case of fractional diffusion, 0 < σ < 2, it has been proved in [11] that a similar phenomenon of finite time extinction happens for (6.1) 0 < m < m c , if the initial data belong to L p (R N ).
Explicit extinction solution
In the range (6.1) of m it is possible to construct an explicit singular solution to (4.1), vanishing at a finite time T > 0 and belonging to the Marcinkiewicz space M p (R N ). It is done as follows: we look for such a solution as a function having the form
for some α > 0 and c(t) > 0; then U satisfies equation (4.1) if and only if α = σ/(1 − m), and
This can be easily derived from the explicit form of the fractional Laplacian (−∆) σ/2 of the function f = |x| −α (see [23] ):
Checking the sign of all the terms in the expression of κ(αm) one realizes that condition (6.1) assures κ(αm) > 0, hence solving (6.2) with the initial condition c(T ) = 0 we find
Therefore, the explicit solution to (4.1) vanishing at finite time T > 0 has the form
We notice that U (·, ·; T ) is actually a very weak solution to problem (4.3), with the following initial data in the Marcinkiewicz space
For the reader's convenience, we recall here the definition of very weak solution used in [7] .
Definition 6.1 A function u is called a very weak solution to problem (4.3) with data
• the following identity holds In order to justify that U (·, · ; T ) = U T agrees with such definition, we first observe that (6.5) is satisfied because U is integrable around the origin for all times t. Besides, by the construction of U T and condition (6.1) we get
then for all the test functions ψ we find 0 = 
Optimal estimates for extinction times
We can use Theorem 5.1 to compare a weak solution u to problem (4.3) with the explicit solution (6.4), in order to get an estimate of the extinction time, exactly like in the theory involving the classical Laplacian. , and the function κ(α) is given in (6.3) . Moreover, for all 0 < t < T we have u(t) ∈ M p (R N ) and u # (t) ≺ U (t; T ). Therefore, by Theorem 5.1 U (·, t; T ) ≻ u # (·, t) , thus for all t ≥ T , u(·, t) ∞ ≤ U (·, t; T ) ∞ = 0.
Recall now that the vanishing time of u is T (u 0 ) = inf {t ≥ 0 : u(·, t) ∞ = 0}. .
where the end of the expression is taken from (6.7).
Extensions and open problems
• More general operators. The above estimates could be extended to the solutions of more general versions of the fractional Laplacian operator, in the same way that the standard symmetrization applies to elliptic equations with coefficients. We will not give further details since it would be convenient to work out the consequences for the existence theory, and this maybe deserves a proper space.
• Open problem. We do not know how to perform the parabolic comparison in the case of more general A, which is not assumed to be concave or comparable to a concave function.
In particular, we do not know how to obtain best constants for the FPME with m > 1. Are they still given by the constant of the Barenblatt solution? Any information on this issue would be welcome.
