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Abstract
Finite-volume effects in Quantum Chromodynamics (QCD) have been a sub-
ject of much theoretical interest for more than two decades. They are in par-
ticular important for the analysis and interpretation of QCD simulations on
a finite, discrete space-time lattice. Most of these effects are closely related
to the phenomenon of spontaneous breaking of the chiral flavor symmetry
and the emergence of pions as light Goldstone bosons. These long-range fluc-
tuations are strongly affected by putting the system into a finite box, and
an analysis with different methods can be organized according to the inter-
play between pion mass and box size. The finite volume also affects critical
behavior at the chiral phase transition in QCD. In the present review, I will
be mainly concerned with modeling such finite volume effects as they affect
the thermodynamics of the chiral phase transition for two quark flavors.
I review recent work on the analysis of finite-volume effects which makes
use of the quark-meson model for dynamical chiral symmetry breaking. To
account for the effects of critical long-range fluctuations close to the phase
transition, most of the calculations have been performed using non-pertur-
bative Renormalization Group (RG) methods. I give an overview over the
application of these methods to a finite volume. The method, the model
and the results are put into the context of related work in random matrix
theory for very small volumes, chiral perturbation theory for larger volumes,
and related methods and approaches. They are applied towards the analysis
of finite-volume effects in lattice QCD simulations and their interpretation,
mainly in the context of the chiral phase transition for two quark flavors.
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1. Introduction
The study of finite-volume effects in Quantum Chromodynamics (QCD)
has already a long history. Many different methods have been used to analyze
very different types of phenomena. From an experimental point of view, such
investigations appear to be of little value: it is hard to conceive of systems
that are small enough to lead to observable finite-volume effects, since the
length scales involved are so small compared to the typical extent of the
system.
The necessity of performing simulations of QCD on finite, discrete Eu-
clidean space-time lattices [1] is then what mainly motivates the study of
finite-volume effects. Since the gauge coupling in QCD is large on low mo-
mentum scales, it requires non-perturbative methods, and Monte-Carlo sim-
ulations of the QCD path integral [2, 3] remain an important benchmark for
any non-perturbative method and for model calculations. Originally, even
here the investigation of finite-volume effects was more of academic interest
and served mainly as a check on simulation method and algorithm.
However, with the steady improvements of lattice simulations of full QCD
in numerical calculations, the question of finite-volume effects has become
more and more relevant. Historically, such simulations are hampered by
discretization effects from the finite lattice spacing, by large quark masses
from an imperfect implementation of the chiral symmetry of QCD, and from
the limited extent of the simulation volumes. The calculational advances
have made it possible to bring the masses of the lightest degrees of freedom
in these simulations, the pions, down to or even below their actual physical
values [4, 5, 6, 7, 8, 9, 10]. As a result, long-range effects have become
more and more important: If the wavelength of the pions approaches the
extent of the simulation volume, finite-volume effects are going to become
more and more significant. This is especially true close to the so-called chiral
phase transition, where the critical behavior is dominated by the critical
fluctuations of light degrees of freedom.
The ground state of QCD is characterized by two phenomena that fun-
damentally shape nuclear physics: The confinement of color charges, and the
spontaneous breaking of the chiral flavor symmetry. Both are closely con-
nected with symmetries of the QCD Lagrangian. The U(Nf )×U(Nf ) flavor
symmetry of the massless QCD Lagrangian is broken explicitly by the axial
anomaly, and then further broken spontaneously by the formation of a chiral
condensate in the QCD vacuum. As a consequence of the spontaneous break-
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ing of a continuous symmetry, light Goldstone bosons appear which can be
identified as the pions (if we consider only the lightest two quark flavors up
and down) and kaons (if we also consider the strange quark flavor). We will
restrict ourselves in the following to the case of two light quark flavors and a
small symmetry-breaking mass. The confinement of quarks in turn is closely
connected to the spontaneous breaking of the Z(3) center symmetry of the
SU(3) gauge group of QCD [11]: In the pure SU(3) gauge theory, the center
symmetry is spontaneously broken in a phase with deconfined quarks, and
restored in the normal vacuum in which no free colored quark states appear.
Since only the spontaneous breaking of the continuous chiral flavor sym-
metry involves light degrees of freedom which propagate over long distances,
it is this symmetry breaking which is closely connected with finite volume
effects in QCD [12]. In fact, the interplay of finite volume and chiral sym-
metry can tell us much about the mechanisms of the spontaneous symmetry
breaking and indeed provides a window on effects on different momentum
scales. Finite-volume effects need to be accounted for and corrected, but
exact finite-volume results and finite-size scaling can also be a valuable tool
for the analysis of chiral symmetry breaking in QCD.
This review is structured as follows: Since two-flavor QCD thermody-
namics provide most of the discussed applications, I will briefly review some
aspects of the thermodynamics of two-flavor QCD and the QCD phase dia-
gram at finite temperature and baryon chemical potential in the next section.
In the subsequent sections, we will proceed from effects that are observed
in systems of very small size to effects in systems of much larger sizes. For
very small volumes, where pion modes are effectively static, Random Matrix
Theory (RMT) provides an exact description of the QCD Dirac operator
spectrum and can provide information about chiral symmetry breaking and
its mechanisms [13, 14]. Finite-volume RMT investigations have initially
provided an important motivation for the application of non-perturbative
Renormalization Group methods to finite-volume QCD model systems, which
will be considered in the bulk of this review.
In somewhat larger volume sizes, chiral perturbation theory is the method
of choice, since it is the effective field theory of QCD at low energy [15, 16, 17].
It captures the finite-volume effects in this region, where the pions are the
relevant dynamical degrees of freedom. Chiral perturbation theory, however,
is predicated on the spontaneous breaking of chiral symmetry and thus not
applicable at the transition to a phase with restored symmetry [12, 18].
In order to describe the transition between phases with broken and re-
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stored chiral symmetry, models such as the Nambu–Jona-Lasinio model [19]
and its derivatives still prove extremely useful. They can be employed to
provide insight into the relevant mechanisms. Since critical fluctuations be-
come essential close to the critical temperature [20, 21], these need to be
taken into account. They are also essential for capturing finite-size scaling
effects [22]. For this reason, non-perturbative Renormalization Group (RG)
methods [23, 24] have been applied to these models, which also allow a con-
sistent description across a wide range of length scales and temperatures [25].
In this context we also review the application of RG methods to finite-volume
systems developed in [26, 27, 28, 29, 30]. Incidentally, here we also need to
raise the question of the choice of spatial boundary conditions for the dif-
ferent fields, and we find a significant effect on the low-energy structure of
the models, and unexpected effects for the most common choice of quark
boundary conditions in lattice QCD simulations.
Finally, the results of these investigations of the relevant finite-size scaling
behavior and of phenomenological finite-volume effects are applied towards
the interpretation of lattice QCD simulation results. They give guidance on
the pion mass and volume size regime in which a finite-size scaling analysis is
applicable and on the deviations from infinite-volume behavior to be expected
in the finite-volume simulation results for a given pion mass. Lastly, they can
help to explain discrepancies between lattice simulation results for different
volume sizes.
2. QCD thermodynamics for Nf = 2 flavors
In order to provide some context for the phenomena discussed in the
following, I will briefly review some features of the QCD phase diagram for
Nf = 2 flavors. This is neither intended to be nor can it be a full overview
over the state of knowledge about QCD thermodynamics, which is beyond
the scope of this review. For more complete and comprehensive reviews of
QCD phases see e.g. [31, 32, 33, 34].
In the low-temperature regime, quarks and gluons are confined, i.e. free
color charges cannot be observed, and instead we observe baryonic and
mesonic degrees of freedom. From the existence of light mesons with much
heavier parity partners in this regime, it can also be concluded that the chi-
ral flavor symmetry in the quark sector of QCD is spontaneously broken in
the ground state of the low-temperature regime. From general arguments it
then follows that there must be at least one phase transition and possibly
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two phase transitions between the low and high temperature phases of QCD.
These deconfinement and chiral phase transitions are not necessarily at the
same temperature, although there are indications from lattice simulations [5]
that both transitions might coincide.
Our expectations for the QCD phase diagram as a function of temper-
ature and baryon density, or alternatively baryon chemical potential, are
shaped by the symmetries of QCD. These are in particular the chiral flavor
symmetry, and the Z(3) center symmetry of the SU(3) gauge group. Since
both these symmetries are broken explicitly in the presence of quarks with
finite mass, from a theoretical point of view it is useful to consider the masses
of the three lightest u, d, and s quarks, mu, md, and ms, as free parameters,
and to think about the limiting cases of vanishing or infinite quark masses.
Physically, mu ≈ md  ms, and the strange quark mass ms is of the same
order of magnitude as the temperatures for chiral symmetry restoration and
deconfinement, so that these two (or three) lightest quarks dominantly shape
the behavior of QCD at these phase transitions, with very little contribution
from heavier quarks.
The relevance of the QCD symmetries for the phase diagram is nicely
illustrated in the so-called Columbia plot, which depicts the order of the QCD
phase transitions and their dependence on the values of the u, d, and s quark
masses. Fig. 1 shows a current rendition of the Columbia plot from [35].
The masses of the lightest quarks are taken to be degenerate for simplicity,
mu = md, and the axes of the diagram correspond to the values of the
light (mu = md) and strange (ms) quark masses, respectively. For three
light flavors (lower left corner, mu = md → 0, ms → 0), the chiral phase
transition is of first order. For three infinitely heavy flavors (upper right
corner, mu = md → ∞, ms → ∞), the pure gauge theory has a first order
phase transition associated with the spontaneous breaking of the Z(3) center
symmetry of the SU(3) gauge group. In between, the phase transition is a
crossover, since both the center symmetry of the gauge group and the chiral
flavor symmetry are explicitly broken by finite quark masses, and there is
no symmetry restoration associated with the transition. These regions are
separated by lines on which a second order critical phase transition takes
place, which in each case is expected to be of the Z(2) Ising universality class,
since no additional symmetry is associated with these transitions. Current
indications are that at physical values of the quark masses, the transition is
a crossover. For Nf = 2 massless quark flavors, on the axis mu = md = 0,
and for sufficiently large values of ms, the phase transition is expected to be
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of second order and in the O(4) universality class (assuming a sufficiently
strong axial anomaly). In this case, the second order Z(2) critical line and
the second order O(4) critical line must meet in a tricritical point at some
value mtrics of the strange quark mass. Depending on the physical value m
phys
s
of the strange quark mass in comparison to the tricritical value mtrics , one
expects to see different remnants of critical behavior at the physical point.
In the case that mphyss > m
tric
s , one expects that the crossover behavior at
the physical point can be related to O(4) critical behavior, and that in the
limit of mu = md → 0, one recovers a second-order phase transition in the
3-d O(4) universality class.
There is an important argument about the order of restoration of the
axial symmetry and the restoration of the chiral symmetry at large tempera-
tures and the consequences of one occurring before the other with increasing
temperature [36, 37, 38]. While a detailed discussion of this topic and re-
lated finite-volume effects is beyond the scope of this review, the question is,
however, not completely unrelated to the investigations reviewed here: The
possibility of an O(4)-type chiral phase transition depends on a scenario with
sufficiently strong breaking of the axial UA(1) symmetry at the transition
temperature. For a recent discussion of the interplay between the strength
of the UA(1) breaking and the nature of the chiral phase transition and its
universality class see e.g. [38, 39, 34, 35]. Indications that the axial UA(1)
symmetry is not restored at the physical point of the quark masses at the
chiral crossover come from lattice simulation, e.g. [10]. Other lattice investi-
gations find evidence that disfavors an O(4) transition [35]. In a simulation
with a fermion action minimizing chirality violations [39, 40], indications of
a suppression of the UA(1) symmetry breaking compatible with an effective
restoration of the axial symmetry at large temperatures have been observed.
While there are strong indications from lattice simulations for a crossover
in the chiral phase transition for physical quark masses [5, 41, 42, 10], the
order of the phase transition in the continuum limit for two massless flavors
is still considered to be an open issue [43] with important implications for
the overall phase structure of QCD. Current attempts to reach the chiral
limit for Nf = 2 from QCD with an imaginary chemical potential [44, 43]
try to shed additional light on this issue, as do attempts with 2 light and Nf
heavy quark flavors, simulated at finite chemical potential, using a reweight-
ing method [45]. Lattice simulation results in the context of a scaling analysis
will be discussed below in Section 7.3.
Starting from the Columbia plot, we can consider what happens to the
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Figure 1: The Columbia plot, here in a representation from Brandt et al. [35], indicates the
order of the QCD phase transition as a function of the masses of the three lightest quarks,
mu, md, and ms, where the masses of the lightest quarks are taken to be degenerate for
simplicity, mu = md. In the standard rendition, there is a tricritical value m
tric
s of the
strange quark mass, above which the transition is of second order and, depending on the
strength of the anomaly, of the O(4) or the U(2) universality class, possibly then also a
first order transition.
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phase transition if we introduce the baryon chemical potential µB as an
additional parameter. This extends the plot in a third dimension. Taking
the quark masses at their physical values, we can read off from the plot what
happens to the QCD phase transition if we increase the baryon chemical
potential. For this it is mainly relevant what happens to the boundary of
the first-order transition region in the lower left corner of the plot, i.e. the
line on which the transition becomes a second-order Z(2) transition, and the
surface that it maps out with increasing baryon chemical potential. If this
surface bends towards the origin (mu = md = ms), the phase transition
at finite chemical potential would always remain a crossover. If it bends
towards larger quark masses, the transition at the physical quark masses
would eventually become first order [46, 47]. The conventional expectation
is that the first-order transition region in the lower left corner of the Columbia
plot increases in size with increasing baryon chemical potential, and at some
value of µB its boundary reaches the physical point. At this point, the phase
transition would become second order in the 3-d Z(2) universality class, and
above this value it would be of first order. The resulting phase diagram
of QCD in the baryon chemical potential (µB) temperature (T ) plane for
this standard scenario and physical quark masses is shown in Fig. 2, taken
from the review [34]. The search for the first order transition line and its
critical end point (CEP) is the subject of numerous theoretical studies and
of numerous experiments and a question that has commanded considerable
interest in recent years.
At large baryon densities and low temperatures, many new exotic phases
of dense baryonic matter have been proposed and investigated, see e.g. [31]
for a review. The stability of such phases against fluctuations has also been
researched by means of Renormalization Group methods.
Lattice simulations are a very important method to explore the QCD
partition function and its properties from the theoretical side. Quark and
gluon fields are put on a finite, discrete space-time lattice and the partition
function, correlation functions and other quantities are calculated by Monte-
Carlo sampling with the QCD action. Since it is non-local and connects many
sites of such a lattice, the determinant in the partition function, which arises
from the fermionic (quark) path, is numerically costly to calculate. For this
reason, in many early calculations it has been neglected, which means that
effects due to quark loops are not present in these ”quenched” calculations,
and there is e.g. no dynamical pion exchange. In the presence of a finite
baryon chemical potential, the quark Dirac operator looses its hermiticity
9
Figure 2: Schematic phase diagram of QCD in the baryon chemical potential (µB) tem-
perature (T ) plane from [34]. At vanishing baryon chemical potential µB and for physical
quark masses, lattice simulations indicate that chiral symmetry restoration and deconfine-
ment take place in a continuous crossover, not a proper phase transition. The behavior
at this transition is expected to reflect the critical behavior at the phase transition in the
chiral limit of vanishing quark masses. At large baryon chemical potential, the transition
is expected to be of first order, with the line of first-order transitions terminating in a
second-order critical end point (CEP).
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properties, and the eigenvalues become complex. Since this leads to a com-
plex phase in the partition function, it makes Monte-Carlo sampling difficult
(this is the so-called ”sign” or phase-problem, which arises at finite density
or chemical potential for the quark fields). This has in the past provided an
additional motivation to perform approximate, ”quenched” calculations [48].
Nowadays, lattice simulation methods have become much more capable and
sophisticated and can be performed at physical values of the pion mass,
and they have also been extended to include a finite baryon chemical poten-
tial by various methods. However, mainly due to the challenges associated
with discretizing fermion fields on a lattice, the extrapolation from finite lat-
tice spacing to the continuum remains difficult and discrepancies between
different calculations remain. Despite these challenges, lattice simulations
are an important source of our present knowledge about the features of the
QCD phase diagram. Some lattice results from extending the simulations
to finite chemical potential will be discussed below in Sections 8.1 and 8.2.
For a review of recent lattice results for QCD thermodynamics, see e.g. [34].
With regard to finite-volume effects, the presence of light, dynamical pions in
current lattice simulations implies an increased importance of finite-volume
effects due to long-range fluctuations.
3. Random Matrix Theory
In extremely small volumes, it is possible to describe QCD in terms of a
static theory. This description relies purely on the symmetries of QCD and
their breaking pattern in the QCD ground state. One method used in such
a description is Random Matrix Theory (RMT), which has been success-
fully used to predict the microscopic eigenvalue spectrum of the QCD Dirac
operator. A comprehensive review of RMT and chiral symmetry breaking
in QCD is given in [49]. We briefly review some of the central ideas, since
they have provided an important motivation for the first attempts to model
chiral symmetry breaking in a finite volume with Renormalization Group
methods [50].
Random matrix theory was originally developed in the context of cor-
relations in nuclear energy levels of large nuclei and goes back to work by
Wigner [51, 52] and Dyson [53]. For a review of these applications see [54].
The basis of RMT is a hypothesis of spectral universality, according to which
spectral correlations in certain quantum-chaotic systems depend only on the
symmetries of the system [55].
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In QCD, the eigenvalue spectrum of the Dirac operator is of physical
interest, since it is closely connected to the spontaneous breaking of this
symmetry. The order parameter in the phase with broken chiral symmetry,
the chiral condensate 〈ψ¯ψ〉, is closely related to the spectral density at the
origin by the Banks-Casher-relation [56]
Σ = |〈ψ¯ψ〉| = lim
λ→0
lim
mc→0
lim
V→∞
pi
V
ρ(λ). (1)
A non-zero spectral density at the origin of the spectrum therefore implies
spontaneous breaking of chiral symmetry. The spectral density itself is de-
fined as
ρ(λ) =
〈∑
k
δ(λ− λk)
〉
, (2)
where the brackets indicate an averaging with regard to the QCD action.
The Banks-Casher relation implies that the eigenvalues close to the origin of
the spectrum are spaced as ∼ 1/V in the phase with broken chiral symmetry
and Σ 6= 0.
The importance of the low-lying eigenvalues was further emphasized by
the work of Leutwyler and Smilga, who calculated sum rules for inverse pow-
ers of the Dirac operator eigenvalues [57]. These sum rules are dominated by
the low-lying eigenvalues, and are sensitive to the topological charge of the
QCD vacuum. Originally intended to explore the relation between gauge field
topology and confinement, these sum rules proved a valuable tool to investi-
gate the relation between the Dirac operator spectrum and chiral symmetry
breaking.
These Leutwyler-Smilga sum rules, which rely on the contribution of the
low-momentum modes to the partition function and the chiral symmetry
breaking pattern, provided the motivation for random matrix models with
the structure appropriate for the symmetries of QCD and the same symmetry
breaking pattern [13]. The spectral sum rules are exactly reproduced by those
chiral Random matrix models [13], and this was an incentive to apply the
models also to spectral correlations [58].
Because the QCD Dirac operator anti-commutes with γ5, i.e. {/D, γ5} = 0,
the non-zero eigenvalues of the Dirac operator appear in pairs, ±λk. As
a consequence, close to the origin of the spectrum λ = 0, the universal
eigenvalue correlations between the eigenvalue pairs determine the spectral
density as such.
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This can be seen at the level of the microscopic spectral density. Since the
average distance between two eigenvalues λk of the Dirac operator in a finite
volume scales as ∼ 1/V in the vacuum with broken chiral symmetry, Σ 6= 0,
it is natural to look at the spectral density in terms of a rescaled eigenvalue
variable z = λV Σ. The microscopic spectral density is then defined by the
infinite-volume limit
ρS(z) = lim
V→∞
1
V Σ
ρ
( z
V Σ
)
. (3)
The microscopic spectral density is therefore in a sense the spectrum close
to the origin put under a “microscope” and magnified by a volume factor.
The finite-volume analysis thus allows to resolve individual eigenvalues.
This quantity is of particular interest for a comparison to lattice sim-
ulations of the discretized QCD action. Random Matrix Theory provides
an analytical prediction for the microscopic spectral density in QCD [58],
dependent on the the number of colors, the number of quark flavors and
the resulting symmetry breaking pattern, and on the topological structure
of the vacuum [58, 14, 59]. The QCD vacuum allows for instanton solutions
which carry a finite topological charge [60, 61]. These solutions are associated
with exact zero-mode solutions for the QCD Dirac equation, and therefore
the eigenvalue spectrum of the Dirac operator is sensitive to the topological
charge of the vacuum state [62, 63, 64, 59]. For QCD with Nc = 3 colors,
the microscopic spectral density is given by [58, 59]
ρs(z) =
z
2
[
J2Nf+|ν|(z)− JNf+|ν|+1(z)JNf+|ν|−1(z)
]
(4)
where the Jµ(z) are Bessel functions, Nf are the number of massless flavors,
and ν is the topological charge of the vacuum. The result for the spectrum
must therefore be classified according to the topological charge for a com-
parison to QCD lattice simulations.
Fig. 3 from [65] shows such a comparison for the microscopic spectral
density of a quenched SU(2) gauge theory with Nc = 2 colors and one quark
flavor in the staggered representation, and in the sector with zero topological
charge. The RMT prediction, given by the dashed line, agrees perfectly with
the histogram of the Dirac operator eigenvalues obtained from the lattice
simulation. In this case, for the gauge theory with Nc = 2 colors, an addi-
tional anti-unitary symmetry is present in the Dirac operator, leading to a
stronger anti-correlation between the eigenvalues and a more distinct struc-
ture in the spectral density than in QCD with Nc = 3 colors. The appropriate
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and is given by F2/!L2, where F is the pion decay constant that enters in the chiral
Lagrangian.
The fluctuation properties of the Dirac eigenvalues can be studied directly by diago-
nalizing the lattice QCD Dirac operator. Correlations in the bulk of the spectrum agree
perfectly with the various RMT results [52]. However, as was already pointed out, the
small Dirac eigenvalues are physically much more interesting. Because of the relation
(79), the spacing of the low-lying eigenvalues goes like 1/(V!). To resolve individual
eigenvalues one has to magnify the energy scale by a factor of V! and consider the
microscopic spectral density [20] defined in (24).
Because of the chiral structure of the Dirac operator in (78), all nonzero eigenvalues
of iD come in pairs ±"n, leading to level repulsion at zero. This is reflected in the fact
that #s(0) = 0 even though lim"→0 limV→$#(" )/V > 0. The spectrum is said to have a
“hard edge” at " = 0.
FIGURE 3. Distribution of the smallest eigenvalue (left) and microscopic spectral density (right) of the
QCD Dirac operator. The histograms represent lattice data in quenched SU(2) with staggered fermions
on a 104 lattice using % = 4/g2 = 2.0 (not to be confused with the Dyson index % ). The dashed curves
are the parameter-free RMT predictions. Taken from Ref. [54] with kind permission from the American
Physical Society.
The result for #s(z) for the chGUE (appropriate for QCD with three and more colors)
and gauge fields with topological charge & reads [53, 7]
#s(z) =
z
2
[
J2Nf+|&|(z)− JNf+|&|+1(z)JNf+|&|−1(z)
]
, (80)
where J denotes the Bessel function. The results for the chGSE and the chGOE are more
complicated. Lattice QCD data agree with RMT predictions as seen in Fig. 3 which
represents results corresponding to the chGSE.
Random Matrices 29
Figure 3: Microscopic spectrum of the QCD Dirac operator for an SU(2) gauge theory
with one quark flavor in the staggered formulation [65]. The density of eigenvalues from
the simulation of the theory in quenched approximation are compared to the prediction
for the microscopic spectral density from RMT. Because of the symmetries in this case,
the appropriate comparison is to chiral Symplectic Ensemble in RMT. Figure reprinted
with permission from Berbenni-Bitsch et al., Phys. Rev. Lett. 80, 1146 (1998). Copyright
(1998) by the American Physical Society.
comparison for Nc = 2 is therefore to the chiral Symplectic Ensemble (chSE)
in RMT, in contrast to the chiral Unitary Ensemble (chUE), which governs
QCD with Nc = 3 and fermions in the fundamental representation [14]. Be-
cause only the volume size and the value of the chiral condensate enter into
the eigenvalue spacing, the spectrum can in turn be used to estimate the
chiral condensate Σ from lattice simulation results for the spectrum [66].
Random matrix theory is valid in a mesoscopic volume range which is
limited by two requirements: On the one hand, it needs to be small enough
such that the pion wavelength is larger than the size of the box, 1/mpi  L,
so that a static description of the partition function is valid. On the other
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hand, the volume needs to be large enough such that hadronic effects are
suppressed, ∼ exp(−ΛL), where Λ is the typical hadron mass scale. This
presupposes confinement of light elementary degrees of freedom [67]. Taken
together, these two conditions mean that RMT provides a valid description
in the volume range
1
mpi
 L 1
Λ
. (5)
In an analogy to condensed matter physics, it is possible to define a
Thouless energy scale Ec [68], below which the eigenvalue spectrum of the
QCD Dirac operator in a finite volume can be described by a static chiral
Lagrangian or RMT [69, 70, 71, 72]. In condensed matter physics, this scale
is given by the inverse diffusion time of an electron through a sample of length
L. The energy (eigenvalue) up to which the spectrum of the Dirac operator
is still given by a static description is
Ec ∼ F
2
ΣL2
(6)
where F is the pion decay constant in the chiral limit of massless quarks, Σ is
the value of the chiral condensate in vacuum, and L is the linear extent of the
volume. This relation follows from the above condition, requiring that the
pion wavelength exceeds the volume size, combined with the leading-order
relation between the pion mass and the current quark mass in QCD [73].
In this region, chiral Random Matrix Theory and the static chiral partition
function provide equivalent descriptions of the Dirac operator spectrum [74,
75].
The effective static partition function valid in this domain is given by an
integral over the Goldstone manifold G/H associated with the spontaneous
breaking of chiral symmetry from G→ H, where H is the residual symmetry
group [18, 57]:
ZeffNf (M, θ) =
∫
U∈SU(Nf )
dU exp
[
V Σ Re TrMUeiθ/Nf
]
. (7)
For actual QCD with Nc = 3 colors and quarks in the fundamental repre-
sentation, the Goldstone manifold is G/H = SUL(Nf ) × SUR(Nf)/SU(Nf).
M is the current quark mass matrix in flavor space. The partition function
depends also on the vacuum angle θ which appears in the Euclidean QCD
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Lagrangian as the coefficient of the topological term F˜F , where F and F˜
are the gauge field tensor and its dual. By Fourier decomposition, the QCD
partition function can be written as a sum of contributions with definite
topological charge
ZeffNf (M, θ) =
∞∑
ν=−∞
eiνθZeffNf (M, ν). (8)
The finite-volume partition function in a sector with a given topological
charge ν of the gauge field can be identified as
ZeffNf (M, ν) =
∫
U∈SU(Nf )
dU det νU exp
[
V Σ Re TrMU
]
(9)
The effects of the topology on the chiral condensate and the microscopic
Dirac operator spectrum in a finite volume have been considered in [76],
where explicit expressions for these quantities are derived.
Results for the behavior of the chiral condensate from chiral RMT were
first obtained in [69], where it was shown that lattice simulation results for
the finite-volume condensate as a function of the quark mass m fall onto
a universal scaling curve, when plotted as a function of the scaling variable
mV Σ. The behavior of the chiral condensate as a function of quark mass and
volume has more recently again been tested in lattice QCD simulations, and
agreement with the predictions of the effective chiral description has been
observed, as well as agreement of the eigenvalues with the Leutwyler-Smilga
sum rules [77].
In recent years, the focus of RMT calculations has shifted towards the
QCD partition function at finite baryon density, i.e. in the presence of a
finite chemical potential [48, 78, 79, 80, 81]. Complex eigenvalue spectra
for the resulting non-Hermitian Dirac operator calculated from the method
can help to solve the complex phase problem (“sign problem”) in lattice
QCD simulations [82, 83, 84, 85, 86]: They provide analytic results against
which lattice QCD results can be directly compared. Such results are of
significant interest to practitioners of QCD lattice simulations, see e.g. [82,
83, 84, 87, 88, 89]. Also in the case of a finite chemical potential, QCD and
chiral Random Matrix Theory are equivalent in the ε-regime below a certain
scale [90]. A review of applications or random matrix ensembles to QCD at
finite chemical potentials can be found in [91].
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In addition, RMT can serve as a schematic model for the chiral phase
transition [92]. The spectral density for such random matrix models at finite
temperature has been investigated in [93, 94, 95]. It can also be used to
explore the phase structure of QCD [48, 96], insofar as it is determined by
the symmetries of the QCD partition function. Such schematic models have
been extended to finite isospin chemical potential [97] and related QCD-like
theories [98, 99, 100]. A review of RMT models as schematic models for the
QCD phase diagram can be found e.g. in [101]. These applications do not
rely on finite-volume arguments and use only the symmetry properties of the
partition function.
QCD in finite volume at extremely high densities, where one expects color
superconductivity, is considered in [102], and sum rules a` la Leutwyler-Smilga
for the complex eigenvalues are derived. These ideas are further developed
with RMT methods in [103] for two-color QCD. These results are reviewed
extensively in [104] and put into context with other RMT results at finite
chemical potential.
The ideas on the Dirac operator spectrum at the heart of RMT provide
an important motivation for the work on finite-volume effects in QCD. Con-
sidering the macroscopic spectrum of the Dirac operator, Smilga and Stern
derived the next term in the spectral density for small eigenvalues λ  Λ
beyond the result of Banks and Casher [105]:
pi
V
ρ(λ) = Σ +
N2f − 4
32piNf
Σ2
F 4
|λ|+O(λ2). (10)
The result has been re-derived in [106] from a chiral Lagrangian beyond the
validity region of chRMT for eigenvalues Ec  λ Λ. This spectral behav-
ior is indeed shared by different theories and models for QCD that have the
same chiral symmetry properties [64, 63]. For this reason it should be possible
to observe it in other models with the correct symmetries which might lend
themselves more easily to an extension to larger scales and to investigations
of dynamical behavior at the chiral symmetry restoration transition.
In [50], the authors calculated a global spectrum of the Dirac operator
in a chiral quark-meson model, see Fig. 4. Since it implements the chiral
symmetries of QCD, the authors expected to find universal spectral features
in such a calculation. An important result of the investigation in [50] was the
observation that the global spectral density for a theory with two light quark
flavors behaved as ρ(λ) ∼ λ2, in agreement with the predictions in [105] that
the term linear in λ should be absent for Nf = 2. However, a calculation in
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Figure 4: Eigenvalue spectrum of the quark-meson model Dirac operator in an infinite
volume [50]. A possible linear term in the spectrum for small values of the eigenvalues λ:
For Nf = 2 quark flavors is absent: This is the expected behavior, since the coefficient
∼ N2f − 4 of the linear term in the spectral density vanishes [105] and ρ(λ) ∼ λ2 for small
eigenvalues λ  1 GeV. Figure reprinted with permission from Spitzenberg et al., Phys.
Rev. D 65, 074017 (2002). Copyright (2002) by the American Physical Society.
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infinite volume is not enough to resolve the microscopic spectrum: In order
to resolve individual eigenvalues close to the origin of the spectrum, finite-
volume results are required. Only with such finite-volume results can discrete
individual eigenvalues be resolved and a microscopic spectral density can be
defined for the model.
This observation has provided the initial inspiration for the work investi-
gating the behavior of chiral-symmetry breaking models in a finite volume.
Spontaneous symmetry breaking of a continuous symmetry in a finite vol-
ume always requires to implement an explicit breaking of this symmetry,
since the interplay of the Goldstone boson length scale 1/mpi given by the
explicit symmetry breaking and the system size L is essential for the ob-
served phenomena, as we have already seen from RMT. While a calculation
of the spectrum requires an analytical continuation of the results to imagi-
nary quark mass parameters [50] and is difficult to implement in a numerical
calculation, many finite-volume effects are readily accessible from such a cal-
culation. Starting from this initial motivation, a wide range of interesting
results for the interplay of chiral symmetry breaking and a finite volume size
have been obtained, and indeed efforts in this direction have proven very
fruitful.
4. Chiral Perturbation Theory
QCD at low energy scales is fundamentally shaped by both the phe-
nomenon of confinement of color charges and by the spontaneous break-
ing of chiral symmetry. The light Goldstone bosons which arise from the
spontaneous breakdown of the chiral flavor symmetry appear as the relevant
low-energy degrees of freedom. Since the chiral symmetry is also broken ex-
plicitly by the small current quark masses, the pions as (pseudo-) Goldstone
bosons are not exactly massless, but only very light compared to the masses
of other hadronic degrees of freedom. Because of the mass gap between the
Goldstone modes and the other hadrons, an effective description in terms of
only the light degrees of freedom is possible. An effective field theory de-
scription can provide important insights and is an important touchstone for
other approaches. For this reason we will give a brief overview over the rele-
vant low-energy theory and some of its finite-volume results, which provides
important context for any model-based calculations.
The effective field theory describing the low-momentum regime is Chiral
Perturbation Theory (ChPT). It is valid below a hadronic scale Λχ ≈ 1 GeV,
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which is usually defined as
Λχ ≈ 4pifpi (11)
where fpi ≈ 93 MeV is the pion decay constant. The theory is expanded
systematically in powers of the small parameters
p
Λχ
and
mpi
Λχ
, (12)
where p = |~p | and mpi are the momenta and mass of the (pseudo-)Goldstone
bosons. Consequently, the theory is only valid for sufficiently small momenta
and small symmetry breaking. The effective Lagrangian [107, 15, 16, 108]
can then be written as
Leff = L(2)pi + L(4)pi + L(6)pi + . . . (13)
where the index indicates the powers of the expansion parameters.
For QCD with two light quark flavors, and neglecting a breaking of the
isospin symmetry between up- and down-quarks, the leading-order effective
Lagrangian is given by [107, 15, 16, 108]
Leff = F
2
4
Tr ∂µU
†∂µU +
mΣ
2
Tr(U † + U) + . . . (14)
The fields U(x) = exp(iτapia(x)/F ) parametrize the Goldstone manifold,
where τa are the generators of SU(2) and the fields pia(x) represent the three
Goldstone bosons. The parameter F is the leading-order pion decay constant
and describes the scattering of the weakly interacting Goldstone bosons. The
explicit breaking of chiral symmetry is controlled by the parameter m, which
corresponds to a current quark mass in the QCD Lagrangian. As before, Σ is
the chiral condensate in the chiral limit. From the leading-order mass term,
one identifies the pion mass mpi and reads off the leading-order Gell-Mann–
Oakes–Renner relation [73] m2piF
2 = mΣ.
It is straightforward to extend ChPT to finite temperature to describe a
hot gas of pions [18] below the chiral phase transition temperature. In this
case, describing the theory in Euclidean space-time, the boundary conditions
in the Euclidean time direction are dictated by the commutation relations of
the bosonic pion fields. In the same way, ChPT can be extended to a finite
volume [17]. It describes QCD in a finite box of Euclidean volume L3 × 1/T
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at finite temperature T , provided the temperature is sufficiently low and the
volume is sufficiently large such that chiral symmetry is not restored.
For a finite volume, the condition that the discretized momenta ~p = 2pi
L
~n
must be small compared to the scale Λχ
p
4pifpi
 1 (15)
can be translated into a condition for volume sizes in which ChPT is appli-
cable [109]:
L 1
2fpi
∼ 1 fm. (16)
However, the dimensionless product mpiL is unconstrained by this condition.
Similar to the considerations on the applicability of RMT, one needs to distin-
guish two different power-counting schemes to organize the chiral expansion,
depending on the relative size of the pion mass mpi and the volume size L: For
mpiL  1 one speaks of the p-expansion, in which the pions are dynamical
particles. For mpiL  1, one organizes the power-counting according to the
-expansion, where the treatment of zero-modes is of paramount importance,
and it has to be integrated out exactly [18]. The partition function for the
zero-mode part is then given by
Z
(0)
ChPT(mpi) = const.
∫
SU(Nf )
dU exp
[
1
2
f 2pim
2
piV ReTrU
]
, (17)
where the integration with the invariant group measure is over the Gold-
stone manifold. The zero mode is the only fluctuation mode which is not
suppressed, and in fact its contributions in the pion propagator
G ∼ 1
m2piV
+ . . . (18)
diverge in the chiral limit mpi → 0.
The most natural choice of periodic spatial boundary conditions for the
pion (Goldstone) fields thus implies the existence of an exact zero-momentum
mode in finite volume with ~p = 0. The treatment of these Goldstone zero-
modes in finite volume is extremely important [17, 18]. Depending on the
relation between the mass of the pion fields and the linear extent of the
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volume, fluctuations of the zero-momentum mode can dominate the partition
function and need to be treated exactly in this case.
In principle, the effective Lagrangian of the finite-volume system need
not be the same as in infinite volume: the low-energy effective Lagrangian
can depend on the volume size and the boundary conditions for the fields
in the underlying high-energy theory. The effective Lagrangian is, however,
independent of temperature: All coupling constants at T > 0 remain at the
same values as at T = 0, although they may depend on the volume size. If
one now chooses for all fields the same boundary conditions in the spatial
directions as in the Euclidean time (temperature) direction in the underlying
high-energy theory, namely anti-periodic boundary conditions for the quark
(fermion) fields and periodic boundary conditions for the gluon (boson) fields,
this has powerful consequences for the low-energy effective theory in finite
volume. In this case, the Euclidean space and time directions are physically
equivalent, and a permutation symmetry holds among them. Consequently,
in this case the effective low-energy Lagrangian must have the same space-
time permutation symmetry. Since the coupling constants are temperature-
independent, they cannot depend on the volume size, either [18]. Conversely,
if different boundary conditions in time and space are chosen that break this
permutation symmetry, such a dependence cannot be excluded. This applies
to the choice of periodic boundary conditions for the quark fields in spatial
directions, which is popular in QCD lattice simulations. Empirically, such a
choice appears to minimize finite-volume effects, e.g. for hadron masses [110].
In early lattice QCD simulation work, the effects of the choice of quark
boundary conditions on meson propagators [111] and hadron masses [112,
110] have been investigated, and it has been observed that this choice leads
to quite different behavior. In most of the current simulations, the choice of
periodic quark boundary conditions has become a de facto standard. As we
will argue below, this is an important caveat which should be kept in mind
when comparing results from QCD lattice simulations and ChPT.
For lattice simulations performed in a finite box, the extrapolation of
the results from a finite to infinite volume is obviously very important. The
results of ChPT have found numerous applications. ChPT has been suc-
cessful in predicting the volume dependence of the chiral condensate [113],
many hadron properties, e.g. for the nucleon mass [114], see also [115],
where Lu¨scher’s approach [116, 117] is re-visited for the nucleon. A lattice-
regularized version of ChPT has also been used to calculate the shift in the
pion mass, charge radius and decay constant in a finite volume [118, 119].
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In very small volumes, the so-called δ-region expansion in ChPT [120]
has been used to calculate e.g. the nucleon mass shift from ChPT [121], and
to describe the pion mass in lattice simulations [122] (in both the - and
δ-regime). In this region, there is an overlap with the region of validity of
RMT, and the static QCD partition function is given by an exact integral over
the zero mode [70, 71, 74]. Effects connected with the restoration of chiral
symmetry in a small volume only occur in the limit mL2 → 0 [18], i.e. when
the quark mass is of the order of 1/V . This is consistent with the observation
in RMT that the microscopic spectral density goes to zero for λ → 0, since
this quantity describes the spectral density for eigenvalues λ ∼ 1/V , and the
quark mass m ∼ λ effectively probes the eigenvalue spectrum of the QCD
Dirac operator.
The quantities that are readily accessible in a finite-volume ChPT cal-
culation, and which are of much interest for thermodynamics, are the pion
mass, the pion decay constant and the chiral condensate. In early results,
Gasser and Leutwyler directly calculated the pion mass shift in a finite box
from a one-loop calculation [12]. Due to the periodicity of the finite-volume
pion propagator
GL(x0, ~x) =
∑
~n
G∞(x0, ~x+ ~nL) (19)
there is an infinite number of contributions to the correction, which are
summed in the result. (Pictorially, these contributions corresponds to pi-
ons leaving the box and re-entering from the opposite side n times due to
the periodic boundary conditions.) The result of the one-loop calculation for
the shift in the pion mass and in the pion decay constant is [12]
mpi(L) = mpi
[
1 +
1
2Nf
ξg1(λ) +O(ξ2)
]
,
fpi(L) = fpi
[
1− Nf
2
ξg1(λ) +O(ξ2)
]
, (20)
where λ = mpiL, ξ =
(
mpi
4pifpi
)2
and
g1(λ) =
∞∑
r=1
4m(r)√
rλ
K1(
√
rλ), (21)
with m(r) being the multiplicity of a vector ~n of magnitude r = ~n2.
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There is an additional, powerful method to determine the mass shift of
a particle in a finite volume much larger than the characteristic particle
wavelength introduced by Lu¨scher [116, 117]. It makes use of a relation
valid to all orders in perturbation theory between the finite-volume mass
shift and the infinite-volume forward scattering amplitudes with the lightest
particles [117].
The original Lu¨scher formula connects the shift in the mass of a particle
in a finite volume to a forward scattering amplitude. In the case of the pion,
the mass shift in a box is given by
mpi(L)−mpi(∞) = −m(1)
32pi2
1
mpiL
∫ ∞
−∞
dy F (iy)e−
√
m2pi+y
2L +O(e−M¯L)
(22)
where F (ν) for real ν is the forward-scattering amplitude for pion-pion scat-
tering, analytically continued to imaginary argument iy. The multiplicity
of a vector with ~n2 = 1 is m(1) = 6. This number arises since only effects
of pions with ~n2 = 1 are taken into account, which travel around the finite
volume just once. The higher-order correction terms are exponentially sup-
pressed by M¯L, where M¯ >
√
2mpi. In leading order in the chiral expansion,
the forward scattering amplitude is simply given by [123]
F (ν) = −m
2
pi
f 2pi
+O(m4pi). (23)
Using the lowest-order result for the pion scattering amplitude, Lu¨scher’s for-
mula gives the same results as the direct calculation by Gasser and Leutwyler [12].
Recent progress on the finite-volume effects in QCD has been made by
combining Lu¨scher’s approach with higher-order calculations in ChPT for
the pipi-scattering amplitude [124, 125, 126], including two loops in infinite
volume. It is based on the new insight that application of the Lu¨scher result
in combination with input from ChPT allows to obtain finite-volume effects in
higher order in the chiral loop expansion, without having to perform difficult
multi-loop calculations in finite volume. The price that one pays for using
the asymptotic result is an error of O(e−M¯L), since the Lu¨scher formula by
design gives the leading-order term in the large-L expansion [127].
The results from the calculation in [127] for the relative shift in the pion
mass mpi(L) in finite volume
R[mpi(L)] =
mpi(L)−mpi(∞)
mpi(∞) (24)
24
are shown in Fig. 5 as a function of the box size L, for pion masses mpi(∞) =
100 MeV, 300 MeV, and 500 MeV. For comparison, the result from Gasser
and Leutwyler (GL) [12] from the finite-volume one-loop calculation is also
shown. The chiral expansion converges more quickly for small pion mass,
which can be seen by comparing the results in next-to- and next-to-next-to-
leading order (dashed and solid lines). The convergence of the finite-volume
corrections behaves in the opposite way, since Lu¨scher’s result yields the
leading term of a large-L expansion, and corrections are suppressed more
quickly for larger pion masses.
This can be seen clearly in Fig. 5: For small pion mass, the difference
between the results from Lu¨scher’s formula in leading order and from the
exact one-loop calculation is rather large. For large pion mass, the exponen-
tially suppressed corrections are small, and the exact finite-volume one-loop
calculation and the leading-order result from Lu¨scher’s formula agree.
The combination of Lu¨scher’s result with the ChPT-input can be signif-
icantly improved. Generically, Lu¨scher’s formula has been derived by only
taking pions into account that wrap around the lattice just once. The ne-
cessity of taking pions into account that wrap around the lattice more than
once and to sum over all contributions was already discussed in [127] and
also recognized in [114].
Lu¨scher’s result can be re-derived, taking into account also the leading
contribution from pions wrapping around the lattice more than once [109].
Summing the leading exponential contributions for all ~n, one finds for the
shift of the pion mass
mpi(L)−mpi(∞) =
− 1
32pi2
1
mpiL
∞∑
r=1
m(r)√
r
∫ ∞
−∞
dyF (iy)e−
√
r(m2pi+y
2)L +O(e−M¯L),
(25)
where m(r) has the same meaning as in (21). As observed in [109], compared
to the result with r = ~n2 = 1 only, this leads to a significant improvement,
in particular for small pion masses.
The re-summed Lu¨scher formula has also more recently been applied to a
calculation of the finite-volume mass shift of the nucleon and heavy mesons
[128], and to a calculation of finite-volume effects in twisted-mass lattice
QCD [129].
25
2 2.5 3 3.5 4
L(fm)
0.0001
0.001
0.01
0.1
R
M
LO
NLO
NNLO
GL (full g1)
M
pi
=100 MeV
M
pi
=300 MeV
M
pi
=500 MeV
Figure 5: Pion mass shift R[mpi(L)] =
mpi(L)−mpi(∞)
mpi(∞) in a finite volume V = L
3 as a
function of L [127]. Shown are the results obtained from Lu¨scher’s formula with input from
ChPT to Leading Order (LO), Next-(NLO) and Next-to-Next-to Leading Order (NNLO).
For comparison, the full one-loop result from Gasser and Leutwyler (GL) [12] is also given.
Figure from G. Colangelo and S. Durr, Eur. Phys. J. C33, 543 (2004), Copyright (2004),
reprinted with kind permission from Springer Science and Business Media.
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The observation that additional low-energy constants in the finite-volume
chiral Lagrangian can be excluded only for a specific choice of spatial bound-
ary conditions for the quark fields is extremely important for the comparison
of ChPT predictions to lattice QCD results. It is also at the heart of several
phenomena that are observed in the investigations of the QCD finite-volume
behavior with models for chiral symmetry breaking in [26, 27, 28]. These
models explicitly include quarks as degrees of freedom [27], and it is thus
possible to assess the effect of different boundary conditions for the quarks
in spatial directions. The quark-meson-model is introduced in more detail in
section 5.1. The shift in pion mass and pion decay constant in a finite volume
have been investigated in such a model [26, 27, 28] and results for different
choices of boundary conditions have been compared. The results for the mass
shift for a pion with mpi(∞) = 300 MeV can be seen in Fig. 6. The results
in the figure are for Euclidean volumes V = L4 (T = 1/L) and V = L3 ×∞
(T = 0), for periodic and anti-periodic boundary conditions for quark fields
in the spatial directions. It is obvious that the choice of boundary conditions
has a significant effect on the results for the finite-volume mass shift. For pe-
riodic boundary conditions, the increase in the finite-volume pion mass with
decreasing L is significantly smaller than for anti-periodic boundary condi-
tions. The effect is most pronounced for T = 0, but appears for any aspect
ratio of the four-dimensional Euclidean volume. For small T and large pion
masses, we even see a decrease in the pion mass in finite volume. This is an
effect of the fermionic zero mode that is present for periodic boundary con-
ditions. For small values of the volume, the zero mode contributions to the
chiral condensate 〈q¯q〉 ∼ 〈σ〉 = σ0 are enhanced as ∼ 1/V , and the pion mass
m2pi ∼ mcσ0 in the model becomes smaller for a fixed value of the symmetry-
breaking current quark mass mc. (The Gell-Mann–Oakes–Renner relation
f 2pim
2
pi = mc|〈q¯q〉| + · · · holds, and in the quark-meson models both fpi ∼ σ0
and 〈q¯q〉 ∼ σ0). In accordance with our expectation, for very small volumes
the pion mass always becomes large when chiral symmetry is restored. This
result is an indication that the choice of the quark boundary condition in
QCD does indeed have an effect on the low-energy behavior, at least insofar
as the results of the model are applicable to QCD. But are they?
The quark-meson model in the form used here lacks important features
of QCD: constituent quarks are not confined and can propagate over large
distances, and the momentum dependence of the pion interactions is not fully
implemented [130, 131]. It is therefore not a quantitative theory of the low-
energy interactions in QCD, and we have to see how far our insights carry.
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Figure 6: Pion mass shift in finite volume V × 1/T = L3 × 1/T from the quark-meson
model for different choices of the quark boundary conditions in the spatial directions [27].
(Open) solid symbols correspond to (anti-)periodic boundary conditions. Squares indicate
results for the choice T = 0, circles for T = 1/L. All results are for mpi(∞) = 300 MeV.
For small L, the results for periodic boundary conditions lie significantly below those for
anti-periodic boundary conditions, and exhibit a “dip” for small T . Figure reprinted with
permission from J. Braun et al., Phys. Rev. D72, 034017 (2005). Copyright (2005) by the
American Physical Society.
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Of course we are still free to compare results to ChPT even on a quantitative
level, and this will provide a test for the applicability of these results to actual
QCD. Such a comparison with the results from [109] is provided in Fig. 7. We
expect that only the results with anti-periodic quark boundary conditions are
consistent with those from ChPT. This is indeed the case: The results with
periodic boundary conditions behave qualitatively different, while the results
with anti-periodic quark boundary conditions behave qualitatively similar to
those of ChPT. Thus only these latter results are shown in the quantitative
comparison. This is in agreement with the arguments in [17] which establish
ChPT with the standard Lagrangian as the low-energy theory of QCD in a
finite volume with quarks with anti-periodic boundary conditions.
We find that these results agree with those of the ChPT-calculation for
large pion masses (mpi(∞) = 300 MeV) within errors. For small pion masses
(mpi(∞) = 100 MeV), these results differ from those of ChPT by a constant
factor, which appears as an offset in the logarithmic plot. Since the Lu¨scher
formula only provides the leading-order terms of the large-L expansion, even
including pions going around the lattice any number of times, the error is of
order O(e−const.mpiL). Therefore convergence of Lu¨scher’s result is slower for
smaller mpiL and for smaller pion masses. The difference between the results
seems consistent with such a slower convergence of this expansion for smaller
pion masses.
We conclude that these results for the pion mass shift in a finite volume
are compatible with ChPT for anti-periodic quark boundary conditions, but
differ significantly for periodic quark boundary conditions. This is consistent
with the arguments from [17] and should caution against comparisons of
ChPT to lattice results regardless of the quark boundary conditions in the
simulation.
A comparison of the ChPT-results based on the improved Lu¨scher ap-
proach to lattice QCD results in both in quenched [133] (see Fig. 8) and
unquenched lattice calculations [134] indicate that the ChPT-results under-
predict the observed mass shift. This might well be due to the simula-
tion parameters still being outside of the domain of validity for the ChPT-
calculation. However, in these calculations there is a deviation from the
expected behavior even at the qualitative level: The pion mass in the finite
volume is significantly smaller than in infinite volume, i.e. the mass shift is
negative. This is qualitatively very similar to the behavior that we observe in
the model for periodic boundary conditions, although the results also cannot
describe the lattice results quantitatively.
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Figure 7: Pion mass shift R[mpi(L)] =
mpi(L)−mpi(∞)
mpi(∞) in a finite volume V = L
3. Results
from the quark-meson model with anti-periodic boundary conditions for quarks in the
spatial directions obtained with Renormalization Group (RG) methods are compared to
results from chiral perturbation theory. The chiral perturbation theory results are courtesy
of G. Colangelo et al. [127, 132, 109] and contain contributions to the Lu¨scher formula
from all ~n for the pions. The comparison below L ≈ 2 − 3 fm is for illustrative purposes
only, as the ChPT description is presumed to reach its limit of applicability.
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Figure 8: Pion mass shift from the quenched lattice calculation [133] with Wilson fermions
and periodic boundary conditions for quarks in the spatial directions. The lattice spacing
for the calculation is a = 0.079 fm, the volume ranges from 0.9 fm ≤ L ≤ 2.5 fm. The
values for the pion masses corresponding to the hopping parameter values κ are [133, 136]:
κ = 0.1340: mpi(∞) = 881 MeV; κ = 0.1345: mpi(∞) = 735 MeV; κ = 0.1350: mpi(∞) =
559 MeV. The lines are the results from ChPT, including the two leading exponential
terms from the result [12]. Figure reprinted from M. Guagnelli et al., Phys. Lett. B597,
216 (2004), Copyright (2004), with permission from Elsevier.
More recently, similar behavior has been observed in a calculation based
on solutions of Dyson-Schwinger Equations (DSE) [135]. The authors at-
tribute this to possible quenching effects, since the feedback of pions is not
completely taken into account. This is not a contradiction to our interpreta-
tion, independently of possible quark effects: One would indeed expect the
pion mass to rise less quickly in a quenched calculation, compared to a cal-
culation with full pion effects, since the main effect of pion fluctuations is the
restoration of chiral symmetry. Thus, in a quenched calculation, the increase
in the finite-volume pion mass with a decrease in the volume will be smaller.
Giusti et al. find that the ChPT formula predicts the correct exponential
decrease for the mass shift with increasing volume, but that for small volumes
(∼ 1.2 fm) the theory underestimates the pre-factor by approximately one
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Figure 9: Pion mass in a finite volume in lattice units aMpi as a function of the volume
size L/a [8] (a is the lattice spacing). The upper data set corresponds to a pion mass
Mpi ' 300 MeV, the lower set to a pion mass Mpi ' 250 MeV. The green dashed lines
are the ChPT predictions for the pion mass from [109]. The solid red line is a fit to the
data using the functional form of the ChPT result, multiplied by an overall constant as
an additional free parameter. The blue dotted lines are given by the conditions MpiL = 3
and MpiL = 4 and denote boundaries for estimated magnitudes of finite-volume effects.
Figure from S. Durr et al., JHEP 1108, 148 (2011), Copyright (2011), reprinted with kind
permission from Springer Science and Business Media.
order of magnitude for the volumes and pion masses investigated in [137].
In [8], details of a simulation at physical pion masses by the Budapest-
Marseille-Wuppertal Collaboration [7] are given, and finite-volume effects are
investigated in the course of estimating the simulation errors. Similar to the
observations in [137], the authors find that they can fit a wide range of results
for the pion or other hadron masses in finite volume, provided they use the
functional form of the ChPT-result with an overall adjustable prefactor. For
the dedicated finite-volume investigation for the pion with results shown in
Fig. 9, both such a fit and the ChPT result [109] appear to agree with the
lattice simulation results.
In the review [138], very recent lattice simulation results are compared
32
to the finite-volume predictions of ChPT for the finite-volume mass shift of
the pion. It is found that most recent simulations are performed in regions
of the mpi–L-space where the finite-volume effects are at most of the order
of 1%, according to the ChPT results [109]. Generally, the finite-volume
effects for meson masses are negligible in the region with mpiL > 4, while
they can be quite sizable for mpiL < 3, see [138]. For baryon masses, they
can be substantially larger [128]. In these recent investigations, it appears
that lattice simulations approach the region where finite-volume effects are
exclusively due to pions.
It appears likely that the possible presence and importance of additional
terms ∼ 1/L in the chiral Lagrangian due to the broken permutation sym-
metry can only be decided in a dedicated comparison of simulations with
different spatial boundary conditions for the quark fields.
5. Models for dynamical chiral symmetry breaking
5.1. Quark-meson-model
In order to go beyond the low-energy effective description of QCD, it is
very useful to employ models. For describing phase transitions in QCD, it
is clearly necessary to include high-energy degrees of freedom, beyond those
accounted for in a low-energy effective description. The most satisfactory
solution would be to solve QCD directly, including elementary fermionic and
gluonic degrees of freedom, and the composite degrees of freedom arising
at low energy. While a lot of progress has been achieved towards such a
comprehensive solution of the theory, and brute-force computer simulations
of this are possible as well, this approach is still difficult and not always the
most advantageous.
For one thing, a brute-force solution of the full theory, if possible, re-
quires additional analysis to identify the physical mechanisms that underlie
the observed phenomenology. While a full (numerical) solution contains all
the relevant physics, it does not necessarily lead to an understanding of the
relevant mechanisms. This is where models can really shine, since they pro-
vide a restriction to only one particular set of operators and allow to explore
the relevance of this set for a specific phenomenon. Additionally, models
enable us to perform (simplified) calculations beyond those possible from a
full solution of a theory, and therefore to explore its implications on a much
wider scope.
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In this spirit, the so-called chiral quark-meson model has been used to
study the chiral phase transition both in infinite and in finite volume. The
calculation has also been extended to finite baryon (or quark) chemical po-
tential. The model implements the chiral flavor symmetry of QCD. We con-
centrate on the case of two light flavors Nf = 2. For the quark sector, the
symmetry is implemented as an SU(2)L×SU(2)R symmetry. In this case, we
have assumed that the axial symmetry is broken explicitly by the anomaly
and implement only the remaining invariance [139]. Conceptually, the quark-
meson model can be obtained by bosonizing a purely fermionic Nambu–Jona-
Lasinio model [19, 139], which models spontaneous chiral symmetry break-
ing. While there are some conceptual differences, both implement the same
mechanism for spontaneous breaking of chiral symmetry. They are reason-
able models only reasonable below a particular momentum cutoff scale Λ,
determined by typical hadronic scales. The model has been used in numer-
ous studies of the low-energy phase of QCD and the chiral phase transition
[140, 141, 142, 143, 144, 145, 146, 28, 147, 148, 149].
The bare effective action of the quark-meson model at a large hadronic
scale Λ for Nf = 2 is given by
ΓΛ[q¯, q, φ] =
∫
d4x
{
q¯ (i∂/+ ig(σ + i~τ · ~piγ5) + iγ0µ) q
+
1
2
(∂µφ)
2 + UΛ(φ
2)− cσ
}
(26)
with φT = (σ, ~pi). The quark fields are denoted by the Dirac spinors q¯ and
q. The meson sector in the two-flavor case (Nf = 2) is equivalent to a linear
σ-model with an O(4) symmetry. This symmetry is spontaneously broken to
an O(3) symmetry, with three emerging Goldstone modes ~pi. By convention,
the meson field σ acquires the finite expectation value σ0 = 〈σ〉 which sig-
nals the spontaneous breaking of chiral symmetry. The Yukawa interaction
term between the elementary quark fields and the composite mesons is in-
variant under the chiral SU(2) × SU(2) symmetry, the coupling strength is
characterized by the coupling g.
In nature, chiral symmetry is broken explicitly by the small masses of
the light quarks. Because of this explicit symmetry breaking, the Goldstone
bosons in the phase with broken chiral symmetry acquire finite masses. Since
they remain light for light quarks, they determine long-range correlations
and the infra-red behavior of the model. In particular for investigations of
finite-volume effects, the relation of the linear extent of the volume L and the
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wavelength of the light fluctuations, determined by the mass of the Goldstone
modes (pions) mpi, is of utmost importance [26, 27]. In fact, in the absence
of explicit symmetry breaking, the massless Goldstone fluctuations are going
to restore the symmetry and lead to a vanishing of the expectation value of
the field σ. This can be understood intuitively by picturing the Goldstone
manifold: In the absence of explicit symmetry breaking, all points on the
Goldstone manifold contribute with equal weight to the partition function.
In a finite volume, the constant-field zero-mode contributions dominate the
partition function if they are not damped by an explicit mass term [18]. In
order to find a phase with spontaneously broken symmetry, it is necessary to
break the symmetry explicitly and make the Goldstone modes massive.
For these reasons, it is essential to include an explicit symmetry breaking
term in the action. This can be done by including a quark mass term
q¯mcq. (27)
In these calculations, it is a choice to bosonize the current quark term at the
UV scale, which leads to a term linear in σ in the action. The symmetry-
breaking parameter c is related to the quark mass by the UV parameters of
the model. Different choices for the potential UΛ(φ
2) at the UV scale are
possible. The parameters of the potential are fixed to yield reasonable values
for a set of observables (fpi, mpi, mq, mσ) in the IR in the vacuum. With an
ansatz for the UV potential of the form
UΛ(φ
2) =
1
2
m2Λφ
2 +
λΛ
4
(φ2)2 (28)
where the chiral O(4) symmetry is unbroken and the parameters mΛ and λΛ
characterize the potential, the parameter c is given by
c =
mcm
2
Λ
g
(29)
In these calculations a possible wave function renormalization is neglected.
This is an approximation which has observable consequences in the critical
behavior of the model, since it implies that the anomalous dimension η = 0,
which in turn leads to a modification of the critical exponents. Since the
anomalous dimension for the O(4) symmetry class in d = 3 dimensions is
small, this is not a serious limitation and justified for a first investigation of
finite-size effects with the method.
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Of the numerous calculations, in which the model has been used for QCD
problems, we mention a few examples. In [142] thermodynamic quantities,
the equation of state and the behavior at the phase transition were inves-
tigated with functional RG methods. In [143], the chiral phase transition
at finite density has been investigated, making use of a functional RG for-
malism, and a first-order transition at high baryon density is observed. In
[146], the phase diagram of the model in the chemical-potential – temper-
ature plane has been calculated, using a non-perturbative renormalization
group equation. The model has been used to study finite-volume effects on
chiral symmetry breaking [26, 27], the chiral phase transition [28, 148], and
to investigate scaling effects [147]. In [149], the model has been studied using
non-perturbative Renormalization Group methods and taking higher-order
quark mesonic scattering processes into account. This approach goes beyond
a local potential approximation, and takes wave function renormalizations for
the fields as well as a renormalization of the Yukawa coupling into account.
Among other quantities, the transition temperature and the curvature of the
first-order transition line in the finite temperature - finite baryon chemical
potential plane are investigated. However, since the meson wave function
renormalization on the one hand tends to enhance mesonic fluctuations and
thus to lower the transition temperature, and on the other hand a running
Yukawa coupling enhances the strength of the chiral symmetry breaking and
thus tends to increase the transition temperature, the effects counteract each
other and the overall effect on the phase diagram is small. Results for the
curvature of the transition line as a function of chemical potential are within
2% of those obtained in [148].
5.2. Polyakov-loop extended models
An important caveat regarding the NJL model or quark-meson models
as its bosonized offspring is the absence of gauge field effects. Namely, there
is no confinement of elementary quarks in the low-energy region. In a pure
gauge theory with infinitely heavy quarks, the Polyakov loop acts as an order
parameter of quark confinement. The Polyakov loop L(~x ) is a Wilson loop
in Euclidean time direction in compactified Euclidean space-time, at fixed
spatial coordinate ~x:
L(~x ) = P exp
{
i
∫ 1/T
0
dτA4(τ, ~x)
}
, (30)
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where P denotes path ordering, and we define the expectation value
Φ(~x) =
〈
1
Nc
trL(~x )
〉
(31)
which acts as the order parameter. The Polyakov loop transforms non-
trivially under an element of the Z(3) center symmetry of the gauge group
SU(3); in a high-temperature phase, where quarks are not confined, Φ 6= 0
and the center symmetry is spontaneously broken, in the low-temperature
phase with quark confinement Φ = 0 and the center symmetry is restored.
With regard to the free constituent quarks in an NJL model, the absence
of confinement effects can be partially cured by introducing an effective po-
tential for the Polyakov loop. By coupling the quarks to the Polyakov loop,
and determining the expectation value from the effective potential, color
non-singlet states of quarks can be suppressed in the low-temperature phase.
This simulates quark confinement and removes thermodynamic effects of the
constituent quarks at low temperature.
The basic idea of the Polyakov-loop extended models is to use an effective
potential for the effective value of the Polyakov loop or the associated gauge
field components [150]. While originally phenomenologically motivated [151],
the potential has recently been determined by fitting to results from lattice
gauge theory [150, 152, 153, 154, 155], or by using functional RG results
[156].
For two light quark flavors, the Euclidean action of the Polyakov-loop
extended NJL model is given by [150, 152, 153]
S[ψ¯, ψ,Φ] =
∫ 1/T
0
dτ
∫
d3x
{
ψ¯(iD/+ γ0µˆ−m)ψ +G
[
(ψ¯ψ)2 + (ψ¯iγ5~τψ)
2
]}
− 1
T
∫
d3xU(Φ,Φ∗, T ) (32)
m = diag(mu,md) is the quark mass matrix, and µˆ = diag(µu, µd) is the
quark chemical potential matrix.
Different parameterizations of such effective potentials are employed in
these models [152, 153, 154, 155, 157]. By construction, the effective poten-
tials can only reproduce behavior at the physical expectation value of the
Polyakov loop. For this reason, it is not possible to discriminate among the
different possible parameterizations outside of the minimum of the potential.
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We use a parameterization according to [152, 153], which is motivated by
the structure of the Haar measure of the SU(3) gauge group:
U(Φ,Φ∗, T )
T 4
= −1
2
a(T )Φ∗Φ + b(T ) ln[1− 6Φ∗Φ + 4(Φ∗3 + Φ3)− 3(Φ∗Φ)2].
(33)
The coefficients in this expression are temperature dependent
a(T ) = a0 + a1
(
T0
T
)
+ a2
(
T0
T
)2
and b(T ) = b3
(
T0
T
)3
(34)
and are adjusted to reproduce QCD lattice simulation results for the pressure,
the entropy density, and the entropy density in a pure gauge theory.
The model can be extended to include a non-local fermion interaction [158,
159, 160, 161], in order to make contact with the effective scale-dependent
interaction obtained from QCD.
The model can be bosonized in order to more easily include fluctuation
effects of mesonic fields. This bosonized model is then know as the Polyakov-
loop extended quark-meson (PQM) model [154, 162]. For the PQM model in
mean-field solution, the thermodynamics and fluctuation effects have been
calculated in [163]. In [154], the phase diagram of this Polyakov–quark-
meson model at finite temperature and baryon chemical potential has been
determined in a mean-field analysis. In [164], the phase diagram and quark
density fluctuation effects have been explored with functional renormaliza-
tion group equations. In [162], the phase structure of the model is again
explored beyond the mean-field level, taking quark effects on the Polyakov
loop potential into account, which lead to significant effects at large chemical
potential.
The interplay between the chiral and the deconfinement phase transi-
tions has also recently been investigated in an RG framework for a purely
fermionic model [165, 166]. By exploring the renormalization group running
of the scalar fermion coupling, the authors were able to show how the on-
set of spontaneous chiral symmetry breaking is influenced by the presence
of a finite expectation value of the Polyakov loop, signaling the onset of
the deconfinement transition. They find that for a wide range of parame-
ters Tχ ≥ Td, where the temperatures are the chiral phase transition and
deconfinement phase transition temperatures, respectively. For physically
meaningful choices of the parameters, there is a parameter window in which
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the two transition temperatures appear “locked” to one another. A similar
argument has been made earlier in a mean-field analysis [151] for the large-Nc
limit.
6. Renormalization Group methods
Renormalization Group (RG) methods are a powerful way to systemati-
cally account for the effects of quantum fluctuations and thermal fluctuations
in a physical system. By systematically integrating out fluctuations in a de-
fined momentum shell at a momentum scale k, one obtains an effective theory
with couplings dependent on this scale. By evolving the theory from large
to small momentum scales, and by following the flow of the couplings, one
obtains an effective theory which includes fluctuation effects. Under a change
of the RG scale k the values of the couplings change and approach their full
effective values in the limit k → 0.
In the context of critical behavior at phase transitions, RG methods have
been essential for our understanding of scaling relations [21, 20]. At a criti-
cal point, the correlation length diverges for fluctuations associated with the
order parameter of an order-disorder transitions. These long-range fluctua-
tions need to be accounted for if we want to describe the scaling behavior in
a quantitatively correct way. At the heart of the application to critical phe-
nomena is the observation that a system at criticality has only one relevant
length scale – the correlation length – which diverges at the critical point it-
self. This implies that the system becomes invariant under a length rescaling
at criticality, and that much of its physical response can be deduced from
the behavior of the system under such a length rescaling. The consequence
is the paramount importance of fixed points in the RG flow of dimensionless
couplings which govern the critical behavior.
While many of the initial successes of RG methods have been obtained
in perturbative calculations [21, 167, 168, 20, 36], recently non-perturbative
functional formulations of the RG [169, 23, 170, 171, 24] have been applied to
strongly interacting systems, which necessitate a non-perturbative treatment.
Examples include QCD with its strong gauge coupling [172, 173, 174, 175,
156, 176, 177, 178, 179, 180, 181, 182, 183] or strongly interacting fermion
systems [184, 185, 186, 187, 188, 189] in condensed matter physics and for
ultracold atoms [190, 191, 192, 193, 194, 195]. For recent reviews of functional
RG methods see e.g. [196, 197, 25, 198, 199, 200, 201, 175, 202, 203, 204,
205, 206].
39
In the context of QCD, the effective degrees of freedom at large momen-
tum scales (quarks and gluons) are different from those at small momentum
scales (hadrons). In principle, RG methods allow us to transition from one
set of fundamental to another set of composite degrees of freedom [207, 208],
and to describe a theory over a large range of momentum scales in a uni-
fied framework. The application to QCD [209, 175, 156, 176, 178, 183, 210]
appears very promising.
Such a description can also be used for models for chiral symmetry break-
ing across the symmetry-breaking scale. These models are then able to de-
scribe chiral symmetry restoration at finite temperature and in small, finite
volumes. The RG approach provides a framework for a consistent treatment
of the models over a very wide range of temperatures and volume sizes.
6.1. Functional Renormalization Group and Wetterich equation
In the work considered in this review, mainly the RG flow equation in
the formulation according to Wetterich [23] is used, which is based on a
scale-dependent effective action. In contrast to a formulation of the RG in
terms of a renormalized Hamiltonian of the system [167, 211, 21, 20], the
central object in this case is the effective action Γ, the generating functional
of one-particle irreducible n-point correlation functions.
A scale-dependent effective action is obtained by introducing a scale-
dependent infrared cutoff term of the form
∆Sk[φ] =
1
2
∫
ddq
(2pi)d
φ(−q)Rk(q)φ(q) (35)
into the partition function. The function Rk(q) is a momentum-dependent
cutoff function with an intrinsic scale k. With the aid of this cutoff function,
fluctuations in momentum space are then systematically integrated out and
their effects are included in the renormalized action. The scale-dependent
or coarse-grained effective action Γk contains fluctuation effects from the
momentum modes with q & k.
Finally, from considering the change of the effective action under a low-
ering of the scale k, one obtains a one-loop flow equation for the effective
action
k∂kΓk =
1
2
STr
{[
Γ
(2)
k +Rk
]−1
(k∂kRk)
}
. (36)
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The expression which appears in the loop is the full effective propagator
with the functional derivative Γ
(2)
k [φ](p, q) ≡ δ
2
δφ(p)δφ(q)
Γk[φ]. The cutoff func-
tion Rk gives an effective mass to the IR modes and suppresses long-range
fluctuations for finite values of k. The cutoff function has to satisfy several
constraints [25]:
1. In order to regulate IR fluctuations, it needs to act as an effective mass
for small momenta p2 < k2:
lim
p2
k2
→0
Rk(p
2) > 0. (37)
2. In order to ensure that one obtains the complete effective action in the
limit k → 0 when the cutoff vanishes, the cutoff function itself must
vanish in this limit:
lim
k2
p2
→0
Rk(p
2) = 0. (38)
3. In order to recover the original classical action that defines the theory
at either a finite, large ultraviolet cutoff scale Λ, or in the limit of
Λ→∞, the cutoff function itself must diverge in this limit:
lim
k→Λ
Rk(p
2)→∞. (39)
(This has the effect of quenching fluctuations around the expectation
value of the fields, such that the bare, classical field ϕ and the scale-
dependent expectation value φk = 〈ϕ〉k coincide for k = Λ.)
As a result, for a cutoff function that satisfies these requirements, the scale-
dependent effective action Γk interpolates between the classical action S =
Γk→Λ and the full quantum effective action Γ = Γk→0.
The truncated effective action will converge towards the full effective ac-
tion when an increasing number of coupling constants are included. The
speed of convergence depends on the choice of truncation scheme. For scalar
field theories, a reasonable starting point is an expansion in terms of a purely
local potential. This is justified, since the non-canonical momentum depen-
dence of the two-point function in a scalar field theory and the corresponding
anomalous dimension η is very small. This approximation does, however, in-
troduce a systematic truncation error on the results. In light of the fact
that finite-volume calculations were novel, this decision appears justified. A
systematic improvement of the calculation is possible.
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A description in terms of purely local couplings is a first approximation to
the full result for the effective action. Since the effective action generates n-
point correlation functions, only a calculation that takes actual correlations
and hence the momentum-dependence of the n-point couplings into account
can provide a complete picture of the theory.
The derivative expansion [212, 213, 214, 215, 216, 217] is such a sys-
tematic extension of the local expansion which includes momentum depen-
dence of couplings, organized in powers of momenta or numbers of derivatives
in position space representation. Recent progress in the implementation of
momentum-dependent couplings has been made in [218, 219, 220, 221] and
in [222, 149, 223, 210].
Different solution methods have been employed to achieve global descrip-
tions of the effective potential beyond an expansion around a local minimum:
In the grid approach, the effective potential and the couplings are discretized
and described globally in the space of the fields [224, 146, 201]. In [225], sev-
eral different methods for high accuracy calculations are discussed, which also
include solution methods for global descriptions of the potential. More re-
cently, pseudo-spectral methods have been used as a high-accuracy method
making use of Chebyshev polynomials as basis functions for a global de-
scription of the potential in field space [226, 227], successfully benchmarked
against known high-accuracy results, and among other applications employed
to solve RG flows for O(N) models in d = 3 and fractal d = 2.4 dimensions.
The convergence can be improved by optimizing the RG flow through the
choice of a particularly suitable cutoff function for a given truncation [228,
229, 230, 200]. For this reason an optimized cutoff for the local potential
approximation is used here. For a calculation in d dimensions at zero tem-
perature, it makes sense to use a d-dimensional regulator function
RB,k(q) = q
2rB(q
2/k2) and
RF,k(q) = q/ rF(q
2/k2) (40)
for bosons and fermions, respectively. The cutoff term for fermions is of
the form [141, 25] ∆SF,k[ψ¯, ψ] = (2pi)
−d ∫ ddqψ¯(−q)RF,k(q2)ψ(q), where the
fermion cutoff function must be of the form R2F,k(q
2) = q2rF(q
2/k2) [228].
For calculations at finite temperature, it is sufficient to use a regulator
function that depends only on the spatial momenta Rk(~p
2) [231, 232], i.e. a
d− 1-dimensional regulator for a d-dimensional theory. This has the advan-
tage that the Matsubara frequency sum can still be performed analytically.
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Therefore it is sensible to use the following regulator functions for calculations
in d = 3 + 1 space-time dimensions [228, 231, 232] at finite temperature:
RB,k(p0, ~p ) = ~p
2rB(~p
2/k2) and
RF,k(p0, ~p ) = ~p/ rF(~p
2/k2) . (41)
The shape functions rB(x) and rF(x) are given explicitly by
rB(x) =
(
1
x
− 1
)
Θ(1− x) and
rF(x) =
(
1√
x
− 1
)
Θ(1− x) . (42)
Different calculation strategies have been used, depending on the prob-
lem. For calculations with the quark-meson model, initially model param-
eters were fixed in infinite volume, at vanishing temperature, to reproduce
several physical observables. Calculations at finite temperature and in finite
volume were then performed with the same initial parameters, and thermo-
dynamic effects and effects of the finite volume were estimated. In each set of
calculations, first an appropriate regulator function for infinite volume and
zero temperature was chosen, and the finite-temperature and finite-volume
calculations were then performed with the corresponding regulator function
for this situation.
In the case of O(N)-models, the transition between the ordered phase
with spontaneously broken symmetry and the disordered phase with restored
symmetry can be controlled by tuning the initial values of the couplings in
the theory. For an investigation of the scaling behavior in d = 3 dimensions,
it is sufficient to treat the model in a d = 3-dimensional framework and to
use the relevant coupling that controls the transition as a “temperature”.
In the following, we give an overview over the RG flow equations in infinite
and finite volume that have been used in different studies.
Infinite Volume. Flow equations in infinite volume can be derived in different
cutoff schemes, depending on the goal of the calculation. We first consider a
regularization in d dimensions at T = 0 with a d-dimensional regulator. In
this case, the flow equation for the quark-meson model becomes
k∂kUk(φ
2) =
kd+2
(4pi)d/2
1
Γ(d
2
+ 1)
{
N2f − 1
E2pi
+
1
E2σ
− 4NfNc
E2q
}
(43)
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where the effective energies are given by
Epi =
√
k2 +M2pi , Eσ =
√
k2 +M2σ , and Eq =
√
k2 +M2q , (44)
and the scale-dependent particle masses are
M2q = g
2φ2, M2pi = 2U
′
k(φ
2), M2σ = 2U
′
k(φ
2) + 4φ2U ′′k (φ
2). (45)
We will use this notation for the effective energies and the effective particle
masses also in the following. Specifically for d = 4 Euclidean dimensions and
with a d = 4-dimensional cutoff function, one finds
k∂kUk(φ
2) =
k6
32pi2
{
N2f − 1
E2pi
+
1
E2σ
− 4NfNc
E2q
}
. (46)
This flow equation can be used to investigate quantum effects, the mechanism
of chiral symmetry breaking, and meson dynamics at T = 0 [141, 131] with
regard to chiral perturbation theory. It can also serve as a starting point for
the investigation of finite-volume effects at T = 0, where the parameters of
the model are fixed from this flow equation and the results from a calculation
in finite spatial volume V = L3 are then a prediction [26, 27].
For the O(N) model in d = 3 dimensions, our starting point for the
investigation of the finite-volume effects is a flow with a d = 3-dimensional
regulator, where the flow equation is given by
k∂kUk(φ
2) =
k5
12pi2
{
N − 1
E2pi
+
1
E2σ
}
. (47)
When we want to consider flow equations in infinite volume in d Eu-
clidean dimensions at finite temperature in the Matsubara formalism, it is
sufficient to regularize the theory in d− 1 spatial dimensions. We then use a
cutoff function for the spatial momenta only, as already outlined above. The
summation over the Matsubara frequencies factorizes in this case and can
be carried out explicitly. In a modeling strategy, in order to determine the
model parameters it is nonetheless necessary to also calculate the flow in the
same cutoff scheme at T = 0. For this reason, we also require flow equations
with a d− 1-dimensional cutoff at T = 0.
The general result for the flow equation of the quark-meson model in d
dimensions at T = 0 with a d− 1-dimensional cutoff function for the spatial
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momenta only is given by
k∂kUk(φ
2) =
kd+1
(4pi)(d−1)/2
1
2 Γ(d+1
2
)
{
−4NfNc
Eq
+
N2f − 1
Epi
+
1
Eσ
}
. (48)
Specifically for the flow equations in infinite volume for d = 3 + 1 space-time
dimensions at T = 0 with a d = 3-regulator for the spatial momenta only
the flow equation becomes
k∂kUk(φ
2) =
k5
12pi2
{
−4NfNc
Eq
+
N2f − 1
Epi
+
1
Eσ
}
. (49)
We solve this flow in order to fix the model parameters at T = 0 and L→∞,
and can then use the model to investigate effects at finite T and L.
Extending this to finite temperature and including a chemical potential
for the quarks, which carry a conserved baryonic charge, one finds in d =
3 + 1 Euclidean dimensions and with a d = 3-dimensional cutoff function the
quark-meson model flow equation
k∂kUk(φ
2) =
k5
6pi2
[
N2f − 1
Epi
(
1
2
+ nB(Epi)
)
+
1
Eσ
(
1
2
+ nB(Eσ)
)
−2NcNf
Eq
(
1− nF (Eq, µ)− nF (Eq,−µ)
)]
, (50)
where the distribution functions have the usual definitions
nB(E) =
1
eβE − 1 , nF(E, µ) =
1
eβ(E−µ) + 1
. (51)
One recovers the T = 0-limit at finite chemical potential from this expres-
sion [145, 146]:
k∂kUk(φ
2) =
k5
12pi2
[
N2f − 1
Epi
+
1
Eσ
− 4NcNf
Eq
Θ(Eq − µ)
]
(52)
Finite Volume. For finite volume V = Ld, the derivation of the RG flow
equations is essentially unchanged. The d-dimensional integral over all spatial
loop momenta in the trace of the functional one-loop flow equation is replaced
by a sum over discrete momentum modes:∫ ∞
−∞
dp1 · · ·
∫ ∞
−∞
dpd −→
(
2pi
L
)d ∞∑
n1=−∞
· · ·
∞∑
nd=−∞
. (53)
45
Depending on the boundary conditions for the spatial directions, the discrete
momenta are
~p 2p =
4pi2
L2
d∑
i=1
n2i (54)
for periodic (p) boundary conditions, and
~p 2ap =
4pi2
L2
d∑
i=1
(
ni +
1
2
)2
(55)
for anti-periodic (ap) boundary conditions.
In an O(N)-model, the transition between ordered and disordered phase
can be controlled by the initial values of the relevant coupling, and thus we
can perform investigations of the finite-size scaling behavior in d = 3 in this
model in a finite spatial volume V = L3. Corresponding to eq. (47), the flow
equation in finite d = 3-volume with a d = 3-regulator is
k∂kUk(φ
2) =
kd+2
2
Bp(kL)
[
N − 1
E2pi
+
1
E2σ
]
, (56)
where Bp(kL) is a mode counting function for the nodes of a unit grid inside
a d = 3-dimensional sphere with radius kL (see below).
For the quark-meson model, we once again consider a d = 3+1-dimensional
model in a finite Euclidean volume V = L3×1/T . A d = 3 regulator function
again allows to sum the Matsubara frequencies, and we include a chemical
potential for the quark fields for completeness:
k∂kUk(φ
2) = k5
[
N2f − 1
Epi
(
1
2
+ nB(Epi)
)
Bp(kL)
+
1
Eσ
(
1
2
+ nB(Eσ)
)
Bp(kL)
−2NcNf
Eq
(
1− nF (Eq, µ)− nF (Eq,−µ)
)
Bl(kL)
]
. (57)
While only periodic boundary conditions for the meson fields appear sensible,
for the quark fields both periodic and anti-periodic boundary conditions are
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a reasonable choice. Consequently two different mode counting functions are
needed. The definition of the mode-counting functions Bl with l ∈ {p, ap} is:
Bl(kL) = 1
(kL)3
∑
~n∈Z3
Θ
(
(kL)2 − ~p 2l L2
)
, (58)
where the momenta ~p 2l have been defined in eqns. (54) and (55). For small
volumes, the boundary conditions and the presence of a zero-mode for peri-
odic and the absence of such a mode for anti-periodic boundary conditions
become important. Hence for small kL, we find
lim
kL→0
Bp(kL) ∼ 1
(kL)3
(59)
for periodic and
lim
kL→0
Bap(kL) = 0 (60)
for anti-periodic boundary conditions [147, 148]. Asymptotically, the mode
counting functions behave for large volumes V = L3 in the limit L→∞ for
fixed k and for both l = p and l = ap as
lim
kL→∞
Bl(kL) = 1
6pi2
, (61)
i.e. the number of modes grows like the volume of a 3-dimensional sphere for
kL  1. Using these relations for the large-volume limit, one recovers from
eq. (57) the flow equations for infinite volume [145, 146, 233] for the quark
meson model.
For completeness, we mention that applications of the finite-volume for-
malism to non-relativistic fermions at finite density – such as ultracold atoms
in a finite trap – require a modification in the argument of the cutoff func-
tions: At finite density, the momentum shell renormalization is performed to-
wards the Fermi surface of the system, and appropriate cutoff functions with
a dependence on the chemical potential are chosen [194]. The finite-volume
case is discussed in [195]. For our purposes, it is sufficient to restrict our-
selves to relativistic systems or to scalar theories without conserved charges
and hence without finite chemical potential for the scalar fields. More re-
cently, the dimensional crossover from three to two dimensions for a confined
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system of non-relativistic bosons in a trap was studied in [234] with finite-
volume functional RG methods. For this purpose the extent of one spatial
dimension of the system was varied and the effect on the phase transition
temperature was studied. In addition, s-wave scattering lengths are studied
in a T-matrix formalism and related between two and three dimensions.
An additional application of functional renormalization group methods in
a finite geometry is the calculation of forces from the Casimir effect, i.e. the
forces which appear in a system with (quantum) fluctuations between macro-
scopic confining boundaries limiting the fluctuation spectrum. The Casimir
forces for O(N) models with N = 1, 2 and dimension between two and three
are calculated in [235] with functional RG methods for a d-dimensional sys-
tem with one dimension limited to a finite extent L.
The general requirements for regulators in finite-volume FRG calculations
have recently been explored in [236], using as an example a φ4-theory with
a single scalar field (N = 1) in the Ising universality class. In addition to
the optimized regulator function discussed above, a family of exponential
cutoff functions and a sharp cutoff function are studied in finite volume.
The behavior of the free energy density and the pressure function in the
infinite-volume limit are studied. Similar to the discussion in this review,
the interplay of length scales and temperature scale are discussed in detail.
The question of a vanishing condensate for such a model in finite volume
and the closely connected intricate question of the convexity of the potential
are also explored. The mechanism for the vanishing of the condensate for an
Ising model and in the absence of Goldstone modes is demonstrated in the
framework of the FRG equations.
6.2. Proper-Time Renormalization Group
Some of the earlier work for finite volumes has been performed in the
framework of the Proper-Time Renormalization Group (PTRG) [26, 27, 28,
30]. The method is based on an ad-hoc regularization of the one-loop effective
action, which is then promoted to a renormalization scale-dependent effective
action. In contrast to the rigorous field-theoretical derivation of the flow for
the effective action in Wetterich’s scheme, there is only a “heuristic” [237]
derivation of the RG flow of the effective action in the PTRG scheme. In
special cases, the resulting flow equations are identical to those from an exact
derivation in Wetterich’s scheme.
The method goes back to work in [24] using Schwinger’s proper-time
operator regularization method, and has been extended and used in numerous
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applications [50, 26, 27, 28, 131, 144, 145, 201, 214, 238, 239, 240, 241].
For a scalar theory with an action of the form
Scl[φ] =
∫
ddx
{
1
2
(∂µφ)
2 + U(φ)
}
, (62)
the corresponding one-loop effective action is given by
Γ1−loop[φ] = Scl[φ] +
1
2
Tr logS
(2)
cl [φ] (63)
where S
(2)
cl [φ] =
δ2
δφδφ
Scl[φ] is the second variation of the action. This expres-
sion can be rewritten in terms of a Schwinger proper-time integral as
Γ1−loop[φ] = Scl[φ]− 1
2
∫ ∞
0
dτ
1
τ
Tr exp
(
−τS(2)cl
)
. (64)
This can be used for an UV regularization for a divergent loop contribution
by introducing an appropriate cutoff function in the integral [242]. Beyond
this, it has been recognized in [24] that the same formalism can be used to
also include an infrared cutoff k in the cutoff function. From this one can
obtain a flow equation for a scale-dependent effective action
k∂kΓk[φ] = −1
2
∫ ∞
0
dτ
1
τ
(k∂kfk(τ)) Tr exp
(
−τΓ(2)k
)
. (65)
Here the derivative Γ
(2)
k [φ] =
δ2
δφδφ
Γk[φ] of a scale-dependent effective action
replaces the derivative of the constant classical action Scl[φ] in the original
equation and turns it into a functional flow equation for the effective action.
In a sense, this renormalization-group improved equation is a self-consistency
equation for the change in the functional Γk to be solved at the IR scale k.
The cutoff function has to satisfy several constraints [237]. It must ensure
that for the infrared scale k → 0, effects of the cutoff are removed; and that
for k → Λ at the UV cutoff scale, the original (classical) theory is recovered.
A suitable choice for the cutoff function is [24]
fa(τk
2) =
Γ(a+ 1, τk2)
Γ(a+ 1)
(66)
where Γ(a+ 1, x) =
∫ x
0
ds sae−s is the incomplete Γ-function. The derivative
with regard to the cutoff scale k, which appears in the flow equation, is
k∂kfa(τk
2) = − 2
Γ(a+ 1)
(
τk2
)a+1
exp(−τk2). (67)
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Since the proper-time RG is based on a particular choice of regularization
of a one-loop effective action, the results depend on this regularization. To
some extent, this is common to all functional RG methods: The flow is
dependent on the choice of regularization, but the result in the deep infrared
limit is independent of this choice after all quantum fluctuations have been
integrated out. Such an RG flow is called an exact flow [243]. In practice,
there is always a residual cutoff dependence when the RG flow equations are
truncated in any expansion scheme.
The proper-time RG in an infinite-volume application has been shown to
be exact in this sense for a particular choice of regulator function [237]. For
this choice, it is equivalent to the flow obtained from the Wetterich equation,
making use of an optimized regulator function for the local approximation
[228]. The relation of the PTRG to exact RG flows and the conditions
under which the PTRG flow becomes exact, as well as the connection to
perturbation theory have been further explored and clarified in [243].
For the form of the cutoff function given above in eq. (67), the choice
a = d
2
reproduces the exact Wetterich flow with the optimized Litim-regulator
exactly in infinite volume [237].
Infinite Volume. The PTRG flow for the quark-meson model with the general
cutoff function with parameter a in d space-time dimensions is
k∂kUk(φ
2) =
k2(a+1)
(4pi)d/2
Γ(a+ 1− d/2)
Γ(a+ 1)
{
N2f − 1
E
2(a+1−d/2)
pi
+
1
E
2(a+1−d/2)
σ
− 4NcNf
E
2(a+1−d/2)
q
}
(68)
For a = d/2 or a = 2 at zero temperature for d = 4 space-time dimen-
sions, this reduces to the flow equation (46) from the Wetterich scheme with
optimized cutoff. The corresponding expression for the O(N)-model is
k∂kUk(φ
2) =
k2(a+1)
(4pi)d/2
Γ(a+ 1− d/2)
Γ(a+ 1)
{
N − 1
E
2(a+1−d/2)
pi
+
1
E
2(a+1−d/2)
σ
}
.
(69)
In the PTRG method, all space-time dimensions are included in the reg-
ularization procedure. This is a necessary consequence of the proper-time
regularization, which is symmetry-preserving by construction and does not
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break Lorentz or Euclidean invariance. It is therefore not possible to imple-
ment a cutoff scheme in which only the spatial dimensions are regularized,
and the Euclidean time dimension is left unaffected. However, for a specific
choice of the cutoff parameter, the Matsubara sums in the proper-time RG
flow equations can be performed analytically, and one recovers a flow equa-
tion coincident with one from a three-dimensional cutoff scheme in the exact
Wetterich RG formulation.
As shown in [145, 146], for a choice of a = 3/2 in d = 3 + 1 dimensions,
the sums over Matsubara frequencies yield after analytic evaluation the flow
equation in the form
k∂kUk(φ
2) =
k5
6pi2
{
N2f − 1
Epi
(
1
2
+ nB(Epi)
)
+
1
Eσ
(
1
2
+ nB(Eσ)
)
−2NcNf
Eq
(1− nF(Eq, µ)− nF(Eq,−µ))
}
. (70)
For this choice, the flow equation coincides with the exact equation (50) with
d = 3-dimensional optimized cutoff function.
Finite Volume. In a finite volume, the general derivation of the RG flow
equations is unchanged. The volume size L appears as an additional rel-
evant coupling or relevant scale parameter in the flow equations. From a
practical point of view, once again the volume integration over a contin-
uous momentum variable ~p is replaced by a summation over discrete mo-
mentum modes ~p 2p =
4pi2
L2
∑d
i=1 n
2
i (periodic (p) boundary conditions) or
~p 2ap =
4pi2
L2
∑d
i=1
(
ni +
1
2
)2
(anti-periodic (ap) boundary conditions). While
the flow equations for an appropriate choice of cutoff function again reduce
to those of Wetterich’s RG formulation with Litim’s optimized cutoff in the
infinite volume, this equivalence no longer holds in the finite-volume case.
To our knowledge, it is not possible to obtain an exact flow from the finite-
volume PTRG flow.
For an O(N)-model, the flow equations in an infinite d-dimensional vol-
ume and in a finite volume V = Ld can be written in very compact form
in terms of threshold functions `
(d)
a+1(L, ω) for finite volume and `
(d)
a+1(ω) for
infinite volume. The expressions for the threshold functions are given in the
appendix. In a finite volume V = Ld, the PTRG flow for the O(N) model is
given by the equation
k∂kUk(φ
2) = (k2)a+1
{
(N − 1)`(d)a+1(L,E2pi) + `(d)a+1(L,E2σ)
}
(71)
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where the threshold functions are now dependent on the volume size L. In
the infinite-volume limit L → ∞, this reduces to the infinite-volume flow
equation (69)
k∂kUk(φ
2) = (k2)a+1
{
(N − 1)`(d)a+1(E2pi) + `(d)a+1(E2σ)
}
(72)
written here in terms of the infinite-volume threshold function
`
(d)
a+1(ω) =
1
(4pi)d/2
Γ(a+ 1− d/2)
Γ(a+ 1)
1
ω(a+1−d/2)
(73)
to which the finite-volume threshold functions reduce in this limit. For the
analysis of scaling behavior, it is again sufficient to control the phase transi-
tion by varying the initial values of the relevant coupling.
It is slightly more involved to now also implement a finite temperature
in a field-theoretical sense as an additional, compactified d th dimension.
In this case, the cutoff functions will also depend on the ratio of the Eu-
clidean time-dimension β = 1/T and the size of the spatial volume extent
V = Ld−1 in the form of a new parameter t = TL [28]. The threshold func-
tions `
(F,B,ap,p),(d)
a+1 (TL, L, ω) that appear in this case depend on the choice of
boundary conditions in the spatial directions, the volume size L and the ratio
t = TL. Since the boundary conditions in the Euclidean time direction are
fixed, they also differ for bosons and fermions.
The flow equation for the effective potential of the quark-meson model
in a finite Euclidean volume V = 1
T
× Ld−1 is in terms of these threshold
functions
k∂kUk(φ
2) = (k2)a+1
{
(N2f − 1)`(B,p),(d)a+1 (TL, L,E2pi) + `(B,p),(d)a+1 (TL, L,E2σ)
−4NfNc`(F,l),(d)a+1 (TL, L,E2q)
}
(74)
where l ∈ {p, ap}, depending on the choice for the quark boundary conditions
in the spatial directions. For d = 3 + 1 dimensions, the choice a = d/2 = 2
is closest to the optimal choice in the rigorous Wetterich scheme. We note
again that because of the inevitable mixing of space-time dimensions in this
cutoff scheme, there is no direct analogue to the cutoff choice with only a
spatial-momentum cutoff that is possible in that scheme.
A drawback of the PTRG method is the difficulty of keeping track of
external momenta in correlation functions. While it is not impossible to
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extend the method beyond an expansion in purely local correlations [244,
241, 131], it is very difficult to include the dependence of vertex functions
and correlation functions on external momenta. This restricts the usefulness
of the method beyond the local expansion, as it is difficult to describe systems
where the momentum dependence of interaction vertices becomes essential
and a purely local expansion is not sufficient.
PTRG cutoff functions have been used in [26, 27, 28] for finite-volume
calculations, and a comparison between the PTRG cutoff scheme and the
one inherent in the Wetterich equation in [30] has been used for a system-
atic estimate of the cutoff effects in finite volume between these two cutoff
schemes. Such a comparison allows to estimate the size of truncation effects
and gives a bound on the error in the calculation. For more recent calcu-
lations [147, 148, 245, 246], the equations obtained in the formally exact
Wetterich scheme have been used exclusively.
7. Critical behavior and the Renormalization Group
Phase transitions in physical systems are the primary examples of critical
behavior. Our understanding of continuous or second-order phase transitions
would be woefully inadequate without understanding the effects of critical
fluctuations. Phase transitions are characterized by non-analytic behavior
in thermodynamic observables, stemming from a non-analyticity in the free
energy density of the system. In the case of continuous phase transitions,
these non-analyticities are closely linked with a diverging correlation length
at the transition.
Because of the diverging correlation length at the critical point the sys-
tem becomes essentially scale-free and the behavior in the vicinity of this
point is governed by power laws. This had been observed empirically long
before the renormalization group provided a thorough understanding of the
phenomenon [247, 248]. In fact, the existence of power-law scaling behav-
ior as such can be deduced from the assumption of a diverging correlation
length [21].
A consequence of the dominance of the long-range fluctuations over the
physics of a system at a critical point is universality of the observed scaling
behavior: Since long-range infrared fluctuations determine the behavior, the
microscopic details of a system become unimportant and the scaling behav-
ior depends only on the dimensionality and the relevant symmetries of the
system.
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The advent of renormalization group methods has ultimately provided us
with a method to actually calculate the numerical values of critical exponents
directly, and to also calculate the universal scaling functions which charac-
terize the observables in the scaling region around a critical point. For this
purpose, perturbative methods have been first employed [249, 250, 251, 252],
but also non-perturbative renormalization group methods have been used to
calculate critical exponents and to analyze scaling behavior [253, 254, 142,
213, 241]. The correct determination of critical exponents remains an im-
portant test of RG methods [225, 255, 215, 216]. Because critical behavior is
dominated by the long-range fluctuation effects, it is extraordinarily sensitive
towards finite-volume effects. If the system close to criticality is placed in a
finite box, the scaling behavior is immediately altered, and actual critical be-
havior can only be recovered in the limit of the box size L→∞. This poses
considerable problems for numerical simulations on finite, discrete lattices,
where critical behavior is influenced by the finite simulation volume. The
disadvantage of the small volume can only be overcome by understanding
the finite-volume effects, and with a theory of finite-size scaling, it can ac-
tually be turned to an advantage: Finite-size scaling analysis can be used as
an additional tool and provide more information about the scaling behavior
by comparing to finite-size scaling functions.
7.1. Scaling behavior in infinite volume
In the vicinity of a critical point, such as a continuous or second-order
phase transition, the dynamics of the system are dominated by the critical
long-range fluctuations. Renormalization group arguments show that the
singular part of the free energy density of the system satisfies to leading
order the scaling relation
fs(t, h) = `
−dfs(t`yt , h`yh) (75)
under a length rescaling by the dimensionless rescaling factor `, which can be
arbitrarily chosen. The parameters t = (T − Tc)/T0 and h = H/H0 are the
reduced temperature, measured from the critical value Tc, and the strength
of the external symmetry-breaking field. The normalization constants T0 and
H0 depend on the microscopic details of the system. After normalization, the
results describe the universal critical behavior of a system independent of the
UV structure.
For our purposes, it is sufficient to consider only two relevant couplings,
temperature t and symmetry-breaking field h, introduced above. Associated
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with these couplings are two exponents yt and yh, which specify all critical
exponents for the scaling behavior,
yt =
1
ν
, yh =
βδ
ν
, (76)
when taken together with the scaling laws γ = β(δ − 1) and γ = (2− η)ν.
As a consequence of the scaling relations, observables of the system can
now be expressed in terms of power-law behavior and the universal scaling
functions. For our model, the observables we consider are the order param-
eter, here identified with the pion decay constant M ≡ fpi, and the suscepti-
bilities χpi for the Goldstone modes and χσ, transverse and longitudinal with
respect to the direction of the external field h. By choosing the arbitrary
rescaling factor ` such that either t`yt = 1 or that h`yh = 1, the free en-
ergy density becomes a function of only a single scaling variable, combining
t and h, with an additional explicit dependence on either t or h. It follows
immediately that any thermodynamic observables which can be expressed in
terms of derivatives of f(t, h) with respect to the two couplings can also be
expressed in terms of such scaling functions [247].
For the order parameter, the scaling relation is given by
M(t, h) = h1/δfM(z), z = t/h
1/(βδ), (77)
where z is the scaling variable, and fM(z) is the scaling function, normalized
to fM(0) = 1. For small values of h and t < 0, the scaling function behaves
asymptotically as fM(z) ' (−z)β for large values of −z → ∞. The two
normalization constants T0 and H0 are determined from these two conditions,
such that
M(h) = h1/δ (78)
for t = 0 and
M(t) = (−t)β (79)
for h = 0 and t < 0.
In the calculations presented in the following, a local potential approxima-
tion has been used, the leading order of an expansion in powers of derivatives,
where the anomalous dimension vanishes, η = 0. In this case, the static sus-
ceptibilities in the model are directly related to the masses of the mesons
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according to
χpi =
1
M2pi
and χσ =
1
M2σ
(80)
for the transverse and the radial modes. Both in an O(N)-model and the
quark-meson model, the susceptibility for the transverse mode is directly
related to the order parameter M = 〈σ〉 = σ0:
χpi =
M
H
=
σ0
H
. (81)
Thus the transverse susceptibility does not provide any additional informa-
tion beyond that already contained in the order parameter M , and we do not
need to consider it separately. The scaling function fχ(z) of the longitudinal
susceptibility χσ =
∂M
∂H
is closely related to the scaling function fM(z) of the
order parameter and its derivative:
χσ =
h1−1/δ
H0
fχ(z) =
h1−1/δ
H0
1
δ
{
fM(z)− z
β
f ′M(z)
}
. (82)
It has been verified that this relation holds between the scaling functions in
the functional RG calculation [29], which is a highly non-trivial test of the
method, since it requires that both the order parameter and the higher-order
four-point coupling correctly include the relevant fluctuations.
The calculation of scaling functions and critical exponents has been a very
important application of the Renormalization Group. First determinations of
the scaling function for the order parameter or the magnetic equation of state
have been obtained from perturbative RG methods, such as the ε-expansion
[249, 250, 251].
Much of the work in the determination of critical exponents and scal-
ing functions has been done with the simulation of O(N) lattice spin mod-
els. Critical exponents for the O(4)-model were obtained in [256] to a high
accuracy in such a spin model calculation. Finite-size effects and scaling
corrections in the determination of critical exponents in such models were
corrected in [257, 258]. A first determination of the O(4) scaling functions
in d = 3 dimensions from a lattice spin model has been done in [259] for the
purpose of analyzing the chiral phase transition for QCD. Goldstone mode
effects near the coexistence line (the first-order transition line at H = 0) were
investigated and a determination of the scaling functions was completed by
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Engels et al. for the O(4)- [260] and O(2)-models [261]. More recently, the
transverse and longitudinal correlation lengths and their scaling functions in
the O(4) lattice spin model have been investigated in [262, 263]. A represen-
tation of the 3d scaling functions for the O(4) model has been determined
by Engels and Karsch in [264] by re-analyzing data from the high precision
spin model lattice simulations in large volumes in [263]. The volumes are
sufficiently large that all finite-volume effects should have disappeared. The
high precision and the parameterization of the scaling functions make these
results very suitable for a scaling analysis of lattice QCD data.
Field-theoretical results for the O(4) scaling function for the order pa-
rameter were obtained in [265] from a small-field expansion, making use of
the known analytical constraints on the equation of state.
Functional RG methods have been applied to the problem as well. The
observation of critical scaling behavior in a quark-meson model with Nf = 2
flavors and determination of the O(4) scaling function with the Wetterich
equation were achieved in [142]. In a study using the functional PTRG for an
O(N)-model [241], critical exponents for different values of N were obtained
and the scaling behavior in the temperature dependence in the absence of
explicit symmetry breaking was investigated.
In our own work, we have used the Wetterich equation to calculate the
scaling functions for the O(4) model in d = 3 in a local potential approxima-
tion. This provided primarily a starting point and a reference for a scaling
analysis in a finite volume. As a secondary goal, we also investigated the scal-
ing behavior for large symmetry-breaking fields and determine the violations
of scaling behavior on scales that are presumably relevant for the analysis of
QCD lattice results.
As mentioned above, a first study of the O(4) scaling behavior in an
Nf = 2 quark-meson model with the non-perturbative RG was done in [142].
Also in [233] a scaling analysis of the critical behavior of an Nf = 2 quark-
meson model was performed with the aid of the functional RG. The emphasis
of these studies was on the attempt to observe the scaling behavior, and
deviations were not investigated.
In [147], a scaling analysis for the quark-meson model, in infinite as well as
finite volume, has been performed. The goal was to advance to realistic pion
masses and to map out the scaling region and investigate scaling deviations
as they might occur in lattice simulation data.
The scaling analysis for a theory in the O(4) universality class in d = 3
dimensions is here also performed for a model in d = 4 Euclidean dimensions,
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where the temperature is given by the extent of the volume in the Euclidean
time direction. Consequently, scaling in the d = 3 universality class will only
be observed when the system satisfies the conditions for an effective dimen-
sional reduction. The question of the applicability of dimensional reduction
to the chiral phase transition was also raised in [142].
This is very similar to the situation that one actually encounters in the
scaling analysis of lattice QCD results. If one assumes a chiral transition
temperature of Tc ≈ 150 MeV and a pion mass of mpi ≈ 140 MeV, it is a
priori not at all obvious that there are no critical fluctuations propagating
in the Euclidean time direction.
We find both in the O(4)-model study and the quark-meson model study
that pion masses have to be fairly small in order to observe scaling behavior
without any large corrections to scaling. While it is difficult to compare
universal results on an absolute scale between different physical systems, the
scales in the quark-meson model are similar enough to those in QCD to
allow some conclusions. In particular, the transition temperature with Tc =
150 MeV is similar to the one found on the lattice [266, 267, 268, 269, 270, 42].
In Fig. 10, the scaling behavior of the longitudinal susceptibility from the
quark-meson model is shown for pion masses in the range of 0.2 MeV ≤
Mpi ≤ 0.9 MeV, i.e. considerably smaller than the one accessible in current
lattice simulations. In this case, the scaling behavior is almost perfect and
deviations are negligible. In contrast, in Fig. 11 the results for pion masses
of Mpi = 75 MeV and Mpi = 200 MeV are shown, which are used in current
simulations [6, 271]. In this case, scaling violations are rather large, and the
rescaled results differ significantly from the actual scaling functions. Note
that there is an apparent scaling behavior if only results in a small interval
of pion masses are taken into account.
Many of the results for scaling functions obtained with different methods
have been used in the analysis of the scaling behavior of lattice QCD data
and have proven to be very useful. While the emphasis in earlier calculations
was on the determination of the then-unknown scaling functions and the
observation of scaling behavior in the first place, our goal has been to inves-
tigate the conditions under which these results can be reasonably compared
to those of lattice QCD simulations. Since the quark masses and therefore
the amount of chiral symmetry breaking was large in early lattice simulation
studies of scaling at the phase transition [272, 273], it appears likely that
the effect of large quark masses led to significant corrections to the scaling
behavior. Remarkably, while of course also affected by large quark masses,
58
050000
100000
150000
200000
250000
300000
350000
-3e-005 7e-005 0.00017
χ
σ
[1
/G
eV
2
]
t = (T − Tc)/T0
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
-5 -4 -3 -2 -1 0 1 2 3 4 5
χ
σ
H
0
h
1
−1
/
δ
z = t/h1/βδ
Figure 10: Chiral (longitudinal) susceptibility χσ from the quark-meson model in the pion
mass range Mpi ∈ [0.2, 0.9] MeV [147]. The critical temperature in the model is Tc = 145
MeV. Shown is the susceptibility χσ as a function of the reduced temperature t (first
panel), and the rescaled susceptibility H0h
1−1/δχσ as a function of the scaling variable
z = t/h1/(βδ). Scaling deviations are small only for these pion masses which are small
compared to the other scales in the model. Figures from J. Braun et al., Eur. Phys. J.
C71, 1576 (2011), Copyright (2011), reprinted with kind permission from Springer Science
and Business Media.
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Figure 11: Rescaled longitudinal susceptibility H0h
1−1/δχσ as a function of the scaling
variable z = t/h1/(βδ) [147]. Scaling deviations become large for pion masses that are
realistically large and of the same size as those in current lattice simulations. Figure
from J. Braun et al., Eur.Phys.J. C71, 1576 (2011), Copyright (2011), reprinted with kind
permission from Springer Science and Business Media.
an analysis of finite-size scaling behavior might have been easier in the rela-
tively small lattice volumes of early calculations, but was not attempted. For
more recent scaling studies [6], where pion masses are even decreased below
their physical values, an analysis of finite-volume effects will be ever more
relevant.
7.2. Finite-Size Scaling
Any study of phase transition behavior in a system by means of a numeri-
cal simulation in a finite volume is confronted with the problem that, strictly
speaking, phase transitions can only take place in infinite-volume systems:
Only in the thermodynamic limit can the partition function develop non-
analytic behavior. From a theoretical point of view, this is a pre-requisite of
the discontinuous or singular behavior in thermodynamic observables which
characterizes a phase transition. Finite-size effects are not solely a complica-
tion for finite-volume simulations of a physical system, but can actually serve
as an additional analytical tool for the analysis of critical phenomena. They
can be used in a systematic fashion to extract additional information from a
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finite-volume system close to criticality. Putting a system into a finite vol-
ume always introduces an additional relevant variable into the system: Only
in the limit L→∞ of infinitely large volume size L does the system actually
reach criticality. For any finite value of L, the system is necessarily away
from the critical point.
This can be also understood easily by considering the correlation length
associated with the order in the system. The correlation length obviously
cannot exceed the system size, and this imposes an absolute limit on its
magnitude. In particular, it can never diverge and the finite-size system
cannot reach the critical point. The correlation length can only become
infinite again in the thermodynamic limit.
This consideration leads one directly to Fisher’s finite-size scaling hypoth-
esis [274]: It ought to be possible to describe finite-size effects in the vicinity
of the critical point entirely in terms of the correlation length and the system
size. According to Fisher’s hypothesis, the finite-size scaling should in fact
only depend on the ratio of these length scales.
For example, applying Fisher’s scaling hypothesis to the order parameter
M , one expects that the ratio between its values in finite and infinite volume
is given by a function which depends only on the ratio of the infinite-volume
correlation length ξ(t, h, L→∞) to the volume size L:
M(t, h, L)
M(t, h, L→∞) = F
(
ξ(t, h, L→∞)
L
)
. (83)
From this hypothesis, taken together with the known power-law scaling be-
havior of thermodynamic quantities from infinite volume, one can already
deduce the form of finite-volume scaling functions. Since the infinite-volume
correlation length scales as ξ ∼ t−ν with the temperature in the absence of
the field h, in order to keep the ratio ξ/L constant under a length rescaling
of L requires to vary t in such a way to keep in turn tL1/ν constant. If we
also want to make contact with infinite-volume scaling, we need to keep the
scaling variable z = t/h1/(βδ) constant, and hence need to keep hLβδ/ν con-
stant. This already suggests which variables will be useful for a finite-size
scaling analysis.
More generally, the volume size L must be treated as an additional rele-
vant coupling at a critical point, since only in the limit L → ∞ the critical
point can be attained. Including L in the scaling relation (75), the singular
part of the free energy of the system behaves as
fs(t, h, L) = `
−dfs(t`yt , h`yh , L`−1). (84)
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The rescaling factor ` can now be chosen to keep one argument constant, so
that the free energy density becomes a function of only two scaling variables.
In order to obtain the infinite-volume scaling behavior for L → ∞, it is
advantageous to choose the scaling variable z as one of these two variables.
The leading-order behavior for the order parameter M can then be expressed
as
M(t, h, L) = L−β/νQM(z, hLβδ/ν), (85)
i.e. in terms of a finite-size scaling function and the new scaling variable
hLβδ/ν .
Asymptotically for L → ∞, we expect to recover the infinite-volume
scaling behavior from the finite-size scaling function. Therefore
lim
x→∞
QM(z, x) = x
1/δfM(z) with x = hL
βδ/ν . (86)
A similar relation can be derived for the longitudinal susceptibility. In
leading order, one finds
χσ(t, h, L) = L
γ/νQχ(z, hL
βδ/ν). (87)
For very small volumes or very small symmetry breaking, the finite-size scal-
ing function for the susceptibility becomes almost constant as a function of
the scaling variable hLβδ/ν . Since γ/ν = (2− η) because of the scaling rela-
tions between the critical exponents and η ≈ 0 for O(N) models, one finds
the canonical finite-volume scaling behavior χσ ∼ L2 for the susceptibility,
as expected from basic dimensional arguments.
Since the system size L is a dimensionful length scale, it cannot be a uni-
versal quantity. The absolute length scale will be sensitive to the microscopic
details of the theory or model considered. For this reason, the finite-size scal-
ing functions are not universal as long as they still depend on a dimensionful
L. We obtain truly universal results only if we introduce a non-universal
normalization factor L0, in analogy to H0 and T0, and parametrize results in
terms of the dimensionless size variable l = L/L0.
A possible choice for the normalization constant L0 is provided by the
correlation length, which behaves for h = 0 and L→∞ as
ξ(t) = L0t
−ν (88)
Mσ(t) =
1
L0
tν . (89)
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Then the ratio
L
ξ(t, L→∞) = Mσ(t)L =
L
L0
tν = ltν (90)
becomes a truly scale-independent variable which can be compared directly
between different systems. We note that the necessity to normalize the length
scale to a universal, dimensionless quantity has not always been observed in
comparisons of e.g. spin model and lattice QCD results. However, this is
well recognized: In the lattice investigation of O(2) scaling behavior for QCD
with staggered fermions [275], for example, careful attention has been paid to
compare only results with the same dimensionless ratio ξ/L for spin systems
and QCD.
Pioneering work on the effects of Goldstone modes and the scaling behav-
ior of different observables in a finite volume for O(2) and O(4) spin models
was done in [260, 261, 276]. The finite-size scaling functions from O(2) and
O(4) spin model lattice simulations in d = 3 were first determined in [276]
by Engels et al., where also a first attempt at a finite-size scaling analysis of
QCD lattice simulation data was made. The results for the scaling function
from this simulation at the critical temperature T = Tc (z = 0) are shown
in Fig. 12. For large values of the symmetry-breaking parameter H and
short correlation length, the behavior of the system approaches the infinite-
volume behavior H1/δ asymptotically, which is reflected in the behavior of
the finite-size scaling function. For small symmetry breaking parameter, the
correlation length increases and finite-size effects become apparent in the de-
viation of the results from the asymptotic behavior. This is the region which
is most interesting for studying finite-size scaling effects. Unfortunately the
original investigation in [276] only provided relatively few data points in this
region.
In a recent update of this work by Engels and Karsch [277], which extends
the infinite-volume investigation [264] to finite volumes, the authors calculate
finite-size scaling functions for the order parameter and the susceptibility for
the O(4) spin model in d = 3 from high precision lattice simulations. Polyno-
mial parameterizations of the finite-size scaling functions are given, and the
normalization conditions for the length scale are discussed. The analysis is
extended over a much larger range of z-values, compared to the first investi-
gation in [276]. A new parameterization for the finite-size scaling functions,
which allows to easily make direct contact with the scaling functions in the
thermodynamic (infinite-volume) limit, is also introduced. The results will
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Figure 12: Finite-size scaled data for the order parameter M from an O(4) spin model
lattice simulation [276]. The simulation was performed at the critical temperature T = Tc,
i.e. at t = 0, z = 0. The line indicates the asymptotic behavior Q0,∞ ∼ (HL1/νc)1/δ of the
finite-size scaling function QM (z, hL
1/νc) for z = 0, L → ∞, where νc = ν/(βδ). Figure
reprinted from J. Engels et al., Phys. Lett. B514, 299 (2001), Copyright (2001), with
permission from Elsevier.
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likely be extremely valuable for the finite-size scaling analysis of lattice QCD
data.
in [30], the finite-size scaling behavior in the O(4) model with functional
Renormalization Group methods has been investigated, using both the Wet-
terich equation and the PTRG cutoff scheme. A significant advantage of the
RG approach above a model simulation is the wide range of possible volume
sizes and values of the symmetry-breaking parameter (and hence the wide
range of masses for the Goldstone modes). This makes it possible to explore
the scaling region in detail, and to investigate both asymptotic behavior and
deviations from or corrections to the scaling behavior. The investigation was
restricted to an expansion of the effective action for the O(4) model in purely
local couplings. This means that the anomalous dimension vanishes, η = 0,
and there is a small, systematic error in the values for the critical exponents.
It was possible to obtain results for the scaling functions for the order pa-
rameter and the longitudinal susceptibility over a wide range of volumes and
values of the symmetry-breaking field. The corrections to the scaling behav-
ior due to large symmetry breaking agree with the predictions of a general
RG analysis of the scaling behavior.
Exemplary results for the scaling function for the order parameter M =
〈σ〉 are shown in Fig. 13 for the system at the critical temperature (T = Tc
or z = 0 for the scaling variable). From the unscaled results for M as a
function of the symmetry-breaking field h, one observes that the curves for
different volume size L deviate from the asymptotic infinite-volume result at
different values of h: The symmetry-breaking parameter controls the corre-
lation length, large values of h corresponding to large fluctuation masses and
short correlation lengths. Hence the deviations from infinite-volume behav-
ior appear at small values of h for large volume size L, where the correlation
length ξ is also large. The rescaled results for MLβ/ν vs. hLβδ/ν collapse
nicely onto the scaling function. The expected deviations appear for large
values of h. Parameterizations are provided for the scaling functions for or-
der parameter and longitudinal susceptibility for a wide range of values of
the infinite-volume scaling variable z.
For a direct comparison with QCD lattice simulation data, a determi-
nation of the length renormalization constant as in Eq. (90) for the lattice
results is necessary, which in turn requires a measurement of the correlation
length on the lattice. Even though this is difficult to do, using the pion mass
as an estimate, these results suggest that current lattice simulations are in
the asymptotic scaling region and finite-size scaling effects are small. This
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Figure 13: Finite-size scaling behavior of the order parameter M at the critical temper-
ature, z = 0, for the O(4) model in d = 3 from [30]. The first panel shows the order
parameter M as a function of h for different volume sizes, and the second panel the finite-
size scaled order parameter Lβ/νM as a function of hLβδ/ν . For large values of h, where
the correlation length is small, the unscaled results for different volume sizes all converge
towards the same infinite-volume limit (first panel). The black dashed line is the scaling
function after accounting for scaling corrections (second panel). Figure from J. Braun and
B. Klein, Eur. Phys. J. C63, 443 (2009), Copyright (2009), reprinted with kind permission
from Springer Science and Business Media.
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is consistent with the observations made in [276] for older lattice simulation
results.
An extension of these investigations of the O(4) model to the O(2) model
in d = 3 is provided in [246]. In addition to a comparison of the finite-size
scaling functions and scaling regions for these models, for the first time the
functional RG method has been used to calculate 4th order Binder cumu-
lants [278] in this work. The Binder cumulant is a correlation measure which
exhibits at the critical point in the infinite-volume limit a value specific to a
particular universality class, and it is therefore very useful for the determi-
nation of a critical point and its universality class [279, 46, 280]. It is in and
of itself already a finite-size scaling function [280]
B4(T, L) = QB(tL
1/ν , L−ω, . . .) = a0 + a1tL1/ν + a2L−ω + . . . , (91)
which reduces to the universal value a0 at the critical point (t = 0, L→∞).
Non-universal finite-size scaling corrections proportional to L−ω (ω > 0)
vanish in this limit. Different normalizations for the Binder cumulant are
sometimes used, we choose
B4 =
〈(φ2)2〉
〈φ2〉2 , (92)
where φT = (σ, pii) and i runs over the total number of Goldstone modes.
The Binder cumulant is essentially a measure of non-trivial fourth order
correlations, since it compares all contributions of possible fourth-order fluc-
tuations to the contributions from the trivial Gaussian part. In the ordered
phase (T  Tc), fluctuations are suppressed by powers of 1/V , and in leading
order
〈(φ2)2〉 →M4 and 〈φ2〉 →M2, (93)
such that
B4(T  Tc)→ 1. (94)
On the other hand, for T  Tc, B4 is dominated by fluctuation effects, and
its value must depend strongly on the number of degrees of freedom in the
system. For O(N) models, analytic calculations [246] indicate that
B4(T  Tc)→ N + 2
N
, (95)
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which is in good agreement with the numerical results. The values found in
the numerical calculations for the universal values of the Binder cumulant at
the critical temperature Tc and in the infinite-volume limit are
B4(O(2)) = 1.2491(39)
B4(O(4)) = 1.0836(10), (96)
which is within 1% of the values obtained in lattice spin model simulations
for the O(2) model [280] and the O(4) model [256]. These results are again
obtained over a very large range of volume sizes and values for the symmetry-
breaking field H. They show that despite the presence of large non-universal
finite-volume corrections in the finite-size scaling region, the Binder cumulant
can still be used successfully to distinguish N = 2 from N = 4 in O(N)
scaling behavior. However, as a second result, one finds that the size of the
finite-size scaling region in both models is very similar. Expressed in terms
of the longitudinal correlation length, ξL = 1/mσ, we find
ξL(O(2))/L = 0.395(5)
ξL(O(4))/L = 0.372(2). (97)
By using mpi < mσ as a bound, we obtain the more useful estimates
(mpiL)(O(2)) = 2.01(1)
(mpiL)(O(4)) = 2.12(2) (98)
for the size of the finite-size scaling regions in the respective models. These
values are likely too similar to use them in any way as a distinction of the
universality classes. However, they provide a useful estimate for the size
of the region in which finite-size scaling effects can be reasonably expected
to occur. Figs. 14 and 15 show the results for the Binder cumulant at the
critical temperature (t = 0) as a function of the symmetry-breaking field H,
plotted against the finite-size scaling variable hlβδ/ν . As usual, h = H/H0
and l = L/L0 are normalized according to the conventions (78) and (90).
Dimensional scales are set by the parameter choices at the UV scale of the
model. In Fig. 14, we observe a nice collapse of the data onto a single scaling
curve when plotting B4 against the scaling variable hl
βδ/ν and a convergence
of the B4 value for small symmetry-breaking field h with increasing volume
size against the expected value at the critical temperature. From Fig. 15, we
learn that even for small volumes sizes, with sizeable finite-size corrections to
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Figure 14: 4th order Binder cumulant B4(Tc) for the O(2) model in d = 3 at the critical
temperature as a function of the symmetry-breaking field h, rescaled with the volume,
from [246]. The universal value of ξL/L at the onset of the finite-size scaling region for
the order parameter is indicated in the plot. For small symmetry-breaking field h, the
correlation length is large and the system exhibits finite-size scaling behavior. For large
values of h, the correlation length is much smaller than the system extent, the system is in
the ordered phase and B4 → 1. In the finite-size scaling region, only the results B4(Tc, L)
for large volumes, L > 500 fm, approach the universal value B4(Tc) = 1.2491(39). Non-
universal finite-volume corrections are significant for the smaller volume sizes, L < 100 fm.
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Figure 15: 4th order Binder cumulant B4(Tc) for both the O(2) model (red dots) and O(4)
model (blue squares) in d = 3 at the critical temperature as a function of the symmetry-
breaking field h rescaled with the volume from [246]. The points in this plot correspond
to volumes from L = 10 fm (largest values of B4) to L = 5000 fm (smallest values of
B4). The central observation is that, even in the presence of significant non-universal
finite-size corrections, it is possible to distinguish between O(2) and O(4) critical behavior
by means of the Binder cumulant B4.
70
the scaling behavior, it is still possible to distinguish between the O(2) and
O(4) universality classes: The groups of points from different volume sizes
are clearly distinct for the O(2) and O(4) models. In particular, we see that
the large-volume limit is always approached from above (implying a positive
coefficient a2 in Eqn. (91)). If this holds in general also for other systems,
this would yield a useful criterion to exclude scaling behavior: For example,
for t = 0 and in small volumes mpiL . 2, a value B4(t = 0, L) < 1.25 would
clearly exclude the possibility of O(2) scaling behavior.
In order to make more direct contact with QCD lattice simulation re-
sults, we have repeated a finite-size scaling analysis for the quark-meson
model [147], where we adjusted parameters and mass scales to match the
physical values. This makes it possible to address several questions that are
of relevance for the interpretation of lattice simulations. The scaling region
for a finite-size scaling analysis can be estimated from the results. The pion
mass in the model can be easily adjusted from the physical value to the chiral
limit of exactly massless pions. The volume size can be adjusted over a wide
range of values as well. Fig. 16 shows the order parameter M = fpi as a
function of the symmetry-breaking field h, as for the O(4) model in Fig. 13.
The rescaled data Lβ/νM as a function of hLβδ/ν collapse onto the scaling
function. The result most relevant for practitioners is the size of the region
where finite-size scaling effects dominate. In Fig. 16, this region is limited
by the point where the slope of the curve changes and deviates from the
asymptotic infinite-volume behavior. The dimensionless variable mpiL at the
bend point takes values in the range from mpiL = 2− 3. For a volume size of
L = 4 fm, the value of h at the bend point corresponds to a vacuum pion mass
of mpi = 139 MeV and mpiL = 2.82. Values for several other volume sizes are
given in [147]. Overall one can conclude that the finite-size scaling region is
currently not explored in QCD lattice simulation runs with mpiL ≈ 4−5, and
consequently a finite-size scaling analysis cannot be brought to bear on these
results. Other finite-volume effects are however present in such calculations,
as will be discussed below.
7.3. Scaling analysis of lattice data
Lattice QCD simulation results are necessarily obtained in a finite simu-
lation volume. This makes it very difficult to observe critical (second-order)
phase transition behavior. Actually divergent quantities can only appear in
the thermodynamic limit which requires infinite volume size V → ∞. Due
to the specific challenges of implementing fermions on a discretized lattice,
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Figure 16: Finite-size scaling behavior of the order parameter M = fpi at the critical
temperature, z = 0, for a quark-meson model in d = 3 + 1 dimensions at finite temper-
ature [147]. The scaling behavior conforms to the one in d = 3 dimensions, with the
appropriate values for the critical exponents. The theory is effectively reduced to d = 3.
The first panel shows the order parameter M = fpi as a function of h for different volume
sizes. The second panel shows the finite-size rescaled order parameter Lβ/νM as a func-
tion of hLβδ/ν . Figures from J. Braun et al., Eur. Phys. J. C71, 1576 (2011), Copyright
(2011), reprinted with kind permission from Springer Science and Business Media.
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chiral symmetry is always broken and quark masses in the simulations are
finite. This makes a scaling analysis absolutely necessary for a classification
of the observed phase transition behavior. Once the pion masses become
smaller in improved simulations and approach the chiral limit more closely,
in any given volume the effects of finite-volume effects become again more
acute: Smaller pion masses lead to a longer range of fluctuations and stronger
influence of the finite volume size. On the one hand, this requires to account
for finite-volume effects in the (assumed) infinite-volume scaling behavior.
On the other hand, this opens up the opportunity to perform a finite-size
scaling analysis which can provide additional information about the scaling
behavior.
The famous renormalization-group based calculation by Pisarski and Wil-
czek [36] from a perturbative treatment of matrix models shapes our expec-
tations of the phase transition behavior: If the phase transition is dominated
by the restoration of chiral symmetry, for Nf = 2 massless flavors, the tran-
sition should be of second order and fall into the O(4) universality class. For
Nf = 3 massless flavors, fluctuations should drive the transition to be first
order [36]. A decreasing instanton density at high temperature can effectively
restore the UA(1) symmetry broken by the anomaly, which would lead to an
additional change in the transition order, if the axial symmetry is effectively
restored before the chiral flavor symmetry.
Scaling arguments have been applied in the analysis of QCD phase tran-
sitions for any number of quark flavors and values of the quark mass. A
very successful application of finite-size scaling analysis to lattice QCD was
achieved in the case of Nf = 3 quarks with degenerate masses. For Nf = 3
massless or very light quarks, the transition was indeed found to be of first
order. With increasing quark mass, the line of first-order transitions termi-
nates in a critical end point at a quark mass mc. This critical end point
in the Ising universality class Z(2) was unambiguously identified in Nf = 3
lattice simulations [279, 46, 281].
For the chiral phase transition with Nf = 2 light quarks, following the
theoretical arguments in [36], a second-order phase transition in the O(4)
universality class for d = 3 is expected. An early analysis [272] with Nf = 2
Wilson fermions found behavior that was consistent with the expected O(4)
scaling behavior, although volumes were very small (83× 4) and pion masses
very large. The results were obtained mainly for temperatures above the
transition, and the behavior was compatible both with mean-field and O(4)
scaling behavior, which was slightly favored.
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Additional scaling analysis results from lattice QCD for Nf = 2 flavors
were obtained by the JLQCD [273], MILC [282] and CP-PACS [283] collab-
orations. For Wilson fermions, apparent O(4) scaling behavior was observed
by the CP-PACS collaboration [283], but only for temperatures above the
phase transition temperature, where there is very little dependence on the
symmetry group, since there are no Goldstone modes. The JLQCD study
[273] for two flavors with staggered quarks found significant finite-size effects
on small lattices and effectively ruled out a first-order phase transition. Scal-
ing behavior was observed, but the coefficients were inconsistent with either
O(4) or O(2) scaling behavior, which is expected as a possibilities due to the
symmetries of staggered fermions on the lattice. For staggered fermions, the
MILC collaboration did not find O(4) scaling behavior [282], also above the
transition temperature.
The absence of the expected scaling behavior or any other (first-order)
scaling behavior in the transition region was a long-standing problem, and in
fact even the CP-PACS results were somewhat unsatisfactory, since they did
not extend to a region where Goldstone mode effects would be observable
and the critical fluctuation behavior associated with the transition would
undoubtably be present.
Another early finite-size scaling analysis of (then still unpublished) lattice
simulation results for Nf = 2 from the JLQCD collaboration [273] and the
Bielefeld group [284] was performed in [276]. The finite-size scaling behavior
obtained from spin model simulations was compared to the lattice simulation
results and an appropriate finite-size scaling analysis was performed. As far
as any conclusion could be drawn in this study, the lattice results for the
peak position of the susceptibility conformed to the asymptotic large-volume
behavior of the finite-size scaling functions. Interpreting these results in
the light of our investigations, the data seem to fall into a range with only
small finite-volume effects, where infinite-volume scaling is expected, and not
properly into the finite-size scaling region. This suggests that pion masses
are too large to lead to finite-size scaling effects at the given lattice volumes
for these data sets.
Kogut and Sinclair have simulated lattice QCD with two flavors of stag-
gered quarks and a chirally modified action to investigate the expected O(2)
scaling behavior by comparing to an O(2) spin model [275]. This modified
staggered action allow simulations in the chiral limit. The comparison be-
tween QCD results and O(2) spin model results is done carefully in a way
that matches results with the same ratio ξ/L. They identify a misleading,
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Figure 17: Ratios of the correlation lengths ξ(2L)/ξ(L) in volumes of linear extent L and
2L as a function of volume size L. The volume range marked blue in the plot is the one
estimated by us for simulations with the lightest pion mass undertaken in [285]. mqa is the
quark mass in lattice units. Our results imply that finite-size scaling effects are still very
small in this region and likely not observable in the lattice simulation data of [285, 286].
apparent tri-critical scaling for very small volume size which might lead to
false conclusion in the analysis of lattice QCD data. At the same time, they
find a finite-size scaling behavior consistent with the O(2) universality class.
Although not conclusive, the study clearly establishes that the finite-volume
effects for critical scaling are not negligible.
An extremely careful analysis of finite-size scaling effects for QCD with
two quark flavors (Nf = 2) was more recently carried out in [285, 286]. In
these papers, the authors put forward the hypothesis that the phase tran-
sition observed in two-flavor QCD might be of first order, and not of sec-
ond order in the O(4) universality class, as the arguments from fluctuations
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compatible with the chiral flavor symmetry imply [36]. The authors argue
that the phase transition in QCD might be dominated by the confinement–
deconfinement phase transition, instead of chiral effects, and therefore be of
first order. They find some evidence in support of this thesis, but cannot
establish any clear scaling behavior, neither in the quark mass dependence
nor in the finite-size dependence, which would allow definitive conclusions.
The question raised by these results were an important inspiration for the
RG investigations into the finite-size scaling behavior of the O(4) universality
class.
A significant problem in the comparison of finite-size scaling functions
to simulation data is the determination of a length scale normalization. A
practical way around this problem is to consider only dimensionless ratios
of the same quantity for different volume sizes at a fixed ratio. This idea
is widely used in condensed matter applications, where scaling behavior in
terms of a ratio of quantities at volumes of size L and 2L is considered [287,
288, 289]. Results for the ratio of correlation lengths ξ(2L)/ξ(L) as a function
of the dimensionless ratio ξ(L)/L for an O(4) model in d = 3 from [30] are
shown in Fig. 17. For increasing values of L, the ratios for pairs of volumes L
and 2L approach a universal scaling curve. One finds that ξ(L)/L approaches
some maximal value, and hence the ratio ξ(2L)/ξ(L) converges towards the
value 2. For large volumes, ξ(L)→ ξ(∞) and the ratio approaches 1. In the
plot, the situation at the peak of the longitudinal susceptibility is considered.
The scaling variable z = zp is chosen such that for any value of the symmetry
breaking parameter, the temperature corresponds to the one at the peak of
the susceptibility. We can identify the region in ξ(L)/L for which finite-size
scaling effects become significant.
In order to compare to the results from the lattice QCD simulation [285],
it is still necessary to estimate the correlation length, for which no direct
measurement is available. For a rough estimate, we can use the correlation
length from the lightest fluctuations as an upper bound: Since the pion is
the lightest particle, no other fluctuation can lead to correlations with a
longer range, and the pion mass can provide an estimate of the lower bound
1/(mpi(L)L) for the ratio ξ/L. We have used the results from [285] to estimate
this bound, and the result for 1/(mpi(L)L)for the smallest pion mass and the
smallest quark mass mqa = 0.01355 (in lattice units) is indicated by the
horizontal bar in Fig. 17. One can conclude that the regime in quark mass
and volume size considered in the lattice analysis likely does not exhibit
significant finite-volume effects or falls into the finite-size scaling region. For
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the given pion mass, this would actually require a smaller volume.
An important result of this investigation is the observation that it re-
quires very small pion masses, compared to the hadronic UV scale of the
problem, to obtain convergent results for the scaling functions. We first ob-
served this in [29], where an initial UV scale on the order of ∼ 1 GeV was
used for integrating out critical fluctuations in an O(4)-model. As is custom-
ary for universal quantities, the subsequent analysis was performed in terms
of dimensionless parameters which assure comparability between different
systems in the infrared regime.
In the investigation in [147] of a quark-meson model in d = 3+1 Euclidean
space-time dimensions, we also find that the pion masses required to observe
scaling behavior are extremely small. Deviations from the scaling behavior
are only negligible if one decreases the pion masses by at least one order of
magnitude from its physical value.
An extensive scaling study of the Brookhaven-Bielefeld group of the mag-
netic equation of state [6] for 2+1 quark flavors with staggered fermions and
with pion masses down to about 75 MeV appears to validate O(N) scaling
behavior. O(4) and O(2) scaling behavior expected for staggered fermions
cannot be distinguished in this analysis. For large quark masses (and hence
pion masses) in these simulations, one observes significant deviations of the
results from the scaling functions. These effects due to large quark masses
and the observed scaling deviations depend on the choices (which data points
are included in the analysis) for setting the scales T0 and H0 and determining
the critical temperature Tc [290].
The results for finite-volume effects in [147] for the quark-meson model
are also relevant for the analysis of these lattice results. It is discussed what
happens when we assume infinite-volume scaling behavior in a finite volume
and the effects of deviations from the expected scaling behavior. Results for
these effects for a pion mass of 75 MeV (as in [6]) can be seen in Fig. 18. For a
quark-meson model we find that the scaled susceptibility in the finite volume
is actually larger than that in infinite volume, and significant effects appear
already for volumes as large as L = 6 − 8 fm, which is comparable to the
volume sizes in [6]. A recent paper of the HotQCD collaboration [271] invokes
the results from the calculation [147] as a possible explanation of differences
for the chiral susceptibility between lattice results from different simulation
runs with different fermion discretizations and different simulation volumes
in terms of finite-volume effects.
With some reasonable inferences about the pion masses in the simula-
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Figure 18: Rescaled longitudinal susceptibility as a function of the scaling variable z for
Mpi = 75 MeV for different volume sizes from the quark-meson model RG calculation
in [147]. For smaller pion masses, the finite-volume effects become significantly larger.
Significant deviations from the infinite-volume behavior appear for L ≤ 6 fm. Figure from
J. Braun et al., Eur. Phys. J. C71, 1576 (2011), Copyright (2011), reprinted with kind
permission from Springer Science and Business Media.
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tion [6], making use of explicit results from [291], it is possible to analyze the
deviations from the infinite-volume scaling behavior of the order parameter
M in a finite volume [292]. The deviations in the rescaled order parameter
R[fM(z, L)] =
M(t, h, L)h−1/δ − fM(z)
fM(z)
(99)
from the infinite-volume scaling function fM(z) decrease as a function of
mpiL [292] (see Fig. 19). In Fig. 19, the results for this quantity are shown.
While they do not fall onto a neat curve, the monotonous decrease of the
deviations as a function of mpiL demonstrate clearly that these deviations
are indeed due to finite-volume effects.
In conclusion, these results on finite-size scaling and the finite-volume ef-
fects on the scaling behavior at the chiral phase transition contribute valuable
context to the analysis of lattice simulation results: They provide guidance
on the regime in pion mass and volume size in which finite-size scaling can
be observed. In relation to QCD lattice simulations such as [285, 286], they
indicate that for the realized pion masses smaller simulation volumes are
required to see finite-size scaling effects. With regard to the scaling analysis
of simulation data under the assumption of infinite-volume scaling behavior,
they indicate that scaling violations should still be significant at current pion
masses, and that finite volume effects might affect in particular susceptibili-
ties significantly. With further progress of lattice QCD simulations and ever
decreasing pion masses, finite-volume effects will on the one hand become
larger again, but also allow for a finite-size scaling analysis. This brings a
powerful additional method to bear on the analysis.
8. Phenomenological effects at finite density
8.1. Curvature of the phase transition line and position of critical end point
The phase diagram of QCD in the plane of finite baryon chemical po-
tential and temperature has been studied extensively with many methods.
Lattice QCD simulations, which are an extremely important benchmark
method, have also been used to explore the phase diagram, although this
application presents a particular problem: the complex-valued fermion de-
terminant in the presence of a finite quark chemical potential makes a di-
rect application of Monte-Carlo algorithms difficult. This so-called sign
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Figure 19: Analysis of lattice QCD data from [6] for the deviation of the scaling be-
havior of M(t, h, L) from the scaling function fM (z) in a finite volume R[fM (z)] =[
M(t, h, L)h−1/δ − fM (z)
]
/fM (z) performed in [292]. The lattice simulation is done for
Nf = 2 + 1 flavors for H = mu/ms ∈ {1/80, 1/40, 1/20} (circles, squares, diamonds) and
lattice volumes L/a ∈ {8, 16, 32} (red, orange, yellow). While the results do not fall on a
neat curve, the scaling deviations clearly decrease as a function of mpiL, which is expected
if they are due to finite-volume effects.
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problem can be overcome by different calculation techniques: The proba-
bilities at finite chemical potential µ can be evaluated by using reweight-
ing [293, 294], the partition function can be expanded in a Taylor series
around µ = 0 [295, 296, 297, 298] [299, 300, 301], or it can be evalu-
ated for imaginary chemical potential, with results continued to real values
of µ [302, 303, 304]. Reviews of these lattice methods can be found e.g.
in [305, 306, 307, 308, 309].
For small chemical potential, the phase transition line extending in the
µ-T–plane can be characterized in terms of a Taylor expansion around µ = 0.
Because the QCD partition function is symmetric under µ → −µ, the first
non-trivial term in the expansion is quadratic ∼ µ2, and the curvature κ
appears as the coefficient. The definition of the curvature κ from the expan-
sion of the chiral phase transition line Tc(µ) as a function of the chemical
potential is given by
Tc(µ) = Tc
[
1 + κ
(
µ
piTc
)2
+ . . .
]
(100)
where Tc = Tc(0). Note that different conventions are used for including
factors of pi in the expansion, which in turn changes the value of κ. We
use the convention from [302, 281]. We also speak loosely of a transition
temperature Tc at finite mpi, and later finite L, where only a smooth crossover
exists and provides only a pseudo-transition temperature.
Lattice simulation results for the curvature have been obtained using an
imaginary chemical potential [302, 281] from Taylor expansion and reweight-
ing [310], and from a scaling analysis of the magnetic equation of state [311].
The Wuppertal group has obtained results from a Taylor expansion method
at the physical quark mass [312]. More recently, in new calculations based
on the imaginary potential formalism [313, 314, 315], several different groups
have also attempted an extrapolation of the results for the curvature to the
continuum limit. For comparison, results in the continuum in the chiral limit
m = 0 for QCD with Nf = 1 massless quark flavor have been obtained in [176]
in a functional RG calculation.
Results from the different lattice determinations of the curvature differ
significantly. This is not necessarily surprising, since the different lattice
simulations use different fermion discretizations, a different number of time
slices in the Euclidean time direction, different quark masses, and different
simulation volume sizes. It is clear that all of these parameters will affect
81
the phase transition, which has e.g. a well-investigated dependence on the
quark mass [316, 317].
Specifically, it is an interesting question whether the phase transition
line for finite µ and T is sensitive to the simulation volume, and whether
discrepancies between different lattice simulation runs can also be attributed
to different simulation volumes. This is not as far-fetched as it might at
first seem: Model calculations show that a finite volume affects the chiral
condensate [27] and hence the constituent quark masses, and a change in the
quark mass leads to a change in the sensitivity of the system to a change in
the chemical potential. As the chemical potential corresponds to the energy
that it takes to add additional quarks to the system, it stands to reason
that the phase transition temperature will be less affected by an increase
of the chemical potential if the quark mass is increased. In Fig. 20, the
volume dependence of the constituent quark mass in the quark-meson model
in finite volume from the calculation in [27]is shown, for both anti-periodic
and periodic spatial boundary conditions for the quark fields. The latter
are more interesting and also more relevant for lattice simulations, since
periodic boundary conditions are more commonly used. The results in the
figure demonstrate that there is a small, intermediate-size volume region in
which the constituent quark mass is larger than in infinite volume, and hence
a decreased sensitivity of the model to a change in the chemical potential
should be expected. This would translate into a decreased curvature.
The effect of the volume on the curvature can be quantified by looking
at the relative deviation
∆κ(L) =
κ(L)− κ(∞)
κ(∞) , (101)
which will in turn depend on the pion mass. Results for this quantity from the
study [148] are shown in Fig. 21 as a function of the dimensionless quantity
mpiL. For the pion masses mpi = 100, 138, and 200 MeV, the largest effect
can be seen for the smallest pion mass. In accordance with the arguments
given above, the curvature decreases for intermediate volume size, with a
minimum at mpiL = 1.84(1) approximately 15% below the infinite-volume
value for mpi = 100 MeV. For very small volume size, chiral symmetry is
approximately restored, constituent quark masses drop, and the curvature
becomes very large. For pion masses mpi ≈ 100− 200 MeV, the effect on the
curvature ∆κ(L) is strongest for mpiL ≈ 2 − 3. For anti-periodic boundary
conditions, the curvature is also affected. In this case, the constituent quark
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Figure 20: Constituent quark mass mq(L) from the quark-meson model in a finite volume
V = L3 × 1/T as a function of the volume size L, for T = 1/L (circles) and T = 0
(squares). (Open) solid symbols indicate results for (anti-)periodic boundary conditions.
For periodic quark boundary conditions, fermionic zero-mode effects lead to an increase
in the constituent quark mass in intermediate volume size [27]. The system then becomes
less sensitive to a change in the quark chemical potential µ.
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Figure 21: Change of the curvature in a finite volume ∆κ(L) = (κ(L)− κ(∞))/κ(∞) as
a function of the dimensionless variable mpiL from the quark-meson model [148]. Results
are shown for pion masses of 100 MeV, 138 MeV and 200 MeV. Error bands are estimated
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mass always decreases with decreasing volume, and in general the effects
on the transition temperature are even stronger [28]. This case is of less
importance for a comparison to lattice simulations. As argued in [148], we
expect that the effect changes little in the presence of gauge fields. This is
supported by RG arguments for QCD in the investigations [165, 166] of the
interplay of chiral symmetry breaking and gauge fields.
By implication, a change of the phase transition line Tc(µ) for small chem-
ical potential must also have consequences for the overall structure of the
phase diagram in finite volume. In particular, a smaller curvature and a flat-
ter transition line imply that a possible critical end point of the first-order
line at large chemical potential could move to larger µc in a finite volume.
Since the first-order transition is accessible in the model and this calculational
framework (see e.g. [146, 318]), these consequences can also be investigated
directly.
Finite-size effects for the overall phase structure of the Nambu–Jona-
Lasinio model at finite temperature and chemical potential have been inves-
tigated in [319, 320] in a mean-field approach.
Similarly, finite-size effects for the phase diagram from a quark-meson
model have been considered in [321, 322, 323, 324], including a discussion
of effects on the critical endpoint of the first-order line at finite chemical
potential and its possible signatures and finite-size scaling effects for the
critical endpoint. Here the effects of different spatial boundary conditions
for the fermions are also compared.
Aspects of confinement have been included through a study of the PNJL
model in a finite volume within the mean field approximation [325]. In this
study, boundary conditions have not been considered explicitly, and the effect
of the finite volume has been included solely through an IR cutoff kIR = pi/L
in the gap equations. This corresponds to an implicit assumption of anti-
periodic boundary conditions for the fermion fields in the spatial directions,
because periodic boundary conditions would require an additional explicit
treatment of the fermionic zero mode.
In general, mean-field studies of chiral symmetry breaking in a finite vol-
ume have to be taken with a caveat : Since Goldstone mode fluctuations
tend to restore chiral symmetry in small volumes, and since in general finite-
volume effects are dependent on the presence of Goldstone mode fluctuations
or critical fluctuations, the finite-volume behavior in a mean field calculation
will differ significantly from the full result. For small pion masses in partic-
ular, these effects will be large, with the size of the effect depending on the
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relative sizes of mpi and L. However, as far as the phase structure is mainly
determined by quark condensation effects, mean-field studies allow for an
exploration of finite-volume effects.
In [321], the effects of different spatial boundary conditions for the quark
fields on the first-order phase transition at large chemical potential and on
the position of the critical end point are investigated. It is observed that the
critical end point moves to larger values of µc and smaller Tc with decreasing
volume size L. This happens more rapidly for periodic boundary conditions,
compared to the case with anti-periodic boundary conditions.
In [325], likewise a reduction of the temperature Tc at the critical endpoint
with decreasing volume size L has been found.
The results for the shift of the crossover temperature in finite volume
at µ = 0 are in general agreement with the finite-volume PNJL-model re-
sults in [326], which include zero-mode fluctuations. In both investigations,
a decrease of the chiral crossover temperature by about the same magni-
tude has been observed, with a slightly larger effect when fluctuations are
included [326]. In contrast, in both studies the deconfinement transition
temperature is essentially unaffected by a change in volume size. Since the
finite volume affects only quarks and mesons and there is no back-coupling
to the Polyakov loop potential, this is as expected. Lattice simulations of
pure SU(3) gauge theory indicate that, depending on the boundary condi-
tions, the deconfinement transition does in fact depend on the lattice size
and receives sizable corrections for the volume sizes considered here [327].
Dyson-Schwinger Equation studies also find significant finite volume effects
which affect the confinement-deconfinement transition [328].
The results for the finite-volume shift of the critical endpoint (CEP)
from [321, 325] are in general agreement with observations in the RG stud-
ies [329, 148], which include critical fluctuations and Goldstone mode effects.
In [245], a dedicated investigation of the first-order line and its critical
end point in finite volume is undertaken with functional RG methods for a
quark-meson model with Nf = 2 flavors. In order to investigate the first-
order transition, the effective order parameter potential is discretized and
solved on a grid [224, 146, 201].
In principle, critical behavior and a critical point are ill-defined in a fi-
nite volume, since no actually divergent susceptibility can be found, and all
quantities are bounded by the finite volume. For the susceptibility relevant
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L [fm] mpiL ∆µCEP ∆TCEP
10 3.75 0.00(1) −0.06(6)
8 3.00 0.00(1) 0.00(6)
6 2.25 0.02(1) −0.26(5)
5 1.88 0.04(1) −0.49(4)
4 1.50 0.12(1) −0.74(4)
Table 1: Relative shifts ∆µCEP = (µ
max.
CEP/µ
(∞)
CEP−1) and ∆TCEP = (Tmax.CEP /T (∞)CEP−1) of the
critical endpoint (CEP) coordinates (µmax.CEP , T
max.
CEP ) in a finite volume V = L
3 compared to
the CEP position
(
µ
(∞)
CEP, T
(∞)
CEP
)
in the infinite-volume limit. Results are taken from [245].
The infinite-volume pion mass in this calculation is mpi = 75 MeV. All fields have periodic
boundary conditions in the spatial directions. Errors are due to the uncertainty of the
determination of the maximum of the susceptibility.
for the CEP in the model, we expect from dimensional arguments
χσ ∼ L2 ∼ V 2/3. (102)
(In the exact relationship χσ ∼ Lγ/ν , the exponent γ/ν = 2− η may receive
corrections from an anomalous dimension η, which however is zero in the
present approximation). Therefore it is a plausible choice to define the CEP
in a finite volume as the point in the (µ, T )-plane at which the susceptibility
attains its maximum. In the infinite-volume limit, the result then coincides
with the usual critical end point.
The results for the shift of the critical end point of the first-order line are
given in Tab. 1. Here these results are given as shifts relative to the infinite-
volume position of the CEP, since the model results cannot be considered
as a reliable guide for the actual position of the critical end point in QCD,
should it exist. For completeness, the infinite-volume results for the position
of the CEP (L → ∞) in this model calculation are (µ(∞)CEP, T (∞)CEP) = (299 ±
1 MeV, 35 ± 1 MeV) for an (unphysical) pion mass of mpi = 75 MeV. One
finds that the effect on the temperature TCEP in relative as well as absolute
terms is much stronger than on the chemical potential µCEP. These results
are shown graphically in Fig. 22, which is also taken from [245]. The shift of
the critical end point of the first order line with a change of the volume size
can be seen clearly in this plot.
These results confirm the observations from [321, 325] for the overall
shift of a first-order transition line and its critical end point qualitatively.
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Figure 22: Contour plot of the magnitude of the chiral order parameter σ0 = fpi in the
plane spanned by temperature and quark chemical potential for L towards infinity, taken
from [245]: The order-parameter decreases from dark to light shading. The inlayed (red)
dots show the behavior of the critical end point (CEP) (associated with a Z(2) symmetry)
as a function of the volume size for periodic boundary conditions for the quark fields in
spatial directions. One observes a shift of the CEP towards larger values of the chemical
potential and smaller values of the temperature with decreasing volume size.
88
While the effect of the fluctuations does not change the qualitative behavior,
it leads to a larger shift already at larger volume sizes and a significantly
larger broadening of the susceptibilities, compared to the mean-field results.
While all these results have a certain model dependence, they demonstrate
the importance of the fluctuations in a finite volume and their significant
impact on the system. Overall, these results would indicate that a relatively
large volume (L & 10 fm) is required to effectively resolve the position of the
critical end point.
However, these values are clearly model dependent, since the absolute
position of the CEP ultimately depends on the choice of model parameters.
In a sense, the scales T , µ, and L, which all appear in the quark propagator,
are in competition with each other. Only if 1/L ∼ µ(∞)CEP or 1/L ∼ T (∞)CEP
do we expect significant finite-volume effects on the position of the CEP. If
however both 1/L  µ(∞)CEP and 1/L  T (∞)CEP, there should be little effect of
the volume size on the observed CEP position. For QCD lattice simulations,
this implies that the effects of the volume are small and the infinite-volume
CEP position can be determined already for small box size, if the CEP is
located at sufficiently large µ and T . If the position should be similar to the
one in this model, the finite-volume shift would set in already for relatively
large volume sizes, which would further complicate the search for the CEP
in QCD lattice simulations.
8.2. Quark number susceptibilities
For the description of phase transition behavior at finite chemical po-
tential, susceptibilities with regard to the quark chemical potentials µq are
of great importance: They are a measure of fluctuation effects in a critical
region [330, 331]. These susceptibilities appear as the coefficients of a Tay-
lor expansion of the thermodynamic potential [299] and are therefore very
important for QCD lattice calculations at finite µq [300, 332, 333, 301, 298].
Susceptibilities of higher order and the convergence of the Taylor series have
been explored in [334, 335]. Effects of the finite simulation volume on the
radius of convergence of the expansion have been investigated in [300].
QCD lattice simulations find a complex behavior for the flavor non-
diagonal quark susceptibility
χud =
1
V T
∂2
∂µu∂µd
logZ (103)
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as a function of the temperature T [332, 333, 301, 298]: there is a pronounced
decrease in this quantity, which peaks around the (pseudo-) critical temper-
ature at the phase transition. Such density fluctuations couple to vector
mesons, so that the vector couplings become important for a description of
related phenomena. In addition to the vector mesons, there are also pion
fluctuations that carry an isospin charge and which can contribute to the
flavor non-diagonal quark susceptibility χud.
Both in a quasi-particle model calculation [336] and a PNJL-model cal-
culation in the saddle point approximation [337], the leading contributions
to this susceptibility vanish. In the absence of vector mesons and pion fluc-
tuations of finite isospin charge, only the Polyakov loop couples different
quark flavors in a PNJL model, and the resulting effects are relatively small
[337, 326]. However, the effects of Polyakov loop fluctuations are indepen-
dent of the volume size and always couple different quark flavors. Depending
on the size of a simulation volume, they can be the determining contribution
to the susceptibility.
A similar calculation was performed by Sasaki et al. [338]. The authors in-
clude in addition to the pion and sigma fields also vector mesons and a vector
interaction, which supports fluctuations in the flavor non-diagonal suscepti-
bilities χud. The results depend on the choice for the value of the vector
coupling, compared to the scalar coupling. A phenomenological model with
vector couplings conversely estimates the coupling strength from lattice QCD
from non-zero flavor off-diagonal susceptibilities [339]. These calculations are
volume independent.
The finite-volume calculation in [326] in effect models fluctuations of a
static, mean pion field in a PNJL model. Such fluctuations will be absent
in the large-volume limit. This calculation captures mean-field fluctuations
beyond the saddle point approximation in a finite volume. In the infinite-
volume limit, where such fluctuations are absent, the saddle-point approxi-
mation becomes exact again. However, for small (realistic) pion masses and
small volumes, these fluctuations can be quite significant.
The pion contribution to the mean field fluctuations can be calculated
from a static partition function, involving the pion fields which carry isospin
charge and couple to the isospin chemical potential. The static part of the
chiral Lagrangian, coupled to the isospin chemical potential according to the
symmetries of QCD, is given by [98, 99, 340, 341, 342]
Lstatic = 1
2
m2pipi
apia − 2µ2I(pi1pi1 + pi2pi2) (104)
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when expanded in powers of the pion field. We have defined the isospin
chemical potential as µI = (µu − µd)/2 in terms of the chemical potentials
of the two lightest quark flavors. We use for the pion field the conventions
~pi = (pi1, pi2, pi3) and pi± = 1√
2
(pi1 ± ipi2), pi0 = pi3 with τ± = 1
2
(τ 1 ± iτ 2), so
that
~τ · ~pi = √2(τ+pi− + τ−pi+) + τ 3pi0.
In lattice QCD calculations, the aspect ratio of the Euclidean volume
between the spatial directions and the Euclidean time direction is kept fixed,
while the temperature is adjusted by changing the lattice spacing and thus the
overall scale. Hence both temperature T and spatial volume size L change
effectively at the same time. For this reason, we also choose to keep the
product LT constant, and the spatial volume is given by
V = k/T 3 with k = (Ns/Nt)
3, (105)
where Ns is the number of lattice sites in the spatial direction and Nt in the
Euclidean time direction. For Ns/Nt = 4 we have k = 64, which is the aspect
ratio used in the simulations [301, 298].
Making use of these results, the static partition function
Zstatic =
∫ 3∏
a=1
dpia exp
{
−V
T
[
1
2
m2pipi
apia − 2µ2I(pi1pi1 + pi2pi2)
]}
(106)
can be trivially evaluated. The static pion contribution to the second-order
flavor non-diagonal expansion coefficient in terms of the quark chemical po-
tentials is given by
χ
(pi,static)
ud =
1
V T
∂2
∂µuµd
logZ = − 2
V T
1
m2pi
= −2T
2
k
1
m2pi
(107)
where V = k/T 3. Using the one-loop result for the temperature dependence
of the pion mass [12], below the chiral transition temperature Tc this result
nicely agrees with that of the Monte-Carlo evaluation of the mean-field fluc-
tuations in the PNJL model. A comparison can be found in Fig. 23 taken
from [326], where the prediction from the static chiral Lagrangian and the
numerical results are seen to agree nicely.
A comparison of the results to those from lattice QCD simulations [301,
298] show that the pion effects have the right size to explain the observed
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Figure 23: Pion contribution to the off-diagonal quark susceptibility χud from the PNJL
model (symbols), compared to the finite-volume ChPT prediction (solid line) using a
temperature-dependent pion mass [326]. The finite-volume PNJL results are rescaled by
the volume ratio Vk/V64 and thus scale with the curve corresponding to the volume with
k = 64. Figure reprinted with permission from M. Cristoforetti et al., Phys. Rev. D81,
114017 (2010). Copyright (2010) by the American Physical Society.
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flavor off-diagonal susceptibilities. However, static fluctuations are damped
to zero in the infinite-volume limit, so these static effects will play a di-
minishing role for increased simulation volumes. Since contributions due to
Polyakov loop fluctuations are unaffected, these results predict a decreasing
magnitude for the susceptibility χud with increasing volume size, bounded
by the prediction from the Polyakov loop contribution found from PNJL- or
PQM-type models.
In the recent investigation [343], some of the same authors of [325] extend
their framework for the finite-volume analysis of the Nf = 2 PNJL model
to quark number susceptibilities. The same caveats as before apply: The
analysis is restricted to a mean-field calculation, and the finite volume is
introduced solely through an IR cutoff kIR = pi/L, which implies anti-periodic
spatial boundary conditions for the quark fields. Even static finite-volume
fluctuations as treated in [326] are absent in this framework. Susceptibilities
for baryon (quark) number (X = B) and for isospin (X = I)
c(X)n (T ) =
1
n!
∂n
∂
(
µX
T
)n 1
T 4
Ω(T, µB, µI)
∣∣∣∣∣
µB=0,µI=0
(108)
are considered up to 6th order. The main effect of the finite volume is a
dampening and broadening of the susceptibilities close to the transition. As
the main observation in this work, it is found that the quark number sus-
ceptibilities scale as naively expected with the volume only away from the
crossover region, but violate the expected volume scaling behavior in the
transition region. As a consequence, certain ratios of susceptibilities, e.g.
the kurtosis c4/c2, which are independent of volume in the bulk of a phase,
become volume-dependent in the crossover region. Since this is the region in
which also the strongest critical fluctuations are expected, and since already
static pion fluctuations in this region affect the isospin susceptibility [326],
it would be useful to test the robustness of these results by including such
fluctuation effects beyond the mean field approximation.
In the strong-coupling limit lattice study [344] of baryon number fluc-
tuations at finite density, indeed significant finite-volume effects for these
susceptibilities are observed. They are qualitatively similar to those found
in [343], insofar as they appear e.g. in the kurtosis primarily in the transition
region. For a discussion of the fluctuation effects on higher-order cumulants,
see e.g. [345, 346], which also makes use of functional RG methods and ap-
plies them to a Polyakov-loop extended quark-meson model, but does not
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consider finite volumes.
In the study [347], effects of a fluctuation in volume size (as they might
perhaps occur in a heavy-ion collision) on baryon number fluctuations are
calculated in a PQM-model, using functional RG methods. The goal of the
study is to assess sources of non-critical fluctuations, in order to distinguish
their effects from those of critical fluctuations in the vicinity of a phase tran-
sition. The authors find that for moments of the fluctuation of net baryon
number, volume fluctuations tend to suppress the signal from critical fluctu-
ations at the phase transition.
9. Conclusion
Because chiral symmetry is spontaneously broken and pions appear as
light degrees of freedom – light compared to other hadrons – , significant
finite-size effects can be observed in the QCD vacuum. These effects can be
studied by a variety of different methods, such as Random Matrix Theory
or Chiral Perturbation Theory. They provide important information for our
understanding of chiral symmetry breaking and its mechanisms in QCD and
can be used as analytical tools.
For very small volume size or large temperature, chiral symmetry is effec-
tively restored, and methods are needed which are capable of dealing with a
transition from the phase with spontaneously broken symmetry to one with
restored symmetry. One possible approach is the use of models for chiral
symmetry breaking in order to study the transition regime. The quark-
meson model is such a model of dynamical chiral symmetry breaking which
is very useful for certain purposes and which can be used to include mesonic
fluctuations.
The analysis of finite-volume effects in QCD is of considerable interest,
since finite-volume lattice simulations are an important source of our knowl-
edge about QCD. In recent years significant progress has been achieved in
lowering the pion masses in these lattice simulations. Smaller pion masses
imply larger finite-volume effects at the same lattice size, and thus a thor-
ough understanding of such effects becomes even more important. At the
chiral phase transition, where the behavior of the system is dominated by
the light critical fluctuations, the effects of a finite volume on the critical
scaling behavior also become very important.
In recent years, functional Renormalization Group methods have been
brought to bear on these problems: They account for the effects of fluctu-
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ations, correctly describe critical behavior, and can be applied over a wide
range of momentum scales. They are not limited by the crossing of a phase
transition line and the accompanying critical fluctuations or a possible change
in the degrees of freedom in a theory. In the course of these investigations,
the necessary Renormalization Group techniques for finite-volume calcula-
tions have been developed in two different cutoff schemes.
On the one hand, it is possible to make contact with finite-volume results
from chiral perturbation theory, which is an important benchmark. In this
context, it is found that the results are dependent on the choice of spatial
boundary conditions for the fields, and unexpected results for periodic spa-
tial boundary conditions for quarks have been found, a very common choice
in lattice simulation results. This has additional consequences for the phe-
nomenology of models for chiral symmetry breaking and by implication also
for QCD: We find effects on the chiral susceptibility, and even on the behavior
of the phase transition line at finite temperature and chemical potential.
On the other hand, the finite-size scaling behavior in the O(4) and O(2)
symmetry classes has been explored, which are expected to be the relevant
ones for QCD with Nf = 2 light quark flavors. We have identified the regime
in pion mass and volume size in which finite-size scaling analysis ought to
be applicable, and we have investigated possible deviations from the scaling
behavior due to small volume size and large quark masses. In particular with
regard to current lattice simulations with ever decreasing pion masses, these
results can provide useful guidance for a finite-size scaling analysis.
The investigations and the results reviewed here demonstrate that finite-
volume effects in QCD are an important consideration in the interpretation
of lattice QCD simulation results, and that they can be a very useful tool for
the analysis of the chiral phase transition.
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Appendix A. Threshold functions for the PTRG
The RG flow equations can be written in a compact way by using so-
called threshold functions. These incorporate the contributions of individual
degrees of freedom to the RG flow. They depend on the cutoff function and
its parameters, temperature, volume size and boundary conditions, and cor-
respondingly distinguish between fermionic and bosonic degrees of freedom.
For completeness, we list the individual threshold functions for the PTRG
cutoff scheme. With the proper-time cutoff function
fa(τk
2) =
Γ(a+ 1, τk2)
Γ(a+ 1)
, (A.1)
the PTRG threshold function in infinite volume in d space-time dimensions
is
`
(d)
a+1(ω) =
1
(4pi)d/2
Γ(a+ 1− d/2)
Γ(a+ 1)
1
ω(a+1−d/2)
. (A.2)
In a d-dimensional finite volume V = Ld, the corresponding threshold func-
tion becomes
`
(d)
a+1(L, ω) =
1
(4pi)d/2
1
Γ(a+ 1)
(
L2
4pi
)a+1−d/2
×
×
∫ ∞
0
ds sa exp(−s
(
L2
4pi
)
ω)(Θl(s))
d.
(A.3)
For periodic boundary conditions in the spatial directions, the function Θp(s)
that appears in the cutoff is given by
Θp(s) = ϑ3(0, e
−pis) =
∞∑
n=−∞
e−pin
2s (A.4)
and expressed in terms of a Jacobi ϑ-function. For anti-periodic boundary
conditions, the corresponding function is
Θap(s) = ϑ2(0, e
−pis) =
∞∑
n=−∞
e−pis(n+
1
2
)2 . (A.5)
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Using Θl(s) ' s−1/2 for s → 0 for both l = p and l = ap, one recovers the
infinite-volume threshold function in the limit L→∞.
The Jacobi ϑ-functions used here have the following series expansions:
ϑ2(z, q) =
∞∑
n=−∞
q(n+
1
2
)2e(2n+1)iz
ϑ2(0, e
−pis) =
∞∑
n=−∞
e−pis(n+
1
2
)2
ϑ3(z, q) =
∞∑
n=−∞
qn
2
e2niz
ϑ3(0, e
−pis) =
∞∑
n=−∞
e−pisn
2
For a d-dimensional Euclidean volume V = 1
T
× Ld−1 at finite temperature
T , the threshold functions depend on the boundary conditions for bosons
(B) and fermions (F) in the Euclidean time direction, and for the freely-
chosen boundary conditions in the spatial directions. In total, we therefore
need to distinguish between three cases of practical relevance and obtain the
following three threshold functions (t = TL):
`
(B,p)(d)
a+1 (t, L, ω) =
1
(4pi)d/2
1
Γ(a+ 1)
t
(
L2
4pi
)a+1−d/2
×
×
∫ ∞
0
ds sa exp(−s
(
L2
4pi
)
ω)Θp(st
2)(Θp(s))
d−1
`
(F,p)(d)
a+1 (t, L, ω) =
1
(4pi)d/2
1
Γ(a+ 1)
t
(
L2
4pi
)a+1−d/2
×
×
∫ ∞
0
ds sa exp(−s
(
L2
4pi
)
ω)Θap(st
2)(Θp(s))
d−1
`
(F,ap)(d)
a+1 (t, L, ω) =
1
(4pi)d/2
1
Γ(a+ 1)
t
(
L2
4pi
)a+1−d/2
×
×
∫ ∞
0
ds sa exp(−s
(
L2
4pi
)
ω)Θap(st
2)(Θap(s))
d−1.
(A.6)
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All these functions again reduce to the function (A.2) in the limit of T → 0
and L → ∞. Making once again use of Θl(s) ' s−1/2 for s → 0, one finds
that
lim
L→∞
`
(B,p)(d)
a+1 (t, L, ω) =
1
(4pi)d/2
Γ(a+ 1− d/2)
Γ(a+ 1)
1
ω(a+1−d/2)
= `
(d)
a+1(ω). (A.7)
(note that t = TL is kept fixed, so that the limit L → 0 implies T → 0
simultaneously). To obtain this result, one makes use of the equality
lim
L→∞
∫ ∞
0
ds sa exp(−s
(
L2
4pi
)
ω)Θl(st
2)(Θl′(s))
d−1
= lim
L→∞
1
t
∫ ∞
0
ds sa−d/2 exp(−s
(
L2
4pi
)
ω)
= lim
L→∞
1
t
(
4pi
L2ω
)(a+1−d/2)
Γ(a+ 1− d/2). (A.8)
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