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Delay activity { the computational trace
It is perhaps a platitude that computational modeling of real mental processes requires the concept of internal representations. It seems to be less of a platitude that computational modeling is not the hobby of mathematically oriented theoreticians. It is the core and the raison d'etre of the entire discipline of non-medical neuroscience. A computational model expresses some idea about how the cortex (or some other part of the brain) transform one distribution of neural activities (usually expressed in terms of spikes) into another, in a way which is interpretable in terms of a behavioral task . The task may be any type of protocol of cognitive psychology. Or, hopefully, of natural behavior.
In order to generate the sequence of transformations from the input to the output, the neural machine (as well as its model) must have available the operand of the transformation is. In other words, we must know what information is available for the machine to carry out the transformations leading to the outcome. This problem does not face the designer of a device. He can apriori decide on the operands, have his system generate them, and then act upon them. This is what is done in a digital computer, and this is what happens often in simulations of cognitive systems by neural network models. But studying the brain is a quite di erent matter. The operands (the representations) are part of what must be discovered experimentally.
And with the enormous numbers of neurons in a cortex and the extremely complex course of activity followed by each of them, this is an unenviable task.
It appears to me that the only quantity of this type that we have to date, with some degree of con dence, are activities in the delay period of cognitive experiments. Those are the elevated spike rate distributions that are provoked by a given stimulus and persist after its removal until the arrival of the consecutive stimulus in the empirical paradigm. Note that whatever it is that parts of the cortex are supposed to perform following the presentation of a stimulus, they must be able to perform following the delay. They may also be able to perform the same task rapidly following the presentation of the stimulus. But the fact that the task must be carried out also long after the disappearance of the stimulus, imposes signi cant constraints. The information, speci c to the stimulus, that is preserved across the delay period is all that is available to the computational system. To coin yet another paradox: the maximal information available to the machine for the execution of its computational task is the minimal information preserved across the delay. During the presentation of a stimulus a large number of neurons may be ring at rather elevated frequencies. During the delay, neurons with elevated rates are found in functionally isolated modules (columns) and their rates, though elevated, are relatively low. This appears to be the case in infero-temporal (IT) cortex of over-trained monkeys (Miyashita et al 1, 2] ) and in pre-frontal cortex of monkeys (FAW Wilson et al 3] ).
Identifying the relevant modules in di erent experimental contexts and collecting the spike activity information of neurons in these modules is the best one can do. This is the maximal stock of information representing the di erent stimuli in a particular empirical paradigm. But that is no minor task. Even the reduced information left in the`active memory', to use O'Keefe's terminology, is extremely rich. There are long sequences of spike times in a large number of neurons (many thousands per module). And if spike times are important, all those neurons must be recorded simultaneously, in a small region of about one millimeter in diameter.
Average rates as codes { interbrain variables
We can venture a simplifying assumption: of the neural activities in the delay period the average spike rates carry a signi cant part of the information in the representations. An assumption usually made in neuro-physiological investigations of delay activity. This information may not be complete, but it is tractable both experimentally and theoretically. It can be collected by single unit recording and it can be modeled to a high degree of detail. Still it is rich and complex and gives rise to fascinating predictions and questions on the levels of neuro-physiology, cognitivepsychology and computational modeling.
A generic experiment of this type is the Miyashita and Chang 1] experiment. A monkey is trained to recognize and match pairs out of a set of visual patterns, with 16 seconds separating sample from match. This is a delayed-match-to-sample (DMS) experimental paradigm. One observes selective enhancements of neural spike rates that persist for 16 seconds after the removal of the rst stimulus and before the presentation of the match stimulus. These delay activities (Hebbian reverberations 1 ) are selective in that di erent stimuli give rise to di erent spike rate distributions during the delay. This fact constitutes strong evidence for (non-ergodic) attractor dynamics (de ned below) in the corresponding neural module of some 1mm 2 of anterior ventral temporal cortex. (See e.g. ref . 6] .) Furthermore, during the presence of the stimulus neurons are observed with elevated spike rates which are typically higher than those in the delay period. But, while the elevated rate distributions during the stimulus and during the delay appear to be correlated, they are not identical. Some neurons may be activated by the stimulus and be inactive during the delay and vice versa.
In fact, this is very much the nature of attractor dynamics: It is a persistent pattern of neural activity distribution which is controlled by the internal connectivity structure. The same persistent activity may be provoked by many stimuli { the network's activity state is attracted from the distribution provoked by the stimulus to a`reverberating' state corresponding to a whole set of stimuli. Thus a stimulus selects the attractor (`reverberation'). But it is the autonomous feed-back connectivity structure which maintains it and determines its detailed structure.
Adopting the simplifying point of view that rates are all there is, one is lead to conclude that the distribution of elevated activities (the reverberation) in a module (a Hebbian assembly), long after the removal of the stimulus, is a representation of that stimulus for the purposes of the task that this module is involved in. Yet, how should that representation be quanti ed? Obviously listing rates labeled by neurons does not make sense, since we have no mapping of brains at the level of cells. On the other hand, mapping between brains of the same species at the functional level is possible. It appears also possible at the level of modules (IT columns formed in training), which funnel persistent delay activities in a given task. Once this had been accomplished, one would expect that working memory could be quanti ed at the level of the column. Such quanti cation would be independent of the particular monkey.
One such possibility has been discovered by Miyashita 2] . Monkeys were trained to perform a DMS task, in which the rst stimuli were presented in a xed order. Following over-training, the spike rates in the delay period were registered for a set of neurons and the entire set of rst stimuli. In this way one obtains an internal representation for each stimulus (See e.g. Marr 2 4]). It consists of the vector of mean spike rates in the delay period, expressed on the set of recorded cells. The correlations between the internal representations corresponding to di erent stimuli have been computed. Two observations have been made. First, there are correlations between representations corresponding to uncorrelated stimuli. These correlations depend on the ordinal separation between the stimuli in the training sequence, that is the distance between their positions in the sequence. Second, the correlations between internal representations of two stimuli at a given separation in the sequence are unchanged (within the statistical uctuations) when the experiment is repeated on another monkey trained on a di erent sequence of the same visual stimuli. This suggests a set of variables that can be carried over from one monkey to another, as has been found for at least two monkeys. As such it is a very dramatic result.
Galilean neuro-physiology
The correlations observed by Miyashita are an analog of angles between pairs of vectors which are the activity distribution in the delay activities resulting from two di erent stimuli. Like angles they are invariant when transferred from one coordinate system to another. That is from the brain of one monkey to that of another, on the level of a cortical column. Not knowing what can serve as an intrinsic coordinate system for the representation of neural activity distributions within a cortical column, the discovery of invariants has the following attractions:
First, it de nes the locus where invariant phenomena can take place. It is the analog of the closed room on Galileo's ship (second dialog). This invariant might have been guessed, given that in the absence of a stimulus the activity in the module is autonomous. Second, it begins to individuate which are candidate quantities that are transportable. Hence, if properly generalized, can make phenomenological connections between quantitative results measured in the brain of one monkey to those measured in another. Eventually leading to the elimination of the need for experimenting on more than one monkey. This would be the analog of the fact that post-Galilean science 3 does not consider it necessary to perform the same physics experiment in two di erent rooms, or with the apparatus moving at constant velocity or positioned at di erent angles. Finally, these observations may provide the rst hint about what may serve as an intrinsic coordinate system in a cortical module { the analog of the laboratory coordinate system in physics.
Suppose that there are no such special correlations as those that code for the temporal order between the representations of stimuli that have been learned in a xed sequence. Or that we would like to nd out more about these representations than the temporal linkage. One immediate candidate is the correlation of the delay activity distributions with the activity distributions during the presence of all rst stimuli. Those are quantities which characterize the learning process in a given cognitive task in a given module, especially if the stimuli are meaningless to the monkey, as expressly chosen by Miyashita et al 7] . Such correlations as well may be transportable from one brain to another.
From the theoretical point of view this possibility is quite likely, which does not eliminate the need for its empirical veri cation. The theoretical conclusion would follow from the fact that on the one hand learning follows the same synaptic dynamics in homologous parts of the cortex. On the other hand, the outcome of learning is conditioned by the stimuli presented, or rather by the activity distributions they impose in the local module. Hence it is rather plausible that a given set of stimuli will generate a`given' synaptic matrix in a given module. But the resulting synaptic matrix can be de ned only with reference to the distributions of activity produced during the presence of the stimuli. The e ect of the stimulus sequence on the resulting synaptic matrix is of course modulated by the randomness in the connectivity pattern in the module. Consequently, apart from the noise introduced by the ran-domness in the connectivity matrix, the activity during the presence of the stimuli determines the synaptic matrix which, in turn, dominates the activity distributions which the network can maintain autonomously. What makes it di cult to map the representations themselves, between corresponding cortical modules of two di erent animals, is that we do not know, for the same stimulus, how the activity will be distributed in the internal module during the presentation of the stimulus. Moreover, the connectivity pattern may be quite di erent in the corresponding two modules.
As a consequence, the projections of the internal representations on the stimulus activity axes are most natural candidates for \covariant" quantities. All of which points to the importance of recording and analyzing the activities during the presence of the stimuli and their relations to delay activity distributions.
The mathematical dimension
If in fact the correlations between the delay activity distributions and the stimulus activity distributions are found to be transportable between homologous modules in di erent brains, they can serve as coordinates of the delay activity distributions. It will be a space whose number of dimensions is the number of stimuli that have been learned. This possibility brings forth several interesting mathematical issues:
The rst is the nature of this space which depends on the set of learned stimuli as well as on the learning dynamics. It can be investigated both theoretically in models and empirically in neuro-physiology.
The use of activity distributions during the stimulus as coordinates must come to terms with the fact that there are no perfect stimuli. After all, this is the nature of associative (content addressable) memory. As a consequence the coordinate system must be de ned over a statistical ensemble of stimuli in the same class. And there is yet another statistical aspect to this geometry: In an experiment one can measure only a limited sample of the the neural activity distribution. Hence, at best, one will have statistical information on the geometrical features and the structure of the space will be a matter of statistical inference.
Finally, there is the computational question as to whether the stimulus activity distributions alone contain su cient information to capture all that is computationally encapsulated in the internal representations.
Representations and action
In principle the structure of the attractors in a given module is no more than an internal representation of the stimuli that have been learned. The module can then serve for associative retrieval of these complete representations by partial cues. This has been clearly perceived by Marr 4] . As such, the internal (stimulus) coordinate system could be used to follow the e ects of learning in a xed reference frame. This aspect is discussed later on.
A bolder hypothesis may be that these coordinates may also serve to sample the activity in the module for downstream communication, i.e. for action by other elements of the organism. In other words, it is tempting to speculate that during learning the activities maintained by the stimuli being learned on the module in which the representations are being created, those same activity distributions provoke synaptic changes from the module to other loci, in the cortex or elsewhere. These synaptic changes are over and above the synaptic changes which generate the (Hebbian) matrix of collateral connections within the module, to support the delay activity distributions. The excitation of one of the representations in the module could then be carried by the feed-forward synapses, e erent from the module, and may serve as coordinate projections downstream, to provide information on which of the representation had been elicited. Such a scenario would endow the geometry suggested above with a dynamical nature. It would allow the reading of active memory, in a consistent language, to generate action.
Coordinates for tracing learning
To decipher what the learning process does in converting stimuli to their internal representations, one would like to know the correlations between the activity distributions during the presence of di erent rst stimuli. This can, for example, clarify the question of the location in which the correlations between the delay activity distributions of the xed sequence are generated in the learning process. It can also give an idea about the possible nature of the internal coordinate system.
In other words, if the activity distributions during the presence of the rst stimuli are indeed uncorrelated, the correlations are learned in the IT module. Then some version of the learning scenario proposed by Griniasty et al 10] , by which information about consecutive stimuli is communicated via reverberations, must be in e ect. On the other hand, it may be that the stimuli arrive at the Miyashita module already correlated. In that case this module learns to represent previously correlated stimuli to be applied in some task. The conversion of uncorrelated stimuli to correlated representations takes place elsewhere.
Modularity of mind in neuro-physiology
Another dramatic result of this type of studies is that at least within a cortical region (like anterior ventral temporal cortex, which extends over several hundreds of square millimeters) an entire set of stimuli is represented exclusively in a column of about 1mm 2 . Preliminary evidence 7, 5] indicates that the localization of the representations may indeed be columnar. Similar observations have been made in pre-frontal cortex by Goldman- Rakic 8] . If this principle is veri ed and is found to be of wide application in cortex, it puts very signi cant constraints on modeling the computational process. A module of these dimensions is composed of a known number of neurons and has a very characteristic level of synaptic connectivity (see e.g. Braitenberg and Schuz 11]). Hence, its characteristics as an associative memory of reverberating representations can be computed, leading to constraints of a cognitive type.
Such modularity raises a host of questions. They concern rst and foremost the process of formation of the module. It appears that when stimuli are present they a ect cells in a wide area of anterior IT. Yet after over-training the delay activity concentrates in a small module. In fact there are preliminary indications 12] that early in the training process weak attractors are formed in the wider region of IT and as training proceeds beyond some critical point, the attractors are expressed in a reduced column. This type of learning behavior has yet to be modeled.
But then, does the size of the module depend on the number of stimuli learned? In other words, is it possible that the size of the module grows as the number of memorized items grows, i.e. that neurons are recruited into a representation as more memories are learned.
Does the size of the module depend on the task? Or, does it depend on the complexity of the representations required for the task?
Are the temporal correlations in the sequence that generate the modular structure?
Does the classi cation into modules go actually by stimulus type, as has has been observed by Miyashita for fractal images and Fourier descriptors 9], or could it possibly be by the temporal grouping during learning? i.e. could it be excluded that stimuli of the same type learned by the same monkey at very di erent times be stored in di erent modules? Or vice versa, that stimuli of di erent types, learned contemporarily be stored in the same module. After all, naively one may assume that the correlations observed between internal representations of presumably uncorrelated, meaningless`fractal' stimuli could be generated between two stimuli (onè fractal' and one`geometric') for purposes of facilitating priming.
All these questions and others can be directly tested by extending the experiments slightly. Namely, after overtraining on a given number of`fractal' visual stimuli and geometric visual stimuli as two separate groups, one can identify the two corresponding modules. Then, during recording, training on new stimuli of both types can be carried on. Would those form reverberations in the corresponding modules? Would we be able to actually observe the beginning of the formation of an attractor in the recordings? Speci cally, a new stimulus, if actually channeled into its corresponding module should initially produce no speci c enhancement of delay activities in the module (relative to spontaneous activity). It may then produce such activity in a wide area, as in ref. 12], or directly exclusively in the column. As training goes on, one should nd in the module an increasing number of cells which have elevated delay activities selective of this new stimulus.
Note that despite the fact that we are assuming that spike time correlations are not relevant, the temporal variation (due to continued learning) of the con guration of reverberations favors strongly multi-unit recordings. This is in contradistinction to the Miyashita experimental paradigm in which a constant synaptic (and hence attractor) structure is assumed and hence single unit recordings are su cient, if not e cient. But, in the present context the multiple unit recordings must be done within the small module of diameter of 1mm.
Nature of internal representations
If in fact`fractal' stimuli arrive at their corresponding modules in IT uncorrelated, the correlations between attractors corresponding to stimuli which were relatively near in the training sequence should form during learning, in the particular column.
In order for the information about successive rst stimuli to arrive from one to the next, the module must be making use of attractors. It is hard to imagine another mechanism for the transmission of information across the long interval between two consecutive rst stimuli. This assertion is predictive: First, it implies that selective activity distributions should be maintained across the inter-trial interval, i.e. between the second stimulus and the new rst stimulus. Second, originally, when delay activities begin to be formed into the module, they must be uncorrelated. There had been no prior mechanism to communicate the information about the contiguity of the visual stimuli. Hence, provided it has been established experimentally that during the learning uncorrelated stimuli arrive uncorrelated to IT, short training periods should produce uncorrelated delay activity distributions.
Psycho-physical connection
The above discussion related to the strengthening of the connection between the neuro-physiological dimension and the representational one. The latter is essential both for the construction of computational models and for the generation of psychophysical conjectures. I prefer to dwell here on the latter, since they have very direct experimental implications:
A natural speculation about the cognitive role of the generation of correlated representations for stimuli learned in temporal contiguity is the extraction and memorization of context sensitivity, mediated by e ects of priming.
Priming, as a psychophysical test can be carried on monkeys. Having learned a xed sequence of patterns, one could test whether the identi cation of a noisy version of a pattern is facilitated (sped up) if the distorted image is preceded by a clean image that was a neighbor in the training sequence. Also the neuro-physiological correlates of such e ects could be looked for. If in fact di erent types of stimuli are learned into di erent modules, there should be immediate consequences for priming experiments mixing the di erent types of stimuli.
It has been observed that monkeys perform well on`new' stimuli, i.e. stimuli not used in the over training and for which no cells with delay activity was observed in the particular module 1]. This fact has been interpreted to imply that the module is not involved in the task. However, to clarify this question, one needs to test not only that the average fraction of correct and incorrect responses is the same for`old' and new' stimuli, but that the distribution of`same' and`di erent' answers is the same. It may be the case that the module is employed to assist in the comparison, taking place elsewhere. If so, one may expect that there should be a larger fraction of wrong same' responses, if the second stimulus is one correlated in its representation with the rst. In other words, there should be more`false alarms'.
In fact, the correlations learned in monkeys to represent temporal contiguity in the representation of uncorrelated visual stimuli suggest looking for similar e ects in humans. The suggestion would be that training should be done on uncorrelated visual stimuli devoid of sense, which are presented many times in a xed order. One would then be carrying out priming tests, to enquire whether a connection has been learned due to the temporal order.
DMS and computational modeling
To conclude this tour of fascinating experiments both past and future, it is important to note that experiments of this particular type can be accompanied by directly related, detailed, predictive models (see e.g. Amit et al 14] ). Moreover, each of the suggested experiments has direct bearing on the parameters, the structure or the dynamics of the models. It may be worth underlining again that the picture of attractors allows for a self-contained description at the level of the neural module which forms the Hebbian assembly. It allows for a conceptual modularization both on the experimental and the theoretical levels. In principle, delimiting the module, the synaptic structure determines the relation between the activity distribution during the presence of the stimulus and the reverberation following its removal. This reverberation is an autonomous aspect of the module, re ecting on the preceding learning process as well as on the limits of what the elaboration in this module can provoke down stream.
Experiments of the DMS type can shed much additional light on the nature of the module; the content of the representations in a module; the functional correlates of the information in a module; and the learning e ects. When on the level of average spike rates the models can capture faithfully the full experimental wealth, it will be possible to proceed to the next stage of considering the processing possible across several modules. It may be not only an important and exciting project, but also a feasible one.
