Abstract-Adding the dimension of time to databases produces time series databases (TSDB) and introduces new aspects and difficulties to data mining and knowledge discovery. In this correspondence, we introduce a general methodology for knowledge discovery in TSDB. The process of knowledge discovery in TSDB includes cleaning and filtering of time series data, identifying the most important predicting attributes, and extracting a set of association rules that can be used to predict the time series behavior in the future. Our method is based on signal processing techniques and the information-theoretic fuzzy approach to knowledge discovery. The computational theory of perception (CTP) is used to reduce the set of extracted rules by fuzzification and aggregation. We demonstrate our approach on two types of time series: stock-market data and weather data.
Han et al. investigate time series databases for periodic segments [8] and partial periodic patterns [7] using data mining methods. Their techniques (based on the association rules methods of data mining [19] ) are aimed at discovering temporal patterns (groups of events ordered by time) rather than temporal rules (cause-effect relationships between events).
Algorithms for mining intertransaction association rules are presented in [11] and [21] . Since the search space of intertransaction rules increases drastically with both the number of events and the number of dimensions, the algorithm is limited to a fixed "sliding window" (block of equal-length intervals). Only associations among the events within the same window can be extracted. In [11] , a demonstration of 1-dimensional database of stock market is given, but no prediction results are reported.
Another method of discovering inter-event associations ("episodes") is described by Mannila et al. [14] . The episodes are represented in the form of event sequences, where succeeding events occur within the same time window. Frequent episodes (occurring in a large fraction of windows) are considered particularly interesting. The number of discovered episodes, which have an exponential search space, is limited by the width of the time window and the frequency threshold (both defined by the user).
A learning system for predicting events from temporal and sequential patterns is presented by Weiss and Hirsh in [24] . An event is defined as a time-stamped observation, described by a set of feature-value pairs. Rather than predicting the exact timing of an upcoming event, which is a very difficult task in noisy event sequences, the system issues a "warning" predicting the occurrence of an event within the prediction period. Thus, a prediction is considered correct, if the predicted event falls within the monitoring time. Events also have their warning times, representing the minimum "lead time" necessary for a prediction to be useful.
Change points represent an important type of events in time series. These are time points, where there is a change in the parameters of the underlying data model or even in the model itself. The problem of identifying the change points is studied in [6] . The change-point detection algorithm of [6] is based on the recursive binary partitioning of the time segment by using likelihood criteria. Linear regression is used as the underlying model for each segment.
An alternative approach to finding the optimal number of linear segments in time series was developed by Keogh [9] . The segmentation algorithm starts with a large number of equal-size segments (containing three time points each) and proceeds by merging two adjacent segments, which minimize the balance of error. The balance of error is calculated as a standard deviation of errors in all the segments.
An attempt of representing temporal data by fuzzy time series is done in [20] . This model can be used to express fuzzy relationships between events in consecutive periods. The number of periods considered in one relationship is limited by the model order (one or two). Any relationships of higher order are ignored by the data mining process.
Different similarity measures for clustering of time series are studied in a new paper by Gavrilov et al. [5] . The measures are evaluated on one-year stock-market data from the Standard & Poor index. The dimensionality of the original dataset is reduced by two methods: principal component analysis and aggregation of the time domain into windows of fixed length. The main result of [5] is that 97.62% of the im-portant information about a time series can be found in five dimensions only.
In this correspondence, we present, for the first time, a general methodology for the entire process of knowledge discovery in time-series databases. According to [4] , knowledge discovery in databases usually includes the stages of data cleaning and preprocessing, data mining (searching for useful patterns), and postprocessing of discovered patterns. Our method improves the quality and the interpretability of the raw time series data by using signal processing techniques. The most useful features of the cleaned data are identified by constructing an information-theoretic connectionist network [13] from the preprocessed data. The information-theoretic network is also used to discover association rules in the time series. The set of discovered rules is significantly reduced by using fuzzification and aggregation. Furthermore, the extracted rules can be expressed in a natural language and used for predicting the future behavior of the time series.
The remainder of the paper is organized as follows. In Section II, concepts related to time series databases are introduced. In Section III, we describe the general methodology for preprocessing time-series data. The information-theoretic fuzzy method for mining the preprocessed data and postprocessing the data mining results is presented in Section IV. In Section V, the method is demonstrated on two real sets of time-series data. We conclude our study in Section VI.
II. PROBLEM STATEMENT
Definition II-1: A time series database (TSDB) is a set of records frjg N j=1 , such that each record contains a set of attributes and a time value r j = fa 1 ; a 2 ; 111 ; a m ; t j g.
Each attribute can take either a real value ai 2 IR or a discrete one a i 2 IN, and may or may not be associated with a time value.
If an attribute is associated with a time value, it is dynamic, and if the attribute is not associated with a time value, it is static.
The time value t j is given on the time scale in a given resolution, such as days, months, or years.
Definition with i = 00:7, then we say that on September 2 there was an event in IBM stock value wherein the slope changed from 0.32 to 00.7. From the investor perspective, the mere change in the general trend (i.e., from increasing to decreasing) is much more important than its exact value, since it may trigger a buying or a selling action.
III. PREPROCESSING OF TIME SERIES DATABASES
The preprocessing of time-series data includes the following steps.
• If necessary, clean the raw data by signal processing techniques to remove additive noise.
• Define a set of features that describe the database.
• Divide the time scale into consecutive intervals such that in each interval some function a i (t) is approximated by a feature function (t) and extract the relevant parameters of (t).
• Extract events from pairs of adjacent intervals and create an event database. A predefined limit can be imposed on the minimum time between consecutive events.
A. Data Cleaning
As mentioned earlier, time series data may be very noisy. For example, in the stock TSDB, the closing price of each day is composed from daily random fluctuations as well as long-term trends. We therefore need to preprocess the raw data in order to produce cleaner data with as little additive noise as possible.
We can assume that the raw data a raw (n) is composed from long trends signal a(n) and noise e(n) with additive nature, that is a raw (n) = a(n) + e(n):
The cleaning operation should produceâ(n) an estimation of the long-term signal a(n). In order to do so, we characterize the signals e(n) and a(n). The noise signal is of random nature and influenced daily by various sources. In contrast, the long-term signal is stable, deterministic, and influenced by relatively few factors. If we apply Fourier transform (representing the signals as a series of sine waves), we can see that the long-term signal a(n) is constructed mainly from waves with low frequency (slow changes over time), while the noise signal is constructed from waves with high frequency (fast changes over time).
To clean the data, one can use a low-pass filter (LPF) operator, that is operator that eliminates the high frequency waves (mostly noisy part) and leaves only those with low frequency (mostly long-term signal part).
There are several LPF operators, in time and frequency domains. One of the simplest is the finite impulse response (FIR) form (see [15] 1=N , the filter becomes a simple moving average. However, a simple moving average is a poor filter since it assigns equal weight to the present value a raw (n), the past a raw (n 0 k), and the future a raw (n + k). In a typical filter (like the weighted moving average), the coefficients vector is symmetric, assigning the maximum weight to the present value, and decreasing toward the past and the future [16] .
The size and values of the coefficients c(i) are subject to design, regarding the bandwidth (which high frequencies to remove) and accuracy. One can use the signal toolbox from Matlab [27] to find the coefficients. The user-specified parameters include the desired bandwidth (i.e., the maximum frequency of the waves to pass) and the number of coefficients N. The result is an approximated version of the original signal.
B. Feature Extraction 1) Slope Segments:
The slope (trend) is one of the most important features in time series (e.g., the slope of the closing price in the stock market or the sales trend in the grocery store). In order to merge intervals with similar slope, we use the following procedure.
We first check every extremum, that is, every local minimum or maximum. Every point t x such that (dâ(t)=dt)j t=t = 0 is ordered in a set T e = ft 0 ; 111 ; t N g where t 0 < t 1 < 1 11 < t N . Then, we eliminate short intervals (less than the user-defined threshold d) by using linear interpolation.
If t i+1 0t i < d, then remove t i and t i+1 from T and insert t i; i+1 = (ti + ti+1)=2 instead. After several passes, we get a minimum interval of over d time units, or ti+1 0 ti > d; 8 ti; ti+1 2 T:
For each resulting interval, we takeâ(t) value in its start and end. We can now derive the slope as
and the offset term as
We now loop over the intervals and merge intervals with similar slope (e.g., slope with difference less than 0.05). That is, If j i 0 i+1 j < 0:05, then remove t i+1 from T .Calculate each slope again. As a result,
we get a set of intervals, each with an associated slope.
2) Signal to Noise Ratio (SNR):
Another important feature in time series is the Signal to Noise Ratio (SNR). This feature expresses the fluctuations of the series data. A high SNR value indicates that the series is unstable and influenced by various parameters and different factors. A low value indicates a stable series, influenced by a limited number of factors.
We calculate the SNR in the following way over an interval
where
where a(t) is the original function (before filtering), and i and i are the parameters of the slope function calculated by the formulas (III.4) and (III.5) above.
IV. DATA MINING AND POST-PROCESSING
The next steps of knowledge discovery in time series databases are as follows.
• Use the preprocessed data to construct an information-theoretic model of the time series behavior • Extract association rules from the information-theoretic model and validate the predictive accuracy of the model • Fuzzify and reduce the set of extracted rules
A. Information-Theoretic Network
Our approach to knowledge discovery in preprocessed time series is based on the information-theoretic method of knowledge discovery and data mining, initially introduced by us in [12] and [13] . The interactions between the input (predicting) attributes and the target (classification) attribute are modeled by an information-theoretic connectionist network, which consists of the root node, a changeable number of hidden layers (one layer for each input attribute), and a target layer. The nodes of each hidden layer are associated with different values of the corresponding input attribute. The target layer includes nodes representing the values of the target attribute.
Information-theoretic networks can be used to predict unknown values of target attributes in a manner similar to classification with decision trees (see [17] ). However, the network differs from the structure of a standard decision tree in two aspects: it has a built-in feature selection capability by using the same input attribute at all the nodes of each layer and it has interconnections between the terminal (unsplit) nodes and the target nodes. These connections represent association rules between conjunctions of input attributes and the target attribute.
The network construction algorithm starts with a single-node network standing for an empty set of input attributes. A node is split if it provides a statistically significant decrease in the conditional entropy of the target attribute. The conditional entropy [1] measures the uncertainty of a random variable Y , given the values of other variables X1; 111 ; Xn. A new input attribute is selected to maximize the total significant decrease in the conditional entropy, which is termed conditional mutual information [1] . If an input attribute is continuous, it is partitioned into intervals by a discretization procedure, which is based on the algorithm of [3] . The nodes of a new hidden layer are defined for a Cartesian product of split nodes of the previous hidden layer and values of the new input attribute. The construction stops when there is no candidate input attribute, which significantly decreases the conditional entropy of the target attribute. The default significance level is 0.1% [13] . According to the chain rule [1] , the mutual information between the input attributes and the target (defined as the overall decrease in the conditional entropy) is equal to the sum of drops in conditional entropy at all the hidden layers. Detailed descriptions of the algorithm steps are provided in [12] and [13] .
In Fig. 1 , a example of a two-layered network (based on two selected input attributes) is shown. The first input attribute has three values, represented by nodes no. 1, 2, and 3 in the first layer, but only nodes no. 1 and 3 are split due to the statistical significance test. The second layer has four nodes standing for the combinations of two values of the second input attribute with two split nodes of the first layer. The target attribute has three values, represented by three nodes in the target layer. There are 15 connections between the five terminal (unsplit) nodes and the three target nodes. The procedure for calculating the informationtheoretic connection weights is presented in the next sub-section.
B. Extraction of Association Rules and Prediction
Each connection between a terminal node and a node of the target layer represents an association rule of the form if <conjunction of input values> then <target value>. These are not prediction rules, like the rules extracted by the C4.5 algorithm [17] , since multiple bules may be associated with the same terminal node. An information-theoretic weight of an association rule between a terminal node z and a target value V j is given by w j z = P (V j ; z) log P (Vj =z) P (Vj ) (IV.8)
where P (V j ; z) estimated joint probability of the value V j and the node z; P (Vj =z) estimated condidional (a posteriori) probability of the value V j , given the node z; P (V j ) estimated unconditional (a priori) probability of the value Vj.
According to [1] , the above weight represents a contribution of a node-pair to the total mutual information between the input attributes and the target attribute. The weight will be positive if the conditional probability of a target attribute value, given the node, is higher than its unconditional probability and negative otherwise. A zero weight means that the target attribute value is independent of the node value. Thus, each positive connection weight can be interpreted as the information content of an appropriate rule of the form if node, then target value. Accordingly, a negative weight refers to a rule of the form if node, then not target value.
Since an information-theoretic network represents a disjunction of conjunctions of the input attribute values, each record in a relational data table, having the same schema like the training data set, can be associated with a single terminal node in the network. The target attribute in that record can be assigned a predicted value j 3 by the following maximum a posteriori rule: 
C. Rules Fuzzification and Reduction
The set of association rules extracted from an information-theoretic network is complete: it represents all combinations of input-target value-tuples presenting in a dataset. The size of the ruleset is bounded by the product of the number of terminal nodes in a network and the number of the target attribute values. In Section V, we show that the actual number of rules can easily reach hundreds or even more. As indicated by [10] , such a large set of associations is very difficult to be analyzed by a human user.
The existing approaches to improving the interpretability of rule sets (e.g., error-based pruning [17] and pruning by chi-square test [10] ) are aimed at reducing the number of rule conditions without changing the formulation of each condition. Our approach to rule reduction is based on the fuzzification and reduction of the original "crisp" rule set by performing the following stages.
Stage 1) Fuzzifying crisp rules.
Stage 2) Reducing the set of fuzzified rules by conflict resolution. Stage 3) Merging rules from the reduced set.
1) Fuzzifying Crisp Rules:
A "linguistic range" of every attribute is expressed as a list of terms that the attribute can take. We then define membership functions, representing user perception of each term. According to Zadeh [25] , this is the first stage in an automated reasoning process, based on the computational theory of perception (CTP), which can directly operate on perception-based, rather than measurement-based, information. Subsequent CTP stages include constructing the initial constraint set (ICS), goal-directed propagation of constraints, and creating a terminal constraint set, which is the end result of the reasoning process.
Nominal attributes have only one term associated with each value. For discretized attributes, the terms assigned to each simple condition and to the target (consequence) of the crisp rule are chosen to maximize the membership function at the middle point of the condition/consequence interval. An algebraic product is used to find the fuzzy intersection of the simple conditions. Fuzzy implication of Mamdani type (see [22] ) is applied to each rule. Mamdani implication is weighted by the information-theoretic weight of the rule (see sub-section B above). If the weight is positive, the rule is stated as "If <conjunction of terms assigned to rule conditions>, then <term assigned to the rule target>." If the weight is negative, the rule will be of the form "If <conjunction of terms assigned to rule conditions>, then not <term assigned to the rule target>." The expression for calculating the weighted membership grade of a crisp rule is given as follows: [23] for resolving conflicts in fuzzy rules generated from data.
In our procedure, there is no explicit distinction between positive and negative rule grades. For example, the fuzzified rules of the form "If A then B" and "If A then not B" are associated with the same target value in the same distinct rule. However, their combined grade will be equal to the difference of their absolute grades, giving a preference to one of possible conclusions (B or not B) . Eventually, the target value with the maximum positive grade will be chosen by the above procedure. This closely agrees with the interests of the database users, who need to estimate positively the value of the target attribute.
The computational complexity of the conflict resolution procedure is proportional to the square of the number of fuzzified rules times the average number of rule conditions. This is because the algorithm compares the antecedent conditions of every fuzzified rule to the corresponding conditions of every distinct fuzzy rule. If the two antecedents are found to be identical, the grade of the corresponding target linguistic value is updated. If no matching rule is found, a new distinct fuzzy rule is created. Thus, the number of distinct fuzzy rules is bounded by the number of fuzzified rules.
3) Merging Reduced Rules: Any two rules having the following form. Using the above approach, we can create a rule base of a minimal size, limited by the number of target values. However, this approach may produce a small number of long and hardly useable rules (like rule 3 above). Therefore, we perform the merging of disjunctive values for the last rule condition only. The procedure of merging fuzzy conjunctive rules is based on the assumption that each fuzzy rule is using the same partial sequence of input attributes, which is true for any rule base extracted from an information-theoretic network (see subsection A above). The grade of the merged rule is calculated by using a fuzzy union ("max" operation). The resulting rule set can be seen as a terminal constraint set in a CTP process [25] .
1)
The computational complexity of the rule merging procedure is proportional to the square of the number of distinct fuzzy rules times the average number of rule conditions minus one. This is because the algorithm performs pairwise comparison of all conditions, except for the last one. If the partial antecedents of two rules are found identical and their target values are identical too, the rules are merged. In the end of the process, only the rules, which do not match any other rule, are left unmerged.
V. EXPERIMENTAL RESULTS

A. Stock Market Time Series
First, we demonstrate our approach on a stock market database. The stock market databases are characterized by the following phenomena.
1) Attributes include mainly stock closing price for each day, stock name and sector. Stock closing prices are dynamic attributes while stock name and sector are static (time-invariant) attributes. 2) Stock prices are noisy and influenced daily by many "butterfly effects." Data cleaning must be done prior to any data mining process. Our main interest is to predict the timing of future events, i.e., the points at which the stock will change the direction of its slope. In this section, we describe the process of knowledge discovery in the database of the daily value of stocks from Standard & Poor's index [26] , which is traded in NYSE and NASDAQ. We investigated the stocks' performance over a five-year period from August 29, 1994 to August 27, 1999 . The data is available from the Microsoft MoneyCentral web site [28] .
1) Data Preparation: First, we have cleaned the original dataset from short-term effects by using a low-pass filter described in Sec-tion III-A. We took bandwidth of 0.1/day (i.e., pass cycles of ten days and more) and size of 51 coefficients. The size is a compromise between accuracy and delay, which was chosen by us after several trials.
The feature extraction procedure of Section III-B above has resulted in a set of records, where each record is related to one time interval i of a specific stock. The record attributes include stock name (e.g., "MSFT" for Microsoft), stock major sector (Financial, Industrials or Transportation), interval length ti+1 0 ti, interval slope i, and the Signal to Noise Ratio SNR i .
Since the information-theoretic network can only find associations between attributes of the same record, this dataset could not be readily used for mining relationships between succeeding intervals. Consequently, we converted each sequence of m intervals related to the same stock into m 0 1 interval-pairs, each containing information about two adjacent intervals [t i ; t i+1 ] and [t i+1 ; t i+2 ]. Thus, the length of every interval (excluding the first and the last ones) is used two times: as a target (dependent) attribute for the current interval and as a candidate-input attribute for the next interval. This process can be continued for creating interval-triples etc., but no significant relationships of higher order have been found.
The relational schema of the first-order data table is given in Table I . The slope and the SNR of an interval can still be used for predicting the duration of the same interval, since they can be estimated much time before the occurrence of the event concluding the interval. In other words, the interval length is considered the "monitoring time" of the change-point event (see [24] ).
The original dataset included stock prices of 373 companies from Standard & Poor's 500 list. The total number of 5835 intervals has been identified (an average of 15.64 intervals per company, or about 80 business days per interval). These intervals have been converted into 5462 relational records of interval-pairs.
2) Information-Theoretic Procedure: The results of applying the information-theoretic procedure of Section IV-A to the first-order dataset are represented in Table II . The three input attributes (out of six candidates) selected by the algorithm are SNR of the current interval (Fluct2), slope of the current interval (Slope2), and slope of the previous interval (Slope1).
As one can see from Table II, the first selected attribute (Fluct2) contributes about 94% of the overall mutual information. This means that the signal-to-noise ratio (SNR) of the current interval gives the best, and almost the only indication, about the expected length of that interval. The information about the current and the previous slopes is much less important (they contribute about 6% only). The conclusion is that both the SNR and the slope should be extracted from the stock data. Another candidate input attribute, the stock major sector, can be ignored for the prediction purposes, implying that the stocks in different sectors have similar patterns of behavior.
The predictive accuracy of the information-theoretic network, constructed above, was estimated by holding out one third of the data as a validation set. Thus, we chose randomly 1842 validation records and used the other 3620 records for constructing the information-theoretic network. The classification accuracy (the probability of identifying the correct interval out of five) is 66.9% on the training set and 64.9% on the validation set. The low accuracy of the information-theoretic network resulted from the inherent noisiness of the stock prices, but it is still higher than the validation accuracy of the C4.5 algorithm (55.3% only), which was applied to the same data. Default settings were used both for C4.5 and for the information-theoretic network. The precision of the predicted value is 649.0 business days (using the 95% confidence interval).
3) Extraction of "Crisp" Association Rules: In the network, built from the first-order dataset, we have obtained 386 connections with 
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Though the above rules are expressed in accurate, "crisp" terms defining the exact boundaries of each underlying interval, their representation power is quite limited for at least two reasons.
1) The user is more interested in the rules of the form "If fluctuation is low, then the duration is long," which is closer to the human way of reasoning. People tend to "compute with words" rather than with precise numbers. 2) The total number of rules, extracted from this dataset, is 386, which is much larger than the number of rules generally used by people in their decisions.
Now we are going to use the fuzzy set theory for converting the above set of "crisp" numeric rules into a reduced set of fuzzy (linguistic) rules.
4) Rules Fuzzification and Reduction:
We have chosen the following terms (words in natural language) for each type of numerical attribute in the stocks database.
• Length (Interval Duration): short, medium, long.
• Slope: negative, zero, positive.
• Fluctuation (SNR): low, medium high. To convert the above attributes into "linguistic variables," we have defined triangular membership functions associated with each term ("linguistic value"). The triangular functions are commonly used in the design of fuzzy systems. The prototype, the minimum, and the maximum points of each function, generated from the histogram analysis of input attributes, are shown in Table III .
The reduced set of fuzzy rules, extracted from the stocks database by using the fuzzification and reduction procedure of Section IV-C above, is shown as follows. are small, the current interval is going to be long. In other words, low fluctuation is an indication of a stable market. However, if fluctuations are medium or large, rule 1 is predicting a relatively short interval, which means that the market is unstable. These two rules, in combination with the other available (mostly, linguistic) information about the stock market, can be used by investors for their selling and buying decisions.
B. Weather Time Series
We demonstrate our approach on an additional set of time series information, which includes historical records of weather data collected at 350 weather stations throughout the State of California during the [29] . Each daily record has about ten variables, such as precipitation amount, maximum and minimum temperature, wind speed, and others. Long-term (yearly) data is also available.
Weatherforecastingincludesmanyissues.Inourstudy,wefocusonone problem, namely, predicting the total amount of precipitation in the next year, based on the weather data of the current year and the previous years. As shown in Fig. 2 , the yearly precipitation is a highly unstable variable, which resembles the irregular behavior of the stock market.
1) Data Preparation:
We have used the filtering procedure of Section III above to partition the series of yearly precipitation measurements for each station into consecutive segments (intervals) having similar slopes. Several features have been extracted from each interval. Additional parameters used for predicting the precipitation in the next year included the amount of precipitation and the variance of temperature in the current year and the previous year. In each time series, the values of every variable have been normalized with respect to the mean. Normalizing the variables has improved the quality of the data mining results, which closely agrees with the conclusions made by Gavrilov et al. [5] . The complete list of filtered and normalized attributes, used in the knowledge discovery process, is shown in Table IV .
2) Information-Theoretic Procedure: The results of applying the information-theoretic procedure of Section IV-A to the weather dataset are represented in Table V . Only five input attributes (out of ten candidates) have been selected by the algorithm. As one can see from Table V, the first three attributes (Dev1, Year1, and Year2) contribute about 85% of the overall mutual information. This means that extracting the slope segments is important for improving predictability of the annual precipitation. The variances of the minimum temperature in the last two years (Mn-1 and Mn-2) are less important (they contribute about 15% only). The maximum temperature and the temperature variance in each segment can be completely ignored for the prediction purposes.
Like in the case of the stock-market database, we have estimated the predictive accuracy of the information-theoretic network, constructed above, by holding out one third of the data as a validation set. Thus, we chose randomly 309 validation records and used the other 615 records for constructing the information-theoretic network. The classification accuracy (the probability of identifying the correct interval out of three) was 54.5% on the training set and 53.1% on the validation set (versus 54.7% with C4.5). Thus, the weather appears to be much less predictable than the stock market, where we were able to forecast the future behavior of time series with a higher accuracy of 64.9%.
3) Rule Extraction and Reduction: The information-theoretic network built from the weather dataset has 119 input-target connections with nonzero weights representing 119 "crisp" association rules. To fuzzify this set of rules, we have converted the five selected attributes (see Table V ) into "linguistic variables" having the following three terms: low, normal, and high. Following the common practice of fuzzy design, each term has been represented by a triangular membership function based on the histogram of the attribute values. The prototype, the minimum, and the maximum points of each function are shown in Table VI .
The reduced set of fuzzy rules, extracted from the weather database by using the fuzzification and reduction procedure of Section IV-C above, includes 21 linguistic rules (versus 119 "crisp" rules in the original rule set). The top three fuzzy rules having the highest grades (given in brackets) are shown as follows.
• If dev-1 is zero, year-1 is normal, and year-2 is high then year is high (0.0108).
• If dev-1 is zero and year-1 is low or high then year is normal (0.0099).
• If dev-1 is negative and year-1 is high then year is low (0.0089).
The last rule seems particularly interesting. It means that if the precipitation amount was decreasing in the previous segment and this year the amount is higher than normal, the next year is likely to be "dry."
VI. CONCLUSIONS
In this paper, we have introduced a general approach to knowledge discovery in time series databases. The approach includes the following stages of the KDD process: data preprocessing, feature extraction, transformation, dimensionality reduction, prediction, and rule extraction. The main objectives of the process are forecasting the future behavior of time series and extracting a reduced set of linguistic association rules, related to that behavior. The approach is demonstrated on two real-world databases: S&P stocks data and California weather data.
Specific features of our approach include the following.
• The cleaning and preprocessing of time series is based on signal processing techniques.
• The information-theoretic method of data mining is applied to the preprocessed dataset. The method enables to identify the most important features to be extracted from the raw data. A detailed evaluation of the information theoretic method with respect to other data mining techniques is provided in [13] .
• Our search space is not limited to fixed time intervals. The method is considering associations between succeeding events, separated by intervals of arbitrary duration.
• The extracted rules are expressed in a natural language by fuzzifying the "crisp" rule set, induced by the information-theoretic procedure. The fuzzified rule set is further reduced by operators of fuzzy set theory. This is our approach to the "curse of dimensionality" problem, faced by all methods trying to extract association rules from time series data. There are some other issues regarding knowledge discovery in time series databases, which are not covered by the current approach. These include mining spatial (multidimensional) data, the use of linguistic knowledge in the data mining process, defuzzification of reduced fuzzy rules for prediction purposes, and knowledge discovery in fuzzy time series. We also believe that similar techniques of rule fuzzification and reduction can be applied to other, nontemporal domains of knowledge discovery.
