This paper proposes a method for retrieving human motion data with concise retrieval rules based on the spatio-temporal features of motion appearance. Our method first converts motion clip into a form of clausal language that represents geometrical relations between body parts and their temporal relationship. A retrieval rule is then learned from the set of manually classified examples using inductive logic programming (ILP). ILP automatically discovers the essential rule in the same clausal form with a user-defined hypothesis-testing procedure. All motions are indexed using this clausal language, and the desired clips are retrieved by subsequence matching using the rule. Such rule-based retrieval offers reasonable performance and the rule can be intuitively edited in the same language form. Consequently, our method enables efficient and flexible search from a large dataset with simple query language.
Introduction
Automatic retrieval of human motion data from a large dataset has a potential benefit for creating character animation. The typical retrieval system uses a keyword as a retrieval query for the manually annotated dataset whose hierarchy and entity are indexed with some symbols or natural language. Since the symbol-based indexing requires a large amount of manual labor, methods for its annotation have been proposed using some feature analysis techniques. The straightforward methods directly use a short motion clip as the retrieval query [2] - [5] ; they define the numerical similarity measure between the query and data entities. However, they cannot take semantic similarity into account in the search. For example, although both overarm and underarm throws are classified as throwing motions, the overarm throw cannot be retrieved using an underarm throw as the query because of their different appearances. Examplebased methods are therefore proposed to synthesize a query from the pre-categorized training data. The machine learning technique obtains the implicit classifier by analyzing the intrinsic difference between motions in target class and those in other classes [6] . The template matching technique derives a motion template by finding a common feature pattern of motions in target class [7] . Existing methods, however, have one major problem with query formulation. The numerical methods use a short motion clip as a query, but the similarity measure between motions should be manually defined with fine parameter tunings. The learning-based methods implicitly obtain a motion classifier which cannot be modified after the learning. The template-based methods use many binary symbols so as to enable them to represent a wide variety of human movement, making the notation often redundant for retrieval and classification problem. Furthermore, the template cannot be arbitrarily edited because it is difficult to determine which template component is important for the similarity search. Although the heuristic method [8] , [9] eliminates such redundancy, the conventional method does not guarantee the minimality of the resulting template and requires high computational cost.
In the fields of artificial intelligence and data mining, a general induction technique has been developed to discover an effective solution to multiple classification problems. The induction method often uses a logical language such as symbolic and clausal language to represent the example data, and discovers a concise classification rule from the training data using logical programming, called inductive logic programming (ILP) [10] , [11] . ILP analyzes an essential rule presented in the explicit logical language, and has higher flexibility in controlling learning process than decision tree learning [12] owing to its programmable framework.
We propose a rule generation technique for human motion retrieval using ILP. Our method first computes a set of spatio-temporal features of motion appearance in the form of a multivalued logical expression. An ILP framework then discovers an essential classification rule by analyzing an intrinsic difference among the set of training motion clips. The classification rule is composed of a few logical expressions as shown in Fig. 1 . The desirable segments are retrieved from complex motion sequences using the discovered rule by specifying the name of the motion class. Moreover, such a retrieval rule can be easily edited in the form of logical language to improve the retrieval accuracy. Consequently, our system provides flexible motion retrieval with semi-automated rule generation.
One major limitation of our method is the over fitting problem. Since ILP composes a retrieval rule using as few clauses as possible which are highly specific to training data, Copyright c 2010 The Institute of Electronics, Information and Communication Engineers Fig. 1 The retrieval rules of cartwheel and jumping jack motion discovered by our method, represented in the clausal form. The motion segment is retrieved from a long motion sequence using the retrieval rule.
the resulting rule often fail to be obeyed by true positives and fails to exclude false positives. In this paper, we focus on the compact and editable representation of a retrieval rule based on spatial features while sacrificing the precision of retrieval in order to develop a quick and flexible search mechanism for large datasets. To reduce false negatives, we use space-time windows for allowing target motion to have a small variation from the training data. On the other hand, the problem of false positive is heuristically alleviated by a manual modification of the rule. We will address the further improvement of the retrieval precision in the future extension.
Related Work
Signal-based motion retrieval techniques use some templatematching algorithms. Dynamic timewarping (DTW) is often used to estimate the similarity between two motions that indicate different duration and timing. Kovar and Gleicher proposed a precomputed search table, called match web, which contains the DTW-distance between all possible pairs of motion segments [2] . Given a query motion, similarlooking motions are retrieved from the database by looking up the match web. Another signal-based method indexes the database by quantizing the orientation of body parts [3] or the joint angles [5] . The velocity and acceleration of joint rotation are also utilized to index the sequence of whole body movement [4] . However, DTW-and indexbased methods cannot deal with the semantic similarity between motions quite different in appearance.
Automatic segmentation of motion data is closely related to motion retrieval. The primitives of human motion are often analyzed by detecting the characteristic point of velocity or acceleration profiles of joint movement [13] , [14] . Barbic et al. [15] introduced a Mahalanobis distance metric and probabilistic PCA for segmenting the motion sequence. The segmented motions are then classified into several clusters based on a Gaussian mixture model. This method is later used for detecting appropriate segments to compress the motion data [16] . However, the model-based approach often fails to provide a semantically meaningful result. Therefore, some machine learning methods are used to segment and classify motion data with the training examples. A support vector classifier is used for annotating the long motion sequence [6] . State-space models, such as hidden Markov models (HMM) and linear dynamics models, are used for discriminating the naturalness of edited motion data [17] and for recognizing human motion [18] . However, the implicit learning provides no meaningful representation of a classifier.
Other approaches use appearance features of human motion to generate a database index. Müller et al. developed a general notation for human motion data using geometrical features of static poses [19] . This method indexes each time frame of motion sequence by dozens of binary indices that represent the positional relation between the trunk and limbs. The motion segment is efficiently retrieved from the database by sequentially searching the subsequence whose indices are matched to the retrieval key created from a single motion segment. The method is later extended to compute a motion template that contains the common pattern of the indices in a motion class [7] . This method has high performance for motion retrieval and annotation. However, the representation of a motion template is often redundant in attempting to classify the motions because it is simply created by the weighted average of multiple motion segments of the same target class. Our method is similar to the heuristic method which eliminates the redundancy of the motion template using a genetic algorithm [8] , [9] . This method reduces the redundant components of the motion template using a genetic algorithm. However, it requires a large amount of computational time to find a reduced motion template, and its minimality is not guaranteed due to the probabilistic sampling. These existing methods represent the continuous motion data by a set of discrete indices and symbols with sufficient retrieval accuracy, which indicates that symbolic logic can be used for analyzing the human motion data.
Inductive Learning of Retrieval Rules
We here explain how to discover the retrieval rule. Given training data, they are manually segmented into clips of unit movement and classified into multiple semantic classes. One class is then chosen as a positive class and others are used as a negative class. Individual training clips are represented by a set of clauses corresponding to the spatiotemporal features of motion appearance. The inductive learning from the two classes discovers a retrieval rule consisted of as few clauses as possible so that the resulting rule explains common features of the positive examples and no features of the negative examples.
Spatio-Temporal Features of Motion Appearance
The spatio-temporal features of training data are first converted into a clausal form. Given a training motion clip, the multivalued spatial features are computed at each frame Table 1 35 spatial features used in our method, where prefix "B" and "M", respectively, denote binary and multivalued feature. "(r/l)" indicates that the feature is defined for both right and left hand and foot. Upper 31 features are proposed in [19] , and the lower 4 are our extension. Although decision tree learning uses a symbolic language [12] , the clausal language provides a more general representation mainly because each clause has multiple arguments to represent the data attributes [11] . Moreover, ILP can introduce user-defined reasoning procedure to simplify the retrieval rule as explained in the next section. Our definition of spatial feature includes 31 geometrical features proposed in [19] and 4 additional customized features which are summarized in Table 1 . The geometrical features can be generally used for arbitrary motion classes because they represent positional relations between body parts without using task-specific, environmental infomation. Some clauses of spatial features have a multivalued index for detailed analysis, whereas the existing methods [7] - [9] only have binary indices. The quantization index l i is determined by discretizing the geometrical distance between body parts. For example, the quantization index of rfoot up is determined according to the height of the right foot from the ground. We currently use a five-level quantization for every multivalued feature. We also define two types of temporal features that explain the duration of a spatial feature and a temporal relation between different spatial features, which are the simplified version of the existing logical representation of temporal relation, called interval temporal logic [20] . ILP uses a hypothesis-testing procedure that examines the validity of vast numbers of candidate rules, and its computational cost exponentially increases with the number of training data. In order to reduce the computational cost, several key-poses are extracted from the training data removing unessential oscillation of human motion. Since we found that the action synopsis [21] requires too much computational cost for our purpose, we use a greedy algorithm based on a pose distance metric [2] . After selecting the first key-pose at the first frame of the motion sequence, the next key-pose is sequentially searched until the pose distance to the previous key-pose exceeds a given threshold. Notice that the distance threshold is manually adjusted so that about ten key-poses are selected per second.
We here summarize the conversion of a training motion clip into a set of clauses. First, the spatial features and their quantization indices are computed at each key-pose extracted by the greedy search. Next, the temporal features are computed by analyzing the temporal relation between the spatial features. Finally, all features are converted into the clausal form. In our current implementation, the same clauses generated from an identical training motion clip are unified into one clause no matter when and how many times the feature appears. Notice that such unification is done only for training data, and a source sequence is merely converted into a timeseries of spatial features without using any unification.
Simplification of Retrieval Rules
The learning criterion of ILP is the minimality of the clauses used in retrieval rules. Multiple clauses can often be substituted with a simpler clause based on a syllogism and other reasoning. ILP introduces the substitution procedure with user-defined logical expressions represented in the clausal form for discovering the retrieval rule that consists of as few clauses as possible. We define the subsumption relation of multivalued feature, which is modeled by a combinational structure. The basic component of the structure is the quantization index of multivalued feature. The ILP system then selects the most appropriate subset to best describe the feature of training data. For example, the smallest subset may be selected if all positive examples have the same spatial feature at the same quantization index. On the other hand, the quantization indices 1, 3, and 4 appearing in the training data are combined into a new index, 1 + 3 + 4 without index of 2. We also define the subsumption relation of multivalued temporal features in the same manner.
Inductive Logic Programming
Given the clauses of spatio-temporal feature of a training data, the ILP framework discovers the retrieval rule for each motion class. We use a public ILP system, called Progol [22] , which supports a multiple classification problem with clauses written in Prolog, a logical programming language developed in the field of artificial intelligence. The learning procedure of Progol is manually controlled with some parameters of what types of and how many clauses are used to compose the rule, how many times the hypothesistesting trials are performed, and how large a noise is tolerated in the learning. We specify the learning procedure so that the retrieval rule is composed of up to four clauses, and as many hypotheses as possible are generated within the limited capacity of memory.
Progol provides two types of learning models, called exclusive and positive learning [23] .
Exclusive learning This learning model uses both positive and negative examples to discover a rule that is obeyed by the positive examples and is excluded by the negative examples. Positive learning The rule is discovered using only positive examples based on Bayes theory with pseudonegative examples that are generated by adding artificial noise to the positive examples.
Both learning models use positive and negative examples to discover a rule that is obeyed by the positive examples and is excluded by the negative examples [23] . They use a hypothesis-testing procedure to discover the essential rule, whose detailed algorithm is explained in Appendix. The exclusive learning model often results in too strict a retrieval rule. For example, if the learning is performed on the positive example of straight-walking motions, the resulting rule may not classify a curved locomotion as a walking motion. This problem can be reduced by relaxing the tolerance of the quantization error of multivalued feature as explained in the next section. In contrast, the positive learning provides a looser classification because it generates a simpler hypothesis without using negative examples. However, it often causes a false retrieval of non-relevant data, which cannot be easily fixed. We therefore use only exclusive learning to compose the classification rule.
Subsequence Search with Space-Time Windows
By specifying the name of motion class, motion segments are retrieved by a subsequence search using the retrieval rule associated with the specified class. Our system sequentially searches the subsequence that includes all constituent clauses of the retrieval rule from the motion sequence. The key-poses are preliminarily extracted from the source sequence as described in Sect. 3.1, but it often passes over important poses whose spatial features are used in the rules, which results in mis-retrieval of desired clips. We therefore introduce the time window to prevent the small misalignment of key-poses as illustrated in Fig. 2 . First, the keyposes of the source sequence are extracted using the greedy algorithm 3.1 ( Fig. 2 (a) ). Second, the time window is defined around the keyframe (Fig. 2 (b) ), and we here call the frame at which the key-pose is extracted by keyframe. The size of the time window is determined proportional to the interval between neighboring keyframes, which makes the window size asymmetric about the central keyframe. We experimentally compute the window size by half of the interval between keyframes. Finally, the spatial features within the time window is regarded as it appears at the central keyframe, and the same features of successive keyframes are connected with each other (Fig. 2 (c) ). The discrete representation of spatial feature often decreases retrieval accuracy because its quantization index is computed by regularly discretizing the geometrical distance between body parts. Owing to such simple quantization, a slight variation of the geometrical distance easily changes the quantization index, by which the appearance of an important feature is often lost. The space window is therefore introduced for tolerating the small error of simple quantization of multivalued feature. If a quantization index l f is assigned to the interval [d i , d i+1 ), where d i and d i+1 are the geometrical distance between body parts, the retrieval process uses a wider range [d i − α, d i+1 + α) for discriminating the region of the quantization index l f . The margin α is experimentally optimized by the quantization interval
The space-time window probably adds redundant spatial features for each key-pose, which reduces the false negative in compensation for the increase of the false positive. This approach is reasonable because the false negative is a more critical problem in motion retrieval rather than the false positive, which is a common to various data retrieval technologies. Notice that the space-time window is not applied to the training data because the learning of ILP becomes too expensive due to the increase of the additional spatio-temporal features within the windows.
Experimental Result
The retrieval performance of our method is compared with the existing heuristic method [8] under almost the same experimental condition. We experimentally retrieved motion segments from a large public collection of motion capture data, called Mocap Database HDM05 (http://www.mpiinf.mpg.de/resources/HDM05/). We manually segment a whole motion sequence of 120 minutes into 5481 clips of unit movement and arranged them into 99 motion classes; the total size of the database is about 803 MB in text format. Notice that we use a set of classified short clips to easily count the number of correct and wrong retrieval results, although our method can deal with an unsegmented long sequence. The training dataset consists of 7 motion classes as summarized in Table 2 . The number of training motion classes is fewer than [8] because ILP is suited for the learning of a small number of classes with minimal training dataset. The retrieval rule of each class is discovered by analyzing the training motions of one class and the other six as the positive and negative examples, respectively. The test is performed with the entire database including the training data, and the computational time is measured on Core2Quad 2.4 GHz PC. The supplemental video of all experimental result is available at http://www.val.ics.tut.ac.jp/project/retrieval/. Table 3 shows the retrieval rules for the seven motion classes discovered using the training dataset. It shows that a motion clip is classified as a cartwheel motion if the actor bend his/her body and raises his/her left hand, and moves upward for a long period. The number of constituent clauses is determined according to the uniqueness of movements in com- Table 2 Motion clips used as the training data for the learning, where the two numbers in the second column denote the total number of motion clips of each class, and the number of training data used for the learning, respectively. parison with other motion classes. For example, the rule of Lie motions only has one clause because the spatial feature of Lying appears only in the Lie motion class. On the other hand, the ILP framework discovers multiple retrieval rules for ElbowToKnee and Squat, and the desired segment is retrieved using any one of the rules. This indicates that these motion classes can be respectively divided into subclasses. In fact, the training dataset of ElbowToKnee includes symmetric motions. All retrieval rules are discovered within a few minutes. The existing heuristic method requires several hours to simplify the motion template due to its naive probabilistic search with genetic algorithm. In contrast, Progol efficiently derives the minimal rule based on the semi-deterministic induction mechanism, with several speed-up techniques explained in the Appendix. The discovered rules are so simple that trained users can easily understand and modify them. The existing heuristic method randomly generates the reduced motion template using the stochastic sampling technique, and thus the retrieval performance is also probabilistically changed. In contrast, ILP always provides a unique retrieval rule according to the user specification. We can control the tradeoff between the simplicity of rules and the retrieval accuracy through specifying the types and maximum number of constituent clauses, their subsumption relation, and learning parameters.
Discovery of Retrieval Rules

Retrieval by Discovered Rule
The statistics of the retrieval performance is shown in Fig. 3 . Average computational time of the retrieval is about 10 milliseconds, which is fast enough for practical usage. High recall indicates that the subsequence matching with a retrieval rule successfully retrieves almost all relevant motions. The low recall of Toss is probably caused by the over fitting problem; the ILP generalizes the small common part of the example motions which do not appear in other Toss motions that are not included in the training data. On the other hand, the precision values are remarkably lower than those of the existing method except for Cartwheel. This means that the discovered rules cannot exclude the non-relevant motions because the number of training data is too small to generalize the retrieval rule for the size of the entire database. However, a large number of examples often lead to a failure in learning because of the limited memory capacity. We consider that the accuracy of our retrieval method becomes acceptable for the practical motion database because the retrieval performance could be improved by a manual editing. Moreover, we think that the retrieval precision could be improved because false positives often have appearance features distinct from those of true positives. We intend to develop a post-processing technique to semi-automatically exclude the false positives using a clustering technique.
Retrieval by Query Motion Clip
Our rule-based method can also use a motion clip for a retrieval key. Given a query motion clip, every retrieval rule is checked if it categorizes the query motion into one of the given class, and the validated rules are then used for retrieving the similar motion segments. Even though the actual retrieval key is not the query motion itself, the retrieval rules are associated with the query motion. This approach enables the retrieval of a semantically similar motion with a large difference in appearance. This property can overcome the limitations in existing techniques based on visual similarity.
We use the short motion clip composed of several types of gymnastic movements for the retrieval query (see the supplemental video). Our system validates that the query motion clip consists of subsequences categorized as ElbowToKnee and Squat. The related motion clips are then retrieved from the database using the two corresponding retrieval rules, where the retrieval performance is equal to the statistics shown in Fig. 3 . Although the retrieval capability depends on the types of trained motion class, the user does not need to have knowledge about the content of the class. Moreover, our method could employ the complex motion as a retrieval query. For example, if the lower and upper bodies separately perform a pitching and running motion, the motion clip can be used for the retrieving both two motion classes of throwing and locomotion. This strategy of motion retrieval is not achieved by existing methods, and we will investigate this using an advanced query synthesis.
Manual Edit of Retrieval Rule
The ILP framework often discovers a non-intuitive retrieval rule because the logical analysis of clausal language does not take into account the visual importance of the corresponding movement. In fact, we experimentally found that the retrieval rule is sometimes composed of clauses representing subtle movements. Although the logicallydiscovered rule well generalizes the training motions, such subtle movements are easily missed because they are likely involved in similar-looking but different motion classes.
Consequently, ILP essentially decrease the retrieval accuracy.
On the other hand, the user edit of the retrieval rule can make it distinctive and often improves the retrieval accuracy. For example, we modify the second clause of the rule of Cartwheel from long(gradient) & long(lhand up [2] ) to long(somersault), based on our knowledge that cartwheel motion includes a handstanding pose. This modification increases the precision from 0.83 to 1.0 with the small increase of recall from 0.95 to 1.0. This improvement is attributed to the constraint of somersault stricter than that of the gradient where both features appear in most cartwheel motions. Such more general motion features are often missed in the learning since Progol emproys only the first-discovered rule in the hypothesis-testing procedure without examining other possible candidates. We can easily integrate such an artificial decision into the retrieval rule by simple text editing.
Conclusions
This paper has proposed a rule generation technique for motion retrieval using ILP. The clausal formulation provides a meaningful representation of human motion and its retrieval rules. The retrieval rules are efficiently learned within the ILP framework from a set of manually classified training data. The discovered rule is directly edited in the clausal form. By specifying the name of a motion class, motion segments are efficiently retrieved from a complex motion sequence using the rule assigned to the motion class with the space-time windows. Our system also retrieves the motions using a short motion clip for the retrieval query, which considers the semantic similarity between motions because the actual retrieval key is the retrieval rule associated with the query motion clip.
The motion template [7] achieved better retrieval performance than our method. However, the classification rule of our method is composed of minimal clauses to discriminate motions, which significantly simplifies the retrieval query. Moreover, the retrieval performance could be improved by a manual editing of the classification rule. Consequently, we think that our method has reasonable performance for the practical motion database.
The major limitation of our method is that the retrieval rule cannot be incrementally learned. The whole learning process has to be iterated whenever new training data are added. Moreover, such re-learning often causes a significant change in the discovered rule, which might lead to confusion among users. This defect would be overcome by reunifying the retrieval rule using a machine learning technique such as support vector machine. Another limitation is that our method requires fine adjustment of many numerical parameters. The number of keyframes should be manually determined so that important features of motions are not lost. The retrieval performance is also influenced by the quantization thresholds for computing multilevel features and the size of the space-time windows. Furthermore, the manual selection and segmentation of the training motions often affects the retrieval accuracy, which is a general issue in examplebased motion retrieval techniques. These problems could be alleviated by statistically optimizing those threshold and by adoptively selecting training data essential to rule generation.
Our future work includes the investigation of known truths about human skeletal structure, kinematical and dynamical constraints of the body into the learning. The definition of spatio-temporal features, which is currently relied on the previous works [7] , [19] , should be extended using other motion features. Although task-specific motion feature, such as human intension and environmental information, can be integrated for the practical purpose, we will investigate motion features including only motion data of a single character, such as muscle force and momentumns in order to preserve generality for wide variety of motion classes. An on-line system for indexing motion capture and video sequences is also involved in our future investigations.
Appendix: Hypothesis-Testing Procedure of Progol [11] The ILP system automatically discovers the retrieval rule that is most specific to positive examples, and Progol uses a top-down approach to discover the rule as illustrated in Fig. A· 1 . The learning begins with the simplest hypothesis that is the root of a search tree. New hypotheses are generated by adding an elemental clause of the training data or other user-defined clauses to the parent hypothesis. Each new hypothesis is examined for whether it successfully classifies the example data into the appropriate classes, and the valid hypothesis is used as a new parent. The most appropriate rule, whose optimality is evaluated by a fitness criterion defined in ILP, is discovered by traversing the search tree with efficient pruning technique under preconditions such as the maximum iteration times and depth of search tree. Notice that the entire process of hypothesis generation, examination, and evaluation are automatically done according to the mode declaration within the ILP framework [11] .
