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R É S U M É
Stimulée par l’usage intensif des téléphones mobiles, l’exploitation conjointe des
données textuelles et des données spatiales présentes dans les objets géotextuels (p.
ex. tweets, photos Flickr, critiques de points d’intérêt) est devenue la pierre angu-
laire à de nombreuses applications utilisées quotidiennement, telles que la gestion
de crise, l’assistance touristique ou la recommandation de points d’intérêts (POIs).
Du point de vue scientifique, ces tâches reposent de façon critique sur la représen-
tation d’objets spatiaux et la définition de fonctions d’appariement entre ces objets.
Dans de précédents travaux, ce problème a principalement été traité au moyen de
modèles linguistiques qui reposent sur une estimation coûteuse de probabilité de
la pertinence des mots dans les régions spatiales. Cependant, ces approches tradi-
tionnelles se sont révélées peu efficaces face aux textes issus des réseaux sociaux.
En effet, ces derniers sont généralement de courte longueur, utilisent des mots non
conventionnels ou ambiguës et peuvent difficilement être mis en correspondance
avec d’autres documents, notamment à cause de l’inadéquation du vocabulaire.
De fait, les approches proposées jusqu’à présent conduisent généralement à de
faibles taux de rappel et de précision.
Les travaux réalisés dans cette thèse s’inscrivent dans ce contexte et visent à
réduire la discordance de vocabulaire dans les représentations et l’appariement
de tweets géotaggés et de POIs. Nous proposons ainsi de tirer parti des contextes
géographiques et de la sémantique distributionnelle pour résoudre la tâche de
prédiction sémantique de l’emplacement. Notre travail se compose de deux princi-
pales contributions : (1) améliorer les plongements lexicaux pouvant être combinés
pour construire des représentations d’objets, grâce aux répartitions spatiales des
mots ; (2) exploiter les réseaux de neurones profonds pour réaliser un appariement
sémantique de tweets avec des POIs.
Concernant l’amélioration des représentations de textes, nous proposons une
approche de régularisation a posteriori qui intègre l’information spatiale dans l’ap-
prentissage des plongements lexicaux. L’objectif sous-jacent est de révéler d’éven-
tuelles relations sémantiques locales entre les mots, ainsi que la multiplicité des
sens d’un même mot. Pour déceler les spécificités locales des différents sens d’un
mot, nous proposons deux solutions, l’une s’appuyant sur une technique de par-
titionnement spatial, via l’algorithme des k-moyennes, l’autre sur un partitionne-
ment probabiliste à l’aide d’estimation de densités (KDE). Les plongements lexi-
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caux sont ensuite corrigés à l’aide d’une fonction de régularisation qui intègre
les répartitions spatiales pour déterminer les relations sémantiques locales entre
les mots.
Concernant l’utilisation des réseaux de neurones profonds pour la tâche de pré-
diction sémantique de l’emplacement, nous proposons un modèle neuronal axé
sur l’interaction, conçus pour l’appariement de paires de tweet-POI. Contraire-
ment aux architectures existantes, notre approche s’appuie sur un apprentissage
conjoint des interactions locales et globales entre les paires tweet-POI. Dans notre
modèle, les signaux d’appariement exact des interactions locales mot à mot, cor-
rigés par un facteur d’amortissement spatial, sont traités à l’aide d’histogrammes
d’appariement. Les interactions locales permettent de révéler des motifs de simila-
rités de paires de mots guidés par l’information spatiale. Les interactions globales
considèrent quant à elles, la force de l’interaction entre le tweet et le POI à la
fois du point de vue spatial, à travers une distance géographique entre les objets
géotextuels, et du point de vue sémantique via une proximité sémantique de leur
représentation latente.
L’ensemble de nos contributions ont fait l’objet d’évaluations expérimentales
sur des tâches dédiées à évaluer à la fois la qualité des représentations des objets
géotextuels, et l’efficacité de leur utilisation en recherche d’information.
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A B S T R A C T
Stimulated by the heavy use of smartphones, the joint use of textual and spatial
data in space-textual objects (e.g., tweets, Flickr photos, POI reviews) became the
mainstay of many applications, such as crisis management, tourist assistance or
the finding of places of interest. These tasks are fundamentally based on the repre-
sentation of spatial objects and the definition of matching functions. In previous
work, the problem has been addressed using linguistic models that rely on costly
probability estimation of the relevance of words in spatial regions. However, these
traditional methods are not very effective when dealing with social network data.
These data are usually short, use unconventional or ambiguous words, and are
difficult to match with other documents because of vocabulary mismatches. As a
result, the proposed approaches generally lead to low recall and precision rates.
In this thesis, we focus on tackling the semantic gap in the representation
and matching of geotagged tweets and POIs. We propose to leverage geographic
contexts and distributional semantics to resolve the semantic location prediction
task. Our work consists of two main contributions : (1) improving word embed-
dings which can be combined to construct object representations using spatial
word distributions ; (2) exploiting deep neural networks to perform semantic mat-
ching between tweets and POIs.
Regarding the improvement of text representations, we propose to regularize
word embeddings that can be combined to construct object representations. The
purpose is to reveal possible local semantic relationships between words and the
multiplicity of meanings of the same word. To detect the local specificities of the
different meanings, we consider two alternatives. One based on a spatial partitio-
ning method using the k-means algorithm, and the other one based on a probabi-
listic partitioning using a kernel density estimation (KDE). Word embeddings are
then retrofitted using a regularization function that integrates the spatial distribu-
tions to compute the local semantic relationships between words.
Regarding the use of deep neural networks for the semantic location prediction
task, we propose an interaction-based neural model designed for tweet-POI pair
matching. Unlike existing architectures, our approach is based on joint learning
of local and global interactions between tweet-POI pairs. According to the propo-
sed model, the exact matching signals of the local word-to-word interactions are
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corrected by a spatial damping factor. Then, these smoothed signals are processed
using matching histograms. The local interactions reveal word-pairs patterns simi-
larity driven by spatial information. Global interactions consider the strength of
the interaction between the tweet and the POI, both spatially, through a geogra-
phical distance between geotextual objects, and semantically, through a semantic
proximity of their latent representation.
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C O N T E X T E E T C O N T R I B U T I O N D E L A
T H È S E
1 Contexte et problématique
1.1 Contexte de la thèse
Le recherche d’information (RI) est un domaine de l’informatique qui permet à
un système de recherche d’information (SRI) de sélectionner, à partir d’une collec-
tion de documents, ceux susceptibles de répondre aux besoins de l’utilisateur ex-
primés sous la forme d’une requête (Salton, 1968). Le contenu des documents peut
être du texte, des sons, des images, des vidéos ou des données. Un SRI possède
trois fonctions fondamentales, qui définissent le modèle de recherche : représenter
le contenu des documents, représenter le besoin de l’utilisateur, et comparer ces
deux représentations pour calculer un score de pertinence entre le document et la
requête. Traditionnellement, l’adéquation entre une requête et un document s’ap-
puie sur la concordance entre les sujets de la requête et du document sur la base
de leurs contenus en termes de mots, concepts ou sujets.
Si le traitement de l’information textuelle était la prérogative de la RI tradi-
tionnelle, le traitement de l’information géographique, conservée en tant que don-
nées structurées, était celle des systèmes d’information géographique (SIG), qui
permettaient d’accéder aux informations géographiques via des combinaisons de
cartes numériques et de bases de données. Cependant, les applications de SIG
ont montré leurs limites, notamment à cause de l’augmentation exponentielle des
ressources peu structurées combinant l’information géographique et textuelle (Mc-
Curley, 2001). Pourtant, l’importance de la localisation dans la RI semble aujour-
d’hui évidente. Comme tous ce que nous faisons se déroule dans un contexte
géographique, il n’est pas surprenant que de plus en plus de requêtes formulées
par les utilisateurs aient une orientation géographique (Sanderson et Kohler, 2004;
Aloteibi et Sanderson, 2014; Reichenbacher et al., 2016). C’est donc pour répondre
à ce besoin croissant d’accès public à l’information géographique que la RI tradi-
tionnelle a naturellement évoluée vers la recherche d’information géographique
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(RIG) et le développement de systèmes de recherche d’information géographique
(SRIG). Cependant, les documents et les requêtes étant peu ou pas structurées,
l’information géographique, formulée en langage naturel, est ambiguë et incer-
taine (Amitay et al., 2004). En effet, ces dernières décennies, le développement des
technologies de l’information ont facilité la création et l’échange de données, no-
tamment via les réseaux sociaux numériques (RSNs) tels que Facebook, Twitter
ou Instagram. Les RSNs sont devenus des espaces d’échanges populaires permet-
tant d’établir des liens sociaux et de partager de l’information textuelle. De plus,
avec la connectivité croissante des utilisateurs et la prévalence des appareils mo-
biles, un nombre croissant de ces données textuelles incluent des géotags. Appelés
géotextes, ces derniers ouvrent ainsi de nouvelles opportunités pour faire le lien
entre le monde social en ligne et le monde physique, et développer de nouvelles
applications pour répondre aux besoins du monde réel, tant pour la RI ad-hoc
(Chen et al., 2006), que pour la recommandation (Shaw et al., 2013) ou le résumé
spatio-temporel (Li et al., 2015) par exemple.
Il est donc nécessaire d’adapter les SRI traditionnels afin d’intégrer l’aspect géo-
graphique dans les tâches d’appariement, que ce soit pour l’indexation des docu-
ments (Vaid et al., 2005), le calcul de la pertinence (Martins et al., 2005) ou l’éva-
luation des résultats (Mandl, 2011). Par ailleurs, les SRIG doivent être capables
de détecter et résoudre des références à des lieux dans les documents afin d’en
déterminer la portée géographique. Cette étape cruciale passe par une étape de
géoréférencement (ou prédiction de l’emplacement), et peut se distinguer en trois
problématiques de recherche qui sont : la prédiction de l’emplacement du contenu
généré par l’utilisateur, la prédiction de l’emplacement mentionné dans le texte
et la prédiction sémantique de l’emplacement. La prédiction sémantique de l’em-
placement consiste à apparier des publications, géotaggées ou non, à des objets
spatiaux sémantiquement liés, généralement représentés par des points d’intérêts
(POIs). Cette tâche a largement été étudiée pour des documents traditionnels, tels
que Wikipedia (Roller et al., 2012) ou des pages web (Amitay et al., 2004). Ce-
pendant, la nature des publications issues des RSNs, appelées géotextes, rend la
plupart des approches traditionnelles ou dédiées inefficaces. En effet, les géotextes
sont généralement des textes de courte longueur (p. ex. 280 caractères pour un
tweet) avec une utilisation fréquente de mots non conventionnels, comme des abré-
viations ou des erreurs syntaxiques. Ainsi l’ambiguïté des termes et l’inadéquation
du vocabulaire entre le contenu des publications en ligne et celui des données plus
structurées ne permet pas de résoudre efficacement des tâches de RIG. Les travaux
présentés dans ce manuscrit s’intéressent donc à l’intégration de la dimension spa-
tiale pour la représentation et l’appariement de géotextes dans le cadre de tâches
de RIG.
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1.2 Problématique de la thèse
Les travaux présentés dans ce manuscrit s’inscrivent dans le contexte général
de la RIG avec un intérêt particulier pour la représentation et l’appariement de
géotextes issus des RSNs. Plus précisément, nous abordons les deux principales
problématiques suivantes : (1) l’exploitation de la sémantique distributionnelle au
travers des plongements lexicaux pour améliorer les représentations des géotextes ;
(2) l’appariement d’objets géotextuels pour déterminer la portée géographique des
géotextes via une tâche de prédiction sémantique de l’emplacement.
Concernant la problématique de représentation, nous tentons de lever les limi-
tations de la représentation en sacs de mots et de l’appariement exact qui s’appuie
sur un simple comptage des mots en communs. Les modèles d’appariement de
textes récents utilisent largement les représentations de mots qui s’appuient sur
la sémantique distributionnelle. Appelées plongements lexicaux (Mikolov et al.,
2013a,b; Pennington et al., 2014), ces représentations tirent parti des caractéris-
tiques sémantiques des mots présents dans un texte, permettant ainsi d’extraire
les liens sémantiques entre les séquences de textes à l’aide d’opérations vecto-
rielles. En effet, en capturant la mesure dans laquelle les mots se produisent dans
des contextes similaires, les plongements lexicaux sont capables d’encoder la simi-
larité sémantique étant donné que les représentations des mots similaires seront
proches dans l’espace vectoriel. Cependant, la sémantique distributionnelle pré-
sente quelques limites pour intégrer la dimension spatiale. Elle ne permet pas
de lever le problème de polysémie, puisque tous les sens d’un même mot sont
représentés dans un seul vecteur. Néanmoins, certains travaux ont montré l’exis-
tence de langages sensibles à la localisation qui sont suivis par une variation des
mots et des sujets en fonction des contextes géospatiaux (Backstrom et al., 2008;
Han et al., 2012; Laere et al., 2014). Par exemple, dans le contexte géographique de
la France, le terme football désigne un sport qui se joue avec le pied et un ballon
rond, tandis que dans le contexte géographique des États-Unis, il désigne un sport
qui se joue principalement à la main, avec un ballon ovale. De plus, le similarités
explicites entre les mots, telles qu’elles peuvent être établies dans une ressource
externe, peuvent ne pas l’être si leur apparition dans un même contexte est insuffi-
sante dans le corpus d’apprentissage. Dès lors, sachant que les géotextes sont par
définition dépendant d’une localisation, il convient d’intégrer les spécificités géo-
graphiques des mots dans les représentations distribuées des mots pour améliorer
leur représentation.
Concernant la problématique de prédiction sémantique de l’emplacement, nous
exploitons d’une part les résultats en lien avec la sensibilité des langages à la
localisation (exploitée également pour la représentation) et d’autre part la force
des approches neuronale pour pallier le problème du défaut sémantique, pour
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proposer un modèles neuronal d’appariement de géotextes. Seuls quelques tra-
vaux ce sont intéressés à cette tâche (Dalvi et al., 2009a; Zhao et al., 2016). Ces
derniers reposent principalement sur des modèles de langues spécifiques ou des
modèles bayésiens pour pallier les spécificités des géotextes, évoqués précédem-
ment (faible longueur, texte non conventionnel, etc.). Le principal inconvénient de
ces approches réside dans la difficulté et le coût de l’estimation des probabilités
conditionnelles de la pertinence thématique à travers les régions géographiques.
Une alternative envisageable serait d’utiliser des architectures neuronales, qui ont
largement fait leurs preuves en RI (Onal et al., 2017; Guo et al., 2019). Plusieurs mo-
dèles, s’appuyant sur différentes architectures ont ainsi été proposés pour traiter
des tâches liées à l’appariement de textes. Ces derniers sont très efficaces, puis-
qu’ils s’attaquent aux problèmes de rareté des données et de discordance de voca-
bulaire (Onal et al., 2017), qui sont les principaux obstacles rencontrés dans la tâche
de prédiction sémantique de l’emplacement à partir de géotextes. Par ailleurs, la
tâche étant très sensible à la localisation, il convient de trouver une architecture
qui permet d’exploiter les contextes spatiaux par le biais d’interactions spatiale-
ment sensibles entre les mots, afin de comprendre la proximité de leurs sens, dans
un contexte spatial spécifique. De plus, confortés par les travaux précédents (Dalvi
et al., 2009a,b; Zhao et al., 2016), il semble claire que les signaux d’appariement de
pertinence, au niveau des objets, sont tout aussi critiques que les signaux de cor-
respondance mot à mot pour estimer la relation et la pertinence entre deux objets
géotextuels.
Ainsi, dans le cadre de cette thèse nous proposons d’exploiter la sémantique
relationnelle augmentée par l’information spatiale pour améliorer les représenta-
tions et l’appariement des objets géotextuels. Pour cela, nous nous attachons dans
ce manuscrit à répondre aux questions suivantes :
— Comment exploiter la sémantique distributionnelle et l’information spatiale
pour améliorer la représentation des mots et des objets géotextuels pour des
tâches de RIG portés sur l’appariement de géotextes ?
1. Comment déterminer les spécificités locales des mots ?
2. Comment intégrer les contraintes spatiales pour mieux apprendre les re-
présentations distribuées géosensibles ?
— Comment intégrer la sémantique distributionnelle dans un modèle d’appren-
tissage d’ordonnancement pour améliorer l’efficacité de la prédiction séman-
tique de l’emplacement ?
1. Quelle représentation des géotextes, proposée à l’entrée du réseau de
neurones, permet d’intégrer au mieux la connaissance sémantique et spa-
tiale ?
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2. Comment combiner les signaux d’appariement local mot à mot et les
signaux d’appariement global textuel et spatial pour capturer conjointe-
ment la proximité sémantique et la proximité spatiale ?
2 Contributions
Les travaux réalisés dans cette thèse s’inscrivent dans la définition de modèles
de représentation de géotextes pour l’appariement et la représentation d’objets
géotextuels pour la prédiction sémantique de l’emplacement qui peut être associé
au sujet du tweet. Plus particulièrement, nous nous intéressons à l’appariement de
tweets avec des POIs. Nous proposons de tirer parti des contextes géographiques
et de la sémantique distributionnelle pour résoudre la tâche de prédiction séman-
tique de l’emplacement. Nos contributions sont les suivantes :
1. Augmenter les plongements lexicaux par l’information spatiale. Notre première
contribution repose sur approche de régularisation a posteriori de plonge-
ments lexicaux qui exploite la répartition spatiale des mots pour identifier
des relations sémantiques locales entre mots ainsi que des sens locaux de
mots. Plus spécifiquement, nous proposons deux solutions, l’une s’appuyant
sur un partitionnement spatial, l’autre sur un partitionnement probabiliste,
pour déceler les spécificités locales des différents sens d’un mot. Nous propo-
sons ensuite de corriger les plongements lexicaux préalablement entraînés, à
l’aide d’une fonction de régularisation qui intègre les répartitions spatiales.
Cette dernière a pour objectif de rapprocher dans l’espace vectoriel les repré-
sentations des mots proches spatialement, et d’éloigner les représentations
des mots distants spatialement. Nous menons une évaluation empirique et
des analyses qualitatives et quantitatives pour valider nos hypothèses de re-
cherche et montrer l’efficacité des plongements lexicaux spatiaux que nous
proposons d’intégrer dans des tâches de similarité de géotextes et de pré-
diction sémantique de l’emplacement. Les résultats de l’évaluation montrent
que l’utilisation des représentations régularisées permet d’améliorer signifi-
cativement les performances par rapport aux modèles de référence, tant sur
la tâche de similarité de POIs, avec une précision de 0, 426, que sur la tâche
de prédiction sémantique de l’emplacement, avec une précision de 0, 535.
2. Exploitation des réseaux de neurones profonds pour réaliser un appariement séman-
tique de tweets avec des POIs. Nous proposons dans la deuxième contribution
une architecture neuronale acyclique permettant d’apprendre une fonction
d’appariement de tweets pour la prédiction sémantique de l’emplacement.
À notre connaissance, il s’agit d’une des premières approches neuronales
pour résoudre cette tâche. Contrairement aux architectures de RI existantes,
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notre approche s’appuie sur un apprentissage conjoint, c.-à-d. dans le même
espace de représentation, des interactions locales mot à mot et globales tex-
tuelles et spatiales entre des paires de tweet-POI. Plus spécifiquement, nous
proposons de calculer les signaux d’appariement exact des interactions local
mot à mot et de les lisser à l’aide d’un facteur d’amortissement spatial afin
de discriminer les similarités sémantiques de paires de mots. Les interactions
locales ainsi lissées sont traitées à l’aide d’histogrammes d’appariement et en-
voyés dans un perceptron multicouche en vue d’obtenir une représentation
latente des interactions locales. Ces dernières permettent ainsi de révéler des
motifs de similarités de paires de mots guidés par l’information spatiale. Les
interactions globales considèrent quant à elles, la force de l’interaction entre
le tweet et le POI à la fois du point de vue spatial, à travers une distance
géographique entre les objets géotextuels, et du point de vue sémantique via
une proximité sémantique de leurs représentations latentes. Les interactions
locales et globales sont ensuite combinées dans un réseau de neurones. Ce
dernier est entraîné pour maximiser la distance entre la similarité de paires
tweet-POI pertinentes et la similarité de paires non-pertinentes. Une évalua-
tion expérimentale et des analyses qualitatives approfondies sont menées
pour valider notre approche. Nous obtenons une efficacité supérieure aux
modèles de référence, avec une score de précision supérieur à 0, 7 sur deux
jeux de données issus du monde réel. De plus, nous présentons une analyse
approfondie de l’impact des principaux paramètres de notre modèle sur la
performance globale.
3 Organisation du mémoire
Cette thèse est constituée d’un chapitre introductif ainsi que de trois principales
parties, dont la première présente la synthèse des travaux de l’état-de-l’art, la sui-
vante détaille nos principales contributions et la dernière conclut le manuscrit et
discute des perspectives de recherche.
Le Chapitre 1 introduit la thèse. Il présente le contexte, les problématiques de
recherche abordées et les contributions issues de nos travaux.
La première partie de cette thèse, intitulée Synthèse des travaux de l’état-de-l’art,
présente le contexte de nos travaux. Elle englobe les deux chapitres suivants :
— Le Chapitre 2, Prédiction de l’emplacement à partir de flux d’information dans les
réseaux sociaux, introduit dans la Section 1, les notions inhérentes à la RIG.
Nous commençons par détailler les concepts fondamentaux (Section 1.1)
avant de présenter les spécificités des SRIG en ce qui concerne l’indexation
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des documents (Section 1.2), les requêtes géographiques (Section 1.3) et l’or-
donnancement de pertinence (Section 1.4), ainsi que la problématique de
résolution de la portée géographique des documents (Section 1.5). Nous pré-
sentons ensuite dans la Section 2 de ce chapitre, les travaux de l’état-de-l’art
sur la résolution de la portée géographique des documents des RSNs. Plus
précisément, nous détaillons les différentes approches, regroupées en trois
niveaux, selon le type de géoréférencement effectué : la prédiction de l’em-
placement du contenu généré par l’utilisateur (Section 2.1), la prédiction de
l’emplacement mentionné (Section 2.2) et la prédiction sémantique de l’em-
placement (Section 2.3). Dans la Section 3, nous discutons les principales
limites de ces approches.
— Le Chapitre 3, Réseaux de neurones pour la représentation distribuée et l’apparie-
ment de textes et géotextes, introduit, dans la Section 1 les notions relatives aux
réseaux de neurones, en détaillant les concepts (Section 1.1 et Section 1.2),
quelques architectures populaires en RI (Section 1.3) ainsi que l’algorithme
d’apprentissage (Section 1.4). Nous revenons aussi sur les problématiques
inhérentes aux modèles neuronaux (Section 1.5). Nous poursuivons ce cha-
pitre en présentant, dans la Section 2, les différents modèles de l’état-de-l’art
pour la représentation distribuée de textes (Section 2.1) et de géotextes
(Section 2.2). Nous continuons en détaillant les architectures neuronales
utilisées pour l’appariement de textes dans la Section 3. Plus précisément,
nous introduisons une formulation unifiée des modèles d’ordonnancement
(Section 3.1) et détaillons les différentes approches, regroupées en deux
catégories, celles orientées représentation (Section 3.2) et celles orientées
interaction (Section 3.3). Nous terminons en discutant les principales limites
des modèles de représentation et d’appariement dans la Section 4.
La deuxième partie de cette thèse, intitulée Contributions, présente les contribu-
tions de cette thèse. Elle englobe les deux chapitres suivants :
— Le Chapitre 4, Régularisation spatiale de plongements lexicaux, présente la pre-
mière partie de nos contributions pour l’apprentissage de plongements lexi-
caux augmentés par des connaissances issues des répartitions spatiales des
mots. Nous commençons par rappeler le contexte de nos travaux dans la
Section 1. Nous détaillons ensuite dans la Section 2, les concepts abordés
dans nos contributions (Section 2.1) et notre problématique de recherche
(Section 2.2). Nous présentons dans la Section 3 notre méthode de régula-
risation a posteriori des plongements lexicaux, avec la détection des sens
locaux des mots (Section 3.2) et l’algorithme de régularisation (Section 3.3).
Pour mesurer la qualité de nos plongements lexicaux, nous réalisons plu-
sieurs évaluations expérimentales, décrites dans la Section 4. Plus spécifique-
ment, dans la Section 4.1, nous commençons par valider notre hypothèse de
recherche. Nous continuons dans la Section 4.2 en évaluant la qualité intrin-
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sèque des plongements lexicaux spatiaux sur une tâche de similarité de POIs.
Enfin, dans la Section 4.3, nous réalisons une évaluation extrinsèque des re-
présentations à l’aide de la tâche de prédiction sémantique de l’emplacement.
Finalement, nous concluons de chapitre dans la Section 5.
— Le Chapitre 5, Modèle neuronal pour la prédiction sémantique de l’emplacement,
présente la deuxième partie de nos contributions relative à l’apprentissage
d’un modèle d’interaction pour la prédiction sémantique de l’emplacement.
Après avoir rappelé le contexte dans la Section 1, nous formalisons dans
la Section 2 la problématique de recherche et l’hypothèse qui vont guider
nos travaux. Nous décrivons ensuite dans la Section 3 l’architecture de
notre réseau de neurones, en détaillant les calculs des interactions locales
(Section 3.2) et des interactions globales (Section 3.3) utilisées pour calculer
le score d’appariement (Section 3.4), ainsi que l’algorithme d’apprentissage
(Section 3.5). Nous détaillons le protocole d’évaluation dans la Section 4 et
présentons les résultats obtenus dans la Section 5. Enfin, nous concluons ce
chapitre dans la Section 6.
En conclusion, nous faisons le bilan des travaux réalisés et synthétisons les élé-
ments originaux de nos contributions. Nous présentons ensuite les différentes pers-
pectives d’évolution de nos travaux.
Partie I
S Y N T H È S E D E S T R AVA U X D E
L’ É TAT- D E - L’ A RT

2
P R É D I C T I O N D E L’ E M P L A C E M E N T À
PA RT I R D E F L U X D ’ I N F O R M AT I O N S
D A N S L E S R É S E A U X S O C I A U X
Introduction
L’information géographique est un type d’information qui permet d’associer
des entités et des contenus à des lieux physiques (p. ex. des pays, des régions, des
villes ou des points d’intérêts). Elle est enregistrée sur une grande variété de sup-
ports et de types de documents. Il existe d’innombrables livres, rapports, images
et cartes sur papier, mais aussi des bases de données informatiques et des cartes
numériques, ainsi qu’un grand nombre de pages web contenant des textes, des
images géoréférencées et des versions numériques d’articles ou de livres. Histo-
riquement, cette information, conservée en tant que données structurées, était la
prérogative des systèmes d’information géographique (SIG), qui permettaient d’ac-
céder aux informations géographiques via des combinaisons de cartes numériques
et de bases de données.
L’importance de la localisation dans la recherche d’information (RI) semble au-
jourd’hui évidente. Une grande partie des informations disponibles sur le web
sont spécifiques à une zone géographique (Vaid et al., 2005; Delboni et al., 2007;
Vasardani et al., 2013). De plus, comme tout ce que nous faisons se déroule dans
un contexte géographique, il n’est pas surprenant que de nombreuses requêtes sur
le web aient une orientation géographique, que ce soit pour trouver le restaurant
le plus proche, obtenir des informations sur une ville ou trouver des photos d’un
monument par exemple. Nous estimons que 13% à 15% des requêtes soumises à
des SRI contiennent des noms de lieux ou des termes géographiques (Sanderson
et Kohler, 2004; Gan et al., 2008; Aloteibi et Sanderson, 2014), et plus d’un tiers
des recherches mobiles sont liées à la localisation 1. De fait, les services s’appuyant
sur la localisation, dans lesquels l’emplacement actuel ou prévu de l’utilisateur est
utilisé comme information contextuelle en temps réel, se propagent à un rythme
1. https://www.thinkwithgoogle.com/consumer-insights/
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effréné, avec pour cible principale, les utilisateurs des smartphones (Reichenbacher
et al., 2016). C’est donc ce besoin croissant d’accès public à l’information géogra-
phique qui a été une motivation majeure pour explorer le domaine de la recherche
d’information géographique (RIG), une extension du domaine de la RI (Baeza-
Yates et Ribeiro-Neto, 1999), qui cherche à développer un système de recherche
spatialisé et à soutenir les besoins d’information géographique des utilisateurs
en utilisant notamment les métadonnées géographiques des documents (Jones et
Purves, 2009).
Cependant, l’information géographique présente dans les documents, formulée
en langage naturel, est généralement ambiguë et incertaine (Amitay et al., 2004;
Clough et al., 2004). Par exemple, les lieux mentionnés peuvent correspondre à
différents lieux (p. ex. Paris, en plus d’être la capitale de la France faire référence à
plus de soixante villes dans le monde). Ils peuvent aussi être nommés en utilisant
des mots courants (Park, Hope et Independence sont des villes américaines) ou des
noms propres (Washington et Houston sont des noms de villes ou de personalités).
Il peut aussi y avoir une ambiguïté de référence, qui se produit lorsqu’un lieu est
associé à plusieurs noms, comme « la ville rose » ou « la cité des violettes » pour dési-
gner la ville de Toulouse. L’ambiguïté rend donc la résolution des références aux
lieux intrinsèquement contextuelle. Une étape importante pour aborder la désam-
biguïsation est la détermination de la portée géographique du document, c.-à-d.
l’ensemble des lieux référencés par le document et pertinents pour son contenu
(Andogah et al., 2012; Alexopoulos et al., 2012; Silva et al., 2006). De ce fait, l’ac-
cès efficace aux documents, dans lesquels nous pouvons déduire une pertinence
géographique, nécessite des méthodes capables de reconnaître la présence de ré-
férences géographiques et de les résoudre sans équivoque. Cela inclut l’interpréta-
tion automatisée des noms de lieux et des relations spatiales dans les requêtes et
les documents. La RIG s’attache ainsi à résoudre ces défis en améliorant la qualité
de la recherche d’information géographiquement spécifique (Purves et al., 2008).
Un système de recherche d’information (SRIG) doit donc être capable de détec-
ter et résoudre des références à des lieux, typiquement, mais pas exclusivement,
sous la forme de noms de lieux ou de toponymes plus formels, à partir de do-
cuments non structurés (Purves et al., 2018). En s’appuyant sur cette résolution
de toponymes ou pas, un SRIG doit également être en mesure de déterminer la
portée géographique des documents et des requêtes. En d’autres termes, il doit
répondre à la question « sur quelle localisation porte le sujet du document ou de
la requête ? ». Pour cela, les SRIG, comme les SRI traditionnels, se composent géné-
ralement de trois composants majeurs à savoir, l’analyseur de requêtes qui permet
de considérer les représentations cognitives de l’espace et la manière dont elles
peuvent influencer le langage utilisé pour formuler la requête, un ou plusieurs
index qui permettent de récupérer les documents pertinents qui seront ensuite
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classés par le système d’information, et une interface pour présenter les résultats
à l’utilisateur. Cependant, les SRIG possèdent d’autres composants clefs, compre-
nant toujours un répertoire toponymique (aussi appelé gazetteer) ou index géogra-
phique, qui enregistre les noms de lieux et les informations associées telles que
les coordonnées ou d’autres informations géographiques structurées permettant
de faire le pont entre la RI traditionnelle (Manning et al., 2009) et la science de
l’information géographique (Goodchild, 2010).
Depuis quelques années, de nombreux SRIG se sont développés. L’un des
exemples de système les plus anciens est le Geo-referenced Information Processing
System (GIPSY) (Larson, 1996) qui permettait la recherche au sein de bibliothèques
numériques. D’autres systèmes, tels que les projets Web-a-Where (Amitay et al.,
2004), Spatially Aware Search Engine for Information Retrieval on the Internet (Purves
et al., 2007) ou Spatio-Textual Extraction on the Web Aiding Retrieval of Document
(STEWARD) (Lieberman et al., 2007) ont suivi pour la RIG à partir de pages web.
Les articles de presse se sont aussi révélés être de très riches sources d’information.
L’exemple le plus marquant est celui de NewsStand (Teitler et al., 2008), qui s’est
concentré sur la collecte et le résumé de nouvelles en temps réel avec l’utilisation
d’index géographiques adaptés. Enfin, d’autres chercheurs ont utilisé les méthodes
de RIG pour résumer de grands corpus de textes, à des échelles plus grossières,
et pour des régions géographiques beaucoup plus vastes (allant des États-Unis au
monde entier). Les systèmes comme TextGrounder (Brown et al., 2012) et Franken-
Place (Adams et al., 2015) s’appuient sur des approches d’apprentissage automa-
tique pour géoréférencer le contenu sans recourir aux index géographiques. Plus
récemment, avec l’avènement des réseaux sociaux numériques (RSNs), de nou-
veaux axes de recherche ont émergé, valorisant ainsi les données sociales pour le
résumé spatio-temporel (Li et al., 2015; Liu et al., 2016; Zhang et al., 2016), la recom-
mandation (Shaw et al., 2013; Min et al., 2015; Xie et al., 2016) ou la détection de
l’emplacement (Li et al., 2011a; O’Hare et Murdock, 2013; Fang et Chang, 2014).
Dans le contexte de cette thèse, nous nous intéressons principalement à la pré-
diction sémantique de l’emplacement des documents non structurés, plus spécifi-
quement des géotextes issus des RSNs. Nous l’aborderons à la fois sous l’angle de
la représentation d’objets géotextuels et de leur appariement. Dans les sections sui-
vantes, nous commençons par introduire, dans la Section 1, les notions inhérentes
à la RIG en détaillant les concepts abordés dans ce manuscrit. Nous détaillons en-
suite dans la Section 2 les principales approches mises en œuvre pour résoudre la
porté géographique des documents issus des RSNs. Enfin, dans la Section 3, nous
discutons des limites de ces approches dans le cadre de tâches de RIG.
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1 Introduction à la recherche d’information géo-
graphique
La RIG est interdisciplinaire et peut être considérée comme une extension du
domaine de la RI. Le but de cette section est donc de présenter un ensemble de
concepts généralement formulés en RIG, en ce qui concerne la façon dont l’espace
et les données sont conceptualisés, représentés et analysés.
1.1 Concepts fondamentaux
Nous introduisons dans cette section les concepts hérités de la géographie, tels
que le système géodésique, les coordonnées géographiques, la distance géogra-
phique et la projection cartographique.
Définition 2.1 (Système géodésique). Les systèmes de coordonnées géogra-
phiques fournissent une méthode quantitative pour enregistrer l’emplacement par
rapport à un point de référence connu, c’est-à-dire l’origine du système de coor-
données. Les systèmes de référence couramment utilisés sont les systèmes géodé-
siques, qui permettent d’exprimer les positions au voisinage de la Terre. Ces sys-
tèmes reposent sur une ellipsoïde dont les paramètres de définition sont un centre
O, un demi-grand axe a et un aplatissement f . Actuellement, il existe plus de
4 300 systèmes de référence, chacun ayant des paramètres différents. Néanmoins,
le système géodésique le plus répandu est le WGS 84 (World Geodetic System 1984) 2,





































Figure 2.1 – Latitude et longitude sur la Terre. (©Wikimedia)
2. La définition des paramètres est la suivante : a = 6 378 km ; f = 1/298.
3. Global Positioning System.
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Définition 2.2 (Coordonnées géographiques). Le système de coordonnées géo-
graphiques est un système de coordonnées qui permet à chaque emplacement de
la Terre d’être matérialisé par un ensemble de chiffres, lettres ou symboles. Les
coordonnées géographiques découlent d’un système géodésique et sont générale-
ment représentées sous la forme d’une latitude (notée lat ou ϕ) et d’une longitude
(notée lon ou λ). Elles enregistrent les angles par rapport à des plans de référence.
Comme montré sur la Figure 2.1, la latitude est une valeur angulaire exprimant le
positionnement Nord ou Sud d’un point de la Terre par rapport à l’équateur. La
longitude est quant à elle une valeur angulaire exprimant le positionnement Est
ou Ouest d’un point de la Terre par rapport au méridien de Greenwich. Il convient
de noter que, comme la Terre n’est pas parfaitement ronde, la longitude n’est pas
une mesure proportionnelle et l’écart (ou distance) entre deux longitudes varie se-
lon la latitude. À titre d’exemple, au niveau de l’équateur (latitude de 0°), un écart
de 1° de longitude représente 111, 3 km, tandis qu’à Saint-Pétersbourg (latitude de
59°), un écart de 1° de longitude ne vaut plus que 55, 80 km.
Définition 2.3 (Distance géographique). Le calcul de la distance entre des co-
ordonnées géographiques est établi sur un certain niveau d’abstraction, qui ne
fournit donc pas une distance exacte. Les abstractions courantes pour la distance
entre deux points géographiques sont : une surface plane, une surface sphérique
et une surface ellipsoïdale.
Une approximation plane de la surface de la Terre peut être utilisée sur de
petites distances. Dans ce cas, la précision du calcul devient de plus en plus impré-
cise au fur et à mesure que la distance entre les points devient grande, et que les
points se rapprochent des pôles géographiques. Avec une approximation plane, la
distance géographique entre deux points x et y de coordonnées (ϕx, λx) et (ϕy, λy)
est généralement calculée en utilisant la formule de la distance euclidienne :
distE(x, y) = jjy  xjj2 =
q
(ϕy   ϕx)2 + (λy   λx)2 (2.1)
Dans le cas d’une approximation sphérique de la surface de la Terre, le taux
d’erreur est de 0, 5% (Navy, 1987). Cette approximation permet d’appliquer la
trigonométrie sphérique pour effectuer le calcul de distance. Nous utilisons la
formule de Haversine (De Smith et Goodchild, 2007) pour déterminer la distance
du grand cercle 4 entre deux points d’une sphère, à partir de leurs longitudes et
latitudes. La distance Haversine entre deux points x et y de coordonnées (ϕx, λx)
et (ϕy, λy) est donnée par :












4. La distance du grand cercle, plus généralement appelée distance orthodromique ou simple-
ment orthodromie, est la plus petite distance entre deux points sur une sphère.
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(2.2)
avec r le rayon de la Terre approximé par une sphère (soit 6 378 km). La Figure 2.2
schématise la distance du grand cercle entre Toulouse et Toronto.
Figure 2.2 – Distance du grand cercle entre Toulouse et Toronto. (©Fabrice Arnaud)
Dans le cas d’une approximation ellipsoïdale de la surface de la Terre (une
sphère oblate), la précision est d’environ 0, 5 mm (Vincenty, 1975). Pour calculer
cette distance, Vincenty (1975) a proposé deux méthodes itératives. La première
méthode, directe, permet de calculer l’emplacement d’un point qui est à une dis-
tance et un azimut (c.-à-d. direction) donnés d’un autre point. La deuxième mé-
thode, indirecte, permet de calculer la distance géographique et l’azimut entre
deux points donnés. Cette mesure est largement utilisée en géodésie lorsque des
précisions élevées sont requises. Bien que la méthode inverse de Vincenty soit plus
précise que les distances détaillées ci-dessus, elle repose sur une méthode itérative
qui peut se révéler coûteuse en temps d’exécution.
Dans la suite de ce manuscrit, sauf indication contraire, nous utiliserons par
défaut la distance Haversine pour calculer la distance géographique entre deux
coordonnées. Par commodité, distH(x, y) sera simplifiée par dist(x, y).
Définition 2.4 (Projection cartographique). La projection cartographique est un
ensemble de techniques géodésiques permettant de représenter une surface non
plane dans son ensemble sur la surface plane d’une carte. Il existe différents types
de projection, chacune ayant des propriétés diverses, déformant plus ou moins
les formes et les aires des continents, comme le présente la Figure 2.3. La plus
commune étant celle de Mercator (Figure 2.3a). La projection ne doit pas être
confondue avec le système de coordonnées géographiques qui permet de localiser
un point à la surface de la Terre.
Définition 2.5 (Projection UTM). La projection Transverse Universelle de Merca-
tor ou Universal Transverse Mercator (UTM) en anglais, dont un extrait est présenté
en Figure 2.4, est un type de projection cartographique conforme de la surface
de la Terre. Une projection conforme permet de conserver les angles et donc les
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(a) Projection de Mercator (b) Projection de Hammer
Figure 2.3 – Exemples de projections cartographiques. (©Wikimedia)
formes des continents. Pour couvrir la surface de la Terre, celle-ci est découpée en
60 fuseaux de 6 degrés en séparant l’hémisphère Nord et l’hémisphère Sud, soit
au total 120 zones. Le système étant rectangulaire et mesuré en kilomètres, nous
pouvons directement recouper chaque zone en grilles plus fines de 200 mètres par
200 mètres par exemple.
Figure 2.4 – Coordonnées des pays Européens dans le système UTM. (©Wikimedia)
Définition 2.6 (Objet géotextuel). Un objet géotextuel, ou plus simplement un
géotexte, est un objet textuel géotaggé, c.-à-d. associé à des coordonnées géogra-
phiques. Les géotextes sont par exemple des tweets géotaggés sur Twitter, des
points d’intérêts (restaurants, bars, musée,etc.) sur Foursquare ou Google Place,
des photos géotaggées sur Instagram ou Flickr, etc..
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1.2 Index et index géographique
Comme pour les SRI traditionnels, l’index est la composante du SRIG qui
contient des références à tous les documents connus du système, soit parce qu’ils
ont été indexés en parcourant le web, soit parce qu’ils ont été ajoutés manuelle-
ment dans l’index à partir de diverses sources de données. Dans cette section, nous
détaillons les approches communes en matière d’indexation (Section 1.2.1), avec
l’utilisation de listes inversées (Section 1.2.2), l’indexation spatiale (Section 1.2.3)
et des combinaisons d’index textuels et spatiaux (Section 1.2.4).
1.2.1 La nécessité d’indexer les documents
L’objectif d’un index est de fournir un accès rapide aux documents qui ré-
pondent aux besoins spatiaux et thématiques des utilisateurs formulés sous la
forme d’une requête. Les structures permettant d’accéder aux documents conte-
nant des termes spécifiques sont appelées listes inversées ou index inversés (Man-
ning et al., 2009). Les SRIG utilisent généralement des index inversés combinés avec
des méthodes d’indexation spatiale pour déterminer efficacement les documents
se rapportant à des régions spatiales spécifiques.
La vitesse d’accès étant un critère critique, il est important que l’index puisse ac-
céder à toutes les données requises pour ordonner les documents pertinents. Ainsi,
il pourrait y avoir des millions de documents qui répondent aux besoins spatiaux
et textuels exprimés dans la requête, mais l’utilisateur souhaite généralement ne
se voir présenter que les quelques documents les plus susceptibles de l’intéresser,
tels que déterminés par les critères d’ordonnancement de pertinence (Section 1.4).
Les éléments nécessaires au classement peuvent être stockés dans l’index et pour-
raient inclure, sans s’y limiter, le nombre de documents qui contiennent un terme
particulier, la fréquence d’apparition d’un terme dans un document spécifique et
l’endroit où ce terme apparaît dans le document.
En pratique, les index pour la recherche sur le web contiennent des informa-
tions sur des milliards de documents et diverses stratégies sont donc employées
pour accélérer le processus de recherche. Par exemple, un ou plusieurs index sont
utilisés pour effectuer une première recherche sur l’ensemble des documents qui
contiennent au moins un des termes de la requête. Ce processus est extrêmement
rapide car il s’agit d’une simple correspondance booléenne, et il réduit considé-
rablement le nombre de documents à ordonner. L’ensemble de documents qui
résulte de cette première sélection peut ensuite être affiné par d’autres index qui
donnent accès aux éléments utilisés pour effectuer l’ordonnancement, en tenant
compte par exemple de la distance par rapport à l’endroit où se trouve l’utilisa-
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teur et du profil personnel de l’utilisateur. Il peut donc y avoir plusieurs couches
d’index et de caches, permettant d’améliorer la rapidité de la recherche et la qua-
lité des résultats. Les informations spatiales, plus complexes à traiter sur le plan
informatique en termes de calcul, sont généralement intégrées lors de l’ordonnan-
cement d’un sous-ensemble de documents très restreint. La requête étant spéci-
fique à l’emplacement de l’utilisateur, les résultats ne peuvent généralement pas
être mis en cache et réutilisés pour répondre aux besoin d’autres utilisateurs. Ha-
bituellement, l’index comprend des métadonnées structurées identifiant la portée
géographique d’un document, et d’autres informations extraites au moment de
l’indexation ou récupérées à partir d’autres collections de données.
1.2.2 Indexation avec des listes inversées
Terme Liste des identifiants de documents
Terme 1 D1, D2, D4, D7
Terme 2 D1,D6, D8, D9
Terme 3 D2, D3
Terme n …
Figure 2.5 – Exemple d’une liste inversée dans laquelle chaque enregistrement contient
un terme et une liste avec les références des documents dans lequel le terme
apparaît.
Lors de l’indexation standard des documents, avec une liste inversée, aussi ap-
pelée index inversé (Witten et al., 1994), l’index se compose de paires « clé :valeur »,
où les clés sont l’ensemble de tous les termes qui figurent dans les documents, et
pour chaque terme, correspond la liste des documents (la valeur) qui contiennent
le terme, comme le présente la Figure 2.5. Pour permettre à l’index de prendre
en charge l’accès aux phrases citées, les listes doivent inclurent des informations
sur l’endroit du document où le terme apparaît réellement. Afin de faciliter les
procédures d’ordonnancement, l’index contient également d’autres informations
(nombre de documents contenant le terme, fréquence d’apparition du terme, etc.).
Dans le cas d’une requête sous la forme d’un sac de mots, la liste inversée est utili-
sée pour trouver, pour chaque terme de la requête, les documents qui contiennent
ce terme. Ce processus est assez simple dans la mesure où chaque terme de re-
cherche est associé à la clé correspondante dans l’index et la liste d’affichage de
cette clé est renvoyée. Pour trouver les documents qui contiennent tous les termes
de recherche, il suffit de calculer l’intersection des listes correspondant à chaque
terme de recherche.
Les index inversés ont un rôle primordial dans la RIG, dans la mesure où ils
permettent d’accéder à des documents qui contiennent les termes de la requête
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d’un utilisateur. Ils peuvent également être utilisés pour rechercher les documents
qui contiennent les noms des lieux cités dans les requêtes géotextuelles. En effet,
ces derniers sont traités exactement de la même manière que les autres termes
dans le processus d’indexation. Pour des requêtes géographiques assez simples,
cette approche fonctionne assez bien comme l’ont montré les performances des
premiers SRIG (Ding et al., 2000). Cependant, il existe plusieurs situations dans
lesquelles ce type d’indexation ne suffit pas. Par exemple, lorsque le document
pertinent contient un toponyme différent de celui utilisé dans la requête. Il se peut
également qu’un document fasse référence à des emplacements situés dans le lieu
désigné dans la requête, sans le mentionner explicitement. Une autre situation qui
ne peut être résolue par cette approche est lorsqu’une requête inclut un qualificatif
spatial (p. ex. dans un rayon de x km, à proximité de), auquel cas l’utilisateur
s’intéresse à une région liée au lieu mentionné mais pas directement à celui-ci. Les
limites de l’interrogation purement toponymique ont conduit au développement
d’approches alternatives d’indexation combinant l’indexation par liste inversée
avec des techniques d’indexation spatiale.
1.2.3 Indexation spatiale
L’objectif d’un index spatial est d’aider le SRIG à retrouver les objets géoréfé-
rencés stockés qui se situent dans l’empreinte géographique de la requête. Dans
ce système, les objets sont des documents qui sont référencés à des emplacements
spécifiques, via des objets géométriques (polygones, cercles, points) représentant
l’empreinte géographique des documents 5. Dans la littérature, il existe deux ap-
proches principales pour construire un index géographique, l’approche orientée
vers l’espace et l’approche orientée vers l’objet. Dans les deux cas, l’index peut
être considéré comme un ensemble de paires « clé :valeur », où la clé représente
une cellule spatiale qui contient (ou recoupe) la géométrie des documents aux-
quels les valeurs se réfèrent. L’accès aux paires « clé :valeur » s’effectue soit par
une base de données standard indexant la structure des données, comme l’arbre
B+ (Bayer, 1997), soit par une structure d’indexation spécifiquement adaptée aux
données multidimensionnelles. < Dans les méthodes d’indexation orientées vers
l’espace, les cellules clés sont généralement de forme rectangulaire et servent à
quadriller toute les régions couvertes par le corpus de documents. Dans sa forme
la plus simple, les cellules de l’index spatial sont disposées sur une grille régulière
de taille fixe. Chaque cellule est identifiée par un code de localisation représentant
un point ou une région de l’espace. Ces codes peuvent servir de clés dans un arbre
B+ par exemple.
Bien que la méthode d’indexation par une grille régulière soit souvent utilisée,
5. L’empreinte géographique d’un document peut être vue comme la ou les régions sur les-
quelles se focalise le document.
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elle présente l’inconvénient de ne pas limiter le nombre de documents associés à
chaque cellule, ce qui peut entraîner des surcoûts de performance. Pour contrer
cette difficulté, il est possible de découper la grille avec des cellules de tailles va-
riables, comme le montre la Figure 2.6. Les cellules sont subdivisées de manière
récursive jusqu’à ce qu’elle ne contiennent ou ne croisent pas plus d’un nombre
seuil spécifié de documents. Les cellules sont généralement identifiées par des
codes de localisation, déterminés à partir des coordonnées de la cellule. Dans la
Figure 2.6, les objets étiquetés D1, D2, . . . sont des documents dont les empreintes
géographiques coupent leur cellule respective.


























Figure 2.6 – Exemple d’un index spatial quadratique. Chaque cellule est associée à une
liste des documents dont les empreintes géographiques recoupent une ou
plusieurs cellules.
Concernant les méthodes d’indexation orientées objets, les cellules sont aussi
rectangulaires, mais leurs dimensions sont adaptées à la géométrie des différents
documents. De fait, les cellules peuvent se chevaucher les unes avec les autres. La
forme la plus courante d’un index orienté objet est le R-arbre (Guttman, 1984).
Dans cette configuration, les rectangles sont organisés en hiérarchie, de sorte que
les rectangles du niveau le plus bas sont regroupés en rectangles plus grands, qui
peuvent eux-mêmes être contenus dans des rectangles de niveau supérieur. Un
exemple de R-arbre est présenté dans la Figure 2.7. Les clés d’un R-arbre sont
les dimensions des rectangles et la structure d’indexation est proche de celle d’un
arbre B+, les feuilles contiennent les références des documents dont les empreintes
géographiques sont contenues dans leur rectangle correspondant.
Lorsque le SRIG traite une requête avec un index spatial, la région représen-
tée par l’empreinte géographique de la requête doit être mise en correspondance
avec les cellules de l’index. Dans une première étape de filtrage, les cellules qui
couvrent l’empreinte de la requête sont identifiées, de sorte que les documents
liés à ces cellules puissent être récupérés. Comme les cellules consultées doivent
couvrir complètement l’empreinte géographique de la requête, et donc éventuel-
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Figure 2.7 – Exemple d’un index spatial en R-arbre. Chaque feuille contient des entrées
pour les documents dont les empreintes géographiques sont contenues dans
le rectangle correspondant.
lement s’étendre au-delà de celle-ci, elles peuvent référencer certains documents
situés en dehors de la limite de l’empreinte de la requête. Dans une deuxième
étape, le SRIG affine la liste des documents récupérés en déterminant lesquels se
trouvent réellement à l’intérieur de l’empreinte géographique de la requête ou le
chevauchent.
1.2.4 Indexation spatio-textuelle
L’indexation spatiale et textuelle peuvent être combinées de différentes ma-
nières, dans des architectures distinctes ou jointes.
Une approche simple pour combiner les méthodes d’indexation spatiale et tex-
tuelle consiste à utiliser des index spatiaux et textuels séparément, et à fusionner
les résultats obtenus par les requêtes (Vaid et al., 2005; Chen et al., 2006; Brisaboa
et al., 2010). Dans cette configuration, l’index spatial est utilisé pour récupérer les
documents qui se rapportent aux contraintes spatiales formulées dans la requête,
tandis que l’index inversé récupère les documents qui contiennent les termes de
la requête. Les résultats peuvent ensuite être croisés pour ne conserver que les
documents qui répondent aux exigences spatiales et textuelles. L’ordonnancement
de pertinence peut être effectué en combinant les scores de pertinence textuelle
et spatiale. Dans les travaux de Vaid et al. (2005), l’index spatial enregistre, pour
chaque cellule spatiale, les identifiants des documents dont les empreintes géo-
graphiques recoupent la cellule. Chen et al. (2006) ont quant à eux introduit une
cinquantaine d’approches utilisant des grilles régulières avec un index inversé sé-
paré. Dans leurs approches, le principal index spatial est une grille régulière, de
taille 1024 2014 ou 256 256. Chaque empreinte géographique de document est
représentée par une ou plusieurs « zones », où chaque zone correspond à un rec-
tangle de délimitation minimum (RDM) d’une région, telle qu’une ville, à laquelle
le document se réfère. Ces RDM sont eux-mêmes décrits par une série de codes
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web pages about the Oktoberfest in Munich, leading to numer-
ous results for such a query. In synthesized data, a search for
Oktoberfestmight be combined with a random query footprint,
say in Berlin, and the query would retrieve far fewer results. Thus,
such synthesized queries might traverse a much smaller part of the
spatial and textual data structures, making the measured times un-
realistic.
3. QUERY PROCESSING ALGORITHMS
We now present our query processing algorithms. Recall that a doc-
ument consists of a set of terms and a document footprint, while a
query consists of a set of terms and a query footprint. Our goal
is to compute the exact score of every document that (i) contains
all query terms and (ii) whose footprint has a non-empty intersec-
tion with the query footprint. We assume that the inverted index
and document footprints do not fit completely in memory. In or-
der to compute a document’s exact score, we thus have to access
secondary storage to retrieve its complete footprint and all corre-
sponding entries from inverted lists.
In our algorithms, we model locations in Germany through a 1024×
1024 regular grid, with each tile corresponding to an area of about
700×1000 meters. Note that this grid model is only applied for the
purpose of spatial selectivity during data access. It does not restrict
the ability of the ranking function to model smaller distance (e.g.,
a cafe 50 meters from a location could still be ranked higher than a
cafe 200 meters away). That is, the actual footprint resolution can
be much finer. Furthermore, footprints can be modeled in many
ways, e.g., as bitmaps, as polygons, or using various other approxi-
mations. In fact, one of the main advantages of our approach is that
it allows an implementation of geographic web search while treat-
ing the implementation of footprints and geographic score func-
tions as a black-box.
3.1 Naive Algorithms
We now first present two fairly straightforward algorithms that we
consider as baseline solutions, discuss their shortcomings, and then
later present more optimized solutions.
Text-First Baseline: This algorithm first filters results according to
textual search terms and thereafter according to geography. Thus,
it first accesses the inverted index, as in a standard search engine,
retrieving a sorted list of the docIDs (and associated data) of docu-
ments that contain all query terms. Next, it retrieves all footprints of
these documents. Footprints are arranged on disk sorted by docID,
and a reasonable disk access policy is used to fetch them: footprints
close to each other are fetched in a single access, while larger gaps
between footprints on disk are traversed via a forward seek.
Note that in the context of a DAAT text query processor, the various
steps in fact overlap. The inverted index access results in a sorted
stream of docIDs for documents that contain all query terms, which
is directly fed into the retrieval of document footprints, and precise
scores are computed as soon as footprints arrive from disk.
Geo-First Baseline: This algorithm uses a spatial data structure to
decrease the number of footprints fetched from disk. In particular,
footprints are approximated by MBRs, that (together with their cor-
responding docIDs) are kept in a small (memory-resident) R∗-tree.
As before, the actual footprints are stored on disk, sorted by docID.
The algorithm first accesses the R∗-tree to obtain the docIDs of all
documents whose footprint is likely to intersect the query footprint.
It sorts the docIDs, and then filters them by using the inverted in-
dex. Finally, it fetches the remaining footprints from disk, in order
to score documents precisely.
3.2 Discussion
Experimental results are provided in Section 4, but we can already
discuss some potential problems with the naive algorithms at this
point and outline possible solutions.
Non-blocking Spatial Filters: An advantage of the first algorithm
is that both inverted lists and footprints are organized by docID.
Data in our DAAT query processor thus can flow between spatial
and textual operators without intermediate storage. In the second
algorithm, on the other hand, footprint MBRs are organized in a
spatial manner. Thus, the inverted index access can only start after
all output from the R∗-tree has been produced. (A similar issue
arises if the access order is reversed.) There are however conditions
under which the first algorithm performs worse. Assume the first
algorithm is confronted with a query consisting of common terms.
Without a filter and with footprints organized by docID, it will fetch
say 5% of all footprints, a task almost as expensive as sequentially
scanning all footprints entirely.
In order to unblock the spatial selection, one can use a simple
memory-based table of footprint MBRs sorted by docID, instead
of the R∗-tree, to filter disk accesses for footprint data. (MBRs for
footprints can be stored in much less space than actual footprints.)
This results in a non-blocking spatial filter. However, its perfor-
mance degrades much more drastically than the R∗-tree’s, if the
MBRs grow beyond memory size. As an added benefit, this allows
varying the order of operators (textual first, or spatial first, or in-
terleaved) on a query-by-query basis. This is common practice in
database systems and DAAT textual query processors, where the
most selective filter (rarest keyword in the case of text) is applied
first in order to reduce the problem size.
Toeprints: There is a significant problem with this simplistic use
of footprint MBRs. If a document contains the city names “Berlin”
and “Munich”, it is bounded by a mostly empty MBR of several
hundred miles squared. The existence of many such large MBRs
seriously impacts the effectiveness of the spatial structures. For this
reason, we will propose to partition each footprint into a small num-
ber of disjoint sub-footprints, called toeprints,2 and corresponding
MBRs of more limited size; see Figure 3.1 for an example.
Figure 3.1: A footprint and its MBR (left) and the resulting toeprints
with MBRs (right).
We tested several different algorithms for splitting footprints into
toeprints. Initially, we generated toeprints via a simple recursive
partitioning algorithm that stops when (i) no toeprint MBR has a
side length larger than some threshold s0, and (ii) no toeprint MBR
larger than some threshold s1 < s0 is more than x% empty. By
2toeprint /n./ A footprint of especially small size.
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Figure 2.8 – Exemple d’un index géographique proposé par Chen et al. (2006) présentant
une empreinte géographique et son RDM (à gauche) et les zones qui en ré-
sultent avec leurs RDMs (à droite).
de localisations établis sur des courbes de rem lissage d’espace. Un exemple d’in-
dex spa al est présenté dans la Figure 2.8. Dans un au re exemple d’indexation
séparée, Brisaboa et al. (2010) ont créé une forme d’index spatial hiérarchique dans
lequel les nœuds font références à des lieux plutôt qu’à des cellules spatiales ar-
bitraires. Chaque nœud est associé à une liste de documents qui se rapportent
au lieu et au RDM du lieu. Le contenu textuel des documents est quant à lui
accessible par un fichier inversé séparé.
Pour une meilleure intégration de l’indexation spatiale et textuelle, une autre
approche consiste à utiliser l’index spatial comme filtre principal de la requête et
à inclure un index secondaire qui filtre les autres caractéristiques textuelles de la
requête (Vaid et al., 2005; Zhou et al., 2005; Cong et al., 2009; Li et al., 2011b). Cela
conduit dans un premier temps à un index primaire spatial dans lequel chaque
nœud d’un index spatial (correspondant à une cellule ou à une région) est asso-
cié à un index inversé des documents qui se rapportent à ce nœud. Ainsi, étant
donné une requête composée de termes T et d’une empreinte géographique S,
l’index inversé associé à chaque cellule de l’index spatial qui croise S est recherché
pour trouver les documents qui comprennent les termes de la requête t 2 T. Les
méthodes d’indexation spatiales primaires ont principalement été implémentées
avec des grilles régulières (Vaid et al., 2005) et des R-arbres (Zhou et al., 2005). La
Figure 2.9 illustre l’idée d’un index spatial primaire avec des grilles (à gauche) et
un R-arbre (à droite). Cong et al. (2009) et Li et al. (2011b) se sont appuyés sur des
structures en arbre plus complexes, appelées IR-tree, permettant de récupérer les
k documents les plus pertinents en utilisant une combinaison pondérée de termes
spatiaux et textuels.
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Id cellule Index Inversé
10 Index Inversé 1
21 Index Inversé 2
22 Index Inversé 3
23 Index Inversé 4
24 Index Inversé 5
31 Index Inversé 6
33 Index Inversé 7
34 Index Inversé 8
40 Index Inversé 9
Figure 2.9 – Exemple d’un index primaire spatial avec une décomposition de l’espace en
grilles (à gauche) et un R-arbre (à droite).
Dans la même idée que les index primaires spatiaux, une approche alternative
repose sur des index primaires textuels (Vaid et al., 2005; Chen et al., 2006; Christo-
foraki et al., 2011). Les documents de l’index inversé de chaque terme sont organi-
sés par un index spatial dédié pour chaque terme, comme l’illustre la Figure 2.10.
Dans ce cas, pour chaque terme de l’index inversé, son index spatial respectif est
recherché pour trouver les documents qui recoupent l’empreinte géographique
de la requête. Vaid et al. (2005) ont constaté que ce schéma avait de meilleures
performances que l’indexation primaire spatiale. Chen et al. (2006) ont proposé
une variante de cette méthode, appelée Space Filling Inverted Index, dans laquelle
l’indexation spatiale est réalisée en stockant, pour chaque terme, des références
aux zones. Christoforaki et al. (2011) ont quant à eux proposé une variante de cette
dernière approche, dans laquelle les index sont organisés selon l’ordre spatial de la
courbe de remplissage de l’espace, afin d’améliorer les temps de calcul. Une forme
hybride de l’index primaire textuel, appelée S2In a été proposée par Rocha-Junior
et al. (2011), dans laquelle une distinction est faite entre les termes les plus fré-
quents et les moins fréquents, afin de permettre des requêtes retournant les top-k
documents. Pour chaque terme les plus fréquents, un R-arbre agrégé est construit
avec les données stockées dans les nœud non foliaires. Il est conçu pour prendre
en charge l’élagage de l’espace de recherche en fonction de la pertinence décrois-
sante des documents. Les documents contenant des termes moins fréquents sont
Terme Liste des identifiants de documents
Terme 1 IndexSpatialT1[D1, D3, D6, D8]
Terme 2 IndexSpatialT2[D2, D3, D7]
Terme 3 IndexSpatialT3[D1, D2, D6, D9]
Terme n IndexSpatialTn[…]
Figure 2.10 – Exemple d’un index primaire textuel.
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stockés dans des blocs analogues à des index inversés en ce sens qu’ils stockent
les identités des documents qui contiennent un terme spécifique.
1.3 Requête géographique
Les SRIG offrent de nombreuses fonctionnalités permettant d’exploiter des infor-
mations géographiques. Nous pouvons les classer en trois catégories : le prétrai-
tement des données, la recherche ou l’extraction d’information dans une région
particulière, et l’analyse de l’information géographique (Longley et al., 2015). Les
fonctions de recherche et d’extraction de l’information à partir d’une base de don-
nées spatiale permet à l’utilisateur de formuler des requêtes en spécifiant des em-
placements précis (avec des coordonnées) ou avec des termes de relations spatiales
(près de, à 5 km de). Il existe de nombreuses méthodes pour analyser spatialement
l’information géographique, telles que les mesures de distance, de surface et de
volume, les caractéristiques spatiales de distribution des phénomènes, les interac-
tions entre l’espace et le temps, etc.
Dans ce qui suit, nous détaillons les principales méthodes d’interrogation spa-
tiale généralement utilisées lors de la recherche avec un SRIG. Ces méthodes se
caractérisent par l’utilisation de trois types de relations spatiales permettant de
spécifier la relation entre ce qui doit être extrait et un emplacement de référence.
Ces types de relations sont la proximité, la topologie et l’orientation.
Requête de proximité. Dans une requête de proximité, les données sont ex-
traites à une certaine distance de l’emplacement de référence. Par exemple, il est
possible de trouver des documents relatifs à des lieux situés à une distance don-
née d’une ville ou à une certaine distance d’une rivière ou d’une route. Plutôt que
de spécifier une distance exacte, un utilisateur pourrait spécifier une relation de
proximité sans contrainte précise sur la distance. L’emplacement des documents
est représenté par une empreinte géographique, généralement sous la forme d’un
point ou d’un rectangle. Cette géométrie est comparée à l’emplacement de la géo-
métrie de l’objet de référence afin de mesurer la distance. Un exemple de requête
serait « quelles sont les villes accessibles à 100 km de Toulouse ? »
Requête topologique. Les relations topologiques définissent la nature de la
connectivité entre une paire d’objets géométriques. Les plus courantes de ces re-
lations sont à l’intérieur, dans laquelle la géométrie de l’objet est entièrement pré-
sente dans la géométrie de référence, rencontre ou touche, dans laquelle la limite
d’un objet coïncide avec la limite d’un autre, recoupe, dans laquelle seule une partie
d’un objet coïncide avec l’intérieur de l’autre, égale, dans laquelle les deux géomé-
tries sont identiques, et disjoint qui fait référence à une séparation complète des
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objets. Un exemple de requête topologique serait de trouver les documents dont
la portée géographique se situe à l’intérieur des frontières d’un pays donné. Un
autre exemple est la recherche de documents qui se rapportent aux pays voisins
d’un pays.
Requête d’orientation ou de direction. Bien que la direction soit largement
considérée comme l’un des principaux types de relations spatiales, elle est rare-
ment mise en œuvre dans les SRIG ou les opérateurs d’interrogation de bases de
données spatiales. Un exemple de requête serait de trouver les documents relatifs
à des zones « au Nord de Toulouse », mais comme la notion de « Nord » est vague
et dépend du contexte, il n’y a pas d’interprétation standard. De même, il n’est
pas courant, lors de la recherche de données géospatiales, de vouloir spécifier des
relations directionnelles de manière quantitative, comme un angle particulier.
1.4 Ordonnancement de pertinence
1.4.1 Notion de pertinence pour la RIG
Étant donné une requête, les SRIG doivent être capables de récupérer et ordon-
ner les documents indexés qui sont pertinents, c.-à-d. qui répondent aux besoins
d’information de l’utilisateur. Les documents sont généralement classés selon une
fonction/modèle d’ordonnancement de la pertinence, et les documents les mieux
classés sont retournés à l’utilisateur. En RI traditionnelle, la fonction d’ordonnan-
cement de la pertinence s’appuie, à son niveau le plus simple, sur le calcul de
similarités des correspondances des mots entre la requête et le document, bien
que dans la pratique, de nombreuses caractéristiques sont utilisées pour coder
des informations contextuelles importantes par rapport aux besoins d’information
des utilisateurs (Baeza-Yates et Ribeiro-Neto, 1999). La principale différence entre
la RI traditionnelle et la RIG est l’importance primordiale de la pertinence géo-
graphique des documents pour saisir la proximité géographique, le périmètre et
d’autres relations spatiales. Celle-ci est souvent mesurée en utilisant des méthodes
de similarité spatiale et d’ordonnancement. La plupart des SRIG traitent séparé-
ment les composantes textuelles et spatiales de la recherche, en combinant les
scores de similarité textuelle et spatiale pour produire une seule liste ordonnée.
La plupart des architectures comportent une composante d’ordonnancement.
Soit une requête q et un document d, le système applique une fonction/modèle
d’ordonnancement de de la pertinence, f (q, d), pour attribuer un score aux docu-
ments retournés. Les documents sont triés en fonction de leurs scores. En RIG,
le système combine généralement les attributs spatiaux (le où) et textuels (le quoi)
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pour calculer le score de pertinence. Un processus d’ordonnancement comprend
les étapes suivantes (Martins et al., 2005) :
1. transformer l’emplacement et les opérateurs spatiaux de la requête en une
ou plusieurs empreintes géographiques. Les opérateurs spatiaux peuvent
être utilisés en modifiant l’empreinte géométrique associée aux toponymes
de la requête ou en générant des toponymes supplémentaires (c.-à-d. en
élargissant la requête) ;
2. quantifier le degré de correspondance entre la requête et les empreintes géo-
graphiques du document en utilisant une mesure de similarité spatiale ;
3. produire un classement des documents qui correspondent à la ou les em-
preintes géographiques de la requête. Le classement s’appuie sur la similarité
entre l’empreinte de la requête et celle du document qui est combinée avec
le classement des documents effectué à partir de similarités non spatiales.
Nous l’avons vu, en RI traditionnelle comme en RIG, la notion de pertinence
doit être prise en compte, car la fonction clé d’un SRIG est d’attribuer un score
de pertinence aux documents, pour estimer la mesure dans laquelle ils sont sus-
ceptibles de répondre aux besoins d’information spatiale d’un utilisateur. Sabbata
et al. (2012) ont décrit la pertinence géographique comme « la pertinence d’une
entité géographique dans un contexte d’utilisation spécifique ». Ainsi, une entité
géographique peut se référer à des documents géoréférencés, mais aussi à des
entités physiques individuelles dans le monde réel.
Les SRIG doivent donc garantir que les informations récupérées sont pertinentes
par rapport au sujet thématique et aussi par rapport à la partie spatiale de la
requête de l’utilisateur ou à sa localisation (p. ex. sa position actuelle). La perti-
nence est jugée à partir des relations spatiales entre l’emplacement exprimé dans
le besoin d’information et les empreintes spatiales identifiées dans un document
(Cai, 2002). Les aspects spatiaux et thématiques constituent donc les conditions
de base de la pertinence dans un SRIG et coïncident avec la notion de pertinence
thématique utilisée dans les SRI traditionnels. Dans de nombreuses situations, en
particulier celles impliquant des utilisateurs mobiles, le temps est également un
facteur important qui influence la pertinence. Par exemple, Palacio et al. (2010) ont
décrit un SRIG qui indexe et récupère des documents en fonction des dimensions
thématiques, spatiales et temporelles. Sabbata et al. (2012) ont étudié vingt-neuf
critères possibles liés à la pertinence géographique. Ces critères, résumés dans le
Tableau 2.1, sont regroupés en quatre classes : ceux liés aux propriétés de l’entité
géographique, ceux liés à la géographie, ceux qui saisissent la manière dont l’en-
tité est représentée dans le système d’information, et ceux qui servent à juger la
manière dont l’information est présentée à l’utilisateur.
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Tableau 2.1 – Critères d’évaluation de la pertinence géographique (Sabbata et al., 2012).
1.4.2 Calculer et combiner la similarité spatiale
Les mesures de similarité spatiale sont utilisées pour estimer ou inférer la perti-
nence géographique des documents pour une requête donnée (Hill, 2009; Larson,
2011; Cai, 2011). Le processus d’ordonnancement dans le SRIG s’appuie donc sur
la quantification de la similarité entre l’empreinte de la requête et celle du docu-
ment. Le score de similarité est une estimation de la pertinence par rapport au be-
soin de l’utilisateur, et les documents sont classés par ordre décroissant des scores
de pertinence. Une hypothèse courante veut que les documents spatialement plus
proches de l’emplacement de la requête soient plus pertinents pour l’utilisateur
que ceux qui en sont plus éloignés (Tobler, 1970).
Généralement, les SRIG commencent par identifier les correspondances topolo-
giques et géométriques. Une mesure de similarité spatiale est ensuite utilisée pour
calculer la force de ces correspondances en fonction du degré du chevauchement
spatial. Différentes mesures, prenant en compte les tailles relatives de la requête
et les empreintes des documents, peuvent être utilisées. Cette méthode rejoint la
méthode de normalisation de la longueur des documents utilisée en RI tradition-
nelle (Baeza-Yates et Ribeiro-Neto, 1999). Par exemple, en supposant que q est la
la région couverte par la requête, d celle couverte par le document et o la zone de
chevauchement entre q et d, la similarité sim(q, d) pourrait être exprimée comme
(Hill, 2009; Larson, 2011) :
sim(q, d) = 2 o
q + d
(2.3)
Larson et Frontiera (2004) et Frontiera et al. (2008) ont proposé d’autres mesures
de similarité spatiale, notamment la distance de Hausdorff, une mesure de compa-
raison des formes qui calcule la distance entre deux sous-ensembles d’un espace
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métrique noté (E, δ). Pour chaque point x 2 q, nous trouvons simplement la dis-
tance la plus courte par rapport à l’autre ensemble d. La distance maximale trouvée
parmi tous les points de q est conservée comme la distance de Hausdorff.









D’autres facteurs, tels que le comptage de la population, les relations ontologiques
(Andrade et Silva, 2006) ou une combinaison de plusieurs facteurs, p. ex. la dis-
tance et les relations ontologiques (Larson et Frontiera, 2004; Zaila et Montesi,
2015), peuvent être utilisés pour influencer le score de similarités.
Dans les SRIG qui traitent séparément les composantes thématiques et spa-
tiales d’une requête, il est nécessaire de combiner les scores de pertinence pour
ne conserver qu’une seule liste ordonnée. Cela peut être réalisé en calculant un
score de similarité textuelle et spatiale combiné pour chaque document, ou en
fusionnant les listes. Dans le cas d’une combinaison de scores, une méthode cou-
rante consiste à utiliser une combinaison linéaire (Andrade et Silva, 2006; Larson,
2011; Chen et al., 2013). Pour une requête q et un document d, le score combiné
comb(q, d) est donné par :
comb(q, d) = α1  textsim(qt, dt) + α2  geosim(qs, ds) (2.5)
où textsim(qt, dt) représente la similarité thématique, calculée en utilisant par
exemple le modèle BM25 (Robertson et Jones, 1976), et geosim(qs, ds) la simila-
rité spatiale. Les poids α1 et α2 sont les poids qui permettent de refléter l’impor-
tance relative des composants géographiques et textuels, et α1 + α2 = 1. Martins
et al. (2005) ont proposé d’autres méthodes pour combiner les scores. D’autres
approches permettant de combiner des listes de classement de documents uti-
lisent les positions de classement des documents (p. ex. méthode de Borda) ou
utilisent une combinaison de méthodes s’appuyant sur le score et le classement
(Palacio et al., 2010). D’autres approches ont fait appel à des modèles probabilistes
pour combiner les scores et prédire la pertinence des documents en réponse à
une requête (Frontiera et al., 2008), ou des méthodes d’apprentissage automatique
dérivées du Learning to Rank (Liu, 2009).
1.5 Principale problématique et périmètre de la thèse
La qualité d’un SRIG repose fondamentalement sur sa capacité à déterminer la
portée géographique des documents et des requêtes. Bien qu’une étape essentielle,
elle reste difficile en raison de la richesse et de l’ambiguïté du langage naturel
(Amitay et al., 2004; Clough et al., 2004).
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Dans un texte, les références explicites ou implicites aux lieux sont commu-
nément appelées géoréférences. Le géoréférencement, aussi appelé prédiction de
l’emplacement, implique d’associer des informations contenues dans les docu-
ments à un lieu physique. Les géoréférences peuvent prendre plusieurs formes,
par exemple, tous les éléments suivants sont des géoréférences qui peuvent nous
permettre de localiser la Tour Eiffel à Paris :
— Champ de Mars, 5 Avenue Anatole - Adresse postale
— Tour Eiffel - Nom formel du lieu (aussi appelé toponyme)
— 75007 Paris - Code Postal
— 48.858423,2.2942882 - Coordonnées géographiques
— Dame de Fer - Surnom de la Tour Eiffel
Les géoréférences ont un certain nombre de propriétés importantes (Hill, 2009).
Elles doivent être sans ambiguïté, c.-à-d. qu’elles ne doivent se référer qu’à un seul
lieu, ce qui est généralement le cas dans un cadre de référence donné. Les géoré-
férences doivent également être, dans la mesure du possible, persistantes dans le
temps. En pratique, c’est rarement les cas, les noms des lieux peuvent changer,
les systèmes de coordonnées peuvent évoluer, etc.. Enfin, les géoréférences sont
généralement associées à une granularité implicite.
Le point de départ est généralement un document contenant un texte écrit en
langage naturel. La Figure 2.11 présente la page Wikipedia associée à la Tour Eiffel
et comprend plusieurs formes de géoréférences, telles que des coordonnées géo-
graphiques, des toponymes (p. ex. Tour Eiffel) et d’autres références à des régions
géographiques (p. ex. Paris). En lisant ce type de document, l’identification des
références à l’emplacement aide à comprendre son contexte géographique. Ainsi,
nous pouvons facilement identifier les lieux importants mentionnés dans le docu-
ment et éliminer les références à des lieux qui ne sont pas pertinents. Réaliser cette
tâche automatiquement est un défi central mais complexe. Bien que les références
à la localisation exprimées en langage naturel puissent prendre de nombreuses
formes, la plupart des travaux en RIG se sont concentrés sur le traitement des
toponymes et des adresses (Leidner, 2006).
À partir d’un document, la tâche prédiction de l’emplacement, consiste donc
à identifier sans ambiguïté les références géographiques et, en général, à leur at-
tribuer des coordonnées spatiales. Cette tâche a été largement étudiée pour des
articles Wikipedia (Roller et al., 2012; Wing et Baldridge, 2014), des pages web
(Amitay et al., 2004; Zong et al., 2005) et des documents traditionnels (Woodruff
et Plaunt, 1994; Purves et al., 2007). Diverses techniques de traitement et d’ana-
lyse de texte ont été utilisées pour effectuer ce processus, la plus répandue étant
la reconnaissance et la désambiguïsation d’entités nommées (Larson, 1996; Mc-
Curley, 2001; Leidner et Lieberman, 2011), qui consiste à identifier dans le texte
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Figure 2.11 – Exemple d’une page Wikipedia avec différentes formes de géoréférences,
telles que le nom de ville, la région et les coordonnées géographiques.
(©Wikipedia)
les passages qui font référence un lieu, et à déterminer l’emplacement physique
unique auquel ils se rapportent. Ces géoréférences peuvent ensuite être utilisées
pour déterminer la portée géographique du document, c.-à-d. l’emplacement ou
les emplacements auxquels le contenu du document, ou une partie de celui-ci, est
supposé être associé (Ding et al., 2000; Andogah et al., 2012).
Dans le cadre de ce manuscrit, nous nous intéressons à la problématique de
résolution de la portée géographique des géotextes sous l’angle de la prédiction
de l’emplacement. Plus spécifiquement, nous intéressons à des géotextes issus des
RSNs. En conséquence, nous développons dans la suite de ce chapitre, les diffé-
rentes approches de l’état-de-l’art permettant de répondre à cette problématique.
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2 Résolution de la portée géographique des géo-
textes
Ces dernières années, les RSNs tels que Facebook, Twitter ou Instagram sont de-
venus des espaces populaires d’échanges permettant d’établir des liens sociaux et
de partager de l’information textuelle et audiovisuelle. Avec l’augmentation de la
connectivité des utilisateurs et la prédominance des smartphones, de plus en plus
de ressources associées à des coordonnées géographiques, c.-à-d. des géotextes,
sont créés chaque jour. Cela ouvre de nombreuses opportunités pour faire le lien
entre le monde social en ligne et le monde physique, et développer des nouvelles
applications de RIG permettant de répondre aux besoins du monde réel. Twitter
est par exemple connu pour être une plateforme efficace pour détecter les sujets
émergents, notamment les foyers d’épidémies ou les régions touchées par des ca-
tastrophes naturelles (Cheong et Cheong, 2011; Kumar et al., 2011). Connaître la
porté géographique des publications sur les RSNs, permet de comprendre ce qui
se passe dans la vie réelle et peut ainsi aider aux rapports d’urgence (Imran et al.,
2015; Kumar et Singh, 2019) et la gestion de crise (Vieweg et al., 2010; Lingad et al.,
2013), mais pas seulement. De nombreuses applications de RIG ont vu le jour,
en particulier pour l’assistance touristique, avec la recommandation d’événements
(Yuan et al., 2013; Yin et al., 2015) ou de POIs (Deveaud et al., 2015; Bothorel et al.,
2018), ou encore le résumé spatio-temporel (Rakesh et al., 2013; Mallela et al., 2017).
La maturité croissante des approches d’apprentissage automatique et la nécessité
de méthodes généralisables applicables à de très grands volumes de données en
temps réel ont conduit à une nouvelle famille de méthodes qui, plutôt que d’ex-
plorer les toponymes explicitement contenus dans le texte, cherchent à apprendre
comment l’emplacement est décrit de manière plus générale dans le texte (Ahern
et al., 2007; Kinsella et al., 2011; O’Hare et Murdock, 2013). L’idée est qu’à partir
des nombreux documents associés à des coordonnées, il est possible d’identifier
des ensembles de mots qui sont associés à des régions particulières de l’espace.
L’ensemble des fréquences de mots pour une région donnée est appelé modèle de
langue. Un premier exemple a été proposé par Ahern et al. (2007), qui ont utilisé
des méthodes de clustering (k-moyennes) combinées avec le TfIdf pour sélection-
ner les mots-clés significatifs contenus dans les tags Flickr, qui ont ensuite été
attribués aux cellule d’une grille à différents niveaux de granularité.
Ainsi, si le problème de résolution de la portée géographique des documents,
sous l’angle de la prédiction de l’emplacement a largement été étudié pour des
documents traditionnels (Wikipedia, pages web), il reste aujourd’hui un défi pour
ceux issus des RSNs. Par exemple, la taille des tweets, limitée à 280 caractères,
exige de la brièveté dans l’écriture, ce qui donne lieu à un vocabulaire informel
uniquement utilisé dans les RSNs. De plus, les publications en ligne ont tendance
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à comporter de nombreuses abréviations non standards, des erreurs typogra-
phiques, l’utilisation d’émoticônes, d’ironie, de sarcasmes et de sujets populaires,
appelés hashtags (Cheng et al., 2010; Liu et al., 2012). Ces textes non conventionnels
et non structurés rendent les approches classiques de TALN et de RI peu efficaces,
conduisant à un défi intéressant pour l’analyse de contenu social. L’étude de l’état-
de-l’art sur l’appariement géographique des contenus générés par les utilisateurs
des RSNs révèle l’existence de trois grands axes de recherche : la prédiction de
l’emplacement du contenu généré par l’utilisateur, la prédiction de l’emplacement
mentionné dans le texte et la prédiction sémantique de l’emplacement (Ajao et al.,
2015; Zheng et al., 2018; Haldar et al., 2019).
Dans cette section, nous décrivons les trois principales approches pour la pré-
diction de l’emplacement. Nous commençons par aborder dans la Section 2.1, la
prédiction de l’emplacement du contenu généré par l’utilisateur. Nous continuons
ensuite dans la Section 2.2 en présentant les approches pour la prédiction de l’em-
placement mentionné dans le texte. Enfin, dans la Section 2.3, nous abordons la
tâche de la prédiction sémantique de l’emplacement, que nous adressons dans nos
travaux de recherche.
2.1 Prédiction de l’emplacement du contenu généré par l’uti-
lisateur
Le premier axe de recherche consiste à prédire l’emplacement du contenu gé-
néré par l’utilisateur. La plupart de ces travaux portent plus particulièrement sur
le réseau social Twitter, qui a gagné en popularité pour communiquer, partager
des idées et diffuser des publicités (Kwak et al., 2010; Teevan et al., 2011). La fi-
nalité de cette tâche consiste à estimer l’emplacement géographique des contenus
publiés en ligne, qu’ils soient géotaggés ou non. Par exemple, dans la Figure 2.12,
l’objectif de cette tâche serait de déterminer l’emplacement du tweet, c.-à-d. son
lieu d’émission (tweet location) ou le lieu de résidence de l’utilisateur (home loca-
tion). Toutefois, concernant Twitter, il a été rapporté qu’entre 1% et 4% des tweets
contiennent un géotag explicite (Hecht et al., 2011; Graham et al., 2014; Ryoo et
Moon, 2014). De ce fait, inférer le géotag ou l’emplacement d’où ces contenus ont
été publiés a fait l’objet de nombreuses études (Li et al., 2011a; Lee et al., 2014;
Ajao et al., 2015; Chong et Lim, 2018; Hoang et Mothe, 2018; Zheng et al., 2018),
permettant ainsi de mieux comprendre leur contexte, et dresser un portrait plus
complet de la mobilité des utilisateurs.
Deux niveaux de granularité des emplacements ont été étudiés dans la littéra-
ture. Le premier, connu sous le nom de granularité grossière de l’emplacement,
vise à géolocaliser les publications en fournissant une estimation des coordonnées
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recognition and disambiguation of Twitter-related locations
should also depend heavily on tweet texts. Users living in
certain cities may discuss local landmarks, buildings and
events, possibly with dialects or slang. Tweets sent out from
certain locations may explicitly mention them in the text,
or implicitly include some relevant words. However, the
characteristics of Twitter pose emerging challenges for these
existing research problems in new problem settings. On the
one hand, users often write tweets in a very casual manner.
Acronyms, misspellings, and special tokens make tweets
noisy, and techniques developed for formal documents are
error-prone on tweets. The limit of 140-character also makes
tweets short, which may not be easily understood by readers
who are unaware of tweets’ context. On the other hand,
compared with formal documents, Twitter users contribute
their online friendships and profiles explicitly. They also
intentionally or unintentionally attach geo-tags to tweets.
The richness of contextual information on Twitter enables
new opportunities to relieve aforementioned challenges.
Given the above significance, necessity, challenges, and
opportunities, Twitter-related location prediction problems
have received much attention in the literature, and even
been proposed as one of the shared tasks in the 2nd Work-
shop on Noisy User-generated Text (W-NUT) 2. To the best
of our knowledge, no previous survey focuses extensively
on exactly the same scope. Imran et al. [20] have done a
comprehensive study on tracking and analyzing mass emer-
gency with social media data. Their focus is multifaceted,
which not only involves locations but also has temporal and
event aspects. Melo et al. [21] review various techniques for
geolocating ordinary documents, but the unique challenges
and opportunities of Twitter are not touched. Ajao et al. [22]
conduct a smaller scale survey which addresses the most
similar scope as we are aware of. However, they only clarify
possible input and output of location prediction problems
on Twitter. Detailed techniques are discussed with minimal
efforts. Nadeau et al. [18] and Shen et al. [19] concentrate
on named entity recognition and linking, respectively. They
are related to one of the three problems in this survey, i.e.,
mentioned location prediction. Besides, their focuses are on
general entities and documents, while we specially target
the intersection of the location domain and Twitter platform.
In this survey, we aim at completing an overall picture
of location prediction problems on Twitter. In Section 2, we
brief the input, output, and evaluation metrics of Twitter-
based location prediction. In Sections 3, 4 and 5, we detail
previous efforts on each problem. By highlighting the role
of each input, we systematically summarize essentials of
previous works on each prediction problem. In Section 6,
we brief two additional location-related problems. Though
attracting less attention or not as relevant, these two prob-
lems complement the three major problems and the scope
of this survey. Finally, we conclude the survey and discuss
future research directions.
2 PROBLEM OVERVIEW
This survey focuses on location prediction problems on
Twitter. In this section, first, we give an overview of the
2. The workshop also provides an evaluation dataset which we call
W-NUT(http://noisy-text.github.io/2016/index.html).
@Choi The red velvet cake at Lady M is 
really # tasty
























@Sherry The show is coming!!!
21:22 PM – 21 Feb 2017
Sherry @Sherry 21:45 PM – 21 Feb 2017
@Choi When is it?
Fig. 1. An illustration of tweet content, tweet context, and Twitter net-
work, and the three types of locations: home location, tweet location,
and mentioned location in Twitter.
Twitter platform. By introducing Twitter usage from an
ordinary user’s point of view, we summarize Twitter dataset
from three perspectives i.e., content, network, and context.
Next, we discuss three geolocation problems of general
interest. Those prediction problems rely on the above infor-
mation as major input. Finally, we briefly review evaluation
metrics for the aforementioned prediction problems.
2.1 An Overview of Twitter
As one of the most popular online social network, Twitter
constantly accumulates large volume of heterogeneous data
at a high velocity. Those include 1) short and noisy tweets
posted by users, 2) a massive Twitter network established
among users, and 3) rich types of contextual information
for both users and tweets. Such information serves as input
and enables the study of a few geolocation problems. In this
section, we briefly describe the three types of information.
2.1.1 Tweet Content
A tweet is a piece of user-generated text with its length up
to 140 characters. It may describe anything a user wants to
post, e.g., her mood or events happening around her. Besides
original posts, a user may also retweet others’ tweets she
reads. Tweets and retweets from a user will be pushed to her
followers’ (see definition in Section 2.1.2) Twitter interface for
them to read. When composing tweet contents, a user may
include hashtags, which are words or unspaced phrases start-
ing with “#”. Finally, one can also mention another user’s
name by a preceding “@” in tweet content. A mentioned
user will be notified, and may start a conversation with the
mentioning user through subsequent mentions.
2.1.2 Twitter Network
Besides posting tweets, a user may subscribe others’ tweets
by following them. If user ui follows uj , we call ui the fol-
lower, and uj the followee. Note that following relationships
are unidirectional, i.e., ui following uj does not necessarily
mean uj following ui. When the direction of a following
relationship is not the major concern, we regard ui and uj
as friends. If it happens that ui and uj follow each other, we
say ui and uj are mutual friends. We refer to all ‘following’
relationships as Twitter friendship, or friendship when the
context is clear.
Note that Twitter friendship does not imply friendship
in real life. It is often the fact that celebrities do not follow
Figure 2.12 – Illustration du contenu d’un tweet (tweet content), du contexte (tweet context)
et du réseau Twitter (Twitter network), ainsi que trois types de lieux : le lieu
de résidence (home location), l’emplacement d’où le tweet a été publié (tweet
location), et l’emplacement mentionné (mentioned location) (Zheng et al., 2018).
GPS ou un emplacement discret grossier, c.-à-d. au niveau d’une grille, d’une ville
ou d’une région (Ahmed et al., 2013; Lee et al., 2014; Ajao et al., 2015). Le second
niveau concerne la localisation précise, qui cherche à géolocaliser les publications
en déduisant une estimation discrète du lieu (Li et al., 2011a; Ji et al., 2016; Zheng
et al., 2018). Dans l’ensemble, les méthodes pr posées s’appuient sur le contenu
des publica ions et/ou le contexte.
2.1.1 Inférence de l’emplacement à partir du contenu
L’approche la plus courante pour déterminer le lieu d’émission d’un géotexte
à partir de son contenu consiste généralement à (1) identifier des mots locaux,
c.-à-d. des m ts qui montrent une forte empreinte spatiale, à l’aide de méthodes
non-supervisées s’appuyant sur des mesures statistiques directement calculées sur
les données, avec par exemple des estimations de densités (Laere et al., 2014) ou
des calculs d’Idf localement dépendants (Han et al., 2012), ou à l’aide de méthodes
supervisées en considérant la tâche comme un problème de classification (Cheng
et al., 2010) ; (2) modéliser les distributions l cales des mots à l’aide de m dèles
de mélange Gaussien (GMM) pour obtenir des distributions lissé de l’utilisation
des mots (Priedhorsky et al., 2014; Flatow et al., 2015; Chong et Lim, 2017a,b). Ce
sont des approches dites centrées sur les mots. Par exemple, Priedhorsky et al.
(2014) utilisent des modèles de mélange Gaussien (GMM) pour prédire les co-
ordonnées des tweets. Comme l’information textuelle disponible dans un tweet
est pauvre, les auteurs ont proposé de modéliser l’utilisation spatiale des mots
et des n-grammes. D’après leurs résultats, lorsque les modèles considèrent des
2 résolution de la portée géographique des géotextes 35
n-grammes de mots, même rares, les performances des modèles de prédiction
sont améliorées. Flatow et al. (2015) ont aussi modélisé l’utilisation des n-grammes
spatiaux avec un modèle Gaussien. Dans le même esprit que les mots locaux,
les auteurs préfèrent utiliser des n-grammes géospécifiques, c.-à-d. ceux dont les
tweets sont principalement situés dans une petite région sur la carte. Chong et Lim
(2017a,b) ont quant à eux appliqué un modèle d’apprentissage d’ordonnancement
qui encode le contenu du tweet par une estimation lissée de la probabilité qu’un
mot apparaisse dans un lieu.
D’autres travaux adoptent une approche différente, qui donne un rôle plus
important aux emplacements (Kinsella et al., 2011; Li et al., 2011a; Ozdikis et al.,
2019). Ce sont des approches dites centrées sur la localisation. Kinsella et al. (2011)
traitent les tweets et les emplacements avec des modèles de langue lissés par la
formule de Dirichlet. L’ordonnancement des emplacements candidats s’effectue à
partir des probabilités qu’un modèle de langue associé à un emplacement génère
le tweet, autrement dit, ils calculent la divergence de Kullback-Leibler entre les mo-
dèles d’un tweet et d’un emplacement. Li et al. (2011a) se sont aussi appuyés sur ce
calcul de divergence, en complétant les modèles de langue des régions pauvres en
information avec de l’information issue de pages web. Dans leurs travaux, Ozdikis
et al. (2019) ont proposé de prédire l’emplacement des tweets en analysant la dis-
tribution géographique des textes issus de tweets à l’aide d’estimation de densités
(KDE). Leur KDE adapté localement permet d’identifier les bigrammes qui pré-
sent un écart de distribution significatif par rapport à des modèles d’unigrammes
sous-jacents.
2.1.2 Inférence de l’emplacement à partir du contexte
Nous l’avons évoqué en introduction de cette section, les publications sur les
RSNs sont généralement courtes et bruitées (vocabulaire non standard, erreurs ty-
pographiques, etc.), ce qui rend difficile la prédiction de leur emplacement. Pour
enrichir cette information, certains travaux utilisent des données contextuelles,
telles que le réseau d’amitié (Sadilek et al., 2012; Chong et Lim, 2017b; Bakerman
et al., 2018), l’information temporelle (Li et al., 2011a; Yuan et al., 2013; Dredze
et al., 2016), l’information spatiale (Schulz et al., 2013) ou un mélange de ces deux
dernières (Chong et Lim, 2017a).
Le travaux de Sadilek et al. (2012) exploitent en temps réel les emplacements
des amis de l’utilisateur et l’historique des lieux qu’il a visité. Un réseau bayésien
dynamique est entraîné à partir des séquences de visite de chaque utilisateur, avec
l’emplacement de ses amis, l’heure de la journée et le jour de la semaine comme
caractéristiques. Bakerman et al. (2018) modélisent conjointement le contenu des
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tweets sous forme d’unigrammes et les informations du réseau à l’aide de modèles
de mélange gaussien, pour estimer efficacement l’emplacement des utilisateurs.
Comme l’ont montré de précédents travaux (Mahmud et al., 2014), l’heure de
publication des contenus en ligne est un bon indicateur de l’emplacement des
utilisateurs. Un horodatage peut être instructif si suffisamment de données his-
toriques sont fournies pour des lieux. En effet, l’historique des publications peut
suggérer qu’un club a tendance à être actif la nuit, alors qu’un parc aura tendance
à recevoir plus de publications le weekend. S’inspirant de ces constats, Li et al.
(2011a) ont utilisé les distributions des dates de publication de tweets dans des
lieux, selon trois échelles de périodes différentes : le jour, la semaine et le mois.
Étant donné un tweet et sa date de publication, les probabilités des trois distri-
butions sont combinées linéairement pour recommander des lieux. Dredze et al.
(2016) se servent quant à eux du fuseau horaire et l’heure de publication du tweet
comme caractéristiques d’un classifieur, pour prédire la ville ou le pays associé au
tweet. Ils ont constaté que les modèles temporels cycliques ont des effets sur les
résultats des prédictions.
Schulz et al. (2013) se sont plutôt focalisés sur l’information spatiale, en collec-
tant les indicateurs de localisation des tweets à partir des profils d’utilisateurs,
tels que les lieux de résidence, les sites web et fuseaux horaires déclarés par les
utilisateurs dans leur profil, ainsi que les lieux explicitement mentionnés dans les
tweets. En interrogeant des bases de données géographiques, ces indicateurs sont
associés à des régions administratives sous forme de polygones. Finalement, ces
derniers sont regroupés pour produire une distribution spatiale des emplacements
possibles du tweet. Enfin, Chong et Lim (2017a) ont proposé de combiner les in-
formations contextuelles en considérant l’activité des lieux (c.-à-d. l’affluence) et
l’historique des lieux visités par les utilisateurs, pour aider à prédire l’emplace-
ment des tweets. Ils ont étudié les périodes d’activités des lieux afin d’estimer à
l’aide d’un KDE, la probabilité qu’un lieu soit populaire à une période donnée.
2.2 Prédiction de l’emplacement mentionné
Le deuxième axe de recherche porte sur la prédiction de l’emplacement men-
tionné dans le texte. Celui-ci vise à associer des parties de textes issues des publi-
cations en ligne avec des entités spatiales généralement répertoriées dans des bases
de connaissances. En reprenant l’exemple illustré dans la Figure 2.12, ce deuxième
axe de recherche aurait pour objectif de détecter l’emplacement nommé « Lady M »
et de l’associer avec son entité spatiale correspondante, le Lady M de Singapour,
une boutique de gâteau. Cette association permet d’augmenter le contenu des
publications avec du contexte géographique ouvrant la voie à une multitude d’ap-
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plications. En effet, sur les RSNs, les utilisateurs publient régulièrement des mes-
sages pour commenter des lieux d’intérêts, tels que des restaurants, des centres
commerciaux ou des parcs. De plus, lors de catastrophes naturelles ou d’événe-
ments, les réseaux sociaux sont aussi largement utilisés pour diffuser l’informa-
tion au près des utilisateurs. En plus d’attacher un géotag à leurs publications, les
utilisateurs peuvent révéler les zones touchées en les mentionnant directement. La
reconnaissance des lieux mentionnés est donc une étape cruciale pour recueillir
des informations sur les utilisateurs et les événements (Lingad et al., 2013; Imran
et al., 2015).
La prédiction de l’emplacement mentionné s’effectue en deux étapes : (1) la
reconnaissance d’entités nommées, qui consiste à extraire les morceaux de textes
qui mentionnent des lieux ; et (2) la désambiguïsation, qui met en correspondance
les mentions de lieux avec les bonnes entrées dans une base de connaissance. Les
problèmes de la reconnaissance d’entités nommées et de la désambiguïsation ont
largement été étudiés pour des documents classiques et bien écrits, tels que des
articles de presses ou des documents Wikipedia (Shaalan, 2014). Il est connu que
la variabilité et l’ambiguïté des mentions d’entités sont deux difficultés majeures
inhérentes à cette tâche. Néanmoins, avec les publications sur les RSNs, ces deux
aspects sont rendus plus difficiles à appréhender, du fait de la nature bruitée et
courte des publications.
2.2.1 Reconnaissance de l’emplacement mentionné
Pour déterminer l’emplacement mentionné dans les publications, la première
étape consiste à reconnaître les parties de textes qui mentionnent des lieux, c’est
la reconnaissance d’entités nommées (NER). Traditionnellement, les modèles dé-
veloppés pour ce type de tâche utilisent des algorithmes d’apprentissage tels les
champs aléatoires conditionnels, ou Conditional Random Fields (CRFs) (Lafferty
et al., 2001) s’appuyant sur des caractéristiques linguistiques (p. ex. étiquettes
morpho-syntaxiques). Des modèles tels que StanfordNER ou OpenNLP ont obtenu
de très bonnes performances pour reconnaître les entités dans des textes formels
(Ratinov et Roth, 2009). Néanmoins, Gelernter et Mushegian (2011) ont remarqué
que l’utilisation de ces modèles sur les textes issus des RSNs n’ont pas permis
de détecter avec précision les entités, dont les noms de lieux, en particulier lors-
qu’elles étaient abrégées de manière inhabituelle ou que les majuscules sur les
noms de lieux étaient absentes.
Plusieurs travaux de recherche (Ritter et al., 2011; Liu et al., 2011; Li et al., 2012;
Liu et al., 2013; Lingad et al., 2013) ont pallié ces limites. Ritter et al. (2011) ont
proposé de reprendre le processus pour la NER en l’adaptant aux tweets. Pour
cela, ils ont utilisé la classification de Brown (Brown et al., 1992) afin d’identifier
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des groupes de variations des mots (p. ex. « at » et « @ »), et un second classifieur
pour déterminer si chaque lettre en capitale dans un tweet est informative. De
même, Liu et al. (2011, 2013) ont proposé un modèle de normalisation de tweets
permettant de corriger les mots informels avant d’effectuer la NER. Les auteurs
ont ensuite entraîné un classifieur s’appuyant sur la méthode des k plus proches
voisins pour alimenter le modèle de NER avec des informations globales, c.-à-d.
comment le mot est étiqueté dans d’autres documents. Lingad et al. (2013) ont
quant à eux réentraîné quatre outils de NER (StanfordNER, OpenNLP, TwitterNLP
et Yahoo ! Placemaker) avec des tweets relatifs à des catastrophes.
Hormis les approches détaillées ci-dessus, qui font de la reconnaissance d’enti-
tés générales, d’autres travaux se caractérisent par la reconnaissance d’entités géo-
graphiques exclusivement, et l’utilisation de bases de données géographiques (ou
gazetteers), tels que Geonames (Zhang et Gelernter, 2014; Malmasi et Dras, 2015) ou
Foursquare (Li et Sun, 2014, 2017). Zhang et Gelernter (2014) s’appuient sur un ou-
til de reconnaissance qu’ils ont développé. Ils utilisent conjointement un analyseur
syntaxique de localisation reposant sur un index géographique, un outil de recon-
naissance établi sur le CRF, et un second analyseur syntaxique de rue/immeuble
construit à partir de règles. Contrairement au travail précédent, Malmasi et Dras
(2015) n’utilisent pas de CRF dans leur outil de reconnaissance des mentions de
lieux. Ils se sont orientés vers un analyseur de dépendances pour identifier toutes
les phrases nominatives, et effectuent un appariement approximatif avec les don-
nées contenues dans Geonames. Leurs critères d’appariement prennent en compte
les structures des adresses et des POIs. Li et Sun (2014, 2017) ont quant à eux
remarqué que les utilisateurs de Twitter mentionnent souvent des lieux par des
abréviations. Ils ont donc choisi d’étendre leur index géographique avec les noms
partiels des POIs fréquemment rencontrés dans les publications.
2.2.2 Désambiguïsation de l’emplacement mentionné
Une fois les mentions de lieux reconnues, nous pouvons commencer la désa-
mbiguïsation, c.-à-d. associer correctement ces mentions aux entrées d’une base
de données géographiques. La difficulté réside dans le fait que différents lieux
peuvent avoir les mêmes noms, et ce, à différents niveaux de granularité. Par
exemple, le terme « Paris » peut se référer à la capitale de la France, ou à l’une
des trente villes qui portent le même nom à travers le Monde. À un niveau plus
précis, celui du POI, les chaînes de restaurants peuvent avoir de nombreuses suc-
cursales dans une même ville.
Traditionnellement, les modèles désambiguïsent une mention à la fois (Milne et
Witten, 2008). Pour exploiter les dépendances entre les mentions, des approches
de désambiguïsation par paire (Kulkarni et al., 2009) et globale (Hoffart et al., 2011)
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sont proposées. Ces approches supposent que les décisions de désambiguïsation
pour les mentions multiples doivent être cohérentes. Ainsi, Zhang et Gelernter
(2014) proposent de considérer la structure hiérarchique des lieux pour aider à
la désambiguïsation. Les candidats potentiels sont ordonnés à l’aide d’un classi-
fieur linéaire, le séparateur à vaste marge (SVM). Li et Sun (2014) optent pour une
cohérence de désambiguïsation, non pas au niveau du tweet, mais au niveau de
l’utilisateur. Ils supposent que les lieux mentionnés dans les tweets d’un utilisa-
teur se trouvent généralement dans sa ville de résidence. Ils commencent donc
par identifier la ville de résidence de l’utilisateur en agrégeant les lieux candidats
déterminés à partir des mentions, puis affinent ces candidats avec la ville de ré-
sidence. Ji et al. (2016) ont étudié la désambiguïsation collective des mentions de
POIs dans les tweets. Leur mesure de cohérence s’appuie sur la distance moyenne
entre les POIs candidats sélectionnés pour les mentions reconnues.
Dans les approches conventionnelles, la désambiguïsation des lieux s’appuie sur
les résultats de l’étape de reconnaissance des entités nommées. Si ces derniers sont
erronés, par exemple avec des limites inexactes, la désambiguïsation peut échouer
en raison de l’incapacité à trouver des candidats potentiels dans la base de don-
nés géographique. Pour palier cela, des auteurs (Guo et al., 2013; Ji et al., 2016)
suggèrent de permettre à l’information de circuler entre les deux composants,
de reconnaissance et de désambiguïsation. Guo et al. (2013) utilisent des SVMs
pour optimiser conjointement la reconnaissance des mentions et leur désambiguï-
sation. De même, Ji et al. (2016) considèrent conjointement les caractéristiques des
deux composants et déterminent à l’aide de l’algorithme de recherche en faisceau
(Zhang et Clark, 2008), la meilleure combinaison pour prédire correctement les
lieux mentionnés.
Comme pour la prédiction de l’emplacement de l’utilisateur (Section 2.1), des
informations contextuelles peuvent être explorer pour désambiguïser les mentions
de lieux (Fang et Chang, 2014; Han et al., 2018). Par exemple, Fang et Chang (2014)
ont considéré conjointement les géotags et les dates de publication des tweets
pour désambiguïser les mentions. Han et al. (2018) ont proposé une approche non-
supervisée, s’appuyant sur un réseau bayésien pour modéliser les relations entre
les géotags des tweets et les lieux mentionnés.
2.3 Prédiction sémantique de l’emplacement
Le troisième axe de recherche porte sur la prédiction sémantique de l’emplace-
ment, que nous abordons dans nos travaux. Cette tâche consiste à apparier des
publications, géotaggées ou non, à des objets spatiaux sémantiquement liés, géné-
ralement représentés par des points d’intérêts (POIs). Autrement dit, en réalisant
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cette tâche, nous tentons de répondre à la question : « de quel lieu parle le message ? ».
Jusqu’ici, les travaux présentés faisaient l’hypothèse que si une publication parle,
c.-à-d. mentionne implicitement ou explicitement un lieu, il est probable qu’elle
soit publiée depuis celui-ci. Cependant, les utilisateurs pourraient parler d’un lieu
qu’ils ont visités auparavant alors qu’ils se trouvent actuellement ailleurs. Ainsi,
les lieux sémantiques, et l’emplacement de la publication représentée par son géo-
tag, peuvent ne pas toujours coïncider.
Bien qu’apparaissant proche des tâches détaillées précédemment, le problème
de prédiction sémantique de l’emplacement est sensiblement différent. Dans une
tâche d’appariement d’entités nommées, seuls des fragments de textes sont mis en
correspondance avec des données structurées, alors qu’ici nous nous intéressons
à l’ensemble du contenu. De plus, elle diffère d’une tâche de RI ad-hoc puisque
l’appariement implique un objet non structuré (p. ex. un tweet) et un objet struc-
turé (p. ex. un POI). En outre, un et seul objet spatial pertinent doit correspondre
au contenu de la publication.
La tâche de prédiction sémantique de l’emplacement est pertinente pour un
grand nombre d’applications, telles que la recommandation de POIs (Zhang et
Chow, 2015), le résumé (Nguyen et al., 2015) ou la recherche géographique (Magdy
et al., 2014), qui ont le potentiel de fournir des services personnalisés aux utilisa-
teurs des RSNs. Toutefois, l’étude de l’état-de-l’art révèle que très peu de travaux
se sont intéressés à ce sujet, que ce soit pour l’appariement d’objets non-géotaggés,
que nous détaillons dans la Section 2.3.1 ou l’appariement d’objets géotaggés, dé-
taillé quant à lui dans la Section 2.3.2.
2.3.1 Appariement d’objets non-géotaggés
La première catégorie de travaux, portée par Dalvi et al. (2009a,b), aborde le
problème d’associer des textes non-géotaggés, à savoir des critiques utilisateurs, à
des objets spatiaux pertinents, ici des POIs. En d’autres termes, étant donné une
remarque publiée par un utilisateur, il faut identifier le POI dont il est question.
Dans leur premier travail, Dalvi et al. (2009a) ont proposé un modèle d’apparie-
ment qui utilise un processus de génération multinomial analogue aux modèles
de langue communs utilisés en RI ad-hoc (Hiemstra et Kraaij, 1999). Le processus
sous-jacent s’appuie uniquement sur le contenu textuel et utilise un modèle de
mélange (Équation 2.6) composé d’un modèle de langue pour la génération de




((1  α)P(w) + αPe(w)) (2.6)
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où Z(r) est un terme de normalisation dépendant de la longueur de la critique,
Pe(w) correspond à la probabilité que le mot w soit choisi dans l’objet e (c.-à-d. le
modèle de langue pour la génération de critiques) et P(w) correspond à la pro-
babilité que le mot w soit sélectionné en fonction de sa distribution P (c.-à-d. le
modèle de langue générique). Compte tenu du manque de données annotées, une
normalisation sur la longueur du POI est appliquée au schéma de pondération
des termes TfIdf pour estimer les paramètres du modèle. Les auteurs ont intro-
duit un facteur d’amortissement qui tient compte de la brièveté des critiques. Les
résultats de l’évaluation expérimentale ont montré qu’un niveau de performance
raisonnable peut être atteint sur des modèles de référence dérivés du TfIdf. Néan-
moins, d’après les résultats, il semble que les longues critiques soient plus difficiles
à apparier.
Les auteurs ont poursuivi leur travail en introduisant un modèle de traduc-
tion pourvu d’une méthode d’estimation des paramètres plus robuste (Dalvi et al.,
2009b). Le modèle est capable de pallier l’inadéquation du vocabulaire entre les
critiques et les objets spatiaux en améliorant le processus de génération avec des
probabilités de traduction mot à mot. Ces probabilités sont estimées à l’aide de
l’algorithme espérance-maximisation (EM) appliqué sur un ensemble de données
d’apprentissage contenant des critiques de POIs associées à des attributs (nom,
ville, cuisine). Le processus commence par choisir un attribut (indépendamment
de l’objet), puis sélectionne un mot dans l’attribut et produit une traduction de
ce mot selon le modèle de traduction dépendant de l’attribut. Formellement, la




où Z(r) est une constante de normalisation qui dépend de la longueur de la cri-






βk(uje)  tk(wju) (2.8)
où k 2 K est un ensemble d’attributs associés à l’objet e, u 2 U est l’ensemble des
mots possibles dans les attributs des objets et w 2 V le vocabulaire des critiques.
αk sont les probabilités de choisir un attribut k. tk(ju) est la distribution sur V telle
que la probabilité qu’un mot w soit traduit à partir de u est donnée par tk(wju). Un
mot u est tiré de l’ensemble ek avec la probabilité proportionnelle βk(uje). Les résul-
tats de l’évaluation ont montré que le modèle de traduction dépasse les méthodes
traditionnelles s’appuyant sur le TfIdf mais aussi des méthodes plus élaborées
impliquant des modèles de mélange.
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Times Square), may have more POI-related tweets than other re-
gions. If a user often visits POIs at Times Square, the tweets posted
by the user at Times Square are more likely to be POI-related.
To better capture the relations among variables (e.g., text, re-
gion, user, location, and POI-relatedness), we develop a novel su-
pervised Bayesian model. Compared with the existing geograph-
ical topic models [11, 12, 15, 28, 29], the novelty of our model is
two-fold. First, we add a relatedness response to each tweet in our
supervised model to determine whether the tweet is POI-related by
considering the current context. The context includes 1) the num-
ber of words that are not related to any POI; 2) the distance from
the tweet to its most semantically related POI; and 3) the latent re-
gion in which the tweet was posted. By jointly modeling words and
latent regions with the relatedness response, we are able to find bet-
ter latent regions and language models for solving the relatedness
problem. Second, we introduce a set of dummy POIs to model the
location of tweets that are not related to any POI. The dummy POIs
benefit the model in that we can model the two types of tweets in a
consistent way because the non-POI-related tweets can now be as-
signed to a “dummy POI”. Moreover, each dummy POI has its own
language model and coordinates like real POI, capturing semantic
and geographical information. Such information makes it possi-
ble to analyze the language models and popularity (in regions) of
dummy POIs. To the best of our knowledge, the existing geograph-
ical topic models are all unsupervised, and none of them exploits
the two novel aspects.
Our model works as follows. When judging whether a tweet
is POI-related, the model first estimates the most probable POI (in-
cluding dummy POIs), and then computes the relatedness response.
If the tweet is POI-related, the candidate POIs are ranked based on
their textual and spatial information, and the joint probability of the
tweet being POI-related and posted at each POI.
Compared with supervised LDA [4], our model associates sev-
eral features in different scopes to the response including propor-
tion of POI-related words in the scope of word tokens, geographical
distance and latent region in the scope of document. We design a
feature vector that contains different scopes of features for each
tweet and the feature vector affects the training of both textual and
geographical aspects of the model. Supervised LDA uses average
topic assignments of a document as features for regression and does
not consider different types of features.
4.2 Generative Story for Tweets
The supervised Bayesian model for annotating POIs with tweets
are built according to the following intuitions.
Intuition 1: A user u may post geo-tagged tweets in some pre-
ferred latent regions, e.g., shopping streets, sightseeing areas. Each
region contains a set of nearby POIs. User interests in regions can
be described by a categorical distribution p(rju).
Intuition 2: To visit a POI in a region, user would consider both its
popularity and distance. For a region r, we use a popularity distri-
bution p(ljr) and a bivariate Gaussian distribution over coordinates
p(fcdljr) to depict the two factors, respectively.
Intuition 3: A tweet may or may not be related to a POI. For POI-
related tweets, the location and text are determined by the POI
where they were posted. For daily conversational tweets that are
not related to any POI, we can imagine that their location and text
are determined by some dummy POIs that do not exist in the real
world. We introduce a set of dummy POIs L0 to model such tweets.
Intuition 4: In a POI-related tweet, users tend to use words related


















Figure 1: Supervised Bayesian Model for POI Annotation
related, the user may select words from both the word distribution
of the POI p(wjl) and background word (e.g., I, like) distribution
p(wj0). If the tweet is non-POI-related, the user may select words
from the word distribution of a dummy POI and the background
word distribution.
Intuition 5: If a tweet is POI-related, it is likely that the tweet is
close to the POI where it was posted, and the text of the tweet is
related to its POI. Moreover, if a tweet is posted in a region that
has many attractions, e.g., sight seeing spots, restaurants, etc., it
would be more likely to be POI-related other than tweets posted
in regions that have fewer attractions. We use xd to describe the
portion of words that are related to the tweet’s POI in tweet d, and
dist(d; ld) to denote the surface distance between tweet d and its
POI ld. For each region, we use cr , which is the average count
of POI-related tweets in region r against non-POI-related tweets to
denote the probability of posting POI-related tweets in that region.
LetR be the total number of latent regions, we haveR+ 2 features
to determine whether a tweet is POI-related or not.
With the above intuitions, we proceed to describe the generative
process of the proposed sBM model. For convenience, we show the
graphical representation of the model in Figure 1 and summarize
the notations in Table 1.
To generate a geo-tagged tweet, a user first visits a region r ac-
cording to a multinomial distribution over user’s interestsMulti(u).
Then, the user randomly chooses a POI (which can be a dummy
POI) to visit according to 1) a multinomial distribution Multi(r)
over its popularity in region r; and 2) a bi-variate Gaussian distri-
bution N (r;r). When the user compose the tweet, she would
choose words either from the language model l of the POI (in-
cluding dummy POIs) or from a background language model 0.
We introduce a latent variable x for each word token in a tweet
to identify from which language model the word is selected from.
More precisely, if x = 1, the user selects the word from the lan-
guage model of the POI (including dummy POIs). If x = 0, the
user selects the word from the background language model. The
coordinates of the tweet are generated according to a Gaussian dis-
tributionN (fcdl; 2l ) with error 2l .
Now we come to the supervised part of our model. The label y,
indicating whether a tweet is POI-related, comes from a linear re-
gression model. The covariates (features) of the regression model
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Figure 2.13 – Architecture du mo èle supervisé bayésien (sBM) (Zhao et al., 2016).
2.3.2 A pariement d’objets géotaggé
La seconde catégorie de travaux tente d’associer des géotextes, à savoir des
tweets géotaggés, avec des points d’intérêts. Zhao et al. (2016) ont proposé sBM,
un modèle bayésien supervisé pour associ r les tw ets géotaggé aux POIs, dont
l’architecture est présentée dans la Figure 2.13. Contrairement aux approches de
Dalvi et al. (2009a,b), les auteurs ont pris en compte les dimensions spatiales et le
comportement des tilisateurs en plus du contenu textuel. Le modèle proposé est
ainsi capable de saisir les intérêts des utilisateurs dans des régions latentes. Les
coordonnées agissent comme des filtres spatiaux pour exclure les POIs situés trop
loin du tweet, les comportements des utilisateurs fournissent les intérêts de l’uti-
lisat ur f c à certains POIs ou catégories de POIs permettant de réduire l’espace
de recherche, et le cont nu text el aide à identifier le véritable POIs parmi les POIs
candidats restants.
Le processus de génération du modèle repose donc sur une distribution multi-
nomiale combinée des tweets au travers les intérêts des utilisateurs, estimée par
la probabilité de choisir un POI, et une distribution bivariée de la popularité du
POI dans sa région correspondante. De plus, le modèle est capable de distinguer
conjointement les tweets potentiellement reliés à un POI, c.-à-d. ceux qui discutent
et/ou mentionnent de manière formelle ou non un POI, de ceux qui ne le sont pas,
et d’associer les premiers au POI correspondant.
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3 Discussion
Depuis l’introduction de la RIG dans les années 2000 (Baeza-Yates et Ribeiro-
Neto, 1999) et les travaux qui ont été réalisés, l’importance de la localisation pour
de nombreuses tâches liées à la recherche et à la récupération de textes non structu-
rés est devenue de plus en plus évidente, non seulement grâce aux systèmes com-
merciaux qui se sont efforcés d’intégrer l’information géographique, mais aussi
grâce à la recherche académique qui a souligné son importance. Nous l’avons dis-
cuté dans ce chapitre, la qualité d’un SRIG repose sur son aptitude à déterminer et
valoriser la portée géographique des documents et des requêtes, qui reste aujour-
d’hui encore l’un des plus importants défis de ce domaine (Leidner et Lieberman,
2011). Parmi les défis les plus spécifiques en matière de géoréférencement figurent
le géocodage efficace à différents niveaux de granularité (c.-à-d. valoriser efficace-
ment les données à l’échelle locale et mondiale) et des moyens plus efficaces de
traiter le langage spatial, y compris en tant qu’expressions spatiales (p. ex. « 10 km
au nord de Toulouse »).
Par ailleurs, l’essor de la connectivité des utilisateurs, notamment grâce à l’uti-
lisation des smartphones et la prolifération des réseaux sociaux numériques, tels
que Twitter, Facebook ou Instagram, ont ouvert la voie à de nouveaux services,
notamment axés sur la géolocalisation. De fait, depuis quelques années, de nom-
breuses applications ont été développées pour le traitement des données géoloca-
lisées issues des réseaux sociaux. Parmi les applications possibles, dans le cadre
de nos travaux de recherche, nous nous intéressons à l’association entre les géo-
textes et les objets physiques, et plus particulièrement au problème de prédiction
sémantique de l’emplacement. Cette tâche se révèle utile pour de nombreuses ap-
plications telles que la gestion de crises (Imran et al., 2015; Kumar et Singh, 2019),
l’assistance touristique (Deveaud et al., 2015; Yin et al., 2015; Bothorel et al., 2018),
ou le résumé spatio-temporel (Rakesh et al., 2013; Mallela et al., 2017).
Comme détaillé dans la Section 2, jusqu’à présent, de nombreux travaux de re-
cherche se sont concentrés sur la prédiction de l’emplacement des utilisateurs (Li
et al., 2011a; Ajao et al., 2015; Zheng et al., 2018) ou l’extraction et la désambiguï-
sation d’entités nommées (Ritter et al., 2011; Liu et al., 2011; Lingad et al., 2013).
La tâche de prédiction sémantique de l’emplacement a quant à elle été très peu
étudiée par le passé (Dalvi et al., 2009a,b; Zhao et al., 2016) et demeure un défi
pour plusieurs raisons qui conduisent généralement à de faibles taux de rappel et
de précision :
1. la courte longueur des géotextes (p. ex. 280 caractères pour un tweet) et l’uti-
lisation fréquente de mots non conventionnels (p. ex. abréviations, erreurs
orthographiques, etc.) ;
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2. l’ambiguïté des termes et l’inadéquation du vocabulaire entre les descrip-
tions de deux objets géotextuels (p. ex. entre un tweet et un POI) dues à la
rareté des données ;
3. un géotexte axé sur un POI peut mentionner un autre POI périphérique (p.
ex. le tweet « Superbe vue depuis la Tour Eiffel ! Le restaurant vaut le détour !
Maintenant direction l’Arc de Triomphe ! ») ;
4. les utilisateurs peuvent publier des géotextes au sujet d’un POI alors qu’ils
se trouvent loin de celui-ci ; et même si le géotexte est émis à proximité du
POI, les coordonnées géographiques fournies par les dispositifs GPS sont
souvent peu fiables (notamment dans les zones denses) et donc, le POI le
plus proche du lieu de l’utilisateur n’est pas nécessairement le bon POI.
Quelques travaux ont tenté de pallier les difficultés énoncées ci-dessus (Dalvi
et al., 2009a,b, 2012; Zhao et al., 2016). Ces approches portent notamment sur
l’élaboration de modèles de langue spécifiques pour représenter les POIs et les
géotextes (Dalvi et al., 2009a,b). Ces modèles combinent modèles de langue géné-
riques et des modèles reposant sur la distribution des mots dans les géotextes.
Toutefois, ils se révèlent peu performants lorsqu’il y a une inadéquation de voca-
bulaire entre les sources (p. ex. la description d’un POI et les commentaires des
utilisateurs). Des alternatives ont donc été proposées, avec le recours aux modèles
de traduction (Dalvi et al., 2012), ou plus récemment, avec des modèles bayésiens
supervisés qui utilisent un processus génératif capable de capturer les relations
entre les données spatiales et les données textuelles (Zhao et al., 2016). La princi-
pale difficulté de ces modèles est de savoir comment formaliser et estimer à la fois
les probabilités conditionnelles des entités à partir des textes, et les probabilités de
traduction entre les mots.
Enfin, dans le contexte plus général de la RI, de nouvelles approches s’appuyant
sur les réseaux de neurones ont été proposées, notamment pour pallier les pro-
blèmes inhérents à l’appariement de contenus hétérogènes et la discordance du
vocabulaire (Onal et al., 2017). Ces approches permettent d’encoder les relations
syntaxiques et sémantiques des mots. Nous proposons d’explorer cette piste dans
nos travaux de recherche.
4 Conclusion
Dans ce chapitre, nous avons commencé par introduire les notions de base re-
latives à la RIG en détaillant les concepts abordés dans ce manuscrit. Nous avons
ensuite discuté les différentes approches de l’état-de-l’art pour déterminer la porté
géographique des géotextes sous l’angle de la prédiction de l’emplacement. Nous
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avons vu que ces travaux pouvaient se regrouper en trois catégories : la prédiction
de l’emplacement du contenu généré par l’utilisateur, la prédiction des emplace-
ments mentionnés dans le contenu, et enfin, la prédiction sémantique de l’empla-
cement qui a retenu notre attention. Toutes ces approches ont pour objectif de faire
le pont entre le monde virtuel et le monde physique.
La prédiction sémantique de l’emplacement, peu étudiée jusqu’ici, a montré des
performances limitées face aux spécificités des géotextes issus des réseaux sociaux
(textes courts, vocabulaire non conventionnel). Dans le cadre de nos travaux de
recherche, nous allons donc nous attaquer à ce problème en tentant de pallier les
principales difficultés évoquées jusqu’à présent. Confortés par les performances
des approches neuronales pour traiter des tâches de RI, nous avons choisi de les ex-
ploiter pour effectuer la prédiction sémantique de l’emplacement. Nous détaillons
ces approches dans le chapitre suivant.

3
R É S E A U X D E N E U R O N E S P O U R L A
R E P R É S E N TAT I O N D I S T R I B U É E E T
L’ A P PA R I E M E N T D E T E X T E S E T D E
G É O T E X T E S
Introduction
Les avancées dans l’apprentissage automatique ont fait apparaître un ensemble
de méthodes non linéaires, connues sous le nom d’apprentissage structuré pro-
fond, ou plus simplement apprentissage profond (Deng et Yu, 2014). Ces nou-
velles méthodes s’appuient sur différentes architectures neuronales, composées de
plusieurs couches de traitement, pour apprendre des représentations des données
avec plusieurs niveaux d’abstraction (LeCun et al., 2015).
Les méthodes d’apprentissage profond se sont immiscées dans de nombreux
domaines de l’intelligence artificielle, comme la vision par ordinateur (Krizhevsky
et al., 2012), la reconnaissance de la parole (Graves et al., 2013) et la traduction au-
tomatique (Sutskever et al., 2014). Bien que les réseaux de neurones artificiels aient
été introduits dès 1943 par McCulloch et Pitts (1943), c’est notamment la démocra-
tisation des processeurs graphiques (Graphic Processing Units ou GPU) (Nickolls
et al., 2008) qui a encouragé et accéléré la recherche dans le domaine de l’appren-
tissage profond. Leur structure hautement parallèle les rend plus efficaces que les
processeurs classiques (Central Processing Unit ou CPU), pour des algorithmes qui
traitent de grands blocs de données en parallèle tels que les réseaux de neurones.
Face au succès des approches neuronales dans la vision par ordinateur, les re-
cherches en RI ont donné lieu à des modèles neuronaux pour l’apprentissage de re-
présentations distribuées de mots (Bengio et al., 2003; Pennington et al., 2014; Miko-
lov et al., 2013a,b), de phrases ou documents (Le et Mikolov, 2014; Hill et al., 2016).
Ces représentations distribuées, aussi appelées plongements lexicaux (ou word em-
beddings) sont des représentations vectorielles denses de valeurs réelles qui en-
codent la sémantique des mots en s’appuyant sur leur contexte. En capturant ainsi
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la mesure dans laquelle les mots apparaissent dans des contextes similaires, les
plongements lexicaux sont capables de représenter la similarité sémantique et syn-
taxique, dans la mesure où les représentations des mots similaires seront proches
les unes des autres dans l’espace vectoriel. Pourtant, certains travaux (Iacobacci
et al., 2015; Yamada et al., 2016; Nguyen et al., 2018; Tamine et al., 2019) ont mon-
tré que les approches neuronales ne sont pas suffisantes pour capturer l’ensemble
des sémantiques, dont la sémantique relationnelle (p. ex. synonymie, homonymie
ou polysémie), perdant ainsi de l’information. Pour améliorer la représentation sé-
mantique des plongements lexicaux, différentes approches ont ainsi été proposées.
Celles-ci injectent de nouvelles connaissances dans les modèles d’apprentissage
des représentations sous formes de contraintes avec l’idée que les connaissances
portées par des ressources externes doivent permettre de pallier les problèmes
inhérents à la sémantique relationnelle.
L’exploitation de la sémantique distributionnelle se fait en RI avec l’élaboration
de modèle spécifiques à des fins d’ordonnancement de documents, permettant
ainsi d’améliorer les modèles de l’état de l’art. Nous identifions deux lignes de
travaux, ceux qui exploitent directement les plongements lexicaux dans des mo-
dèles classiques de RI (Zuccon et al., 2015; Mitra et al., 2016; Nalisnick et al., 2016),
et ceux qui les exploitent via l’apprentissage de modèles d’appariement (Li et
Lu, 2016; Onal et al., 2017; Guo et al., 2019) pour différentes applications d’appa-
riement de textes (p. ex. recherche ad-hoc, réponses aux questions, classification
de texte). Ces nouvelles approches consistent à apprendre la pertinence de paires
document-requête à partir de représentations distribuées, en utilisant des architec-
tures neuronales profondes (c.-à-d. avec plusieurs couches cachées).
Dans ce chapitre, nous commençons par présenter dans la Section 1 les concepts
de base des réseaux de neurones et de l’apprentissage profond. Nous y introdui-
sons les définitions clés et détaillons les architectures couramment utilisées en RI.
Enfin, nous décrivons le processus d’apprentissage et les problématiques connexes.
Ensuite, dans la Section 2, nous présentons les principaux travaux de recherche liés
à l’apprentissage de représentations distribuées des textes et des géotextes, ainsi
que leurs applications en RI. Nous continuons dans la Section 3 en détaillant les
travaux de l’état-de-l’art qui utilisent les réseaux de neurones profonds pour ap-
prendre la pertinence de paires document-requête. Enfin, dans la Section 4, nous
discutons de quelques problématiques liées à l’utilisation des plongements lexi-
caux et des réseaux de neurones dans la RI.
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1 Réseaux de neurones et apprentissage profond :
concepts préliminaires
Les réseaux de neurones artificiels sont inspirés des systèmes nerveux biolo-
giques qui constituent le cerveau humain et réalisent simplement de nombreuses
applications telles que la reconnaissance de formes, le traitement du signal ou la
mémorisation. C’est à partir de l’hypothèse que le comportement intelligent hu-
main est le résultat de la structure et des éléments de bases du système nerveux
central (que sont les neurones), qu’ont été développés les réseaux de neurones ar-
tificiels. Les réseaux de neurones artificiels sont donc un moyen de modéliser le
mécanisme d’apprentissage et de traitement de l’information qui se produit dans
le cerveau humain.
L’objectif des réseaux de neurones artificiels est d’apprendre un modèle qui per-
met d’encoder toute les informations du monde réel (p. ex. images, sons, textes) en
un vecteur numérique et de les traiter, comme le ferait un réseau de neurones bio-
logique pour répondre à un stimulus. Les réseaux de neurones artificiels peuvent
être appliqués aux sujets qui requièrent de l’apprentissage automatique lorsque le
problème est d’apprendre un alignement complexe entre l’espace d’entrée et l’es-
pace de sortie. Un réseau de neurones commence, à l’aide de données d’entrée, par
apprendre les paramètres du réseau grâce à une fonction objectif qui détermine
une erreur d’apprentissage. C’est la phase de propagation avant (ou feedforward).
Ensuite, le réseau propage cette erreur en arrière pour corriger les paramètres.
C’est la phase de rétropropagation du gradient (ou backpropagation).
Dans les sections suivantes, nous rappelons les concepts de base des réseaux
de neurones (Section 1.1 et Section 1.2) et présentons quelques architectures fon-
damentales couramment utilisées en RI (Section 1.3). Enfin, nous détaillons l’algo-
rithme d’entraînement (Section 1.4) et revenons sur quelques limites connues des
réseaux de neurones (Section 1.5).
1.1 Concepts préliminaires
1.1.1 Neurone formel
Un réseau de neurones est composé de nœuds de calcul connectés entre eux
par des liens dirigés et pondérés. Les nœuds représentent les neurones et les liens
pondérés sont le poids des connexions synaptiques reliant les neurones, aussi ap-
pelés poids synaptiques. Un neurone est donc un processeur primaire qui permet









Figure 3.1 – Exemple d’un neurone formel : le perceptron.
de combiner les potentiels des signaux synaptiques qu’il reçoit et de transmettre
l’information via une fonction de transfert, de préférence non linéaire.
Le modèle d’un neurone est un modèle mathématique qui reçoit l’information
sous la forme d’un ensemble de signaux d’entrées numériques. Ces signaux sont
ensuite intégrés, via des fonctions de combinaison et d’activation, avec un en-
semble de paramètres libres et entraînables, incluant des poids de connexion wi
et un biais b, pour produire un message sous la forme d’un signal numérique
unique. Le neurone formel le plus répandu, introduit par Rosenblatt (1958), est
le perceptron. Son architecture est présentée en Figure 3.1. Il s’agit d’un neurone
formel muni d’une règle d’apprentissage qui permet de déterminer automatique-
ment les poids synaptiques de manière à séparer un problème d’apprentissage
supervisé. Le perceptron se compose de trois parties essentielles, qui transforment
des signaux entrants (x1, . . . , xn) en une valeur de sortie y :
— un ensemble de paramètres libres θ (Section 1.1.2) qui consiste en un vecteur
de poids (w1, . . . , wn) et un biais b ;
— une fonction de combinaison Σ (Section 1.1.3) qui combine les signaux entrants
avec les paramètres libres pour produire une valeur appelée l’état interne ;
— une fonction d’activation δ (Section 1.1.4) qui, à partir de l’état interne du
neurone, produit une valeur de sortie y.
1.1.2 Paramètres libres
À chaque neurone est associé un ensemble de paramètres appelés paramètres
libres. Ces paramètres permettent au neurone d’être entraîné pour accomplir une
tâche. L’ensemble des paramètres libres θ est défini par :
θ = (b, w) 2 RRn (3.1)
où w = (w1, . . . , wn) est le vecteur des poids synaptiques associés au vecteur des
entrées x de taille n, et b le biais. Le biais est souvent représenté par un poids sy-
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naptique θ0 relié à une entrée additionnelle imaginaire x0 fixée à 1. Les paramètres
libres sont communément appelés paramètres du modèle.
1.1.3 Fonction de combinaison
Chaque neurone artificiel comprend une fonction de combinaison Σ utilisée
pour calculer l’état interne du neurone. L’objectif de cette fonction est d’agréger
l’élément d’entrée x avec le vecteur des poids synaptiques w. Cette fonction peut









wixi + b (3.2)
1.1.4 Fonction d’activation
La fonction d’activation, aussi appelée fonction de transfert, notée δ, permet
d’introduire une non-linéarité dans le fonctionnement du neurone et de contrôler
la propagation de l’information. Elle calcule la sortie y du neurone à partir de la
combinaison δ.
y = f (x)








En pratique, plusieurs fonctions d’activation sont utilisées, selon l’objectif de
l’application. Chaque fonction d’activation requiert une valeur unique en para-
mètre et effectue une opération mathématique sur celle-ci pour la faire corres-
pondre dans un nouvel intervalle. Les fonctions les plus utilisées sont la fonction
sigmoïde (ou logistique), la fonction tangente hyperbolique (tanh) et la fonction unité de
rectification linéaire (ReLU). Leurs équations et leurs courbes correspondantes sont
respectivement présentées dans le Tableau 3.1 et la Figure 3.2.
Fonction Équation Dérivée
Sigmoïde δ(x) = 11+e x δ
0(x) = δ(x)(1  δ(x)
Tanh δ(x) = 21+e 2x   1 δ0(x) = 1  δ(x)2
ReLU δ(x) =
8<:0 pour x < 0x pour x  0 δ0(x) =
8<:0 pour x < 01 pour x  0
Tableau 3.1 – Équations et dérivées des fonctions d’activation courantes.
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(a) Sigmoïde (b) Tanh (c) ReLU
Figure 3.2 – Courbes décrivant le comportement des trois des fonctions d’activation cou-
rantes.
1.2 Réseau de neurones artificiels
Bien qu’un seul neurone puisse apprendre et résoudre quelques problèmes de
classification, il ne peut pas modéliser les liens complexes entre les données et
résoudre des tâches plus élaborées. La puissance de calcul neuronal provient de
la connexion de nombreux neurones, au sein d’une architecture de réseau. Les ré-
seaux de neurones sont constitués d’une succession de graphes hautement connec-
tés, où les nœuds sont des neurones artificiels fonctionnant en parallèle, et les
arrêtes sont les connexions du réseau. Comme nous l’avons évoqué dans la sec-
tion précédente, chaque neurone est un processeur élémentaire qui calcule une
valeur de sortie à partir des informations reçues en entrée. Les connexions entre
les différents nœuds sont pondérées et constituent le réseau, et peuvent varier
d’un modèle à l’autre.
La Figure 3.3 présente un perceptron multicouche (multilayer perceptron, MLP),
le réseau de neurones le plus répandu. Le perceptron multicouche est un réseau
de neurones à propagation avant ou acyclique (feedforward network) composé de
couches successives orientées. Les signaux circulent de couche en couche, depuis
l’entrée, via les couches cachées, vers la couche de sortie uniquement. Étant donné
un ensemble de signaux d’entrée, l’information est propagée de couche en couche
pour calculer les valeurs de sortie. Une couche est un ensemble de neurones
n’ayant pas de connexions entre eux. Il existe des architectures récurrentes où
l’entrée d’un neurone peut être sa propre sortie. Ces architectures sont présentées
dans la Section 1.3 avec d’autres architectures populaires.
Le perceptron multicouche, dont l’architecture est illustrée dans la Figure 3.3, se
compose d’une séquence de c couches cachées notée (l(1), . . . , l(c)) où l(i) désigne
la ie couche cachée, et d’une couche de sortie l(c+1), de telle sorte que les neurones
d’une couche ne sont connectés qu’aux neurones de la couche suivante. La couche
d’entrée l(0) se compose de n entrées et correspond au signal d’entrée x. Chaque
couche cachée l(i) 2 (l(1), . . . , l(c)) contient un ensemble de ni états intermédiaires
cachés notés u(i)j . Un neurone u
(i)
j dans la couche l
(i) reçoit n(i 1) signaux d’entrée
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Figure 3.3 – Architecture d’un perceptron multicouche.
venant de tous les neurones de la couche précédente. Chaque connexion entre le
neurone u(i)j et le neurone u
(i 1)
k de la couche précédente l
(i 1) est pondéré par le
poids w(i)jk . Ainsi, la valeur d’activation (sortie) du neurone u
(i)











i = 1, . . . , c ; j = 1, . . . , ni (3.4)
où ni 1 est le nombre de neurones de la couche précédente et δ(i) est une fonction
d’activation. Pour la première couche cachée, c.-à-d. pour i = 1, u(0)k représente la
ke signal d’entrée. En appliquant le même traitement aux neurones de la dernière













j = 1, . . . , m (3.5)
Notons que la taille de la couche de sortie dépend des objectifs de l’application.
Par exemple, si le réseau de neurones est utilisé dans une tâche de classification,
la couche de sortie contiendra plusieurs nœuds, chacun se référent au label de la
classe correspondante. Dans le cas d’une tâche de régression, la couche de sortie
ne contiendra qu’un seul nœud qui correspondra à un seul score.
L’objectif de chaque couche d’un réseau de neurones (excepté la couche d’en-
trée) est d’approximer une fonction f, à partir d’une fonction de transformation
f (Équation 3.3) appliquée sur chaque nœud de la couche. Le processus d’entraî-
nement corrige les paramètres libres θ pour une meilleure approximation de la
prédiction via plusieurs itérations d’apprentissage. Ainsi, la fonction de transfor-
54 réseaux de neurones pour la représentation et l’appariement de textes
mation approximative d’une couche d’un perceptron multicouche peut être définie
comme le produit matriciel suivant :
u0 = x
ui = f(ui 1) = δ(i)(wi  ui 1 + b)
(3.6)
où w et b sont respectivement la matrice des poids synaptiques et le vecteur de
biais correspondant à une couche dans le réseau de neurones. De même, la sortie
y du perceptron multicouche peut être formulée comme suit :
y = δ(c+1)(wc+1  uc + b) (3.7)
1.3 Architectures populaires en recherche d’information
Différentes architectures de réseaux de neurones ont été proposées pour ré-
pondre à différentes tâches. Dans cette section, nous présentons les architectures
principalement utilisées en RI.
1.3.1 Réseau de neurones à convolution (CNN)
En apprentissage automatique, un réseau de neurones à convolution ou réseau
de neurones convolutifs (Convolutional Neural networks, CNN) est un type de ré-
seau de neurones artificiels acycliques, dans lequel le motif de connexion entre les
neurones est inspiré du cortex visuel des animaux. Les neurones de cette région
du cerveau sont arrangés de sorte qu’ils correspondent à des régions qui se che-
vauchent lors du pavage du champ visuel. Ainsi, les réseaux de neurones à convo-
lution consistent en un empilage de perceptrons multicouches, dont le but est de
prétraiter de petites quantités d’informations. Les premiers réseaux de neurones à
convolution ont été introduits à la fin des années 1980 par Denker et al. (1988) et
LeCun et al. (1989) pour la reconnaissance de caractères manuscrits. La Figure 3.4
illustre un exemple de réseau de neurones à convolution, LeNet-5, proposé par
LeCun et al. (1998). Depuis, ils ont été utilisés dans de nombreuses applications
notamment pour la reconnaissance d’image (Lawrence et al., 1997; Ciresan et al.,
2012), de vidéo (Ji et al., 2013; Karpathy et al., 2014) ou audio (Dieleman et Schrau-
wen, 2014; Ravanelli et Bengio, 2018), avec une grande variété d’architectures, plus
ou moins profondes. Les réseaux de neurones convolutifs ont également été explo-
rés pour le traitement automatique du langage naturel (TALN) où ils ont obtenu
d’excellents résultats dans des tâches telles que l’analyse sémantique (Grefenstette
et al., 2014), la modélisation de phrases (Kalchbrenner et al., 2014) ou la classifica-
tion de phrases (Kim, 2014), et plus récemment pour résoudre des tâches orientées
RI, comme nous le verrons dans la Section 3.
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Figure 3.4 – Exemple de réseau de neurones à convolution LeNet-5 pour la reconnaissance
de caractères manuscrits (LeCun et al., 1998).
La popularité des réseaux de neurones à convolution est due à plusieurs fac-
teurs, notamment leur aptitude à traiter des signaux de tailles variables mais aussi
leur architecture hiérarchique qui permet un traitement des données à plusieurs
niveaux. Les principales caractéristiques d’un réseau de neurones à convolution
sont les suivantes :
— superposition des neurones : les couches d’un CNN peuvent être en trois
dimensions : largeur, hauteur et profondeur, où chaque neurone est relié à
seulement une petite région de la couche qui le précède. Cette région est
appelée champ récepteur ;
— connectivité locale : grâce au champ récepteur qui limite le nombre d’entrées
du neurone, les CNNs assurent que les filtres produisent la réponse la plus
forte à un motif d’entrée spatialement localisé, ce qui conduit à une représen-
tation parcimonieuse de l’entrée. Une telle représentation réduit le nombre
de paramètres à estimer, permettant ainsi une estimation plus robuste ;
— poids partagés : dans les CNNs, les paramètres de filtrage d’un neurone sont
identiques pour tous les autres neurones d’un même noyau. Ce paramétrage
est défini dans une carte de caractéristique ;
— invariance à la translation : comme tous les neurones d’un même noyau
(filtre) sont identiques, le motif détecté par ce noyau est indépendant de
localisation spatiale dans l’image.
L’architecture d’un réseau de neurones à convolution est formée par un empile-
ment de couches de traitement comprenant généralement des couches de convo-
lution et des couches de pooling :
1. couche de convolution : la couche de convolution permet de traiter les don-
nées d’entrée. Elle consiste à multiplier une matrice par une autre matrice,
appelée filtre de convolution. Le filtre de convolution parcourt toute la ma-
trice d’entrée de manière incrémentale et génère une nouvelle matrice, ap-
pelée carte de caractéristiques (ou feature map), constituée des résultats du
produit de convolution. Celui-ci agit donc comme un extracteur de carac-
56 réseaux de neurones pour la représentation et l’appariement de textes
téristiques. Appliqués au texte, les filtres de convolution reviennent ainsi à
considérer des n-grammes de mots ;
2. couche de pooling (ou mise en commun) : la couche de pooling permet de
sous-échantillonner la sortie de l’opération de convolution et de ne garder
que les caractéristiques les plus importantes. La méthode la plus utilisée
est le max pooling. Elle consiste à réduire la dimension de la matrice en ne
conservant que les valeurs les plus grandes.
La forme la plus commune d’une architecture de réseau de neurones à convolu-
tion empile quelques couches de convolutions suivies d’une couche de pooling, et
répète ce schéma jusqu’à ce que l’entrée soit réduite dans un espace d’une taille
suffisamment petite. Après quelques convolutions, il est fréquent de placer des
couches entièrement connectées de type perceptron qui permettent le raisonne-
ment de haut niveau.
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Figure 3.5 – Schéma d’un réseau de neurones récurrents à une unité reliant l’entrée et la
sortie du réseau. (©Wikimedia)
Les réseaux de neurones récurrents (RNN) sont issus des travaux de Rumelhart
et al. (1986). Ce sont des réseaux de neurones dans lesquels l’information peut
se propager dans les deux sens, y compris des couches profondes aux premières
couches. La Figure 3.5 illustre un exemple de réseau de neurones récurrents à une
unité (ou neurone) reliant l’entrée et la sortie du réseau. Dépliés, RNN sont com-
parables à des réseaux de neurones classiques organisés en couches successives.
Chaque neurone d’une couche donné est relié par une connexion dirigée à tous
les autres neurones de la couche successive suivante. Chaque neurone possède
une activation à valeur réelle qui varie dans le temps. Chaque synapse possède un
poids modifiable. Les neurones sont soit (1) des neurones d’entrée, qui reçoivent
des données extérieures au réseau ; (2) des neurones de sortie, qui donnent des
résultats ; (3) des neurones cachés, qui modifient les données en cours de route
de l’entrée à la sortie. Les RNN sont particulièrement adaptés pour modéliser
des données d’entrée de taille variable de différentes applications, telles que la
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reconnaissance de la parole (Graves et al., 2013; Anumanchipalli et al., 2019) et
le traitement de texte avec le résumé automatique ou la traduction automatique
(Kalchbrenner et Blunsom, 2013; Nallapati et al., 2017).
Les techniques d’entraînement des réseaux de neurones récurrents sont les
mêmes que pour les réseaux acycliques (Section 1.4.2), néanmoins ils se heurtent
au problème de disparition du gradient pour apprendre à mémoriser des évène-
ments passés (Hochreiter et al., 2001). Des architectures particulières, tels que les
réseaux récurrent à mémoire court-terme et long-terme (Long Short-Term Memory,
LSTM) et leurs variantes comme l’architecture Gated Reccurrent Unit (GRU) (Cho
et al., 2014) répondent à ce problème (Hochreiter et Schmidhuber, 1997).
1.3.3 Transformer
Le transformer est un modèle d’apprentissage profond introduit par Vaswani
et al. (2017). Un transformer est conçu de la même manière qu’un réseau de neu-
rones récurrents reposant uniquement sur un mécanisme d’attention (Bahdanau
et al., 2015) et de simple réseaux de neurones acycliques, permettant de traiter
des séquences de textes ordonnées. Cependant, contrairement aux réseaux de neu-
rones récurrents, les transformers n’exigent pas que la séquence soit traitée dans
l’ordre. Ainsi, si les données d’entrée sont du langage naturel, le transformer n’a
pas besoin de traiter le début d’une phrase avant de traiter la fin. Grâce à cette
caractéristique, les transformers permettent une parallélisation beaucoup plus im-
portante que les RNN lors la phase d’apprentissage.
Le transformer se compose de deux éléments principaux : un ensemble de co-
deurs (encoders) reliés les uns aux autres, et un ensemble de décodeurs (decoders)
reliés les uns aux autres. La fonction de chaque codeur est de traiter ses vecteurs
d’entrée pour générer des codages, qui contiennent des informations sur les parties
des entrées qui sont pertinentes les unes par rapport aux autres. Chaque décodeur
fait le contraire, en récupérant et traitant tous les codages en utilisant les informa-
tions contextuelles qu’ils contiennent, pour générer une séquence de sortie. Pour
réaliser ces opérations, chaque codeur et décodeur utilise un mécanisme d’atten-
tion qui, pour chaque entrée, évalue la pertinence de toutes les entrées et en extrait
des informations lors de la génération de la sortie. Chaque décodeur dispose éga-
lement d’un mécanisme d’attention supplémentaire qui tire des informations des
sorties des décodeurs précédents, avant que le décodeur ne tire des informations
des codages. Les encodeurs et les décodeurs disposent tous deux d’un réseau de
neurones acyclique final pour le traitement supplémentaire des sorties. L’architec-
ture générale du transformer est présentée dans la Figure 3.6.
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Encodeurs Décodeurs
Figure 3.6 – Architecture générale d’un transformer (Vaswani et al., 2017).
Depuis leur introduction, les transformers sont devenus les éléments de base de la
plupart des architectures neuronales de l’état-de-l’art pour le TALN et la RI (Rad-
ford et al., 2019; Adiwardana et al., 2020), remplaçant peu à peu les réseaux neu-
ronaux récurrents à portes tels que les LSTM ou les GRU. Comme l’architecture
des transformers facilite une plus grande parallélisation lors de la phase d’appren-
tissage, il est aujourd’hui possible d’apprendre les paramètres des modèles sur un
volume conséquent de données. Cela a conduit au développement de systèmes
préformés tels que le modèle Bidirectional Encoder Representations from Transformers,
ou plus simplement BERT (Devlin et al., 2019), qui a été entraîné avec d’énormes
quantités de données avant d’être publié et réutilisé dans de nombreuses tâches
de RI et de TALN (Radford et al., 2019; Zhang et al., 2019).
1.4 Algorithmes d’apprentissage des modèles neuronaux
Comme n’importe quel algorithme d’apprentissage automatique, les réseaux de
neurones doivent être entraînés pour répondre efficacement à la problématique
posée. Pour cela, nous faisons appel à une fonction de coût qui permettra de cal-
culer les paramètres libres optimaux du réseau. Selon les objectifs de l’application,
l’apprentissage d’un réseau de neurones peut être supervisé, quand les étiquettes
des données d’apprentissage sont connues et étiquetées ; semi-supervisé lorsque les
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données d’apprentissage sont peu étiquetées, ou les étiquettes imprécises ou brui-
tées ; ou non supervisé lorsque les données ne sont pas étiquetées. Dans le cadre de
nos travaux, nous nous intéressons principalement à l’apprentissage supervisé. La
procédure utilisée pour effectuer le processus d’apprentissage d’un réseau de neu-
rones s’appelle l’algorithme d’entraînement, ou algorithme d’apprentissage. Les
étapes d’optimisation finissent par aboutir à une configuration stable au sein du
réseau de neurones. L’algorithme le plus répandu pour entraîner un réseau de
neurones est la rétropropagation du gradient via une descente de gradient.
Dans les sections suivantes, nous détaillons le rôle de la fonction de coût (Sec-
tion 1.4.1), ainsi que l’algorithme de rétropropagation du gradient (Section 1.4.2)
pour l’entraînement des réseaux de neurones.
1.4.1 Fonction de coût
Afin d’entraîner un réseau de neurones, c.-à-d. déterminer les valeurs des pa-
ramètres libres, une fonction de coût, parfois appelée fonction objectif ou fonction
de perte (loss function), est définie pour mesurer l’erreur d’apprentissage à l’égard
des résultats. À partir de cette erreur, le réseau de neurones s’entraîne en met-
tant à jour ses paramètres libres dans l’objectif de minimiser l’erreur. Pour cela,
des mises à jour de poids sont effectuées continuellement afin de réduire l’erreur
d’apprentissage, jusqu’à ce qu’un modèle suffisamment performant soit trouvé,
c.-à-d. avec un taux d’erreur minimum, ou qu’un nombre prédéfini d’itérations
d’entraînement soit atteint. Des fonctions de coût différentes donneront donc des
erreurs d’apprentissage différentes pour la même prédiction et auront donc un
effet non-négligeable sur la performance du modèle. Différentes fonctions de coût
sont utilisées pour traiter différents types de tâches de régression ou de classifica-





Erreur quadratique (square error) (y  by)2
Erreur absolue (absolute error) jy  byj
Classification
Perte au carré (square loss) (1  yby)2
Marge Maximale (Hinge loss) maxf1  yby, 0g
Erreur logistique (logistic loss) 1ln 2 (1+ e
 yby)
Entropie croisée (cross entropy)  y ln(by)  (1  y) ln(1  by)
Tableau 3.2 – Liste des fonctions objectifs courantes.
Dans le cas d’un apprentissage supervisé, l’erreur est mesurée par la différence
entre les valeurs observées des données (étiquettes) et les valeurs calculées par
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le modèle. En pratique, les erreurs d’apprentissage sont estimées pour tous les
échantillons de l’ensemble d’apprentissage, et l’erreur d’apprentissage considérée
est appelée erreur moyenne. Cette valeur est calculée en moyennant les différentes
erreurs observées au travers les échantillons du jeu de données.
1.4.2 Rétropropagation du gradient
L’algorithme utilisé pour effectuer l’apprentissage des paramètres d’un réseau
de neurones s’appelle l’algorithme d’entraînement (ou algorithme d’apprentis-
sage). Son objectif est de minimiser une fonction de coût L en corrigeant les para-
mètres libres θ du réseau, à partir d’exemples d’apprentissage.
1.4.2.1 Descente de gradient
La descente de gradient (gradient backpropagation) est l’un des algorithmes les
plus populaires pour l’optimisation des réseaux de neurones selon la méthode de
rétropropagation. La descente de gradient est un moyen de minimiser la fonction
de coût L(θ) en mettant à jour les paramètres dans le sens inverse du gradient
rL par rapport aux paramètres libres θ. Le taux d’apprentissage α détermine la
grandeur des pas à réaliser pour atteindre une valeur d’erreur minimum locale ou
globale. Ainsi, la valeur des paramètres θ à l’itération t est calculée par :
θt = θt 1   α  rL(θ) (3.8)
Formellement, soit les poids w préalablement initialisés avec des valeurs aléa-
toires et un ensemble de données d’apprentissage x. Chaque échantillon possède
ses valeurs cibles (c.-à-d. étiquettes) qui sont celles que le réseau de neurones doit
prédire lorsqu’on lui présente le même échantillon. L’algorithme général de la ré-
tropropagation du gradient, dans le cadre d’un apprentissage supervisé, suit les
étapes suivantes :
1. sélection (input) : soit un échantillon x que l’on présente à l’entrée du réseau
de neurones et y la sortie recherchée ;
2. propagation (output) : le signal est propagé en avant dans les couches du
réseau tel que x(n)j = δ





k ). Lorsque la propagation
vers l’avant est terminée, nous obtenons la sortie by ;
3. calcul de l’erreur (loss) : l’erreur entre la sortie du réseau by et la sortie at-
tendue y est calculée selon une fonction de coût L : esortiei = L(y, by) =
δ0(n 1)(hsortiei )(yi   byi) ;
4. rétropropagation de l’erreur (backpropagation) : l’erreur est propagée vers
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5. mise à jour (update) : les poids du réseau sont mis à jour dans toutes les
couches : w(l)ij = w
(l)
ij   αe(l)i x(l 1)j où α représente le taux d’apprentissage.
La réalisation complète de cette procédure sur un échantillon (ou un ensemble
d’échantillons), c.-à-d. sélectionner un échantillon, propager les valeurs, calculer
et rétropropager l’erreur puis mettre à jour les paramètres, est appelée une itéra-
tion. Une période pour exécuter cet algorithme sur tous les échantillons du jeu
de données d’apprentissage est appelée une époque. Le processus d’apprentissage
complet peut ainsi contenir plusieurs époques.
1.4.2.2 Variantes de la descente de gradient
Il existe trois variantes de la descente du gradient, qui diffèrent par la quantité
d’échantillons utilisés pour calculer le gradient de la fonction de coût L. En fonc-
tion de cette quantité, il y a un compromis entre la qualité de la mise à jour des
paramètres libres et le temps nécessaire pour effectuer cette mise à jour. Les trois
variantes sont les suivantes :
— descente de gradient par lots (GD) : le gradient de la fonction de coût est
calculé sur l’ensemble des échantillons pour effectuer une seule mise à jour
par époque. La descente de gradient par lots peut être très lente, voire im-
possible pour des paquets de données qui ne tiennent pas en mémoire. De
plus, elle ne permet pas non plus de mettre à jour le modèle « en ligne »,
c’est à dire avec de nouveaux échantillons ;
— descente de gradient stochastique (SGD) : contrairement à la variante GD,
la descente de gradient stochastique ne calcule le gradient que d’un seul
échantillon, tiré aléatoirement, à chaque itération. Ainsi, à chaque itération,
les paramètres du modèle sont mis à jour. Cette variante est généralement
beaucoup plus rapide et peut être utilisée pour un apprentissage en ligne ;
— descente de gradient par mini-lots (MGD) : combinaison des deux ap-
proches précédentes, la descente du gradient par mini-lots met à jour les
paramètres du modèle pour des sous-ensembles (ou mini-lots) de données.
Autrement dit, une itération est réalisée sur un mini-lot d’échantillons de
taille k. La MGD permet de réduire la variance des mises à jour des para-
mètres (par rapport au SGD), conduisant à une convergence plus stable.
1.4.2.3 Optimisation de la descente de gradient
Certains travaux (Ruder, 2016) ont montré que la descente de gradient ne garan-
tit pas une meilleure convergence, et pose ainsi quelques défis à relever :
— le choix du taux d’apprentissage est primordial : un taux trop élevé peut em-
pêcher la fonction de coût de converger vers un minimum ou même diverger,
tandis qu’un taux trop faible conduit à une convergence extrêmement lente ;
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— utiliser les données d’apprentissage dans le même ordre pour toutes les
époques peut biaiser l’algorithme d’apprentissage. Il est recommandé de les
mélanger aléatoirement après chaque époque ;
— lors de la minimisation de fonctions de coût non-convexes, une grande diffi-
culté est d’éviter les minimums locaux sous-optimaux. Dauphin et al. (2014)
ont mis en évidence la problématique des points-selles, c.-à-d. des points où
une dimension est inclinée vers le haut et une autre vers le bas.
Pour relever ces défis, plusieurs algorithmes d’optimisation ont été proposés et
sont aujourd’hui largement adoptés. Les méthodes les plus répandues sont Ada-
Grad (Duchi et al., 2011), AdaDelta (Zeiler, 2012) et Adam (Kingma et Ba, 2015).
1.5 Surapprentissage et régularisation
En apprentissage automatique, le surapprentissage (ou sur-ajustement) est gé-
néralement provoqué par un mauvais dimensionnement de l’architecture utilisée
pour classifier ou faire une régression. De par sa trop grande capacité à capturer
des informations, une structure dans une situation de surapprentissage n’arrivera
pas à généraliser les caractéristiques des données. Elle se comporte alors comme
une table contenant tous les échantillons utilisés lors de l’apprentissage (données
d’apprentissage) et perd ses pouvoirs de prédiction sur de nouveaux échantillons
(données de validation).
Pendant l’étape d’apprentissage du réseau de neurones, les valeurs poids aug-
mentent en taille afin de modéliser les spécificités des données d’entraînement.
Les poids importants ont tendance à provoquer des transitions brusques dans
les fonctions des nœuds (transformation et activation) et donc de grands change-
ments dans la sortie pour de petits changements dans les entrées (Reed et Marks,
1998). Autrement dit, avec des poids importants, le réseau devient instable. Pour
éviter les situations de surapprentissage et les mauvaises performances lors de
la phase de prédiction, il convient de modifier l’algorithme d’apprentissage afin
d’encourager le réseau à maintenir des poids faibles, et à pénaliser les poids élevés.
Ce processus est appelé la régularisation des poids. Traditionnellement, la régu-
larisation est effectuée en ajoutant un terme additionnel à la fonction de coût de
l’algorithme d’apprentissage. Les deux approches principalement utilisées sont les
régularisations L1 et L2 (Ng, 2004).
D’autres techniques de régularisation ont été proposées dans la littérature, telles
que l’arrêt anticipé (early stopping), l’abandon (dropout), la normalisation des lots
(batch normalization) ou la dégradation des pondérations (weight decay) (Bishop
et al., 1995). Dans ce qui suit, nous décrivons les trois méthodes de régularisations
largement utilisées dans différentes applications d’apprentissage automatique :
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— arrêt anticipé (Yao et al., 2007) : lors de l’utilisation de cette méthode, les jeux
de données sont divisés en trois sous-ensembles : entraînement, validation
et test. L’erreur d’apprentissage sur l’ensemble de validation est surveillée
pendant le processus d’apprentissage. Lorsque l’erreur augmente pour un
nombre spécifique d’itérations consécutives, l’apprentissage est arrêté et les
poids correspondant à l’erreur minimum sont renvoyés ;
— abandon (Hinton et al., 2012) : cette méthode consiste à omettre aléatoire-
ment, avec une probabilité définie, une partie des détecteurs de caractéris-
tiques (nœuds) sur chaque donnée d’apprentissage. L’abandon vise à éviter
les co-adaptations complexes des différents neurones sur les données d’ap-
prentissage. Hinton et al. (2012) ont réalisé une étude empirique évaluant
plusieurs taux d’abandon dans différentes couches d’un réseau de neurones
pour la classification des images, et a montré qu’une valeur d’abandon entre
0, 2 et 0, 5 permet de réduire fortement les erreurs de classification par rap-
port aux différentes méthodes existantes ;
— normalisation des lots (Ioffe et Szegedy, 2015) : la normalisation des don-
nées est directement intégrée à l’architecture du modèle. Elle s’effectue pour
chaque mini-lots d’entraînement. Son objectif est d’améliorer l’apprentissage
et de réduire l’impact des changements de distribution des fonctions activa-
tions du réseau. Ainsi, la fonction de coût converge plus rapidement.
2 Représentations distribuées de textes et de géo-
textes
Depuis leur introduction par Salton et al. (1975) dans les années 1970, les mo-
dèles vectoriels ont largement été utilisés en RI. Cependant, de nombreuses la-
cunes ont été pointées lors de l’utilisation de la représentation classique en sac de
mots (bag of words) dans différentes tâches d’appariement de textes, notamment
la grande dimension des vecteurs, les représentations très éparses et l’inadéqua-
tion du vocabulaire (Wallach, 2006; Kao et Poteet, 2007; Croft et al., 2009). Ces
limites ont encouragé la recherche scientifique sur le développement de représen-
tations denses capables de saisir la sémantique d’un texte ainsi que les informa-
tions contextuelles (Yu et Dredze, 2014; Iacobacci et al., 2015; Nguyen et al., 2018).
Depuis, les modèles vectoriels ont commencé à être utilisé pour représenter la
sémantique distributionnelle (Rieger, 1991). Devant les résultats prometteurs, dif-
férentes approches ont été explorées pour estimer les représentations continues
des mots afin de contourner les limites des sacs de mots. Ces premières approches
s’appuient sur le statistiques des cooccurrences des mots au travers des matrices
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mot-contexte. Les premiers travaux de recherche pour produire des plongements
lexicaux par comptage sont ceux de Deerwester et al. (1990), avec le modèle Latent
Semantic Analysis (LSA) qui applique une décomposition en valeurs singulières sur
la matrice de cooccurrence terme-document. D’autres travaux, tels que Hyperspace
Analog to Language (HLA) (Lund et Burgess, 1996), Correlated Occurrence Analogue
to Lexical Semantics (COALS) (Rohde et al., 2006) ou Hellinger PCA (HPCA) (Lebret
et Collobert, 2014) ont suivi, en s’appuyant sur des matrices de cooccurrence mot
à mot. Pour calculer ces représentations, d’autres approches utilisent des réseaux
de neurones, ce sont les modèles de langues neuronaux. Ces approches, considé-
rées comme une variété de modèles fondés sur la sémantique distributionnelle,
ont montré leur efficacité sur les tâches d’analogie des mots et de relations séman-
tiques par rapport aux modèles traditionnels s’appuyant sur les statistiques (Ba-
roni et al., 2014). Bengio et al. (2003) furent les premiers à proposer un modèle de
langue neuronal en introduisant l’idée d’apprendre simultanément un modèle de
langue qui prédit un mot en fonction de son contexte, ainsi que sa représentation.
Cette représentation est appelée plongement lexical, représentation distribuée ou
word embedding. Depuis, cette idée a été adoptée par de nombreuses études. Les
modèles de représentations les plus connus, Word2Vec (Mikolov et al., 2013a,b),
GloVe (Pennington et al., 2014), ont largement été utilisés dans divers domaines de
recherche, et notamment en RI et TALN. Le succès des plongements lexicaux a
également donné lieu à des travaux sur l’apprentissage de représentations pour
de plus grandes unités textuelles, comme les paragraphes et les documents (Le et
Mikolov, 2014), ou plus récemment, pour l’apprentissage de représentations d’ob-
jets, tels que des évènements (Hong et al., 2017) ou des POIs (Feng et al., 2017; Yan
et al., 2017).
Dans les sections suivantes, nous détaillons les principaux travaux liés à l’ap-
prentissage de représentations distribuées de textes ainsi que leurs différents ni-
veaux de granularité (Section 2.1). Ces travaux sont présentés en deux catégories,
à savoir l’apprentissage de représentations depuis les textes d’un corpus, et l’ap-
prentissage de représentations combinant la sémantique distributionnelle venant
d’un corpus et la sémantique relationnelle recensée dans les ressources séman-
tiques. Enfin, nous abordons dans la Section 2.2 les travaux plus récents pour la
représentation de géotextes.
2.1 Représentations distribuées de textes
2.1.1 Représentations distribuées des mots
Les premiers modèles de langue neuronaux n’avaient pas pour objectif premier
d’apprendre la représentation distribuée des mots. Cependant, les expérimenta-
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tions ont démontré que la couche composante des représentations, qui aborde
le problème de dimensionnalité des vecteurs de termes en entrée, fournit des re-
présentations distribuées efficaces pour la RI. Ces approches, s’appuyant sur le
contexte local, consistent à apprendre les représentations des mots à partir d’une
fenêtre d’occurrence, appelée fenêtre contextuelle. Le modèle de langue neuronal,
Neural Network Language Model (NNLM), proposé par Bengio et al. (2003) est à l’ori-
gine des méthodes contextuelles pour l’apprentissage de représentations de mots.
Il s’agit d’un modèle de langue probabiliste dans lequel les probabilités des mots
sont calculées à l’aide d’une architecture neuronale. Le modèle NNLM apprend si-
multanément les représentations distribuées (ou plongements lexicaux) des mots
d’entrée, et la fonction de probabilité pour les fenêtres contextuelles correspon-
dantes.
Pour rappel, un modèle de langue traditionnel calcule la probabilité d’obte-
nir un ensemble de mots P(w1, . . . , wm). Les modèles de langues probabilistes
approximent quant à eux la probabilité P(wtjw1, w(t 1)) en considérant seule-
ment un contexte réduit de taille n mots qui précède wt. Dans les modèles de
langue neuronaux, la probabilité P(wtjc) d’un mot wt 2 V qui suit le contexte
c =< w1, . . . , wjcj >, c.-à-d. une séquence de mots qui précède le mot wt, est cal-
culée par un réseau de neurones. Autrement dit, le réseau de neurones calcule la
probabilité conditionnelle P(wtjc) d’un mot wt à partir d’un contexte c. Le mo-
dèle de langue neuronal est entraîné pour optimiser une fonction de coût L pour
tous les mots wt dans le texte T d’un corpus et de leurs fenêtres contextuelles
correspondantes, comme définie dans l’Équation 3.9.
L(θ) = ∑
(wt ,c)2T
log P(wtjc; θ) (3.9)
où θ représente les paramètres libres du réseau de neurones utilisés pour calculer
la probabilité P.
Les résultats obtenus par le modèle NNLM ont poussé Collobert et al. (2011) à
utiliser une fenêtre contextuelle symétrique autour du mot, afin d’apprendre son
vecteur de représentation, plutôt que de se contenter de prédire les mots contex-
tuels précédents. Dans leur modèle, Collobert et al. (2011) utilisent une fenêtre
contextuelle symétrique c =< wt n+1, . . . , wt, . . . wt+n 1 >. Ainsi, le contexte d’un
mot wt fait référence aux n mots qui le précèdent et n qui le suivent.
Devant le succès des modèles de langues neuronaux, Mikolov et al. (2013a,b)
ont proposé un modèle, appelé Word2Vec, pour le calcul des représentations dis-
tribuées des mots. Plus particulièrement, deux configurations ont été adoptées, le
Continuous Bag-of-Words (CBOW) et le Skip-Gram, qui suivent tous deux l’architec-
ture du modèle NNLM. Néanmoins, Mikolov et al. (2013a) ont adapté plusieurs
méthodes pour améliorer l’efficacité de l’apprentissage ainsi que la qualité des re-






















Figure 3.7 – Architecture des configurations du Word2Vec : (a) CBOW et (b) Skip-Gram
(Mikolov et al., 2013a,b).
présentations des mots. L’architecture des deux configurations est illustrée dans la
Figure 3.7. Le modèle CBOW (Figure 3.7a) se rapproche du modèle de Collobert
et al. (2011), et est entraîné pour prédire un mot wt en tenant compte des mots dans
son contexte symétrique c =< wt n+1, . . . , wt, . . . wt+n 1 >. Les mots du contexte
c sont d’abord agrégés via une somme ou une moyenne avant d’être envoyés dans
la couche cachée du réseau de neurones. A contrario, le modèle Skip-Gram (Fi-
gure 3.7b) est entraîné pour prédire les mots du contexte symétrique c, à partir
d’un mot central wt. Dans ces deux configurations, pour chaque paire (wt, c), le
score neuronal sθ(wt, c) est calculé par le produit entre la représentation d’entrée
du contexte c et la représentation de sortie du mot à prédire wt :
sθ(wt, c) = eout(wt)  ein(c) = ( !wt  Eout)  ( !c  Ein) (3.10)
où Ein, Eout 2 RjVjdim sont les poids synaptiques associés à la couche cachée de
taille dim, et qui constituent l’espace de représentation des plongements lexicaux. !c et  !wt sont respectivement les vecteurs de représentation du contexte et du mot
courant, avec f !c , !wtg 2 RjVj. Dans la configuration CBOW, wt est le mot central
à prédire et c son contexte de k mots avant et k mots après. Les vecteurs associés
aux représentations distribuées des mots du contexte sont agrégés en un seul vec-
teur  !c = ∑w2c !w envoyé dans le réseau de neurones. Dans le cas du modèle
Skip-Gram, l’objectif est de prédire un mot wj qui appartient au contexte c du mot
central wt. Ainsi, pour chaque mot central wt, le réseau de neurones itère 2 k
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fois avec la même entrée (c.-à-d. le mot central wt) pour prédire tous les mots
wj 2 fwt k, . . . , wt 1, wt+1, . . . , wt+4g de la fenêtre contextuelle. Chaque mot wj
prédit devrait être du même contexte sémantique que les mots prédits précédem-
ment. L’entraînement des modèles CBOW et Skip-Gram est plus efficace que celle
du modèle de langue neuronale (Bengio et al., 2003) grâce à l’utilisation d’une fonc-
tion exponentielle normalisée hiérarchique (hiearchical softmax) qui repose sur une
architecture arborescente binaire (Huffman Tree) (Mikolov et al., 2013a) ou d’un
échantillonnage négatif (negative samplig) qui donne de meilleures performances
(Mikolov et al., 2013b).
Confortés par les performances des représentations de mots entraînées à par-
tir du contexte pour accomplir des tâche de RI et de TALN, certains auteurs se
sont intéressés à l’adaptation du modèle Word2Vec pour résoudre d’autres tâches.
Nous retrouvons notamment des modèles de représentation multilingue (Vulic et
Moens, 2015; Coulmance et al., 2015), le modèle Dual Embedding Space Model (Mi-
tra et al., 2016) qui utilise les deux espaces de représentations distribuées (l’équi-
valent de Ein et Eout sur la Figure 3.7) pour l’ordonnancement de documents ou
encore l’approche proposée par Zamani et Croft (2017), qui consiste à apprendre
des représentations de mots à partir des informations de pertinence des docu-
ments. Enfin, parmi les modèles les plus récents pour la représentation des mots
en tenant compte du contexte, nous pouvons citer les articles de Bojanowski et al.
(2017) et Joulin et al. (2017) comme source de l’application FastText. Ils ont sug-
géré d’améliorer le modèle Skip-Gram non pas en calculant des représentations de
mots, mais des représentations distribuées de n-grammes, qui peuvent-être com-
posés pour former des mots. Cette hypothèse se justifie par le fait que les langues
qui dépendent fortement de la morphologie et de la composition des mots ont
des informations encodées dans les parties de mots elles-mêmes, qui peuvent être
utilisées pour aider à généraliser des mots nouveaux.
D’autres approches ont été proposées pour construire des plongements lexicaux,
non pas en entraînant un algorithme qui prédit un mot étant donné un contexte,
mais en tirant parti des matrices de cooccurrences comptées globalement dans
le corpus. Ce sont les modèles fondés sur le comptage au travers des matrices
mot-contexte, tels que LSA (Deerwester et al., 1990), HLA (Lund et Burgess, 1996),
COALS (Rohde et al., 2006) ou HPCA (Lebret et Collobert, 2014). Toutefois, ces
différentes approches ont largement été dépassées par les modèles de langue neu-
ronaux de Mikolov et al. (2013a) (et dérivés). Plus récemment, Pennington et al.
(2014) ont proposé les représentations GloVe, des vecteurs de représentations glo-
bales. Les vecteurs sont entraînés pour s’adapter à la matrice de cooccurrence glo-
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bale en combinant le contexte global et le contexte local lors de l’apprentissage des





f (xij)(e(wi)  e(wj) + bi + bj   log xij)2 (3.11)
où xij, e(wi) et e(wj) sont respectivement le nombre de cooccurrences des mots wi
et wj, et les représentations distribuées des mots wi et wj. bi et bj sont les valeurs de
biais associées aux représentations e(wi) et e(wj). V est le vocabulaire du corpus
et f (x) est une fonction de poids définie par :
f (x) =
8<:(x/xmax)α si x  xmax1 sinon (3.12)
2.1.2 Représentations distribuées des phrases
Devant les performances des représentations distribuées des mots dans de nom-
breuses tâches de RI et de TALN, certains auteurs ont proposé de construire des
représentations distribuées pour des unités textuelles plus longues comme les
phrases, les paragraphes ou les documents entiers. L’approche la plus simple, est
d’utiliser la somme ou la moyenne des représentations des mots composants les
textes (Weston et al., 2014; Yin et al., 2015). Cependant, une telle agrégation ne
tient pas compte de l’ordre des mots, et la simple moyenne traite tous les mots
avec la même importance, même si certains travaux ont considéré des moyennes
pondérées (Vulic et Moens, 2015).
Pour surmonter cette limite, plusieurs méthodes alternatives ont été propo-
sées pour apprendre des représentations distribuées de ces unités textuelles (ou
plus simplement, textes). Nous pouvons séparer les travaux en deux catégories
(Nguyen, 2018), selon l’approche utilisée pour générer les représentations des
textes : (1) la méthode agrégée (Kenter et al., 2016; Hill et al., 2016; Arora et al.,
2017), où un réseau de neurones calcule le vecteur de représentation d’un texte
à partir de l’agrégation des vecteurs de représentation des mots qui composent
le texte ; (2) non-agrégée (Le et Mikolov, 2014; Kiros et al., 2015; Zamani et Croft,
2016), où le modèle obtient directement une représentation du texte, sans utiliser
les représentations distribuées des mots qui le composent.
2.1.2.1 Représentations distribuées agrégées
La première approche, c.-à-d. par agrégation, utilise une fonction linéaire qui
combine les représentations des mots d’une séquence pour construire son vec-
teur de représentation correspondant. L’approche la plus simple est d’effectuer
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une simple moyenne des représentations distribuées (Vulic et Moens, 2015; Yin
et al., 2015; Zheng et Callan, 2015). Formellement, soit une séquence de mots







avec αi le poids du mot wi et wi son vecteur de représentation.
Certains modèles s’appuient sur l’Équation 3.13 pour calculer la représentation
latente d’un texte (Kenter et al., 2016; Hill et al., 2016; Arora et al., 2017). Par
exemple, Kenter et al. (2016) ont proposé le modèle Siamese CBOW qui consiste
à apprendre les représentations des mots et à les agréger à l’aide d’une fonction
(moyenne), pour construire la représentation d’un texte. Au cours de la phase
d’apprentissage, le modèle optimise les plongements lexicaux pour mieux calcu-
ler le vecteur de représentation du texte. Le modèle Siamese CBOW s’appuie sur
des techniques d’apprentissage supervisée pour apprendre à prédire les phrases
qui se succèdent. Hill et al. (2016) ont introduit le modèle Sequential Denoising
Auto-Encoder (SDAE), construit à partir d’une architecture LSTM. Le modèle est
entraîné pour optimiser les représentations des mots. La représentation du texte
est finalement calculée en agrégeant les vecteurs à l’aide d’une combinaison li-
néaire. Arora et al. (2017) ont quant à eux proposé une méthode qui se passe des
réseaux de neurones pour apprendre les représentations des textes. Leur approche
consiste à appliquer une moyenne pondérée sur les vecteurs distribués des mots
d’une séquence (Équation 3.13). La représentation moyenne est ensuite modifiée
à l’aide d’une analyse en composantes principales (ACP) ou d’une décomposition
en valeurs singulières (DVS) pour réduire l’espace de représentation des textes.
Comme nous l’avons évoqué en introduction de cette section, effectuer une
simple moyenne de vecteurs revient à accorder la même importance à tous les
mots du texte. Bien que certains travaux (Vulic et Moens, 2015; Zheng et Callan,
2015) aient considéré d’appliquer des pondérations, Zamani et Croft (2016) ont
remarqué que l’agrégation de vecteurs de mots issus d’une longue séquence pou-
vait entraîner des représentations imprécises du contenu sémantique. Les liens tels
que les dépendances et les similarités entre les mots, phrases ou paragraphes d’un
texte ne sont pas pris en compte. Pour dépasser ces limitations, des modèles de
représentations distribuées non-agrégées ont été proposés.
2.1.2.2 Représentations distribuées non-agrégées
Contrairement à l’approche précédente, les modèles de représentations non-
agrégées n’utilisent pas de fonctions d’agrégation. Ces derniers construisent di-
rectement une représentation latente du texte sans utiliser les représentations des
mots composants.
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L’approche la plus populaire pour construire la représentation latente d’un texte
est le modèle ParagraphVector de Le et Mikolov (2014), une extension des Word2Vec
de Mikolov et al. (2013a). Il est composé de deux modèles, à savoir Distributed Me-
mory (PV-DM) et Distributed Bag of Words (PV-DBOW), dont les architectures sont
illustrées dans la Figure 3.8. Le modèle ParagraphVector considère une séquence
de mots telle qu’une phrase, un paragraphe ou un document complet, comme





𝑤𝑡−2 𝑤𝑡−1 𝑤𝑡+1 𝑤𝑡+2
Figure 3.8 – Architecture du modèle ParagraphVector (Le et Mikolov, 2014). Le modèle PV-
DBOW est entraîné à prédire un mot en tenant compte du document qui
contient ce mot. Dans la variante PV-DM (zone en pointillée), les mots voisins
sont aussi fournis comme données d’entrée. (©Mitra et Craswell (2018))
Le modèle PV-DBOW adopte la même architecture que celle du Skip-Gram, où
la donnée d’entrée est un paragraphe plutôt qu’un mot. La matrice des représenta-
tions de mots Ew est remplacée par la matrice des représentations des documents
Ed. Le réseau est entraîné pour prédire un mot compte tenu du paragraphe qui
contient ce mot. Le vecteur de contexte c est le vecteur de représentation du docu-
ment ed, le score neuronal sθ(w, c) est estimé par :
sθ(w, c) = ew  ed (3.14)
Le modèle PV-DM présente quant à lui une architecture identique à celle du
CBOW, mais étendue avec un paragraphe dans la couche d’entrée, et une ma-
trice de représentation de documents Ed. Ce modèle est entraîné pour prédire un
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mot en tenant compte du contexte d’entrée composé des mots voisins et le para-
graphe qui les contient. Le vecteur de contexte c est constitué de la représentation
du document ed et la combinaison (somme ou concaténation) des représentations
des mots voisins dans la fenêtre de k mots (comme pour le CBOW classique). Le
score neuronal sθ(w, c) est obtenu par :
sθ(w, c) = ew  ec = ew  (ed  et k      et 1  et+1      et+k) (3.15)
où  est l’opérateur de combinaison des vecteurs de représentation. Ces deux mo-
dèles étant des extensions des architectures du Word2Vec, ils sont aussi optimisés
à l’aide d’une fonction exponentielle normalisée hiérarchique ou d’un échantillon-
nage négatif. Une représentation de chaque paragraphe de la collection d’entraî-
nement est apprise par le modèle. La représentation d’un nouveau paragraphe est
obtenue par une étape d’inférence supplémentaire.
En suivant le succès des encodeurs-décodeurs (Kalchbrenner et Blunsom, 2013;
Cho et al., 2014), Kiros et al. (2015) ont introduit le modèle Skip-Thought qui
conserve le principe de la composition sémantique 1 lors de l’apprentissage des
vecteurs latents des textes. Le modèle consiste en un encodeur qui produit un
vecteur de représentation du texte source, et d’un décodeur qui prédit séquentiel-
lement les mots des phrases adjacentes. L’hypothèse sous-jacente est que, dans
le contenu du document, tout ce qui conduit à une meilleure reconstruction des
phrases voisines est essentiel à la représentation de la phrase. Un autre modèle,
Quick Thought (QT) proposé par Logeswaran et Lee (2018), utilise une architecture
d’encodeur-décodeur pour apprendre des représentations de textes. Plus spécifi-
quement, le modèle apprend les représentations des phrases tout en apprenant à
prédire le contexte dans lequel elles apparaissent. L’encodeur construit la repré-
sentation latente de la phrase d’entrée tandis que le décodeur essaie de trouver les
représentations distribuées des mots qui la compose.
2.1.3 Apprentissage augmenté par des ressources externes
Indéniablement, les plongements lexicaux sont largement utilisés pour traiter
les différentes tâches, telles que la traduction automatique (Kalchbrenner et Blun-
som, 2013), la désambiguïsation lexicale (Iacobacci et al., 2016), le résumé auto-
matique (Nallapati et al., 2017) ou l’annotation sémantique (Moreno et al., 2017).
Néanmoins, les représentations sont très sensibles à la fenêtre contextuelle choisie
(Levy et Goldberg, 2014), qui varie selon la collection. De ce fait, en fonction de la
taille de la fenêtre, les significations sémantiques de certains mots peuvent ne pas
1. Le principe de compositionnalité sémantique est « le principe selon lequel la signification d’une
expression complexe est définie par les significations des expressions la composant, et par les règles employées
pour les combiner » (Pelletier, 1994).
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être correctement représentées par les vecteurs. Une autre limite des plongements
lexicaux est qu’ils ne permettent pas de lever le problème de polysémie, puisque
les différents sens d’un même mot sont regroupés en une seule et même représen-
tation (Iacobacci et al., 2015). Par exemple, la représentation du mot « vivre » ne
distingue pas la différence entre « exister » (c.-à-d. posséder une réalité) et « ha-
biter » (c.-à-d. avoir son domicile quelque part). Par ailleurs, un apprentissage
uniquement fondé sur la sémantique distributionnelle aura tendance à fusionner
les différentes relations sémantiques. Par exemple, Mrksic et al. (2016) ont montré
qu’il était difficile de distinguer les synonymes des antonymes dans les espaces de
représentations.
Pour résoudre ces différents problèmes, plusieurs approches ont été proposées,
principalement en exploitant des ressources sémantiques lors de l’apprentissage
des plongements lexicaux. L’intuition de ces travaux est qu’injecter de la connais-
sance, au travers de concepts ou d’entités et de leurs relations (p. ex. synonyme,
antonyme), permettrait de pallier le problème de polysémie et de corriger (ou
régulariser) les plongements lexicaux. Une autre approche consiste à représenter
des relations entre des paires de mots qui sont inventoriées dans une ressource (p.
ex. Wikipedia, WordNet), mais pour lesquelles leurs contextes sont peu fréquents
dans le corpus. Ainsi, Yu et Dredze (2014) ont proposé d’incorporer l’information
externe dans les espaces vectoriels en rapprochant les représentations des mots
similaires, c’est ce que l’on appelle la régularisation. Celle-ci peut s’effectuer à dif-
férentes étapes de l’apprentissage. Nous classons les travaux en deux catégories,
en ligne et hors-ligne, déterminées par l’étape à laquelle la connaissance externe est
injectée dans les représentations.
2.1.3.1 Apprentissage en ligne des représentations de textes
La régularisation dite en ligne exploite la connaissance issue des ressources ex-
ternes pendant la phase d’apprentissage des plongements lexicaux. Ces modèles
modifient l’objectif original de l’apprentissage distributionnel en y intégrant les
contraintes issues des ressources externes. Nous distinguons deux types d’appro-
chez : une première qui propose d’améliorer la lisibilité des représentations des
mots en utilisant les relations entre les mots dans une ressource externe (Xu et al.,
2014; Yu et Dredze, 2014; Nguyen et al., 2017) avec pour intuition que des mots
liés via des relations sémantiques sont supposés avoir des représentations proches
dans l’espace latent ; une seconde qui s’intéresse à un apprentissage conjoint des
éléments d’un corpus (les mots) et des éléments des ressources sémantiques (les
concepts) (Cheng et al., 2015; Iacobacci et al., 2015; Yamada et al., 2016; Mancini
et al., 2017; Nguyen et al., 2018), afin de mieux discriminer le sens des mots et donc
résoudre le problème de polysémie.
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Dans la première approche, les auteurs intègrent la connaissance dans le pro-
cessus d’apprentissage des modèles tels que CBOW ou Skip-Gram, en modifiant
la fonction objectif avec un terme de régularisation. Ainsi, Yu et Dredze (2014)
utilisent des ressources externes comme une source d’évidence pour la prédiction
d’un mot en fonction de son contexte. Ils étendent la fonction objectif du modèle
CBOW en injectant la connaissance préalable des synonymes à partir de ressources
sémantiques telles que Paraphrase Database ou WordNet. En s’appuyant sur une res-
source, leur modèle apprend les représentations latentes de manière à prédire un
mot à partir d’un autre mot connecté. De la même manière, Xu et al. (2014) ont
proposé le modèle RC-NET qui exploite des connaissances relationnelles (R) et
catégorielles (C) afin de produire de meilleures plongements lexicaux. La connais-
sance relationnelle (p. ex. est-un, partie-de, enfant-de) encode la relation entre les
entités, permettant ainsi de différencier les paires de mots avec des relations ana-
logiques ; la connaissance catégorielle (p. ex. le sexe, l’emplacement) encode les
attributs et les propriétés des entités, selon lesquelles des mots similaires peuvent
être regroupés dans les catégories significatives. Par ailleurs, les connaissances ca-
tégorielles encodent les attributs ou propriétés des mots, à partir desquels il est
possible de regrouper des mots similaires en fonction de leurs attributs. Ainsi,
Xu et al. (2014) suggèrent que les représentations des mots qui appartiennent à la
même catégorie doivent être proches l’une de l’autre. Comparé au modèle Skip-
Gram, RC-NET présente des améliorations significatives en termes de qualité des
représentations, sur les tâches d’analogie, de similarité de mots et de prédiction
de catégorie (Mikolov et al., 2013a; Finkelstein et al., 2001). Enfin, Nguyen et al.
(2017) ont proposé un modèle neuronal, HyperVec, permettant l’apprentissage de
représentations hiérarchiques qui discriminent l’hyperonyme des autres relations
et distinguent l’hyperonyme de l’hyponyme dans une paire de relations. HyperVec
étend le modèle Skip-Gram en ajoutant deux fonctions objectifs pour apprendre les
représentations hiérarchiques pour l’hyponyme.
Dans la seconde approche, les auteurs s’intéressent à l’apprentissage conjoint
des représentations des mots d’un corpus et des éléments des ressources séman-
tiques. Cet apprentissage permet de mieux discriminer le sens des mots, et par
conséquent, aide à résoudre le problème de polysémie. Par exemple, Iacobacci
et al. (2015) utilisent le logiciel Babelfy (Moro et al., 2014), un algorithme de désam-
biguïsation pour obtenir les sens des mots dans le corpus Wikipedia, puis révisent
la fonction objectif du CBOW en identifiant des paires concepts-mots dans un
contexte donné pour apprendre les représentations des mots et leur signification
dans le même espace latent. Cheng et al. (2015) proposent quant à eux d’estimer,
dans la phase d’apprentissage des représentations, la probabilité d’associer un
concept à un mot dans la fenêtre de contexte. Leur modèle étend le Skip-Gram en
identifiant les paires mots-concepts dans un contexte donné, en effectuant l’entraî-
nement conjoint de leurs représentations latentes. De ce fait, les représentations
74 réseaux de neurones pour la représentation et l’appariement de textes
des mots et leur sens sont apprises dans le même espace latent. Dans le même
esprit, de représenter dans un espace vectoriel partagé les représentations des
mots et des concepts, Yamada et al. (2016) ont proposé des extensions du modèle
Skip-Gram pour désambiguïser des entités nommées. Le modèle KB-Graph permet
d’apprendre la similarité des entités en utilisant les relations issues de ressources
sémantiques, tandis que le modèle anchor-context aligne les vecteurs de représen-
tation de telle sorte que les mots et les entités similaires se situent à proximité
les uns des autres dans l’espace vectoriel. Enfin, plus récemment Mancini et al.
(2017) ont introduit un modèle d’apprentissage conjoint des représentations des
mots et des concepts en exploitant les connaissances issues des ressources séman-
tiques. Le modèle SW2V s’appuie sur l’architecture du modèle CBOW en ajoutant
aux couches d’entrée et de sortie, des sens de mots. Le modèle exploite ainsi la
relation intrinsèque entre les mots et les sens. Leur intuition est que, comme un
mot est un symbole d’un sens sous-jacent, la mise à jour de la représentation du
mot devrait produire une mise à jour de ce sens spécifique, et vice-versa. En appli-
quant un algorithme d’identification des sens fondé sur WordNet, un mot donné
peut avoir zéro, un ou plusieurs sens. Chaque mot cible prend comme contexte
à la fois les mots qui l’entourent (dans la fenêtre contextuelle), et tous les sens
associés à ces mots. Entraîné sur le corpus Wikipédia, leur modèle est en mesure
de construire un espace vectoriel des mots et des sens sémantiquement cohérents.
2.1.3.2 Apprentissage hors-ligne des représentations de textes
La régularisation dite hors-ligne diffère de l’approche précédente par l’utilisation
des ressources hors de l’étape d’apprentissage des plongements lexicaux (Faruqui
et al., 2015; Mrksic et al., 2016, 2017; Vulic et al., 2017, 2018; Vulic et Mrksic, 2018).
Cette approche de correction a posteriori, appelée retrofitting, corrige (ou affine)
des représentations distribuées préalablement calculées à partir de n’importe quel
modèle (modèles de langue neuronaux, matrices de cooccurrences, etc.) pour satis-
faire les contraintes des ressources externes. En d’autres termes, l’idée principale
de la correction a posteriori est de rapprocher des mots qui sont reliés par une
relation définie dans une ressource sémantique donnée, en corrigeant leurs repré-
sentations distribuées pré-entraînées, comme l’illustre la Figure 3.9. Comme l’un
de nos travaux de recherche exploite ce type d’approche, nous nous y attardons
dans la suite de cette section.
Les travaux de Faruqui et al. (2015) sont une première introduction de correction
a posteriori, qui propose une méthode pour corriger les représentations dans l’es-
pace vectoriel à l’aide des informations relationnelles issues des lexiques séman-
tiques, en encourageant les mots connectés à avoir des représentations vectorielles
similaires. De plus, aucune hypothèse n’est posée quant à l’algorithme utilisé pour
construire les plongements lexicaux, rendant ainsi la méthode de correction com-
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Figure 3.9 – Illustration de l’espace vectoriel transformé par Vulic et Mrksic (2018). Le
modèle contrôle la disposition des vecteurs dans l’espace vectoriel en mettant
l’accent sur les similarités des paires d’hyponymie et en imposant un ordre
d’hyponymie.
plètement indépendante des algorithmes d’apprentissage des plongements lexi-
caux. La méthode proposée par Faruqui et al. (2015) encourage les nouvelles repré-
sentations à être similaires aux représentations des mots reliés dans la ressource
externe et similaires à leurs représentations purement distribuées (c.-à-d. représen-
tations d’origine). Formellement, soit V = fw1, . . . , wng le vocabulaire, Ω une res-
source qui encode les relations sémantiques entre les mots du vocabulaire, etR un
ensemble de types de relation. La ressource Ω est représentée par un graphe non-
orienté (V ,R) avec un nœud pour chaque mot et des arrêtes (wi, wj) 2 R  V V
qui indiquent une relation sémantique entre deux mots (wi, wj). Étant donnée la
matrice cW, la collection des plongements lexicaux bwi 2 Rd (pour chaque mot
wi 2 V), entraînée par n’importe quel modèle, le but de la correction a posteriori
est d’apprendre un ensemble de nouvelles représentations W = fw1, . . . , wng qui
contiennent les informations qui encondent conjointement les connaissances de
la sémantique distributionnelle à partir des corpus de textes et la structure de la
ressource sémantique externe. En utilisant la distance euclidienne comme distance
sémantique entre deux représentations de mots, les auteurs ont défini la fonction









où αi et βij sont des valeurs qui contrôlent les forces relatives de la combinaison. Fa-
ruqui et al. (2015) ont expérimenté leur modèle sur différentes représentations vec-
torielles pré-entraînées (GloVe, Skip-Gram, etc.) avec des ressources lexicales telles
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que PPDB, WordNet et FrameNet. Les résultats de l’évaluation expérimentale sur
différentes tâches (similarité de mots, relations syntaxiques) ont montré que cette
méthode améliore significativement la qualité des plongements lexicaux et aussi
qu’elle surpasse les méthodes de correction en ligne telles que Yu et Dredze (2014)
et Xu et al. (2014).
Dans la même lignée, Mrksic et al. (2016) ont proposé la méthode counter-fitting
qui injecte les contraintes d’antonymie et de synonymie dans l’espace de repré-
sentation vectorielle afin de renforcer la capacité des vecteurs à évaluer la simi-
larité sémantique. Leur modèle s’appuie sur le principe d’attraction et de répul-
sion : l’idée est de rapprocher les représentations des paires de mots synonymes
et d’éloigner les représentations des paires de mots antonymes, tout en conser-
vant la sémantique distributionnelle préalablement apprise. Formellement, soit
V = fw1, . . . , wng le vocabulaire, et cW = fcw1, . . . , cwng l’ensemble des représen-
tations distribuées. L’objectif du modèle est d’obtenir un ensemble de nouvelles
représentations W = fw1, . . . , wng augmentées par un ensemble de contraintes
d’antonymie et de synonymie respectivement notés A et S , et qui contiennent des
paires de mots (wi, wj) reliées par la relation correspondante. La fonction de coût
utilisée pour corriger les vecteurs de mots se décompose en trois parties : AR, SA
et VSP. Le premier terme, AR, sert à éloigner les vecteurs des mots antonymes les
uns des autres dans l’espace vectoriel transformé W. Il est défini par :
AR(W) = ∑
(i,j)2A
τ(1  d(wi, wj)) (3.17)
où d(wi, wj = 1  cos(wi, wj) est la distance dérivée de la similarité du cosinus et
τ(x) = max(0, x) impose une marge maximale sur la valeur du coût. Le deuxième




Le dernier terme, VSP, permet de rapprocher le plus possible l’espace vectoriel
transformé de l’espace vectoriel original afin de préserver les informations séman-





τ(d(wi, wj)  d(cwi, cwj)) (3.19)
où N(i) désigne l’ensemble des mots situés dans un rayon ρ autour du vecteur du
ie mot dans l’espace vectoriel d’origine. La fonction objectif finale est donnée par
la somme pondérée des trois termes :
L(W,cW) = k1AR(W) + k2SA(W) + K3VSP(W,cW) (3.20)
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où k1, k2, k3  0 sont les hyperparamètres qui contrôlent l’importance relative de
chaque terme. Les auteurs ont montré au travers une évaluation expérimentale
que leur modèle corrige efficacement les plongements lexicaux, permettant ainsi
d’améliorer les performances sur des tâches de similarité sémantique. De plus, la
séparation des représentations des paires antonymes contribue à améliorer sub-
stantiellement les performances.
La méthode counter-fitting introduite par Mrksic et al. (2016) a été la pierre an-
gulaire à de nombreux travaux de recherche. En effet, devant les bonnes perfor-
mances de cette méthode, Mrksic et al. (2017) ont proposé un nouvel algorithme,
baptisé Attract-Repel (« attirer-repousser ») pour améliorer la qualité sémantique
des plongements lexicaux en injectant des contraintes extraites des ressources lexi-
cales. Ce dernier diffère de la méthode counter-fitting sur plusieurs aspects : ils
utilisent des contraintes mono- et multilingues pour l’apprentissage des représen-
tations ; ils ajustent les espaces vectoriels en mettant à jour à la fois les représenta-
tions des paires synonymes (ou antonymes) et celles de leurs exemples négatifs 2 ;
ils s’appuient sur une régularisation L2 qui tire chaque nouveau vecteur vers sa
représentation distribuée initiale. Vulic et al. (2017) se sont quant à eux inspirés du
modèle Attract-Repel (Mrksic et al., 2017) pour proposer une procédure de régula-
risation s’appuyant sur la morphologie pour améliorer la qualité des plongements
lexicaux. Enfin, Vulic et Mrksic (2018) ont utilisé l’idée d’attirer et repousser les
vecteurs de mots pour rapprocher les paires hyponymie-hypernymie dans l’espace
euclidien. Pour ce faire, ils ont modifié la fonction objectif du modèle Attract-Repel
(Équation 3.20) en ajoutant le terme LE (Lexical Entailment) pour mettre en relief
la distance hiérarchique de l’implication lexicale. Contrairement à la similarité sy-
métrique, l’implication lexicale impose une distance asymétrique qui encode un
ordre hiérarchique entre les concepts.
De par leur conception, les méthodes décrites précédemment ne font que mettre
à jour les vecteurs des mots apparaissant dans les ressources externes, laissant in-
tactes les représentations de tous les autres mots. De ce fait, Vulic et al. (2018)
réutilisent le modèle Attract-Repel introduit par Mrksic et al. (2017) mais en l’éten-
dant aux mots absents des ressources externes. Leur approche, appelée post-
specialisation et illustrée dans la Figure 3.10, préserve les connaissances linguis-
tiques des mots rencontrés dans la ressource, et propage ensuite le signal aux
autres mots du vocabulaire pour améliorer leur représentation. Concrètement, ils
commencent par appliquer le modèle Attract-Repel pour corriger les représenta-
tions des mots contenus dans les ressources externes, puis, à l’aide d’un réseau
de neurones, ils apprennent à prédire les vecteurs corrigés à partir de leurs homo-
2. Les exemples négatifs sont utilisés pour forcer les paires synonymes à être plus proches les
unes des autres que de leur exemple négatif respectif, et pour forcer les paires antonymes à être
plus éloignées l’une de l’autre que de leur exemple négatif.
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xi ∈ Xu f : Deep neural network(non-linear regression) x̂′i ∈ X̂′u
Xd = Xs ∪ Xu
(distributional)
Linguistic Constraints
(x1 ∈ Xs,y1 ∈ Xs)
(x1 ∈ Xs,y2 ∈ Xs)










(x1 ∈ Xs,x′1 ∈ X′s)
(x2 ∈ Xs,x′2 ∈ X′s)
(x3 ∈ Xs,x′3 ∈ X′s)
· · ·
Figure 3.10 – Illustration de l’approche post-specialisation : le sous-espace Xs de l’espace
vectoriel initial Xd = Xs [ Xu est d’abord spécialisé/corrigé par le modèle
Attract-Repel pour obtenir le sous-espace transformé X0s. Les mots présents
dans l’ensemble des contraintes linguistiques d’entrée se voient maintenant
attribuer différentes représentations dans Xs (le vecteur distribué original)
et X0s (le vecteur corrigé). Ils sont ainsi utilisés comme exemples d’appren-
tissage pour apprendre une fonction de mapping. Cette fonction est ensuite
appliquée à tous les vecteurs de mots xi 2 Xu représentant les mots non
vus dans les contraintes pour produire le sous-espace corrigé cX0u. L’espace
final est X f = X0s [ cX0u et contient les représentations transformées de tous
les mots de l’espace initial Xd. (©Vulic et Mrksic (2018))
logues d’origine. Enfin, ils utilisent la fonction apprise pour obtenir les représen-
tations distribuées manquantes. Cette approche leur a permis de réaliser un gain
de performance considérable par rapport aux précédents modèles de régularisa-
tion, tant sur des tâches de similarité intrinsèque que dans des tâches de TALN
(simplification de textes et suivi de dialogue).
2.2 Représentations distribuées de géotextes augmentées par
les contextes spatiaux
Nous l’avons évoqué dans la Section 2, les plongements lexicaux ont été le point
de départ de nombreux de travaux de recherche sur l’appariement de textes. Les
nouvelles approches proposées s’appuient ainsi sur la sémantique des mots et des
documents, au travers des vecteurs de représentation qui capturent la sémantique
distributionnelle. Cependant, plusieurs travaux ont montré l’existence de langages
sensibles à la localisation qui sont suivis par une variation de mots et de sujets en
fonction des contextes géospatiaux (Backstrom et al., 2008; Han et al., 2012; Laere
et al., 2014). En étudiant les distributions des occurrences des mots, Laere et al.
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(2014) ont par exemple remarqué que les distributions de certains mots divergent
de la distribution générale de la collection dans certaines régions, révélant ainsi
des spécificités locales. Han et al. (2012) ont quant à eux découvert, par le biais
de mesures d’entropies s’appuyant sur la fréquence des termes, que les mots pou-
vaient être révélateurs de localisation. Enfin, grâce à un topic modelling, Eisenstein
et al. (2010) ont montré que les sujets avaient des variantes lexicales régionales.
L’intégration de ces spécificités locales semble donc essentielle pour résoudre des
tâches de RIG.
La prolifération croissante des réseaux sociaux s’appuyant sur la localisation a
entraîné la création de larges volumes données, aujourd’hui exploitées dans de
nombreuses tâches de RIG, notamment pour la recommandation de POIs. Plu-
sieurs travaux récents se sont ainsi focalisés sur la représentation d’objets issus
des réseaux sociaux dans un espace de faible dimension en utilisant conjointe-
ment diverses informations telles que la localisation, la temporalité et le contenu
textuel. La plupart des recherches récentes sur l’apprentissage de représentations
de géotextes s’appuient sur les techniques d’apprentissage des plongements lexi-
caux utilisées dans les NNLM, et notamment sur les modèles Skip-Gram et CBOW
(Mikolov et al., 2013a,b). Les travaux peuvent être regroupés en deux catégories,
une première qui considère l’influence du contexte géographique sur les représen-
tations des mots, une seconde qui modélise directement les représentations des
géotextes.
2.2.1 Représentations distribuées des mots
Une première catégorie de travaux s’est concentrée sur la modélisation carto-
graphique entre les mots et les sujets à l’aide des plongements lexicaux (Cocos et
Callison-Burch, 2017; Zhang et al., 2017b).
Dans une première tentative d’étudier l’impact du contexte géographique sur
la sémantique des mots, Cocos et Callison-Burch (2017) ont exploité l’idée d’infé-
rer des représentations vectorielles régionales de mots, de telle sorte que les mots
spatialement proches aient des significations similaires. Pour cela, ils adaptent
le modèle Skip-Gram (Mikolov et al., 2013b) pour déterminer les représentations
des mots issus d’une collection de tweets géolocalisés, en utilisant des contextes
géographiques dérivés de Google Places et OpenStreetMap, décrivant le type des
lieux (p. ex. théâtre, restaurant, université) situés autour des tweets, comme illus-
tré dans la Figure 3.11. Plus spécifiquement, pour chaque tweet de taille n, ils
récupèrent tous les objets situés dans un rayon r autour du tweet et énumèrent la
liste de taille m des tags associés à ces objets. Par exemple, le tweet illustré dans la
Figure 3.11 contient, dans un rayon de 30 mètres, m = 10 objets (p. ex. point7728,
line575, poly1903) associés à différents tags géographiques (p. ex. route:bus,
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tokens in these tweets were normalized by con-
verting to lowercase, replacing @-mentions, num-
bers, and URLs with special symbols, and apply-
ing the lexical normalization dictionary of Han et
al. (2012a).
To enrich our collected tweets with geospa-
tial features, we used publicly-available geospatial
data from OpenStreetMap and the Google Places
API. OpenStreetMap (OSM) is a crowdsourced
mapping initiative. Users provide surveyed data
such as administrative boundaries, land use, and
road networks in their local area. In addition to ge-
ographic coordinates, each shape in the data set in-
cludes tags describing its type and attributes, such
as shop:convenience and building:retail for a con-
venience store. We downloaded metro extracts for
our 20 cities in shapefile format. To maximize
coverage, we supplemented the OSM data with
Google Places data from its web API, consisting of
places tagged with one or more types (i.e. aquar-
ium, ATM, etc).
We enrich each geolocated tweet by finding
the coordinates and tags for all OSM shapes and
Google Places located within 50m of the tweet’s
coordinates. The enumerated tags become geo-
graphic contexts for training word embeddings.
Figure 1 gives an example of geospatial data col-
lected for a single tweet.
3 Geo-Word Embeddings
SKIPGRAM learns latent fixed-length vector rep-
resentations vw and vc for each word and context
in a corpus such that vw · vc is highest for fre-
quently observed word-context pairs. Typically a
word’s context is modeled as a fixed-length win-
dow of words surrounding it. Levy and Gold-
berg (2014) generalized SKIPGRAM to accept ar-
bitrary contexts as input. We use their software
(word2vecf) to train word embeddings using
geospatial contexts.
word2vecf takes a list of (word, context)
pairs as input. We train 300-dimensional geo-word
embeddings denoted GEOD – where D indicates a
radius – as follows. For each length-n tweet, we
find all shapes within D meters of its origin and
enumerate the length-m list of the shapes’ geo-
graphic tags. The tweet in Figure 1, for example,
has m = 10 tags as context when training GEO30
embeddings. Under our model, each token in the














Figure 1: Geoenriching an example tweet with ge-
ographic contexts at increasing radii D (meters).
For each D ∈ {15, 30, 50}, geographic contexts
include all tags belonging to shapes within D me-
ters of the origin. In this example there are 10 tags
for the tweet at D = 30m. GP denotes tags ob-
tained via Google Places; others are from Open-
StreetMap.
to word2vecf for training GEO30 embeddings







The mean number of tags (m) per tweet under
each threshold is 12.3 (GEO15), 21.9 (GEO30),
and 38.6 (GEO50). The mean number of tokens
(n) per tweet is 15.7.
4 Intrinsic Evaluation
To determine the extent to which geo-word em-
beddings capture useful semantic information, we
first evaluate their performance on three seman-
tic relatedness and four semantic similarity bench-
marks (listed in Table 1). In each case we calcu-
100
Figure 3.11 – Enrichissement d’un tweet avec des contextes géographiques situés à des
rayons D croissants (Cocos et Callison-Burch, 2017).
highway:tertiary, building:yes). Dans leur mo èle, chaque mot du tweet par-
tage le mê e contexte. Ainsi, le contexte utilisé comme entrée du Skip-Gram, gé-
néré à partir du tweet d’exemple, est une liste de dim nsion m n de paires (mots,
contexte) : [(it’s, route:bus), (good, route:bus), . . . , (#UPenn, poi:marker)]. L’éva-
luation intrinsèque des plongements lexicaux ainsi créés a montré que le contexte
spatial permet d’encoder efficacement des informations sur la relation sémantique.
Par ailleurs, d’après les résultats de l’évaluation extrinsèque, bien que le contexte
géospatial ne soit pas aussi riche en sémantique que le contexte textuel, il fournit
des informations pertinentes sur la relation sé antique, qui peuvent être complé-
mentaires dans le cadre d’un modèle multimodal.
Zhang et al. (2017b) ont abordé e problème du glissement lexical entre les ré-
gions, en proposant un modèle permettant aux utilisateurs de faire des recherches
à partir d’exemples analogiques. Par exemple, un utilisateur américain recherchant
des informations sur la « NASA Japonaise », devrait recevoir des informations sur
l’équivalent de la NASA au Japon, c.-à-d. JAXA. Les auteurs proposent de trans-
former l’espace vectoriel sous différentes distributions thématiques pour générer
un mapping entre différents contextes géographiques.
Plus formellement, soit deux espaces vectoriels (c.-à-d. des plongements lexi-
caux) entraînés sur des collections différentes (Figure 3.12) : un espace de base
noté Sb = fwb1, . . . , wbmg (wbi 2 V b) à partir duquel les requêtes sont sélectionnées,
et un espace cible St = fwt1, . . . , wtmg (wti 2 V t) où la réponse doit être recherchée.
L’objectif est de déterminer un objet wt (p. ex. JAXA) qui est contextuellement
similaire à l’objet wb (p. ex. NASA). Pour cela, Zhang et al. (2017b) proposent
de calculer une matrice de transformation permettant de passer d’un espace à
l’autre. En supposant que nous disposions de termes ancres, c.-à-d. des termes
pour lesquels nous connaissons un équivalent dans les deux espaces vectoriels,
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Figure 3: Computing similarity between query q and
term v in the target space using the topic-biased
term transformation plus the topic transformation.
5. EXPERIMENTAL SETUP
5.1 Datasets and Data Segmentation
For the experiments we use Wikipedia due to its large
number of described entities and concepts, and due to its
reasonably objective writing style. We downloaded the lat-
est dump of English Wikipedia as of September 1st, 20164.
It contains more than 5 million articles in XML format with
the decompressed size being approximately 40GB. To test
the performance of searching across geographical areas, we
segment the dataset by countries. In particular we extract
the data specic to the tested countries using the category
information according to the following procedure. (1) We
rst select all the categories and subcategories which con-
tain the name or variant name of each country. For example,
for collecting data for Japan, we extract all the categories
containing the keyword \Japan' (e.g., Prime Ministers of
Japan, World Heritage Sites in Japan, etc.). (2) Then we
extract all the articles under these categories to form the
dataset for the country. (3) Finally, we remove duplicates.
Also, before the experiments, we discard the pages which
are shared by the datasets of the two countries being tested.
In the current experiments, we test the case of searching
across Japan and United States. This choice is motivated
by the fact that there are signicant cultural, social and geo-
graphical dierences between the both countries. Also, since
the authors of this paper are based in Japan it is relatively
easy to recruit subjects with good knowledge about Japan
and reasonably good knowledge about USA. After collect-
ing the data of Japan and that of United States in the way
described above, we train the vector spaces for Japan and
USA separately using Word2Vec5 (described in Sec. 3.1 and
schematically portrayed in Fig.4). The dataset statistics are
shown in Tab. 1.
Table 1: Statistics of Data Sets
Country #Categories #Articles #Vocab.
Japan 7,518 216,165 221,177
USA 18,212 1,017,327 563,675
SFC Extraction. As discussed in Sec. 3.2, Shared Fre-




To train the term embedding models, we use bigrams, 200 dimen-
sions, minimum frequency of terms equal to 5 and the window length
of 5 for both datasets.
the two vector spaces. In the experiments, we propose to ex-
tract hypernyms separately from Japan related corpus and
the USA related corpus, and then to take their overlap (as
the terms must be shared) as the SFCs. We extract hyper-
nyms from the rst paragraph6 of each article by applying
syntactic pattern matching7. Hypernyms in the lead para-
graphs are likely to denote general concepts.
Figure 4: Training word embeddings on separate
datasets related to dierent countries.
5.2 Test Sets
As far as we know there is no standard test bench for
spatial counterpart detection. We manually create the test
sets containing queries and then apply pooling technique.
As we focus on the task of searching from Japan to USA,
the queries are then representative for Japan. The selection
process is mainly based on the criteria that (1) the query
should exist in the vocabulary of Japan's dataset; (2) the
query should be specic and common in Japan (trivial terms
such as car or water which are global in the sense of being
ubiquitous and semantically equivalent in any country will
not be tested); (3) for the ease of evaluation, we try to select
queries which might have correspondence in USA, otherwise,
it is hard to evaluate the answers. Based on these criteria,
we create test sets composed of 100 queries8 covering four
types of terms: persons, locations, objects and non-entities.
We select queries across diverse topics to test methods in
relation to wide range of possible topics and senses (e.g.,
politics, business, sports, local cultures, etc.). As for the
location type queries, we try to cover dierent granulari-
ties and subtypes of location spots (particular cities, rivers,
mountains, etc.). Aggregated statistics and query examples
are illustrated in Tab. 2.
We have evaluated the total of 10; 103 answers for the
experiments. In particular, we have leveraged the pooling
technique [18] by pulling the top 20 results from 8 dierent
systems (proposed methods and baselines as listed in Sec.
5.3.2). Three annotators judged every result in the pool as
for whether it is similar/correspondent to the queried entity,
producing, in total, 30; 309 judgments. The annotators did
not know which systems generated which answers as all the
terms from the pool were ordered alphabetically for each
query. They were allowed to utilize any external resources
or use search engines in order to verify the correctness of the
results.
Each annotator took on average 70 hours9 for completing
the annotation task due to the need for learning about each
6
Lead paragraphs of articles usually contain denitions or summaries
of entities in Wikipedia.
7
We focus on \is-a" relation including its variants, such as \was a",




On average, over 40min was needed to evaluate the pooled results
for one query.
Figure 3.12 – Entraînem nt des plongements lexicaux sur des collections différentes
(Zhang et al., 2017b).
notés f(xb1, xt1), . . . , (xbu, xtu)g où xbi est l’ancre dans un espace (p. ex. Japon) et xti
son équivalent dans le second espace (p. ex. USA). La matrice de transformation
M est construite en minimisant la différence entre Mxbi et x
t
i :





Mxbi   xti22 + γ kMk22 (3.21)
L’approche proposée se concentre plutôt sur les aspects linguistiques, tandis que
les aspects géographiques ne sont pas directement considérés.
2.2.2 Représentati s distribuées de géotextes
La seconde catégorie de travaux s’est directement focalisée sur la représenta-
tions de géotextes en tenant compte des aspects sémantiques, géographiques et
temporel .
Une première famille de travaux (Feng et al., 2017; Zhao et al., 2017; Yan et al.,
2017) s’est intéressée à la proximité géographique et l’influence temporelle (succes-
sion de check-ins) pour représenter directement les POIs. Feng et al. (2017) ont pro-
posé POI2Vec, un modèle d’apprentissage des représentations latentes des POIs,
permettant d’intég er l’influence géographique. Les représent tions sont détermi-
nées par l’architecture CBOW, qui consiste à prédire un item, ici un POI, étant
donné son contexte, ici les POIs visités auparavant par un utilisateur. Feng et al.
(2017) ont remplacé l’arbre binaire hiérarchique (Huffman tr e) classiquement em-
ployé, par un arbre s’appuyant sur la distance géographique entre les POIs, afin de
refléter l’influence géographique. Comme l’illustre la Figure 3.13, les POIs sont di-
visés en une hiérarchie de régions binaires, de sorte q e les POIs les plus proches
soient plus susceptibles d’être regroupés dans la même région. Ainsi, la probabilité
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follows the power law distribution as does the word fre-
quency distribution. This motivates us to utilize the well-
known word2vec (Mikolov et al. 2013) technique to model
the check-in sequences.
We next introduce the basic word2vec framework to cap-
ture the POI sequential transition. Given a user u, and his
current location luc , the context C(l
u
c ) is the POIs that u have
visited before luc within a predefined time period. We define
C(luc ) = {lui , 0 < Δ(lui , luc ) < τ}, where Δ(lui , luc ) is the
time interval between visiting lui and l
u
c . The goal of POI se-
quential modeling is to estimate the probability of visiting a
POI given its contextual POIs.
We represent each POI l with a vector w(l) ∈ RD in
D dimension latent space. We adopt the Continuous Bag-
of-Words (CBOW) architecture (Mikolov and Dean 2013),
which is to predict an item given its contexts. The probability
of Pr(l|C(l)) is defined with a softmax function:





lc∈C(l) w(lc) is the sum of vector of





It is computationally expensive to directly compute
Eq. (1) since calculating Z(C(l)) needs to enumerate each
item li ∈ L. To alleviate this issue, we adopt the hierar-
chical softmax (Morin and Bengio 2005), which is widely
used to compute softmax. The hierarchical softmax utilizes
a binary tree to organize the items. The leaves of the binary
tree correspond to the items. In the hierarchical softmax, the
structure of the binary tree is important for achieving good
performance (Mnih and Hinton 2009). The mostly widely
used tree generating method is Huffman tree based on fre-
quency of items since it can get the shortest average path
length, thus obtaining the best learning efficiency.
Incorporating Geographical Influence The geographi-
cal influence is a very important factor to model both the se-
quential transition and user preference as shown in previous
studies on POI recommendation. For example, a user is more
likely to visit nearby places in the next several hours. How-
ever, the existing frequency-based structure of hierarchical
softmax fails to capture the geographical influence. To solve
this problem, we develop a geographical binary tree struc-
ture for the POI2Vec model, which incorporates the spatial
information into the binary tree.
Since the nearby POIs have high relevance, they should
be assigned closely in the binary tree. We split the POIs into
a hierarchy of binary regions such that the nearby POIs are
more likely to be clustered into the same region. To build
the binary hierarchy for POIs, we recursively split each re-
gion into two equal size sub-regions, until at least one edge
of the regions is smaller than 2 × θ, where θ is the region
size threshold. In this way, the regions are rectangles larger
than θ × θ square. The regions should also be represented
in a binary tree manner. As illustrated in Figure 1, we firstly
divide the POIs into two equal regions R0 and R1. Then we










Figure 1: The illustration of buliding binary tree over POIs
In the resulted binary tree, each POI is assigned to a single
region. For example, l1 is in region R01 and l2 is in region
R11 in Figure 1. However, this fails to capture the spatial
influences of POIs in different regions. For example, two
POIs l1 and l2 are close to each other, but they belong to two
different regions. To solve this issue, we further improve the
method by assigning a POI to multiple regions.
To assign a POI to multiple regions whose POIs may be
influenced by the POI, we consider the influence area of each
POI as users’ movement is influenced by the spatial distance.
The influence area is defined as a θ × θ square centered at
each POI. If the influence area of a POI l overlaps with a
region R in the binary tree, we assign l to region R. For in-
stance, as shown in Figure 1, the square centered at POI l1
overlaps with region R01 and R11, and thus POI l1 is as-
signed to region R01 and region R11.
Since the size of the influence area θ × θ is smaller than
the regions, it is easy to prove the following result.
Proposition 1 In the POI2Vec model, the number of regions
of a POI will be 1, 2 or 4.
We denote the set of regions of POI l by Ωl. For instance,
in Figure 1, Ωl3 = {R10}, Ωl1 = {R01, R11}, and Ωl4 =
{R00, R01, R11, R10}. The number of regions of POI for l3,
l1 and l4 are: |Ωl3 | = 1, |Ωl1 | = 2, and |Ωl4 | = 4.
If a POI is assigned to several regions, we compute
the probability distribution over these regions as follows:






, where SlRi is the size of overlap be-
tween influence area of l and region Ri. For instance, the
region probability distribution of POI l1’s is: Pr(R01) = 0.7
and Pr(R11) = 0.3.
A region may contain many POIs, and we need to fur-
ther construct a hierarchy to organize these POIs. For each
region, we build a Huffman tree based on the frequency
of POIs by following the work (Mikolov and Dean 2013).
Therefore, in the generated binary tree, the upper levels are
the hierarchy of spatial regions, and the lower levels are hier-
archy of POIs in each region. Figure 2 illustrates the binary
tree generated by POI2Vec model. A POI may have several
paths. For example, l1 occurs twice in the generated binary
tree: one is in region R01 and the other is in R11.
In summary, the proposed POI2Vec method has two
advantages over the conventional Huffman tree struc-
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Figure 2: The binary tree generated by POI2Vec model
ture (Mikolov and Dean 2013). First, it considers the geo-
graphical influence of POIs in the process of building bi-
nary tree, and POIs under the same region node are ge-
ographically close to each other. Second, in the POI2Vec
model, a POI may occur multiple times in the binary tree,
while in conventional model, each POI only occurs once.
As demonstrated in (Mnih and Hinton 2009), the multiple
occurrence model would perform better than single occur-
rence model, since an item may have various relationships
with other items.
Once the binary tree is generated, we can effectively com-
pute the probability in Eq. (1) as follows.
Probability Estimation The hierarchical softmax model
approximates the softmax by estimating the probability of
a path from the root to the leaf node. In the binary tree,
leaf nodes are POIs and the others are inner nodes. Each
inner node can be treated as a binary classifier. The path to





n). Then the probability of observing l along the





Each inner node b in the binary tree has a latent vector
Ψ(bli) ∈ RD, which can be viewed as the parameters of a










where σ(x) = 1/(1 + e−x) is a sigmiod function.
For example, as illustrated in Figure 2, one path for
item l1 is path1 = (b0, b1, b4, bi). For a classifier in the
binary tree, we define the left as “true” and right as “false”.
Then the probability of this path Pr (l1|C(l1))path1 =
σ (Ψ(b0) · Φ(C(l1))) × (1− σ (Ψ(b1) · Φ(C(l1)))) ×
σ (Ψ(b4) · Φ(C(l1)))× σ (Ψ(bi) · Φ(C(l1))).
Since each POI may have several regions in the POI2Vec
model, a POI may correspond to multiple paths in the gen-
erated tree. We need to consider all of them for calculat-
ing the probability. We denote the set of paths for POI l
by P(l). Each path pathk is associated with a probability
Pr(pathk), which is the same with the probability of its
corresponding region Pr(Rk), where Rk is the region con-
tained in the path pathk. For instance, in Figure 2, POI l1
has two paths in the binary tree: path1 = (b0, b1, b4, bi)
and path2 = (b0, b2, b6, bj). Here path1 contains the region
R01, and path1 contains the region R11. Recall that the re-
gion probability distribution of POI l1 is Pr(R01) = 0.7 and
Pr(R11) = 0.3. Thus Pr(path1) = 0.7 and Pr(path2) =





Pr(pathk)× Pr (l|C(l))pathk (4)
Note that in Eq. (1), the time complexity of calculat-
ing Pr (l|C(l)) is O(|L|). The number of leaf nodes in the
POI2Vec model is (a × |L|), where a is the average num-
ber of paths of all POIs, and is a constant (1 ≤ a ≤ 4)
based on Proposition 1. In a binary tree, the average path
length for (a× |L|) leaf nodes is O(log(|L|)). Therefore, in
Eq. (4), the time complexity of calculating one observation
is O(log(|L|)), which is greatly reduced from O(|L|).
Parameter Learning The objective of POI2Vec model is
to maximize the posterior probability of observing all se-







where Θ = {W (L),Ψ(B)} is the set of parameters. Here
W (L) indicates the latent representations of all the POIs
l ∈ L, and Ψ(B) is the set of parameters for the inner
nodes. Since there are (a×|L|) leaf nodes in the binary tree,
the number of inner nodes is (a × |L| − 1). We can learn
all the parameters by Stochastic Gradient Descent (SGD)
method (Rong 2014).
Extend POI2Vec Model for User Preference
User preference is another important factor for modeling
users’ mobility, and predicting potential users for the target
POI. It is necessary to model user preference in the model.
Previous work (Liu, Liu, and Li 2016) models user pref-
erence and sequential transition separately, which fails to
capture their interaction. We extend the POI2Vec model to
jointly learn the user preference and sequential transition of
POIs. Similar to POIs, each user u is also represented as a
vector x(u) ∈ RD in the latent space.
As reported in (Feng et al. 2015), the time interval be-
tween some consecutive POIs is large. For a check-in, if
there is no check-in in the last τ hours, only the user pref-
erence will be considered. In other words, for a check-in
without recent context, this check-in is only related to the
user preference. Similar to Eq. (1), the probability that user







(w(li)·x(u) is the normalization term.
Similar to Pr(l|C(l)), Pr(l|u)) can be computed by the hi-
erarchical softmax.
For a check-in for which there exist recent historical
check-ins, this check-in is related to both the user prefer-
ence and contextual influence. We assume that user prefer-
ence and contextual influence are independent. Given a user
u and location context C(l), the probability of observing l is
Pr(l|u,C(l)) = Pr(l|u)× Pr(l|C(l)). (7)
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(b) Arbre i aire généré par le modèle.
Figure 3. 3 – Illustration des étapes de génération de l’arbre binaire avec le modèle
POI2Vec (Feng et al., 2017).
avec P(ljC(l))pa hk la probabilité d’observer le POI l le long du chemin pathk et
P(pathk) la probab lité de ce chemin.
Zhao et al. (2017) ont développé le modèle Geo-Temporal Sequential Embedding Rank
(Geo-Teaser) qui capture les informations contextuelles des POIs à partir des sé-
que ces d’enregist ments des utilisateurs. Leur modèle s’appui sur l’architec-
ture Skip-Gram, où chaque POI est traité comme un mot, et les check-ins d’un uti-
li ateur comm l contexte. Ces travaux ont donné d’excellents résultats pour la
recommandation de POIs et la prédiction des futures visite .
Yan et al. (2017) se sont plutôt attachés à la représentation des catégories des POIs
avec l ur m dèle P ace2Vec. Leur modèle s’appuie sur l’hypothèse qu’un POI peut
être catégorisé par ses voisins. Ils ont ainsi adapté le modèle Skip-Gram pour pré-
dire les POIs contextuels étant donné la catégorie centrale. Contrairement aux tra-
vaux précédents, ils n’utili ent pas de données temporell s pour apprendre leurs
représentations. Dans leur approche, Yan et al. (2017) proposent d’approximer la
distribution e probabilité des types de lieux en utilisant l’entropie croisée pour
mesurer la différence entre la probabilité apprise by et la probabilité réelle y :
D(by, y) =  yc log(byc) (3.23)
byc est la pro abilité prédite des types de POIs du contexte, et yc est la probabilité
réelle. byc peut être défini comme :
byc = P(t1, t2, . . . , tmjtc) (3.24)
où t1, t2, . . . , tm sont les types de lieux du contexte et tc est le type de lieu central.
D’autres auteurs (Xie et al., 2016; Zhang et al., 2017a; Hang et al., 2018; Chang
et al., 2018; Hao et al., 2019) se sont plutôt tournés vers l’apprentissage de repré-
sentations multimodales, pour représenter dans un même espace les différentes
caractéristiques des objets géotextuels.
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Zhang et al. (2017a) ont proposé TrioVecEvent, une méthode s’appuyant sur les re-
présentations distribuées pour la détection des événements locaux, à partir de flux
de tweets géolocalisés. Le modèle TrioVecEvent représente dans un même espace
latent, la localisation sous forme de régions, la temporalité divisée en heure, et le
texte, tout en préservant leurs corrélations. Ces représentations multimodales per-
mettent non seulement de saisir les similitudes sémantiques entre les tweets, mais
aussi de révéler les mots clés typiques des différentes régions et heures. L’appren-
tissage des représentations s’inspire du modèle CBOW, en prédisant une unité
(région, heure ou mot-clé) étant donné son contexte (Équation 3.25). La fonction
objectif de leur modèle est optimisée à l’aide de l’échantillonnage négatif, sur
toutes les unités en même temps. Formellement, étant donné un tweet d, pour une
unité i 2 d de type X (région, heure, mot-clé), vi la représentation distribuée de
l’unité i, les auteurs modélisent la probabilité d’observer i comme :
P(ijdi) = exp(sim(i, di))/ ∑
J2X
exp(sim(j, di) (3.25)
où di est l’ensemble de toutes les unités présentes dans d excepté i, et sim(i, di)
est un score de similarité. Dans le même esprit, Hao et al. (2019) ont représenté
dans un même espace, la temporalité divisée en parties de la semaine et en heures,
l’emplacement sous la forme d’un identifiant unique, et le texte.
Chang et al. (2018) ont quant à eux proposé le modèle Content-Aware hierarchical
POI Embedding (CAPE) qui capture conjointement l’influence géographique des
POIs via les check-ins successifs d’utilisateurs, ainsi que les caractéristiques des
POIs, pour la tâche de recommandation successive de POIs. Comme illustré dans
la Figure 3.14, le modèle CAPE se compose de deux couches : la couche de contexte
des check-ins qui permet de représenter les POIs à l’aide des check-ins séquentiels
d’utilisateurs, en forçant les POIs d’une séquence à être proche dans l’espace vec-
toriel, et la couche de contexte du texte, où les représentations des POIs sont
entraînées pour capturer les caractéristiques d’un POI à partir des mots qui le dé-
crivent. La fonction objectif du modèle CAPE s’appuie sur la combinaison de deux
architectures Skip-Gram (une par couche), combinant ainsi le contexte des check-ins
et le contenu textuel. De fait, le modèle CAPE apprend simultanément l’influence
géographique et les caractéristiques sémantiques des POIs.
Enfin, d’autres travaux (Xie et al., 2016; Hang et al., 2018) ont proposé d’ap-
prendre des représentations multimodales à partir de graphes pour la recom-
mandation de POIs. Plus spécifiquement, Xie et al. (2016) ont développé Graph-
Embedding (GE), un modèle d’apprentissage de représentations distribuées de POIs
s’appuyant sur un ensemble de graphes. Leur modèle capture conjointement l’ef-
fet séquentiel (séquence des visites des POIs), l’influence géographique (proximité
spatiale des POIs), l’effet cyclique temporel (fréquence des visites d’un POIs dans
une période) et l’effet sémantique (mots en communs entre les POIs) en les inté-
grant dans un espace latent partagé. L’apprentissage des représentations s’appuie
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Figure 4: The illustration of the check-in context layer.
pairs: (coffee, cafe), (baseball, Yankees), and (cafe, base-
ball). The results are shown in Figure 3. As expected, (cof-
fee, cafe) and (baseball, Yankees) have a much higher Jaccard
similarity than (cafe, baseball) as the former pairs share sim-
ilar semantic contexts and thus have larger POI overlaps. It
is also interesting to see that the Jaccard similarity of (cafe,
baseball) is substantially lower than the average Jaccard sim-
ilarity of all the pairs in the Top 2000 Words set. This result
demonstrates that the text content correlates with the POIs,
which motivates us to use the text content in our POI embed-
ding.
4 Method
In this section, we describe our content-aware hierarchical
POI embedding model CAPE, which captures not only the
geographical influence of POIs, but also the characteristics of
POIs from text content. CAPE consists of a check-in context
layer and a text content layer.
4.1 Check-in Context Layer
As explained in the data analysis section, POIs visited by
each user, especially those which are consecutive in the user’s
check-in context, are geographically influenced by each other.
To capture this geographical influence of POIs, the check-in
context layer employs the Skip-gram based POI embedding
model proposed in the study by Liu et al. [Liu et al., 2016b].
For a better understanding of the check-in context layer, we
define some data concepts as follows.
Definition 1 (Check-in Data) Each check-in data d con-
sists of user u, POI l, text content x, and check-in time t. We
denote dataset D and check-in data d as D = (d1, d2, ...) and
d = (u, l, x, t), respectively.
Definition 2 (User Check-in Information) The user check-
in information is a list of POIs sorted by check-in time. The
check-in information of the user u 2 U is defined as qu = (l1,
l2, ...) where U is the set of users in D.
Definition 3 (Target and Context POI) In the user check-
in sequence, the b POI visited before and after one target POI
li is defined as the context POI for the target POI li. b is the
pre-defined context window size.
The context layer is described in Figure 4. The context
layer considers a user’s check-in information as a “sentence”
and each POI in a sequence as a “word” to use Word2Vec
[Mikolov et al., 2013] for POI embedding. According to
Zhao et al. [Zhao et al., 2017], the POIs that are visited by a
user in the same day are more related to each other. Based on
Figure 5: The illustration of the text content layer.
this, we treat a sequence of POIs visited by a user in the same
day as a “sentence”. The check-in context layer trains the POI
embedding vector by maximizing the objective functionOctx








log(P (li+j jli)): (1)
Given the target POI li, probability P (li+j jli) of the context
POI li+j is computed by using the soft-max function as fol-
lows,






where l and l0 are input and output vectors of POI l respec-
tively, and jLj is the number of POIs in the dataset. To speed
up the learning process, we apply the negative sampling tech-
nique [Mikolov et al., 2013], and the loss function for the

















where () is the sigmoid function, Lneg is the set of m neg-
ative POI samples, and l
0
is the output representation vector
of negative sample l.
4.2 Text Content Layer
Existing POI embedding models that utilize a user’s check-in
information capture only the geographical influence of POIs,
and thus fail to capture the characteristics of POIs. The text
content of an Instagram post provides information on what
activities people have done at each POI. To capture the char-
acteristics of a POI from text content, we propose a text con-
tent layer. Before describing the layer, we define two more
concepts as follows.
Definition 4 (Text Content) Each text content si consists of
words, and is defined as si = fw1, w2, ...g where w is a word.
Each POI li contains multiple text contents written about the
POI li. The set of multiple contents xi about POI li is defined
as xi = fs1, s2, ... g.
Definition 5 (Target and Context Word) In the text content
si, each of the c words located before and after target word
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(a) Illustration de la couche des check-ins.Figure 4: The illustration of the check-in context layer.
pairs: (coffee, cafe), (baseball, Yankees), and (cafe, base-
ball). The results are shown in Figure 3. As expected, (cof-
fee, cafe) and (baseball, Yankees) have a much higher Jaccard
similarity than (cafe, baseball) as the former pairs share sim-
ilar semantic contexts and thus have larger POI overlaps. It
is also interesting to see that the Jaccard similarity of (cafe,
baseball) is substantially lower than the average Jaccard sim-
ilarity of all the pairs in the Top 2000 Words set. This result
demonstrates that the text content correlates with the POIs,
which motivates us to use the text content in our POI embed-
ding.
4 Method
In this section, we describe our content-aware hierarchical
POI embedding model CAPE, which captures not only the
geographical influence of POIs, but also the characteristics of
POIs from text content. CAPE consists of a check-in context
layer and a text content layer.
4.1 Check-in Context Layer
As explained in the data analysis section, POIs visited by
each user, especially those which are consecutive in the user’s
check-in context, are geographically influenced by each other.
To capture this geographical influence of POIs, the check-in
context layer employs the Skip-gram based POI embedding
model proposed in the study by Liu et al. [Liu et al., 2016b].
For a better understanding of the check-in context layer, we
define some data concepts as follows.
Definition 1 (Check-in Data) Each check-in data d con-
sists of user u, POI l, text content x, and check-in time t. We
denote dataset D and check-in data d as D = (d1, d2, ...) and
d = (u, l, x, t), respectively.
Definition 2 (User Check-in Information) The user check-
in information is a list of POIs sorted by check-in time. The
check-in information of the user u 2 U is defined as qu = (l1,
l2, ...) where U is the set of users in D.
Definition 3 (Target and Context POI) In the user check-
in sequence, the b POI visited before and after one target POI
li is defined as the context POI for the target POI li. b is the
pre-defined context window size.
The context layer is described in Figure 4. The context
layer considers a user’s check-in information as a “sentence”
and each POI in a sequence as a “word” to use Word2Vec
[Mikolov et al., 2013] for POI embedding. According to
Zhao et al. [Zhao et al., 2017], the POIs that are visited by a
user in the same day are more related to each other. Based on
Figure 5: The illustration of the text content layer.
this, we treat a sequence of POIs visited by a user in the same
day as a “sentence”. The check-in context layer trains the POI
embedding vector by maximizing the objective functionOctx
in the following way,
Octx =
u2U li2qu  bjb;j 6=0
log(P (li+j jli)): (1)
Given the target POI li, probability P (li+j jli) of the context
POI li+j is computed by using the soft-max function as fol-
lows,






where l and l0 are input and output vectors of POI l respec-
tively, and jLj is the number of POIs in the dataset. To speed
up the learning process, we apply the negative sampling tech-
nique [Mikolov et al., 2013], and the loss function for the












where () is the sigmoid function, Lneg is the set of m neg-
ative POI samples, and l
0
is the output representation vector
of negative sample l.
4.2 Text Content Layer
Existing POI embedding models that utilize a user’s check-in
information capture only the geographical influence of POIs,
and thus fail to capture the characteristics of POIs. The text
content of an Instagram post provides information on what
activities people have done at each POI. To capture the char-
acteristics of a POI from text content, we propose a text con-
tent layer. Before describing the layer, we define two more
concepts as follows.
Definition 4 (Text Content) Each text content si consists of
words, and is defined as si = fw1, w2, ...g where w is a word.
Each POI li contains multiple text contents written about the
POI li. The set of multiple contents xi about POI li is defined
as xi = fs1, s2, ... g.
Definition 5 (Target and Context Word) In the text content
si, each of the c words located before and after target word
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(b) Illustration de la couche de texte.
Figure 3.14 – Illustration des couches check-ins et texte du modèle CAPE (Feng et al., 2017).
sur le modèle Skip-Gram (Mikolov et al., 2013b), appliqué aux graphes. Plus préci-
sément, étan donné u graph bipartie G = (VA \ VB, ε), où VA et VB sont deux
ensembles disjoints de sommets et ε l’ensemble des arêtes. La probabilité condi-
tionnelle qu’un sommet vj 2 VB soit généré par le sommet vi 2 VA est définie par :
P(vjjvi) =
exp(vj  vi)
∑vk exp(vk  vi)
(3.26)
où vx est le vecteur de représentation du sommet vx. Finalement, étant donnés dif-
férentes instances (c.-à-d. un nœud) et leurs contextes (c.-à-d. ses nœuds voisins),
l’objectif est de minimiser la fonction de coût permettant de prédire le contexte à
partir de la représentation distribuée de l’instance.
O =   ∑
ei,j2ε
αij log P(vjjvi) (3.27)
Dans le même esprit, Hang et al. (2018), avec le modèle Embedding for Dense He-
terogeneous Graphs (EDHG), ont choisi de représenter l s corréla ions entre les ut -
lisateurs, les POIs et les activités. Bien qu’ils uti isent la même fonction obj ctif
que Xie et l. (2016), ils ont ajusté l’approche d’éch tillonnage négatif pour mieux
tenir compte des caractéristiqu s des graphes.
3 Résea x de ne rones profonds p ur l’appari -
men de tex s
Nous l’avons vu dans la section précédente, les réseaux de neurones ont lar-
gement fait leurs preuves pour l’apprentissage de représentations distribuées de
mots (Mikolov et al., 2013a,b; Pennington et al., 2014), de phrases (Le et Mikolov,
2014; Kiros et al., 2015) ou de géotextes (Feng et al., 2017; Hao et al., 2019), qui sont
ensuite utilisés efficacement dans des tâches d’appariement (Mitra et al., 2016; Shen
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et al., 2014b; Yan et al., 2017). D’autres travaux, s’appuyant aussi sur les réseaux de
neurones, ont été proposés pour modéliser de bout-en-bout des tâches d’apparie-
ment de textes. Ces modèles ont largement été abordés dans de multiples tutoriels
et études comparatives (Li et Lu, 2016; Onal et al., 2017; Guo et al., 2019), où les mo-
dèles proposés utilisent les réseaux de neurones afin d’extraire automatiquement
les différents signaux d’appariement à partir des plongements lexicaux, afin de
mieux les combiner. Ces modèles sont utilisés dans diverses tâches d’appariement
de textes, telles que :
— la recherche ad-hoc : recherche documentaire (Guo et al., 2016; Mitra et al., 2017;
Fan et al., 2018) et recherche de passages (Schneider et al., 2018; Nogueira et
Cho, 2019) ;
— le système de questions-réponses : sélection de phrases (Yu et Dredze, 2014; Rao
et al., 2016; Wang et al., 2016) et réponse aux questions communautaires (Yang
et al., 2016; Zhu et al., 2019) ;
— la classification : classification de documents (Lai et al., 2015; Yang et al., 2016;
Wang et al., 2019), identification des paraphrases (Hu et al., 2014; Yin et al.,
2015; Tan et al., 2018)
Dans cette section, nous nous intéressons aux modèles neuronaux pour l’appa-
riement sémantique de requêtes avec des documents. Ces derniers utilisent des
architectures neuronales pour apprendre une fonction d’appariement : c’est l’ap-
prentissage d’ordonnancement. Les modèles d’apprentissage d’ordonnancement
ont pour objectif de classifier un élément (p. ex. une paire requête-document,
tweet-POI) à partir d’un vecteur de caractéristiques ~x 2 Rn. Le modèle d’ordon-
nancement f : ~x 7! R est optimisé pour assigner un score d’appariement au
vecteur ~x de telle sorte que, pour une requête donnée, les documents les plus per-
tinents soient mieux notés. L’apprentissage du modèle est dit « de bout-en-bout »
(end-to-end) si les paramètres libres de f sont optimisés en une seule fois, et si le
vecteur ~x consiste en des caractéristiques simples. Ce type de réseau de neurones
peut apprendre conjointement les vecteurs de représentation et la similarité entre
des textes donnés en entrée. Les différents modèles neuronaux proposés pour l’ap-
pariement de textes sont divisés en deux groupes principaux, à savoir les modèles
axés sur la représentation et les modèles axés sur l’interaction (Guo et al., 2016).
3.1 Formulation unifiée des modèles d’ordonnancement
Avant de décrire les différents groupes, nous donnons une formulation unifiée
des modèles d’ordonnancement, adaptée de Guo et al. (2019), que nous utiliserons
pour décrire les différents modèles d’appariement neuronaux. Nous considérons
l’architecture décrite dans la Figure 3.15, où le modèle d’appariement se compose
de deux parties : la partie représentation qui construit les représentations distri-
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Figure 3.15 – Architecture générale décrivant un modèle neuronal unifié pour l’apparie-
ment de textes.
buées des séquences d’entrée, et la partie appariement qui compare les représenta-
tions construites dans la partie précédente.
Nous commençons par définir l’espace d’entrée d’un modèle neuronal pour
l’appariement de textes, tel que X = S(Q) [ S(D), où S(Q) est l’espace des requêtes
contenant la première séquence de la paire de séquences à apparier (p. ex. requête,
question) ; S(D) est l’espace des documents contenant la deuxième séquence de la
paire (p. ex. document, réponse). Dans l’espace d’entrée X, pour chaque séquence
de requête s(Q)i 2 S(Q), nous définissons Ti =
n




 S(D) un ensemble
de ni séquences. Soit yi = fyi,1, . . . , yi,nig un ensemble d’étiquettes associées à
l’exemple d’entrée s(Q)i , de telle sorte que yi,j soit l’étiquette de pertinence corres-
pondant à l’entrée s(D)i,j de s
(Q)
i . L’objectif du modèle d’appariement neuronal est
d’apprendre le modèle optimal f  en minimisant un ensemble d’erreurs de pré-
diction. Ces erreurs sont calculées à l’aide d’une fonction de coût L, mesurant la
différence entre l’étiquette réelle yi,j et la valeur prédite byi,j, à l’aide de l’équation
suivante :






f ; s(Q)i , s
(D)
i,j , byi,j, yi,j (3.28)
où l’étiquette de sortie byi,j est calculée par le modèle d’appariement f , qui peut
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où ϕ est une fonction de représentation permettant d’extraire les caractéristiques
d’un texte d’entrée, définie par :
ϕ(s) = ψ(e(w1), . . . , e(wjsj)) (3.30)
avec ψ, une fonction qui combine les représentations distribuées des mots e(wt)
d’une séquence d’entrée s =< w1, . . . , wjsj > et e : V 7! E, une fonction de repré-
sentation qui associe chaque mot du vocabulaire à sa représentation distribuée. ψ
peut être une fonction d’agrégation (Section 2.1.2.1) ou non (Section 2.1.2.2).
3.2 Modèles axés sur la représentation
La Figure 3.16a illustre l’architecture générale des modèles neuronaux axés sur
la représentation. Ces derniers adoptent l’architecture d’un réseau de neurones
de type siamois pour apprendre à apparier deux textes. Concrètement, les mo-
dèles neuronaux cherchent à apprendre une bonne représentation latente des sé-
quences d’entrée, puis procèdent à un appariement entre les deux représentations.
Dans cette approche, la fonction ϕ calcule les représentations distribuées ϕ(s(Q)i )




i,j comme définie par
l’Équation 3.31 :
ϕ(s) = φ(ψ(e(w1), . . . , e(wjsj))) (3.31)
où e(wt) est la représentation distribuée du mot wt. Les représentations latentes
φ(s(Q)i ) et φ(s
(D)
i,j ) sont ensuite envoyées à une fonction d’appariement g, qui peut
être un réseau de neurones (p. ex. CNN, RNN) ou une simple fonction d’apparie-
ment (p. ex. similarité du cosinus). La fonction φ combine les caractéristiques de
bas niveau calculées par la fonction ψ.
Huang et al. (2013) ont par exemple proposé Deep Structured Semantic Model
(DSSM), un modèle sémantique profond pour la recherche ad-hoc sur le web. Le
modèle DSSM se compose de deux branches symétriques dont les paramètres sont
partagés pour les séquences d’entrée (requête et document). Les couches cachées
du réseau utilisent des perceptrons multicouches successifs pour obtenir une re-
présentation sémantique latente intermédiaire. S’appuyant sur l’architecture des
modèles de représentation telle que décrite dans la Figure 3.16a, l’espace de repré-
sentation E du modèle DSSM contient un ensemble de vecteurs de représentation
appris au niveau des lettres. En effet, compte tenu de la taille importante du voca-
bulaire, les auteurs ont proposé une méthode de hachage de mots qui transforme
le vecteur de termes à haute dimension de la requête et du document, en un
vecteur des trigrammes de lettres ayant une dimension réduite. Ce hachage per-
met également de traiter les termes hors du vocabulaire qui n’apparaissent pas
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(b) Architecture axée sur l’interaction.
Figure 3.16 – Architectures générales des modèles neuronaux montrant les différences
entre les modèles axés sur la représentation (a) et les modèles axés sur l’in-
teraction (b).
dans les données d’apprentissage. La fonction de représentation intermédiaire ψ
correspond à une concaténation des différents vecteurs de représentation des n-
grammes d’une séquence d’entrée. La fonction de représentation φ désigne quant
à elle l’ensemble des couches de perceptrons multicouches successives utilisées
pour calculer les représentations sémantiques des séquences d’entrée. Enfin, la
couche d’appariement g correspond à la fonction de similarité du cosinus.
Tandis que le modèle DSSM utilise une succession de perceptrons multicouches
pour apparier des documents, d’autres approches plus sophistiquées ont été ex-
plorées. Dans leurs travaux, Shen et al. (2014a,b) ont étendu le modèle DSSM en
introduisant un réseau de neurones à convolution dans son architecture. Cette
extension, appelée Convolutional Latent Semantic Model (CLSM) ou Convolutional
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Figure 3.17 – Architecture du modèle d’appariement Arc-I (Hu et al., 2014).
DSSM (C-DSSM), au lieu d’enchaîner de simples perceptrons multicouches dans
la fonction de représentation φ, utilise une couche de convolution pour représenter
les vecteurs initiaux calculées par ψ dans une nouvelle représentation s’appuyant
sur la sémantique. La couche de convolution transforme les trigrammes des mots
dans un vecteur latent. Le réseau intègre ensuite une couche de max-pooling pour
extraire les caractéristiques locales saillantes afin de former un vecteur de représen-
tation de taille fixe pour les séquences d’entrée. Dans d’autres travaux (Hu et al.,
2014; Severyn et Moschitti, 2015), la fonction de représentation φ est un CNN
constitué de plusieurs couches convolutives et de plusieurs couches de pooling.
L’approche Arc-I proposée par Hu et al. (2014), dont l’architecture est présentée
dans la Figure 3.17, se compose de deux parties. La première est un modèle de re-
présentation de phrases où la fonction ψ concatène les différents vecteurs de mots
et la fonction φ calcule les représentations latentes des séquences à l’aide d’un
CNN. La deuxième partie, qui effectue l’appariement, se compose d’un percep-
tron multicouche permettant de comparer les représentations des deux séquences
d’entrée en calculant un score d’appariement. L’approche proposée par Severyn
et Moschitti (2015) adopte la même architecture. Cependant, la deuxième partie
du réseau de neurones, utilisée pour un problème de classification, reçoit, en plus
des représentations latentes des séquences, un score de similarité intermédiaire
calculé en utilisant le produit matriciel entre les vecteurs latents et une matrice de
poids à entraîner, ainsi que quelques caractéristiques supplémentaires.
Enfin, d’autres approches ont utilisé des réseaux de neurones récurrents comme
fonction de représentation φ. Par exemple, Sutskever et al. (2014) ont proposé un
modèle qui apprend à prédire une phrase cible censée être similaire à une phrase
donnée en entrée, représentée par les vecteurs distribuées des mots qui la com-
posent, en utilisant l’architecture LSTM. Le modèle MV-LSTM de Wan et al. (2016a)
utilise une couche bi-LSTM dans la fonction ϕ pour apprendre les représentations
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à partir des positions des mots, pour chaque séquence d’entrée. Le modèle Skip-
thought de Kiros et al. (2015) utilise quant à lui une couche GRU (Bahdanau et al.,
2015) pour apprendre la fonction de transformation séquence à vecteur ϕ, en pré-
disant les phrases avant et après la phrase actuellement traitée. Certains modèles
s’appuyant sur la récurrence (Kamath et al., 2019; Kim et al., 2019) combinent des
signaux de représentation calculés par les états cachés des réseaux récurrents avec
des signaux extérieurs pour renforcer les représentations finales.
De plus, les couches récurrentes et convolutives peuvent être combinées dans
une même fonction de représentation φ (Chen et al., 2018; Zhou et al., 2018), pour
capturer les dépendances contextuelles avec les couches convolutives, en tenant
compte de l’enchaînement des informations à l’aide de la couche récurrente.
3.3 Modèles axés sur l’interaction
Le deuxième groupe de modèles neuronaux pour l’appariement de textes sont
les modèles axés sur l’interaction. Ces derniers essaient d’apprendre les différentes
caractéristiques d’appariement étant données les représentations distribuées ini-
tiales des séquences d’entrée à apparier. Comme l’ont évoqué Guo et al. (2016),
l’objectif de cette architecture est de construire les interactions entre la requête et
le document assez tôt dans le modèle, pour extraire des signaux d’appariement
de bas niveau. L’architecture générale des modèles d’interaction, illustrée dans
la Figure 3.16b, se compose de deux parties. Une partie représentation commence
par calculer les représentations des séquences d’entrée, en combinant les vecteurs
de mots dans la fonction ψ. Dans la partie appariement, la couche 
 désigne une
fonction qui extrait les caractéristiques des interactions au niveau des mots, et la
fonction ξ fait référence aux couches suivantes qui calculent les caractéristiques
de pertinence à des niveaux d’abstraction supérieurs. Ainsi, la fonction d’apparie-








où M est une matrice d’interaction au niveau des mots calculée par l’Équation 3.33
et qui varie en fonction des différents modèles de l’état-de-l’art. ξ est une fonction










, une fonction d’appariement (p. ex. similarité du cosinus).
Différents types de réseaux de neurones peuvent être utilisés pour apprendre la
fonction d’interaction ξ (Figure 3.16b). Dans le cas d’un perceptron multicouche
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(Guo et al., 2016; Xiong et al., 2017), l’objectif est d’apprendre les différentes inter-
actions entre les caractéristiques d’appariement au niveau des mots. Dans le cas
d’un réseau de neurones à convolution (Hu et al., 2014; Pang et al., 2016), l’objectif
est d’apprendre des caractéristiques contextuelles. Ainsi, une fenêtre contextuelle
glissante cQD est définie et parcourt la matrice d’interaction M, correspondant à
une combinaison de deux fenêtres glissantes, c(Q) et c(D), considérées simultané-
ment dans les séquences s(Q)i et s
(D)
i,j . Enfin, dans le cas d’un réseau de neurones
récurrents (Fan et al., 2018; Wan et al., 2016b), l’objectif est d’apprendre des carac-
téristiques séquentielles et structurées. Quelle que soit la fonction ξ, les séquences
d’entrée peuvent être représentées sous différentes formes, incluant des vecteurs
classiques de mots (Mitra et al., 2017), des plongements lexicaux pré-entraînés (Hu
et al., 2014) ou des représentations apprises en même temps que les paramètres du
modèle (Pang et al., 2016).
L’un des modèles neuronaux qui utilise un perceptron multicouche pour ap-
prendre la fonction ξ est le modèle DeepMatch proposé par Lu et Li (2013). Dans
leur approche, Lu et Li (2013) appliquent le perceptron sur la matrice d’interaction
M, construite à partir des cooccurrences des mots. Le modèle DeepMatch considère
une décision hiérarchique pour l’appariement à différents niveaux d’abstraction.
Les décisions locales, qui saisissent l’interaction entre des mots sémantiquement
liés, sont combinées à travers les différentes couches hiérarchiques du réseau
de neurones, pour apprendre la décision d’appariement global. Pour entraîner







i,j 2 Ti, et s(Q)i est plus similaire à s(D)+i,j qu’à s(D) i,j . L’objectif d’apprentis-
sage est de maximiser la valeur similarité calculée par g (Équation 3.32) de la paire
positive et de minimiser la similarité de la paire négative, en utilisant la fonction
























avec ε un paramètre qui contrôle la marge d’apprentissage.
Dans leurs travaux, Guo et al. (2016) ont proposé Deep Relevance Matching Mo-
del (DRMM), l’un des premiers modèles neuronaux à montrer une amélioration
significative par rapport aux modèles de RI traditionnels sur des collections TREC
en considérant le texte intégral. Les auteurs ont montré que les méthodes d’ap-
pariement neuronaux traditionnellement utilisés en TALN pour un appariement
sémantique ne sont pas bien adaptés à la recherche ad-hoc, qui concerne l’apparie-
ment de pertinence. En effet, selon eux, il existe trois principales différences entre
l’appariement sémantique et l’appariement de pertinence :
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Figure 3.18 – Architecture du modèle d’appariement DRMM (Guo et al., 2016).
— l’appariement sémantique recherche la similarité sémantique entre les
termes, tandis que l’appariement de pertinence met davantage l’accent sur
la correspondance exacte ;
— l’appariement sémantique s’intéresse souvent à la façon dont la composi-
tion et la grammaire déterminent le sens, tandis que dans l’appariement de
pertinence, l’importance des termes de la requête est plus important que
la grammaire car les requêtes sont généralement courtes et constituées de
mots-clés ;
— l’appariement sémantique compare deux textes entiers dans leur intégralité,
alors que l’appariement de pertinence ne compare que des parties de docu-
ments.
S’appuyant sur ces intuitions, les auteurs ont développé le modèle DRMM, dont
l’architecture générale est présentée dans la Figure 3.18. Le réseau de neurones
commence par calculer les interactions mot à mot entre les séquences d’entrée, en
utilisant la fonction d’appariement 
 (Équation 3.33) qui calcule une similarité du
cosinus. La matrice d’interaction M est ensuite transformée en des histogrammes
d’interactions, qui représentent les niveaux de similarité entre les termes de la
requête et les termes du document. Un histogramme d’appariement regroupe les
interactions locales en fonction de la force du signal plutôt que de leur position
dans les séquences. Comme pour le modèle d’appariement (Mitra et al., 2016; Shen
et al., 2014b; Yan et al., 2017) de Lu et Li (2013), un perceptron multicouche est
appliqué sur la matrice d’interaction M pour capturer les représentations latentes
des interactions. Dans le même esprit, Yang et al. (2016) ont proposé le modèle
Attention-Based Neural Matching Model (ANMM) pour la tâche de question-réponse.
Leur approche s’appuie sur un système de pondération partagée pour combiner
différents signaux d’appariement et intègre l’apprentissage de l’importance des
termes des questions à l’aide d’un réseau d’attention.
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Figure 3.19 – Architecture du modèle d’appariement Arc-II (Hu et al., 2014).
D’autres approches définissent la fonction d’interaction ξ en utilisant des ré-
seaux de neurones à convolution, comme le modèle Arc-II de Hu et al. (2014),
dont l’architecture est présentée dans la Figure 3.19. Ce dernier utilise une matrice
d’interaction M construite à l’aide d’un opérateur matriciel (ici une multiplication)
entre les représentations de la requête et du document d’entrée. L’intuition est de
capturer les interactions entre les mots au niveau de l’espace latent plutôt que
les cooccurrences dans le corpus, comme l’ont fait Lu et Li (2013). Un réseau de
neurones à convolution est ensuite appliqué sur cette matrice pour apprendre des
motifs d’appariement. Celui-ci permet de capturer et préserver l’ordre des caracté-
ristiques locales dans la matrice d’interaction. Les auteurs suggèrent qu’une telle
architecture peut capturer la composition successive des phrases ainsi qu’extraire
et fusionner des motifs d’appariement entre les phrases.
Dans leurs travaux, Mitra et al. (2017) ont souligné l’importance de l’appariement
lexical dans les modèles neuronaux pour la RI. Ils ont montré que les modèles
axés sur la représentation ont tendance à ne pas être performants lorsqu’ils ren-
contrent des mots rares. Ils ont aussi argumenté que la recherche sur le web né-
cessite à la fois un appariement exact et inexact (c.-à-d. appariement sémantique).
En effet, ce type de recherche implique l’utilisation de termes rares dans certaines
requêtes, qui ne sont pas nécessairement utilisés dans la collection d’apprentis-
sage des représentations latentes. À partir de ces constats, Mitra et al. (2017) ont
proposé l’architecture Duet, qui s’appuie sur l’appariement lexical et sémantique.
Ce modèle se compose de deux parties parallèles : un réseau pour l’appariement
exact qui apprend les signaux d’appariement entre deux textes, et un réseau pour
l’appariement sémantique qui s’appuie sur la représentation latente des textes. Le
score d’appariement final est calculé en additionnant les scores obtenus par les
deux sous-réseaux qui composent le modèle Duet.
Dans d’autres cas, la fonction d’appariement g utilise principalement un réseau
de neurones récurrents. Par exemple, dans leurs travaux, Wan et al. (2016b) ont
proposé le modèle Match-SRNN pour un appariement s’appuyant sur la position
des mots dans les séquences d’entrée. Dans le modèle, compte tenu des séquences
d’entrée s(Q)i et s
(D)
i,j , une matrice d’appariement au niveau des mots est calcu-
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lée à l’aide de la fonction 
 (Équation 3.33). L’interaction est calculée comme la
combinaison du préfixe et du mot courant dans chaque séquence. La matrice d’in-
teraction est envoyée à la fonction d’interaction g qui est composée d’un réseau
de neurones récurrents suivi d’un perceptron multicouche, pour calculer le score
final d’appariement.
Une autre architecture récurrente est proposée par Fan et al. (2018). Les auteurs ont
mis en évidence que les principales limites des modèles neuronaux qui traitent des
documents en entier sont qu’ils mettent en concurrence des documents longs et
courts. Au contraire, les modèles s’appuyant sur les paragraphes (ou passages) ex-
ploitent des stratégies d’agrégation simplifiées de signaux locaux mais ne peuvent
pas déterminer efficacement des motifs de pertinence complexes. Pour pallier ces
limitations, les auteurs ont proposé le modèle Hierarchical Neural Matching (HiNT),
qui se compose de deux composants superposés. La couche d’appariement locale
utilise une architecture récurrente pour calculer un modèle d’appariement au ni-
veau du passage, et la couche de décision globale utilise une deuxième architecture
récurrente pour calculer les interactions entre les différents signaux locaux pour
déterminer les caractéristiques de pertinence au niveau du document.
4 Discussion
Nous l’avons vu dans ce chapitre, l’introduction des représentations distribuées
des mots, des séquences et des documents a impacté de nombreux travaux portés
sur l’appariement de textes. Ces représentations ont amélioré les résultats lors-
qu’elles sont utilisés dans des modèles classiques (Zheng et Callan, 2015; Guo
et al., 2016), mais leurs performances sont limitées. Certaines études (Iacobacci
et al., 2015) ont évalué l’impact des plongements lexicaux dans des tâches d’ap-
pariement de textes. Ces études ont montré que les plongements lexicaux ne per-
mettent pas de résoudre les problèmes d’ambiguïté lexicale, telle que la polysé-
mie, comme tous les sens d’un même mot sont représentés dans un seul vecteur,
quel que soit leur contexte d’utilisation. Nous l’avons discuté précédemment, des
premières approches (Xu et al., 2014; Faruqui et al., 2015), s’appuyant sur des res-
sources sémantiques externes, ont été proposées pour pallier ces problèmes.
Des modèles plus récents (MacAvaney et al., 2019; Dai et Callan, 2019) consi-
dèrent des représentations contextuelles des mots, comme ELMo (Peters et al.,
2018) et BERT (Devlin et al., 2019). Néanmoins, ces représentations sont construites
à partir d’architectures spécifiques à une tâche qui incluent les représentations pré-
entraînées comme des caractéristiques additionnelles (Peters et al., 2018) ou qui
requièrent un réglage très précis des hyperparamètres (Devlin et al., 2019) dans le
corpus cible pour accomplir la tâche en question. Les analyses réalisées par Ten-
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ney et al. (2019) et Qiao et al. (2019) ont montré quelques limites liées à l’utilisation
de ces représentations. Ils ont notamment montré que les représentations contex-
tuelles surpassent les représentations classiques dans les tâches syntaxiques par
rapport aux tâches sémantiques, ce qui suggère que ces représentations encodent
davantage la syntaxe que la sémantique de haut niveau. De plus, bien que les re-
présentations contextuelles de MacAvaney et al. (2019) ont permis d’améliorer si-
gnificativement les performances des modèles d’ordonnancement, elles présentent
un coût d’inférence considérable lorsqu’elles sont incorporées dans un modèle de
recherche de documents. Ainsi, les plongements lexicaux traditionnels, tels que
GloVe (Pennington et al., 2014) ou Word2Vec (Mikolov et al., 2013a,b) s’avèrent plus
efficaces en terme de temps, que des représentations plus élaborées comme BERT
(Devlin et al., 2019) ou ELMo (Peters et al., 2018).
Les représentations des séquences sont aussi limitées en terme de performance.
L’exploitation de ces représentations avec les modèles classiques (Ai et al., 2016;
Mitra et al., 2016; Nalisnick et al., 2016) a parfois contribué à améliorer les résultats.
Toutefois, les caractéristiques latentes des vecteurs de phrases ne sont pas expli-
cites et ne renvoient pas à des informations concrètes sur l’ensemble des données,
contrairement aux signaux TfIdf classiques, où chaque caractéristique se réfère à
un aspect statistique significatif sur les mots et les documents de la collection. Ai
et al. (2016) ont par exemple analysé l’utilité du modèle ParagraphVector (Le et
Mikolov, 2014) dans des modèles classiques de RI. Ils ont montré que ce modèle
de représentation de séquences n’est pas adapté pour représenter des documents
longs, car il a tendance à surapprendre les documents courts, ce qui conduit à les
privilégier lorsque les représentations sont utilisées dans un modèle de RI.
Les modèles détaillés dans ce chapitre se sont principalement focalisés sur l’ap-
prentissage ou la correction de plongements lexicaux à partir de données contex-
tuelles textuelles, c.-à-d. des mots situés autour d’un mot central, ou des mots is-
sus de ressources externes. Hors, comme nous l’avons détaillé dans le Chapitre 2,
lorsque nous traitons avec des géotextes, le contenu géographique est aussi vecteur
d’information permettant contextualiser le contenu. C’est d’ailleurs un élément es-
sentiel dans le cadre de développement d’applications de RIG comme nous l’avons
vu dans la Section 2.2. Selon les régions géographiques, les mots peuvent véhiculer
des informations différents, selon leur contexte local d’utilisation. Avec les diffé-
rents modèles de l’état-de-l’art , ces spécificités locales ne peuvent être capturées
efficacement, puisque d’une part toutes les variantes sémantiques d’un mot sont
regroupées dans une seule et même représentation, et d’autre part, parce que les
modèles ne tiennent pas compte du contexte géographique lors de l’apprentissage
des représentations. De ce fait, l’utilisation de plongements lexicaux traditionnels
dans des tâches de RIG conduit à perdre une information cruciale, se traduisant
par des performances dégradées.
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Concernant l’utilisation des réseaux de neurones pour l’appariement de géo-
textes, notre motivation est guidée par les enseignements issus des travaux que
nous avons détaillés dans la Section 3 de ce chapitre. Ces derniers ont montré que
les approches s’appuyant sur les réseaux de neurones sont très efficaces pour l’ap-
pariement de textes. Les architectures neuronales permettent de s’attaquer avec
succès aux problèmes de rareté des données et d’inadéquation du vocabulaire, qui
sont quelques-uns des problèmes fondamentaux rencontrés dans des tâches de
géoréférencement de contenus non structurés (Section 2). Cependant, nous iden-
tifions deux enjeux majeurs : les données et les modèles. Les données requises
dans les applications d’appariement de textes sont généralement : un ensemble
de requêtes, un ensemble de documents et des jugements de pertinence explicites
(p. ex. jugements humains) ou implicites (p. ex. clics). Ces trois éléments sont es-
sentiels pour concevoir des modèles d’appariement performants. Il est aussi utile
de distinguer les modèles qui se concentrent sur l’ordonnancement de documents
longs et ceux conçus pour l’appariement de textes courts. Les challenges de ces
deux approches sont différents, et les réseaux de neurones doivent être modélisés
en conséquence (Cohen et al., 2016). Le deuxième enjeu est lié à l’adaptabilité des
modèles neuronaux. En effet, les structures des modèles profonds conçus pour
l’appariement de textes sont souvent optimisées pour fonctionner sur des jeux de
données spécifiques (Cohen et al., 2016). De plus, les tâches de RI portent sur des
textes de longueur variable, passant de séquences très courtes (quelques mots)
à des documents longs. Ce point rend difficile l’adaptation directe d’un modèle
conçu pour apparier des textes courts, à la recherche de documents ad-hoc. De
fait, les modèles d’appariement diffèrent selon la tâche à accomplir.
Conscient des limites des modèles neuronaux, mais aussi des spécificités des
tâches de RIG qui requièrent la prise en compte de l’aspect géographique, nous
constatons que les modèles de l’état-de-l’art détaillés dans ce chapitre, bien qu’ef-
ficaces dans diverses tâches de RI, sont peu adaptés à notre problématique. Tout
d’abord, d’après les analyses de Guo et al. (2016), les modèles axés sur l’interac-
tion semblent plus performants sur des tâches de RI que les modèles axés sur
la représentation, puisqu’ils s’appuient sur un appariement de pertinence. Cepen-
dant, les travaux de cette lignée se limitent à l’apprentissage de caractéristiques
d’appariement local mot à mot. Hors, la tâche de géoréférencement de contenus,
et plus généralement, les tâches de RIG nécessitent de tenir compte à la fois de
l’information textuelle, mais aussi de l’information spatiale. De par leur architec-
ture, les modèles neuronaux traditionnellement utilisés en RI ne permettent pas
d’exploiter conjointement les régularités spatiales et textuelles des géotextes, et
se concentrent uniquement sur les signaux de pertinences locales mot à mot. De
fait, il convient proposer une architecture permettant de capturer conjointement
les correspondances locales, mais aussi les signaux d’appariement qui exploitent
les caractéristiques sémantiques et géographiques des géotextes.
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5 Conclusion
Dans ce chapitre, nous avons commencé par introduire les concepts de base
des réseaux de neurones et de l’apprentissage profond, en présentant quelques
architectures populaires en RI. La disponibilité et l’accessibilité des données ont
encouragé les chercheurs à développer de nouvelles applications.
Nous avons ensuite discuté différents modèles utilisés pour représenter des
mots, des séquences, ou des objets géotextuels. Nous avons vu comment les diffé-
rentes approches ont évolué afin de mieux représenter les textes et les géotextes.
En particulier, les plongements lexicaux ont largement été utilisés pour tirer parti
des informations de correspondance sémantique. Différents modèles de représen-
tations de séquences, de mots et de documents ont ainsi été proposés. Tous ces
modèles ont pour objectif de mieux représenter les informations sémantiques dans
une séquence de mots. Des modèles plus spécifiques ont aussi été proposés pour
représenter des géotextes, en tenant compte des caractéristiques spatiales et tem-
porelles des géotextes dans le cadre de tâches de RIG.
Cependant, ces représentations ont montré des performances limitées lors-
qu’elles sont utilisées avec des modèles d’appariement classiques. Des méthodes
plus puissantes sont donc nécessaires pour construire des représentations tex-
tuelles permettant de mieux réaliser l’appariement. Ces modèles sont conçus pour
tirer parti des capacités des réseaux de neurones à calculer et combiner des signaux
de pertinence. Nous avons ensuite défini un modèle unifié d’appariement neuro-
nal que nous avons utilisé pour décrire les différentes architectures adoptées par
les modèles de l’état-de-l’art. Enfin, nous avons présenté différentes architectures
populaires pour l’appariement de textes.
Dans cette thèse, nous nous intéressons particulièrement à la prédiction de l’em-
placement des documents, et plus spécifiquement à l’appariement et la représen-
tation d’objets géotextuels. Dans cette optique, nous présentons dans ce manuscrit
deux contributions principales :
— deux méthodes de correction a posteriori de plongements lexicaux augmen-
tés par des ressources géographiques. Ces méthodes exploitent les réparti-
tions spatiales des mots pour identifier des relations sémantiques locales
entre mots ainsi que des sens locaux de mots ;
— un modèle d’appariement d’objets géotextuels s’appuyant sur une architec-
ture neuronale. Ce modèle exploite les représentations sémantiques latentes
des tweets et des POIs via des interactions locales mot à mot, ainsi que des
caractéristiques sémantiques et spatiales pour résoudre la tâche de prédic-
tion sémantique de l’emplacement ;
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En l’état courant de nos connaissances, aucune approche neuronale n’a été dé-
veloppée pour résoudre la tâche de prédiction sémantique de l’emplacement. De
plus, notre travail est la première tentative de correction spatiale de plongements
lexicaux et de discrimination des sens locaux des mots à l’aide de répartitions
spatiales.
Partie II
C O N T R I B U T I O N S

4
R É G U L A R I S AT I O N S PAT I A L E D E
P L O N G E M E N T S L E X I C A U X
Introduction
Dans le Chapitre 3, nous avons introduit un état-de-l’art des méthodes d’ap-
prentissage de représentations distribuées de mots et de documents ainsi que leurs
principales limites, avec notamment la représentation des polysèmes. En effet, tous
les sens d’un mot sont représentés dans un seul vecteur. Les approches détaillées
dans la Section 2.1.3 pallient ce problème en enrichissant les représentations avec
des ressources sémantiques externes issues par exemple de WordNet ou de Wiki-
pedia. Ces dernières permettent ainsi de modéliser, dans les plongements lexicaux,
la sémantique relationnelle telle que la synonymie, l’hypernonymie ou encore la
polysémie. Toutefois, aucune de ces approches ne tient compte des contextes géo-
graphiques des mots, un facteur pourtant essentiel en RIG, comme nous l’avons
vu dans le Chapitre 2. Néanmoins, quelques travaux se sont intéressés à la modé-
lisation cartographique des mots, soit indirectement en calculant des plongements
lexicaux pour chaque région (p. ex. par pays), soit directement lors de l’apprentis-
sage des représentations en utilisant un contexte géographique.
Nous présentons dans ce chapitre notre contribution pour l’apprentissage de
plongements lexicaux augmentés par des connaissances issues des répartitions
spatiales des mots. Notre contribution se distingue des approches de régularisa-
tion de l’état-de-l’art (Section 2.1.3 du Chapitre 3) par la prise en compte de carac-
téristiques spatiales pour l’élaboration des représentations et de la discrimination
des sens locaux des mots. Notre objectif est donc de révéler d’éventuelles relations
sémantiques locales entre les mots ainsi que la multiplicité de leurs sens. Pour cela,
nous proposons une stratégie de régularisation a posteriori permettant de corriger
les plongements lexicaux à l’aide de connaissances spatiales. Nous menons éga-
lement plusieurs expérimentations pour analyser et évaluer l’hypothèse proposée
ainsi que la qualité des représentations corrigées.
L’organisation de ce chapitre est la suivante. Nous introduisons en Section 1
les principales motivations de notre contribution ainsi que notre hypothèse de re-
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cherche. Nous présentons ensuite dans la Section 2 la problématique et les défini-
tions qui vont guider nos travaux de recherche. Dans la Section 3, nous détaillons
la méthodologie proposée pour la régularisation a posteriori des plongements lexi-
caux à l’aide de connaissances spatiales. L’évaluation expérimentale est présentée
dans la Section 4. Enfin, nous concluons ce chapitre dans la Section 5.
1 Contexte et motivations
Au cours des dernières décennies, la création de contenus géoréférencés, éga-
lement connus sous le nom de géotextes, a fortement augmenté. L’interaction
entre le texte et la localisation géographique soulève d’importantes questions de
recherche sous-jacentes à l’appariement d’objets géotextuels, qui est l’étape clef de
diverses tâches de RIG telles que l’interrogation de géotextes (Zhang et al., 2014), la
mention de lieux (Han et al., 2018) ou la prédiction sémantique de l’emplacement
(Zhao et al., 2016). Les solutions existantes reposent principalement sur l’utilisation
d’une combinaison d’éléments textuels et spatiaux pour construire des représen-
tations efficaces d’objets (Zhang et al., 2014) ou pour définir des modèles efficaces
d’appariement objet-objet (Dalvi et al., 2009a).
En parallèle, de nombreux travaux de recherche se sont intéressés à la séman-
tique distributionnelle, via des plongements lexicaux, pour résoudre des tâches de
RI traditionnelles, notamment depuis l’émergence d’algorithmes populaires tels
que Word2Vec (Mikolov et al., 2013a). La sémantique distributionnelle s’appuie sur
la théorie selon laquelle des mots sémantiquement similaires se retrouvent dans les
mêmes contextes textuels. Cependant, son utilisation présente quelques inconvé-
nients. En effet, les plongements lexicaux ne permettent pas de lever le problème
de polysémie puisque les différents sens d’un même mot sont regroupés en un
seul vecteur (Iacobacci et al., 2015). Par ailleurs, des travaux ont montré que les
mots suivent traditionnellement des schémas géographiques d’utilisation (Eisen-
stein et al., 2010; Han et al., 2012; Laere et al., 2014; Ozdikis et al., 2019). Par exemple,
il est plus probable d’entendre des conversations sur la nourriture dans et autour
d’un restaurant qu’à proximité d’une salle de cinéma. Toutefois, cette spécificité
géographique n’est pas prise en compte lors de la construction des plongements
lexicaux. Quelques travaux se sont dont penchés sur l’impact du contexte géo-
graphique sur la sémantique des mots (Cocos et Callison-Burch, 2017) et sur le
problème de glissement lexical entre les régions (Zhang et al., 2017b). Ces travaux
nous conduisent à l’observation suivante :
Observation 1. Les sens de certains mots diffèrent selon les régions où ils sont
utilisés. Par exemple, le mot dinosaure peut se référer à un animal préhistorique ou
à une chaîne de restaurants dans le contexte local de la ville de New York.
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Exemple 4.1 (Différents sens locaux du mot « football ».). Prenons l’exemple du mot
football. En fonction de la région dans laquelle le mot est utilisé, par exemple,
en Europe, aux États-Unis ou en Australie, il ne désigne pas le même sport. En
Europe, le terme football désigne un sport qui se joue au pied, avec un ballon rond.
Dans son contexte local, nous retrouvons les termes tels que « FIFA », « penalty », ou
« corner ». Aux États-Unis, le terme football désigne un sport qui se joue à la main
avec un ballon ovale. Son contexte local diffère du précédent, puisqu’il contient des
termes tels que « touchdown », « quaterback » ou « shoulder pad ». Enfin, concernant
le terme football en Australie, il désigne un sport se jouant avec un ballon ovale,
dans un terrain ovale composé de quatre poteaux. Son contexte local est composé




Figure 4.1 – Illustration des différents sens locaux du mot « football ».
Comme corollaire à cette observation, nous posons l’hypothèse suivante :
Hypothèse 1. Un mot peut véhiculer des sens locaux différents selon la zone géo-
graphique où il est spatialement dense. En pratique, cela se traduirait par des
zones particulièrement denses dans la répartition spatiale d’un mot.
L’objectif de notre première contribution est d’améliorer la représentation des
géotextes afin de les intégrer dans des tâches de RIG. De ce fait, nous nous in-
téressons à l’apprentissage de représentations de mots, éléments essentiels à la
construction des représentations de géotextes. Notre proposition se distingue des
approches de régularisation a posteriori de l’état-de-l’art par la prise en compte
du contexte spatial pour corriger les plongements lexicaux et de la discrimination
des sens locaux des mots à partir de répartitions spatiales. Nous présentons dans
ce chapitre deux méthodes pour la détection des sens locaux des mots, l’une via
une méthode de clustering, et l’autre via une méthode probabiliste, ainsi qu’une
méthode de régularisation a posteriori (ou retrofitting) comme moyen d’affiner des
représentations de mots préalablement apprises. De plus, nous menons une éva-
luation expérimentale approfondie et des analyses qualitatives afin de valider em-
piriquement notre hypothèse de recherche et d’évaluer l’efficacité des plongements
lexicaux spatiaux que nous proposons d’intégrer dans une tâche de similarité d’ob-
jets géotextuels et dans une tâche de prédiction sémantique de l’emplacement.
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2 Problématiques et définitions
Notre contribution repose sur la régularisation de plongements lexicaux à par-
tir de connaissances spatiales. Dans la suite, nous commençons par détailler les
concepts et définitions qui sont exploitées dans ce manuscrit. Nous définissons
ensuite formellement le principe de régularisation spatiale.
2.1 Concepts et définitions
2.1.1 Objets géotextuels
Définition 4.1 (Géotexte). Un géotexte o est un objet textuel géotaggé. Le géo-
tag est représenté par une paire de coordonnées (latitude, longitude) se référant
à un emplacement géographique l, noté o.l. Chaque objet o est décrit par un en-
semble d’attributs textuels, valorisés ou non selon la nature de l’objet, incluant par
exemple un nom ou une description. Nous adoptons une représentation vectorielle
de l’objet o établie sur la concaténation de ses attributs textuels o = [w(o)1 , . . . , w
(o)
n ],
où chaque mot w(o)i est issu d’un vocabulaire V .
Dans le cadre de nos travaux, nous utilisons deux types de géotextes, les points
d’intérêts (POI) et les tweets géotaggés, que nous définissons par la suite.
Définition 4.2 (Point d’intérêt, POI). Un point d’intérêt (POI) p est un géotexte
physique qui référence un emplacement spécifique que les gens peuvent trouver
intéressant et/ou utile. Un POI peut être une attraction, un hôtel, un restaurant,
un distributeur de billets, un magasin, etc. Comme tout géotexte, un POI est décrit
par ses coordonnées géographiques qui référencent un emplacement l noté p.l, et
possède un ensemble d’attributs textuels incluant son nom p.nom, une description
p.desc et des commentaires/critiques d’utilisateurs p.rw. La représentation vecto-
rielle d’un POI est définie par p = [w(p)1 , . . . , w
(p)
m ]. L’ensemble P = fp1, p2, p3, . . .g
constitue une base de données de POIs. P rl = fp 2 P j dist(p.l, l) < dg est l’en-
semble des POIs situés dans un rayon r de l’emplacement l.
Exemple 4.2 (Point d’intérêt, POI). La Figure 4.2 présente un POI décrivant la Tour
Eiffel de Paris, tel qu’il apparaît sur le réseau social Foursquare 1 (Figure 4.2a) et
sous sa forme structurée (Figure 4.2b). À partir des attributs textuels de l’objet
(nom, description et commentaires des utilisateurs), nous obtenons sa représenta-
tion vectorielle p = [0tour0,0 eiffel0, . . .0 exposition0,0 universelle0, . . . ,0moins0,0 chargée0].
1. https://fr.foursquare.com/v/tour-eiffel/51a2445e5019c80b56934c75
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Tour Eiffel
5 avenue Anatole France (Parc du Champ-de-Mars) 
75007 Paris 
France
Dominant Paris du haut de ses 324 mètres, la Tour Eiffel fut construite
de 1887 à 1889 pour l'exposition universelle de 1889. Aujourd'hui, elle
est le symbole de la France et le monument le plus visité au monde.
© Mapbox © OpenStreetMap
(a) Représentation visuelle.
{ "nom" : "Tour Eiffel",
"des" : "Dominant Paris du haut de ses 324
mètres, la Tour Eiffel fut construite
de 1887 à 1889 pour l’exposition
universelle de 1889, Aujourd’hui, elle
est le symbole de la France et le
monument le plus visité au monde.",
"l" : [2.2944, 48.8583],
"cr" : ["L'entrée EST de la tour Eiffel se
révèle souvent moins chargée."]
}
(b) Représentation structurée.
Figure 4.2 – Exemple d’un POI issu de Foursquare.
Définition 4.3 (Tweet géotaggé). Un tweet géotaggé t est un géotexte qui fait
référence à un message publié sur le réseau social Twitter contenant l’emplacement
géographique de l’utilisateur lorsque le tweet a été posté. Un tweet est décrit par
ses coordonnées géographiques notées t.l et un court texte (280 caractères) dont
la représentation vectorielle est notée t = [w(t)1 , . . . , w
(t)
n ]. Un tweet géotaggé peut
être lié à un POI s’il cible et/ou mentionne un POI spécifique. L’ensemble T =
ft1, t2, t3, . . .g constitue une base de données de tweets.
Exemple 4.3 (Tweet géotaggé). La Figure 4.3 présente un tweet géotaggé tel qu’il
apparaît sur le réseau social Twitter (Figure 4.3a) et sous sa forme structurée (Fi-
gure 4.3b). À partir de l’attribut textuel de l’objet, nous obtenons sa représentation
vectorielle t = [0toute0,0 première0, . . .0 juste0,0 ici0].
ZooParc de Beauval
@zoobeauval
Toute première sortie du guépard au ZooParc, 
aujourd'hui ! On vous en dit plus juste ici 
actus.zoobeauval.com/article/nouvel…
5:34 PM · 9 août 2019 · Depuis Beauval, France 
 Retweets12  J'aime133
(a) Représentation visuelle.
{ "texte" : "Toute première sortie du guépard
au ZooParc, aujourd’hui ! On vous
en dit plus juste ici",
"l" : [1.3473, -47.2500]
}
(b) Représentation structurée.
Figure 4.3 – Exemple d’un tweet géotaggé.
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2.1.2 Distance géographique et répartition spatiale
Définition 4.4 (Distance géographique entre géotextes). La distance d entre deux
géotextes oi et oj, est la distance géographique entre les emplacements oi.l et oj.l.
Formellement, d(oi, oj) = dist(oi.l, oj.l). De même, la distance géographique entre
un géotexte oi et un emplacement géographique l quelconque est notée d(oi, l) =
dist(oi.l, l).
Définition 4.5 (Répartition spatiale d’un mot). L’ensemble Oi = foi,1, oi,2, . . .g,
associé au mot wi, correspond à l’ensemble des géotextes oi,k citant le mot wi. La
répartition spatiale d’un mot wi, notée Si, est donc représentée par l’ensemble des
emplacements oi,k.l des objets oi,k 2 Oi. Formellement, Si = foi,1.l, oi,2.l, . . .g. Un
exemple de répartition spatiale d’un mot est illustré dans la Figure 4.4. Chaque
point rouge représente l’emplacement géographique d’une occurrence du mot wi.
Tous les emplacements des occurrences de wi (situés à l’intérieur du cadre gris)






































Figure 4.4 – Illustration de la répartition spatiale d’un mot et de son centre géographique.
Définition 4.6 (Centre géographique d’un mot). Soit Si la répartition spatiale du
mot wi. Le centre géographique B du mot wi, noté B(wi) ou plus simplement Bi,
est l’emplacement médian géographique de l’ensemble des emplacements conte-
nus dans Si. Le centre géographique Bi est calculé comme suit :
1. pour chaque emplacement oi,j.l 2 Si, les coordonnées (ϕj, λj), exprimées en
degrés, sont converties en radians ;
ϕ0j = ϕj 
pi
180




2. les coordonnées sont ensuite converties dans un système de coordonnées
cartésiennes ;
xj = cos(λ0j) cos(ϕ0j); yj = cos(λ0j) sin(ϕ0j); zj = sin(λ0j) (4.2)
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4. les coordonnées moyennes X, Y et Z sont converties en latitude ϕ et longi-





; λ = atan2(Y, X) 180
pi
(4.4)
Reprenons la répartition spatiale du mot wi illustrée dans la Figure 4.4. En uti-
lisant l’emplacement géographique de chaque occurrence (points rouges), nous
pouvons déterminer le centre géographique du mot wi. Celui-ci est matérialisé
par le repère rouge.
Définition 4.7 (Distance géographique entre mots). La distance d entre les mots
wi et wj qualifie la distance géographique entre leur répartition spatiale Si et Sj.
La distance entre les mots wi et wj, notée d(wi, wj) est telle que :
d(wi, wj) = dist(Φ(Si),Φ(Sj)) (4.5)
où Φ(Si) est une fonction qui agrège la répartition spatiale de wi en une locali-
sation. Par la suite, Φ(Si) calculera le centre géographique Bi de Si. La distance
géographique entre un géotexte oj et un mot wi est quant à elle définie par :
d(wi, oj) = dist(Φ(Si), oj.l) = dist(Bi, oj.l) (4.6)
2.2 Définition du problème
À partir de l’Observation 1 et de l’Hypothèse 1 formulées dans la Section 1, nous
définissons la problématique abordée dans cette contribution. Nous supposons
que les signaux issus des répartitions spatiales des mots pourraient contribuer à
la construction des plongements lexicaux. Pour cela, nous proposons d’injecter la
ressource spatiale dans le processus d’apprentissage des représentations (Faruqui
et al., 2015; Vulic et Mrksic, 2018). Cependant, les plongements lexicaux, même
corrigés ne permettent pas de distinguer complètement les différents sens d’un
même mot, puisqu’ils sont regroupés en un seul vecteur (Iacobacci et al., 2015;
Mancini et al., 2017). En d’autres termes, à chaque mot, ne correspond qu’une seule
représentation, c.-à-d. un seul vecteur. Ainsi, en tenant compte de l’Hypothèse 1,
nous souhaitons construire, pour chaque mot, un ensemble de représentations
basées sur ses statistiques d’occurrence au sein des objets géotextuels associés.
Formellement, soit un ensemble de représentations distribuées de mots W =
fw1, . . . , wjVjg, où wi 2 Rk est le vecteur k-dimensionnel construit pour un
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mot cible wi 2 V en utilisant un modèle de langue neuronal standard, p. ex.
le modèle Skip-Gram de Mikolov et al. (2013b). Notre objectif est de déterminer
pour chaque mot wi, l’ensemble des représentations des mots spatiaux associés
Wsi = fwsi,1, . . . , wsi,j, . . . , wsi,nig. Chaque vecteur de mot spatial wsi,j, issu d’une
représentation distribuée wi initiale, désigne la représentation distributionnelle lo-
calisée du mot wi sur une zone spatiale dense, et ni est le nombre de sens localisés
distincts du mot wi provenant de sa répartition spatiale sur les géotextes Oi auquel
il appartient (Définition 4.5).
Les problématiques inhérentes à notre contribution sont donc (1) de définir le
nombre de sens localisés ni pour chaque mot wi, et (2) d’injecter les connaissances
spatiales dans les représentations distribuées des mots. Dans les sections suivantes,
nous proposons des solutions pour résoudre ces deux problématiques.
3 Apprentissage a posteriori des plongements
lexicaux spatiaux
Nous présentons dans cette section notre contribution permettant de construire
les représentations distribuées des mots augmentées par des ressources spatiales.
Un aperçu général de la solution est d’abord introduit dans la Section 3.1. Nous
détaillons ensuite dans la Section 3.2 les différentes méthodes adoptées pour dé-
terminer les différents sens locaux des mots. Enfin, nous développons dans la Sec-
tion 3.3 l’algorithme mis en œuvre pour la régularisation a posteriori des plonge-
ments lexicaux.
3.1 Aperçu général de la solution
Nous proposons dans cette contribution une nouvelle méthode de régularisation
a posteriori permettant de construire des plongements lexicaux spatiaux. Une vue
d’ensemble de notre méthode est présentée par l’Algorithme 1.
L’apprentissage des plongements lexicaux spatiaux se décompose en deux par-
ties principales. La première partie de l’algorithme, dénommée détection des sens
locaux (lignes 1 à 4), consiste à identifier les « empreintes spatiales » de chacun des
mots, c.-à-d. les zones spatiales où ils sont denses. Pour cela, nous commençons
par calculer les répartitions spatiales Si des mots du vocabulaire V à l’aide de la
fonction ExtractionObjets (ligne 3), puis identifions leurs différents sens locaux
à l’aide de la fonction PartitionnementSpatial (ligne 4). Dans le cadre de cette
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contribution, nous envisageons deux méthodes pour identifier les sens locaux : (1)
l’une via une méthode de clustering, en exploitant l’algorithme des k-moyennes
(MacQueen et al., 1967) ; (2) et l’autre via une méthode probabiliste, en utilisant
la méthode de Parzen-Rosenblatt (Parzen, 1962). Cette première partie est décrite
dans la Section 3.2.
La deuxième partie de l’algorithme, dénommée plongements lexicaux spatiaux
(lignes 5 à 12) permet de corriger les plongements lexicaux préalablement
construits en tenant compte des répartitions spatiales des mots. Pour affiner les
représentations des mots en tenant compte de leur contexte spatial, nous propo-
sons d’utiliser les représentations des mots proches spatialement, déterminés par
la fonction Voisins (ligne 9), ainsi que les représentations des mots distants spa-
tialement, déterminés quant à eux par la fonction Distants (ligne 10). L’étape de
régularisation, opérée par la fonction Régularisation (ligne 11), s’effectue en te-
nant compte des mots contenus dans les deux ensembles. Cette deuxième partie
est décrite dans la Section 3.3.
Algorithme 1 : Construction des plongements lexicaux spatiaux.
Entrées : Vocabulaire V ; Ensemble des représentations distribuées de mots
W = fw1, . . . ; wjVjg ; Ensemble des objets géotextuels O
Sorties : Ensemble des représentations distribuées de mots
Ws = fws1,1, . . . , ws1,n1 , . . . , wsjVj,1, . . . , wsjVj,nkg
1 # Détection des sens locaux (Section 3.2)
2 pour i 2 f1, .., jVjg faire
3 Si = ExtractionObjets(wi, O)
4 PartitionnementSpatial(Si)
5 # Plongements lexicaux spatiaux (Section 3.3)
6 répéter
7 pour i 2 f1, .., jVjg faire
8 pour j 2 f1, .., nig faire
9 W+i,j = Voisins(w
s
i,j)
10 W i,j = Distants(w
s
i,j)






3.2 Détection des sens locaux des mots
Notre objectif est de construire des plongements lexicaux augmentés par la
connaissance spatiale. Néanmoins, avant d’obtenir ces nouvelles représentations,
nous souhaitons déterminer les différentes spécificités locales des mots, comme
110 régularisation spatiale de plongements lexicaux
évoqué dans l’Hypothèse 1. Pour cela, nous commençons par déterminer les
répartitions spatiales Si des mots du vocabulaire V , à l’aide de la fonction
PartitionnementSpatial, que nous spécifions à l’aide de la Définition 4.5. Nous
proposons ensuite de partitionner les répartitions spatiales Si pour déterminer
leurs « empreintes spatiales », c.-à-d. les zones où ils sont denses. Nous envisa-
geons deux méthodes : l’une via un partitionnement spatial des données à l’aide
d’une méthode de clustering (algorithme des k-moyennes) que nous décrivons
dans la Section 3.2.1 ; l’autre via une méthode probabiliste (méthode de Parzen-
Rosenblatt), que nous détaillons dans la Section 3.2.2.
3.2.1 Méthode de clustering : algorithme des k-moyennes
Dans cette première méthode, nous proposons d’utiliser une méthode de clus-
tering. Pour chaque mot wi du vocabulaire V , nous commençons par déterminer
sa répartition spatiale Si (Algorithme 1, ligne 3). Pour identifier les zones spa-
tiales denses du mot wi, nous effectuons un partitionnement spatial à l’aide de la
méthode des k-moyennes (MacQueen et al., 1967) (Algorithme 1, ligne 4). Formel-
lement, étant donné un ensemble de points oi,1.l, oi,2.l,    2 Si, nous cherchons à
partitionner les points en ni ensembles Ei = fEi,1, Ei,2, . . . , Ei,nig en minimisant la









où Bi,j est le centre géographique (ou barycentre) calculé pour l’ensemble Ei,j
(Définition 4.6). Les ni groupes spatiaux sont représentés par leurs barycentres
Bi = fBi,1,    ,Bi,nig, où Bi,j est le j-ième barycentre du mot wi et ni le nombre
optimal de groupes pour le mot wi. Chaque barycentre Bi,j peut être vu comme
un représentant spatial de la zone qui donne lieu à un sens local du mot wi, qui
sera ensuite représenté par le vecteur distribué wsi,j, que nous détaillons dans la
Section 3.3.
Exemple 4.4 (Partitionnement spatial en k-moyennes du mot dinosaure). Un exemple
de partitionnement spatial est présenté en Figure 4.5 pour le mot dinosaure dans la
ville de New York et ses environs. Chaque point sur la Figure 4.5a correspond à
une occurrence du mot dinosaure. L’application de l’algorithme de partitionnement
nous permet d’obtenir quatre barycentres, chacun révélant une spécificité locale
du mot dinosaure, comme le révèle Figure 4.5b. Les points marrons sont plutôt
associés à une chaîne de restauration populaire à New York, Dinosaur Bar-B-Que,
qui possède notamment des établissements dans le quartier de Manhattan et la
ville de Newark, tandis que le point vert est plutôt associé au American Museum of
Natural History, un musée consacré, entre autres, aux dinosaures.
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(a) Répartition spatiale. (b) Barycentres des sens locaux.
Figure 4.5 – Exemple du partitionnement en k-moyennes appliqué au mot dinosaure dans
la région de New York.
Dans cette méthode, le nombre de groupes spatiaux ni considérés pour chaque
mot, c.-à-d. le nombre de sens locaux, dépend d’une valeur fixée. Cette dernière
peut être identique pour tous les mots ou différente. Nous pensons qu’utiliser une
valeur de ni identique pour tous les mots serait fortement discutable. En effet, cer-
tains mots du vocabulaire ne présentent raisonnablement qu’un seul sens, comme
les mots vides par exemple, tandis que d’autres peuvent présenter une multitude
de spécificités locales, comme le mot football. Ainsi, nous proposons de détermi-
ner, pour chaque mot wi, le nombre ni optimal à l’aide du coefficient de silhouette
(Rousseeuw, 1987). La qualité de cette méthode repose donc de façon critique sur
le nombre de groupes spatiaux à considérer pour chaque mot. Cette limite nous
conduit à proposer une autre méthode, où le nombre de sens locaux ne sera pas
fixé manuellement, mais automatiquement à l’aide de mesures statistiques.
3.2.2 Méthode probabiliste : méthode de Parzen-Rosenblatt
Dans cette variante, nous adoptons une méthode probabiliste pour déterminer
les sens locaux des mots. Dans la littérature, de précédents travaux ont déjà uti-
lisé les contextes spatiaux des mots pour déterminer ceux qui sont spécifiques à
une région ou pertinent dans un contexte spatial donné (Laere et al., 2014; Ozdikis
et al., 2019). Ils reposent principalement sur l’utilisation de la méthode de Parzen-
Rosenblatt, aussi appelée méthode d’estimation par noyau (KDE) (Parzen, 1962).
Notre objectif ici est d’introduire un ensemble de mesures, dérivées du KDE, per-
mettant d’identifier les mots ayant une forte empreinte spatiale, c.-à-d. spécifiques
à une ou plusieurs régions (Section 3.2.2.1) et de différencier leurs sens locaux
(Section 3.2.2.2).
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3.2.2.1 Répartition géographique des mots
Dans la lignée des travaux de Laere et al. (2014), nous proposons de calculer
pour chaque mot wi la distribution de probabilités de ses emplacements, notée
pKDE(Gjwi), où les lieux d’apparitions des mots sont considérés comme les cellules
d’une grille G divisée en grilles de 200 200 mètres. La probabilité pKDE(Gjwi) est
obtenue en utilisant l’estimation par noyau définie par :





où K est le noyau Gaussien et θ (en degrés latitude/longitude) la fenêtre qui régit
le degré de lissage de l’estimation. De même, à partir de tous les emplacements
géographiques des mots issus d’un ensemble de géotextes, nous calculons la dis-
tribution générale pKDE(G).
Exemple 4.5 (Visualisation des densités de probabilités calculées). La Figure 4.6 pré-
sente les cartes de chaleur des densités de probabilités calculées sur la distribution
générale pKDE(G) dans les environs de New York (Figure 4.6a) et de Singapour (Fi-
gure 4.6b), sur le mot dinosaure (Figure 4.6c) et sur le mot marynabay (Figure 4.6d).
La distribution générale (Figures 4.6a et 4.6b) présente deux pics principaux dans
les quartiers de Manhattan à New York et de Downton Core à Singapore. A contra-
rio, la distribution du mot dinosaure (Figure 4.6c) montre plusieurs pics, répartis
dans différents quartiers de New York, indiquant ainsi la présence d’ambiguïtés
lexicales. Enfin, la distribution du mot marinabay (Figure 4.6d) présente surtout
des pics de concentration autour de la Marina Bay de Singapour.
À partir des distributions de probabilités calculées, nous allons maintenant étu-
dier la dispersion géographique des mots à l’aide de la mesure d’entropie. L’intui-
tion est la suivante : plus les occurrences d’un mot sont fréquemment regroupées
autour de quelques emplacements, plus il est probable que ce mot ait une signi-
fication spécifique dans ces emplacements. Ainsi, les mots regroupés autour de
peu d’emplacements devraient être favorisés. Autrement dit, plus la distribution
de probabilités pKDE(Gjwi) est concentrée autour de quelques pics, plus l’entropie
de cette distribution sera faible, et plus le mot wi sera pertinent. Toutefois, lors de
l’estimation de pKDE(Gjwi), le nombre total d’occurrence du mot wi n’a pas été
pris en compte. De fait, un mot qui n’apparaîtrait qu’une seule fois dans la collec-
tion aura une distribution de probabilités avec une valeur d’entropie de 0. Pour
faire face à ce problème, Laere et al. (2014) ont proposé de lisser les probabilités
pKDE(Gjwi) en fonction du nombre total d’occurrences du mot wi. Ainsi, en uti-
lisant un lissage Bayésien combiné à une loi de probabilités a priori de Dirichlet,
nous obtenons :
pDir(gjwi) = pKDE(gjwi) Ni + µ pKDE(g)Ni + µ (4.9)
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(a) Distribution générale pKDE(G) dans les
environs de New York.
(b) Distribution générale pKDE(G) dans les
environs de Singapour.
(c) Distribution du mot dinosaure dans les
environs de New York.
(d) Distribution du mot marinabay dans les
environs de Singapour.
Figure 4.6 – Carte de chaleur des densités calculées pour la distribution générale dans
les environs de New York (a) et Singapour (b), le mot dinosaure (c) et le mot
marinabay (d), en utilisant la méthode d’estimation par noyau.
avec Ni, le nombre d’occurrences du mot wi, et µ 2 [0,+∞] un paramètre qui
contrôle le nombre d’occurrences que nous devrions considérer pour abandonner
l’idée que les occurrences de wi suivent la distribution générale. Notons que si
nous considérons de faibles valeurs de µ, nous sélectionnerions des mots plus
rares (c.-à-d. ayant de faibles occurrences). Après l’étape de lissage, nous utilisons
la mesure d’entropie pour ordonnancer les mots.
H(Gjwi) =   ∑
g2G
pDir(gjwi) log(pDir(gjwi)) (4.10)
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3.2.2.2 Identification des différents sens locaux
L’étape précédente nous a permis de calculer, pour chaque mot, sa répartition
géographique via une mesure d’entropie. Partant des résultats obtenus, nous sélec-
tionnons un sous-ensemble de mots ayant des valeurs d’entropies les plus faibles
(c.-à-d. inférieur à un seuil fixé) pour lesquels nous allons identifier les différents
sens locaux. Ce sous-ensemble de mots est noté V 0  V . Dans le cadre de nos ex-
périmentations, nous avons retenu les mots ayant une valeur d’entropie inférieure
à deux écarts-types par rapport à la moyenne (c.-à-d. H(Gjwi) < µH   2 σH). Les
différentes étapes de réalisation sont présentées dans l’Algorithme 2 et illustrées
dans la Figure 4.7.
Algorithme 2 : Identification des sens locaux des mots.
Entrées : Sous-ensemble du vocabulaire V 0 ; Probabilités lissées pDir(Gjw)
Sorties : Sens locaux des mots
1 pour i 2 f1, .., jV 0jg faire
2 Gi = SélectionTopGrilles(pDir(Gjwi))
3 Gli = RegroupementSpatial(Gi)
4 Gsi = RegroupementSémantique(G
s
i )
Dans un premier temps, pour chaque mot wi 2 V 0, nous sélectionnons, à l’aide
de la fonction SélectionTopGrilles, les grilles les plus pertinentes, c.-à-d. les
grilles g 2 G ayant les probabilités pDir(gjwi) les plus élevées (Algorithme 2, ligne
2). Concrètement, dans le cadre de nos expérimentations, nous n’avons conservé
que les grilles ayant une probabilité incluse dans l’intervalle de probabilité qui
suit le neuvième décile divisant la loi de probabilité pDir(gjwi). Ainsi, chacune
des grilles retenues peut être vue comme une spécificité locale du mot wi. À titre
d’exemple, dans la Figure 4.7, à partir de l’ensemble des distributions de proba-
bilités associées au mot wi (Figure 4.7a), l’étape de sélection permet de ne retenir
que les six grilles les plus pertinentes (Figure 4.7b).
Dans un deuxième temps, nous regroupons les grilles Gi,j 2 Gi (j = 1, . . . , jGij)
adjacentes à l’aide de la fonction RegroupementSpatial (Algorithme 2, ligne 3),
afin de former un nouvel ensemble de grilles, noté Gli . Cette étape est portée par
l’intuition suivante : si les sens locaux d’un même mot sont proches spatialement,
alors ils ont un sens proche. Dans notre cas, deux grilles sont considérées comme
proches spatialement si elles sont contiguës. Cette intuition rejoint l’Hypothèse 1
formulée dans la Section 1 et nous permet de réduire le nombre de sens locaux
(associés aux grilles Gi). En reprenant l’exemple de la Figure 4.7, nous réduisons
ainsi le nombre de sens locaux à trois (Figure 4.7c).
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(a) Distribution des probabilités pDir(Gjwi).





(b) Sélection des grilles Gi pertinentes.





(c) Regroupement spatial des grilles Gli .





(d) Regroupement sémantique des grilles Gsi .
Figure 4.7 – Exemple d’identification des sens locaux du mot wi à partir des distributions
spatiales pDir(Gjwi).
Enfin, dans un troisième temps, à partir des grilles regroupées spatiale-
ment Gli , nous effectuons un regroupement sémantique à l’aide de la fonction
RegroupementSémantique pour obtenir l’ensemble des grilles Gsi (Algorithme 2,
ligne 4). L’idée sous-jacente est que tous les sens locaux restants ne sont pas néces-
sairement différents. Par exemple, avec les étapes précédentes, nous pourrions
avoir déterminé et regroupé plusieurs zones géographiques, c.-à-d. des grilles,
où le terme « subway » est dense. Cependant, parmi toutes ces grilles, certaines
peuvent faire allusion à la chaîne de restauration rapide Subway, tandis que
d’autres peuvent faire allusion aux transports en commun (subway est la déno-
mination du métro à New York). Dès lors, il nous semble pertinent de regrouper
les grilles ayant un champ lexical proche. Formellement, pour chaque grille Gli,j
(j 2 1, . . . , jGli j), nous récupérons l’ensemble des termes w mentionnés par les
géotextes o publiés dans les grilles de l’ensemble Gli,j, ainsi que les Idf associés
(calculés sur l’ensemble de la collection). Cet ensemble est noté Xi,j. Nous calcu-
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lons ensuite les similarités grille-à-grille à l’aide du coefficient de corrélation des
rangs de Spearman :
sim(Gli,j, G
l
i,k) = ρ(rgXi,j , rgXi,k) (4.11)
où rgXi,j et rgXi,k sont les variables de rang calculées à partir des données Xi,j et Xi,k.
Les ensembles Gli,j et G
l
i,k sont considérés comme similaires si leur similarité dé-
passe un seuil fixé à 0, 5. Pour conclure avec l’exemple de Figure 4.7, à partir des
ensembles rouge, vert et bleu (Figure 4.7c), nous calculons les similarités deux
à deux, ce qui nous conduit à ne retenir que deux ensembles de grilles (bleu et
rouge), correspondant à deux sens locaux du mot wi (Figure 4.7d).
3.3 Régularisation a posteriori des plongements lexicaux
Dans la section précédente, nous avons déterminé les différentes spécificités
locales des mots, c.-à-d. leurs sens locaux. Nous abordons à présent l’étape prin-
cipale de construction des plongements lexicaux augmentés par la connaissance
spatiale. Nous commençons par détailler dans la Section 3.3.1 la méthode proposée
pour corriger les représentations distribuées des mots préalablement entraînées (re-
trofitting). Enfin, dans la Section 3.3.2, nous détaillons l’intégration des contraintes
spatiales dans le modèle de régularisation.
3.3.1 Correction des plongements lexicaux
La construction des représentations distribuées spatiales d’un mot wi, notées
wsi,j, s’appuie sur un processus de régularisation a posteriori du vecteur distribué
wi 2 W en considérant à la fois les mots voisins W+i,j et les mots éloignés W i,j
des sens locaux wsi,j. Dans la section suivante nous détaillons les concepts de mots
voisins et éloignés.
Notre objectif est d’apprendre l’ensemble des représentations distribuées spa-
tiales des mots Ws, autrement dit, de corriger les plongements lexicaux W préa-
lablement entraînés (Algorithme 1, ligne 5). Nous contraignons que le vecteur de
représentation wsi,j soit :
1. géométriquement proche (selon une métrique de distance), c.-à-d. sémanti-
quement relié, de la représentation distribuée du mot wi ;
2. géométriquement proche de ses voisins spatiaux W+i,j ;
3. géométriquement non proche des mots spatialement distants W i,j .
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Pour répondre à notre objectif de rapprocher sémantiquement les mots proches
spatialement et d’éloigner sémantiquement les mots distants spatialement, nous

















d(wi, wj) = 1  sim(wi, wj) (4.13)
sim(wi, wj) =
wi wj
jjwijj  jjwjjj (4.14)
où wi 2 W est la représentation distribuée du mot wi, issue d’une matrice de
plongements lexicaux préalablement entraînée ; wsi,j 2 Ws est la représentation
distribuée corrigée d’un des sens locaux du mot wi ; d(wi) (Équation 4.13) est une
mesure de distance dérivée de la mesure de similarité du cosinus ; sim(wi, wj)
(Équation 4.14) est la similarité du cosinus ; W+i,j et W
 
i,j sont respectivement les
ensembles des mots voisins et distants du mot local wsi,j et seront définis dans la
Section 3.3.2 ; α, β, γ  0 sont des hyperparamètres qui contrôlent l’importance
relative de chaque terme. La fonction objectif Ψ étant différentiable, nous la mini-
misons par une descente de gradient. Par la suite, Wskm désignera les plongements
lexicaux spatiaux dont les sens locaux wsi,j ont été déterminés par la méthode de
clustering (k-moyennes). De même, Wskde désignera les plongements lexicaux des
sens locaux issus du partitionnement probabiliste (KDE).
3.3.2 Intégration des contraintes spatiales
Pour intégrer les contraintes spatiales dans le modèle de régularisation Ψ (Équa-
tion 4.12), nous devons déterminer les ensembles des mots voisins W+i,j et des mots
distants W i,j pour chacun des sens locaux w
s
i,j (Algorithme 1, lignes 9 et 10). Deux
solutions sont envisagées : l’une adaptée aux sens locaux déterminés par la mé-
thode de clustering (Section 3.2.1), l’autre adaptée aux sens locaux déterminés par
la méthode probabiliste (Section 3.2.2). Ces deux solutions sont décrites dans les
sections suivantes en détaillant les fonctions Voisins (Algorithme 1, ligne 9) et
Distants (Algorithme 1, ligne 10) utilisées dans l’Algorithme 1.
3.3.2.1 Méthode de clustering : recherche des mots voisins et des mots distants
L’Algorithme 3 détaille les fonctions Voisinskm et Distantskm utilisées pour la
recherche des mots voisins et distants pour les sens locaux déterminés selon la
méthode de clustering. La Figure 4.8 illustre les différentes étapes de l’algorithme.
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Algorithme 3 : Recherche des ensembles de mots voisins et distants (k-
moyennes).
Entrées : Sens local wsi,j, Vocabulaire V ; Barycentre Bi,j ; Ensemble des bary-
centres B ; Rayon des mots proches r+ ; Rayon des mots distants r 
Sorties : Ensemble des mots voisins W+i,j ; Ensemble des mots distants W
 
i,j
1 Fonction Voisinskm(wsi,j, V ,Bi,j,B, r+)
2 Vcandidats = V n wi
3 W+i,j = {}
4 pour k 2 f1, .., jVcandidatsjg faire
5 pour l 2 f1, .., nkg faire
6 si dist(Bi,j,Bk,l) < r+ alors





10 Fonction Distantskm(wsi,j, V ,Bi,j,B, r )
11 W+i,j = Voisinskm(w
s
i,j, V , Bi,j,B, r )
12 W i,j = V nW+i,j
13 retourner W i,j
Considérons le sens local wsi,j, représenté par son barycentre Bi,j (Définition 4.6),
comme illustré dans la Figure 4.8a (point gris surmonté d’un marqueur bleu). Pour
rechercher l’ensemble des mots proches W+i,j , à l’aide de la fonction Voisinskm,
nous commençons par déterminer Vcandidats, l’ensemble des mots candidats (Algo-
rithme 3, ligne 2). Dans notre exemple, cet ensemble est composé de tous les points
colorés, c.-à-d. les barycentres des mots, présents sur la carte de la Figure 4.8b, le
point gris étant exclu. Nous parcourons ensuite, pour chaque mot wk candidat
(Algorithme 3, ligne 4), ses sens locaux wsk,l représentés par les barycentres Bk,l
(Algorithme 3, ligne 5). Dans le cas où la distance spatiale séparant le barycentre
Bi,j du barycentre Bk,l est inférieure à un seuil r+ (Algorithme 3, lignes 6), le mot
wsk,l associé à ce barycentre est ajouté à l’ensemble W
+
i,j (Algorithme 3, ligne 7). En
reprenant l’exemple de la Figure 4.8, l’ensemble des mots proches du sens local
wsi,j sont tous les points, c.-à-d. tous les barycentres, situés dans un rayon r
+ autour
de wsi,j. Ce rayon est matérialisé par la zone verte dans la Figure 4.8c.
De même, pour rechercher l’ensemble des mots distants W i,j , à l’aide de la fonc-
tion Distantskm, nous commençons par déterminer l’ensemble des mots voisins
situés dans un rayon r  autour du barycentre Bi,j (Algorithme 3, ligne 11). Ce
rayon est matérialisé par la zone rouge dans la Figure 4.8d. L’ensemble des mots
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(a) Sélection d’un mot wsi,j.
(b) Sélection des mots candidats
Vcandidats.
(c) Sélection des mots situés dans un
rayon r+ autour du mot wsi,j.
(d) Exclusion des mots situés dans un
rayon r  autour du mot wsi,j.
Figure 4.8 – Exemple de sélection des mots proches et des mots distants du mot wsi,j issu
du partitionnement en k-moyennes. Chaque point de couleur correspond au
barycentre Bi,j d’un sens local wsi,j.
distants est donc constitué des mots qui ne sont pas contenus dans l’ensemble des
mots voisins (Algorithme 3, ligne 12).
Il convient de noter que les mots compris entre les rayons r+ et r  autour du
barycentre ne sont pas considérés pour régulariser les représentations distribuées
des mots puisque considérés comme non discriminants.
3.3.2.2 Méthode probabiliste : recherche des mots voisins et des mots distants
L’Algorithme 4 détaille les fonctions Voisinskde et Distantskde utilisées pour la
recherche des mots voisins et distants pour les sens locaux déterminés selon la
méthode probabiliste. La Figure 4.9 illustre les différentes étapes de l’algorithme.
Considérons le sens local wsi,j, représenté par l’ensemble des grilles G(wsi,j) dans
lesquels il est mentionné, comme illustré dans la Figure 4.9a (grilles grisées). Pour
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Algorithme 4 : Recherche des ensembles de mots voisins et distants (KDE).
Entrées : Sens local wsi,j ; Ensemble des grilles G ; Vocabulaire V
Sorties : Ensemble des mots voisins W+i,j ; Ensemble des mots distants W
 
i,j
1 Fonction Voisinskde(wsi,j, V)
2 Vcandidats = V n wi
3 W+i,j = {}
4 pour k 2 f1, .., jVcandidatsjg faire
5 pour l 2 f1, .., nkg faire
6 si G(wsk,l) \ G(wsi,j) alors





10 Fonction Distantskde(wsi,j, V)
11 W+i,j = Voisins(w
s
i,j, V)
12 W i,j = V nW+i,j
13 retourner W i,j
rechercher l’ensemble des mots proches W+i,j du sens local w
s
i,j, à l’aide de la fonc-
tion Voisinskde, nous commençons par déterminer Vcandidats, l’ensemble des mots
candidats (Algorithme 4, ligne 2). Dans notre exemple, cet ensemble est composé
de toutes les grilles avec des rayures horizontales présentes sur la carte de la Fi-
gure 4.9b. Nous parcourons ensuite, pour chaque mot wk candidat (Algorithme 4,
ligne 4), ses différents sens locaux wsk,l , représentés par l’ensemble des grilles
G(wsk,l) (Algorithme 4, ligne 5). Dans le cas où il y a une intersection entre les
ensembles G(wsk,l) et G(wsi,j) (Algorithme 4, lignes 6), le mot wsk,l est ajouté à l’en-
semble W+i,j (ligne 7). En reprenant l’exemple de la Figure 4.9, l’ensemble des mots
proches du sens local wsi,j sont tous ceux dont les grilles s’entrecroisent avec les
grilles grisées, c.-à-d. les grilles vertes et bleues sur la Figure 4.9c.
De même, pour rechercher l’ensemble des mots distants W i,j , nous commençons
par déterminer l’ensemble des mots voisins (Algorithme 4, ligne 11). L’ensemble
des mots distants est donc constitué des mots qui ne sont pas contenus dans
l’ensemble des mots voisins (Algorithme 4, ligne 12). Dans notre exemple, cet
ensemble est représenté par les grilles orange et rouges sur la Figure 4.9d.
4 évaluation expérimentale 121
(a) Sélection d’un mot wsi,j et des grilles
associées.
(b) Sélection des mots candidats Vcandidats
et leurs grilles respectives.
(c) Sélection des mots dont les grilles s’en-
trecoupent avec celles du mot wsi,j.
(d) Exclusion des mots dont les grilles
s’entrecoupent avec celles du mot wsi,j.
Figure 4.9 – Exemple de sélection des mots proches et des mots distants du mot wsi,j issu
du partitionnement probabiliste. Chaque grille de couleur correspond à l’em-
preinte géographique d’un sens local wsi,j.
4 Évaluation expérimentale
Afin d’évaluer la qualité de nos plongements lexicaux spatiaux, nous avons mis
en place un protocole d’évaluation comparative s’appuyant sur des tâches d’éva-
luation intrinsèques et extrinsèques. La question de recherche de notre évaluation
expérimentale est triple :
QR1 – Peut-on confirmer empiriquement l’Hypothèse 1 (Section 1) ?
QR2 – Dans quelle mesure les plongements lexicaux spatiaux permettent-ils de
saisir la sémantique d’un texte ?
QR3 – Quel est l’apport des plongements lexicaux spatiaux quant à leur capa-
cité à saisir les signaux de pertinence pour résoudre la tâche de prédiction
sémantique de l’emplacement ?
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Nous proposons de répondre à ces trois questions de recherche dans les sec-
tions suivantes. Nous commençons dans la Section 4.1 par répondre à QR1 en
validant l’Hypothèse 1. Pour répondre à QR2, nous menons, dans la Section 4.2,
une évaluation intrinsèque des plongements lexicaux spatiaux sur une tâche de
similarités de POIs. Enfin, nous répondons dans la Section 4.3 à QR3 en réalisant
une évaluation extrinsèque des représentations à l’aide de la tâche de prédiction
sémantique de l’emplacement.
4.1 Retour sur l’Hypothèse 1 (QR1)
Nous commençons notre évaluation expérimentale en revenant sur
l’Hypothèse 1. Pour rappel, nous supposions que les mots pouvaient vé-
hiculer des sens locaux différents, selon différentes zones. Partant de cette
hypothèse, nous avons proposé deux méthodes pour déterminer les sens locaux
des mots. Pour vérifier le bien-fondé de cette hypothèse, nous construisons les
cartes thermiques (ou heat map) des valeurs de similarité du cosinus entre les
représentations distribuées d’un échantillon de mots. Ces dernières devraient
nous permettre de visualiser les différents niveaux de similarité entre les mots
en fonction des régions. Afin de représenter les sens locaux des mots, nous
disposons d’une collection de géotextes (Section 4.2.1.1) que nous divisons en
deux sous-ensembles distincts, déterminés selon la ville dont ils sont originaires
(c.-à-d. à New York ou à Singapour). Pour chaque mot de chaque ville, nous
déterminons sa répartition spatiale représentée par un unique barycentre Bi
correspondant à sa zone d’apparition moyenne. Enfin, pour chaque paire de mots
(wi, wj), les similarités du cosinus sont atténuées par un facteur spatial fs(wi, wj)
qui permet de tenir compte de leur proximité spatiale. Formellement, fs(wi, wj)
est définie par :




avec d(Bi,Bj) la distance Haversine entre les barycentres de wi et wj et µ (resp.
σ) la distance moyenne (resp. l’écart type) entre toutes les paires de mots d’un
sous-ensemble. Les résultats de cette analyse sont présentés dans la Figure 4.10.
La Figure 4.10a montre la carte thermique non-pondérée (c.-à-d. similarité simple)
tandis que les Figures 4.10b et 4.10c montrent respectivement les cartes thermiques
pondérées par le facteur spatial pour les villes de New York et Singapour. Plus la
cellule est sombre, plus la paire de mots est similaire (c.-à-d. possède une valeur
de similarité du cosinus élevée).
Comme nous pouvons par exemple le constater dans la Figure 4.10, la cellule
(restaurants, dinosaur) est plus sombre sur la Figure 4.10b que sur la Figure 4.10a





































































(c) SIM PL-A (SG)
Figure 4.10 – Similarité du cosinus des plongements lexicaux (SIM PL) traditionnels (a),
amortis (SIM PL-A) par les distances des barycentres des mots dans les sous-
ensemble de New York (NY) (b) et de Singapour (SG) (c).
tandis qu’elle est plus claire sur la Figure 4.10c que sur la Figure 4.10a. D’une
manière générale, il n’y a pas de raison évidente pour que les mots restaurants et
dinosaur soient liés l’un à l’autre, comme le montre la similarité de leurs plonge-
ments lexicaux dans la Figure 4.10a. Cependant, nous avons noté l’existence d’une
chaîne de restaurants à New York, appelée Dinosaur Bar-B-Que, ce qui conduit
à une forte proportion d’objets géotextuels où les deux termes cooccurrent. Cela
conduit ainsi à une relation sémantique locale plus forte, pour cette paire de mots,
dans la ville de New York, comme le révèle la Figure 4.10b. Par ailleurs, l’observa-
tion conjointe de la Figure 4.10a et de ses variations spatiales dans la Figure 4.10b
et la Figure 4.10c fournit quelques indices sur le bien fondé de l’Hypothèse 1. En
effet, nous pouvons constater que les mots dinosaur et museum sont similaires quel
que soit l’endroit. En reliant cette observation à la précédente, nous pouvons en
déduire que le mot dinosaur pourrait se référer tant à museum qu’à restaurant dans
la ville de New York, comme le révèle la forte similarité avec des mots tels que
burger et cheese dans la Figure 4.10b qui est nettement moins prononcée dans la
Figure 4.10c. Ce raisonnement vaut également pour d’autres paires de mots telles
que burger et restaurants.
En résumé, cette analyse qualitative démontre que (1) la similarité sémantique
entre deux mots dépend de la distance spatiale entre les sources de ces mots (c.-à-d.
que plus les sources sont proches, plus les termes sont sémantiquement reliés) et
(2) que le mot peut avoir des sens distincts selon sa répartition spatiale au travers
des objets où il occurre. Cela valide l’Hypothèse 1 et motive la nécessité d’ap-
prendre des représentations distribuées distinctes pour un mot donné en fonction
de la zone géographique des objets qui le référencent.
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4.2 Évaluation intrinsèque : similarité de POIs (QR2)
L’objectif de cette première évaluation expérimentale est de mesurer la qualité
des plongements lexicaux spatiaux quant à leur capacité à saisir la sémantique
sous-jacente d’un texte. À cet égard, nous réalisons une tâche de similarité d’objets
géotextuels, dérivée de la tâche de proximité sémantique des phrases proposée dans
le cadre de l’évaluation SentEval (Conneau et Kiela, 2018). Cette tâche consiste à
quantifier, dans quelle mesure, la similarité entre deux géotextes représentés dans
un espace latent, peut se rapprocher des scores de similarités notés par un humain.
La qualité des représentations est mesurée par la corrélation de Spearman entre
les scores annotés manuellement et la similarité des représentations apprises par
nos modèles.
Plus précisément, soit une collection contenant des paires d’objets géotex-
tuels (oi, oj), dans le cas présent, des POIs, pour lesquelles un score de simi-
larité a été attribué par des assesseurs humains. Pour chaque objet géotextuel
o = [w(o)1 ,    , w(o)m ] de chacune des paires, nous commençons par déterminer sa
représentation distribuée bo en agrégeant les plongements lexicaux wk associés aux
mots w(o)k 2 o (Équation 5.14). Nous calculons ensuite la similarité du cosinus
entre les vecteurs de représentation associés aux paires d’objets (oi, oj), puis repor-
tons le coefficient de Spearman, noté ρsim, calculé entre le classement déterminé
par nos représentations, et le classement obtenu grâce aux scores attribués par les
experts humains.
Dans les sections suivantes, nous commençons par définir le cadre expérimental
de notre évaluation dans la Section 4.2.1 puis nous discutons les résultats obtenus
dans la Section 4.2.2.
4.2.1 Cadre expérimental
Dans la suite, nous décrivons le protocole d’évaluation permettant de répondre
à QR2. Nous commençons par présenter dans la Section 4.2.1.1 les jeux de données
utilisés pour l’apprentissage et l’évaluation intrinsèque des représentations. Nous
continuons en présentant les scénarios d’évaluation dans la Section 4.2.1.2 et les
modèles de référence dans la Section 4.2.1.3. Enfin, dans la Section 4.2.1.4, nous
donnons des détails sur l’implémentation de nos modèles et ceux de référence,
avec notamment le réglage des hyperparamètres.
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4.2.1.1 Jeux de données
Dans cette contribution, nous nous attachons à corriger des plongements lexi-
caux et à évaluer leur qualité. De ce fait, nous avons utilisé plusieurs collections
de données, que nous décrivons dans la suite.
Pour construire les répartitions spatiales des mots du vocabulaire et régulari-
ser les plongements lexicaux, nous avons utilisé la collection de tweets géotaggés
publiée par Zhao et al. (2016) et une collection de POIs et de critiques d’utilisa-
teurs publiés sur le réseau social Foursquare. Concernant la collection de Zhao
et al. (2016), cette dernière se compose d’environs 647 000 tweets géotaggés pu-
bliés dans les villes de New York et de Singapour entre septembre 2010 et janvier
2015 et collectés via l’API Twitter. La collection de POIs est quant à elle constituée
de 804 465 POIs et de 2, 183 millions critiques d’utilisateurs. Par ailleurs, chaque
POI est affilié à une catégorie (p. ex. restaurant chinois, piscine, etc.). L’ensemble
des catégories possibles est organisé selon une hiérarchie (p. ex. Art et Divertis-
sement est la catégorie parente des catégories Cinéma, Piscine, etc.) définie par
Foursquare 2.
Pour réaliser l’évaluation intrinsèque et donc mesurer la qualité des plonge-
ments lexicaux spatiaux à l’aide d’une tâche de similarité de POIs, nous avons
constitué notre propre collection selon le protocole suivant. Nous avons commencé
par sélectionner aléatoirement un échantillon de 500 POIs dans notre collection de
POIs détaillée ci-dessus. Pour chacun des POIs de cet échantillon, nous avons récu-
péré un ensemble de 20 POIs candidats, dont la première moitié (c.-à-d. 10 POIs)
est proche spatialement selon la distance Haversine, et l’autre moitié est proche sé-
mantiquement selon la mesure BM25. Notre collection se compose donc de 10 000
paires de POIs (POI, POI candidat) que nous avons fait annoter manuellement par
des juges humains.
Figure 4.11 – Aperçu de la tâche d’évaluation sur Amazon Mechanical Turk.
2. https://developer.foursquare.com/docs/build-with-foursquare/categories/
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Plus spécifiquement, nous avons réalisé une tâche d’annotation sur la plate-
forme de production participative (crowdsoursing) Amazon Mechanical Turk. L’ob-
jectif de cette tâche était de déterminer dans quelle mesure les deux POIs issus
d’une paire (POI, POI candidat) sont similaires. Pour cela, comme illustré dans la
Figure 4.11, nous avons présenté aux annotateurs les informations relatives aux
POIs, à savoir leur nom, leur description (si elle est disponible) et cinq avis pu-
bliés par les utilisateurs. Nous leur avons ensuite proposé d’évaluer, selon eux,
la similarité en choisissant d’attribuer une note comprise entre 1 (extrêmement
dissimilaire) et 4 (extrêmement similaire). Pour les guider, nous avons proposé
quelques exemples permettant de qualifier la similarité :
— deux POIs sont extrêmement similaires (4) s’ils partagent exactement les
mêmes propriétés. Une similarité extrême caractérise deux POIs apparte-
nant à la même catégorie ou au même type (p. ex. restaurant chinois). Voici
quelques exemples de POIs extrêmement similaires : deux restaurants viet-
namiens, le Palais de l’Élysée et la Maison Blanche ;
— deux POIs sont très similaires (3) s’ils partagent la plupart de leurs propriétés.
Une similarité forte caractérise deux POIs appartenant à la même catégorie
ou au même type. Voici quelques exemples de POIs très similaires : un stade
de football et un stade de baseball sont deux stades, un muséum d’histoire
naturelle et un musée d’art sont deux musées ;
— deux POIs sont légèrement similaires (2) s’ils partagent certaines propriétés.
Une similarité légère caractérise deux POIs n’appartenant pas à la même
catégorie mais partageant certaines propriétés. Voici quelques exemples de
POIs légèrement similaires : un casino et une salle d’arcade sont deux lieux
de divertissement, les montagnes et les parcs nationaux sont deux lieux na-
turels ;
— deux POIs sont extrêmement dissimilaires (1) s’ils ne partagent aucune
propriété. Une dissimilarité caractérise deux POIs n’appartenant pas à la
même catégorie et ne partageant aucune propriété. Voici quelques exemples
de POI dissemblables : un restaurant vietnamien et un terrain de baseball,
un cinéma et une gare.
Cette tâche a été rémunérée 0, 01$ par question. Pour plus de fiabilité, chaque
paire a été évaluée par trois juges, et le score final de pertinence est choisi comme
la moyenne des scores donnés par les trois annotateurs.
À l’issue de cette tâche d’annotation, nous avons construit une vérité terrain qui
nous permettra par la suite d’évaluer la qualité des similarités calculées par les scé-
narios proposés (Section 4.2.1.2) et les modèles de référence (Section 4.2.1.3). Pour
comparer les similarités, nous calculerons le coefficient de corrélation de Spear-
man entre les similarités de la vérité terrain et celles obtenus par les différents
modèles.
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4.2.1.2 Scénarios d’évaluation
Dans le cadre de cette évaluation expérimentale, nous évaluons trois configu-
rations, une première notée ρ-W utilisant les plongements lexicaux traditionnels,
une deuxième notée ρ-Wskm utilisant les plongements lexicaux spatiaux déterminés
à l’aide de la méthode de clustering, et une troisième notée ρ-Wskde utilisant les plon-
gements lexicaux spatiaux déterminés à l’aide de la méthode probabiliste. Pour les
scénarios adoptant les représentations Wskm, nous utilisons le sens local w
s
i,j le plus
proche en minimisant la distance Haversine entre l’emplacement du géotexte et le
barycentre du mot Bi,j. Pour les scénarios adoptant les représentations Wskde, nous
utilisons, s’il existe, le sens local wsi,j présent dans la grille associée au géotexte
considéré. Ces différentes configurations sont résumées dans le Tableau 4.1.
Scénarios Commentaires
ρsim-W Plongements lexicaux traditionnels
ρsim-Wskm Plongements lexicaux spatiaux (k-moyennes)
ρsim-Wskde Plongements lexicaux spatiaux (kde)
Tableau 4.1 – Configuration des scénarios utilisés pour l’évaluation intrinsèque.
4.2.1.3 Modèles de référence
Pour répondre à QR2 et évaluer la qualité intrinsèque de nos plongements lexi-
caux spatiaux Wskm et W
s
kde, nous comparons les résultats des scénarios ρsim-W
s
km
et ρsim-Wskde avec des modèles de référence. Ces modèles sont classés en quatre
catégories : (1) proximité textuelle (BM25, TfIdf) ; (2) proximité sémantique neuro-
nale (Doc2Vec) ; (3) proximité hiérarchique (SIMWP, SIMLC). Les caractéristiques
de ces modèles sont les suivantes :
— TFIDF (Salton et McGill, 1984) : modèle d’appariement traditionnel ;
— BM25 (Robertson et Jones, 1976) : modèle probabiliste de référence, large-
ment utilisé en RI textuelle ;
— DOC2VEC (Le et Mikolov, 2014) : modèle neuronal de représentation de do-
cuments dans un espace latent ;
— SIMWP (Wu et Palmer, 1994) : similarité sémantique de Wu et Palmer (1994)
s’appuyant sur la proximité hiérarchique des catégories associées aux objets
considérés. Son équation est la suivante :
SIMWP(p1, p2) =
2N3
N1 + N2 + 2N3
(4.16)
t1 et t2 sont respectivement les catégories associées aux POIs p1 et p2. tlcs
est défini comme la superclasse commune aux catégories t1 et t2. N1 est le
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chemin le plus court entre t1 et t2. N2 esy le chemin le plus court entre t2 et
tlcs. N3 est le chemin le plus court entre tlcs et la racine.
— SIMLC (Leacock et Chodorow, 1998) : similarité sémantique de Leacock et
Chodorow (1998) s’appuyant sur la profondeur hiérarchique entre les caté-
gories des objets considérés. Son équation est la suivante :






où D est la profondeur maximale de la taxonomie et N est le chemin le plus
courts entre t1 et t2.
4.2.1.4 Détails de mise en œuvre
L’objet de cette contribution étant de régulariser des plongements lexicaux à
l’aide de répartitions spatiales, il convient de disposer de vecteurs pré-entraînés
(Section 3.3.1). La matrice des plongements lexicaux W, utilisée par notre modèle
de régularisation Ψ, mais aussi par nos scénarios (ρsim-W, CM-W et CE-W) est
obtenue en utilisant l’implémentation du modèle Skip-Gram (Mikolov et al., 2013b)
de la librairie Python gensim (Rehurek et Sojka, 2010).
Le vocabulaire de la collection se compose initialement de 3, 2 millions de mots,
qui apparaissent au moins 3 fois dans le corpus. La fenêtre contextuelle a été
fixée à 5 mots. Les vecteurs de taille 300 ont été entraînés à partir d’un corpus de
documents issus de Wikipedia anglais 3 et d’un corpus de géotextes incluant des
tweets, des POIs et des critiques d’utilisateurs.
Dans le cadre de cette contribution, nous n’effectuons le partitionnement spatial
(Section 3.2) que sur les mots qui occurrent dans les collections décrites dans la
Section 4.2.1.1, ce qui représente 238 369 mots wi distincts. Avec la méthode de
clustering, nous avons déterminé 630 732 sens locaux. En excluant les mots n’ayant
qu’une seule empreinte spatiale (c.-à-d. un seul sens local wsi,j), soit 166 139 (69, 7%)
mots wi, nous comptons environ 6, 43 sens locaux wsi,j par mots. Concernant la
méthode probabiliste, la mesure d’entropie H(Gjwi) (Équation 4.10) nous a permis
de conserver 35 730 mots wi pour lesquels nous avons déterminé 435 286 sens
locaux, soit environ 12, 18 sens locaux par mots.
Notre modèle de régularisation est implémenté en utilisant l’API keras (Chollet
et al.). Les hyperparamètres par défaut utilisés pour les expérimentations sont les
suivants. Nous minimisons la fonction objectif Ψ par une descente du gradient, en
utilisant l’algorithme d’optimisation Adam (Kingma et Ba, 2015). Nous adoptons
la version mini-lots pour accélérer le processus de correction. Les hyperparamètres
3. https://dumps.wikimedia.org
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α, β et γ sont fixés à 1, ce qui permet d’accorder une importance égale aux diffé-
rents paramètres de le fonction de coût.
Concernant l’intégration des contraintes spatiales dans le modèle de régularisa-
tion avec la méthode de clustering, nous avons fixé respectivement les rayons r+ et
r  à 100 et 500 mètres pour la recherche des mots voisins et distants.
4.2.2 Résultats
Nous présentons dans cette section les résultats de notre évaluation de la qua-
lité des plongements lexicaux spatiaux au travers d’une tâche de similarité d’ob-
jets géotextuels. Cette tâche de similarité nous permet de mesurer l’aptitude des
plongements lexicaux à saisir la sémantique des textes. Les résultats empiriques
de l’évaluation, en terme de corrélation de Spearman, discutés dans cette section,
sont résumés dans le Tableau 4.2.












Tableau 4.2 – Comparaison de l’efficacité des plongements lexicaux spatiaux et des mo-
dèles de référence sur la tâche de similarité des POIs (corrélation de Spear-
man ρ).
Les résultats présentés montrent clairement que l’utilisation des plongements
lexicaux sont bénéfiques pour la tâche de similarité des objets géotextuels. En
effet, les modèles ρsim-x, avec une corrélation de Spearman variant de 0, 383 à
0, 426, obtiennent toujours de meilleurs résultats que les modèles de référence,
ayant une corrélation variant de 0, 178 à 0, 372. Plus spécifiquement, nous faisons
les observations suivantes.
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Similarité textuelle. Les modèles s’appuyant sur la proximité textuelle qui uti-
lisent donc une similarité terme à terme exacte (BM25 et TfIdf), n’obtiennent pas
de bonnes performances : il y a une très faible corrélation avec les jugements
humains. Le coefficient de corrélation de Spearman des modèles BM25 et TfIdf
atteint seulement des valeurs de 0, 178 et 0, 199. Ces résultats prouvent qu’il y a
une forte discordance du vocabulaire ente les géotextes. De fait, nous devons nous
tourner vers d’autres approches pour résoudre la tâche de similarité.
Similarité hiérarchique. Les modèles de l’état-de-l’art utilisant la proximité hié-
rarchique des catégories des POIs (SIMWP et SIMLC) comme critère de similarité
obtiennent des résultats prometteurs, avec une corrélation de 0, 372 (resp. 0, 342)
pour le modèle SIMWP (resp. SIMLC), sans toutefois dépasser les modèles utilisant
les plongements lexicaux. Toutefois ces résultats sont surprenants car les humains
utilisent généralement des informations beaucoup plus riches que les catégories
(et leur hiérarchie) pour analyser la similarité des POIs. Il semble donc évident que
des POIs partageant la même hiérarchie, c.-à-d. ayant plus ou moins les mêmes ca-
tégories et sous-catégories, sont proches sémantiquement, et partagent des motifs
communs.
Similarité sémantique. Finalement, les meilleures performances sont obtenues
avec les plongements lexicaux traditionnels et spatiaux. Plus spécifiquement, l’uti-
lisation des représentations distribuées traditionnelles W pour représenter les géo-
textes a permis d’améliorer l’ordonnancement des POIs, puisque nous obtenons
une corrélation de Spearman de 0, 383, contre 0, 372 pour le modèle SIMLC. Ce
premier résultat met en avant l’importance de l’aspect sémantique pour résoudre
la tâche de similarité. Cet aspect sémantique peut être capturé de plusieurs façons.
Dans cette évaluation expérimentale, nous avons testé deux approches : l’une via
l’agrégation de plongements lexicaux (ρsim-W, ρsim-Wskde et ρsim-W
s
km), l’autre via
l’apprentissage des représentations des géotextes dans un espace latent (Doc2Vec).
En comparant les performances des modèles ρsim-x et Doc2Vec, nous remarquons
que la qualité des résultats dépend fortement de la méthode utilisée pour repré-
senter les géotextes. En effet, le coefficient de corrélation du modèle Doc2Vec
n’atteint qu’une valeur de 0, 213, ce qui est moins efficace que les modèles de si-
milarité hiérarchique. Enfin, concernant les plongements lexicaux spatiaux Wskde
et Wskm, nous remarquons dans le Tableau 4.2, qu’ils surpassent eux aussi très net-
tement les modèles de référence, mais aussi le modèle de représentation utilisant
les plongements lexicaux traditionnels, en se rapprochant des jugements d’experts
humains. La corrélation de Spearman des modèles ρsim-Wskde et ρsim-W
s
km sont res-
pectivement de 0, 426 et 0, 402 contre 0, 383 pour le modèle traditionnel ρsim-W. De
fait, la régularisation des plongements lexicaux, via l’intégration de contraintes
spatiales, permet très clairement d’améliorer les représentations latentes des ob-
jets géotextuels. Toutefois, nous pouvons noter une différence de qualité entre les
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plongements lexicaux issus de la méthode par clustering (Wskm) et ceux issus de la
méthode probabiliste (Wskde). Nous y reviendrons en détail dans la Section 4.3.2.
En résumé, les résultats indiquent que la méthode utilisée pour représenter les
géotextes est primordiale pour résoudre notre tâche de similarité. Une similarité
s’appuyant uniquement sur la proximité textuelle ou la proximité hiérarchique
des POIs se révèle moins performante qu’une similarité fondée sur la proximité
sémantique, au travers de l’agrégation de plongements lexicaux. Enfin, les résul-
tats montrent clairement l’intérêt de prendre en compte des contraintes spatiales
pour construire les représentations latentes des géotextes.
4.3 Évaluation extrinsèque : prédiction sémantique de l’em-
placement (QR3)
L’objectif de cette seconde évaluation est de mesurer l’efficacité des représenta-
tions des géotextes dans une tâche d’appariement, quant à leur capacité à saisir les
signaux de pertinence. Pour mener cette évaluation extrinsèque, nous considérons
la tâche de prédiction sémantique de l’emplacement (Section 2.3 du Chapitre 2).
Cette tâche consiste à apparier des géotextes, ici des tweets, à des objets spatiaux
sémantiquement liés représentés par des POIs.
Nous adoptons deux méthodes d’évaluation impliquant l’utilisation de plonge-
ments lexicaux : le réordonnancement de POIs et l’expansion de tweets.
Réordonnancement de POIs
Cette méthode vise à améliorer le score de pertinence d’un document, ici un
géotexte représenté par un POI, avec un score supplémentaire, issu des plonge-
ments lexicaux appris. Pour cela, nous adaptons le modèle Class proposé par
Zhao et al. (2016), défini par l’Équation 4.18, qui combine initialement un score
d’appariement s’appuyant sur la distance, avec un modèle de langue. Notre choix
est motivé par le fait qu’il comporte une composante d’appariement des mots
(∏w2t P(wjp)) qui permet aisément d’injecter des représentations distribuées d’ob-
jets géotextuels dans le calcul du score d’appariement.









Plus précisément, pour un objet géotextuel o = [w(o)1 ,    , w(o)m ] donné, p. ex. un
tweet t ou un POI p, nous commençons par déterminer sa représentation distri-
buée bo (Équation 3.13). Nous révisons ensuite le calcul du score d’appariement en
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remplaçant le score donné par le modèle de langue (∏w2t P(wjp)) par la similarité
du cosinus de la paire de représentations distribuées (bt, bp) :






 sim(bt, bp) (4.19)
où σ2 est la variance empirique de la distance d et bt et bp sont respectivement les
représentations distribuées du tweet t et du POI p. Par la suite, Score(t, p) sera
noté CM.
Expansion de tweets
Cette méthode consiste à réécrire le tweet, en exploitant la proximité de ses mots
dans l’espace des plongements lexicaux. L’intuition est que la pertinence pourrait
être déterminée en calculant les similarités entre les représentations des tweets
d’un côté et les représentations des mots de l’autre. Nous suivons l’approche d’ex-
pansion de requête proposée par Zamani et Croft (2016). Celle-ci consiste à réécrire
le tweet en exploitant la proximité des mots dans l’espace des représentations dis-
tribuées.









avec t le tweet étendu. Par la suite, Score(t, p) sera noté CE. Les mots étendus
sont sélectionnés comme suit :
1. nous déterminons un ensemble de mots candidats V 2 V , obtenu à partir
des mots contenus dans une liste ordonnée de POIs classés par le modèle
Class pour le tweet t ;
2. nous calculons une distribution probabiliste en utilisant l’espace sémantique
du tweet. Formellement, la probabilité de chaque terme w, étant donné la
représentation distribuée bt du tweet, est calculée par :
p(wjbt) = sim(w,bt)
∑w02V sim(w0,bt) ; (4.21)
3. nous considérons les top m termes ayant la probabilité p(wjbt) la plus élevée,
pour étendre le tweet.
Pour évaluer la qualité extrinsèque des plongements lexicaux spatiaux, nous
réalisons donc une tâche de prédiction sémantique de l’emplacement selon les
deux approches décrites ci-dessus. De ce fait, pour chaque tweet t de la collec-
tion d’évaluation, les 200 POIs les plus proches spatialement sont sélectionnés et
retenus comme candidats potentiels (Acc@200 = 100%). L’ordonnancement via les
modèles de référence et scénarios s’appuie donc sur cette liste.
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Dans les sections suivantes, nous commençons par définir le cadre expérimental
de notre évaluation dans la Section 4.3.1 puis nous discutons les résultats obtenus
dans la Section 4.3.2.
4.3.1 Cadre expérimental
Dans la suite, nous décrivons le protocole d’évaluation permettant de répondre
à QR3. Nous commençons par présenter dans la Section 4.3.1.1 les jeux de don-
nées utilisés pour l’évaluation extrinsèque des représentations. Nous continuons
en présentant les scénarios d’évaluation dans la Section 4.3.1.2 et les modèles de
référence dans la Section 4.3.1.3. Enfin, dans la Section 4.3.1.4, nous détaillons les
mesures utilisées pour évaluer la qualité de nos plongements lexicaux spatiaux.
4.3.1.1 Jeux de données
Pour réaliser l’évaluation extrinsèque, et donc mesurer la qualité des plonge-
ments lexicaux spatiaux à l’aide d’une tâche de prédiction sémantique de l’empla-
cement, nous avons utilisé la collection de tweets géotaggés publiée par Zhao et al.
(2016) et décrite dans la Section 4.2.1.1.
L’objectif de notre tâche d’évaluation étant d’associer des POIs avec des tweets,
nous n’avons conservé qu’un échantillon de tweets sémantiquement reliés à un
POI. Pour constituer cette collection, Zhao et al. (2016) ont effectué une annotation
permettant de déterminer si les tweets étaient liés à des POIs ou non. D’une part,
grâce à l’aide de trois annotateurs, et d’autre part en recherchant des check-in
tweets. Les check-in tweets sont des tweets publiés depuis l’application Foursquare
lorsqu’un utilisateur effectue le check-in d’un POI. Ils se présentent généralement
sous la forme « XXX (@ YYY @ ZZZ) » où « XXX » est le texte rédigé par l’utilisateur,
et « (@ YYY @ ZZZ) » la partie relative à Foursquare, où « YYY » contient le nom
du POI et « ZZZ » son emplacement géographique (quartier, ville, région, etc.). Il
convient de noter que par la suite, la partie relative à Foursquare a été retirée des
check-in tweets.
Finalement, puisque la tâche d’évaluation repose sur des tweets liés à des POIs,
nous avons écarté les tweets non pertinents (c.-à-d. non liés à des POIs) et sé-
lectionné un échantillon de tweets pour constituer l’ensemble d’évaluation. Ce
dernier se compose de 7 364 tweets sémantiquement reliés à un POI.
4.3.1.2 Scénarios d’évaluation
Dans le cadre de cette évaluation expérimentale, et pour chacune des tâches
décrites ci-dessus, nous évaluons trois configurations, une première utilisant les
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plongements lexicaux traditionnels (notée x-W), une deuxième utilisant les plon-
gements lexicaux spatiaux déterminés à l’aide de la méthode de clustering (notée
x-Wskm), et une troisième utilisant les plongements lexicaux spatiaux déterminés à
l’aide de la méthode probabiliste (notée x-Wskde). Pour les scénarios adoptant les
représentations Wskm, nous utilisons le sens local w
s
i,j le plus proche en minimisant
la distance Haversine entre l’emplacement du géotexte et le barycentre du mot Bi,j.
Pour les scénarios adoptant les représentations Wskde, nous utilisons, s’il existe, le
sens local wsi,j présent dans la grille associée au géotexte considéré. Ces différentes





CM-Wskm Plongements lexicaux spatiaux (k-moyennes)
CM-Wskde Plongements lexicaux spatiaux (KDE)
Expansion
de tweets
CE-W Plongements lexicaux traditionnels
CE-Wskm Plongements lexicaux spatiaux (k-moyennes)
CE-Wskde Plongements lexicaux spatiaux (KDE)
Tableau 4.3 – Configuration des scénarios utilisés pour l’évaluation extrinsèque.
4.3.1.3 Modèles de référence
Pour répondre à QR3 et évaluer la qualité extrinsèque de nos plongements lexi-
caux spatiaux Wskm et W
s
kde, nous comparons les résultats de nos scénarios avec des
modèles de référence. Ces modèles sont classés en trois catégories : (1) proximité
spatiale (Dist) ; (2) appariement textuel (BM25) ; (3) une combinaison des deux
(Class). Les caractéristiques de ces modèles sont les suivantes :
— DIST (De Smith et Goodchild, 2007) : modèle d’ordonnancement spatial ;
— BM25 (Robertson et Jones, 1976) : modèle probabiliste de référence, large-
ment utilisé en RI textuelle ;
— CLASS (Zhao et al., 2016) : modèle d’ordonnancement de POIs qui combine
la distance spatiale avec un modèle de langue.
4.3.1.4 Mesures d’évaluation
Chaque scénario proposé, nous permet de calculer pour un tweet t et un POI p
donné, un score d’appariement Score(t, p). Ainsi, pour chaque tweet, nous calcu-
lons les scores d’appariement entre le tweet t et un ensemble de POIs candidats.
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Pour évaluer l’efficacité des modèles, nous ordonnons pour chaque tweet, les
scores d’appariement calculés pour ses POIs candidats. Ensuite, nous comparons
les résultats obtenus avec la vérité-terrain en utilisant deux mesures : le rang réci-
proque moyen (ou mean reciprocal kank), noté MRR (Craswell, 2009), et la précision
(ou accuracy), notée Acc@k (Powers, 2011).










où rangi est la position du POI pertinent pour le ie tweet dans la liste ordonnée
des POIs candidats ; T est l’ensemble des tweets de la collection de test.
La définition de l’Acc@k est la suivante :
Acc@k =
jt 2 T : t.l 2 Lk(t)j
jT j (4.23)
où t.l est le POI pertinent pour le tweet t ; Lk(t) sont les tops-k POIs candidats
issus de la liste ordonnée calculée pour le tweet t. Le résultat est considéré comme
correct si le POI pertinent est dans les tops-k POIs de la liste. Étant donnée la tâche
d’évaluation considérée, à savoir la prédiction sémantique de l’emplacement, il
convient de noter que de faibles valeurs de k sont particulièrement considérées.
4.3.2 Résultats
Le troisième et dernier objectif de cette évaluation expérimentale est de mesurer
l’efficacité des plongements lexicaux spatiaux dans une tâche d’appariement. Plus
précisément, nous analysons la qualité des représentations régularisées via la tâche
de prédiction sémantique de l’emplacement. Le Tableau 4.4 résume les résultats
empiriques obtenus en termes de MRR et d’Acc@k (k = 1, 5, 10). Nous présentons
les valeurs obtenues pour chacunes des mesures, ainsi que les taux d’amélioration
relatifs (%Chg).
Dans l’ensemble, nous remarquons à partir du Tableau 4.4, que les scénarios im-
pliquant l’appariement avec les représentations distribuées traditionnelles (CM-W







gement les modèles de référence. Le modèle CE-Wskde affiche de meilleurs résultats
en termes de MRR (0, 618) avec des accroissements relatifs compris entre 20, 23%
et 46, 10% par rapport aux modèles Dist, Bm25 et Class. Plus précisément, ce scé-
nario permet un appariement tweet-POI plus efficace : plus de 53% des tweets sont
associés à leur POI correspondant dès les premiers résultats (c.-à-d. Acc@1), contre
43% pour le modèle Dist. Les résultats sont sensiblement identiques pour le scéna-
rio CE-Wskm, avec une MRR de 0, 604, soit des taux d’amélioration relatifs compris
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MRR Acc@1 Acc@5 Acc@10
Model Valeur %Chg Valeur %Chg Valeur %Chg Valeur %Chg
















































































































Tableau 4.4 – Comparaison des performances des modèles CM-Wskde et CE-W
s
kde par rap-
port aux différents scénarios et modèles de référence. La différence significa-
tive par rapport au modèle CM-Wskde est déterminée par le test t de Welch
( : p < 0, 01). De même, la différence significative par rapport au modèle
CE-Wskde est déterminée par le test t de Welch († : p < 0, 01).
entre 14, 59% et 39, 24% par rapport aux modèles de référence. De même, plus
de 51% des tweets sont correctement associés à leur POI correspondant dès les
premiers résultats (c.-à-d. Acc@1). Enfin, nous observons que l’injection de repré-
sentations distribuées (traditionnelles ou régularisées) permet d’améliorer l’effica-
cité du modèle Class. En effet, la MRR des scénarios CE-W, CE-Wskm et CE-W
s
kde
augmente respectivement de 11, 05%, 19, 13% et 21, 89% par rapport au modèle
Class (p < 0, 01). Ces premières observations confirment ainsi l’effet positif de
la régularisation spatiale pour la construction des objets géotextuels utilisés pour
résoudre la tâche de prédiction sémantique de l’emplacement.
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En examinant plus particulièrement les scénarios impliquant des représenta-
tions distribuées régularisées CM-Wskde et CE-W
s
kde, nous pouvons remarquer que
le scénario CE-Wskde améliore la MRR de 4, 92% et l’Acc@1 de 5, 52% comparé au
scénario CM-Wskde. L’Acc@1 (resp. MRR) est passée de 0, 507 (resp. 0, 589) à 0, 535
(resp. 0, 618). De même, en analysant les scénarios CM-Wskm et CE-W
s
km, nous re-
marquons que le scénario CE-Wskm améliore la MRR de 4, 68% et la mesure Acc@1
de 5, 32% comparé au scénario CM-Wskm. Ces résultats pourraient s’expliquer par
l’approche utilisée pour injecter les plongements lexicaux spatiaux. Tandis que
dans les scénarios CE-Wskde et CE-W
s
km les vecteurs sont utilisés de façon indépen-
dante pour étendre la description du tweet avant l’étape d’appariement, ils sont
plutôt agrégés dans le scénario CM-Wskde et CM-W
s
km pour construire des repré-
sentations de tweets et de lieux d’intérêts pondérées par l’Idf, ce qui génère un
biais de représentation. Cette observation nous montre clairement l’impact positif
de l’utilisation intrinsèque des plongements lexicaux augmentés par les ressources
spatiales.
En comparant maintenant le modèle CE-Wskde impliquant les plongements lexi-
caux spatiaux issus de la méthode probabilistes avec le modèle CE-Wskm dont les
plongements lexicaux spatiaux ont été déterminés à l’aide de la méthode de cluste-
ring, nous remarquons que le modèle CE-Wskde dépasse le modèle CE-W
s
km, quels
que soient les mesures considérées. Plus spécifiquement, avec le modèle CE-Wskm,
51, 5% des tweets sont correctement associés à leur POI contre 53, 5% pour le mo-
dèle CE-Wskde, lorsque nous considérons les résultats dans le top-1 (c.-à-d. Acc@1).
Cela représente une amélioration très significative de 3, 88%. En considérant des
valeurs de k plus élevées (p. ex. k = 10), plus de 8 tweets sur 10 sont correctement
associés à leur POI lorsque nous utilisons les plongements lexicaux Wskde, contre
un peu plus de 7 tweets pour les plongements lexicaux Wskm. Ces observations
rejoignent celles formulées dans la Section 4.2.2 lors de l’évaluation intrinsèque
des plongements lexicaux : les représentations distribuées Wskde sont de meilleure
qualité que les représentations distribuées Wskm. La méthode employée pour dé-
terminer les sens locaux des mots influence donc grandement la qualité des plon-
gements lexicaux corrigés, et donc la qualité de représentation des objets géotex-
tuels. Cet écart de performance peut notamment s’expliquer par les spécificités de
l’algorithme des k-moyennes, qui rend cette méthode moins robuste que la mé-
thode d’estimation par noyau. Les principaux inconvénients du partitionnement
en k-moyennes sont notamment la sélection du nombre de classes k à retenir, sa
dépendance aux valeurs initiales comme l’ont discuté Celebi et al. (2013) ou encore
sa sensibilité aux valeurs aberrantes, qui ont tendance à attirer les centroïdes ou à
être considérées comme des groupes à part entière. Ces principaux obstacles sont
résolus par la méthode d’estimation par noyaux, nous permettant ainsi d’obtenir
de meilleurs partitionnements.
































Figure 4.12 – Similarité du cosinus des représentations distribuées régularisées, pour les
mots dinosaur (animal et chaîne de restauration), museum (musée d’histoire
naturelle et un autre musée) et restaurant (deux types de restaurants).
Pour conclure l’analyse de la qualité des représentations distribuées régulari-
sées des mots, nous illustrons dans la Figure 4.12, la carte thermique des simila-
rités entre un sous-ensemble des mots issus de la Figure 4.10. Plus précisément,
nous déclinons dans cette figure les sens locaux et régularisés que nous avons
identifié grâce à l’Algorithme 1 et la méthode de clustering. Par exemple, nous
avons identifié deux sens distincts du mot museum selon sa répartition spatiale.
Nous pouvons constater, que le sens du mot dinosaur (rest.) est plus proche des
représentations des restaurants (restaurant (1) et (2)) que ne l’est celui de dinosaur
(animal). Ceci montre bien qualitativement le rapprochement entre le résultat de la
régularisation proposée et notre hypothèse initialement énoncée.
5 Bilan
Nous avons présenté dans ce chapitre notre contribution portant sur l’apprentis-
sage de plongements lexicaux augmentés par des connaissances issues des répar-
titions spatiales des mots. Dans un premier temps, nous avons détaillé les limites
des plongements lexicaux et l’intérêt de calculer des plongements lexicaux sen-
sibles à la dimension spatiale.
C’est dans cette optique que nous avons proposé une méthode générale pour
l’apprentissage a posteriori de plongements lexicaux, en intégrant des contraintes
spatiales. Contrairement aux modèles de régularisation traditionnels, où chaque
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représentation distribuée est corrigée par un ensemble d’éléments (p. ex. mots, do-
cuments, concepts) pour obtenir une nouvelle représentation, nous avons d’abord
déterminé, pour chaque mot, ses empreintes spatiales (c.-à-d. sens locaux) pour les-
quels nous avons associé des représentations distribuées initiales que nous avons
ensuite corrigées. Les principales caractéristiques de notre méthode sont les sui-
vantes. Pour détecter les sens locaux des mots, nous avons proposé deux méthodes
de partitionnement, l’une via une méthode de clustering à l’aide de l’algorithme
des k-moyennes, l’autre via une méthode probabiliste avec la méthode de Parzen-
Rosenblatt (KDE). Nous avons ensuite régularisé les plongements lexicaux en ti-
rant profit des répartitions spatiales des mots voisins et distants.
Nous avons mené une évaluation expérimentale pour mesurer la qualité de nos
plongements lexicaux spatiaux, selon plusieurs aspects. Plus précisément, nous
avons commencé par évaluer la qualité des représentations au moyen d’une tâche
de similarité de géotextes. Les résultats de l’analyse ont montré l’intérêt des
plongements lexicaux spatiaux pour construire les représentations latentes des
géotextes permettant ainsi de résoudre efficacement la tâche de similarité. Nous
avons ensuite évalué l’effet de l’utilisation des représentations régularisées dans
la tâche de prédiction sémantique de l’emplacement. Les résultats montrent que
la méthode proposée permet d’améliorer significativement les performances de re-
cherche comparativement à des modèles de l’état-de-l’art. Par ailleurs, nous avons
aussi étudié l’effet des différentes méthodes de partitionnement (probabiliste et
clustering) sur la qualité des prédictions.
Exploitant l’hypothèse de la variation des représentations des mots et des géo-
textes selon la dimension spatiale, nous proposons dans le chapitre suivant, une
architecture neuronale dite de bout-en-bout permettant de résoudre efficacement
la tâche de prédiction sémantique de l’emplacement, en tenant compte des carac-
téristiques textuelles et spatiales des géotextes.
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M O D È L E N E U R O N A L P O U R L A
P R É D I C T I O N S É M A N T I Q U E D E
L’ E M P L A C E M E N T
Introduction
Nous présentons dans ce chapitre notre deuxième contribution qui aborde le
problème de géoréférencement des documents. Plus spécifiquement, nous traitons
la tâche de prédiction sémantique de l’emplacement à partir de données sociales.
Nous l’avons vu dans le Chapitre 2, cette tâche reste encore aujourd’hui un défi, no-
tamment à cause de la nature bruitée des géotextes qui rend inefficace les modèles
d’appariement traditionnels s’appuyant sur un appariement exact des termes (p.
ex. TfIdf, BM25). Les approches détaillées dans la Section 2.3 pallient ce problème
en élaborant des modèles de langue spécifiques pour représenter les tweets et les
POIs. Toutefois, la principale difficulté de ces approches est de savoir comment for-
maliser et estimer les probabilités conditionnelles des géotextes à partir des textes,
et les probabilités de traduction entre les mots.
Confortés par les performances des approches neuronales pour la représentation
distribuée de mots et l’appariement de textes et de géotextes, tels que détaillés
dans le Chapitre 3, nous proposons dans cette contribution un modèle axé sur
l’interaction pour la résoudre la tâche de prédiction sémantique de l’emplacement.
L’objectif de notre modèle est de pallier les lacunes des modèles d’appariement
classiques pour résoudre ce type de tâche, en utilisant conjointement les aspects
spatiaux et thématiques des documents.
L’organisation de ce chapitre est la suivante. Nous détaillons en Section 1 le
contexte de cette contribution et notre positionnement. Nous formalisons dans
la Section 2 la tâche d’annotation. Dans la Section 3, nous donnons un aperçu
général du modèle proposé et décrivons ses différents composants. Le protocole
d’évaluation de notre contribution est détaillé dans la Section 4. Nous présentons
et discutons ensuite dans la Section 5 les performances obtenues par notre modèle
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sur des jeux de données réels pour le valider expérimentalement. Enfin, nous
concluons ce chapitre dans la Section 6.
1 Contexte et motivations
Au cours de la dernière décennie, les RSNs tels que Facebook, Twitter ou Ins-
tagram sont devenus des espaces populaires d’échanges permettant d’établir des
liens sociaux et de partager de l’information textuelle, audio et vidéo. Avec la
connectivité croissante des utilisateurs, de plus en plus de géotextes (c.-à-d. des
messages associés à des coordonnées GPS, tels que des tweets et des photos géo-
localisés) sont créés quotidiennement. Les RSNs aident à combler le fossé entre
les utilisateurs de médias sociaux en ligne d’une part, et d’autre part, le monde
physique qui comprend des lieux physiques du monde réel. Dans le cadre de cette
contribution, nous étudions le problème de la prédiction sémantique de l’empla-
cement, qui consiste à déterminer, pour un géotexte donné, l’emplacement sur




The menu has rustic house made pastas and daily
specials, like veal tails with polenta, and hanger
steak with salsa verde. Make sure to get
the affogato for dessert.
Tough to snag a table but super easy to sit at the 
bar. I recommend: burrata bruschetta, stuffed 
meatballs, tagliolini. The pastas+apps are much 
bigger than you'd expect so no need to order 
entrees!
Get the cavatelli with veal -- it's the Cadillac of 
macaroni and cheese.
(40.72574,-73.99180)
Figure 5.1 – Exemple d’un tweet associé à un POI et ses candidats potentiels.
Pour illustrer cette tâche, considérons le tweet géotaggé de la Figure 5.1 qui
porte un commentaire sur le Bar Primi, un restaurant italien situé à New York City.
Comme nous pouvons le remarquer, l’appariement textuel s’appuyant sur une cor-
1 contexte et motivations 143
respondance exacte des termes ne permettrait pas d’identifier le POI pertinent. En
effet, le contenu textuel du tweet ne coïncide pas avec la description textuelle du
POI pertinent, qui inclut son nom, son type ainsi que quelques critiques publiées
par les utilisateurs de Foursquare. En outre, nous pouvons observer que l’emplace-
ment de l’utilisateur au moment où il publie son tweet n’est pas plus utile, puisque
l’emplacement du POI ne correspond pas à celui de l’utilisateur. Pire encore, il y
a de nombreux POIs candidats non pertinents entre l’emplacement de l’utilisateur
et le POI concerné. Tous ces éléments rendent la tâche de prédiction sémantique
de l’emplacement encore plus difficile à aborder.
Dans la littérature, peu de travaux se sont intéressés à cette tâche, malgré son
intérêt pour de nombreuses applications de la vie quotidienne telles que la recom-
mandation d’événements (Yuan et al., 2013; Yin et al., 2015) ou de lieux d’intérêts
(Deveaud et al., 2015; Bothorel et al., 2018), ou encore le résumé spatio-temporel
(Rakesh et al., 2013; Mallela et al., 2017). Comme rapporté dans le Chapitre 2, cette
tâche est fondamentalement différente des tâches de prédiction de l’emplacement
du contenu (Section 2.1) et de l’emplacement mentionné dans le texte (Section 2.2),
notamment pour les raisons suivantes : (1) l’emplacement d’émission du tweet
peut être différent de l’emplacement sémantique sur lequel il se focalise ; (2) plu-
sieurs lieux périphériques pourraient être mentionnés dans le tweet, mais au maxi-
mum un seul d’entre eux est le lieu principal. La plupart des approches proposées
jusqu’à présent s’appuient sur des modèles de langues (Dalvi et al., 2009a,b, 2012)
ou des modèles bayésiens supervisés (Zhao et al., 2016). Le principal inconvénient
de ces approches réside dans la difficulté et le coût de l’estimation des probabilités
conditionnelles de la pertinence thématique à travers les régions géographiques.
Quelle que soit l’approche utilisée, il ressort clairement que les aspects spatiaux
et thématiques sont deux facteurs à prendre en compte. Néanmoins, nous consta-
tons qu’il peut exister des dépendances non linéaires complexes entre les deux,
qui ne sont pas prises en compte par les approches de l’état-de-l’art mais qu’il
conviendrait d’exploiter.
Pour nous en convaincre, et illustrer la complexité de la tâche, nous avons ef-
fectué une analyse préliminaire en utilisant la vérité terrain de couples tweet-POI
pertinents contenus dans un jeu de données du monde réel publié par Zhao et al.
(2016) et décrit dans la Section 4.2.1.1 du Chapitre 4. Cette analyse, illustrée dans la
Figure 5.2, vise à montrer l’importance capitale du facteur spatial pour sélection-
ner les paires pertinentes, mais aussi son interaction avec le facteur thématique.
La Figure 5.2a présente la distribution cumulée croissante de la distance séparant
le tweet de son POI pertinent. La Figure 5.2b présente la distribution bivariée des
scores de pertinence spatiale calculés selon la distance géographique entre le tweet
et le POI pertinent (axe des x), et des scores de pertinence thématique calculée en
utilisant le modèle BM25 (Robertson et Jones, 1976) (axe des y).
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Proportion de POIs pertinents n'étant pas le POI le plus proche
Proportion de POIs pertinents étant le POI le plus proche
(a) Distribution de la distance (b) Distribution bivariée des scores de perti-
nence thématique et spatiale
Figure 5.2 – Analyse des scores de pertinence thématique et spatiale en utilisant la vérité
terrain de paires tweet-POI issues du monde réel (Zhao et al., 2016).
Les résultats présentés dans la Figure 5.2a montrent clairement qu’il existe en
effet une forte concentration de paires pertinentes (plus de 96%) ayant une dis-
tance inférieure à 100 mètres, suggérant que la distance joue un rôle crucial pour
la prédiction sémantique de l’emplacement. Cependant, pour évaluer si le POI
correspondant est systématiquement le POI le plus proche du tweet, nous avons
divisé les paires pertinentes (t, p) en deux catégories : les paires telles que p est le
POI le plus proche de t (en rouge) et les paires telles que p n’est pas le POI le plus
proche de t (en bleu). Les résultats montrent que la stratégie naïve qui consiste
à prédire le POI le plus proche serait inefficace puisqu’elle conduirait à une pré-
cision d’environ 40%. Autrement dit, sélectionner le POI le plus proche du tweet
comme POI pertinent n’est pas une solution efficace. En étudiant la Figure 5.2b,
nous remarquons que le facteur de pertinence thématique ne permet pas d’expli-
quer la pertinence tweet-POI pour près de 60% des paires. Pire encore, 16% des
paires présentent un score de pertinence thématique nul. Au-delà des facteurs de
pertinence individuels, il ressort également en étudiant la forme de la distribution,
que les dimensions de pertinence spatiale et thématique sont indépendantes. Pour
s’en assurer, nous avons calculé la corrélation de Pearson entre les paires situées
dans la région inférieure (σ = 0, 013, p < 0, 01) ainsi ceux de la distribution glo-
bale (σ = 0, 010, p < 0, 01). Pour résumer, cette analyse a mis en évidence d’une
part, l’apport mais aussi les limites de la distance pour l’appariement de tweets et
de POIs, et d’autre part, les limites d’un appariement thématique en raison de la
présence d’un fossé sémantique entre les tweets et les POIs.
Guidés par ces éléments, nous sommes convaincus qu’utiliser des approches
neuronales pour réaliser l’appariement de tweets géotaggés avec des POIs permet-
trait de pallier les limites des modèles de l’état-de-l’art. Notre raisonnement est
porté par les enseignements tirés des travaux antérieurs (Onal et al., 2017) mon-
trant que les approches s’appuyant sur les réseaux de neurones sont très efficaces
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pour l’appariement des textes. Onal et al. (2017) ont montré que ces approches
s’attaquent avec succès aux problèmes de rareté des données et de discordance
de vocabulaire, qui sont les principaux obstacles rencontrés dans la tâche de pré-
diction sémantique de l’emplacement. Par ailleurs, pour exploiter conjointement
les facteurs de distance et de pertinence thématique, nous proposons d’effectuer
un appariement à deux niveaux de granularité, local et global. Cette démarche est
motivée par les observations suivantes :
Dans le Chapitre 4, nous avons formulé l’Observation 1 en disant que les sens
de certains mots diffèrent selon les régions où ils sont utilisés. Comme corollaire
à cette observation, nous avançons l’hypothèse suivante :
Hypothèse 2. Les mots qui occurent dans des objets géotextuels spatialement
proches ont tendance à avoir des significations similaires. De manière analogue,
plus les mots sont spatialement proches, en ce qui concerne la distance entre leurs
objets associés, plus leurs significations sont proches. Intuitivement, la force de la
relation sémantique entre les mots « football » et « coupe » devrait être plus impor-
tante, selon le même sens sous-jacent du mot « coupe » (c.-à-d. une récompense),
dans des localités autour de la France que dans d’autres localités moins impliquées
dans la pratique du football (p. ex. les États-Unis).
En suivant cette hypothèse, nous intégrons à notre modèle neuronal une ma-
trice d’interaction calculée à partir des paires de mots qui apparaissent dans des
couples tweet-POI candidats. Par ailleurs, nous proposons de corriger cette ma-
trice par des distributions de noyau 1 issues des cooccurrences spatiales des mots.
Nous pensons que ces interactions de grain fin pourraient révéler des sens lo-
caux qui favoriseraient l’apprentissage de la similarité entre les objets auxquels
elles appartiennent. En ce qui concerne l’exemple ci-dessus et abstraction faite de
la distance entre l’emplacement du tweet et l’emplacement du POI candidat, un
tweet comme « Rien de mieux qu’un bar pour regarder un match de coupe du monde
de football ! » est plus susceptible d’être associé à un bar situé en Europe qu’aux
États-Unis.
Observation 2 (Niveau global). Comme l’a souligné notre analyse précédente, la
distance et la proximité thématique entre les géotextes, ainsi que leur interac-
tion, sont essentielles pour sélectionner les paires pertinentes. Nous pouvons par
exemple voir qu’un tweet comme « Sur les sentiers de la guerre d’indépendance ! #fort-
greenepark », lié au POI « Prison Ship Martyrs Monument », un mémorial à New
York, a une pertinence thématique très faible car ils ne partagent pas de termes
communs alors qu’ils sont sémantiquement liés. De même, le POI spatialement le
plus proche du tweet « Journée ensoleillée ! #rafraichissement #starbucks » est « Paesa-
nos Pizza », un restaurant italien, alors que ce tweet est lié à un Starbucks.
1. Une distribution de noyau est une représentation non paramétrique de la fonction de densité
de probabilité d’une variable aléatoire. Elle est définie par une fonction et un paramètre de lissage
qui contrôlent le lissage de la courbe de densité.
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Pour compléter les similarités de bas niveaux au niveau des mots des géotextes,
nous proposons également de capturer les signaux de correspondance sémantique
en exploitant les géotextes à un niveau de gros grain, c.-à-d. au niveau global du
tweet et du POI. Ainsi, nous cherchons à saisir les interactions globales de corres-
pondance entre les tweets et les POIs en fonction de leur distance géographique et
de leur proximité sémantique globale afin d’apprendre la fonction d’appariement
sémantique des tweets et des POIs.
Ainsi, dans cette seconde contribution, nous proposons de concevoir un modèle
d’interaction pour répondre à la tâche de prédiction sémantique de l’emplacement.
À notre connaissance, il s’agit d’une des premières approches neuronales combi-
nant des interactions globales et locales pour l’appariement de géotextes. Nous
présentons dans ce chapitre le modèle SGM (Spatially-aware Geotext Matching) qui
repose sur les contributions suivantes :
— un réseau de neurones s’appuyant sur l’interaction de structures non li-
néaires qui associent des tweets et des POIs en tenant compte des inter-
actions spatiales et textuelles. Nous considérons conjointement les interac-
tions d’appariement local (signaux de pertinence) et les interactions d’appa-
riement global (signaux sémantiques) ;
— l’intégration d’un facteur d’amortissement sur les interactions entre les mots
du tweet et du POI afin de discriminer les similarités sémantiques des paires
de mots en fonction de leur répartition géographique.
De plus, nous menons une évaluation expérimentale approfondie et des ana-
lyses qualitatives afin d’étudier et d’évaluer l’influence de chacun des composants
du modèle proposé.
2 Définition du problème
Dans le Chapitre 4, nous avons abordé la notion d’objet géotextuel (Section 2.1)
en détaillant deux types de géotextes, les POIs (Définition 4.2) et les tweets géo-
taggés (Définition 4.3). À partir de ces notions, nous définissons formellement la
notion de géotexte lié à un POI ainsi que la problématique abordée dans ce cha-
pitre, la tâche de prédiction sémantique de l’emplacement.
Définition 5.1 (Géotexte lié à un POI). Un géotexte est lié à un POI s’il se
concentre et/ou mentionne un POI spécifique, comme nous l’avons illustré dans
la Figure 5.1. Cette association peut être explicitement fournie (p. ex. via des pu-
blications sur les RSNs géodépendants tels que Foursquare) ou automatiquement
identifiée à l’aide d’algorithmes de classification (Zhao et al., 2016).
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Problème (Tâche de prédiction sémantique de l’emplacement). Étant donné un
géotexte o qui se focalise sur un POI, la tâche de prédiction sémantique de l’em-
placement consiste à identifier le POI p sur lequel le géotexte o se focalise. Dans
cette contribution, nous instancions le géotexte o avec un tweet géotaggé t (Défini-
tion 4.3). Il convient de noter que la tâche qui consiste à déterminer si un géotexte
est sémantiquement relié à un POI n’entre pas dans le cadre de cette contribution.
Formellement, la tâche de prédiction sémantique de l’emplacement permet
d’identifier l’unique POI p, qui est le premier d’un classement de POIs candi-
dats renvoyés par une fonction d’appariement sémantique : p = max
pi2P
Score(t, pi)
où P contient l’ensemble des POIs candidats. Score désigne une fonction Ψ per-
mettant de calculer un score d’appariement entre le tweet t et le POI candidat p.
Elle est définie par Score(t, p) = Ψ(Φ(t),Φ(p)), où Φ est une fonction qui associe
chaque objet à un vecteur de représentation.
Comme indiqué en introduction de ce chapitre, nous adoptons l’architecture
d’un réseau de neurones d’interactions. Contrairement aux travaux précédents
(Lu et Li, 2013; Guo et al., 2016), le modèle réalise un processus décisionnel hié-
rarchique à travers la matrice d’interaction locale et les interactions globales objet-
objet (tweet, POI). En ce qui concerne notre modèle SGM, la fonction Φ associe
chaque géotexte à une séquence de plongements lexicaux ainsi qu’à une repré-
sentation d’objet établie en fonction de ses caractéristiques (spatiales et textuelles),
tandis que la fonction Ψ représente un réseau neuronal alimenté par une matrice
d’interaction augmentée par des connaissances spatiales et par des propriétés d’in-
teractions entre les géotextes.
3 Architecture du réseau de neurones
Nous présentons dans cette section notre contribution permettant de résoudre
la tâche de prédiction sémantique de l’emplacement décrite dans la Section 2. Un
aperçu général de l’approche est d’abord présenté dans la Section 3.1. Nous défi-
nissons formellement sa structure dans les Sections 3.2 à 3.4. Enfin, nous détaillons
la fonction de coût dans la Section 3.5.
3.1 Aperçu général de la solution
Dans la section précédente, nous avons introduit la tâche de prédiction séman-
tique de l’emplacement. À partir des observations et de l’Hypothèse 2 formulées
dans la Section 1, nous proposons un modèle neuronal axé sur les interactions,



































































Figure 5.3 – Architecture du modèle SGM. La case verte correspond au 1er mot du POI p.
La case hachurée correspond au 1er mot du tweet t.
appelé Spatially-aware Geotext Matching (SGM), conçu pour l’appariement d’objets
géotextuels. Ce réseau, dit de « de bout en bout » (ou end-to-end), permettent d’ap-
prendre la fonction d’ordonnancement des documents Score en utilisant comme
vecteur d’entrée, des représentations de géotextes. Une vue d’ensemble de leur
architecture est présentée dans la Figure 5.3.
Le modèle SGM est un réseau de neurones qui combine deux types d’interac-
tions : locales et globales, qui permettent d’apprendre une fonction d’appariement
de pertinence. Comme nous l’avons détaillé dans la Section 3.3 du Chapitre 3, les
interactions locales sont conçues pour détecter des signaux d’appariements entre
les termes (c.-à-d. effectuer un appariement lexical). La matrice d’interaction Il




j ) amorties par
un facteur d’amortissement F(d). À partir de cette matrice, nous apprenons les
représentations latentes des interactions locales à l’aide d’histogrammes d’apparie-
ment. Les interactions globales sont quant à elles utilisées pour capturer d’autres
signaux d’appariement au niveau de l’objet (tweet ou POI) grâce à des caracté-
ristiques textuelles (ITg ) et spatiales (ISg ). Les interactions locales et globales sont
ensuite combinées dans une couche cachée qui génère un score d’appariement.
Par la suite, nous détaillons les deux branches de notre modèle : l’une pour modé-
liser les interactions locales, l’autre pour modéliser les interactions globales, ainsi
que la fonction objectif permettant d’apprendre les paramètres des modèles.
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3.2 Modélisation des interactions locales
La première branche de notre réseau de neurones permet d’apprendre les repré-
sentations latentes des interactions locales. Cette modélisation se déroule en trois
étapes : (1) représenter les géotextes sous forme de vecteurs distribués de mots ;
(2) calculer les interactions locales ; (3) apprendre les représentations latentes de
ces interactions. Nous les décrivons dans les sections suivantes.
3.2.1 Représentation des géotextes
Pour satisfaire la tâche de prédiction sémantique de l’emplacement, notre mo-
dèle doit calculer un score d’appariement entre deux géotextes. Dans le cas pré-
sent, ces géotextes sont un tweet t et un POI candidat p. Pour rappel, nous avons
introduit dans la Section 2.1 du Chapitre 4 ces deux objets géotextuels. Ainsi, le
tweet t est défini par t = [w(t)1 , . . . , w
(t)
n ] et l’emplacement t.l. De même, le POI p
est défini par p = [w(p)1 , . . . , w
(p)
m ] et l’emplacement p.l.
Dans un premier temps, pour chaque terme w(t)i du tweet t, nous récupérons
sa représentation distribuée (ou embedding) wi 2 Rk. Le vecteur wi est issu d’une
matrice de plongements lexicaux (ou matrice de word embeddings) We 2 RkjVj
préalablement entraînée (Mikolov et al., 2013b). V représente le vocabulaire de la
collection (c.-à-d. les mots pour lesquels nous avons une représentation distribuée)
et k la dimension des représentations. Les représentations distribuées des mots du
tweet t sont regroupées dans une matrice noté T1:n et défini par :
T1:n =
h
w1(t), w2(t), . . . , wn(t)
i
(5.1)
où wi(t) 2 Rk est la représentation distribuée associée au mot w(t)i . Un exemple de
matrice est présenté dans la Figure 5.4.
De même, nous construisons P1:m, une matrice qui regroupe les représentations
distribuées des mots w(p)j du POI p.
P1:m =
h
w1(p), w2(p), . . . , wm(p)
i
(5.2)
Il convient de noter que la matrice de plongements lexicaux We est indépen-
dante de notre modèle. Celle-ci a été préalablement entraînée sur un corpus de
documents issus de Wikipedia et de géotextes (Section 4.4). Nous réutilisons les
vecteurs distribués wi, sans les modifier, pour obtenir T1:n et P1:m.
150 modèle neuronal pour la prédiction sémantique de l’emplacement





Figure 5.4 – Illustration de la matrice de représentation d’un tweet composé de quatre
mots et de vecteurs distribués de dimension k.
3.2.2 Matrice des interactions locales
En utilisant les représentations des géotextes T1:n et P1:m, nous construisons la
matrice des interactions Il , dont les composantes sont calculées à partir des paires
de mots du tweet et du POI. En nous appuyant sur l’Hypothèse 2 (Section 1), nous
supposons que les signaux d’appariement spatial entre les mots des tweets et des
POIs peuvent contribuer à une estimation locale de leur similarité sémantique, ce
qui conviendrait pour résoudre la tâche de prédiction sémantique de l’emplace-
ment. En conséquence, nous calculons la matrice d’interaction locale mot à mot









j ) F(d) (5.3)
où F(d) est un facteur d’amortissement spatial et sim(w(t)i , w
(p)
j ) une fonction
mesurant la similarité entre les représentations distribuées des mots w(t)i et w
(p)
j .
Nous utilisons la similarité du cosinus, telle que définie dans l’Équation 5.4,





kw(t)i k kw(p)j k
(5.4)
Le facteur d’amortissement spatial F(d) permet d’intégrer la distance géogra-
phique dans le calcul de la similarité entre le terme w(t)i du tweet et le terme w
(p)
j
du POI. Ce facteur est calculé à partir de la distance géographique entre l’emplace-
ment t.l du tweet t et l’emplacement du centre géographique Bj associée au terme
w(p)j . Nous conjecturons que si w
(p)
j est un terme caractéristique des régions autour
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de l’emplacement du tweet, c.-à-d. qu’il est régulièrement mentionné par des géo-
textes dans cette zone, alors son centre géographique sera situé dans les environs
du tweet. Ainsi, comme détaillé dans l’Hypothèse 2, le terme w(p)j du POI aura un
sens proche de celui du terme w(t)i . De fait, via le facteur d’amortissement F(d
),
nous accorderons plus d’importance au terme w(p)j . Le facteur F(d
) est calculé
avec la fonction du noyau Gaussien comme suit :
F(d) =











avec α un seuil permettant d’éviter les valeurs nulles et d la distance définie par
d = d(t.l, w(p)j ) (Équation 4.6), qui est la distance géographique entre l’emplace-
ment du tweet et le centre géographique de w(p)j . Nous proposons d’utiliser la
distance corrigée (centrée-réduite) d = d µσ , où µ et σ désignent respectivement
la distance moyenne empirique et la variance empirique de la distance. La distance
corrigée rend le modèle moins sensible aux grandes variation de distance.
En considérant les caractéristiques spatiales en plus des caractéristiques syn-
taxiques dans le calcul des interactions locales, notre modèle est optimisé pour la
découverte de motifs sémantiques dans des objets spatiaux proches.
3.2.3 Représentations latentes des interactions locales
De la matrice d’interaction Il contenant les signaux locaux d’appariement, dé-
terminés avec les caractéristiques spatiales et syntaxiques des géotextes, notre mo-
dèle va apprendre des motifs d’appariement pour produire un score de pertinence.
Toutefois, il convient de noter que la dimension de la matrice d’interaction Il est
variable et dépend de la longueur des descriptions textuelles du tweet t et du POI
p. Cette contrainte, abordée par de précédents travaux, est résolue par trois princi-
pales stratégies : (1) l’histogramme d’appariement ; (2) les réseaux de neurones à
convolution (CNN) ; (3) les réseaux de neurones récurrents (RNN) :
1. l’histogramme d’appariement (Guo et al., 2016; Yang et al., 2016; Fan et al.,
2018) est une stratégie assez récente, qui consiste à discrétiser les interactions
locales dans un intervalle préalablement fixé, sans tenir compte de la position
réelle des correspondances. Nous adoptons cette stratégie pour le modèle
SGM et la détaillons dans la Section 3.2.3 ;
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2. les réseaux de neurones à convolution, qui ont largement fait leurs preuves
dans le traitement de l’image et de la parole (LeCun et al., 1995) ainsi que
dans diverses tâches de TALN (Collobert et al., 2011; Kalchbrenner et al., 2014;
Shen et al., 2014b), sont régulièrement utilisés en RI (Pang et al., 2016; Mitra
et al., 2017; Dai et al., 2018). Les CNN fixent généralement la longueur des
documents en utilisant la technique de remplissage par zéro (zero-padding)
qui consiste à compléter les documents avec des données nulles. Couplés
à une stratégie de mise en commun (pooling), ils permettent d’obtenir un
vecteur ou une matrice de taille fixe. Nous adoptons cette stratégie pour une
variante du modèle SGM, utilisée comme modèle de référence Section 4.3 ;
3. enfin, les réseaux de neurones récurrents comme les LSTM (Long short-term
memory) (Wan et al., 2016a; Chen et al., 2017) et leurs variantes GRU (Gated
Recurrent Unit) (Wan et al., 2016b; Tan et al., 2018) sont aptes à travailler avec
des données d’entrée de taille variable. Ces derniers ne sont pas abordés
dans ce manuscrit.
Nous proposons de construire, pour chaque mot du tweet, les représentations
latentes de ses interactions locales en utilisant un histogramme d’appariement.
Nous utilisons ensuite un perceptron multicouche pour apprendre les motifs d’ap-
pariement et produire un score de pertinence pour chaque terme du tweet (en
fonction de tous les termes du POI). Enfin, le score de pertinence des interactions
locales est généré en agrégeant le score obtenu pour chaque terme du tweet.
Partant de la matrice d’interaction Il , nous souhaitons déterminer des représen-





raient des rôles différents en fonction de la puissance de leurs signaux d’appa-
riement plutôt que de leurs positions dans les géotextes. Nous proposons donc
d’adopter une représentation sous forme d’histogrammes d’appariement qui re-
groupent les interactions locales en fonction de la force de leurs signaux. Plus pré-
cisément, nous discrétisons l’intervalle des interactions locales dans un ensemble
de classes de taille fixe, et agrégeons les interactions locales dans chaque classe.
Par exemple, supposons que l’amplitude des classes soit fixée à 0, 5, nous ob-
tenons quatre classes d’intervalle f[ 1; 0, 5), [ 0, 5; 0), [0; 0, 5), [0, 5; 1]g. Étant
donné le mot « burger » issu d’un tweet, un POI représenté par les mots suivants
(hamburger, fromage, sandwich, couteau, bœuf, restaurant), et les interactions locales
correspondantes calculées selon la similarité du cosinus (1; 0, 6; 0, 3; 0, 4; 0, 7; 0, 1).
En agrégeant les valeurs par un simple comptage, nous obtenons l’histogramme
suivant : [0; 1; 1; 2; 2]. Pour construire les histogrammes, nous explorons les mé-
thodes suivantes :
— histogramme par comptage (CH) : il s’agit de la transformation la plus
simple, qui utilise directement le nombre d’interactions locales dans chaque
classe comme valeur de l’histogramme ;
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— histogramme par comptage logarithmique (LCH) : cette transformation ap-
plique le logarithme sur la valeur de chaque classe pour d’une part, réduire
la plage de valeurs et ne pas favoriser les géotextes les plus longs, et d’autre
part, pour que le réseau apprenne plus facilement les relations multiplica-
tives (Burges et al., 2005) ;
— histogramme normalisé (NH) : cette transformation normalise la valeur de
chaque classe par le nombre total pour considérer des valeurs relatives plutôt
que absolues ;
— histogramme sommatif (SH) : cette dernière transformation somme les
valeurs de chaque classe pour considérer les valeurs réelles des différents
niveaux d’interactions.
Pour chaque mot w(t)i du tweet t, nous calculons son histogramme d’apparie-




j ) pour j = 1, . . . , m.
À ce stade, la taille de la représentation devient fixe (déterminée par le nombre
de classes). L’histogramme est ensuite transmis à un perceptron multicouche, qui
projette les représentations dans un espace latent à l’aide de couches cachées. For-
mellement, supposons que nous avons les représentations T1:n et P1:m du tweet
t et du POI p et la matrice d’interaction Il , nous effectuons les transformations
suivantes :
z(0) = Il (5.7)
z(1)i = h(z
(0)[i, ]) = h (Il [i, ]) , i = 1, . . . , n (5.8)
z(l)i = δ

W(l)  z(l 1)i + b(l)







où z(0) est l’entrée du réseau de neurones ; z(l)i (l = 1, . . . , L) désigne la l
e couche
cachée du réseau traitant le ie terme du tweet t.
Plus précisément, dans la première couche du réseau (c.-à-d. z(1)i ), nous construi-
sons l’histogramme d’appariement d’un mot en utilisant la fonction de mappage
h qui, à partir du vecteur des interactions locales Il [i, ] du mot wi, calcule l’histo-
gramme correspondant (Équation 5.8).
Ensuite, dans les couches cachées suivantes (c.-à-d. z(l)i ), nous projetons le vecteur
de la couche précédente (c.-à-d. z(l 1)i ) dans un nouvel espace latent au moyen
d’une transformation non-linéaire grâce à une matrice de poids W(l) et un biais
b(l) (Équation 5.9). La non-linéarité de la transformation est assurée par la fonc-
tion d’activation δ. Les matrices de poids W(l) et le biais b(l) sont partagés entre
les différents termes. Autrement dit, nous effectuons la même transformation pour
tous les termes du tweet.
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Enfin, en sortie du réseau de neurones, nous sommons les scores de pertinence
de chaque terme, calculés dans la dernière couche cachée (c.-à-d. z(L)i ), pour déter-
miner le score de pertinence des interactions locales (Équation 5.10). Ce score sera
ensuite associé aux interactions globales, que nous détaillons dans la Section 3.3.
3.3 Modélisation des interactions globales
En complément des interactions locales, qui permettent de capturer les signaux
d’appariement exact entre les termes du tweet et du POI, nous proposons de captu-
rer des correspondances sémantiques, par le biais d’interactions globales. Ces nou-
veau signaux d’appariement sont issus des caractéristiques spatiales et textuelles
des géotextes. Nous détaillons dans la Section 3.3.1 l’interaction globale spatiale.
L’interaction globale textuelle est quant à elle décrite dans la Section 3.3.2.
3.3.1 Interaction globale spatiale
L’objectif de l’interaction globale spatiale est de mesurer la force de l’interac-
tion entre le tweet t et le POI p d’un point de vue spatial. Cette caractéristique
nous paraît essentielle pour l’appariement d’objets géotextuels. En effet, des tra-
vaux antérieurs (Dalvi et al., 2009a; Zhao et al., 2016) ont montré la pertinence
de la distance géographique entre l’emplacement de l’utilisateur et celui du POI
pour résoudre ce type de tâche. Cependant, d’autres travaux (Shaw et al., 2013;
Bhattacharya et al., 2015) ont révélé que les services de localisation tels que le GPS
peuvent être imprécis (erreur médiane de 70 mètres), notamment lorsque les utili-
sateurs se trouvent à l’intérieur de bâtiments ou dans des canyons urbains 2. Cela
confirme les résultats de notre analyse préliminaire (Section 1), dans laquelle nous
avions conclu que la distance entre les géotextes, bien que pertinente, ne peut pas
être utilisée telle-quelle dans la tâche de prédiction sémantique de l’emplacement.
Dans cette optique, nous proposons de calculer l’interaction globale spatiale
ISg (t, p), aussi notée ISg , entre le tweet t et le POI p comme une similarité normalisée.
Celle-ci est calculée à partir de la distance géographique entre l’emplacement du
tweet et celui du POI, pondérée par la densité des lieux autour du tweet :




2. Un canyon urbain est une voie urbaine dont l’encaissement entre des bâtiments provoque des
difficultés en matière d’environnement ou de radiocommunication.
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où P rp.l  P est l’ensemble des POIs situés dans un rayon r autour de l’emplace-
ment du tweet t.l ; P(pjt) est la probabilité qu’un POI p soit spatialement pertinent




d(p.l, t.l) + r
4
(5.12)
Le score ISg (t, p) ainsi calculé sera combiné avec le score des interactions locales
(Section 3.2) et celui de l’interaction globale textuelle (Section 3.3.2) afin de déter-
miner le score d’appariement Score(t, p).
3.3.2 Interaction globale textuelle
L’objectif de l’interaction globale textuelle est de mesurer la force de l’interaction
entre le tweet t et le POI p d’un point de vue sémantique. L’interaction textuelle
vient donc compléter les similarités locales effectuées au niveau des plongements
lexicaux (Section 3.2). Ce signal d’appariement est notamment essentiel pour s’at-
taquer aux discordances de vocabulaires susceptibles de se produire lors du calcul
des interactions locales entre les plongements lexicaux (Mitra et al., 2017). L’inter-
action globale textuelle ITg (t, p), aussi notée ITg , entre le tweet t et le POI p est
calculée par :
ITg (t, p) = sim(bt, bp) (5.13)
où sim est la mesure de similarité du cosinus (Équation 5.4) ; bt (resp. bp) est le vec-
teur distribué du tweet t (resp. POI p) construit comme la moyenne pondérée des
représentations distribuées qui le compose, telle que définie par l’Équation 5.14.
L’idée sous-jacente est que les mots importants, qui déterminent la plupart de la
sémantique du texte, ont une plus grande contribution dans la construction du
vecteur distribué du géotexte.
bx = 1jxj ∑wi2x idfi wi, x 2 ft, pg (5.14)
idfi =
jDj
jfdj : wi 2 djgj (5.15)
avec wi 2 We la représentation distribuée associée au mot wi (Section 3.2.1) et
idfi la fréquence inverse de document, définie par l’Équation 5.15, qui mesure
l’importance du mot wi dans l’ensemble du corpus. jDj et jfdj : wi 2 djgj sont
respectivement le nombre total de documents dans le corpus et le nombre de
documents où le terme wi apparaît.
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Le score ITg (t, p) ainsi calculé sera combiné avec le score des interactions locales
(Section 3.2) et celui de l’interaction globale spatiale (Section 3.3.1) afin de déter-
miner le score d’appariement Score(t, p).
3.4 Calcul du score d’appariement
À ce stade, nous avons calculé les scores des interactions locales sIl (Sec-
tion 3.2) et des interactions globales spatiales ISg (Section 3.3.1) et textuelles ITg
(Section 3.3.2). Ces trois scores de pertinence sont concaténés et transmis à un










Score(t, p) = δ

W(L+1)  z(L+1) + b(L+1)

(5.17)
où z(L+1) dénote la (L+ 1)e couche cachée ; δ est la fonction d’activation qui permet
d’assurer la non-linéarité de la transformation ; W(L+1) et b(L+1) sont respective-
ment la matrice de poids et le biais associés à la (L + 1)e couche cachée du réseau.
3.5 Apprentissage du modèle
Le modèle SGM est un réseau de neurones acyclique faisant intervenir diffé-
rents paramètres qu’il convient d’optimiser pour résoudre la tâche de prédiction
sémantique de l’emplacement. Nous l’avons évoqué dans la Section 3.2.1, les re-
présentations distribuées des mots ont été préalablement entraînées sur un corpus
de documents. Ainsi, les seuls paramètres à apprendre sont les matrices de poids
W et les vecteurs de biais b.
La tâche de prédiction sémantique de l’emplacement étant assimilable à un pro-
blème d’ordonnancement de POIs candidats, nous optimisons les paramètres à
l’aide d’une fonction de coût d’ordonnancement relatif. Cette fonction s’appuie
sur la distance de similarité entre un couple (tweet, POI) pertinent, et des couples
(tweet, POI) non pertinents. Pour ce faire, comme suggéré par Huang et al. (2013),
nous construisons des échantillons de couples (tweet, POI) pour lesquels nous op-
posons, pour le tweet t, son POI pertinent p+ avec R POIs non pertinents p r
(r 2 [[1, R]]). L’ensemble des POIs non pertinents est issu d’un regroupement de
POIs spatialement (Définition 4.4) ou sémantiquement (BM25) proches du tweet
t. Ainsi, durant la phase d’apprentissage, le modèle devrait maximiser le score
d’appariement des paires pertinentes tout en minimisant celui des paires non per-
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tinentes. Formellement, la distance ∆ entre le score d’appariement du couple per-






Score(t, p+)  Score(t, p r )
i
(5.18)
où Score(t, p) est le score d’appariement calculé par notre modèle. Pour maximi-
ser la distance ∆ et donc estimer les paramètres d’un modèle, nous minimisons
la fonction de coût de type hinge loss, adaptée pour des tâches d’apprentissage
d’ordonnancement :
L(θ) = max(0, α  ∆) (5.19)
avec α la marge de l’amplitude de ∆ et θ l’ensemble des paramètres du modèle
considéré.
La fonction de coût étant différentiable, nous pouvons effectuer une descente de
gradient stochastique (SGD) pour apprendre les paramètres. Nous utilisons la mé-
thode Adam (Kingma et Ba, 2015), une variante du SGD, qui détermine des taux
d’apprentissage adaptatifs pour chaque paramètre. Nous optons pour la version
mini-lot de la descente du gradient pour accélérer le processus d’entraînement,
comme détaillée dans la Section 1.4.2.2 du Chapitre 3.
4 Cadre expérimental
Afin d’évaluer la qualité de nos deux réseaux de neurones pour la prédiction
sémantique de l’emplacement, nous avons mis en place un protocole d’évaluation.
Celui-ci a pour objectif de répondre aux questions de recherche (QR) suivantes :
QR1 – Quel est l’impact intrinsèque du facteur d’amortissement spatial F(d)
sur les similarités sémantiques des paires de mots ? Peut on confirmer empi-
riquement l’Hypothèse 2 ?
QR2 – Quels sont les effets extrinsèques des composants (c.-à-d. facteur d’amor-
tissement, histogramme d’appariement, interactions globales et locales) sur
les performances des modèles ? Toutes les caractéristiques globales (spatiales
et textuelles) contribuent-elles à la performance du modèle ?
QR3 – Les modèles que nous proposons apportent-ils des améliorations signifi-
catives par rapport aux modèles de référence reconnus ?
QR4 – Quels sont les hyperparamètres clés du modèle SGM et quel est leur
impact sur la qualité des prédictions ?
Nous décrivons dans ce qui suit le protocole d’évaluation permettant de ré-
pondre aux quatre questions de recherche édictées ci-dessus. Nous commençons
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par présenter dans la Section 4.1, les jeux de données utilisés pour l’apprentissage
et l’évaluation des modèles. Nous détaillons ensuite les scénarios d’évaluation
dans la Section 4.2 ainsi que les modèles de référence dans la Section 4.3. Enfin,
dans la Section 4.4, nous donnons des détails sur l’implémentation de notre mo-
dèle et ceux de référence, avec notamment le réglage des hyperparamètres.
4.1 Jeux de données
Dans cette contribution, nous nous attachons à apparier des tweets géotaggés
avec des POIs. De ce fait, pour entraîner le modèle SGM, nous avons réutilisé la
collection de tweets géotaggés publiée par Zhao et al. (2016) et présentée dans la
Section 4.2.1.1 du Chapitre 4. Dans le cadre de cette contribution, nous divisons
la collection en deux ensembles de données dont les principales statistiques sont
présentées dans le Tableau 5.1.
NY SG
Nb. de tweets 43 914 29 719
Nb. d’utilisateurs 1 200 10 189
Nb. de POIs 482 480 321 985
Nb. de critiques (million) 1,430 0,753
Densité de POIs/km2 616 446
Nb. moyen de tweets/utilisateur 36,59 2,91
Nb. moyen de tweets/POI 4,19 4,96
Nb. moyen de POIs visités/utilisateur 21,49 2,38
Nb. moyen de termes/tweet 5,97 5,44
Nb. moyen de termes/POI 50,91 28,38
Dist. moyenne Tweet-POI (mètres) 59,08 41,74
Écart-type dist. Tweet-POI (mètres) 389,18 379,99
Tableau 5.1 – Statistiques des jeux de données de NY et de SG.
Le premier ensemble de données, appelé NY, contient 210 000 tweets géotaggés
postés entre septembre 2010 et janvier 2015 dans la ville de New York aux États-
Unis. Le deuxième ensemble, appelé SG, est quant à lui constitué de 380 000 tweets
publiés entre mars 2014 et août 2014, dans la cité-État Singapour. Comme évoqué
dans la Section 4.3.1.1 du Chapitre 4, Zhao et al. (2016) ont déterminé si les tweets
étaient liés à des POIs ou non. Puisque notre contribution repose sur des tweets
liés à des POIs, nous avons écarté les tweets non pertinents (c.-à-d. non liés à des
POIs). Ainsi, comme détaillé dans le Tableau 5.1, les caractéristiques des jeux de
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données filtrés sont les suivantes : la collection de NY, se compose de 43 914 tweets
liés à des POIs, tandis que la collection de SG en contient 29 719.
Les tweets des ensembles de données de NY et de SG sont liés à des POIs issus
du monde réel. Nous avons donc collecté la liste des POIs localisés dans les villes
de New York et de Singapour via l’API de Foursquare. Nous avons ainsi récupéré
respectivement 482 480 POIs pour NY (soit environ 616 POIs par km2) et 321 985
POIs pour SG (soit environ 446 POIs par km2). De plus, pour enrichir l’informa-
tion textuelle de chaque POI, nous avons récupéré un ensemble de critiques (ou
reviews) publiées par les utilisateurs de Foursquare, soit environ 1, 4 million de
données supplémentaires pour les POIs de NY, et 753 000 pour les POIs de SG.
Pour compléter ces statistiques, nous présentons dans Figure 5.5, la carte de cha-
leur de la concentration de POIs dans les villes de New York (Figure 5.5a) et de
Singapour (Figure 5.5b).
(a) Jeu de données de NY (b) Jeu de données de SG
Figure 5.5 – Carte de chaleur des concentrations de POIs dans les villes de New York et
de Singapour.
4.2 Scénarios d’évaluation
Pour répondre à QR2 et mesurer l’effet de chaque composant du modèle SGM,
nous envisageons plusieurs scénarios, résumés dans le Tableau 5.2. Nous avons
décomposé l’évaluation en trois étapes :
1. dans la Section 5.2.1, nous évaluons les différentes méthodes proposées pour
générer les histogrammes d’appariement. Cette analyse est effectuée à par-
tir des modèles SGMx (x 2 fLCH, CH, NCH, SHg), c.-à-d. les modèles qui
ne contiennent que les interactions locales, tout en faisant varier la fonc-
tion de calcul des histogrammes. En complément, nous comparons les histo-
grammes d’appariement avec une autre méthode s’appuyant sur un réseau
de neurones à convolution, conçu dans le cadre du scénario SGMConv ;
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Scénarios F Histogramme ISg ITg Commentaires
SGM X LCH X X Modèle complet.
SGMLCH X LCH - -
Évaluer l’effet des différents
histogrammes d’appariement.
SGMCH X CH - -
SGMNCH X NCH - -
SGMSH X SH - -
SGMConv X * - -
SGMIl F - LCH X X Évaluer l’effet des
interactions locales et
du facteur d’amortissement F(d).
SGMIl X LCH - -
SGM∅ - LCH - -
SGMITg X LCH - X Évaluer l’effet des
interactions globales.SGMISg X LCH X -
Le symbole «X » indique que le scénario utilise le facteur d’amortissement (F(d)), l’in-
teraction globale spatiale (ISg ) ou textuelle (ITg ). Le symbole « - » indique que le scénario
n’utilise pas le composant. * Le scénario SGMConv n’utilise pas un histogramme
d’appariement, mais un réseau de neurones à convolution pour calculer les
représentations latentes des interactions locales.
Tableau 5.2 – Configuration des scénarios utilisés pour l’évaluation.
2. nous poursuivons l’évaluation, dans la Section 5.2.2, en mesurant l’efficacité
du facteur d’amortissement spatial F(d) :
a) sur le modèle complet SGM, en considérant le modèle SGMIl F qui oc-
culte le facteur d’amortissement F(d) pour calculer la matrice d’interac-
tion Il ;
b) sur le modèle tronqué SGMIl (c.-à-d. modèle sans les interactions locales)
en considérant le modèle SGM∅ qui ignore l’utilisation du facteur F(d)
et des interactions globales ;
3. enfin, dans la Section 5.2.3, nous évaluons la contribution de chaque inter-
action globale sur les performances du modèle complet SGM et sur celles
du modèle tronqué SGMIl . Pour cela, nous considérons d’une part, le mo-
dèle SGMISg qui n’utilise que l’interaction globale spatiale (en plus du facteur
d’amortissement), et d’autre part, le modèle SGMITg qui n’utilise quant à lui,
que l’interaction globale textuelle.
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DIST (De Smith et Goodchild, 2007) X
BM25 (Robertson et Jones, 1976) X
TFIDF+-D (Dalvi et al., 2009a) X
CLASS (Zhao et al., 2016) X X
sBM (Zhao et al., 2016) X X
ARC-I (Hu et al., 2014) X X
ARC-II (Hu et al., 2014) X X
DRMM (Guo et al., 2016) X X
ANMM (Yang et al., 2016) X X
DRMM+F(d) (Guo et al., 2016)* X X X
ANMM+F(d) (Yang et al., 2016)* X X X
WORD2VEC (Mikolov et al., 2013b) X X
DISTILBERT (Sanh et al., 2019) X X
SBERTSTS (Reimers et Gurevych, 2019) X X
SBERTX (Reimers et Gurevych, 2019) X X
Le symbole « X » indique que le modèle de référence utilise l’information textuelle
ou spatiale, ainsi qu’un appariement neuronal ou de représentations distribuées de
géotextes (RDG).
* Modèle de référence étendu avec le facteur d’amortissement F(d) (Équation 5.5).
Tableau 5.3 – Synthèse des modèles de référence utilisés pour évaluer la qualité de notre
contribution pour la tâche de prédiction sémantique de l’emplacement.
Pour répondre à QR3 et évaluer la qualité de notre contribution, nous compa-
rons nos résultats avec des modèles d’appariement de référence. Ces modèles sont
classés en cinq catégories : (1) appariement spatial (Dist) ; (2) appariement textuel
(BM25, TfIdf+-D) ; (3) mélange des approches textuelles et spatiales (Class, sBM) ;
(4) appariement neuronal (Arc-I, Arc-II, DRMM, aNMM) ; et (5) appariement de
représentations distribuées de géotextes (Word2Vec, DistilBERT, SBERT). Ces ap-
proches, résumées dans le Tableau 5.3, sont les suivantes :
1. Appariement spatial
— DIST (De Smith et Goodchild, 2007) : cette méthode sélectionne comme
POI pertinent, le POI géographiquement le plus proche de l’emplacement
du tweet. Nous considérons ici la mesure de Haversine (Équation 2.2) ;
2. Appariement textuel
— BM25 (Robertson et Jones, 1976) : modèle probabiliste de référence, lar-
gement utilisé en RI textuelle ;
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— TFIDF+-D (Dalvi et al., 2009a) : variante du modèle TfIdf qui accentue le
poids des mots des POIs ;
3. Appariement spatial et textuel
— CLASS (Zhao et al., 2016) : modèle d’ordonnancement des POIs qui com-
bine la distance géographique et la similarité thématique calculée à partir
d’un modèle de langue ;
— sBM (Zhao et al., 2016) : modèle bayésien supervisé pour l’ordonnance-
ment de POIs s’appuyant sur les caractéristiques sémantiques et spatiales
des géotextes ;
4. Appariement neuronal
— ARC-I (Hu et al., 2014) : modèle d’appariement neuronal axé sur la re-
présentation, avec utilisation de réseaux de neurones à convolution pour
déterminer des motifs d’appariement ;
— ARC-II (Hu et al., 2014) : modèle d’appariement neuronal axé sur l’interac-
tion, qui apprend des signaux d’appariement hiérarchiques à partir des
interactions locales, via un réseau de neurones à convolution ;
— DRMM (Guo et al., 2016) : modèle d’appariement neuronal axé sur l’inter-
action, qui se focalise sur l’apprentissage de motifs d’appariement local
hiérarchique au niveau du mot, couplé à un réseau de pondération (term
gating network). Pour faire des comparaisons équitables, nous proposons
également d’utiliser une variante de ce modèle, DRMM+F(d), qui in-
tègre le facteur d’amortissement spatial F(d) ;
— ANMM (Yang et al., 2016) : modèle neuronal d’attention pour l’apparie-
ment, qui adopte un schéma de pondération partagée pour combiner les
signaux d’appariement locaux. De même que pour le modèle DRMM,
nous proposons le modèle ANMM+F(d) qui intègre le facteur d’amor-
tissement spatial F(d).
5. Appariement de représentations distribuées de géotextes
L’objectif de cette catégorie de modèles est de construire des représentations de géo-
textes (tweet et POIs) apprises à l’aide de différents modèles de l’état-de-l’art. La
similarité du cosinus entre les représentations des tweets et celles des POIs candi-
dats sert de fonction d’appariement.
— WORD2VEC (Mikolov et al., 2013b). Plongements lexicaux pré-entraînés en
utilisant le modèle Skip-Gram. Les représentations ont été apprises grâce à
une collection d’articles de Wikipedia et de revues de POIs. Une moyenne
pondérée par le TfIdf est calculée pour dériver les représentations des
documents à partir des plongements lexicaux.
— DISTILBERT (Sanh et al., 2019). Un modèle de transformer léger et rapide
s’appuyant sur l’architecture BERT (Devlin et al., 2019) pour produire des
représentations distribuées d’entités lexicales (ou tokens) contextualisées.
Les représentations des documents sont dérivées des représentations des
entités lexicales en utilisant une stratégie de mise en commun (moyenne).
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— SBERT (Reimers et Gurevych, 2019). Un modèle qui ajuste (fine-tune)
BERT (ou des modèles similaires) à l’aide d’une structure de réseau sia-
mois ou triplet pour produire des représentations de phrases sémanti-
quement pertinentes. Ces dernières peuvent être utilisées dans des tâches
non supervisées telles que la similarité sémantique de textes. Nous pro-
posons d’ajuster DISTILBERT sur deux ensembles de données différents.
Pour SBERTSTS, le modèle est entraîné sur les données NLI 3 puis ajusté
sur la collection de données STS (Baudis et Sedivý, 2016). Pour SBERTX
(où X 2 fNY, SGg), le modèle est entraîné sur la collection NLI, puis
ajusté sur la collection utilisée pour l’évaluation de notre tâche c.-à-d. X.
4.4 Détails de mise en œuvre
Dans cette section, nous détaillons la mise en œuvre de notre protocole d’évalua-
tion, et donnons notamment des détails sur les hyperparamètres de notre modèle
SGM et des scénarios, et sur ceux des modèles de référence.
4.4.1 Représentations distribuées des mots
Comme nous l’avons évoqué dans la Section 3.2.1, les représentations distri-
buées des mots sont indépendantes de notre modèle. La matrice de plongements
lexicaux We, utilisée par notre modèle, mais aussi par les modèles de référence
(Arc-I, Arc-II, DRMM, DRMM+F(d), aNMM, aNMM+F(d) et Word2Vec) est
obtenue en utilisant l’implémentation du modèle Skip-Gram (Mikolov et al., 2013b)
de la librairie Python gensim (Rehurek et Sojka, 2010).
Le vocabulaire de la collection se compose de 3, 2 millions de mots, qui appa-
raissent au moins 3 fois dans le corpus. La fenêtre contextuelle a été fixée à 5
mots. Les vecteurs, de dimension 300, ont été entraînés à partir d’un corpus de
documents issus de Wikipedia anglais 4 et d’un corpus de géotextes incluant des
tweets, des POIs et des critiques d’utilisateurs tel que décrit dans la Section 4.1.
La qualité des représentations a été évaluée sur le test d’analogie de Google 5 (Mi-
kolov et al., 2013b) et a obtenu une précision de 70% (contre 77% pour le modèle
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4.4.2 Configuration des modèles proposés
Notre modèle est implémenté en utilisant l’API Keras (Chollet et al.). Sauf indica-
tion contraire, les hyperparamètres par défaut utilisés pour les expérimentations
sont les suivants.
Pour le modèle SGM, concernant le calcul des interactions locales, nous utilisons
une architecture composée de quatre couches : une couche d’entrée LCH (200
neurones ou classes), deux couches cachées pour chaque terme du tweet (10 neu-
rones puis 1 neurone) et enfin une couche de sortie (1 neurone) pour calculer le
score final Score(t, p). Après la couche d’entrée, nous appliquons une technique
de régularisation, l’abandon (ou dropout) avec un taux fixé à 0, 2, pour réduire le
surajustement des réseaux de neurones (Hinton et al., 2012).
Pour le scénario SGMConv, concernant le calcul des interactions locales, nous avons
fixé la taille maximale des tweets et des POIs à respectivement 16 et 1 000 mots.
Dans la couche de convolution, nous avons utilisé des fenêtres de mots de taille 2
2, 3 3 et 4 4, chacune contenant 100 filtres de convolution. Après le max pooling,
dans le perceptron multicouche, nous avons utilisé une architecture composée de
trois couches, constituée de deux couches cachées (128 puis 32 neurones) et enfin
une couche de sortie (1 neurone) pour calculer le score final Score(t, p).
Concernant le calcul des interactions globales, pour les deux modèles, nous avons
fixé le rayon r à 100 mètres et le seuil α à 0, 01 pour les deux jeux de données. Nous
avons déterminé empiriquement les valeurs de µ et σ, et choisissons µ = 3, 8 km
et σ = 3, 9 km pour la collection de NY et µ = 4, 7 km et σ = 5, 9 km pour la
collection de SG. L’abandon, fixé à un taux de 0, 2, a été utilisé dans les couches
cachées pour limiter le surajustement des réseaux de neurones.
Pour l’apprentissage des modèles (Section 3.5), nous fixons R = 10 POIs non-
pertinents dans le calcul de la différence ∆ (Équation 5.18). Enfin, pour la tâche
de prédiction sémantique de l’emplacement, nous considérons, par tweet, un en-
semble de 200 POIs candidats, sélectionnés parmi les POIs géographiquement
(Haversine) et sémantiquement (BM25) les plus proches du tweet.
4.4.3 Configuration des modèles de référence
Sauf indication contraire, les modèles de référence sont paramétrés selon les dé-
tails fournis par les auteurs. Pour les modèles Arc-I et Arc-II, nous avons entraîné
plusieurs versions, en variant la longueur des documents et les convolutions. Les
paramètres retenus sont les suivants : la longueur des documents est fixée à 16 et
1 000 mots pour les tweets et les POIs. Pour le modèle Arc-I, nous utilisons une
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couche de convolution composée de 32 filtres de taille 3. Pour le modèle Arc-II,
nos effectuons deux convolutions successives composées de 16 et 32 filtres de taille
3. Concernant le modèle sBM, nous réutilisons le code fourni par Zhao et al. (2016),
ainsi que leur configuration. Pour le modèle DRMM, nous fixons le nombre de
classes à 35 et appliquons la méthode LCH pour le calcul des histogrammes d’ap-
pariement. L’architecture du perceptron multicouche est composée d’une couche
cachée (5 neurones) et d’une couche de sortie (1 neurone). Pour le modèle aNMM,
nous fixons le nombre de classes à 200. Le perceptron multicouche est quant à lui
composé d’une couche cachée (10 neurones) et d’une couche de sortie (1 neurone).
Pour les modèles DistilBERT et SBERTSTS, nous utilisons les modèles pré-
entraînés fournis par Reimers et Gurevych (2019). Pour le modèle SBERTX, nous
avons utilisé le même protocole d’évaluation que celui décrit dans la Section 4.4.4,
permettant de générer des sous-ensembles d’évaluation indépendants. Ainsi, pour
chaque sous-ensemble, l’étape d’ajustement des modèles SBERTX a été effectuée
sur les quatre cinquièmes de la collection X et les similarités ont été calculées sur le
cinquième restant. En ce qui concerne l’étape d’ajustement, nous considérons des
triplets de la forme (tweet, POI pertinent, POI non pertinent) comme données d’en-
trée. Le modèle est entraîné pour minimiser l’erreur calculée à partir des triplets.
Pour chaque tweet, nous considérons comme POI non pertinents, les 10 POIs les
plus similaires selon la mesure du BM25. Autrement dit, pour ajuster le modèle
SBERTX, nous avons utilisé 10 triplets par tweet.
4.4.4 Détails du protocole d’évaluation
Nous adoptons le protocole de la validation croisée de type k-fold pour estimer
la fiabilité de notre modèle. Il convient de noter que, dans nos jeux de données,
et plus généralement avec les données Twitter, les tweets ne sont pas nécessai-
rement indépendants et identiquement distribués (Mozetic et al., 2018). En effet,
dans notre cas, un utilisateur est susceptible de visiter plusieurs fois le même POI,
et d’y poster plusieurs messages plus ou moins identiques. De fait, en appliquant
une stratégie de validation croisée, chaque sous-ensemble (ou fold) peut ne pas être
indépendant. Autrement dit, il est possible de trouver des paires (utilisateur, POI)
similaires dans les données d’apprentissage et de test. Pour palier ce problème,
lors du sous échantillonage des jeux de données, il est courant de s’assurer qu’au-
cun des utilisateurs ne se retrouve dans plusieurs sous-ensembles, garantissant
ainsi l’indépendance de chaque échantillon, et donc une estimation non biaisée
des résultats.
En gardant ceci à l’esprit, nous décidons d’effectuer une validation croisée de
type group k-fold. Le group k-fold est une variante du k-fold qui garantit qu’un même
groupe, ici un utilisateur de Twitter n’est pas représenté à la fois dans les données
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de test et d’apprentissage. Plus spécifiquement, nous choisissons d’effectuer une
validation à l’aide de 5 sous-échantillons par collection. Pour rappel, le principe
de la validation croisée est le suivant :
1. découper le jeu de données en k sous-échantillons ;
2. sélectionner un des k échantillons comme ensemble de test et les k  1 échan-
tillons restants comme ensemble d’apprentissage ;
3. entraîner le modèle à partir de l’ensemble d’apprentissage et calculer le score
de performance sur l’ensemble de test grâce à des mesures d’évaluation
(Acc@k et MRR dans notre cas) ;
4. répéter l’opération 3 pour les k  1 échantillons restants ;
5. les mesures d’évaluation de chaque sous-échantillon sont ensuite résumées
avec la moyenne arithmétique.
5 Résultats de l’évaluation
Nous présentons dans cette section les résultats de l’évaluation empirique et
l’analyse qualitative réalisée pour évaluer l’efficacité du modèle SGM. Pour ce
faire, nous répondons à chaque question de recherche, exprimées dans la Sec-
tion 4, dans une sous-section dédiée. Pour commencer, dans la Section 5.1 nous
répondons à QR1 en évaluant l’impact intrinsèque du facteur d’amortissement
spatial. Nous évaluons ensuite, dans la Section 5.2, la contribution de chacun des
composants du modèle neuronal pour répondre à QR2. Puis, dans la Section 5.3,
pour répondre à QR3, nous comparons les performances de notre modèle SGM
avec les modèles d’appariement de référence détaillés dans la Section 4.3. Enfin,
nous répondons à QR4 dans la Section 5.4 en étudiant les hyperparamètres du
modèle SGM.
5.1 Évaluation intrinsèque du facteur d’amortissement spa-
tial (QR1)
Notre premier objectif est d’évaluer l’impact intrinsèque du facteur d’amortis-
sement spatial F(d) (Section 5.2.2). Pour cela, nous procédons en deux étapes.
Premièrement, nous explorons les distributions du facteur d’amortissement spa-
tial F(d) sur les collections de NY et de SG en étudiant ses valeurs pour des
paires de tweet-POI pertinentes et non pertinentes. Ensuite, nous tentons de vé-
rifier empiriquement l’Hypothèse 2 portant sur la distribution spatiale des mots.
Ainsi, nous étudions quantitativement et qualitativement si le facteur d’amortis-
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sement spatial F(d) a un impact intrinsèque sur les similarités mot à mot. Cette
étape est essentielle puisque la composante des interactions locales du modèle
SGM repose fortement sur ces similarités.
5.1.1 Comparaison des distributions du facteur d’amortissement spatial.
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Figure 5.6 – Comparaison des distributions de F(d) pour les paires tweet-POI pertinentes
(Positif) et non pertinentes (Négatif).
Nous commençons cette analyse en étudiant les distributions du facteur d’amor-
tissement spatial F(d). Cela nous permet de voir, d’une part, si les distributions
sont comparables dans les deux collections de NY et de SG, et d’autre part, si les
distributions de F(d) issues des paires positives sont les mêmes que celles issues
des paires négatives. Par conséquent, pour chaque ensemble de données, nous cal-
culons F(d) pour toutes les paires tweet-POI pertinentes. Ensuite, pour chaque
tweet, nous récupérons un ensemble de 2 POIs non pertinents, à savoir le POI le
plus proche spatialement et le POI les plus similaires selon la mesure BM25. Nous
calculons ensuite les distributions des valeurs de F(d) associées et traçons dans
la Figure 5.6 les histogrammes de densité pour les collections de NY (Figure 5.6a)
et de SG (Figure 5.6b).
Tout d’abord, nous pouvons voir qu’une majorité des valeurs de F(d) sont
proches de 0, 38, quel que soit le type de paires (c.-à-d. positive ou négative) et
la collection considérée. Deuxièmement, nous remarquons que la distribution des
paires négatives est sensiblement identique à celle des paires positives, pour les
deux collections. En effet, nous retrouvons des pics de densité pour les mêmes va-
leurs de F(d) pour les paires positives et négatives, malgré des valeurs de densité
légèrement différentes. En ce qui concerne la collection de NY (Figure 5.6a), nous
constatons un pic de densité pour des valeurs de F(d) comprises entre 0, 01 (ce
qui correspond au seuil α) et 0, 08, ce qui suggère une forte utilisation de mots
généraux dans les géotextes, en particulier dans l’ensemble négatif BM25. Pour la
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collection de SG, les paires tweet-POI tirées de l’ensemble positif semblent plus im-
pliquées dans l’utilisation de mots locaux. La distribution étant particulièrement
concentrée sur des valeurs de F(d) supérieures à 0, 35.
5.1.2 Impact du facteur d’amortissement sur les similarités mot à mot
Nous réalisons maintenant une seconde étude visant à vérifier si les similarités
mot à mot suivent des tendances différentes avec et sans utilisation du facteur
d’amortissement F(d) (Équation 5.5). Pour atteindre cet objectif, nous construi-
sons, pour chaque paire pertinente tweet-POI issues des jeux de données de NY
et de SG, deux matrices d’interaction : l’une avec l’utilisation du facteur F(d)
telle que décrite par l’Équation 5.3 et donc notée Il , et l’autre, sans l’utilisation du
facteur F(d), que nous notons I0l . Après avoir calculé les deux matrices d’interac-
tion Il et I0l , nous convertissons les valeurs de leurs éléments en variables de rang,
respectivement notées rgIl et rgI0l . Enfin, pour déterminer si les deux variables
suivent les mêmes tendances ou non, autrement dit, pour identifier si les rangs
rgIl et rgI0l sont corrélés, nous calculons le coefficient de corrélation du rang de
Spearman, noté ρ. La corrélation entre les deux variables sera élevée (ρ proche
de 1) lorsque les observations auront un rang similaire, et faible (ρ proche de -1)
lorsqu’il sera différent. Nous répétons ce processus, et calculons le coefficient de
corrélation pour tous les tweets de nos collections de NY et de SG et affichons la
distribution des résultats obtenus dans la Figure 5.7.

















Figure 5.7 – Distribution des coefficients de corrélation de Spearman calculés entre les
variables de rang rgIl et rgI0l issues des matrices d’interaction Il et I
0
l . La
matrice d’interaction Il est calculée selon l’Équation 5.3 et fait donc intervenir
le facteur d’amortissement F(d), contrairement à I0l .
Comme nous pouvons le constater sur la Figure 5.7, presque tous les coeffi-
cients calculés (90, 2%) ont une valeur de corrélation de Spearman proche de 0
( 0, 1  ρ  0, 1), quel que soit le jeu de données considéré. En d’autres termes,
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en corrigeant les similarités des paires de mots par un facteur spatial, nous avons
complètement bouleversé l’importance de leur similarité sémantique. Cela fournit
donc un indice sur l’influence de l’utilisation conjointe de caractéristiques syn-
taxiques et spatiales pour déterminer la similarité de paires de mots. Par la suite,
dans la Section 5.2.2, nous verrons si l’influence est positive ou négative.
Dans le but d’obtenir un aperçu qualitatif du rôle du facteur d’amortissement
spatial pour le calcul de la matrice d’interaction, nous analysons quelques or-
donnancements de paires de mots issues d’un couple tweet-POI pertinent. Dans
l’exemple présenté dans le Tableau 5.4, nous utilisons le tweet « First Yankee vs.
RedSox game ! #bronx #summer », publié par un utilisateur depuis le Yankee Stadium
dans le Bronx, un quartier de New York, au cours d’une rencontre de baseball
entre les Yankees et les Red Sox. Nous affichons les rangs de quelques paires de
mots issues des matrices Il (calculée avec F(d)) et I0l (calculée sans F(d
)).













j ) du facteur F(d
)
redsox - homeruns 86 11 M 0,398
redsox - berra 69 15 M 0,381
yankee - yanks 184 27 M 0,398
bronx - yankee 211 34 M 0,399
redsox - good 15 29 O 0,319
redsox - time 39 52 O 0,322
summer - original 21 87 O 0,316
Tableau 5.4 – Exemple d’ordonnancement de paires de mots (w(t)i , w
(p)
j ) issues des ma-
trices d’interaction I0l (sans le facteur F(d
)) et Il (avec le facteur F(d)). Le
symbole «M » (resp. «O ») indique une augmentation (resp. une diminution)
du rang suite à l’utilisation du facteur dans le calcul de la similarité.
Dans le Tableau 5.4, nous remarquons que quatre paires de mots, situées dans
la partie supérieure, ont une similarité qui a augmentée (c.-à-d. un meilleur rang)
lorsqu’elle a été corrigée par le facteur F(d). Au contraire, dans la partie basse,
nous retrouvons trois paires de mots avec une similarité plus faible (c.-à-d. un rang
moindre) lorsqu’elle a été corrigée par le facteur F(d).
Considérons d’abord les paires de mots les plus populaires comme (bronx, yankee)
ou (reddsox, homeruns), qui passent respectivement du rang 211 à 34 et du rang
86 à 11. Intuitivement, il y a plus de chance de parler de baseball près d’un stade
de baseball, ce qui se refléterai par de fortes similarités entre les mots considérés.
De fait, cette stimulation de similarité que nous pouvons observer est tout a fait
naturelle. En effet, « Yankees » (ou « Yanks ») est une équipe de baseball du Bronx,
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dont le « Yankee Stadium » est le principal stade. Cette similarité spatiale est corro-
borée par le facteur d’amortissement qui atteint une valeur approximative de 0, 39.
En revanche, les paires restantes, incluant par exemple (reddsox, good) et (summer,
original), sont respectivement passées du rang 15 à 29 et du rang 21 à 87 avec une
valeur de F(d) d’environ 0, 31 seulement. Cela pourrait être dû au caractère gé-
nérique de ces mots puisqu’ils peuvent être utilisés dans des contextes spatiaux
complètement différents. L’introduction du facteur d’amortissement permet de les
écarter de manière significative.
5.2 Analyse des scénarios (QR2)
Nous poursuivons notre évaluation expérimentale en mesurant la pertinence de
chacun des composants des modèles. Les résultats empiriques de l’évaluation en
termes de MRR et d’Acc@k (k = 1, 5, 10), discutés dans toute section, sont résumés
dans le Tableau 5.5 pour les jeux de données de NY (Tableau 5.5a) et de SG (Ta-
bleau 5.5b). Par ailleurs, nous calculons les taux d’améliorations relatifs (%Chg)
des modèles SGM et SGMLCH par rapport aux différents scénarios (Scénarios) et
variantes de l’histogramme (Hist.).
La suite de cette section est organisée comme suit. Dans la Section 5.2.1 nous étu-
dions la qualité de l’histogramme d’appariement calculé selon plusieurs méthodes
d’agrégation. Nous poursuivons notre analyse en mesurant l’effet des interactions
locales dans la Section 5.2.2. Enfin, dans la Section 5.2.3 nous évaluons l’apport
des interactions globales textuelles et spatiales sur les performances des modèles.
5.2.1 Analyse de l’histogramme d’appariement
Nous l’avons vu dans la section précédente, l’histogramme d’appariement est
un composant essentiel du modèle SGM. En effet, celui-ci permet d’apprendre des
motifs d’appariement nécessaires au calcul du score de pertinence. La qualité des
motifs appris dépend donc de la qualité des données transmises au réseau de neu-
rones, et donc de la manière dont la matrice d’interaction est agrégée. Dans ce qui
suit, nous allons d’abord étudier l’impact de chacune des méthodes d’agrégation
proposées pour générer les histogrammes d’appariement. Ensuite, nous analyse-
rons un histogramme d’appariement de plus près afin de comprendre comment
le modèle l’utilise pour apprendre les représentations latentes.
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MRR Acc@1 Acc@5 Acc@10
Modèle Valeur %Chg Valeur %Chg Valeur %Chg Valeur %Chg
Scénarios
SGM 0,701 - 0,597 - 0,827 - 0,891 -
SGMIl F 0,662 +5,89% ** 0,549 +8,74% ** 0,801 +3,25% ** 0,878 +1,48% **
SGMIl 0,603 +16,25% ** 0,479 +24,63% ** 0,763 +8,39% ** 0,856 +4,09% **
SGM∅ 0,575 +21,91% ** 0,435 +37,24% ** 0,751 +10,12% ** 0,852 +4,58% **
SGMISg 0,687 +2,04% ** 0,583 +2,40% ** 0,809 +2,22% ** 0,882 +1,02% *
SGMITg 0,589 +19,02% ** 0,463 +28,94% ** 0,742 +11,46% ** 0,837 +6,45% **
Hist.
SGMLCH 0,592 - 0,463 - 0,749 - 0,849 -
SGMCH 0,441 +34,24% ** 0,283 +63,60% ** 0,639 +17,21% ** 0,792 +7,20% **
SGMNCH 0,162 +265,43% ** 0,043 +976,74% ** 0,238 +214,71% ** 0,464 +82,97% **
SGMSH 0,513 +15,40% ** 0,358 +29,33% ** 0,707 +5,94% ** 0,838 +1,31% *
SGMConv 0,574 +3,14% ** 0,442 +4,75% ** 0,747 +0,27% 0,851 -0,24%
(a) Jeu de données de NY
MRR Acc@1 Acc@5 Acc@10
Modèle Valeur %Chg Valeur %Chg Valeur %Chg Valeur %Chg
Scénarios
SGM 0,757 - 0,676 - 0,854 - 0,903 -
SGMIl F 0,728 +3,98% ** 0,639 +5,79% ** 0,834 +2,40% ** 0,888 +1,69% **
SGMIl 0,641 +18,10% ** 0,527 +28,27% ** 0,777 +9,91% ** 0,854 +5,74% **
SGM∅ 0,622 +21,70% ** 0,501 +34,93% ** 0,766 +11,49% ** 0,849 +6,36% **
SGMISg 0,746 +1,47% * 0,659 +2,58% ** 0,852 +0,23% 0,902 +0,11%
SGMITg 0,645 +17,36% ** 0,533 +26,83% ** 0,780 +9,49% ** 0,854 +5,74% **
<
Hist.
SGMLCH 0,641 - 0,527 - 0,777 - 0,854 -
SGMCH 0,438 +46,35% ** 0,286 +84,27% ** 0,617 +25,93% ** 0,617 +38,41% **
SGMNCH 0,257 +149,42% ** 0,104 +406,73% ** 0,416 +86,78% ** 0,624 +36,86% **
SGMSH 0,575 +11,48% ** 0,443 +18,96% ** 0,735 +5,71% ** 0,835 +2,28% **
SGMConv 0,620 +3,28% ** 0,489 +7,21% ** 0,778 -0,13% 0,858 +-0,47%
(b) Jeu de données de SG
Tableau 5.5 – Comparaison des performances du modèle SGM selon différentes configura-
tions. La différence significative par rapport aux modèles SGM (Scénarios)
ou SGMLCH (Hist) est déterminée par le test t de Welch ( : p < 0, 05,
 : p < 0, 01).
5.2.1.1 Effet des différentes méthodes d’agrégation
Dans cette section, nous menons un ensemble d’expériences pour déterminer
quelle fonction d’agrégation utiliser, parmi celles listées dans la Section 3.2.3, pour
construire les histogrammes d’appariement. Les principales observations qui res-
sortent du Tableau 5.5 sont les suivantes :
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1. le modèle SGMLCH surpasse largement les autres modèles pour les deux
jeux de données. Avec une valeur de MRR de 0, 641 (resp. 0, 592) pour la
collection de SG (resp. NY), il améliore les résultats de la méthode SGMCH
de 46, 35% (resp. 34, 24%). En effet, près de 52, 7% (resp. 46, 3%) des tweets
sont correctement associés à leur POI lorsque nous considérons les résul-
tats du top-1 (c.-à-d. Acc@1). Les bonnes performances du modèle SGMLCH
confirment donc que le modèle neuronal a tiré profit d’un signal d’entrée
lissé et non linéaire, contrairement à celui du modèle SGMCH, issu d’une
simple agrégation par comptage, qui a tendance à favoriser les documents
les plus longs ;
2. le modèle SGMNCH est nettement moins performant que les autres modèles.
En effet, seulement 4, 3% (resp. 10, 4%) des tweets sont correctement associés
à leur POI pour la collection de NY (resp. SG) en considérant les résultats du
top-1 (c.-à-d. Acc@1). En envisageant une précision moins restrictive (c.-à-d.
Acc@5 and Acc@10), les résultats ne sont pas plus prometteurs. Nous obte-
nons ainsi des valeurs de MRR très faibles, avec seulement 0, 162 pour le jeu
de données de NY et 0, 257 pour celui de SG. Avec la méthode d’agrégation
NCH, axée sur le comptage relatif des valeurs plutôt que absolu, le modèle
SGMNCH a perdu toute l’information sur la longueur des documents. Hors,
dans une tâche de RI, cette donnée reste importante ;
3. la méthode par sommation, utilisée pour le modèle SGMSH donne égale-
ment de moins bons résultats que la méthode par comptage logarithmique.
La valeur de l’Acc@1 atteint seulement 0, 358 pour la collection de NY et
0, 443 pour la collection de SG. En additionnant les valeurs de chaque classe,
le modèle n’est pas en mesure de comprendre l’importance des différents
niveaux des signaux d’appariement.
4. lorsque l’histogramme d’appariement est remplacé par un réseau de neu-
rones à convolution (SGMConv), nous remarquons que la performance
du modèle est dégradée. Plus spécifiquement, la valeur MRR du modèle
SGMConv diminue de 0, 592 à 0, 574 (resp. de 0, 641 à 0, 620) par rapport au
modèle SGMLCH pour le jeu de données de NY (resp. SG). Ainsi, seuls 44%
(resp. 48%) des tweets sont correctement associés à leur POI correspondant
pour la collection de de NY (resp. SG) lorsque nous considérons le résul-
tats dans la top-1 (c.-à-d. Acc@1). Cet écart de performance peut s’expliquer
par la spécificité de la convolution. En effet, de par sa définition, la convo-
lution permet de capturer les positions et l’ordre d’apparition des motifs
d’appariement. Les modèles de RI qui utilisent la convolution sont généra-
lement conçus pour résoudre des tâches de TALN, telles que l’élaboration
de systèmes de questions-réponses, la traduction automatique ou la désam-
biguïsation lexicale. Hors, comme l’ont déjà démontré Huang et al. (2013), ce
type de tâche concerne plutôt l’identification de la signification sémantique
et l’inférence des relations sémantiques entre deux éléments de texte. C’est
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ainsi que la convolution prend sens, en repérant des portions de textes perti-
nentes. Dans notre cas, nous avons plutôt affaire à une tâche de RI ad-hoc, qui
consiste principalement à déterminer si un document (ici un POI) est perti-
nent pour une requête donnée (ici un tweet). Ce n’est donc ni la position ni
l’ordre d’apparition des motifs d’appariement qui nous intéresse, mais plu-
tôt les niveaux de similarité, que nous récupérons à l’aide des histogrammes
d’appariement.
5.2.1.2 Analyse des poids de l’histogramme d’appariement
Nous allons maintenant étudier l’histogramme d’appariement de plus près, et
tenter de visualiser comment le modèle l’utilise pour déterminer les représenta-
tions latentes des interactions locales. Dans cette optique, nous avons récupéré la
matrice de poids W(2) du modèle SGM qui, combinée à l’histogramme d’apparie-
ment, permet de calculer les représentations latentes z(2)i (Équation 5.9). Puisque
la matrice de poids est bidimensionnelle (200 classes  10 noeuds) , nous avons
moyenné les poids de chaque classe et affiché dans la Figure 5.8 sa courbe moyenne
d’évolution (ligne bleu foncé). La zone bleu clair correspond à des valeurs de
poids situées à plus ou moins l’écart-type autour de la moyenne. L’axe des abs-
cisses représente l’index des classes de l’histogramme, dont les valeurs de signaux
s’étendent de [ K(0), K(0)], et l’axe des ordonnées correspond au poids moyen
de chaque classe.














Figure 5.8 – Visualisation des poids W(2) associés aux histogrammes d’appariement pour
le modèle SGM. L’axe des abscisses est l’index des classes de l’histogramme,
et l’axe des ordonnées est la valeur du poids appris pour chaque classe. La
courbe bleue représente la moyenne des poids de chaque classe. La zone bleue
est la distribution à +/- l’écart-type autour du poids moyen.
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Nous pouvons remarquer, à partir de la Figure 5.8, que le signal peut être divisé
en trois parties, où chacune d’entre elle présente un comportement spécifique :
1. dans les classes 0 à 45, correspondant à une plage de similarité négative sur
l’intervalle [ K(0); 0, 25], le signal est relativement plat et le poids proche
de 0. La raison principale est que les scores de similarité, calculés à partir des
plongements lexicaux, sont traditionnellement positifs. Comme les valeurs
de ces classes sont généralement égales à 0, elles ne sont pas considérées lors
de l’entraînement du modèle, engendrant ainsi des poids nuls ;
2. dans les classes 45 à 100, correspondant à une plage de similarité négative
sur l’intervalle [ 0, 25; 0], le signal est plus chaotique. Le modèle semble
allouer une grande importance aux valeurs de ces classes et les considère
utiles pour déterminer les représentations latentes des interactions. Nous
pouvons raisonnablement soutenir que le modèle utilise ces signaux pour
diminuer le score de pertinence des documents ;
3. dans les classes 100 à 200, correspondant à une plage de similarité posi-
tive sur l’intervalle [0, K(0)], l’intensité du signal augmente progressivement.
Plus les signaux de similarités sont forts (c.-à-d. plus l’index des classes est
élevé), plus ils auront une influence pour le calcul des représentations la-
tentes des interactions. Ici, nous pouvons penser que le modèle utilise ces
signaux pour augmenter le score de pertinence des documents.
5.2.2 Effet des interactions locales
Nous continuons notre analyse en nous focalisant maintenant sur les interac-
tions locales. Pour cela, nous évaluons l’impact du facteur d’amortissement spatial
F(d) sur les performances du modèle SGM.
Dans un premier temps, nous proposons d’évaluer l’impact du facteur d’amor-
tissement en comparant le modèle complet SGM avec le scénario SGMIl F.
Comme résumé dans le Tableau 5.5, enrichir les matrices d’interaction avec un
facteur spatial permet un gain de performance significatif, quels que soient les
modèles et les collections considérés. En effet, regardons en détail le modèle SGM.
Son Acc@1 progresse de 0, 639 à 0, 676 (resp. 0, 549 à 0, 597) pour le jeu de donnés
de SG (resp. NY). Cela correspond à un taux d’amélioration significatif de 5, 79%
(resp. 8, 74%). Lorsque nous considérons des valeurs de précision plus élevées (c.-
à-d. Acc@10), près de 9 tweets sur 10 sont correctement associés à leur POI lorsque
nous intégrons le facteur d’amortissement.
Dans un deuxième temps, nous comparons le modèle dégradé SGMIl avec le
modèle SGM∅ pour étudier la contribution du facteur d’amortissement spatial
F(d) indépendamment des interactions globales. Comme nous pouvons le voir
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dans le Tableau 5.5, intégrer le facteur F(d) permet d’améliorer significativement
les performances du modèle, quelle que soit la collection. Notons que l’améliora-
tion est encore plus marquée dans cette configuration, avec une valeur de l’Acc@1
qui passe de 0, 435 à 0, 463 (resp. de 0, 501 à 0, 527) pour la collection de NY (resp.
SG), soit un taux d’amélioration de 6, 44% (resp. 5, 19%).
En résumé, ces résultats indiquent clairement que la prise en compte des in-
teractions locales spatiales mot à mot au sein des modèles neuronaux est utile
pour notre tâche de prédiction, et ce, quelle que soit l’architecture adoptée avec
l’utilisation ou non des interactions globales.
5.2.3 Effet des interactions globales
Pour compléter l’analyse des différents scénarios, et évaluer l’impact de chacun
des composants des modèles, nous nous intéressons maintenant aux interactions
globales. Dans cette section, nous allons voir comment l’appariement exact de
pertinence (via les interactions locales) et l’appariement sémantique (via les inter-
actions globales) se complètent mutuellement, et dans quelle mesure les caracté-
ristiques globales textuelle et spatiale sont utiles pour l’appariement tweet-POI.
En comparant les modèles SGM et SGMIl dans le Tableau 5.5, nous voyons clai-
rement que ne pas modéliser les interactions globales dégrade considérablement
les performances des modèles. Par exemple, l’Acc@1 atteint seulement 0, 463 (resp.
0, 527) pour le jeux de données de NY (resp. SG) contre 0, 597 (resp. 0, 676) avec
le modèle SGM. En ce qui concerne la MRR, nous obtenons une valeur de 0, 592
(resp. 0, 641) pour la collection de NY (resp. SG) contre 0, 701 (resp. 0, 757) avec le
modèle SGM.
En examinant la contribution intrinsèque de chaque interaction globale ISg et ITg ,
nous constatons que l’interaction spatiale ISg contribue généralement mieux à la
performance des modèles que l’interaction textuelle. Par exemple, dans le cas où
les caractéristiques spatiales ne sont pas prises en compte dans le modèle SGM (c.-
à-d. SGMITg ), la MRR diminue considérablement de 0, 701 à 0, 589 (resp. de 0, 757
à 0, 641) pour la collection de NY (resp. SG). Sans tenir compte des caractéristiques
textuelles ITg dans le modèle SGM (c.-à-d. SGMISg ), la MRR ne diminue que très
légèrement de 0, 701 à 0, 687 (resp. 0, 757 à 0, 746) pour les données de NY (resp.
SG). Néanmoins, en comparant le modèle SGMIl avec le modèle SGMITg , nous
remarquons que, même si les contributions intrinsèques de l’interaction textuelle
ITg ne sont pas nécessairement significatives selon les collections et les mesures
considérés, sa combinaison avec l’interaction spatiale ISg permet d’améliorer signi-
ficativement la performance globale des modèles.
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5.3 Comparaison des performances (QR3)
Le troisième objectif de cette évaluation expérimentale est de mesurer l’efficacité
du modèle SGM par rapport aux modèles d’appariement de référence détaillés
dans la Section 4.3. Le Tableau 5.6 résume les résultats empiriques obtenus en
termes de MRR et d’Acc@k (k = 1, 5, 10) pour les collections de NY (Tableau 5.6a)
et de SG (Tableau 5.6b). L’organisation de la section est la suivante. Nous com-
mençons par étudier les performances globales du modèle SGM à travers une
analyse quantitative (Section 5.3.1), puis nous menons une analyse qualitative sur
un échantillon de tweets.
MRR Acc@1 Acc@5 Acc@10
Modèle Valeur %Chg Valeur %Chg Valeur %Chg Valeur %Chg
Notre contribution
SGM 0,701 - 0,597 - 0,827 - 0,891 -
Appariement spatial
DIST 0,501 +39,92% * 0,410 +45,61% * 0,603 +37,15% * 0,691 +28,94% *
Appariement textuel
BM25 0,452 +55,09% * 0,326 +83,13% * 0,706 + 17,14% * 0,872 +2,18% *
TFIDF+-D 0,416 +68,51% * 0,311 +91,96% * 0,548 +50,91% * 0,633 +40,76% *
Appariement spatial et textuel
CLASS 0,584 +20,03% * 0,498 +19,88% * 0,684 +20,91% * 0,724 +23,07% *
SBM 0,390 +79,74% * 0,343 +74,05% * 0,451 +83,37% * 0,473 +88,37% *
Appariement neuronal
ARC-I 0,546 +28,39% * 0,380 +57,11% * 0,772 7,12% * 0,881 +1,14% *
ARC-II 0,515 +36,12% * 0,341 +75,07% * 0,755 +9,54% * 0,870 +2,41% *
ANMM 0,596 +17,62% * 0,461 +29,50% * 0,771 +7,26% * 0,871 +2,30% *
ANMM+F(d) 0,599 +17,03% * 0,466 +28,11% * 0,765 8,10% * 0,868 +2,65% *
DRMM 0,644 +8,85% * 0,514 +16,15% * 0,810 +2,10% * 0,894 +0,34%
DRMM+F(d) 0,622 +12,70% * 0,492 +21,34% * 0,786 +5,22% * 0,873 +2,06% *
Appariement de représentations distribuées de géotextes
WORD2VEC 0,356 +96,91% * 0,218 +173,85% * 0,499 +65,73% * 0,650 +37,08% *
DISTILBERT 0,187 +274,48% * 0,095 +528,42% * 0,258 +220,54% * 0,374 +138,23% *
SBERTSTS 0,300 +133,67% * 0,177 +237,29% * 0,418 +97,84% * 0,565 +57,70% *
SBERTNY 0,712 -1,54% * 0,612 -2,45% * 0,821 +0,73% 0,900 -1,00%
(a) Jeu de données de NY
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MRR Acc@1 Acc@5 Acc@10
Modèle Valeur %Chg Valeur %Chg Valeur %Chg Valeur %Chg
Notre contribution
SGM 0,757 - 0,676 - 0,854 - 0,903 -
Appariement spatial
DIST 0,534 +41,76% * 0,459 +47,28% * 0,607 +40,69% * 0,678 +33,19% *
Appariement textuel
BM25 0,381 +98,69% * 0,278 +143,17% * 0,613 +39,31% * 0,770 +17,27% *
TFIDF+-D 0,411 +84,18% * 0,314 +115,29% * 0,545 +56,70% * 0,622 +45,18% *
Appariement spatial et textuel
CLASS 0,586 +29,18% * 0,505 +33,86% * 0,677 +26,14% * 0,717 +25,94% *
SBM 0,200 +278,50% * 0,170 +297,65% * 0,241 +254,36% * 0,256 +252,73% *
Appariement neuronal
ARC-I 0,511 +48,14% * 0,367 +84,20% * 0,694 +23,05% * 0,809 +11,62% *
ARC-II 0,500 +51,40% * 0,355 +90,42% * 0,680 +25,59% * 0,808 +11,76% *
ANMM 0,623 +21,51% * 0,502 +34,66% * 0,776 +10,05% * 0,858 +5,24% *
ANMM+F(d) 0,620 +22,10% * 0,501 +34,93% * 0,766 +11,49% * 0,854 +5,74% *
DRMM 0,661 +14,52% * 0,546 +23,81% * 0,801 +6,62% * 0,879 +2,73% *
DRMM+F(d) 0,653 +15,93% * 0,538 +25,65% * 0,795 +7,42% * 0,870 +3,79% *
Appariement de représentations distribuées de géotextes
WORD2VEC 0,320 +136,56% * 0,187 +261,50% * 0,449 +90,20% * 0,608 +48,52% *
DISTILBERT 0,171 +342,69% * 0,085 +695,30% 0,239 +257,32% 0,344 +162,50% *
SBERTSTS 0,282 +168,44% * 0,165 +309,70% * 0,391 +118,41% * 0,527 +71,35% *
SBERTSG 0,721 +5,00% * 0,623 +8,51% * 0,844 +1,18% * 0,906 -0,33%
(b) Jeu de données de SG
Tableau 5.6 – Comparaison des performances du modèle SGM par rapport aux modèles
de référence, La différence significative par rapport à SGM est déterminée
par le test t de Welch ( : p < 0, 01)
5.3.1 Analyse des performances globales
Dans l’ensemble, nous remarquons à partir du Tableau 5.6, que le modèle SGM
surpasse largement les performances de presque tous les modèles de l’état-de-l’art
(15/16), quels que soient les mesures et les jeux de données considérés. La seule
exception est la variante SBERTX qui a été spécialement entraînée sur la tâche
d’appariement sémantique. Les résultats indiquent donc que le modèle SGM per-
met un appariement tweet-POI plus efficace. Plus précisément, près de 6 tweets
sur 10 sont correctement associés à leur POI pour les deux collections, selon les
résultats du top-1 (c.-à-d. Acc@1). Cela correspond à un taux d’amélioration signi-
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Figure 5.9 – Évolution de l’Acc@k pour le modèle SGM et une sélection de modèles de
référence.
ficatif compris entre 16, 15% et 91, 96% (resp. 23, 81% et 297, 65%) par rapport aux
performances des modèles de référence pour la collection de NY (resp. SG). En
regardant l’Acc@10 du modèle SGM, près de 90% des tweets sont correctement
associés à leurs POIs pour les deux jeux de données. Sa MRR atteint des valeurs
de 0, 701 et 0, 757 pour les collections de NY et de SG, augmentant respectivement
les performances de l’appariement de 34, 91% et 64, 17% en moyenne.
Pour approfondir l’analyse des résultats, nous traçons, dans la Figure 5.9, l’évo-
lution de l’Acc@k, pour k 2 [[1, 30]], du modèle SGM et des modèles de référence,
pour les jeux de données de NY (Figure 5.9a) et de SG (Figure 5.9b). Pour une
meilleure lisibilité, nous n’affichons que les modèles représentatifs : Dist, BM25,
Class, Arc-I et SBERTX. En recoupant les résultats mis en évidence dans le Ta-
bleau 5.6 et la Figure 5.9, nous faisons les observations suivantes.
Appariement spatial. Utiliser les caractéristiques spatiales pour l’appariement
d’objets géotextuels est incontestablement bénéfique. En effet, le modèle Dist
(ligne tiretée-pointillée verte) est l’un des modèles de référence les plus perfor-
mants pour de faibles valeurs de k. Nous pouvons voir dans le Tableau 5.6 que plus
de 40% des tweets sont correctement associés à leur POI lorsque nous considérons
le résultat du top-1 (c.-à-d. Acc@1). Toutefois, les résultats restent inférieurs à ceux
obtenus par le modèle SGM, indiquant donc l’intérêt de l’utilisation conjointe des
caractéristiques textuelles et spatiales.
Par ailleurs, en examinant les performances des modèles sBM et Class (ligne poin-
tillée violette), et en comparant leurs performances avec les modèles Dist et SGM,
nous pouvons conclure que la méthode utilisée pour combiner les caractéristiques
spatiales et textuelles est cruciale. La combinaison de la distance avec un modèle
bayésien (sBM) dégrade les performances. L’Acc@1 diminue de 0, 410 à 0, 343 (resp.
de 0, 459 à 0, 170) pour la collection de NY (resp. SG). En revanche, l’utilisation
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conjointe des caractéristiques spatiales et d’un modèle de langue (Class) améliore
l’efficacité de l’appariement de 21% (resp. 10%) pour la collection de NY (resp.
SG).
Appariement textuel. L’appariement textuel exact est certes utile, mais insuf-
fisant pour capturer efficacement les relations sémantiques entre les textes. Ces
relations ne peuvent être déduites qu’à un niveau spatial ou à un niveau pro-
fond de représentations des sens des mots (p. ex. via des plongements lexicaux).
En effet, parmi les modèles de référence qui reposent sur l’appariement textuel
(c.-à-d. BM25, TfIdf+-D), le modèle BM25 obtient une Acc@1 très faible, de seule-
ment 0, 326 et 0, 278 pour les collections de NY et de SG, mais atteint rapidement
de bonnes valeurs de précision, et dépasse tous les autres modèles lorsque nous
considérons des valeurs de k plus élevées, comme nous pouvons le voir dans la
Figure 5.9 (ligne tiretée-pointillée rouge).
Appariement sémantique. Utiliser seulement l’appariement sémantique,
comme c’est le cas pour les modèles neuronaux d’appariement (Arc-I, Arc-II,
aNMM, DRMM), ne suffit pas pour pallier l’inadéquation du vocabulaire. En re-
vanche, combiner les approches d’appariement exact et sémantique, comme nous
l’avons proposé avec le modèle SGM, est bénéfique pour l’appariement tweet-POI.
En effet, en regardant les résultats des modèles Arc-I et Arc-II qui n’utilisent que
l’appariement sémantique, nous pouvons remarquer qu’ils se classent parmi les
pires modèles pour la collection de NY, avec une Acc@1 qui ne dépasse pas 38%.
Il en est de même pour le jeu de données de SG, qui présente une Acc@1 de seule-
ment 36, 7%.
En ce qui concerne les modèles aNMM et DRMM (ligne tiretée violette), nous
remarquons qu’ils surpassent tous les autres modèles de référence lorsque k = 1
pour la collection de SG, et k = 2 pour la collection de NY, mais n’atteignent pas
les performances du modèle SGM. En considérant des valeurs plus élevées de k
(k > 8 pour la collection de NY et k > 22 pour la collection de SG), nous voyons
sur la Figure 5.9 que les modèles neuronaux parviennent à atteindre les perfor-
mances du modèle SGM.
Enfin, en examinant les variantes DRMM+F(d) et aNMM+F(d), augmentées par
le facteur d’amortissement F(d), nous pouvons conclure que celui-ci ne permet
pas d’obtenir un gain de performance significatif. Au contraire, combiner le facteur
d’amortissement avec le réseau de pondération des mots (term gating network) dé-
grade les performances de l’appariement. La MRR du modèle DRMM diminue de
0, 644 à 0, 622 (resp. de 0, 661 à 0, 653) pour la collection de NY (resp. SG) lorsque
nous ajoutons le facteur d’amortissement F(d).
Appariement de représentations distribuées de géotextes. L’analyse des résul-
tats des modèles d’appariement s’appuyant sur les représentations distribuées des
géotextes nous permet de constater que le simple appariement de représentations
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de tweets et de POIs est généralement beaucoup moins efficace que l’apprentis-
sage d’une fonction d’appariement sémantique spatial comme le fait le modèle
SGM. Plus spécifiquement, nous pouvons remarquer, les modèles SBERT mis à
part, que l’amélioration de la MRR varie entre 96, 91% et 274, 87% (resp. entre
136, 56% et 342, 69%) pour la collection de NY (resp. SG) pour le modèle SGM.
En ce qui concerne les modèles s’appuyant sur l’architecture de BERT, nous consta-
tons ce qui suit : (1) l’utilisation des plongements lexicaux DistillBert sans ajus-
tements réalise de moins bonnes performances que les plongements lexicaux tradi-
tionnels Word2Vec. Plus précisément, pour le jeu de données de NY (resp. SG), en-
viron 22% (resp. 19%) des tweets sont correctement associés à leur POI correspon-
dant avec le modèle Word2Vec, contre environ 10% (resp. 9%) avec le modèle Dis-
tillBert. Nos résultats corroborent donc les conclusions de Reimers et Gurevych
(2019) ; (2) : l’ajustement des représentations distribuées du modèle BERT à l’aide
d’une tâche de similarité sémantique (c.-à-d. les modèles SBERTSTS, SBERTNY et
SBERTSG) permet d’améliorer les performances de prédiction. Cette augmentation
est faible lorsque la collection utilisée pour l’étape d’ajustement est différente de
la collection de test (c.-à-d. SBERTSTS), mais elle est significative et permet d’obte-
nir des résultats comparables au modèle SGM lorsque la collection utilisée pour
l’étape d’ajustement est identique à la collection de test (c.-à-d. SBERTX). En effet,
la MRR augmente de 0, 300 à 0, 712 (resp. de 0, 282 à 0, 721) pour le jeu de données
de NY (resp. SG). Par ailleurs, nous notons que le modèle SBERTNY réalise une
performance légèrement plus élevée que le modèle SGM sur le jeu de données
NY, avec une Acc@1 de 0, 612 mais que l’Acc@1 du modèle SBERTSG est légère-
ment plus faible (0, 623) que le modèle SGM sur la collection de SG. Ainsi, ces
représentations peuvent être utilisées pour un appariement sémantique efficace
au prix d’un ajustement très spécifique et coûteux en temps et en ressources.
5.3.2 Analyse qualitative d’un échantillon de tweets
Nous effectuons maintenant une analyse qualitative au niveau des tweets, pour
déterminer les raisons du succès ou de l’échec du modèle SGM par rapport aux
modèles de référence. Nous choisissons, dans chaque catégorie définie dans la
Section 4.3, les modèles qui ont donné les meilleurs résultats en terme d’Acc@1, à
savoir Dist, BM25 et SBERTX. Nous commençons par identifier les ensembles de
tweets pour lesquels notre modèle SGM a fait moins bien (T ), à obtenu le même
résultat (T=), ou a fait mieux (T+) que les modèles sélectionnés. Les résultats sont
présentés dans le Tableau 5.7.
D’après le Tableau 5.7, nous pouvons remarquer que, par rapport au modèle
Dist, le modèle SGM améliore la qualité d’appariement de près de la moitié des
tweets pour les deux jeux de données. Plus précisément, 49, 60% (resp. 44, 40%)
des tweets sont mieux associés à leur POI avec le modèle SGM qu’avec le modèle
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NY SG
Modèle T+ T= T  T+ T= T 
DIST 49,60% 34,58% 15,82% 44,40% 39,25 % 16,35%
BM25 61,21% 23,03% 15,76% 67,65% 18,01% 14,34%
DRMM 52,09% 32,55% 15,36% 48,81% 33,61% 17,58%
SBERTX 28,20% 42,82% 28,98% 27,23% 48,26% 24,51%
T+ : pourcentage de tweets pour lesquels SGM dépasse le modèle considéré.
T= : pourcentage de tweets pour lesquels SGM a fait autant que le modèle considéré.
T  : pourcentage de tweets pour lesquels SGM ne dépasse pas le modèle considéré.
Tableau 5.7 – Analyse qualitative des performances du modèle SGM.
Dist pour le jeu de données de NY (resp. SG). Cela confirme l’importance d’asso-
cier les caractéristiques spatiales et textuelles, comme le fait le modèle SGM, pour
améliorer l’appariement tweet-POI.
En examinant maintenant le modèle BM25, nous constatons que le modèle SGM
l’égale ou le dépasse pour près de 95% des tweets. Ces résultats démontrent qu’un
appariement exact n’est pas en mesure de résoudre le problème de discordance
du vocabulaire pourtant très présent dans la tâche de prédiction sémantique de
l’emplacement, comme nous l’avons évoqué dans la Section 2.
Lorsque nous comparons le modèle SGM avec le modèle DRMM, nous observons
qu’il améliore les performances de 52, 09% (resp. 48, 81%) des tweets pour la col-
lection de NY (resp. SG), tandis qu’il pèche pour seulement 15, 36% (resp. 17, 58%)
des tweets. Ces résultats nous confortent dans l’utilisation des interactions glo-
bales et locales, mais aussi dans l’intégration du facteur d’amortissement F(d)
pour effectuer un appariement de qualité.
Enfin, comme l’expliquent les performances proches, la comparaison entre le mo-
dèle SGM et le modèle SBERTX révèle une tendance similaire entre les deux col-
lections de données : ces deux modèles atteignent des performances équivalentes
pour près de la moitié des tweets (42, 82% dans la collection de NY, 48, 26% dans la
collection de SG) et chacun surpasse son homologue pour environs un quart des
autres tweets (p. ex. 28, 20% pour l’ensemble de données de NY). Cela corrobore la
force de l’appariement sémantique établie par les deux modèles. Alors que le mo-
dèle SGM repose sur des interactions spatiales explicites lors de l’appariement du
tweet avec un POI, le modèle SBERTX semble les inférer grâce à l’ajustement du
modèle SBERT avec la collection qui implique le même espace géographique. Cela
pourrait d’ailleurs expliquer les performances inférieures du modèle SBERTSTS
comme nous l’avons montré précédemment.
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Tableau 5.8 – Exemples d’échec et de succès d’appariements effectués par le modèle SGM.
Afin de mieux interpréter ces résultats, nous présentons dans le Tableau 5.8 un
exemple d’échec et de succès d’appariements réalisés par le modèle SGM. Plus
précisément, nous rapportons pour un appariement échoué et un appariement
réussi, le top-5 des POIs retournés par le modèle SGM et par les modèles de réfé-
rence Dist, BM25 et DRMM, incluant (s’il est présent), le POI pertinent (en gras).
Nous pouvons observer à partir du Tableau 5.8 que pour l’instance négative, le
modèle SGM obtient des résultats comparables avec le modèle DRMM puisqu’ils
classent respectivement le POI pertinent (Biang !) aux rangs 3 et 4 et qu’ils ren-
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voient les mêmes résultats aux rangs 1 (Starbuck) et 2 (Pho Bang). Cela pourrait
s’expliquer par le fait que les deux modèles s’appuient sur les associations séman-
tiques qui se produisent entre les mots asian et noodle qui poussent plutôt le POI
Pho Bang, un autre restaurant asiatique, au rang 2. Le modèle SGM n’a pas réussi
à obtenir de meilleurs résultats que le modèle DRMM, même en utilisant le fac-
teur spatial, probablement parce que l’association sémantique entre ces mots est
pertinente quelle que soit la dimension spatiale. Les modèles Dist et SBERTX sont
quant à eux les meilleures modèles. La bonne performance obtenue par le modèle
Dist s’explique simplement par la métrique de la distance : le POI pertinent étant
celui qui est le plus proche du tweet. Les meilleurs classement du POI pertinent
dans les modèles SBERTX (rang 1) et BM25 (rang 2) sont principalement liés à
la présence des mots asian, lamb et noodles. L’association sémantique contextuelle
de ces mots pousse Biang !, un restaurant asiatique réputé pour ses nouilles mai-
son, au rang 1 avec le modèle SBERTX , tandis que les statistiques de distribution
de ces mots sur les jeux de données le poussent au rang 2 avec le modèle BM25.
Dans l’ensemble, il semble que la prise en compte des similarités mot à mot dans
l’espace biaise les résultats lorsque ces similarités sont par essence indépendantes
de l’espace.
En regardant le tweet positif et les résultats obtenus avec le modèle SGM et les
modèles de l’état-de-l’art, il semble que les interactions spatiales entre les mots
bay ridge, brooklyn et burger ont contribué à remonter Brooklyn Beet Compagny,
connu pour ses hamburgers à la betterave dans le district de Bay Ridge, et Vesuvio
Pizzeria & restaurant, aux rangs 1 et 2. Plus précisément, le rang de Brooklyn Beet
Compagny pourrait s’expliquer par la caractéristique spatiale globale utilisée dans
le modèle SGM puisque celui-ci est spatialement plus proche du tweet que le Vesu-
vio Pizzeria. Toutes ces remarques permettent également d’expliquer le classement
obtenu à l’aide du modèle DRMM, où le classement de ces POIs candidats est
inversé puisque la distance géographique n’est pas prise en compte. Les raisons
de l’échec des modèles BM25 et SBERTX sont peut-être différentes. Le modèle
BM25 s’appuie principalement sur la présence des mots bayridge, brooklyn et new
York dans le tweet et les POIs candidats, ce qui a conduit à dégrader le classement
de Brooklyn Beet Company par rapport à d’autres POIs dont les descriptions
comprennent d’autres mots ayant de meilleurs caractéristiques d’appariement. La
mauvaise performance du modèle SBERTX pourrait s’expliquer par les spécificités
géographiques de la plupart des mots du tweet (bayridge, brooklyn, new york). Le
modèle SBERTX n’a en effet pas permis d’obtenir une représentation contextuelle
du tweet qui soit proche de celle construite pour le POI Brooklyn Beet Company
à partir de sa description qui est plutôt liée sémantiquement aux hamburgers et à
la nourriture en général. En examinant le premier POI (Cream Doughnuts) retourné
parle modèle SBERTX , nous supposons que le modèle a pu mettre en évidence, à
partir du jeu de données utilisé pour l’ajustement, la similarité sémantique contex-
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tuelle entre les mots bay ridge et donuts puisque Cream Doughnuts est le premier
établissement qui propose des donuts dans le quartier de Bay Ridge.
5.4 Analyse de sensibilité des paramètres de SGM (QR4)
Nous l’avons vu tout au long de cette évaluation expérimentale, le modèle SGM
se démarque très nettement des modèles de référence. Ainsi, pour conclure notre
évaluation, nous menons une dernière analyse visant à étudier la sensibilité des
paramètres du modèle SGM. Dans ce qui suit, nous analysons l’impact du nombre
de classes utilisées pour construire les histogrammes d’appariement, puis nous
étudions l’effet du rayon r, utilisé pour normaliser la distance tweet-POI.
5.4.1 Impact du nombre de classes
Comme évoqué dans la Section 5.2.1, les bonnes performances du modèle SGM
dépendent en partie de la qualité des représentations latentes des interactions
locales, et donc de la qualité de l’histogramme d’appariement. Dans cette sec-
tion, nous avions déterminé que la méthode LCH était la plus performante pour
construire les représentations latentes. Nous nous attachons maintenant à analy-
ser l’influence du nombre de classes utilisées pour agréger la matrice d’interaction.
Pour cela, nous nous focalisons sur le modèle SGMIl qui ne considère que les in-
teractions locales, et faisons varier le nombre de classes entre 10 et 600.













Figure 5.10 – Évolution de l’Acc@1 du modèle SGMIl en fonction du nombre de classes
utilisées pour construire l’histogramme d’appariement.
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La Figure 5.10 présente l’évolution de l’Acc@1 du modèle SGMIl en fonction du
nombre de classes utilisées pour agréger l’histogramme d’appariement. Comme
nous pouvons le voir, l’Acc@1 augmente progressivement au fur et à mesure que
le nombre de classes augmente. Toutefois, les meilleures performances sont obte-
nues lorsque nous considérons 200 classes. Passé ce stade, la qualité du modèle se
dégrade sévèrement. Il est clair que considérer un trop grand nombre de classes
conduit le modèle à surapprendre les données d’apprentissage, baissant ainsi la
qualité de la prédiction. A contrario, si le nombre de classe n’est pas assez élevé, le
modèle ne sera pas en mesure de distinguer les différents signaux d’appariement.
5.4.2 Impact du rayon r
NY SG
Rayon r Valeur %Chg Valeur %Chg
r = 100 (défaut) 0,597 - 0,671 -
r = 50 0,585 +2,05%  0,655 +2,44% 
r = 150 0,570 +4,74%  0,649 +3,39% 
Tableau 5.9 – Comparaison des performances du modèle SGM pour différentes valeurs de
rayon r. La différence significative par rapport à la configuration par défaut
(r = 100) est déterminée par le test t de Welch ( : p < 0, 01).
Le deuxième paramètre que nous évaluons est le rayon r, utilisé pour normaliser
la distance tweet-POI lors du calcul l’interaction globale spatiale (Section 3.3.1).
Nous nous focalisons ici sur le modèle complet SGM pour établir la valeur seuil
du rayon r. Comme nous pouvons le voir dans le Tableau 5.9, le modèle est très
sensible à la valeur r choisie. Une valeur trop faible conduira à sous-estimer la
densité des POIs autour du POI candidat p. Au contraire, une valeur trop élevée
de r considérera trop d’informations, le modèle ne sera plus en mesure d’utiliser la
distance comme facteur discriminant pour faire correspondre un tweet à un POI.
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Nous avons présenté dans ce chapitre notre contribution portant sur l’appren-
tissage d’un modèle neuronale d’interaction pour résoudre la tâche de prédiction
sémantique de l’emplacement. Dans un premier temps, nous avons détaillé l’in-
térêt de la tâche pour le monde réel, mais aussi les contraintes inhérentes qui
complexifient l’appariement d’objets géotextuels. Nous avons ensuite formalisé la
tâche d’annotation et mené une analyse préliminaire permettant non seulement
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d’illustrer la difficulté de la tâche, mais aussi de montrer l’importance et les li-
mites du facteur spatial pour réaliser un appariement efficace. De là, nous en
avons déduit une hypothèse qui a guidé nos travaux de recherche.
Avec tout cela en tête, nous avons proposé un modèle neuronal d’appariement
axé sur l’interaction. Contrairement à des architectures neuronales traditionnelles
utilisées pour l’appariement de textes, notre modèle capture conjointement des
motifs d’appariement exact via des interactions locales, et des motifs d’apparie-
ment sémantique via des interactions globales textuelles et spatiales entre un tweet
et un POI. Les principales caractéristiques de notre modèle sont les suivantes. Pour
calculer les interactions locales mot à mot, nous avons tiré profit des distributions
spatiales des mots pour révéler des similarités sémantiques plus ou moins pro-
noncées. Nous avons proposé d’utiliser des histogrammes d’appariement pour
agréger les signaux selon leur force. Nous avons complété cet appariement de per-
tinence avec un appariement sémantique global afin de détecter conjointement des
régularités textuelles et spatiales et de les regrouper dans un espace de représen-
tation commun.
Nous avons mené une évaluation expérimentale pour mesurer la qualité de
notre modèle, selon plusieurs aspects. Plus précisément, nous avons commencé
par évaluer l’impact des différents histogrammes et de chaque interaction (globale
et locale) sur les performances des modèles. Les résultats de l’analyse ont montré
l’importance du facteur spatial pour corriger les similarités mot à mot lors de la
construction des interactions locales. De plus, nous avons vu que la méthode la
plus saillante pour les construire est l’histogramme d’appariement. En effet, ce
n’est ni la position ni l’ordre d’apparition des motifs d’appariement qui nous inté-
resse, mais les niveaux de similarités. Enfin, nous avons montré l’importance des
interactions globales, et leur utilisation conjointe, pour améliorer les performances
des modèles, même si la caractéristique spatiale semble la plus importante. Nous
avons ensuite comparé nos deux réseaux de neurones avec des modèles d’apparie-
ment de l’état-de-l’art. Les résultats ont montré que nos propositions permettent
d’améliorer de manière significative l’efficacité de l’appariement. Nous avons ainsi
vu la nécessité de combiner les caractéristiques spatiales et textuelles à différents
niveaux, ce que ne font pas les modèles traditionnels. Enfin, nous avons testé la
sensibilité des paramètres du modèle neuronal utilisant des histogrammes d’ap-
pariement et vu dans quelle mesure le choix du nombre de classes pour le calcul
des représentations latentes influence la qualité de la prédiction. Nous avons aussi
déterminé l’impact du rayon utilisé pour calculer l’interaction globale spatiale.
Partie III
C O N C L U S I O N

C O N C L U S I O N
Synthèse des contributions
Les travaux présentés dans ce manuscrit s’inscrivent dans le contexte général
de la RI, et plus spécifiquement sur l’utilisation d’approches neuronales dans un
contexte de RIG.
Nous nous sommes particulièrement intéressés aux approches qui exploitent les
représentations distribuées des mots ainsi que les modèles neuronaux pour amé-
liorer les représentations de géotextes et apprendre des caractéristiques d’apparie-
ment. Nous avons axé notre état-de-l’art sur ces lignes de recherche et avons consa-
cré deux chapitres à la description des différents modèles proposés dans ce cadre.
Plus spécifiquement, le Chapitre 2 s’est focalisé sur les approches traditionnelles
pour la prédiction sémantique de l’emplacement à partir de contenus générés dans
les réseaux sociaux. Le Chapitre 3 s’est quant à lui consacré à détailler l’utilisation
des approches neuronales pour l’apprentissage de représentations distribuées de
textes ou d’objets et l’appariement de textes dans des tâches de RI.
Dans ce contexte, nous avons abordé deux questions principales :
1. Dans un premier temps, nous nous sommes intéressés à la représentation
d’objets géotextuels par le biais de plongements lexicaux. De précédents
travaux ont introduit l’existence de langages sensibles à la localisation, qui
sont suivis par une variation des mots et des sujets en fonction des contextes
géospatiaux (Backstrom et al., 2008; Han et al., 2012; Laere et al., 2014). Par
ailleurs, plusieurs travaux ont montré l’apport des plongements lexicaux
pour représenter des mots (Mikolov et al., 2013a,b) ou des phrases (Le et
Mikolov, 2014), mais aussi leurs limites lorsqu’il s’agit de représenter les
contraintes relationnelles telles que la polysémie (Faruqui et al., 2015; Vulic
et al., 2018). Ainsi, nous nous sommes posés la question suivante : Comment
intégrer la sémantique distributionnelle et l’information spatiale pour améliorer la
représentation des mots et des objets géotextuels pour des tâches de RIG portées sur
l’appariement de géotextes ?
Pour répondre à cette première question de recherche, nous avons proposé
deux méthodes de régularisation a posteriori de plongements lexicaux qui
exploitent les répartitions spatiales des mots pour identifier des relations
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sémantiques locales entre les mots ainsi que des sens locaux. L’objectif de
ces méthodes est d’améliorer la représentation d’objets géotextuels pour ré-
soudre des tâches de similarités et d’appariement de géotextes. Tout d’abord,
nous avons introduit deux méthodes pour détecter les spécificités locales
des mots, autrement dit, les différents sens locaux. Notre première méthode
s’est appuyée sur une méthode de clustering, à l’aide de l’algorithme des k-
moyennes. La seconde méthode s’est quant à elle appuyée sur un partitionne-
ment probabiliste à l’aide d’estimations de densités. Une fois les sens locaux
déterminés, nous avons corrigé des plongements lexicaux préalablement en-
traînés, à l’aide d’une fonction de régularisation a posteriori qui intègre les
répartitions spatiales des mots. Cette dernière a pour objectif de rapprocher
dans l’espace vectoriel les représentations des mots proches spatialement, et
d’éloigner les représentations des mots distants spatialement. Nous avons
mené une évaluation empirique et une étude expérimentale pour montrer
l’efficacité de nos plongements lexicaux spatiaux dans deux tâches de RIG,
à savoir la similarité de POIs et la prédiction sémantique de l’emplacement
afin d’évaluer respectivement leur effet intrinsèque et extrinsèque. Les ré-
sultats de l’analyse ont montré l’intérêt des plongements lexicaux spatiaux
pour construire les représentations latentes des géotextes, permettant ainsi
de résoudre efficacement les différentes tâches proposées.
2. Dans un deuxième temps, nous avons axé nos travaux de recherche sur
l’appariement d’objets géotextuels issus des réseaux sociaux pour résoudre
la tâche de prédiction sémantique de l’emplacement. La plupart des ap-
proches existantes (Dalvi et al., 2009a,b; Zhao et al., 2016) se sont appuyées
sur des modèles de langue ou de traduction ainsi que des réseaux bayésiens
pour modéliser les distributions des mots. Cependant, ces approches se
sont révélées peu performantes face à la nature bruités des publications
issues des RSNs. Par ailleurs, les nouvelles approches d’apprentissage
automatique, s’appuyant sur la sémantique distributionnelle (Mikolov et al.,
2013a,b), ont montré leur efficacité pour résoudre des tâches de RI (Guo
et al., 2016; Mitra et al., 2016). Dès lors, nous nous sommes posés la question
suivante : Comment exploiter la sémantique distributionnelle et l’information
spatiale pour améliorer la représentation des mots et des objets géotextuels pour des
tâches de RIG portées sur l’appariement de géotextes ?
Pour répondre à cette deuxième question, nous avons d’abord montré
les limites d’un appariement s’appuyant sur une mise en correspondance
exacte des termes des géotextes et l’utilisation de l’information spatiale pour
résoudre la tâche de prédiction sémantique de l’emplacement. Nous avons
ensuite motivé l’utilisation des plongements lexicaux et des architectures
neuronales axées sur l’interaction pour capturer et combiner les structures
de similarités non linéaires en tenant compte des interactions spatiales et
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textuelles. Dans cette contribution, nous avons ainsi proposé un réseau
de neurones, permettant de considérer conjointement les interactions
d’appariement local, c.-à-d. les signaux de pertinence, et les interactions
d’appariement global, c.-à-d. les signaux sémantiques. Tout d’abord, nous
avons proposé d’intégrer un facteur d’amortissement spatial sur les interac-
tions entre les mots des tweets et des POIs afin de discriminer les similarités
sémantiques des paires de mots en fonction de leur répartition géogra-
phique. Ces interactions ont été traitées dans un réseau de neurones à l’aide
d’histogrammes d’appariement. Ainsi, nous avons proposé une architecture
complète permettant d’apprendre la fonction d’appariement des tweets avec
des POIs. Cette dernière permet de considérer conjointement les interactions
locales lissées par un facteur spatial et les interactions globales spatiales
et textuelles. Nous avons mené une évaluation expérimentale complète et
des analyses qualitatives approfondies pour évaluer : (1) l’influence des
distributions spatiales des mots utilisées comme critère d’amortissement
des interactions locale ; (2) l’impact individuel et conjoint des interactions
locales et globales pour apprendre les signaux d’appariement tweet-POI ; (3)
l’efficacité de notre modèle par rapport à des modèles de référence ; et (4)
une analyse de l’impact des paramètres clés des modèles sur la performance
globale. Par ces expérimentations, nous avons montré que les interactions
locales contribuent à révéler des similarités mot à mot limitées dans l’espace.
Nous avons également montré que combiner les interactions locales et
globales permet d’obtenir des améliorations significatives par rapport à des
modèles de référence.
Perspectives
Nos contributions et expérimentations présentées dans cette thèse peuvent être
étendues dans plusieurs directions :
À court terme, nos perspectives portent sur les aspects suivants :
— Nous avons seulement considéré les plongements lexicaux traditionnels pro-
posés par Mikolov et al. (2013a,b). Cependant, des travaux de recherche d’in-
formation plus récents (MacAvaney et al., 2019; Dai et Callan, 2019) consi-
dèrent des plongements lexicaux contextuels, tels que BERT (Devlin et al.,
2019) ou ELMo (Peters et al., 2018), où chaque occurrence d’un mot dans
le corpus peut être représenté par un vecteur différent. L’avantage des re-
présentations contextuelles est que les différents sens, ou dans notre cas, les
spécificités locales d’un mot, ne sont pas représentées par un seul et même
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vecteur. Ainsi, les résultats des différents modèles d’appariement proposés
dans le Chapitre 5 pourraient être améliorés en utilisant des plongements
lexicaux contextuels. Un élément majeur de réflexion dans cette perspective
est d’intégrer le contexte de localisation au delà du contexte en lien avec une
proximité lexicale. Une piste à envisager est d’étendre le mécanisme d’atten-
tion à la prise en compte jointe de la séquence « géographique » des mots et
de leur séquence positionnelle dans le texte.
— Dans nos travaux, nous nous sommes concentrés sur les caractéristiques
spatiales et textuelles des géotextes comme critères d’appariement. De ce fait,
pour les interactions globales, nous avons uniquement considéré une mesure
de distance spatiale entre les géotextes et de distance sémantique entre leurs
représentations distribuées. De précédents travaux ont montré l’importance
du contexte des publications pour l’inférence de l’emplacement, et plus
particulièrement du contexte temporel (Mahmud et al., 2014; Li et al., 2011a).
En effet, il ressort que l’heure de publication des contenus est un indicateur
pertinent de l’emplacement. À titre d’exemple, un club aura tendance à être
plus actif la nuit, alors qu’un parc le sera le weekend. Ainsi, nous pensons
que tirer profit de l’horodatage des tweets en les intégrant dans le modèle en
tant que caractéristique d’appariement global supplémentaire permettrait
d’améliorer les performances de notre modèle. Dans ce sens, le calcul des
interactions globales peut être étendu à la combinaison des dimensions
spatiales et temporelles en comparant par exemple l’heure de publication
des tweets et les périodes d’affluence des POIs.
À plus long terme, nos perspectives portent sur les aspects suivants :
— Pour la prédiction sémantique de l’emplacement (Chapitre 5), nous avons
supposé que les tweets étaient géolocalisés. Cependant, la littérature recon-
naît que les utilisateurs sont réticents à fournir des informations de localisa-
tion, ce qui conduit à n’avoir qu’entre 1 et 4% de tweets géolocalisés (Hecht
et al., 2011; Ryoo et Moon, 2014). Même si cela représente plus de quatre
millions de tweets par jours, une perspective pertinente serait de considé-
rer des tweets géolocalisés ou non. Une amélioration possible consisterait à
prédire automatiquement l’emplacement physique des tweets à l’aide des
méthodes de l’état-de-l’art (Ajao et al., 2015; Zheng et al., 2018; Chong et Lim,
2018) et à évaluer ensuite l’impact de cette prédiction sur la robustesse et la
performance de la prédiction sémantique de l’emplacement. Une autre piste
de recherche intéressante consisterait à ordonner conjointement une liste de
lieux candidats à associer à l’emplacement physique du tweet et une liste
de POIs pertinents pour la prédiction sémantique de l’emplacement. Notre
intuition étant que la région de publication d’un tweet délimite spatiale-
ment les POIs qu’ils commentent, une approche d’apprentissage multitâche
(Zhang et Yang) permettrait de saisir les associations sémantiques tweet-POI.
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Plus précisément, en partageant les représentations entre les deux tâches
connexes que sont la prédiction de l’emplacement du géotexte et la prédic-
tion sémantique de l’emplacement, nous pouvons permettre à notre modèle
de mieux généraliser sur les tweets non géolocalisés.
— Dans le contexte de nos travaux actuels, nous n’avons considéré que le
contenu textuel des géotextes. Hors, ces derniers englobent généralement
de riches informations visuelles telles que des photos et des vidéos. Intui-
tivement, la prise en compte d’un contexte supplémentaire aussi riche per-
mettrait d’améliorer l’estimation de la pertinence des POIs. Ainsi, un travail
futur intéressant serait d’étendre le travail aux géotextes multimodaux. Cela
donnerait lieu à des défis spécifiques dans la phase d’apprentissage. Plus
précisément, le simple fait de combiner des distributions spatiales de mots
s’appuyant sur la matrice d’interaction et des représentations visuelles ap-
prises séparément affaiblirait l’association entre les modalités. Des perspec-
tives telles que l’apprentissage de bout-en-bout d’un espace intégrant plu-
sieurs modalités en exploitant conjointement les informations visuelles et la
distribution spatiale des mots seraient intéressantes.
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