[1] A first step for improving the climatological state of high-resolution general circulation models by means of data assimilation is presented. A method developed for the assimilation of statistical characteristics into chaotic ocean models is applied to assimilate SSH variability from TOPEX/POSEIDON and ERS1 in association with temperature and salinity from the World Ocean Atlas 1997 in order to estimate the underlying mean circulation. The method requires a parameterization of SSH variability which derives from the approach of Green and Stone. By estimating initial conditions for temperature and salinity, a mean state is achieved which, although not fully consistent with the altimetric and climatological data, is markedly improved on time scales of one year in comparison to the control run. The assimilation of SSH variability data introduces complementary information about the main frontal structures consistent with climatological observations. The state is however not an equilibrium state and returns back to the first guess quasiequilibrium state for longer integration periods. 
Introduction
[2] Altimetric data have become an important source of information about the ocean circulation. In particular, the spatial and temporal coverage of the global ocean is superior to most other data sources. Although the measurements are restricted to the ocean surface, strong vertical coherence within the upper ocean allows one to infer information about the subsurface region. An optimal method for the extraction of information is given by the assimilation of data into a general circulation model. Two different approaches are available and widely used, namely the Kalman filter and the adjoint method. Both originate from the same principle, and both are limited by the imperfect knowledge of the error covariances. Most applications for the assimilation of SSH anomalies are based on simplifications of the extended Kalman filter and employ various extrapolation schemes to account for spatial coherence of the error covariance matrix [Oschlies and Willebrand, 1996; Cooper and Haines, 1996; Evensen and van Leeuwen, 1996; Gavart and De Mey, 1997] . An application of the method of Oschlies and Willebrand [1996] demonstrates that the variability is improved while the mean state is effectively kept invariant [DYNAMO Group, 1997] . The method needs the mean SSH which is calculated from a reference run. Since the Gulf Stream path is distinctly different in the model than the observed path, solely improving the variability results in an unphysical interplay of the mean and the transient parts of the flow. Additional independent information about the mean state is therefore necessary, and was included by Killworth et al. [2001] in this scheme with considerable success.
[3] It is not clear to what extent multiple stable equilibria of the Gulf Stream system or model deficiencies account for differences to the observed data [Dijkstra and Molemaker, 1999] . By minimizing a cost function the adjoint method searches for the trajectory of a given dynamical system that fits the observations optimally so that the consistency of the solution with the dynamical equations is guaranteed. This enables the construction of states that more closely represent the observations which, however, may not be equilibrium states.
[4] The application of the adjoint method with highresolution ocean models is not straightforward since these models obey chaotic dynamics with limited predictability.
The stability of their tangent linear models (this includes adjoint models) is characterized by positive Lyapunov exponents which also characterize the limit of predictability of the model [Kazantsev et al., 1998; Kazantsev, 1999] . Exponential growth of the adjoint model can be related to an increasing number of secondary minima of the cost function [Köhl and Willebrand, 2002, hereafter KW] which prevents the convergence of the adjoint method. Applications for the assimilation of altimeter data in high-resolution models have therefore been restricted to very short time spans of a few months [Schröter et al., 1993; Morrow and De Mey, 1995] , which are too short to allow signals to propagate into the deep ocean. The method of KW allows the extension of the assimilation period by defining the adjoint method on the basis of statistical quantities. In this paper the method is applied to assimilate sea surface height (SSH) variability into an eddy permitting model of the North Atlantic ocean.
[5] Patterns and amplitudes of annual SSH variability are intimately related to the underlying quasi-stationary mean circulation as described by Stammer [1997] . The close link between the mean and the variable part therefore can in principle be utilized in reverse order for the estimation of the mean state from the variable part of the circulation by means of data assimilation. That link also serves as a starting point for recent eddy parameterizations [Treguier et al., 1997] . In the following application of the KW approach, a parameterization based on Green [1970] and Stone [1972] is included in the derivation of the adjoint model for statistical quantities. The main emphasis of this study is to show the feasibility of assimilating altimetric SSH variability to improve modeled climatological mean states by parameter estimation and for state estimations with high resolution models.
[6] After a brief review of the methodology, the forward and the adjoint models are presented in section 3. The parameterization for the SSH variability is presented in section 4. The results of a 1 year assimilation are discussed with some emphasis on the effect of the parameterization in section 5 followed by a concluding discussion.
Method
[7] The adjoint method used in this study was designed to allow for the assimilation of statistical moments of data into chaotic ocean models. It is an extension of the original formulation of Le Dimet and Talagrand [1986] . The basis of the method is the assumption that the dynamics of ocean models are decomposable into different time scale regimes associated with different ranges of predictability. Averaged quantities are assumed to be more predictable. The adjoint model derives from a separate model that describes the mean state and that features long-term predictability. Only a short outline of the technique is given in the following. A high-resolution model with short-term predictability is employed to calculate optimal estimates of single realizations of statistical moments. A coarse resolution twin version of the eddy-resolving model is used to approximate an independent model for the statistical moments used in the variational method as a strong constraint. This model is introduced to describe a predictable part of the evolution. A detailed derivation is described by KW.
[8] The basic concept is to employ a high-resolution model with short-term predictability to calculate the evolution of the state vector x according to
depending on the parameter vector a. Estimates of single realizations of statistical moments that enter the cost function are calculated from the solution of this model. A separate model for the mean state is employed for the construction of the adjoint. Coarse resolution twin version
of the eddy-resolving model is used to approximate this model for the mean state. The adjoint derives from an expansion at moments " x calculated from the high-resolution model. The scheme then reads: minimize
respecting the forward model
and the adjoint to the coarse resolution version
where " x is a time mean and spatial average to the coarse grid, O is the error covariance of statistical moments y of observations, B is the error covariance of the background information a b of the parameter a and H is the observation operator. The adjoint uses only temporally and spatially averaged information originating from the high resolution forward model. The estimated gradient and parameter improvements calculated by the descent step are therefore time independent and on the coarse resolution grid.
Numerical Models
[9] The primitive-equation ocean circulation model is based on the 1/3°CME model configuration developed by Bryan and Holland [1989] . It makes use of the revised code described by Pacanowski et al. [1993] . The domain of high-resolution forward model and the coarse resolution twin covers the Atlantic Ocean basin from 15°S to 65°N. Both models have 30 levels and share the same vertical grid spacing which increases smoothly from 35 m at the surface to 250 m below 1000 m. Buffer zones of 5 points width are applied on the closed boundaries where salinity and temperature are restored to data taken from Levitus [1982] . The northern boundary condition is supplemented in the Denmark Strait by actual section data [Döscher et al., 1994] .
Forward Model
[10] The model configuration is essentially identical to that described by Oschlies and Willebrand [1996] . A review of experiments and results of the CME configuration is given by Böning [1996] . The model is forced with the monthly mean wind stresses of Hellerman and Rosenstein [1983] and the heat flux is formulated according to the linear approximation of Han [1984] . Surface fluxes of fresh water are specified by relaxation to the monthly mean salinity values of Levitus [1982] . The horizontal grid spacing is 1/3°in meridional and 2/5°in zonal direction. Horizontal mixing is parameterized by biharmonic friction. Constant coefficients for viscosity and diffusivity are chosen as 2. 
Adjoint Model
[11] The high-resolution and the coarse resolution twin model are based on basically the same source code. The horizontal grid spacing is 1°in meridional and 1.2°in zonal direction. Unlike in the forward model, horizontal mixing is parameterized by harmonic friction with coefficients chosen as 5 Â 10 8 cm 2 /s to prevent the tangent linear model from developing unstable modes. The adjoint model was constructed with aid of the automatic code compiler TAMC [Giering and Kaminski, 1998 ]. In order to prevent a computational mode in the adjoint which results from the Euler coupling steps in the forward model [Sirkes and Tziperman, 1997] , the forward code is modified to perform only leapfrog steps. Divergence of the two decoupled modes is not observed, and the adjoint variables asymptotically approach a stationary solution. As described in KW, prognostic variables as well as air-sea thermohaline and momentum fluxes of the forward model were averaged to the coarse grid, and only their temporal mean values enter the adjoint. The topography was derived from the high-resolution representation with the same spatial averaging procedure completed by an additional removal of holes and the restoration of islands. The seasonal cycle is removed in the adjoint, which is the adjoint to a model for the mean circulation. Including a seasonal cycle into the adjoint formalism would require the formation of ensemble mean values in order to eliminate the transient eddy component from the seasonal signal. The standard formulation of mixing in case of static instabilities makes the mixing coefficients effectively time dependent. By analogy to the treatment of the forcing, convection is parameterized in the adjoint by temporally and spatially averaging the mixing coefficients of the forward model.
[12] For the descent algorithm the variable storage minimization algorithm M1QN3 by Gilbert and Lemaréchal [1989] was chosen as a good compromise in terms of storage requirements between conjugated gradient and quasi-Newton methods. Gradients calculated by the coarse resolution model are interpolated by bicubic spline to the grid of the 1/3°model before descent steps were performed.
[13] Integration periods of several years are desirable in order to define statistical moments, however, test runs show that the assimilation period is limited to a range of about 1 year. An exponential increase of the Lagrangian multipliers starts after about a year of backward integration. Exponential increasing Lagrangian multipliers indicate a limit of predictability and are related to positive eigenvalues of the adjoint operator. In the method of KW, weaker gradients and lower extreme values of the velocity fields, in combination with higher values for mixing coefficients of the adjoint, prevent in general the development of unstable modes for integration periods of several years. In the present model, spatial gradients and extreme values of the velocity fields are, even after averaging, still large enough to allow for the development of instabilities. In agreement with this assumption, no instabilities were found for periods of several years if averaged prognostic variables originate from a coarse resolution forward model run.
Parameterization for SSH Variability
[14] Our statistical approach of the adjoint method requires a closed set of equations for all statistical moments included in the cost function, which in our case includes the second-order moment SSH variability. Approximating the statistical model by a low-resolution model twin as in KW requires an additional physical relation for the inclusion of higher-order moments. A simple parameterization approach as described in KW is followed to mimic a model for the prediction of rms SSH variability. The idea is to search for a relation that expresses second-order moments in terms of mean values. This parameterization forms together with coarse resolution model the set of equations for the mean state and the SSH variability.
[15] For the inclusion of rms SSH variability, s SSH , as a second-order moment, the eddy variability is parameterized in terms of the density structure derived from the mean temperature and salinity distribution. The generation of eddies is closely related to the stability properties of the mean current. Eddy energies calculated from tracked drifting buoys [Richardson, 1983; Krauss and Käse, 1984] and altimeter data [Stammer, 1997] indicate the major frontal zones as the primary location for the occurrence of variability. Outside the tropical regime, spectral characteristics of altimetric data from TP analyzed by Stammer [1997] suggest baroclinic instability as the dominant source of variability in accordance with the spectral relations of geostrophic turbulence. Treguier et al. [1997] shows that the depth-integrated rms eddy velocity can be related to the Richardson number Ri in the main regions of variability. The approach used in this study was originally derived on basis of the theory of baroclinic instability by Green [1970] and Stone [1972] who described the eddy velocity in terms of horizontal and vertical density gradients of the mean flow. Employing the thermal wind balance for the calculation of the vertical velocity shear, the relation reads
where Áz is the depth interval, f o is the Coriolis parameter of a central latitude, r is the density, r o is a reference density, and the length g is the coefficient of proportionality.
[16] The impact of employing this relation for the assimilation of rms SSH variability in regions where the model considerably underestimates variability is to steepen the frontal structure. In this way the available potential energy as source for eddies generated by baroclinic instability is enhanced.
[17] The parameter of proportionality g was calculated from regressions employing data or the corresponding fields from the solution of the forward model. It spans a range of values between 122 cm for the model solution and values of 434 -667 cm for the climatologies and TP/ERS1 SSH variability. The correlation coefficients are of the order of 0.7. The small value for the model solution may partly be due to the fact that a large portion of the SSH variability of the model is over shallow regions where the parameterization is not defined. The value for the implementation into the adjoint is chosen as g = 200 cm between 10°N and 50°N and g = 0 elsewhere to exclude tropical and high-latitude regions. Tropical regions are excluded since the parameterization is based on the thermal wind relation. Low correlation coefficients in high latitudes suggest that the relation is not suitable in this region.
[18] In order to explain the effect of the parameterization, gradients of cost function parts of experiments described in section 5.2 are calculated. The two cost function parts
and
measure the difference of the modeled rms SSH variability s SSH to the data and the difference of modeled annual mean temperature and salinity to the values of the WOA97 data, respectively. The grid point index is n, and N is the number of grid points of the model. Horizontal and vertical cross sections through cost function gradients with respect to the temperature initial condition T o are shown in Figure 1 . Although there are marked differences between the patterns, both indicate the same characteristic errors of the model which has a northward displaced Gulf Stream with too low variability and almost no Azores Current with the associated variability. The general features of @J SSH /@T o confirm the supposition made above; locations of underestimated SSH variability are distinguished by spatial gradients in the proposed temperature change. Spatial structures of the gradients of either part are consistent in suggesting warmer water south and colder water north of the Gulf Stream position. The vertical structure of both gradients share some similar features. The scheme therefore provides a method for the vertical extrapolation of SSH data. The precise position of the Gulf Stream is difficult to constitute from @J WOA97 /@T o while the gradient of J SSH contains spatial gradient information that clearly marks the position. In the same way, the signature of the Azores front clearly derives from the associated variability whereas the climatology is too smooth to allow for any horizontal structure of the gradient in this region.
Assimilation Experiments
[19] The parameterization (6) is based only on horizontal and vertical gradients of the mean density. There is no constraint on absolute density values and the distribution among temperature and salinity is provided by assimilating rms SSH variability. It follows that an application of the scheme for the estimation of initial conditions for temperature and salinity will result in a large subspace of equivalent solutions. In other words, the solution will be substantially underdetermined. In the subsequent sections two ways are presented to handle this problem. One is the inclusion of a priori information for the temperature and salinity initial conditions and a second is to add climatological data of temperature and salinity. Different strategies concerning the set of the included cost function terms are pursued. The cost function is defined as a sum of quadratic parts
where N is total number of grid points of the model. The order of the J-terms correspond to the order of the sums below. The term for annual or climatological means of observational data are labeled with d and i, f denotes the a priori information term for initial conditions and the surface heat (hfl), and salt flux (sfl), respectively. The notation corresponds to the naming of the weights b,a introduced in Appendix A. The configuration of all performed experiments is listed in Table 1 . The iterations are started with the same parameter set as the control run which is the year after a 20-year ''spin-up'' from the state of rest.
Including A Priori Information
[20] The need for an additional source of temperature and salinity information in connection with the parameterization was stressed in section 4. In the experiment SST_SSH_O, a priori information of the temperature and salinity initial conditions ensures that the density information is not arbitrarily distributed among temperature and salinity corrections. The cost function consists of six terms which include the a priori information of the fluxes and the initial condition J T f , J S f , J T i , and J S i , respectively. The data terms are J Figure 2 depicts the annual mean SSH from the control run and the final iteration together with data from Singh and Kelly [1997] who estimated mean SSH from a combination of hydrographic and altimeter data. The mean front of the control run is displaced at around 60°W to the north and is shifted at around 42°W to the east and it is noticeably weaker than the observations suggest. While the final iteration resembles more the control run than the data of Singh and Kelly [1997] , the solution is nevertheless improved. This supports the assumption made in the introduction that it may be possible to retrieve some information on the mean state by assimilating variability.
[21] A similar experiment (SST_SSH) employing the same data sets without including the a priori information was performed. The parameter set encompasses heat flux and temperature initial conditions only. The mean SSH pattern shown in Figure 3 is in better agreement with the data of Singh and Kelly [1997] shown in Figure 2c . The Gulf Stream position is remarkable similar to the one that can be inferred from the gradient shown in Figure 1 . A particular feature of this experiment is an almost correct Gulf Stream separation east of Cape Hatteras which was found to remain stable for more than 2 years as the model was integrated for 2 additional years. This suggests that the a priori information of the initial condition is very efficient in keeping the solution close to the reference run.
Including WOA97 Data
[22] In the experiment CLIM_SSH the WOA97 data were directly included into the cost function to constrain the , and J S d are the cost function contributions of SSH variance, sea surface temperature, and of WOA97 temperature and salinity data, respectively. J T i , J S i , J T f , and J S f are the terms for a priori information of temperature and salinity initial conditions and of the corresponding fluxes, respectively. mean state and dismiss the a priori information instead. We omit the estimation of surface fluxes for this experiment because of their sensitivity to systematic model errors. In addition to the rms SSH variability data, temperature and salinity data from the WOA97 are assimilated. The configuration of the cost function consists of the data terms J s SSH , J T d , and J S d . The total value of the cost function is reduced within 10 iterations from the control value 0.43 -0.21 at the final iteration. A second minimization starting from a different first guess was performed to investigate the sensitivity with respect to the starting point. The total cost function was then reduced from 0.90 to an identical value of 0.21 at the tenth iteration. Compared with the first minimization, an almost identical state was found with differences only due to different eddy realizations. The second optimization was continued for a further 14 iterations and reached a cost function value of 0.18. All results presented in the following were taken from the 24th iteration.
[23] In order to evaluate the information retrieved from the SSH variability data, an experiment (CLIM) with the identical configuration without including SSH data was performed. The cost function is then reduced after 21 iterations to 0.14. This value is almost identical to the one of the corresponding cost function parts of the above described experiment that includes additionally the rms SSH variability term which accounts for 0.067 of the 0.21. Identical hydrographic cost function parts indicate that changes introduced by the SSH information are independent of, or consistent with the adjustments related to the hydrographic data.
[24] The effect of assimilation in the experiment CLIM_SSH is assessed by profiles of posterior rms errors depicted in Figure 4 . Except for the near surface region, the profiles are generally in the order of twice the ensemble error variance corresponding to a 95% level. It is not clear whether an rms error in the order of the a priori estimates could actually by reached, particularly since the eddy variability is markedly enhanced (see the following) and signatures of the eddies are still present in the annual mean values. The failure in the surface region results from inconsistent surface fluxes, which were not optimized. The inclusion of rms SSH variability data does not affect noticeably the error profiles in the assimilation run (compare the profiles in Figures 4e and 4f ) . This supports the assumption that information introduced by the assimilation of rms SSH variability is consistent with the WOA97 data. A slow return to the state of the control is documented by an increase of the rms error for the second year (the profile in Figure 4d ).
[25] Figures 5a and 6a show the temperature and salinity differences between the control run and the assimilated data in 580 m depth. The largest temperature and salinity anomalies are in the Sargasso Sea and originate from the northward displaced Gulf Stream. The positive temperature and salinity anomalies in the Irminger Sea reflect a North Atlantic Current (NAC) that is located too far west and leads into the Irminger Sea. Smaller deviations are visible in the Caribbean Sea and near the equator. The main source for the error in the assimilation experiment CLIM_SSH, displayed in Figures 5b and 6b , is caused by spurious eddies which are still present in the mean fields. The largest differences remain in the regions of high eddy kinetic energy, particularly in the region of Gulf Stream and the NAC. Significant differences also occur east of Grand Banks and in the Caribbean Sea. Below 1000 m (not shown), differences remain after optimization due to the eddy-like spots present within WOA97 data. The resulting mean state still has substantial deficiencies as will be shown in the following. Since the remaining error is to some extent caused by the irreducible part emerging from the eddy effects, a further reduction is difficult to achieve.
[26] The rms SSH variability error is reduced from 7.2 cm to 4.8 cm. Figure 7 shows the rms SSH variability from the control and the assimilation CLIM_SSH together with the observational data. The maximum of the variability of the control is displaced northward and overall too low with a maximum around 47°N. By assimilation of rms SSH variability and WOA97 data (Figure 7c) , the erroneous maximum vanished and the mean position and amplitude of maximal variability is fairly well matched, It does extends further to the north around 55°W, and the northward extension at 42°W is not captured. The turnoff of the Azores Current is visible by increased variability. The scales of eddies are clearly too large in comparison with the observations which may be explained by too low a resolution. The level of SSH variability in the Gulf Stream region is also enhanced to a realistic magnitude by assimilating only the WOA97 data, but its position and the maximum around 47°N is not changed.
[27] The mean SSH of the experiment CLIM_SSH is illustrated in Figure 8b . It supports the findings from Figure  7 . The position and amplitude around 60°W matches the data of Singh and Kelly [1997] (see also Figure 2 ) with a slightly weaker front. However, the front at 42°W is not present in Figure 8b , although it may be seen in the estimated initial conditions, indicating a dynamical deficit of the model. The amplitude of the stationary anticyclone east of Cape Hatteras is reduced together with the disappearance of the front resembling a wrong turnoff position of the Azores Current. The mean SSH in Figure 8a results from experiment CLIM and represents a somewhat intermediate state between the control state in Figure 2a and data in Figure 8b . The Gulf Stream front is stronger, but the position is nearly unchanged in comparison to Figure 2a . The pattern in the Azores region resembles the one of Figure 8b , but the strength of the front is very weak.
[28] In order to investigate whether the solution CLIM_SSH is a new equilibrium state, the integration is continued further. Within the following 2 years of integration the state returns toward the pattern of the control run. The mean front starts continuously to split into a northward displaced and a southern front visible in Figure 2a . The return is documented in Figure 9 , which shows a meridional temperature section in the Gulf Stream region. Cold water inserted north of the Gulf Stream is rapidly removed, whereas the mean frontal position only slowly returns to the position of the control run. As a consequence of this rapid removal, temperature corrections of the initial condition are overestimated. For the same region as displayed in the figure, temperatures in January are about 1.5°C too low at 44°N in comparison with the monthly mean value of the WOA97 data.
[29] As visible from the near surface velocities of experiment CLIMSSH in Figure 10a , the Azores Current of the control run is only represented as a markedly southward shifted band branching east of Cape Hatteras from the Gulf Stream. Assimilation shifts the band to the observed position at 34°N [Gould, 1985] , and the current originates from the separation of the Gulf Stream into the North Atlantic Current (NAC) and the Azores Current (Figure 10b) , as suggested by Sy [1988] . The erroneous flow of the NAC towards the Irminger Sea visible in Figure 10a is corrected and the transport follows after assimilation the realistic route towards the Norwegian Sea, although it deflects east of the Rockall Plateau to the northwest.
[30] The position of the Azores front is difficult to identify in the control from the potential density section averaged between 35°W -30°W as illustrated in Figure 11 , whereas in the CLIM_SSH run the frontal structure is even more pronounced than in the WOA97 data. Likewise, the position is shifted slightly to the north, indicating that the front is mainly established by information from the altimeter data.
[31] The amplification of the EKE level shown in Figure  12 from values less than 4 cm 2 s À2 to values up to 20 cm 2 s À2 in average accompanies the intensification of the Azores Current. This is still much too low compared with more than 150 cm 2 s À2 as calculated from cross-track geostrophic velocity of TOPEX/POSEIDON [Stammer and Böning, 1996] or from drifter data [Brügge, 1995] . Some iterations show values up to 100 cm 2 s
À1
. It should be noted that the associated SSH variability is then found to be higher than the values from TP/ERS1. Values over 100 cm 2 s À2 are thus not consistent with the assimilated SSH variability from mapped TP/ERS1 data. The interpolation of track data generally underestimates the amplitude of the real signal. Moreover, EKE and SSH variability are related through a length scale, which is too large in the model. The associated velocities are thus too low, and a simulation consistent with both SSH variability and EKE is not possible. There is nearly no improvement through the assimilation of only climatological data and a slight enhancement is visible in Figure 11 , a too weak frontal slope in the climatological data due to smoothing.
[32] The deep circulation is affected by the introduction of water masses through the initial conditions. The meridional overturning stream function remains mostly unchanged north of 40°N where the overturning is mainly controlled by the northern boundary condition [Dö scher et al., 1994] . It increases to unrealistic values of about 30 Sv north of the equator with a maximum at about 13°N. The strength of the overturning continuously increases with the number of iterations. An increased sinking between 15°N and 20°N is limited to the region of the Caribbean Sea and north east of the Antilles where larger differences to the WOA97 data occur. In spite of this difference, continuously denser water is introduced between 600 m and 1000 m depth in this region during the optimization. It is not quite clear if the adjoint variables in this region are affected by remote model-data differences or if approximations made within this method are responsible for a wrong estimation of the gradient in this area. The steep topography in this region, representing the Island chain of the Antilles, is different in the forward and the adjoint model. Land may separate in the forward model two ocean parts that are not separated in the adjoint. The horizontal mixing between those parts might be possible in the adjoint. However, a similar overturning cell north of the equator was also observed by Ayoub et al. [2001] from an assimilation experiment with a 1°North Atlantic model. The meridional heat transport which is closely related to the overturning strength also nearly doubled in the area around 15°N. The quite small difference to the WOA97 data in terms of the contribution to the cost function (differences due to eddy signatures at the same level in the Gulf Stream region or due to insufficient smoothing of the WOA97 data are much larger) has important dynamical consequences. The overturning and heat transport have returned in the following year back to the values of the control. Although the unrealistic transport values could be related to deviation from WOA97 data, the results demonstrate a poor skill for determining these quantities from assimilation experiments when quasi-stationarity is not guaranteed.
Conclusion
[33] Our intention was to provide a framework for state estimations with high-resolution ocean models. The princi- pal feasibility of the method for improving the climatological state of eddy-resolving models was demonstrated by assimilating SSH variability and climatological data. However, it was not possible to find a new stable equilibrium state by estimating the initial conditions for temperature and salinity. On annual periods the mean state is markedly improved in comparison with the reference state but not fully consistent with the assimilated data. Furthermore, the state is not in a statistical equilibrium and still subject to deficits.
[34] We have shown that the assimilation of SSH variability with a parameterization derived from baroclinic instability theory yields information that is complementary as well as consistent with the WOA97 climatology. An important aspect of this new technique is the potential to extract characteristics of mean frontal structures from variability, since this type of information is not well represented in climatological data which are usually subject to extensive smoothing. In this way, it was possible to determine aspects of the mean state with information from the SSH variability.
[35] In order to assess the success of the assimilation it is not sufficient to regard only assimilated quantities. Since the adjoint method enforces consistency with dynamics of the model, the quality of the mean state and quantities that were derived via the dynamical equations are limited by dynamical deficits or parameters of the model that were not included in the optimization. At a resolution of 1/3°eddies are only marginally represented and eddy velocities are too small, the realistic SSH variability is therefore connected with a too low level of EKE.
[36] It appears from some iterations that a marginally stable solution showing a correct Gulf Stream separation with a small basin of attraction persists for more than 1 year. The transition to the reference solution may then be induced by eddy variability or by a slow change that comes along with increased heat transport. It is thus plausible that only minor changes in the model dynamics might be sufficient to enable a correction for at least this point. At the given resolution it seems not very likely though that a parameter setting can be found which corrects systematic errors that a great majority of this type of models share.
Appendix A: Data Sets and Error Estimates
[37] Estimations for the error covariances are given in the following for each term of the cost function. In order to calculate estimations of the covariances, an approach was followed that is similar to Evensen [1994] and Evensen and van Leeuwen [1996] , who derived the forecast error covariance matrix from an ensemble of forward calculations. Presuming uncorrelated model and data errors, the error covariance can be written as a combination of the model and the data error covariance. The general assumption for the adjoint method is that the model error could be identified with the parameters or controls of the optimization problem. In other words, it is assumed that the model has no systematic errors other than those contained in explicit parameters. This assumption is clearly a limitation for the validity of the use of an adjoint method.
[38] The approximation of the forward statistical model by time averages from the solution of the high-resolution model introduces an additional source of model error. Because of the finite averaging time of 1 year, the time averages still contain signatures of the eddy field. As described in KW, the variance of these mean values provides an estimate of the statistical model error. The variance depends on the length of the averaging period and is derived from an ensemble of seven successive integrations over 1 year, after 20 years of integration. These annual mean values may be regarded as independent owing to the rapid decorrelation of the transient eddy signal. If not otherwise specified, we consider only the diagonal elements of the error covariance matrix averaged over time and horizontal directions, i.e., a number or a profile.
A1. SSH Variability
[39] Sea surface height variance is calculated from fivedaily maps of merged data from TOPEX/POSEIDON and ERS1 (TP/ERS1) created by Oschlies and Garçon [1998] enclosing the period from October 1992 to October 1993 (see also Figure 7d ). The total measurement error as given by [Fu et al., 1994 ] is 4.7 cm for TOPEX and 5.1 cm for POSEIDON, while an overall rms difference of 3 cm to tide gauge measurements is found by [Morris and Gill, 1994] . We have used a constant value of d,s SSH = 4 cm throughout the experiments.
A2. SST
[40] The sea surface temperature (SST) is taken from the 9 km resolution daily nighttime maps of the AVHRR Oceans Pathfinder Program [Smith et al., 1996] . The mean SST is calculated from maps covering the same period as the SSH data after building monthly mean values to reduce the bias due to cloud cover. The rms difference between the gridded Pathfinder SST data and SST from a buoy database [Podesta et al., 1995] is 0.97°C for the nighttime matchups [Smith et al., 1996] . The error value for temperature observations is chosen as d,SST = 1°C.
A3. Climatological Data of Temperature and Salinity
[41] The depth-dependent rms difference of temperature and salinity values between climatologies of Boyer and Levitus [1997] , hereafter WOA97 and Gouretski and Jancke [1998] , hereafter SAC is depicted in Figure 13 together with values calculated from the variance of an ensemble of seven annual mean values from the model. Both approaches provide similar estimates for the error profiles except in the surface region where variability is underestimated by the model due to the restoring to monthly mean values.
[42] Vertical correlations in the temperature and salinity fields, which effectively reduce the number of independent degrees of freedom, have to be taken into consideration in particular when surface data is included in the cost function. Typical vertical correlation radii calculated from the above described ensemble are 350 m above and 500 m below 1000 m depth. Profiles that approximate the rms temperature and salinity error profiles, respectively, are multiplied by a factor that counts the number of layers within the correlation radius.
A4. Initial Conditions
[43] The first guess for the initial condition is the state after 20 years of ''spin-up.'' The error weight was approximated by the deviation of the annual mean values of the reference experiment in comparison with temperature and salinity data from the WOA97 with the additional modification to account for vertical correlations. The approximations for the error profiles of the a priori information then reads, i,T (z) = 14°C exp(Àz/800 m) and i,S (z) = 4 PSU exp(Àz/800 m), respectively.
A5. Surface Flux
[44] Weighting coefficients for the a priori parameter values of heat and freshwater fluxes estimated as restoring temperature and salinity were chosen as f,T = 4°C and f,S = 0.5 PSU. For the CME model the values correspond approximately to heat and fresh water flux values of about 32 Wm À2 and 1 m yr
À1
, respectively.
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