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• different types of nodes & links
• automatically extracted from 
text, databases, ...
• probabilities quantifying source 
reliability, extractor confidence, ...
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Can we predict 
the type of a node 
given information 
on its neighbors?   
e.g., the type of a 
webpage given its links 
and the words on the 
page? 
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Travian:  A massively multiplayer 
real-time strategy game
Can we build a model
of this world ? 
Can we use it for playing
better ?
[De Maeyer at al, Molecular Biosystems 13]
Can we find the mechanism 
connecting causes to effects?
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Molecular interaction 
networks
Diagnosing machine 
failures
[Schramm, Meert and Driessens]
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Can we build a model of the robot’s working 
and use it to find causes of failures? 
• How to achieve a specific configuration 
of objects on the shelf?
• Where’s the orange mug?
• Where’s something to serve soup in?
Robotics
[Moldovan et al]
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Analyzing 
Video Data
• Track people or objects 
over time? Even if 
temporarily hidden?
• Recognize activities?
• Infer object properties?
Fig. 4. Tracking results from experiment 2. In frame 5, two groups are
present. In frame 15, the tracker has correctly split group 1 into 1-0 and 1-1
(see Fig. 3). Between frames 15 and 29, group 1-0 has split up into groups
1-0-0 and 1-0-1, and split up again. New groups, labeled 2 and 3, enter the
field of view in frames 21 and 42 respectively.
Six frames of the current best hypothesis from experiment
2 are shown in Fig. 4, the corresponding hypothesis tree is
shown in Fig. 3. The sequence exemplifies movement and
formation of several groups.
A. Clustering Error
Given the ground truth information on a per-beam basis we
can compute the clustering error of the tracker. This is done
by counting how often a track’s set of points P contains too
many or wrong points (undersegmentation) and how often P
is missing points (oversegmentation) compared to the ground
truth. Two examples for oversegmentation errors can be seen
in Fig. 4, where group 0 and group 1-0 are temporarily
oversegmented. However, from the history of group splits
and merges stored in the group labels, the correct group
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Fig. 5. Left: clustering error of the group tracker compared to a memory-
less single linkage clustering (without tracking). The smallest error is
achieved for a cluster distance of 1.3 m which is very close to the border of
personal and social space according to the proxemics theory, marked at 1.2
m by the vertical line. Right: average cycle time for the group tracker versus
a tracker for individual people plotted against the ground truth number of
people.
relations can be determined in such cases.
For experiment 1, the resulting percentages of incorrectly
clustered tracks for the cases undersegmentation, overseg-
mentation and the sum of both are shown in Fig. 5 (left),
plotted against the clustering distance dP . The figure also
shows the error of a single-linkage clustering of the range
data as described in section II. This implements a memory-
less group clustering approach against which we compare
the clustering performance of our group tracker.
The minimum clustering error of 3.1% is achieved by the
tracker at dP = 1.3m. The minimum error for the memory-
less clustering is 7.0%, more than twice as high. In the
more complex experiment 2, the minimum clustering error
of the tracker rises to 9.6% while the error of the memory-
less clustering reaches 20.2%. The result shows that the
group tracking problem is a recursive clustering problem that
requires integration of information over time. This occurs
when two groups approach each other and pass from opposite
directions. The memory-less approach would merge them
immediately while the tracking approach, accounting for the
velocity information, correctly keeps the groups apart.
In the light of the proxemics theory the result of a minimal
clustering error at 1.3m is noteworthy. The theory predicts
that when people interact with friends, they maintain a range
of distances between 45 to 120 cm called personal space.
When engaged in interaction with strangers, this distance is
larger. As our data contains students who tend to know each
other well, the result appears consistent with Hall’s findings.
B. Tracking Efficiency
When tracking groups of people rather than individuals,
the assignment problems in the data association stage are
of course smaller. On the other hand, the introduction of
an additional tree level on which different models hypoth-
esize over different group formation processes comes with
additional computational costs. We therefore compare our
system with a person-only tracker which is implemented by
inhibiting all split and merge operations and reducing the
cluster distance dP to the very value that yields the lowest
error for clustering single people given the ground truth. For
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learning, probabilistic programming, ...
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ProbLog by example:
Rain or sun?
day 0
0.5
0.5
day 1
0.6
0.4
day 2
0.6
0.4
day 3
0.6
0.4
day 4
0.6
0.4
day 5
0.6
0.4
day 6
0.6
0.4
0.8
0.2
24
0.5::weather(sun,0) ; 0.5::weather(rain,0) <- true.
0.6::weather(sun,T) ; 0.4::weather(rain,T) 
               <- T>0, Tprev is T-1, weather(sun,Tprev).
0.2::weather(sun,T) ; 0.8::weather(rain,T) 
               <- T>0, Tprev is T-1, weather(rain,Tprev).
ProbLog by example:
Rain or sun?
day 0
0.5
0.5
day 1
0.6
0.4
day 2
0.6
0.4
day 3
0.6
0.4
day 4
0.6
0.4
day 5
0.6
0.4
day 6
0.6
0.4
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
24
0.5::weather(sun,0) ; 0.5::weather(rain,0) <- true.
0.6::weather(sun,T) ; 0.4::weather(rain,T) 
               <- T>0, Tprev is T-1, weather(sun,Tprev).
0.2::weather(sun,T) ; 0.8::weather(rain,T) 
               <- T>0, Tprev is T-1, weather(rain,Tprev).
ProbLog by example:
Rain or sun?
day 0
0.5
0.5
day 1
0.6
0.4
day 2
0.6
0.4
day 3
0.6
0.4
day 4
0.6
0.4
day 5
0.6
0.4
day 6
0.6
0.4
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
0.8
0.2
infinite possible worlds! BUT: finitely many 
suffice to answer any given ground query
24
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
25
0.3::stress(X):- person(X).
0.2::influences(X,Y):- 
             person(X), person(Y).
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
typed probabilistic facts 
= a probabilistic fact for each grounding
25
0.3::stress(X):- person(X).
0.2::influences(X,Y):- 
             person(X), person(Y).
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
typed probabilistic facts 
= a probabilistic fact for each grounding
0.3::stress(1).
0.3::stress(2).
0.3::stress(3).
0.3::stress(4).
0.2::influences(1,1).
0.2::influences(1,2).
0.2::influences(1,3).
0.2::influences(1,4).
0.2::influences(2,1).
...
0.2::influences(4,2).
0.2::influences(4,3).
0.2::influences(4,4).
25
0.3::stress(X):- person(X).
0.2::influences(X,Y):- 
             person(X), person(Y).
smokes(X) :- stress(X).
smokes(X) :- 
     friend(X,Y), influences(Y,X), smokes(Y).
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
25
0.3::stress(X):- person(X).
0.2::influences(X,Y):- 
             person(X), person(Y).
smokes(X) :- stress(X).
smokes(X) :- 
     friend(X,Y), influences(Y,X), smokes(Y).
0.4::asthma(X) <- smokes(X).
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
annotated disjunction with implicit head atom: 
with probability 0.6, nothing happens
25
0.3::stress(X):- person(X).
0.2::influences(X,Y):- 
             person(X), person(Y).
smokes(X) :- stress(X).
smokes(X) :- 
     friend(X,Y), influences(Y,X), smokes(Y).
0.4::asthma(X) <- smokes(X).
ProbLog by example:
Friends & smokers
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
25
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
flexible probability: 
computed from the weight of the item
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
flexible probability: 
computed from the weight of the item
1/6::pack(skis).
1/4::pack(boots).
1/3::pack(helmet).
1/2::pack(gloves).
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
list of all items
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
excess([],Limit) :- Limit<0.
excess([I|R],Limit) :- 
   pack(I), weight(I,W), L is Limit-W, excess(R,L).
excess([I|R],Limit) :- 
   \+pack(I), excess(R,Limit).
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
excess([],Limit) :- Limit<0.
excess([I|R],Limit) :- 
   pack(I), weight(I,W), L is Limit-W, excess(R,L).
excess([I|R],Limit) :- 
   \+pack(I), excess(R,Limit). pack first item, decrease 
limit by its weight, and 
continue with rest of items
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
excess([],Limit) :- Limit<0.
excess([I|R],Limit) :- 
   pack(I), weight(I,W), L is Limit-W, excess(R,L).
excess([I|R],Limit) :- 
   \+pack(I), excess(R,Limit).
do not pack first item, 
continue with rest of items
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
excess([],Limit) :- Limit<0.
excess([I|R],Limit) :- 
   pack(I), weight(I,W), L is Limit-W, excess(R,L).
excess([I|R],Limit) :- 
   \+pack(I), excess(R,Limit).
no items left: did we add too much?
26
ProbLog by example:
Limited Luggage
weight(skis,6).
weight(boots,4).
weight(helmet,3).
weight(gloves,2).
P::pack(Item) :- weight(Item,Weight),  P is 1.0/Weight.
excess(Limit) :- excess([skis,boots,helmet,gloves],Limit).
excess([],Limit) :- Limit<0.
excess([I|R],Limit) :- 
   pack(I), weight(I,W), L is Limit-W, excess(R,L).
excess([I|R],Limit) :- 
   \+pack(I), excess(R,Limit).
26
• probabilistic choices + their consequences
• probability distribution over possible worlds
• how to efficiently answer questions?
• most probable world (MPE inference)
• probability of query (computing marginals)
• probability of query given evidence 
ProbLog
27
Answering Questions
28
program
queries
evidence
marginal
probabilities
conditional
probabilities 
MPE state
Given: Find:
?
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logical reasoning
probabilistic inference
data structure
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),heads(3).
win
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
heads(1)
heads(2) & heads(3)
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),heads(3).
win
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
heads(1)
heads(2) & heads(3)
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),heads(3).
win
h(1)
h(2)
h(3)
0 1
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
heads(1)
heads(2) & heads(3)
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),heads(3).
win
truefalse
win?
h(1)
h(2)
h(3)
0 1
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
heads(1)
heads(2) & heads(3)
Initial Approach 
(ProbLog1)
29
Find all proofs of query
calculate marginal by 
dynamic programming
Binary Decision 
Diagram (BDD)
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),heads(3).
win
win?
0.4
h(1)
h(2)
h(3)
0 1
[De Raedt et al, IJCAI 07; Kimmig et al, TPLP 11]
0.6
0.70.3
0.50.5P(win) = 
probability of 
reaching 1-leaf
Current Approach 
(ProbLog2)
30
Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
[Fierens et al, TPLP 13]
Current Approach 
(ProbLog2)
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Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win
[Fierens et al, TPLP 13]
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Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win :- heads(1).
win :- heads(2), heads(3).
win
[Fierens et al, TPLP 13]
Current Approach 
(ProbLog2)
30
Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win :- heads(1).
win :- heads(2), heads(3).
win ? h(1) ⋁ (h(2) ⋀ h(3)) win
[Fierens et al, TPLP 13]
Current Approach 
(ProbLog2)
30
Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win :- heads(1).
win :- heads(2), heads(3).
win ? h(1) ⋁ (h(2) ⋀ h(3)) 
(¬win ⋁ h(1) ⋁ h(2))
⋀ (¬win ⋁ h(1) ⋁ h(3))
⋀ (win ⋁ ¬h(1))
⋀ (win ⋁ ¬h(2) ⋁ ¬h(3))
win
[Fierens et al, TPLP 13]
Current Approach 
(ProbLog2)
30
Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win :- heads(1).
win :- heads(2), heads(3).
h(1) → 0.4
¬h(1) → 0.6
h(2) → 0.7
¬h(2) → 0.3
h(3) → 0.5
¬h(3) → 0.5
win ? h(1) ⋁ (h(2) ⋀ h(3)) 
(¬win ⋁ h(1) ⋁ h(2))
⋀ (¬win ⋁ h(1) ⋁ h(3))
⋀ (win ⋁ ¬h(1))
⋀ (win ⋁ ¬h(2) ⋁ ¬h(3))
win
[Fierens et al, TPLP 13]
Current Approach 
(ProbLog2)
30
Find relevant ground 
program for queries & 
evidence
use weighted model 
counting / satisfiability
Weighted CNF
0.4::heads(1).
0.7::heads(2).
0.5::heads(3).
win :- heads(1).
win :- heads(2),
           heads(3).
win :- heads(1).
win :- heads(2), heads(3).
h(1) → 0.4
¬h(1) → 0.6
h(2) → 0.7
¬h(2) → 0.3
h(3) → 0.5
¬h(3) → 0.5
win ? h(1) ⋁ (h(2) ⋀ h(3)) 
(¬win ⋁ h(1) ⋁ h(2))
⋀ (¬win ⋁ h(1) ⋁ h(3))
⋀ (win ⋁ ¬h(1))
⋀ (win ⋁ ¬h(2) ⋁ ¬h(3))
win
use 
standard 
tool
[Fierens et al, TPLP 13]
Diagnostics for Prognostics
[Schramm, Meert & Driessens]
Visual 
representation of a 
ProbLog diagnostics 
program
The GUI knows 
how to interpret 
certain predicates 
(e.g. failure, partof)
Find most probable 
reason of a failure given 
a set of sensor 
measurements
31
ProbLog for activity recognition from 
video
 
 
32 [Skarlatidis et al, TPLP 13]
Parameter Learning
class(Page,C) 	
 :- 	
 has_word(Page,W), word_class(W,C).
class(Page,C)	
 	
 :- 	
 links_to(OtherPage,Page), 
	
 	
 	
 	
 	
 	
 	
 class(OtherPage,OtherClass),
	
 	
 	
 	
 	
 	
 	
 link_class(OtherPage,Page,OtherClass,C).
for each CLASS1, CLASS2 and each WORD
?? :: link_class(Source,Target,CLASS1,CLASS2).
?? :: word_class(WORD,CLASS).
33
e.g., webpage classification model
Sampling 
Interpretations
34
Sampling 
Interpretations
34
Parameter Estimation
35
Parameter Estimation
35
p(fact) =    count(fact is true) 
Number of interpretations
Learning from partial 
interpretations
• Not all facts observed
• Soft-EM
• use expected count instead of count
• P(Q |E) -- conditional queries !
36 [Gutmann et al, ECML 11; Fierens et al, TPLP 13]
• ProbLog Basics
- ProbLog by example
- Inference
- Parameter Learning
Overview
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• ProbLog Basics
- ProbLog by example
- Inference
- Parameter Learning
• Selected Topics
- Upgrading relational learning
- Dynamics under uncertainty
- Continuous-valued random variables
- Decision making
- Constraints
Overview
37
Prolog
infl(a,b).
...
ProbLog
0.4::infl(a,b).
...
Reasoning query true?
yes/no
query true?
with probability P
Machine
Learning
example covered?
yes/no
example covered?
with probability P
38
Upgrading relational learning
Prolog
infl(a,b).
...
ProbLog
0.4::infl(a,b).
...
Reasoning query true?
yes/no
query true?
with probability P
Machine
Learning
example covered?
yes/no
example covered?
with probability P
38
Upgrading relational learning
Biomine 
network
What is the most 
relevant subnetwork 
(with at most k edges) 
connecting these?
39
gene
phenotype
Theory compression
a b
c
d
f
e
g
0.4
0.8
0.9
0.6
0.5
0.9
0.20.60.70.3
0.8
0.5
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
[De Raedt et al, MLJ 08]
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but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
[De Raedt et al, MLJ 08]
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40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
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but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
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0.5
best subnetwork of at most 
5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
Theory compression
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0.8
0.9
0.6
0.5
0.9
0.20.60.7
0.5
best subnetwork of at most 
5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
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5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
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but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
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(1  P )
[De Raedt et al, MLJ 08]
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5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
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P  
Y
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(1  P )
[De Raedt et al, MLJ 08]
Theory compression
a b
c
d
f
e
g0.9
0.6
0.5
0.9
0.60.7
best subnetwork of at most 
5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
Theory compression
a b
c
d
f
e
g0.9
0.6
0.9
0.60.7
best subnetwork of at most 
5 edges where path(a,b) 
but not path(e,g)?
40
path(X,Y) :- edge(X,Y).
path(X,Y) :- edge(X,Z), path(Z,Y).
0.8::edge(e,c).
0.3::edge(e,a).
...
• build inference data structures for all examples
• simulate edge deletion by setting probability to 0
• greedily delete the one that maximizes 
Y
pos
P  
Y
neg
(1  P )
[De Raedt et al, MLJ 08]
Biomine 
network
41
gene
phenotype
Should there be a link?
If so, of what type?
Why?
42
Learning Patterns
• Probabilistic Explanation Based Learning:
example + background theory → rule
• Probabilistic Query Mining:
pos./neg. examples → set of independent rules
• Probabilistic Rule Learning:
probabilistic examples → (probabilistic) concept
                                               definition
Probabilistic explanation 
based learning
43
1
2
3
4
0.4::stress(1).
0.9::stress(2).
0.5::stress(3).
0.2::stress(4).
0.8::influences(1,2).
0.7::influences(2,4).
0.5::influences(3,4).
smokes(X) :- stress(X).
smokes(X) :- 
     influences(Y,X), smokes(Y).
[Kimmig et al, ECML 07]
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0.9::stress(2).
0.5::stress(3).
0.2::stress(4).
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0.7::influences(2,4).
0.5::influences(3,4).
smokes(X) :- stress(X).
smokes(X) :- 
     influences(Y,X), smokes(Y).
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0.9::stress(2).
0.5::stress(3).
0.2::stress(4).
0.8::influences(1,2).
0.7::influences(2,4).
0.5::influences(3,4).
smokes(X) :- stress(X).
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0.5::stress(3).
0.2::stress(4).
0.8::influences(1,2).
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1
2
3
4
0.4::stress(1).
0.9::stress(2).
0.5::stress(3).
0.2::stress(4).
0.8::influences(1,2).
0.7::influences(2,4).
0.5::influences(3,4).
smokes(X) :- stress(X).
smokes(X) :- 
     influences(Y,X), smokes(Y).
smokes(4)
stress(4)
influences(2,4) & stress(2)
influences(2,4) & influences(1,2) & stress(1)
influences(3,4) & stress(3)
0.200
0.630
0.224
0.250
smokes(4) if influences(2,4) & stress(2)
example
proofs
specific explanation
[Kimmig et al, ECML 07]
Probabilistic explanation 
based learning
43
1
2
3
4
0.4::stress(1).
0.9::stress(2).
0.5::stress(3).
0.2::stress(4).
0.8::influences(1,2).
0.7::influences(2,4).
0.5::influences(3,4).
smokes(X) :- stress(X).
smokes(X) :- 
     influences(Y,X), smokes(Y).
smokes(4)
stress(4)
influences(2,4) & stress(2)
influences(2,4) & influences(1,2) & stress(1)
influences(3,4) & stress(3)
0.200
0.630
0.224
0.250
smokes(A) if influences(B,A) & stress(B)
smokes(4) if influences(2,4) & stress(2)
example
proofs
specific explanation
general explanation
[Kimmig et al, ECML 07]
Probabilistic query mining
a b
c
d
f
e
g
0.4
0.8
0.9
0.6
0.5
0.9
0.20.60.70.3
0.8
0.5
44
pos(a).
pos(d). 
not pos(b). 
not pos(g).
[Kimmig and De Raedt, IJCAI 09]
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Probabilistic query mining
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d
f
e
g
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0.9
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0.5
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0.20.60.70.3
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pos(a).
pos(d). 
pos(X) :- edge(X,Y),edge(Y,Z).
not pos(b). 
not pos(g).
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X
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P
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pos(a).
pos(d). 
pos(X) :- edge(X,Y),edge(Y,Z).
not pos(b). 
not pos(g).
subgraph queries that 
maximize              ?
X
pos
P  
X
neg
P
[Kimmig and De Raedt, IJCAI 09]
Probabilistic query mining
a b
c
d
f
e
g
0.4
0.8
0.9
0.6
0.5
0.9
0.20.60.70.3
0.8
0.5
1.08
0.93
0.756
a-d-g  0.54
d-g-b  0.54
b-      
g-       
44
pos(a).
pos(d). 
pos(X) :- edge(X,Y),edge(Y,Z). pos(X) :- 
edge(X,Y),edge(X,Z).
pos(X) :- 
edge(X,Y),edge(Y,Z),edge(W,Y).
not pos(b). 
not pos(g).
subgraph queries that 
maximize              ?
X
pos
P  
X
neg
P
[Kimmig and De Raedt, IJCAI 09]
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probabilistic facts
0.4987::rain(1).
0.3591::windok(1).
0.4534::sunshine(1).
0.3257::surfing(1).
0.7391::rain(2).
0.6022::windok(2).
0.9837::sunshine(2).
0.2592::surfing(2).
0.2898::rain(3).
0.7423::windok(3).
0.2275::sunshine(3).
0.5688::surfing(3).
...
[De Raedt and Thon, ILP 10; Dries et al]
ProbFOIL
• Upgrading FOIL to learn a set of rules from 
probabilistic facts
0.4987::rain(1).
0.3591::windok(1).
0.4534::sunshine(1).
0.3257::surfing(1).
0.7391::rain(2).
0.6022::windok(2).
0.9837::sunshine(2).
0.2592::surfing(2).
0.2898::rain(3).
0.7423::windok(3).
0.2275::sunshine(3).
0.5688::surfing(3).
...
surfing(X) :- 
    \+ rain(X), windok(X).
surfing(X) :- 
    \+ rain(X), sunshine(X).
[De Raedt and Thon, ILP 10; Dries et al]
ProbFOIL
• Upgrading FOIL to learn a set of rules from 
probabilistic facts
[De Raedt and Thon, ILP 10; Dries et al]
0.7::father(piet, wim).
0.9::father(bart, pieter).
0.6::father(tom, greet).
mother(emma,piet).
mother(emma,greet).
mother(greet,pieter).
grandmother(emma,ilse).
0.7::grandmother(emma,wim).
....
ProbFOIL
• Upgrading FOIL to learn a set of rules from 
probabilistic facts
[De Raedt and Thon, ILP 10; Dries et al]
0.7::father(piet, wim).
0.9::father(bart, pieter).
0.6::father(tom, greet).
mother(emma,piet).
mother(emma,greet).
mother(greet,pieter).
grandmother(emma,ilse).
0.7::grandmother(emma,wim).
....
grandmother(X,Y) :- 
mother(X,Z), 
father(Z,Y).
Prob2FOIL
• Learning probabilistic rules from 
probabilistic facts
0.4987::rain(1).
0.3591::windok(1).
0.4534::sunshine(1).
0.3257::surfing(1).
0.7391::rain(2).
0.6022::windok(2).
0.9837::sunshine(2).
0.2592::surfing(2).
0.2898::rain(3).
0.7423::windok(3).
0.2275::sunshine(3).
0.5688::surfing(3).
...
Prob2FOIL
• Learning probabilistic rules from 
probabilistic facts
0.4987::rain(1).
0.3591::windok(1).
0.4534::sunshine(1).
0.3257::surfing(1).
0.7391::rain(2).
0.6022::windok(2).
0.9837::sunshine(2).
0.2592::surfing(2).
0.2898::rain(3).
0.7423::windok(3).
0.2275::sunshine(3).
0.5688::surfing(3).
...
0.7023::surfing(A) <- 
               \+rain(A). 
0.01243::surfing(A) <-  
               true.
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0.4::conquest(Attacker,C); 0.6::nil <- 
             city(C,Owner),city(C2,Attacker),close(C,C2). 
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one of the effects holds at time T+1
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• Discrete- and continuous-valued random variables
• Inference: particle filter
Distributional Clauses (DC)
length(Obj) ~ gaussian(6.0,0.45) :- type(Obj,glass).
49 [Gutmann et al, TPLP 11; Nitti et al]
random variable with Gaussian distribution
• Discrete- and continuous-valued random variables
• Inference: particle filter
Distributional Clauses (DC)
length(Obj) ~ gaussian(6.0,0.45) :- type(Obj,glass).
stackable(OBot,OTop) :- 
      ≃length(OBot) ≥ ≃length(OTop), 
      ≃width(OBot) ≥ ≃width(OTop).
49 [Gutmann et al, TPLP 11; Nitti et al]
comparing values of 
random variables
• Discrete- and continuous-valued random variables
• Inference: particle filter
Distributional Clauses (DC)
length(Obj) ~ gaussian(6.0,0.45) :- type(Obj,glass).
stackable(OBot,OTop) :- 
      ≃length(OBot) ≥ ≃length(OTop), 
      ≃width(OBot) ≥ ≃width(OTop).
ontype(Obj,plate) ~ finite([0 : glass, 0.0024 : cup,
                            0 : pitcher, 0.8676 : plate,
                            0.0284 : bowl, 0 : serving, 
                            0.1016 : none]) 
                        :- obj(Obj), on(Obj,O2), type(O2,plate).
49 [Gutmann et al, TPLP 11; Nitti et al]
random variable with 
discrete distribution
• Discrete- and continuous-valued random variables
• Inference: particle filter
Distributional Clauses (DC)
length(Obj) ~ gaussian(6.0,0.45) :- type(Obj,glass).
stackable(OBot,OTop) :- 
      ≃length(OBot) ≥ ≃length(OTop), 
      ≃width(OBot) ≥ ≃width(OTop).
ontype(Obj,plate) ~ finite([0 : glass, 0.0024 : cup,
                            0 : pitcher, 0.8676 : plate,
                            0.0284 : bowl, 0 : serving, 
                            0.1016 : none]) 
                        :- obj(Obj), on(Obj,O2), type(O2,plate).
49 [Gutmann et al, TPLP 11; Nitti et al]
Occluded 
Object Search
50
• DC model of objects and their spatial arrangement
• different types of objects suitable for different tasks
• shelves with objects of different shape and size
• given a task, find an object to perform that task
[Moldovan et al]
Relational State Estimation 
over Time
51 [Nitti et al, IEEE/RSJ 13]
Magnetism scenario
• object tracking
• category estimation 
from interactions
Relational State Estimation 
over Time
51 [Nitti et al, IEEE/RSJ 13]
Box scenario
• object tracking even 
when invisible
• estimate spatial relations
Magnetism scenario
• object tracking
• category estimation 
from interactions
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Viral Marketing
Which advertising 
strategy maximizes 
expected profit?
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decide truth values of 
some atoms
DTProbLog
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
DTProbLog
? :: marketed(P) :- person(P).
54
decision fact: true or false?
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
54
probabilistic facts 
+ logical rules
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
utility facts: cost/reward if true
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? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
marketed(1)       marketed(3) 
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
marketed(1)       marketed(3) 
  bt(2,1)   bt(2,4)        bm(1) 
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
marketed(1)       marketed(3) 
  bt(2,1)   bt(2,4)        bm(1) 
  buys(1)    buys(2)
DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
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marketed(P) => -3 :- person(P).
54
1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
marketed(1)       marketed(3) 
  bt(2,1)   bt(2,4)        bm(1) 
  buys(1)    buys(2)
utility = −3 + −3 + 5 + 5 = 4 
probability = 0.0032
DTProbLog
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buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
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world contributes 
0.0032×4 to 
expected utility of 
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DTProbLog
? :: marketed(P) :- person(P).
0.3 :: buy_trust(X,Y) :- friend(X,Y).
0.2 :: buy_marketing(P) :- person(P).
buys(X) :- friend(X,Y), buys(Y), buy_trust(X,Y).
buys(X) :- marketed(X), buy_marketing(X).
buys(P) => 5 :- person(P).
marketed(P) => -3 :- person(P).
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1
2
3
4
person(1).
person(2).
person(3).
person(4).
friend(1,2).
friend(2,1).
friend(2,4).
friend(3,4).
friend(4,2).
task: find strategy that maximizes expected utility
solution: using ProbLog technology
Phenetic
 Causes: Mutations
 All related to similar 
phenotype
 Effects: Differentially expressed 
genes
 27 000 cause effect pairs
 Interaction network:
 3063 nodes
 Genes
 Proteins
 16794 edges
 Molecular interactions
 Uncertain
 Goal: connect causes to effects 
through common subnetwork
 = Find mechanism
 Techniques:
 DTProbLog
 Approximate inference
[De Maeyer et al., Molecular Biosystems 13]
55
Dynamic Decision Network
Use non-functional 
requirements and quality of 
context to make decisions 
based on the outcome of 
previous decisions
its quality attributes. The proposed QoC framework not only
makes the smart choices but it will also be well-informed
about its previous decisions and their ability to fulfill the QoC
requirements of the user.
B. DDN-based decision model conforming QoC requirements
Model-driven engineering and runtime models play a cru-
cial role in tackling uncertainty in the data. A key issue in this
approach is keeping the runtime models synchronized with
the changing system. Uncertain attributes can be described
using probability distributions derived by analyzing historical
attribute values. These methods can take advantage of probabil-
ity theory and statistics that helped solve stochastic probl ms
in the past. Probabilistic reasoning systems use network mod-
els to reason with uncertainty. Probabilistic reasoning allows
the system to reach rational decisions even when complete
information is not available.
Knowledge about runtime uncertainty can be captured by
a data structure for probabilistic inference called a Bayesian
network (BN) and can be extended with temporal decisions,
their utility and chance nodes to become a DDN. Bencomo
and Belggoun [4] have advocated to use DDNs to deal with
the runtime uncertainty in self-adaptive systems. DDNs can
be used to model the decision support system that passively
monitors and predicts the environment over time to take
correct actions while considering any preferences. We present
a mathematical model supported by DDNs as a solution to
address the uncertainty in the context data and its quality while
taking into account QoC requirements. A BN is a Directed
Acyclic Graph (DAG) represented by a triplet (N, E, P), where
N is the set of chance nodes, E is the set of arcs to represent
causal influence of the chance nodes and P is the conditional
probability distribution for each chance node.
A Decision Network is a BN that also includes a set of
decision nodes and utility nodes. The utility nodes express
the preferences among possible states of the world in terms
of a subset of the chance nodes and the decision nodes. A
probability-weighted expected utility is calculated for each
decision given the evidence. To represent variables that change
over time, it is possible to use a time-sliced network such that
each time-slice corresponds to a time point. A DDN is used
for the states, preferences and the decisions that change over
time. Fig. 3 shows the structure of a general DDN. To process
the QoC at each layer of context processing, its requirements
can be modeled using a DDN that evolves over time where
each time slice contains an action taken by the system. Utility
functions can be used to assign priorities to different QoC
requirements. The random variables associated with the chance
nodes in a DDN can represent the QoC requirements for all
the possible actions.
Our model express QoC requirements (QoCi) and the
context of the caregiver by chance nodes. These chance nodes
make a Bayesian network with the conditional probabilities
corresponding to the effects of different actions Dj over QoCi
expressed as P(QoCi| Dj). Evidence nodes, defined as “Obs”
in Fig. 3, express the uncertainty factors connected to the
chance nodes (QoCi) to take a favorable decision. For each
QoCi, the utility nodes express the utility function that takes
the conditional probabilities of QoC requirements and their
Fig. 3. Structure of a general Dynamic Decision Network [15]
priorities into account. We can compute the expected utility for
each decision taking into account the P(QoCi|Dj) and a weight
for the decision. The DDN is evaluated using eq. (1) for every
decision Dj to compute the probability-weighted average utility
for that decision, also known as the expected utility [15].
EU(Dj | E) = P (QoC i | E,Dj)U(QoC i | Dj) (1)
The set of preferences for (QoCi) is represented by U(QoCi
| Dj), and the conditional probability for each QoC using
Bayesian inference given the available evidence E is repre-
sented by P(QoCi|E,Dj). The action with the highest expected
utility is chosen. Fig. 4 depicts our DDN model in two
time slices. Thigh is a dynamic node affected by the runtime
context types locality and availability. Rmax corresponds to the
evidence influencing Thigh. The transition model for dynamic
nodes in each time slice needs to be represented by the
conditional probabilities placed in a conditional probability
table (CPT). Domain experts are required to fill in the initial
values and DDN will update the subsequent values by learning
from previous behaviour. The utility node takes all the nodes
as parents that affect the outcome. Each type of node in our
DDN model is described as follows:
a) Chance nodes Locality and Availability of the user
represent the ever changing context (see R2 & R3
from Sect. III-B) of the caregiver.
b) The decision node Choose Caregiver (D) represents
the action (see A2 from Sect. III-B) of choosing a
caregiver to be called in time slice t. The possible
decisions in our use case are; choose the caregiver
whose current locality or availability is known, to
notify him/her, or to not choose this caregiver.
c) The node Thigh represents the QoC requirement (see
R3 from Sect. III-B). It is a dynamic chance node,
which means its probability distribution can be af-
fected by the temporal dimension due to the context
of the user (see R4 from Sect. III-B). The transition
model P(Thight+1 |Thight ,Dt) is represented by a condi-
tional probability table (CPT) for which the initial
values are filled in by domain experts. The DDN will
update the CPT in the subsequent time slices.
d) The node Rmax represents the QoC requirement: Max
reliability (see R3, R4 & R5 from Sect. III-B). It is
a static chance node and behaves as an observable
affecting another QoC attribute: Timeliness. Domain
experts should fill in the initial values of its CPT. The
CPT does not change over time, and its conditional
probability is represented by P(Rmaxt | Thight )
Pick-a-caregiver scenario:
Decide which caregiver to call in case of an 
emergency by optimising over the probability 
distribution over her availability and locality and 
the non-functional requirements evaluated on 
previous decisions.
[Naqvi, Preuveneers, Meert & Berbers]56
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Getting started
• http://dtai.cs.kuleuven.be/problog
• interactive tutorial
• online interface for inference and 
parameter estimation
• offline version for download
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