Social media platforms have become prime forums for reporting news with users sharing what they saw, heard or read on social media. News from social media is potentially useful for various stakeholders including aid organizations, news agencies, and individuals. However, social media also contains a vast amount of nonnews content. For users to be able to draw on benefits from news reported on social media it is necessary to reliably identify news content and differentiate it from nonnews. In this paper, we tackle the challenge of classifying a social post as news or not. To this end, we provide a new manually annotated dataset containing 2,992 tweets from 5 different topical categories. Unlike earlier datasets, it includes postings posted by personal users who do not promote a business or a product and are not affiliated with any organization. We also investigate various baseline systems and evaluate their performance on the newly generated dataset. Our results show that the best classifiers are the SVM and BERT models.
Introduction
In the last decade, social media have become the platform par excellence for all kinds of online information exchange, such as content creation, consumption, and sharing; commenting on and engaging with contents posted by others. During unwanted situations like natural calamities, accidents, etc., users provide informative postings on social media websites to report about the incidents, to share an update about them and inform others about what they saw, heard or read.
In this case, the users play the role of journalists and report the news to the public. However, there is also a vast amount of data that does not contain news-like information such as personal information, chats among friends, etc. Analyzing social media posts for whether they are news or not would allow e.g. aid providers during natural calamities to determine relevant information and plan appropriate actions. Furthermore, journalists could use such analysis to determine newsworthy information or even gain updates about events they have been reporting.
This paper contributes to the task of classifying social media posts, specifically Twitter messages, as news or non-news by providing data and a set of benchmark results for the task. The main contribution of the paper includes dataset 1 containing 2992 tweets manually labeled as news or not. To the best of our knowledge, related datasets are either event specific (Freitas and Ji, 2016) or queried with news-related keywords or hashtags like the name of news agencies (Liu et al., 2017) . Unlike these datasets, our data consists of news reported by individual users and not just specific to tweets posted by news agencies. The dataset is developed to include tweets coming from first-hand reporters and witnesses of an event, which would be useful in the aforementioned scenarios. Although these first-hand reports can be very important in a given situation, the tweets coming from individuals are not identified as news by hashtags and are therefore more difficult to classify as news or not, in particular as individual tweets are more likely than organizational ones to report personal information. Furthermore, our dataset contains a variety of topics, unlike previously reported data which is focused on an event. We also investigate the behaviour of the dataset, find patterns and regulari-8 ties using text visualisations.
For news classification, we adopt a supervised machine learning paradigm and report the performance of seven classifiers, which can be used as baselines in future work. We report the results of SVM Lin, 2011), Logistic Regression (Fan et al., 2008) , Random Forest (Breiman, 2001) , Decision Tree (Breiman et al., 1984) and Xgboost classifier (Chen and Guestrin, 2016) . In addition to shallow learning approaches, we train a Multi-Layer-Perceptron (MLP) model (Hinton, 1989 ) and also we use the pre-trained BERT-base model (Devlin et al., 2018) . In the end, we claim the usabilty of our dataset by performing crossdomain experiments.
In this paper, we first discuss the related work (Section 2). In Section 3 we describe the dataset which we plan to make publicly available. In Section 4, we describe our experiments and present the results of the baseline systems used. We conclude and outline our future directions in Section 5.
Related Work
A widely accepted analysis of news values are defined by Galtung and Ruge's twelve news factors (Harcup and ONeill, 2017) . According to this research, generally, a news story should be selected if it is published in context of potential figures, celebrity or organisation, fulfilling public need and interest, related to curiosity and amazement, a propaganda, positive-negative events, focusing on a huge crowd or relevant to the audience. In the last few years, there have been several studies published on the application of computational methods in order to identify news from tweets. Sankaranarayanan et al. (2009) built a news processing system, called TwitterStand using an unsupervised approach to classify tweets collected from pre-determined users who frequently post news about events. Sriram et al. (2010) use lexical and structural features based multi-class classification on manually annotated tweets having different categories (including news). Castillo et al. (2011) investigate tweet newsworthiness classification using features representing the message, user, topic and the propagation of messages. Others use features based on social influence, information propagation, syntactic and combinations of local linguistic features as well as user history and user opinion to select informative tweets (Inouye and Kalita, 2011; Yang et al., 2011; Li et al., 2012; Ren et al., 2013; Chua and Asur, 2013) . Freitas and Ji (2016) use content based features like slang usage, sentiment terms, etc. to identify newsworthy tweets. Liu et al. (2017) use unsupervised approaches like clustering to identify news related topics among twitter postings. We differ from related work in various aspects. First, our dataset consists of tweets not specific to news agencies. Messages posted by news agencies can be easily tracked using e.g. the news agencies' hashtags. However, news posts reported by normal users will not have such hashtags and are difficult to determine. Next, such normal user-generated contents are of more value since they are the first source of information and tracking and knowing about them can e.g. in natural disaster situations be life-saving. Furthermore, our dataset is not specific to a particular topic but contains tweets from 5 different categories that are topically not related. Finally, we investigate various supervised techniques on this dataset to provide the community with various baselines.
Label Tweet
News Indian cities and towns became less clean after Prime Minister Narendra Modi's Swaach Bharat mission News
Unsafe abortion could induce some health related implications such as health risks to the girl or woman including #HUV/AIDS risks and #STDs Not News @chamberlainusoh If #Ebola has no known cure, what's then the need of going to the hospital Not News Honestly: ambient intelligence is a concept in the Internet of Things. But really do we want soo much controll handed over to devices? Data Collection Our data contain tweets from 5 categories with which we aim to have wider topic coverage. Furthermore, for each category, two different sub-topics are chosen to make the dataset more diverse. The first and second columns of Table 2 represent categories and their corresponding topics.
To collect the data, we used the following strategies. For the health category, for Ebola tweets, we used tweet-ids provided by Tamine et al. (2016) and for HIV, we used different hashtags shown in Table 3 . For the natural disaster category, we collected Hurricane Harvey and Irma tweets from Littman (2017) . From Tweet Catalog portal 2 , we collected tweets related to Macerata and Stockholm attack. We use AGU17 tweets from Pikas (2018) and for Swachh Bharat Abhiyan (Clean India Campaign), we looked for tweets containing hashtags shown in the second row of Table 3 . For IOT, we used tweets from Bian et al. (2016) and for Nintendo, we used one of the kaggle datasets 3 which consists of tweets that were collected during the Nintendo E3 2018 Conference. The third column of Table 2 Data Annotation From the collected tweets, we first filtered out all the tweets which are not in English language. Then we removed re-tweets and finally removed duplicates based on lower-cased first four words of tweets keeping only the first one, then we randomly pick 500 tweets from each topic.
To annotate tweets whether they are news or not we used the crowd-sourcing platform Figure  Eight 4 . We showed each annotator 5 tweets per page and paid 3 US Cents per tweet. To ensure quality, we used 125 test questions created by 5 different annotators 5 . In addition to the test questions, we applied a restriction so that annotation could be performed only by people from English speaking countries. We also made sure that each annotation was performed maximum by 7 annotators and that an annotator agreement of min. 70%
10 was met. Note if the agreement of 70% was met with fewer annotators then the system would not force an annotation to be done by 7 annotators but would finish earlier. The system requires 7 annotators if the minimum agreement requirement is not met. We only choose instances which are annotated by at least 3 annotators. In addition to the news and not news categories, we also allowed a third category, namely not sure. We filtered out tweets where annotators were unsure about their judgment. We use a total 5000 tweets to annotate. Of these, 2992 were classified as news or not news. The other 2008 tweets were discarded because the annotators were not sure about their decision. The topic-wise number of successful annotations are displayed in the fourth column of Table 2 . Further, we randomly split the resulting dataset into train and test set. Table 4 shows the distribution of each set.
Label
Train Test Total NEWS 756 253 1,009 NOT NEWS 1,731 252 1,983
All 2487 505 2,992 Inter Annotator Agreement To evaluate the quality of the annotation, we compute Fleiss' kappa (Fleiss, 1971 ) scores between the annotators. For test questions, we record a kappa of 0.522, which indicates good agreement. For instances uploaded to the crowdsource platform, the majority class label for each tweet is collected and we compared it to the labels provided by the annotators. Such strategy is also followed by earlier studies (Zubiaga et al., 2016) . In the end, an agreement of 0.443 is recorded, indicating a moderate Data Analysis To analyse the generated dataset, we perform several experiments (Mien, 2017 ) that visualise differences in the behaviour of news and not-news tweets. Also, the analysis helps in finding patterns and regularity among the data which certainly play a major role for deciding features and the further classification process. Before experimentation, we pre-processed the generated dataset by removing numbers, stop-words and tweet specific keywords like hiv, macerata, etc. from the tweet texts and lower-cased them. First, we analyse tweet length distribution for each tweet label. In Figure 1 , each bar presents the tweet count for each label with respect to the word length interval. From the Figure, it can be concluded that news tweets are much less frequent than not news tweets if their length is less than 10 words, but as the length of the tweets get increases, news tweets become dominant over not news ones.
To learn about the number and kind of topics present in a body of text, two tweet corpora are created by concatenating the tweet posts for each label (news and not news) and most frequent bigrams are extracted (see Table 5 ). From the Table, we can see, not news tweets generally focus on conversation related words whereas newsworthy tweets include instances associated with events, group references, etc.
We also find some of the terms which are frequently available in both text corpora. We plot lexical dispersion which displays occurrence of terms with respect to word offset in the corpus 6 . Each word on the y-axis has a strip representing the entire text in terms of offset, and a mark on the strip indicates the occurrence of the word at that off- set. Analysis shows that there are very few news tweets which contain good and know terms. However, terms like people and city are equally dispersed among the tweets in both categories (news and not news).
Lexical diversity (ld) distribution of the generated dataset is also analysed, which can be defined for the given text t as: ld = count of unique words in t count of total words in t (1)
For analysing the lexical diversity (Johansson, 2008), first 10,000 terms for each tweet corpus are taken and divide them into chunks of size 1000 words. For each chunk, ld is calculated (Equation 1) and plotted it with respect to word offset intervals as shown in Figure 3 .
We also plot the same distribution for two wellknown news corpora. The first corpus (also called 20-NewsGroup 7 ) comprises around 18000 newsgroups posts on 20 topics. For the other corpus (Brown Corpus 8 ), we focus only on news genre which include news from 44 different categories. From Figure 3 , it can be interpreted that lexical diversity for news-related corpora (brown news, tweet news and 20 NewsGroup) is low compared to not news tweet corpora.
We also analyse the distribution of word length in terms of the number of characters and compare it among different corpora as discussed above. We took a subset of each corpus (first 10,000 terms) and plot the frequency of each word length for each corpus (see Figure 4 ). The figure illustrate that in not news tweets, most words have a length of (size) 4 whereas in news corpora most words hold 5 characters.
Finally, we tried to figure out the n-gram distribution pattern among different corpora. We plot n-gram distribution for each corpus (see Figure 5 ) where n is 1 to 5. In the Figure, the x-axis has different values of n-grams and the y-axis has the number of times the n-gram has occurred 9 . The figure shows that news instances of tweets capture more bi-grams than not-news ones. 7 http://qwone.com/˜jason/20Newsgroups/ 8 http://tiny.cc/bytkbz 9 here only those n-grams are chosen which are occurred more than 1 time. 
Experiments and Results
As our task is to identify whether a particular tweet is news or not, we treat it as a binary classification task. We train our baseline classifiers on the training set and evaluate the resulting models on the test set where label distribution is in proportion with that of training set (see Table 4 for the training and testing split).
Preprocessing and Feature Extraction Tweets are lower-cased and use Ark Tokenizer (Gimpel et al., 2011) for segmentation. After these preprocessing steps, we represent each posting by a dense embedding, created by the mean of the individual words embeddings. We use the pre-trained embeddings provided by (Mikolov et al., 2018) , which are trained on the common crawl corpus. In addition to posting embeddings, we also extract syntactic features in the form of TF-IDF vectors (Salton and McGill, 1986) for up to 3 grams having vocabulary size as vector dimensions.
Baseline Classifiers To classify news and not news we train the following classifiers: SVM (Chang and Lin, 2011) with regularization parameter (C) as 10 and rbf as kernel, Logistic Regression (Fan et al., 2008) with 0.1 as inverse regularization strength, Random Forest (Breiman, 2001) with 15 as maximum depth and 500 trees. We use Decision Tree (Breiman et al., 1984) with 2 minimum sample leaves and 3 as minimum sample split and Xgboost classifier (Chen and Guestrin, (Hinton, 1989) with Sigmoid activation function (Cybenko, 1989) , 0.001 as l2 penalty (Ng, 2004) , adaptive as learning rate (Schaul and LeCun, 2013 ) and 0.1 as tolerance. Apart from the mentioned hyper-parameters, we use defaultparameters provided by scikit-learn (Pedregosa et al., 2011) . Finally, we use the pre-trained BERT-base model (Devlin et al., 2018) to create a vector representation of a posting. We fine-tune the model on the training dataset using a sequence length of 64 and batches of 32 and training epochs of 2.
Evaluation and Results
We evaluate the performance of the classifiers using the test set (Table 4) . We report Precision, Recall, and Macro F 1 (Powers and Ailab, 2011) for all the classifiers. We use the majority class (all-NOT) as the additional baseline. Table 6 shows the performance scores.
The results show that the SVM classifier with the posting vector-representation achieves the best F-Score, followed by BERT. Using content based semantic features like word embeddings we were able to achieve better performance than using syntactic based features like TF-IDF vectors.
Dataset Usability
Using cross domain experiments, we investigate the practical usability of our dataset where we train our best model on indomains and test on out-of-domain data. For this purpose, we split the dataset into a training set consisting of all examples that belong to 4 categories and the left out category instances are used to create a held-out test set. We train a SVM classifier with fasttext embeddings on the training set. Figure 6 illustrates the results of the model tested on different domains. The models achieve an average macro F 1 score of 65% which is much higher than the majority class baseline. We also see low F 1 scores in the cases of Science n Technology and Natural Disaster domains. For Science n Technology, one possible reason is availability of only 2% of true news labels. In case of Natural Disaster, we found 56% news true labels. Therefore, to find the root cause, we perform an experiment where we add a small proportion of out-of-domain data to the training set. We transfer 12% of the instances of Natural Disaster from test-set to trainset. The model achieve an F 1 score of 69% which is a substantial increase from its previous value. The analysis show the practical usability of the dataset. In some cases, model may under-fit, such cases can be handled by adding small amounts of out-of-domain data.
Conclusion
In this paper, we release a new dataset containing 2992 tweets annotated as news or not. This dataset will be publicly available for the research community. To the best of our knowledge, this is the first dataset that consists of Twitter postings with 5 diversified categories consisting of postings from first-hand reporters and witnesses of an event, which would be useful in emergency situations such as natural disasters to gain knowledge about the happenings. We experimented with seven different supervised machine learning techniques and showed that best performances can be achieved using the SVM and BERT models. These techniques serve as baselines.
In the future, we would like to put more focus on data augmentation and further categorization of newsworthy tweets as good or bad news.
