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Resumo
Neste trabalho, realizamos um estudo qualitativo de alguns aspectos globais dos sistemas de
Filippov. Utilizando métodos provenientes da Teoria Qualitativa dos Sistemas Dinâmicos, são
abordados problemas sobre persistência de conjuntos minimais (ciclos limites, toros invariantes,
etc) e comportamento assintótico das soluções. Primeiramente, utilizamos o critério de Lyapunov
para estudar condições sob as quais as soluções de determinada família de inclusões diferenciais
são todas ilimitadas. Posteriormente, considerando uma família de equações diferenciais descontí-
nuas de segunda ordem, F , estabelecemos transformações de modo a viabilizar o uso de algumas
ferramentas da Teoria KAM. Tais ferramentas garantem a existência de uma infinidade de toros
invariantes e soluções periódicas, bem como resultados sobre o comportamento assintótico das
soluções. Por fim, utilizamos o Método de Melnilkov para obter resultados parciais acerca da
existência de ciclos limite para equações diferenciais em F .
Palavras-chave: Inclusões diferenciais, Sistemas de Filippov, Teoria KAM, Ciclos limite,
Método de Melnikov, Toros invariantes.
Abstract
In this work, we performed a qualitative study of some global aspects of Filippov systems. By
using methods from the qualitative theory of smooth dynamical systems, we addressed problems
related to the persistence of minimal sets (limit cycles, invariant tori, etc) and to the asymptotic
behavior of the solutions. Firstly, we used the Lyapunov criterion to study conditions in which
the solutions of a particular family of defferential inclusions are all unbounded. Subsequently,
considering a family of second order discontinuous differential equations, F , we established
transformations in order to make feasible the use of some tools of the KAM Theory. Such tools
ensure the existence of infinitely many invariant tori and periodic solutions, as well as they
ensure results on the asymptotic behavior of solutions. Finally, we used the Melnilkov Method
to obtain partial results on the existence of limit cycles for differential equations in F .
Keywords: Differential inclusions, Filippov systems, KAM Theory, Limit cycles, Melnikov
Method, Invariant tori.
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1 Introdução
Nesta dissertação estudaremos alguns aspectos globais de famílias de inclusões
diferenciais e equações diferenciais descontínuas. Este trabalho será dividido em três partes
principais: a primeira, constituída pelo Capítulo 2, possui caráter preliminar e discorre sobre
inclusões diferenciais e sistemas de Filippov. Ainda na primeira parte, estudaremos um critério
que determina que todas as soluções de uma certa família de inclusões diferenciais são ilimitadas.
A segunda parte, composta pelos Capítulos 3 e 4, é dedicada a uma breve introdução à Teoria
KAM e uma aplicação da mesma a uma família, F , de sistemas de Filippov provenientes de
equações diferenciais descontínuas de segunda ordem. Para aqueles que já possuem familiaridade
com a Teoria KAM, sugerimos a leitura direta do Capitulo 4, uma vez que o Capítulo 3 consiste
num levantamento de resultados presentes em tal teoria. Por fim, o Capítulo 5 compõe a terceira
parte e destina-se ao uso do método de Melnikov para estabelecer condições de existência de
ciclos limite para a família F . A seguir detalharemos brevemente o estudo realizado em cada
um dos capítulos deste trabalho, bem como introduziremos a família F de sistemas que iremos
estudar.
No Capítulo 2, baseando-se em [42], concederemos alguns conceitos preliminares
sobre inclusões diferenciais, como definição e condições para a existência de soluções. Em seguida,
na Seção 2.1.1, considerando p uma função contínua e 2pi-periódica, e F : R2 Ñ R uma função
multivalorada, exibiremos um critério proposto por Kunze em [29] para que todas as soluções
da inclusão diferencial
pptq P :x  x  F px, 9xq
sejam ilimitadas em R2. O capítulo é finalizado com uma introdução aos sistemas de Filippov, a
qual possui como referências [18] e [19].
O estudo realizado na segunda e terceira parte é referente à família de equações
diferenciais
F : :x  α sgnpxq  θx  εfpt, x, 9xq,
em que α e θ são números reais, e ε é um parâmetro pequeno de perturbação. As Figuras 1, 2 e
3 mostram os possíveis retratos de fases para a equação acima quando ε  0 (não-perturbada).
A existência de uma região composta apenas por órbitas periódicas (casos (C1), (C4), (C7), (C8)
e (C9)) possibilita o uso de ferramentas como a Teoria KAM e o método de Melnikov no estudo
das soluções das equações diferenciais da família F assumindo |ε|  0 suficientemente pequeno.
O Capítulo 3 é destinado à apresentação de alguns dos principais resultados presentes
na Teoria KAM, dentre eles, o Teorema Clássico da Teoria KAM, Teorema de Arnold para
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Figura 1 – Assumindo θ ¡ 0, temos que (C1) representa o caso em que α ¡ 0, (C2) o caso em
que α  0 e (C3) o caso em que α   0.
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Figura 2 – Para θ  0, temos que (C4) representa o caso α ¡ 0, (C5) o caso α  0, e (C6) o
caso em que α   0.
difeomorfismos no círculo e o Teorema de Moser para Twisting-Maps. Em suma, os resultados
presentes na Teoria KAM lidam com a persistência de movimentos quase-periódicos sob pequenas
perturbações e sua aplicação se restringe a sistemas dinâmicos suaves. Sendo assim, grande
parte do estudo envolvendo as equações diferenciais em F consiste em encontrar mudanças de
coordenadas adequadas a fim de garantir a regularidade necessária ao sistema para a utilização
dos resultados provenientes da teoria KAM.
No Capítulo 4, considerando a família F assumindo que α ¡ 0, θ   0 e
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Figura 3 – Quando θ   0, temos que (C7) representa o caso em que α ¡ 0, (C8) o caso α  0, e
(C9) o caso em que α   0.
fpt, x, 9xq  pptq (caso (C7) quando ε  0), apresentaremos um resultado de Kunze, Küp-
per e You ([30]) que garante que para cada p P C6pRq, ω-periódica, existe ε suficientemente
pequeno tal que se 0   ε ¤ ε, então todas as soluções de F serão limitadas. Este resultado
é estabelecido graças a uma aplicação do Teorema da Curva Invariante, que consiste numa
versão do Teorema de Moser, a um mapa de Poincaré correspondente ao sistema de equações
diferenciais equivalente ao proveniente de F .
No Capítulo 5, descreveremos um resultado proveniente da aplicação do Método de
Melnikov para equações diferenciais da família F . Na ocasião, tomando f uma função de classe
C1 e 2σ-periódica em t, forneceremos uma sequência de funções de Melnikov, cujos zeros simples
implicam na existência de ciclos limites de F . Este resultado se destina aos casos (C1), (C4),
(C7) e (C9) , situações onde o sistema não-perturbado proveniente de F possui anéis periódicos.
O caso (C8) será desconsiderado por se tratar de uma perturbação de um centro linear (ver
Observação 5.0.3).
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2 Inclusões Diferenciais e Sistemas de Filippov
Neste capítulo apresentaremos alguns conceitos e resultados sobre inclusões diferen-
ciais e sistemas de Filippov.
2.1 Inclusões Diferenciais
Inclusões diferenciais possuem um papel crucial na teoria de equações diferenciais
descontínuas. A investigação de tais objetos permite entender, por exemplo, fenômenos como
os que ocorrem em dispositivos elétricos, mecânicos, redes neurais e sistemas de controles
automáticos (ver [13, 40, 33]). A seguir, apresentaremos alguns resultados e definições com
respeito às inclusões diferenciais. Indicamos [42] para mais detalhes sobre tal teoria, e também
para a conferência das demonstrações omitidas nesta seção.
Considere a inclusão diferencial
9x P F pxq, (2.1)
em que F é uma função multivalorada definida em U  Rn, ou seja, F associa cada x P U a um
subconjunto de Rn. Observe que qualquer modelo descrito por uma equação diferencial, 9x  fpxq,
pode ser descrito por uma inclusão diferencial. Para isso, basta tomarmos F pxq  tfpxqu.
A fim de definir soluções de inclusões diferenciais do tipo (2.1), recordaremos o
conceito de soluções para equações diferenciais.
Observação 2.1.1. O fluxo ϕF pt, pq de um campo vetorial suave autônomo F satisfaz:$&
%
d
dt
ϕF pt, pq  F pϕF pt, pqq,
ϕF p0, pq  p,
e está definido para I  R, intervalo maximal de definição da solução que depende do campo
F e do ponto p. Para simplificar a notação, a dependência do intervalo não será explicitada.
Ademais, consideraremos a origem do tempo em t  0, uma vez que estamos lidando com
campos vetoriais autônomos. Recordemos também que, se ϕF pt, pq é uma trajetória do campo
F , então ϕF pt, pq satisfaz a equação integral
ϕF pt, pq  p 
» t
0
F pϕF ps, pqqds.
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Definição 2.1.2. Uma função ψ é absolutamente contínua se existe uma função
g : rT, T s Ñ Rn integrável tal que
ψptq  ψp0q  
» t
0
gpsqds.
Neste caso, ψ é diferenciável em quase todo ponto (q.t.p) t P rT, T s e, nestes pontos,
ψ1ptq  gptq.
Denotamos por ACprT, T s;Rnq o espaço das funções absolutamente contínuas
definidas no intervalo rT, T s.
Definição 2.1.3. Dizemos que ϕ : rT, T s Ñ U é solução de 9x P F pxq se:
(a) ϕ é absolutamente contínua;
(b) ϕ1ptq P F pϕptqq para quase todo ponto em rT, T s.
Observação 2.1.4. De maneira análoga podemos definir soluções de inclusões diferenciais de
ordem superior
xpnq P F pt, x, x1, . . . , xpn1qq.
Em geral não podemos esperar unicidade de soluções passando por um dado ponto
x0 P U . Assim, dado um ponto x0 P U , denotamos por SF px0q  ACprT, T s;Uq o conjunto de
todas as soluções, ϕ, de (2.1) tais que ϕp0q  x0, ou seja,
SF px0q  tϕ P ACprT, T s;Uq : ϕp0q  x0 e ϕ1ptq P F pϕptqqu,
e o chamamos de conjunto de alcance. Observe que SF : U Ñ ACprT, T s;Uq e
SF pxq : rT, T s Ñ U , para qualquer x P U , são funções multivaloradas.
Definição 2.1.5. Uma função multivalorada F : U Ñ Rn é dita semicontínua superiormente
(s.c.s) em x0 P U , se para toda vizinhança aberta V  Rn de F px0q existe uma vizinhança
W P U de x0 tal que F pW q  V . Se F é s.c.s para cada x0 P U , dizemos que F é semicontínua
superiormente.
Definição 2.1.6. Uma função multivalorada F : U Ñ Rn é dita semicontínua inferiormente
(s.c.i) em x0 P U , se para todo aberto V  Rn tal que V X F px0q  H, existe uma vizinhança
W  U de x0 tal que F pxq X V  H para todo x P U . Se F é s.c.i para cada x0 P U , dizemos
que F é semicontínua inferiormente.
Definição 2.1.7. Uma função multivalorada F : U Ñ Rn é contínua em x0 P U se é semicontínua
superior e inferiormente em x0. Se F for contínua em todos os pontos de U , então diremos que
F é contínua em U .
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Definição 2.1.8. Uma função multivalorada F : U Ñ Rn é Lipschitziana se, dados x1, x2 P U ,
existe uma constante L ¡ 0 tal que F px1q  F px2q   L|x2  x1|B1p0q.
Exemplo 2.1.9. A função multivalorada dada por
F pxq 
#
t2u se x ¤ 2,
rx  4, xs se x ¥ 2,
é um exemplo de função s.c.s, s.c.i e Lipschitziana.
x
2
F pxq
2
Figura 4 – Gráfico da função multivalorada F dada no Exemplo 2.1.9.
Vejamos agora um resultado sobre a existência de soluções para inclusões diferenciais.
Teorema 2.1.10. (Existência de soluções) Seja F : U Ñ Rn, U  Rn aberto, uma função
multivalorada. Assuma que:
(i) F pxq  Rn é convexo para todo x P U ;
(ii) F é semicontínua superiormente (Lipschitziana).
Então
(a) SF px0q  H para todo x0 P U ;
(b) SF px0q  ACprT, T s;Uq e SF px0qptq  U são subconjuntos conexos (conexos por caminhos).
Teorema 2.1.11. (Dependência com relação às condições iniciais) Seja F : U Ñ Rn,
U  Rn aberto e limitado, uma função multivalorada. Assuma que:
(i) F pxq  Rn é convexo e compacto para todo x P U ;
(ii) F é semicontínua superiormente (Lipschitziana).
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Então, x ÞÑ SF pxq e t ÞÑ SF pxqptq são semicontínuas superiormente (Lipschitzianas). Mais
ainda, dado x0 P U e ϕ0 P SF px0q, existe Γ : U Ñ ACprT, T s, Uq, função contínua, tal que
Γpx0q  ϕ0 e Γpxq P SF pxq para todo x P U .
A seguir, forneceremos alguns critérios a respeito da limitação das soluções de
determinada família de inclusões diferenciais.
2.1.1 Critério de Lyapunov
O estudo de estabilidade de soluções de equações diferenciais representa um campo
considerável dentro do estudo de sistemas dinâmicos. Dentre os inúmeros critérios utilizados
para fornecer esse tipo de característica, encontra-se o critério de Lyapunov, que consiste no uso
de funções auxiliares para determinar quando uma solução é estável ou instável.
Nesta seção, exibiremos um critério para que todas as soluções de determinada
família de inclusões diferenciais sejam ilimitadas em R2 ([29]).
Considere a inclusão diferencial:
:x P pptq  x F px, 9xq, (2.2)
em que F : R2 Ñ R é uma função multivalorada e p é contínua e 2pi-periódica em t.
Observamos que a inclusão diferencial (2.2) é equivalente a
pptq P :x  x  F px, 9xq. (2.3)
O nosso objetivo é fornecer condições para que as soluções de (2.3) sejam ilimitadas
em R2. Para isso, assumimos a seguinte hipótese:
(U) Para cada ρ0  px0, 9x0q P R2 e t0 P r0,8q existe uma única solução global xpt, t0, ρ0q de
(2.3) em rt0,8q tal que xpt0, t0, ρ0q  x0 e 9xpt0, t0, ρ0q  9x0.
Além disso, definiremos
(a) suppF q : suptz : z P F px, 9xq, px, 9xq P R2u.
(b) infpF q : inftz : z P F px, 9xq, px, 9xq P R2u.
(c) ‖F pyq‖ : supt|z| : z P F pyqu.
Então temos o seguinte resultado acerca das soluções de (2.3):
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Teorema 2.1.12. Sejam F : R2 Ñ R uma função multivalorada tal que suppF q   8 e
infpF q ¡ 8, e p uma função contínua e 2pi-periódica. Considere (2.3) e a hipótese (U). Se
» 2pi
0
pptqeitdt
 ¡ 2psuppF q  infpF qq, (2.4)
então todas as soluções de (2.3) são ilimitadas em R2.
Para demonstrar o Teorema 2.1.12, utilizaremos alguns lemas preliminares.
Lema 2.1.13. Dados a, b, c, d P R, a seguinte desigualdade é válida:
a2   b2   c2   d2 ¥ pa  bqpc  dq2 .
Demonstração. Primeiramente note que
pa  bq2   pc  dq2
4 ¥
apa  bq2pc  dq2
2 
pa  bqpc  dq
2 ,
assim, se mostrarmos que a2   b2   c2   d2 ¥ pa  bq
2   pc  dq2
4 , finalizamos a demonstração.
Com efeito,
pa bq2   2a2   2b2   pc dq2   2c2   2d2 ¥ 0
3a2  2ab  3b2   3c2  2cd  3d2 ¥ 0
4pa2   b2   c2   d2q ¥ a2   2ab  b2   c2   2cd  d2
a2   b2   c2   d2 ¥ pa  bq
2   pc  dq2
4 .
Lema 2.1.14. Se p é uma função contínua e 2pi-periódica, então existe φ P r0, 2pis tal que» 2pi
0
ppt  t0qsenpt  φqdt 

» 2pi
0
ppt  t0qeitdt
 

» 2pi
0
pptqeitdt
 . (2.5)
Demonstração. Note que» 2pi
0
ppt  t0qeitdt 
» 2pi
0
ppt  t0qcosptqdt  i
» 2pi
0
ppt  t0qsenptqdt.
Então, tomando
Sptq 
» 2pi
0
ppt  t0qsenptq e Cptq 
» 2pi
0
ppt  t0qcosptqdt,
temos que 
» 2pi
0
ppt  t0qeitdt
 apSptqq2   pCptqq2.
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Por outro lado, » 2pi
0
ppt  t0qsenpt  φqdt  cospφqSptq   senpφqCptq.
Queremos encontrar φ P r0, 2pis de modo que
cospφqSptq   senpφqCptq 
a
pSptqq2   pCptqq2. (2.6)
Suponhamos que Cptq  Sptq  0, então neste caso a igualdade (2.6) seria válida
para todo φ P r0, 2pis.
Se Cptq  0 e Sptq  0, temos que senpφqCptq  Cptq e portanto (2.6) é verdadeira
para φ  pi{2   2kpi, k P Z.
Por último, suponhamos que Sptq  0, então a igualdade (2.6) é verdadeira se, e só
se
pcospφqCptq  senpφqSptqq2  0,
ou seja, se
cospφqCptq  senpφqSptq.
Deste modo, para φ  arctan

Cptq
Sptq
	
  kpi, k P Z, (2.6) é válida. A conclusão da demonstração
decorre de uma aplicação da regra de Leibniz (ver [32, p. 144]) para a segunda igualdade de
(2.5).
Definamos a seguinte função:
Λppt, t0, ρ0q  pxpt, t0, ρ0qq2   p 9xpt, t0, ρ0qq2 para t P rt0,8q,
em que o índice p se refere a função p dada na inclusão (2.3). Observamos que mostrar que as
soluções de (2.3) são ilimitadas equivale a mostrar que
inf
‖ρ0‖¤R,
t0Pr0,2pis
Λppt, t0, ρ0q Ñ 8 quando tÑ 8, (2.7)
para cada R ¡ 0.
Lema 2.1.15. Seja p : R Ñ R a função definida por pptq  ppt   t0q. A função Λp definida
acima usufrui das seguintes propriedades:
(a) Λppt  t0, t0, ρ0q  Λppt, 0, ρ0q para t P r0,8q, t0 P r0, 2piq e ρ0 P R2.
(b) Λppt   2pin, 0, ρ0q  Λppt, 0, pxp2pin, 0, ρ0q, 9xp2pin, 0, ρ0qqq para todo n P N0, t P r0,8q,
t0 P r0, 2piq e ρ0 P R2.
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(c) Existem constantes c1, c2 ¡ 0 tais que para t P r0,8q, t0 P r0, 2piq e ρ0 P R2
Λppt, 0, ρ0q ¥ c1px20   9x20q  c2.
Demonstração. (a) Seja pxpt, t0, ρ0q, 9xpt, t0, ρ0qq solução de (2.3). Então
pptq P :xpt, t0, ρ0q   xpt, t0, ρ0q   F pxpt, t0, ρ0q, 9xpt, t0, ρ0q, q.t.p.
Tomando pypt, 0, ρ0q, 9ypt, 0, ρ0qq  pxpt  t0, t0, ρ0q, 9xpt  t0, t0, ρ0qq, observamos que
pyp0, 0, ρ0q, 9yp0, 0, ρ0qq  ρ0
e
ppt  t0q P :xpt  t0, t0, ρ0q   xpt  t0, t0, ρ0q   F pxpt  t0, t0, ρ0q, 9xpt  t0, t0, ρ0qq.
Segue da hipótese (U), assumida no início do capítulo, e do fato de pypt, 0, ρ0q, 9ypt, 0, ρ0qq
ser solução da inclusão diferencial
ppt  t0q P :x  x  F px, 9xq
que
Λppt  t0, t0, ρ0q  x2pt  t0, t0, ρ0q   9x2pt  t0, t0, ρ0q
 y2pt, 0, ρ0q   9y2pt, 0, ρ0q
 Λppt, 0, ρ0q.
(b) O item (b) é demonstrado de maneira análoga ao item (a) levando em consideração a
hipótese (U) e o fato de p ser 2pi-periódica.
(c) De (2.3) segue que existe uma função w absolutamente contínua tal que :x x w  ppt t0q
e wptq P F pxptq, 9xptqq q.t.p em r0,8q. Da Fórmula de Variação dos Parâmetros segue que
para t P r0,8q,
xptq  x0cost  9x0sent  Spt, t0q e 9xptq  x0sent  9x0cost  Cpt, t0q,
com
Spt, t0q 
» t
0
rpps  t0q  wpsqssenpt sqds e Cpt, t0q 
» t
0
rpps  t0q  wpsqscospt sqds.
Note que para t, t0 P r0, 2pis temos
|Spt, t0q| ¤
» t
0
|rpps  t0q  wpsqssenpt sq| ds
¤ 2pip|p|8   |w|q
¤ 2pip|p|8   ‖F‖q,
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e de maneira análoga, |Cpt, t0q| ¤ 2pip|p|8   ‖F‖q. Observamos que
Λppt, 0, ρ0q  px0cost  9x0sent  Spt, t0qq2   px0sent  9x0cost  Cpt, t0qq2
 x20   9x20   pSpt, t0qq2   pCpt, t0qq2   2x0pSpt, t0qcost Cpt, t0qsentq
  2 9x0pSpt, t0qsent  Cpt, t0qcostq
¥ x20   9x20   pSpt, t0qq2   pCpt, t0qq2  2p|x0|   | 9x0|qp|Spt, t0q|   |Cpt, t0q|q
¥ 12px
2
0   9x20q  31ppSpt, t0qq2   pCpt, t0qq2q
¥ c1px20   9x20q  c2,
em que a última desigualdade decorre do Lema 2.1.13. Deste modo, tomando c1  12 e c2
apropriadamente, concluímos a demonstração do lema.
Demonstração do Teorema 2.1.12. Pelo item (a) do Lema 2.1.15, mostrar (2.7) é o mesmo que
inf
‖ρ0‖¤R,
t0Pr0,2pis
Λppt, 0, ρ0q Ñ 8 quando tÑ 8,
e os itens (b) e (c) implicam que basta provar que
inf
‖ρ0‖¤R,
t0Pr0,2pis
Λpp2pin, 0, ρ0q  inf‖ρ0‖¤R,
t0Pr0,2pis
pxp2pin, 0, ρ0qq2   p 9xp2pin, 0, ρ0qq2 Ñ 8 quando nÑ 8.
Com este intuito, fixamos t0 P r0, 2pis e definimos ξt0pρ0q  pxp2pi, 0, ρ0q, 9xp2pi, 0, ρ0qq, em que x
é solução correspondente a p. Decorre do item (b) do Lema 2.1.15 e da hipótese (U) que:
Λpp2pin, 0, ρ0q  pxp2pin, 0, ρ0qq2   p 9xp2pin, 0, ρ0qq2 
∥∥∥ξnt0pρ0q∥∥∥22,
com ‖‖2 sendo a norma euclidiana.
Tomemos φ P r0, 2pis de modo que» 2pi
0
ppt  t0qsenpt  φqdt 

» 2pi
0
ppt  t0qeitdt
 

» 2pi
0
pptqeitdt
 .
Com φ P r0, 2pis escolhido acima, definimos a função Vt0 : R2 Ñ R por
Vt0px, 9xq  9x senφ x cosφ, px, 9xq P R2.
A existência de soluções pxptq, 9xptqq para (2.3) implicam que :x   x   w  ppt   t0q q.t.p em
r0,8q para alguma função w satisfazendo wptq P F pxptq, 9xptqq q.t.p. Assim, procedendo via
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integração por partes, obtemos a seguinte igualdade:» 2pi
0
:xpt, 0, ρ0qsenpt  φqdt  9xp2pi, 0, ρ0qsenp2pi   φq  9x0senφ xp2pi, 0, ρ0qcosp2pi   φq
  x0cospφq 
» 2pi
0
xptqsenpt  φqdt
 Vt0pξt0pρ0qq  Vt0pρ0q 
» 2pi
0
xpt, 0, ρ0qsenpt  φqdt.
Desta forma,
Vt0pξt0pρ0qq  Vt0pρ0q  
» 2pi
0
:xpt, 0, ρ0qsenpt  φqdt 
» 2pi
0
xpt, 0, ρ0qsenpt  φqdt
 Vt0pρ0q  
» 2pi
0
rppt  t0q  xpt, 0, ρ0q  wptqssenpt  φqdt 
» 2pi
0
xptqsenpt  φqdt
 Vt0pρ0q  
» 2pi
0
ppt  t0qsenpt  φqdt
» 2pi
0
wptqsenpt  φqdt
 Vt0pρ0q  

» 2pi
0
pptqeitdt

» 2pi
0
wptqsenpt  φqdt.
Considere
sen pt φq 
#
senpt  φq se senpt  φq ¥ 0,
0 se senpt  φq   0. e sen
pt φq 
#
senpt  φq se senpt  φq ¤ 0,
0 se senpt  φq ¡ 0.
Então, da igualdade acima segue que
Vt0pξt0pρ0qq ¥ Vt0pρ0q  

» 2pi
0
pptqeitdt
  infpF q
» 2pi
0
senpt  φqdt suppF q
» 2pi
0
sen pt  φqdt
 Vt0pρ0q  

» 2pi
0
pptqeitdt
 2psuppF q  infpF qq  Vt0pρ0q   δ0, (2.8)
com δ0 ¡ 0 independente de t0 decorrente da hipótese (2.4). Recorde que Vt0 é uma função
contínua, então em qualquer compacto em R2, Vt0 atinge seu máximo e seu mínimo. Desta
maneira, dado R ¡ 0, existe CpRq ¡ 0 tal que |Vt0pρ0q| ¤ CpRq para todo ‖ρ0‖ ¤ R e t0 P r0, 2pis.
Assim sendo, uma iteração sucessiva de (2.8) implica que
Vt0pξnt0pρ0qq ¥ Vt0pρ0q   nδ0 ¥ CpRq   nδ0,
para todo n P N, t0 P r0, 2pis, e ‖ρ0‖ ¤ R. Portanto,
inf
‖ρ0‖¤R,
t0Pr0,2pis
∥∥∥ξnt0pρ0q∥∥∥22 Ñ 8 quando nÑ 8,
finalizando a demonstração do teorema.
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Exemplo 2.1.16. Considere a inclusão diferencial
:x  x  Sgnp 9xq Q γsent, (2.9)
em que γ ¥ 0 e Sgn é definida a seguir:
Sgnpyq 
#
ty{ ‖y‖u se y  0,
r1, 1s se y  0.
Adaptando a inclusão (2.9) à inclusão (2.3), tem-se F px, 9xq  Sgnp 9xq e pptq  γsent. Note que
infpF q  1 e suppF q  1. Além disso,
» 2pi
0
senteitdt
  pi.
Desta forma, se γ P p4{pi,8q, então todas as soluções de (2.9) são ilimitadas em R2.
Exemplo 2.1.17. Considere a inclusão diferencial
pptq P :x  x  a Sgnpxq. (2.10)
com p P C6pRq uma função 2pi-periódica e Sgn a função definida no exemplo anterior.
Tomando F px, 9xq  aSgnpxq, temos que infpF q  a e suppF q  a, e desta forma,
o Teorema 2.1.12 nos garante que se 
» 2pi
0
pptqeitdt
 ¡ 4a,
então todas as soluções de (2.10) são ilimitadas.
Em [29], Kunze fornece resultados similares ao exibido nesta seção para outras
famílias de inclusões diferenciais.
2.2 Sistemas de Filippov
Desde o surgimento do cálculo diferencial, equações diferenciais ordinárias se tornaram
um grande atrator de interesses por parte de matemáticos, físicos e engenheiros. Isso se dá
ao fato de que tais objetos conseguem descrever, razoavelmente bem, eventos que ocorrem na
natureza. No entanto, muitos fenômenos não poder ser modelados por sistemas dinâmicos suaves,
como por exemplo, sistemas mecânicos com atrito, suspensão de pontes e robótica.
Sistemas de Filippov surgem então do interesse pela compreensão de fenômenos
envolvendo sistemas que possuem perda instantânea de suavidade em sua evolução, como nos
casos citados acima. Seu formalismo se deve ao matemático de mesmo nome que, utilizando a
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teoria de inclusões diferenciais, estabeleceu em [18] o que seriam as soluções para uma equação
diferencial descontínua.
Baseando-se em [18], apresentaremos alguns resultados e definições acerca dos sistemas
de Filippov.
2.2.1 Convenção de Filippov
Sejam U  Rn um subconjunto aberto e conexo, f : U Ñ R uma função de classe Ck,
k ¥ 1, que possui 0 como valor regular e Σ  f1p0qXU uma subvariedade de U de codimensão
1. Observamos que a subvariedade Σ divide U em dois subconjuntos abertos:
Σ   tx P U : fpxq ¡ 0u e Σ  tx P U : fpxq   0u.
Um campo vetorial suave por partes é definido da seguinte maneira:
Zpxq 
#
X pxq se fpxq ¥ 0,
Xpxq se fpxq ¤ 0, (2.11)
o qual denotaremos por Z  pX , Xqf a fim de explicitar quais são as componentes do campo
vetorial. Além disso, assumiremos que X  e X são de classe Cr com r ¡ 1, definidos em Σ  e
Σ, respectivamente, em que Σ representa o fecho de Σ. Recordemos que um campo vetorial
definido em um domínio não aberto D é dito de classe Cr quando este campo pode ser estendido
a um campo de classe Cr definido em um aberto contendo D.
Chamaremos de ZrpUq o espaço de campos de vetores cujos elementos são da forma
(2.11). Este conjunto pode ser denotado por ZrpUq  X rpUq  X rpUq, onde, por abuso de
notação, X rpUq denota o conjunto dos campos de classe Cr em Σ  e Σ. Neste caso, ZrpUq
está munido da topologia produto, proveniente da topologia induzida pela norma de campos
vetoriais (confira [45] para mais detalhes).
Com a finalidade de entender a dinâmica proveniente de tais sistemas, definiremos o
conceito de solução de sistemas de Filippov e para isso, nos utilizaremos do conceito de soluções
de inclusões diferenciais.
Definição 2.2.1. A interseção de todos os conjuntos convexos contendo A  Rn é chamada de
fecho convexo e é denotado por ConvpAq.
Observação 2.2.2. Note que se considerarmos um campo Z  pX , Xq e a função
gpx, λq  1 λ2 X pxq   1λ2 Xpxq, seque que gpx,1q  Xpxq e
ConvptX pxq, Xpxquq  tgpx, λq : λ P r1, 1su.
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~u
~v
Figura 5 – Fecho convexo entre os vetores ~u e ~v .
Dado Z  pX , Xqf P Zr, definimos a seguinte função multivalorada:
FZpxq 
$'&
'%
tX pxqu se fpxq ¡ 0,
tXpxqu se fpxq   0,
ConvptX pxq, Xpxquq se fpxq  0.
A definição da função multivalorada FZpxq permite-nos enunciar a convenção de
Filippov.
Definição 2.2.3. (Convenção de Filippov) Dizemos que ϕ : rT, T s Ñ U é solução de
Z P Zr se ϕ é solução de 9x P FZpxq.
Dizemos que um campo vetorial suave por partes cuja convenção adotada para suas
soluções é de Filippov é um sistema de Filippov. No exemplo a seguir daremos um critério para
que as soluções de um sistema de Filippov (seguindo a convenção acima) sejam ilimitadas.
Exemplo 2.2.4. Considere a equação diferencial descontínua
:x  x  asgnpxq  pptq, (2.12)
onde p é uma função contínua 2pi-periódica, sgnpxq  1 se x » 0 e sgnp0q  0. Note que (2.12)
é equivalente ao sistema de equações diferenciais
Zpx, yq 
#
9x  y,
9y  x asgnpxq   pptq.
Z possui como componentes os campos
X px, yq 
#
9x  y,
9y  x a  pptq, e X
px, yq 
#
9x  y,
9y  x  a  pptq,
e como região de descontinuidade o conjunto Σ  tpx, yq P R2 : x  0u. A convenção de Filippov
nos assegura que ϕZpt, pq é solução de Z se, e somente se ϕZpt, pq é solução de
:x P FZpx, 9xq  pptq  x a Sgnpxq,
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em que Sgn é a função definida no Exemplo 2.1.16. Note que a inclusão diferencial acima é
equivalente a
pptq P :x  x  a Sgnpxq.
No Exemplo 2.1.17, estabelecemos que se
» 2pi
0
pptqeitdt
 ¡ 4a,
então todas a soluções da inclusão diferencial (2.10) são ilimitadas. Desta forma, mediante a
condição dada acima, constatamos que todas as soluções da equação diferencial descontínua
(2.12) são ilimitadas em R2.
O próximo resultado junto ao Teorema 2.1.10 garantem que para todo x P U , U  Rn
aberto limitado, existem soluções locais para sistemas Z P ZrpUq que passam por x.
Teorema 2.2.5. Seja U  Rn aberto e limitado e Z P ZrpUq, com r ¥ 1. A função multivalorada
FZ é semicontínua superiormente.
Estabelecida a convenção de Filippov, estudaremos o fluxo ϕZpt, pq, ou seja, a solução
do um campo vetorial Z P ZrpUq que passa pelo ponto p P U . Para isso, é necessário que
distinguamos os casos em que p pertence a Σ , Σ e Σ.
Para os dois primeiros casos, a trajetória local é usualmente definida pelos campos
vetoriais X  e X. Para o caso onde p P Σ, dividiremos a variedade Σ em três regiões que
dependem da direção em que os vetores X ppq e Xppq apontam. Com este intuito, definiremos
a derivada de Lie.
Definição 2.2.6. Seja Z  pX , Xqf P ZrpUq um campo vetorial de Filippov. Para p P
Σ  (resp. q P Σ) a trajetória que tem como o origem o ponto p (resp. q) é dada por
ϕZpt, pq  ϕX pt, pq (resp. ϕZpt, pq  ϕXpt, pq) para t P I  R.
Definição 2.2.7. Sejam X : U Ñ Rn um campo vetorial diferenciável e f : U Ñ R função que
possui 0 P R como valor regular. Dizemos que Xfppq  xXppq,∇fppqy é a derivada de Lie de f
com respeito ao campo vetorial X em p.
Xf representa a derivada da função f na direção do vetor F (ver Figura 6). Além
disso, definimos X2hppq  x∇Xhppq, Xppqy, e de maneira recursiva tem-se
Xnhppq  x∇Xn1hppq, Xppqy.
Esta última definição nos permite determinar as seguintes regiões:
(a) Região de costura: Σc  tp P Σ : X fppq.Xfppq ¡ 0u,
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Xppq
∇fppq
~v
p
~v 
∇fppq
‖∇fppq‖Xfppq.
Figura 6 – Derivada de Lie da função f na direção do vetor F ppq.
(b) Região de deslize: Σs  tp P Σ : X fppq   0 e Xfppq ¡ 0u,
(c) Região de escape: Σe  tp P Σ : X fppq ¡ 0 e Xfppq   0u.
Essas três regiões são relativamente abertas em Σ e podem ter várias componentes
conexas que possuem como pontos de fronteira, os chamados pontos de tangência.
Com base nos resultados e definições dados até aqui, definiremos as soluções de um
sistema de Filippov. Denotamos o fluxo de X  e X por ϕX  e ϕX , respectivamente.
 Região de Costura e Soluções Costurantes
Como vimos na definição de região de costura, um ponto p é dito costurante se
X fppq.Xfppq ¡ 0. Mediante esta definição, obtemos a seguinte proposição acerca do conjunto
FZppq.
paq pbq
∇fppq ∇fppq
p
p
Xppq Xppq
X ppq X ppqΣ
Σ
Σ 
Σ
Σ
Σ 
TpΣ TpΣ
Figura 7 – Ilustração para pontos de costura. A imagem (a) representa o caso em que X fppq
e X fppq são ambos positivos, enquanto que em (b), ambos são negativos.
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Proposição 2.2.8. Se p P Σc então FZppq X TpΣ  H.
A próxima observação é uma consequência imediata da Proposição 2.2.8.
Observação 2.2.9. Dado p P Σc segue que:
1. Se ϕX pt, pq P Σ  para t ¡ 0 “pequeno”, então ϕXpt, pq P Σ para t   0 “pequeno”,
2. Se ϕX pt, pq P Σ  para t   0 “pequeno”, então ϕXpt, pq P Σ para t ¡ 0 “pequeno”.
Esta observação permite-nos definir, localmente, as soluções que passam por pontos
de costura.
Definição 2.2.10. Sejam Z  pX , Xqf P ZrpUq um campo de Filippov e p P Σc um ponto
de costura. Tomando a origem do tempo em p, definimos as seguintes trajetórias:
(a) Se X fppq, Xfppq ¡ 0:
ϕZpt, pq 
#
ϕX pt, pq, t P I X tt ¥ 0u,
ϕXpt, pq, t P I X tt ¤ 0u.
(b) Se X fppq, Xfppq   0:
ϕZpt, pq 
#
ϕXpt, pq, t P I X tt ¥ 0u,
ϕX pt, pq, t P I X tt ¤ 0u.
Estas trajetórias são chamadas de soluções costurantes e são localmente únicas.
paq pbq
p p
Xppq
Xppq
X ppq X
 ppq
ϕX 
ϕX 
ϕX
ϕX
Σ
Σ
Σ 
Σ
Σ
Σ 
Figura 8 – Representação das trajetórias definidas em (a) e (b), respectivamente.
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Teorema 2.2.11. Para p P Σc, ϕZpt, pq da Definição 2.2.10 é localmente a única solução de#
9x P FZpxq,
xp0q  p.
Região de Deslize e Soluções Deslizantes
Consideraremos como região de deslize o conjunto
Σs  Σs Y Σe  tp P Σ : X fppq.Xfppq   0u. Uma importante propriedade sobre Σs é
dada na proposição a seguir.
paq pbq
∇fppq ∇fppq
p
p
TpΣ TpΣ
Xppq
Xppq
X ppq
X ppq
Σ
Σ
Σ 
Σ
Σ
Σ 
Figura 9 – Exemplos de pontos de deslize. Em (a) tem-se que p P Σe enquanto que em (b),
p P Σs.
Proposição 2.2.12. Se p P Σs, então FZppq X TpΣ consiste de um único vetor Zsppq e sua
expressão é dada por
Zsppq  X
fppqX ppq X fppqXppq
Xfppq X fppq .
Observe que
Zs : Σs Ñ TΣs
p ÞÑ Zsppq P TpΣs
é um campo vetorial definido sobre a variedade Σs que recebe o nome de campo deslizante.
Teorema 2.2.13. Considere ϕsZpt, pq a solução de 9x  Zspxq e xp0q  p P Σs. ϕsZpt, pq é solução
local de #
9x P FZpxq,
xp0q  p,
ou seja, ϕsZpt, pq P SFZ ppq.
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paq pbq
∇fppq ∇fppq
p
p
gpp, λq
Zsppq
Zsppq
gpp, λqTpΣ
TpΣ
Xppq
Xppq
X ppq X ppqΣ
Σ
Σ 
Σ
Σ
Σ 
Figura 10 – Campo vetorial deslizante Zs.
Observação 2.2.14. Note que para p P Σs os seguintes casos são possíveis:
1. Se ϕX pt, pq P Σ  para t ¡ 0 “pequeno” então ϕXpt, pq P Σ para t ¡ 0 “pequeno”.
2. Se ϕX pt, pq P Σ  para t   0 “pequeno” então ϕXpt, pq P Σ para t   0 “pequeno”.
paq pbq
p p
Xppq
Xppq
X ppq X ppq
ϕ X
ϕ X
ϕX
ϕX
Σ
Σ
Σ 
Σ
Σ
Σ 
Figura 11 – (a) e (b) são exemplos para os casos 1 e 2, respectivamente, encontrados na
Observação 2.2.14 .
A Observação 2.2.14 habilita-nos a definir as trajetórias que passam por pontos de
deslize.
Definição 2.2.15. Para p P Σs definimos as seguintes trajetórias:
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(a) Se X fppq ¡ 0 e Xfppq   0:
ϕ Zpt, pq 
#
ϕX pt, pq, t P I X tt ¥ 0u,
ϕsZpt, pq, t P I X tt ¤ 0u,
ϕZpt, pq 
#
ϕXpt, pq, t P I X tt ¥ 0u,
ϕsZpt, pq, t P I X tt ¤ 0u.
(b) Se X fppq   0 e Xfppq ¡ 0:
ψ Z pt, pq 
#
ϕX pt, pq, t P I X tt ¤ 0u,
ϕsZpt, pq, t P I X tt ¥ 0u,
ψZ pt, pq 
#
ϕXpt, pq, t P I X tt ¤ 0u,
ϕsZpt, pq, t P I X tt ¥ 0u.
Teorema 2.2.16. Se p P Σs então ϕ Zpt, pq e ϕZpt, pq, definidas anteriormente, pertencem a
SFZ ppq. Desta forma, tϕ Z , ϕZ , ϕsZu  SFZ ppq.
paq pbq
p p
Xppq
Xppq
X ppq X ppq
ϕ X
ϕ X
ϕX
ϕX
ϕsZ ϕ
s
Z
Σ
Σ
Σ 
Σ
Σ
Σ 
Figura 12 – (a) e (b) são exemplos de soluções que passam por pontos de deslize dadas no Teo-
rema 2.2.16. Observamos que em verde, na variedade de descontinuidade, encontra-se
a solução do campo vetorial deslizante Zs, ϕsZpt, pq, que tem como origem o ponto
p.
Para os pontos p P Σs é possível ainda definir outro tipo de trajetória utilizando o
fato de Xf : U Ñ R serem contínuas. Pois, dado p P Σs, existe uma vizinhança aberta Vp de p
tal que Vp  Σs. Em outras palavras, existe ε ¡ 0 tal que ϕsZpt, pq  Σs para todo t P IXtt ¤ εu
ou t P tt ¥ εu.
Definição 2.2.17. Para p P Σs definimos as seguintes trajetórias:
(a) Se X fppq ¡ 0 e Xfppq   0:
Γε pt, pq 
#
ϕsZpt, pq, t P I X tt ¤ εu,
ϕXpt ε, ϕsZpε, pqq, t P I X tt ¥ εu,
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(b) Se X fppq   0 e Xfppq ¡ 0:
Υε pt, pq 
#
ϕXpt  ε, ϕsZpε, pqq, t P I X tt ¤ εu,
ϕsZpt, pq, t P I X tt ¥ εu.
Teorema 2.2.18. Sejam Z  pX , Xq P Zr e p P Σs. As trajetórias Γε e Υε são soluções de#
9x P FZpxq,
xp0q  p,
Definidas as trajetórias de um sistema de Filippov, nos atentaremos a outro impor-
tante objeto no estudo qualitativo de sistemas dinâmicos; as singularidades.
2.2.2 Singularidades
Em sistemas dinâmicos suaves, as singularidades correspondem a pontos críticos
de um campo vetorial, e desta forma, a trajetória que passa por qualquer singularidade será
ela mesma. No entanto, veremos que em sistemas de Filippov, existem singularidades cujas
trajetórias são da forma ϕpt, pq  p.
Definição 2.2.19. Seja Z P ZrpUq sistema de Filippov. Um ponto p P Σs é chamado de
pseudo-equilíbrio de Z quando Zsppq  0.
Observação 2.2.20. Mediante à combinação convexa de X  e X dada na Observação 2.2.2,
p P Σs é um pseudo-equilíbrio de Z, se X ppq e Xppq estão em direções opostas, isto é, se
existe a ¡ 0 tal que X ppq  aXppq. Com efeito,
Zsppq  X
fppqpaXppqq  paXfppqqXppq
Xfppq   cXfppq  0.
Neste caso, decorre do Teorema 2.2.13 que se p P Σs é uma singularidade de Zs,
então ϕsZpt, pq  p é localmente a trajetória de Z. Desta forma, existe ε ¡ 0 tal que as trajetórias
definidas a seguir também serão soluções de Z.
Definição 2.2.21. Sejam Z P ZrpUq um campo de Filippov e p P Σs uma singularidade de Zs.
(a) Se X fppq ¡ 0 e Xfppq   0 definimos
Fε pt, pq 
#
p, t P I X tt ¤ εu,
ϕXpt ε, pq, t P I X tt ¥ εu.
(b) Se X fppq   0 e Xfppq ¡ 0 definimos
Gε pt, pq 
#
ϕXpt  ε, pq, t P I X tt ¤ εu,
p, t P I X tt ¥ εu.
Capítulo 2. Inclusões Diferenciais e Sistemas de Filippov 33
Como dito anteriormente, os pontos p P Σ onde X ppq Xppq  0 são pontos de
fronteira das regiões de deslize e/ou costura. Denotaremos o conjunto destes pontos por Σt. Dois
tipos de tangência são definidos entre um campo vetorial e uma variedade.
Definição 2.2.22. Um campo vetorial X possui uma dobra ou tangência quadrática com
Σ  tx P U : fpxq  0u no ponto p P Σ quando Xfppq  0 e X2fppq  0.
Definição 2.2.23. Um campo vetorial X possui uma cúspide ou tangência cúbica com
Σ  tx P U : fpxq  0u no ponto p P Σ quando Xfppq  0, X2fppq  0 e X3fppq  0.
Os pontos de dobra podem ser distinguidos entre visíveis e invisíveis, para isso,
considere a função αptq  fpϕXpt, pqq. Note que α é suficientemente diferenciável em t, e
que d
dt
αptq  XfpϕXpt, pqq e d2dt2αptq  X
2
fpϕXpt, pqq. Utilizando a função α definimos
o conceito de dobra visível e invisível para os campos X  e X.
Definição 2.2.24. Sejam Z  pX , Xq P ZrpUq um campo de Filippov e α : R Ñ R a
função definida por
αptq  fpϕXpt, pqq.
(a) Se p P Σt é tal que d
dt
αp0q  0 e d2
dt2α
 p0q ¡ 0 (resp. d2
dt2α
p0q   0), então p é uma dobra
visível de X  (resp. X).
(b) Se p P Σt é tal que d
dt
αp0q  0 e d2
dt2α
 p0q   0 (resp. d2
dt2α
p0q ¡ 0), então p é uma dobra
invisível de X  (resp. X).
paq pbq pcq pdq
p
p
p
p
X X
X  X 
Figura 13 – p é uma dobra visível de X  e X em (a) e (b), respectivamente. Já em (c) e (d),
p representa uma dobra invisível de X  e X.
De forma geral definiremos as singularidades de um campo de Filippov. Indicamos
[19] para mais detalhes acerca destes objetos.
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Definição 2.2.25. As singularidades do sistema de Filippov (2.11) são:
(a) p P Σ tal que Xppq  0.
(b) p P Σs Y Σe tal que Zsppq  0. A este ponto dá-se o nome de pseudo-equilíbrio.
(c) p P Σt os pontos de tangenciais de Z.
Aos outros pontos dá-se o nome de pontos regulares.
Observação 2.2.26. A definição acima nos permite observar os seguintes fatos sobre cada
item:
(a) Se p P Σ tal que Xppq  0, então SCFZ ppq  tϕZpt, pq  pu.
(b) Se p P Σs Y Σe tal que Zsppq  0, então p  ϕsZpt, pq P SCFZ ppq,
(c) Na situação (c) nem sempre existe solução estacionária.
Em seguida, enunciaremos alguns resultados sobre a relação entre as soluções estaci-
onárias de um campo vetorial de Filippov e suas singularidades.
Teorema 2.2.27. Seja p P U uma singularidade de Z P ZrpUq. Então p  ϕZpt, pq P SFZ ppq
se, e somente se 0 P FZ
Teorema 2.2.28. Seja Z P ZrpUq um campo vetorial de Filippov. Assuma que para p P Σ
temos que tt ÞÑ pu P SFZ ppq. Então p é uma singularidade de Z.
Teorema 2.2.29. Sejam U  Rn um aberto e limitado, e Z  pX , Xq P ZrpUq um sistema
de Filippov. p P Σ adimite um trajetória estacionária se, e somente se, uma das três possibilidades
é válida:
(a) X ppq  0 ou Xppq  0;
(b) X fppq  Xfppq  0 e X ppq  aXppq com a   0;
(c) p é um pseudo-equilíbrio.
2.2.3 Órbitas Periódicas
Estabelecidas as noções de solução, apresentaremos o conceito de órbitas periódicas
regulares para sistemas de Filippov. Atentamos ao fato de que outros tipos de órbitas periódicas,
como ciclos periódicos e pseudociclos (veja [19]), também aparecem em tal teoria, porém não
terão utilidade aos interesses desta dissertação.
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Definição 2.2.30. Uma órbita regular maximal de Z é uma curva suave por partes γ tal que:
(a) γ X Σ  e γ X Σ é uma união de órbitas dos campos suaves X  e X, respectivamente.
(b) A interseção γ X Σ consiste apenas de pontos de costura.
(c) γ é maximal com respeito a essas condições.
Observe que órbitas definidas acima nunca tocam a região Σs Y Σe.
Definição 2.2.31. Uma órbita periódica regular é uma órbita regular γppq  tϕZpt, pq : t P Ru
que pertence a Σ  Y Σ Y Σc e satisfaz ϕZpt  T, pq  ϕZpt, pq, para algum T ¡ 0. Neste caso,
T é chamado de período de γ, quando é minimal com respeito a essa propriedade.
Definição 2.2.32. Dizemos que γ é uma órbita periódica de costura se é uma órbita periódica
regular eH  γXΣ  Σc. Nos casos em que γ  Σ YΣ, dizemos que γ é uma órbita periódica
padrão.
Definição 2.2.33. γ é dita um ciclo limite de Z se é uma órbita periódica regular isolada, isto
é, existe uma vizinhança V de γ tal que se q P V zγ, então γpqq não é uma órbita periódica
regular de Z.
paq pbq
Σ
Σ 
Σ
Σ
Σ 
Σ
Figura 14 – Em (a) temos um exemplo de família de órbitas periódicas e em (b) um exemplo
de ciclo limite.
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3 Teoria KAM
A Teoria KAM recebe esse nome em homenagem aos matemáticos A. N. Kolmogorov,
V. I. Arnold e J. Moser, e consiste numa série de resultados que lidam com a persistência de
movimentos quase-periódicos após pequenas perturbações do sistema hamiltoniano associado. O
problema para o qual a Teoria KAM foi desenvolvida surgiu na mecânica celeste 300 anos antes
do resultado anunciado por Kolmogorov. Newton formulou as equações diferenciais satisfeitas
por um sistema de corpos massivos interagindo sob uma força gravitacional, quando este sistema
possuía apenas dois corpos, estas equações eram facilmente resolvidas. No entanto, ao adicionar
um terceiro corpo ao sistema, não era possível, através dos métodos conhecidos, obter respostas
para o problema. Observou-se que a interação entre os planetas era muito fraca com relação
a interação entre um deles e o sol. Sob essas circunstâncias, tentarem resolver o problema,
primeiro ignorando a interação entre os planetas, obtendo assim, um sistema integrável, e depois
considerando uma perturbação do problema solucionável.
Muitos físicos e astrônomos tentaram, durante quase todo o século 19, resolver este
problema utilizando expansões em séries. Contudo, a solução para este problema nunca foi
estabelecida, nem mesmo quando o Rei da Suécia ofereceu um grande prêmio para quem o
solucionasse. O empecilho se encontrava nos chamados “pequenos divisores”, que em 1954
pareceu finalmente ser superado. Durante o Congresso Internacional de Matemático (ICM)
realizado em Amsterdã, Kolmogorov sugeriu duas ideias que pudessem superar a aparição dos
“pequenos divisores ”. A primeira delas consistia em linearizar o problema em torno de uma
solução aproximada e resolver o problema linearizado, e a segunda baseava-se em uma adaptação
do método de Newton para aproximar a solução do problema original da solução do linearizado.
Estas ideias foram amplamente utilizadas em outros contextos por Arnold e Moser
durante os anos que se seguiram, e estes resultados deram origem à Teoria KAM.
No decorrer deste capítulo, apresentaremos definições e resultados necessários para
compreensão de alguns dos principais teoremas presentes nesta teoria, como o Teorema KAM
Clássico, Teorema de Arnold para difeomorfismos no círculo e o Teorema de Moser para Twisting-
Maps. Para mais detalhes sobre o contexto histórico e matemático envolvendo a Teoria KAM,
indicamos [17]. Começamos o capítulo introduzindo o conceito de sistemas hamiltonianos, pilar
central desta teoria.
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3.1 Sistemas Hamiltonianos
Sistemas hamiltonianos são tipos especiais de sistemas dinâmicos e, sobretudo, muito
importantes para a mecânica clássica. Na física, tanto a modelagem macroscópica (sistemas
planetários, partículas carregadas em aceleradores modernos, etc.) quanto a microscópica (casos
de fluxo de calor) são exemplos que lidam com sistemas hamiltonianos. O nome destes sistemas
é devido ao matemático irlandês W. R. Hamilton que, em 1833, propôs uma nova maneira
de lidar com as leis de movimento propostas por I. Newton em Principia ([36]). Usando o
princípio da ação mínima, J. L. Lagrange também reformulou a mecânica clássica. O mais
interessante sobre as equações de Hamilton e de Lagrange é que, através das transformadas
de Legendre, conseguimos passar de uma à outra, como pode ser verificado em [5, Cap. 3]. O
surgimento da geometria simplética permitiu que o estudo de sistemas hamiltonianos obtivesse
um desenvolvimento considerável, por esta razão, matemáticos e físicos se interessam cada vez
mais por esta área de sistemas dinâmicos.
Nesta seção serão dadas algumas definições e propriedades acerca de sistemas hamilto-
nianos. A teoria que envolve tais sistemas ocupa espaço considerável dentro do estudo de sistemas
dinâmicos. Por esse motivo, baseando-se nos interesses desta dissertação, nos atentaremos às
definições e propriedades mais relevantes para o desenvolvimento deste texto.
Seja H : U  R2n Ñ R uma função de classe C2 não-constante, com U um aberto
de R2n.
Definição 3.1.1. O sistema de equações diferenciais 9x  XHpxq, XH : U Ñ R2n dado por
9qj  BHBpj e 9pj  
BH
Bqj , com j  1, ..., n, (3.1)
com x  pq1, . . . , qn, p1, . . . , pnq, é chamado de sistema hamiltoniano com n graus de liberdade.
Exemplo 3.1.2. Considere a equação simples para o pêndulo: :x  senx. Tomando y  9x
encontramos um sistema equivalente de equações de primeira ordem, dado por$''&
''%
9x  BHBy px, yq  y,
9y  BHBx px, yq  senx,
em que Hpx, yq  y
2
2  cosx é o hamiltoniano que dá origem ao sistema.
Exemplo 3.1.3. Um caso especial do problema de dois corpos é o problema de Kepler e este
pode ser descrito por um sistema hamiltoniano com dois graus de liberdade. A saber, considere
o hamiltoniano Hpq, pq  ‖p‖
2
2  Upqq definido em R
4, em que Upqq  µ{ ‖q‖ é o potencial,
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µ P R. O sistema hamiltoniano correspondente é$&
%
9q  p,
9p   µq‖q‖3 .
Observação 3.1.4. O sistema (3.1) pode ser reescrito da seguinte maneira:
x1  XHpxq  J∇Hpxq, (3.2)
com x  pq, pq P R2n,
∇H 
BH
Bq1 , . . . ,
BH
Bqn ,
BH
Bp1 , . . . ,
BH
Bpn


e
J 

0 Id
Id 0

,
em que Id PMnpRq.
Proposição 3.1.5. Se pqptq, pptqq é solução de (3.1), então Hppqptq, pptqqq  k para algum
k P R.
Demonstração. Se mostrarmos que dH
dt
ppqptq, pptqq  0, segue o resultado. Note que
dH
dt
ppqptq, pptqqq 
n¸
i1
BH
Bqi ppqptq, pptqqq 9qi  
BH
Bpi ppqptq, pptqqq 9pi.
No entanto pqptq, pptqq é solução do sistema (3.1), e portanto satisfaz tais equações. Desta forma
dH
dt
ppqptq, pptqqq 
n¸
i1
9pi 9qi  9qi 9pi  0,
assim como queríamos demonstrar.
Proposição 3.1.6. Se XH é um sistema hamiltoniano então divXH  0.
Demonstração. Com efeito,
divXHpxq 
n¸
i1
B
Bqi
BH
Bpi


 BBpi
BH
Bqi


 0.
A última igualdade é decorrente do Teorema de Schwarz (ver [32, p. 147]).
Observamos que a Proposição 3.1.5 garante que as superfícies de nível da função
H são invariantes sob o fluxo do sistema hamiltoniano proveniente. Além disso, tais sistemas
possuem a característica de que seu fluxo preserva volume em R2n. Este último fato decorre da
Proposição 3.1.6 e do Teorema de Liouville (ver [6, p.45]).
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Mudanças de coordenadas são recursos muito importantes para a resolução de sistemas
de equações diferenciais, em particular, os sistemas hamiltonianos. Um primeiro questionamento
a ser realizado é se tais mudanças de coordenadas conservam a estrutura hamiltoniana do
sistema. A resposta para isso é dado pelo seguinte critério:
Considere a mudança x  ϕpyq com x P R2n. Então o sistema (3.2) é transformado
em
y1  pϕXHqpyq,
em que
pϕXHqpyq  pdyϕq1XHpϕpyqq.
Então para que a estrutura hamiltoniana seja preservada, é necessário e suficiente que,
pdyϕqJdyϕ  J. (3.3)
Definição 3.1.7. Uma transformação diferenciável ϕ : V Ñ R2n em um aberto V  R2n é dita
canônica se a identidade (3.3) é satisfeita para todo y P V .
Observação 3.1.8. ([7, p. 227]) Uma condição necessária e suficiente para que ϕ : V Ñ R2n
seja uma transformação canônica quando n  1, é de que detpdyϕq  1 para todo y P V .
Coordenadas ação-ângulo são exemplos clássicos de transformações canônicas de
sistemas hamiltonianos e seu uso facilita de forma significativa a resolução de sistemas do tipo
(3.1).
3.1.1 Coordenadas Ação-Ângulo e Hamiltonianos Quase-Integráveis
As soluções de sistemas hamiltonianos raramente podem ser obtidas de maneira
explícita. Nesta seção consideraremos uma classe de sistemas hamiltonianos para os quais isto é
possível.
Notação 3.1.9. Denotamos por Tn  Rn{Zn o toro n-dimensional.
Definição 3.1.10. Seja H : R2n Ñ R um hamiltoniano de classe C2. Se existir uma transfor-
mação canônica em variáveis pθ, Iq P Tn  Rn tais que o hamiltoniano H possa ser escrito na
forma H pq, pq  hpIq, então as variáveis pθ, Iq são chamadas coordenadas ação-angulo.
Nas coordenadas ação-ângulo, o sistema hamiltoniano oriundo da função H seria
da seguinte forma:
9θ  ωpIq, 9I  0,
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em que ωpIq  ∇hpIq. Deste modo, as soluções para o sistema acima são dadas explicitamente
por:
θptq  θ0   tωpI0q, Iptq  I0,
com θ0  θp0q e I0  Ip0q.
Exemplo 3.1.11. Considere o seguinte hamiltoniano
Hpx1, x2, y1, y2q  λ12 px
2
1   y21q  
λ2
2 px
2
2   y22q, com λi P Rzt0u,
e a seguinte mudança de coordenadas
ϕpθ1, θ2, I1, I2q  p
a
2I1cospθ1q,
a
2I2senpθ2q,
a
2I1cospθ1q,
a
2I2senpθ2qq.
Primeiramente, observamos que ϕ é uma transformação canônica, visto que a derivada de
pθ1, θ2, I1, I2q ÞÑ px1, x2, y1, y2q satisfaz a condição (3.3). Nas novas coordenadas o hamiltoniano
H é dado por
H˜pθ1, θ2, I1, I2q  λ1I1   λ2I2,
e portanto o sistema hamiltoniano correspondente é
9θ1  λ1, 9θ2  λ2, 9I1  0, 9I2  0.
Em geral, uma função hamiltoniana não pode ser escrita em coordenadas ação-
ângulo. Contudo, existe uma classe de hamiltonianos chamados de completamente integráveis (ou
integráveis no sentido de Liouville), em que, localmente, tais coordenadas existem (veja [7, p. 235-
238]). Mesmo os hamiltonianos completamente integráveis são relativamente raros, no entanto,
existem muitos exemplos de sistemas hamiltonianos que são obtidos de pequenas perturbações
de hamiltonianos da forma hpIq, usando-se coordenadas ação-ângulo. Um exemplo concreto é
dado pelo movimento dos planetas no sistema solar, cujo modelo que leva em consideração a
interação entre os planetas está muito próximo do modelo em que a única interação considerada
é a dos planetas com o sol. A seguir, apresentamos o conceito de hamiltoniano quase-integrável.
Definição 3.1.12. Dizemos que uma função g : RÑ R é de ordem ε, se existe uma constante
C ¡ 0 tal que |gpεq|   C|ε|, para todo ε P R. Denotamos este fato por gpεq  Opεq.
Definição 3.1.13. Uma família de hamiltonianos Hε  Hεpθ, Iq, com pθ, Iq P Tn  D para
algum D  Rn, é dita quase-integrável se é da forma
Hεpθ, Iq  hpIq   fεpθ, Iq, com fεpθ, Iq  Opεq, (3.4)
para cada ε P R em alguma vizinhança de zero.
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Note que a família de hamiltonianos Hε dá origem a uma família de sistemas
hamiltonianos $'&
'%
9θ  ωpIq   BfεBI pθ, Iq,
9I  BfεBθ pθ, Iq,
(3.5)
em que pθ, Iq P Tn D e ωpIq  ∇hpIq.
Observação 3.1.14. Para ε  0, o sistema de equações (3.5) é facilmente resolvido. Além
disso, temos que para cada I0 P D, o toro n-dimensional TI0  Tn tI0u é invariante sob o fluxo
do campo.
3.1.2 Abordagem Simplética
Nesta seção, serão abordados alguns aspectos de sistemas hamiltonianos de um
ponto de vista moderno, o da geometria simplética, ramo da topologia diferencial e geometria
diferencial centrado no estudo das variedades simpléticas. As definições e resultados apresentados
a seguir podem ser encontrados, de maneira mais detalhada, em [10] e [46].
Definição 3.1.15. Seja V um espaço vetorial real e ω : V  V Ñ R uma forma bilinear
antissimétrica, i.e., ωpu1, u2q  ωpu2, u1q. Dizemos que ω é uma forma não-degenerada se
ωpu1, u2q  0 para todo u1 P V ùñ u2  0.
ω é comumente chamada de forma simplética e pV, ωq de espaço vetorial simplético.
Definição 3.1.16. Sejam M uma variedade diferenciável de dimensão 2m e ω uma 2-forma
fechada, i.e., dω  0. Dizemos que o par pM,ωq é uma variedade simplética, sempre que
pTxM,ωxq é um espaço vetorial simplético para todo x PM .
Definição 3.1.17. Sejam pM1, ω1q e pM2, ω2q variedades simpléticas. Dizemos que um dife-
omorfismo f : M1 Ñ M2 é simplético se este leva uma estruta simplética na outra, ou seja,
fω2  ω1. Neste caso M1 e M2 são ditas simplectomorfas.
Considere pR2n, ηq com η  °nj1 dpj ^ dqj e pq1, . . . , qn, p1, . . . , pnq P R2n as coorde-
nadas usuais de R2n. Temos que pR2n, ηq é uma variedade simplética e chamamos η de forma
simplética canônica. De acordo com o Teorema da Darboux (veja [10, p.40]), se pM,ωq é uma
variedade simplética, então para todo x PM existem Ux M e V0  R2n vizinhanças abertas
de x e 0, respectivamente, e um difeomorfismo simplético fx : Ux Ñ V0 tal que fx η  ω.
A seguir, definiremos sistemas hamiltonianos no contexto simplético. Para isso,
considere pM,ωq uma variedade simplética de dimensão 2m. Tomemos z PM e consideremos a
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representação em coordenadas locais de ω como
ω 
¸
1¤i j¤2m
aijpzqdzi ^ dzj com aij  aji.
Observamos que A  paijq é antissimétrica e de dimensão 2m, logo A é invertível.
Note ainda que para quaisquer dois vetores u, v P TzM tem-se
ωpu, vq  xu,Avy.
Desta forma, A pode ser vista como um isomorfismo entre os espaços tangente TzM e seu dual,
o espaço cotangente T zM , para z PM arbitrário, em que
v ÞÑ Av  ωp, vq, v P TzM.
Seja J  A1, então
xf, uy  ωpu, Jfq para algum u P TzM, f P T zM,
sendo xf, uy a ação do funcional f no vetor v. Seja H : M Ñ R uma função suave. Então,
a 1-forma dH define XH  JdH que é chamado de campo vetorial hamiltoniano associado à
função hamiltoniana H. Assim,
xdH, y  ωp, XHq.
A tripla pM,ω,Hq determina um sistema hamiltoniano com m graus de liberdade. Quando
pM,ωq  pR2m, ηq, é fácil verificar que as equações de Hamilton, 9z  XHpzq, possuem a forma
usual (3.1). Além disso, se γptq é uma curva integral de XH então
d
dt
Hpγptqq  dHpγptqqXHpγptqq  xdHpγptqq, XHpγptqqy  ωpXHpγptqq, XHpγptqqq  0,
redemonstrando a Proposição 3.1.5.
Usualmente, lidamos com sistemas hamiltonianos não-autônomos, i.e., dependem
explicitamente do tempo. Tais sistemas possuem como espaço de fase estendido o produto
cartesiano entre M e a reta real R ou M  T, se a dependência do tempo for periódica. Nestes
casos, dizemos que pM,ω,Hq possui m  1{2 graus de liberdade.
Algumas mudanças de variáveis garantem que sistemas hamiltonianos autônomos
possam ser localmente representados por sistemas não-autônomos. A este processo dá-se o
nome de redução isoenergética. O procedimento inverso também é possível, e de maneira global
transforma-se sistemas não-autônomos em autônomos via o processo de autonomização. Para
mais detalhes confira [46, p. 4].
Denote por φτ2τ1 a transformação que leva pontos ao longo das soluções de pM,ω,Hq,
do tempo t  τ1 P R ao tempo t  τ2 P R.
Capítulo 3. Teoria KAM 43
Teorema 3.1.18. φτ2τ1 preserva a forma ω no espaço de fase de XH .
Quando pM,ω,Hq é autônomo, temos que a família a um parâmetro de transforma-
ções φτ2τ1  φτ2τ10 : M ÑM formam um grupo. Este grupo é chamado de fluxo e o denotamos
por φHt . Os seguintes resultados a respeito de φHt são obtidos.
Corolário 3.1.19. O fluxo φHt preserva a estrutura simplética, ou seja, pφHt qω  ω. Em outras
palavras, o fluxo proveniente de hamiltonianos autônomos são difeomorfismos simpléticos.
O Teorema 3.1.18 garante que o shift φτ2τ1 ao longo das trajetórias de XH é simplético.
Em particular, o mapa φτ0 em um sistema hamiltoniano não-autônomo τ -periódico em t é
simplético e é chamado de mapa de Poincaré. Algumas definições e resultados com respeito a
mapas de Poincaré provenientes de fluxos hamiltonianos são dados a seguir.
Suponhamos que a estrutura simplética ω seja uma forma exata, i.e., ω  dα, para
alguma 1-forma α. Então para qualquer difeomorfismo simplético T , tem-se que ω˜  α  T α é
uma 1-forma fechada, uma vez que
dω˜  dα  T dα  0.
Quando ω˜ for exata, chamaremos T de mapa exato simplético.
Proposição 3.1.20. Suponhamos que ω é uma forma exata e que T é o mapa de Poincaré
correspondente ao sistema pM,ω,Hq. Então T é um mapa exato simplético.
Corolário 3.1.21. Seja pM,ω,Hq um sistema periódico em t tal que ω é uma forma exata. Se
T é o mapa de Poincaré associado a pM,ω,Hq, então T é exato simplético.
Nas seções a seguir, apresentaremos alguns dos principais resultados que constituem
a Teoria KAM.
3.2 Teorema KAM Clássico
O teorema clássico da Teoria KAM garante que sob as condições de não-ressonância
e não-degenerescência, os toros invariantes de sistemas hamiltonianos analíticos integráveis
sobreviverão a pequenas perturbações. Originalmente enunciado por Kolmogorov em [28], o
Teorema KAM foi primeiramente demonstrado por Arnold em 1963 (ver [4]). Antes disso, em
1962, Moser obteve o mesmo resultado para Twisting-Maps, em que era necessário apenas um
certa regularidade na perturbação (ver [34]).
Considere a família de hamiltonianos quase-integráveis (3.4) (ver Definição 3.1.13) e
o sistema hamiltoniano proveniente (3.5).
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Definição 3.2.1. Dizemos que um vetor ω P Rn é do tipo pL, γq se |xω, vy| ¥ L|v|γ para todo
v P Znzt0u. Vetores que satisfazem essa condição são chamados de não-ressonantes.
A seguir, apresentamos a versão clássica do Teorema KAM (ver [35, 38, 5, 7]).
Teorema 3.2.2 (Teorema KAM). Suponhamos que det

B2h
BI2
	
pIq  0, para todo I P D,
e que Hε é analítica. Dados L ¡ n  1 e γ ¡ 0, existe ε0  Opγ2q tal que se |ε|   ε0, então,
para cada toro TI  Tn  tIu, cuja frequência angular ωpIq é do tipo pL, γq, existe um toro
invariante TεI do sistema proveniente do hamiltoniano Hε, de frequência angular ωpIq, tal
que a máxima distância de TεI para o toro TI é de ordem Opε{γq. Mais ainda, o volume do
complemento em Tn D do conjunto folheado pelos toros TεI é de ordem Opγq.
Os toros invariantes de (3.5)ε0, que satisfazem as hipóteses do teorema, sobrevivem
a pequenas perturbações analíticas de (3.5)ε0, sofrendo apenas uma pequena deformação. A
seguir, podemos conferir um exemplo de aplicação deste resultado.
Exemplo 3.2.3. Considere a família de hamiltonianos quase-integráveis, Hε : T  R Ñ R,
definida por Hεpθ, Iq  I2  εsenpθq. Observamos que o sistema proveniente desta família é dado
por: #
9θ  2I,
9I  εcospθq.
(3.6)
O sistema não perturbado, (3.6)ε0, é #
9θ  2I,
9I  0,
e possui como soluções pθptq, Iptqq  pθ0   2tI0, I0q, com θp0q  θ0 e Ip0q  I0. Além disso,
det

B2h
BI2
	
pIq  2  0, para todo I P R, logo, se I P R é tal que ω  2I é do tipo pL, γq,
segue do Teorema KAM que (3.6) possui uma órbita quase-periódica de frequência ω  2I,
para ε suficientemente pequeno.
A seguir, exibimos um exemplo de aplicação do Teorema KAM na mecânica celeste.
Para mais detalhes, confira [15].
Exemplo 3.2.4. Como dito anteriormente, a Teoria KAM surgiu da necessidade de se obter
respostas para o Problema de n corpos proposto por Newton no século XVII. Aqui, lidaremos
com uma versão restrita do problema gravitacional de três corpos restritos a um plano. Neste
caso, consideraremos a iteração entre três corpos denotados por A, B e C, de massas M , m e
µ, respectivamente, com M ¡¡ m ¡¡ µ. O fato de µ ser extramente pequena em relação às
outras duas massas garante que a dinâmica associada ao sistema AB, já conhecida do estudo
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do problema de 2 corpos, não sofrerá influência de C. É possível mostrar que tal sistema possui
como hamiltoniano a função
Hpr, θ, εq 

pµ 9rq2
2µ  
µr2p 9θΩq
2µr2  µ 9rΩ
GMµ
r
ff
  ε GMµa
r2   r2B  2rrB cosθ
 H0   εH1,
em que r é a distância entre A e C, rB é distância entre A e B, Ω é a frequência angular com que
B gira em torno de A, G é a constate gravitacional, θ provem de uma mudança de coordenadas
polares e ε  m{M é um parâmetro perturbativo.
Aplicando a mudança de coordenadas ação-ângulo, obtidas das características do
sistema inicial, a este hamiltoniano, obtemos um novo hamiltoniano dado por
H0pIr, Iθq  G
2M2µ3
2pIr   Iθq2  ΩIθ.
O sistema hamiltoniano proveniente da função acima satisfaz as condições diophanti-
nas e de não-degenerescência exigidas pelo Teorema KAM. Deste modo, temos que a dinâmica
do corpo C descreve um movimento quase-periódico em torno de A.
Outros exemplos de aplicações podem ser encontrados em [9].
3.3 Teorema de Arnold (Difeomorfismo no Círculo)
O Teorema de Arnold, apresentado em [3], foi o primeiro resultado em que as técnicas
básicas propostas por Kolmogorov foram utilizadas. O teorema garante que se um difeomorfismo
analítico definido no círculo estiver suficientemente próximo de uma rotação rígida com número
de rotação Diofantino, então este é analiticamente conjugado a uma rotação de mesmo número
de rotação. Outros trabalhos seguiram o caminho de Arnold, e alguns conseguiram estabelecer
resultados importantes neste segmento. Em [24] e [25], Herman, utilizando métodos globais,
garantiu que o difeomorfismo no círculo não precisa estar suficientemente próximo de uma
rotação rígida para que o resultado seja verdadeiro. Posteriormente, J.-C. Yoccoz, estudante
de Herman, dividiu os números reais em dois conjuntos disjuntos, H e H1 (H diz respeito aos
números de Herman), e mostrou que todo difeomorfismo no círculo com número de rotação
α P H é analiticamente conjugado à rotação Rα. Por outro lado, se ρ P H1, então existe um
difeomorfismo analítico que não é analiticamente conjugado a Rρ (ver [49]). Este foi um dos
resultados que lhe ajudou a conquistar a medalha Fields em 1994, no ICM de Zurich.
Nesta seção, forneceremos os conceitos necessários para a compreensão do Teorema
de Arnold (ver [27]).
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3.3.1 Rotações do Círculo
Podemos representar o círculo de duas maneiras. Uma delas com a notação multipli-
cativa,
S1  tz P C : |z|  1u  te2piiθ : θ P Ru
e a outra com notação aditiva
S1  R{Z,
que consiste no grupo de número reais módulo subgrupo dos números inteiros. Note que o mapa
θ ÞÑ e2piiθ
estabelece um isomorfismo entre as duas representações. Utilizaremos o simbolo Rα para denotar
a rotação de S1 por um ângulo 2piα. Na notação multiplicativa temos
Rαz  z0z com z0  e2piiθ.
Já para notação aditiva temos
Rαx  x  α pmod 1q,
em que pmod 1q significa que números reais que diferem por um número inteiro estão identifi-
cados. A iteração destas rotações são dadas por:
Rnαz  Rnαz  zn0 z ou Rnαx  x  nα pmod 1q.
Uma característica interessante acerca dessas rotações é que quando α  p{q, com
p e q inteiros relativamente primos, Rqαx  x para todo x, ou seja, Rqα se comporta como o
mapa identidade após q iterações. No entanto, quando α P RzQ, temos que Rα é minimal, i.e.,
tRnαx : n P Zu  S1.
Uma pergunta que surge naturalmente é o que acontece com tais rotações se estas
sofrerem pequenas perturbações? O Teorema de Arnold oferece solução pra essa pergunta em
determinados casos. Para isso, definiremos alguns objetos.
Definição 3.3.1. Dizemos que um número a P R é Diophantino do tipo pca, τq com ca,τ ¡ 0, sea pq
 ¥ caqτ , @p, q P N.
Definição 3.3.2. Seja φ : S1 Ñ S1 um difeomorfismo. Chamamos de número de rotação de φ
o seguinte limite
ρpφq  lim
nÑ8
φpnqpxq  x
n
.
Observação 3.3.3. Para qualquer homeomorfismo no círculo, o limite acima independe de x
(veja [20, p.296]).
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A fim de enunciar o Teorema de Arnold, fixaremos a notação multiplicativa de agora
em diante. Além disso, para σ ¡ 1 definiremos o anel Aσ por
Aσ  tz P C : 1σ   |z|   σu,
e a norma ‖‖σ por
‖u‖σ  sup
Aσ
t|upzq|u.
Teorema 3.3.4 (Teorema de Arnold). Considere a função f : Aσ Ñ C dada por fpzq :
e2piiαz   upzq, onde u é uma função analítica definida em Aσ. Assuma que α é um número
Diophantino do tipo pc, dq, c ¡ 1 e d ¡ 1. Se f preserva o círculo unitário, então existe ε ¡ 0
tal que f é analiticamente conjugado à rotação Rα sempre que ‖u‖σ   ε.
A prova deste teorema lida com o método iterativo de Newton e a propriedade de
aproximação por funções analíticas de Whitney definidas em conjuntos fechados (ver [3, 11]). A
conjugação citada no Teorema de Arnold é obtida pelo Teorema de Extensão de Whitney (ver
[48, 47]). Exemplos de aplicação deste teorema podem ser encontrados em [9].
3.4 Teorema de Moser (Twisting-Map)
O entendimento da dinâmica associada a um determinado sistema de equações
diferenciais, por muitas vezes, pode ser reduzido à compreensão do comportamento de mapas
definidos em seções de dimensão imediatamente inferior. Por exemplo, se nos interessamos em
entender o fluxo perto de uma órbita periódica de um sistema m-dimensional, então podemos
associar a este fluxo, um mapa definido em uma vizinhança pm 1q-dimensional de um ponto
fixo associado à órbita periódica. Também podemos utilizar tais mapas para verificar a existência
de curvas fechadas invariantes que, em dimensão 2, dão origem a toros invariantes do sistema
correspondente. Para este último exemplo, o Teorema de Moser se torna um importante aliado
na busca de tais informações.
Moser forneceu em 1962, durante o ICM de Estocolmo, a primeira versão para este
teorema (ver [34]). Na ocasião, Moser exibiu um resultado, similar ao de Kolmogorov (ver [28]),
para os Twisting-Maps. A grande diferença entre as hipóteses de ambos os resultados é de que
Moser exigia que a perturbação tivesse regularidade C333, enquanto Kolmogorov exigia que tal
perturbação fosse analítica. Em 1970, Rüssmann (ver [39]) reduziu essa regularidade a C5 e,
em 1971, Takens (ver [44]) exibiu um contraexemplo para o caso em que a perturbação era C1.
Finalmente, em 1983, Herman (ver [23]) estabeleceu que o resultado permanecia válido para Cr
com r ¥ 3, e se tornava falso quando r   3.
Nesta seção, forneceremos as ferramentas necessárias para compreensão do Teorema
de Moser. Num primeiro momento, definiremos os Twisting-Maps e exibiremos algumas de
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suas características. Em seguida, apresentaremos alguns resultados sobre a propriedade de
interseção, conceito chave para o referido teorema. Por fim, enunciaremos o Teorema de Moser
para Twisting-Maps.
Seja H : r0, 2pis  r0,8rÑ r0, 2pis  r0,8r definida por Hpφ, Iq  hpIq, com h de
classe C2. O sistema hamiltoniano correspondente é dado por:$'''&
'''%
9φ  BH0BI pφ, Iq  h0pIq
9I  BH0Bφ pφ, Iq  0.
(3.7)
Observe que, em particular, as equações acima são 2pi- periódicas em φ. Então
denotemos por P0pφ0, I0q 
 
φ1pφ0, I0q, I1pφ0, I0q

o mapa de Poincaré de (3.7), ou seja, pφ1, I1q
é o ponto onde a trajetória que começa em pφ0, I0q chega no tempo t  2pi. Desta forma, visto
que (3.7) é facilmente integrável, encontramos a expressão explícita para o mapa P0:
P0pφ0, I0q 
 
φ1pφ0, I0q, I1pφ0, I0q
   φ0   2pih0pI0q, I0, (3.8)
o qual é chamado de Twisting-Map.
Observação 3.4.1. O número de rotação de P0 é
αpI0q  lim
nÑ8
1
n
rφn1 pφ, I0q  φs  limnÑ8
1
n
r2npih0pI0qs  2pih0pI0q.
Uma particularidade sobre P0 é que este preserva área e orientação, visto que
det
 
DP0pφ0, I0q
  1. Além disso, para cada I0 ¡ 0, tem-se que a curva tpφ, Iq : I  I0u é
invariante sob P0. A questão que o Teorema de Moser visa responder é: quais são as condições
necessárias para que os círculos invariantes de P0 sobrevivam a pequenas perturbações?
Considere uma perturbação do hamiltonianoHpφ, Iq,Hεpφ, I, tq  Hpφ, Iq εH1pφ, I, tq,
em que ε é um parâmetro pequeno de perturbação e H1 é uma função 2pi- periódica em t.
Tomando αpIq  2pih0pIq, consideramos o mapa de Poincaré associado a Hε,
Pεpφ, Iq  pφ1pφ, Iq, I1pφ, Iqq  pφ  αpIq   εfpφ, Iq, I   εgpφ, Iqq, (3.9)
com f, g : r0, 2pis ra, bs Ñ R sendo funções 2pi- periódicas em φ e suficientemente diferenciáveis.
Restringimos o nosso estudo a região anular S1  ra, bs, com 0   a   b.
O Teorema de Moser nos assegura que Pε terá curvas invariantes em S1  ra, bs, caso
αpI0q{2pi seja “suficientemente irracional”. Portanto, “quase todas” as curvas invariantes de P0
persistirão a pequenas perturbações. A seguir, estabeleceremos um importante conceito para a
concepção deste teorema.
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3.4.1 Propriedade de Interseção
Definição 3.4.2. Seja P : S1  ra, bs Ñ S1  ra, bs um difeomorfismo. Dizemos que P possui
propriedade de interseção se para cada círculo C mergulhado em S1  ra, bs, homotópico à uma
curva constante I  const, temos que P pCq X C  H.
Teorema 3.4.3. Se P : S1  ra, bs Ñ S1  ra, bs é um mapa de Poincaré correspondente a um
sistema hamiltoniano, então P possui a propriedade de interseção.
Demonstração. Primeiramente notamos que S1  ra, bs, munido da forma ω  dI ^ dφ, é uma
variedade simplética. Além do mais, ω é uma forma exata, visto que ω  dη, com η  I dφ.
Como P é proveniente de um sistema hamiltoniano, segue do Corolário 3.1.21 que P
é exato simplético, ou seja, P η  η  dβ. Seja C uma curva mergulhada em S1  ra, bs que é
homotópica a um círculo constante I  const e iC : C Ñ S1  ra, bs a função inclusão. Temos
que »
C
iCpP η  ηq 
»
C
iCP
η 
»
C
iCη  0, (3.10)
uma vez que C é uma curva fechada e dβ é uma 1-forma fechada. Note ainda que»
C
iCP
η 
»
P pCq
iP pCqη.
Suponhamos que P pCq X C  H e que Σ é a região entre P pCq e C. Observamos que Σ possui
medida não-nula. Logo, pelo Teorema de Stokes (ver [32, p. 488 ]) temofs
0 
»
Σ
dI ^ dφ 
»
P pCq
iP pCqη 
»
C
iCη,
o que contradiz (3.10). Desta forma, P pCq X C  H.
Na sequência, mostraremos que a propriedade de interseção é um invariante topoló-
gico.
Proposição 3.4.4. Sejam P : D Ñ D e P : D Ñ D difeomorfismos, e Ψ : D Ñ D uma
conjugação entre P e P . Se P possui a propriedade de interseção, então P também a tem.
Demonstração. Como Ψ é uma conjugação entre P e P , temos que
P  Ψ  P Ψ1.
Seja C um curva homotópica à uma curva constante em D. Note que Ψ1pCq também será
homotópica à uma curva constante em D. Da propriedade de interseção de P segue que
P pΨ1pCqq XΨ1pCq  H, logo,
ΨpP pΨ1pCqqq XΨpΨ1pCqq  H,
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e assim, P pCq X C  H, concluindo a demonstração do lema.
Dada uma função f P CrpAq, denotaremos por ‖f‖CrpAq a norma
‖f‖CrpAq  maxm n¤r
∥∥∥∥∥Bm nfBmx Bny
∥∥∥∥∥
8
,
onde ∥∥∥∥∥Bm nfBmx Bny
∥∥∥∥∥
8
 sup
px,yqPA
Bm nfBmx Bny px, yq
 .
Apresentamos o Teorema de Moser numa versão mais simples onde a regularidade
exigida é de classe C5 (ver [29, p. 168]).
Teorema 3.4.5 (Teorema de Moser). Suponhamos que Pε seja da forma (3.9) e que α1pIq  0,
para I P ra, bs. Então existem constantes C ¡ 0 e ε ¡ 0 tais que, se |ε| ¤ ε, f, g P Cr, r ¥ 5,
‖f‖CrpS1ra,bsq   ‖g‖CrpS1ra,bsq ¤ C,
e Pε possui a propriedade de interseção, então para cada ω entre αpaq e αpbq, tal que ω{p2piq é
irracional e satisfaz a Definição 3.3.1, existe uma curva
Γεpξq  pξ   F pξ, εq, Gpξ, εqq,
com F e G de período 2pi em ξ, que é invariante sob Pε e tal que, Pε

Γε
possui número de rotação
ω.
Exemplos de aplicação deste teorema podem ser encontrados em [9]. Na próxima
seção, apresentaremos uma versão do Teorema de Moser chamada Teorema da Curva Invariante.
Este resultado terá um papel fundamental no Capítulo 4, onde mostraremos que sob certas
condições todas as soluções de uma família de equações diferenciais descontínuas são limitadas.
3.5 Teorema da Curva Invariante
O teorema a seguir foi enunciado por R. Ortega e J. M. Alonso em [2] e teve como
base, resultados obtidos por M. Herman em [23], em que uma nova condição Diophantina é
exigida.
3.5.1 Números Irracionais do Tipo Constante
Definição 3.5.1. α P RzQ é do tipo constante se
γ  inftq2|α  p{q| : p P Z, q P Nu ¡ 0.
Aqui, γ é chamada de constante de Markoff de α.
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Em [23, p. 149] é obtido um resultado equivalente à Definição 3.5.1 envolvendo
frações continuadas.
Proposição 3.5.2. Suponhamos que α P RzQ possua fração contínua da forma
α  ra0; a1, a2, . . .s  a0   1
a1   1a2 ...
.
Então α é do tipo constante se, e somente se, M  suptai : i ¥ 1u   8. Além disso, se γ é a
constante de Markoff de α, então
1
M   2 ¤ γ ¤
1
M
.
Exemplo 3.5.3. Um exemplo de número irracional do tipo constante de Markoff é o famoso
número de ouro, φ 
?
5  1
2 . Isto decorre diretamente de proposição anterior, uma vez que?
5  1
2  r1; 1, 1, 1, . . .s.
Observação 3.5.4. Uma importante observação acerca da Proposição 3.5.2, é que esta nos
garante que se γ é a constante de Markoff de α P RzQ, então γ também será a constante de
Markoff de αk  α   k P RzQ para todo k P Z.
Observação 3.5.5. Observamos que α  ra0; a1, a2, . . . , ans é um número racional se, e somente
se, n   8.
A proposição a seguir determina que todo número real pode ser aproximado por
irracionais do tipo constante.
Proposição 3.5.6. Para cada intervalo ra, bs  r0, 1s com b a ¥ ε ¡ 0, existe α P ra, bszQ
do tipo constante tal que a constante de Markoff γ correspondente satisfaz ε{16 ¤ γ ¤ ε{4.
Demonstração. Tomemos q ¥ 2 de modo que
1
q
¤ ε4 ¤
1
q  1 . (3.11)
Então para algum p P t1, ...qu tem-se que rpp 1q{q, pp  1q{qs  ra, bs. Além disso, o número
racional p{q P rpp  1q{q, pp   1q{qs possui a seguinte fração contínua p{q  r0; d1, d2, . . . , drs,
com 1 ¤ di ¤ q para todo 1 ¤ i ¤ r. Defina o seguinte número α  r0; d1, d2, . . . , dr, q, q, q, . . .s.
A Proposição 3.5.2, a Observação 3.5.5 e o Teorema de Dirichlet ([14, Obs. 1.6]) implicam que
α é irracional do tipo constante e satisfaz a desigualdade |α  p{q| ¤ 1{q2   1{q. Logo, α P
rpp  1q{q, pp   1q{qs  ra, bs, e sua constante de Markoff satisfaz 1{q   2 ¤ γ ¤ 1{q. Consequentemente,
de (3.11) segue que
ε
16 ¤ γ ¤
ε
4 ,
como queríamos demonstrar.
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Teorema 3.5.7 (Teorema da Curva Invariante). [30, 2] Seja P : R  ra, bs Ñ R2,
pu, vq ÞÑ pu1, v1q, uma função de classe C5, injetiva e 1-periódica em u. Mais ainda, assuma que
P possui a propriedade de interseção e que possa ser escrita da seguinte forma:
u1  u  β   δv   δF1pu, vq; v1  v   δF2pu, vq,
em que δ P p0, 2q e β é um número irracional com constante de Markoff, γ, satisfazendo
γ ¤ δ ¤Mγ, (3.12)
para alguma constante fixada M . Então existe uma constante M, dependendo apenas de M ,
tal que se
‖F1‖C5pR2q   ‖F2‖C5pR2q ¤M, (3.13)
então existe µ P C3pRq, 1-periódica, tal que a curva Γµ  tpu, µpuqq : u P Ru é invariante sob P
e P |Γµ possui número de rotação β.
No próximo capítulo daremos um exemplo de aplicação deste teorema.
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4 Teoria KAM aplicada aos Sistemas de Filippov
Neste capítulo, em oposição ao critério estabelecido na Seção 2.1.1, estudaremos
condições para que a família F , no caso (C7), possua apenas soluções limitadas. Para isso,
recorreremos ao Teorema da Curva Invariante, que por sua vez, exige uma certa regularidade do
sistema em suas variáveis. Para superar este empecilho, M. Kunze, T. Kupper e J. You, em [30],
fizeram algumas mudanças de coordenadas e adaptaram o problema às hipóteses do teorema.
O uso do Teorema da Curva Invariante para conferir a limitação das soluções de determinada
equação diferencial é corriqueiro. Exemplos disso, são os resultados obtidos por R. Dieckerhoff e
E. Zehnder em [16], onde os autores mostraram que todas as soluções de
:x  x2n 1  
2n¸
j0
xjpjptq  0, n ¥ 1, (4.1)
com pj P C8 funções 1-periódicas, são limitadas. Já R. Ortega, em [2], obteve o mesmo resultado
para a equação
:x  gpxq  fptq,
com f uma função periódica e gpxqsgnpxq Ñ 8 quando xÑ 8.
Na seção que se segue, introduziremos o problema a ser estudado. Posteriormente,
apresentaremos um conjunto de resultados que permitem demonstrar o resultado principal deste
capítulo.
4.1 Introdução ao Problema
A equação estudada nesta seção descreve o comportamento de um oscilador forçado,
em que uma não-linearidade é introduzida por um “impulso” na força de restauração em x  0.
Considere a família de equações diferenciais
:x  x  a sgnpxq  pptq, (4.2)
que é equivalente a
y2   y   sgnpyq  εppτq, (4.3)
com ε  1{a, quando consideramos a mudança de variável x  ay e um reescalonamento do
tempo.
No Exemplo 2.2.4, verificamos que se
» 2pi
0
pptqeitdt
 ¡ 4a,
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então todas as soluções de (4.2) são ilimitadas em R2. Logo, é necessário que
a ¥ 14

» 2pi
0
pptqeitdt
 ,
para que as soluções de (4.2) sejam limitadas. No entanto, esta não é uma condição suficiente.
O propósito deste capítulo consiste em encontrar uma condição suficiente sobre o tamanho de a
para que todas as soluções de (4.2) sejam limitadas em R2.
Observação 4.1.1. Considere a família de equações diferenciais F ,
:x  α sgnpxq  θx  εfpt, x, 9xq,
com α ¡ 0 e θ   0 (caso (C7)). Observe que a equação acima é equivalente ao sistema de
equações diferenciais #
9x  y
9y  θx αsgnpxq   εfpt, x, yq.
Mais ainda, considerando o reescalonamento do tempo, t  τ{
?
θ, e a mudança de variáveis
x  θx{α e y 
?
θy{α, o sistema de equações acima é transformado em#
x1  y,
y1  x  sgnpxq   εfpτ,x,yq. (4.4)
Desta forma, temos que os resultados obtidos para a equação diferencial (4.2) são
estendidos à família de equações F , assumindo fpτ,x,yq  ppτq.
.
4.2 Teorema Principal
O resultado principal deste capítulo nos garante que, para a suficientemente grande,
todas as soluções de (4.2) serão limitadas em R2, como podemos verificar no enunciado do
teorema a seguir.
Teorema 4.2.1. Para cada função p P C6pRq, ω-periódica, existe a suficientemente grande tal
que para todo a ¥ a, toda solução da equação (4.2) é limitada.
Como visto no capítulo anterior, o uso da Teoria KAM é restrito a sistemas Hamil-
tonianos quase-integráveis e suficientemente diferenciáveis em seus domínios de definição. Por
este motivo, observamos primeiramente que (4.2) é hamiltoniano por partes e é proveniente da
função
Hapx, y, tq  y
2
2   Fapxq  xpptq,
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onde
Fapxq  12
 px    aq2   px   aq2  a2, (4.5)
com x   maxtx, 0u e x  maxtx, 0u. Note queHa é contínua, mas não é suave em x e quando
p  0 e h é suficientemente grande, observamos que as curvas fechadas tpx, yq : y22   Fapxq  hu
são órbitas periódicas de (4.2)p0 (Proposição 3.1.5), cujo período é denotado por T phq.
x
y
Figura 15 – Órbitas do sistema proveniente do hamiltoniano Ha quando p  0.
Na próxima seção, utilizaremos uma sequência de mudanças de variáveis de modo a
contornar a falta de regularidade de Ha em x.
4.3 Mudanças de Coordenadas
Considere a equação diferencial equivalente a (4.2),
:x  x  sgnpxq  εpptq, (4.6)
com ε  1{a. Note que, (4.6) é um sistema hamiltoniano proveniente da função
H1px, yq  y
2
2   F1pxq  εxpptq,
onde F1 é a função definida em (4.5) com a  1. Como observado anteriormente, quando p  0,
as curvas fechadas Ch : tpx, yq : H01 px, yq  12y2 F1pxq  hu, h ¡ 1{2, são órbitas periódicas de
(4.6)p0 com período T phq. Note que, αphq 
?
2h1 é tal que ChXtpx, yq : y  0u  pαphq, 0q.
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Com efeito, tomado x ¡ 0, temos que
1
2y
2   12px  1q
2  hô x 
a
2h y2  1,
deste modo, para y  0, segue que x  αphq.
Para encontrar T phq, usaremos um resultado de J. K. Hale e H. Koçak ( ver [21, p.
203]), para sistemas conservativos simétricos.
Lema 4.3.1. Considere o sistema de equações diferenciais de primeira ordem#
9x  y,
9y  gpxq,
onde g : R Ñ R é uma função integrável. Sejam Gpxq 
» x
0
gpuqdu, e pa, 0q e pb, 0q os pontos
onde uma órbita periódica do sistema, γ, intersecta o eixo x. Se γ é simétrica com relação ao
eixo x, então seu período é dado por:
Tγ  2
» b
a
dua
2rGpbq Gpuqs .
Note que as curvas de nível do hamiltoniano H01 são simétricas com relação aos eixo
x, logo, as soluções do hamiltoniano proveniente de H01 ,$&
%
9x  y,
9y   BBxF1pxq,
também o serão. A função auxiliar G utilizada no Lema 4.3.1 é dada por:
Gpxq 
» x
0
B
BuF1puqdu  F1pxq.
Vimos anteriormente que pαphq, 0q, h ¡ 1{2, são os pontos em que as órbitas periódicas de
(4.6)p0 intersectam o eixo x. Desta maneira, o Lema 4.3.1 nos garante que o período de uma
órbita periódica de (4.6)p0 é
T phq  2
» αphq
αphq
dua
2rF1pαphqq  F1puqs
.
No entanto, F1pxq  F1pxq. Logo,
T phq  4
» αphq
0
dua
2rh F1puqs
 pi  4 arcsin p1{?2hq  4 arccos p1{?2hq ,
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para h ¡ 1{2.
Mais a frente, forneceremos uma série de mudanças de variáveis para transformar
o hamiltoniano H1 em um quase-integrável. Este fato nos permitirá fazer uso do Teorema da
Curva Invariante, cuja estimativa das derivadas da perturbação se torna indispensável. Por este
motivo, enunciamos um lema auxiliar a respeito das derivadas de ordem superior de funções
compostas (confira [1, 37] para mais detalhes).
Lema 4.3.2. Sejam F : R2 Ñ R e f, g : R2 Ñ R funções suficientemente diferenciáveis. Então
para i  j ¥ 1 temos
BixBjyrF  pf, gqs 
¸
pk,pqPN20: 1¤k p¤i j,
~ipi1, ,ik pq, |~i|i,
~jpj1, ,jk pq, |~j|j
Ck,p,~i,~jpBk1Bp2F pf, gqq

pBi1x Bj1y fq . . . pBikx Bjky fqpBik 1x Bjk 1y gq . . . pBik px Bjk py gq

,
onde os coeficientes Ck,p,~i,~j são números inteiros e satisfazem, Ck,p,~i,~j  0 se il  jl  0 para
1 ¤ l ¤ k  p, ou seja, quando as l-ésimas entradas dos vetores ~i e ~j forem nulas, os coeficientes
correspondentes serão igualmente nulos. Em particular, se F : RÑ R e f : R2 Ñ R são funções
suficientemente diferenciáveis, então
BixBjyrF  f s 
¸
1¤k¤i j,
~ipi1, ,ikq, |~i|i,
~jpj1, ,jkq, |~j|j
Ck,~i,~jpDkF pfqq

pBi1x Bj1y fq . . . pBikx Bjky fq

.
Observação 4.3.3. Por simplicidade, durante as demonstrações dos lemas a seguir, denotaremos
as constantes ci e Ci apenas por c e C, visto que essas não dependerão de valores significativos.
Algumas informações acerca de T phq são dadas a seguir.
Lema 4.3.4. Considere a função T : p1{2,8q Ñ p0, 2piq. Então
(a) T é suave;
(b) T 1phq ¡ 0;
(c) T1pρq  12cos2pρ{4q para ρ P p0, 2piq;
(d)
cih
1{2i ¤ |DiT phq| ¤ Cih1{2i i ¥ 1, (4.7)
c0|2pi  ρ|2 ¤ T1pρq ¤ C0|2pi  ρ|2, (4.8)
ci|2pi  ρ|pi 2q ¤ |DiT1pρq| ¤ Ci|2pi  ρ|pi 2q, i ¥ 1, (4.9)
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em que ci e Ci são constantes positivas, h é suficientemente grande, 2piρ é suficientemente
pequeno e Di denota a i-ésima derivada.
Demonstração. (a) Afirmamos que para i ¥ 1,
DiT phq  Pi1phq
hip2h 1qi1{2 , (4.10)
em que Pi1 é um polinômio de grau i 1. Procedendo via indução sobre i, mostraremos
a afirmação acima. Com efeito, para i  1 temos
T 1phq  2
h
?
2h 1 .
Logo para i  1 a afirmação verdadeira. Suponhamos que para i  N a igualdade seja
válida e mostremos que para i  N   1 ela também o será. Utilizando a hipótese de
indução temos
DN 1T phq  DrDNT phqs  D
 PN1phq
hNp2h 1qN1{2

 P
1
N2phqrhNp2h 1qN1{2s  PN1phqrK1hN1p2h 1qN1{2  K2hNp2h 1qN3{2s
h2Np2h 1q2N1
 h
N1p2h 1qN3{2rP 1N2phqp2h 1qh P 2N1phqp2h 1q   hP 3N1phqs
h2Np2h 1q2N1
 PNphq
hN 1p2h 1qN 11{2 ,
em que K1 e K2 são constantes não nulas. A última igualdade certifica a veracidade da
afirmação feita acima. Assim, T é uma função suave, pois DiT é a razão entre funções
diferenciáveis em p12 ,8q, para todo i ¥ 0, como podemos ver em (4.10).
(b) T 1phq  2
h
?
2h 1 ¡ 0 para h P p
1
2 ,8q.
(c) Decorre de (b) que T é inversível em p12 ,8q. Para obter a expressão de T1, basta resolver
a equação T phq  ρ.
(d) A estimativa (4.7) decorre da afirmação feita no item (a), para quando h é suficientemente
grande.
A afirmação feita em (4.8), é verificada observando-se o comportamento assintótico de
T1 quando 2pi  ρ é suficientemente pequeno. Notemos que
lim
ρÑ2pi
T1pρq
|2pi  ρ|2  8,
desta forma, existem constantes c0 e C0 tais que a estimativa (4.8) é válida.
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Para a obtenção da última estimativa, procederemos via indução sobre i. Com este objetivo,
derivamos T1pT phqq  h sucessivamente, chegando à seguinte expressão:
DkT1pρq  1rDT phqsk
¸
1¤r k
¸
mj¥1
m1 ... mrk
Ckr,m

DrT1pρq

Dm1T phq . . . DmrT phq

. (4.11)
Notemos que para i  1, (4.11) e (4.7) nos garante que
c1h
3{2 ¤ |DT1pρq| ¤ C1h3{2,
e de (4.8) e do fato de h  T1pρq segue que
c1|2pi  ρ|3 ¤ |DT1pρq| ¤ C1|2pi  ρ|3.
Desta forma, para i  1 a afirmação é verdadeira. Suponhamos que para i  N a estimativa
(4.9) seja válida. Mostraremos que para i  N   1 ela também o será. Para tal, faremos
uma cotação de cada termo da soma (4.11), o qual é da forma
CN 1r,m
1
rDT phqsN 1

DrT1pρq

Dm1T phq . . . rDmrT phq

,
onde r   N   1, m1   . . . mr  N   1 e ml ¥ 1 para todo 1 ¤ l ¤ r.
(i) Decorre de (4.7) e (4.8) que
c|2pi  ρ|3pN 1q ¤
 1rDT phqsN 1
 ¤ C|2pi  ρ|3pN 1q.
(ii) Utilizando a hipótese de indução e o fato de que |2pi  ρ|3  min
1¤r N 1
t|2pi  ρ|pr 2qu
e |2pi  ρ|pN 2q  max
1¤r N 1
t|2pi  ρ|pr 2qu, segue que
c|2pi  ρ|3 ¤ |DrT1pρq| ¤ C|2pi  ρ|pN 2q,
para todo 1 ¤ r   N   1.
(iii) Partindo do mesmo princípio utilizado no item anterior, teremos
ch1{2pN 1q ¤ |Dm1T phq . . . DmrT phq| ¤ ChN{2pN 1q,
e de (4.8) segue que
c|2pi  ρ|2N 3 ¤ |Dm1T phq . . . DmrT phq| ¤ C|2pi  ρ|3N 2.
Dos itens (i), (ii) e (iii), concluímos que
c|2piρ|ppN 1q 2q ¤
 1rDT phqsN 1

DrT1pρq

Dm1T phq . . . DmrT phq
 ¤ C|2piρ|ppN 1q 2q .
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Visto que (4.11) consiste numa soma finita e que cada termo desta soma possui a cotação
dada acima, atestamos que
c|2pi  ρ|ppN 1q 2q ¤ |DN 1T1pρq| ¤ C|2pi  ρ|ppN 1q 2q,
concluindo a demonstração do lema.
Observação 4.3.5. Tomemos δn  1n . Então para n P N suficientemente grande, os intervalos
In  rbn , b n s : T1pr2pi  2δn, 2pi  δnsq  p12 ,8q são disjuntos e bn , b n , b n  bn Ñ 8 quando
nÑ 8. Tal obervação pode ser verificada utilizando a expressão conhecida de T1.
A construção das coordenadas ação-ângulo segue o precedimento apresentado por
M. Levi em [31], onde a mudança de variável é construída usando as curvas de nível Ch de H01 .
Primeiramente recordemos que dada uma curva de nível Ch, podemos expressar a coordenada y
em função de x e h, como vemos a seguir
y  
a
2ph F1pxqq quando y » 0.
Desta forma, expressaremos as funções definidas a seguir em função de x e h, mas teremos em
mente que a mudança de coordenadas será feita entre px, yq e pφ, Iq.
Definamos implicitamente as seguintes funções: Para h ¡ 1{2 e |x| ¤ αphq defina
φpx, hq 
$''''&
''''%
φ1px, hq se x, y ¥ 0,
pi  φ1px, hq se x ¥ 0, y ¤ 0,
pi   φ1px, hq se x, y ¤ 0,
2pi  φ1px, hq se x ¤ 0, y ¥ 0,
(4.12)
em que para 0 ¤ x ¤ αphq, temos
φ1px, hq  2pi
T phq
» x
0
dξa
2ph F1pξqq
 2pi
T phq

arcsin

1  x?
2h


 arcsin

1?
2h



, (4.13)
e
Iphq  4
» αphq
0
a
2ph F1pxqqdx  4
» 1 αphq
1
?
2h x2dx
 2hpi  2
?
2h 1 4h arcsinpp2hq1{2q  hT phq  2
?
2h 1. (4.14)
A seguir, coletaremos algumas informações sobre I e sua inversa, denotada por h0.
Lema 4.3.6. Considere as funções T : p1{2,8q Ñ p0, 2piq e I : p1{2,8q Ñ p0,8q definidas
anteriormente. Então,
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x
y
“φ1px0, hq”
αphqαphq
Iphq
Ch
Figura 16 – Ilustração para a construção das coordenadas ação-ângulo pφ, Iq. Iphq é o valor da
área representada pela região (sombreada) envolta pela curva de nível Ch. Enquanto,
para cada h fixo, x0 ÞÑ φ1px0, hq é uma bijeção entre r0, αphqs e r0, pi{2s.
(a) I 1phq  T phq ¡ 0;
(b) I é uma função suave;
(c) Seja h0 : p0,8q Ñ p12 ,8q a inversa de I, então h0 é suave;
(d) para h e I suficientemente grande, valem as desigualdades:
c0h ¤ Iphq ¤ C0h, c1 ¤ I 1phq ¤ C1, cih1{2i ¤ DiIphq ¤ Cih1{2i i ¥ 2, (4.15)
c0I ¤ h0pIq ¤ C0I, c1 ¤ h10pIq ¤ C1, |Dih0pIq| ¤ C
1{2i
i i ¥ 2. (4.16)
Demonstração. (a) Segue da expressão conhecida de Iphq em (4.14). De fato,
I 1phq  T phq   h

2
h
?
2h 1

 2?
2h 1  T phq.
Os itens (b) e (c) decorrem diretamente do item (a) e do Lema 4.3.4;
(d) As estimativas da função I são obtidas do item (a), do Lema 4.3.4 e de (4.14). Já as
estimativas para h0pIq são obtidas de (4.7) e da diferenciação sucessiva de h0pIphqq  h.
Com efeito, a primeira estimativa de h0 é obtida do fato da mesma ser estritamente
crescente e de (4.7). A segunda vem da igualdade Dh0pIq  1{rDIphqs e de (4.7). A última
cotação é obtida via indução sobre i.
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Quando i  2 tem-se que
D2h0pIq  Dh0pIphqqD
2Iphq
rDIphqs2 ,
e portanto (4.7) nos garante que
|D2h0pIq| ¤ C|D2Iphq| ¤ CI3{2.
Assim, para i  2 a desigualdade é válida. Supondo que para i  N a afirmação seja
verdadeira, mostraremos que para i  N   1 ela também o será. De fato, assim como feito
no Lema 4.3.2, diferenciando h0pIphqq  h sucessivamente, obtemos
DN 1h0pIq  1rDIphqsN 1
¸
1¤r N 1
¸
mj¥1
m1 ... mrN 1
CN 1r,m

Drh0pIq

Dm1Iphq . . . DmrIphq

. (4.17)
Um termo qualquer da soma acima é da forma
1
rDIphqsN 1C
N 1
r,m

Drh0pIq

Dm1Iphq . . . DmrIphq

.
Separamos a conclusão da demonstração nos casos em que m  pm1, . . . ,mrq possui e
não possui entradas da forma mj  1. Suponhamos que m não possua entradas da forma
mj  1, então a hipótese de indução juntamente com o Lema 4.3.4 implicam que 1rDIphqsN 1CN 1r,m

Drh0pIq

Dm1Iphq . . . DmrIphq
 ¤ C|Drh0pIq||rDm1Iphq . . . DmrIphq|
¤ CI1{2rIr{2pN 1q ¤ CI1{2r{2pN 1q
¤ CI1{2pN 1q,
visto que r ¥ 1. Suponhamos agora que m possua 1 ¤M ¤ r da forma mj  1, segue da
hipótese de indução que 1rDIphqsN 1CN 1r,m

Drh0pIq

Dm1Iphq . . . DmrIphq
 ¤ C|Drh0pIq||rDm1Iphq . . . DmrIphq|
¤ CI1{2rI
pr Mq
2 ppN 1qMq
¤ CI1{2rI
pr  Mq
2 pN 1q
¤ CI
p1 r  Mq
2 pN 1q
¤ CI1{2pN 1q,
uma vez que 1 r  M ¤ 1. Portanto, vimos que cada termo da soma (4.17) é menor em
módulo que CI1{2pN 1q, logo
|DN 1h0pIq| ¤ CN 1I1{2pN 1q,
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finalizando a demonstração.
Desta forma, (4.12), (4.13) e (4.14) nos fornece uma fórmula concreta para a mudança
de coordenadas ação-ângulo, como veremos a seguir.
Lema 4.3.7. Seja Φ1 : R2zt0u Ñ S1  p0,8q a função definida por Φ1px, yq  pφpx, hq, Iphqq,
y  
a
2ph F1pxqq quando y » 0. Então
(a) Φ1 é um homeomorfismo;
(b) Se Φ11 pφ, Iq  pxpφ, Iq, ypφ, Iqq então xpφ, Iq é suave em I e para φ fixado e I ¡ 1, vale
a desigualdade
|BiIxpφ, Iq| ¤ CiI1{2i para i ¥ 0. (4.18)
Demonstração. (a) Φ1 é uma sobrejeção por construção. A injetividade de Φ1 decorre do fato de
I 1phq ¡ 0, logo Φ1 é bijetora. Para mostrar que a mesma é um homeomorfismo, mostraremos
que sua inversa é igualmente contínua. Para tal, tomemos xpφ, Iq  x˜pφ, h0pIqq  x˜pφ, hq.
Notemos que se φ P p0, pi2 q, então φ  φ1px˜, hq. Resolvendo a equação acima e tendo em
vista (4.13) e a fórmula senpz   arcsinpyqq 
a
1 y2senpzq   ycospzq para y P r0, 1s e
z P R, segue que
x˜pφ, hq 
$''''''&
''''''%
1 
?
2h 1senppT phq2pi φq   cospT phq2pi φq se φ P p0, pi2 q,
1
?
2h 1senppT phq2pi rφ pis   cospT phq2pi rφ pisq se φ P ppi2 , piq,
1
?
2h 1senppT phq2pi rφ pis  cospT phq2pi rφ pisq se φ P ppi, 3pi2 q,
1
?
2h 1senppT phq2pi r2pi  φs  cospT phq2pi r2pi  φsq se φ P p3pi2 , 2piq,
(4.19)
isso conclui a continuidade de x˜pφ, hq em φ  0  2pi, φ  pi{2, φ  pi e φ  3pi{2. Do
Lema 4.3.4 e da continuidade de x˜pφ, hq em pφ, hq decorre que xpφ, Iq é contínua em pφ, Iq,
e portanto a conclusão de que Φ1 é um homeomorfismo.
(b) Pelas mesmas justificativas dadas no ítem 1 segue que xpφ, Iq é suave em I. Para mostrar
que a desigualdade (4.18) é válida, mostraremos primeiramente que
|Bihx˜pφ, hq| ¤ Cih1{2i para i ¥ 0, (4.20)
para φ fixado. Notemos que para i  0, decorre de (4.19) que
|x˜pφ, hq| ¤ Ch1{2,
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para h suficientemente grande.
Para i ¥ 1, definiremos as seguintes funções:
f1phq 
?
2h 1 f2phq  senpT phq2pi φq
fphq  f1phqf2phq
gphq  cospT phq2pi φq.
e considerando as afirmações a seguir, concluiremos a demonstração do lema.
Afirmação 1. Dkfphq 
k¸
s0

k
s


Dsf1phqDksf2phq.
Demonstração da Afirmação 1. A afirmação decorre diretamente da regra de derivação de
ordem n do produto de funções.
4
Afirmação 2. |Dkgphq| ¤ C1{2kk para k ¥ 1.
Demonstração da Afirmação 2. Considerando a fórmula dada no Lema 4.3.2, temos
Dkgphq 
¸
1¤l¤k,
~ipi1, ,ilq, |~i|k
Cl,~ipDlcospT phq2pi φqq

Di1T phq. . . . .DilT phq . (4.21)
Observamos que na soma (4.21), se Cl,~i  0 então ij ¥ 1 para todo 1 ¤ j ¤ l. Desta
forma, se tomarmos um termo não nulo da soma (4.21) e considerarmos a estimativa (4.7)
teremos
|Cl,~ipDlcosp
T phq
2pi φqqrD
i1T phq. . . . .DilT phqs| ¤ Ch1{2i1 . . . h1{2il ¤ Chl{2k ¤ Ch1{2k.
O fato da soma ser finita, nos permite concluir a afirmação.
4
Afirmação 3. Dkf1phq  12ppk  1qD
k1T phq   hDkT phqq para k ¥ 1.
Demonstração da Afirmação 3. Obtemos o resultado procedendo via indução sobre k.
4
Afirmação 4. |Dkf1phq| ¤ Ckh1{2k para h suficientemente grande e k ¥ 0.
Demonstração da Afirmação 4. Com efeito, para k  0 temos
|f1phq|  |
?
2h 1| ¤ Ch1{2.
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Utilizando-se da igualdade obtida na Afirmação 3 e de (4.7), constatamos que se k  1
então
|f 11phq|  |
1
2phT
1phqq| ¤ Ch1{2.
Quando k ¥ 2, segue que
|Dkf1phq| ¤ |12pk  1qD
k1T phq   hDkT phqq|
¤ C|Dk1T phq|   h|DkT phq|
¤ Ch1{2pk1q   Ch1{2k
¤ Ckh1{2k.
Logo, a afirmação é verdadeira para k ¥ 0.
4
Afirmação 5. |Dkf1phq| ¤ Ckh1{2k para h suficientemente grande e k ¥ 1.
Demonstração da Afirmação 5. A demonstração é análoga à da Afirmação 2.
4
Afirmação 6. |Dkfphq| ¤ Ckh1{2k para h suficientemente grande e k ¥ 1.
Demonstração da Afirmação 6. Segue da Afirmação 2 que um termo da soma Dkfphq é da
forma 
k
s


Dkf1phqDksf2phq com 0 ¤ s ¤ k.
Logo, se s  k, consideramos o fato de f2 ser limitada e a Afirmação 4 para obter
|Dkf1phqf2phq| ¤ Ckh1{2k.
Se 0 ¤ s ¤ k  1, então
k
s


Dkf1phqDksf2phq
 ¤ Ch1{2sh1{2pksq  Chk ¤ Ckh1{2k.
Visto que Dkf se trata de uma soma finita dos termos estudados acima, concluímos que
|Dkfphq| ¤ Ckh1{2k.
4
Desta maneira, Afirmações 2 e 6 certificam a veracidade da estimativa (4.20).
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A fim de concluir a demonstração do item (b) deste lema, procederemos via indução sobre
i. Para i  0, utilizando (4.20), (4.15) e (4.19), temos
|xpφ, Iq|  |x˜pφ, h0pIqq| ¤ C0ph0pIqq1{2 ¤ C0I1{2.
Suponhamos que para i  N a afirmação é verdadeira. Considerando a fórmula dada no
Lema 4.3.2, segue que
BN 1I xpφ, Iq  BN 1I rx˜pφ, h0pIqqs

¸
1¤k¤N 1
pi1,...,ikq~i, |~i|i
C~i,k
Bkhx˜pφ, h0pIqq Di1h0pIq . . . Dikh0pIq , (4.22)
com C~i,k  0, se il  0 para algum 1 ¤ l ¤ k. Consideramos um termo qualquer da soma
(4.22), que possui a seguinte forma:
C~i,k
Bkhx˜pφ, h0pIqq Di1h0pIq . . . Dikh0pIq .
Se C~i,k  0 então il ¥ 1 para todo 1 ¤ l ¤ k.
As estimativas (4.20) e (4.16) nos garantem que
|Bkhx˜pφ, h0pIqq| ¤ Ckph0pIqq1{2k ¤ CI1{2k.
No que se refere a Di1h0pIq . . . Dikh0pIq, é necessário estudarmos dois casos. Suponhamos
que ~i não possua índices do tipo il  1. Neste caso, decorre de (4.16) que
|Di1h0pIq . . . Dikh0pIq| ¤ CI1{2i1 . . . I1{2ik  CIk{2pN 1q,
e portanto
|Bkhx˜pφ, h0pIqqrDi1h0pIq . . . Dikh0pIqs| ¤ CI1{2kIk{2pN 1q
 CI p1kq2 pN 1q
¤ CI1{2pN 1q,
visto que 1 k   1.
Suponhamos agora que ~i possua 1 ¤M ¤ k índices do tipo il  1, então para tais índices
teremos |Dilh0pIq| ¤ C. Desta forma,
|Di1h0pIq . . . Dikh0pIq| ¤ CI
pkMq
2 pN 1qIM  CI pk Mq2 pN 1q,
implicando que
|Bkhx˜pφ, h0pIqqrDi1h0pIq . . . Dikh0pIqs| ¤ CI1{2kI
pk Mq
2 pN 1q
 CI p1k Mq2 pN 1q
¤ CI1{2pN 1q,
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uma vez que 1 k  M ¤ 1. Notemos então que cada termo da soma (4.22) é menor em
módulo que CI1{2pN 1q, o que nos garante que
|BN 1I xpφ, Iq| ¤ CN 1I1{2pN 1q,
concluindo a demonstração do lema.
Aplicando a mudança de coordenadas ação-ângulo ao sistema proveniente deH1px, y, tq,
obtemos um novo sistema hamiltoniano que possui como função
Hpφ, I, tq  h0pIq  εxpφ, Iqpptq. (4.23)
Do Lema 4.3.7 segue que Hpφ, I, tq é suave em I e apenas contínua em φ. Além disso,
H é 2pi-periódica e ω-periódica em φ e t, respectivamente. Observamos ainda que
BIHpφ, I, tq  h10pIq  εpptqBIxpφ, Iq.
Deste modo, se considerarmos (4.18) e (4.16), segue que
BIHpφ, I, tq  h10pIq  εpptqBIxpφ, Iq ¥ c1 ¡ 0,
quando I é suficientemente grande. Logo, para φ e t fixados, Hpφ, , tq é invertível.
A falta de regularidade de H em φ será superada da seguinte maneira: trocaremos
os papeis de φ e t, e para I suficientemente grande, inverteremos a função H. Ou seja, a nova
mudança de coordenadas é dada por
Φ2 : pφ, I, tq ÞÑ pθ, r, τq : pt,Hpφ, I, tq, φq.
Esta transformação lida com um sistema hamiltoniano, cuja função hamiltoniana é dada por
Hpθ, r, τq  rHpτ, , θqs1prq. (4.24)
Deste modo, Hpθ, r, τq é ω-periódica em θ, 2pi-periódica em τ e de classe C6 em pθ, rq, visto que
H é suave em I e de classe C6 em t. Escrevemos
Hpθ, r, τq  Iprq   εH1pθ, r, τq, (4.25)
em que H1 é definida implicitamente pela fórmula acima. A seguir, damos algumas estimativas
de H1.
Lema 4.3.8. Para r suficientemente grande,
|BiθBjrH1pθ, r, τq| ¤ Ci,jr1{2j, 0 ¤ i  j ¤ 6,
em que Ci,j depende de |p|Cipr0,ωsq.
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Demonstração. Por simplicidade, denotamos H1  H1pθ, r, τq. Decorre de (4.23) e (4.24) que
r  Hpτ,Hpθ, r, τq, θq
 Hpτ, Iprq   εH1, θq
 h0pIprq   εH1q  εxpτ, Iprq   εH1qppθq.
Sabendo que Ipq  h10 pq, seque que
εH1  Ipr   εxpτ, Ipr   εH1qqppθqq  Iprq.
Deste modo, se definirmos Fpρq : Ipr   ρεxpτ, Ipr   εH1qqppθqq, temos que Fp1q  Ipr  
εxpτ, Ipr   εH1qqppθqq e Fp0q  Iprq. Além disso,
F 1pρq  εxpτ, Iprq   εH1qppθqT pr   ρεxpτ, Iprq   εH1qppθqq,
visto que I 1  T . Logo, do Teorema Fundamental do Cálculo segue que
H1  xpτ, Iprq   εH1qppθq
» 1
0
T pr   ρεxpτ, Iprq   εH1qppθqqdρ. (4.26)
Assumindo sempre que r é suficientemente grande e que ε ¤ 1, mostraremos o lema
via indução sobre i  j.
Para o caso i  j  0, temos que (4.26), (4.18) e a limitação de T implicam que
|H1| ¤ C|xpτ,Hq| ¤ C|H|1{2.
Mas, visto que |Iprq| ¤ Cr e levando em conta a definição de H, segue que |H1| ¤ Cr1{2, como
desejado. Consequentemente, (4.23) e (4.15) implicam que
cr ¤ cr  Cr1{2 ¤ |Iprq|  |H1| ¤ |H| ¤ |Iprq|   |H1| ¤ Cr   Cr1{2 ¤ Cr, (4.27)
e portanto,
|BkIxpτ,Hq| ¤ Cr1{2k para k ¥ 0. (4.28)
Agora, suponhamos que para i   j  N a afirmação seja verdadeira. Mostraremos que ela
também o será para i   j  N   1 fixados. Para isso, definamos as seguintes funções:
Upθ, r, τq : xpτ,Hpθ, r, τqqppθq;
T˜ pρq : T pr   ρεxpτ, Iprq   εH1qppθqq  T pr   ρεUpθ, r, τqq.
Para obter o resultado desejado, faremos algumas estimativas separadamente.
Afirmação 1.
|BiθBjrrxpτ,Hqs| ¤ Cpr1{2|BiθBjrH|   r1{2jq para 0 ¤ i  j ¤ N   1. (4.29)
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E a hipótese de indução implica que
|BiθBjrrxpτ,Hqs| ¤ Cpr1{2r1{2j   r1{2jq ¤ Cr1{2j para 0 ¤ i  j ¤ N. (4.30)
Demonstração da Afirmação 1. Para mostrar as estimativa (4.29), usaremos a segunda fórmula
do Lema 4.3.2, assim
BiθBjrrxpτ,Hqs  C pBIxpτ,Hqq
 BiθBjrH
 
¸
2¤k¤i j,
~ipi1, ,ikq, |~i|i,
~jpj1, ,jkq, |~j|j
Ck,~i,~j
 BkIxpτ,Hq  Bi1θ Bj1r H . . .  Bikθ Bjkr H . (4.31)
Notemos que o primeiro termo da igualdade acima é menor em módulo que Cr1{2|BiθBjrH|,
devido (4.28). Então para finalizar a demonstração desta primeira afirmação, basta mostrar que
cada termo não-nulo da soma (4.31) é menor em módulo que Cr1{2j.
Observamos que, do Lema 4.3.2, cada termo não nulo de
¸
2¤k¤i j,
~ipi1, ,ikq, |~i|i,
~jpj1, ,jkq, |~j|j
Ck,~i,~j
 BkIxpτ,Hq  Bi1θ Bj1r H . . .  Bikθ Bjkr H (4.32)
deve ter il   jl ¥ 1 para todo 1 ¤ l ¤ k   p. Então, il   jl ¤ N para todo 1 ¤ l ¤ k nos termos
não-nulos da soma (4.32). De fato, suponhamos que exista 1 ¤ l ¤ k tal que il   jl  N   1,
então, visto que ~i e ~j possuem no mínimo duas componentes, seguiria que il1   jl1  0 ou
il 1   jl 1  0, o que seria uma contradição com o Lema 4.3.2. Portanto, se Ck,~i,~j  0 na soma
(4.32), então 1 ¤ il   jl ¤ N para todo 1 ¤ l ¤ k. Desta forma, podemos aplicar a hipótese
de indução a Bilθ Bjlr H1, obtendo |Bilθ Bjlr H1| ¤ Cr1{2jl para tais índices. Logo, se il ¥ 1, então de
(4.23) segue que
|Bilθ Bjlr H|  ε|Bilθ Bjlr H1| ¤ Cr1{2jl .
Por outro lado, se il  0, então (4.15) nos garante que
|Bjlr H|  |DjlI   εBjlr H1| ¤
#
C   Cr1{2 se jl  1,
Cr
1{2jl   Cr1{2jl se jl,¥ 1
¤
#
C se jl  1,
Cr
1{2jl se jl ¥ 1.
Isso nos permite concluir que
|Bilθ Bjlr H| ¤
#
C se pil, jlq  p0, 1q,
Cr
1{2jl se pil, jlq  p0, 1q,
para todo 1 ¤ l ¤ k. (4.33)
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Deste modo, se um termo não-nulo na soma (4.31) não possui pares de índices da forma
pil, jlq  p0, 1q, decorre de (4.28) e (4.33) que BkIxpτ,Hq  Bi1θ Bj1r H . . .  Bikθ Bjkr H ¤ Cr1{2kr1{2j1 . . . r1{2jl
 Crp1 kq{2j.
Agora, suponhamos que um termo não-nulo da soma (4.32) possua 1 ¤M ¤ k pares de índices
da forma pil, jlq  p0, 1q, então BkIxpτ,Hq  Bi1θ Bj1r H . . .  Bikθ Bjkr H ¤ Cr1{2kr pkMq2 jrM  Cr p1k Mq2 j
¤ Cr1{2j,
onde a última desigualdade decorre do fato de 1 k  M ¤ 1.
4
Afirmação 2.
|BiθBjrU | ¤ Cpr1{2|BiθBjrH|   r1{2jq para 0 ¤ i  j ¤ N   1. (4.34)
E a hipótese de indução implica que
|BiθBjrU | ¤ Cr1{2j para 0 ¤ i  j ¤ N.
Demonstração da Afirmação 2. A estimativa (4.34) é consequência direta da regra de Leibniz e
de (4.29) e (4.30). Com efeito,
|BiθBjrU |  |BiθpBjrrxpτ,Hqsppθqq|
¤ C

i1¸
k0
|BiθBjrrxpτ,Hqs|   |BkθBjrrxpτ,Hqs|

¤ C

i1¸
k0
r
1{2j   r1{2|BiθBjrH|   r1{2j

¤ Cpr1{2|BiθBjrH|   r1{2jq.
Em particular, segue de (4.34) e (4.27) que
|U | ¤ Cpr1{2|H|   r1{2q ¤ Cpr1{2r   r1{2q  Cr1{2.
Consequentemente,
|r   ερU | ¥ r  ερ|U | ¥ r  Cr1{2 ¥ cr.
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Estes fatos aliados à estimativa (4.7) nos permitem concluir que
|DkT pr   ερUq| ¤ C|r   ερU |1{2k ¤ Cr1{2k para todo k ¥ 1. (4.35)
4
Afirmação 3. Para ρ P r0, 1s fixado tem-se
|BiθBjrrT pr   ερUqs| ¤ Cpr2|BiθBjrH|   r1{2jq para 0 ¤ i  j ¤ N   1.
E a hipótese de indução implica que
|BiθBjrrT pr   ερUqs| ¤ Cr1{2j para 0 ¤ i  j ¤ N.
Demonstração da Afirmação 3. Primeiramente observamos que
BiθBjrrr   ερU s 
#
1  ερpBrUq se pi, jq  p0, 1q,
ερpBiθBjrUq se pi, jq  p0, 1q.
Então, se pi, jq  p0, 1q, decorre de (4.34) e (4.35) que
|BrrT pr   ερUqs| ¤ C|T 1pr   ερUq|p1  |BrU |q
¤ C3{2p1  r1{2|BrH|   r1{2q
¤ Cpr2|BrH|   r3{2q.
Por outro lado, se pi, jq  p0, 1q, procedemos de maneira análoga a (4.48) e obtemos
BiθBjrrT pr   ερUqs  CT 1pr   ερUq
 BiθBjrrr   ερU s
 
¸
2¤k¤i j,
~ipi1, ,ikq, |~i|i,
~jpj1, ,jkq, |~j|j
Ck,~i,~j
 
DkT pr   ερUq  Bi1θ Bj1r rr   ερU s . . .  Bikθ Bjkr rr   ερU s .
As estimativas (4.34) e (4.35) indicam que o primeiro termo do lado direito da igualdade acima
deve ser estimado por
Cr3{2pr1{2|BiθBjrH|   r1{2jq ¤ Cpr2|BiθBjrH|   r1jq.
De maneira análoga à demonstração da Afirmação 1, decorre que os termos não-nulos da soma
acima devem ser menor em módulo que Cr1{2j, concluindo a demonstração da Afirmação 3.
4
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Agora, notemos que H1  U
» 1
0
T˜ pρqdρ. Então, segue da regra de Leibniz e das
Afirmações 1, 2 e 3 que
|Biθ Bj

r H1pθ, r, τq| ¤ |Bi

θ Bj

r U |  
» 1
0
|Biθ Bj

r rT pr   ερUqs|dρ
  C
¸
p0,...,i
k0,...,j
pp,kqp0,0q,pp,kqpi,jq
|BpθBkrU |
» 1
0
|Bipθ Bj
k
r rT pr   ερUqs|dρ


¤ C

r1{2|Biθ Bj

r H|   r1{2j
  r2|Biθ Bj

r H| r1{2j
  
¸
pp,kq
r
1{2kr1{2rj
ks

¤ Cpr1{2|Biθ Bj

r H|   r1{2j
q.
Observamos que quando pi, jq  p0, 1q então
|BrH1| ¤ Cpr1{2|BrH|   r1{2q
¤ Cpr1{2p|I 1prq|   ε|BrH1|q   r1{2q
¤ Cr1{2   Cr1{2|BrH1|.
Já para pi, jq  p0, 1q e i   j ¥ 1, segue de (4.15) que
|Biθ Bj

r H1| ¤ Cpr1{2|Bi

θ Bj

r H|   r1{2j
q
¤ Cr1{2|Biθ Bj

r Iprq|   εCr1{2|Bi

θ Bj

r H1|   Cr1{2j

¤ Cr1{2|Biθ Bj

r H1|   Cr1{2j

.
Portanto, se tomarmos r suficientemente grande de modo que Cr1{2 ¤ 1{2, temos que
|Biθ Bj

r H1| ¤ Cr1{2j

,
completando a prova por indução.
Considerando o fato de I 1  T , temos que o sistema Hamiltoniano proveniente de
(4.25) é dado por :
dθ
dτ
 T prq   εBrH1pθ, r, τq, dr
dτ
 εBθH1pθ, r, τq, (4.36)
em que τ é a variável temporal na equação. Observamos que BrH1 e BθH1 são de classe C6 e C5,
respectivamente, em θ, suave em r e contínuas em τ . Logo, o Teorema de Peano (ver [43, p. 16])
nos garante que soluções τ ÞÑ pθpτq, rpτqq de (4.36) existem. Ademais, o seguinte lema é válido.
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Lema 4.3.9. Suponhamos que ε ¤ 1. Existem constantes r ¡ 0 e C ¡ 0 tais que se pθpτq, rpτqq
é solução de (4.36) com condição inicial pθp0q, rp0qq  pθ0, r0q, r0 ¥ r, então pθpτq, rpτqq está
definida em r0, 2pis e
r1 Csr0 ¤ rpτq ¤ rC   1sr0.
Demonstração. O Teorema de Peano nos garante que: Tome Ω  Ia  Bb com Ia  tt P R :
|t t0| ¤ au e Bb  tx P Rd : |x x0| ¤ bu. Se F : Ω Ñ Rd é contínua em Ω, então o problema
de Cauchy #
x1  F pt, xq,
xpt0q  x0,
admite solução definida em Iα com α  infta, b{Mu e M  sup
Ω
|F pt, x|.
Seja Gpτ, θ, rq  pT prq   εBrH1,εBθH1q o campo correspondente a equação (4.36).
Do Lema 4.3.8 segue que
|G|  |T prq   εBrH1|   |εBθH1| ¤ 2pi   C0,1r1{2   C1,0r1{2,
para r suficientemente grande. Tomemos a  2pi e b  Cr0 com C P p0, 1q. Então, |r| ¤ Cr0
e portanto
M  sup
Ω
|G| ¤ 2pirp1  C
qr0s1{2   C0,1   C1,0rp1  Cqr0s
rp1 Cqr0s1{2 .
Desta maneira,
b
M
 C
r0rp1 Cqr0s1{2
2pirp1  Cqr0s1{2   C0,1   C1,0rp1  Cqr0s Ñ 8,
quando r0 Ñ 8. Assim, existe r ¡ 0 tal que b{M ¡ 2pi quando r0 ¥ r, e portanto, as soluções
de (4.36) existem e estão definidas em Iα com α  2pi.
Tomando δn  1{n, temos que o lema anterior juntamente do Lema 4.3.4 nos fornece
a seguinte observação.
Observação 4.3.10. Para valores iniciais r0 que satisfaçam r0 ¥ r e
r0 P Jn :

bn
1C ,
b n
C 1 ,

temos
T prpτqq P r2pi  2δn, 2pi  δns com τ P r0, 2pis. (4.37)
Além disso, bn {p1 Cq, b n {pC   1q, b n {pC   1q  bn {p1 Cq Ñ 8 quando nÑ 8.
A afirmação feita em (4.37) é verificada usando o Lema 4.3.9. Já a afirmação feita
acima, decorre da Observação 4.3.5.
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Assumiremos agora que r0 é suficientemente grande e desconsideraremos, por agora,
os índices n de δn. As observações e resultados obtidos até aqui nos fornecem uma nova mudança
de coordenadas. Seja
Φ3 : pθpτq, rpτqq ÞÑ pθpτq, ρpτqq : pθpτq{ω, rT prpτqq  2pis{δq, (4.38)
uma transformação de (4.36). Observamos que de (4.37), segue que
ρ P r2,1s,
Aplicando Φ3 as equações (4.36), obtemos o seguinte sistema de equações diferenciais:
dθ
dτ
 δ
ω
ρ  2pi
ω
  εf1pθ, ρ, τq e dρ
dτ
 εf2pθ, ρ, τq, (4.39)
com
f1pθ, ρ, τq  ω1BrH1pωθ, rpρq, τq
e
f2pθ, ρ, τq  δ1T 1prpρqqBθH1pωθ, rpρq, τq,
em que rpρq  T1pδρ  2piq. Notamos que f1 e f2 são 1-periódicas em θ e 2pi-periódicas em τ .
A seguir, daremos algumas estimativas de f1 e f2.
Lema 4.3.11. Existe uma constante C ¡ 0 que depende de |p|C6pr0,ωsq, mas não de δ, tal que
|Bi
θ
Bjρf1pθ, ρ, τq|   |BiθBjρf2pθ, ρ, τq| ¤ Cδ p0 ¤ i  j ¤ 5q. (4.40)
Demonstração. Recordemos que rpρq  T1pδρ  2piq.
Afirmação 1. |Dirrpρqs| ¤ Cδ2 para todo i ¥ 0.
Demonstração da Afirmação 1. Com efeito, para i  0 segue da definição de rpρq, de (4.8) e do
fato de ρ P r2,1s que
cδ2 ¤ c|δρ|2 ¤ rpρq ¤ C|δρ|2 ¤ Cδ2.
Para i ¥ 1, utilizando (4.9) segue que
|Dirrpρqs|  δi|DiT1pδρ  2piq| ¤ Cδi|δρ|pi 2q ¤ Cδ2.
4
Afirmação 2. |DiT prpρqq| ¤ Cδ1 2i para todo i ¥ 1.
Demonstração da Afirmação 2. Decorre diretamente de (4.7) e da Afirmação 1.
4
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Afirmação 3. |DjrT 1prpρqqs| ¤ Cδ3 para todo j ¥ 0.
Demonstração da Afirmação 3. Para j  0, a estimativa segue da Afirmação 2, com i  1. Para
j ¡ 0, utilizando a segunda fórmula do Lema 4.3.2 juntamente com as afirmações 1 e 2 segue
que
|DjrT 1prpρqqs| 
¸
1¤k¤j,
~jpj1, ,jkq, |~j|j,
jl¥1:@1¤l¤k
Ck,~jpDk 1T prpρqq
 pDj1rpρq . . . Djkrpρqq 
¤ Cδ3 2kδ2 . . . δ2 ¤ Cδ3.
4
Afirmação 4. |Bi
θ
BjρrBθH1pωθ, rpρq, τqs| ¤ Cδ1.
Demonstração da Afirmação 4. A Afirmação 1 e os Lemas 4.3.8 e 4.3.2 implicam que
|Bi
θ
BjρrBθH1pωθ, rpρq, τqs|  ωi|BjρrBi 1θ H1pωθ, rpρq, τqs|
 ωi
¸
1¤k¤j,
~jpj1, ,jkq, |~j|j,
jl¥1:@1¤l¤k
Ck,~jpBkr Bi 1θ H1pωθ, rpρq, τqq
 pDj1rpρq . . . Djkrpρqq 
¤ C
¸
prpρqq1{2kδ2 . . . δ2 ¤ C
¸
δ1 2kδ2k ¤ Cδ1.
4
Afirmação 5. |Bi
θ
BjρrBrH1pωθ, rpρq, τqs| ¤ Cδ.
Demonstração da Afirmação 5. De maneira análoga à afirmação anterior, observamos que
|Bi
θ
BjρrBrH1pωθ, rpρq, τqs|  ωi|BjρrBiθBrH1pωθ, rpρq, τqs|
 ωi
¸
1¤k¤j,
~jpj1, ,jkq, |~j|j,
jl¥1:@1¤l¤k
Ck,~jpBk 1r BiθH1pωθ, rpρq, τqq
 pDj1rpρq . . . Djkrpρqq 
¤ C
¸
prpρqq1{2pk 1qδ2 . . . δ2 ¤ C
¸
δ1 2kδ2k ¤ Cδ.
4
Então, a Afirmação 5 nos garante que |Bi
θ
Bjρf1pθ, ρ, τq| ¤ Cδ. Segue da regra de Leibniz e das
Afirmações 3 e 4 que
|Bi
θ
BjρrT 1prpρqqBθH1pωθ, rpρq, τqs|  |
j¸
k0
Ck,~jD
jkrT 1prpρqqs.Bk
θ
rBθH1pωθ, rpρq, τqs|
¤ C
¸
δ3δ1 ¤ Cδ2,
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e portanto
|Bi
θ
Bjρf2pθ, ρ, τq| ¤ Cδ2δ1  Cδ.
O que nos permite concluir a demonstração do Lema.
Notemos que quando ε  0, o sistema (4.39) terá como solução
pθpτq, ρpτqq 

δ
ω
ρ0  
2pi
ω


τ   θ0, ρ0


,
com pθ0, ρ0q sendo a sua condição inicial.
Observação 4.3.12. Suponhamos que pθpτ, εq, ρpτ, εqq seja solução para (4.39) com condição
inicial pθ0, ρ0q. Então, segue que
θpτ, εq  θ0  
» τ
0

δ
ω
ρps, εq   2pi
ω
  εf1pθps, εq, ρps, εq, sq


ds,
ρpτ, εq  ρ0  
» τ
0
 
εf2pθps, εq, ρps, εq, sq

ds.
Assim, para ε suficientemente pequeno temos
θpτ, εq 

δ
ω
ρ0  
2pi
ω


τ   θ0   ε

δ
2pi
» τ
0
» s
0
f2pθpξq, ρpξq, ξqdξds 
» τ
0
f1pθpsq, ρpsq, sqds


,
ρpτ, εq  ρ0   ε
» τ
0
f2pθpsq, ρpsq, sqds
	
.
Na sequência, denotamos por P : Rr2,1s Ñ RR o mapa de Poincaré associado
a (4.39), ou seja, P é a aplicação que toma pθ0, ρ0q como entrada e devolve o ponto onde a
solução, que tem pθ0, ρ0q como condição inicial, estará no tempo τ  2pi. A Observação 4.3.12
nos fornece uma expressão para P , dada por
P pθ0, ρ0q  pθ1pθ0, ρ0q, ρ1pθ0, ρ0qq : pθ0   α   δρ0   δεP 1pθ0, ρ0q, ρ0   δεP 2pθ0, ρ0qq, (4.41)
com α  4pi2{ω e δ  2piδ{ω, e P 1 e P 2, funções definidas pela relação acima. Notemos que
P é 1-periódica em θ e de classe C5 em pθ0, ρ0q, além disso, P , P 1, P 2 e δ dependem de n. O
resultado a seguir nos dá estimativas acerca de P 1 e P 2.
Lema 4.3.13. Para n P N suficientemente grande, ou seja, δ  δn suficientemente pequeno,
|Bi
θ
BjρP 1pθ, ρq|   |BiθBjρP 2pθ, ρq| ¤ C, 0 ¤ i  j ¤ 5,
com C ¡ 0 dependendo de |p|C5pr0,ωsq, mas não de n.
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Demonstração. Recordemos que δ  2piδ
ω
e α  4pi
2
ω
. Desta forma, a Observação 4.3.12 implica
que
pθpτ, εq, ρpτ, εqq  pθ0   α2piτ  
δ
2piρ0τ   δεApθ0, ρ0, τq, ρ0   δεBpθ0, ρ0, τqq, (4.42)
onde
δApθ0, ρ0, τq 
δ
2
2pi
» τ
0
Bpθ0, ρ0, sqds 
» τ
0
f1pθpsq, ρpsq, sqds, (4.43)
δBpθ0, ρ0, τq 
» τ
0
f2pθpsq, ρpsq, sqds, (4.44)
e pθ0, ρ0q é a condição inicial da solução pθpτ, εq, ρpτ, εqq, a qual possui intervalo de definição
τ P r0, 2pis. Notemos que P1pθ0, ρ0q  Apθ0, ρ0, 2piq e P2pθ0, ρ0q  Bpθ0, ρ0, 2piq. Então, para
demonstrar a afirmação do lema, usaremos as expressões conhecidas de A e B, e estenderemos
o resultado a P 1 e P 2. Por simplicidade, denotaremos as normas de A e B por
‖A‖N  ‖A‖CN e ‖B‖N  ‖B‖CN ,
e procedendo via indução sobre i  j, mostraremos a asserção.
Primeiramente, notemos que cδ ¤ δ ¤ Cδ, onde c e C são constantes reais positivas.
Então, deste fato, de (4.44) e do Lema 4.3.11 segue que
‖B‖0 
1
δ
∥∥∥∥∥
» τ
0
f2pθpsq, ρpsq, sqds
∥∥∥∥∥8 ¤
1
δ
» τ
0
Cδds ¤ C.
Já para ‖A‖0, (4.43) e o Lema 4.3.11 implicam que
‖A‖0 
1
δ
∥∥∥∥∥∥ δ
2
2pi
» τ
0
Bpθ0, ρ0, sqds 
» τ
0
f1pθpsq, ρpsq, sqds
∥∥∥∥∥∥8 ¤
1
δ
pCδ2   Cδq ¤ Cδ   C ¤ C.
Desta forma, segue que para i j  0 a afirmação é verdadeira. Assumimos que ‖A‖N   ‖B‖N ¤ C
para algum N e fixamos índices i, j de modo que 1 ¤ i   j  N   1.
De (4.42) obtemos as seguintes expressões:
Bθ0rθpτ, θ0, ρ0, εqs  1  δεpBθ0Aq, Bθ0rρpτ, θ0, ρ0, εqs  δεpBθ0Bq, (4.45)
Bρ0rθpτ, θ0, ρ0, εqs 
δ
2piτ   δεpBρ0Aq, Bρ0rρpτ, θ0, ρ0, εqs  1  δεpBρ0Aq (4.46)
Bi
θ0
Bjρ0rθpτ, θ0, ρ0, εqs  δεpBiθ0B
j
ρ0
Aq, Bi
θ0
Bjρ0rρpτ, θ0, ρ0, εqs  δεpBiθ0B
j
ρ0
Bq, i  j ¥ 2.
Destas expressões segue que para i  j ¥ 1,
|Bi
θ0
Bjρ0rθpτ, θ0, ρ0, εqs|   |Biθ0B
j
ρ0
rρpτ, θ0, ρ0, εqs| ¤ Cp1  ‖A‖i j   ‖B‖i jq. (4.47)
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Considere F  f1 ou F  f2. Segue da primeira fórmula do Lema 4.3.2 que
|Bi
θ0
Bjρ0 rF pθpτ, εq, ρpτ, εq, τqs| 
¸
pk,pqPN20: 1¤k p¤i j,
~ipi1, ,ik pq, |~i|i,
~jpj1, ,jk pq, |~j|j
Ck,p,~i,~jpBk1Bp2F pθpτ, εq, ρpτ, εq, τqq

pBi1
θ0
Bj1ρ0rθpτ, εqsq . . . pB
ik
θ0
Bjkρ0rθpτ, εqsq
pBik 1
θ0
Bjj 1ρ0 rρpτ, εqsq . . . pB
ik p
θ0
Bjk pρ0 rρpτ, εqsq

¤ |C1Bθ0F pθpτ, εq, ρpτ, εq, τqBi

θ0
Bjρ0 rθpτ, εqs|
  |C2Bρ0F pθpτ, εq, ρpτ, εq, τqBi

θ0
Bjρ0 rρpτ, εqs|
 
¸
pk,pqPN20: 2¤k p¤i j,
~ipi1, ,ik pq, |~i|i,
~jpj1, ,jk pq, |~j|j
Ck,p,~i,~jpBk1Bp2F pθpτ, εq, ρpτ, εq, τqq (4.48)


pBi1
θ0
Bj1ρ0rθpτ, εqsq . . . pB
ik
θ0
Bjkρ0rθpτ, εqsq
 pBik 1
θ0
Bjj 1ρ0 rρpτ, εqsq . . . pB
ik p
θ0
Bjk pρ0 rρpτ, εqsq
.
Pelas mesmas justificativas encontradas na demonstração do Lema 4.3.8, segue que
se Ck,p,~i,~j  0 na soma (4.48), então 1 ¤ il   jl ¤ N para todo 1 ¤ l ¤ k   p. Deste modo, se
tomarmos um termo não nulo na soma acima e considerarmos a hipótese de indução, teremos
para todo 1 ¤ l ¤ k que
|Bil
θ0
Bjlρ0rθpτ, εqs| ¤ Cp1  ‖A‖il jl   ‖B‖il jlq ¤ Cp1  ‖A‖N   ‖B‖Nq ¤ C.
E de maneira análoga atesta-se que |Bil
θ0
Bjlρ0rρpτ, εqs| ¤ C para todo k   1 ¤ l ¤ k   p. Conse-
quentemente, (4.40) implica que¸
pk,pqPN20: 2¤k p¤i j,
~ipi1, ,ik pq, |~i|i,
~jpj1, ,jk pq, |~j|j
Ck,p,~i,~jpBk1Bp2F pθpτ, εq, ρpτ, εq, τqq 

pBi1
θ0
Bj1ρ0rθpτ, εqsq . . . pB
ik
θ0
Bjkρ0rθpτ, εqsq
 pBik 1
θ0
Bjj 1ρ0 rρpτ, εqsq . . . pB
ik p
θ0
Bjk pρ0 rρpτ, εqsq
 ¤ Cδ.
Aplicando (4.40) novamente verificamos que
|Bi
θ0
Bjρ0 rF pθpτ, εq, ρpτ, εq, τqs| ¤ Cδp1  |Bi

θ0
Bjρ0 rθpτ, εqs|   |Bi

θ0
Bjρ0 rρpτ, εqs|q,
para F  f1 ou F  f2. Suponhamos sem perda de generalidade que ε ¤ 1. Então (4.45), (4.46),
(4.47) e o fato de τ P r0, 2pis implicam que
|Bi
θ0
Bjρ0 rF pθpτ, εq, ρpτ, εq, τqs| ¤ Cδ

1  δ
∥∥∥Bi
θ0
Bjρ0A
∥∥∥8   ∥∥∥Biθ0Bjρ0B∥∥∥8
	
. (4.49)
Então se consideramos (4.44), (4.49) e a regra de Leibniz segue que
|Bi
θ0
Bjρ0B|8 ¤ C

1  δ
∥∥∥Bi
θ0
Bjρ0A
∥∥∥8   ∥∥∥Biθ0Bjρ0B∥∥∥8
	
. (4.50)
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Logo, para δ suficientemente pequeno temos
∥∥∥Bi
θ0
Bjρ0B
∥∥∥8 ¤ C.
Por conseguinte, se consideramos (4.43), (4.49) e (4.50), segue que∥∥∥Bi
θ0
Bjρ0A
∥∥∥8 ¤ C   Cδ

1  δ
∥∥∥Bi
θ0
Bjρ0A
∥∥∥8   ∥∥∥Biθ0Bjρ0B∥∥∥8
	
¤ C,
quando δ é suficientemente pequeno, e assim∥∥∥Bi
θ0
Bjρ0A
∥∥∥8   ∥∥∥Biθ0Bjρ0B∥∥∥8 ¤ C,
certificando que
‖A‖N 1   ‖B‖N 1 ¤ C,
e finalizando a prova por indução.
Nos atentamos ao fato de que (4.41) ainda não está nos moldes do Teorema da Curva
Invariante. Para isso, conjugaremos (4.41) a um mapa que satisfaça as condições do teorema.
O lema a seguir nos dá uma aproximação de α por números irracionais do tipo constante de
Markoff.
Lema 4.3.14. Para n suficientemente grande, existem números irracionais do tipo constante,
αn, com constante de Markoff, γn, satisfazendo
4pi
ωn
¤ αn  α ¤ 8pi
ωn
e
pi
4ωn ¤ γn ¤
pi
ωn
.
Demonstração. Chamaremos de α a parte fracionária de α  4pi2{ω, ou seja, α  α  tαu.
Tomemos a  α  ε e b  α  2ε, onde ε  4pi
ωn
. Observamos que para n suficientemente grande
ra, bs  r0, 1s. Decorre da Proposição 3.5.6 que existe α1n P ra, bszQ com constante de Markoff
γn satisfazendo
pi
4ωn ¤ γn ¤
pi
ωn
.
Notemos que αn  α1n tαu também possui γn como constante de Markoff e satisfaz a desigualdade
4pi
ωn
¤ αn  α ¤ 8pi
ωn
.
Retomemos o uso dos índices n para enfatizar a dependência de P , P 1, P 2 e δ de n.
Considerando Lema 4.3.14, construiremos uma conjugação entre
P pnqpθ0, ρ0q 

θ0   αn   δn

ρ0  
α  αn
δn

  δnεP 1,pnqpθ0, ρ0q, ρ0   δnεP 2,pnqpθ0, ρ0q
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e uma mapa de Poincaré que esteja na forma presente no Teorema da Curva Invariante.
Primeiramente, observamos que
ρ  α  αn
δn
P r6,3s,
visto que δn  2pi{ωn e ρ P r2,1s. Ao considerar a mudança de coordenadas
Ψn : R r2,1s Ñ R r6,3s dada por
Ψn : pθ0, ρ0q ÞÝÑ pupθ0, ρ0q, vpθ0, ρ0qq : pθ0, ρ0  
α  αn
δn
q, (4.51)
O mapa de Poincaré Ppnq  Ψn  P Ψ1n possui a seguinte expressão:
Ppnqpu, vq  pu  αn   δnv   δnεP1,pnqpu, vq, v   δnεP2,pnqpu, vqq, (4.52)
com Pj,pnqpu, vq  P j,pnqpu, v  pα  αnq{δnq, para j  1, 2. Além disso, as estimativas obtidas
para P 1 e P 2 no Lema 4.3.13 se estendem a P1,pnq e P2,pnq.
A seguir, mostramos que Ppnq possui a propriedade de interseção quando n P N é
suficientemente grande.
Lema 4.3.15. Para n P N suficientemente grande, Ppnq possui a propriedade de interseção.
Demonstração. Seja P o mapa de Poincaré correspondente ao sistema hamiltoniano (4.36). Do
Teorema 3.4.3, segue que P possui a propriedade de interseção. Consideramos a mudança de
coordenadas Ψ˜n : Ψn  Φ3, onde Ψn e Φ3 são as transformações dadas em (4.51) e (4.38),
respectivamente. Segue da Proposição 3.4.4 que Ppnq  Ψ˜n  P  Ψ˜1n possui a propriedade
de interseção, para n P N suficientemente grande, já que Ψn está associada à existência de
um número irracional do tipo constante que, pelo Lema 4.3.14, é possível quando n P N é
suficientemente grande.
Este conjunto de resultados nos permite demonstrar o Teorema Principal.
4.4 Demonstração do Teorema Principal
Considere os mapas de Poincaré Ppnq obtidos em (4.52). Nos interessamos em aplicar
o Teorema da Curva Invariante a estes mapas que, como podemos observar, se encontram nos
moldes do referido teorema. Primeiramente notamos que quando n é suficientemente grande,
δn  2pi{ωn P p0, 2q, e αn é um número irracional do tipo constante com constante de Markoff,
γn, satisfazendo
pi
4ωn ¤ γn ¤
pi
ωn
.
Capítulo 4. Teoria KAM aplicada aos Sistemas de Filippov 81
Logo,
γn ¤ pi
ωn
¤ 2pi
ωn
 δn  8 pi4ωn ¤ 8γn.
Além disso, o Lema 4.3.15 nos garante que Ppnq possui a propriedade de interseção.
No Teorema da Curva Invariante, identificando γ  γn, δ  δn e tomando M  8, temos que
a hipótese (3.12) é satisfeita. Consequentemente, podemos escolher M independente de n.
Por fim, tomemos Fj  εPj,pnq, j  1, 2, e ε ¤ M{C, onde C é a constante que depende de
|p|C5pr0,ωsq, então segue do Lema 4.3.13, que para n suficientemente grande
‖F1‖C5pR2q   ‖F2‖C5pR2q  ε
∥∥∥P1,pnq∥∥∥C5pR2q   ε∥∥∥P2,pnq∥∥∥C5pR2q
 ε
∥∥∥P1,pnq∥∥∥C5pR2q   ∥∥∥P2,pnq∥∥∥C5pR2q
	
¤ ε C
¤M,
e portanto, (3.13) é satisfeita. Concluímos assim, que para n suficientemente grande e ε sufici-
entemente pequeno (a suficientemente grande), Ppnq possui uma curva fechada invariante, Γn.
Ao transformar o sistema de volta ao original, constatamos que as curvas correspondentes a
Γn dão origem a toros invariantes encaixantes de (4.6). Em outras palavras, existe N P N tal
que para cada n ¡ N , existe um toro invariante Tn do sistema, i.e., dada uma condição inicial
pxp0q, 9xp0q P Tn temos que pxptq, 9xptqq P Tn para todo t P R. Tais toros, interceptados com a
seção t  0, dão origem a circunferências cujos raios aumentam ilimitadamente à medida que n
aumenta. Com isso, concluímos que as soluções da equação (4.6) serão limitadas em R2
Observação 4.4.1. Podemos também demonstrar a existência de infinitas órbitas periódicas
da equação (4.6). Tal fato pode ser verificado de maneira análoga ao realizado em [16], onde,
fazendo o uso do Teorema de Poincaré-Birkhoff (ver [8]), R. Dieckerhoff e E. Zehnder certificam
a existência de pontos fixos de alguma iterada do mapa de Poincaré correspondente a (4.1), e
este fato estabelece a existência de infinitas órbitas periódicas do sistema associado. Além disso,
(4.6) possui infinitas órbitas quase-periódicas. Este fato é proveniente da existência dos toros
invariantes encontrados na demonstração do Teorema 4.2.1.
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5 Método de Melnikov para Órbitas Periódicas
Considere a família de equações diferenciais
:x  α sgnpxq  θx  εfpt, x, 9xq. (5.1)
com α, θ parâmetros reais e ε um parâmetro real pequeno. Em [26], assumindo θ  0, β ¡ 0,
α  0, e fpt, x, 9xq  senpβtq, Jacquemard e Teixeira obtiveram condições para a existência de
ciclos limite da equação (5.1). Posteriormente, em [12] e [41], o resultado acima foi estendido
para o caso em que θ  0.
Este capítulo é dedicado ao estudo, via método de Melnikov, da existência de ciclos
limite de (5.1), em condições mais gerais. O uso deste método exige a existência de anéis
periódicos formados pelas órbitas do sistema não-perturbado, por essa razão, iniciamos o
capítulo fazendo um estudo do sistema não-perturbado, i.e, quando ε  0.
5.0.1 Estudo do Sistema não-perturbado
Se considerarmos a mudança 9x  y, a equação (5.1) é transformada em#
9x  y
9y  θx αsgnpxq   εfpt, x, 9xq,
e para ε  0, o sistema é chamado não-perturbado e possui a seguinte expressão:
Zpx, yq 
#
9x  y
9y  θx αsgnpxq.
Note que quando α  0, Zpx, yq é um campo de Filippov e possui Σ  tpx, yq P R2 : x  0u
como região de descontinuidade. Neste caso, as componentes de Z são dadas por
X px, yq 
#
9x  y,
9y  θx α, e X
px, yq 
#
9x  y,
9y  θx  α,
e possuem como singularidades os pontos p   pα{θ, 0q e p  pα{θ, 0q, respectivamente. Além
disso, considerando Rpx, yq  px, yq, temos que Xpx, yq  RX pRpx, yqq, o que significa
que Z é R-reversível. Logo, conhecidas as soluções de X , é possível estabelecer as soluções de
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X. Denotaremos por Γpt, y0q  Γ pt, y0q  pΓ 1 pt, y0q,Γ 2 pt, y0qq, as soluções de X  que tem
como condição inicial o ponto p0, y0q, com y0 ¡ 0. Sua expressão pode ser conferida a seguir.
Γpt, y0q 
$'''''''''&
'''''''''%

α  α cosh  ?θt ?θy0 sinh  ?θt
θ
, y0 cosh
?
θt
	
 α sinh
 ?
θt

?
θ

se θ ¡ 0,

ty0  αt
2
2 , y0  αt


se θ  0,

α  αcosptωq  ωy0senptωq
θ
, y0cosptωq  αsenptωq
ω


se θ   0,
(5.2)
em que ω 
?
θ.
Observação 5.0.1. Considere a função h : R2 Ñ R definida por hpx, yq  x. Observe que
h1p0q  Σ. Além disso,
X hpx, yq  y e Xhpx, yq  y,
e consequentemente,
X hpx, yq Xhpx, yq  y2 ¡ 0, se y  0.
Logo, Σc  Σztp0, 0qu, o que implica que dado p P R2ztp0, 0qu, temos que ϕZpt, pq é uma solução
costurante de Z.
Na observação a seguir, considerando todas as possibilidades para os parâmetros α e
θ, classificaremos as singularidades dos respectivos campos de Filippov.
Observação 5.0.2. Para θ ¡ 0, teremos as seguintes possibilidades:
(C1) α ¡ 0;
p  p0, 0q, p  e p são singularidades de Z, com p do tipo dobra-dobra-invisível e também
um centro; i.e, dada uma vizinhança de p, existe uma subvizinhança Up de p tal que todas
as órbitas em Upztpu são T -periódicas, com T ¡ 0; p  e p são selas lineares;
(C2) α  0;
Caso contínuo, com p  p0, 0q sendo uma sela;
(C3) α   0;
A única singularidade de Z é p  p0, 0q e é do tipo dobra-dobra-visível.
Para θ  0, as possibilidades são:
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(C4) α ¡ 0;
p  p0, 0q é uma singularidade do tipo dobra-dobra-invisível e também um centro;
(C5) α  0;
Caso contínuo, com tpx, yq P R2 : y  0u sendo o conjunto de pontos críticos de Z;
(C6) α   0;
A única singularidade de Z é p  p0, 0q e é do tipo dobra-dobra-visível.
Para θ   0, as possibilidades são:
(C7) α ¡ 0;
p  p0, 0q é uma singularidade do tipo dobra-dobra-invisível e também um centro;
(C8) α  0;
Caso contínuo, com p  p0, 0q sendo um centro linear;
(C9) α   0;
As singularidades de Z serão p  p0, 0q, p  e p. Em que p é uma dobra-dobra-visível e
p  e p são centros lineares;
Observe que nos casos (C1), (C4), (C7), (C8) e (C9), o campo Z admite uma
região que é composta por uma família de órbitas periódicas (ver figuras 1, 2 e 3). Esta região,
denotada por Ai, i P B  t1, 4, 7, 8, 9u, é chamada de anél periódico, ou seja, quando p P Ai,
temos que ϕZpt, pq é uma solução periódica de Z. Considerando p  p0, y0q P Ai, obtemos uma
função tempo de primeiro retorno, τ0, tal que Γ1 pτ0py0q, pq  0. Sua expressão é dada por:
τ0py0q :
$'''''''''''&
'''''''''''%
p0, α{?θq Ñ p0,8q caso (C1),
p0,8q Ñ p0,8q caso (C4),
p0,8q Ñ p0, pi{ωq caso (C7),
p0,8q Ñ tpi{ωu caso (C8),
p0,8q Ñ ppi{ω, 2pi{ωq caso (C9),
e τ0py0q 
$''''''''''''&
''''''''''''%
1?
θ
log

α y0
?
θ
αy0
?
θ
	
caso (C1),
2y0
α
caso (C4),
2
ω
arctan
 
ωy0
α

caso (C7),
pi{ω caso (C8),
2
ω
 
pi   arctan  ωy0
α

caso (C9).
Observação 5.0.3. Note que no caso (C8), τ0 é constante. Por esta razão, p  p0, 0q recebe o
nome de centro isócrono. Este caso será desconsiderado durante o estudo das soluções periódicas
de (5.1), visto que a aplicação do Teorema da Função Implícita não seria possível nesta situação.
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Denotaremos o domínio de definição de τ0 por Ii, e τ0pIiq  Ti para i P B. Observamos
que τ 10py0q ¡ 0 em Ii, i P t1, 3, 7u, e τ 10py0q   0 em I9. Logo τ0 é uma bijeção entre Ii e Ti,
i P t1, 4, 7, 9u. A inversa de τ0, para os casos citados anteriormente, é dada por:
vpσq 
$'''''''&
'''''''%
α?
θ
tanh
?
θ σ
2


θ ¡ 0 caso (C1),
α σ
2 θ  0 caso (C4),
α?θ tg
?θ σ
2


θ   0 casos (C7) e (C9).
A existência de anéis periódicos permite utilizar o método de Melnikov no estudo
das soluções periódicas do sistema perturbado. Na seção a seguir, apresentaremos de forma
sucinta no que consiste o método, e na Seção 5.2 forneceremos um resultado neste sentido para
a família de equações (5.1).
5.1 Ideia do Método
Considere o sistema de equações diferenciais não-autônomo da forma:
9x  F0pt, xq   εF1pt, xq   ε2Rpt, x, εq, (5.3)
com F0, F1 e R, funções T-periódicas em t e de classe C2 e ε, um parâmetro de perturbação
pequeno. Suponhamos que ϕpt, x0, εq é solução de (5.3), tal que ϕp0, x0, εq  x0. Assuma
também que as soluções ϕpt, x0, 0q, x0 P V
ab
 Rn, para o caso não perturbado 9x  F0pt, xq,
sejam T -periódicas em t.
O método de Melnikov consiste em expandir ϕpT, x0, εq em séries de Taylor numa
vizinhança de ε  0 até a ordem desejada.
Deste modo, se expandirmos ϕpT, x0, εq até ordem 1, obtemos:
pipx0, εq  ϕpT, x0, εq  x0   εf1px0q  Opε2q
em que f1 é chamada de função de Melnikov de primeira ordem e nos fornece o seguinte resultado
a respeito da existência de ciclos limite de (5.3).
Teorema 5.1.1. Se a P U é tal que f1paq  0 e detpdf1paqq  0, então existe uma solução
periódica isolada de (5.3), ϕpt, εq, tal que ϕpt, εq  a Opεq.
Este último teorema segue do Teorema da Função Implícita e pode ser aprimorado
por ferramentas como a Redução de Lyapunov-Schimidt. Uma importante abordagem do Método
de Melnikov para equações diferenciáveis é realizada em [22]. A seguir, damos um exemplo de
aplicação deste resultado.
Capítulo 5. Método de Melnikov para Órbitas Periódicas 86
Exemplo 5.1.2. Considere a equação de Van der Pol
:x  εpx2  1q 9x  x  0,
que pode ser reescrita como #
9x  y,
9y  x εpx2  1qy. (5.4)
Quando ε  0, nota-se que as órbitas periódicas de (5.4) estão contidas nas curvas Ch  tpx, yq P
R2 : 12px2   y2q  h, h ¡ 0u. Uma função de Melnikov, M : p0,8q Ñ R, associada a (5.4), é
dada em função de h por
Mphq  pihp2 hq.
Observamos que M possui um único zero, h  2, e além disso, M 1p2q  0. Então segue do
Teorema 5.3 que (5.4) possui um único ciclo limite, e que este tende ao círculo x2   y2  4
quando ε tende a zero.
5.2 Existência de Órbitas Periódicas
5.2.1 Resultado Principal (Teorema A)
Considere a família de equações diferenciais (5.1). Assumimos que α  0 e que f
é uma função de classe C1 e 2σ-periódica em t. Defina a sequência de funções de Melnikov
Mn : r0, 2nσs Ñ R, n P N, como
Mnpφq 
» nσ
0
Upt, nσq

fpφ  t,Γpt, vpnσqqq   fpφ t, RΓpt, vpnσqqq
	
dt,
em que R é a involução Rpx, yq  px, yq, Γpt, vpnσqq é a solução dada em (5.2), para quando
nσ P Ti, i P t1, 4, 7, 9u, e
Upt, nσq 
$'''''''&
'''''''%
 α?
θ
sech
?
θ nσ
2


sinh
?
θ p2t nσq
2


θ ¡ 0,
αp2t nσq2 θ  0,
 α?θ sec
?θ nσ
2


sen
?θ p2t nσq
2


θ   0.
A seguir, enunciamos o principal resultado deste capítulo a respeito das soluções
periódicas da equação diferencial (5.1).
Teorema A. Assuma que, para algum n P N, existe φ P r0, 2nσs tal que Mnpφq  0 e
M 1npφq  0. Então, para |ε|  0 suficientemente pequeno, existe uma solução periódica isolada
do sistema (5.1) se aproximando da solução periódica de (5.1)ε0, quando ε tende a zero, tal
que pxpφq, 9xpφqq  p0, vpnσqq.
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5.2.2 Resultados Preliminares
Concederemos alguns resultados preliminares antes de provar o Teorema A.
Note que a equação (5.1) é equivalente a
9x
9y

 A

x
y

	

0
α

  εF pt, x, yq,
onde F pt, x, yq  p0, fpt, x, yqqT e
A 

0 1
θ 0

.
Considere o problema de Cauchy$''''&
''''%
d
dt
ϕ  Aϕ  

0
	α

  εF pt  θ0, ϕq,
ϕp0q 

0
y0

,
(5.5)
então a seguinte proposição é válida.
Proposição 5.2.1. Seja ϕpt, θ0, y0, εq a solução de (5.5). Então,
ϕpt, θ0, y0, εq  Γpt, y0q   εψpt, θ0, y0q  Opε2q,
com
ψpt, θ0, y0q  eAt
» t
0
eAsF ps  θ0,Γps, y0qqds.
Demonstração. Visto que ϕ é solução do problema de Cauchy, então ϕ satisfaz a equação
integral
ϕpt, θ0, y0, εq  p0, y0q  
» t
0
Aϕps, θ0, y0, εq   p0, αq   εF ps  θ0, ϕps, θ0, y0, εqds.
Expandindo ϕ em torno de ε  0 tem-se
ϕpt, θ0, y0, εq  p0, y0q  
» t
0
AΓps, y0qds  ε
» t
0
 pAψps, θ0, y0q
 F ps  θ0,Γps, y0qqqds
 Opε2q.
Portanto,
ψpt, θ0, y0q  p0, 0q  
» t
0
pAψps, θ0, y0q   F ps  θ0,Γps, y0qqqds. (5.6)
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Da equação (5.6) seque que ψ é a solução para o seguinte problema de Cauchy:$&
%
d
dt
ψ  Aψ   F pt  θ0,Γps, y0qq,
ψp0q  0.
Consequentemente,
ψpt, θ0, y0q  eAt
» t
0
eAsF ps  θ0,Γps, y0qqds.
Isto conclui a demonstração da proposição.
Denotamos por τ 0 py0q  τ0py0q o menor tempo positivo tal que Γ 1 pτ0py0q, y0q 
0, e por τ0 py0q  τ0py0q o maior tempo negativo tal que Γ1 pτ0py0q, y0q  0. Como
ϕ1 pτ0 py0q, θ0, y0, 0q  0 e
Bϕ1
Bt pτ

0 py0q, θ0, y0, 0q  X1 pΓpτ0 py0q, y0qq  Γ2 pτ0 py0q, y0q  0,
em que X1 é a primeira componente do campo vetorial X, segue do Teorema da Função
Implícita que existe uma função suficientemente diferenciável τ : Upθ0,y0,0q Ñ Vτ0 py0qtal que
τpθ0, y0, 0q  τ0 py0q e
ϕ1 pτpθ, y, εq, θ, y, εq  0, (5.7)
para pθ, y, εq P Upθ0,y0,0q.
Proposição 5.2.2. Seja τpθ0, y0, εq o tempo satisfazendo a equação (5.7). Então
τpθ0, y0, εq  τ0 py0q   ετ1 pθ0, y0q  Opε2q,
com
τ1 pθ0, y0q  
ψ1 pτ0 py0q, θ0, y0q
Γ2 pτ0 py0q, y0q
.
Demonstração. Se expandirmos a equação (5.7) em torno de ε  0 temos
Γ1 pτ0 py0q, y0q   ε
BΓ1
Bt pτ

0 py0q, y0qτ1 pθ0, y0q   ψ1 pτ0 py0q, θ0, y0q


 Opε2q  0.
Logo
BΓ1
Bt pτ

0 py0q, y0qτ1 pθ0, y0q   ψ1 pτ0 py0q, θ0, y0q  0. (5.8)
Mas note que
BΓ1
Bt pτ

0 py0q, y0q  X1 pΓpτ0 py0qq  Γ2 pτ0 py0q, y0q.
Portanto, a igualdade acima e (5.8) viabilizam o resultado.
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Observação 5.2.3. Note ainda que
ϕ2 pτpθ0, y0, εq, θ0, y0, εq  Γ2 pτ0 py0q, y0q   ε
BΓ2
Bt pτ

0 py0q, y0qτ1 pθ0, y0qq
  ψ2 pτ0 py0q, θ0, y0q
	
 Opε2q
 Γ2 pτ0 py0q, y0q   εp
θΓ1 pτ0 py0q, y0q 	 α
Γ2 pτ0 py0q, y0q
	
ψ1 pτ0 py0q, θ0, y0q
  ψ2 pτ0 py0q, θ0, y0qq  Opε2q
A seguir, daremos alguns resultados provenientes do fato de Z ser R-reversível.
Primeiramente note que
pΓ1 pt, Rpzqq,Γ2 pt, Rpzqqq  pΓ 1 pt, Rpzqq,Γ 2 pt, Rpzqqq
e BΓ
Bt pt, zq  X
pRΓ pt, Rpzqqq,
visto que Γpt, zq  RpΓ pt, Rpzqqq. Além disso, a igualdade BBz pΓ
 pt, z0qq  Y  pt, z0q, de-
corrente do Teorema de Dependência Diferenciável das Soluções nas Condições Iniciais e da
Fórmula de Variação dos Parâmetros, fornece o seguinte lema:
Lema 5.2.4. Seja Y pt, z0q  BΓ

Bz pt, z0q, Y
 pt, z0q  eAt e z0 P Σ. Então
Y pt, z0q  RY  pt, z0qR.
Demonstração. Notemos que
BΓ
Bz pt, z0q 
B
Bz pRΓ
 pt, Rpz0qqRq  Rp BBz pΓ
 pt, Rpz0qqqR  RY  pt, Rpz0qqR.
Como z0 P Σ, temos que Rpz0q  z0 e assim concluímos a demonstração do lema.
As observações acima permitem reescrever as expressões de ψ. Como pode ser visto
a seguir.
Observação 5.2.5. Para ψ  temos
ψ pt, θ0, y0q 

ψ 1 pt, θ0, y0q
ψ 2 pt, θ0, y0q

 eAt
» t
0
eAsF ps  θ0,Γ ps, y0qqds



xv1ptq,
» t
0
eAsF ps  θ0,Γ ps, y0qqdsy
xv2ptq,
» t
0
eAsF ps  θ0,Γ ps, y0qqdsy

,
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com v1ptq e v2ptq sendo as linhas de
Y  pt, zq  eAt 

 cosh

t
?
θ
	 sinh  t?θ?
θ?
θ sinh

t
?
θ
	
cosh

t
?
θ
	

,
quando θ  0 e de
Y  pt, zq  eAt 

1 t
0 1

,
quando θ  0. De maneira análoga, usando o Lema 5.2.4 e mudanças de variáveis, para ψ
temos
ψpt, θ0   2nσ, y0q 

ψ1 pt, θ0   2nσ, y0q
ψ2 pt, θ0   2nσ, y0q

 eAt
» t
0
eAsF ps  θ0   2nσ,Γps, y0qqds
 eAt
» t
0
eAsF ps  θ0   2σ,Γps, y0qqds
 ReAtR
» t
0
eAsRRF ps  θ0   2nσ,RΓ ps, y0qqds
 ReAt
» t
0
eAsRF ps  θ0   2σ,RΓ ps, y0qqds
 R


xv1ptq,
» t
0
eAsF ps  θ0   2nσ,RΓ ps, y0qqdsy
xv2ptq,
» t
0
eAsF ps  θ0   2nσ,RΓ ps, y0qqdsy





xv1ptq,
» t
0
eAsF ps  θ0   2nσ,RΓ ps, y0qqdsy
xv2ptq,
» t
0
eAsF ps  θ0   2nσ,RΓ ps, y0qqdsy

.
Observação 5.2.6. Recordemos que F é uma função 2σ-periódica em t. Tomando
I ptq 
» t
0
eAsF ps  θ0,Γ ps, y0qqds
Iptq 
» t
0
eAsRF ps  θ0   2nσ,RΓ ps, y0qqds,
e
gps, θ0, y0q : fpθ0   s,Γ ps, y0qq   fpθ0  s, RΓ ps, y0qq,
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temos que
I ptq   Iptq 
» t
0
eAsrF ps  θ0,Γ ps, y0qq  RF ps  θ0, RΓ ps, y0qqdss

» t
0
eAs

0
gps, θ0, y0q

ds :


» t
0
u1psqgps, θ0, y0qds
» t
0
u2psqgps, θ0, y0qds

,
em que pu1psq, u2psqqT é a segunda coluna da matriz eAs.
Os resultados e observações dados até aqui nos permitem demonstrar o Teorema A.
5.2.3 Demonstração do Teorema A
Demonstração. A fim de obter a sequência de funções desejada, definiremos as funções:
Φpt, θ0, y0, εq  pt  θ0, ϕ2 pt, θ0, y0, εqq,
e
∆npθ0, y0, εq : Φ pτ pθ0, y0, εq, θ0, y0, εq  Φpτpθ0, y0, εq, θ0   2nσ, y0, εq.
Notemos que zeros da função ∆n implicam na existência de órbitas periódicas de (5.1) (veja
Figura 17). Desta maneira, a ideia da prova do Teorema A consistirá em expandir ∆n em série
de Taylor em torno de ε  0 até ordem 1 e fazer aplicações do Teorema da Função Implícita.
Para tanto, explicitaremos as entradas de ∆n, assim como segue
∆npθ0, y0, εq  p∆n1 py0, εq,∆n2 pθ0, y0, εqq
: pτ pθ0, y0, εq  τpθ0, y0, εq  2nσ,
ϕ 2 pτ pθ0, y0, εq, θ0, y0, εq  ϕ2 pτpθ0, y0, εq, θ0   2nσ, y0, εqq
Nosso objetivo compreende a resolução da equação
∆npθ0, y0, εq  0.
Para isso, resolveremos inicialmente ∆n1 py0, εq  0. Notemos que,
∆n1 py0, εq  τ pθ0, y0, εq  τpθ0, y0, εq  2nσ
 τ0py0q  Opεq  pτ0py0q  Opεqq  2nσ
 2τ0py0q  2nσ  Opεq.
Como τ0 é bijetora, segue que existe um único y0 tal que τ0py0 q  nσ, e portanto
∆1py0 , 0q  0. Além disso,
B∆1
By0 py

0 , 0q  2τ 10py0q ¡ 0. Desta forma, a aplicação do Teorema
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x
y
t
y0
y0   2nσ
y0
Φpτpθ0, y0, εq, θ0   2nσ, y0, εq
Φ pτ pθ0, y0, εq, θ0, y0, εq
Figura 17 – Representação dos pontos Φ  e Φ, que dão origem a função diferença ∆n.
da Função Implícita nos garante a existência de ε1 ¡ 0, δ1 ¡ 0 e uma função de classe C1,
y : pε1, ε1q Ñ py0  δ1, y0   δ1q, tais que yp0q  y0 e ∆n1 pypεq, εq  0, para todo ε P pε1, ε1q.
A fim de facilitar a resolução da equação ∆n2 pθ0, ypεq, εq  0, algumas observações
são fornecidas.
Observação 5.2.7. Da Observação 5.2.3 segue que
Γ 2 pτ0py0q, y0qϕ 2 pτ pθ0, y0, εq, θ0, y0, εq  pΓ 2 pτ0py0q, y0qq2   εppθΓ 1 pτ0py0q, y0q  αq
ψ 1 pτ0py0q, θ0, y0q   Γ 2 pτ0py0q, y0qψ 2 pτ0py0q, θ0, y0qq  Opε2q.
Assim, se definirmos
ξ pθ0, y0q  pθΓ 1 pτ0py0q, y0q  αqψ 1 pτ0py0q, θ0, y0q   Γ 2 pτ0py0q, y0qψ 2 pτ0py0q, θ0, y0q,
decorre das Observações 5.2.6 e 5.2.5 que
ξ pθ0, y0q  xv1pτ0py0qqpθΓ 1 pτ0py0q, y0q  αq,
» τ0py0q
0
eAsF ps  θ0,Γ ps, y0qqdsy
  xv2pτ0py0qqΓ 2 pτ0py0q, y0q,
» τ0py0q
0
eAsF ps  θ0,Γ ps, y0qqdsy
 xv1pτ0py0qqpα  θΓ 1 pτ0py0q, y0qq   v2pτ0py0qqΓ 2 pτ0py0q, y0q, I 0 y
 xpα, y0q, I 0 y,
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onde I0  Ipτ0py0qq. Analogamente, para ϕ2 pτpθ0, y0, εq, θ0   2nσ, y0, εq temos
Γ 2 pτ0py0q, y0qϕ2 pτpθ0, y0, εq, θ0   2nσ, y0, εq  pΓ 2 pτ0py0q, y0qq2   εppα  θΓ 1 pτ0py0q, y0qq
ψ1 pτ0py0q, θ0   2nσ, y0q   Γ 2 pτ0py0q, y0qψ2 pτ0py0q, θ0   2nσ, y0qq  Opε2q,
e
ξpθ0, y0q  xpα, y0q, I0 y.
Ao expandirmos ∆n2 pθ0, ypεq, εq em torno de ε  0 obtemos
∆n2 pθ0, ypεq, εq  εpy0 xpα, vpnσqq, I 0   I0 y  Opε2q.
Então, tomando
∆˜n2 pθ0, εq 
∆n2 pθ0, ypεq, εq
εy0
Mnpθ0q  Opεq,
com
Mnpθ0q : xpα, vpnσqq, I 0  I0 y 
» nσ
0
Upt, nσq

fpθ0 t,Γpt, vpnσqqq fpθ0t, RΓpt, vpnσqqq
	
dt,
podemos concluir a demonstração do teorema, visto que uma nova aplicação do Teorema da
Função Implícita nos garantirá que zero simples φ P r0, 2npis de Mn implicam na existência de
um ramo φpεq de zeros simples de ∆˜n2 p, εq, satisfazendo φp0q  φ.
A seguir, daremos alguns exemplos de aplicação do Teorema A.
Exemplo 5.2.8. A equação a seguir foi objeto de estudo de Jacquemard, Silva e Teixeira em
[41]. Considere a equação diferencial
:x  αsgnpxq  x  εsenpβtq, (5.9)
com α ¡ 0. Note que se tomarmos fpt, x, 9xq  senpβtq e θ  1, estaremos lidando com um caso
particular de (5.1). Neste caso teríamos σ  pi{β e
M1pφq  4α senpβ φq
β2   θ .
Como M1p0q  0 e M 11p0q  0, segue do Teorema A que existe uma solução 2pi{β-periódica de
(5.9), tendendo a solução periódica pxptq, 9xptqq de (5.9)ε0 cuja condição inicial é xp0q  0 e
9xp0q  α tanhp
?
θσ{2q{
?
θ.
Exemplo 5.2.9. Retomemos a equação (4.2) estudada no capítulo anterior,
:x  x  asgnpxq  pptq,
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que é equivalente a
x2   x   sgnpxq  εpptq,
com p sendo um função ω-periódica e de classe C6, e ε  1{a. Tomando fpt,x,x1q  pptq, θ  1
e α  1, o Teorema A nos fornece a seguinte sequência de funções de Melnikov:
Mnpφq 
» nω
2
0
 sec
nω
4
	
pppφ tq   ppt  φqqsen

1
2p2t
nω
2 q


dt

» nω
2
0
pppφ tq   ppt  φqq

cosptqtg
nω
4
	
 senptq
	
dt.
Observação 5.2.10. Observamos que algumas condições sobre p podem nos fornecer uma
expressão mais simplificada de Mn, facilitando a determinação de órbitas periódicas para (4.6).
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