Generally speaking, the orientation of an image can easily be recognized by human beings. On the other hand, recognizing the orientation of an image is one of the challenges facing digital image processing. Several attempts have been made in this research area. However, the optimal solution still needs to be determined. For such a solution, the main issue is to obtain the precise angle for possible rotation. Numerous attempts have been made to address this issue; some of them mainly focus on coarse angles, whereas others have applied fuzzy logic in order to determine more precise angles. In this paper, a two-stage method is introduced in which a coarse angle estimation is achieved through the use of the Convolutional Neural Network (CNN) approach, and a more precise angle is acquired via fuzzy logic. An extensive evaluation of the proposed method is carried out on different public datasets. The results indicate an outstanding level of performance in terms of optimizing image orientation.
I. INTRODUCTION
The orientation of an image can easily be recognized by human beings. On the other hand, recognizing the orientation of an image is one of the challenges researchers in the area of computer vision and digital image processing. That is, digital cameras and smart phones have an automatic orientation feature built-in [1] , but still face many challenges such as if an image has many edge pixels at different angles within the image, it is not possible to estimate the orientation. This has attracted the attention of researchers for decades. Furthermore, Ciocca et al. [2] proposed a method based on low-level features of an image. Recently, a deep learning approach has shown its ability to deal with most image processing tasks very effectively and efficiently. In this sense, Swami et al. [3] applied CNN architecture to estimate the coarse angle of orientation, and showed that high-level features can give a better result than low-level features. Moreover, Reshmalakshmi and Sasikumar [4] proposed a method which applies fuzzy inference based on edge pixels, and claim that ''orientation can be defined linguistically using fuzzy inference rather than mathematically''.
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Our motivation in terms of this problem is to apply both of the above tools -deep learning and fuzzy logic -in order to estimate the orientation of an image more precisely. In particular, this paper proposes a two-stage method which firstly determines coarse angles using the Convolutional Neural Network (CNN) approach then, in the next step, fuzzy logic is applied in order to estimate a more precise angle of orientation. Meanwhile, a novel edge detection method is introduced by adding fuzzy inference to our existing edge detection approach [5] .
The methodology we applied for this involves three basic steps: 1. Pre-process the dataset 2. Apply deep learning to determine a coarse angle 3. Apply fuzzy logic to determine a more precise angle. Finally the results are tested and evaluated. The tests are performed extensively on the dataset we supposed to work on and other datasets as well. The results show better performance than the existing state-of-the-art approach.
The rest of the paper is organized as follows. Section 2 explains existing attempts to defeat this problem and our contributions. The methodology and detailed proposed method is outlined in Section 3. Section 4 shows the experimental results and, finally, a conclusion is offered in Section 5.
II. RELATED WORKS
This section highlights work that has been undertaken in terms of image orientation. In particular, it is recognized that automatic image orientation detection is a very difficult problem. That is, in order to identify the correct orientation of an image, people use object recognition and the contextual information present in the image [6] . The low-level feature of the image can also be considered as an alternative method [7] . Nevertheless, a problem in image orientation estimation can be raised without even recognizing the object available in an image [8] . Moreover, the accuracy of image orientation estimation would greatly depend on the ability to bridge the semantic gap between high-level cues and lowlevel features [8] . One of the assumptions is that the input image is restricted to only four possible rotations that are multiples of 90 • [9] , whereas an image can be moved by any angle in order to correct the orientation. Furthermore, Bayesian methods have been successfully adopted in dealing with many image analysis and computer vision problems [9] .
Some methods explicitly use the fine structure of the image to estimate the rotation. For example, Wei et al. [10] used the interpolation artifacts introduced by applying rotation to digital images. However, this method would not work for images which were not upright. In addition, Solanki et al. [11] estimated the rotation of printed images by analyzing the pattern of printer dots. Clearly, this method does not apply to images taken with a digital camera. Most of the methods used explore the low-level features of an image to obtain a better context with regard to the image [12] - [ 15] . Besides, it has been pointed out that using single feature classification cannot be done with a high degree of accuracy [12] .
In order to classify images to such a high degree, highlevel features should also be considered alongside low-level features [9] . Other approaches such as deep CNN, attracts us with its ability to extract features -low-level as well as highlevel -with minimal amounts of pre-processing. For example, AlexNet [16] proposed a method that uses a CNN for object classification purposes. This is trained on a large dataset of around 1.2 million high-resolution images consisting of thousands of different classes. The results of this study are significantly better than the existing state-of-the-art.
Reshmalakshmi and Sasikumar [4] proposed estimating the orientation of an image using fuzzy logic. The idea is new and extremely good. Humans identify the correct orientation of an image through contextual information [31] . Context information must be employed in the edge detection process [32] . Ultimately we can say that human perceives orientation of an image based on edges upon which he applies knowledge. In fuzzy inference system human knowledge can be interpreted as set of fuzzy rules to design the system. In other words, image orientation estimation is a kind of problem where the solution (through AI) can't be given in 'true' or 'false' because it involves vagueness and ambiguity that can easily be determined by human knowledge. Fuzzy systems deal uncertainty in the result with the ''degree of membership''. Fuzzy logic represents a good mathematical framework to deal with uncertainty of information or we can say efficiently deal with imprecise data [17] . Nonetheless, Reshmalakshmi and Sasikumar [4] still suffers when it comes to identifying right angles, especially if edges suggest more than one direction.
In summary, the earlier methods are mostly based on lowlevel features. However, several recent pieces of research make it clear that high-level features are becoming increasingly useful when it comes to determining the orientation of an image. Moreover, we cannot close our eyes to the fact that in order to find the orientation of an image more precisely we must make use of fuzziness. In our proposed work therefore, CNN is used to deal with features that lie on both low-and high-dimensional space, and fuzzy logic is applied to deal with the fuzziness involved in the process.
A. Our Contributions • To the best of our knowledge, this is the first time that CNN and fuzzy logic have been used together for image orientation detection.
• Edge detection based on fuzzy inference with an existing gradient edge detection system is introduced.
III. METHODOLOGY
The main objective is to design a framework to detect the orientation of an image to the degree expected of a human being. In particular, the orientation estimation of an image can be seen as a logical problem, with logical decision making playing a vital role [4] . Given the amazing performance of CNN in terms of computer vision [16] , [18] , [19] , we decided to leverage their representational power for image orientation detection. Moreover, to deal with the fuzziness of the system, fuzzy logic is applied [4] , [20] , [21] . Since our intention is to estimate more precise angles that would be multiple of 22.5 instead of coarse angles (0 0 , 90 0 , 180 0 , and 270 0 ) in terms of orientation correction [3] , orientation correction at the finer-level needs more processing overhead for a correct skew angle (say ±22.5). To minimize the search, and especially to prevent erroneous estimation, a Two-Stage method is preferable. The intermediate step of Figure 1 's image orientation process is further expanded in Figure 2 .
To do this, we use two steps: • First, estimate the coarse angle (0 0 , 90 0 , 180 0 , and 270 0 ). • Second, estimate the more precise angle to obtain the correct orientation. The stages shown in Figure 2 are explained in more details in the following sections.
The first stage of the process is to estimate the coarse angle through CNN, with the next stage being used to search for the right edge pixel among many edge pixels. In order to minimize the search and especially to prevent erroneous estimation, the coarse angle needs to be determined. 
1) CNN ARCHITECTURE
We make use of AlexNet [16] pre-trained on ImageNet LSVRC-2010 CNN architecture. In particular, the network consists of 8 layers, five of which are convolutional, while three are fully connected. Rectified linear unit (ReLU) is used as an activation function after each of the five convolutions. Furthermore, max pooling (3 × 3 with stride [2 2] and padding [0 0 0 0]) is applied after 1, 2 and 5 convolutional layers in order to shrink the input image. In addition, cross channel normalization with 5 channels per element is applied after 1 and 2 convolutional layers. To prevent overfitting, two fully-connected layers (6 and 7) are applied as dropout layers. This helps to drop out 50% of the neurons and connections on which learning does not depend. Here, with the last output layer fc8, the architecture is changed with four outputs. Figure 10 shows the architecture.
2) TRAINING
The idea behind replacing the last output layer with four outputs is to find the orientation of the input image among four coarse angles (0 • , 90 • , 180 • and 270 • ). For this, 50,000 images are chosen from the SUN397 dataset [22] . Each is intentionally rotated by 90 • , 180 • , and 270 • degrees, and labeled as 1, 2, and 3 respectively. Let D be a training dataset, then
where N is the total number of training samples (in our case N = 200,000 (50000 x 4)) and θ represents the exact orientation of the image i.e., 0 for 0 0 , 1 for 90 0 , 2 for 180 0 , and 3 for 270 0 . As our CNN architecture consists of four outputs representing feature vectors of the input corresponding to each class (coarse angles), then the softmax layer gives the probability that an input belongs to a particular class as seen by:
where z is a four dimensional vector and z j are the scores inferred by the net for class j. Equation (2) shows the probability of the class labeling of training sample S i with class j. The categorical cross-entropy loss (L i ) for this i th training sample is given by the loss function:
The objective was to train the model with minimized crossentropy loss as indicated by Equation (3). We trained our model using the stochastic gradient descent (SGD) method, with a momentum of 0.9 and a weight decay of 0.0005 with a batch size of 256. We trained the model with these initializations for 10 epochs, and then reduced the learning rate by 2 times for another 10 epochs, while the last learning rate was reduced for another 10 epochs by 1 more time before termination. Finally, we stopped the training after 30 epochs with three times reduced learning rate when the loss plateaued.
Once the model had been trained, it was able to estimate coarse angle i.e. any one of these degrees 0 • , 90 • , 180 • or 270 • . The accuracy was tested on different datasets and proved to meet the state-of-the-art level.
B. PRECISE ANGLE ESTIMATION
Even after coarse angle estimation there may be number of edge pixels that can be seen within the estimated region. In order to choose the right one, a fuzzy logic framework was proposed, using member function and a set of rules.
In [4] , the orientation estimation was based on fuzzy inference which was based on edges; as a result, it became more challenging to detect accurate edges in order to design an efficient orientation estimation algorithm. For this purpose, we used the edge detector that is discussed in the following section.
1) EDGE DETECTION IN FUZZY DOMAIN
The edge detector proposed by Reshmalakshmi and Sasikumar [4] was applied, but our existing gradient edge detection method [24] was considered instead, in order to extend it into the fuzzy domain. Therefore, a pixel was identified as an edge if the difference in intensities between neighboring pixels was considered to be higher than the threshold value and not an edge otherwise [4] . Here fixed value thresholding was applied. However, this might lead to some weak edges being missed the reason why fuzzy logic is applied in the process. For edge detection, four gradients of an image were chosen: horizontal (G x ), vertical (G y ) and two diagonal (G r , G l ). Figure 3 represents a set of image pixels I . 
Equation 4
defines each of the considered gradients. By using member functions and a set of linguistic rules, the edge pixel was deduced. The defined linguistic rules are given in Table 1 . Gaussian member function is used to design antecedents and a triangular member function is used to design consequents, as illustrated in Equations (5) and (6) 
In the above triangular membership function, parameters are specified as the vector fuzzy sets as zero and not zero The fuzzy set zero characterized by Gaussian membership function which means that the gradients of pixels are comparatively low and not zero otherwise. Then the Mamdani fuzzy inference method was applied [28] - [30] . This establishes the rule strength by combining the fuzzified inputs according to fuzzy rules as described in Table 1 , and determines the consequences of the rule by combining the rule strength and the output membership function (6) . Here the consequents characterized by a triangular member function generates two fuzzy sets namely edge and not edge. Finally the defuzzified output distribution is obtained.
The performance of the gradient edge detection method with two additional convolutions developed by one of the authors has increased the accuracy of the approach [5] . By introducing fuzzy logic to the existing edge detector, we can identify not only strong edges, but weak edges too.
To measure the performance of the edge detector, the Mean Square Error (MSE) and the Peak Signal-to-Noise Ratio (PSNR) are utilized. The calculations are given by Equations (7) and (8) 
where f is the original image, F is the filtered image, and m and n are the number of pixels across rows and columns of the image.
R is the maximum fluctuation in the input image data type, which is an 8-bit unsigned integer data type in our case, i.e. 255. The higher the PSNR, the better the construction of the degraded image in terms of matching the original image, which means better edges are detected [33] . Experiments show that the highest PSNR of the proposed edge detector is as shown in Table 3 .
2) ORIENTATION ESTIMATION IN THE FUZZY DOMAIN
Once the edges were detected, our next step was to estimate the precise angle of the orientation based on the location of edge pixel, as shown in Figure 4 . Before introducing the fuzzy inference system for the orientation estimation, we tried to explain the difficulties that lead to the fuzziness and how CNN and fuzzy logic deal with the situation together, with the help of Figure 5 and Figure 6 .
In Figure 5 , different angles of orientation are detected in the direct fuzzy domain (without CNN) as in Figure 5 We have already determined the coarse angle that may be any one of 0 • , 90 • , 180 • and 270 • in the first step through CNN. So, under the fuzzy domain, we will concentrate only on those edge pixels which fall under determined coarse angle, for the case shown in Figure 5 But it is already known that the image is rotated by 90 • , so the selected orientation among the above three possibilities is 45 • (0 • + to 90 • ). Based on these observations, a fuzzy logic framework is proposed using the triangular member function (6) as graphically represented in Figure 9 , which defines the consequents (that are all the prescribed angles) of the fuzzy system. All the possible numbers of edge pixels that are input to the system are known as antecedents, and are the consequents of the edge detection process. The well-defined set of rules for fuzzy inference system is shown in Table 2 .
With reference to Figure 9 , the parameters used in triangular membership function (6) keep the values as follows, and 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The overall performance of the proposed two-stage method was done in three stages. Firstly, objective evaluation of the classification process was done that was actually tuning up the CNN architecture. Secondly, the effectiveness of the edge detection process using fuzzy inference has been tested through PSNR. Finally, subjective evaluation of the simulated result of the orientation estimation process in fuzzy domain was done. The experiments were conducted on an NVIDIA GeForce R GTX 1080 Titan. We considered the SUN397 dataset. A set of 50,000 images were randomly selected and rotated by 90 • , 180 • and 270 • .The resolution of the image is also important and affects the performance [23] . Therefore, we considered a 256×256 resolution in order to reach a compromise with the processing overheads. The results were then compared with the existing state-of-the-art methods proposed by Reshmalakshmi and Sasikumar [4] and Ciocca et al. [2] . The method was cross-evaluated with other datasets such as MIT Indoor [24] , INRIA Holidays [25] and PascalVOC 2012 [26] .
We tested our first step involving the coarse angle estimation method. The results obtained were almost the same as found with similar existing methods such as [16] , with an accuracy of more than 90%. Since our primary aim was to evaluate the proposed two-stage method, we proceeded to further experiments. Our next step was to test the precise angle estimation which also included the previous step. In order to test the performance of the proposed method, initially the effectiveness of the edge detection method was measured by Equation (8) as shown in Table 3 . The result shows the effectiveness of the fuzzy inference. Some sample results are shown in the Table 6 . It was found to be more effective, and led to the next step which depended on it.
Finally, subjective evaluation of the simulated result of the orientation estimation process in fuzzy domain was done. Actually the process was done through the mapping of the object image with Figure 4 . A sample representation of edge pixels are shown in Figure 11 . Here, in Figure 11 the differences in pixel values of the edge pixels can be noticed. These differences guaranteed that the weak edges are also being considered. On the other hand, the difference in angle during the process of mapping is efficiently dealt with the triangular member function (6) , where the value of feet a and c are -1.5 and +1.5 respectively of the defined precise angles. And the process was applied on randomly selected images from the dataset and conclusion was drawn using fuzzy logic which includes the member function (6) and set of rules form Table 2 . The result was compared with the existing state-of-the-art methods as proposed by Reshmalakshmi and Sasikumar [4] and Ciocca et al. [2] as shown in Figure 7 and some sample images are shown in Table 2 . It should be noted that the credibility of the results shown here in Figure 7 and 8 are limited to the data source. Figure 7 shows that Ciocca et al. [2] performed relatively poorly, especially in that it failed to detect the orientation of about 50% of the images outside the training dataset. This confirms that using low-levels features makes it hard to detect the correct orientation. The performance of another method based on fuzzy inference (Reshmalakshmi and Sasikumar [4] ), was better than [2] . However, our Two-Stage method performed better in terms of higher accuracy than [2] . Moreover, the experiments showed that the method involving strict fuzzy inference [2] is biased towards images having many edges which construct straight lines, especially if the straight lines meet with many of the angles considered for estimation (0 of the two-stage method is to detect the coarse angle, which in this case was 45 • . So, the only edge pixel to be considered for estimation is 45 • (0 • + to 90 • ). Moreover, for further evaluation of the proposed method a larger dataset ImageNet [27] was considered. It consisted TABLE 5. Comparative qualitative results of images with some natural variability with the proposed method, CNN and fuzzy inference. of 1.2 million high-resolution images. The evaluation was carried out in different ways:
• Using a pre-trained network on the ImageNet dataset. • Using our trained network on the SUN397 dataset. The performances was as shown in Figure 8 : Figure 8 gives a clear indication that the self-trained network performed well. As can be seen in Figure 7 , the proposed method gives better results i.e. 95.23% using the selftrained network compared with a drop in accuracy of almost 6% (to 89.09%) if cross evaluated with the ImageNet result. However, the experiment shows that when the method is further evaluated using different datasets (MIT Indoor -15620, INRIA-1491, and Pascal-10103 images) the performances are almost the same or slightly better if network is trained on SUN397 (131067 images) instead of ImageNet (1.2 million images). Table 4 represents some of the sample images whose angles of orientation cannot be estimated precisely by the two methods (CNN and Fuzzy logic) individually. However, the Two-Stage method can deal with the situation effectively. Table 5 represents some of sample images selected form image data source having different type of noises. The performance of the proposed method is relatively better than the other methods.
V. CONCLUSION AND FUTURE WORK
The proposed Two-Stage method for the estimation of the orientation of images showed better performance than the existing state-of-the-art methods. The first step of the approach is purposely introduced to reduce the fuzziness involved in the process. That is, once the coarse angle has been estimated, the number of edge pixels to be considered is reduced for further processing, leading to greater accuracy. The next step is to estimate more precisely the angle of orientation. This is done through a well and precisely defined set of rules working upon the Mamdani fuzzy inference system. The edge detection with fuzzy inference added an outstanding advantage to the system as the method is able to determine even very weak edges. The system still faces a number of challenges as the orientations of some images were wrongly estimated.
The suggested path for further enhancement is to analyze the wrongly estimated images and add them to the training set in order to achieve better understanding. Furthermore, other deep learning architectures can also be considered or the existing architecture can be tuned up differently in order to improve the result. In a fuzzy system, rules play a critical role, so the rules can also be redefined to make them more precise and accurate.
