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STOCHASTIC FIXED POINT EQUATION AND LOCAL
DEPENDENCE MEASURE
KRZYSZTOF BURDZY, BARTOSZ KO LODZIEJEK, AND TVRTKO TADIC´
Abstract. We study solutions to the stochastic fixed point equation X
d
= AX + B
where the coefficients A and B are nonnegative random variables. We introduce the
“local dependence measure” (LDM) and its Legendre-type transform to analyze the
left tail behavior of the distribution of X . We discuss the relationship of LDM with
earlier results on the stochastic fixed point equation and we apply LDM to prove a
theorem on a Fleming-Viot-type process.
1. Introduction
Our research on the stochastic fixed point equation is motivated by a problem arising
in the theory of the so-called Fleming-Viot processes. We made a partial progress
towards our goal in [8]. This article contains new ideas that lead to the complete
solution of that problem; see Section 7 for details. Needless to say, we hope that the
new technique developed in this paper will have applications beyond the theory of
Fleming-Viot processes.
Given a pair of random variables (A,B), an independent random variable X is said
to satisfy the stochastic fixed point equation if
(1.1) X
d
= AX +B.
The behavior of the solution, especially the left and right tails, has been extensively
studied. A classical result ([15, 11]) says that under some assumptions on (A,B), for
some α,C−, C+ > 0,
(1.2) P(X > x) ∼ C+x−α and P(X < −x) ∼ C−x−α,
as x → ∞ (see Theorem 7.12 for a fully rigorous version). An excellent review of the
subject can be found in [5].
It can be shown that if A and B are nonnegative random variables then a nonconstant
solution X to (1.1) must be also a nonnegative random variable (we do not present a
proof because this claim is not needed for the main application of (1.1) in Section 7).
If X is nonnegative then the first estimate in (1.2) is still meaningful and informative,
but the second one is not because for x > 0 we have P(X < −x) = 0. In this article,
we will continue the analysis of the behavior of P(X < x) as x→ 0+ initiated in [8].
We will introduce a new concept of “local dependence measure” (LDM) and its
Legendre-type transform. We will relate LDM to concepts discussed in [8]: inverse
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exponential decay of the tail of B, and positive quadrant dependence of A and B. We
will illustrate the power of LDM by a few examples, including the proof of a result on
the Fleming-Viot model.
1.1. Organization of the paper. Section 2 is devoted to the basic general properties
of solutions to the stochastic fixed point equation (1.1). We recall the conditions that
guarantee the existence and uniqueness of the solution in Theorem 2.2 and Corollary
2.3.
In Section 3 we define the local dependence measure (LDM) for the random variables
(A,B) in (1.1), and its Legendre-type transform. We study basic properties of these
functions and present their first application to the stochastic fixed point equation.
In Section 4 we show that if LDM for the random variables (A,B) exists then the
solution to (1.1) is a random variable with an “inverse exponential decay” left tail.
Section 5 is devoted to calculating explicit formulas for LDM (Proposition 5.3) and
its Legendre-type transform (Proposition 5.4) when A and B are positively quadrant
dependent random variables.
In Section 6 we prove that if Xn = AnXn−1 +Bn for n ≥ 1, X0 = 0 and (An, Bn)n≥1
is a sequence of independent copies of (A,B), then
lim inf
n→∞
Xn
H−1(logn)
= (λ∗)1/ρ,
where H is a regularly varying function introduced in the definition of LDM, λ∗ is the
fixed point for the Legendre-type transform, and ρ is a parameter in the definition of
LDM.
In Section 7 we apply an LDM to prove a version of the Law of Iterated Logarithm
for a Fleming-Viot type process.
2. General results on stochastic fixed point equation
In this section we will introduce notation and conventions used in the rest of the
paper, and present some known general results, with references but no proofs.
In this section, and this section only, we will allow the coefficients A and B of the
stochastic fixed point equation
(2.1) X
d
= AX +B,
to take arbitrary (positive and negative) values. Starting with Section 3, we will assume
that A,B ≥ 0, a.s.
We will say that X , a random variable with values in R, is a solution to (2.1) if
one can construct X,A and B on the same probability space in such a way that X is
independent of (A,B) and (2.1) is satisfied.
We will always use (An, Bn) to denote a vector with the same distribution as (A,B)
(the distribution of (A,B) can change from one context to another).
Let (An, Bn)n≥1 be an i.i.d. sequence and define random affine maps from R to itself
by
Ψn(t) = An t +Bn, t ∈ R.
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Clearly, (Ψn) is an i.i.d. sequence. Suppose that X0 is independent from (An, Bn)n≥1
and let
Xn = Ψn(Xn−1) = AnXn−1 +Bn,(2.2)
for n ≥ 1. Note that (Xn) is a Markov chain. It is easy to check that
Xn =
(
n∑
k=1
Bk
n∏
j=k+1
Aj
)
+X0
n∏
i=1
Ai.
We define another sequence of affine mappings, starting with S0(t) = t for all t ∈ R,
and continuing inductively by
Sn(t) = Sn−1 ◦Ψn(t) = Sn−1(Ant+Bn),
for n ≥ 1. Then we have
Sn(t) =
(
n∑
k=1
Bk
k−1∏
j=1
Aj
)
+ t
n∏
i=1
Ai,
with the convention that
m∏
j=k
Aj = 1 if m < k. Re-indexing of the sequence (An, Bn)n≥1
easily shows that
Xn
d
= Sn(X0)(2.3)
for each n ≥ 1.
The following follows from the “Principle” stated on page 264 of [16].
Lemma 2.1. If for each t ∈ R the sequence (Sn(t)) converges almost surely to a limit,
say S, which does not depend on t, then the law of S is the unique solution to (2.1).
Moreover, (Xn) converges to S in distribution, for any X0.
The only natural candidate for the limit S is the series
S :=
∞∑
k=1
Bk
k−1∏
j=1
Aj .(2.4)
If P(A = 0) > 0, then N = inf{n ≥ 1: An = 0} is a.s. finite and
Sn(t) =
N∑
k=1
Bk
k−1∏
j=1
Aj
for all n ≥ N . Thus, the condition P(A = 0) > 0 ensures the a.s. convergence of (Sn(t))
for all t ∈ R.
For x > 0, let fA(x) =
∫ x
0
P(|A| < e−t)dt. The following theorem characterizes almost
sure convergence of (Sn(X0)). It follows from a more general result in [12, Thm. 2.1].
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Theorem 2.2. Suppose that P(B = 0) < 1 and P(A = 0) = 0. Then,
(2.5)
∞∑
n=1
|Bn|
n−1∏
j=1
|Aj| <∞, a.s.
is equivalent to
n∏
j=1
Aj → 0 (n→∞) and
∫
(1,∞)
log b
fA(log b)
P|B|(db) <∞.(2.6)
Each of the above equivalent conditions (2.5) and (2.6) implies that, a.s.,
Sn(X0)→ S, n→∞.(2.7)
Conversely, if
P(Ac+B = c) < 1 for all c ∈ R,(2.8)
and (2.6) does not hold, then
|Sn(X0)| P−→∞, n→∞.
According to [12, Cor. 4.1] or [5, Theorem 2.1.3], a sufficient condition for (2.6) is
E[log |A|] < 0 and E[log+ |B|] <∞.(2.9)
If (2.8) does not hold, i.e., there exists c ∈ R such that Ac+B = c, a.s., then X ≡ c
is the unique solution to (2.1).
The following result follows from Lemma 2.1 and Theorem 2.1; or from [12, Theorem
3.1].
Corollary 2.3. Assume that the nondegeneracy condition (2.8) is satisfied.
(i) If P(A = 0) > 0 or (2.6) holds, then for every X0,
Xn
d−→ X, n→∞,
where X is the unique solution to (2.1).
(ii) If P(A = 0) = 0 and (2.6) fails, then for every X0,
|Xn| P−→∞, n→∞.
We say that a real random variable Y is stochastically majorized by Z, and we write
Y ≤st Z, if P(Y ≤ x) ≥ P(Z ≤ x) for all x ∈ R.
Lemma 2.4. Consider (Xn) defined in (2.2). If A ≥ 0, a.s., and X1 ≥st X0, then for
all n ≥ 1,
X ≥st Xn+1 ≥st Xn ≥st X0.
Proof. It is enough to show that Xn+1 ≥st Xn for all n ≥ 1. We proceed by induction.
Suppose that Xn ≥st Xn−1. Since An+1 ≥ 0 a.s., we have
Xn+1 = An+1Xn +Bn+1 ≥st An+1Xn−1 +Bn+1 d= Xn.

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If both A and B are nonnegative and X0 = 0 then X1 = B1 ≥ 0 and, therefore, the
assumptions of Lemma 2.4 are satisfied. In this case, for all x ≥ 0 and n ≥ 1,
P(X ≤ x) ≤ P(Xn ≤ x).(2.10)
3. Local dependence measure and Legendre-type transformation
From now on, we will assume that the coefficients A and B of the stochastic fixed
point equation (2.1) are nonnegative, i.e., A,B ≥ 0, a.s.
The concept of a regularly varying function is well known. For the definition and a
review of properties of regularly varying function needed in this project, see [8, Sec. 2].
Definition 3.1. ([8]) We say that a nonnegative random variable X has an inverse
exponential decay of the left tail with degree ρ > 0 if
(3.1) lim
x→0+
− logP(X < x)
H(x)
= λ,
for a regularly varying function H with index −ρ at zero and λ ∈ [0,∞]. We call such
a random variable IEDρH(λ)-random variable.
Sometimes we will write f(x) ∼ g(x), x→∞, to indicate that limx→∞ f(x)/g(x) = 1
(the same notation will apply in the case when x goes to a different limit).
Remark 3.2. We will argue that if H is regularly varying with index −ρ < 0 at 0
then there exists a continuous nonincreasing regularly varying function H˜ with index
−ρ < 0 at 0, such that
lim
x→0+
H(x)/H˜(x) = 1.
To see this, first apply the Smooth Variation Theorem ([3, Theorem 1.8.2]) which
states that for any regularly varying function f there exists a smooth function f1 with
f(x) ∼ f1(x). So, we have H(x) ∼ H1(x) for some smooth H1.
Then, the monotone equivalent H˜ to H1 can be constructed using [3, Theorem 1.5.3].
By continuity of H1, the function H˜ will be also continuous. For more details see [3,
Thm. 1.5.4] or [4, Cor. 4.2]. Without loss of generality, we will assume from now on
that every regularly varying function H is continuous and monotone. Then H has an
inverse, denoted by H−1, which is regularly varying with index −1/ρ at ∞.
The ultimate goal of this project is to develop an effective tool for the analysis of
the lower tail of the solution to (2.1). The random variables A and B in that formula
are not necessarily independent. We will quantify their dependence using the “local
dependence measure” (LDM) defined below.
Definition 3.3. We will say that, for a pair of nonnegative random variables (A,B),
a function g : [0,∞) → [0,∞] is their (ρ,H)-local dependence measure ((ρ,H)-LDM)
if for a regularly varying function H with index −ρ < 0 at 0,
(3.2) g(y) = lim
ε→0+
− log P(εAy +B < ε)
H(ε)
.
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Remark 3.4. If g(0) > 0, then (3.2) implies
lim
ε→0+
logP(εAy +B < ε)
logP(B < ε)
=
g(y)
g(0)
, y ≥ 0.
Similar conditions for the distribution of a pair (A,B) were considered in literature in
related context. In particular, in [6, Thm. 2.1] it is assumed that there exists a finite
function f such that
lim
x→∞
P(Ay +B > x)
P(B > x)
= f(y), y ∈ R.(3.3)
If A and B above are independent, A has a finite moment generating function and
x 7→ P(eB > x) is regularly varying with index −α ≤ 0 at ∞, then by the Breiman
lemma (see [10]) we have f(y) = E[eαAy]. However, if A and B are not independent, yet
(3.3) holds, then f may be of different form (see [6, Remark 2.3]). Another condition
of similar nature was stated in [17, (9)].
In Section 5 we will show that if random variables A and B are positively quadrant
dependent, then g defined in (3.2) can be given explicitly. If A and B are not positively
quadrant dependent then the form of g may vary significantly (see Example 3.7 and
Proposition 7.7).
Lemma 3.5. If g is (ρ,H)-LDM, then g : [0,∞)→ [0,∞] is a nondecreasing function.
Proof. If y1 ≤ y2 then P(εAy2 +B < ε) ≤ P(εAy1 +B < ε). This and (3.2) imply that
g(y1) ≤ g(y2). 
Remark 3.6. If (3.2) holds for y = 0 then B is an IEDρH(g(0))-random variable.
Example 3.7. Some of our results hold only if the LDM g is continuous at 0. The
question of whether every LDM must be continuous at 0 does not seem to be trivial.
Therefore, we present an example showing that g can be discontinuous at 0. Here we
do not make any claims concerning continuity of g on (0,∞).
Let A = V/U and B = U , where V and U are positive continuous random variables
such that P(V < v) = e−1/v for v > 0, and
P(U ∈ du, V ∈ dv) = (c1e−λ1/u1(v<1) + c2e−λ2/u1(v≥1)) 1(u≤1)duP(V ∈ dv),
where λ1 > λ2 > 0, and c1 and c2 are positive normalizing constants.
For ε > 0,
P(εAy +B < ε) = P (ε(V/U)y + U < ε) = P
(
V <
U(ε − U)
εy
)
(3.4)
= P
(
V <
U(ε − U)
εy
, U ∈ (0, ε)
)
.
For fixed y > 0 and small enough ε > 0 we have u(ε− u)/(εy) < ε/y < 1 for u ∈ (0, ε).
Hence we obtain from (3.4), using the substitution u = εt,
P(εAy +B < ε) =
∫ ε
0
∫ u(ε−u)/εy
0
c1e
−λ1/uP(dv)du =
∫ ε
0
c1e
−λ1/uP
(
V <
u(ε− u)
εy
)
du
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= ε
∫ 1
0
c1e
−λ1/εtP
(
V <
εt(1− t)
y
)
dt = ε
∫ 1
0
c1 exp
(
−λ1
εt
)
exp
(
− y
εt(1− t)
)
dt
= εc1
∫ 1
0
exp
(
−λ1 + y
εt
− y
ε(1− t)
)
dt.
This and Lemma 7.5 imply that
g(y) = − lim
ε→0+
ε logP(εAy +B < ε)
= − lim
ε→0+
ε log(εc1)− lim
ε→0+
ε log
(∫ 1
0
exp
(
−λ1 + y
εt
− y
ε(1− t)
)
dt
)
= (
√
λ1 + y +
√
y)2.
Hence g(0+) = λ1. Since λ2 < λ1, by Lemmas 7.5 and 7.6,
g(0) = − lim
ε→0+
ε logP(B < ε) = − lim
ε→0+
ε logP(U < ε)
= − lim
ε→0+
ε log
(∫ ε
0
(
c1P(V < 1)e
−λ1/u + c2P(V ≥ 1)e−λ2/u
)
du
)
= λ2 < λ1 = g(0
+).
Definition 3.8. For a function g : [0,∞)→ [0,∞], we let
(3.5) φρ(λ) = inf
y>0
{
g(y) +
λ
yρ
}
, λ ≥ 0.
The Legendre-type transform φρ(λ) will play a key role in our analysis. We will
illustrate its significance with a couple of results, before deriving its basic properties.
Theorem 3.9. Suppose that g : [0,∞) → [0,∞] is the (ρ,H)-LDM for random vari-
ables (A,B), and let X be an independent IEDρH(λ)-random variable. If g(0
+) = g(0)
or λ > 0 then AX +B is an IEDρH(φρ(λ))-random variable.
Proof. First we will show that
(3.6) lim sup
ε→0+
− log P(AX +B < ε)
H(ε)
≤ inf
y>0
{
g(y) +
λ
yρ
}
= φρ(λ).
For any y > 0,
P(AX +B < ε) ≥ P(AX +B < ε,X < εy) ≥ P(εAy +B < ε,X < εy)
= P(εAy +B < ε)P(X < εy).
This implies that
lim sup
ε→0+
− log P(AX +B < ε)
H(ε)
≤ lim
ε→0+
− log P(εAy +B < ε)
H(ε)
+ lim
ε→0+
− log P(X < εy)
H(εy)
H(εy)
H(ε)
≤ g(y) + λ
yρ
.
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Since y is an arbitrary number in (0,∞), we obtain (3.6).
We will consider three cases: (i) λ = 0, (ii) λ > 0 and φρ(λ) < ∞, and (iii) λ > 0
and φρ(λ) =∞.
(i) Consider λ = 0. By Lemma 3.12 (d) (proved below) and the assumption that
g(0+) = g(0),
φρ(0) = g(0) = lim
ε→0+
− log P(B < ε)
H(ε)
≤ lim inf
ε→0+
− log P(AX +B < ε)
H(ε)
.
This and (3.6) prove the theorem in the case λ = 0.
(ii) Under the assumption that λ > 0 and φρ(λ) < ∞, there exists a > 0 such that
λ/aρ ≥ φρ(λ). Hence
lim inf
ε→0+
− logP(AX +B < ε,X < εa)
H(ε)
≥ lim inf
ε→0+
− log P(X < εa)
H(ε)
=
λ
aρ
≥ φρ(λ).
Since, by Lemma 3.5, g in nondecreasing, we have supy>0 g(y) ≥ φρ(λ). Therefore,
for δ > 0 there exists b > 0 such that g(b) ≥ φρ(λ)− δ. Thus,
lim inf
ε→0+
− logP(AX +B < ε,X ≥ εb)
H(ε)
≥ lim inf
ε→0+
− log P(εAb+B < ε)
H(ε)
= g(b) ≥ φρ(λ)− δ.
We conclude that for η > 0 and small ε > 0
P(AX +B < ε,X < εa) ≤ exp(−H(ε)(φρ(λ)− η)),
P(AX +B < ε,X ≥ εb) ≤ exp(−H(ε)(φρ(λ)− η)).(3.7)
For y, h > 0 and small ε > 0,
P(AX +B < ε, εy ≤ X < ε(y + h)) ≤ P(εAy +B < ε)P(X < ε(y + h))
≤ exp(−H(ε)(g(y)− η)) exp(−H(ε)(λ/(y + h)ρ − η))
≤ exp(−H(ε)(g(y) + λ/yρ − λ/yρ + λ/(y + h)ρ − 2η)).
For y > 0, by definition, φρ(λ) ≤ g(y) + λ/yρ. We have 1/yρ − 1/(y + h)ρ ≤ hρ/yρ+1.
Hence,
P(AX +B < ε, εy ≤ X < ε(y + h)) ≤ exp(−H(ε)(φρ(λ)− λhρ/yρ+1 − 2η)).
From this we obtain
P(AX +B < ε, εa ≤ X < εb)
=
n∑
k=1
P(AX +B < ε, ε(a+ hk−1) ≤ X < ε(b+ hk))
≤
n∑
k=1
exp(−H(ε)(φρ(λ)− λhρ/(a+ hk−1)ρ+1 − 2η))
≤ n exp(−H(ε)(φρ(λ)− λhρ/aρ+1 − 2η)),(3.8)
where h0 = 0, and hk − hk−1 = (b− a)/n for k = 1, . . . , n. Using (3.7) and (3.8) we get
P(AX +B < ε) ≤ (n+ 2) exp(−H(ε)(φρ(λ)− λhρ/aρ+1 − 2η)).
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Hence
lim inf
ε→0+
− log P(AX +B < ε)
H(ε)
≥ φρ(λ)− λhρ/aρ+1 − 2η.
By first letting η ↓ 0 and then n ↑ ∞ (so that h ↓ 0), we get
lim inf
ε→0+
− log P(AX +B < ε)
H(ε)
≥ φρ(λ).
This and (3.6) prove the theorem in this case.
(iii) If φρ(λ) =∞, then g(y) =∞ for all y > 0. We have
P(AX +B < ε) = P(AX +B < ε,X < εy) + P(AX +B < ε,X ≥ εy)
≤ P(X < εy) + P(εAy +B < ε) ≤ 2max{P(X < εy),P(εAy +B < ε)}.
Thus,
− log P(AX +B < ε)
H(ε)
≥ − log 2
H(ε)
+ min
{− log P(X < εy)
H(ε)
,
− log P(εAy +B < ε)
H(ε)
}
.
The right hand side converges to min{λ/yρ, g(y)} = λ/yρ when ε→ 0+. We can make
λ/yρ arbitrarily large by choosing y small enough. This shows that AX + B is an
IEDρH(∞)-random variable. Since φρ(λ) =∞, this completes the proof. 
Remark 3.10. The condition g(0) = g(0+) is necessary for the statement of Theorem
3.9 to hold for λ = 0. To see this, note that if X ≡ 0 then X is an IEDρH(0) random
variable, AX +B = B and AX +B = B is IEDρH(g(0)). However, if we pick A and B
as in Example 3.7 then φρ(0) = g(0
+) > g(0), by Lemma 3.12 (d).
Corollary 3.11. Suppose that g : [0,∞) → [0,∞] is the (ρ,H)-LDM for random
variables (A,B). If λ ∈ (0,∞) and X is an IEDρH(λ)-random variable that is a solution
to (2.1) then λ = φρ(λ).
Proof. The claim follows from Theorem 3.9. 
We will now investigate basic properties of φρ.
Lemma 3.12. The function φρ : [0,∞)→ [0,∞] defined in (3.5) is nondecreasing and
concave. Moreover,
(a) If there exists y0 > 0 such that g(y0) <∞ then φρ(λ) <∞ for all λ ≥ 0.
(b) If g is bounded by M then φρ is also bounded by M .
(c) If φρ(0) > 0 then φρ has at most one fixed point, i.e., φρ(λ) = λ for at most one λ.
(d) We have φρ(0) = g(0
+) ≥ g(0).
(e) If there exists λ0 ≥ 0 such that φρ(λ0) <∞, then φρ(λ) <∞ for all λ ≥ 0.
Proof. It follows directly from the definition (3.5) that φρ is nondecreasing. Moreover,
as the infimum of a family of affine functions, φρ is concave.
(a) Note that φρ(λ) ≤ g(y0) + λy−ρ0 for λ ≥ 0.
(b) Since supy>0 g(y) ≤ M , the definition (3.5) shows that φρ(λ) ≤ M + λy−ρ for
every y > 0. The claim follows by letting y →∞ in (3.5).
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(c) Suppose that φρ(0) > 0 and λ2 > λ1 > 0 are fixed points. Then λ1 is a convex
combination of 0 and λ2, i.e., there exists α ∈ (0, 1) such that λ1 = αλ2 + (1 − α)0.
Since φρ is concave,
φρ(λ1) ≥ αφρ(λ2) + (1− α)φρ(0) > αλ2 + (1− α)0 = λ1.
Hence λ1 is not a fixed point. This contradiction proves the claim.
(d) This follows from Lemma 3.5 and (3.5).
(e) If there exists λ0 ≥ 0 such that φρ(λ0) < ∞ then g(y0) < ∞ for some y0 > 0.
This and the definition (3.5) imply that φρ(λ) <∞ for all λ ≥ 0.

Lemma 3.13. If φρ is finite then it is continuous.
Proof. By Lemma 3.12, φρ is a concave function. A classical result in (convex) analysis
says that a finitely valued concave function is continuous. 
Definition 3.14. Let
λ∗ = inf
y>1
{
yρ
yρ − 1g(y)
}
.
Lemma 3.15.
(i) Suppose c ≥ 0. Then φρ(c) ≥ c if and only if c ≤ λ∗.
(ii) If λ∗ <∞ then φρ (λ∗) = λ∗.
Proof. (i) We have φρ(c) = infy>0{g(y) + cy−ρ} ≥ c if and only if
g(y) + cy−ρ ≥ c
for all y > 0. The above inequality is always satisfied for y ≤ 1. Thus, φρ(c) ≥ c if and
only if
yρ
yρ − 1g(y) ≥ c
for all y > 1, which is equivalent to c ≤ λ∗.
(ii) By (i), we have
{c ≥ 0 : φρ(c) ≥ c} = [0, λ∗].(3.9)
Thus, if λ∗ < ∞, for any sequence λn ↓ λ∗, we have φρ(λn) < λn. This and the
continuity of φρ imply that φρ (λ
∗) ≤ λ∗. This inequality and part (i) applied to c = λ∗
yield (ii). 
Proposition 3.16. Suppose that φρ(0) > 0 and λ
∗ < ∞. Consider any λ1 ∈ [0, λ∗]
and let λn = φρ(λn−1) for n ≥ 2. Then (λn) is nondecreasing and converges to λ∗.
Proof. By Lemma 3.15 (i), the assumption that λ1 ∈ [0, λ∗] implies that λ1 ≤ φρ(λ1) =
λ2. Since φρ is a nondecreasing function, by Lemma 3.15 (ii) we obtain that λ2 ≤
λ∗. Arguing inductively, we can show that (λn) is a nondecreasing sequence which is
bounded by λ∗. Thus (λn) converges to a limit µ ≤ λ∗. By the definition of λn and
continuity of φρ we get
µ = lim
n→∞
λn = lim
n→∞
φρ(λn−1) = φρ
(
lim
n→∞
λn−1
)
= φρ(µ).
This and Lemmas 3.12 (c) and 3.15 (ii) imply that µ = λ∗. 
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Corollary 3.17. Suppose that g is the (ρ,H)-LDM for (A,B). Recall Xn’s defined in
(2.2) and suppose that X0 = 0.
(i) If g(0) > 0 then for every n ≥ 0, Xn is an IEDρH(λn)-random variable, where
λ0 = 0, λ1 = g(0) and λn = φρ(λn−1) for n ≥ 2.
(ii) If g(0) > 0 and λ∗ < ∞ then the sequence (λn) in (i) is nondecreasing and
converges to λ∗.
(iii) If φρ(0) = 0, then (Xn) is a sequence of IED
ρ
H(0)-random variables.
Proof. (i) We have X0 = 0, X1 = B1, and X2 = A2B1 + B2, so, by Remark 3.6 and
Theorem 3.9 (since g(0) > 0),
lim
x→0+
− logP(X0 < x)
H(x)
= 0,
lim
x→0+
− logP(X1 < x)
H(x)
= g(0),
lim
x→0+
− logP(X2 < x)
H(x)
= φρ(g(0)).
Part (i) follows from Theorem 3.9, by induction.
(ii) The assumption that g(0) > 0 implies that φρ(0) > 0. Hence, we can apply
Proposition 3.16 with λ1 = 0 to conclude that φρ(0) ≤ λ∗. We combine this observation
with Lemma 3.12 (d) to obtain g(0) ≤ g(0+) = φρ(0) ≤ λ∗. Thus, in the notation of
part (i), λ1 = g(0) ∈ [0, λ∗]. Part (ii) now follows from Proposition 3.16.
(iii) If φ(0) = 0 then g(0+) = g(0) = 0 by Lemma 3.12 (d). The claim now follows
from Theorem 3.9. 
4. Solutions to the fixed point equation are IED
This section is devoted to the proof of the following result.
Theorem 4.1. Suppose that the (ρ,H)-LDM for (A,B) exists. If X is a solution to
(2.1) then X is an IEDρH(λ
∗) random variable.
The proof of the theorem will consist of several lemmas. All lemmas in this section
are based on the same assumptions as those in Theorem 4.1. The following result was
motivated by [13, Lemma 3]. A similar idea was applied in [6, Lemma 6.2].
Lemma 4.2. Suppose that c > 0 satisfies
φρ(c) > c.(4.1)
There exists a nonnegative random variable Zc, independent of (A,B), such that
− logP(Zc < ε) ∼ cH(ε), ε ↓ 0,(4.2)
and
AZc +B ≥st Zc.(4.3)
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Proof. By Remark 3.2 we may assume without loss of generality that H is continuous,
monotone and limt→∞H(t) = 0. Let Z0 be a random variable independent from (A,B),
with the distribution defined by P(Z0 < ε) = e
−cH(ε) for ε > 0. By Theorem 3.9,
lim
ε→0+
− log P(AZ0 +B < ε)
H(ε)
= φρ(c),(4.4)
that is, P(AZ0 +B < ε) = exp (−H(ε)(φρ(c) + o(1))). This, (4.1) and (4.4) imply that
there exists ε0 > 0 such that
P(AZ0 +B < ε) ≤ P(Z0 < ε), ∀ ε ∈ (0, ε0).
Let Zc be a random variable independent from (A,B), with the distribution defined by
P(Zc ∈ · ) = P(Z0 ∈ · | Z0 < ε0). Then we have for ε ∈ (0, ε0),
P(AZc +B < ε) = P(AZ0 +B < ε | Z0 < ε0) ≤ P(AZ0 +B < ε)
P(Z0 < ε0)
≤ P(Z0 < ε)
P(Z0 < ε0)
= P(Zc < ε).
For ε ≥ ε0 the above inequality holds trivially, since then P(Zc < ε) = 1. Thus, (4.3) is
satisfied. Finally, note that log P(Zc < ε) ∼ logP(Z0 < ε) = −cH(ε) as ε → 0+. This
proves (4.2). 
Lemma 4.3. We have
lim inf
ε→0+
− logP(X < ε)
H(ε)
≥ λ∗.
Proof. If we apply Lemma 2.4 with X0 equal to Zc from Lemma 4.2 then we obtain
X ≥st X0 = Zc, for any c > 0 such that c < φρ(c). Then, by Theorem 3.9,
lim inf
ε→0+
− log P(X < ε)
H(ε)
≥ lim inf
ε→0+
− logP(Zc < ε)
H(ε)
= c.(4.5)
By (3.9) and Proposition 3.16 (ii), sup{c : φρ(c) > c} = λ∗. This observation and (4.5)
imply the lemma. 
Lemma 4.4.
If s := lim sup
ε→0+
− log P(X < ε)
H(ε)
<∞ then lim sup
ε→0+
− logP(X < ε)
H(ε)
≤ λ∗.
Proof. We have
P(X < ε) = P(AX +B < ε) ≥ P(X < εy)P(εAy +B < ε),(4.6)
and this gives us
s ≤ lim sup
ε→0+
− logP(X < εy)
H(εy)
· H(εy)
H(ε)
+ lim sup
ε→0+
− logP(εAy +B < ε)
H(ε)
≤ s
yρ
+ g(y).
Hence, for y > 1 we have s ≤ g(y)yρ/(yρ − 1) and thus s ≤ λ∗. 
Lemma 4.5. Assume that λ∗ <∞. Then
lim sup
ε→0+
− log P(X < ε)
H(ε)
<∞.
STOCHASTIC FIXED POINT EQUATION 13
Proof. Since λ∗ < ∞, there exists y > 1 such that g(y) < ∞. Then, for any η > 0,
there exists ε0 such that for all ε ≤ ε0,
− logP(εAy +B < ε)
H(ε)
≤ g(y) + η.(4.7)
It follows from (4.6) that
− logP(X < ε) + logP(X < εy) ≤ − log P(εAy +B < ε).
Substituting εyk for ε in the last formula yields
− log P(X < εyk) + logP(X < εyk+1) ≤ − log P(εykAy +B < εyk).
If we further assume that εyk ≤ ε0, by (4.7), we arrive at
− logP(X < εyk) + logP(X < εyk+1) ≤ (g(y) + η)H(εyk).
The telescoping sum argument gives
− logP(X < ε) + log P(X < εyn+1) ≤ (g(y) + η)
n∑
k=0
H(εyk),
provided εyn ≤ ε0. This condition is satisfied if we set n = nε = ⌊log(ε0/ε)/ log(y)⌋.
With this choice of n we also have εynε+1 ≥ ε0. Thus, we obtain
lim sup
ε→0+
− logP(X < ε)
H(ε)
≤ (g(y) + η) lim sup
ε→0+
nε∑
k=0
H(εyk)
H(ε)
.
Finally, by Potter bounds (e.g. [3, Theorem 1.5.6]) we have H(εyk)/H(ε) ≤ Cy−k(ρ−δ)
for any C > 1, δ ∈ (0, ρ) and ε small enough. This ensures convergence of the series on
the right hand side above. 
Proof of Theorem 4.1. Theorem 4.1 follows from Lemmas 4.3, 4.4 and 4.5 in the case
when λ∗ < ∞. If λ∗ = ∞, then the assertion of Lemma 4.4 is satisfied. Therefore,
Theorem 4.1 holds in either case. 
5. Positive quadrant dependent coefficients
We will now illustrate the concepts of LDM g and its transform φρ by applying them
to certain classes of vectors (A,B). In this section we will find a formula for LDM g in
the case when the A and B are positively quadrant dependent and B is an IEDρH(λ)
random variable. The equation (2.1) with coefficients satisfying these assumptions was
studied in [8] using different methods. We will show how the results in [8] relate to the
LDM g and its transform φρ.
Definition 5.1. We call random variables A and B positively quadrant dependent if
(5.1) P(A > a,B > b) ≥ P(A > a)P(B > b),
for all a, b ∈ R.
If two random variables are independent then they are also positively quadrant de-
pendent. For the proof of the following lemma, see [8, Lemma 7.3].
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Lemma 5.2. Random variables A and B are positively quadrant dependent if and only
if
(5.2) P(A ≤ a, B ≤ b) ≥ P(A ≤ a)P(B ≤ b)
for all a, b ∈ R.
Proposition 5.3. Suppose that B is an IEDρH(γ)-random variable, (A,B) are positively
quadrant dependent, and let
a = ess inf(A) = sup{x ∈ R : P(A < x) = 0}.
Then
g(y) =
{
γ(1− ay)−ρ, y ∈ [0, 1/a);
∞, y ≥ 1/a.
Proof. Since A is nonnegative, a ≥ 0. The definition of a implies that
P(εAy +B < ε) ≤ P(εay +B < ε).
This, the assumption that B is an IEDρH(γ)-random variable, and Definition 3.1 show
that, for y ∈ [0, 1/a),
g(y) = lim
ε→0+
− log P(εAy +B < ε)
H(ε)
≥ lim
ε→0+
− log P(εay +B < ε)
H(ε)
= lim
ε→0+
− log P(B < ε(1− ay))
H(ε)
= lim
ε→0+
− log P(B < ε(1− ay))
H(ε(1− ay))
H(ε(1− ay))
H(ε)
= γ(1− ay)−ρ.
With the convention that log 0 = −∞, we get for y ≥ 1/a,
g(y) = lim
ε→0+
− log P(εAy +B < ε)
H(ε)
≥ lim
ε→0+
− log P(εay +B < ε)
H(ε)
≥ lim
ε→0+
− log P(B < 0)
H(ε)
=∞.
To obtain the upper bound, consider any y < 1/a and find δ0 > 0 such that for
δ ∈ (0, δ0) we have y < 1/(a+ δ). Then for δ ∈ (0, δ0),
P(εAy +B ≤ ε) ≥ P(εAy +B ≤ ε, A ∈ [a, a+ δ])
≥ P(ε(a+ δ)y +B ≤ ε, A ∈ [a, a+ δ])
≥ P(ε(a+ δ)y +B ≤ ε)P(A ∈ [a, a+ δ]),
where the last inequality follows from Lemma 5.2. By definition of a, we have P(A ∈
[a, a+ δ)) > 0, so
g(y) = lim
ε→0+
− log P(εAy +B < ε)
H(ε)
≤ lim
ε→0+
− log (P(ε(a+ δ)y +B ≤ ε)P(A ∈ [a, a+ δ]))
H(ε)
= lim
ε→0+
− log P(ε(a+ δ)y +B ≤ ε)
H(ε)
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= lim
ε→0+
− log P(B ≤ ε(1− (a+ δ)y))
H(ε(1− (a+ δ)y))
H(ε(1− (a+ δ)y))
H(ε)
= γ(1− (a+ δ)y))−ρ.
Letting δ → 0+, we obtain g(y) ≤ γ(1− ay)−ρ, for y ∈ [0, 1/a). 
Proposition 5.4. Under assumptions of Proposition 5.3,
φρ(λ) =
(
γ
1
1+ρ + a
ρ
1+ρλ
1
1+ρ
)1+ρ
,
and
(5.3) λ∗ =
{
γ
(
1− a ρ1+ρ
)−(1+ρ)
, for a < 1;
∞, for a ≥ 1.
Proof. Since g(y) takes finite values only on the interval [0, 1/a), we need to find the
minimum of the function
y 7→ g(y) + λ
yρ
=
γ
(1− ay)ρ +
λ
yρ
on the interval (0, 1/a). One can show that that minimum is attained at
y1 =
λ
1
1+ρ
(γa)
1
1+ρ + aλ
1
1+ρ
=
1
a
· aλ
1
1+ρ
(γa)
1
1+ρ + aλ
1
1+ρ
∈ (0, 1/a).
Straightforward calculations yield the formulas for φρ(λ) =
γ
(1−ay1)ρ+
λ
yρ
1
and λ∗ = φρ(λ∗)
given in the proposition. 
We will illustrate the meaning of λ∗ by two results borrowed from [8]; they were
stated in that paper as Theorems 7.6 and 7.8. The versions given below include λ∗,
the parameter introduced only in this paper. The versions given in [8] and these in the
present paper are equivalent due to (5.3).
Theorem 5.5. Assume that
(i) A and B are nonnegative and positively quadrant dependent.
(ii) E[logA] < 0 and E[log+B] <∞.
(iii) B is an IEDρH(γ)-random variable.
Then
(a) The random variable S defined in (2.4) is IEDρH(λ
∗).
(b) The equation (2.1) has a unique solution with the same distribution as that of S.
Theorem 5.6. Suppose that
(i) A and B are nonnegative and positively quadrant dependent random variables.
(ii) There exists β ∈ (0, 1) such that A ≤ β, a.s.
(iii) E[(log+B)s] <∞ for all s > 0.
(iv) B is an IEDρH(γ)-random variable.
If the sequence (Xn) is defined as in (2.2) then
lim inf
n→∞
Xn
H−1(log n)
= (λ∗)1/ρ, a.s.
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The last two theorems were proved in [8] using techniques tailored for the assumption
that A and B were positive quadrant dependent. Part (b) of Theorem 5.5. is special
case of Theorem 4.1. In the next section, we will prove Theorem 6.1, which is a much
more general version of Theorem 5.6.
6. Local dependence measure and logarithmic lower envelope
Recall the sequence (Xn) defined in (2.2) and set X0 = 0.
Theorem 6.1. Assume that E[logA] < 0 and E[log+B] < ∞. Suppose that g is the
(ρ,H)-LDM for (A,B), g(0) > 0 and λ∗ ∈ (0,∞). Then
lim inf
n→∞
Xn
H−1(logn)
= (λ∗)1/ρ.
The proof of the theorem will consist of several lemmas. All lemmas in this section
implicitly make the same assumptions as those in Theorem 6.1.
Lemma 6.2. (i) For every ε > 0,{
Xn ≤ H−1
(
(1 + ε) logn
λ∗
)}
happens finitely often almost surely.
(ii) We have
lim inf
n→∞
Xn
H−1(log n)
≥ (λ∗)1/ρ a.s.
Proof. (i) For any ε > 0 there exists δ ∈ (0, 1) such that γ := (1− δ)(1+ ε) > 1. Recall
the notation from Corollary 3.17. The corollary shows that λn ↑ λ∗. Hence there exist
Cδ, n0 and x0 > 0 such that P(Xn0 ≤ x) ≤ Cδe−λ∗(1−δ)H(x) for all x ∈ (0, x0). By
Lemma 2.4, for n ≥ n0 and x ∈ (0, x0),
P(Xn ≤ x) ≤ Cδe−λ∗(1−δ)H(x).
It follows that, for large n,
P
(
Xn ≤ H−1
(
(1 + ε) logn
λ∗
))
≤ Cδe−(1−δ)(1+ε) logn = Cδn−γ.
Hence,
∞∑
n=1
P
(
Xn ≤ H−1
(
(1 + ε) logn
λ∗
))
<∞,
and the claim follows by the Borel-Cantelli lemma.
(ii) Part (i) implies that for every ε > 0, a.s.,
lim inf
n→∞
Xn
H−1 ((1 + ε)(log n)/λ∗)
≥ 1.
But H−1 is regularly varying with index −1/ρ at infinity and thus
H−1
(
(1 + ε) logn
λ∗
)
∼
(
λ∗
1 + ε
)1/ρ
H−1 (log n) .
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Hence, a.s.,
lim inf
n→∞
Xn
H−1 (log n)
≥
(
λ∗
1 + ε
)1/ρ
.
Part (ii) follows by letting ε→ 0. 
Lemma 6.3. For all n ≥ 1, y > 0 and ε > 0 we have, a.s.,
P(Xn < ε | X0) ≥ 1[0,εyn)(X0)
n−1∏
k=0
P(εykAy +B < εyk).(6.1)
Proof. We have
P(Xn < ε | X0) ≥ P(AnXn−1 +Bn < ε,Xn−1 < εy | X0)
≥ P(εAny +Bn < ε,Xn−1 < εy | X0) = P(εAny +Bn < ε)P(Xn−1 < εy | X0)
= P(εAy +B < ε)P(Xn−1 < εy | X0).
The assertion follows by induction. 
We state, without formal proofs, three simple results, for reference. Recall that
λ∗ = infy>1
{
g(y)yρ
yρ−1
}
.
Lemma 6.4. Assume that λ∗ ∈ (0,∞). For any δ > 0, there exists y∗ > 1 such that
λ∗ ≤ g(y∗)y
ρ
∗
yρ∗ − 1 ≤ λ
∗(1 + δ).
Lemma 6.5. For any δ > 0 and y > 0, there exists ε0 > 0 such that for all ε ∈ (0, ε0),
P(εAy +B < ε) ≥ e−(1+δ)g(y)H(ε).
Recall that H(εy) ∼ y−ρH(ε) as ε → 0+. The following result is an application of
Potter bounds to function H (see [3, Theorem 1.5.6]).
Lemma 6.6. For any δ > 0, y > 1 and η ∈ (0, ρ), there exists ε1 such that
H(εy)
H(ε)
≤ (1 + δ)y−ρ+η
for all ε ∈ (0, ε1/y).
Lemma 6.7. For any δ > 0 and n ≥ 1, there exist y∗ > 1 and ε˜ > 0 such that
P(Xn < ε | X0) ≥ 1[0,εyn
∗
)(X0) exp(−(1 + δ)λ∗H(ε)),
provided εyn−1∗ < ε˜.
Proof. Fix α > 0 and let y∗ > 1 be as in Lemma 6.4. By Lemma 6.5 there exists ε0 > 0
such that
P(εAy∗ +B < ε) ≥ exp(−(1 + α)g(y∗)H(ε))
for all ε ∈ (0, ε0). Thus, by Lemma 6.3, we obtain
P(Xn < ε | X0) ≥ 1[0,εyn
∗
)(X0) exp
(
−(1 + α)g(y∗)
n−1∑
l=0
H(εyl∗)
)
,
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provided εyn−1∗ < ε0. By Lemma 6.6, for η ∈ (0, ρ),
H(εyk∗) ≤ (1 + α)y−k(ρ−η)∗ H(ε), k = 0, 1, . . . , n− 1,
as long as εyn−1∗ < ε1. Hence, if εy
n−1
∗ < ε˜ := min{ε0, ε1}, then
P(Xn < ε | X0) ≥ 1[0,εyn
∗
)(X0) exp
(
−(1 + α)2g(y∗)
n−1∑
k=0
y−k(ρ−η)∗ H(ε)
)
.(6.2)
By Lemma 6.4, for sufficiently small η > 0,
g(y∗)
n−1∑
k=0
y−k(ρ−η)∗ = g(y∗)
yρ−η∗
yρ−η∗ − 1
(
1− y−n(ρ−η)∗
) ≤ (1 + α)g(y∗) yρ∗
yρ∗ − 1
≤ (1 + α)2λ∗.
This and (6.2) show that
P(Xn < ε | X0) ≥ 1[0,εyn
∗
)(X0) exp
(−(1 + α)4λ∗H(ε)) .
The lemma follows if we take (1 + α)4 = 1 + δ. 
We will need the following version of the Borel-Cantelli Lemma.
Lemma 6.8. (a) Suppose that (Fn) is a filtration such that F0 = {∅,Ω}, and An ∈ Fn
for n ≥ 0. Then
{An i.o.} =
{ ∞∑
n=1
P(An | Fn−1) =∞
}
.
(b) Suppose that (Xn) is a Markov process with respect to a filtration (Fn) such that
F0 = {∅,Ω}, and An ∈ σ(Xn) for n ≥ 1. Then
{An i.o.} =
{ ∞∑
n=1
P(An | Xn−1) =∞
}
.
Proof. For (a), see [9, Thm. 5.1.2]. Part (b) is an easy corollary of (a). 
We state the following well-known Kronecker’s lemma without proof.
Lemma 6.9. If an ↑ ∞ and
∑∞
n=1 xn/an converges then limn→∞
1
an
∑n
m=1 xm = 0.
We will need the following result on the ergodicity for subsequences of the iterated
stochastic sequence.
Lemma 6.10. Suppose that X is a solution to (1.1). For any bounded uniformly
continuous functions f on R and any increasing integer sequence (nk), a.s.,
(6.3) L(f) := lim sup
m→∞
1
m
m∑
k=1
f(Xnk) ≥ E[f(X)] ≥ l(f) := lim infm→∞
1
m
m∑
k=1
f(Xnk).
Moreover, L(f) and l(f) are constants a.s.
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Proof. For r ≥ 1, we define
Xrn :=
{
0, n ≤ r;
AnX
r
n−1 +Bn n > r.
We have assumed that E[logA] < 0 so limn→∞
∏n
j=r+1Aj = 0, a.s. Therefore, when
n→∞, a.s.,
Xn −Xrn =
(
n∏
j=r+1
Aj
)
Xr → 0.
Hence limn→∞ f(Xn)− f(Xrn) = 0, a.s., and it follows that, a.s.,
lim
m→∞
1
m
m∑
k=1
f(Xnk)− f(Xrnk) = 0.
This implies that, a.s.,
lim sup
m→∞
1
m
m∑
k=1
f(Xnk) = lim sup
m→∞
1
m
m∑
k=1
f(Xrnk),(6.4)
lim inf
m→∞
1
m
m∑
k=1
f(Xnk) = lim infm→∞
1
m
m∑
k=1
f(Xrnk).(6.5)
For every fixed r > 0, the random variables on the right hand sides of (6.4) and (6.5)
are measurable with respect to the σ-field Gr := σ((An, Bn) : n ≥ r). Thus the same
applies to the random variables on the left hand sides of (6.4) and (6.5). Hence, these
random variables are measurable with respect to the σ-field G∞ :=
⋂∞
r=1 Fr. By the
Kolomogorov 0-1 law, random variables on both sides of (6.4) and (6.5) are constant,
a.s.
By Corollary 2.3 (i), Xn → X in distribution. This implies that limn→∞ E[f(Xn)] =
E[f(X)]. We combine this observation with Fatou’s Lemma (f need not be nonnegative,
but it is bounded) to obtain,
lim inf
m→∞
1
m
m∑
k=1
f(Xnk) = E
[
lim inf
m→∞
1
m
m∑
k=1
f(Xnk)
]
≤ lim
m→∞
E
[
1
m
m∑
k=1
f(Xnk)
]
= E[f(X)].
This proves the inequality on the right hand side of (6.3). The inequality on the left
hand side follows by applying the claim to −f in place of f . 
Lemma 6.11.
(i) For every ε > 0, {
Xn ≤ H−1
(
logn
λ∗(1 + ε)
)}
happens infinitely often almost surely.
(ii) Almost surely,
lim inf
n→∞
Xn
H−1(logn)
≤ (λ∗)1/ρ.
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Proof. Fix any ε > 0. Let (kn)n be a strictly increasing sequence of integers. Since
(Xkn+1−kn | X0) d= (Xkn+1 | Xkn) for any δ > 0 and n ≥ 1, by Lemma 6.7 there exist
y∗ > 1 and ε˜ > 0 such that, a.s., for t > 0,
P(Xkn+1 < t | Xkn) ≥ 1[0,t ykn+1−kn
∗
)(Xkn)e
−(1+δ)λ∗H(t)(6.6)
provided
t ykn+1−kn−1∗ < ε˜.
By Lemma A.1 we can choose the sequence (kn), so it satisfies for each n ≥ 1,
H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn−1∗ < ε˜,
H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn∗ ≥ c,
where c ∈ (0, ε˜y∗). Then, taking t = H−1
(
log kn+1
λ∗(1+ε)
)
in (6.6), we have, a.s.,
P
(
Xkn+1 < H
−1
(
log kn+1
λ∗(1 + ε)
)
| Xkn
)
≥ 1[0,c)(Xkn)
1
kγn
,(6.7)
where γ = 1+δ
1+ε
. Take δ < ε so that γ < 1. By Lemma A.1, there exists K > 0 such
that kγn ≤ K(n + 1) for all n.
We have, a.s.,
lim sup
m→∞
1
kγm
m∑
n=0
1[0,c)(Xkn) ≥ lim sup
m→∞
K−1
m+ 1
m∑
n=0
1[0,c)(Xkn) ≥ lim sup
m→∞
K−1
m+ 1
m∑
n=0
fc(Xkn)
≥ E[fc(X)]/K ≥ P(X < c/2)/K > 0,(6.8)
where the first inequality on the second line of (6.8) follows from Lemma 6.10 applied
to the function
fc(x) =

1, x < c/2;
2(c− x)/c, x ∈ [c/2, c];
0, x > c.
The last inequality in (6.8) follows from Theorem 4.1 because we assumed that λ∗ ∈
(0,∞) in Theorem 6.1.
Kronecker’s lemma (Lemma 6.9) and (6.8) imply that
∞∑
n=0
1[0,c)(Xkn)
1
kγn
=∞, a.s.
Hence, in view of (6.7), a.s.,
∞∑
n=1
P
(
Xkn+1 < H
−1
(
log kn+1
λ∗(1 + ε)
)
| Xkn
)
=∞.
This and Lemma 6.8 (b) imply part (i) of the present lemma.
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Recall that H−1 is a regularly varying function at ∞ with index −1/ρ to see that
part (ii) of the lemma follows from part (i). 
Proof of Theorem 6.1. The theorem follows from Lemmas 6.2 and 6.11 
7. Application to Fleming-Viot type process
This section is devoted to the proof of Theorem 7.1, a version of the Law of Iterated
Logarithm for a Fleming-Viot type process. This result was the primary motivation for
introducing and analyzing the “local dependence measure.”
Fleming-Viot type processes were originally defined in [7]. The specific model dis-
cussed below is close to those in [2]. Under mild assumptions, it was proved in [1] that
the Fleming-Viot process has a unique spine, i.e., a trajectory inside the branching tree
that never hits the boundary of the domain where the process is confined. It was proved
in [1], for a Fleming-Viot process on a finite state space, that the distribution of the
spine converges to the distribution of the driving process conditioned to never exit the
domain, when the number of individuals in the population grows to infinity. We do not
know whether a similar result holds for the spine in the specific model discussed below,
with the population size fixed and equal to two. The LIL proved in Theorem 7.1 is the
first step in our program to analyze this particular spine in detail.
We will now define a Fleming-Viot process and other elements of the model. Infor-
mally, the process consists of two independent Brownian particles starting at the same
point in (0,∞). At the time when one of them hits 0, it is killed and the other one
branches into two particles. The new particles start moving as independent Brownian
motions and the scheme is repeated.
On the formal side, let (W1(t) : t ≥ 0) and (W2(t) : t ≥ 0) be two independent
Brownian motions starting from W1(0) =W2(0) = 1. Let
T0 = 0,
Y0 = 1,
τj = inf{t ≥ 0 : Wj(t) = 0}, j = 1, 2,
T1 = min(τ1, τ2),
Y1 = max(W1(T1),W2(T1)),
and for k ≥ 2,
Tk = inf{t > Tk−1 : min(W1(t)−W1(Tk−1) + Yk−1,W2(t)−W2(Tk−1) + Yk−1) = 0},
Yk = max(W1(Tk)−W1(Tk−1) + Yk−1,W2(Tk)−W2(Tk−1) + Yk−1).
It follows from the proof of Theorem 1.4 in [7] that Tk →∞, a.s. Hence, for any t ≥ 0
we can find j such that t ∈ [Tj−1, Tj). Then we set
Y(t) = (Y1(t), Y2(t)) = (W1(t)−W1(Tj−1) + Yj−1,W2(t)−W2(Tj−1) + Yj−1).(7.1)
This completes the definition of {Y(t), t ≥ 0}, an example of a Fleming-Viot process.
Let Z(t) = max(Y1(t), Y2(t)) be the spine and note that Z(Tk) = Yk for all k.
The following is the main result of this section.
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Theorem 7.1. Almost surely,
lim sup
n→∞
Yn√
2Tn log log Tn
= 1.(7.2)
We note that the Law of Iterated Logarithm stated in (7.2) indicates (but does
not prove) that the spine Z(t) satisfies the same Law of Iterated Logarithm as the
three-dimensional Bessel process, which is known to have the same distribution as the
one-dimensional Brownian motion conditioned not to hit 0. Hence, it is possible that
the spine Z(t) is distributed, at least in an asymptotic or approximate sense, as the
driving Brownian motion W1(t) conditioned not to return to 0. We plan to investigate
this question in a forthcoming paper.
The remaining part of this section will be devoted to the proof of Theorem 7.1,
presented as a sequence of lemmas. The formulas in the first of the lemmas are taken
from [14], Chapter 2, Remark 8.3 and Problem 8.6.
Lemma 7.2. If W1(0) = 1 then for y, t > 0,
P(τ1 ∈ dt) = 1√
2pit3
e−1/2tdt,
P(W1(t) ∈ dy, τ1 > t) = 1√
2pit
(
exp
(
−(1− y)
2
2t
)
− exp
(
−(1 + y)
2
2t
))
dy.
Lemma 7.3. If W1(0) =W2(0) = 1 then for y, t > 0,
P(W1(τ2) ∈ dy, τ2 ≤ t, τ1 > τ2)
=
1
pi
[
exp(−((1 − y)2 + 1)/(2t)
(1− y)2 + 1 −
exp(−((1 + y)2 + 1)/(2t)
(1 + y)2 + 1
]
dy.
Proof. We use Lemma 7.2 as follows,
P(W1(τ2) ∈ dy, τ2 ≤ t, τ1 > τ2) =
∫ t
0
P(W1(s) ∈ dy, τ1 > s)P(τ2 ∈ ds)
=
∫ t
0
1√
2pis
(
exp
(
−(1− y)
2
2s
)
− exp
(
−(1 + y)
2
2s
))
dy
1√
2pis3
e−1/2sds
=
∫ t
0
1
2pis2
(
exp
(
−(1− y)
2 + 1
2s
)
− exp
(
−(1 + y)
2 + 1
2s
))
dyds.
Now easy integration yields the formula stated in the lemma. 
Lemma 7.4. If W1(0) =W2(0) = 1 then for y, t > 0,
P(Y1 ∈ dy, T1 ∈ dt) = 1
pit2
(
exp
(
−(1 − y)
2 + 1
2t
)
− exp
(
−(1 + y)
2 + 1
2t
))
dtdy.
(7.3)
Proof. It follows from the definition that
(Y1, T1)
d
= (W1(τ2), τ2)1(τ1 > τ2) + (W2(τ1), τ1)1(τ2 > τ1),
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so for Borel sets C,
P(Y1 ∈ C, T1 ≤ t) = P(W1(τ2) ∈ C, τ2 ≤ t, τ1 > τ2) + P(W2(τ1) ∈ C, τ1 ≤ t, τ2 > τ1)
= 2P(W1(τ2) ∈ C, τ2 ≤ t, τ1 > τ2).
The claim now follows from Lemma 7.3. 
Let A = Y −21 and B = T1Y
−2
1 . Lemma 7.4 and a standard calculation, left to the
reader, show that for a, b > 0,
P(A ∈ da, B ∈ db)
=
1
2pib2
√
a
[
exp
(
−
(
a1/2 − 1
2
)2
+ 1
4
b
)
− exp
(
−
(
a1/2 + 1
2
)2
+ 1
4
b
)]
db da.(7.4)
Lemma 7.5. Suppose that µ is a finite positive measure on [a, b], it is absolutely con-
tinuous with respect to Lebesgue measure, and µ(I) > 0 for every interval I ⊂ [a, b] of
strictly positive length. Assume that f is a continuous function on the interval [a, b].
Then
lim
ε→0+
ε log
∫ b
a
e−f(x)/εµ(dx) = −fmin,
where fmin = infx∈[a,b] f(x).
Proof. For ε > 0,
(7.5)
∫ b
a
e−f(x)/εµ(dx) ≤ e−fmin/εµ([a, b]).
Suppose that f attains the minimum at x0 ∈ [a, b]. For any δ > 0 there is an interval
Iδ ⊂ [a, b] with strictly positive length, containing x0, and such that for all x ∈ Iδ we
have f(x) ≤ fmin + δ. Then
(7.6) e−(fmin+δ)/εµ(Iδ) ≤
∫ b
a
e−f(x)/εµ(dx).
Since
lim sup
ε→0+
ε logµ([a, b]) = lim inf
ε→0+
ε logµ(Iδ) = 0,
estimates (7.5) and (7.6) yield
−(fmin + δ) ≤ lim inf
ε→0+
ε log
∫ b
a
e−f(x)/εµ(dx) ≤ lim sup
ε→0+
ε log
∫ b
a
e−f(x)/ε ≤ −fmin.
The claim follows by letting δ ↓ 0. 
The next lemma is elementary so we leave the proof to the reader.
Lemma 7.6. Assume that λ1 > λ2 ≥ 0, and f1 and f2 are nonnengative functions such
that
lim
ε→0+
ε log fj(ε) = −λj ,
for j = 1, 2. Then
lim
ε→0+
ε log(f2(ε)± f1(ε)) = −λ2.
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Let H1(x) = x
−1.
Proposition 7.7. The random vector (A,B) with density (7.4) has (1, H1)-LDM given
by
g(x) =
1
2
− 1
x+ 2 +
√
4 + x2
.
Proof. It has been proved in [8, Prop. 8.1] that g(0) = 1/4.
We will compute g(x) for x > 0. In the following calculation we use formula (7.4),
and the substitution a = u2 on the last line.
P(εAx+B < ε)
=
∫ 1/x
0
∫ ε−εax
0
1
2pib2
√
a
[
exp
(
−
(
a1/2 − 1
2
)2
+ 1
4
b
)
− exp
(
−
(
a1/2 + 1
2
)2
+ 1
4
b
)]
db da
=
∫ 1/x
0
1
2pi
√
a
exp
(
−(a
1/2−1/2)2+1/4
ε(1−ax)
)
(a1/2 − 1/2)2 + 1/4 −
exp
(
−(a
1/2+1/2)
2
+1/4
ε(1−ax)
)
(a1/2 + 1/2)
2
+ 1/4
 da
=
∫ 1/√x
0
1
pi
exp
(
− (u−1/2)2+1/4
ε(1−u2x)
)
(u− 1/2)2 + 1/4 −
exp
(
− (u+1/2)2+1/4
ε(1−u2x)
)
(u+ 1/2)2 + 1/4
 du.
(7.7)
If we define measures µ1 and µ2 by
µ1([x1, x2]) =
∫ x2
x1
1
pi
1
(u− 1/2)2 + 1/4 du,
µ2([x1, x2]) =
∫ x2
x1
1
pi
1
(u+ 1/2)2 + 1/4
du,
then (7.7) can be written as
P(εAx+B < ε)
(7.8)
=
∫ 1/√x
0
exp
(
−(u− 1/2)
2 + 1/4
ε(1− u2x)
)
µ1(du)−
∫ 1/√x
0
exp
(
−(u+ 1/2)
2 + 1/4
ε(1− u2x)
)
µ2(du).
The function u 7→ (u−1/2)2+1/4
1−u2x attains the minimum value of
1
2
− 1
x+ 2 +
√
4 + x2
,
at 2√
4+x2+2+x
∈ (0, 1/√x). Thus Lemma 7.5 implies that
lim
ε→0+
ε log
∫ 1/√x
0
exp
(
−(u− 1/2)
2 + 1/4
ε(1− u2x)
)
µ1(du) = −1
2
+
1
x+ 2 +
√
4 + x2
.(7.9)
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The function u 7→ (u+1/2)2+1/4
1−u2x is increasing on [0, 1/x], so it achieves the minimum of
1/2 at 0. Lemma 7.5 yields
lim
ε→0+
ε log
∫ 1/√x
0
exp
(
−(u+ 1/2)
2 + 1/4
ε(1− u2x)
)
µ2(du) = −1/2.
This, (7.8), (7.9) and Lemma 7.6 imply that
lim
ε→0+
ε logP(εAx+B < ε) = −1
2
+
1
x+ 2 +
√
4 + x2
.
The proposition now follows from (3.2). 
Recall Definitions 3.8 and 3.14.
Proposition 7.8. We have
φ1(λ) =
{
1
4
(
2
√
λ− λ2 + 1) if λ ∈ [0, 1/2),
1/2 if λ ≥ 1/2.(7.10)
The fixed point of φ1 is equal to λ
∗ = 1/2.
Proof. For a fixed λ ∈ [0, 1/2) the function
(7.11) x 7→ 1
2
− 1
x+ 2 +
√
x2 + 4
+
λ
x
attains the minimum of 1
4
(
2
√
λ− λ2 + 1) at x = 4√λ(1−λ)
1−2λ . For λ ≥ 1/2, the function
(7.11) attains the minimum of 1/2 at x = ∞. This proves (7.10). It is easy to check
that φ1(1/2) = 1/2 and there are no other fixed points. 
Lemma 7.9. If X is an IED1H1(λ)-random variable with λ > 0, then
lim
t→∞
1
t2
log P(X−1/2 ≥ t) = −λ.
Proof. See [8, Prop. 3.6 and Example 3.8]. 
Let
(Θn,Λn) =
(
Yn+1
Yn
,
Tn+1 − Tn
Y 2n
)
for n ≥ 0. Then
Tn
Y 2n
=
Tn−1 + Y 2n−1Λn−1
Θ2n−1Y
2
n−1
=
1
Θ2n−1
Tn−1
Y 2n−1
+
Λn−1
Θ2n−1
.
If we set
X0 = 0,(7.12)
Xn = Tn/Y
2
n ,(7.13)
An = Θ
−2
n−1,(7.14)
Bn = Λn−1/Θ2n−1,(7.15)
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for n ≥ 1 then
Xn = AnXn−1 +Bn.(7.16)
Lemma 7.10. The sequence (Θn,Λn)n≥0 is i.i.d. with elements distributed as (Y1, T1).
The sequence (An, Bn) is i.i.d. and its elements are distributed as (A,B) in (7.4).
Proof. Recall the definition (7.1). By the strong Markov property and the scaling
property of Brownian motion, for every k ≥ 1,(
Y(Tk + tY
2
k )
Yk
, t ≥ 0
)
has the same distribution as (Y(t), t ≥ 0) and is independent of (Y(t), t ∈ [0, Tk]). Hence,
(7.17) (Θn,Λn)n≥0 :=
(
Yn+1
Yn
,
Tn+1 − Tn
Y 2n
)
n≥0
is an i.i.d. sequence with elements distributed as (Y1, T1).
The sequence (An, Bn)n≥1 is i.i.d. because (Θn,Λn)n≥0 is i.i.d. Since (Θn,Λn)
d
=
(Y1, T1) for all n, it follows that (An, Bn) are distributed as (A,B) in (7.4). 
Lemma 7.11. We have
lim
t→∞
1
t2
log P
(
X
−1/2
1 ≥ t
)
= −1/4.(7.18)
Proof. By Remark 3.6 random variable B1 is IED
1
H1
(λ1), where λ1 = g(0). It follows
from Proposition 7.7 that g(0) = 1/4 so X1 = B1 is IED
1
H1(1/4). Lemma 7.9 now yields
(7.18). 
We will need the following version of the results by Kesten [15] and Goldie [11],
formulated in [5, Theorem 2.4.4].
Theorem 7.12. Assume that (A,B) satisfy the following conditions.
(i) A ≥ 0, a.s., and the law of logA conditioned on {A > 0} is nonarithmetic, i.e.,
it is not supported on aZ for any a > 0.
(ii) There exists α > 0 such that E[Aα] = 1, E[|B|α] <∞ and E[Aα log+A] <∞.
(iii) P(Ax+B = x) < 1 for every x ∈ R.
Then the equation X
d
= AX +B has a solution. There exist constants c+, c− such that
c+ + c− > 0 and
P(X > x) ∼ c+x−α and P(X < −x) ∼ c−x−α, when x→∞.(7.19)
The constants c+, c− are given by
c+ =
1
αmα
E
[
(AX +B)α+ − (AX)α+
]
, c− =
1
αmα
E
[
(AX +B)α− − (AX)α−
]
,
where mα = E[A
α logA].
Corollary 7.13. There exists c1 > 0 such that for all x ≥ 0,
(7.20) P
(
Yn√
Tn
≤ x
)
≤ c1x.
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Proof. Recall (7.12)-(7.16). Suppose that X is the solution to (2.1). By Lemma 2.4,
P(Xn ≥ x) ≤ P(X ≥ x).(7.21)
We will now verify the assumptions of Theorem 7.12. Assumptions (i) and (iii) clearly
hold in view of (7.4). We will show that assumption (ii) holds for α = 1/2.
It has been proved in [8, Prop. 8.1] that
P(A ∈ da) = 4
pi(4a2 + 1)
da, a > 0,
P(B > x) ∼ 1
pix
as x→∞.
These formulas imply that
E[A1/2] =
∫ ∞
0
a1/2
4
pi(4a2 + 1)
da = 1,
E[A1/2 log+A] =
∫ ∞
0
a1/2(log+ a)
4
pi(4a2 + 1)
da <∞,
E[|B|1/2] <∞.
The assumptions of Theorem 7.12 are verified so we obtain
P(X ≥ x) ∼ c+x−1/2,
as x→∞. This and (7.21) give
P
(
Yn√
Tn
≤ x−1/2
)
= P
(
X−1/2n ≤ x−1/2
) ≤ P (X−1/2 ≤ x−1/2) ∼ c+x−1/2.
This implies the lemma. 
Proof of Theorem 7.1. We can apply Theorem 6.1 and Proposition 7.8 to see that, a.s.,
lim inf
n→∞
(logn)
Tn
Y 2n
= lim inf
n→∞
(log n)Xn = λ
∗ =
1
2
.
Hence,
(7.22) lim sup
n→∞
Yn√
2Tn log n
= 1.
We will show that log log Tn
logn
→ 1 a.s. It follows from (7.17) that Yn =
∏n−1
j=1 Θj. It is
standard to show that µ := E[log Y1] ∈ (0,∞) using (7.3). Thus, by the Law of Large
Numbers, a.s.,
lim
n→∞
log Yn
n
= E[log Y1] = µ.(7.23)
Consider any ε > 0. By Lemmas 2.4 and 7.11, for large n,
P
(
Tn
Y 2n
≤ e−nε
)
= P
(
Xn ≤ e−nε
) ≤ P(X1 ≤ e−nε/2) < exp (−(1/8)enε) .(7.24)
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By Corollary 7.13,
P
(
Y 2n
Tn
≤ e−nε
)
≤ c1e−nε/2.
This and (7.24) imply that
∞∑
n=0
P
(∣∣∣∣ log Tn − 2 log Ynn
∣∣∣∣ > ε) = ∞∑
n=0
[
P
(
Y 2n
Tn
≤ e−nε
)
+ P
(
Tn
Y 2n
≤ e−nε
)]
<∞.
By the Borel-Cantelli Lemma, only a finite number of events
{∣∣ log Tn−2 log Yn
n
∣∣ > ε} occur,
a.s. Since this holds for every rational ε > 0, we have log Tn−2 log Yn
n
→ 0 a.s. We combine
this observation with (7.23) to obtain
lim
n→∞
log Tn
n
= 2µ, a.s.
This implies that
lim
n→∞
log log Tn
log n
= 1, a.s.
It follows from this and (7.22) that, a.s.,
lim sup
n→∞
Yn√
2Tn log log Tn
= 1,
so the proof is complete. 
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Appendix A.
This section is a part of the proof of Theorem 6.1. Because of the specialized nature
of this material we relegated it to an appendix.
Lemma A.1. Assume that ε˜, λ∗, ε > 0 and y∗ > 1. Suppose that H is regularly varying
at 0 with index −ρ < 0 and H−1 is one of its asymptotic inverses. There exists a strictly
increasing sequence (kn) of integers such that for each n ≥ 1,
H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn−1∗ < ε˜,(A.1)
H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn∗ ≥ c,(A.2)
where c ∈ (0, ε˜y∗).
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Moreover, for any γ ∈ (0, 1) there exists K > 0 such that for all n ≥ 1,
kγn ≤ Kn.(A.3)
Recall that H−1 is regularly varying at infinity with index −1/ρ. Let f(x) be defined
for x > 1 by
f(x) = log ε˜− 1
log y∗
logH−1
(
log x
λ∗(1 + ε)
)
,
so that for any kn, kn+1 > 1,
H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn∗ = ε˜y
kn+1−kn−f(kn+1)∗ .(A.4)
Lemma A.2. For any δ > 0, there exist C1, C2 ∈ R such that
C1 +
1/ρ− δ
log y∗
log log x ≤ f(x) ≤ C2 + 1/ρ+ δ
log y∗
log log x
for sufficiently large x.
Proof. By regular variation of H−1, we have for any δ > 0,
lim
x→∞
x1/ρ+δH−1(x) =∞,
lim
x→∞
x1/ρ−δH−1(x) = 0.
Thus, there exists x1 > 0 such that
x−1/ρ−δ ≤ H−1(x) ≤ x−1/ρ+δ
for x > x1. The assertion follows by using above inequalities in the definition of f . 
Suppose that a0 > 0 is such that f(a0) ≥ 1 and let
an+1 = an + f(an), n ≥ 0.
Lemma A.3. The following claims hold for the sequence (an).
(i) an+1 ≥ an + 1 for n ≥ 0.
(ii) For any γ ∈ (0, 1), there exists K > 0 such that
aγn ≤ Kn, n ≥ 1.
(iii) an+1/an → 1 as n→∞.
Proof. (i) Since f is nondecreasing, we have
an+1 − an = f(an) ≥ f(a0) ≥ 1.
(ii) We use induction and Lemma A.2. Fix γ ∈ (0, 1) and δ > 0. Let C2 be as in Lemma
A.2. Suppose that K is so large that,
C2 +
1/ρ+ δ
γ log y∗
logK +
1/ρ+ δ
log y∗
1
1− γ ≤
K1/γ
γ
.(A.5)
Make K larger if necessary so that aγ1 ≤ K.
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For the induction step, assume that aγn ≤ Kn for some n. Note that logn ≤
1
1/γ−1n
1/γ−1. We use this inequality and (A.5) to see that,
an+1 = an + f(an) ≤ (Kn)1/γ + f((Kn)1/γ)
≤ (Kn)1/γ + C2 + 1/ρ+ δ
log y∗
log log(Kn)1/γ
≤ (Kn)1/γ + C2 + 1/ρ+ δ
log y∗
log(Kn)1/γ
= (Kn)1/γ +
[
C2 +
1/ρ+ δ
γ log y∗
logK
]
+
1/ρ+ δ
γ log y∗
log n
≤ (Kn)1/γ +
[
C2 +
1/ρ+ δ
γ log y∗
logK
]
n1/γ−1 +
1/ρ+ δ
γ log y∗
1
1/γ − 1n
1/γ−1
≤ (Kn)1/γ + K
1/γ
γ
n1/γ−1 ≤ (K(n+ 1))1/γ ,
where the last inequality follows by convexity of x 7→ x1/γ . Part (ii) follows by induction.
(iii) By the definition of (an) and Lemma A.2 we have
an+1
an
= 1 +
f(an)
an
→ 1.

Proof of Lemma A.1. Let
kn = ⌈an⌉.
Since an ≤ kn < an + 1 ≤ an+1 ≤ kn+1 < an+1 + 1, we have
y∗ = y(an+1+1)−an−f(an)∗ > y
kn+1−kn−f(kn+1)
∗ > y
an+1−(an+1)−f(kn+1)
∗ = y
−1+f(an)−f(kn+1)
∗ .
(A.6)
By Lemma A.3 (ii) an+1/an → 1, by Lemma A.3 (i) an → ∞, and by Lemma A.2
f(x)→∞ as x→∞, so kn+1/an → 1 as n→∞. It follows that
f(an)− f(kn+1) = 1
log y∗
log
H−1
(
log kn+1
λ∗(1+ε)
)
H−1
(
log an
λ∗(1+ε)
) → 0, n→∞.
Hence y
−1+f(an)−f(kn+1)∗ , i.e., the right hand side of (A.6), converges to 1/y∗ as n→∞.
Thus, by (A.4) and (A.6), for large n,
ε˜y∗ > H−1
(
log kn+1
λ∗(1 + ε)
)
ykn+1−kn∗ ≥
ε˜
2y∗
.
Since ε˜/(2y∗) < ε˜y∗, this implies (A.1)-(A.2).
The bound (A.3) follows from Lemma A.3 (ii). 
STOCHASTIC FIXED POINT EQUATION 31
References
[1] Mariusz Bieniek and Krzysztof Burdzy. The distribution of the spine of a Fleming-Viot type
process. Stochastic Process. Appl., 128(11):3751–3777, 2018.
[2] Mariusz Bieniek, Krzysztof Burdzy, and Soumik Pal. Extinction of Fleming-Viot-type particle
systems with strong drift. Electron. J. Probab., 17:no. 11, 15, 2012.
[3] N. H. Bingham, C. M. Goldie, and J. L. Teugels. Regular variation, volume 27 of Encyclopedia of
Mathematics and its Applications. Cambridge University Press, Cambridge, 1987.
[4] V. V. Buldygin, O. I. Klesov, and J. G. Steinebach. Equivalent monotone versions of PRV func-
tions. J. Math. Anal. Appl., 401(2):526–533, 2013.
[5] Dariusz Buraczewski, Ewa Damek, and Thomas Mikosch. Stochastic models with power-law tails.
The equation X = AX + B. Springer Series in Operations Research and Financial Engineering.
Springer, 2016.
[6] Dariusz Buraczewski, Piotr Dyszewski, Alexander Iksanov, and Alexander Marynych. On perpe-
tuities with gamma-like tails. J. Appl. Probab., 55(2):368–389, 2018.
[7] Krzysztof Burdzy, Robert Ho lyst, and Peter March. A Fleming-Viot particle representation of the
Dirichlet Laplacian. Comm. Math. Phys., 214(3):679–703, 2000.
[8] Krzysztof Burdzy, Bartosz Ko lodziejek, and Tvrtko Tadic´. Inverse exponential decay: stochastic
fixed point equation and ARMA models. Bernoulli, 25(4B):3939–3977, 2019.
[9] Tapas Kumar Chandra. The Borel-Cantelli lemma. SpringerBriefs in Statistics. Springer, Heidel-
berg, 2012.
[10] Denis Denisov and Bert Zwart. On a theorem of Breiman and a class of random difference equa-
tions. J. Appl. Probab., 44(4):1031–1046, 2007.
[11] Charles M. Goldie. Implicit renewal theory and tails of solutions of random equations. Ann. Appl.
Probab., 1(1):126–166, 1991.
[12] Charles M. Goldie and Ross A. Maller. Stability of perpetuities. Ann. Probab., 28(3):1195–1218,
2000.
[13] D. R. Grey. Regular variation in the tail behaviour of solutions of random difference equations.
Ann. Appl. Probab., 4(1):169–183, 1994.
[14] Ioannis Karatzas and Steven E. Shreve. Brownian motion and stochastic calculus, volume 113 of
Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.
[15] Harry Kesten. Random difference equations and renewal theory for products of random matrices.
Acta Math., 131:207–248, 1973.
[16] Ge´rard Letac. A contraction principle for certain Markov chains and its applications. In Random
matrices and their applications (Brunswick, Maine, 1984), volume 50 of Contemp. Math., pages
263–273. Amer. Math. Soc., Providence, RI, 1986.
[17] Zbigniew Palmowski and Bert Zwart. Tail asymptotics of the supremum of a regenerative process.
J. Appl. Probab., 44(2):349–365, 2007.
KB: Department of Mathematics, Box 354350, University of Washington, Seattle,
WA 98195, USA
E-mail address : burdzy@uw.edu
BK: Faculty of Mathematics and Information Science, Warsaw University of Tech-
nology, Koszykowa 75, 00-662 Warsaw, Poland
E-mail address : b.kolodziejek@mini.pw.edu.pl
TT: Microsoft Corporation, City Center Plaza Bellevue, One Microsoft Way, Red-
mond, WA 98052, USA
E-mail address : tvrtko@math.hr
