Algorithmic properties of the midpoint predictor-corrector time integration algorithm are examined. In the case of a finite number of iterations, the errors in angular momentum conservation and incremental objectivity are controlled by the number of iterations performed. Exact angular momentum conservation and exact incremental objectivity are achieved in the limit of an infinite number of iterations. A complete stability and dispersion analysis of the linearized algorithm is detailed. The main observation is that stability depends critically on the number of iterations performed.
Introduction
This paper presents an analysis of the algorithmic properties of a midpoint predictor-corrector time integrator for Lagrangian shock hydrodynamics [32, 33] . In particular, the conservation and stability properties of the algorithm are detailed. The first two sections of the paper are focused on the conservation properties. It is shown that exact angular momentum conservation and exact incremental objectivity are achieved in the converged limit of an infinite number of iterations. In the case of a finite number of iterations, the errors are limited by the number of iterations performed. The remaining sections of the paper present a complete stability and dispersion analysis of the linearized algorithm. The authors have discovered that the algorithm does not yield stable solutions in the case of an odd number of iterations. An even number of iterations produces stable results. Numerical examples are provided to confirm the theoretical results. Included also are brief discussions of the time-stepping algorithms currently used in many codes [16, 25, 37, 40] .
Angular Momentum
In the absence of applied external loading, the midpoint predictor-corrector time integration algorithm [32, 33] can be written in Lagrangian weak form as
with time step ∆t 0, where the index n corresponds to the time step index and the index (i) corresponds to the fixed-point iteration index. In the above, Ω 0 ⊂ R 3 is the fixed material domain, ρ 0 > 0 is the fixed material density, ϕ ∈ H 1 (Ω 0 , R 3 ) is the spatial coordinate, v ∈ H 1 (Ω 0 , R 3 ) is the spatial velocity, GRAD [·] :
is the deformation gradient and S ∈ L 2 (Ω 0 , R 3 × R 3 ) is the symmetric second Piola-Kirchhoff stress. The algorithm is implemented in a staggered fashion. First, the velocity at time t n+1 is computed explicitly. Subsequently, the position ϕ n+1 is updated. To ensure second-order accuracy this iterative process is repeated at least two times.
Remarks 2.1. For a pressure-volume equation-of-state material model such as that used in [32, 33] , the algorithmic stress S is defined by the relation
where p > 0 is the thermodynamic pressure and J := det F. The stress S may also include contributions from artificial shock-capturing and hourglass-control viscosities. However, for developments here the only relevant consideration is that S remain symmetric.
Under suitable boundary conditions (pure Neumann), an admissible choice for δϕ is δϕ = ξ × ϕ (j) n+1/2 , for some ξ ∈ R 3 and using the midpoint position at iteration (j). This yields
whereξ ∈ R 3 × R 3 is the skew-symmetric tensor such thatξa = (ξ × a) ∀a ∈ R 3 .
A Conserved Angular Momentum Quantity
A possible choice for (j) is (j) = (i). This produces the conservation statement
Notice however thatξ skew-symmetric
yielding the final conservation statement (since ξ is arbitrary)
Remarks 2.2. The total angular momentum defined as
is an exactly conserved quantity.
Non-Conserved Angular Momentum
Another choice for (j) is (j) = (i+1). The first term on the right hand side of (3), after some algebraic manipulations, yields [35] 
where the angular momentumJ
n is defined as
This produces the conservation statement
However, note thatξ
because of the mismatching iteration indices (i) and (i + 1). Thus
Remarks 2.3.
1. The measure of angular momentumJ
n as defined in equation (9) is not an exactly conserved quantity.
2. If the fixed-point iteration is driven to a converged state, so that (i) → ∞ and ϕ
n+1 =J n , and angular momentum (9) is conserved. 3. In general, and assuming the fixed-point iteration converges at the rate outlined in Remark 4.5 for the non-linear case, one would expect that
where 1 (m) < ∞ is the iteration count.
Incremental Objectivity
Consider again the momentum equation
An admissible choice for δϕ is δϕ =
This simplifies to
where the total kinetic energy is defined as
Next, recall that
This can be substituted into equation (16) producing
This equation represents the change in kinetic energy from the previous time step to the current iteration of the current time step. Consistent with this, and to ensure conservation of total energy during the iterative process, the specific internal energy per unit mass ε > 0 is updated as
Noting that
this can be algebraically expanded to yield
Consider initially the limit case as (i) → ∞ and the fixed-point iteration converges. Then,
Recalling that S is symmetric and the symmetric right Cauchy-Green strain is defined as C := F T F, this simplifies to
Assume that the incremental motion over the time step ∆t is a rigid rotation. Then F n+1 = QF n for some Q ∈ SO(3). This implies that C n+1 = C n and thus ε n+1 = ε n . Now consider the non-limit case where (i) < ∞ and the fixed-point iteration is not converged. Then
This equation cannot easily be simplified any further due to the "mismatching" terms involving (i) and (i + 1).
Remarks 3.1.
1. The predictor-corrector algorithm is incrementally objective if the fixed-point iteration is driven to convergence.
2. In the case of a non-converged iterative process, the algorithm is not exactly incrementally objective. However, assuming the fixed-point iteration converges at the rate outlined in Remark 4.5 for the non-linear case, the internal energy evolves subject to the bound
4 Linearized (ODE) Algorithm
Stability
Consider a one-dimensional damped harmonic oscillator. The equation(s) of motion for this system can be written in first order form as d dt
In the above equation, u is position, v is velocity, w > 0 is the undamped angular frequency and ξ 0 is the (physical) damping ratio. For notational convenience, denote z = [u, v] T .
The midpoint predictor-corrector time integrator can be derived for this simple system from an operator splitting approach. First, the velocity is updated as
where
and
The next step updates the position as
This leads to the system of equations z
Two fixed point iterations are applied to produce
In the above, the 2 × 2 matrix A is the amplification matrix.
Remarks 4.1. One can show analytically, and verify numerically, that the eigenvalues of A depend only upon the dimensionless quantities Ω := ω∆t and ξ [17, 18] . The algebraic details, being somewhat tedious, are omitted.
The properties of the amplification matrix fully determine the stability properties of the algorithm. Stability requires that A 1, where
The spectral radius of A is defined as
where λ 1 , λ 2 ∈ C are the (complex) eigenvalues of A. In general ρ(A) A . However [10, section 4.9.2],
The case when ρ(A) = 1 is more complicated. The spectral radius has the property [34, section 4.4]
When ρ(A) = 1 this implies that lim n→∞ A n 1/n = 1. This allows for linear growth, i.e., A n ∝ n. Nevertheless, the (weaker) stability condition adopted in this work is ρ(A) 1.
There are two values of Ω which are of interest:
• Denote by Ω crit the smallest value of Ω for which at least one of the eigenvalues of A has modulus greater than 1. This is the absolute stability limit.
• The eigenvalues of A are either complex conjugates or real. Denote by Ω bif the smallest value of Ω for which the eigenvalues are real. In other words, with increasing Ω from zero, the eigenvalues bifurcate from complex conjugates to real when Ω = Ω bif . When Ω < Ω bif , the eigenvalues are complex conjugates; when Ω > Ω bif the eigenvalues are real. In general Ω bif Ω crit , which is typical for explicit predictor-corrector algorithms [19] .
Matlab R TM [14, 15] is used to numerically calculate the amplification matrix A and extract the eigenvalues. The plots in this section are generated with that software package. Figure 1 is a plot of the eigenvalues of A versus Ω. Table 4 .1 is a table of approximate values of Ω bif and Ω crit for chosen discrete values of the damping ratio ξ. 
Remarks 4.2. The following are consistent with remarks made in [17, 18] and can be inferred from the data presented here:
1. Increasing the damping factor ξ decreases both the critical and bifurcation time steps.
2. Choosing Ω = Ω bif maximizes the algorithmic (high frequency) numerical dissipation. Generally speaking, numerical results are more satisfactory when Ω Ω bif . This is a tighter time-step restriction than stability, which only requires that Ω Ω crit . Table 1 . Approximate values of Ωcrit and Ω bif for increasing values of ξ.
3. For the central-difference method as described in [18] , Ω crit = 2 ∀ ξ 0. However, there is an alternative central-difference method, described in [3, 9, 16, 38] , in which the damping term (2ξωv) is lagged by a half time-step with respect to the other terms. That is also the algorithm used in Alegra [25] . For that version of the method,
There are multiple ways of lagging in time the damping term, all of which reduce the numerical stability limit [28] . In any case, when ξ = 0, Ω bif = 2.
4. For the midpoint predictor-corrector algorithm, when ξ = 0, Ω crit = 2, the same as for the central-difference method. However, Ω bif ≈ 1.67 < 2.
5. For a two-node one-dimensional lumped mass finite element, the maximum frequency is ω max = 2c/h, where c > 0 is the material sound speed and h > 0 is the element length [17, 18] . Thus for stability,
and for high frequency dissipation
Using the symbolic manipulation software package Mathematica R TM [1, 39] a closed form expression for A can be developed. The result is
The eigenvalues of A are
ξ The critical value Ω crit occurs when max (|λ 1 |, |λ 2 |) = 1 and the bifurcation value Ω bif occurs when λ i = 0. Using Mathematica R TM , the equation
can be solved for Ω, yielding three roots
Clearly only the third root is physically significant, and thus
the same as for the central-difference method. For ξ ≫ 1, an asymptotic expansion yields
The solution to λ i = 0 yields the bifurcation point
For large ξ ≫ 1, the asymptotic expansion is
Dissipation and Dispersion
Following the developments in [11] let λ ∈ C be a eigenvalue of the amplification matrix A. Since λ is complex, it can be written in the form λ = exp(α∆t) with α = −ξ + iω . The goal is to computeξ andω, the algorithmic dissipation and algorithmic frequency, respectively. First note that
and thusξ = − 1 ∆t log |λ| .
Next,
Note thatξ andω have units of (time) −1 . They can be non-dimensionalized by ω; the ratios ξ /ω and (ω/ω) are dimensionless. In particular, the ratio (ω/ω) is the relative phase error of the time integration algorithm. Figure 2 is a plot of the relative dissipation of the midpoint algorithm, and figure 3 is a plot of the relative phase error. The phase error plot is only shown for Ω < Ω bif . 2. The phase error plot again motivates choosing Ω Ω bif . As Ω → Ω bif , the phase error (ω/ω) → 0, and the numerical accuracy severely deteriorates.
3. Again consider two-node one-dimensional lumped mass finite elements. Let ω h be the time-continuous, spatially discrete harmonic frequency of oscillation for wavenumber k > 0. The exact, time-and space-continuous harmonic frequency is of course ω = kc. In this setting, (ω h /ω) ≤ 1 [18, Section 9.1.4]. For the centraldifference method the spatial and temporal phase errors have the potential to cancel each other in the sense that ω
when ∆t = h/c (the CFL stability limit) [18, 31] . Lumped mass finite elements and the central-difference method are matched [18, 23] . On the other hand, for the midpoint predictor-corrector approach
The midpoint time integrator and lumped mass finite elements are not matched.
Three Iterations
The midpoint predictor-corrector algorithm can be run with three or more iterations. For the three iteration case, the amplification matrix A has the form Figure 5 is a plot of the relative dissipation of the algorithm, and figure 6 is a plot of the relative phase error, both for the undamped case.
Using Mathematica R TM , the eigenvalues of A, when ξ = 0, have the closed form expression
Note that λ i 0 ∀ Ω 3, which implies that the eigenvalues are complex conjugates and
When Ω ≪ 1, |λ 1,2 | has the asymptotic expansion
Remarks 4.4. The following can be inferred from the data presented:
1. The algorithm run with three iterations is unconditionally unstable when ξ = 0. The instability has order
2. The introduction of physical damping helps stabilize the algorithm. However, ξ ր ∞ =⇒ Ω crit ց (1/ξ), which is to be expected.
3. Ironically, and despite the instability, the phase error is improved for large Ω with respect to the two-iteration case. 
where (j) 1 is the iteration count. Thus when (j) is even the algorithm is (conditionally) stable; when (j) is odd the algorithm is unstable. Note that when Ω < 2, lim j→∞ |λ 1,2 | = 1. See also section 4.4.
Convergence of the Fixed Point Iteration
. Consider the fixed point iteration z
The goal of this sub-section is to examine the limiting situation where i ր ∞. For notational convenience, denote
n+1 and b := A 0 z n so that the above fixed-point iteration can be written as
For the midpoint predictor-corrector algorithm, the matrix A 1 has the closed form expression
The eigenvalues of A 1 are
When Ω > 0 the eigenvalues of A 1 are real and distinct and thus A 1 is (real) diagonalizable [13] . This also ensures that ρ(A 1 ) = A 1 . A sufficient condition for the fixed-point iteration (66) to converge, and for (I − A 1 ) to be non-singular, is that A 1 < 1 [20, 22] . The converged solution is x * := (I − A 1 ) −1 b. Examining the condition that A 1 < 1 yields
almost the same as the stability criteria. Thus if this condition holds
and the convergence is q-linear [20] , with q-factor A 1 < 1, in the sense that
in the limit as i ր ∞.
Remarks 4.6.
1. The condition Ω = 2 1 + ξ 2 − ξ is the absolute stability condition, but is not sufficient to ensure convergence of the fixed-point iteration.
2. Given that the convergence rate is linear, it may not be computationally tractable to drive the iterations to convergence.
3. Numerical experiments indicate than an even number of iterations is conditionally stable (when ξ = 0), with algorithmic properties similar to the two-iteration case. Analogously, numerical experiments demonstrate that an odd number of iterations is (mildly) unstable (when ξ = 0), with algorithmic properties similar to the three-iteration case.
4. If the fixed-point iteration is converged then stability is recovered. This may of course require many iterations, particularly when ρ(A 1 ) ≈ 1.
Linearized (PDE) Algorithm

Linearized Gas Dynamics
The equations of linearized Lagrangian gas dynamics can be written as
where u is position, v is velocity, p is the kinematic pressure (physical pressure divided by density), ν 0 is the kinematic viscosity (physical viscosity divided by density) and c > 0 is the reference sound speed. These equations are hyperbolic and admit wave-type solutions.
Towards the goal of a Fourier stability analysis [30, 36] assume all fields have a harmonic spatial variation
for wavenumber k > 0. This reduces the system of equations to
For notational convenience, denote z :
Remarks 5.1. When ν = 0:
1. The system of equations (74) admits solutions of the form
where ω = ck. (74) 3. It is not necessary to let k → ∞ for a finite dimensional finite element system. Let M be the "mass" matrix and K be the "stiffness" of the finite element system. Let ω h max 0 be the largest real root of
The finite element (or finite difference) spatial discretization of equations
Then one need only consider wavenumbers k (ω h max /c). 4. For the two-node lumped mass element, ω max = (2c/h) so that k max = (2/h). Thus ξ scales linearly with ν and k, and inversely with c.
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2. The maximum algorithmic damping ratio can be computed as
3. For the fully non-linear problem [25, 32, 33] , the artificial viscosity has the form
with dimensionless constants c 1 0 and c 2 0. In this case the kinematic viscosity is
and thus
This equation is also derived in reference [38] .
4. Since the equations with damping (ν > 0 ⇐⇒ ξ > 0) have been considered in section 4, from this point forward it is assumed that ν = 0.
Central-Difference Method
The central-difference method [3, 4, 25, 28] with parameter β ∈ [0, 1], can be written as
Note that this is equivalent to
After some algebraic manipulations and substitutions, the system of equations is
is the amplification matrix. The characteristic polynomial f (λ) of A is
where Ω = ck∆t.
The roots of f (λ) (λ such that f (λ) = 0) are the eigenvalues of A. Note that there is always a single real root λ 3 = 1. This root corresponds to an eigenvector [1, 0, 0] T . Since λ 3 has no relevant effect on stability, from this point forward it will be ignored. Proceeding forward then, there are two cases of interest:
1. Presto [37] and Dyna [16, 40] : β = 1: In this case the eigenvalues λ 1,2 are the solutions to the equation
This equation has solutions
Assume Ω 2. Then [(Ω 2 − 2) 2 − 4] 0 and
Finally, this implies that
2. Alegra [25] : β = 1/2: In this case the eigenvalues λ 1,2 are the solutions to the equation
Assume Ω 4. Then 
Remarks 5.3.
1. When β = 1, the stability criterion is Ω 2. This is consistent with the ODE results of section 4 and is the standard CFL estimate.
2. When β = 1/2 the algorithm is unconditionally unstable.
3. For the fully non-linear problem [25] , the choice β = 1/2 is total-energy conservative but unstable. The choice β = 1 is conditionally (linearly) stable, but does not conserve total energy. There does not exist a centraldifference method that is both conservative and stable. That is one of the primary motivations for considering a midpoint predictor-corrector algorithm.
Midpoint Predictor-Corrector
The predictor-corrector algorithm can be written as
where 2(·) n+1/2 = (·) n + (·) n+1 . After some algebraic manipulations and substitutions, the system of equations can be written as z
Some simple algebra yields z
As in section 4, the final amplification matrix is
Remarks 5.4. 2. Once again, it can be shown analytically, and verified numerically, that the eigenvalues of A depend only upon the dimensionless quantity Ω = ck∆t. The algebraic details, being somewhat tedious, are omitted.
3. For general partial differential equation finite-difference schemes in both space and time, the amplification matrix A is a function of the time step ∆t and the wavenumber k [30] .
Once again Matlab R TM is used to numerically calculate the amplification matrix A and extract the eigenvalues. The plots in this section are generated with that software package. Figure 7 is a plot of the eigenvalues of A versus Ω. As for the central difference method, there is always a single real eigenvalue equal to 1.
Remarks 5.5.
1. The stability requirement is Ω 2, the same as in section 4.
If only one iteration of the predictor-corrector algorithm is done, then
Note that the velocity and pressure update equations are the same as for the central-difference method with β = 1/2 (see equation (76)). The difference in the position update equation has no effect on stability; only the second two slots of the first row of A in equation (78) change, which does not change the eigenvalues of A. Thus the predictor-corrector algorithm is unconditionally unstable if only one iteration is computed. At least two iterations must be performed to recover (conditional) stability. As in section 4, using three iterations results in an unconditionally unstable algorithm. 3. For the fully non-linear problem, the midpoint predictor-corrector algorithm is both (linearly) stable and totalenergy conservative [32, 33] .
Convergence Criteria
Consider numerically solving the system of equations (72) on the closed time interval [0, T ], with time step ∆t = T /N for some integer N > 0, using any of the time integration schemes outlined in this report. Note that ∆t ց 0 as N ր ∞. In general, all the schemes have the form
where A is the algorithmic amplification matrix. The Lax Equivalence Theorem [30, 36] details the sufficient conditions for which the numerical algorithm is convergent. In particular, linear growth is allowed in the sense that
This is motivated by the fact that
so that A N is uniformly bounded as N ր ∞, or equivalently, as ∆t ց 0.
For all the (unstable) methods discussed here, one can write (for Ω ≪ 1)
with K > 0 and L 1. Since ρ(A) A , the linear growth bound (98) requires that
Recalling that Ω max = 2c(∆t/h), a sufficient condition for the immediately preceding inequality to hold is that
This is equivalent to
There are two cases of interest:
1. Central-Difference with β = 1/2: In this case L = 2 and thus
2. Midpoint predictor-corrector with three iterations: In this case L = 6 and thus ∆t M h 2c
Remarks 5.6.
1. The unstable methods may converge as {h, ∆t} ց 0 if the time step ∆t goes to zero fast enough, and generally faster than h goes to zero, so that (∆t/h) ց 0. This may be undesirable, as it (perhaps significantly) increases computational cost relative to the case where ∆t ∝ h.
2. If, as the mesh is refined, (∆t/h) ց 0, then also Ω max ց 0. Thus eventually Ω max will be small enough that the asymptotic expansion of equation (100) is valid.
3. The bound (98) implies the bound (101), but not conversely. Thus while (101) is necessary for convergence (it is the vonNeumann necessary condition [30, section 4.7] ), it may not be sufficient. The bound (98) is sufficient for convergence.
A Simplified Time-Step Estimate
Recall from section 4.1 that the stable time step may be estimated as
where Ω crit = 2 1 + ξ 2 − ξ . For large ξ ≫ 1, this is approximately Ω crit ≈ ξ −1 . Substituting this into the above produces the approximation
Next, assume that 2c 1 1 and definẽ
This finally yields the approximate time step estimate ∆t h c .
Notice thatc c can be interpreted as a prediction of the sound speed based upon the dissipative effects of the artificial viscosity.
vonNeumann Stability Analysis
In an effort to fully justify the analyses of the preceding section(s), once again consider the linearized hyperbolic system
Let the displacement field and velocity field be node-centered and let the pressure field be cell-centered. This is a staggered grid [5, 6] spatial discretization. A standard lumped mass finite element (or finite difference) discretization of this system of equations yields the difference stencil
where x j±β := (j ± β)h for spatial node index j and β ∈ [0, 1].
Towards the goal of a vonNeumann stability analysis [30, 36] , assume all fields have a harmonic spatial variation such that
where k 0 is the spatial wavenumber. For notational convenience define
After some algebraic manipulations and trigonometric expansions, again using Mathematica R TM , this reduces the system of equations (109) to the ordinary differential equations
Truncation Error
Consider the simplified case of no physical viscosity where ν = 0 ⇐⇒ ξ = 0. For a wavenumber k 0, the exact solution (in Fourier phase space) over a time interval ∆t 0 is
Thus the order of accuracy, or equivalently, the truncation error, of a numerical method can be determined by examining the difference LTE :
whereλ h ∈ C is a (possibly complex) eigenvalue of the numerical amplification matrix.
1. Alegra central difference:
The Alegra central-difference method is globally first-order accurate.
2. Presto central difference:
The Presto central-difference method is globally second-order accurate.
3. Midpoint predictor-corrector: For one iteration,
which yields global first-order accuracy. For two or more iterations,
which yields global second-order accuracy.
Amplification and Phase
Additionally, as in section 4.2, the relative phase error can be computed as
Again consider the simplified case of no physical viscosity where ν = 0 ⇐⇒ ξ = 0.
1. Alegra central-difference: Figure 8 plots the modulus of the eigenvalues of the amplification matrix versus Φ and θ for the Alegra central-difference algorithm. When θ = π the eigenvalues of the amplification matrix are
These have modulus
2. Presto central-difference: Figure 9 plots the modulus of the eigenvalues of the amplification matrix versus Φ and θ for the Presto central-difference algorithm. The eigenvalues have modulus 1 for Φ 1. Figure 10 shows the relative phase error for the Presto central-difference algorithm. When Φ = 1, the relative phase error is 1 for all θ, i.e., the phase is exact. This is a well known result [17, 18, 31] . 3. Midpoint predictor-corrector: Figure 11 plots the modulus of the eigenvalues of the amplification matrix versus Φ and θ for the midpoint predictor-corrector algorithm. Plots are shown for two, three and four iterations. Assume again that θ = π. For the three iteration case the eigenvalues of the amplification matrix are
These have modulus Figure 12 shows the relative phase error for the midpoint predictor-corrector algorithm with two iterations. The relative phase error is less than 1 for all Φ > 0 and for all θ > 0. The combined space and time discretization causes waves with high spatial frequency (large wavenumber) to travel more slowly. For the fully non-linear problem an oscillatory wavetrain may be observed behind a shock. The relative phase error for the four iteration case is very similar to that of the two iteration case and thus is omitted.
Remarks 6.2.
1. The relative phase error is not shown for the unstable algorithms.
2. The amplification matrix eigenvalues can also be calculated as a function of θ, Φ and the non-dimensional parameter κ := ν∆t h 2 . However, noting that κ = Φ ξ, the choice of using ξ or κ is simply a matter of convenience or personal preference.
3. The Alegra central-difference algorithm is unconditionally unstable.
4. The Presto central-difference algorithm is stable when Φ 1. This is the expected result.
5. The midpoint predictor-corrector is stable for two and four iterations when Φ 1. For three iterations it is unconditionally unstable. 6. Consider the Presto central-difference algorithm, or the midpoint predictor-corrector algorithm with an even number of iterations. For those time integration schemes, when θ = π, the relevant non-complex positive eigenvalue of the amplification matrix equals +1 when
This is of course the expected result. The details of the Mathematica R TM analysis are omitted.
7. The analysis of this section confirms that the simplified analyses of the previous section(s) are in fact both correct and highly useful.
Numerical Simulations
Unless otherwise indicated, for all numerical simulations the stable time step is estimated as
where CF L 1 is a scaling factor. The possible time steps are defined as
with ξ max = c 1 + c 2 hc −1 |∇ · v|. The parameter h > 0 is an element characteristic length scale determined from the volume and the strain-gradient operator(s), described in [38, section 3.5] , and based upon the analysis in [12] . The minimum time step over all elements is chosen.
Periodic Breaking Wave
As a numerical test of the midpoint predictor-corrector algorithm, consider a simple periodic breaking wave problem similar to the one described in [7, 8] . In one dimension the domain of the problem is [0, 1]. The material is a gamma-law ideal gas [26] .
Periodic boundary conditions are applied at coordinates x = 0 and x = 1. The solution is smooth for a finite time 0 < T break < ∞, at which point the wave breaks and a shock forms [7, 8] .
The problem is run purely Lagrangian in two-dimensions on the domain [0, 1] × [−0.5, 0.5] using a 100 × 1 mesh of Q1/P0 finite elements. The algorithm is described in detail in [32, 33] . The 100 elements are all in a single line along the x−axis. Boundary conditions are applied to prevent motion in the y− direction; hourglass modes [2] are not active. The linear artificial viscosity coefficient is chosen c 1 = 0.15. The quadratic artificial viscosity coefficient is chosen c 2 = 2.0. Figure 13 plots the numerical results of density versus spatial position for different number of fixed point iterations. All plots are at time 3.728 × 10 −05 . All simulations are run using a constant CF L = 0.90.
Remarks 7.1.
1. Consistent with the preceding analysis, an odd number of iterations generally produces (mildly) unstable results. An even number of iterations appears to be stable.
2. Notice also that the fixed-point iteration appears to converge with an increasing number of iterations to a stable solution. The solution with 7 iterations appears satisfactory, while those with 3 and 5 iterations are somewhat noisy.
Interacting Blast Waves
As a second numerical test, consider the Woodward-Colella interacting shock wave test problem [41] . In one dimension the domain of the problem is [0, 1]. The material is a gamma-law ideal gas with γ = 1.4. The gas is initially at rest between reflecting walls, with a uniform initial density everywhere equal to 1. On the subdomain [0, 0.1] the initial pressure is 1000 and on the subdomain [0.9, 1.0] the initial pressure is 100. Everywhere else the pressure is initialized to 0.01. Two strong shock waves develop and interact.
The problem is run purely Lagrangian using 400 originally cubic Q1/P0 finite elements. The 400 elements are all in a single line along the x−axis. Boundary conditions are applied to prevent motion in the y− and z− directions; hourglass modes are not active. The linear artificial viscosity coefficient is chosen c 1 = 0.15. The quadratic artificial viscosity coefficient is chosen c 2 = 2.0. Figure 14 plots the numerical results of density versus position for various values of the CF L control parameter. Two fixed-point iterations are used for these simulations. 
The simulations with CF L
1 show little if any instability, while the simulations with CF L > 1 appear mildly unstable. The time step stability estimate seems to be accurate to within about 5%, at least for this test problem.
2. The large spurious overshoot in density at x ≈ 0.765 is typical of Lagrangian simulations of this test [24, 29] , and does not represent a problem with the time integration algorithm.
Closure
This paper has presented an analysis of the algorithmic properties of a midpoint predictor-corrector time integrator for Lagrangian shock hydrodynamics. In particular, the conservation and stability properties of the algorithm have been discussed. Angular momentum conservation and incremental objectivity are achieved in the limit case of an infinite number of iterations. In the case of a finite number of iterations, the errors are limited only by the number of iterations performed. The algorithm does not yield stable solutions in the case of an odd number of iterations. An even number of iterations produces stable results. A discussion of alternative time-stepping algorithms currently used in many codes was included for completeness 
