I. INTRODUCTION Fractional order PID (FO-PI
μ D λ -fractional order proportional-integral-derivative) control represents a generalization of the traditional PID control, meaning that the integration and differentiation of the error signal is performed to any order, rather than an integer order which is specific to the classical approach. It is generally considered that FO-PID can boost the performance of a closed loop system, as compared to the traditional PID. This is mainly due to the ability to meet two extra performance requirements, by proper tuning of the fractional orders -λ and μ [1] [2] [3] . Despite the advantages they ensure as compared to the traditional PIDs, very few research has been conducted towards the actual implementation of FO-PI μ D λ s on real processes.
In general, the realization of fractional-order differentiators and integrators can be performed in two ways: a continuous time and a discrete time approximation. In the continuous time realization, the fractional order element is approximated as a higher order rational system which maintains a constant phase within a chosen frequency band [4] [5] [6] . The continuous time realization is achieved by applying several iterative techniques, such as Carlson's method [7] , Oustaloup's method [8] or Charef's method [9] . The discrete time realization, more suitable for a hardware implementation, can be done either directly or indirectly. In an indirect approach, firstly the frequency domain fitting is done in continuous time domain and then the fitted continuous time transfer function is discretized. The direct discretization methods are based on power series expansion, continued fraction expansion and MacLaurin series expansion, combined with a suitable generating function that maps the continuous time operator into its discrete equivalent. Various types of generating functions, such as recursive Tustin, Simpson, Al-Alaoui, mixed TustinSimpson, mixed Euler-Tustin-Simpson, impulse response based and other higher order generating functions, have been proposed [10] [11] [12] [13] [14] [15] . The direct discretization methods are generally preferred instead of the indirect discretization methods. In the indirect approach, the approximated transfer function with a constant phase is discretized with a suitable generating function, which may result in a deviation from the original desired transfer function depending on the generating function. Direct discretization rules are, on the other hand, based upon maintaining a constant phase of the fractional order element directly in the frequency domain. Hence, direct discretization is generally preferred for digital realization over its indirect counterpart [16] .
The present paper tackles the problem of reaching the best implementation of a fractional order PI control algorithm on a Field Programmable Gate Array (FPGA) target, for controlling the speed of a DC motor, in terms of computation speed, area overhead and overshoot. Fractional order control algorithms for DC motors have been previously implemented on programmable logic controllers [17] . However, only the digital implementation of the fractional order controller is given, without its testing on an actual process. Traditionally, microprocessors and digital signal processors are the most widely used in low-rate applications. However, recent advances in technology, as well as the simplification in programming FPGAs have lead to an increasing trend in using such devices in control applications [18] . The resulted controllers can take advantage of their native characteristics, such as increased parallelism and fast time-to-market. In [18] , the digital realization of the fractional order operator is presented without considering experimental closed loop results using a fractional order controller.
In [19] , the authors proposed a first implementation of the fractional order controller on an FPGA, but several problems regarding the implementation were left unsolved. Such implementation problems that can arise are related to the data representation. Floating-point computations are highly accurate, but difficult to be implemented in hardware applications. On the other hand, fixed-point operations have the advantage of increasing the computation speed and are fairly easy to be implemented. The main drawback of fixedpoint representation consists in the loss of precision. The paper presents the comparative results obtained when implementing the fractional order control algorithm on two different FPGA targets using various data representations, including integer order, fixed-point and double format.
The paper is organized as follows. In section II, the implementation of the fractional order, as well as the tuning of the FO-PI controller for a DC motor are discussed. Section III presents the implementation of the designed FO-PI control algorithm on two different FPGA devices with different data representations, together with the comparative experimental closed loop. Finally, Section IV presents the concluding remarks.
II. FROM A FRACTIONAL ORDER PI TRANSFER FUNCTION TO AN FPGA READY ALGORITHM

A. Design of a fractional order PI controller for DC motor
The transfer function of the fractional order PID controller is given by:
with λ and μ being any arbitrary real numbers, k p , k i and k d being the proportional, integrative and derivative gains. If λ=μ=1, the traditional PID controller is obtained. If k d =0, the transfer function in (1) becomes: (2) which is the general transfer function of an FO-PI controller. Tuning of the FO-PI controller in (2) implies the unique determination of all three parameters: k p , k i and the integration order μ based on three independent equations. These equations are derived based on a set of three performance specifications that refer to a gain crossover frequency gc ω -to ensure a certain settling time -, a phase margin m ϕ -to ensure a certain overshoot -and a robustness condition to gain variations. Using these three performance specifications applied to the open loop transfer function H d (s), a system of three equations with three unknown variables may be constructed:
The first equation in (3) implies that the modulus of the open loop phase margin be zero dB at the gain crossover frequency; the second equation specifies that the phase margin of the open loop system equals m ϕ at the gain crossover frequency; the third and final equation in (3) specifies the robustness condition, meaning that the phase of the open loop system should not vary significantly at the gain crossover frequency. This last specification ensures that the overshoot of the closed loop system is close to the one obtained in nominal conditions, even when the open loop gain is modified. Since system (3) may have one unique solution, an infinity number of solutions or no exact solution at all, an optimization routine to yield the final results has to be implemented. Such a routine may be based on graphical methods, predefined Matlab functions, genetic algorithms, etc [1, 19] .
The process to be controlled is the speed of a DC motor. The performance specifications, apart from ensuring robustness to gain variations, are: cg ω =15 rad/s and m ϕ =70 o .
The process transfer function is identified using experimental data [19] :
Applying the system of equations in (3), with the values imposed for the performance specifications, leads to: where the relation: (6) has been used for the FO-PI controller.
System (5) has three unknown variables, the three parameters of the FO-PI controller. Solving 
B. Implementation of the fractional order
To implement the fractional order controller on a FPGA, the discrete form of (7) is required. The direct discretization method adopted in this paper is based on the 9 th order recursive Tustin method [13] :
with T-the sampling time, equal to 0.015 seconds, and the polynomial A is computed as in [13] . Then, the discrete form of (7), based on (8) and (9), is given by: 
where the polynomial coefficients are given in Table 1 . is the error signal. Thus, using the coefficients in Table 1 and equations (10) and (11), the recurrent relation for the command signal is obtained as:
The schematic diagram of the DC motor controlled using the previously designed fractional order controller is given in Figure 1 . The difficulty of the implementation of (12) on the FPGA resides in the increased number of multiplications and summations. Additionally, the data representation in fixedpoint and integer format may lead to a deterioration of the closed loop results. The integer data representation was implemented using a scaling procedure that involved multiplying the coefficients in Table 1 with a scalar, performing the computations in integer approximated values and finally dividing the result to the scalar prior to sending the command signal to the DC motor. Figure 2 shows an example of such a scaling procedure and the implementation using LabVIEW TM , while Figure 3 shows the implementation in fixed-point, using the same programming environment.
LabVIEW was chosen because it provides a user-friendly configuration environment and a short project development time, advantages which allow the controller designer to implement the algorithm in hardware without needing a thorough understanding of digital design principles. The resources occupied in the FPGA, considering the fractional order control implementation, are presented in Tables 2 and  3 . The results show that a maximum performance is achieved when using the CompactRIO TM device, which includes an FPGA Virtex II (2v3000fg676-4) board.
However, in terms of resources used, the implementation of the FO-PI control algorithm on the Spartan-3E device requires less resources as compared to the CompactRIO TM implementation, but the drawback resides in an increase in the computation time. The CompactRIO TM clock is at 40 MHz, while Spartan-3E works on a 50 MHz clock. With integer order implementation, the occupied resources increase. This is due to the supplementary computations required for the scaling procedure. Nevertheless, the number of multipliers used is at its minimum value when considering integer order data representation. In the particular example given in Tables 2 and 3 , the coefficients in Table 1 are firstly multiplied by 10000 and then converted to integer.
The computations in (12) are then performed using integer data representation and the final value for the comand signal is obtained by dividing the result with 10000. Figure 2 shows the implementation of the FO-PI control algorithm considering integers scaled with 10000, as explained.
The implementation of the FO-PI control algorithm with non-reentrant (NR) subVIs in LabVIEW TM ensures a decreased number of necessary multipliers, without significantly increasing the used resources. This is achieved using data pipelining. The experimental results obtained in all 9 cases are presented in Figure 4 . The DC motor speed is given in Figure  4a ), while the duty ratio is given in Figure 4b ). Table 4 presents the closed loop performance obtained in all implementations, when the reference changes from 500 rot/min to 1400 rot/min. It can be seen that a steady state position error exists when considering integer data representation, ranging from 2.5% up to 8.5% for the Int16 and Int32 representations, scaled with 100. The data representation has little effect upon the overshoot, while the settling time is increased more than twice in the case of Int16 and Int32, scaled with 100, compared to the other cases. Figure 2 . Implementation of the FO-PI control algorithm using integer data representation Figure 3 . Implementation of the FO-PI control algorithm using fixed-point data representation 
IV. CONCLUSION
The purpose of the present paper was to compare the implementation of a fractional order PI control algorithm on two different FPGA targets, for controlling the speed of a DC motor. A total of nine data representations were considered throughout the paper, each one of them having a different impact on computational speed, area overhead and overshoot.
The results obtained show that the implementation of the FO-PI control algorithm on Spartan-3E requires less resources compared to the CompactRIO TM . In terms of data representation, the integer order representation requires more resources, due to the supplementary computations required for the scaling procedure. In this case, however, the number of multipliers used has the minimum value.
In terms of closed loop performance, the experimental results show that the overshoot, steady state error and settling time are quite similar when considering Int32 scaled with 10 3 , 10 4 , 10 5 , 10 6 , 10 7 and double or fixed point representation. This justifies the possibility of using these integer order data representations as an alternative to double or fixed point. Nevertheless, poor results are obtained in the case of Int16 and Int32, scaled with 100, for the steady state error, overshoot and settling time. Consequently, such data representation is not efficient for the FO-PI control algorithm implementation.
