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Abstract 
The importance of normal distribution is undeniable since it is an underlying assumption of 
many statistical procedures. When the normality assumption is violated, interpretation and 
inferences may not be reliable or valid. This paper compares the power of three formal tests 
of normality: Shapiro–Wilk test, Kolmogorov–Smirnov and Jarque–Bera test. Power 
comparisons of these three tests were obtained via Monte Carlo simulation. Critical values 
were obtained for each normality test statistic for sample sizes: n1 = 20, n2 = 50, n3 = 100, 
n4 = 200, n5 = 300, n6 = 400, n7 = 500 and n8 =1000. The critical values were obtained 
based on 10,000 simulated samples from a normal distribution. Results show that Shapiro–
Wilk test is the most powerful normality test, followed by Jarque–Bera test and 
Kolmogorov–Smirnov test. 
Keywords: Normality test; Data distribution; Shapiro–Wilk; Kolmogorov–Smirnov; Jarque–
Bera. 
Introduction 
Statistical errors are common in scientific literature, and about 50% of the published articles have at least one error. 
Many of the statistical procedures including correlation, regression, t tests, and analysis of variance, namely parametric 
tests, are based on the assumption that the data follows a normal distribution or a Gaussian distribution; that is, it is 
assumed that the populations from which the samples are taken are normally distributed. The assumption of normality is 
especially critical when constructing reference intervals for variables (1).  
Comparison of the normality tests has received attention in the literature. To make a statistical inference, several 
assumptions about the data must be fulfilled. It is often assumed that the sample mean estimator is approximately 
normally distributed while testing the population mean. Graphs allow easy assessment of major departures of the data 
from normality (2). Therefore, to support the graphical methods, more formal methods which are the numerical methods 
and formal normality tests should be performed before making any conclusion about the normality of the data (3).  
Nevertheless, as the problem of testing normality is fundamental in both theoretical and empirical research, many 
researchers have been interested in testing normality and nearly 40 different normality tests have been developed (4; 5). 
The most common normality test procedures available in statistical software are the Shapiro–Wilk (SW) test and 
Kolmogorov–Smirnov (KS) test (3). Some of these tests can only be applied under a certain condition or assumption. 
Moreover, different test of normality often produce different results i.e. some test reject while others fail to reject the null 
hypothesis of normality (power of test). Power is the most frequent measure of the value of a test for normality – the 
ability to detect whether a sample comes from a non-normal distribution. Therefore, the choice of test of normality to be 
used should indisputably be given tremendous attention.  
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Normality tests mentioned above compare the scores in the sample to a normally distributed set of scores with the same 
mean and standard deviation; the null hypothesis is that sample distribution is normal. If the test is significant, the 
distribution is non-normal. For small sample sizes, normality tests have little power to reject the null hypothesis and 
therefore small samples most often pass normality tests. For large sample sizes, significant results would be derived even 
in the case of a small deviation from normality, although this small deviation will not affect the results of a parametric 
test (1). 
This study focuses on comparing the power of three normality tests; Shapiro–Wilk (SW) test, Kolmogorov–Smirnov 
(KS) test and Jarque–Bera (JB) test via Monte Carlo simulation. These tests were selected to compare power of Shapiro-
Wilk (SW) test and Kolmogorov–Smirnov (KS) with the Jarque–Bera (JB) test because JB is based exclusively on 
analyzing skewness and kurtosis of data. 
1. Tests of Normality 
1.1 Kolmogorov–Smirnov Test 
Kolmogorov–Smirnov test (K–S test or KS test) is a nonparametric test of the equality of continuous, one-dimensional 
probability distributions that can be used to compare a sample with a reference probability distribution (one-sample KS 
test), or to compare two samples (two-sample KS test; 6).  
The Kolmogorov–Smirnov statistic quantifies a distance between the empirical distribution function of the sample and 
the cumulative distribution function of the reference distribution, or between the empirical distribution functions of two 
samples. The null distribution of this statistic is calculated under the null hypothesis that the sample is drawn from the 
reference distribution (in the one-sample case) or that the samples are drawn from the same distribution (in the two-
sample case). In each case, the distributions considered under the null hypothesis are continuous distributions but are 
otherwise unrestricted (7).  
The Kolmogorov–Smirnov (referred to as KS henceforth) statistic belongs to the supremum class of EDF statistics and 
this class of statistics is based on the largest vertical difference between the hypothesized and empirical distribution (3; 
8). The Kolmogorov–Smirnov statistic for a given cumulative distribution function F(x) is (9): 
 
Where: 
Fn(x) is the value of the empirical distribution function at point x, 
F(x) is the value of the theoretical distribution function at point x. 
A limitation of the Kolmogorov-Smirnov test is its high sensitivity to extreme values. The Lilliefors correction renders 
this test less conservative. It has been reported that the Kolmogorov-Smirnov test has low power and it should not be 
seriously considered for testing normality (1). 
1.2 Shapiro–Wilk Test 
The Shapiro–Wilk test (or SW test) is a test of normality in frequentist statistics. Shapiro and Wilk test (10) was 
originally restricted for sample size of less than 50. This test was the first test that was able to detect departures from 
normality due to either skewness or kurtosis, or both (11). Given an ordered random sample, 𝑥1
∗ ≤ 𝑥2
∗≤ 𝑥3
∗ ≤ ... ≤ 𝑥𝑛
∗ ., the 
original Shapiro–Wilk test statistic (10) is defined as: 
 
 
Where: 
𝑥 𝑖  (with parentheses enclosing the subscript index i; not to be confused with 𝑥𝑖) is the ith order statistic, i.e., the ith-
smallest number in the sample; 
𝑥 =  𝑥1 + ⋯+ 𝑥𝑛 /𝑛 is the sample mean; 
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the coefficients  are given by (10) 
 𝑎1,… ,𝑎𝑛 =
𝑚T𝑉−1
 𝑚T𝑉−1 𝑉−1 𝑚 1/2
 
Where: 
𝑚 =  𝑚1,… ,𝑚𝑛 
𝑇 
is a vector made of the expected values of the order statistics of independent and identically distributed random variables 
sampled from the standard normal distribution, and 𝑉 is the covariance matrix of those order statistics. 
The value of W lies between zero and one. Small values of W lead to the rejection of normality whereas a value of one 
indicates normality of the data. 
Shapiro–Wilk test was modified by Royston (12) to broaden the restriction of the sample size to 2000 and algorithm 
AS181 was then provided (13; 14). Later, Royston (15) observed that Shapiro–Wilk’s (10) approximation for the weights 
a used in the algorithms was inadequate for n > 50. He then gave an improved approximation to the weights and 
provided algorithm AS R94 (15) which can be used for any n in the range 3 ≤ n ≤ 5000(3).  
1.3 Jarque–Bera Test 
Jarque–Bera test (or JB test) is a goodness-of-fit test of whether sample data have the skewness and kurtosis matching a 
normal distribution. The Jarque and Bera (16) test is another popular test for univariate normality based on moments. The 
test statistic is the sum of the squares for the sample standardized third and fourth moments. The test statistic JB is 
defined as 
𝐽𝐵 =
𝑛 − 𝑘 + 1
6
 𝑆2 +
1
4
 𝐶 − 3 2  
Where: 
n is the number of observations (or degrees of freedom in general); S is the sample skewness, C is the sample kurtosis, 
and k is the number of regressors: 
𝑠 =
𝜇 3
𝜎 3
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where 𝜇 3 and  𝜇 4are the estimates of third and fourth central moments, respective-ly,  𝑥 is the sample mean, and  𝜎 
2is the 
estimate of the second central moment, the variance (17). 
The hypothesis tested is if skewness is 0 and kurtosis is 3, which are the values for a normal distribution. The test statist ic 
JB follows asymptotically Chi-Square distribution with two degrees of freedom. Normality is rejected if JB is large. It 
has maximum asymptotic local power.  
There exist distributions with skewness and kurtosis both 0 which are not normal, and so against which the Jarque–Bera 
test may have low power, for example the so-called Tukey λ distribution for suitable λ > 0. The test is said to have good 
power against many other alternatives (16). 
1.4 Previous Research 
Most common used test for normality are chi-square, Kolmogorov–Smirnov, Anderson–Darling, Kuiper, Shapiro–Wilk, 
Ajne, modified Ajne, modified Kuiper, D’Agostino, modified Kolmogorov–Smirnov, Vasicek, and Jarque–Bera. All 
above mentioned tests compare the scores in the sample to a normally distributed set of scores with the same mean and 
standard deviation; the null hypothesis is that sample distribution is normal. If the test is significant, the distribution is 
non-normal. The power of these tests has been investigated several studies (3; 5; 18) on various samples and 
distributions.  
Yazici and Yolacan (5) studied twelve different normality tests that are used for assessing the assumption that a sample 
was drawn from a normally distributed population and compares their powers (chi-square, Kolmogorov–Smirnov, 
Anderson–Darling, Kuiper, Shapiro–Wilk, Ajne, modified Ajne, modified Kuiper, D’Agostino, modified Kolmogorov–
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Smirnov, Vasicek, and Jarque–Bera). Authors found that empirical alpha of test of normality is big for Vasicek and 
Jarque–Bera for both small and big sample sizes. Also, when the sample size increases, the power of the JB test increases 
and for log-normal distribution, Jarque–Bera is the most powerful one. For symmetric distributions with small sample 
sizes Kolmogorov–Smirnov, modified Kolmogorov–Smirnov and Anderson–Darling test of normality showed best 
results. Authors claim that from the practical point of view, Shapiro–Wilk test has some disadvantages. For each n, a 
different set of special coefficients is required to apply the test. But these are not available form > 50, as the coefficients 
are given only for 20 < n ≤ 50. 
Another study by Razali and Wah (3) compared power of Shapiro–Wilk, Kolmogorov–Smirnov, Lilliefors and 
Anderson–Darling tests. The power of each test was then obtained by comparing the test of normality statistics with the 
respective critical values. 
Results show that Shapiro–Wilk test is the most powerful normality test, followed by Anderson–Darling test, Lilliefors 
test and Kolmogorov–Smirnov test. Authors claim that Shapiro–Wilk test is the best test to be adopted for both 
symmetric non-normal and asymmetric distributions since it has the lowest total rank (for both 5% and 10% significance 
levels) among all the four tests considered. This is followed rather closely by the Anderson–Darling test. In this study (3) 
all tests outperforms Kolmogorov–Smirnov test. Similar results were found by Yap and Sim (18). Authors studied and 
compared the power of eight selected normality tests: the Shapiro–Wilk test, the Kolmogorov–Smirnov test, the 
Lilliefors test, the Cramer–von Mises test, the Anderson–Darling test, the D'Agostino–Pearson test, the Jarque–Bera test 
and chi-squared test. Results showed that for symmetric short-tailed distributions, D'Agostino and Shapiro–Wilk tests 
have better power. For symmetric long-tailed distributions, the power of Jarque–Bera and D'Agostino tests was quite 
comparable with the Shapiro–Wilk test. As for asymmetric distributions, the Shapiro–Wilk test was the most powerful 
test followed by the Anderson–Darling test. 
2. Simulation Procedures  
In this study, Monte Carlo procedures was used to evaluate the power of Kolmogorov–Smirnov, Shapiro–Wilk and 
Jarque–Bera test statistics in testing if a random sample of n independent observations come from a population with a 
normal 𝑁(𝜇,𝜎2) distribution (5). The null and alternative hypotheses are: 
H0: The distribution is normal. 
H1: The distribution is not normal. 
The critical values for each test vary with the sample size. Therefore, first, appropriate critical values were obtained for 
each normality test statistic for sample sizes: n1 = 20, n2 = 50, n3 = 100, n4 = 200, n5 = 300, n6 = 400, n7 = 500 and n8 
=1000. The critical values were obtained based on 10,000 simulated samples from a standard normal distribution. Each 
of the three tests is applied to the same samples with the sample sizes. Statistical analyzes were performed in R. 
3. Results 
Table 1 summarizes the simulated power for selected normal distributions for α = 5%, and kurtosis and skewness of data 
sets (tests statistics). Table 2 summarizes the p-values of given analyzes. 
Shapiro–Wilk test outperforms the other two tests, which corresponds with results of other studies (3; 18). Again the 
performance of all tests is low for small sample sizes. Overall, Shapiro–Wilk test is the best test followed by Jarque–Bera 
test and Kolmogorov–Smirnov test is the least powerful. Results also show that Jarque–Bera test performs better than 
Kolmogorov–Smirnov test. 
Table 1.Comparison of Power for Selected Normality Tests. 
n 20 50 100 200 300 400 500 1000 
SK 0.097 -0.029 0.024 0.035 0.047 -0.011 -0.018 0.201 
KU 0.307 0.280 0.013 0.027 -0.030 0.102 0.142 0.052 
Tests 
statistics 
KS 0.132 0.092 0.061 0.046 0.037 0.032 0.027 0.021 
SW 0.949 0.973 0.986 0.991 0.993 0.994 0.996 0.998 
JB 0.808 0.859 0.965 1.023 1.256 1.299 1.395 1.445 
*Note.: SK– skewness; KU– kurtosis; KS–Kolmogorov-Smirnov test; SW– Shapiro-Wilk test; JB– Jarque-Bera test. 
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Table 2. Comparison of Power for Selected Normality Tests. 
n 20 50 100 200 300 400 500 1000 
p-values 
KS 0.192 0.073 0.126 0.061 0.169 0.086 0.114 0.181 
SW 0.485 0.407 0.449 0.409 0.449 0.469 0.499 0.457 
JB 0.651 0.703 0.623 0.755 0.613 0.470 0.672 0.563 
*Note.: SK– skewness; KU– kurtosis; KS–Kolmogorov-Smirnov test; SW– Shapiro-Wilk test; JB– Jarque-Bera test. 
4. Conclusion 
Based on analyzes it can be concluded that among the three tests considered, Shapiro–Wilk test is the most powerful test 
for normal distribution and sample sizes whereas Kolmogorov–Smirnov test is the least powerful test. The power of 
Shapiro–Wilk test was similar for all sample size. The performance of Jarque–Bera test is comparable with Shapiro–Wilk 
test, however both tests outperforms Kolmogorov–Smirnov test. The results of this study support the findings of Razali 
and Wah (3), Yap and Sim (18) or Keskin (19) that Shapiro–Wilk test is the most powerful normality test.  
In conclusion, descriptive and graphical information supplemented with formal normality tests can aid in making the 
right conclusion about the distribution of a variable. Results of this simulation and previous studies (18; 19) indicated 
that the Shapiro–Wilk test has good power properties over a wide range of asymmetric distributions. If the researcher 
suspects that the distribution is asymmetric (i.e. skewed) then the Shapiro–Wilk is the best test followed closely by the 
Jarque–Bera test, or tests that are not assumed in this study like Anderson–Darling or D’Agostino tests, which also 
performed well in previous studies. 
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