The correlation between transport via the Bering Strait throughflow (BTF) and sea surface salinity (SSS) in the Bering Sea has been examined mainly using an atmosphere-ocean-ice coupled climate model that has an eddy-permitting ocean component. The SSS anomaly in the northwestern Bering Sea is high from winter to spring when the BTF transport anomaly is large in the cold season. Similar features can be seen in an observation dataset and two kinds of ocean data assimilation product. BTF transport is strongly correlated with sea surface height (SSH) in the northeastern Bering Sea, the southwestern Chukchi Sea and the East Siberian Sea. The SSH along the Russian coast in the Arctic Ocean is uncorrelated with the SSH in the Bering Sea, the meaning being that the Arctic SSH affects the BTF and the SSS independently of the SSH in the Bering Sea. The low SSH along the Siberian coast is correlated with easterly wind anomalies over the Laptev Sea and north of the New Siberian Islands. The relationship between the low Siberian-coast SSH and the high SSS in the Bering Sea, however, is not confirmed in 10 years of satellite-derived SSH. Mixed-layer salt budget analysis has revealed that the high SSS anomalies are mainly caused by the increases of horizontal advective salt convergence north of 62.5°N, and by the decreases of sea-ice melting south of 62.5°N, through the strengthening of the near-surface northeastward currents. In the warm season, these two factors fade and the salinization disappears.
Introduction
Arctic sea ice during summer and autumn has been decreasing, and temperatures have been increasing faster over the Arctic than the global average (e.g., Serreze and Barry 2011; Vaughan et al. 2013) . Processes in the Arctic do not only affect the Arctic climate, but their effects also extend to the climate in lower latitudes. Previous studies have indicated that changes in cyclone routes due to the decrease of sea ice in the Barents Sea cause cold winters in Eurasia and East Asia (Inoue et al. 2012; Sato et al. 2014) . Is there also a remote effect from the Arctic Ocean to the Bering Sea and the Pacific Ocean?
The Arctic Ocean is connected with the Pacific Ocean by only the Bering Strait, which is approximately 85 km in width and 50 m in depth. The Bering Strait throughflow (BTF) is basically northward (Woodgate et al. 2005 (Woodgate et al. , 2012 . It is well known that water from the Pacific Ocean that flows though the Bering Strait affects the properties of water in the Arctic Ocean (e.g., Itoh et al. 2012) . The current at the Bering Strait sometimes becomes southward in winter (e.g., Woodgate et al. 2015) and sea ice can be transported from the Arctic Ocean to the Bering Sea (e.g., Babb et al. 2013) . However, the impacts of changes in the Arctic Ocean on the Bering Sea transmitted through the BTF are not well understood yet. About two-thirds of the change in BTF transport is controlled by the Pacific-Arctic pressure-head (Woodgate et al. 2012) . Aagaard et al. (2006) indicated that 1 3 interannual changes in steric forcing over the Bering Strait were controlled by warm inflow into the Arctic Ocean from the North Atlantic, freshwater accumulation in the southwest Canada Basin, and temperature and salinity changes in the upper Bering Sea. Changes in sea surface height (SSH) in the Arctic Ocean are likely to lead to some changes in the Bering Sea. Danielson et al. (2014) indicated that easterly winds over the western Chukchi Sea (CS) and the East Siberian Sea (ESS) increased the Pacific-Arctic pressure-head through coastal divergence and shelf waves, the implication being that winds over the Arctic Ocean can change the BTF.
There are limited observations in the Arctic Ocean and the Bering Sea, especially in the cold season, and it is still hard to examine oceanographic variations using in situ data only. The present study analyzes the output of an atmosphere-ocean-ice coupled climate model to investigate variations in the Bering Sea that originated in the Bering Strait and the Arctic Ocean; we find interannual variations of sea surface salinity (SSS) and surface currents in the northwestern Bering Sea that are linked with those of BTF transport and Arctic SSH. The continental shelf from the northern Bering Sea to the Chukchi Sea is known as one of the highest biological production regions (e.g., Springer and McRoy 1993) , and interannual changes of circulations and water properties in this region are important for biogeochemical research.
In this paper, we show the relationships between the SSS in the Bering Sea, the BTF and the SSH, and discuss the processes of the SSS changes. Section 2 explains datasets and a budget analysis method used in this study. The correlations between the SSS in the Bering Sea and the BTF or the Arctic SSH are shown in Sect. 3. We discuss the salt budget in the northwestern Bering Sea in Sects. 4, and 5 provides the conclusions.
Data and method

Data
Observation products
Objectively analyzed salinity anomaly fields have been produced and released by the Ocean Climate Laboratory Team within the National Centers for Environmental Information. In this study, we utilized the yearly and 3-monthly salinity anomalies from climatologies on one-degree grids from 2005 to 2015 (https://www.nodc.noaa.gov/OC5/3M_HEAT_ CONTENT/s_anomaly_data.html). They were computed by objective analysis of all quality-controlled historical salinity data in the World Ocean Database 2013 (WOD13). The objective analysis scheme used for this product was not optimum interpolation but a convergent weighted-averaging scheme (Zweng et al. 2013) . The objectively analyzed climatology dataset, World Ocean Atlas 2013 (WOA13) version 2, was also used to evaluate model data ("Appendix").
We utilized monthly fields of satellite-derived Arctic dynamic ocean topography between 60°N and 81.5°N produced by Armitage et al. (2016) . SSH in both the icecovered and ice-free ocean measured by Envisat and CryoSat-2 were combined to produce this dataset for the period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] . The data have a horizontal resolution of 2° (longitude) × 0.5° (latitude). Dynamic ocean topography is defined as SSH relative to the geoid, and simply referred to as "SSH" hereafter. In this study, we removed the annual cycle by subtracting each month's climatology at each grid before analyses.
Data assimilation products
Data assimilation is the process to incorporate observations into the state of a numerical model, and an effective method to estimate a realistic state of the oceans or atmosphere from limited observations and a model simulation. In addition to 9 years of the observation product based on only WOD13 (Sect. 2.1.1), two kinds of ocean data assimilation product were also checked to compare with a climate model: Simple Ocean Data Assimilation (SODA) version 2.2.4 (Giese and Ray 2011) and the Estimated STate of the global Ocean for Climate research (ESTOC) (Osafune et al. 2015) . For the SODA reanalyses, the ocean model component used the Parallel Ocean Program (POP) model version 2.0.1 with a horizontal resolution of on average 0.4° × 0.25° and 40 layers in vertical. After the assimilation by a sequential optimum interpolation, output variables were mapped onto a uniform 0.5° × 0.5° grid. On the other hand, the ESTOC used a 4-dimentional variational (4D-VAR) adjoint method to generate a dynamically-self consistent state estimation. The ESTOC was based on version 3 of the Geophysical Fluid Dynamics Laboratory Modular Ocean Model (MOM3) which had a horizontal resolution of 1° in both longitude and latitude, and the number of vertical levels, including the bottom boundary layer, was 46. Sea ice was explicitly dealt with in neither the SODA nor the ESTOC, although surface heat flux was modified when the surface temperature reached the freezing point of seawater in the SODA. The ESTOC included a newly estimated heat and fresh-water surface fluxes through 4D-VAR data synthesis, which was consistent with ocean observations (temperature and salinity) even in sea-ice regions. One should note that these two kinds of ocean reanalysis may not be necessarily reliable enough at high latitudes. Our purpose of using them was to briefly check the consistency among the different products qualitatively. For both the products, we analyzed the data only from 1979, when satellite data became more available.
Model
Even the above data assimilation products are not wholly satisfactory for the investigation of the salinity in the Bering Sea since sea ice was not explicitly dealt with. In this study, we mainly analyzed historical experimental data produced by simulations of the period 1950-2005 using a high-resolution setup of the Model for Interdisciplinary Research on Climate version 4h (MIROC4h) Sakamoto et al. 2012) . This historical simulation produced three ensemble members. The three members differ only by their initial conditions. The simulation data of the Coupled Model Intercomparison Project Phase 5 (CMIP5) pre-industrial control experiment on 1st January in the 91st year, 71st year, and 111st year were given for Member 1, 2, and 3 of the historical experiment, respectively, as the initial values on 1st January 1950. Hence, the difference between the members was due to internal variations produced by the model.
The MIROC4h consisted of five model components: atmosphere, land surface, rivers, ocean, and sea ice. The ocean component was the COCO version 3.4 (Hasumi 2000) , an eddy-permitting model with a horizontal resolution of 0.28125° zonally and 0.1875° meridionally, and the number of vertical levels, including the bottom boundary layer, was 48. The thickness was 2.50 m for the uppermost layer, and gradually increased to 200 m at the 27th layer (1348-m depth). The first 10 levels were in the upper 60 m. See Sakamoto et al. (2012) for the details. The vertical resolution of the MIROC4h was comparable to or better than other models used for Arctic research (e.g., Clement et al. 2005; Zhang et al. 2010) , and fine enough to simulate the mixed layer. In the coordinate system of the MIROC4h, the North Pole and the South Pole were shifted to 77°N, 40°W in Greenland and 77°S, 140°E, respectively. Since the horizontal spacing was not fine enough to resolve mesoscale eddies at high latitudes, harmonic horizontal diffusion of the isopycnal layer thickness was applied for representing eddy-induced transport of tracers. River runoff calculated in the river component was given to uppermost grids facing the mouths of rivers as fresh water flux. The sea ice component was configured with a two-category thickness representation, zero-layer thermodynamics and elastic-viscous-plastic rheology. The horizontal resolution of the sea-ice component was the same as that of the ocean component. On the other hand, the horizontal resolution of the atmospheric components was 0.5625° (T213).
The MIROC4h was developed with the aim of conducting near-term climate prediction experiments in order to contribute to the CMIP5. One of the advantages of the MIROC4h is its top-class horizontal resolution among the CMIP5 models, which is important for simulations around narrow straits. And, since restoring of SSS was not done and no artificial salt flux at the sea surface was yielded, the MIROC4h is suitable for analyses of SSS. The Arctic climate and a realistic sea-ice cover were reproduced reasonably well by the MIROC4h, especially compared with the simulation of its predecessor, the MIROC version 3h Sakamoto et al. 2012) . In this study, monthly anomalies, which are differences from monthly climatologies during the 56-year period, are analyzed. Climatologies of BTF transport, SSS, SST, sea-ice concentration (SIC), and SSH in the MIROC4h are compared with observations in "Appendix". The MIROC4h and the assimilation products simulated the seasonal cycle of BTF transport, although the MIROC4h overestimated BTF transport compared with mooring-based estimates. The climatological mean of the transport through Anadyr Strait in the MIROC4h was 0.5 Sv (1 Sv = 106 m 3 s −1 ) for all three members, which is consistent with the model result of Clement et al. (2005) . The transport through Shpanberg Strait was, however, overestimated in the MIROC4h, 0.7 Sv with little seasonal cycle. The Alaskan Coastal Current (ACC) was exaggerated throughout the year due to larger SSH gradient along the Alaskan coast (see Fig. 20b ), resulting in the overestimation of BTF transport. However, the monthly mean transports were highly correlated with Anadyr and Bering Straits [correlation coefficient (r) was 0.84-0.88]. On the other hand, the ACC flowed northward in the eastern region, and the monthly mean transports were uncorrelated with Anadyr and Shpanberg Straits (r = − 0.08 -0.03). These are consistent with the indication of Danielson et al. (2014) . The overestimation of the ACC in the basic state will not seriously affect the correlation between BTF transport and SSS in the northwestern part. For the bottom-layer salinity at Bering Strait, while the salinity in January was close to the observation, the model did not well simulate the following quick rise and drop. The salinity at this point might be sensitive to the reproducibility of sea ice or the ACC. The seasonal cycle of the model SSS in the northwestern area, however, approximately agreed with the WOA climatology.
Salt budget analysis
For each water column integrated from the sea surface to the depth of the mixed layer base D, the rate of change of mixed-layer salt content must be balanced with advection and diffusion of salt, and salt inflow from the surface and from beneath. The advection-diffusion equation of salt for each water column is S, η, u, v , and w are salinity, SSH, zonal, meridional, and vertical current speed, respectively. P, E, and M are precipitation, evaporation, and surface water flux due to sea ice melting or freezing. K = (K x , K y , K z ) is a vector that consists of horizontal and vertical eddy diffusion coefficients. S i is salinity in sea ice, and was set to 5.0 in the MIROC4h. S m and u m are the average salinity and velocity within the mixed layer. Using the continuity equation, the mixed layer salinity budget can be expressed as:
where W e is the entrainment velocity. S′ m and u′ m are the deviations of salinity and velocity from the averages within the mixed layer. S -D is the salinity just below the base of the mixed layer, and the value 20 m below the base was used in this budget analysis (e.g., Ren and Riser 2009). The left-hand side of Eq. (2) is the rate of change of salinity (salinity tendency). The first and second terms on the righthand side are the convergences of salt by horizontal advection and the entrainment, respectively. The third and fourth terms describe the effect of E-P and sea-ice freezing minus melting. The diffusion term cannot be calculated from the model output, and is expressed by the residual. In this study, D was determined as the depth at which the potential density or temperature difference from a near-surface value at 10 m depth exceeded +0.03 kg m −3 or ± 0.2 °C (de Boyer Montégut et al. 2004) . The salt budget analysis is discussed in Sect. 4.
Relationships between SSS, BTF and SSH
Correlation of SSS with BTF transport
Using the time series of the yearly BTF transport calculated from the A3 mooring shown by Woodgate et al. (2015) (blue line in their Fig. 9a ), we selected 2007 , 2010 as strong BTF years, and 2005 , 2008 as weak BTF years, respectively, to make composites of the WOD13-based SSS anomaly fields, which are available from 2005. Figure 1a shows differences of the composite SSSs 
between the strong and weak BTF years. Statistical significance of the difference between the two population means was tested using Student's t test with a 90% confidence level on the assumption that each yearly or 3-monthly value was Grids where the differences are statistically significant at the 90% confidence level are dotted. The area surrounded with a gray box in a is analyzed in Table 1   Table 1 Difference of the WOD13-based SSS anomaly averaged over 60-66°N, 175°E-172°W (gray box in Fig. 1a ) between the strong BTF years and weak BTF years *Difference is statistically significant at the 90% confidence level
Annual (12 months) 0.11* January-March (3 months) 0.08 April-June (3 months) 0.23 July-September (3 months) 0.09 October-December (3 months) 0.05 January-June (6 months) 0.15* April-September (6 months) 0.16 July-December (6 months) 0.07 October-March (6 months) 0.07* independent. In the northwestern Bering Sea and south off the root of the Alaska Peninsula, the yearly SSS in the strong BTF case was higher than that in the weak BTF case by more than 0.1 practical salinity unit (psu) and the difference between them was statistically significant. Seasonality can be seen in the SSS differences: the difference was obvious from autumn to spring (Table 1) . On the other hand, SSS tended to be lower in the strong BTF case in the southeastern and southwestern parts of the Bering Sea. Figure 1a suggests that the SSS in the northern Bering Sea is correlated with BTF transport. However, since the number of available years is very limited and the confidence level is set to a low value in this case, it is difficult to conclude that there is a relationship between SSS and BTF only from this evidence. Therefore, we further examined the correlation using model and assimilation data. Figure 2 shows r between annual mean BTF transport and annual mean SSS-salinity just under sea ice if the sea surface was covered with ice-in the MIROC4h, ESTOC and SODA. In the significance test of r, the effective sample number N e was estimated after taking into consideration serial correlation (Metz 1991): where N is the number of samples (years in this study), T e is the effective decorrelation time, and r xk (r yk ) is the autocorrelation function of variable x (y) at a lag of k years. Linear trends of x and y were removed when N e and r were calculated. Two of the three members of the MIROC4h and the two assimilation products show significant r in the northwestern Bering Sea in common, which is consistent with Fig. 1a , except for Member 2 of the MIROC4h. However, significant correlation was not seen around the Alaska Peninsula in any datasets. For the MIROC4h, r of Member 1 was the largest, and that of Member 2 was the smallest, although the spatial patterns of r were basically similar to each other. In this paper, the analyses of Member 3, for which the strength of the correlation was intermediate among the three members, are presented in the main text, and the other members, the SODA and ESTOC are shown in the supporting material.
There was obvious seasonality in the relationship between BTF transport and SSS (Fig. 3) . In the northwestern Bering Sea, the SSS anomaly associated with the BTF transport anomaly became evident from winter to early summer, and SSS lagged behind the BTF by a few months. We tested averaging windows shorter than 6 months, and no significant correlation was seen if the period of average was 3 months or less (not shown). Some changes in the currents that persist
only for a few months will not be enough to change the upper-layer salinity. The SSS averaged over 60.5-64.5°N, 170°E-174°W (gray box in Fig. 3b ) regressed by BTF transport was 0.12 psu for Member 1 and 0.09 psu for Members 2 and 3; that is, the area-averaged SSS anomaly rose by approximately 0.1 psu with an increase of the BTF transport anomaly by + 1.0σ. We examined the relationship between BTF transport and SSS in the two different ocean reanalyses. Both the SODA and the ESTOC showed similar spatial patterns of the correlation to Fig. 3b : SSS in the northwestern Bering Sea was high when the BTF was strong. r between BTF transport and the SSS averaged over 60.5-64.5°N, 170°E-174°W is listed in Table 2 . The high correlation area in the SODA, however, did not extend to the west of Cape Navarin. While the relationship in the SODA had seasonality similar to Fig. 3a , the season when r became large was different from that in the MIROC4h by a few months, and the seasonal dependence of the correlation was weak in the ESTOC. Although there were some differences from the MIROC4h, the northwestern SSS in the ocean data assimilation products also tended to vary in association with the BTF. Sea surface temperature (SST) tended to be high over the Bering Sea when the BTF transport anomaly was large in the cold season (Fig. 4a) , and the high SST was related with anomalous southeasterly winds in the northern Bering Sea (Fig. 5) . This is consistent with previous studies indicating that anomalous southeasterlies or southerlies associated with the westward shift of the Aleutian Low contributed to the increase of BTF transport (Danielson et al. 2014 ) and the decrease of sea ice in the Bering Sea (Rodionov et al. 2007; Zhang et al. 2010; Li et al. 2014) . The sea surface density in the northwestern Bering Sea was correlated with BTF transport (Fig. 4b) , and the correlation was smaller than that of SSS since the effect of positive SSS anomaly on density was offset by that of positive SST anomaly. Figure 4b , however, shows that the density anomalies associated with the BTF changes were dominated by SSS rather than SST.
Correlation of SSH with BTF transport and SSS
Difference of the satellite-derived SSH between the strong and weak BTF years is shown in Fig. 1b . A contrast of high SSH in the Beaufort Sea and low SSH along the Siberian coast can be clearly seen, but the difference was not significantly large around the CS and the Bering Strait on a yearly mean basis. SSH in the strong BTF years tended to be slightly high in the southwestern Bering Sea. This is consistent with Danielson et al. (2014) (their Fig. 14e ), who indicated the relationship between the zonal shift of the Aleutian Low and BTF transport in the 2000s. Similar spatial pattern can be seen in 3-monthly means too (not shown).
3
The increase of BTF transport was strongly correlated with high SSH in the eastern Bering Sea and low SSH in the southwestern CS and the ESS (Fig. 6a) . This pattern clearly reflects the across-strait SSH gradient that strengthens the BTF. And, the SSH gradient along the Bering Strait also enhanced to lead to larger BTF transport. There was no time lag between BTF transport and SSH along the coast of eastern Siberia on a monthly basis. The correlation between BTF transport and SSH in the southwestern CS and the eastern ESS was statistically significant throughout the year, and it was larger in summer and relatively small in winter (not shown). There was no correlation between BTF transport and SSH in the Aleutian Basin, which is inconsistent with Danielson et al. (2014) and our Fig. 2 . Danielson et al. (2014) focused on a phenomenon that occurred in a specific 12-year period. The long-term correlation analysis used in our study is not suitable to detect a change within a decade. The high SSH in the eastern Bering Sea was uncorrelated with the low SSH in the Arctic Ocean. We calculated the partial correlation coefficient (r p ) between the Arctic SSH and BTF transport by removing the effect of the SSH in the region 60-65°N, 160-168°W (Fig. 6b) . The partial correlation was more than 0.7 along the Siberian coast from the northwestern Bering Sea to the ESS, and more than 0.6 even in the eastern Laptev Sea. This means that the SSH in the southwestern CS and the ESS affects BTF transport independently of the SSH in the Bering Sea. Danielson et al. (2014) also indicated that the SSH anomalies in the western CS and the ESS did not co-vary with those in the eastern Bering Sea using satellite data (their Fig. 11) .
The spatial patterns of r (not shown) and r p (Fig. 6c ) between SSH and the SSS in the northwestern Bering Sea were similar to those between SSH and BTF transport. The weaker correlation between SSH and SSS is reasonable, because factors other than the Arctic SSH, such as inflow from the Gulf of Alaska and the Aleutian basin, surface freshwater flux, and river runoff, also affect the salinity in the Bering Sea (Aagaard et al. 2006) . The correlations between SSH and BTF transport or between SSH and SSS in Member 1 and 2 were similar to the analogous correlations in Member 3. The correlation between the SSS or surface density and the SSH averaged over 66°-72°N, 165E°-170°W was also statistically significant in the northwestern Bering Sea (not shown). On the other hand, SST in the Bering Sea was uncorrelated with the Arctic SSH, except for a small area along the coast south of Cape Navarin. Unlike salinity, temperature is insensitive to the SSH changes in the Arctic Ocean. The same tendencies can be seen in Member 1 and 2.
We checked the relationship between SSH and SSS in the observation datasets. Based on Fig. 7a that shows the WOD13-based salinity anomaly averaged over the northwestern Bering Sea (60.5-64.5°N, 170°E-174°W) Fig. 3b ) during JanuaryJune and the SSH averaged during October-March. These r p 's were calculated by removing the effect of the SSH averaged over 60-65°N, 160-168°W (gray box in a). The area surrounded with a gray box in c is analyzed in Figs. 8, 9 , 10, 11, 12, 13. Contours and color are the same as in Fig. 2 . Note that the color scale in b is different from those in a and c during January-June, high SSS years were defined as , 2009 , and low SSS years as 2006 -2008 , and 2014, respectively, to make composites of the satellite-derived SSH in October-March. The difference of the composite SSH between the high and low SSS years shows that SSH was high in the northern Bering Sea and low north of the New Siberian Islands in the high SSS years (Fig. 7b) . The difference along the Siberian coast was not significantly large and slightly positive when the SSS anomaly was high, which is contradictory to the model results (Fig. 6) . However, the correlation in a 10-year window between the Siberian-coast SSH and the SSS in the northwestern Bering Sea can be nearly zero or positive even for the MIROC4h (Fig. 8) . More than 20 years of data may be necessary to confirm this relationship.
The low SSH anomalies along the Siberian coast appear to originate in the Laptev Sea and around the New Siberian Islands (Fig. 6b) . The correlation between the SSH averaged over 66-72°N, 165°E-170°W and zonal wind stress (Fig. 9a) indicates that the low SSH anomalies were linked with the easterly wind anomalies over the ESS and the Laptev Sea, and were uncorrelated with the Aleutian Low. These anomalous easterlies caused offshore Ekman transport and the decrease of SSH in the coastal region. The anomalous southeasterlies shown in Fig. 5 also contributed to the SSH drop in the CS. The enhanced Pacific-Arctic pressure-head resulted in the current anomalies from the Bering Sea to Fig. 7 a WOD13-based SSS anomaly averaged over 60.5-64.5°N, 170°E-174°W during January-June. b Difference of the satellitederived SSH anomaly means between the high SSS years and low SSS years (cm). The mean period of the SSH anomaly is OctoberMay. Black line is a contour of ± 0.0 cm. Grids where the differences are statistically significant at the 90% confidence level are dotted Fig. 8 a r in a 10-year window between the Siberian-coast SSH (66-72°N, 165°E-170°W, gray box in Fig. 6c ) and the SSS in the northwestern Bering Sea (60.5-64.5°N, 170°E-174°W, gray box in Fig. 3b ). The horizontal axis represents the first year of the 10-year window. Horizontal dashed line denotes the correlation throughout the whole period. b As in a, but for 20-year window Fig. 9 a r between the SSH averaged over 66-72°N, 165°E-170°W (gray box) and zonal wind stress during October-March in Member 3. Contours and color are the same as in Fig. 2 ). Black arrows show directions of regressed current velocity. White areas means that neither of the zonal and meridional components are statistically significant at the 95% confidence level. c As in a but for SLP the ESS. Figure 9b shows the regression map of the surface current velocity onto the Siberian-coast SSH. The westward current anomalies extended from the southern CS to the ESS and the Laptev Sea. The current anomalies were small and not significant just near the Siberian coast, which might be due to the effect of the Siberian Coastal Current that contains energetic eddies and squirts (Weingartner et al. 1999) .
The spatial distribution of the SSH variation concentrated in the southern CS, the ESS and the Laptev Sea shown in Fig. 6 is similar to the second nonseasonal empirical orthogonal function (EOF) mode of Arctic SSH found by Armitage et al. (2016) , the second mode EOF of GRACE data found by Peralta-Ferriz et al. (2014) , and the first coupled EOF of ocean mass and zonal wind stress found by Volkov and Landerer (2013) . These previous studies indicated that zonal wind anomalies along the Siberian coast, which was related with the Arctic Oscillation, caused onshore/offshore Ekman transport and the rise/drop of SSH in the coastal region. The correlation between the SSH averaged over 66-72°N, 165°E-170°W and sea level pressure (SLP) in the MIROC4h (Fig. 9c) shows a spatial pattern with high SLP around the North Pole and low SLP over Siberia in the case of low Siberian-coast SSH. This is consistent with Peralta-Ferriz et al. (2014) (their Fig. 12 ), although the correlation is relatively small in the MIROC4h. The high correlation of SSH distributed widely along the Siberian coast shown in Fig. 6 is probably a result of a coincident synoptic-scale response to the zonal wind anomalies, rather than shelf waves propagating from a remote area. In any case, the SSH variations in the southwestern CS and the ESS caused by the zonal wind anomalies are expected to affect the currents in the northern Bering Sea and BTF transport through changes in the Pacific-Arctic pressure-head.
Salt budget
The salt budget was evaluated for the northwestern Bering Sea, where the correlation between BTF transport and SSS was high, using the MIROC4h data. The distribution of the maximum mixed layer depth in winter is shown in Fig. 10a . On the shelf the mixed layer reached the bottom in winter. The mixed layer depth reached the maximum in March or April in the southern Bering Sea and around the Bering Strait (Fig. 10b) . In some areas, the mixed layer depth peaked in December or January and became shallower after , and c the mixed-layer salinity tendency and its components averaged over the area 60.5-64.5°N, 170°E-174°W (gray box in a) in Member 3. Black, green, blue, cyan, red, and magenta lines in c denote the salinity tendency, horizontal advective convergence, sea-ice melting/freezing, E-P, entrainment, and residual term, respectively that. This relatively early shallowing was due to the effect of meltwater. The climatological mean of the mixed-layer salinity in the region 60.5-64.5°N, 170°E-174°W (gray box in Fig. 10a ) increased from July to November, as a result of the salt convergence due to the horizontal advection and the entrainment (Fig. 10c) . From January to June, when salinity decreased, the effects of sea-ice melting and horizontal advection were dominant. The salinity tendency was positive north of 62.5°N in winter mainly due to seaice production (not shown). The residual term suggests that much saline water was transported due to eddy diffusion, and that transport reduced the magnitude of the decrease of salinity. Precipitation reduced the salinity in summer, but the contribution of E-P to the salinity change in this area was relatively small. These features were common in all three of the ensemble members. The MIROC4h tended Fig. 11 a Salinity tendency, b horizontal advective convergence, c sea-ice melting/freezing, d entrainment, e E-P, and f residual term regressed by BTF transport averaged during October-March in Member 3 (psu per month). The salinity tendency and its components were averaged during October-May. Grids where values are statistically significant at the 95% confidence level are colored. Note that the color scales in a and e are different from the others to underestimate sea-ice concentration in the Bering Sea as shown in "Appendix", and the contribution of sea-ice melting might be greater than in the real world and affect the mixed layer shallowing. Because the January-June SSS was mainly focused in Sect. 3, we examined the sum of temporal increment of salinity from 3 months before the SSS average period to the end of the period (October-May). Figure 11 shows the regression of each component in Eq. (2) integrated from October to May onto BTF transport in October-March. The spatial pattern of the regressed salinity tendency (Fig. 11a) corresponded to that of r between SSS and BTF transport in Fig. 3b . The contribution of the horizontal advection term to the salinity tendency was dominant north of 62.5°N (Fig. 11b) , that is, the salt convergence due to the horizontal advection increased the mixed-layer salinity when the BTF ). Arrows show current direction. a Climatological mean, b regression onto BTF transport averaged during OctoberMarch, c regression onto the SSH averaged over 66-72°N, 165°E-170°W (gray box in Fig. 6c ) during October-March. Black (gray) arrows in b and c denote that both (either) of the zonal and meridional components are statistically significant at the 95% confidence level. Thin contours denote climatological mean SSS with an interval of 0.1 psu. Thick contours show 31, 32, and 33 psu during October-March was strong. On the other hand, south of 62.5°N, the salinity change related with BTF transport was mainly controlled by sea-ice melting (Fig. 11c) . The anomalous southerlies, which reinforced the BTF (Fig. 5) , also decreased sea ice in the area south of 62.5°N, and led to less dilution and higher SSS. The residual term basically had an opposite effect to the horizontal advection and sea-ice terms, but contributed to the salinity tendency in the vicinity of the coasts (Fig. 11f) . The contributions of the entrainment and E-P to the salinity change were small (Fig. 11d, e) . River runoff was not considered in Eq. (2). We calculated the correlation between BTF transport averaged during October-March and the river runoff averaged during October-May. The river runoff from the northwestern coast (170°E-173°W) had a statistically significant correlation with BTF transport for Member 1 (r = 0.45) and Member Fig. 13 As in Fig. 12 , but for averaged during April-September. b, c show the regressions onto BTF transport and the SSH averaged during April-September, respectively 3 (r = 0.62), but insignificant for Member 2 (r = 0.21). The freshwater from rivers in Russia may have an impact to decrease the SSS. On the other hand, the river runoff from the eastern coast (58-65°N) had no significant correlation with BTF transport for the three members (r = −0.09-0.13).
BTF transport is determined by the SSHs in the northeastern Bering Sea and the Arctic Ocean, and local winds over the strait. The spatial distributions of the salinity tendency and its components regressed by the SSH averaged over 66°-72°N, 165E°-170°W in October-March are similar to Fig. 11 , although the values are generally smaller than those regressed by BTF transport (not shown). This means that even if only the Arctic SSH changes, the horizontal advection and sea-ice melting vary and affect the mixed-layer salinity. Member 1 and 2 show the same features, except that the salinity tendency regressed by the SSH in Member 2 was not statistically significant at the 95% confidence level in most of the region.
The horizontal convergence of salt changes if the current becomes strong across the contours of salinity. The climatological means of the mixed-layer current simulated by the MIROC4h (Figs. 12a and 13a) were in qualitatively agreement with previous studies. The westward currents in the Gulf of Anadyr in winter were also shown in Danielson et al. (2014) (their Fig. 7c) and Zhang et al. (2010) (their Fig. 6a ). The flow toward the Bering Strait was reinforced in the northwestern Bering Sea when the BTF during October-March was strong (Fig. 12b) . The near-surface Woodgate et al. (2005) . Error bars show 95% confidence intervals of the monthly means. For the MIROC4h, only the error bars of Member 3 are shown current anomalies traversed the salinity contours east of Cape Navarin, which led to the increase of the horizontal salt convergence. The sea-ice retreat was also assisted by these anomalous currents. The same feature can be seen in the currents regressed by the SSH (Fig. 12c) . On the other hand, the current anomalies in the northwestern part were weaker in the warm season (Fig. 13b, c) than in the cold season. The horizontal salt convergence, therefore, did not occur following the anomalous BTF, unlike the cold season. Naturally, the effect of sea ice melting became small after April, and the other terms were small in the warm season as well as the cold season. As a result, the salinity tendency was uncorrelated with the BTF and the seasonality of the correlation shown in Fig. 3a arose.
The northeastward current anomalies in the northwestern Bering Sea were produced in the cold season due to both the strengthened Pacific-Arctic pressure-head caused by the SSH drop along the Siberian coast (Fig. 6 ) and the Ekman transport induced by the anomalous southeasterly wind (Fig. 5) . Danielson et al. (2012) indicated that the southeasterly winds induced greater on-shelf transport along the shelfbreak except within 200 km of Cape Navarin in October-April than the northwesterly winds, and the difference in the transport between the southeasterly and northwesterly winds in May-September are smaller than in October-April. Our results are qualitatively similar to the indications by Danielson et al. (2012) . The northeastward (on-shore) current anomalies on the western Bering Shelf traverse the contours of salinity, inevitably resulting in the salinity convergence. Similarly, the convergence of nutrients is easily expected to occur on the western Bering Shelf if the current anomalies cross nutrients contours. Some factors in the Arctic Ocean that change the wintertime PacificArctic pressure-head may affect biological activity in the northwestern Bering Sea in the following spring through the aforementioned processes.
Summary
The relationship between BTF transport SSS in the Bering Sea, and SSH in the Arctic Ocean was investigated mainly using an atmosphere-ocean-ice coupled model, MIROC4h, which includes an eddy-permitting ocean model. The MIROC4h simulated the seasonal cycle of BTF transport, although it overestimated the transport compared with previous studies. The interannual variations of SSS in the Bering Sea were correlated with those of BTF transport: SSS in the northwestern Bering Sea was high when BTF transport was large. And there was seasonality in the relationship between SSS and the BTF. The SSS anomaly associated with the BTF anomaly became evident from winter to spring, and SSS lagged behind the BTF by a few months. Similar relationship between the BTF and SSS can be seen in the observation dataset and the two kinds of ocean data assimilation product, although there were some differences from the MIROC4h in the spatial distribution and the timing of large r. SST also became higher with the larger BTF transport anomaly in the cold season, however, the surface density were affected by the SSS anomalies more than the SST.
BTF transport was strongly correlated with SSH in the eastern Bering Sea, the southwestern CS, and the ESS; there was no time lag between the BTF and SSH. The SSH along the Siberian coast was uncorrelated with the SSH in the Bering Sea. The SSH variations in the southwestern CS and the ESS are expected to affect the currents in the northern Bering Sea and BTF transport through changes in the Pacific-Arctic pressure-head, independently of the SSH in the Bering Sea, and resulting in changes in SSS. The spatial distribution of the SSH variation along the Siberian coast was probably a result of a coincident synoptic-scale response to the zonal wind anomalies. The anomalous easterlies in the ESS and the Laptev Sea caused offshore Ekman transport and the decrease of SSH. The anomalous southeasterlies shown in Fig. 5 also reduced SSH in the CS. The low SSH along the Siberian coast associated with the high SSS in the northwestern Bering Sea, however, cannot be confirmed in 10 years of satellite-derived SSH data. More than 20 years of data may be necessary to confirm this relationship, and this still needs to be further investigated.
We evaluated the salt budget in the northwestern Bering Sea. When BTF transport in October-March was large, the horizontal salt advection increased and meltwater decreased; both changes contributed to the mixed-layer salinization, but the horizontal advection term dominated north of 62.5°N, and the sea-ice melting term did south of 62.5°N. The residual term, which mainly represented eddy diffusion, had a role to suppress the magnitude of the salinity tendency. The same features can be seen when the SSH in the southwestern CS and the ESS was low in the cold season. In these cases, the near-surface current across the contours of salinity were reinforced, and the horizontal salt convergence increased in the northwestern part of the Bering Sea. Furthermore, the anomalous southerlies and currents contributed to the seaice retreat. The SSH anomalies in the Arctic Ocean affected the currents in Bering Strait and the northwestern Bering Sea, resulting in the salinization. The current anomalies in the northwestern part associated with the BTF or SSH anomalies became weaker in the warm season, which produced the seasonality of the correlation shown in Fig. 3a . Similarly, nutrients in the northwestern Bering Sea, for example, may vary with the Arctic Ocean in winter to lead to affect the biological production in the following spring.
Every numerical model, including the MIROC4h, is imperfect and has their shortcomings. While our analyses of the model have provided new aspects in the Bering Sea, the CS and ESS, the simulation of the MIROC4h are still incomplete for sea-ice concentration in the Bering Sea, salinity in the Arctic Ocean and in the bottom layer at Bering Strait, for example ("Appendix"). Simulated river runoff will have large uncertainty in any model. Furthermore, the effect of steric height is not considered in model simulations.
One will need to carefully consider the realistic limits of the numerical models. Further reduction of these uncertainty and incompleteness is necessary to advance Arctic research.
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Appendix: comparisons of climatologies between the model and observations
Climatological seasonal cycle at the A3 mooring site
In this section, seasonal cycles of the model and assimilation products are compared with those observed with a mooring at the A3 site (66°19.6′N, 168°57.5′W) near the Bering Strait. The mean BTF volumetric transport simulated by the MIROC4h during the period 1950-2005 was 1.2 Sv with a maximum of 1.7-1.8 Sv in May or June and a minimum of 0.5-0.6 Sv in January or February for all three members (Fig. 14a) . Whereas the MIROC4h tended to overestimate BTF transport compared with mooring-based estimates (Woodgate et al. 2005 (Woodgate et al. , 2012 , it simulated the BTF seasonal cycle. The BTF volumetric transport in the SODA and ESTOC agreed well with the observations (Fig. 14b-c) . The standard deviations of these BTF transports were larger in winter than in summer in all three models.
The climatological mean of bottom-layer salinity at the A3 site reached a minimum of 32.2-32.3 in January and increased after that; unlike the indication by Woodgate et al. (2005) , it did not decrease in the spring and reached a maximum in July of 33.2 (Fig. 15a) . In this model, the increase of salinity due to freezing after January was too slow at the Fig. 16 As in Figure 14 , but for bottom-layer temperature at the A3 site strait, and the decrease due to melting was not clearly seen at the Bering Strait. For the SODA and ESTOC, the annual mean and amplitude of salinity were smaller than the observation and the MIROC4h (Fig. 15b-c) . Although the salinity in December was close to the observation, the following variation was scarcely reproduced in these products. This is probably due to the lack of sea-ice freezing/melting processes in the assimilation models. The temperatures at the A3 site in the three models was higher than the observations in summer and autumn (Fig. 16) . The higher temperature in early winter might have delayed sea-ice formation in the MIRIOC4h (see Fig. 19 ).
Climatological mean fields
Figure 17a-c shows spatial distribution of annual mean SSS and its difference between Member 3 of the MIROC4h and WOA13. The difference was relatively small in the North Pacific and the Bering Sea, but exceeded + 1.0 in the northern part of the Bering Sea. In the Arctic Ocean, the SSS of the MIROC4h was much higher than that of WOA13, especially around the New Siberian Islands and in the Beaufort Sea. The river discharges to the Arctic Ocean simulated in the model might have been insufficient to dilute seawater. In the northwestern Bering Sea, although the seasonal cycle was basically reproduced in the model, the model SSS varied little from late autumn to early spring compared with the WOA SSS (Fig. 17d) . For SST, the difference was larger in the Bering Sea, especially in the southeastern part, and relatively small in the Arctic Ocean (Fig. 18a-c) . The seasonal cycle of SST in the northwestern Bering Sea was well simulated, and the model SST tended to higher in summer than the WOA SST (Fig. 18d) .
Climatological means of SIC in the MIROC4h were compared with those of the Hadley Centre's sea ice and SST dataset, HadISST1 (Rayner et al. 2003) . The climatological means of HadISST1 were calculated from the data during 1979-2013. The MIROC4h tended to underestimate SIC, especially in the northeastern Bering Sea, during December-May (Fig. 19) . The reason for the less SSS variability in the cold season (Fig. 17d) would be partly that the effect of sea-ice freezing/melting on salinity in the MIROC4h was smaller than the reality. Climatological SSH was higher in the Bering Sea and Beaufort Sea, and lower around the Siberian coast both in the satellite-derived data and the MIROC4 h. The high SSH in the Beaufort Sea simulated in the MIROC4h was located farther north off the coast compared with the satellite SSH. The MIROC4h SSH tended to have a negative bias along the Russian coast and the Alaskan coast, and a positive bias around 80°N (Fig. 20a-c) . The seasonal cycle of the SSH averaged over 66-72°N, 165°E-170°W was well reproduced in the MIROC4 h, although the amplitude of the model SSH was slightly larger (Fig. 20d) . 
