In many applications it has been observed that hybrid-Monte Carlo sequences perform better than Monte Carlo and quasi-Monte Carlo sequences, especially in difficult problems. For a mixed s-dimensional sequence m, whose elements are vectors obtained by concatenating d-dimensional vectors from a low-discrepancy sequence q with (s − d)-dimensional random vectors, probabilistic upper bounds for its star discrepancy have been provided. In a paper of G.Ökten, B. Tuffin and V. Burago [J. Complexity 22 (2006), 435-458] it was shown that for arbitrary ε > 0 the difference of the star discrepancies of the first N points of m and q is bounded by ε with probability at least 1 − 2 exp(−ε 2 N/2) for N sufficiently large. The authors did not study how large N actually has to be and if and how this actually depends on the parameters s and ε. In this note we derive a lower bound for N , which significantly depends on s and ε. Furthermore, we provide a probabilistic bound for the difference of the star discrepancies of the first N points of m and q, which holds without any restrictions on N . In this sense it improves on the bound ofÖkten, Tuffin and Burago and is more helpful in practice, especially for small sample sizes N . We compare this bound to other known bounds.
Introduction
A commonly used measure for the uniformity of point distributions is the well-known star discrepancy. Let λ s denote the s-dimensional Lebesgue measure. The star discrepancy of an N -point set P = {p 1 , . . . , p N } ⊂ [0, 1] s is defined by Furthermore, let N * (ε, s) := inf{N ∈ N | D * (N, s) ≤ ε} be the inverse of the star discrepancy. Apart from the "classical" asymptotic bounds for the star discrepancy (see, e.g., [9] ), there are bounds known which describe its behavior in the number of points N and in the dimension s. In [7] Heinrich, Novak, Wasilkowski, and Woźniakowski proved
where the constant C does not depend on N , s or ε. The dependence of the inverse of the star discrepancy on s is optimal here; this was proved by a lower bound in [7] , which was improved by A. Hinrichs in [8] . He proved the existence of constants c, ε 0 > 0 such that
Studying the proofs, one sees that (2) holds in particular for c = ε 0 = 1/32e 2 . The star discrepancy is closely related via the Koksma-Hlawka inequality to the problem of numerical integration of certain function classes, see, e.g., [9] . The essence is that the smaller the discrepancy of a certain point set P , the better the worst-case error guarantee of the corresponding quasi-Monte Carlo cubature
A rule of thumb is that in most problems low-discrepancy point sets outperform (pseudo-)random sets in moderate dimensions, but lose their effectiveness in high dimensions. For this reason several researchers studied hybrid methods which try to use advantages of both Monte Carlo and quasi-Monte Carlo methods. One example are socalled mixed sequences used by J. Spanier [16] and studied further by G.Ökten and his collaborators [10, 11, 13] , and other researchers as, e.g., A. V. Roşca [15] . Mixed sequences showed a favorable performance in many numerical experiments.
Previous Work
To obtain a somehow "more objective" measure for the quality of mixed sequences than "just performing" numerical tests, some probabilistic bounds on their star discrepancy have been derived. Let q = (q k ) be a low-discrepancy sequence in [0, 1) d , and let X = (X k ) be a sequence of independent and uniformly distributed random variables in [0, 1)
The main result in [13] , Theorem 5, reads as follows:
. . , s}, and ε > 0
(In the actual formulation of [13, Thm.5] one finds the term exp(−ε 2 N/2) replaced by exp(−2ε 2 N ); looking at the proof one sees that [13, Lemma 4] has to be employed with ε/2 instead of ε, leading to the correct result (3).) In [13] Ökten, Tuffin, and Burago did not investigate how large N actually has to be or on which parameters the required size of N really depends. So let N (q; s, ε) be the smallest number such that (3) holds for all N ≥ N (q; s, ε). We derive now a lower bound on N (q; s, ε) via the discrepancy bound (2); for simplicity we work with c = ε 0 = 1/32e
2 . So let q (and in particular d) be fixed, let ε < 1/64e 2 , and put
2 . Due to (2) we obtain
This leads first to 1 > s/N , implying N > (1/64e 2 )(s/ε) for all s. Since N q and 4 ln(2)ε −2 are constant with respect to s, this gives us
for all but finitely many s.
To be more precise, (4) holds for all s ≥ 64e 2 ε max{N q , 4 ln(2)ε −2 }. We can simplify this condition, if, e.g., q satisfies D *
Hence there exists some C q > 0 such that (4) holds for all s ≥ C q ε −1 . The lower bound (4) is certainly not sharp, but it serves to show that N (q; s, ε) depends indeed significantly on s and ε.
In the literature one can find bounds similar to (3) without any restrictions on N . Examples are [10, Corollary 1] and [15, Theorem 8] (the latter result is not about the star discrepancy, but about a generalization of the extreme discrepancy). As discussed in [12] and [6] , these two results are unfortunately incorrect.
An Improved Probabilistic Bound
In this section we want to derive a valid version of the bound (3) that imposes no restrictions on the size of N . Let us first restate a definition from [3] .
From [4, Thm. 1.15] we know that
In [5] a better bound was provided constructively in dimension s = 2, and it was conjectured that the construction method can be extended to arbitrary s ≥ 3 and would lead to N (s, δ) ≤ 2δ −s + O s (δ −s+1 ). One may use δ-covers to discretize the star discrepancy at the cost of a discretization error at most δ. Lemma 3.2. Let Γ be a δ-cover of [0, 1] s , and let
The proof is straightforward, see, e.g., [3, Lemma 3.1].
be a sequence of independent and uniformly distributed random variables in [0, 1) s−d , and let m = (m k ) = (q k , X k ) be the resulting s-dimensional mixed sequence. Then we have for all ε ∈ (0, 1]
Let θ ∈ [0, 1). Using the upper bound N (s, ε/2) ≤ (2e) s (2ε −1 +1) s , we have with probability strictly larger than θ
where ρ = ρ(N, s) := 6e(max{1 , N/(2 ln(6e)s)}) 1/2 .
Remark 3.4. Let us assume that a bound of the form
holds for all ε in some interval (0, ε * ], all s > d and all N . If D * N (q) < 1/64e 2 for all N sufficiently large, then for all ε sufficiently small the function f (q; s, ε) has to increase at least exponentially in s. Indeed, put
2 , and put N := max{N q , 2(ln f (q; s, ε) + ln 2)ε −2 }. Then (8) implies in particular the existence of N -point sets
showing that ln f (q; s, ε) has to grow for large s at least linearly in s. This shows that the factor N (s, ε/2) on the right hand side of (6) is not an indication of the coarseness of our estimate, but a factor growing exponentially in s has to appear there necessarily.
Thus Hoeffding's large deviation bound for sums of independent random variables (see, e.g., [14, p.191 ]) gives us
To prove (6) we discretize the star discrepancy with the help of a δ-cover Γ and employ a union bound over Γ. So let Γ be a δ-cover of [0, 1] s of minimal size. Then, with the help of Lemma 3.2 and (9), we obtain
(In the last estimate we obtained ">", since we have necessarily z := (1, 1, . . . , 1) ∈ Γ and ξ k (z) = 0 for all k.) This proves (6) .
Inequality (5) gives us |Γ| ≤ (2e)
Therefore it is easily verified that (10) holds if we choose δ to be
This proves that (7) holds with probability > θ.
The technique to prove Theorem 3.3 is similar to the one that was used to prove [2, Thm. 3.1] . There the authors wanted to extend a given (s − 1)-dimensional N -point set P s−1 = {y 0 , . . . , y N −1 } to an s-dimensional set P s = {(y 0 , a 0 ), . . . , (y N −1 , a N −1 )} with a relatively small star discrepancy by choosing a 0 , . . . , a N −1 randomly from a grid in [0, 1) with step size 1/k. The probabilistic bound on D * N (P s ) is essentially the bound (7) (with m replaced by P s and q replaced by P s−1 ), but one has to add the term 1/2k (which may be viewed as the prize of discretizing). In this way one can generate randomly "component-by-component" (CBC) point sets in arbitrarily high dimension s. Notice that such random CBC-constructions were not considered in [2] because their resulting discrepancy is extraordinarily small; in fact the behavior of the upper bounds proved in [2] with respect to the dimension s is worse than that of the discrepancy bound (1) and the bounds proved in [1, 3, 4, 7] for other random constructions. The aim of [2] was to provide a fast derandomized algorithm (based on the CBC-idea) that generates sets with relatively small star discrepancy. In fact its running time is reasonably faster than that of the preceding algorithms presented in [1, 3] , at the prize of a not too much worse theoretical discrepancy bound (which hopefully may even not be observed in practice).
