Abstract-Optimal receiver design is studied for a communications system in which both detector randomization and stochastic signaling can be performed. First, it is proven that stochastic signaling without detector randomization cannot achieve a smaller average probability of error than detector randomization with deterministic signaling for the same average power constraint and noise statistics. Then, it is shown that the optimal receiver design results in a randomization between at most two maximum a-posteriori probability (MAP) detectors corresponding to two deterministic signal vectors. Numerical examples are provided to explain the results.
not consider any detector randomization, and that in [5] assumed deterministic signals (no stochastic signaling). In this study, both detector randomization and stochastic signaling are considered, and the problem of jointly optimizing detectors, stochastic signals, and detector randomization is investigated. First, it is proven that stochastic signaling without detector randomization can never achieve a lower average probability of error than detector randomization with deterministic signaling for the same average power constraint and channel statistics. Then, based on this result and some additional analysis, the solution to the most generic optimization problem is obtained as a randomization between at most two MAP detectors corresponding to two deterministic signal vectors. Two detection examples are provided to compare various optimal and suboptimal signaling schemes.
II. DETECTOR RANDOMIZATION AND STOCHASTIC
SIGNALING Consider an M -ary communications system, in which the receiver acquires N -dimensional observations over an additive noise channel. The receiver is allowed to randomize or timeshare among at most K different detectors (decision rules) to improve the detection performance, as shown in Fig. 1 . At any given time, only one of those K detectors can be employed at the receiver for the recognition of the transmitted symbol. The transmitter and the receiver are assumed to be synchronized in the sense that the transmitter knows which detector is currently in use at the receiver. 1 Furthermore, a stochastic signaling approach is adopted by treating the transmitted signals for each detector as random vectors. As investigated in [2] and [3] in the absence of detector randomization, employing stochastic signaling; that is, modeling signals for different symbols as random variables instead of deterministic quantities, can provide performance improvements in some scenarios.
Considering both detector randomization and stochastic signaling, the noisy observation vector Y received by the ith detector can be modeled as follows:
where S (i) j represents the transmitted signal vector for symbol j that is intended for detector i, and N is the noise component that is independent of S (i) j . It should be emphasized that S (i) j is modeled as a random vector to facilitate stochastic signaling. Also, the prior probabilities of the symbols, represented by π 0 , π 1 , . . . , π M−1 , are assumed to be known. In addition, although the signal model in (1) is in the form of a simple 1 In practice, this can be achieved by employing a communications protocol that allocates the first N s,1 symbols in the payload for detector 1, . . . , the last N s,K symbols for detector K. The information on the numbers of symbols for different detectors can be included in the header of a communications packet.
0090-6778/12$31.00 c 2012 IEEE additive noise channel, it holds for flat-fading channels as well assuming perfect channel estimation [2] .
At the receiver, K generic detectors are utilized to estimate the symbol specified in (1). That is, for a given observation vector Y = y, the ith detector φ (i) (y) is described as
for i ∈ {1, . . . , K} and j ∈ {0, 1, . . . , M − 1} , where
M−1 are the decision regions for the ith detector [7] . The receiver can randomize among these K detectors in any manner in order to optimize its probability of error performance. Let v i denote the randomization (or time-sharing) factor for detector φ (i) , where
The aim of this study is to jointly optimize the randomization factors, decision regions, and stochastic signals in order to achieve the minimum average probability of error, or equivalently, the maximum average probability of correct decision. The average probability of correct decision can be expressed as
represents the corresponding probability of correct decision for the ith detector under M -ary signaling; i.e.,
for i = 1, 2, . . . , K, with p (i) j (y) denoting the conditional probability density function (PDF) of the observation when the jth symbol that is to be received by the ith detector is transmitted. Recalling that the signals and the noise are independent, the conditional PDF of the observation can be calculated as p
where the expectation is over the PDF of S (i) j . Then, the average probability of correct decision can be expressed as
In practical systems, there is a constraint on the average power emitted from the transmitter. Under the framework of stochastic signaling and detector randomization (or timesharing), this constraint on the average power can be expressed in the following form [7] :
≤ A , where A denotes the average power limit.
The probability of correct decision in (4) should be maximized over all possible decision rules (decision regions), randomization factors, and detector-specific signal PDFs that satisfy the average power constraint. For a given detector i and the corresponding signal PDFs, the optimal decision rule is specified by the MAP rule. The MAP decision rule selects symbol k if k = arg max
j (y) , and it maximizes the average probability of correct decision [7] . Therefore, it is not necessary to search over all decision rules; only the MAP decision rule should be determined for each detector and its corresponding average probability of correct decision should be considered [3] . The average probability of correct decision for a generic decision rule is given in (3) . Using the decision region for the MAP detector; i.e., Γ
l (y) , ∀l = j}, the average probability of correct decision for detector i becomes
Then, the optimal detector randomization and stochastic signal design problem can be stated as
where the optimization space is defined as
Note that there are also implicit constraints in the optimization problem in (6), since each p S
The formulation in (6) generalizes the previous studies in the literature and covers them as special cases. For example, for K = 1 (i.e., no detector randomization), it reduces to the problem in [3] (hence, K ≥ 2 is considered in this study). On the other hand, when deterministic signals are considered; that is, p S
, ∀i, j, and when M = 2 (binary modulation), the problem in (6) reduces to that in [5] .
The optimization problem in (6) provides a generic formulation that is valid for any noise PDF, and it is difficult to solve in general as the optimization needs to be performed over a space of signal PDFs. Let P † c denote the maximum average probability of correct decision obtained as the solution of the optimization problem in (6) . To provide a simpler formulation of this problem, an upper bound on P † c will be derived first, and then the achievability of that bound will be investigated. To that aim, the following proposition is presented first. Proof: Consider an M -ary communications system in which the transmitter employs stochastic signaling and the receiver uses the corresponding MAP rule for detection (no detector randomization is performed). Suppose that the transmitted signal for each symbol is characterized with the PDF p Xj (·) , ∀ j ∈ {0, 1, . . . , M − 1} . From (5), the average probability of correct decision for this system is given by
where the expectations are taken with respect to the PDFs of X j 's. The transmitted signals for all the M symbols can be expressed as the elements of a random vector X as follows:
Then, the following inequality follows directly from the definitions of the 'max' and 'expectation' operations.
where the expectation on the right-hand-side is taken with respect to the PDF of X. From (7) and (8), it is observed that
Looking more closely at (9), it is observed that F (x) represents the average probability of correct decision when the deterministic signal vector x is used for the transmission of M symbols over the additive noise channel and the corresponding MAP detector is employed at the receiver. Then, E{F (X)} can be interpreted as a randomization (or timesharing) among MAP detectors. The exact number of MAP detectors is determined by the number of distinct values that the random vector X can take. 3 Hence, assuming the same average power constraint (see (6) ), the average probability of correct decision obtained by stochastic signaling with PDF p X (·) is always smaller than or equal to that of deterministic signaling and detector randomization according to the same PDF.
Similarly to the proof of Proposition 1, we can express the transmitted signals for all the M symbols that are to be received by detector i as the elements of a random vector: 3 In fact, a randomization among two MAP detectors is always sufficient in practice since optimal stochastic signals can be represented by a randomization of at most two different signal values under an average power constraint [3] . In other words, for any stochastic signal PDF, a corresponding discrete probability distribution with at most two mass points can be obtained, and the corresponding MAP detector randomization can be performed according to that distribution.
j 's are N dimensional row vectors. Then, the result in Proposition 1 can be employed to obtain a new optimization problem that provides an upper bound on the problem in (6) . Specifically, instead of stochastic signals, consider detector randomization among deterministic signal values according to the joint signal PDF. Then, the inequality in (9) can be applied to the objective function in (6) , and the following optimization problem can be obtained.
where the expectations are taken with respect to the PDFs of S (i) 's. Proposition 1 implies that the solution to this optimization problem provides an upper bound on P † c , which denotes the solution to the optimization problem in (6) .
In order to achieve further simplification of the problem in (10), define pS(s)
satisfies the conditions to be a PDF. Then, the optimization problem in (10) can be written in the following equivalent form.
with G(S)
H(S)
, where the expectations are taken with respect to pS(·), which denotes the joint PDF of transmitted signals for symbols {0, 1, . . . , M − 1} . In (11), G(s) represents the average probability of correct decision when the deterministic signal vectors is used for the transmission of M symbols over the additive noise channel and the corresponding MAP detector is employed at the receiver. Therefore, E{G(S)} can be interpreted as a randomization (or time-sharing) among possibly infinitely many MAP detectors. 4 Let P c denote the maximum average probability of correct decision obtained as the solution to the optimization problem in (11) . From Proposition 1, P c ≥ P † c is always satisfied. Optimization problems similar to (11) have been studied before, for example in [2] , [3] , [5] , [8] . Assuming that G(s) in (11) is a continuous function and the components of s reside in finite closed intervals, the optimal solution of (11) can be represented by a randomization of at most two signal levels as a result of Carathéodory's theorem [9] ; that is, p opt S (s) = λ δ(s − s 1 ) + (1 − λ) δ(s − s 2 ). Therefore, the problem in (11) can be solved over such signal PDFs, resulting in the following optimization problem:
, and
, with s k,j being an N dimensional row vector ∀j ∈ {0, 1, . . . , M −1} . Therefore, it is observed that the solution of (11) can be obtained by optimizing over a significantly reduced optimization space via (12) . Optimization problems in the form of (12) have been investigated in various studies in the literature, such as [3] , [5] , [8] , [10] . The main approaches in solving (12) include the analytical techniques as in [5] and [8] , the convex relaxation technique to obtain an approximate solution in polynomial time as employed in [10] , and the global optimization algorithms such as differential evolution (DE) and particle swarm optimization (PSO) [10] . In this study, a global optimization technique based on multistart and patternsearch algorithms from MATLAB's Global Optimization Toolbox are used to obtain the solution of (12) .
It should be emphasized that detector randomization becomes useful in the presence of the average power constraint [2] , [11] , [12] . Without the constraint in (11) , an optimal solution corresponding to the value ofS that maximizes G(S) can be obtained, meaning that a single detector can be employed to achieve the maximum probability of correct decision. 5 Finally, the following proposition states that the maximum average probabilities of correct decision achieved by the solutions of the optimization problems in (6) and (12) are equal.
Proposition 2: The optimization problems in (6) and (12) result in the same maximum value.
Proof: First consider the optimization problem in (6) when K = 2 detectors are used and deterministic signaling is employed for each detector, that is,
In that case, (6) reduces to the optimization problem in (12) ; hence, (6) covers (12) as a special case. Therefore, the maximum value of the objective function in (6) should be larger than or equal to that of (12); namely, P † c ≥ P c . On the other hand, Proposition 1 implies that (11) (equivalently (12)) provides an upper bound on (6); that is, P † c ≤ P c . Therefore, it is concluded that P † c = P c . Proposition 2 implies that the solution of the original optimization problem in (6) , which considers the joint optimization of stochastic signals and detector randomization, can be obtained as the solution of the much simpler optimization problem specified in (12) . This also means that when multiple detectors are available for randomization (i.e., K ≥ 2), it is sufficient to employ detector randomization for two deterministic signal vectors; i.e., there is no need to employ stochastic signaling to achieve the optimal solution. On the other hand, when there is only one detector (i.e., K = 1), the optimal solution may involve stochastic signaling, as investigated in [3] . All in all, the optimal solution to the most generic optimization problem in (6) results in either detector randomization for two deterministic signal values (for K ≥ 2) or stochastic signaling without detector randomization (for K = 1).
III. NUMERICAL RESULTS AND CONCLUSIONS
In this section, numerical examples are presented to compare the optimal solution obtained in the previous section against various signaling techniques investigated in [3] in terms of probability of error performance. A communications system specified as in (1) is considered with scalar observations and equal priors. It is assumed that the receiver is able to implement multiple detectors (K ≥ 2) and to randomize among them. Also, a Gaussian mixture model with equal weights and variances is assumed for the noise, the PDF of which can be expressed as [1] . Note that the average power of the noise can be calculated from
i . In addition, the average power constraint is denoted as A . Similar to those introduced in [3] , three different signaling schemes can be considered:
Gaussian Solution: Lacking any information about the noise PDF, the transmitter employs antipodal signals, {− √ A, √ A}, for the binary case (Fig. 2) , and
for the quaternary case (Fig. 3 ). In addition, the MAP decision rule is used at the receiver.
Optimal−Stochastic: In this scheme, no detector randomization is employed, and the optimal stochastic signals and the corresponding MAP detector are designed jointly [3] . In this case, the optimal signal for each symbol can be characterized by a discrete random variable with at most two mass points, and the solution can be obtained from an optimization problem similar to (9) of [3] .
Optimal−Deterministic: This scheme does not employ any detector randomization or stochastic signaling, and obtains the optimal deterministic signal levels and the corresponding MAP detector [3] .
In addition to the approaches described above, the following scheme investigated in the previous section is considered as the overall optimal solution:
Optimal Detector Randomization with Deterministic Signaling: This case refers to the solution of the most generic optimization problem in (6), which can be obtained from (12) as studied in the previous section.
In Fig. 2 , the average error probabilities of the schemes described above are plotted versus A/σ 2 for A = 1, where the parameters of the Gaussian mixture noise are given by L = 6 and µ = [−1.08 − 0.81 − 0.27 0.27 0.81 1.08] as in [3] . However, unlike [3] , symmetric signaling assumption is not employed. From the figure, it is observed that the Gaussian solution has the worst performance as expected since it is optimized for zero-mean Gaussian noise. Optimizing deterministic signal levels improves over the performance of the Gaussian solution, as observed from the OptimalDeterministic curve. Further performance improvements are obtained when optimal stochastic signals are considered instead of deterministic signals (see Optimal-Stochastic). How- ever, the best probability of error performance is achieved by the optimal solution of the most generic optimization problem investigated in the previous section, which performs optimal detector randomization among two MAP detectors corresponding to two deterministic signal pairs (see OptimalDetector Randomization). In accordance with Proposition 1, stochastic signaling without detector randomization cannot perform better than detector randomization with deterministic signaling. In Table I , some optimal signals are presented for the Optimal-Deterministic, Optimal-Stochastic and OptimalDetector Randomization schemes in Fig. 2 . For optimal deterministic signaling, s 0 and s 1 denote the optimal deterministic signal levels for symbol 0 and symbol 1, respectively. On the other hand, the optimal signal for symbol i ∈ {0, 1} has the PDF in the form of p S (s) = β δ(s −ŝ 1,i ) + (1 − β) δ(s −ŝ 2,i ) for optimal stochastic signaling. Finally, the optimal solution obtained in the previous section (OptimalDetector Randomization) employs the signal pair [s 1,0 s 1,1 ] and the corresponding MAP detector with probability λ, and the signal pair [s 2,0 s 2,1 ] and the corresponding MAP detector with probability 1 − λ . It is observed that all optimal signaling schemes get close to deterministic signaling for small A/σ 2 , which is also verified from Fig. 2 . However, the signaling schemes behave differently as A/σ 2 increases from 10 dB, which results in differences in probability of error performance.
Another example is provided to investigate the benefits that can be obtained via detector randomization in M -ary communication systems when M > 2. For this purpose, a quaternary communications system (M = 4) with symmetric Fig. 3 , the average error probabilities of the schemes described previously are plotted versus A/σ 2 for A = 1. An important observation is that optimal stochastic signaling approach does not improve upon optimal deterministic signaling in this specific example. This is possibly due to the fact that signal space is overcrowded with the PDFs of four distinct symbols (each with six Gaussian mixture components) and there is no room left for any performance improvement via signal randomization after the optimal allocation of deterministic signal values. It is also evident from the figure that optimal detector randomization with deterministic signals achieves the best probability of error performance. Performance improvements among different signaling schemes deteriorate as A/σ 2 drops below 20 dB. The corresponding optimal signals are given in Table II . Note that the results only for symbols 0 and 1 are listed in the table, and the results for symbols 2 and 3 are the negatives of them respectively since symmetric signaling is considered.
The results in this study can also be applied to coded communications systems that employ hard-decision decoding at the receiver [13] . As the average error probability of the hard symbol detection is reduced via detector randomization or stochastic signaling, the overall error performance can be improved. On the other hand, when a soft-decision decoding unit is used at the receiver, the results of this study cannot be directly employed, and an updated formulation of the problem, which considers the average probability of error at the output of the decoding unit, may be required. 
