Abstract-In this paper, we present a method that estimates reflectance and illumination information from a single image depicting a single-material specular object from a given class under natural illumination. We follow a data-driven, learning-based approach trained on a very large dataset, but in contrast to earlier work we do not assume one or more components (shape, reflectance, or illumination) to be known. We propose a two-step approach, where we first estimate the object's reflectance map, and then further decompose it into reflectance and illumination. For the first step, we introduce a Convolutional Neural Network (CNN) that directly predicts a reflectance map from the input image itself, as well as an indirect scheme that uses additional supervision, first estimating surface orientation and afterwards inferring the reflectance map using a learning-based sparse data interpolation technique. For the second step, we suggest a CNN architecture to reconstruct both Phong reflectance parameters and high-resolution spherical illumination maps from the reflectance map. We also propose new datasets to train these CNNs. We demonstrate the effectiveness of our approach for both steps by extensive quantitative and qualitative evaluation in both synthetic and real data as well as through numerous applications, that show improvements over the state-of-the-art.
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INTRODUCTION
A classic computer vision task is the decomposition of an image into its intrinsic properties, i.e. its shape, reflectance, and illumination. The physics of image formation is based on the complex interplay of these properties; the light (i.e. illumination) hits a surface with specific orientation (i.e. shape) and material properties (i.e. reflectance) and is reflected to the camera. Factoring an image into its intrinsic components, however, is a very difficult and under-constrained task, as the same visual result might be due to many different combinations of intrinsic object properties.
For the estimation of those properties a common practice in literature is to assume one or more components to be known or simplified and try to estimate the others. On the one hand, traditional approaches to intrinsic images or shape-from-shading try to constrain either reflectance, by assuming Lambertian materials [1] , [2] , [3] , or illumination, by having a controlled lighting environment such as point light sources [4] , [5] , [6] . On the other hand, recent approaches allow for less constrained reflectance and illumination. Yet, in this case shape is either assumed to be known, given in the form of a scanned 3D model [7] , [8] , or it is restricted to having trivial geometry (e.g. spheres) [9] .
We go beyond these simplifying assumptions and estimate reflectance and illumination in a more general setting where the shape of the object is not given but instead it comes from a known class (e.g. cars). This is motivated by the observation that humans may exploit prior knowledge and expectations (e.g., car bodies have similar local structures) to deal with ambiguities in perception [10] . As such, we hope that focusing on objects from a known class would allow us to exploit similar cues in a learning-based scheme. Furthermore, we observe that there are strong priors about illumination and photo content (e.g. the sky is blue and always on top), that are harder to capture in parametric models [11] , [12] or carefully designed physics formulas [7] , [8] . Instead, going for a data-driven, learning-based approach trained on a very large dataset, allows us to leverage such priors in the learning process. The latter is essential for dealing with the ambiguous cases one encounters in these decomposition problems.
To keep the complexity of the problem under control, we propose a two-step approach. First, we estimate a shapeindependent representation of the appearance, in the form of a reflectance map [13] . Second, we decompose it into material and illumination. To carry out these tasks we employ Convolutional Neural Networks (CNNs) as they have shown unprecedented performance in other tasks with similar requirements [2] , [14] , [15] . The input to our method is a single 2D image, depicting a single-material object from a known class, and its segmentation mask. The latter is just used for background removal. The output is the reflectance of the object, expressed as Bidirectional Reflectance Distribution Function (BRDF) [16] parameters, and the illumination, expressed as a high dynamic range (HDR) spherical illumination map. An overview of our two-step pipeline can be seen in Fig. 1 .
Besides allowing for a better understanding and analysis of 2D imagery, the ability to estimate reflectance maps lends itself to a broad spectrum of applications, including appearance transfer, inpainting, and augmented reality, while its further decomposition into reflectance and illumination enables powerful image editing applications, such as material transfer and illumination editing.
As mentioned earlier, we opted for a two-step approach where: (1) we estimate a reflectance map from a 2D image (Fig. 1, Step 1), and (2) we decompose it into reflectance and illumination ( Fig. 1, Step 2). There are several reasons behind this choice: (1) A connected framework trained end-to-end (i. e. from images to reflectance and illumination) would require a prohibitively large amount of GPU memory. (2) Even if (1) was possible, there is a lack of large scale databases, especially for reflectance and illumination, needed for training such a connected system. (3) Previous approaches in similar tasks [7] , [8] have shown that optimizing in discrete steps (some parameters are kept fixed while estimating the rest) helps in keeping the training process stable.
For the reflectance map estimation, we propose two different approaches: The first approach (Fig. 1 , Direct) directly estimates a reflectance map from the input image using an end-to-end learning framework based on a CNN with deconvolutions. The second approach (Fig. 1 , Indirect) leverages additional supervision at training time, to first predict per-pixel surface normals, which are then used to compute sparse reflectance maps from the visible normals of the object. Given the sparse reflectance map, a learning-based sparse data interpolation scheme is introduced to arrive at the final reflectance map.
For the decomposition of the reflectance map into material and illumination, we investigate three different approaches:
The first approach independently estimates BRDF parameters and illumination using two different CNN architectures.
The second approach jointly estimates both by employing a single CNN that shares the first convolutional layers. Finally, the third approach combines the use of CNNs with classic inverse rendering techniques.
Our key contributions can be summarized as:
We propose the first deep learning formulation to infer reflectance maps from a 2D image and to further decompose them into material parameters and natural illumination. We show new capabilities of CNN architectures, mapping from the image to the directional domain, performing learning-based sparse data interpolation as well as mapping from low dynamic range to high dynamic range data. In order to train and evaluate our two-step approach, we provide new datasets that include large scale synthetic data to facilitate the training of deep learning models as well as real data to provide a realistic testing regime. The paper is organized as follows: Related work is presented in Section 2. Next, Section 3 introduces some basic definitions used throughout the paper. In Section 4 we present our CNN framework for estimating reflectance maps that we further decompose into reflectance and illumination in Section 5. Following this, Section 6 describes the new datasets used for training. Experimental results are reported in Section 7. Finally, Section 8 concludes the paper.
RELATED WORK
Intrinsics are the individual physical properties that yield a scene's appearance through their interaction. As an example, incoming light reflected on a material's surface in the direction of the observer yields an appearance influenced by the surface's reflectance as well as the scene's illumination. 3D shape is another intrinsic property of the objects in a scene, that also influences appearance through the surface's orientation (normals). Ideally, one can retrieve all these pieces of the appearance jigsaw puzzle separately. In practice, even if one fixes a single component (shape, reflectance, or illumination) by assuming it to be known or by just simplifying it, what one is left with is still a hard decomposition problem for the remaining two components. Sometimes one also keeps two of the three intertwined, only retrieving the third as a separate entity.
As making assumptions about one or more of the intrinsics is important to get a handle on the decomposition problem, it is also relevant to better understand their natural statistics. Databases of reflectance [17] , [18] or illumination [19] , [20] samples have allowed to acquire such statistics, but exploiting them in computation remains challenging. Fig. 1 . Overview of our approach. From the input image, in a first step we estimate a reflectance map either directly from the input image itself or indirectly with additional supervision, and in a second step we decompose the reflectance map into reflectance parameters and an illumination map.
Recent databases focus on images captured in the wild, e.g. annotated for reflectance using crowd-sourcing [3] . We built upon these recent advances and propose a new dataset that captures reflectance maps and normals for the specular case, which are not well represented in prior recordings (e. g. the intrinsic image decomposition tasks [2] , [21] assume diffuse surfaces).
Next, we describe related work, that we mainly found in the three core research strands listed below. The following discussion gradually homes in on work that gets closer and closer to ours.
Reflectance Maps. It is not always required to separate reflectance and illumination. Reflectance maps [13] -that assign an appearance (i.e. RGB color) to a surface orientation, thereby combining reflectance and illuminationsuffice for many important applications. Examples are novel view synthesis (if the 3D shape is available) [22] , [23] or material exchanges [24] . Such reflectance maps can be obtained in multiple ways, e.g. using Internet photo collections of diffuse objects to produce a rough 3D shape and then extracting reflectance maps in a second step [25] .
In computer graphics, reflectance maps are popular to capture, transfer, and manipulate the orientation-dependent appearance of photo-realistic or artistic shading. They are also known as "lit spheres" [26] or "MatCaps" [27] . A special user interface is typically required to map surface orientation to appearance at sparse points in an image, from which orientations are interpolated for in-between pixels to fill the lit sphere (e.g. Rematas et al. [22] manually aligned a 3D model with an image to generate reflectance maps). Khan et al. [24] made small diffuse objects in a single cluttered image to appear specular or transparent, but they rely on manual interventions and mainly aim for plausible photo-realistic results. Instead, our results do not just look plausible, but stay closer to desired ground-truth even when scene parameters are changed significantly. Surface reflectance and scene illumination are naturally separated in our case.
Factoring Images. Classic intrinsic images factor an image into reflectance and illumination. Similarly, shape-from-shading decomposes into reflectance and shading, eventually leading to an orientation (normal) map or even a full 3D shape.
Recently, factoring images has received renewed interest. Lombardi and Nishino [8] as well as Johnson and Adelson [28] have studied the relation of shape, reflectance, and natural illumination. A key idea in these works is, that under natural illumination, appearance and orientation are in a much more specific relation, as used in photometric stereo [29] ), than for a single point light, where many similar appearances for totally different orientations can be present. They present different optimization approaches that allow for estimation of one component if at least one other component is known. In this work, we assume that the object is made of a single material (multi-material objects as in [30] have to be ruled out), and its object class and segmentation mask are known. The latter is only used to segment the object from the background. We then aim at factoring out reflectance and illumination, in a two-step approach where first we estimate the reflectance map and then we factor the produced reflectance map into material and illumination. Overall, compared to approaches such as [8] or [28] , our method solves a more general problem in one axis (i.e. the number of unknown intrinsics) but is more constrained in another (i.e. the class of the object should be known a priori).
Barron and Malik [31] factor shaded images into shape, reflectance, and lighting, but only for scalar reflectance, i.e. diffuse albedo, and for limited illumination frequencies. In a very different vein, a recent approach by Richter and Roth [32] first estimates a diffuse reflectance map using approximate normals and then refines the normal map using the reflectance map as a guide. Different from our approach, they assume diffuse surfaces to be approximated using 2nd-order spherical harmonics (SH) and learn to refine the normals from the reflectance map using a regression forest. We compare the reflectance maps produced by our more general approach to reflectance maps using an SH basis, which are limited to diffuse materials only, in our experimental results.
Having estimated the reflectance map from the input image, in the second step of our pipeline we address a problem similar to Lombardi and Nishino [8] : an object with a single, unknown material on the surface (homogeneous surface reflectance) is observed under some unknown natural illumination. Hence, in their case the shape is known, and the reflectance and illumination remain to be separately retrieved. Although we address a similar problem as these previous works, our solution is fundamentally different: instead of seeking to invert the physical process under the guidance of manually designed-thus limiting-priors, our work entirely relies on data to learn the backward mapping from a reflectance map to its intrinsics. Our results indicate this inverse mapping can be learned, leading to high-quality, detailed, yet naturalistic illumination maps. The underlying network has learned cues such that the fact that windows are bright or that it is the sky that is blue and not so much the object. Moreover, our approach is the first to perform a slightly altered task, that is much closer to practice, where the image to decompose is captured using a low dynamic range (LDR) sensor, yet the resulting illumination map has high dynamic range as required in re-synthesis tasks. Instead, previous works have typically considered either HDR input [8] , which implies the capture of multiple exposures per image making the capturing process rather impractical, or produced only LDR illumination maps [11] , [12] .
Our approach is inspired by the ideas presented by Dror et al. [33] . In their paper, they classify materials from grayscale, HDR images of spheres under unknown, complex illumination by training SVM classifiers on image features (i.e. histogram statistics computed on the original image and its wavelet transform). Although both methods rely on machine learning techniques, we tackle a less constrained problem and solve for more unknowns. In particular, we start from a single RGB, LDR image of an object (e.g. car) with unknown shape and regress both reflectance parameters and illumination maps.
Deep Learning In recent years Convolutional Neural Networks (CNNs) have shown strong performance across different domains. In particular, the models for object recognition by Krizhevsky et al. [34] and detection by Girshick et al. [35] can be seen as a layer-wise encoder of successively improved features. Based on ideas of encoding-decoding strategies similar to auto-encoders, convolutional decoders have been developed [36] , [37] to decode condensed representations back to images. This has led to fully convolutional or de-convolutional techniques that have seen wide applicability for tasks where there is a per-pixel prediction target. In [38] , [39] , this paradigm has been applied to semantic image segmentation, whereas in [40] , image synthesis was proposed given object class, view, and view transformations as input and synthesizing segmented new object instances as output. Similarly, Kulkarni et al. [41] proposed the deep convolutional inverse graphics networks with an encoder-decoder architecture, that, given an image, can synthesize novel views. In contrast, our approach achieves a new mapping to intrinsic properties -the reflectance map, reflectance, and illumination.
Deep lambertian networks [42] apply deep belief networks to the joint estimation of a surface's reflectance, an orientation map, and the direction of a single point light source. They rely on Gaussian Restricted Boltzmann Machines to model the prior of the albedo and the surface normals for inference from a single image. In contrast, we address specular materials under general illumination, and further factor into reflectance and illumination.
Another branch of research proposes to use neural networks for depth estimation [43] , [44] , normal estimation [15] , [43] , [45] , intrinsic image decomposition [2] , [21] , and lightness [46] . Wang et al. [45] show that a careful mixture of deep architectures with hand-engineered models allows for accurate surface normal estimation. Observing that normals, depth, and segmentations are related tasks, Eigen et al. [15] propose a coarse-to-fine, multi-scale, and multi-purpose deep network that optimizes depth, normal estimation, and semantic segmentation. Likewise, Li et al. [43] apply deep regression using CNNs for depth and normal estimation, whose output is further refined by a conditional random field. Going one step further, Liu et al. [44] propose to embed both the unary and the pairwise potentials of a conditional random field in a unified deep network. In contrast to these approaches, our goal is not normals, but rather reflectance and illumination estimation-although our "indirect approach" estimates normals as a by-product.
DEFINITIONS
Before presenting our two-step pipeline in detail we introduce some basic definitions that will be used throughout the paper. We begin with the reflectance map LðvÞ 2 S þ ! R 3 [13] , which is a map from orientations v in the positive half-sphere S þ to the RGB radiance value L leaving that surface to a distant viewer. It combines the effect of reflectance and illumination. There are multiple ways to parametrize orientation v. Horn and Sjoberg [13] used positional gradients which are suitable for an analytic derivation but less attractive for computation as they are defined on the infinite real line. We instead parametrize the orientation simply by s; t the normalized surface normal's x and y components. Dropping the z coordinate is equivalent to drawing a sphere under orthographic projection with exactly this reflectance map. Note, that orientations of surfaces in an image only cover the upper half-sphere S þ , so we only need to parametrize a half-sphere, avoiding to deal with spherical functions.
To arrive at the notion of reflectance maps, as well as the surface reflectance model that we will use, we recall the definition of the rendering equation [47] (RE) which states that for one wavelength
where L o is the outgoing radiance, L e the emitted radiance, L i the incoming radiance, f r the BRDF, and nðxÞ the surface orientation. The radiances are both functions of position x and direction v. The reflected part is the integral over the upper hemisphere S þ of the product of incoming light L i , BRDF f r , and the dot product of surface normal nðxÞ and integration direction v i . In this work, it is assumed that i) there is no emission, ii) the positions of light entry and exit do not differ (translucent objects are excluded), iii) there is only a single material (one surface reflectance model to be considered), iv) the object is seen under orthographic projection from an infinitely far-away observer, v) that the incoming light comes from a distant scene and as such only depends on direction (environment map illumination), and vi) there are no shadows. These simplify the RE to the following function
which refers to the reflectance map L o of the illumination L i and the surface reflectance f r . Henceforth, for simplification we refer to the surface reflectance model f r as the material. A data-driven BRDF would be an ideal such reflectance model, but here it is simplified to the seven-parameter Phong model [48] 
where k d is called the diffuse color, k s the specular color, k g the glossiness, and rðÁ; ÁÞ the mirror reflection of L i . As both the illumination L i and the reflectance map L o are two-dimensional functions of direction v, we represent them as images using the described s; t parametrization. Nevertheless, other parametrizations could also be used, such as the Lambert, latitude-longitude or the mirror-ball mappings [49] .
STEP 1: FROM IMAGES TO REFLECTANCE MAPS
In this section, we present a solution for the first step of our pipeline, which is the estimation of the reflectance map when a single 2D image depicting a single-material object from a known class (e.g. cars) and its segmentation mask are given as input.
Motivation. We address a challenging inverse rendering problem that is highly under-constrained. Therefore, any solution needs to mediate between evidence from the data and prior expectations. In the general setting of specular materials and unknown natural illuminations, modeling prior expectations over reflectance maps-let alone 1 . For the case of a mirror sphere, as it is here, it captures illumination [19] but is not limited to it. It also does not only capture surface reflectance [17] , which would be independent of illumination, but rather joins the two.
obtaining a parametric representation -seems problematic. This motivated us to follow a data-driven approach in an end-to-end learning framework, where the dependence of reflectance maps on object appearances is learnt from a substantial number of synthesized images for a given object class.
Overview. We want to estimate the reflectance map of a single-material object depicted in a single RGB image (see Fig. 1 , Step 1). This is equivalent to estimating how a sphere [26] with the same material as the object would look like from the same camera position and under the same illumination. We propose two approaches to estimate reflectance maps: a Direct (Section 4.1) and an Indirect one (Section 4.2). Both have a general RGB image as input and a reflectance map as an output. The Indirect method also produces a conjoint per-pixel normal map. Both variants are trained from and evaluated on the new SMASHINg dataset introduced in detail in Section 6.1. For now, we can assume the training data to consist of pairs of 2D RGB images (domain) and reflectance maps (range) with the latter in the parametrization explained in Section 3.
Direct Approach: An End-to-End
Learning-Based Model for Inferring Reflectance Maps
In the Direct approach ( Fig. 1, Step 1, Direct), we learn a mapping between the object's segmented image and its reflectance map, following a convolutional-deconvolutional architecture. Fig. 2 shows the proposed architecture. Starting from a series of convolutional layers, each followed by batch normalization, ReLU, and pooling layers, the size of the input feature maps is reduced to 1 Â 1. After continuing with two fully-connected layers, the feature maps are up-sampled until the output size is 32 Â 32 pixels. In all convolutional layers a stride of 1 and zero padding are used such that the output has the same size as the input. The final layer uses an Euclidean loss between the RGB values for the predicted and the ground-truth reflectance map.
In short, for the Direct approach the network needs to learn how to "encode" the input image to a reflectance map. Note that, this is a particularly challenging task, as the model has to learn not only how to map the image pixels to locations on the reflectance map (change from image to directional domain), but also to impute and interpolate appearance for unobserved normals.
Indirect Approach: Estimating Reflectance
Maps from Inferred Normals Using Sparse Data Interpolation
As an alternative for the Direct approach described above, we also explored an Indirect approach that explicitly incorporates domain knowledge about the RE and the relation between the input image and corresponding reflectance map. The Indirect approach (Fig. 1, Step 1, Indirect) proceeds in four steps: 1a) estimating per-pixel orientation maps from the RGB image, 1b) up-sampling the orientation map to the full available input image resolution, 1c) changing from the image domain into the directional domain, producing a sparse reflectance map, and 1d) predicting a dense reflectance map from the sparse one.
The steps 1a and 1d are modeled by CNN architectures, while the steps 1b and 1c are prescribed transformations, related to the parametrization of the reflectance map. Next, we detail each step.
(1a) Normals estimation. Our goal is to predict a surface orientation (normal) map from the RGB image. To this end, we use our simplified parametrization of the directional domain to coordinates in a flat 2D image of a lit sphere (see Section 3). Specifically, we seek to find the s; t parameters according to our reflectance map parametrization.
For this task we train a CNN, whose architecture is shown in Fig. 3 . Inspired by recent works in normals estimation from a single image [15] , [43] , [45] , we opted for a deeper architecture which has proven more efficient in this task. Specifically, the network is fully convolutional as in [38] and it consists of a series of convolutional layers, each followed by ReLU and pooling layers, that reduce the spatial extent of the feature maps. After the fully convolutional layers, there is a series of de-convolutional layers that upscale the feature representation to half of the original image's size. Finally, we use two Euclidean losses between the predicted and the L 2 normalized ground-truth normals. The first one takes into account only the s; t coordinates of our simplified parametrization, while the second uses the original x; y; z coordinates of the normals (also explaining why the features channel in the last layer of Fig. 3 has a size of 3 instead of 2). We have experimentally found that this design helps in improving the quality of predicted normals.
(1b) Normals up-sampling. In the above network the orientations are estimated at a decimated resolution of 64 Â 64, so the number of orientation samples is in the order of thousands. The input images however are of resolution 128 Â 128 with ten-thousands of pixels. Note that, a fullresolution orientation map is useful for resolving all appearance details in the orientation domain. Also, the appearance of one orientation in the reflectance map can be related to Fig. 2 . Architecture of the Direct approach for the reflectance map estimation (see also Fig. 1, Step 1, Direct) . The bottom numbers represent the spatial resolution and the ones on top the size of the feature channels for the corresponding convolutional layer. Finally, the yellow boxes in the middle indicate the filters' size. Fig. 3 . Architecture of the normals estimation sub-step of our Indirect approach for estimating the reflectance map (see also Fig. 1, Step 1 , Indirect). The notation is the same as in Fig. 2 . Note that, the middle elements here correspond to fully convolutional filters.
all high-resolution image pixels with that orientation. As such, intended applications performing shape manipulation in the 2D image (cf. Section 7.3) will benefit from a refined map. To produce this high-resolution orientation map, we use joint bilateral upsampling [50] as also done in range images [51] .
(1c) Change-of-domain. Next, we want to reconstruct a sparse reflectance map from the high-resolution orientation map of the previous step and the input image. This is a prescribed mapping transformation: The pairs of appearance L p and orientation v p in every pixel p are unstructured samples of the continuous reflectance map function LðvÞ ð¼ L o ðv o ÞÞ we seek to recover. Our goal now is to map these samples from the image to the directional domain, constituting the reflectance map. The most straightforward solution is to perform scattered data interpolation
where wðxÞ ¼ expðÀðs cos À1 ðxÞÞ 2 Þ is an RBF kernel. In practice however, the orientation estimates are noisy and the requirements of a global reflectance map (directional illumination, orthographic projection, no shadows) are never fully met, asking for a more robust estimate. We found darkening due to shadows to be the largest issue in practice. Therefore, we instead perform a max operation over all samples closer than a threshold ¼ cos ð5 Þ,
If one orientation is observed under different amounts of shadow, only the one that is not in shadow will contributewhich is the intended effect. Still, the map resulting from this step is sparse due to normals that were not observed in the image, as seen in the example of Fig. 4 (Sparse RM). This requires imputing and interpolating the sparse data in order to arrive at a dense estimate.
(1d) A learning-based approach for sparse data interpolation. The result of the previous step is a sparse reflectance map, that is noisy due to errors from incorrectly estimated normals and has missing information at orientations that were not observed in the image. Note that, the latter is not a limitation of the normal estimation, but even occurs for groundtruth surface orientations: if an orientation is not present, its appearance remains unknown.
One solution is to directly use Eq. (4) to get a dense output. As will be shown in Section 7.1 though, this leads to poor performance. Instead, we propose a learning-based approach to predict a dense reflectance map from a sparse and noisy one. Accordingly, the network is trained on pairs of sparse and dense reflectance maps. The sparse ones are created using the steps 1a-1c on synthetic data where the target reflectance map is known by rendering a sphere.
The employed CNN architecture is shown in Fig. 4 . Note, that it is very similar to the architecture of our Direct approach (see Fig. 2 ). Input is the sparse reflectance map and output the dense one. Since both are in the same domain, we use the output of the convolutional layers as additional cues. Specifically, after each de-convolution layer we concatenate its output with the feature map from the respective convolution layer. This is a common practice in CNN architectures with similar tasks, as it helps preserving the local structure of the predicted image. Finally, an L 2 loss between the predicted and the ground-truth dense reflectance map is used.
STEP 2: FROM REFLECTANCE MAPS TO MATERIAL PARAMETERS AND NATURAL ILLUMINATION
In the previous section we presented our approach for estimating the reflectance map of an object from a single image.
In what follows, we show how to further decompose the estimated reflectance map into its intrinsics: material (i.e. reflectance) and illumination.
Overview. The input to our material and illumination decomposition (Fig. 1, Step 2) is the LDR reflectance map estimated from the first stage of our pipeline (Fig. 1, Step 1) . In general, a reflectance map can be obtained in several other ways. For example, when a spherical sample of the desired material is available, it can directly be put under the desired illumination and photographed. In practice, this is usually not the case though-the sample has a different shape. If the shape is known, i.e. its normals are known, its reflectance map can be retrieved, at least for all observed surface orientations. In this latter case, only the last step of our Indirect reflectance map estimation needs to be applied. If the shape is unknown, several options have been explored to acquire it, including 3D scanning, structure-from-motion, depth sensors, CNN-based depth extraction [43] , [44] or directly estimating the normals using deep learning [15] , [43] , [45] . Although in this paper we assume that the reflectance map is given from the first stage of our pipeline (Fig. 1, Step 1) , for the sake of generality it is useful keeping these other options in mind.
The outputs of Step 2 are: (1) the Phong reflectance parameters (see Eq. (3)), and (2) an HDR illumination (environment) map in the parametrization of Section 3. The illumination map is an HDR spherical image, expressing illumination's directional dependency. Remember that, HDR is a critical property to have for illumination [20] , [49] , as without it reillumination is likely to fail in many real-world cases. Note that, our estimated illumination is still HDR even when the input is only LDR, which is a generalization over previous approaches that require HDR inputs [7] , [8] .
We enable this mapping by proposing DeLight-Net, a framework of CNNs, trained on synthetic data. All CNNs take as input a dense reflectance map. Material CNN outputs a parameter vector, which is 7-dimensional in the case of the Phong reflectance model: one color for the diffuse, one for Fig. 4 . Architecture of the last sub-step of our Indirect approach for the reflectance map estimation. The notation is the same as in Fig. 2. the specular component, and a glossiness value, defining how shiny the material is (see Eq. (3)). Illumination CNN outputs the HDR illumination map. These two independent CNNs comprise our INDEP. approach. We also propose two variants: JOINT shares intermediate representations to perform the estimation jointly, and SEQUEN. combines the Illumination CNN with classic inverse rendering techniques to estimate the Phong parameters.
Independent Material and Illumination Estimation
Our INDEP. approach builds on Material CNN and Illumination CNN to independently estimate material parameters and natural illumination from a dense reflectance map. For both networks we used Huber loss for regression. We have experimentally found that this choice nicely balances between learning the dynamic range and the color distribution of the illumination map. Material CNN. As already mentioned, the input to this network is a 2D image of the dense reflectance map, while the output is a 7-parameter Phong vector. The design of the network is shown in Fig. 5 . Overall, the network consists of multiple convolutional layers reducing the resolution, followed by several fully-connected layers. Note that, each convolutional unit is always followed by batch normalization and ReLU.
Illumination CNN. As already mentioned, the input to this network is the same dense reflectance map as in Material CNN, while its output is an HDR illumination map of half the spatial resolution (Fig. 6) . The feature spatial resolution is gradually reduced by about one order of magnitude, from 128 to 25, with the middle layers applied in a fully convolutional fashion. Also, two layers of de-convolution are added, that take intermediate results from the previous same-resolution convolutional layers into account (similar design as in Fig. 4 ). We remind that by doing so, fine spatial details can be preserved. As before, each convolutional unit is always followed by batch normalization and ReLU.
Joint Material and Illumination Estimation
Besides the independent estimation of material and illumination, as discussed in Section 5.1, we also experimented with a network estimating both somewhat more jointly. In this JOINT approach, the network shares the first two layers of Material CNN and Illumination CNN, as seen in Figs. 5 and 6 respectively, and is consequently split, preserving the individual architectures that result in two outputs with their independent losses.
Sequential Material and Illumination Estimation
While the two approaches explained above can estimate material parameters and natural illumination separately or jointly, we also investigate an alternative that combines CNNs with classic inverse rendering. For this SEQUEN. approach, we use the output of the Illumination CNN as an input to a classic inverse rendering solution for material estimation. To this end, we show how Phong reflectance parameters can be estimated from a reflectance map and known illumination in a closed form solution. Going back to our simplified reflectance map from Eq. (2), when BRDF f r is Phong,
it can be written as a linear combination of a diffuse reflectance map L d and a gloss-dependent specular reflectance map L s : 
This can efficiently be solved for x for every gloss level k g by inverting a 2 Â 2 matrix. In order to find the optimal gloss level k g , a line search for discrete gloss levels is performed, in our case on 100 levels, logarithmically spaced. This procedure is only applicable because the number of non-linear parameters is low in the Phong model and would not scale to more complex material models. Still, as we show later, estimating Phong parameters analytically and illumination using Illumination CNN outperforms more complex material models.
DATASETS
To train the two steps of our pipeline a large number of images is required. Since it is very difficult to acquire many real images-at least in the order of ten-thousands -together with their ground-truth 3D shape, material (i.e. reflectance), and HDR illumination, we opted for synthetically rendered The notation is the same as in Fig. 2.   Fig. 6 . The Illumination CNN for estimating natural illumination. The notation is the same as in Fig. 2. images for the training process. Unfortunately, there is also a lack of large scale databases of scanned material samples and HDR illumination maps. As such, we generated two datasets for training each step of our pipeline with emphasis given on different aspects every time.
The SMASHINg Challenge Dataset
For the reflectance map estimation (Fig. 1, Step 1) , we propose the Specular MAterials on SHapes with complex IllumiNation (SMASHINg) challenge. It includes a dataset of real as well as synthetic images, ground-truth reflectance maps, and normals (where available), results from different methods for baseline comparisons, and a set of metrics that we propose to evaluate and compare performance. The data, baselines, methods as well as performance metrics are publicly available. 2 Our dataset combines synthetic images, photographs, and images from the web, all depicting cars. We have manually segmented foreground and background for every image.
Synthetic images. Synthetic images are produced with random i) views, ii) 3D shapes, iii) materials, iv) illumination, and v) exposure. A preview can be seen in Fig. 7 . The view is sampled from a random position around the object, looking at the center of the object with a FOV of 40 . The 140 3D shapes come from the free 3D Warehouse repository, indexed by Shapenet [53] . For each sample the object orientation around the y axis is randomized. Illumination is provided by 40 free HDR illumination maps collected from the Internet (for more details visit the project's webpage [52] ). The exposure is sampled over the "key" parameter of Reinhard et al.'s photographic tone mapper [54] , between 0.4 and 0.6. For materials, the MERL BRDF database [18] containing 100 materials is used. Overall 60 k sample images from that space are generated. We define a trainingtest split so that no shape, material or illumination is shared between the training and test set.
Photographs. As real test images, we have recorded photos of six toy cars that were completely painted with a single car lacquer, placed in four different lighting conditions and photographed from five different views, resulting in a total of 120 images. For the corresponding ground-truth reflectance maps, we placed in the same locations spheres painted with the same material. Again, those real images were manually segmented from the background.
Internet images. In order to provide an even more challenging test set, we collect an additional 32 car images from the Internet. Here we do not have access to ground-truth normals or reflectance maps, but this setting provides a realistic test case for imaged-based editing methods. Again, we have manually segmented out the car body. This allows the qualitative evaluation of single-material normal and reflectance map prediction. Note that, for the Internet images we used networks that were trained on synthetic data from segmented meshes to contain only the car body.
Methods and metrics. We include six different methods to reconstruct reflectance maps, visualized in Fig. 8: i) groundtruth, ii) our Direct approach, iii) our Indirect approach, iv) an approach that follows our Indirect one, but instead of using a CNN for sparse interpolation, it relies on an RBF reconstruction as described in Eq. (4), v) spherical harmonics where we project the ground-truth reflectance map to the SH domain, and vi) an Indirect approach where the estimated normals are replaced by ground-truth normals.
To assess the quality of the reflectance map estimation step we employ two different metrics. The first is the traditional L 2 error between all defined pixels of the reflectance map in RGB and the second is the DSSIM structural difference [55] that excels in measuring the similarity between two images.
DeLight-Net Dataset
For the reflectance map decomposition (Fig. 1, Step 2) , our training data consist of a set of synthetically rendered images of reflectance maps with random materials under random HDR illuminations from random views. Fig. 9 shows such examples of training data.
Training materials were again taken from the MERL BRDF database [18] , in particular, the Phong fit made therein. There are 100 materials overall-in our case 67 were used for training and 33 for testing-including diffuse, glossy, and mirror-like appearances.
For illumination we used 70 free HDR illumination maps in total-60 for training and 10 for testing-from the commercial content supplier HDR Maps [56] . These images are radiometrically calibrated, i.e. they differ from the true physical RGB radiance units by only a factor. We found this not to be the case for other HDR illumination maps found on the Internet, which is crucial for re-lighting. All illumination maps were also rendered as mirror spheres and consequently re-sampled to 128 Â 128 pixels, which is the resolution of the maps we will later infer.
View positions are sampled from a random direction in the xz-plane with a random declination of AE10
; an orthographic projection is used. The shape is always a highlytessellated sphere with analytic normals. For rendering we use the full convolution of the illumination map with the Phong parametric model (see Eq. (2)). This convolution is computationally demanding and to keep it tractable when producing massive training data, it was implemented using GPUs. The rendering result is a 128 Â 128 image. Overall, we produced approximately 50 k sample images of synthetically 2. The two datasets, MATLAB code (CNN models, loss functions, etc), as well as extensive visualizations of the following results can be found on the project's webpage [52] . rendered reflectance maps. Note that for the testing set both the material as well as the illumination map are never seen before. The training and benchmark data as well as the CNN architectures used are publicly available [52] .
Two variants of the resulting images are kept, with slightly different purposes: an HDR and an LDR variant. For the HDR variant we apply the natural logarithm to the RGB data, stored as a 32-bit float image file, as also done in [18] to avoid bias towards differences in the higher intensity ranges during training. For the LDR variant we simulate the exposure process, as follows: First we automatically choose an exposure level using the (5,95)-percentiles. Second, linear radiance values are mapped into the (0,1)-range and quantized uniformly into 256 values (8-bit). Finally, the values are mapped back to absolute radiance and stored in a 32-bit float format. This procedure simulates the information available to a contemporary capturing device with EXIF information (aperture, exposure time, ISO): radiance quantized to 8-bit in an appropriately chosen exposure, allowing to re-scale it to absolute radiance, but with quantization and clipping.
EXPERIMENTS
In this section, we perform the experimental analysis of the proposed pipeline. Since we rely on a two-step approach, we find it fit to first evaluate each step individually and compare with their corresponding baselines before assessing the system as a whole. As such, in Section 7.1 we first evaluate the proposed end-to-end Direct approach for the reflectance map estimation (Fig. 1, Step 1) on the new SMASHINg challenge and compare it to the Indirect approach in its different variants (see Section 6.1). Second, in Section 7.2 we perform extensive evaluations for the results produced by the reflectance map decomposition framework (Fig. 1, Step 2) and compare it with state-of-the-art approaches [7] , [8] . Finally, in Section 7.3 we analyze the qualitative performance of our combined pipeline through various applications including a wide range of image-based editing tasks.
Evaluation of Reflectance Map Estimation
Setup. Here, we provide results for our Direct method that learns to predict reflectance maps directly from the input image in an end-to-end scheme, as well as several variants of our Indirect approach that utilize intermediate results facilitated by additional supervision through normals at training time (cf. Fig. 1, Step 1) . The variants of the Indirect scheme are based on our estimated normals, but differ in their second stage that has to perform a type of data interpolation to arrive at a dense reflectance map, given the intermediate sparse estimate. For the interpolation, we investigate the proposed learning-based approach Indirect as well as using Radial Basis Function interpolation Indirect (RBF). Furthermore, we provide best case analysis by using ground-truth normals in the Indirect approach Indirect (GT Normals) (only possible for synthetic data) and computing a diffuse version of the ground-truth by means of spherical harmonics SH (GT Normals). The latter gives an upper bound on the result that could be achieved by methods relying on a diffuse material assumption. Quantitative results for the different approaches are summarized in Table 1 .
Reflectance map analysis. Overall, we observe consistency among the two investigated metrics, MSE and DSSIM (as defined in Section 6.1), in how they rank approaches. We obtain accurate estimations for the synthetic set of the SMASHINg challenge dataset for our Direct as well as the best Indirect methods. The quantitative findings are underpinned by the visual results, e.g. showing the predicted reflectance maps in Fig. 10 . The performance on the real images is generally lower with the error roughly increasing by one order of magnitude. Yet, the reconstruction still preserves rich specular structures and gives a truthful reconstruction of the represented material.
In more detail, we observe that the best Direct and Indirect approach perform similar on the synthetic data, although Direct did not use the normal information during training. For the real examples, this form of additional supervision seems to pay off more and the RBF interpolation scheme achieves best results in the considered metrics. A closer inspection to the results though, clearly shows the limitations of the image-based metrics. While the RBF-based technique yields a low error, it frequently fails to generate well-localized highlight features on the reflectance map (see also an indicative illustration in Fig. 8) . We encourage the reader to visit the project's webpage [52] , where a detailed visual comparison for all methods is provided.
The ground-truth baselines give further insights into improvements over prior diffuse material assumptions and the future potential of the method. The SH (GT Normals) baseline shows that our best methods improve over a best case diffuse estimate with a large margin for the DSSIM metric-highlighting the importance of considering more general reflectance maps. The Indirect (GT Normals) illustrates a best case analysis of the Indirect approach where we provide ground-truth normals. The results show a potential performance leap by having better estimated normals.
Normals analysis. Table 2 quantifies the error in the normals estimation by the first stage of our Indirect approach. This experiment is facilitated by the synthetic data where normals are available. L 2 corresponds to a network using the Euclidean loss on the x; y; z components of the normals, while Dual uses the two losses described in Section 4.2. Up refers to a network trained on up-sampled normals. Both dual loss and joint up-sampling improve the estimated normals. Despite the fact that this analysis is conducted on synthetic data, we observe that our models predict very convincing normals even in the most challenging scenario that we consider (see Figs. 10 and 12 ).
Evaluation of Material and Illumination Estimation
Here, we evaluate our approach for decomposing the reflectance map (cf. Fig. 1, Step 2) , by first using it in a synthetic re-synthesis benchmark, where images are re-synthesized for original or novel illuminations and materials starting from the estimated components, and second, on real photographs of reflectance maps. Synthetic re-synthesis benchmark. Evaluating a successful decomposition is not trivial due to the complex interaction of material, illumination, shape, and viewpoint. The established evaluation protocol [7] , [8] , [18] is to measure the L 2 error between renderings using the estimated and ground-truth components respectively. Indeed, the reflectance map decomposition into material parameters and natural illumination allows direct evaluation of a) the estimated material parameters by rendering them under a point light source (Point light), b) the estimated natural illumination by rendering on a mirror sphere (Mirror Mat.), c) both estimated material parameters and natural illumination by re-rendering them together as a reflectance map (Re-synthesis).
We enhance this protocol, by also including two extensions inspired by real-world applications: d) we evaluate how well the estimated material parameters perform under different illumination (Nat. Illum.). To do so, we compute the reflectance map of the estimated material illuminated by a new illumination map, not included in the training set. And finally e) we measure how well the estimated natural illumination generalizes to new materials (MERL Mat.). This is performed by selecting a random MERL material, not contained in our training data, and rendering it under the estimated illumination.
The different approaches, represented as rows in Table 3 , are: "INDEP." is our approach with independent CNNs for estimating the material parameters and natural illumination (see Section 5.1). "JOINT" is our joint material and illumination estimation (see Section 5.2). "SEQUEN." refers to sequentially estimating natural illumination and material parameters (see Section 5.3). "LN" refers to the method of Lombardi and Nishino [7] . A comparison with their work is made, both when using the default values for their priors ("LN DP") and when using no priors ("LN NP"), which might depend on the types of materials and illuminations used [7] .
All the above are evaluated on the DeLight-Net dataset (cf. Section 6.2). Since the method of Lombardi and Nishino [7] require HDR inputs, we perform the comparison on the HDR variant of the dataset (upper part of Table 3 ). We also compare to our INDEP. approach trained on the LDR variant (last row of Table 3 ), which better relates to the LDR reflectance map estimated in the first step of our pipeline. To the best of our knowledge, our method is the first to learn this LDR to HDR mapping.
The final quantitative measure is the difference between the re-synthesized image produced using the estimated decomposition and the re-synthesized image produced using the ground-truth decomposition. The root mean square-error of the logarithm of HDR radiance (LRMSE) and a colored, multi-resolution structured similarity index (Fig. 1, Step 1) . From left to right: input image, ground-truth reflectance map (RM), RM result of the Direct approach, RM result of the Indirect approach, the intermediate sparse RM produced in the Indirect variant, normals produced by the Indirect variant as well. Each result is annotated to come from the synthetic, photographed or Internet part of our database. For the Internet-based part, no ground-truth RM is available. Please visit the project's webpage [54] for exhaustive results in this format.
[55] ran on the tone-mapped LDR result (DSSIM) are used to compare the re-synthesized image to the ground-truth. Overall, we find that our methods outperform the method of Lombardi and Nishino [7] , according to all metrics, with one exception, which is discussed below. When using our estimated material parameters and re-rendering with a point light (Point light), our CNNs outperform competitors by a large margin in LRMSE (three-fold improvement) and our SEQUEN. approach by a similar factor according to DSSIM. Using the estimated natural illumination and re-rendering on a mirror sphere (Mirror Mat.), is best done using our JOINT approach, again outperforming competitors by a substantial factor according to both metrics. According to LRMSE, for the task of re-synthesizing the input image with both the estimated material parameters and natural illumination (Re-synthesis), the approach of Lombardi and Nishino [7] comes out best. This is to be expected, as their approach specifically seeks to minimize in LRMSE the pair of material and illumination that if resynthesized give the original input. According to DSSIM however, which likely is a better measure, our SEQUEN. approach works best also for this case. When using the estimated components and re-rendering with a new material (MERL Mat.) or illumination (Nat. Illum.) from the corpus our JOINT approach performs best for both metrics with one exception. According to DSSIM, for the Nat. Illum. task our SEQUEN. approach comes out first. Again, the difference to competitors is the strongest in terms of the Nat. Illum. task, where a three-fold improvement is achieved, while for the MERL Mat. task the difference is almost twice as much. Remarkably, the decomposition performance from LDR inputs is on par with the HDR case, although the problem is more difficult.
In general, our SEQUEN. approach excels in estimating the material parameters whereas our JOINT approach comes marginally first when estimating the natural illumination. We found the latter marginal improvement to be less important in practice, so our SEQUEN. approach is generally the preferred choice.
Real reflectance maps. The synthetic re-synthesis benchmark has been evaluated on the basis of a large choice of variations on a large number of reflectance maps, illuminations, and materials. Capturing a similar amount of reflectance maps ourselves is in practice not possible, so we opted for a smaller set of pairs of materials and illumination maps where the ground-truth illumination was also acquired. In particular we use a set of 25 materials under 4 different natural illuminations that we have acquired specifically for this task (see also the project's webpage [52] ).
The results are summarized in Table 4 . The tasks are similar to the ones in our synthetic re-synthesis benchmark, but in a more restricted way, as we do not have the groundtruth material available; such a task would require a gonioreflectometer. As the ground-truth HDR illumination is available however (i.e. we scanned it using a chrome sphere), we can compute the difference between the ground-truth illumination and the estimated illumination rendered in a mirror (Mirror Mat.). Furthermore, we can resynthesize, using not just a mirror, but instead a new material from a database, here again MERL (MERL Mat.). Finally, we can predict how the estimated material would look under a different illumination, as the same reflectance maps were captured under this different illumination too (Nat. Illum.). Note that, without ground-truth for the material, rerendering under point light illumination (Point light) and resynthesis using the estimated components (Re-synthesis) are not possible. For brevity, the LN NP [7] is compared to our approaches: INDEP., JOINT. and SEQUEN. (Fig. 1, Step 2)
The notation is the same as in Table 3 Fig . 11 . Transfer of reflectance maps estimated from real photographs (1st column) to virtual objects (other columns) of different shape. The project's webpage [54] shows animations of those figures.
We find that the results are consistent with the synthetic evaluation, and our SEQUEN. approach outperforms LN NP [7] for both LRMSE and DSSIM metrics.
Qualitative Results and Applications
Automatically extracting reflectance maps from imagestogether with the normal information we get as a byproduct-and decomposing them into material and illumination facilitates a range of image-based editing applications, such as material acquisition and transfer and shape manipulation. In what follows, we evaluate the performance of our two-step pipeline through numerous example applications. The project's webpage [52] contains all the images and videos that complement our following presentation.
Estimating reflectance maps and normals from images. Results of estimated reflectance maps are presented in Fig. 10 , also showing the quality of the predicted normals. The first row shows two examples on synthetic images, the second and third row on real images and the last row on web images (no reference reflectance map is available here). Notice how the overall appearance, reflecting the interplay between material and the complex illumination, is captured by our estimates. In most examples, highlights are reproduced and even a schematic structure of the environment can be seen in the case of very specular materials.
Inserting virtual objects in a scene. Fig. 11 shows synthesized images (column 2-5) that we have rendered from 3D models using the reflectance map automatically acquired from the images in column 1. Here, we use ambient occlusion [57] to produce virtual shadows. This application shows how material representations can be acquired from real objects and transferred to a virtual object. Notice, how the virtual objects match in material, specularity, and illumination to the source image on the left.
Transferring appearance between images. A useful application of our approach is the appearance transfer between different objects in different scenes. To do so, we first estimate reflectance maps for each object independently, swap the estimated reflectance maps, and then use the estimated normals to re-render the objects using a normal look-up table from the new reflectance map. To preserve details, such as shadows and textures, we first re-synthesize each object with its original reflectance map, save the per-pixel difference in LAB color space, then re-synthesize with the swapped reflectance map and add the saved difference in LAB color space. An example is shown in Fig. 12 . Despite the uncontrolled illumination conditions, we achieve photorealistic transfer of the appearance, making it hard to distinguish source from target.
Manipulating shape. Since we estimate reflectance maps and surface normals, this enables various manipulation applications that work in the directional or normal domain. Fig. 13 shows such an application, where the surface orientation is changed, e.g. using a special painting interface, and Fig. 13 . Shape manipulation application. A user has drawn to manipulate the normal map extracted from our Indirect approach. The reflectance map and the new normal map can be used to simulate the new shape's appearance. For a live demo visit the project's webpage [54] . new appearance for the new orientations is sampled from the reflectance map. As before, we save and restore the delta between the original and re-synthesized reflectance map to keep details and shadows. The final result gives a strong sense of 3D structure while maintaining an overall consistent appearance w.r.t. material and scene illumination. Estimating material and illumination from reflectance maps. Starting from a reflectance map we can decompose it into its intrinsic material and illumination. The estimated material parameters and natural illumination can then be used to re-render the object of interest in different scenes, change its material or even replace the object itself with another. Some of the many editing possibilities that our method enables are summarized in Fig. 15 . Our pipeline allows re-rendering objects with different materials (horizontal variation, Fig. 15 ), under different illuminations (intra-block vertical variation, Fig. 15 ), or for different shapes (inter-block vertical variation, Fig. 15) . Results are visualized in pairs, where the left half shows re-synthesis using our estimated decomposition and the right half the same resynthesis using reference material and illumination. The input reflectance maps are marked with a dotted circle. We clearly see that our approach can reconstruct plausible materials and illumination maps with fine details.
Manipulating material and illumination from real photos. Perhaps the most interesting and practical application is interactive material and illumination manipulation from real photos. We begin from a segmented image of the object of interest, which is the car's body in our case. Using the CNNs of Section 4 we first estimate the normal orientations and consequently the reflectance map (Indirect approach). From the estimated reflectance map we then decompose into material and illumination using the CNNs of Section 5 (SEQUEN. approach). Finally, we re-render (Fig. 14) the imaged object (1st column) under different illumination (1st row) and different material (2nd row). The results for two car models are shown in Fig. 14 . For more car models you can visit the project's webpage [52] . Note that we have explicitly modeled only the car's body and not the lights, mirrors, windows, etc (same as in Fig. 12 ). The recovered results look nevertheless realistic and convincing.
CONCLUSION
We have presented a deep learning approach to estimate natural illumination information and surface reflectance characteristics from a single 2D image that facilitates new image-based rendering applications. We showed that our technique works with complex 3D shapes, specular materials, and under complex natural illumination. In order to achieve our goal, we have developed new deep learning architectures that for the first time achieve sparse data interpolation, mapping from the image to the directional domain, and inferring high dynamic range data from low dynamic range input. The application of deep learning techniques to this domain is facilitated by our novel large scale synthetically rendered dataset that is accompanied by realworld testing data in order to evaluate our approach. Our proposed methods outperform prior work in this area, which highlights the potential of deep learning approaches in inverse rendering tasks and computer graphics in general. In the future, we would like to include additional effects, such as indirect illumination and shadows, in our reflectance model and experiment with more complicated parametric models for reflectance, that will both bring this work even closer to real-world applications. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
