Abstract. In crop science, genotype-by-environment interaction is often explored using the "genotype main effects and genotype-by-environment interaction effects" (GGE) model. Using this model, a singular value decomposition is performed on the matrix of residuals from a fit of a linear model with main effects of environments. Provided that errors are independent, normally distributed and homoscedastic, the significance of the multiplicative terms of the GGE model can be tested using resampling methods. The GGE method is closely related to principal component analysis (PCA). The present paper describes i) the GGE model, ii) the simple parametric bootstrap method for testing multiplicative genotype-by-environment interaction terms, and iii) how this resampling method can also be used for testing principal components in PCA.
Introduction
Forkman and Piepho (2014) proposed a resampling method for testing interaction terms in models for analysis of genotype-by-environment data. The "genotype main effects and genotype-by-environment interaction effects"(GGE) analysis (Yan et al. 2000 ; Yan and Kang, 2002 ) is closely related to principal component analysis (PCA). For this reason, the method proposed by Forkman and Piepho (2014) , which is called the "simple parametric bootstrap method", can be used for testing principal components in PCA as well. The proposed resampling method is parametric in the sense that it assumes homoscedastic and normally distributed observations. The method is "simple", because it only involves repeated sampling of standard normal distributed values. Specifically, no parameters need to be estimated. The present paper describes how the simple parametric bootstrap method can be used for testing principal components in PCA.
The GGE model is used for analysis of complete series of crop variety trials, that is, for series such that all trials include all varieties. Analysis of incomplete series of crop variety trials has its own difficulties (Forkman, 2013) . Researchers want to explore genotype-by-environment interaction in order to define groups of genotypes that perform similar in varying environments, and to define clusters, so called mega-environments (Gauch, 1992) , of environments in which genotypes give similar results.
Section 2 describes the GGE analysis through an example. In this example, an international series of maize variety trials is analyzed with specific focus on the interaction between varieties (i.e. genotypes) and locations (i.e. environments). Section 3 presents the simple parametric bootstrap method and illustrates this method using the same maize variety trials example. In Section 4, it is clarified that the GGE analysis is indeed a PCA, which implies that the simple parametric bootstrap method can be used for other applications than analysis of genotype-by-environment interaction.
Forkman and Piepho (2014) mainly focused on an analysis using the additive main effects and multiplicative interaction (AMMI) model, which was introduced by Mandel (1971) and advocated by Kemtpon (1984) and Gauch (1988) . The AMMI analysis is is not a PCA, although closely related. The objective of the present paper is to show, through an explicit example, that the method proposed by Forkman and Piepho (2014) can also be used for the problem of dimensionality reduction in PCA.
GGE analysis
The dataset of Table 1 is an example of a complete series of crop variety trials. This dataset, which was also analyzed by Cornelius, Crossa and Seyedsadr (1996), includes yields from maize trials carried out by the international maize and wheat improvement center (CIMMYT). The study includes nine maize varieties (G1-G9) that were investigated in 20 environments (E1-E20). Varieties are genotypes, because differences between varieties are due to differences in genetic content. Similarly, trials represent varying environments.
In GGE analysis, effects of genotypes and effects of genotype-by-environment interaction are explored simultaneously. In the first step of the GGE analysis, the overall mean and the estimates of main effects of the environments are removed from the data. Since the series is complete, this is simply done by subtracting row means. The result is a matrix,Ê , of residuals from a fit of linear model with main effects of environments. Table 2 shows the matrixÊ as computed from the dataset matrix of Table 1. Note that in Table 2 , all rows sum to zero.
Let I and J denote the number of environments and genotypes, respectively, and let M = min(I, J − 1). Through singular value decomposition,Ê can be written asÊ =ΓΛ∆ It is common to display the first two principal components in a biplot, as in Figure 1 . In this figure, principal Figure 1 , it appears that genotypes G1, G2, G3 and G7 are similar to each other. Also, genotypes G4, G5, G6 and G9 are similar to each other. In performance, genotype G8 deviates from the other genotypes. One might wonder if these observed patterns are random or systematic. The simple parametric bootstrap method, described below, was developed for this question. The simple parametric bootstrap method can be used to test the significance of the principal components.
The simple parametric bootstrap method
Forkman and Piepho (2014) introduced the simple parametric bootstrap method for the GGE model. For hypothesis testing it is assumed that
where E is the matrix of true residuals. These are the residuals after subtraction of the actual intercept and the actual main effects of environments. In practice, E cannot be computed, because the true values of these parameters are not known; onlyÊ can be computed (Table 2) . Equation (1) is the null model, that is, the model under the null hypothesis. In (1), the fixed part of the null model is Θ (κ) , and the random part is R. The rank of Θ (κ) is κ. Thus, κ is the actual number of principal components. The matrix R is a matrix of independent N(0, σ 2 ) distributed errors. The null hypothesis is H 0 : κ = K, and the alternative hypothesis is H 1 : κ > K. Hypotheses are tested sequentially: K = 0, 1, 2, . . . until a non-significant result is obtained. In order to test the significance of the Note that this method is simple in the sense that no parameters need to be estimated. Still it is parametric, because it assumes the normal distribution. Forkman and Piepho (2014) called it a bootstrap method since they developed it as a simplified version of a full parametric bootstrap method that includes parameter estimation. Table 3 presents the result of the simple parametric bootstrap method when applied to the maize example. First, the null hypothesis of no principal components is tested. This null hypothesis is strongly rejected (T = 0.640, pvalue = 0.000). Second, the null hypothesis of a model with a single principal component is tested. This null hypothesis cannot be rejected (T = 0.319, p-value = 0.296). In other words, it could not be inferred from the data that the actual model includes more than a single principal component. Since a non-significant result was obtained, significance testing is stopped at this stage.
The result of Table 3 sheds new light on the biplot of Figure 1 . Since the second principal component is not significant, differences should be looked for mainly along the first principal component. It then appears that genotype G8 belongs to the same group as genotypes G1, G2, G3 and G7, because these genotypes are grouped on the left hand side of the first principal component axis. 
The GGE analysis is a PCA
From Section 2 it might be obvious that the GGE analysis is nothing but a PCA. However, since in textbooks the PCA is usually presented slightly different, a few remarks might be helpful.
Let X be a column-wise mean-centered matrix. The singular values of X, and then also of X T , can be denotedλ 1 ,λ 2 ,. . .,λ M . In the GGE analysis, as presented in the example of the present paper, the matrixÊ was instead rowwise mean-centered. This causes no difficulty, because the singular values ofÊ are the same as the singular values of the column-wise mean-centered matrixÊ T .
PCA uses the covariance matrix cov(X) = X T X/(J − 1), where J is the number of observations. The eigenvalues of cov(X) are (λ 2 1 ,λ 2 2 , . . ., λ 2 M )/(J − 1), and the (K + 1)th principal component accounts for
k per cent of the residual sum of squares. This is exactly the test statistic (2) that is used in the GGE analysis. Thus, large values of T indicate important principal components. The simple parametric bootstrap method, as presented in the present paper, can consequently be used for testing the significance of these components.
Conclusion
The GGE analysis is a PCA with environments as variables and genotypes as observations. PCA is a widely used method, with applications in all sorts of different fields of research. Since the GGE analysis is a PCA, the simple parametric bootstrap method, which was developed for the GGE analysis, can be used also for other applications. Through this method, p-values can be computed for tests of principal components. However, it should be noted that the method assumes that random errors are independent, normally distributed and homoscedastic. When these requirements are fulfilled, the method performs well with regard to type I error and power (Forkman and Piepho, 2014) , but this may not be the case otherwise. More research is needed to answer this question.
