Let G be a simply connected simple algebraic group over C, B and B− be two opposite Borel subgroups in G and W be the Weyl group. For u, v ∈ W , it is known that the coordinate ring C [G u,v ] of the double Bruhat cell G u,v = BuB ∩B−vB− is isomorphic to an upper cluster algebraĀ(i) C and the generalized minors ∆(k; i) are the cluster variables of C [G u,v ] ([5]). In the case G = SLr+1(C) and v = e, we shall describe the generalized minor ∆(k; i) explicitly and relate them to monomial realizations of Demazure crystals.
Introduction
As is well-known that theory of cluster algebras has been initiated by S.Fomin and A.Zelevinsky in the study of product expressions by q-commuting elements for upper global bases(=dual canonical bases). Crystal bases are obtained from global bases considering the parameter q at 0. Thus, we can guess that they should be deeply related each other at their origins.
Let G be a simply connected simple algebraic group over C of rank r and W the associated Weyl group. In [5] , it is shown that for u, v ∈ W the coordinate ring C [G u,v ] of double Bruhat cell G u,v has the structure of an upper cluster algebra (see Sect.2 for the definition of G u,v ). The initial cluster variables of this upper cluster algebras are given as certain generalized minors on G u,v . In [11] , the second author revealed the relations between some generalized minors and monomial realizations of crystal bases. A naive explanation of monomial realizations of crystal bases is as follows (see Sect.3 for the exact definitions): Preparing the set Y of monomials in infinitely many variables, we shall define the crystal structures associated with certain set of integers p = (p i,j ) 1≤i =j≤r and a Cartan data. And we can obtain a crystal for irreducible modules from Y as a connected component. For example, for type A 4 and p i,j = 1 if i < j and p i,j = 0 if i > j, we have the following crystal graph of the crystal B(Λ 3 ), where Λ 3 is the 3rd fundamental weight. The set of integers p gives the cyclic sequence of indices · · · 123412341234 · · · and we associate variables as follows: where note that the highest weight monomial τ −2 has a weight Λ 3 and the lowest weight monomial 1 τ9 has a weight −Λ 2 . As stated above, the initial cluster variables on G u,v are expressed by generalized minors {∆(k; i) = ∆ u u≤k ,v >k | 1 ≤ k ≤ l(u) + l(v).}, where i is the reduced expression of (u, v) ∈ W × W . Now, as an example we consider the case G = SL 5 (C) as above. Let W = S 5 = s i |1 ≤ i ≤ 4 be the symmetric group and set u := s Now, observing the crystal graph (1.1) and the Laurent polynomial (1.4), we realize that each term in (1.4) appears in (1.1) and they constitute so-called lower Demazure crystal associated with the element u ≤6 ∈ S 5 .
Those facts motivate us to find a new linkage between the cluster variables on L u,v ⊂ G u,v and the monomial realizations of crystals. In this paper, we shall treat the special case v = e for type A r . This case matches well to the Demazure crystals and then we can state the main result Theorem 5.6 in terms of "Demazure polynomials". Note that in this case all the crystals are expressed by rectangular tableaux.
In forthcoming paper, we shall treat more general setting, like as, the Weyl group element v ∈ W is non-identity. In these cases, the generalized minors are described also by monomial realizations of crystals.
Double Bruhat cells 2.1 Factorization theorem
Let G be a simply connected, connected, semisimple complex algebraic group of rank r. Let B and B − be two opposite Borel subgroups in G, N ⊂ B and N − ⊂ B − their unipotent radicals, H := B ∩ B − a maximal torus, and W := N orm G (H)/(H) the Weyl group.
We have two kinds of Bruhat decompositions of G as follows:
Then, for u, v ∈ W , we define the double Bruhat cell G u,v as follows: We also define the reduced double Bruhat cell L u,v as follows:
As is similar to the case G u,v , L u,v is biregularly isomorphic to a Zariski open subset of an affine space of dimension l(u) + l(v) [3, Proposition 4.4] .
When we consider the group W × W , to avoid confusion, we use the indices [−1, −r] := {−1, −2, · · · , −r} for the simple reflections in the first copy of W , and use [1, r] := {1, 2, · · · , r} for the second copy of W . Definition 2.1. We define a reduced word for (u, v) ∈ W × W as an arbitrary shuffle of a reduced word for u written in [−1, −r] and a reduced word for v written in [1, r] .
We set g := Lie(G) with the Cartan decomposition g = n − ⊕ h ⊕ n. Let e i , f i (i ∈ [1, r]) be the generators of n, n − . For i ∈ [1, r] and t ∈ C, we set x i (t) := exp(te i ), y i := exp(tf i ). Let ϕ i : SL 2 (C) → G be the canonical embedding corresponding to simple root α i . Then we have
Next, for i ∈ [1, r] and t ∈ C × , we define as follows:
. We have the following theorem which is similar to the previous one.
Factorization theorem for type A
In this subsection, let us consider the case G = SL r+1 (C). Then we can express x i (t), y i (t), x −i (t) and α ∨ i (t) in 2.1 as the following matrices: we define a mapx
Proposition 2.4. In the above setting, the mapx
Proof. We set l 0 := 0, l 1 := r, l 2 := r + (r − 1), · · · , l m := r + (r − 1) + · · · + (r − m + 1). We define a map φ :
(2.2) where in (2.2), if i does not include j (resp. j + 1, j − 1) in ζ th cycle then we set t l ζ−1 +j = 1 (resp. t l ζ−1 +j+1 = 1, t l ζ−1 +j−1 = 1). This is a biregular isomorphism.
Let us provex
n is biregular isomorphism. First, we can verify the following relations by the explicit form (2.1) and direct calculations:
On the other hand, we obtain
For each s and j, let us move α
to the right of y j (τ ls+j (t)) by using the relations (2.3). For example,
Repeating this argument, we have
Note that
Monomial realizations of crystal bases
In this section, we review the monomial realizations of crystals ( [2] , [6] , [7] ). Let I be a finite index set.
Crystals
Definition 3.1. Let A = (a ij ) i,j∈I be a symmetrizable generalized Cartan matrix with the Cartan datum (A, Π, Π ∨ , P, P ∨ ). A crystal associated with the Cartan datum(A, Π, Π ∨ , P, P ∨ ) is a set B together with the maps wt : B → P , e i ,f i : B ∪ {0} → B ∪ {0} and ε i , ϕ i : B → Z ∪ {−∞}, (i ∈ I) satisfying the following properties : For b ∈ B, i ∈ I,
Monomial realizations of crystal bases
Let U q (g) be the universal enveloping algebra associated with a finite Cartan datum (A, Π, Π ∨ , P, P ∨ ), where A is the Cartan matrix of the simple Lie algebra g. Let B + (λ)(resp. B − (λ)) be the crystal base of the U q (g)-highest(resp. lowest) weight module. Note that B + (λ) = B − (w 0 λ), where w 0 is the longest element of W . In particular, in the case
Let us introduce monomial realizations which realize each element of B ± (λ) as a certain Laurent monomial. We define maps wt :
and define the Kashiwara operators as follows:
where
Then the following theorem holds:
be a monomial and let B be the unique connected component in Y(p) including Y . Suppose that λ is the highest (resp. lowest) weight of B. We denote the embedding
Note that if Y and Y ′ are in the same component then
, we can associate the following p = (p i,j ) by:
where v λ is the highest (resp. lowest) weight vector of B + (λ) (resp. B − (λ)), and γ is an arbitrary integer. For
Monomial realizations for type A
In Example 3.4, we consider the following Cartan matrix and cyclic order j. This setting will be used in Sect.5.2. We set I = {1, 2, · · · , r} Let Cartan matrix A = (a ij ) i,j∈I be
otherwise. 
)(h 1 ) = 1, and n e1 = r − 2. Thus, since
, we get
Similarly, we havẽ
.
Applyingẽ i repeatedly, we obtaiñ
where,
First, let us calculate n ei (3.1). We obtain
Thus, we get ϕ i (Y ) = max{ν Y (n)|n ∈ Z} = 1 and
Therefore,
Generally, for
we suppose that
Then we have n ei = j(p 1 + p 2 + · · · + p n + 1) − 1.
Demazure crystal
For w ∈ W , let us define an upper Demazure crystal B + (λ) w . This is a subset of the crystal B + (λ) defined as follows.
Definition 3.9. Let u λ be the highest weight vector of B + (λ). For the identity element e of W , we set B + (λ) e := {u λ }. For w ∈ W , if s i w < w,
Similarly, we define a lower Demazure crystal B − (λ) w as follows.
Let P + be the set of dominant weights. We set P − := −P + .
Definition 3.12. Let Y(p) be the monomial realization of crystal associated with p = (p i,j ). Suppose that Y ∈ Y(p) be a highest (resp. lowest) monomial with a weight
Cluster algebras and generalized minors
We set [1, n] := {1, · · · , n}. Let x 1 , · · · , x n , x n+1 , · · · , x n+m be variables and P be a free multiplicative abelian group generated by x n+1 , · · · , x n+m . We set
be the field of fractions of ZP, and F := K(x 1 , · · · , x n ) be the field of rational functions.
Cluster algebras of geometric type
(ii) B is skew symmetrizable if there exists a positive integer diagonal matrix D such that DB is skew symmetric.
Note that each skew symmetric matrix is skew symmetrizable, and each skew symmetrizable matrix is sign skew symmetric. Definition 4.2. We set n-tuple of variables x = (x 1 , · · · , x n ). LetB = (b ij ) 1≤i≤n, 1≤j≤n+m be n × (n + m) integer matrix whose principal part B := (b ij ) 1≤i,j≤n is sign skew symmetric. Then a pair Σ = (x,B) is called a seed, x a cluster and x 1 , · · · , x n cluster variables. For a seed Σ = (x,B), principal part B ofB is called the exchange matrix. Definition 4.3. If B is skew symmetric(resp. skew symmetrizable, sign skew symmetric), we sayB is skew symmetric (resp. skew symmetrizable, sign skew symmetric).
k is the new cluster variable defined by the exchange relation
be two matrices of the same size. We say that A ′ is obtained from A by a matrix mutation in direction k, and denote
, we say A is mutation equivalent to A ′ , and denote
Definition 4.7. Let A be a sign skew symmetric matrix. We say A is totally sign skew symmetric if any matrix that is mutation equivalent to A is sign skew symmetric. Then a seed (x, A) is called a totally mutable seed.
Next proposition can be easily verified by definition of µ k :
Proposition 4.8. [1, P roposition3.6] Skew symmetrizable matrices are totally sign skew symmetric.
For a seed Σ = (x,B), we say that the seed
. Two seeds Σ and Σ 0 are mutation equivalent if one of them can be obtained from another seed by a sequence of pairwise adjacent seeds and we denote Σ ∼ Σ 0 . Now let us define the cluster algebra of geometric type.
Definition 4.9. LetB be a skew symmetrizable matrix, and Σ = (x,B) a seed.
The cluster algebra (of geometric type) A = A(Σ) over A associated with Σ is defined as the A-subalgebra of F generated by all cluster variables in all seeds which are mutation equivalent to Σ.
Upper cluster algebras

Definition of upper cluster algebras
For a seed Σ, we define ZP-subalgebra U(Σ) of F by
Here, ZP[x ±1 ] is the Laurent polynomial ring in x.
Definition 4.10. Let Σ 0 be a totally mutable seed. We define an upper cluster algebraĀ =Ā(Σ 0 ) as the intersection of the subalgebras U(Σ) for all seeds Σ ∼ Σ 0 .
For a totally mutable seed Σ, following the inclusion relation holds [5] :
Upper cluster algebraĀ(i)
In this section, we define the upper cluster algebraĀ(i) [5] . Let us fix a pair (u, v) ∈ W × W and its reduced word i :
). At first, we construct a set e(i) by the following procedure:
(i) Let us add r additional entries i −r , · · · , i −1 at the beginning of i. Here,
Next, let us define a matrixB =B(i). 
By Proposition 4.8, Proposition 4.10 and Proposition 4.12, we can construct the upper cluster algebra: Definition 4.13. We denote this upper cluster algebra byĀ(i).
Generalized minors
We setĀ(i) C :=Ā(i) ⊗ C and F C := F ⊗ C. It is known that the coordinate ring C[G u,v ] of the double Bruhat cell is isomorphic toĀ(i) C (Theorem 4.16). To describe this isomorphism explicitly, we need generalized minors.
We set G 0 := N − HN , and let
Definition 4.14. For u, v ∈ W and i ∈ [1, r], the generalized minor ∆ uΛi,vΛi is a regular function on G whose restriction to the open set
Here, Λ i is the i-th fundamental weight.
In the case G = SL r+1 (C), the generalized minors are nothing but the ordinary minors of a matrix. We can calculate ∆ uΛi,vΛi as follows:
is equal to the minor of x whose rows(resp. columns) are labelled by the elements of the set u(
Cluster algebras on Double Bruhat cells
where in the non-commutative product in (4.1) (resp. (4.2)), the index l is increasing (resp. decreasing).
Finally, we set
It is known that the set F (i) is an algebraically independent generating set for the field of rational functions C(G u,v ) [4, Theorem 1.12]. Then, we have the following theorem. 
Generalized minors and crystals
In the rest of the paper, we consider the case
where n = l(u) and reduced word i for (u, e) 
). Then we change the variables of {∆(k; i)} as follows:
We will describe the function ∆ L (k; i)(τ ) by using monomial realizations of Demazure crystals.
Generalized minor
In this subsection, we shall prove that
This proposition follows from the following lemma:
) is given as a minor whose row are labelled by the set {m ′ + 1, · · · , m ′ + d} and column are labelled by the set {1, · · · , d} of the matrix
Proof. Let us prove this lemma for ∆ L (k; i)(τ ) since the case for ∆ G (k; i)(a, t) is proven similarly. By the definition of u ≤k in (4.1) and v >k in (4.2), we have
Hence, by the method in Lemma 4.15 and Theorem 2.3, ∆ L (k; i)(τ ) is given as a minor whose row (resp. column) are labelled by the set {m ′ + 1, · · · , m ′ + d}(resp. {1, · · · , d}) of the matrix
m th cycle , which implies the desired result.
In the rest of the paper, we will treat ∆ L (k; i)(τ ) only by Proposition 5.2. .
, we set the reduced word for (u ′ , e) as
so we can regard it as a function on
Proof. We define the submatrix T u of the matrix
whose rows (resp. columns) are labelled by the set {m
) whose rows (resp. columns) are labelled by the set {m
By the explicit form of x −i (t) in (2.1), we have the following relation: If
By this lemma, when we calculate ∆ L (k; i)(τ ), we may assume that i n = i k without loss of generality.
We set l i = i k=1 (r − k + 1)(1 ≤ i ≤ m− 1), and change the variables {Y m,j } to {τ lm+j } as in 3.3. Theorem 5.6. In the above setting, we set d :
Then we have
where We shall prove this theorem in Sect.6. In particular, we can explicitly write down ∆ L (k; i)(τ ) in the case i k = 1. 
; 1].
We will prove this theorem in 6.7.
6 The proof of Theorem 5.6 and 5.7.
In this section, we shall give the proof of Theorem 5.6 and 5.7. In 6.1-6.6, we will prove Theorem 5.6. In 6.7, we prove Theorem 5.7. We use the same notation as in 5.2: [9] ,
(6.1)
Proof. We define B to be the set of tableaux in this lemma and we shall prove
First, we shall prove
by Theorem 3.11.
There exist a(
the following first three rows
of L is transformed byẽ
Precisely, we have
L has the following first three rows:
L is as follows:
In particular, for s = m ′ , this tableau is nothing but the tableau X. Precisely, for s = 2, · · · , m ′ and
and for s = 2, · · · , m ′ and ξ > l m ′ −s + d + s − 1, we set a(ξ) = 0. Then we obtain:ẽ
of the tableau L is invariant under the action ofẽ
unless it goes to 0. Therefore, by Theorem 3.11, we have 
Note that a
are characterized by the following conditions:
Remark 6.4. By Definition 6.3 (ii), (iii) and (iv), we have
Define a Laurent monomial associated with each edge of a path in X d (m, m ′ ).
Definition 6.5. Let p ∈ X d (m, m ′ ) be a path:
(i) For each 0 ≤ s ≤ m, we define the label of the edge (m−s; a
(ii) And we define the label Q(p) of the path p as the product of them: 
Each edge has the label written on the left side of it. The paths in X 2 (3, 2) are as follows: We have
) and i ∈ {1, · · · , d}, we call the following sequence
an i-sequence of p.
Example 6.8. In the setting of Example 6.6, p 1 := (3; 1, 2) → (2; 1, 2) → (1; 2, 3) → (0; 3, 4) . Then, 1-sequence of p 1 is
and 2-sequence of p 1 is 2 → 2 → 3 → 4.
The properties of paths in
In this subsection, we shall see some lemmas on
, let Q(p) be the Laurent monomial defined in (6.4) of the variables {τ ls+j }.
Changing the variables Y m,j to τ lm+j as in Theorem 5.6, we can regard
3). So we can apply the Kashiwara operatorsẽ i andf i on Q(p). 
And then we havẽ
Proof. Since we suppose thatẽ i Q(p) = 0, by the definition of the action ofẽ i on Laurent monomials (see 3.2), the Laurent monomial Q(p) has the following factor
and we may assume that it does not include
. By the definition of labels (6.3), this means that the path p includes the following subpath for each σ ∈ {s 1 , · · · , s q }:
Assume that a
and Q(p) does not have the factor
It contradicts our assumption. Therefore, we have
which enables us to define the path p σ ∈ X d (m, m ′ ) by replacing the vertex
) of p in (Subpath 1) with the vertex (σ; a
).
Then (Subpath 1) and its labels are transformed as follows:
Then, by (6.4) in Definition 6.5, we have
Here note Remark 3.6. On the other hand, by the definition of the action of e i in 3.2, there exists a unique number σ 0 ∈ {s
. Thus we have
Therefore, this s := σ 0 and j := j s satisfies (i) and (ii). Similarly, we can verify that Q(p s ) =f i Q(p) for some s, j.
Definition 6.10. We define the path p l ∈ X d (m, m ′ ) as follows:
and this is equal to Y (Theorem 5.6 (5.4)), which is the lowest weight vector in
Lemma 6.11.
Proof. (i) For a path
we assume that p satisfiesf i Q(p) = 0 for any i ∈ {1, · · · , d}. If p includes the subpath
then Q(p) has the factor τ ls−1+i . Assuming Q(p) has a factor 1 τ lq +i (q ≤ s − 1), the path p includes the following edge (Q(p) ) > 0. By the definition of the monomial realization in 3.2, we obtainf i Q(p) = 0, which contradicts our assumptionf i Q(p) = 0 for any i. Hence we have a
Similarly, we can verify that a
which mean that p = p l .
(ii) If p = p l , then there exists some i 1 ∈ {1, · · · , d} such thatf i1 Q(p) = 0 by (i). By Lemma 6.9, there exists a unique path
If p 1 = p l then there exists some i 2 ∈ {1, · · · , d} such thatf i2 Q(p 1 ) = 0 by (i). By Lemma 6.9, there exists a unique path
One-to-one correspondence between paths in
Proposition 6.12. We use the setting and the notations in Sect.5:
Then, we have the following:
To prove this proposition, we need the following preparations. For s ∈ Z(0 ≤ s ≤ m), we define a matrix x (s) (τ ) as
Note that, by the explicit form of x −i (τ ) in (2.1), multiplying x −i (τ ) from the right gives an elementary transformation of a matrix. Therefore, we get
, which coincides with the notation for a vertex in X d (m, m ′ )) since later we identify each vertex with the minor above.
Proof of Proposition 6.12. We shall prove the proposition in the following three steps.
is given as a minor whose row (resp. column) are labelled by the set {m
). By using above notation, we have 
1 , a
2 , · · · , a
(1)
This coincides with the label of the edge connecting (m; 1, · · · , d) and (m − 1; a
d ) defined in the Definition 6.5 (6.3). By (6.7), each (m − 1; a
This coincides with the label of the edge connecting (m − 1; a
(2)
where the index a
9) where the index a
Step3. One-to-one correspondence between paths and terms of ∆ L (k; i)(τ )
Let us recall that (0; a
d ) means a minor of the identity matrix, and (0; a
, and each C(0; i) is given as follows:
. . .
where the index a 
Proof. By Definition 6.3 (iii) and (iv), we have
Thus, we get
And then we obtain #{s|a
Definition 6.14.
we define an integer s(i, j) by
10)
and set
We simply denote s(i, j)(p) by s(i, j).
Lemma 6.15.
(i) In the setting of the above definition, we have
In particular, we have
Proof. The definition of s(i, j) in (6.10) means that the path p has the following i-sequence (Definition 6.7):
Hence we have
which shows a
This means that #{s|a
Thus we have s(i, j) ≤ s(i + 1, j). Therefore, we obtain S i,j < S i+1,j . We defined s(i, j) < s(i, j +1) in Definition 6.14. Hence we also obtain S i,j ≤ S i,j+1 , which implies (i). The statement (ii) is directly shown by (6.12). Now we define the Young tableau (T h,j (p)) associated with a path p.
where we suppose
(ii) Let T (p) = (T h,j (p)) 1≤h≤r−d+1, 1≤j≤m−m ′ be the following rectangular Young tableau with r − d + 1 rows and m − m ′ columns:
Here, L is the tableau of Q(p l ) defined in the proof of Lemma 6.1 (6.2).
We shall denote (T (p)) h,j (resp. ( T (p)) h,j ) by T h,j (p) (resp. T h,j (p)).
Lemma 6.17. For h and j with
Proof. By Remark 6.4, we obtain 
To prove this, we need the following lemmas: Proof. The conditions T h,j (p) = ξ + 1, and
Thus we see that ξ = S 1−h+ξ,j (p) = Sh ,j (p), and p includes the following edge: And y = ξ +1, since if y = ξ +1 then x = ξ +1 and ξ +1 = (h+1)+s(h,j)−j −1. Therefore, by Lemma 6.15(ii), we have ξ + 1 = Sh +1,j (p) and it contradicts ξ + 1 / ∈ {S i,j (p)|1 ≤ i ≤ d}. Hence we have y = ξ + 1 and Q(p) has the factor
Similarly, we can verify that if T h,j (p) = ξ and T h+1,j (p) > ξ + 1, then Sh ,j (p) = ξ + 1, Q(p) has the factor τ l m−s(h,j)−1 +ξ and p has the subpath in the lemma.
Proof. (i) By the definition of s(i, j), we have s(i, j) < s(i, j + 1), which shows
(ii) By Lemma 6.15 (i) and Lemma 6.20 
Proof of Proposition 6.19. To prove this proposition, we use the induction on the height ht(wt(Q(p))).
Step 1. The case p = p l By Lemma 6.11 (ii), Q(p l ) has the lowest weight in
′ . This is nothing but the tableau L defined in (6.2). Hence we have T (p) = L = T (p l ).
Step 2. The case p = p l .
We suppose that p = p l . By Lemma 6.11(ii), ht(wt(Q(p))) > ht(wt(Q(p l ))) holds, and by (i),f ξ Q(p) = 0 for some ξ ∈ I. So we obtainf ξ Q(p) = Q(p s ) for a unique p s ∈ X d (m, m ′ ) by Lemma 6.9. We define F ξ p := p s such as:
Let us write the path F ξ p as
Here, we set s(i, j) := s(i, j)(F ξ p), S i,j := S i,j (F ξ p) as in Definition 6.14.
By the assumption of the induction, (T hj (F ξ p)) constitute the Young tableau of Q(F ξ p):
Here, j h := minM h . For 1 ≤ h ≤ r − d + 1 and j ∈ M h , by Lemma 6.20, we see that Q(F ξ p) has the factor 1 τ l q(h,j) +ξ . Therefore, Q(F ξ p) has the following factor:
(6.14)
Similarly, for h (1 ≤ h ≤ r−d+1), we set N h := {j|T h,j (F ξ p) = ξ, T h+1,j (F ξ p) > ξ + 1} = {j < q(h, j h ) < q(h, j h + 1) < · · · < q(h, j h + #M h − 1). (6.16) Step 3. We show T (p) = T (p).
By the property of the Kashiwara operators, we haveẽ ξ Q(F ξ p) =ẽ ξfξ Q(p) = Q(p). So there exists a unique index h ′ (1 ≤ h ′ ≤ r − d + 1) such that T h ′ ,j h ′ (F ξ p) = ξ + 1, (ẽ ξ T (F ξ p)) h ′ ,j h ′ = T h ′ ,j h ′ (p) = ξ, that is, the (h ′ , j h ′ )-entry of T (F ξ p) is transformed to ξ under the action ofẽ ξ . We need to show that T h ′ ,j h ′ (p) = ξ. By the Middle Eastern reading of the tableau T (F ξ p) (see [10] ), we have 
. . . . . . . . .
, we shall construct a path P (T ) ∈ X d (m, m ′ ) as follows: For 1 ≤ j ≤ m − m ′ , we set {R i,j |1 ≤ i ≤ d} = {1, · · · , r + 1} \ {T h,m−m ′ −j+1 |1 ≤ h ≤ r − d + 1}, R 1,j < R 2,j < · · · < R d,j .
We define a path P (T ) ∈ X d (m, m ′ ):
1 , · · · , a .
By (6.17), we proved our claim.
