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Abstract 
This study is the latest increment of an ongoing research effort at the University of Tennessee Space Institute with the goal of accomplishing a greater understanding of cavity instabilities and or making use of the instabilities to amplify their effects on the flows. An experimental procedure was designed to examine the·unsteady pressure pulses that occur when an _incompressible fluid (water) flows through an axisymetric cavity. The length to depth ratios (UD) examined ranged from about 0.69 to about 6.2, and the average flow Reynolds numbers ranged from 0 to 1.2 million: Results show that large amplitude oscillations are generated in the cavity for specific length to depth ratios for a given flow rate. Th�· peak amplitude of the oscillations was studied to determine the origins of the oscillations. As the length to depth ratio increases the maximum amplitude decreases, . but . the frequency of the maximum amplitude is greatest at a length to depth ratio of approximately 0.85. As the flow rate decreases, the value of the maximum amplitude and its frequency decreases. A few possible explanations for the cause of such oscillations are explored. For short length to depth ratios (llD<0.9), the cavity seems to behave as a Helmholtz Resonator. The cavity has a behaviour analogous to Rossiter'� Empirical observations at 
. . approximate length to depth ratios greater than 0.9. As the length to depth ratio increases beyond a value of approximately 3.6, the peak oscillations disappear and the cavity does not influence the flow significantly. 
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Chapter One 
Introduction 
"Self-resonating jets take advantage of the natural tendency of an axisymmetric jet to organize into large structures [ 1 ]." This simple quote by Chahine and Johnson summarizes a complex feedback mechanism that produces pulsed flow and has been known for decades. . Interest in the phenomenon of cavities, producing large pressure fluctuations, began in the Second World War. Open bomb bays· on bomber aircraft act like a large cavity. Air flowing over the bomb bay would cause fluctuations in air pressure that excited vibration in the structure of the aircraft [2]. _Initial studies conducted after World War Two were accomplished with the intent of limiting, or even cancelling, the pressure fluctuations. Rossiter [2] suggests placing a small spoiler in front of the cavity as a means to suppress the oscillations. Recently there has been an interest to take advantage of the principle [1 ,3,4,5,6,7] and to implement it in flow control aspects of certain flow processes. 
Objective There are a variety of methods to examine cavity generated flow oscillations: exit geometry design [5], flow field [8], and jet nozzle - jet target interaction. This study is focused on the design of an axisymetric nozzle to generate uns'teady pressure pulses at certain frequencies. Meganathan's investigation [4, 5] focused on the flow of air, a 
1 
compressible fluid. This study continues his work, but with the fluid now being 
incompressible. Water was chosen to be the fluid. 
The flow of pulsed jets, created by cavities, will be compared to the flow of a 
baseline jet with no cavity. Finding the greatest intensity (that is the maximum amplitude 
and the frequency at which it occurs) of the oscillations for the pulsed jet will be the goal 
of all experiments conducted in this study. Practicality of applications· for such pulsed 
jets will always be kept in mind. 
Applications 
. Applications for this technology include fluid mixing and emulsification, 
cleaning, cutting, deep hole drilling, and _underwater sound generation [1]. Equipment 
using these principles would be particularly advantageous in environments where heat 
generation or sparking is a particular concern. 
Engine manufacturers are always looking for methods to improve efficiency in 
their products. A well known means of doing this is to improve the mixing of the fuel 
and oxidizer. Engines that operate at high speeds like jets and racing engines (i.e. current 
Formula One engines cycle in the 19,000 rpm range) are particular challenges for 
engineers to ensure complete mixing of fuel and air. Engines like these also strive to be 
small, light and reliable. Fewer moving parts would aid achievement of this aim of 
reliability, but mixing still needs to be done within a minimal space.· · An added benefit to 
improved mixing would . be reduced toxic emissions, as environmental issues are 
becoming more of a concern for industry all the time. 
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It has been shown that a slug's impact pressure is greater than a continuous jet [3]. 
A continuous jet of diameter de, produces a total force (Fe). in the same order of 
magnitude as the dynamic pressure ( q). 
( 1.1) 
Here, pis the fluid density, and Vis the freestream velocity. A train of slugs of diameter 
ds, produces a greater total force (F5). 
(1.2) 
trd2 
Fs 
= 
fJaoV.--
s 
4 
Where p and V are again the density and velocity, and ao is the speed of sound in the fluid 
[3]. Note that not only is the speed of sound greater than the freestream velocity for the 
subsonic flows that one would use for cleaning, the pressure is not halved. Figure 1.1 
clearly shows how a pulsed flow packs a greater punch than a continuous jet. 
By taking advantage of this fact, one can initiate and propagate microcracks and 
unbonding of layers in paint or coatings on aluminium or composites in order to clean or 
strip finish from structures. in fact it has been found that one layer of coating can be 
removed leaving a sublayer [3]. Advantages to this system include a larger standoff 
distance (improving safety), a wider area of impact and greater energy control; and, it is 
also environmentally friendly, as it does not introduce any harsh chemicals into the 
environment like other stripping methods do. 
Cutting and drilling methods operate on the same principle as described above for 
cleaning. 
3 
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�pressure of a continuous jet -- pressure of a train of slugs I 
Figure 1.1. Pressure contained in a continuous jet 
versus in a train of slugs. 
4 
2000 
Pulsed jets increase penetration into a cross flow due to the formation of vortex 
rings [5]. Lower frequency is good for penetration.pf pulse, while higher frequency is 
good for mixing and cleaning. 
Background 
In order to maximize the energy contained iri a pulsed flow, the jet must be pulsed 
at the proper frequency and duty cycle. Herein lies the objective of this investigation: 
examine the pulsed flows, in this case of water, in order to find the appropriate geometric 
dimensions of the cavity and the corresponding frequencies for a giv,en flow rate to 
Reynold's Number to maximize the amplitude. 
One can use active or passive means to create pulsed flow from a jet. Active 
means include flaps, valves, rotating discs and mass injections [8]. These mechanical 
methods, while proving successful, have a maximum ·frequency at which they can operate 
and are prone to wear. Current fluidic oscillators are limited to approximately 250 Hz, 
however, there are applications that require frequencies well over 1 KHz. It has also 
been noted that the losses across a mechanical device·can be as much as 60 per cent [10], 
or higher. 
Passive fluidic methods of producing oscillatory_ flow are seen as a means to 
reduce or eliminate the problems associated with active means. One method of 
producing pulsed flow is to use cavities and their associated shear layer instabilities. This 
is the approach explored here. 
Resonant instabilities have been examined experimentally and numerically in 
two-dimensional flow past an open cavity [1,4,5,8,9,10,11,12]. Examining the two-
5 
dimensional case is an excellent method of gaining a greater understanding of the phenomenon. This will be done in detail in the next chapter. Chapter Two is a discussion on the behaviour of cavity flows. Following in Chapter Three, a description of the experimental approach is presented. Experimental results are examined and discussed in Chapter Four. Finally, conclusions and recommendations are presented in Chapter Five. 
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Chapter Two 
Technical Review 
Experiments on flow over shallow cavities were carried out shortly after the Second World War. These experiments found strong acoustic resonance emanating from the cavity along with periodic pressure fluctuations [2]. The frequency of the acoustics increases with airspeed and decreases with cavity length. To answer the question why this happens, we must examine what happens inside a cavity as a shear layer passes over it, what a shear layer is, and where the acoustic waves come from. For ease of explanation, a two dimensional cavity will be considered. 
Cavities Perhaps the most important parameter to consider when discussing cavities is the length to depth ratio (UD). This convenient non-dimensional parameter has been found to be useful in dividing cavity flow into three categories [ 13]. These divisions are: 1. Closed Cavity-Flow Region. When UD is large (Region ill, Figure 2. 1) the external flow attaches to the bottom of the cavity as if it descended a step. The flow then ascends a step as it exits the cavity. This is shown in Figure 2.2(a). 2. Open Cavity-Flow Region. For small UD (Region I, Figure 2. 1 ), the external flow skims over the cavity and does not touch the bottom. This is shown in Figure 2.2 (b ). 
7 
15 
LID 
IO 
5 
External Flow 
Ill - ATTACHED FLOW REGION 
IT - UNSTABLE REGION 
;.... -
I - UNATTACHED FLOW REGION 
2 3 
MACH No. 
Figure 2. 1. Classification of cavity flows as defined by the length to depth ratio (IJD) [ 13]. 
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�-------� 
(a) Closed_ (attached) cavity flow for iarge L/D ratio 
.. 
(b) Open (unattached) cavity flow for low L/D ratio 
Figure 2.2. Closed and open cavity flow [9]. 
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3. Transition Cavity-Flow Region. There is a range of values for IJD that cannot be defined by the closed or open regions. This is because the flow is unstable and the external flow attaches and detaches from the bottom of the cavity. Basically, the flow alternates between the two types. This is Region II of Figure 2.1. Open cavities can experience either longitudinal or normal modes of oscillations. If the length of the cavity is greater than the depth (LID > 1) then the longitudinal mode dominates, but if the cavity is deep (UD < 1) then the normal mode is the predominant one. Flow over cavities can seem very chaotic. Oscillations are the products of rapid fluctuations in pressure, density and velocity of the fluid in the cavity due to the flow above it. The interactions can be simplified by following a series of 'snapshots.' These moments in time show the behaviour of the fluid over and in a cavity. They also show the origin of mass addition and subtraction from the flow. As a flow encounters the leading edge of a cavity (Figure 2.3), the shear layer creates a vortex. The vortex grows quickly as it crosses the cavity and impacts the trailing edge of the cavity creating an acoustic wave that travels back to the leading edge of the cavity. Once there, the acoustic wave interacts with the leading edge to produce perturbations. This creates more coherent vortices. When the vortex shedding frequency is close to the natural frequency of the cavity resonance occurs. This is the frequency that is being strived for in this study, as it will provide the greatest amplitude of oscillation. 
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External Row .. 
Figure 2.3. Rossiter's open cavity flow model from Gauthier [9]. 
In order to recognize how these observations were first made and to expand on the simplified explanation above, a few highlights in the study of cavities are detailed below. Karamcheti studied the acoustic range of a two-dimensional, shallow, open flow cavity of variable length [ 14]. He found that there is a minimum length of the cavity below which the shear layer of the flow spans the cavity and does not interact with the trailing edge. At lengths greater than the minimum, the frequency of oscillation was observed to be inversely proportional to the cavity length. At some Mach levels and cavity lengths, two intermittent frequencies of oscillations ( or modes) were observed. In later experiments, Rossiter [2] found periodic shedding of vortices at the cavity leading edge. As the vortices traverse the cavity, they grow quickly, and then impact the trailing edge creating an acoustic wave. Rossiter considered the time required for the vortices to cross the cavity (t 1 of Figure 2.3), the vortices to interact with the trailing edge of the cavity (t2 of Figure 2.3), and the acoustic waves to make th_eir way back across the cavity (t3 of Figure 2.3). 
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Rossiter developed an empirical equation that predicts the frequencies of 
oscillation for open cavity flows. The equation is: 
where: 
St = Strouhal number; 
f = Frequency; 
(2. 1 )  
L = The reference (cavity) length; 
Uoo = Average freestream velocity; 
St = 
_JL_ = _m_-_n_ 
Uoo _!_ + M  
m = Integer mode number (the number of vortices) ;  
n = Empirical constant that provides for the phase difference between 
1 .  Upstream arrival of the acoustic wave and the subsequent vortex 
shedding; and 
ii. Downstream interaction with the trailing edge and acoustic wave 
creation; 
K = The vortex propagation rate versus the freestream velocity. When lJD is 
two, K is approximately two-thirds; and 
M = Mach number. 
This equation holds true for experimental data in the range of Mach 0.4 to 1.5 for 
compressible flow. Rossiter assumed that the speed of sound inside the cavity was 
consistent with that in the freestream, which gave erroneous results above Mach 1 .5. 
12 
Why is it significant that this equation is related to Strouhal' s Number? Steady 
flows use residence time ( � )  as a reference constraint since it has no characteristic 
u 00 
time of its own. Unsteady flows can be related to a characteristic frequency (f) so that the 
reference time is 1-1 [15]. This characteristic frequency is due to a body oscillation or 
an alternating freestream. In the case of the unsteady flow created by the cavity, it is an 
alternating freestream in the form of vortices and eddies that is the cause of the 
frequency. By multiplying the steady flow residence time with the characteristic 
frequency of the unsteady case, Strouhal' s number is obtained. It is the ratio of residence 
time to oscillation time. Strouhal's number can be used to non-dimensionally relate 
frequency at different points. 
To mend the errors that occur with Rossiter's equation in Mach values greater 
tha� 1.5, a correction was added. The modified Rossiter's equation is: 
(2.2) 
where: 
(2.3) 
St 
= _JL_ = _m_-_n_ Uoo 2- + A  
and all variables are the same as in equation 2.1, with the addition of: 
'Y = Fluid specific heat ratio. 
During water tunnel tests, Heller and Bliss [ 16] did not observe vortex creation at 
the leading edge of the cavity. Instead they proposed the oscillations are attributable to 
13 
the shear layer interactions with the cavity. As seen in Figure 2.4 they proposed that the shear layer motion causes alternating mass removal (a to c) and addition (d to t) in the cavity. This is what produces the pressure oscillations, and was dubbed a 'pseudopiston.' Although this was a very tidy model, it still failed to accurately represent the experimental results. Tam and Block [17] identified another limitation of Rossiter's model. As they investigated cavities in the low subsonic range (M<0.4) they found that Rossiter's model does not account for the geometry and size of the cavity, or the boundary/shear layer characteristics. Rossiter' s equation predicts all the possible frequencies of oscillation with no regard to the probability of occurrence of any specific · one. · Tam and Block simulated an acoustic source at the trailing edge of the cavity: They suggested that the shear layer oscillation, originally identified by Heller and Bliss, was a result of the trailing edge being periodically exposed and sheltered from the shear layer itself. When the shear layer moves down into the cavity, it brings fluid with it, as in Figure 2.4(c). This exposes the trailing edge to a high pressure region creating a · compression wave which propagates in all directions, including upstream in the · cavity. When the shear layer moves upward, as shown in Figure 2.4(t), the trailing edge is underneath, and no compression wave is created. This shear layer action creates wave pulses, and the waves influence the shear layer in tum. Tam and Block's model, although limited and not very accurate, is important as it does attempt prediction of the amplitude of oscillation. The model is therefore useful in accounting for the importance of cavity dimensions, as well as shear layer momentum thickness, in the determination of dominant frequencies and amplitudes of oscillation. 
1 4  
(a) 
(f) 
t 
(b) 
I� 
(e) 
! · / t / 
(c) (d) 
.. 
Figure 2.4. Heller and Bliss' cavity oscillation sequence where mass removal and 
addition can be seen [ 16] .  
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These three models are a sampling of the work done on cavities. Note that these 
models all claim that the oscillations are a result of the shear layer interacting with the 
trailing edge of the cavity. With this in mind, a discussion of shear layers follows. 
Upstream Boundary Layer Properties 
For two dimensional flow upstream of the cavity, shear stress is: 
(2.4) T
= µ( au + av } 
ay ax 
where t is the shear stress, µ is the viscosity of the fluid, and u, v and x, y are the 
component velocity and directions respectively as the flow moves in the positive x 
direction (u >> v). The boundary layer conditions will be true prior to the cavity, and so 
au av 
- >> - by about two orders of magmtude. Therefore it is valid to consider shear stress 
ay ax 
as a Newtonian Fluid (i.e. ideal): 
When the shear stress ( t )  is zero, then separation of the boundary layer occurs. This is 
applicable when the inside diameter of the pipe leading to the cavity is the same diameter 
as the supply orifice. In this study, the apparatus is slightly different, so further 
discussion of shear layers, leading to an explanation of confined shear layers, is 
necessary. 
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Free Shear Layers 
Free shear layers are created by an upstream means and are unaffected by walls or 
barriers. They develop and spread in an open ambient fluid with velocity gradients 
contained within the shear layer. The shear layer disseminates these gradients over time 
and space. Means by which a shear layer can be created include: 
1. Between parallel streams of different velocities; 
2. In wakes; and 
3. In jets 1 [15]. 
Having the dominant free shear velocity move in the x-direction at a value_ of u, and 
knowing that the Reynold's Number (Re) is large, the boundary-layer approximations 
hold true. Therefore: 
1 .  
2. 
3. 
u >> v ;  
au au 
- >> - · and 
ay ax ' 
aP = O . 
ay 
As mentioned, there are no confining barriers to free shear layers, so effectively the 
pressure change is zero (: = 0) . Despite the absence of walls to maintain the no-slip 
condition, the conditions above allow the plane free shear flows to conf�rm to the flat 
plate equations: 
1 The fact a jet creates a shear layer is an important note to remember during the 
experimental phase of this study. Effects of a stream of fluid that exits the experimental 
apparatus and interacts with the ambient atmosphere (whether water or air) creating a 
shear layer could be incorrectly confused with oscillations created inside the apparatus. 
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(2.6) 
(2.7) 
au av - + - = 0 ; and 
ax ay 
au au a 2u 
u - + v- == v- .  
ax ay ay2 
Referring to Figure 2.5 in order to understand shear layers better, we see two 
streams of a fluid moving side by side in part (a), but at different velocities, as seen in 
part (b ). Note the abrupt difference in velocities across the plane that separates the two 
streams. Due to the no-slip condition, an S-shaped contour develops as viscosity 
smoothes out the discontinuity between the upper and lower streams. 
· To see how vortices are created we start by imagining we are moving with the 
plane that separates the streams. The velocity profile that would be observed is shown in 
Figure 2.5( d). An outside disturbance causes the plane to have a wavy surface contour. 
In our case, it is the flow separating and the acoustic wave interaction at the leading edge 
of a cavity that is the outside disturbance. Once the plane has taken on this wavy shape, 
the flow will follow as shown in Figure 2.5(c). Bernoulli's equation dictates that low and 
high pressure regions be created in the flow where the streamlines separate or congregate, 
as demonstrated by the small plus' and minus' on the diagram. These transverse pressure 
gradients amplify the wavy structure over time. Eventually the peaks of the waves move 
into a region of positive relative velocity (note Figure 2.5(d)), while the valleys are in a 
region of negative relative velocity. As seen in Figure 2.5(e), the waves now tumble 
18 
a b C d 
Figure 2_.5. Two fluid streams moving side by side [ 18]. 
over, and the vortices are created. This instability occurs at any velocity for inviscid fluids; but for viscous flow, it occurs at a specific Reynold's Nu111ber. As the vortices move downstream, they are inviscidly unstable to small perturbations via the Kelvin-Helmholtz instability mechanism [ 19]. The growth of the subharmonic component acts as the disturbance that leads to the growth and merging of vortices downstream in the shear layer [ 19]. This causes the two-dimensional vortices to exponentially grow and randomly merge with others creating larger, and stronger vortices · (Figure 2.6). It is this creation of bigger vortices that allows the shear layer to grow. Therefore, basic flow is not actually parallel, but the thickness of the shear layer is increasing linearly as it moves downstream [ 19]. Figure 2.7 is an excellent flow-visualization photo captured by Roberts et al. [20]. The recirculating regions, which contain the vorticity, are often referred to as Kelvin's Cat's Eyes. It has been observed that the manner in which the roll-up takes place is mostly two-dimensional. Although it is implied in Figures 2.6 and 2. 7 that vortices combine in pairs, interactions are not limited to vortex couples, but may involve three or more vortices at one time [ 19]. 19 
Figure 2.6. Shear ]ayer growth through vortex merging [9]. 
Figure 2:7. Roll-up of vortices [20]. Note the initial stages of 
vortex merging on the far right. 
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Confined Shear Lavers 
The shear layer created across a cavity cannot be considered a free shear layer 
because the walls and trailing edge of the cavity affect it. It is actually a confined shear 
layer. Barriers limit the dimensions and affect the shear layer as the walls now enforce 
. the no-slip condition. Both the shear layer and the acoustic feedback are constrained 
within the cavity walls. These characteristics have the cavity behaving like a forced 
shear layer. 
Forced Shear Layers 
A shear layer is forced when a disturbance is introduced that enhances the vortex 
formation and merging. This accelerates the shear layer' s growth rate. Forcing is 
accomplished in three ways: 
1 .  Mechanically, for example with vibrating ribbons or flaps; 
2. Acoustically, with a loudspeaker perhaps; or 
3. Fluidic means, as in periodic injection of fluid [10]. 
Ultimately, each method produces the same result so the chosen means is irrelevant, but 
it must be spatially coherent. 
The parameters that influence shear layer forcing are: 
1 .  Frequency; 
2. Phase; and 
3. Amplitude [10]. 
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Although these parameters will be discussed separately, they act in combination, and 
therefore must be considered together. 
Frequency has been found to be the most effective means to force a shear layer 
(which may explain why Rossiter's empirical formula is successful). Applying the 
excitations at the proper frequency, even at very low forcing levels, increases the shear 
layer growth rate. The desired frequency is when the subharmonic of the shear layer's 
fundamental frequency reaches a maximum [19], and it is in these ranges that a number 
of vortices simultaneously merge. 
Controlling the phase shift between the forcing and natural frequency of a shear 
layer, so that there is minimal difference between them, will increase the rate at which 
the vortices coalesce. If the phase difference is 7t, the shear layer growth can actually be 
retarded because the phase shift is such that the vortex formation is suppressed. In order 
to achieve continual growth, a · feedback mechanism is required because the flow phase 
tends to shift toward the forcing phase. 
Although it is considered to be the least efficient manner to force a shear layer, 
using amplitude, in conjunction with another means, has been found to be very effective. 
For example, using amplitude alone will only cause slightly earlier formation of vortices 
[9]. On the other hand, using forcing frequencies that are much lower than the shear 
layer's natural frequency, with large forcing amplitudes, will cause initial vortices at the 
natural frequency to quickly form large vortices at the forcing frequency. This process is 
known as collective interaction [9]. 
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Perturbations As mentioned above, acoustic waves are created at the trailing edge of the cavity. How do these waves originate? There are two opinions on how this is done [9]: I .  The waves are formed when large vortices impact the trailing edge and split; and 2. The waves are created when the sinusoidal motion of the shear layer allows the high energy external flow to impact the trailing edge of the cavity. It has already been mentioned that both the vortices and shear layer move in periodic motion. In either case, it is apparent how the resultant acoustic waves would be periodic as well. Perturbation . origin depends on the type of flow being considered. Ho and Huerre [ 19] have pointed out that shear layers are very susceptible to small disturbances that significantly alter the development of the flow. In subsonic external cavity flows, vortices were observed [2]. This would suggest that the first means (?f acoustic wave creation is preferred (that is, the vortices impacting the trailing edge). Here the oscillation amplitudes would be closely related to the characteristics of the shear layer, and the ability of the perturbations to organize the shear layer structures. Supersonic flows do not require vortices for oscillations to occur. Cavity shock waves force the shear layer into a sinusoidal motion [9]. As waves are also being created at the trailing edge, the shear layer is strengthened, and the feedback continues. Although the perturbations may be created in a different manner, the amplitudes of cavity oscillations are, in both cases, related to: I .  The perturbation strength; and 2. The shear layer response to the perturbations. 2� 
Tam and Block [ 1 7] noted that the responsiveness of the shear layer decreases as the 
initial thickness increases. 
The cavity provides a channel for the perturbations to travel upstream. In fact, in 
supersonic flows, it is the only means for the acoustic waves to travel upstream. In 
subsonic flow the perturbations can travel upstream both inside and outside the cavity, 
but it is much less hindered inside the cavity. The cavity also 'directs' the feedback to 
the leading edge. 
Generally, the wave amplitude is damped in the cavity [9] . This damping effect is 
difficult to estimate, but is thought to be related to the cavity flow and the recirculation 
· patterns. This is of little concern because, as noted above, the amplitude of the 
perturbation has the least effect on the shear layer, as compared to frequency or phase of 
the perturbation. 
Cavity Shear Layer Forcing 
Although the cavity shear layer may appear to be a free shear layer at the leading 
edge, it is actually a forced shear layer due to the impinging trailing edge, and resulting 
acoustic feedback. A quick reminder of this can be seen in Figure 2.3, Rossiter' s open 
flow cavity model, and in Figure 2 .4, Heller and Bliss' cavity oscillation sequence. 
Re-examining the series of 'snapshots' from the beginning of the chapter, we can add 
more detail. The freestream flow encounters the leading edge of the cavity and a shear 
layer is created mainly due to the difference in velocity between parallel streams (flow 
inside and outside the cavity). The shear layer traverses the cavity and encounters the 
trailing edge. This impingement of the trailing edge creates acoustic waves that 
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propagate in all directions, including upstream within the confines of the cavity. The acoustic waves affect the shear layer, as they act primarily as a forcing frequency. The shear layer adjusts to the forcing frequency. The distance between the shear layer origin (the cavity leading edge) and the frequency origin (the trailing edge) controls the frequency for a given flow. This distance between leading edge and trailing edge is, of course, the cavity length. Again we see the importance of cavity geometry. If the forcing frequency were tuned to the cavity resonant frequency, higher amplitude self-sustained oscillation results. In other words, the cavity length to depth ratio ( !:.:_ )  must 
D be adjusted in order to achieve the maximum amplitude at the ·natural frequency for a given flow. Because the cavity provides an impinging surface for the shear layer to interact and create perturbations, and an enclosed path for the perturbations to travel upstream and interact with the shear layer, it tends to provide a means to enhance the shear layer feedback. 
Amplitude Enhancement It has been established that the oscillations in a cavity is a result of the shear layer interactions with the cavity. In order to maximize the amplitude of the oscillations, we need to optimize the activity inside the cavity. As noted before, the best way to achieve the maximized oscillations is to control the shear layer through a forcing frequency and phase. 
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It is necessary to match the freestream forcing to the natural frequency of the 
cavity. The freestream forcing is dependent on the forcing frequency created by the 
feedback, while the cavity' s natural frequency will be a function of cavity length (i.e. !:.._ 
D 
ratio). Chan ' s  research indicates the maximum amplification of an induced pressure 
disturbance in a shear layer is relatively independent of the Strouhal Number based on 
jet diameter (St0) [ 19]. It occurs at a specific Strouhal Number based on the length of jet 
(StL). Chan ' s  result, showing the greatest amplification occurring at StL = 0.92, is shown 
in Figure 2.8 for a range of cavity length to depth ratios. 
While it should be acknowledged that the fluid used in creating Figure 2.8 is air, 
the trend it displays will be similar for water, which is the fluid in this study. 
It has been discovered that many processes take place inside the cavity resulting 
in self-sustaining oscillations .  Each parameter affects the next, which in tum influences 
the original parameter until tuned. The shear layer and the acoustic waves in the cavity 
have been examined, so we can start to discover ways to amplify the oscillations. An 
attempt to do so is covered in the subsequent chapters, starting with the experimental 
approach in Chapter Three. 
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Figure 2.8. Pressure distributions in a jet from Chan [21]. 
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Chapter Three 
Experimental Approach 
Apparatus The experiment was conducted at the University of Tennessee Space Institute laboratories. · The set up consisted of the cavity apparatus that was connected to a water supply. A computer collected data from a pressure transducer installed onto the cavity. A general sketch of the apparatus is shown in Figure 3. 1. A photo of the apparatus showing some elements is seen in Figure 3.2. The significant structures that make up the apparatus are labelled in the diagram and photo, and are identified here: a. Two inch line lab water supply valve; b. 1.5 inch high pressure water hose; c. Shutoff valve;· d. Gate valve used to control flow rate; e. 60 psi pressure gauge; f. Support; g. Supply end of cavity test section; h. Exit end of cavity test section; 
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i. Flow at cavity exit; J. Kistler type 2 11B5 dynamic pressure transducer; k. Co-axial cable; I. Signal conditioner; m. Co-axial cable; n. National Instruments BNC 2 120 board; o. Computer cable; and p. Computer. 
7 2 ? 71 i l 
g h 
Figure 3 . 1 .  Sketch of experimental apparatus (not to scale). 
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Figure 3.2. Photo of apparatus elements (d.) through (k.) .  
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Flow Supply 
The flow was supplied by a high pressure lab cold water supply. A one and a 
half inch hose provided the flow to the apparatus. A valve controlled the flow to the hose 
at the lab wall. For all trials, this valve was opened fully. At the end of the hose, just 
prior to the experimental set up, a shutoff valve was installed. This valve was installed as 
a convenient means to seal off the flow. This valve was fully open at all times during the 
tests. 
After the shutoff valve, the flow diameter reduced to three-quarters of an inch. 
The flow then entered into a gate valve. The gate valve was adjusted to set the required 
flow rate entering the cavity apparatus. 
Pressure in the system upstream of the cavity section was read from a 60 psi 
pressure gauge placed next to the gate valve. The flow then expanded into a one inch 
diameter pipe for 7 .13 inches, which could be considered a short settling chamber (length 
of chamber to diameter of supply orifice is 19.8) prior to entering the cavity test section. 
Cavity Model 
A sketch of the cavity is presented in Figure 3.3. The cavity was made up of two 
separate sections that were fit together; the supply end, and the exit end. The exit end is 
fastened to the supply end. The supply end of the apparatus had threading on the outside, 
and the exit end had threading on the inside at twenty threads per inch (Figure 3.4). The 
inside diameter (I.D.) of the second section was 1.33 inches while the outside diameter 
(O.D.) of the supply end was 1 .375 inches. Having this configuration, and two exit ends 
of different lengths, allowed the cavity length to be varied from 0.35 inches to 3 inches. 32 
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Figure 3 .3 .  Cross section sketch of axial cavity depicting 
the supply end, exit end, orifices, and retaining rings. 
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Figure 3 .4. Photo of apparatus that creates the cavity (dimensions in inches). 
The end of each of these parts was designed so that an orifice was held in place by 
four screws and a retaining ring. This allowed the orifice to be removed and replaced 
with a different size or design of orifice. Therefore the depth of the cavity could also be 
varied if required. This was not done during this study, but the option remains for future 
tests. These elements are shown in Figure 3.5 .  The orifice diameters in this study were: 
a. Cavity entrance (d 1 ) - 0.450 inches; and 
b .  Cavity exit ( d2) - 0.360 inches. 
These orifice diameters were chosen based upon the research of Meganathan [5] .  He 
found that the shear layer interactions were best when the cavity exit diameter was 
slightly smaller than the cavity entrance diameter. 
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Figure 3.5 .  Photo of elements that comprise the cavity apparatus (please see narrative for 
dimensions). 
The pressure transducer was positioned into a threaded sleeve in the second section of 
the cavity apparatus. It was located at a quarter inch from the orifice exit. This was as 
close to the end that the pressure transducer sleeve could be securely attached. The 
sensing surface of the pressure transducer was placed flush with the inner surface of the 
cavity. 
At this point, it may be important to reiterate that the important parameter is the ratio 
of the length of the cavity over depth of the cavity, and not the length of the cavity over 
diameter of the orifice. The length to depth ratio can be used to compare results to two­
dimensional cavities, where no jet diameter exists. 
The depth of the cavity can easily be calculated with the equation: 
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where: 
(3 . 1 )  
D = The cavity depth; 
D = I.D. - d2 2 ' 
I.D. = The inside diameter of the test section; and 
d2 = The diameter of the exit orifice. 
This can be seen graphically by referring back to Figure 3.3 .  The supply and exit orifice 
had different diameters. Due to this difference, all the values for calculating the depth are 
taken from the exit end of the test apparatus. This is where the shear layer interactions 
take place, so it was considered to contain the more important dimensions. 
The apparatus was designed so the cavity length to depth ratio ( � ) could be varied 
D 
readily by either changing the cavity length, the entering and exiting orifice diameters or 
both parameters. 
Pressure Transducer 
When selecting a pressure transducer for this study, it was necessary for it to meet 
three stringent requirements. Firstly, it had to be water resistant, for the obvious reason 
that the fluid in the tests was to be water. The second requirement for the transducer was 
that it has a response time fast enough to register the pressure fluctuations inside the 
cavity at frequencies of several kilohertz. Thirdly, the pressure transducer had to be 
sufficiently small to attach to the apparatus. 
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The pressure transducer selected was a Kistler Type 21 1B5. It was designed to measure fast transient and repetitive dynamic events [22]. It has a quartz compression sensing element, a pressure range of O to 100 psi and a sensitivity of 55.08 mV/psi. The threshold of the Kistler 211B5 is 0.001 psi with a hysteresis of 1 %. The rise time ( 10 to 90%) of the transducer is published to be 2 µs [22]. Kistler states that the resonant frequency of this model of pressure transducer is 300 KHz. The rise time and the resonant frequency were deemed not to be a concern for this application, as the frequency range expected was going to be well under 300 KHz. Underneath the stainless steel diaphragm that caps the sensing end of the pressure transducer, is a sensing element consisting of stacked quartz plates [23]. The plates are interleaved with gold electrodes. The individual elements are assembled so that the separate charge signals are added. When pressure is applied to the stainless steel diaphragm, the quartz stack is compressed. This creates an output charge that is proportional to the pressure being applied. In the case of the Kistler 2 11B5, the stack was sealed in the pressure transducer already under a load. This allows negative pressures to be sensed. The pressure transducer was connected to a signal conditioner by a co-axial cable. The cable provided power to the transducer as well as feeding the signal back for acquisition and processing. The signal was sent from the signal conditioner to a National Instruments BNC 2 120 board. Here a floating source ground was used. Next the signal was sent to the computer for processing through a PCl-6052E board. This board has a maximum sampling rate of 333 kilosamples per second, which was much more than necessary. 37 
The pressure transducer arrived from the manufacturer dynamically calibrated, so no calibration was required prior to the testing. 
Computer Signal Processing LabVIEW (version 6.0) was the software used in order to obtain usable information from the pressure transducer data. -The programme created in Lab VIEW allowed the frequency spectrum and amplitude to be displayed on the PC monitor screen (Figure 3.6). The parameters of the Lab VIEW programme were set so that any quarter second interval could be saved as raw data. · Later the raw data could be imported into Microsoft Excel to reproduce the graphs from Lab VIEW. Examples of typical data graphs will be discussed in Chapter 4. The computer was set up so that the scan rate was 8192 samples in a second. This gave a total bandwidth for the spectrum of 4096 samples. The number of scans to acquire was 2048, and the system did this at one time. Therefore, a cycle took a quarter second. While the number of samples used may seem like odd numbers, they are purposeful. They are powers of two, which allowed the computer to take readings at even intervals. No averaging mode was employed during the tests. There are half as many points in the frequency spectra ·figures· as the number of scans made by the pressure transducer during a cycle. Therefore, there '.are 1024 points on each frequency spectra graph. The system was configured so that the level of amplitude resolution was better than 0.003 psi and frequency resolution of 4 Hz. 
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Figure 3.6. Photo of Lab VIEW screen when parameters were 
!:_ = 2.039 , and pressure gauge reading 40 psi. 
D 
Note peak at 1000 Hz (red circle in bottom graph) and 
smooth oscillation of frequency amplitude (top graph). 
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Test Trials The entrance and exit orifice sizes were kept constant during the tests. It was the length of the cavity that was varied in order to change the length to depth ratio. A total of eighteen different lengths were tested. A jet was also tested to establish a baseline. For this test, the supply orifice was removed, and the exit end of the apparatus extended to a maximum. This configuration is shown in Figure 3. 7. At each length, frequency peaks were evaluated at six different velocities. As mentioned above, the velocities were calculated from the flow pressure data using Bernoulli's equation. The pressures used were 48 psig (the maximum pressure achievable when the flow control valve was fully open), 40, 30, 20, 10, and 0 psig. Each length and pressure combination was repeated three times and an average of these tests were used to evaluate the results. 
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Flow 
Figure 3_. 7 .  Cross section sketch of axial apparatus 
depicting the configuration for the baseline jet. 
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Chapter Four 
Experimental Results and Discussion 
Basic Parameters A variety of cavity lengths were tested keeping the cavity orifice's fixed. This allowed the length to depth ratio ( !::_ )  to vary appropriately. The length to depth ratio 
D was varied from 0.6922 to 6.232. The speed of flow varied from O to 84.46 feet per second. With these parameters as the variables, the frequency and amplitude of the oscillations were measured. An estimate for the velocity before the cavity was calculated using Bernoulli's Equation and the pressure read on the gauge during the baseline t_ests. At the supply end orifice, the velocity will accelerate resulting in the flow in the cavity being greater. This increase is marginal, so the values for the baseline were used for all cavity lengths. The form of Bernoulli's Equation used was: 
where: (4. 1 )  V
2 = 2 (P, - PJ 
p 
V = The average velocity for the baseline jet, but used on all cavity lengths; p = The density of water; P1 = The total pressure of the water; and Ps = The static pressure of the water. 
43 
�·· ., 
Note that (P, - PJ is the gauge pressure read. The total pressure is the atmospheric pressure plus the gauge pressure. The static pressure is the atmospheric pressure, because the apparatus exits into the atmosphere. The gauge pressure is left once the static pressure is subtracted from the total pressure. The value of p was assumed to be at standard temperature and pressure ( 62.30 lbn/ft3) [24]. Table 4. 1 lists the gauge pressures and the corresponding velocities for the baseline jet. 
Table 4. 1. Corresponding gauge pressures and average velocities in cavity. 
Gauge Pressure (psig) Average Velocity (ft/s) 
48 84.46 40 77. 10 30 66.77 20 54.52 10 38.55 0 0 . .  
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Error Analysis Efforts were made to limit the effect of errors. Some significant sources of errors in this study are detailed here. The test results were only the result of three quarter second measurements. This is only a small window of time. If one trial were off for one reason or another, then all the results would be skewed for that setting despite averaging three runs. Any possible variations in cavity length could be attributed to either poor measurement, or the exit end of the apparatus moving due to the vibrations created in the apparatus. Efforts were made to mitigate either of these sources of error, but in the event it occurred it is acknowledged that the effect was minimal. The threading on the apparatus was such that on full rotation of the exit end piece resulted in a cavity length change of 0.050 inches. Therefore, the length of the cavity was changed 0.0001389 inches per degree of rotation. The length of the cavity could only be measured to the nearest one-thousandth of an inch with the callipers used, so any rotation of the exit end piece produced negligible erro�. To minimize the human error, diligence was taken when measuring the cavity length. Variations in readings were small. The average difference between the largest and smallest value for the highest frequency between the three trials at a given length to depth ratio and fluid velocity is approximately 30 Hz. This is less than 1 % of the total frequency range that is being examined (4096 Hz), so this is considered acceptable. Examining the amplitude of the frequency peaks, one sees a similar error. The average difference between the trials at a given length to depth ratio and fluid velocity is 
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approximately 3 decibel sound pressure level (dB SPL). This is about 2% of the average value for the maximum amplitude, and again, is considered acceptable. The pressure gauge that was used was a very simple one whose readings were affected by the oscillations inside the cavity. Some sort of more sophisticated means would have provided a greater degree of reliability for the tests ensuring that the average velocity in the test section remained consistent between runs. The flow source was the water pressure that supplied the building. There were fluctuations in the flow at the source. These fluctuations were observed in the reading at the pressure gauge, and in the sound produced in the hose and by the oscillations. The reading on the pressure gauge varied by as much as ten pounds per square inch as the flow changed. The tone from the apparatus also changed. Testing had to be paused for a moment until the flow steadied itself. 
Baseline Measurements Firstly, a base line measurement was made to establish the noise levels registered by the pressure transducer. It was important to ensure that the noise level was low enough that it would not interfere or affect later readings. The frequency and amplitude of a jet exiting the apparatus with no cavity in place was recorded. Examples of these measurements can be seen in Figure 4.1 . Note that the noise was rarely above 100 dB 'SPL. Pressure oscillations detected by the dynamic pressure transducer, for the baseline jet, demonstrated that there were no sources or mechanisms inside of the flow system that would generate unsteady flow effects that could interfere with cavity generated events. 
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Figure 4. 1 .  Frequency spectra of a baseline jet. 
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2500 
2500 
2500 
Frequency Peaks 
The objective of this study is to find the frequency at which the maximum 
amplitude of the pulses occurs in the pulsed jets. This point is represented in the 
frequency spectrum by a peak. Such peaks are evident in Figure 4.2 for a length to depth 
ratio of 0.9741. 
When the average velocity was 84.46 ft/s and the length to depth ratio was 
0.9721, the peak was at about 1250 Hz. As the velocity decreased, so did the frequency 
of the main peak, so that at an average velocity of 38.55 ft/s the peak was just above 500 
Hz. A second peak can also be seen in the graphs, and it is the harmonic of the first peak 
(the frequency is twice the frequency of the main peak). In fact a second harmonic (its 
frequency is three times that of the main peak) can be seen when the average velocity is 
54.52 ft/s. If the x-axis was expanded in all graphs beyond 2500 Hz (which was a value 
chosen for convenience as we have data for the spectra up to 4096 Hz), other harmonics 
would be visible. The higher harmonics had steadily decreasing- amplitudes. This trend 
is expected to continue beyond 4096 Hz, the greatest frequency data was obtained. 
It is worth noting that what looks like frequency peaks in the last graph of Figure 
4.2 (V=0 ft/s), is actually noise. These peaks are present in all graphs when the average 
velocity through the cavity is zero, regardless of the length to depth ratio. The amplitude 
being taken is consistently greater than these noise frequencies, so the noise does not 
come into play (as demonstrated in the other graphs of Figure 4.2). 
Frequency spectrum graphs like those shown in Figures 4.1, and 4.2 were created 
for length to depth ratios from 0.6922 to 6.232. Figure 4.3 shows the graphs for a variety 
of length to depth values all at 77 .10 ft/s. The frequency and amplitude of the dominant 
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peak decreases as the length to depth ratio increases. Ultimately, the flow resembles that 
of a jet (as in Figure 4.3, � = 6.232 ) despite the fact that there is a cavity in the flow. 
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When a strong peak was displayed on the frequency spectrum, a shrill sound was 
emanating from the apparatus. The exact source of the sound was somewhere between 
the cavity exit and the gate valve, with the cavity oscillati9ns are likely the cause. While 
the sound was not quantitatively measured, observations indicated that the noise level 
increased with increasing flow rate, and decreasing length to depth ratio. 
The loss in peak amplitude and frequency with decreasing average velocity and 
increasing length to depth ratio could be attributed to the weakening of the shear layer. 
The strength of the shear layer, and hence the velocity of the flow and the distance 
travelled determines the vortex strength at the trailing edge of the cavity. 
Equation 2.4 (renumbered here for convenience) shows the relationship between 
shear and the velocity and distance travelled. 
(4.2) 
r = µ(
au + av) . 
ay ax 
It is well known that due to viscosity, a flow smoothes out over time. Due to this both 
au av - and - go to zero. The shear is eliminated, and so are any interactions that depend 
ay ax 
on it. 
The slower velocities and the greater length to depth ratios behave in a similar 
fashion to each other because they both require a greater time for the shear layer to 
traverse the cavity. There are no more vortices or coherent vortices to impact the trailing 
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edge, and therefore no acoustic waves created. The feedback mechanism is lost. This 
explanation agrees with Rossiter' s Equation as seen in Figure 2.3. 
The graphs reinforce this fact and show that it is the smaller length to depth ratios 
and the greater average velocities in which the feedback loop occurs. The next question 
to answer is how the frequency is chosen. 
In order to determine the mechanism that may possibly result in the production of 
measured oscillations, several possibilities were evaluated. Brief analysis for these is 
given in the following sections. 
Deep Cavity Mode 
It is possible that the cavity behaves like a Helmholtz resonator, creating the 
pulses in "depth mode." If the depth of the cavity is a multiple of the wavelength 
corresponding to the natural frequency of the cavity, depth mode is achieved. This 
multiple is known as the various modes. 
where: 
Recalling that: 
(4.3) f = :; , 
f = The frequency of the acoustic wave; 
ao = The speed of sound in the medium; and 
A = The wavelength of the acoustic wave. 
Setting the wavelength to integer multiples of the cavity depth (D = 0.4825), it can be 
seen what values of frequency could be expected if the cavity was resonating due to the 
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Table 4.2. Frequency when the cavity depth is a mode of the wavelength. Mode A. Deep Cavity (m) ( A =  2:) Frequency (equation 4.3) 
1 0.9650 in 59 614.5 Hz 2 0.4825 in 119 229.0 Hz 3 0.3217 in 178 843.5 Hz 4 0.241 3 in 238 458.0 Hz 
depth of the cavity (Table 4.2). These frequencies are much greater than what is observed during the tests. Therefore, depth mode is not being observed in these tests. 
Helmholtz Resonator Another means of analysing the situation is as a pinhole cavity system. In that case, the following equation can be used: 
where: 
(4.4) 
fc = The natural frequency of the cavity; h = The length of the throat; 
ao = The speed of sound in the medium; R = The radius of the pinhole; and Ve = The volume of the cavity. 
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Some approximations were made in order for equation ( 4.4) to be used. The top 
fifth of the cavity was considered the throat, and the remaining portion the volume of the 
cavity. Standard conditions were assumed in determining the speed of sound in water 
( 4 794 ft/s ). Half of the cavity length was used as the radius of the pinhole. 
Values for the natural frequency were calculated using equation ( 4.4 ). Results are 
presented in Figure 4.4 and Table 4.3. Initially (for cavity f... � 0.90 ) the values are very 
. D 
similar to the peak frequencies found in testing. This implies that at very small length to 
depth ratios, the cavity may be behaving like a Helmholtz resonator. However, as the 
ratio increases, it does not take long for the curves to greatly diverge. 
Frequency vs Cavity Length to Depth Ratio 
2000 --.-----------------------------, 
.,. 
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i 1 500 .. -
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Cavity Length to Depth Ratio 
- - - - - Helmholtz Resonant Frequency -- Peak Frequency from tests I 
Figure 4.4. Helmholtz resonator frequency compared to 
peak frequency values from testing. 
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1 .28 
Tab]e 4.3. Natural frequency of a Helmho1tz resonator at 
various ]ength to depth ratios. 
Length to Depth Ratio Natural Frequency as Calcu]ated by Helmholtz 
0.6922 1058.3 1 
0.8622 1 3 1 6.05 
0.9665 1 473.50 
1 .004 i 529.97 
1 .073 1 633 .66 
1 . 1 73 1 783.23 
1 .277 1 938.47 
1 .382 2094.23 
1 .485 2246.22 
1 .5 1 9  · 2296.20 
2.037 3044.74 
2.554 3763.36 
3 .070 4446.97 
3.629 5 1 44.89 
4. 144 5745 .56 
4.678 6323 .46 
5 . 1 94 6838.63 
5 .7 1 4  73 1 5 .08 
6.232 7748.26 
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Rossiter's Equation Helmholtz resonator model does not explain the values of the peak frequencies during the tests. This requires a return to Chapter Two and the discussion on Rossiter' s Equation ( eqn 2. 1 ), which empirically predicts the frequencies of oscillation for open cavity flows. The equation is repeated, and renumbered, here for convenience: 
(4.5) 
where, specifically in this case: St = Strouhal number; f = Peak frequency from testing; 
St = 
fL = m - n  
1 
, 
Uoo - + M 
L = The reference length, which was chosen to be the intlet and ou_tlet diameters; Uoo = Average freestream velocity from Bernoulli 's  equation ( eqn 4. 1 ); m = Integer mode number (the number of vortices); n = Empirical constant that provides for the phase difference between: i. Upstream arrival of the acoustic wave and the subsequent vortex shedding; and 
1 1 .  Downstream interaction with the trailing edge and acoustic wave creation; K = The vortex propagation rate versus the freestream velocity; and M = Mach number. More details on the last three constants are found below. 
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Rossiter gave values for the constant n in his paper on the flow over rectangular 
cavities [2] . He only gave four values, so these were linearly interpolated to arrive at 
values for n here. Figure 4.5 shows Rossiter' s values. The linear trend is seen as the 
length to depth ratio decreases. Table 4.4 is a listing of the values for the constant n that 
were used in this study. 
The constant K is the vortex propagation rate versus the freestream velocity. 
When the length to depth ratio is two, the constant K is approximately two-thirds. 
Because this was the only value given by Rossiter for K, this value was used for all 
calculations. 
The velocities used in this test were low (all less than 90 ft/s). Correspondingly, 
the Mach number was extremely low. For this reason Mach (M) was assumed to be 
approximately nil, and therefore a value of zero. 
Using all these approximations, values for Rossiter's number were found and 
compared to the Strouhal number calculated for the frequency peaks in the tests. As 
mentioned at the end of Chapter Three, the values in these charts are the average of three 
separate trials. Figures 4.6 to 4.12 show these two non-dimensional numbers versus the 
Reynold's number. 
Reynold's number was based on cavity depth, average velocity, and standard 
values for the density and viscosity of water. 
On each graph are two sets of data in addition to the lines of Rossiter's number. 
Each set of data represents the Strouhal number calculated using an orifice diameter as 
the characteristic length; entrance diameter (d 1 ) of 0.45 inches and exit diameter (d2) of 
0.36 inches. 
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UD Figure 4.5. Rossiter's values for his empirical constant Note linear trend as � goes to zero. 
D 
Table 4.4. Values of Rossiter' s empirical constant for various length to depth ratios. 
. LID n LID n 
0.6922 0.034993 1.485 0.086525 0.8622 0.046043 1.5 19 0.088735 0.9665 0.052823 2.037 0. 122405 1.073 0.059745 2.554 0. 15601 1.004 0.05526 3.07 0. 18955 1. 173 0.066245 3.629 0.225885 1.277 0.073005 4. 144 0.25936 1.382 0.07983 
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The data does not fall exactly on the values predicted by Rossiter' s equation, but 
the graphs do show that both sets of data fo1low the trend outlined by Rossiter. A fairly 
flat line could connect the points, which matches the steady Rossiter lines across the 
graph. This implies that the data in this study reinforces Rossiter' s cavity feedback loop 
theory. Rossiter' s Empirical Equation suggests that the cavity may be producing first 
mode osci11ations. Unfortunately, it is unknown if the actual mode matches the one 
predicted by Rossiter as implied in Figures 4.6 to 4. 1 2. 
In some length to depth ratios, the maximum peak frequency would jump to a 
different peak as the velocity decreased. These cases are represented on the graphs as a 
"jump in the peak freq." Rossiter' s theory explains this jump as a change in the dominant 
mode of the osci11ations. 
As mentioned before in this chapter, although trials were run up to and including 
a length to depth ratio of 6.232, there were no frequency peaks observed above a length 
to depth ratio of 3 .629. It is for this reason that graphs were not made for these trials .  
Summary 
When comparing the frequency peaks amongst any apparatus configuration or 
velocity, one must always ensure that the same modes are being compared. With this in 
mind, the trends over all the tests can be examined. 
Figure 4. 1 3  shows the Strouhal Number versus the Reynold' s Number for various 
length to depth ratios. Occasiona11y the dominant frequency (the frequency peak that 
typica11y has the largest amplitude on the spectrum) does not have the greatest amplitude. 
That is, another mode has greater amplitude. This is noted on the figure. 
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The curves on Figure 4. 1 3 , for the most part, do not vary. The curves for the 
length to depth ratios not listed in this graph exhibit a similar trend. With the range of 
parameters in this study, there appears to be very little change in Strouhal Number with 
increasing Reynold' s  Number. 
There is an optimum length to depth ratio for the Strouhal Number of the 
maximum amplitude to be at its greatest value. This ratio has a value of 0.8622 
(according to test results). The peak is very evident in Figure 4. 14. It seems to be 
independent of velocity, as the peak occurs at the length to depth ratio of 0.8622 
regardless of flow rate. It should be pointed out that the anomalies at the higher values of 
� for the velocities of 66.77 and 54.52 ft/s are likely due to a change in the mode. 
D 
These were left in the figure to demonstrate that even though the frequency changed to a 
different mode, the maximum frequency achieved was still not as high as at � of 
D 
0.8622. Also of note, the greatest Strouhal Number attained was at a speed of 66. 77 ft/s, 
which was not the highest flow rate. 
With an increase in velocity, comes an increase in the amplitude of the peak 
frequencies. Figure 4. 1 5  illustrates this observation. At lower velocities, the maximum 
amplitude seems to have been reached at a slightly larger length to depth ratio than when 
the maximum frequency was achieved. It appears that the maximum amplitude has not 
been reached at greater velocities. It is unfortunate that smaller length to depth ratios 
were not possible to test, otherwise a maximum amplitude may have been determined for 
those velocities as well. 
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Results 
Chapter Five 
Conclusions 
With the proper length to depth ratio, and an adequate flow rate, strong oscillations in the flow inside and over axisymetric cavities may be generated. For the studied conditions, the greatest frequency for the maximum amplitude occurred at a length to depth ratio of approximately 0.86 for all velocities tested. It is interesting to note that an average velocity of about 66 ft/s resulted in the highest Strouhal Number. The magnitude of the amplitude is directly related to the velocity or flow rate. Therefore, the greater the flow rate, the higher the amplitude that occurs. There ·appears to be no peak oscillations beyond a length to depth ratio of approximately 3.6. For short length to depth ratios (i.e. � < 0.9 ), the cavity exhibits the behaviour of 
D a Helmholtz Resonator. At higher length to depth ratios, (i.e. � > 0.9 ), results are 
D analogous to Rossiter's Empiricaf relations extrapolated to incompressible flow. This is despite the fact that Rossiter' s Equation only supposed to be applicable at Mach 0.4 to 1 .5, or for compressible flows. The tests in this study were well below the lowest Mach number range, using water, an incompressible fluid. As the length to depth ratio increases beyond a value of approximately 3.6, the cavity . does not cause peak oscillations in the flow. 
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Rossiter' s Empirical Equation predicts that the first mode of oscillations is being 
excited. Due to the fact that this study operated outside the conditions where the 
Rossiter' s equation has been found to be applicable, it is unclear if it is in fact the first 
mode. It is imperative that one compares the same modes. 
Using cavities to produce oscillations of significant amplitude and frequency 
shows great promise. With further development this technology could be used in 
cleaning, cutting, and fluid mixing. Looking at the problem from a slightly different 
point of view, if required one can create specific frequencies and amplitudes using this 
apparatus and varying the length to depth ratio and the flow rate. 
Future Study 
It is unfortunate that the apparatus would not permit length to depth ratios any 
smaller than 0.6922. It may have been beneficial to ensure trends continued below this 
value. This is particularly the case in Figure 4.22, where the maximum amplitude was 
compared to the length to depth ratio. A redesigned apparatus that allowed very small 
cavity lengths would permit these types of testing to continue. 
The current apparatus has the ability to change the orifice diameters by changing 
the end caps. This would change the depth of the cavity, and therefore allow testing of 
smaller length to depth ratios. In order for this testing to occur the flow rate may have to 
increase. 
If the flow rate were increased, it would be interesting to see if this would have an 
affect on the frequency peak. At this point is seems that a flow rate of 66. 77 ft/s produces 
the greatest Strauhal Number. This seems to be a very low velocity to produce this 
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maximum. The maximum amplitude still has not been found. Perhaps increasing the 
flow rate would allow this to happen. 
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