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Abstract
Joint modeling approach has been applied in many applications in biomedical, re-
liability, and social-economic research. For example, in clinical trials and medical
research, different kinds of patient information are gathered over time, such as recur-
rent competing risk events (e.g., relapses of different types of tumor), longitudinal
marker (e.g., tumor size), and health status (e.g., if a patient is dead or not). These
data are usually correlated, joint models enable the analysis of these correlated data.
This dissertation proposes a class of joint dynamic models for simultaneously model-
ing the three types of processes: a recurrent competing risk (RCR) process, a health
status (HS) process, and a discrete-valued longitudinal marker (LM) process. Ex-
perimental units or subjects are observed during a time period of possibly random
duration.
Consider a subject or unit being monitored over a period of random duration
in a longitudinal time-to-event study, in a biomedical, public health, or engineering
setting. As time moves forward, this unit experiences recurrent events of several
types and a longitudinal marker transitions over a discrete state-space. In addition,
its “health” status also transitions over a discrete state-space containing at least
one absorbing state. A vector of covariates will also be associated with this unit. Of
major interest for this unit is the time-to-absorption of its health status process, which
represents this unit’s lifetime. Aside from being affected by the covariate vector, there
is a synergy among the recurrent competing risks processes, the longitudinal marker
process, and the health status process in the sense that the time-evolution of each
process is affected by the other processes. To exploit this synergy in order to obtain
iii
more realistic models and enhance inferential performance, a joint stochastic model
for these components is proposed and the proper statistical inference methods for
this model are developed. This joint model has the potential of facilitating precision
interventions, thereby enhancing precision or personalized medicine. A stochastic
process approach, using counting processes and continuous-time Markov chains, is
utilized, which allows for modeling the dynamicity arising from the synergy among the
model components and the impact of performed interventions after event occurrences
and the increasing number of event occurrences. Likelihood-based inferential methods
are developed based on observing a sample of these units. Properties of the inferential
procedures are examined through simulations and illustrated using some real data
sets. The asymptotic properties of the model parameters are also developed by using
the Martingale Central Limit Theorem.
iv
Table of Contents
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation and Background . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Some Concrete Situations of Model Applicability . . . . . . . . . . . 4
1.3 Review of Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Importance of Contributions . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Outline of Contents of Dissertation . . . . . . . . . . . . . . . . . . . 13
Chapter 2 Mathematical Formulation of Joint Model . . . . . . 15
2.1 Elements of the Joint Stochastic Model . . . . . . . . . . . . . . . . . 15
2.2 Data Observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Joint Stochastic Model and Parameter Interpretation . . . . . . . . . 19
2.4 Relevant Counting, Compensator and Martingale Processes . . . . . . 33
Chapter 3 Statistical Inference for Joint Model . . . . . . . . . 37
v
3.1 Full Likelihood Function . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Chapter 4 Simulation Studies and Illustration on a Real Data
set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Simulation Design and Data Generation . . . . . . . . . . . . . . . . 47
4.2 Properties of Estimators . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Illustration on a Real Data Set . . . . . . . . . . . . . . . . . . . . . 57
Chapter 5 Mathematical Background for the Asymptotics of
the Estimators . . . . . . . . . . . . . . . . . . . . . . . . 63
5.1 Introduction and Background . . . . . . . . . . . . . . . . . . . . . . 63
5.2 The proposed Joint Model . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Doubly Indexed Processes . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4 Generalized Likelihood Function and Parameter Estimation Procedure 73
5.5 Preliminaries and Assumptions . . . . . . . . . . . . . . . . . . . . . 76
Chapter 6 Consistency and Asymptotic Normalities of the
Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1 Consistency For the Estimators in the Proposed Joint Model . . . . . 80
6.2 Distribution Theory for the RCR component of the Joint Model . . . 83
6.3 Distribution Theory for the Health status and Marker Process Com-
ponent of the Joint Model . . . . . . . . . . . . . . . . . . . . . . . . 87
Chapter 7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
vi
List of Tables
Table 4.1 Summary statistics for three processes for Mreps replications of
data set. The first three rows are for RCR events. The first three
rows indicate the mean/standard deviation of the number of
recurrent event occurrences per unit for each risk, the mean time
for one recurrent event for each risk. The fourth to ninth rows
are for HS and LM events. They indicate the mean/standard
deviation of the number of transitions to the specific state per
unit, the mean/standard deviation of the occupation time for
the specific state per unit, the mean/standard deviation of the
sojourn time for the specific state. The V = 1 is the absorbing
state, therefore not included in the table. . . . . . . . . . . . . . . 51
Table 4.2 Parameter estimates and information-based standard errors for
the simulated data set with n = 50 units given in Figures 2.4-
2.7. The RCR component includes model parameters α’s and
parameters with the first index 1. The HS component includes
parameters with the first index 2. The LM component includes
parameters with the first index 3. . . . . . . . . . . . . . . . . . . 55
Table 4.3 Summary statistics of the parameter estimates for the Mreps
replications in the simulation runs for sample sizes n = {50, 100}.
The columns are the true values of the model parameters, the
sample mean of the estimates, the sample standard deviations,
the 2.5% percentile, and the 97.5% percentile. The sample stan-
dard deviations are estimates of the standard errors of the es-
timators. The RCR component includes model parameters α’s
and parameters with the first index 1. The HS component in-
cludes parameters with the first index 2. The LM component
includes parameters with the first index 3. [LEGEND: Mean =
sample mean of the estimates; SD = sample standard deviation
of the estimates; PL = 2.5% percentile of the estimates; PU =
97.5% percentile of the estimates.] . . . . . . . . . . . . . . . . . . 56
vii
Table 4.4 Parameter estimates, information-based standard errors, and p-
values for the RCR, HS, and LM processes based on the real
data set. The p-value is based on the two-tailed hypothesis test
that the model parameter is zero (except that we test H0 : α =
1). The top block includes the model parameters in the RCR
component, the middle block includes the model parameters in
the HS component, and the bottom block includes the model
parameters in the LM component. . . . . . . . . . . . . . . . . . . 62
viii
List of Figures
Figure 2.1 An example of perfect repair effective age for just the qth risk.
We assume that Si1q = 2, Si2q = 3. . . . . . . . . . . . . . . . . . 17
Figure 2.2 An example of an experimental unit that is censored at an ap-
proximate time of t = 1. The observed LM, RCR, and HS
processes are also plotted. There are 3 types of recurrent com-
peting risks, 3 health status states, and 3 longitudinal marker
states. The symbols in RCR indicate the times of occurrences
of the recurrent events. The lines in HS and LM indicate the
state evolution of this unit. The extended line after the censor-
ing time indicates the unit does not reach the absorbing state. . . 20
Figure 2.3 An example of an experimental unit that reaches the absorbing
state “1”. This is the same setting as in Figure 2.2. . . . . . . . . 21
Figure 2.4 Covariate values of the n = 50 units for a simulated data set.
Values ofXi2 are indicated by rectangles ifXi1 = 0, while values
of Xi1 are indicated by circles if Xi1 = 1. Here Xi1 iid∼ Ber(0.5),
Xi2
iid∼ N(0, 1). Xi1 and Xi2 are generated independently of
each other. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figure 2.5 Recurrent competing risk events for n = 50 units for a simulated
data set. There are three types of competing risks. Each unit
is either censored (“+”) or reaches the absorbing status (“×”).
The plot only shows the observations up to time t = 3 for
illustrative purposes. . . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 2.6 The health status processes for n = 50 units for a simulated
data set. At time zero, we only have two possible status values:
2, 3. After time zero, it shows the transitions to different states. . 24
Figure 2.7 The marker processes for n = 50 units for a simulated data set.
Since there are no absorbing states for the LM process, all three
states are possible at the time origin. After time zero, it shows
the transitions to different states. . . . . . . . . . . . . . . . . . . 25
ix
Figure 4.1 Two-by-two correlation plots from time s = 0 to time s = 3.
The variables at each time s are [I(Vi(s) = 2), I(Wi(s) =
2), I(Wi(s) = 3), Ni1(s), Ni2(s), Ni3(s)]. The estimated correla-
tion value at time s is the mean of the Mreps correlation values
at time s obtained from each of the data sets with n = 50 for
each replication. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 4.2 The true and estimated baseline survivor functions for each of
the three risks based on the simulated data set with n = 50
units given in Figures 2.4-2.7. . . . . . . . . . . . . . . . . . . . . 54
Figure 4.3 Boxplots of the centered parameter estimates from Mreps repli-
cations for simulated data sets each with n = 50 units. Center-
ing is done by subtracting the true parameter value from each
of the Mreps estimates. . . . . . . . . . . . . . . . . . . . . . . . . 58
Figure 4.4 Overlaid plots of the true baseline survivor function (in red),
ten simulated estimates of the baseline survivor function (in
green), and the mean baseline survivor function based on Mreps
simulations (in blue) for each of the three risks in the RCR




1.1 Motivation and Background
Advances in technology, specifically in the form of automated systems and high-speed
computing with almost limitless storage capacity, have ushered the era of big data
and data sets of more complex structures. In biomedical research, multi-faceted and
high-dimensional features, as well as the occurrences of varied types of events, are
monitored over time which, if properly exploited, could provide for more focused inter-
ventions on patients, thereby advancing precision or personalized medicine. However,
a successful adoption of precision medicine hinges on the availability of appropriate
mathematical and stochastic models, along with the proper statistical inference meth-
ods using such complex, structured or unstructured, and usually big data, in order
to make appropriate personalized decisions or interventions.
In this dissertation we consider situations that arise in medical studies, public
health settings, engineering experiments, and in other settings, where a longitudi-
nal marker (LM), recurrent competing risks (RCR), and a health status (HS) are
monitored over time.
For example, in a medical study, the longitudinal marker could be the prostate-
specific antigen (PSA) level, the competing recurrent events could be different types
of cancer, and the health status could be whether the subject is in a healthy state,
a diseased state, or in a dead state, with this last state being an absorbing state.
Because of the synergy among these processes in the sense that each affects the other
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processes, an approach that jointly considers them simultaneously could be highly
advantageous and more informative, leading to better personalized interventions.
With the goal of developing better diagnostic and predictive tools in the biomed-
ical sciences, the joint modeling framework has been extensively employed. Early
works in this area seek to jointly model an LM and a survival process or a time-to-
event process where a terminal event such as failure or death are often the endpoint
of study ([54], [58], [49], [22], [55] and [35]). When the time-to-event is terminal,
informative censoring is introduced because when the terminal event (TE) happens,
measurements on the LM process is ceased. In [21] and [15] joint modeling of an LM
and a recurrent event are discussed. Joint modeling of a recurrent event and TE have
also been done; see, for instance, [30].
When a recurrent event such as cancer relapse, component failure, or a hospital
infection transpires, interventions are usually performed ([19], [21]). Mathematical
and stochastic models for event occurrences need to incorporate the effects of such
interventions. Additionally, the impacts of covariates, such as demographic and so-
cioeconomic information, and the effects of accumulating event occurrences on the
unit should also be incorporated in such models (cf., [39] and [43]). Appropriate sta-
tistical inference procedures for these dynamic models of recurrent events and com-
peting risks have also been developed (cf., [39] and [51]). Extensions of these joint
dynamic models for both recurrent competing risks (RCR) and TE can be found in
[32]. Recent works in joint modeling included the modeling of the three processes
LM, RCR (or a single recurrent event) and TE simultaneously ([26], [8] and [28]).
When studying the TE process, the dynamic aspect of joint modeling is emphasized,
where the risk of TE occurrence should be updated as data history evolves ([34] and
[6]).
This dissertation proposes a class of joint dynamic models for simultaneously
modeling three types of processes: a recurrent competing risk (RCR) process, a
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health status (HS) process, and a discrete-valued longitudinal marker (LM) process.
Experimental units or subjects are observed during a time period of possibly random
duration due to practical and economic constraints. The history information of the
three processes is utilized in the proposed joint modeling approach. We use the
counting process in the survival analysis and continuous time Markov chain (CTMC)
in the stochastic process to specify the joint model. The proposed joint model is
divided into three components: RCR, HS and LM components, while each component
incorporates information from the other two components.
The RCR component of the joint model includes a baseline hazard function, the
impact of interventions after each recurrent event occurrence, the impact of accumu-
lating recurrent event occurrences, and a link function in which the effect of time-
independent covariates, the current and previous state information of the HS process
and LM process are incorporated. These factors change over time, which contribute
to a dynamic intensity process. Impact of intervention is included inside the base-
line hazard function to reflect a repair or correction that would be performed when
a recurrent event occurs. Impact of interventions is crucial to be considered in the
intensity process because the hazard rate before the recurrent event time is lower or
higher than after the recurrent event time, depending on the context. The number of
recurrent event occurrences for a unit also has an impact on the next recurrent event
occurrence for that unit. Therefore, we also include impact of accumulating event
occurrences in the intensity process. Specifically, if a unit has experienced a certain
type of recurrent event many times, we can expect the next occurrence of the same
type of event is faster or slower than other types of event, depending on the context.
For example, if a machine has experienced many more recurrent failures than other
machines, we would assume the next failure would be quicker than normal, and vice
versa. The link function in the RCR component includes information from HS and
LM process, therefore allows the interplay among RCR process, HS process, and LM
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process. The RCR component of the joint model is semi-parametric in the sense
that the baseline hazard function is non-parametrically specified, while the impact of
accumulating event function and link function are parametrically specified.
The HS component of the joint model includes a baseline infinitesimal generator
and a link function, in which the effect of time-independent covariates, the marker
state, and the number of occurrences of recurrent events are incorporated. The
baseline infinitesimal generator is the baseline instantaneous rate at which the health
status transitions among states. The baseline infinitesimal generator is a fixed process
while the link function changes dynamically over time. Similarly to RCR component
of the joint model, the link function consists of covariates and the current and past
information from the RCR process and LM process. Therefore, the link function
allows the interplay among these three processes too. The marker component of the
joint model is analogous to the health status component, which also includes a baseline
infinitesimal generator and a link function. In summary, these three processes (RCR,
HS, and LM) interact with each other within each unit through the link function in
each component of the joint model. The detailed information of the joint model will
be provided in the next chapter.
1.2 Some Concrete Situations of Model Applicability
We now describe some concrete situations arising in biomedical, reliability, engineer-
ing, and socio-economic settings where the proposed joint models could be useful.
• A Biomedical Example: Consider observing n independent patients over
a monitoring period until the patient dies or the monitoring period ends. For
each patient there are associated covariates, such as age, gender, weight, height,
etc. Their health status, classified as either healthy, diseased, or dead states, or
through the use of the WHO (World Health Organization) performance status
scale which goes from 0 (fully active state) to 5 (dead state, which is absorbing)
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is monitored. Also tracked is its longitudinal marker such as PSA level, catego-
rized as either high, medium, or low. Finally, the occurrences of different types
of recurrent aches or pains, either headache, heartache, arthritic, etc., are also
observed over the monitoring period. An intervention, such as no intervention,
a change in medication, or a surgery, is also performed upon an occurrence of
any type of pain. Given the data from these n patients, the goal is to predict
the time-to-death of a new patient.
• A Reliability Example: Observe n independent cars over a monitoring pe-
riod until the car totally fails or the monitoring period ends. Cars are complex
systems in that they are constituted by different components (which could be
subsystems) configured according to some coherent structure function ([5]). For
each car, the states ofQ components (such as its engine subsystem; transmission
subsystem; brake subsystem; electrical subsystem; etc.) are monitored. Fur-
thermore, its covariates such as weight; initial mileage; current mileage; years of
operation; and other characteristics (for example, climate in which car is mostly
being driven) are observed. Also, its ‘health status’ (which is either function-
ing; functioning with some problems; or total failure, suitably defined) over the
monitoring period, with ‘total failure’ being an absorbing state, is also tracked.
Meanwhile, a longitudinal marker such as its oil quality indicator (which is ei-
ther excellent; good; or poor) and the occurrences of failures of any of the Q
components are also recorded over the monitoring period. When a component
failure occurs, a repair or replacement of the component is undertaken. Given
the data for these n cars, an important goal is to predict the time to total failure
of another car. Note that this type of application could occur in more complex
systems such as space satellites, nuclear power plants, medical equipments, etc.
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• A Social Science Example: Observe n independent newly-married couples
over a period of years (say, 20 years). Over this follow-up period, the marriage
could end in separation or divorce, remain intact, or end due to the death of
at least one of them. Each couple will have certain characteristics: their ages
when they got married; working status of each; income level of each; education
level of each; number of children (this is a time-dependent covariate); net worth
of couple; etc. Possibly through a regularly administered questionnaire, the
couple provides information from which their “marriage status” could be ascer-
tained (either very satisfied; satisfied; poor; separated or divorced). Competing
recurrent events for the couple could be changes in job status for either; addi-
tion in the family; educational changes of children; and major disagreements. A
longitudinal marker could be the financial health status of the couple reflected
by their categorized FICO scores. A goal is to infer about the parameters of the
joint model based on the observations from these n couples, and to predict if
separation or divorce will occur for a married couple, who are not in the original
sample, and if so, to obtain a prediction interval of such an occurrence.
• A Financial Example: Track n independent publicly-listed companies over
their monitoring periods. At the end of its monitoring period, a company could
be bankrupt, still in business, or could have been acquired by another com-
pany. Each company has its own characteristics, such as total assets, number
of employees, number of branches, etc. Note that these are all time-dependent
characteristics. The “health status” of a company is rated according to four cat-
egories (A: Exceptional; B: Less than exceptional; C: distressed; D: bankrupt).
The bankrupt status is the absorbing state. The company’s liability relative to
its asset, categorized into High, Medium, Low, Non-Existent could be an im-
portant longitudinal marker. Recurrent competing risks will be the occurrence
of an increase (decrease) of at least 5% during a trading day in its stock share
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price. Based on data from these sample of companies, of interest could be to
predict the time to bankruptcy of another company that is not in the sample.
• COVID-19 Example: Observe n patients in a vaccine trial over a time period
until the patient is free of COVID-19 after infection, the tracking time period
is over, or the patient is lost to follow-up (a right-censoring). Each patient has
individual characteristics, such as age, race, BMI, gender, pre-existing condi-
tions, etc. A health status of the patient (1: free of COVID-19 after infection;
2: moderately sick; 3: severely sick) is monitored over this time period, while
free of COVID-19 after infection is the absorbing status (though it is possible
that the person could be re-infected). A longitudinal marker, such as high,
medium, low, or non-existent anti-body level is monitored over this time pe-
riod. The occurrences of body temperature reaching 103 degrees Fahrenheit,
abdominal problems, or coughing problems are recorded over this time period,
while a medical treatment would be assigned after each occurrence. The goal
of interest is to predict the time until a vaccinated patient, who is not in the
sample of patients, is free of COVID-19 after infection.
1.3 Review of Literature
There were several studies dealing with the time to terminal event for several exper-
imental units ([25]). The terminal event usually indicates a detrimental result such
as death, broken of a machine, etc. While, in some alternative cases, these termi-
nal event may also be good result, such as graduation from school or cured from a
disease. Due to time constraint and economic reason, time to terminal event studies
often involves a right-censoring scheme or left-truncation ([25]). In this case, the ex-
act time to terminal event would not be observed for some units. The nonparametric
estimator of a survival function (Kaplan-Meier estimator) and the cumulative hazard
function (Nelson-Aalen estimator) are developed ([17]). Later, several covariates of
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the units are taken into considerations that could affect the estimation of time to ter-
minal event. Several widely used models include the Cox proportional hazards model
([25]) , accelerating failure time model ([25]), and Aalen’s additive hazard model ([1]).
Statistical analysis and inference are developed for these models.
The longitudinal data is the study in which units are measured repeatedly over
time. Examples of longitudinal data includes the patient’s blood pressure over time,
or the potential AIDS patient’s CD4 count over time. The major approaches for
continuous-valued longitudinal analysis includes response profile or linear mixed-effect
model ([16]). The analysis of mean response compares mean responses over time
among treatment groups. If we want to utilize a more complicated model so that
the covariates of units are included in the analysis of longitudinal data studies, the
linear mixed-effect model is more appropriate. It models the mean response that both
considers population traits that are shared by all units and subject-specific traits that
are different for each unit.
Several works about recurrent events have been developed in recent decades, such
as (cf. [36],[43]). The stochastic mechanism is often used to characterize the oc-
currences of the recurrent event. Many papers include the covariates in the model
and the distribution of gap times (time difference between two consecutive recurrent
events) is studied. The generalized dynamic recurrent event model also includes the
impact of interventions and the impact of accumulating event occurrences ([41],[43]).
The occurrences of recurrent events are usually censored by a random mechanism, de-
termined by an administrative constraint. This leads to a sum-quota-accrual scheme
and bias on sampling due to the random entity between the last recurrent event and
the censoring time.
Instead of considering only one type of recurrent event, we can consider several
competing types of recurrent events simultaneously. These types of competing risk
can affect each other. There are two major approaches for modeling the recurrent
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competing risks. The first approach is a multiple decrement model (MD,[25]): a
continuous-time Markov chain (CTMC) model. Assume we have n units and Q
competing risks. Then we construct state 0, 1, ..., Q where state 0 is when recur-
rent event does not happen. For p, q = 0, 1, ..., Q and p 6= q, let Ni(s; p, q) be the
right-continuous process that counts the observed direct p-to-q transitions for ith
unit i up to time s. Let Yi(s; p) be the indicator function in which Yi(s; p) = 1
implies the ith unit is in state p and under observation at time s−. Consider
the covariates Xi(s) for unit i at time s and the history or filtration process as
Fs = {Xi(u), Ni(u; p, q), Yi(u+; p), 0 ≤ u ≤ s, i = 1, ..., n; p, q = 0, ..., Q}, then the
MD model is given as
P (dNi(s; p, q) = 1|Fs−) = Yi(s; p)λipq(s;Xi(s))ds,
where λipq(s) is the intensity rate from state p to state q for unit i at time s. The
intensity rate also depends on the covariates of the units.
The second approach for modeling the RCR is by using the latent failure times
([9]). We assume there are n units with Q competing risks. Let Niq(s) be the right-
continuous process that counts the number of observed qth risk failure on the i unit
until time s. Let Yi(s) be the indicator function with Yi(s) = 1 implies the unit is
still under observation at time s. For some covariates Xi(s), the filtration for risk
q Fqs = {Xi(u), Niq(u), Yi(u+), 0 ≤ u ≤ s; i = 1, ..., n} and the filtration for all Q
risks Fs = {Fqs; q = 1, .., Q}, two probability models are usually used. The crude
probability model is given as:
P (dNiq(s) = 1|Fs−) = Yi(s)λq(s;Xi(s))ds,
where λq(·) is some intensity rate process. Note that the crude probability model is
conditioning on the presence of all Q competing risks. The net probability model, on
the other hand, is conditioning only on the qth risk:
P (dNiq(s) = 1|Fqs−) = Yi(s)λq(s;Xi(s))ds.
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In our proposed joint model, we utilize the crude probability model. The main reason
is that all the competing risks interact with each other so that only conditioning on
one risk does not give adequate information for modeling the events.
Various studies dealing with joint models, e.g., any two of the RCR, LM, and
Terminal event are available in the literature. The joint model for a LM and terminal
event receives the most attention. The study indicates that when LM and terminal
event data are correlated, the joint model performs better in prediction than modeling
two processes separately. This joint model usually uses the past history of the LM or
a shared latent structure of random effects ([58]) to study the relationship between
LM and terminal event. Extensions to the shared random effect models include the
consideration of multiple LM outcome or multiple failure times or both ([20]).
The joint models for RCR and a terminal event also receives great attention.
Relationship between the RCR and terminal event has been studied in the joint
model. The joint model usually uses a random effect that reflects the frailty of a unit
to link these two processes ([30]). A dynamic and stochastic framework can also be
used to make the model easier to interpret and more realistic ([31]). An important
usage of this joint model is that we can use the information provided in the recurrent
events to improve the prediction of terminal event, especially in the field of precision
medicine.
In clinical trials and biomedical studies, RCR and LM are usually correlated with
each other. Therefore, joint modeling of RCR and LM are built in some literature.
One example of this type of joint model is a marginal model based on the generalized
linear mixed model ([15]). This model has two sets of random effects: one set for the
correlation of RCR and LM, the other set for the accommodation of overdispersion.
Another example of this type of joint model uses latent classes or latent Gaussian
processes along with covariates information of units ([56]). This model is applied to
study the relationship between CD4 level (LM) and HIV disease occurrences (RCR).
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Finally, in case when RCR, LM and terminal event are correlated with each other,
joint modeling of all these three processes are studied in some recent literature. One
example is the HIV study proposed by Liu and Huang [29]. CD4 level (LM), oc-
currences of recurrent diseases (RCR), and death (Terminal Event) were tracked on
HIV patients over a certain amount of time. This joint model study focuses on the
association of all three processes. The dependence is modeled through random effects
so that all three processes link with each other. Research for joint modeling of all
three processes is still in progress, our proposed joint model gives a new choice for
simultaneously modeling all three processes.
1.4 Importance of Contributions
In this dissertation we propose a joint dynamic model for the LM, RCR and HS pro-
cesses that could facilitate the exploitation of the synergy among these components.
The proposed class of models is also general in that it subsumes as special cases many
existing joint models. Novel and innovative aspects of the proposed joint stochastic
models are three-fold.
First, the joint stochastic modeling considers an LM that takes on discrete or
categorical values. Previous works dealing with marker processes usually assume
that the marker process has a continuous-state space ([55], [53], [23], [29], and [15]).
We have described several concrete scenarios where a discrete LM is observed. In
addition, the proposed model is more general in modeling the time-to-event process.
This process will also have a finite state space with some of the states being absorbing,
and each absorbing state representing a type of terminal event. The simplest state
space consists of the “alive” and “dead” states, with “dead” an absorbing state. The
HS process in the proposed model is more general than this alive/dead situation in
that it allows for transitions among multiple transient states prior to entering one of
the possible absorbing states. When a unit enters an absorbing state, data accrual
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terminates, which is equivalent to entering the “dead” state in the previously modeled
time-to-event situation.
Second, the proposed model aims to capture the dynamic and synergistic nature
of the underlying data generation processes in order to account for the interactions of
the LM, RCR, and HS processes. This is achieved by using continuous-time Markov
chains and counting processes to dynamically model the synergy among the three
processes. For the LM and HS processes, baseline infinitesimal generators will be
introduced, while for the RCR, the analogous intensity processes will be defined.
Treating each of the processes separately or marginally does not allow for an effective
exploitation of such synergies. In fact, when the three processes are associated with
each other, marginal modeling may lead to biased estimators since the marginal model
will then be a mis-specified model. For instance, if we ignore HS, then we will be
ignoring the fact that the time to the absorbing state is a right-censored time for
both the RCR and LM processes. On the other hand, if we ignore the RCR or LM,
using standard continuous-time Markov chain to model time to the absorbing state
will not take full advantage of the available information and the dependency structure
in the data, which leads to biased inferences. In the paper, we develop appropriate
statistical inference procedures for the proposed joint stochastic model.
Third, the joint stochastic model induces a dynamic dependency structure among
the three processes. In the proposed model, future occurrences of events from one
process, be it a RCR occurrence or a state transition in the LM or HS processes,
given the previous and current information for the three processes, are affected by
their realized history up to the current time. The past history of these three processes
provides useful and meaningful information on future event occurrences. Hence, mod-
eling these processes without considering the full past history information would lead
to a bias. On the other hand, the hazards of all three processes will also update the
history of these processes.
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In summary, the proposed joint model is more realistic as it takes into considera-
tion simultaneously many aspects of the experimental unit. There is a competing risk
aspect for each of the three processes. In the HS process, the states are competing
with each other, until the unit reaches the absorbing state. This is also true for the
LM and RCR processes. Based on these traits above, the proposed joint model ap-
proach will improve the prediction accuracy of survival probability, event occurrences
and transitions to absorbing health status of a new unit from the same population,
which will help for the personalized interventions and precision medicine. This per-
sonalized intervention is potentially important as it can delay the occurrence time
of the terminal event if the terminal event is detrimental or expedite the occurrence
time of the terminal event if the terminal event is advantageous.
1.5 Outline of Contents of Dissertation
The remainder of the dissertation is organized as follows. In Chapter 2, we provide
the mathematical formulation and setting of the class of joint models and discuss
the elements and interpretations of the parameters of the joint model. We start by
introducing some concepts and notations, and then providing each of the component
of the joint model. Some of the relevant counting and martingale processes of the joint
model are illustrated. A semi-parametric estimation procedure for the joint model
is developed in Chapter 3. The likelihood function and procedures for estimating
the parameters of this joint model are developed. We obtain the Nelson-Aalen type
of estimators for the baseline hazard function. We then apply the profile likelihood
method to estimate the unknown finite dimensional model parameters. We set the
score functions of the model parameters to be zero vector and then solve them by
applying the Newton-Raphson method.
In Chapter 4, we demonstrate that the R programs ([46]) we developed to im-
plement the estimation procedure are able to obtain estimates of the parameters
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of the joint model given an observed data set. We then perform simulation stud-
ies to investigate the finite-sample properties of the estimators of both finite- and
infinite-dimensional parameters. In order to check the validation of the proposed
joint model, the numerical summaries of these unknown parameters and the correla-
tion among these three processes are presented. An illustrative demonstration of the
inference procedures for the joint model using a real data set is provided in Chapter 4
too. The model parameter estimates, the information-based standard error, and the
hypothesis test for the model parameters are presented in the study. The asymptotics
properties of the proposed model parameters are studied in Chapter 5-6. Chapter 7




Mathematical Formulation of Joint Model
2.1 Elements of the Joint Stochastic Model
We introduce notation and the needed stochastic processes to describe the proposed
joint stochastic model in this subsection. From hereon, all random entities will be
defined on a basic filtered probability space (Ω,F,Pr) with a filtration F = {Fs : s ≥
0}.
We suppose that n independent experimental units or subjects will be monitored,
with the ith unit monitored over time [0, τi], where τi’s are independent and τi ∼ Gi,
for i = 1, 2, · · · , n. A Gi may be degenerate, corresponding to a pre-determined fixed
monitoring period for the ith unit. We also observe a p-dimensional time-independent
covariate vector Xi = (Xi1, . . . , Xip), with each of the components of this vector
representing a specific characteristic of unit i.
The first component in the proposed joint model is the recurrent competing risks
(RCR) process. Occurrences of Q-types of recurrent events for unit i are recorded
over time s ∈ [0, τi] in the multivariate counting process vector: Ni = {Ni(s) =
(Ni1(s), . . . , NiQ(s)) : s ≥ 0}, where Niq(s) takes values in {0, 1, 2, . . .} at time s,
for q ∈ {1, 2, . . . , Q}. Ni(0) = (0, . . . , 0)1×Q and Niq(s) is the number of qth-type
event occurrences on or before time s for unit i. It will be assumed that E(Niq(s)) <
∞,∀s < ∞. Sample paths of Niq(s) are non-decreasing and right-continuous step
functions. We assume that at any time s, no more than one of the components of
Ni(s) jumps and if a jump occurs the jump size is 1, that is,
∑Q
i=q ∆Niq(s) ≤ 1
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where ∆Niq(s) ≡ dNiq(s) = Niq(s)−Niq(s−). The counting process representing the
cumulative event occurrences of all types is denoted by Ni.(s) =
∑Q
q=1Niq(s).
For unit i, successive calendar times of event occurrences of risk q are {Sijq, j =
1, 2, . . . , Niq(τi)} and we also define Si0q = 0. The inter-event or gap times are denoted
by {Tijq = Sijq − Si(j−1)q, j = 1, . . . , Niq(τi)}. The successive calendar times for unit
i and any type of recurrent event are {Sij, j = 1, 2, . . . , Ni.(τi)} with Si0 = 0. Let
τ = max1≤i≤n{τi} be the largest monitoring time. To simplify notation in the sequel,
we let SiNi.(τ)+1 ≡ τ , and for risk q we also let Si(Niq(τ)+1)q ≡ τ .
As alluded to in the practical examples, when a recurrent event occurs, an inter-
vention will usually be performed, and such an intervention could impact the occur-
rences of future event occurrences. In order to model the effects of such interventions,
we adopt the notion of an effective age process, also referred to as the virtual age
process, as was done in [12], [2], [41], [19], [13], and [43]. This effective age process
will be the argument in the baseline hazard rate function. These interventions will
usually be dynamically determined in the sense that the type of intervention per-
formed after an event occurrence is informed by the conditions just after the event
occurrence. As such the effective age process is also a stochastic process. For the ith
unit we denote this by Ei = {Ei(s) = (Ei1(s), . . . , EiQ(s)) : 0 ≤ s ≤ τi}, which is an
observable process whose components are nonnegative, piecewise left-continuous and
differentiable F -predictable processes.
Some common examples of these effective age processes are; (i) Eiq(s) = s, coin-
ciding with an ‘imperfect repair’ in reliability terminology; (ii) Eiq(s) = s−SiNiq(s−)q,
the backward recurrence time for the qth risk, which corresponds to a ‘perfect repair’
for just the qth risk. Another possibility is to perform a ‘perfect repair’ at all Q
risks anytime a recurrent event occurs, so Eiq(s) = s − SiNi.(s−) for q = 1, 2, . . . , Q.
See also the effective age processes in [12] and [19]. An intuitive example of perfect
repair for just the qth risk is shown in Figure 2.1. More generally, if we have two
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Figure 2.1 An example of perfect repair effective age for just the qth risk. We
assume that Si1q = 2, Si2q = 3.
sequences {Bqj : j = 0, 1, 2, ..} and {Cqj : j = 0, 1, 2, ...} such that Bq0 = 0, Cq0 =
1, Bqj ≥ 0, Cqj ∈ (0, 1], and Bq(j+1) ≤ Bqj +CqjTijq, the general repair effective age is
Eiq(s) = BqNiq(s−) + CqNiq(s−)(s− SiNiq(s−)q).
The second component in the proposed joint model is the health status (HS)
process. A health status monitor Vi = {Vi(s) : s ≥ 0} is observed over time s ∈ [0, τi]
for unit i, with Vi(s) ∈ V = V0∪V1, where V is a finite state-space, V0 are absorbing
states, and V1 are transient states. For example, V0 = {v01 = Dead} and V1 =
{v11 = Healthy, v12 = Diseased}. Notice that if unit i reaches an absorbing state, data
collection on unit i ceases. The time-to-terminal event is Ci = inf{s ≥ 0 : Vi(s) ∈ V0},
while the absorbing state at time Ci is Ai = V (Ci) ∈ V0.
The third component in the proposed joint model is the longitudinal marker (LM)
process. This is the process Wi = {Wi(s) : s ≥ 0} for unit i, which takes on values
in a finite, possibly multi-dimensional, state space W. For example, Wi(s) could be
unit i’s cholesterol level at time s, and W = {w1 = Low, w2 = Normal, w3 = High}.
In some papers, Wi is a continuous-valued process, but here we confine our attention
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to a discrete-valued LM process. The at-risk process for unit i is Yi = {Yi(s) =
I(min{Ci, τi} ≥ s) : s ≥ 0}, where I(·) is the indicator function. If Yi(s) = 1,
then unit i is still under observation or at-risk at time s; while Yi(s) = 0 indicates
that it is not anymore under observation at time s. Note that Yi is a bounded and
left-continuous process, hence it is a bounded F -predictable process.
2.2 Data Observables
For unit i ∈ {1, 2, . . . , n}, we now gather these observable random entities into Di =
{Di(s) : s ≥ 0} with Di(s) = {Xi, (Ni(s), Vis ≡ Vi(s),Wis ≡ Wi(s), Yi(s), Ei(s))}.
These n observables induce a natural filtration FN = {FNs : s ≥ 0}, where FNs =
σ{Di(v) : v ≤ s} is the sigma-field induced by all the observed data up to time s.
This natural filtration is contained in the filtration F . For our purposes, we may in
fact assume that F = FN .
For concreteness, we illustrate data that could accrue for some units. These are
from a simulated data set with n = 50 that will be used later for illustration purposes
and whose generative model will be described in later sections. Each unit could
experience three types of competing risks, three health statuses (status 1 is absorbing
status), and three marker states. The occurrences of RCR events are marked by
different symbols. The HS and LM processes are tracked either by piecewise smooth
lines or different symbols. Figure 2.2 shows an example of an experimental unit that is
censored at an approximate time of t = 1. The observed LM, RCR, and HS processes
are shown in the plot. The unit starts at health status 2, then at time around 0.8, it
transitions to status 3. Similarly, the unit starts at marker state 3, then its successive
transitions are to marker states 1, 3, 2, 3, respectively. We also see that there are
2, 4, 2 event occurrences for recurrent competing risks 1, 2, 3 respectively. Since the
unit does not reach the absorbing state, we use the extended line after the censoring
time to show this information. Figure 2.3 shows an example of an experimental unit
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that reaches an absorbing state. We see that at approximate time of t = 1.9, the
health status reaches the absorbing state 1.
Figure 2.4 shows the covariate values of all fifty units in a simulation study. Values
of Xi2 are indicated by rectangles if Xi1 = 0, while values of Xi2 are indicated by
circles if Xi1 = 1. Figure 2.5 shows the recurrent competing risks events of all fifty
units. Figure 2.6 shows the health status processes of all fifty units. At time zero, we
only have two possible health status states: 2, 3. After time zero, it shows transitions
to different states. Figure 2.7 is for the longitudinal marker processes of all fifty units.
Since there are no absorbing states for the LM process, all three states are possible
at the time origin.
2.3 Joint Stochastic Model and Parameter Interpretation
In this subsection we formally introduce the joint stochastic model and provide inter-
pretations of the model parameters. The idea in the model specification is to specify
the family of conditional probabilities of the three components over infinitesimal in-
tervals, given the history just before the beginning of each interval, then applying the
product integral to obtain the full joint model over [0,∞). We induce a synergistic
dynamicity to the paths of the three different processes to construct the joint model.
Each of the component has some baseline behavior which are included in the base-
line parameters: the baseline hazard rate functions λ0q for the competing recurrent
event process; the infinitesimal generator η for the V -process, and the infinitesimal
generator ξ for the W -process. Some form of proportionality (the covariate vector,
synergies of the components) is then imposed through the exponential link functions.
We first introduce the generic mapping ι defined as follows: For a set A with m
elements, A = {a1, . . . , am}, let ιA(a) = (I(a2 = a), . . . , I(am = a)). Here ιA(a) is the
indicator vector of a without considering the first element of A. Then ιA(a1) = (0).
We exclude the indicator function of a1 in the ι mapping for the purpose of model
19
Figure 2.2 An example of an experimental unit that is censored at an approximate
time of t = 1. The observed LM, RCR, and HS processes are also plotted. There are
3 types of recurrent competing risks, 3 health status states, and 3 longitudinal
marker states. The symbols in RCR indicate the times of occurrences of the
recurrent events. The lines in HS and LM indicate the state evolution of this unit.
The extended line after the censoring time indicates the unit does not reach the
absorbing state.
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Figure 2.3 An example of an experimental unit that reaches the absorbing state
“1”. This is the same setting as in Figure 2.2.
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Figure 2.4 Covariate values of the n = 50 units for a simulated data set. Values of
Xi2 are indicated by rectangles if Xi1 = 0, while values of Xi1 are indicated by
circles if Xi1 = 1. Here Xi1 iid∼ Ber(0.5), Xi2 iid∼ N(0, 1). Xi1 and Xi2 are generated
independently of each other.
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Figure 2.5 Recurrent competing risk events for n = 50 units for a simulated data
set. There are three types of competing risks. Each unit is either censored (“+”) or
reaches the absorbing status (“×”). The plot only shows the observations up to
time t = 3 for illustrative purposes.
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Figure 2.6 The health status processes for n = 50 units for a simulated data set.
At time zero, we only have two possible status values: 2, 3. After time zero, it shows
the transitions to different states.
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Figure 2.7 The marker processes for n = 50 units for a simulated data set. Since
there are no absorbing states for the LM process, all three states are possible at the
time origin. After time zero, it shows the transitions to different states.
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identifiability. Next, we introduce functions, quantities, and parameters that will be
needed in describing the joint model. These are enumerated below:
• For each q ∈ {1, 2, . . . , Q}, there is a hazard rate function λ0q(·) with associated
cumulative hazard function Λ0q(·) and survivor function F̄0q(·) = exp{−Λ0q(·)}.
These could be parametrically or nonparametrically specified.
• For each q ∈ {1, 2, . . . , Q}, there is a mapping ρq(·; ·) : ZQ0,+×<dq → <0,+ where
the dq’s are known positive integers. There is an associated vector αq ∈ <dq .
• There is a collection of nonnegative real numbers η = {η(v1, v2) : v1, v2 ∈
V, v1 6= v2}, and we define for every v1 ∈ V, η(v1, v1) = −
∑
v∈V;v 6=v1
η(v1, v) , and
with η(v1, v2) = 0 for every v1 ∈ V0 and v2 ∈ V.
• There is a collection of nonnegative real numbers ξ = {ξ(w1, w2) : w1, w2 ∈




• Let Bi(s) = [Xi, ιV(Vi(s)), ιW(Wi(s))] and θM1 = [β1, γ1, κ1]T , where ‘T ’ is trans-
pose.
• Let B2i(s) = [Xi, ιW(Wi(s)), Ni(s)] and θM2 = [β2, κ2, ν2]T .
• Let B3i(s) = [Xi, ιV(Vis), Ni(s)] and θM3 = [β3, γ3, ν3]T .
The λ0q’s, αq’s, η, ξ, θM1, θM2, and θM3 will be the unknown model parameters. In
addition, for v ∈ V, w ∈W, and n0 ∈ ZQ0,+, we let
F∗is−(n0, v, w) = Fs−
⋂
{Vi(s−) = v,Wi(s−) = w,Ni(s−) = n0}.
We are now in position to state the basic probabilistic structure of the joint model. We
consider unit i, and let ni ∈ ZQ0,+, dni ∈ {(0, 0, . . . , 0), (1, 0, . . . , 0), . . . , (0, 0, . . . , 1)},
v1i ∈ V, v2i ∈ V, w1i ∈ W, and w2i ∈ W. For every s ≥ 0 and 0 < ds ≈ 0 and over
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the infinitesimal interval [s, s+ ds), our model specifies that
Pr{Ni((s+ ds)−) = ni + dni;Vi((s+ ds)−) = v2i;Wi((s+ ds)−) = w2i|









[η(v1i, v2i) exp{B2i(s−)θM2}ds]I(v1i 6=v2i) (2.2)
[1 + η(v1i, v1i) exp{B2i(s−)θM2}ds]I(v1i=v2i)
}
×{
[ξ(w1i, w2i) exp{B3i(s−)θM3}ds]I(w1i 6=w2i) (2.3)




As a consequence, the joint probability, which will be the full likelihood when
viewed as a function of the model parameters, of observing the trajectories













Pr {Ni((s+ ds)−) = ni(s−) + dni(s);




where pVi(0),Wi(0)(, ·, ·) denotes the initial joint probability mass function of
(Vi(0),Wi(0)). Recall that, with probability one, Ni(0) = 0.
For a given unit, the conditional joint probability model in (2.1) indicates that,
at time s and given the history up to time s−, the RCR, LM, and HS processes need
not be stochastically independent. Instead, in any infinitesimal time interval, there
could only be at most one event, either an RCR, LM, or HS event, that could happen.
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In a sense the RCR, HS, and LM components are competing with each other to have
an event occurring in that infinitesimal time interval.
The joint model posited in (2.1) is implied by a more restrictive conditional inde-
pendence model which postulates that, for each s ≥ 0,
(i) For each q ∈ {1, 2, . . . , Q},
Pr{Niq((s+ ds)−)−Niq(s−) ≥ k|F∗is−(ni, v1i, w1i)} =
Yi(s){I{k = 1}λ0q[Eiq(s)]ρq[Ni(s−);αq] exp{Bi(s−)θM1}ds
+I{k > 1}op(ds)};
(ii) For v2i 6= v1i,
Pr{Vi((s+ ds)−) = v2i|F∗is−(ni, v1i, w1i)} =
Yi(s){η(v1i, v2i) exp{B2i(s−)θM2}ds+ op(ds)};
(iii) For w2i 6= w1i,
Pr{Wi((s+ ds)−) = w2i|F∗is−(ni, v1i, w1i)} =
Yi(s){ξ(w1i, w2i) exp{B3i(s−)θM3}ds+ op(ds)};
(iv) Conditional on F∗is−(ni, v1i, w1i), the random vector
{Niq((s+ ds)−), q = 1, 2, . . . , Q;Vi((s+ ds)−),Wi((s+ ds)−)}
has independent components.
A novel aspect of the proposed joint model is its generality. It encompasses as
special cases several models that have been considered in the literature. For instance,
if we only consider the RCR component, only one type of competing risk, no inter-
vention nor impact of accumulating events, it becomes the Cox proportional hazards
model ([10]). The IID recurrent event model, without frailty, studied in [44] obtains
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by having only one type of recurrent event, no covariates, ρ(n;α) = 1, E(s) set to be
the backward recurrence time, and no HS nor LM components. If we further include
the impact of accumulating event occurrences and covariates, we obtain the class of
models in [41], which was further studied in [43]. If we only include the HS component
and set B2i(s) = 0, we obtain a continuous-time Markov chain model (cf., [47]).







Pr{dNi(s) = 1q;Vi((s+ ds)−) = v1i;Wi((s+ ds)−) = w1i|
F∗is−(ni, v1i, w1i)}.
where 1 is in the q-th position in 1q ≡ (0, . . . , 0, 1, 0, . . . , 0). Thus, the λ0q(·) serves as
a baseline hazard rate function for the qth risk in the spirit of the Cox proportional
hazards model ([10]). Observe, however, that at time s, this baseline hazard rate func-
tion is evaluated at the effective age Eiq(s), which reflects the effect of the intervention
that was performed after the last event occurrence. Let F0q(·), F 0q(·) ≡ 1 − F0q(·),
f0q(·), Λ0q(·) =
∫ ·
0 λ0q(s)ds be the baseline distribution, survivor, density, and cumu-





Λ0q(t) = − logF 0q(t).
In our model, the number of occurrences of each type of recurrent event may
strengthen or weaken the unit. For example, a patient who has experienced numerous
occurrences of pain may have its time to next-occurrence-of-pain to be stochastically
smaller than one who has experienced fewer occurrences of pain. This is manifested
in the model via the nonnegative bounded function ρq(·;αq). Here αq is an unknown
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model parameter and the initial condition is ρq(0;αq) = 1. Examples of ρq are
ρq(k;αq) = (αq)log(1+k) or ρq(k;αq) = exp{αq log(1 + k)}. As indicated in [18], to
avoid explosion, that is in order for P (Niq(τ) <∞) = 1 for any i and q, the function
ρq need to be chosen appropriately. For the exponential link function in the model,
θM1 is an unknown regression parameter which quantifies the effect of the unit’s
covariate, LM process, and HS process values. The link function does not include
Ni(s) and its associated parameter ν1 for model identification purpose.
Next, for v1i 6= v2i and w1i 6= w2i, we observe from (2.1) that





Pr{dNi(s) = 0;Vi((s+ ds)−) = v2i;Wi((s+ ds)−) = w1i|
F∗is−(ni, v1i, w1i)};
and





Pr{dNi(s) = 0;Vi((s+ ds)−) = v1i;Wi((s+ ds)−) = w2i|
F∗is−(ni, v1i, w1i)}.
As such the collections {η(v1, v2) : v1, v2 ∈ V, v1 6= v2} and {ξ(w1, w2) : w1, w2 ∈
W, w1 6= w2} can be viewed as baseline infinitesimal generators associated with the
embedded continuous-time Markov chains (cf., [47]) associated with the HS and LM
processes. In particular, η(v1i, v2i) is the rate of the HS process transitioning from
v1i to v2i, together with no changes in the RCR or LM processes, at time s, given
the history just before time s, and when B2i(s−) = 0. A similar interpretation for
ξ(w1i, w2i) holds as well. Moreover, we have
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η(v1i, v2i) exp{B2i(s−)θM2}, (2.7)
so that η(v1, v1) = −
∑
v2 6=v1;v1,v2∈V η(v1, v2). A similar result holds for ξ(w1, w1). Note
also that for v0 ∈ V0 an absorbing state, we have η(v0, v) = 0 for any v ∈ V. The expo-
nential link function exp{B2i(s−)θM2} is composed of B2i(s) = [Xi, ιW(Wi(s)), Ni(s)]
and unknown regression parameter θM2 = [β2, κ2, ν2]T . This link function reflects how
the the health status process is affected by the covariate vector and the other two
components. This link function does not include ιV(Vi(s)) since its effect is subsumed
in the infinitesimal generator term. The link function exp{B3i(s−)θM3} for the LM
process is constructed similarly.
Just focusing on one unit, say unit i, suppose that just before time s, we know
that Ni(s−) = n, Vi(s−) = v1,Wi(s−) = w1. We may ask what the distribution is of
the sojourn time at this combination of states of the RCR, HS, and LM processes.
Denoting this sojourn time by T (s;n, v1, w1), we obtain from our model that, for
t > 0,









−η(v1, v1) exp{B2i(s−)θM2} − ξ(w1, w1) exp{B3i(s−)θM3}] ds} .
Note in particular that if λ0q(·) = λ0q, where λ0qs are constants, corresponding to
exponential baseline distributions for the competing recurrent risks, then the sojourn
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time has an exponential distribution, though the rate will be state-dependent. Still
focusing on just unit i, another question that one may ask is, given that an event
has occurred at time s, what is the probability that it is a specific type of event? To
illustrate, the conditional probability that the event occurred for the qth recurrent
competing risk, given that the states just before time s is (n, v1, w1) and that an event
occurred at time s, is





λ0p[Eip(s)]ρp(n;αp)eB1i(s−)θM1 − η(v1, v1)eB2i(s−)θM2 − ξ(w1, w1)eB3i(s−)θM3
.
We emphasize that the conditional probability above is just in light of information
that have accrued for the ith unit. If one is to consider the information that have
accrued to all the units in the study up to time s−, then the denominator needs to
take that into account. We also point out that in contrast to the Cox proportional
hazards model, the conditional probability above still depends on the baseline hazard
rate functions and the infinitesimal generators. Analogous expressions arise for the
conditional probabilities that the event that occurred at time s is from the HS process
or the LM process.
At time s, this sojourn time distribution, together with the conditional probabil-
ities of specific types of events occurring, given that an event has occurred, suggests
a procedure to generate a simulated value from this joint model.
First, one generates a sojourn time according to the conditional sojourn time
distribution, which will yield a value of t. Second, one then generates a multinomial










) with probability vector given by the
conditional probabilities above at s+t and under the state valuesNi(s), Vi(s),Wi(s) to
determine the type of event that occurred at (s+ t). To form a complete realization,
one iterates this process starting at time zero, with the state values at time zero
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generated according to the joint initial probability mass function, until either time τi
is reached or when the HS process of the unit enters an absorbing state.
2.4 Relevant Counting, Compensator and Martingale Processes
In this subsection, we further examine the stochastic processes underlying our joint
model. In anticipation of the inferential aspects of our model, we now describe per-





Then define Miq = {Miq(s) : s ∈ [0, τ ]} with Miq(s) = Niq(s) − Aiq(s). Note that
the Aiqs and Miqs depend on the parameters of the RCR component, which are the
baseline hazard rate functions λ0q(·)s, the αqs, and θM1. Next, form the vector of
processes Mi = [Mi1, . . . ,MiQ]T and Ai = [Ai1, . . . , AiQ]T . For any given time s, we
have E(Miq(0)) = 0 and
E(dMiq(s)|F∗is−(ni, v1i, w1i)) =
E(dNiq(s)|F∗is−(ni, v1i, w1i))− dAiq(s) = dAiq(s)− dAiq(s) = 0,
by the fact that Aiq(·) is a predictable process and dNiq(s) ∈ {9, 1}. Hence, with
the assumption that the expected value of Niq(s) is finite, Miq is a zero-mean square-
integrable F -martingale.
To calculate the conditional covariance, we need to introduce the predictable
quadratic variation process:








d〈Miq〉(s) ≡ Var(dMiq(s)|F∗is−(ni, v1i, w1i)) = dAiq(s)(1− dAiq(s)) ≈ dAiq(s),
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and for p, q ∈ {1, ..., Q} with p 6= q,
d〈Mip,Miq〉(s) =
Cov(dMip(s), dMiq(s)|F∗is−(ni, v1i, w1i)) = −dAip(s)dAiq(s) = op(ds).
This shows that the covariance between competing risk p and q is negligible. Then,
Mi is a vector of zero-mean square-integrable martingales with matrix of predictable
quadratic covariation processes given by
〈Mi,Mi〉(s) = Diag(Ai(s)),
where for a vector a, Diag(a) is the square matrix with diagonal elements obtained
from a.
We also define relevant counting processes associated with the HS and LM com-
ponents. For all n units, denote by 0 ≡ S0 < S1 < S2 < . . . < SK ≤ τ the distinct
K successive event times where the event could either be from the RCR, HS, or LM
component. We adopt the convention that Sj = ∞ for j > K. For the HS and LM
components, define for v1 6= v2 and w1 6= w2, the following processes:
NHi (s; v1, v2) =
∞∑
j=1
{Vi(Sj−) = v1, Vi(Sj) = v2, Sj ≤ s};
NLi (s;w1, w2) =
∞∑
j=1
{Wi(Sj−) = w1,Wi(Sj) = w2, Sj ≤ s};
Y Hi (s; v1) = Yi(s)I{Vi(s−) = v1};
Y Li (s;w1) = Yi(s)I{Wi(s−) = w1};
AHi (s; v1, v2) =
∫ s
0
Y Hi (v; v1)η(v1, v2)eB2i(v−)θM2dv;
ALi (s;w1, w2) =
∫ s
0
Y Li (v;w1)ξ(w1, w2)eB3i(v−)θM3dv.
The NHi (s; v1, v2) and NLi (s;w1, w2) are the total number of transitions up to time
s for unit i from state v1 to state v2, and from state w1 to state w2, respectively.
The Y Hi (s; v1) and Y Li (s;w1) indicate if unit i is at-risk at time s− of being able to
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transition to v2 and w2, respectively. Then
{
MHi (s; v1, v2) ≡ NHi (s; v1, v2)− AHi (s; v1, v2) : s ∈ [0, τ ]
}
;{
MLi (s;w1, w2) ≡ NLi (s;w1, w2)− ALi (s : w1, w2) : s ∈ [0, τ ]
}
are both zero-mean square-integrable martingales with respective predictable
quadratic variation processes AHi (s; v1, v2) and ALi (s;w1, w2). We then form the fol-
lowing vectors
NHi (s) = [NHi (s; v1, v2)] v1 6=v2
v1,v2∈V
, AHi (s) = [AHi (s; v1, v2)] v1 6=v2
v1,v2∈V
,
MHi (s) = NHi (s)− AHi (s);
NLi (s) = [NLi (s;w1, w2)] w1 6=w2
w1,w2∈W
, ALi (s) = [ALi (s;w1, w2)] v1 6=v2
w1,w2∈W
,















i (s) = NAi (s)− AAi (s).
Then {MAi (s) : s ∈ [0, τ ]} is a vector of zero-mean square-integrable martingales
whose matrix of predictable quadratic variation processes is given by 〈MAi ,MAi 〉(s) =
Diag[(Ai(s), AHi (s), ALi (s))]. Note that MAi could be viewed as the ‘error’ in the
representation NAi (s) = AAi (s) + MAi (s) with the NAi being the observable process,
whereas AAi (s) is the predictable dynamic signal process. These martingales will
become crucial in obtaining the analytical finite-sample and asymptotic properties of
the estimators.
To obtain the conditional covariance of MAi , we notice that
d〈MAi ,MAi 〉(s) ≡
Cov(dMAi (s), dMAi (s)|F∗is−(ni, v1i, w1i)) = Diag[dAAi (s)]− [dAAi (s)]⊗2.
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Specifically,
d〈Miq〉(s) ≡ Var(dMiq(s)|F∗is−(ni, v1i, w1i)) = dAiq(s)(1− dAiq(s)) ≈ dAiq(s),
d〈MHi (·; v1, v2),MHi (·; v1, v2)〉(s) = dAHi (s; v1, v2),
d〈MLi (·;w1, w2),MLi (·;w1, w2)〉(s) = dALi (s;w1, w2),
and for p, q ∈ {1, ..., Q} with p 6= q,
d〈Mip,Miq〉(s) =
Cov(dMip(s), dMiq(s)|F∗is−(ni, v1i, w1i)) = −dAip(s)dAiq(s) = op(ds).
This shows that the covariance between competing risk p and q is negligible. By
the fact that no simultaneous HS or LM state transitions or RCR event occurrences
happen at the same time, we can then obtain the similar result that the covariance
between any two of HS, LM, RCR components are negligible.
d〈Mi,MHi 〉(s) = d〈Mi,MLi 〉(s) = d〈MHi ,MLi 〉(s) = op(ds).
Though the matrix of predictable quadratic processes of MAi is in diagonal form,
the components of NAi are dependent, which encapsulates the synergism among the
RCR, HS, and LM components provided for by employing a joint model. To illustrate,
without providing the details of the derivation to conserve space, for i ∈ {1, 2, . . . , n},
q ∈ {1, 2, . . . , Q} and v1, v2 ∈ V with v1 6= v2, we could show that











NHi (z−; v1, v2), Yi(z)λ0q[Eiq(z)]ρq[Ni(z−);αq]eB1i(z−)θM1
]}
dz.
The two covariance terms in the integrand need not be zeros since B2i(z−) depends
on Ni(z−) and Wi(z−), while B1i(z−) depends on Vi(z−) and Wi(z−). Thus, there
will be dependencies among the RCR, HS, and LM components of NAi .
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Chapter 3
Statistical Inference for Joint Model
3.1 Full Likelihood Function
Of critical importance is to be able to infer about the numerous parameters, both
finite- and infinite-dimensional, of the class of joint models. The first step in per-
forming the statistical inference is the simplification of the the full likelihood process
in (2.4).
Recall that the n experimental units are monitored over time [0, τ ] and we denoted
by {Sk, k = 1, 2, . . . , K} the distinct successive event times for all the n units. If for
some k, Sk is an event time for unit i, then the mutually exclusive possibilities are: (i)
an HS state transition from Vi(Sk−1) to Vi(Sk) occurred; (ii) an LM state transition
from Wi(Sk−1) to Wi(Sk) occurred; (iii) there was an event in one of the Q RCR
components. During the time period (Sk−1, Sk) for any k ∈ {1, . . . , K}, there are no
events for any of the n units, though some might have been right-censored in this
time interval.
Assuming that the initial joint distribution of (Vi(0),Wi(0)) do not involve the
model parameters, then following [24], [4] and using the model specification in (2.1),
the full likelihood function over [0, τ ] associated with the data observables of all n























[1 + Yi(s)ξ(wi(s−), wi(s)) exp{B3i(s−)θM3}ds]I(wi(s−)=wi(s))
}
.
Note that dniq(s), I(vi(s−) 6= vi(s)), I(wi(s−) 6= wi(s)) will be 0 except for a finite
number of s− values, and
Q∑
q=1
dniq(s) + I(vi(s−) 6= vi(s)) + I(wi(s−) 6= wi(s)) ∈ {0, 1},
with probability 1 for each time s. By the fact that
bP
a




























































































ALi (τ ;w1, w1)
 .
Hence, the full log-likelihood function over [0, τ ] associated with the data observables
of all n units is given by














































ALi (τ ;w1, w1)}.
3.2 Parameter Estimation
In the second step, we develop a procedure for estimating the unknown model pa-
rameters for the proposed joint model. The estimation procedure is based on [43],
whereas in that model there is only one type of recurrent event, and no terminal or
longitudinal marker process. Inference for the parameters related to RCR, HS, LM
is performed separately, but each sub-likelihood depends on the data from the other
two components.
We start by estimating the model parameters
θ1 ≡ {{λ0q(·), αq : q = 1, ..., Q}, θM1}. By the full likelihood equation (3.1), the
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sub-likelihood with respect to θ1 is given as:

















Here is a summary of the estimation procedure of LR(τ ; θ1). The first step is to
assume that all the finite dimensional model parameters (αq, θM1) are known, and
only the nonparametric λ0q(·)’s are unknown. We obtain the generalized Aalen-
Breslow-Nelson type estimators of each of the Λ0q(·)’s as Λ̂0q(·;αq, θM1)’s, which still
depend on the (αq, θM1). The second step is to plug in the estimators Λ0q(·)’s into
the full likelihood to obtain a profile likelihood that only depends on the finite di-
mensional parameters (αq, θM1). The third step is to obtain the estimators of the
finite-dimensional parameters by maximizing profile likelihood. The fourth step is to
plug the estimators of finite-dimensional parameters (αq, θM1) to the Λ̂0q(·;αq, θM1)’s
to obtain the estimators of the Λ0q(·)’s. The estimators of baseline survivor functions
F 0q(·)’s are then obtained through the product integral representation of cumulative
hazard functions.
We now describe the estimation procedure in detail. We first introduce the tech-
nique of doubly indexed processes that is useful for the estimation procedure. We
notice that the Aiq(·) includes the nonparametric baseline hazard function λ0q(·) eval-
uated at time s at the effective age Eiq(s), for i = 1, ..., n and q = 1, ..., Q. These
effective ages are random and are different for each of the experimental unit i and
risk q. Since our primary interest is to infer about λ0q(·) or Λ0q(·) with respect to
calendar time s, we need to reformulate Λ0q(·) from Eiq(·). As described in [48] and
[44], the reformulation is applied through the use of time-change approach: doubly
indexed processes.
We start by defining Riq(s, t) = I{Eiq(s) ≤ t : (s, t) ∈ [0, τ ]2}. Then we define the






{Miq(s, t) : (s, t) ∈ [0, τ ]2} and {Aiq(s, t) : (s, t) ∈ [0, τ ]2} are defined in the similar
way. Intuitively speaking, Niq(s, t) is the number of occurrences of the q-th type
recurrent event over the time period [0, s] that has the effective ages on these oc-
currences at most t for experimental unit i. Similar explanation is for Miq(s, t) and
Aiq(s, t).
For any unit i and risk q, we define the random function Eijq : [0, τ ]→ R via
Eijq(v) = Eiq(v)I(Sij−1q ,Sijq ](v),
for j = 1, ..., Niq(τ−) + 1. Here, Eijq(·) is the restriction of Eiq(·) on the interval
(Sij−1q, Sijq]. Let E−1ijq (·) be its inverse function and E ′ijq(·) be its derivative. Since the
effective age Eiq(·) is strictly increasing on (Si(j−1)q, Sijq], the inverse function is well





I(Sij−1q ,Sijq ](v), (3.3)
for j = 1, 2, ..., Niq(τ−) + 1. Now, we construct the doubly indexed process Yiq =
{Yiq(s, t; θ1) : (s, t) ∈ [0, τ ]2} by
Yiq(s, t; θ1) =
Niq(s−)+1∑
j=1
ψijq(E−1ijq (t); θ1). (3.4)
We call Yiq(s, t) as the q-th type generalized at-risk process. Yiq(s, t) is an adjusted
count of the number of unit i’s q-th type recurrent events on or before time s whose
effective ages during their occurrences are greater than or equal to t. We then provide
several propositions that will be used for parametric estimation. The detailed proofs
will be provided in a future paper on asymptotics result.
Proposition 3.1. Miq(·, t) is a zero-mean square-integrable martingale for fixed t.
Proposition 3.2. Aiq(s, t) =
∫ t
0 Yiq(s, w)Λ0q(dw) for s, t ∈ [0, τ ].
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We now start to estimate Λ0q(·) and F 0q(·) that still depend on (αq, θM1). Note
that for each q, the baseline cumulative hazard Λ0q(·) is assumed to be nonparametric,
we need to obtain estimators of Λ0q(·) and consequently, a product-limit-type of
estimators of F 0q(·). Define the aggregated doubly indexed processes by M.q(s, w) =
n∑
i=1
Miq(s, w), and similarly for Y.q(s, w) and N.q(s, w). We then define a new indicator
function Jq(s, w; θ1) = I{Y.q(s, w; θ1) > 0}. By Proposition 5.2, we have Miq(τ, t) =
Niq(τ, t) −
∫ t
0 Yiq(τ, w)Λ0q(dw) for any i and q. By the differential form with respect
to the gap time w and sum all i = 1, ..., n together, we get: M.q(s, dw) = N.q(τ, dw)−
Y.q(τ, w)Λ0q(dw). By Proposition 5.1, M.q(τ, dw) has mean zero. Then, a Method-of-
Moment estimator of Λ0q(t) is (assume that 0/0 = 0):





N.q(τ, dw); for q = 1, ..., Q. (3.5)
This estimator is analogous to the estimator of the baseline cumulative hazard func-
tion in the Cox Proportional Hazard model in [10]. We call this estimator as a gener-
alized Aalen-Breslow-Nelson (ABN) estimator. The product-limit-type estimator of
the baseline survivor function is given by













; for q = 1, ..., Q.(3.6)
The estimator of Λ0q’s depend on (αq, θM1). In this step, we obtain estimators of
{αq : q = 1, ..., Q} and θM1 by applying the method of profile likelihood.






















where the last equation follows by substituting Λ0q(dw) with Λ̂0q(τ, dw) obtained
earlier. We observe that this exponential function does not contribute to the profile
likelihood for θ1 since it is independent of θ1. We then substitute λ0q(Eiq(Sm)) in
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L(τ ; θ1) with the estimator Λ̂0q(τ, dEiq(Sm)) and drop terms not dependent on θ1 to
get the profile likelihood function for θ1:












This is a generalization of the profile likelihood for the Cox Proportional Hazard
model in [11]. The maximizer of this profile likelihood function is then the estimator
θ̂1. We now obtain θ̂1 through the regular likelihood estimation procedure. The
logarithm of the profile likelihood function is given by







[log(ρq(Ni(v−);αq)) +Bi(v−)θM1 − log(Y.q(τ, Eiq(v)))]Niq(dv).
(3.7)
By taking the derivative with respect to ({αq : q = 1, ..., Q}, θM1), the resulting





























where for each k = 1, ..., n :
∂
∂αq














The score functions for γ1, κ1 are very similar to Uβ1(τ), with Xi in Uβ1(τ) replaced
by ιV(Viv−),
ιW(Wiv−) respectively; Xk in ∂∂β1 replaced by ιV(VkE−1kjq(Eiq(v))−), ιW(WkE−1kjq(Eiq(v))−), re-
spectively. We observe that any of the score functions above is a finite sum with
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respect to the successive calendar times v = {Sijq : j = 1, ..., Niq(τ−)} because Niq(·)
is a step function with finite number of jumps at Sijqs. The estimator θ̂1 is obtained
by setting all the score functions to zero, and then solving the equations.
Similar to estimating equations in the Cox Proportional Hazard model, numerical
methods such as Newton-Raphson (NR) are used to obtain the estimators of θ̂1. Let
Uθ1(τ) = [Uα1(τ), ..., UαQ(τ), Uβ1(τ), Uγ1(τ), Uκ1(τ)]T .
We take the negative of the partial derivative of Uθ1(τ) with respect to the trans-
pose of θ1 to obtain the observed Fisher information matrix denoted by Iθ1(τ) =





1 + Iθ1(τ ; θ
(old)
1 )−1Uθ1(τ ; θ
(old)
1 ). We assign an initial value for θ1 at the start of the
iteration. The method is applied through the simulation study given later.





Y.q(τ, w; α̂q, β̂1, γ̂1, κ̂1)
.
The estimator of the baseline survivor function associated with Λ̂0q(·) is obtained
similarly by the product-integral representation and the substitution principle.
The estimation procedures for the model parameters in HS and LM components
are in the similar way. We first obtain the estimators of infinitesimal generators
η(·, ·) or ξ(·, ·) as a function of θM2 or θM3, respectively. We then plug in η̂(·, ·; θM2)
or ξ̂(·, ·; θM3) into the full likelihood to obtain the profile likelihood with respect to θM2
or θM3. The maximizer of θM2 or θM3 is then obtained through the ML method. We
then go back to plug in θ̂M2 or θ̂M3 into η̂(·, ·; θM2) or ξ̂(·, ·; θM3) to obtain estimators
of η(·, ·) or ξ(·, ·).
We then obtain parameter estimators related to the health status components in
detail. Using the full log-likelihood function in (3.2), the sub log-likelihood function
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associated with the HS component parameter θ2 ≡ {η(·, ·), θM2} is














AHi (τ ; v1, v1)}.
Let v1, v2 ∈ V with v1 6= v2. The estimator η̂(v1, v2) is obtained by maximizing this
log likelihood with respect to η(v1, v2), assuming that θM2 is known
η̂(v1, v2; θM2) =





Y Hi (Sk; v1)eB2i(Sk−1)θM2(Sk − Sk−1)
. (3.9)
Consequently, we also have





The form of the ‘estimator’ η̂(v1, v2; θM2) is that of an “occurrence-exposure” rate
estimator. We then plug-in η̂(·, ·; θM2) into lH(τ ; θ2) and drop terms not involving
θM2 to obtain the profile log-likelihood for θM2, which is















Y Hi∗ (Sk∗ ; v1)eB2i(Sk∗−1)θM2(Sk∗ − Sk∗−1)
]}
dNHi (Sk; v1, v2).
The estimator of θM2 is the maximizer of this profile log-likelihood:
θ̂M2 = arg max
θM2
lHP (τ ; η̂, θM2).
To obtain this maximizer, we take the partial derivative of lHP (τ ; η̂, θM2) with respect
to θM2 to get the score function for θM2

























Y Hi (Sk; v1)eB2i(Sk−1)θM2(Sk − Sk−1)
.
Observe that {Qik(v1) : i = 1, . . . , n; k = 1, . . . , K} is a probability mass function for
each fixed v1. We then equate this score function to the zero vector, then solve the
equation iteratively, e.g., by NR iteration, to obtain the estimator. We then plug-in
θ̂M2 into η̂(·, ·; θM2) to obtain the estimates of the η(·, ·)’s. We emphasize that the
estimators of θ̂2 and η(v1, v2)s depend on the RCR and LM components. Estimators
for the parameters of the LM component are obtained similarly as for the HS process.
Standard errors of the estimators of the finite-dimensional parameters could be
estimated by using the diagonal elements of the inverse of the observed information
matrix associated with the profile likelihood. The observed information matrix is the
negative of the matrix of second partial derivatives of the logarithm of the profile
likelihood and with unknown parameters replaced by their estimates. For the es-
timators of the baseline cumulative hazard functions Λ0q’s in the RCR component,
the standard errors at given time points could also be estimated using a formula
analogous to that in [3] for the Cox proportional hazards model or in [40] for the
more general dynamic recurrent event model, which is an additive combination of
Greenwood-type expression and a term containing the impact of the estimation of
the finite-dimensional parameters. Standard errors at given time points for the esti-
mators of the baseline survivor functions F̄0q’s are then obtained via the delta-method
approach. These results will be developed and presented in detail in a sequel paper
dealing with analytical finite-sample and asymptotic properties of the estimators.
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Chapter 4
Simulation Studies and Illustration on a Real
Data set
4.1 Simulation Design and Data Generation
There are many parameters in the proposed joint model, so we need a sufficient
number of units over reasonable monitoring periods in order to perform accurate
estimation of parameters. In this subsection, we present the results of simulation
studies to study the properties of the estimators of model parameters. We have
developed R programs ([46]) to implement the estimation procedure described in the
preceding section. We used these programs in our simulation studies and also in the
illustrative data analysis in the next section. In these simulation studies, as is in the
preceding section, when we analyze the resulting data, we assume that the baseline
hazard rate functions are nonparametrically specified, though in the data generation
in the simulations we used a parametric model, in particular, the two-parameter
Weibull baseline hazard rate functions in the sub-model for the RCR components.
The simulation study design is as follows.
For each n ∈ {50, 100}, representing the sample sizes considered in our simula-
tion runs, we performed Mreps =1000 independent replications of the following basic
experiment. Generate data for n independent units. For the ith unit out of the n
units, the covariate values are generated according to Xi1 ∼ Ber(0.5), Xi2 ∼ N(0, 1)
with Xi1 and Xi2 independent. The end of monitoring time is τi ∼ EXP (scale = 5).
For the RCR component, we assume Q = 3 risks and with the baseline hazard rate
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for q = 1, 2, 3 with κ∗q = 2, 2, 3 and θ∗q = 0.9, 1.1, 1. For risk q, we use the effective
age process Eiq(s) = s − Si(Niq(s−))q, which is the backward recurrence time for this
risk; while for the effects of the accumulating event occurrences, we set ρq(n;αq) =
(αq)log(1+nq). For the HS component, we assume V = {1, 2, 3} with state ‘1’ an
absorbing state. In this case, γ is a 1-dimensional vector. For the LM component,
we assume W = {1 = High, 2 = Normal, 3 = Low}. In this case, κ is a 2-dimensional
vector. The true baseline infinitesimal generator matrix η for the HS and matrix ξ












The values in the first row for the η-matrix are all zeros because state 1 in HS is
absorbing. The true values of the remaining model parameters are given in Table 4.2.
For each replication, the realized data for the ith unit among the n units are
generated in the following manner. At time s = 0, we first assign an initial HS state
(either 2 or 3) and LM state (either 1, 2, or 3) under equal probabilities among the
allowable states and independently for the HS and LM processes. We specify a fixed
length of the intervals partitioning [0,∞), which in the simulation run was set to
ds = 0.001. Note that a smaller value of ds makes the data generation agree more
with the model, but also leads to higher computational costs, especially during a
simulation run with many replications. At a given time s, we generate a random
probability vector p ≡ [p1, . . . , pQ+|V−1|+|W−1|]T (excluding the current HS and LM
state at time s, in our case: 3 + 2 + 2 = 7) given by the conditional probabilities from
(2.8), (2.5), and (2.6) at time (s+ ds) and under the state values Ni(s), Vi(s),Wi(s).
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To determine the type of event that occurred at time (s+ ds), we generate a random
vector e ≡ [e1, . . . , eQ+|V−1|+|W−1|]T based on ej ∼ Ber(min{1, pj}) for j = 1, . . . , Q+
|V −1|+|W−1|, and independently of each other. Theoretically, ∑Q+|V−1|+|W−1|j=1 ej ≤
1, but since our procedure is an approximate approach, ∑j ej > 1 may occur on rare
occasions. If this happens, then we choose ej with the largest pj to be 1, and set all
others to be zeros. If more than one ejs equal 1, then we pick one of them at random
to be 1 and set the others to be zeros in order for there to be just one event. Starting
at the first interval [0, ds), we generate the associated e, and if ∑j ej = 1, we declare
that there is an event at ds and stop; whereas, if ∑j ej = 0, we consider the next
interval [ds, 2(ds)) and proceed similarly as in the preceding interval; and so on. If
we reach an interval through this iterative process containing τ , then we declare that
an absorbing state was not reached on or before the end of monitoring. Note that
whether we reach an absorbing state or not, there will always be right-censored event
times or sojourn times.
We remark that the event time generation could also have been implemented
by first generating a sojourn time and then deciding on which event occurred at
the realized sojourn time as alluded to at the end of subsection 2.3. In addition,
depending on the form of the baseline hazard rate functions λ0q(·)’s (e.g., Weibulls)
and the effective age processes Eiq(·)’s (e.g., backward recurrence times), a more direct
and efficient manner of generating the event times using a variation of the probability
integral transformation is possible, without having to do the incremental subdivision
of the time axis as we have done above. However, the method above is actually more
general, though approximate, and applicable even if the λ0q’s or the Eiq’s are of more
complex forms.
Graphical plots of the resulting data for one replicate under the sample size of
n = 50 units are described in Section 2. From these plots, we observe that 36 units
reach the absorbing state with mean time to absorption around t = 1, while 14 units
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did not reach their absorbing states before hitting the end of their monitoring periods,
with the mean monitoring time at about t = 2. Recall that τi’s were Exp(scale = 5)
distributed so the mean of τi is 5. One may wonder then why the mean monitoring
time for those that did not get absorbed is about 2, not close to 5. The reason
for this is an induced selection bias. Those units who got absorbed will tend to have
longer monitoring times, hence those that were not absorbed will tend to have shorter
monitoring times, explaining a reduction in the mean monitoring times for the subset
of units that were not absorbed.
We present some distinctive features of these three processes in Table 4.1 based
on the Mreps replications. The first three rows indicate the mean, standard deviation
of the number of event occurrences per unit for each risk, and the mean time for the
first event occurrence of each risk. For example, risk 1 occurs about 2.6 times per
unit with a standard deviation 3.57. The mean time for risk 1 to occur for the first
time is about 0.48. We notice that occurrence frequencies for three risks are ordered
according to Risk 1  Risk 2  Risk 3, and consequently risk 1 tends to have the
shortest mean time to the first event. Also note that the mean number of event
occurrences per unit for each risk is around 2, which implies that there are not too
few RCR events or too many RCR events (“explosion” as explained in [18]) per unit.
This indicates that our choices of effective age Eiq(·) and accumulating event ρ(·)
function, as well as the other parameters, for the data generation were reasonable.
The fourth to ninth rows show the mean and standard deviation of the number
of the transitions to specific states per unit, the mean and standard deviation of
occupation times per unit for specific states, the mean and standard deviation of
sojourn times for specific states. For example, column 4 tells us that (i) the mean
number of transitions to HS 2 per unit is 2.34; (ii) a unit would stay in HS 2 for an
approximate time of 0.8 on average; (iii) the mean sojourn time for HS 2 is about 0.34.
We do not include information for HS 1 since it is an absorbing state. Comparing the
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Table 4.1 Summary statistics for three processes for Mreps replications of data set.
The first three rows are for RCR events. The first three rows indicate the
mean/standard deviation of the number of recurrent event occurrences per unit for
each risk, the mean time for one recurrent event for each risk. The fourth to ninth
rows are for HS and LM events. They indicate the mean/standard deviation of the
number of transitions to the specific state per unit, the mean/standard deviation of
the occupation time for the specific state per unit, the mean/standard deviation of
the sojourn time for the specific state. The V = 1 is the absorbing state, therefore
not included in the table.
RCR1 RCR2 RCR3 V=2 V=3 W=1 W=2 W=3
MeanCount 2.60 2.06 1.62
sdCount 3.57 2.62 3.37
MeanTimePerEvent 0.48 0.61 0.78
MeanNumTransition 2.34 2.10 1.16 1.36 1.10
sdNumTransition 2.17 2.02 1.31 1.24 1.33
MeanOccupationTime 0.80 0.46 0.59 0.31 0.36
sdOccupationTime 1.83 0.78 1.51 0.58 0.71
MeanSojournTime 0.34 0.22 0.51 0.23 0.32
sdSojournTime 1.09 0.54 1.39 0.49 0.64
V = 2 and V = 3 columns, we find that units tend to transit to HS 2 more often than
state 3. The mean occupation time for state 2 per unit is longer compared to state 3.
For the last three columns, there are more transitions to state 2 than to other states.
A unit tends to stay in LM state 1 more than in the other two states.
To obtain some insights into the induced dependencies among the components,
we also obtained the correlations among RCR, HS, and LM processes over time from
the simulated data. We first constructed a vector of six variables over a finite number
of time points S ⊂ [0, τ ] given by
{Z(s) ≡ [I(Vi(s) = 2), I(Wi(s) = 2), I(Wi(s) = 3), Ni1(s), Ni2(s), Ni3(s)]T : s ∈ S}.
For each s ∈ S, we then obtain the sample correlation matrix C(s) from {Zi(s), i =
1, 2, . . . , n}. Each of the Mreps replications then yields a C(s), so we take the mean
of these Mreps correlation matrices. The matrix of scatterplots in Figure 4.1 provides
the plots of these mean correlation coefficients over time points s ∈ S. Observe that
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Figure 4.1 Two-by-two correlation plots from time s = 0 to time s = 3. The
variables at each time s are
[I(Vi(s) = 2), I(Wi(s) = 2), I(Wi(s) = 3), Ni1(s), Ni2(s), Ni3(s)]. The estimated
correlation value at time s is the mean of the Mreps correlation values at time s
obtained from each of the data sets with n = 50 for each replication.
the joint model do induce non-trivial patterns of dependencies over time among the
three model components.
4.2 Properties of Estimators
For the simulation run with sample size of n, with n ∈ {50, 100}, and for each of
the Mreps replications, we obtained the estimates of the model parameters according
to the estimation procedure described in the preceding subsection. Though we know
that the true baseline hazard rate functions in the RCR component are two-parameter
Weibulls, in the estimation we did not use this information since we wanted to ex-
amine the nonparametrically specified estimation setting. We created a function in
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R to compute the generalized at-risk process Yiq(s, t) by (3.4) with the input values
{i, q, s, t, αq, θM1}. We then obtained the score functions with respect to {αq, θM1}.
The roots of the equation when the score functions are equated to zeros were solved by
the Newton-Raphson method, specifically, the “multiroot” function in R with some
initial values of the unknown model parameters specified. These roots are the MLE
of the unknown parameters. We plugged these estimates into the ‘estimator’ of Λ̂0q(·)
in (3.8) to obtain the estimate of cumulative hazard function Λ0q(·). We then fitted
the model parameters associated with the HS component. We obtained the score
function with respect to θM2 according to (3.10). We then used the Newton-Raphson
method to obtain the MLE of the unknown parameters. We plugged these estimates
into the η̂ in (3.9) to get the estimate of the infinitesimal generator η. Parameter
estimation of the LM component was implemented in a similar manner.
First, for illustrative purpose and to demonstrate that we are able to obtain
estimates via our R programs, we obtained the parameter estimates and their standard
errors using the simulated data set with n = 50 presented in Figures 2.4, 2.5, 2.6, and
2.7. The estimates of the finite-dimensional parameters are presented in Table 4.2.
Figure 4.2 depicts the true and estimated baseline survivor function for each risk in
the RCR component. The estimates of the baseline survivor functions are obtained
using the formula in (3.6). The estimates obtained and the plots demonstrate that,
at least for this particular simulated data set, there is reasonable agreement between
the true parameter values/functions and their associated estimates.
However, the set of estimates obtained for one data set is insufficient to validate the
parameter estimation procedure. To get a sense of the performance of the estimation
procedure, we performed simulation studies with Mreps replications and for two sample
sizes: n ∈ {50, 100}. For each replication, we generated a sample data set according
to the same joint model, then obtained the set of estimates for this data set. Summary
statistics, such as the means, standard deviations, standard errors, percentiles, and
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Figure 4.2 The true and estimated baseline survivor functions for each of the three
risks based on the simulated data set with n = 50 units given in Figures 2.4-2.7.
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Table 4.2 Parameter estimates and information-based standard errors for the
simulated data set with n = 50 units given in Figures 2.4-2.7. The RCR component
includes model parameters α’s and parameters with the first index 1. The HS
component includes parameters with the first index 2. The LM component includes
parameters with the first index 3.
Parameter True Estimate Standard Error
α1 1.50 1.58 0.1254
α2 1.20 1.16 0.1531
α3 2.00 2.10 0.2077
β11 1.00 1.17 0.0862
β12 -1.00 -0.94 0.0955
γ11 1.00 1.17 0.0905
κ11 1.00 1.10 0.0932
κ12 -1.00 -0.68 0.1014
β21 1.00 0.93 0.1658
β22 -1.00 -1.00 0.1589
κ21 1.00 1.00 0.2023
κ22 -1.00 -1.59 0.3954
ν21 1.00 1.24 0.0356
ν22 1.00 1.04 0.0611
ν23 -2.00 -2.30 0.0589
β31 1.00 1.02 0.2802
β32 -1.00 -0.78 0.2786
γ31 1.00 0.97 0.2648
ν31 1.00 0.82 0.0565
ν32 1.00 1.11 0.0857
ν33 -2.00 -2.01 0.0856
boxplots for all Mreps estimates were then obtained or constructed. Table 4.2 shows
these summary statistics of the Mreps estimates for each finite-dimensional parameter.
Also included are the percentile 95% confidence intervals for each of the unknown
parameters based on the Mreps replications stratified according to n = {50, 100}.
From these simulation results, we observe that the estimates are close to the
true values of the model parameters, providing some validation to the estimation
procedure under the class of joint models. By comparing the results for n = 50 and
n = 100 in Table 4.2, we find that when the sample size n increases, the performance
of the estimators of the finite-dimensional parameters improves with the biases and
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Table 4.3 Summary statistics of the parameter estimates for the Mreps replications
in the simulation runs for sample sizes n = {50, 100}. The columns are the true
values of the model parameters, the sample mean of the estimates, the sample
standard deviations, the 2.5% percentile, and the 97.5% percentile. The sample
standard deviations are estimates of the standard errors of the estimators. The
RCR component includes model parameters α’s and parameters with the first index
1. The HS component includes parameters with the first index 2. The LM
component includes parameters with the first index 3. [LEGEND: Mean = sample
mean of the estimates; SD = sample standard deviation of the estimates; PL =
2.5% percentile of the estimates; PU = 97.5% percentile of the estimates.]
Sample Size n = 50 n = 100
Parameter True Mean SD PL PU Mean SD PL PU
α1 1.50 1.56 0.2441 1.11 2.11 1.54 0.1619 1.22 1.85
α2 1.20 1.24 0.2438 0.82 1.80 1.23 0.1791 0.86 1.58
α3 2.00 2.11 0.3948 1.44 2.98 2.08 0.3000 1.51 2.69
β11 1.00 1.09 0.1761 0.75 1.43 1.05 0.1471 0.77 1.34
β12 -1.00 -1.06 0.1096 -1.29 -0.85 -1.04 0.0911 -1.22 -0.87
γ11 1.00 1.11 0.1718 0.80 1.47 1.09 0.1163 0.86 1.31
κ11 1.00 1.13 0.1964 0.79 1.54 1.07 0.1572 0.76 1.39
κ12 -1.00 -1.03 0.2537 -1.56 -0.55 -1.00 0.2377 -1.46 -0.54
β21 1.00 1.01 0.1688 0.68 1.33 1.01 0.1499 0.72 1.29
β22 -1.00 -1.01 0.0951 -1.19 -0.83 -0.99 0.0804 -1.15 -0.84
κ21 1.00 1.02 0.1935 0.65 1.40 0.99 0.1704 0.64 1.33
κ22 -1.00 -1.02 0.3363 -1.73 -0.40 -1.01 0.2417 -1.47 -0.51
ν21 1.00 1.02 0.0860 0.85 1.18 1.02 0.0714 0.87 1.15
ν22 1.00 1.01 0.1036 0.82 1.21 1.00 0.0811 0.84 1.16
ν23 -2.00 -2.03 0.1450 -2.32 -1.74 -2.03 0.0925 -2.20 -1.85
β31 1.00 1.01 0.2369 0.51 1.45 0.99 0.1897 0.61 1.36
β32 -1.00 -0.99 0.1344 -1.26 -0.71 -1.01 0.1011 -1.22 -0.81
γ31 1.00 1.02 0.2313 0.57 1.52 1.01 0.1968 0.64 1.42
ν31 1.00 0.99 0.1285 0.73 1.24 1.00 0.0987 0.81 1.18
ν32 1.00 1.01 0.1427 0.73 1.28 1.01 0.1224 0.78 1.25
ν33 -2.00 -2.01 0.2069 -2.45 -1.61 -2.00 0.1597 -2.30 -1.68
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standard errors decreasing. The graphical summary of these centered estimates for
Mreps replications of n = 50 units is given in Figure 4.3. Centering for each estimator
is done by subtracting the true value of the parameter being estimated. We observe
that the median of all these centered estimates are close to 0. We also observe some
outliers, but the majority of the centered Mreps estimates is close to 0. In Figure 4.4,
we show three types of plots for the baseline survivor function for each risk in the
RCR component. The true Weibull type baseline survivor function is plotted in red
color, the overlaid plots of a random selection of ten estimates of the baseline survivor
functions are in green color, and the mean baseline survivor function based on the
Mreps estimates is shown in blue color.
We observe that there is close agreement between the true (red) and mean (blue)
curves. Based on these simulation studies, the semi-parametric estimation procedure
for the joint model appears to provide reasonable estimates of the true finite- and
infinite-dimensional model parameters, at least for the choices of parameter values
for these particular simulations. Further simulation and analytical studies are still
needed to substantively assess the performance of the estimation procedure for the
proposed joint model. Such studies will be reported in future works.
4.3 Illustration on a Real Data Set
To illustrate our estimation procedure, we apply the joint model and the estimation
procedure to a medical data set with 150 patients diagnosed with metastatic colorectal
cancer which cannot be controlled by curative surgeries. This data set was gathered in
France from 2002–2007 and was used in [14]. It consists of two data sets which are de-
posited in the frailtypack package in the R Library ([46]): data set colorectal.Longi
and data set colorectal. The data set colorectal.Longi includes the follow-up (in
years) of the patient’s tumor size measurements. The times of first measurements of
tumor size vary from patient to patient, so to have all of them start at time zero (time
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Figure 4.3 Boxplots of the centered parameter estimates from Mreps replications
for simulated data sets each with n = 50 units. Centering is done by subtracting the
true parameter value from each of the Mreps estimates.
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Figure 4.4 Overlaid plots of the true baseline survivor function (in red), ten
simulated estimates of the baseline survivor function (in green), and the mean
baseline survivor function based on Mreps simulations (in blue) for each of the three
risks in the RCR component.
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origin), we consider these first measurements as their initial states. Subsequent times
of measuring tumor size are then in terms of the lengths of time from their time ori-
gin. There were a total of 906 tumor size measurements for all the patients. In order
to conform to our discrete-valued LM model, we classify (arbitrarily) the tumor size
into three categories (states): 1, 2, and 3 if the tumor size is in [3.4, 6.6], [2, 3.4], and
(0, 2), respectively. Since the tumor size is only measured at discrete times, instead
of continuously, we assumed that the tumor size state is constant between tumor size
measurement times, and consequently tumor size state only transitions at times of
tumor size measurements. This assumption need not coincide with reality, but we do
so for purposes of illustration. Data set colorectal contains some information about
the patient’s ID number, covariates X1 and X2, with X1 = 1(0) if patient received
treatment C (S); X2 consists of two dummy variables, with X2 = (0, 0), (1, 0), (0, 1)
if the initial WHO performance status is 0, 1, 2, respectively; the time (in years) of
each occurrence of a new lesion since baseline measurement time; and the final right-
censored or death time. There were 289 occurrences of new lesions and 121 patients
died during the study.
Clearly, this data set is a special case of the type of data sets appropriate for our
joint model, where there is only one type of recurrent event, one absorbing health
status state (dead), and one transient health status state (alive). We assume a perfect
intervention Ei(s) = s − SiNi(s−) after each occurrence of a new lesion. We use
ρ(n;α) = αlog(n+1) as in the simulation study. The unknown model parameters in
the RCR (here, just recurrent event) component of the model includes α in the
ρ(·) function, β1 = [β11, β12, β13] for the covariates, and [κ11, κ12] for the LM state.
The unknown parameters in the HS component of the model includes β2 for the
covariates, [κ21, κ22] for the LM state, and ν21 for the recurrent event counting process.
The unknown model parameters in the LM component of the model are β3 for the
covariates and ν31 for the recurrent event process.
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We fitted the joint model to this data set. The resulting model parameter esti-
mates along with the information-based standard error estimates are given in Table
4.4. The standard errors are obtained by taking square roots of the diagonal elements
of the observed inverse of the profile likelihood information matrix. A sequel paper
dealing with analytical properties of the estimators will establish that this procedure
provides valid approximate standard error estimates. The p-values associated with
the two-tailed hypothesis tests are also given in the table. The null hypothesis be-
ing tested for α is that H0 : α = 1, while the null hypotheses for the other model
parameters are that their true parameter values are zeros. We test α = 1 instead of
α = 0 because α = 1 means that the accumulating number of recurrent event oc-
currences does not have an impact in subsequent recurrent event occurrences. From
the values in Table 4.4, the estimate of α is less than one, which may indicate that
each occurrence of new lesion decreases the risk of future occurrences of new lesions,
though from the result of the statistical test we cannot conclude that α < 1. Based on
the p-values, we find that the initial WHO performance state of 1 and the tumor size
state of 2 are associated with decreased risk of new lesion occurrences, while an initial
WHO performance state of 2 is associated with an increased risk of new lesion occur-
rences. An initial WHO performance state of 2 and the number of occurrences of new
lesions are associated with an increased risk of death in the health status. Finally,
we want to emphasize the importance of the effective age process. An inappropriate
effective age may lead to misleading estimates. Parameter model estimates under a
mis-specified effective age could lead to biases and potentially misleading conclusions.
This is one aspect where domain specialists and statisticians need to consider when
assessing the impact of interventions since the specification of the effective or virtual
age have important and consequential implications.
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Table 4.4 Parameter estimates, information-based standard errors, and p-values
for the RCR, HS, and LM processes based on the real data set. The p-value is based
on the two-tailed hypothesis test that the model parameter is zero (except that we
test H0 : α = 1). The top block includes the model parameters in the RCR
component, the middle block includes the model parameters in the HS component,
and the bottom block includes the model parameters in the LM component.
Parameter Estimate Standard Error p-value
α 0.77 0.22 0.30
β11 -0.16 0.20 0.43
β12 -0.42 0.21 0.05
β13 0.88 0.41 0.03
κ11 -0.52 0.27 0.05
κ12 -0.25 0.25 0.31
β21 0.49 0.30 0.10
β22 -0.11 0.30 0.71
β23 1.20 0.41 0.00
κ21 -0.43 0.31 0.16
κ22 -0.18 0.33 0.59
ν21 0.71 0.14 0.00
β31 0.08 0.25 0.75
β32 -0.00 0.25 0.99
β33 -0.51 0.73 0.48
ν31 -0.23 0.18 0.19
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Chapter 5
Mathematical Background for the Asymptotics
of the Estimators
We now present both the consistency and weak convergence of estimators for a class
of joint models for recurrent competing risk process, a health status process, and a
discrete-valued longitudinal marker process. The detailed information of this joint
model is presented in Chapter 2 of the dissertation. The proposed joint model is
composed of three components. The competing recurrent event component includes
a baseline hazard, the impact of interventions after each recurrent event occurrence,
the effect of accumulating recurrent events, and a link function that incorporates
covariates and the information from the other two processes. The health status and
marker process component of the joint model incorporates a baseline infinitesimal
generator and a link function with covariates and information from the other two
processes. The class of joint model subsumes many of the recurrent event models,
scholastic process models that have been studied in economics, biostatistics, and
reliability. With the asymptotic properties developed, we would be able to apply the
result to large sample confidence interval and band, large sample hypothesis test and
goodness-of-fit techniques for the parameters of this joint model without frailties.
5.1 Introduction and Background
The proposed joint model for recurrent competing risk processes, a health status pro-
cess, and a discrete-valued longitudinal marker process developed in Chapter 2 has
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encountered various applications in the biomedical science, reliability, social science,
and economics settings. Some concrete situations of the model applicability are pro-
vided in the Section 1.2 of this dissertation. For instance, a patient in a medical
study during a monitoring time period can experience several types of recurrent com-
peting risk events: occurrence of different types of infection, occurrence of different
types of pain, etc; several health statuses: healthy, Diseased, or Dead; several types
of longitudinal markers: blood pressure or cholesterol level, classified as low, normal,
or high. It is hence crucial to have the mathematical modelling of the joint model of
these three processes, together with the development of proper statistical inference
methods. The mathematical modeling of the recurrent competing risk (RCR), the
health status, and discrete-valued marker process is developed in Chapter 2 of the
dissertation. Statistical inference procedures are implemented in Chapter 3.
The proposed joint model in Chapter 2 incorporates interplay among the three
components: the health status, the maker process and the recurrent competing risk
events. Specifically, the future occurrences of events from one component given the
previous and current information for these three components, are influenced by the
current state of the other two components. We take into considerations of many
factors in the proposed joint model. We allow several types of prognostic factors
(covariates) in the model. In case of practical and economic constraints, the mon-
itoring time period of the experimental units are finite and possibly right-censored
by some censored distributions. For the recurrent competing risk event component
of the proposed joint model, we include a baseline hazard rate function, impact of
interventions, impact of accumulating events, and a link function. The impact of
intervention is included inside the baseline hazard function to reflect a repair or cor-
rection that would be performed when a recurrent event occurs. The number of event
occurrences also has an impact on the next recurrent event occurrence. For exam-
ple, if a machine has experienced many recurrent failures, we would assume the next
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failure would be quicker than normal machines. Therefore, we also include impact of
accumulating events in the model. The link function includes covariates and the cur-
rent state of the two other components. The link function allows interplay between
recurrent competing risk events, health status, and marker process. The health status
and marker process component of the proposed joint model include an infinitesimal
generator and a similar link function. One advantage of including these many factors
is that the precision of the predictions of a future experimental unit will be improved
by including these factors. Detailed information of the class of dynamic joint model
is presented in Chapter 2.
Asymptotic results for the parameter estimators in the proposed joint model are
important, since with the asymptotic results in hand, we are able to obtain large sam-
ple confidence intervals or bands, large sample hypothesis tests and goodness-of-fit
or model validation methods for the proposed joint model. Finite sample properties
of the model parameters do not provide sufficient evidence to justify the long term
behavior of the finite and infinite-dimensional model parameters in the joint model.
There exists extensive articles dealing with the large sample properties of the esti-
mators of various types of models. Anderson and Gill [3] propose a large sample
study for the Cox Proportional Hazard model with the nonparametric assumption
of the baseline hazard function. Borgan [7] develops the asymptotic properties for a
parametric general counting process model. Pena et. al. [42, 44] develop the weak
convergence result for a special case of the general dynamic recurrent event model.
Pena [40] also develops the asymptotic theory for a general class of dynamic recurrent
event models. Parner [38], Murphy [37], and Kosorok et al. [27] further develop the
asymptotic theory for the counting process with the frailty components (for instance,
gamma distributed frailty components) included in the model.
The algorithmic issue of the proposed joint model is developed in Chapter 3 of
the dissertation. The major goal of this and next chapter is to obtain the asymptotic
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properties of the model parameter estimators in this proposed joint model. The article
will have the following parts. In section 5.2, we will review the proposed joint model
described in Chapter 2. In section 5.3 and 5.4, we summarize the estimation procedure
of the model parameters. In section 6.1, we develop the consistency properties of the
model parameters. In section 6.2 and 6.3, we present the weak convergence result of
the model parameters.
5.2 The proposed Joint Model
We now start to have a brief review about the joint model proposed in Chapter 2. We
assume a basic filtered probability space (Ω,F,Pr) with a filtration F = {Fs : s ≥ 0}.
Assume we have n independent experimental units in a medical study. For each unit
i = 1, ..., n, unit i is tracked over time [0, τi] where τi’s are i.i.d. right-censored times
from a random distribution G. Each unit i associates with a p-dimensional covariate
vector Xi = [Xi1, ..., Xip].
The first component in our setting is the presence of several Q-types of re-
current competing risks (RCR). The occurrences of these recurrent events, which
are competing with each other, are recorded by a multivariate counting process
NRi = {NRi (s) = (Ni1(s), ..., NiQ(s)) : 0 ≤ s}. For each q = 1, ..., Q, we set Niq(s)
as the number of occurrences of q-th type recurrent event up to time s which takes
the values in {0, 1, 2, ...}. We assume that there are no simultaneous occurrences
for any two types of risk at the same time. The successive calendar times of event
occurrences for unit i and risk q are recorded as {Sijq, j = 1, ..., Niq(τi−)}, where
τi− is the time just before τi and Si0q = 0. Let τ = maxni=1{τi}. We define the
extra successive event time as Si(Niq(τ−)+1)q = τ . An impact of intervention is imple-
mented at each occurrence of a recurrent event, explained in the effective age process
Ei = {Ei(s) = (Ei1(s), ..., EiQ(s)) : 0 ≤ s ≤ τi}. Eiq(·) is a nonnegative piecewise left-
continuous, piecewise increasing, and piecewise differentiable process with Eiq(s) ≤ s.
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The second component in the joint model is the health status (HS) process. Let
Vi = {Vi(s) : s ≥ 0} which takes the values in a finite state space V = V0 ∪ V1.
Elements in V0 are absorbing states and elements in V1 are transient states. The
absorbing states can correspond to different competing terminal events, such as death
due to different competing causes. Then we define the lifetime to the terminal event
as Ci = inf{s ≥ 0 : Vi(s) ∈ V0}. We also define an at-risk process Yi = {Yi(s) =
I(s ≤ min{Ci, τi}) : s ≥ 0} to indicate whether unit i is still under observation, where
I(·) denotes the indicator function.
The third component in the joint model is the discrete-valued longitudinal marker
(LM) process. This process is represented byWi = {Wi(s) : s ≥ 0} which takes values
in a finite state space W. We then denote a natural filtration FN = {FNs : s ≥ 0},
where FNs is the sigma-field induced by all the stochastic processes
{NRi (t), Vi(t),Wi(t), Yi(t), Ei(t) : 0 ≤ t ≤ s} and covariate Xi. This natural filtration
is contained in the filtration F . For simplicity, we may assume that F = FN . We
then describe the proposed joint model through the intensity process and Markovian
structure. The proposed joint model is composed of three components.
For the RCR component, we include a nonparametric baseline hazard function
λ0q(·), the effective age Eiq(·), the impact of accumulating event occurrences: a non-
negative function ρq(·;αq) over ZQ+, where Z+ = {0, 1, ...} and αq is an unknown
model parameter. We also include an exponential link function that incorporates the
covariates and information from the other two processes. The link function is used
to build the correlation among these three processes.
We then define the mapping ιV(v) = (I(v′ = v), v′ ∈ {V \ v1}), where v1 is the
first status in V. The mapping ιW is defined in a similar way. For brevity purpose,
we use Υis ≡ Υi(s) for any stochastic process Υi, F∗is−(v, w, n) = {Fis−, Vi(s−) =
v,Wi(s−) = w,NRi (s−) = n} and dn = (dn1, ..., dnQ) with dn ∈ {(0, ..., 0)1×Q,
(1, 0, ..., 0)1×Q, ..., (0, 0, ..., 1)1×Q}. Let Bi(s) = [Xi, ιV(Vi(s)), ιW(Wi(s))] and θM1 =
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[β1, γ1, κ1]T , where T is vector transpose and β1, γ1, κ1 are unknown regression param-
eters. The health status component of the joint model is constructed by a continuous-
time Markov Chain (CTMC). We assume there is a probability mass function pV0(·)
governing the state of Vi(0). We then propose a baseline infinitesimal generator ma-
trix (explained in Chapter 2) η = (η(v1, v2) : v1, v2 ∈ V) such that




Note that if v1 ∈ V0 is an absorbing state, then η(v1, v2) = 0. We then let B2i(s) =
[Xi, ιW(Wi(s)), NRi (s)] and θM2 = [β2, κ2, ν2]T , where β2, κ2, ν2 are unknown regression
parameters in the link function. The marker process sub-model is also a CTMC, with
Wi(0) governed by pW0(·). The baseline infinitesimal generator matrix for the marker
process is ξ = (ξ(w1, w2) : w1, w2 ∈ W). Let B3i(s) = [Xi, ιV(Vis), NRi (s)] and
θM3 = [β3, γ3, ν3]T , where θM3 are unknown regression parameters.
For any given time s and infinitesimal ds > 0, the class of proposed joint model is
Pr{NRi ((s+ ds)−) = ni + dni;Vi((s+ ds)−) = v2i;Wi((s+ ds)−) = w2i|









1− λ0q[Eiq(s)]ρq[NRi (s−);αq] exp{Bi(s−)θM1}ds
]1−dniq}×{
[η(v1i, v2i) exp{B2i(s−)θM2}ds]I(v1i 6=v2i)
[1 + η(v1i, v1i) exp{B2i(s−)θM2}ds]I(v1i=v2i)
}
×{
[ξ(w1i, w2i) exp{B3i(s−)θM3}ds]I(w1i 6=w2i)








Yi(v)ρq(NRi (v−);αq) exp{Bi(v−)θM1}λ0q[Eiq(v)]dv. (5.1)
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The implication of the joint model is that there could only be at most one event,
either an RCR occurrence, LM, or HS transition event, that could happen within an
infinitesimal interval. We would need this condition to construct the full likelihood
of this joint model.
5.3 Doubly Indexed Processes
An important aspect of this proposed joint model is that the baseline hazard func-
tion λ0q(·) in the RCR component is evaluated at time s by the effective age Eiq(s).
Our major goal is to infer about λ0q(·), not λ0q(Eiq(·)), we need to apply a time-
transformation method from Eiq(s) to s. As explained in Sellke [48] and Pena,
Strawderman, and Hollander [44], we apply the doubly-indexed processes for the
time-change approach.
Before we move forward to the doubly indexed processes, We first start to have a
brief review about the singly indexed processes. Let Miq(s) = Niq(s)−Aiq(s) for any
time point s. Let MRi (·) = [Mi1(·), ...,MiQ(·)] and ARi (·) = [Ai1(·), ..., AiQ(·)] be the
relevant vector space. For any given time s, we have E(Miq(0)) = 0 and
E(dMiq(s)|F∗is−(v, w, n)) = E(dNiq(s)|F∗is−(v, w, n))− dAiq(s) =
Pr(dNiq(s) = 1|F∗is−(v, w, n))− dAiq(s) = 0,
by the fact that Aiq(·) is a predictable process. Hence, with the assumption that the
expected value of Niq(s) is finite, Miq is a zero-mean square-integrable F -martingale.
The predictable quadratic variation process of Miq(·) is defined below with the fol-
lowing property:
d〈Miq〉(s) ≡ Var(dMiq(s)|F∗is−(v, w, n)) = E((dMiq(s))2|F∗is−(v, w, n))
= E(M2iq((s+ ds)−) +M2iq(s−)− 2Miq((s+ ds)−)Miq(s−)|F∗is−(v, w, n))
= E(M2iq((s+ ds)−)−M2iq(s−)|F∗is−(v, w, n)) = E(dM2iq(s)|F∗is−(v, w, n)).
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To obtain an explicit expression, we have
d〈Miq〉(s) ≡ Var(dMiq(s)|F∗is−(v, w, n)) = E((dNiq(s)− dAiq(s))2|F∗is−(v, w, n))
= E(dN2iq(s)|F∗is−(v, w, n)) + dA2iq(s)− 2dAiq(s)E(dNiq(s)|F∗is−(v, w, n))
= dAiq(s)− dA2iq(s) ≈ dAiq(s),
given that Aiq(·) is a continuous function and dNiq(s) can only be zero or one. We have
also assumed in the proposed joint model that no two of the continuous-time counting
process {Ni1(·), ..., NiQ(·)} can jump at the same time, therefore, for p, q ∈ {1, ..., Q}
and p 6= q,
d〈Mip,Miq〉(s) = Cov(dMip(s), dMiq(s)|F∗is−(v, w, n))
= E((dNip(s)− dAip(s))(dNiq(s)− dAiq(s))|F∗is−(v, w, n))
= E(dNip(s)dNiq(s)|F∗is−(v, w, n))− dAip(s)dAiq(s) = −dAip(s)dAiq(s) ≈ 0.
The next step is to introduce the doubly indexed process. Let
Riq(s, t) ≡ I{Eiq(s) ≤ t : (s, t) ∈ [0, τ ]2}. The following doubly indexed processes





where Υ is replaced by N,M or A. We then introduce the following proposition. The
main idea is that if we fix t, {Miq(s, t) : s ∈ [0, τ ]} is a zero-mean square integrable
martingale.
Proposition 5.1. We consider a finite set K ⊂ [0, τ ] with |K| elements. Assume
that Υiq(s,K) ≡ {Υiq(s, t) : t ∈ K}, where Υ can either be N,M or A. Then
{Miq(s,K) : s ∈ [0, τ ]} is a |K|-dimensional zero-mean square-integrable martingale
with predictable quadratic covariation process 〈Miq(·, K)〉(s) = {Aiq(s,min(k1, k2)) :
k1, k2 ∈ K}.
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Proof. Note that Riq(s,K) is bounded and predictable for any s from the definition of
Riq(s, t). ThenMiq(·, K) is a |K|-dimensional zero-mean square-integrable martingale
by the definition of Miq(s, t) and Martingale Theory. Let k1, k2 ∈ K with k1 ≤ k2.
We can then obtain











Riq(v,min(k1, k2))d〈Miq〉(v) = Aiq(s,min(k1, k2)).
On the other hand, as indicated in Pena et al. [44], for a fixed s, {Miq(s, t) : t ∈
[0, τ)} is not a martingale. An intuitive explanation for this situation is that, the
counting process Niq(·) and the filtration Fi defined by the gap times are not the
same as the observed recurrent competing risk data.
We then consider Eijq : [0, τ ] → R via Eijq(v) = Eiq(v)I(Sij−1q ,Sijq ](v), for j =
1, ..., Niq(τ−) + 1. This function restricts the effective age on the specific interval.
We set E−1ijq (·) and E ′ijq(·) as the inverse and derivative function respectively. We then




I(Sij−1q ,Sijq ](v), (5.2)
for j = 1, 2, ..., Niq(τ−) + 1. The doubly indexed process Yiq = {Yiq(s, t; θ1) : (s, t) ∈
[0, τ ]2} is then defined by:
Yiq(s, t; θ1) =
Niq(s−)+1∑
j=1
ψijq(E−1ijq (t); θ1). (5.3)
We then provide a proposition to make a connection between Aiq(·, ·) and Yiq(·, ·).
This proposition is also useful when we obtain the estimator of the baseline cumulative
hazard function Λ0q(·).




Proof. We define giq(s; θ1) ≡ ρq(NRi (s−);αq) exp{Bi(s−)θM1}. Let w = Eijq(v) for



































The next proposition shows equivalence of stochastic integrals over calendar times
versus those over gap times. The implication of this proposition is that, even though
Miq(s, ·) is not a martingale for fixed s, we can still apply martingale methods by the
transformation provided in the proposition.
Proposition 5.3. Assume {Hiq(·, t) : s ∈ [0, τ ]} is a bounded predictable process for
fixed t. If Υ is N,M , or A, we have
∫ s
0
Hiq(s, Eiq(v))Υiq(dv, t) =
∫ t
0
Hiq(s, w)Υiq(s, dw). (5.4)
Proof. To avoid confusion, we set N+iq (·) ≡ Niq(·). We notice that N+iq (dv) = 1 if




Hiq(s, Eiq(v))Niq(dv, t) =∫ s
0
























and by Proposition 2.8:
∫ s
0













The equation also holds when Υ = M since Miq(s, t) = Niq(s, t)− Aiq(s, t).
5.4 Generalized Likelihood Function and Parameter Estimation
Procedure
For the purpose of statistical inference on the unknown model parameters, we con-
struct the likelihood function through an infinitesimal subdivision of the time and the
product integral method developed by Jacod [24]. The detailed likelihood construc-
tion and parameter estimation are presented in Chapter 3 of the dissertation. We now
have a brief review here. For all n units, we set 0 ≡ S0 < S1 < S2 < . . . < SK ≤ τ
the distinct K successive event times where the event could either be from the RCR,
HS, or LM component. We assume without loss of generality that Sj =∞ for j > K.
For purpose of asymptotics derivation, we instead apply the generalized likelihood
process given below:
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where P is the product-integral,
θ = {Λ0q(·), θ1, θ2, θ3}, θ1 = {αq, θM1}, θ2 = {η(·, ·), θM2}, θ3 = {ξ(·, ·), θM3},
NHi (s; v1, v2) =
∞∑
j=1
{Vi(Sj−) = v1, Vi(Sj) = v2, Sj ≤ s};
NLi (s;w1, w2) =
∞∑
j=1
{Wi(Sj−) = w1,Wi(Sj) = w2, Sj ≤ s};
Y Hi (s; v1) = Yi(s)I{Vi(s−) = v1};
Y Li (s;w1) = Yi(s)I{Wi(s−) = w1};
AHi (s; v1, v2) =
∫ s
0
Y Hi (v; v1)η(v1, v2)eB2i(v−)θM2dv;
ALi (s;w1, w2) =
∫ s
0
Y Li (v;w1)ξ(w1, w2)eB3i(v−)θM3dv.
For an intuitive explanation, the NHi (s; v1, v2) and NLi (s;w1, w2) are the total number
of transitions from state v1 to state v2, and from state w1 to state w2, respectively up
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to time s for unit i. We notice that if we set t = τ , then we obtain our conventional
likelihood function. The generalized likelihood can be rewritten by the property of
product integral as,









































AL. (τ ;w1, w2)
 ,
where . denotes summation over 1, ..., n. In Chapter 3, we obtain the estimates of





I{Y.q(τ, w; θ1)}N.q(τ, dw)
Y.q(τ, w; θ1)
; (5.6)
η̂(v1, v2; θM2) =




Y Hi (v; v1)eB2i(v−)θM2dv
;




ξ̂(w1, w2; θM3) =










We then replace Λ0q(·), η(·, ·), ξ(·, ·) in L(s, t; θ) by Λ̂0q(·), η̂(·, ·), and ξ̂(·, ·) to obtain
the profile likelihood for (αq, θM1, θM2, θM3) given by:
75


































Based on the profile likelihood function, we then use numerical methods to obtain
the estimators of the finite-dimensional parameters by maximizing the profile likeli-
hood. We first take the logarithm of the profile likelihood to get lp(τ, t; θ1, θM2, θM3).
We then compute the Score Matrix and Fisher Information Matrix with respect
to {θ1, θM2, θM3}. Newton-Raphson method is then used to obtain the estimates.
Once we obtain estimates of (αq, θM1, θM2, θM3), we then plug in them into each of
Λ̂0q(·; θ1), η̂(·, ·; θM2), and ξ̂(·, ·; θM3) to obtain estimators of Λ0q(·), η(·, ·), and ξ(·, ·).
Finite sample properties of these estimators has been studied in Chapter 4 of
the dissertation for a perfect repair effective age, a specific ρ(·) function ρq(n;αq) =
(αq)log(nq+1) through simulation studies and a real data application. We will develop
the large sample properties of these semiparametric estimators, specially, the consis-
tency and distribution theory for these estimators in the proposed joint model.
5.5 Preliminaries and Assumptions
Before we present the asymptotics result, we first introduce some notations. For a
column vector a, we define a⊗0 = 1, a⊗1 = a, a⊗2 = aaT . We use 0 on a parameter
to indicate the true parameter, for instance, θ01 is the true parameter vector of θ1.
We let θ̂1n, θ̂2n, θ̂3n and Λ̂0qn(·) be the maximum likelihood parameter estimators of
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θ1, θ2, θ3 and Λ0q(·) when we observe n units, respectively. For brevity purpose, we
will omit the true parameter vectors in some circumstances if no confusion exists,
such as: Aiq(s, t) ≡ Aiq(s, t; θ01,Λ00q).
Given n, q and (s, t, θ1), we define random discrete probability measures
Qnq(·, ·; s, t, θ1) on the random set Knq(s) = {(i, j) : i = 1, ..., n; j = 1, 2, ..., Niq(s−)+
1} and Qnq(·; s, t, θ1) on i = 1, ..., n:
Qnq((i, j); s, t, θ1) =
ϕijq(E−1ijq (t); θ1)
Y.q(s, t; θ1)




For a random function f ≡ f((i, j); s, t, θ1, q) defined on Knq(s), we denote the ex-
pectation (empirical mean) of f with respect to the probability measure Qnq(·, ·)
as





Qnq((i, j); s, t, θ1)f((i, j); s, t, θ1, q). (5.8)
The f ’s variance-covariance matrix with respect to Qnq(·, ·) is
VQnq(s,t;θ1)f ≡
Qnq(s, t; θ1)[f −Qnq(s, t; θ1)f ]⊗2 = Qnq(s, t; θ1)f⊗2 − [Qnq(s, t; θ1)f ]⊗2,
where Qnq(s, t; θ1)f⊗2 is defined by replacing f with f 2 in (5.8). If f = f((i); s, t, θ1, q)
defined on i = 1, ..., n, we have similar notations for the expectation and variance of








(E−1ijq (t); θ1) : i = 1, ...n; j = 1, ..., Niq(τ−) + 1
}
.
We then provide results about the relationship between the generalized at-risk process































To establish the consistency and distribution theory of the sequence of estimators
θ̂1n, θ̂2n, θ̂3n and Λ̂0qn(·) when n tends to infinity, we need to assume the following set
of regularity conditions that are analogous to Andersen and Gill [3] and Borgan [7].
We first provide the necessary assumptions for θ1 and Λ0q(·).
(A1) {giq(s; θ1) : s ∈ [0, τ ], i = 1, ..., n; q = 1, ..., Q} are bounded predictable
functions. Each giq(s; θ1) is twice-differentiable with the first and second derivative
with respect to θ1 defined by ġiq(s; θ1) = Oθ1giq(s; θ1) and g̈iq(s; θ1) = Oθ1θT1 giq(s; θ1).
We further assume the order of differentiation and integration with respect to θ1 can
be interchanged. We also assume
ġq
gq














are bounded and Fs− measurable for each t ∈ [0, s].




0q(w)dw < ∞ for finite τ .
Assume that θ1 has dimension k and Θ1 3 θ1 is an open subset of Rk. There exists





∣∣∣∣∣∣∣∣ 1nY.q(s, t; θ1)− y(0)q (s, t; θ1, θ1)
∣∣∣∣∣∣∣∣ p−→ 0; inf
t∈[0,s]


































(s, t; θa, θb)
∣∣∣∣∣
∣∣∣∣∣ p−→ 0.




















vq(s, w)y(0)q (s, w)Λ00q(dw) (5.11)
for each t ∈ [0, s].
We then illustrate a weak-convergence result that is analogous to Pena et al. [42].
This result is used when we develop consistency and distribution theory of the un-
known model parameters.
Theorem 5.4. Assume {H(n)iq (s, t; θ1) : s ∈ [0, τ ]; t ∈ [0, s]; i = 1, 2, ..., n;n =
1, 2, ...; 1, ..., Q} are bounded and F-predictable processes. We assume (5.10) holds
and there exists a deterministic function vq(s, w; θ1) for each q such that
sup
w∈[0,s]
||Qnq(s, w){[H(n)q (s, w)]⊗2} − vq(s, w; θ1)||
up−→ 0.
We then assume a positive definite matrix Σ(s, t) as in (5.11). Then for t ∈ [0, s]











iq (s, w)Miq(s, dw)
converges weakly to a zero-mean Gaussian process {G(s, t) : t ∈ (0, s]} with covariance
Cov{G(s, t1), G(s, t2)} = Σ(s,min(t1, t2)).
Finally, the assumptions for HS parameters θ2 and LM parameters θ3 will be
provided in the distribution theory for health status and marker process component
of the proposed joint model.
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Chapter 6
Consistency and Asymptotic Normalities of the
Estimators
6.1 Consistency For the Estimators in the Proposed Joint Model
We first establish the consistency theory for RCR component of the proposed joint
model. We define 1
n
times the score function with respect to θ1 under the observation
of n units as




We assume without loss of generality that the maximizer of the profile likelihood
lp(s, t; θ1) can be obtained as a zero of Ψθ1n (s, t; θ1). This means that Ψθ1n (s, t; θ̂1n) =
0,∀n ∈ N. We then define a fixed deterministic function















(s, w; θ1, θ1)
]
y(0)q (s, w)Λ00q(dw).
It is clear that Ψθ1(s, t; θ01) = 0 and we assume that for every ε > 0, we have
inf
{θ1:||θ1−θ01 ||≥ε}
||Ψθ1(s, t; θ1)|| > 0. We now show a result of the consistency for θ1.
Proposition 6.1. Under assumptions for Ψθ1n (s, t; θ1) and Ψθ1(s, t; θ1), and the reg-
ularity conditions (A1)− (A3), we then have θ̂1n
p−→ θ01 as n→∞.
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Proof. By the profile likelihood equation (5.7), (5.9) and condition (A1), we have


































































By condition (A1) and Theorem 5.4, we conclude that (6.1) is op(1). Similar to the
proof of Proposition 5.2, we split the region of integral (0, τ ] into (Sij−1q, Sijq] for
























































(τ, w; θ1, θ1)
]
y(0)q (τ, w)Λ00q(dw) = Ψθ1(τ, t; θ1).
Then by the assumptions for Ψθ1n (s, t; θ1) and Ψθ1(s, t; θ1), and van der Vaart [57]
Theorem 5.9, we conclude that θ̂1n
p−→ θ01.
We then establish that θ̂1n is a local maximizer for the log profile likelihood
lp(s, t; θ1) by showing that the partial derivative of Ψθ1n (τ, t; θ1) with respect to θ1
evaluated at θ01 is negative definite. The steps are similar as in the proof of Proposi-
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tion 6.1. We have,






















































































)⊗2 A.q(τ, dw)n ,
evaluated at θ1 = θ01, we then obtain




















vq(τ, w)y(0)q (τ, w)Λ00q(dw) = −Σ(τ, t). (6.4)
Then by Condition (A3), Ψ̇θ1n (τ, t; θ1)|θ1=θ01 is negative definite.
We then show that the estimators of the cumulative baseline hazard function
Λ̂0qn(·) in the generalized likelihood L(τ, t; θ) under n observational units are consis-


















































∣∣∣Λ∗0q(t)− Λ00q(t)∣∣∣ . (6.7)
By assumptions that Niq(τ) is finite and θ̂1n
p−→ θ01, we have (6.5)
p−→ 0. By condition
















I{Y.q(τ, w; θ̂1n) > 0}M.q(τ, dw; θ01)
y
(0)
q (τ, w; θ01, θ01)
∣∣∣∣∣∣ p−→ 0.




I{Y.q(τ, w; θ̂1n) = 0}Λ00q(dw)
∣∣∣∣ p−→ 0.
The consistency result for parameters θ2 and θ3 are similar to the consistency
result for θ1, specifically, by a similar proof of Proposition 6.1. We would instead use
Ψθ2n (τ ; θ2) and Ψθ3n (τ ; θ3) in the proof.
6.2 Distribution Theory for the RCR component of the Joint
Model
In this section, we develop the limiting distribution theory for
√
n(θ̂1n − θ01) and
√
n(Λ̂0qn(t) − Λ00q(t)) for n = 1, 2, ... and t ∈ (0, τ ]. The first order Taylor series
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expansion implies that
0 ≡ Ψθ1n (τ, t; θ̂1n) = Ψθ1n (τ, t; θ01) + Ψ̇θ1n (τ, t; θ0∗1 )(θ̂1n − θ01),
where θ0∗1 is a value between θ̂1n and θ01. Since θ̂1n
p−→ θ01 and by (6.3), we obtain the
following expression:
√
n(θ̂1n − θ01) = −
√
nΨθ1n (τ, t; θ̂1n)




















We then obtain the following theorem:




And consequently, a consistent estimator of the covariance function Σ(τ, t) of the
limiting Gaussian process is
















Y.q(τ, w; θ̂1n)Λ̂0qn(dw; θ̂1n).
To compute
√






− (θ̂1n − θ01)
Ẏ.q(τ, w; θ0∗1 )
[Y.q(τ, w; θ0∗1 )]2
. (6.8)
By assumption (A2), we see that
√
n(Λ∗0q(t)− Λ00q(t))























































I{Y.q(τ, w) > 0}Ẏ.q(τ, w)N.q(τ, dw)
[Y.q(τ, w)]2
.








I{Y.q(τ, w) > 0}Ẏ.q(τ, w)N.q(τ, dw)
[Y.q(τ, w)]2
.
Let Kn(τ, t) = [Kn1(τ, t), ..., KnQ(τ, t)]T and
H1n(τ, w) =
[













































where I is identity matrix, andG1(τ, t)
G2(τ, t)
 ∼MVN(0,Σ1(τ, t));































Furthermore, we notice that



















H1n(τ, w)Yiq(τ, w)Λ00q(dw) = 0.
This result implies that
√


















I{Y.q(τ, w) > 0}N.q(τ, dw)
Y.q(τ, w)








We therefore conclude this section with the following proposition.
Proposition 6.4. Under the conditions (A1)-(A3), as n → ∞, the process Zn(·) ≡
√
n(Λ̂0qn(·) − Λ00q(·)) converges weakly to a zero-mean Gaussian process Z∞(·) with












































q (τ, w; θ01, θ01)
.

























We are then able to obtain a consistent estimator of the covariance function


















(τ, w; θ̂1n)Λ̂0qn(dw; θ̂1n).
We conclude that the results for Proposition 6.3 and 6.4 are highly analogous to those
in Andersen and Gill [3] about the parameter estimators of the Cox proportional
hazards model. In our proposed joint model setting, on the other hand, the limit
functions in these two propositions are more complex as they also encompass aspects
of the sum-quota accrual scheme and the dynamics of the performed interventions
after each recurrent event occurrence.
6.3 Distribution Theory for the Health status and Marker Process
Component of the Joint Model
We now establish the distribution result for the health status component of the joint
model. From (5.5), the log-likelihood function for the health status component with
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respect to θ2 = {η(·, ·), θM2} can be written as








log[AHi (dv; v1, v2)]NHi (v; v1, v2)dv − AHi (τ ; v1, v2).
The corresponding 1
n
















MHi (dv; v1, v2),
where
MHi (t; v1, v2) = NHi (t; v1, v2)− AHi (t; v1, v2).
By the Martingale Property, the predictable variation process for the score function















Y Hi (v; v1)η(v1, v2)eB2i(v−)θM2dv.
The observed information matrix I(τ ; θ2) is then computed as

















0 B2i(v−)θM2AHi (dv; v1, v2)
 .





p−→ Σ2(τ ; θ02) and Σ2(τ ; θ02) is a positive definite matrix.




























{∣∣∣√nB2i(v−)∣∣∣ > ε}AHi (dv; v1, v2) p−→ 0.
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Then under assumption (B1) and (B2), the Martingale Central Limit Theorem (The-





We then apply the first order Taylor expansion to obtain
0 ≡ U(τ ; θ̂2n) = U(τ ; θ02) + U(τ ; θ0∗2 )(θ̂2n − θ02),
where θ0∗2 is a value between θ̂2n and θ02. We therefore obtain
√
n(θ̂2n − θ02) = −
√
nU(τ ; θ02)







Σ−12 (τ ; θ02)U(τ ; θ02)
d−→MVN(0,Σ−12 (τ ; θ02)).
The distribution theory for the marker process component is analogous, and therefore
omitted, we then just combine the results together to obtain
Theorem 6.5. Under assumptions (B1) and (B2) for θ2 and similar assumptions
for θ3, and let Σ2(τ ; θ2) = 1nI(τ ; θ2), Σ3(τ ; θ3) =
1
n







Σ−12 (τ ; θ02) 0
0 Σ−13 (τ ; θ03)

 .
The covariance of these two components are zero, because θ2 and θ3 are from two
separate components. A consistent estimator of the covariance function Σ−12 (τ ; θ02) of
the limiting Gaussian process
√
n(θ̂2n − θ02) is Σ−12 (τ ; θ̂2n).
Through these asymptotic results, we can then obtain large-sample confidence
intervals or bands, large sample hypothesis tests, and goodness-of-fit or model vali-
dation methods for the nonparametric infinite-dimensional model parameters Λ0q(·)
and finite-dimensional model parameters θ1, θ2, θ3 for this proposed joint model. It
remains a future research problem to obtain the goodness-of-fit and model validation




This dissertation proposes a new joint model for the health status process, recurrent
competing risk processes, and discrete-valued marker process. Several unique features
are incorporated into the joint model, such as the effect of interventions that are
performed after each recurrent event occurrence, the impact of accumulating event
occurrences, the covariates, infinitesimal generators, and the correlation among these
three processes within each unit. The correlation among the three processes is induced
through an exponential link function, where each link function in the sub-model of one
process incorporates information from the other two processes. To perform statistical
inference, we construct the likelihood function through the infinitesimal subdivision
of the time-axis and the product-integral method. The estimation procedures for
the joint model are developed through semiparametric estimation. A time-change
approach (doubly indexed processes) and numerical method (the Newton-Raphson
method) are implemented to obtain the model parameter estimates. A simulation
study and a real data application are developed to analyze the finite sample properties
of estimators, which seems to indicate that the estimation procedures are valid. We
also obtain the large sample distributions of the model parameters.
For the general class of joint models for recurrent competing risks, longitudinal
marker, and health status, which encompasses many existing models considered previ-
ously, there are still numerous aspects that needed to be addressed in future research.
The finite-sample and asymptotic results will enable performing tests of hypothesis
and construction of confidence regions for model parameters. There is also the in-
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teresting aspect of computationally estimating the standard errors of the estimators.
How would a bootstrapping approach be implemented in this situation? Another
important problem that needs to be addressed is how to perform goodness-of-fit and
model validation for this joint model. Though the class of models is quite general,
there are still possibilities of model mis-specifications, such as, for example, in deter-
mining the effective age processes, or in the specification of the ρq(·)-functions. What
are the impacts of such mis-specifications? Do they lead to serious biases that could
potentially result in misleading conclusions? These are some of the problems whose
solutions may become possible upon determining the finite-sample and asymptotic
properties of estimators.
One potential promise of this joint class of models is in precision medicine. Be-
cause all three components (RCR, LM, HS) are taken into account simultaneously, in
contrast to a marginal modeling approach, the synergies that such joint models allow
may improve decision-making, e.g., in determining interventions to be performed, for
individualized units. In this context, it is of utmost importance to be able to predict
in the future the trajectories of the HS process given information at a given point
in time about all three processes. Thus, an important problem to be dealt with in
future work is the problem of forecasting using this joint model. How should such
forecasting be implemented? This further leads to other important questions. One
is determining the relative importance of each of the components in this prediction
problem. Could one ignore other components and still do as well relative to a joint
model-based prediction approach? If there are many covariates, how should the im-
portant covariates among these numerous covariates be chosen in order to improve
prediction of, say, the time-to-absorption?
Finally, though our class of joint models is a natural extension of earlier models
dealing with either recurrent events, competing recurrent events, longitudinal marker,
and terminal events, one could say that it is not realistic but instead could be viewed
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as a futuristic class of models, since current data sets are not yet gathered in the man-
ner for which these joint models apply. However, with the advent of smart devices,
such as smart wrist watches, embedded sensors, black boxes, etc., made possible by
miniaturized technology, high-speed computing, almost limitless memory capacity,
and availability of very rich cloud-based databases, the era is fast approaching when
continuous monitoring of longitudinal markers, health status, occurrences of different
types of recurrent events, be it on a human being, a machine such as an airplane or
car, an engineering system, a business entity, etc. will become more of a standard
rather than an exception. Researchers should start to gather such continuous data
set as it can improve the prediction of events and help for precision medicine and
personalized interventions. Also, the development of models and methods for con-
tinuous time data can also motivate the researchers to gather such continuous time
data. By developing the models and methods of analysis for such data sets, even
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