Abstract-In this paper, we recommend a stochastic recursive graph, on the basis of which we reform a kind of graph called random recursive graphs. We investigate analytically or numerically the statistical characteristics of random recursive graphs. The obtained results reveal that the properties of random recursive graphs are particularly rich, it is simultaneously scalefree. Besides, we present three approaches to illustrate the random recursive graphs following the power law behavior. All obtained analytical predictions are successfully contrasted with extensive numerical simulations. We discuss the gap between the deterministic network and random network.
I. INTRODUCTION
It was observed recently that the distributions of several quantities in various growing networks have a power-law form. This scaling behavior was discovered in World Wide Web, in neural and social networks, in nets of citations of scientific papers and so on [1] . In fact, the researching of complex networks has a long-standing history but only now we become feel ourselves as subjects interior of the world of developing complex networks and start appreciate purport of the developing network problems. Mostly, the attention was concentrated on the degree distribution between the different vertices of complex networks and on the degree distribution of the number of connections with a vertex. The latter quantity is obviously simpler to obtain than the former one but even for it, in the case of the networks with scaling law, no exact results are realized.
In the process of researching complex networks, while a lot of models have been introduced to describe scale-free networks in real daily life, most of them are stochastic models. However, a certain of network models recently have been introduced by Barabasi, Ravasz and Vicsek, and Jung and Kim are deterministic. Barabasi et al pointed out that the deterministic scale-free networks which describing a simple model produces scale-free behavior in a deterministic fashion [2] . Jung and Kim proposed a deterministic model for scalefree properties, whose degree distribution follows a power law with the exponent [3] . After their analysis, some scholars put forward that several classical and deterministic scale-free networks, such as deterministic scale-free web [2] , recursive graphs [4] , high dimensional apollonian networks and maximal planar scale-free Sierpinksi networks [5] etc. These networks decrease power law distribution on the basis of the theory was proposed in [6] .
After the deterministic scale-free, one focus on considering the random networks, which press close to concrete complex systems in our daily life. The dynamical properties of the scale-free model can be addressed using various analytical approaches. The methods are the continuum theory, the master equation, the rate equation and the generating function. The continuum theorem focuses on the dynamical of vertex degrees [7] . Widely used are the master equation approach of Dorgovtsev, Mendes and Samukhin [8] and the rate equation approach to solve the growing random network model was introduced by Krapivsky, Render and Leyvarz [9] . Other researches are in [10] [11] [12] [13] [14] [15] .
Comellas [4] has proposed a family of deterministic networks based on the well-known q-clique. These graphs possess good topological properties observed in some real systems. However, their deterministic construction is not line with the randomness of many real-world systems. In this paper, we appoint a class of stochastic recursive graphs, in relation to which a novel graph, named random recursive graphs. The obtained graph is scale-free and it displays the general topological structures of real systems: heavy-tailed degree distribution. We also apply three methods to illustrate the degree distribution of the random recursive graphs obey a scaling law. The methods are the continuum theory, the master equation, and the rate equation. All theoretical prediction are successfully confirmed by numerical simulations. We discuss the phenomenon between deterministic networks and random networks and propose some problems for future discussion.
II. RANDOM RECURSIVE GRAPHS AND ITS ITERATIVE ALGORITHM

A. Random Recursive Graphs
We first construct a random recursive graph from the deterministic recursive graphs. Then we will establish a random recursive graph based on the proposed stochastic graphs. Analogous to the recursive graphs, the random recursive graphs also start with a complete graph K q . At step 1, we perform a complete graph of its existing subgraphs isomorphic to q-clique a new vertex and joining in Figure 1 . Then in each of the subsequent generations, an existing subgraphs isomorphic to q-clique is chosen randomly for which forms q small q-clique of it. From this process, we can easily construct the random recursive graphs. As in the construction of the deterministic version [4] , the native clique K q , at time step t=0 are also remained the original situation. Figure 1 shows a graph derived from the random recursive graphs. We can also find that the deterministic recursive graphs contain the random recursive graphs.
According to the construction of random recursive graphs, we introduce a general iterative algorithm generating the graphs, and denote the random recursive graphs after t iterations by N(t), t ≥ 0. Initially (t=0), N(0) is a complete graph K q . At step t=1, we add a new vertex into the original complete graph which form a complete graph isomorphic to q-clique.
Thus, we obtain the graph N(1). For t ≥ 1, N(t) is obtained from N(t-1). At step t−1, we select at random an existing subgraphs isomorphic to q-clique, then N(t) is produced. Since at each time step, the numbers of vertices and edges increase by 1 and q, respectively, we can easily know that at step t, the graph consists of N t =t+q vertices and E t =tq+q(q+1)/2 edges. Thus, the relation E t =qN t −q(q−1)/2 holds for all steps. Moreover, the recursive graphs are actually a deterministic tunable generalization of the scale-free growing networks introduced in [4] which one vertex is created per unit time and connects to both the ends of randomly chosen edge.
III. THREE APPROACHES FOR TESTIFYING POWER LAW DISTRIBUTION
We now study the statistical properties of random recursive graphs, by applying three methods to validate the power degree distribution. The analytical approaches are completely deferent from those applied to the deterministic recursive graphs. Therefore, the considered graphs are pseudofractal graphs, which are similar to its deterministic version and some previously studied graphs.
A. Continuum Theory
First, we use the continuum theory to calculate the power law distribution of random recursive graphs. The continuum approach calculates the time dependence of degree k i of a given vertex i. This degree will increase every time a new vertex enters the system and links to vertex i, the probability of this process is
. Considering preferential attachment model the scale-free network, from the perspective of the vertex degree value change. We use the assumption that k i is a continuous real variable, the rate at which k i changes is proportional to ) ( i k ∏ , According to [7] , then we have the following dynamic equation , and solve it with the initial condition that each vertex i at its introduction has k i (t i )=q, the solution k i (t)=q(t/t i ) 2 is combined with the distribution of t i , so we can know the distribution k i that a vertex has a degree smaller than k at any instant t, namely

At time step t, Barabasi et al [7] supposed that the values of t i ∈ [0,t] have a constant probability density P(t i )=1/(q+t i ).
Plugging this assumption into equation (2), we obtain

Use the probability P(t i )=1/(q+t i ) and equation (4), we can get the degree distribution
The equation (1) is a description at the view of average sense. According to ) ( i k ∏ distribution to choose the adding edge in real random process, it does not ensure that let each vertex degree increases like that and the scale-free and related models [1, 6, 8, 9] views networks as dynamical systems, assuming that they self-assemble and evolve in time through the addition and removal of vertices and edges. It is the so-called continuity method, so the actual random process needs to use other approaches described the evolution of distribution function, and it is not as an independent document.
B. Master Equation
This method was analytical introduced by Dorogovstev [8] . We, now, use this method to explain the random recursive graphs. We label vertices by their birth times t i =0, 1, 2, …, t, and use p(k, t i , t) to denote the probability that at time t a vertex created at time t i has its own degree k. The master equation growing the evolution of the degree distribution of individual vertex has the form
With the initial condition p(k, t i , t i )=δ q . This accounts for two possibilities for a vertex first, with probability k/(2tq+q(q+1)), it may get an extra edge from the new vertex while its existing edges remain undeleted; and second, with the complimentary probability 1−k/(2tq+q(q+1)) the vertex may remain in the former state with the former degree. It should be notes at equation (6) and all the following ones exact for all t≥1. The total degree distribution of the entire network can be obtained as (6), we get the following master equation for degree distribution (6) implies that P(k) is the solution of the recursive equation, value distribution is defined all vertices added to the system for all different times of the average behavior of vertex,
It can be obtained distribution formula from equation (6) and equation (7) 

This expression as t→∞ approaches the correspondence result of [1] in the frames of an approximate scheme, but the prefactors are different. In fact, the "mean field" approach used in [17] , is equivalent to the continuous k approximation in our discrete difference equations. Indeed, if we replace the finite difference with a derivative over k, we get the expression obtained in [16, 17] .
C. Rate Equation
Rate equation describes another distribution space. Initially, there is only one q-clique in the graph. In the subsequent iterations, at each time step, a new vertex is created, so the total number of vertex is increased by 1. Then at time step t, there are (tq+1) q-cliques. Note that, for an arbitrary given vertex, when it was born, it has a degree of qclique and (q+1)-clique containing itself, and in the following steps, each of its two new neighbors separately generates qclique involving it. So, the vertex which degree is k form a clique at time step t, and the clique size denote N k (t), When there is new vertex enter the systems, N k (t) is likely to change, This happens with the probability
, then the rate of change satisfies the following equation,
The first term on the right side of the equation (11) accounts for the process in which a vertex with k−1 link is connected to two new vertices, leading to a gain in the numbers of vertices with k links. Since there are N k−1 (t) vertices of degree k−1, such processes occur at a rate proportional to (k−1)N k (t), while the factor tq+1 converts this rate into a normalized probability. A corresponding role is played by the second term on the right side of equation (11) . The last term on the right side of the equation (11) accounts for the continuous introduction of a new q clique with degree q. N k (t) similarly satisfy the equation ∑ k kN k (t)=2tq+q(q+1). The first two moments are therefore independent of γ, while higher moments and the connectivity distribution itself do depend on γ. P(k) is the degree distribution. Substitute this relation into equation (11) to lead to the following recursive equation for infinite t. For linear connection, equation (11) can be solved for an arbitrary initial condition. We limit ourselves to the most interesting asymptotic regime (t→∞) where the initial condition is irrelevant. We can obtain the recursive relation 

In the limit of large of k, P(k)~2q
2 k −3 , which has the same degree exponent as BA-model and some hierarchical lattice models.
IV. DISCUSSION AND CONCLUSION
In the above we list three approaches to testify the scaling law, and three methods applied in different ways to explain the power law degree distribution. The method can explain the network is scale-free graphs, because the degree distribution follows a power law distribution. Notice that when t gets in large, the maximal degree of a vertex is roughly k -3 . First, we discuss the continuum theory, This method focus on the dynamics of vertices of degrees. The incompleteness of the information available to the local decision maker about the state of the full network, as well as the different interest driving the individual vertices, are the origin of the stochastic component in network evolution. Second, in the limit of long times, we have found that the exact solution of the master equation for the distribution of incoming links. This solution demonstrates the existence of the scaling region in a class of the growing networks with the preferential linking. Lastly, The rate equation approach to solve the growing random network model, a special case of which was accounted for the distribution of citations and other growing networks. This approach is ideally-suited for the growing random network and is much simpler than the standard probabilistic or generating function techniques. The rate equation formulation can be adapted to study more general evolving graph systems, such as networks with the site deletion and link re-arrangement. The method from different spatial angles to illustrate the graph is scale-free graphs.
Besides, we know the deterministic recursive graphs follow the power law P cum (k)~k 1−γ with γ=1+ln(q+1)/lnq. However, this family is infinite as q can take any natural value starting from 2. Spaces between degrees of the spectrum grow with increasing k. Therefore, to relate the exponent of this discrete degree distribution to the standard γ exponent of a continuous degree distribution for random scale-free networks, we use a cumulative distribution. The resultant recursive graphs have a power law distribution P cum (k)~k 1−γ with γ=1+ln(q+1)/lnq displays scale-free behavior, with 2<γ<2.58496. While in the random recursive graphs obey P(k)~k −γ , with γ=3. In addition, The authors of [5] and [18] listed two network models, one is the deterministic Sierpinksi network model which degree distribution follow the scaling law P cum (k)~k 1−γ with γ=2+ln2/ln3, while in randm Sierpinski network models, the degree distribution obeys the P(k)~k −γ , with γ=3. Currently, we still not know what causes this phenomenon, and we guess that the randomness contribute to the results. We now propose some problems for further research.
1. We know the approaches of calcualtion are different. In the deterministic, most of schlors employed the method from the discrete, while in the random networks, in order to simplify the calcualtion by applying the continuous variable way to research network models. It may be the reason that contribute to γ is different, that is, there is a large difference between them.
2. We command deterministic networks represent regular cases which are artifical systems, for example, recursive graphs, apollonian network, deterministic Sierpinksi networks and so on. On the other hands, random networks stand for irregular cases in some real systems, such as, BA model and random Sierpinksi networks. We are always aware that there exists a larger gap between regular and irregular cases. And how to reduce the gap is the key point of researching in future.
3. This idea also can be applied in other real fields to help us account for the appearance in real life. In the future, there exist some cases to research the network in the form of half deterministic and half random networks.
