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Abstract
We provide a purely quantum version of polar codes, achieving the coherent in-
formation of any quantum channel. Our scheme relies on a recursive channel com-
bining and splitting construction, where a two-qubit gate randomly chosen from the
Clifford group is used to combine two single-qubit channels. The inputs to the syn-
thesized bad channels are frozen by preshared EPR pairs between the sender and the
receiver, so our scheme is entanglement assisted. We further show that quantum po-
larization can be achieved by choosing the channel combining Clifford operator ran-
domly, from a much smaller subset of only 9 two-qubit Clifford gates. Subsequently,
we show that a Pauli channel polarizes if and only if a specific classical channel over
four symbol input set polarizes. We exploit this equivalence to prove fast polariza-
tion for Pauli channels, and to devise an efficient successive cancellation based de-
coding algorithm for such channels. Finally, we present a code construction based on
chaining several quantum polar codes, which is shown to require a rate of preshared
entanglement that vanishes asymptotically.
1 Introduction
Polar codes, proposed by Arikan [2], are the first explicit construction of a family of codes
that provably achieve the channel capacity for any binary-input, symmetric, memoryless
channel. His construction relies on a channel combining and splitting procedure, where a
CNOT gate is used to combine two instances of the transmission channel. Applied recur-
sively, this procedure allows synthesizing a set of so-called virtual channels from several
instances of the transmission channel. When the code length goes to infinity, the syn-
thesized channels tend to become either noiseless (good channels) or completely noisy
(bad channels), a phenomenon which is known as “channel polarization”. Channel po-
larization can effectively be exploited by transmitting messages via the good channels,
while freezing the inputs to the bad channels to values known to the both encoder and
decoder. Polar codes have been generalized for the transmission of classical informa-
tion over quantum channels in [16], and for transmitting quantum information in [10, 17,
11]. It was shown in [10] that the recursive construction of polar codes using a CNOT
polarizes in both amplitude and phase bases for Pauli and erasure channels, and [11]
extended this to general channels. Then, a CSS-like construction was used to generalize
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polar codes for transmitting quantum information. This construction requires a small
number of EPR pairs to be shared between the sender and the receiver, in order to deal
with virtual channels that are bad in both amplitude and phase bases, thus making the
resulting code entanglement-assisted in the sense of [4]. This construction was further
refined in [14], where preshared entanglement is completely suppressed at the cost of a
more complicated multilevel coding scheme, in which polar coding is employed sepa-
rately at each level. However, all of these quantum channel coding schemes essentially
exploit classical polarization, in either amplitude or phase basis.
In this paper, we give a purely quantum version of polar codes , i.e., a family of po-
lar codes where the good channels are good as quantum channels, and not merely in
one basis. Our construction uses a two-qubit gate chosen randomly from the Clifford
group to combine two single-qubit channels, which bears similarities to the randomized
channel combining/splitting operation proposed in [13], for the polarization of classical
channels with input alphabet of arbitrary size. We show that the synthesized quantum
channels tend to become either noiseless or completely noisy as quantum channels, and
not merely in one basis. Similar to the classical case, information qubits are transmitted
through good (almost noiseless) channels, while the inputs to the bad (noisy) channels
are “frozen” by sharing EPR pairs between the sender and the receiver. We show that
the proposed scheme achieves the coherent information of the quantum channel, for a
uniform input distribution. Further, we show that polarization can be achieved while
reducing the set of two-qubit Clifford gates, used to randomize the channel combining
operation, to a subset of 9 Clifford gates only. We also present an efficient decoding algo-
rithm for the proposed quantum polar codes for the particular case of Pauli channels. To
a Pauli channel, we associate a classical symmetric channel, with both input and output
alphabets given by the quotient of the 1-qubit Pauli group by its centralizer, and show
that the former polarizes quantumly if and only if the latter polarizes classically. This
equivalence provides an alternative proof of the quantum polarization for a Pauli chan-
nel and, more importantly, an effective way to decode the quantum polar code for such
channels, by decoding its classical counterpart. Fast polarization properties [13, 3] are
also proven for Pauli channels, by using techniques similar to those in [13]. Finally, we
present a code construction based on chaining several quantum polar codes, which is
shown to require a rate of preshared entanglement that vanishes asymptotically.
2 Preliminaries
Here are some basic definitions that we will need to prove the quantum polarization.
First, we will need the conditional sandwiched Rényi entropy of order 2, as defined by
Renner [12]:
Definition 1 (Conditional sandwiched Rényi entropy of order 2). Let ρAB be a quantum
state. Then,
H˜Ó2 pA|Bqρ :“ ´ log Tr
„
ρ
´ 1
2
B ρABρ
´ 1
2
B ρAB

.
We will also need the conditional Petz Rényi entropy of order 12 :
Definition 2. Let ρAB be a quantum state. Then,
HÒ1
2
pA|Bqρ :“ 2 log sup
σB
Tr
„
ρ
1
2
ABσ
1
2
B

.
2
As shown in [15, Theorem 2], those two quantities satisfy a duality relation: given a
pure tripartite state ρABC , H˜
Ó
2 pA|Bqρ “ ´HÒ1
2
pA|Cqρ.
We will also need the concept of the complementary channel:
Definition 3 (Complementary channel). Let NA1ÑB be a channel with a binary input and
output of arbitrary dimension, and let UA1ÑBE be a Stinespring dilation of N (i.e. a partial
isometry such that N p¨q “ TrErUp¨qU :s). The complementary channel of N is then N cA1ÑE is
then given by N cp¨q :“ TrBrUp¨qU :s.
Technically this depends on the choice of the Stinespring dilation, so the complemen-
tary channel is only unique up to an isometry on the output system. However, this will
not matter for any of what we do here.
Finally, we need the following lemma, providing necessary conditions for the con-
vergence of a stochastic process. The lemma below is a slightly modified version of [13,
Lemma 2], so as to meet our specific needs. The proof is omitted, since it is essentially
the same as the one in loc. cit. (see also [13, Remark 1]).
Lemma 4 ([13, Lemma 2]). Suppose Bi, i “ 1, 2, . . . are i.i.d., t0, 1u-valued random variables
with P pB1 “ 0q “ P pB1 “ 1q “ 1{2, defined on a probability space pΩ,F , P q. Set F0 “ tφ,Ωu
as the trivial σ-algebra and set Fn, n ě 1, to be the σ-field generated by pB1, . . . , Bnq. Suppose
further that two stochastic processes tIn : n ě 0u and tTn : n ě 0u are defined on this probability
space with the following properties:
(i.1) In takes values in rι0, ι1s and is measurable with respect to Fn. That is, I0 is a constant, and
In is a function of B1, . . . , Bn.
(i.2) tpIn,Fnq : n ě 0u is a martingale.
(t.1) Tn takes values in the interval rθ0, θ1s and is measurable with respect to Fn.
(t.2) Tn`1 ď fpTnq when Bn`1 “ 1, where f : rθ0, θ1s Ñ rθ0, θ1s is a continuous function,
such that fpθq ă θ,@θ P pθ0, θ1q.
(i&t.1) For any  ą 0 there exists δ ą 0, such that In P pι0`, ι1´q implies Tn P pθ0`δ, θ1´δq.
Then, I8 :“ limnÑ8 In exists with probability 1, I8 takes values in tι0, ι1u, and EpI8q :“
ι0P pI8 “ ι0q ` ι1P pI8 “ ι1q “ I0.
3 Purely Quantum Polarization
In this section, we introduce our purely quantum version of polar codes, which is based
on the channel combining and slitting operations depicted in Figure 1 and Figure 2. For
the channel combining operation (Figure 1), we consider a randomly chosen two-qubit
Clifford unitary, to combine two independent copies of a quantum channelW . The com-
bined channel is then split, with the corresponding bad and good channels shown in
Figure 2.
In other words, the bad channel W C W is a channel from U1 to Y1Y2 that acts as
pW C Wqpρq “ W2 `Cpρ 12 qC:˘. Likewise, the good channel W C W is a channel
from U2 to R1Y1Y2 that acts as pW C Wqpρq “ W2 `CpΦR1U1  ρqC:˘, where ΦR1U1 is
an EPR pair.
3
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Figure 1: Channel combining: C is a two-qubit Clifford unitary chosen at random.
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Figure 2: Channel splitting: (a) bad channel, (b) good channel. In the good channel, we
input half of an EPR pair into the first input, and the other half becomes the output R1.
The polarization construction is obtained by recursively applying the above channel
combining and spiting operations. Let us denote Wp0qC :“ W C W , Wp1qC :“ W C W ,
where index C in the above notation indicates the Clifford unitary used for the channel
combining operation. To accommodate a random choice of C, a classical description of
C must be included as part of the output of the bad/good channels at each step of the
transformation. To do so, for i “ 0, 1, we define
Wpiqpρq “ 1|C2|
ÿ
CPC2
|CyxC|WpiqC pρq (1)
whereC2 denotes the Clifford group on two qubits, and t|CyuCPC2 denotes an orthogonal
basis of some auxiliary system. Now, applying twice the operation W ÞÑ `Wp0q,Wp1q˘,
we get channelsWpi1i2q :“ `Wpi1q˘ pi2q, where pi1i2q P t00, 01, 10, 11u. In general, after n
levels or recursion, we obtain 2n channels:
Wpi1...inq :“
´
Wpi1...in´1q
¯
pinq, where pi1 . . . inq P t0, 1un (2)
Our main theorem below states that as n goes to infinity, the symmetric coherent
information of the synthesized channels Wpi1...inq polarizes, meaning that it goes to ei-
ther ´1 or `1, except possibly for a vanishing fraction of channels. We recall that the
symmetric coherent information of a quantum channel NA1ÑB is defined as the coherent
information of the channel for a uniformly distributed input, that is
IpN q :“ ´HpA|BqN pΦA1Aq P r´1, 1s. (3)
To prove the polarization theorem, we will utilize Lemma 4. This basically requires us
to find two quantities I and T that respectively play the role of the symmetric mutual
information of the channel and of the Bhattacharyya parameter from the classical case.
As mentioned above, for I we shall consider the symmetric coherent information of the
quantum channel. For T , we will need to be slightly more creative. For any channel
NA1ÑB , let us define RpN q as
RpN q :“ 2H
Ò
1
2
pA|BqN pΦ
AA1 q “ 2´H˜Ó2 pA|EqNcpΦAA1 q P “12 , 2‰ (4)
4
This quantity will be our T and we will call it the “Réyni-Bhattacharyya” parameter. We
can see from the expression of HÒ1
2
that this indeed looks vaguely like the Bhattacharyya
parameter; however we will work mostly with the second form involving the comple-
mentary channel as this will be more mathematically convenient for us.
Before stating the main theorem, we first provide the following lemma on the sym-
metric coherent information I and the Réyni-Bhattacharyya parameter R of a classical
mixture of quantum channels. It will allow us to derive the main steps in the proof of
the polarization theorem, by conveniently working with theWp0qC pρq/Wp1qC pρq construc-
tion, rather than the Wp0qpρq/ Wp1qpρq mixture (in which a classical description of C is
included in the output). The proof is omitted, since part (a) is trivial, and part (b) follows
easily from [9, Section B.2].
Lemma 5. LetN pρq “ řxPX λx|xyxx|Nxpρq, be a classical mixture of quantum channelsNx,
where t|xyuxPX is some orthonormal basis of an auxiliary system, and řxPX λx “ 1. Then
(a) IpN q “ EXIpNxq :“ řxPX λxIpNxq
(b) RpN q “ EXRpNxq :“ řxPX λxRpNxq
We can now state the polarization theorem.
Theorem 6. For any δ ą 0,
lim
nÑ8
#tpi1 . . . inq P t0, 1un : I
`Wpi1...inq˘ P p´1` δ, 1´ δqu
2n
“ 0
and furthermore,
lim
nÑ8
#
 pi1, . . . , inq P t0, 1un : IpWpi1,...,inqq ě 1´ δ(
2n
“ IpN q ` 1
2
Proof. Let tBn : n ě 1u be a sequence of i.i.d., t0, 1u-valued random variables with
P pBn “ 0q “ P pBn “ 1q “ 1{2, as in Lemma 4. Let tIn : n ě 0u and tRn : n ě 0u
be the stochastic processes defined by In :“ I
`WpB1...Bnq˘ and Rn :“ R `WpB1...Bnq˘. By
convention, Wp∅q :“ W , thus I0 “ IpWq and R0 “ RpWq. We prove that all the condi-
tions of Lemma 4 hold for In and Tn :“ Rn.
(i.1) Straightforward (with rι0, ι1s “ r´1, 1s)
(i.2) We must show that In forms a martingale. In other words, that the channel combin-
ing and splitting transformation doesn’t change the total coherent information, i.e.,
I
`Wp0q˘` I `Wp1q˘ “ 2I pWq. This follows from Lemma 7 below, and Lemma 5 (a).
(t.1) Straightforward (with rθ0, θ1s “ r12 , 2s).
(t.2) Here, we will show thatRn`1 “ 25` 25R2n, whenBn`1 “ 1. It is enough to prove it for
n “ 0 (i.e., the first step of recursion), since in the general case the proof is obtained
simply by replacingW withWpB1...Bnq. First, by using Lemma 5 (b), and assuming
B1 “ 1, we get R1 :“ R
`Wp1q˘ “ ECR´Wp1qC ¯ “ ECR pW C Wq, where the last
equality is simply a reminder of our notationWp1qC :“W CW . We then prove that
ECR pW C Wq “ 25 ` 25RpWq2. This is where most of the action happens, and the
proof is in Lemma 8.
5
(i&t.1) For any ε ą 0, there exists a δ ą 0 such that In P p´1 ` ε, 1 ´ εq implies that
Rn P p12 ` δ, 2 ´ δq. In other words, we need to show that if R polarizes, then so
does I . This holds for any choice of the Clifford unitary in the channel combining
operation, and is proven in Lemma 9.
We now proceed with the lemmas. The following lemmas are stated in slightly more
general settings, with the channel combining construction applied to two quantum chan-
nels N andM, rather than to two copies of the same quantum channelW .
Lemma 7. Given two channels NA11ÑB1 andMA12ÑB2 with qubit inputs, then
IpN CMq ` IpN CMq “ IpN q ` IpMq,
and this holds for all choices of C.
Proof. Consider the state ρ “ pN MqpCpΦA1A11 ΦA2A12qC:q on systems A1A2B1B2. We
have that IpN CMq “ ´HpA1|B1B2qρ and IpN CMq “ ´HpA2|A1B1B2qρ. Therefore,
by the chain rule,
IpN CMq ` IpN CMq “ ´HpA1|B1B2qρ ´HpA2|A1B1B2qρ
“ ´HpA1A2|B1B2qρ.
Now, recall that the EPR pair has the property that pZ  1q|Φy “ p1  ZJq|Φy for any
matrix Z. Using this, we can move C from the input systems A11 and A12 to the purifying
systems A1A2: ρ “ CJpN MqpΦA1A11  ΦA2A12qC¯. Hence, we have
´HpA1A2|B1B2qρ “ ´HpA1A2|B1B2qpNMqpΦq
“ ´HpA1|B1qN pΦq ´HpA2|B2qMpΦq
“ IpN q ` IpMq.
Lemma 8. Given two channels NA11ÑB1 andMA12ÑB2 with qubit inputs, then
ECRpN CMq “ 2
5
` 2
5
RpN qRpMq,
where C is the channel combining Clifford operator and is chosen uniformly at random over the
Clifford group.
Proof. Let N cA11ÑE1 and M
c
A12ÑE2 be the complementary channels of N and M respec-
tively. It’s not too hard to show that pN C Mqcpρq “ pN c McqˆC ˆ1A112  ρ˙C:˙,
and therefore RpN CMq “ 2´H˜Ó2 pA2|E1E2qρ , where ρA2E1E2 “ pN MqcpΦA2A12q. Note
that ρE1E2 “ N c
`
1
2
˘
E1
Mc `12 ˘E2 , which is independent of C. Now, to compute the
expected value of this for a random choice of C, we proceed as follows:
EC2´H˜
Ó
2 pA2|E1E2qρ “ EC Tr
«ˆ
ρ
´ 1
4
E1E2
ρA2E1E2ρ
´ 1
4
E1E2
˙2ff
“ EC Tr
«ˆ
ρ
´ 1
4
E1E2
pN c McqˆC ˆ1A11
2
 ΦA2A12˙C:˙ ρ´ 14E1E2˙2
ff
.
6
Now, note that this is basically the same calculation as in [5], at Equation (3.32) (there,
U is chosen according to the Haar measure over the full unitary group, but all that is
required is a 2-design, and hence choosing a random Clifford yields the same result).
However, since here we are dealing with small systems, we will not make the simpli-
fications after (3.44) and (3.45) in [5] but will instead keep all the terms. We therefore
get EC2´H˜
Ó
2 pA2|E1E2qρ “ αTr “pi2A2‰ ` β Tr ”pi2A11  ΦA2A12ı “ 12α ` 12β, where α “ 1615 ´
4
152
´H˜Ó2 pA1A2|E1E2qω , β “ 16152´H˜
Ó
2 pA1A2|E1E2qω ´ 415 , and ωA1A2E1E2 :“ pN c McqpΦA1A11 
ΦA2A12q. Hence,
EC2´H˜
Ó
2 pA2|E1E2qρ “ 6
15
` 6
15
2´H˜
Ó
2 pA1A2|E1E2qω
“ 2
5
` 2
5
RpN qRpMq.
Lemma 9. Let NA1ÑB be a channel with qubit input. Then,
• RpN q ď 12 ` δ ñ IpN q ě 1´ logp1` 2δq.
• RpN q ě 2´ δ ñ IpN q ď ´1` 4?2δ ` 2hp?2δq,
where hp¨q denotes the binary entropy function.
Proof. We first prove point 1. Observe that for any state σAB , the inequality HpA|Bqσ ď
HÒ1
2
pA|Bqσ holds. Now, for ρAB “ N pΦAA1q, we have that
1
2
` δ ě RpN q
“ 2H
Ò
1
2
pA|Bqρ
ě 2HpA|Bqρ
“ 2´IpN q,
and hence IpN q ě 1´ logp1` 2δq.
We now turn to the second point. We have that
2´ δ ď RpN q
“ max
σB
Tr
„
ρ
1
2
ABσ
1
2
B
2
“ 2 max
σB
Tr
«
?
ρAB
c
1A
2
 σBff2
ď 2 max
σB
›››››?ρAB
c
1A
2
 σB
›››››
2
1
“ 2 max
σB
F
ˆ
ρAB,
1A
2
 σB˙2 .
Now, using the Fuchs-van de Graaf inequalities, we get that there exists a σB such that››››ρAB ´ 1A2  σB
››››
1
ď ?2δ.
7
We are now in a position to use the Alicki-Fannes [1] inequality, which states that
|HpA|Bqρ ´ 1| ď 4
?
2δ ` 2hp?2δq.
This concludes the proof of the lemma.
4 Quantum Polarization Using Only 9 Clifford Gates
In this section, we prove that quantum polarization can be achieved while reducing the
set of two-qubit Clifford gates used to randomize the channel combining operation, to a
subset of 9 Clifford gates only. To do so, we need to find a subset of Clifford gates such
that the condition pt.2q from Lemma 4 is still fulfilled.
Let Cn denote the n-qubit Clifford group. Clearly C1  C1 ď C2, and we may define an
equivalence relation on C2, whose equivalence classes are the left cosets of C1  C1.
Definition 10. We say that C 1 and C2 P C2 are equivalent, and denote it by C 1 „ C2, if there
exist C1, C2 P C1 such that C2 “ C 1pC1  C2q (see also Figure 3).
U2
U1
C2
C1
C 1
X2
X1
C2
Figure 3: Equivalent two-qubit Clifford gates C 1 „ C2
Now, the main observation is that two equivalent Clifford gates used to combine any
two quantum channels with qubit inputs, yield the same Réyni-Bhattacharyya parameter
of the bad/good channels. This is stated in the following lemma, whose proof is provided
in Appendix A.
Lemma 11. Let C 1, C2 P C2. If C 1 „ C2, then for any two quantum channelsM and N with
qubit inputs, we have:
RpMC1 N q “ RpMC2 N q and RpMC1 N q “ RpMC2 N q
As a consequence, one may ensure polarization while restricting the set of Clifford
gates to any set of representatives of the equivalence classes of the above equivalence
relation (since such a restriction will not affect the ECRpN C Mq value, for any two
quantum channels M and N with qubit inputs). Since |C1| “ 24 and |C2| “ 11520, it
follows that there are exactly 11520{p24ˆ 24q “ 20 equivalence classes. A set of represen-
tatives of these 20 equivalence classes can be chosen as follows1:
• For 2 of these equivalence classes, one may choose the identity gate I and swap
gate S, as representatives.
• For 9 out of remaining 18 equivalence classes, one may find representatives of form
pC1  C2qCNOT21, where CNOT21 denotes the controlled-NOT gate with control on
the second qubit and target on the first qubit, C1 P tI,
?
Z,
?
Y u, C2 P tI,
?
X,
?
Y u,
1We have used a computer program to determine such a set of representatives
8
II
L1,1 :
?
Z
I
L2,1 :
?
Y
I
L3,1 :
I
?
X
L1,2 :
?
Z
?
X
L2,2 :
?
Y
?
X
L3,2 :
I
?
Y
L1,3 :
?
Z
?
Y
L2,3 :
?
Y
?
Y
L3,3 :
Figure 4: Set L :“ tLi,j | 1 ď i, j ď 3u containing 9 Cliffords
and
?
P “ p1´iqp1`iP q2 , for any Pauli matrix P P tX,Y, Zu. We denote this set by L,
which is further depicted in Figure 4.
L :“
!
pC1  C2qCNOT21 | C1 P tI,?Z,?Y u, C2 P tI,?X,?Y u) (5)
• For the remaining 9 equivalence classes, one may find representatives of form SL,
S is the swap gate and L P L. We denote this set byR.
R :“ tSL | L P Lu (6)
Now, we prove that two Clifford gates C 1 and C2, such that C2 “ SC 1, used to
combine two copies of a quantum channel W with qubit input, yield the same Réyni-
Bhattacharyya parameter of the bad/good channels. Although this property is weaker
that the one in Lemma 11, which holds for any two quantum channels M and N , it is
sufficient for whatever we need here.
Lemma 12. Let C 1, C2 P C2, such that C2 “ SC 1, where S is the swap gate. Then, for two copies
of a quantum channelW with qubit input,
RpW C1 Wq “ RpW C2 Wq and RpW C1 Wq “ RpW C2 Wq
Proof. First, we note that by applying a unitary on the output of any quantum channel
does not change the Réyni-Bhattacharyya parameter. Precisely, let NAÑB be any quan-
tum channel, and UNU :AÑB be the quantum channel2 obtained by applying the unitary
U on the output system B, that is, UNU :AÑBpρAq :“ UNAÑBpρAqU :. Then,
R
`
UNAÑBU :
˘ “ R pNAÑBq (7)
Going back to the proof of our Lemma, by the definition ofW C W and using that
S: “ S, we may write:
pW C2 Wqpρq “ pW WqˆC2pρ 1
2
qC2:
˙
“ pW WqˆSC 1pρ 1
2
qC 1:S
˙
(8)
2To see that UNU:AÑB is a quantum channel, it is enough to notice that if NAÑB is defined by Kraus
operators tEku, then UNU:AÑB is defined by Kraus operators tUEkU:u.
9
Now, it is easily seen that applying the swap gate on either the input or the output system
of theW W channel yields the same quantum channel, hence we may further write:
pW C2 Wqpρq “ SpW WqˆC 1pρ 1
2
qC 1:
˙
S (9)
“ SpW C1 WqpρqS “ pSpW C1 WqSq pρq (10)
Hence,W C2 W “ SpW C1 WqS, and using (7), with N :“ W C1 W and U :“ S, we
get
R pW C1 Wq “ R pW C2 Wq , (11)
as desired. The equalityRpWC2Wq “ RpWC1Wqmay be proven in a similar way.
The following lemma implies that polarization can be achieved by choosing the chan-
nel combining Clifford operator randomly from either L or R. It is the analogue of the
Lemma 8 used to check the pt.2q condition in the proof of the polarization Theorem 6.
Lemma 13. Given two copies of a quantum channelWA11ÑB1 with qubit input, we have
ECPLRpW C Wq “ ECPRRpW C Wq “ 4
9
´ 1
9
RpWq ` 4
9
RpWq2,
where C is the channel combining Clifford operator and is chosen uniformly either from the set L
or from the setR, each containing 9 Clifford gates.
Proof. Since S :“ tI, Su Y L YR is a set of representatives of the 20 equivalence classes
partitioning the Clifford group C2, we have:
ECPSRpW C Wq “ ECPC2RpW C Wq “ 25 ` 25RpWq2, (12)
where the first equality follows from Lemma 11, and the second from Lemma 8. Now,
using Lemma 12, we have RpW S Wq “ RpW I Wq “ RpWq and ECPLRpW C Wq “
ECPRRpW C Wq. Hence,
ECPSRpW C Wq “ 2RpWq ` 9ECPLRpW C Wq ` 9ECPRRpW C Wq
20
, (13)
and therefore
ECPLRpW C Wq “ ECPRRpW C Wq “ 4
9
´ 1
9
RpWq ` 4
9
RpWq2 (14)
Finally, we also note that the above expected value is less than the one in Lemma 8,
namely ECPC2RpW C Wq “ 25 ` 25RpWq2, since the expected value can only decrease by
taking out the identity and swap gate from the set of representatives.
5 Quantum Polar Coding
Polar coding is a coding method that take advantage of the channel polarization phe-
nomenon [2]. To construct a quantum polar code of length N “ 2n, n ą 0, we start
with N copies of the quantum channelW , pair them in N{2 pairs, and apply the channel
combining and splitting operation on each pair. The same channel combining Clifford
gate is used for each of the N{2 pairs, which will be denoted by C. By doing so, we
generate N{2 copies of the channel Wp0q :“ W C W and N{2 copies of the channel
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Wp1q :“ W C W . Hence, for each i1 “ 0, 1, we group together the N{2 copies of the
Wpi1q channel, pair them in N{4 pairs, and apply the channel combining and splitting
operation on each pair, by using some channel combining Clifford gate denoted by Ci1 .
By performing n polarization steps, we generate quantum channelsWpi1...inq, which can be
recursively defined for n ą 0, as follows:
Wpi1...inq :“
#
Wpi1...in´1q Ci1...in´1 Wpi1...in´1q, if in “ 0
Wpi1...in´1q Ci1...in´1 Wpi1...in´1q, if in “ 1 (15)
where, for n “ 1, in the right hand side term of the above equality, we set by convention
Wp∅q :“W andC∅ :“ C. Note that, for the sake of simplicity, we have dropped the chan-
nel combining Clifford gate from theWpi1...inq notation. The construction is illustrated in
Figure 5, for N “ 8. Horizontal “wires” represent qubits, and for each polarization step,
we have indicated on each wire the virtual channelWpi1i2... q “seen” by the corresponding
qubit state.
W
W
W
W
W
W
W
W
CW(1)
W(0)
CW(1)
W(0)
CW(1)
W(0)
CW(1)
W(0)
C1W(11)
W(10)
C0W(01)
W(00)
C1W(11)
W(10)
C0W(01)
W(00)
C00W(001)
W(000)
C01W(011)
W(010)
C10W(101)
W(100)
C11W(111)
W(110)
Figure 5: Quantum polar code of length N “ 8
The above construction synthesizes a set of N channels and, for any i “ 0, . . . , N ´ 1,
we shall further denoteWpiq :“Wpi1...inq, where i1 . . . in is the binary decomposition of i.
Let I Ă t0, 1, . . . , N ´ 1u denote the set of good channels (i.e., with coherent information
close to 1, or equivalently, Réyni-Bhattacharyya parameter close to 1{2), and let J :“
t0, 1, . . . , N ´ 1uzI. With a slight abuse of notation, we shall also denote by I and J two
qudit systems, of dimension 2|I| and 2|J |, respectively (it will be clear from the context
whether the notation is meant to indicate a set of indexes or a quantum system).
A quantum state ρI on system I is encoded by supplying it as input to channels i P I,
while supplying each channel j P J with half of an EPR pair, shared between the sender
and the receiver. Precisely, let ΦJJ 1 be a maximally entangled state, defined by
ΦJJ 1 “ jPJΦjj1 , (16)
where indexes j and j1 indicate the j-th qubits of J and J 1 systems, respectively, and
Φjj1 is an EPR pair. Let also Gq denote the quantum polar transform, that is the unitary
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operator defined by the applying the Clifford gates corresponding to the n polarization
steps. The encode state, denoted ϕIJJ 1 , is obtained by applying the Gq  IJ 1 unitary on
the IJJ 1 system, hence:
ϕIJJ 1 :“ pGq  IJ 1qpρI  ΦJJ 1qpG:q  IJ 1q (17)
Since no errors occur on the J 1 system, the channel output state is given by:
ψIJJ 1 :“ pWN  IJ 1qpϕIJJ 1q (18)
It is worth noticing that randomness is used only at the code construction stage (since
Clifford gates used in the n polarization steps are randomly chosen from some predeter-
mined set of gates), but not at the encoding stage. Decoding for general quantum chan-
nels is an open problem. However, for Pauli channels, an efficient decoding algorithm
will be introduced in Section 6.4, below.
6 Polarization of Pauli Channels
This section further investigates the quantum polarization of Pauli channels. First, to a
Pauli channelN we associate a classical symmetric channelN#, with both input and out-
put alphabets given by the quotient of the 1-qubit Pauli group by its centralizer. We then
show that the former polarizes quantumly if and only if the latter polarizes classically.
We use this equivalence to provide an alternative proof of the quantum polarization for a
Pauli channel, as well as fast polarization properties. We then devise an effective way to
decode a quantum polar code on a Pauli channel, by decoding its classical counterpart.
Let Pn denote the Pauli group on n qubits, and P¯n “ Pn{t˘1,˘iu the Abelian group
obtained by taking the quotient of Pn by its centralizer. We write P¯1 “ tσi | i “ 0, . . . , 3u,
with σ0 “ I , σ1 “ X , σ2 “ Y , σ3 “ Z, and P¯2 “ tσi,j :“ σiσj | i, j “ 0, . . . , 3u » P¯1ˆ P¯1.
For any two-qubit Clifford unitary C, we denote by ΓpCq, or simply Γ when no confusion
is possible, the conjugate action of C of P¯2. Hence, Γ is the automorphism of P¯2 (or
equivalently P¯1 ˆ P¯1), defined by Γpσi,jq “ Cσi,jC:.
Let N be a Pauli channel defined by3 N pρq “ ř3i“0 piσiρσ:i , with ř3i“0 pi “ 1. Its
coherent information for a uniformly distributed input is given by IpN q “ 1´hppq, where
hppq “ ´ř3i“0 pi logppiq denotes the entropy of the probability vector p “ pp0, p1, p2, p3q.
Definition 14 (Classical counterpart of a Pauli channel). Let N be a Pauli channel. The
classical counterpart ofN , denoted byN#, is the classical channel with input and output alphabet
P¯1, and transition probabilities N#pσi | σjq “ pk, where k is such that σiσj “ σk 4.
Hence, N# is a memoryless symmetric channel, whose capacity is given by the mutual
information for uniformly distributed input IpN#q “ 12p2´ hppqq P r0, 1s. It follows that
IpN#q “ 1` IpN q
2
(19)
Note that the right hand side term in the above equation is half the mutual information
of the Pauli channel N , for a uniformly distributed input.
3We use σ:i in the definition of the Pauli channel, to explicitly indicate that the definition does not depend
on the representative of the equivalence class.
4Here, equality is understood as equivalence classes in P¯1
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It is worth noticing that the quantum channels synthesized during the quantum polar-
ization of a Pauli channel are identifiable (see below) to classical mixtures of Pauli channels
(this will be proved in Proposition 17). A Classical Mixture of Pauli (CMP) channels is a
quantum channel N pρq “ řxPX λx|xyxx|  Nxpρq, where t|xyuxPX is some orthonormal
basis of an auxiliary system, Nx are Pauli channels, and
ř
xPX λx “ 1. We further extend
Definition 14 to the case of CMP channels, by defining the classical channel N# as the
mixture of the channels N#x , where channel N#x is used with probability λx. Hence, in-
put and output alphabets ofN# are P¯1 and X ˆ P¯1, respectively, with channel transition
probabilities defined by N#px, σi | σjq “ λxNxpσi | σjq. It also follows that:
IpN#q “
ÿ
x
λxIpN#x q “
ÿ
x
λx
1` IpNxq
2
“ 1` IpN q
2
(20)
Given two classical channels U and V , we say they are equivalent, and denote it by
U ” V , if they are defined by the same transition probability matrix, modulo a per-
mutation of rows and columns. The following lemma states that the classical channel
associated with a CMP channel does not depend on the basis.
Lemma 15. Let N pρq “ řxPX λx|xyxx|  Nxpρq and Mpρq “ řyPY τy|yyxy| Mypρq be
two CMP channels, where t|xyuxPX and t|yyuyPY are orthonormal bases of the same auxiliary
system. If N “M, then there exists a bijective mapping pi : X Ñ Y , such that λx “ τpipxq and
Nx “Mpipxq. In particular, N# ”M#.
Finally, we say that a quantum channelNUÑAX is identifiable to a channelN 1UÑA if, for
some unitary operator C on the AX system, we have that N pρq “ C
´
N 1pρq IX|X|¯C:,
where |X| denotes the dimension of the X system. In other words, N and N 1 are equal
modulo the conjugate action of an unitary operator C, and possibly after discarding a
“useless” output system X . If NUÑAX is identifiable to a CMP channel N 1UÑA, we shall
defineN# :“ pN 1q#. It can be seen thatN# is well defined up to equivalence of classical
channels, that is, if NUÑAX is identifiable to another CMP channel N 2UÑA, then pN 1q# ”
pN 2q#. This follows from the following lemma, proven in Appendix B.
Lemma 16. LetN 1 andN 2 be two CMP channels, such thatN 1pρq IX|X| “ C ´N 2pρq IX|X|¯C:,
for some unitary C. Then pN 1q# ” pN 2q#.
6.1 Classical Channel Combining and Splitting Operations
Simplified notation: To simplify notation, we shall identify
`
P¯1,ˆ
˘ – pt0, 1, 2, 3u,‘q, by
identifying σu – u, @u “ 0, . . . , 3, where the additive group operation u ‘ v is given
by the bitwise exclusive OR (XOR) between the binary representations of integers u, v.
The classical counterpart N# of a Pauli channel N pρq “ ř3u“0 puσuρσ:u (Definition 14),
is therefore identified to a channel with input and output alphabet P¯1 – t0, 1, 2, 3u, and
transition probabilities N#pu | vq “ pu‘v.
Let N and M be two classical channels, both with input alphabet P¯1 – t0, 1, 2, 3u, and
output alphabets A and B, respectively. Channel transition probabilities are denoted by
Npa | uq and Mpb | vq, for u, v P P¯1, a P A, and b P B. Let Γ : P¯1 ˆ P¯1 Ñ P¯1 ˆ P¯1 be
any permutation, and write Γ “ pΓ1,Γ2q, with Γi : P¯1 ˆ P¯1 Ñ P¯1, i “ 1, 2. The combined
channel N ’Γ M is defined by:
pN ’Γ Mqpa, b | u, vq “ Npa | Γ1pu, vqqMpb | Γ2pu, vqq (21)
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It is further split into two channels N Γ M and N Γ M , defined by:
pN Γ Mqpa, b | uq “ 1
4
ÿ
v
pN ’Γ Mqpa, b | u, vq (22)
pN Γ Mqpa, b, u | vq “ 1
4
pN ’Γ Mqpa, b | u, vq, (23)
Applying the above construction to classical counterparts of CMP channels, we have
the following proposition, proven in Appendix C.
Proposition 17. LetNUÑA andMVÑB be two CMP channels, and C be any two-qubit Clifford
unitary, acting on the two qubit system UV . Let N# andM# denote the two classical counter-
parts of the above CMP channels, and Γ :“ ΓpCq be the permutation induced by the conjugate
action of C on P¯1 ˆ P¯1. Then N CM and N CM are identifiable to CMP channels, thus
pN CMq# and pN CMq# are well defined, and the following properties hold:
piq pN CMq# ” N# ΓM#
piiq pN CMq# ” N# ΓM#
A consequence of the above proposition is that a CMP channel polarizes under the
recursive application of the channel combining and splitting rules, if and only if its classi-
cal counterpart does so. Moreover, processes of both quantum and classical polarization
yield the same set of indexes for the good/bad channels. More precisely, we have the
following:
Corollary 18. LetW be a CMP channel, andWpi1...inq be defined recursively as in (15), @n ą 0,
@i1, . . . , in P t0, 1u. LetW# be the classical counterpart ofW , and pW#qpi1...inq be defined recur-
sively, similar to (15), while replacingW byW#, and Clifford unitariesCi1...in by the correspond-
ing permutations Γi1...in “ ΓpCi1...inq. Then
`Wpi1...inq˘# ” pW#qpi1...inq, @n,@i1, . . . , in. In
particular:
I
´
pW#qpi1...inq
¯
“ 1` I
`Wpi1...inq˘
2
(24)
As we already know that the quantum transform polarizes, it follows that the classical
transform does also polarize. Moreover, a direct proof of the classical polarization can be
derived by verifying the conditions from Lemma 4, with stochastic process tTn : n ě 0u
given by Bhattacharyya parameter Z of the classical channels synthesized during the
recursive construction. We recall below the definition of the Bhattacharyya parameter
for a classical channel W , as defined in [13]. We shall restrict out attention to classical
channels with input alphabet P¯1.
Definition 19 ([13]). Let W be a classical channel, with input alphabet P¯1 – pt0, 1, 2, 3u,‘q
and output alphabet Y . For u, u1, d P P¯1, we define
ZpWu,u1q :“
ÿ
yPY
a
W py|uqW py|u1q (25)
ZdpW q :“ 1
4
ÿ
uPP¯1
ZpWu,u‘dq (26)
In particular, note that ZpWu,uq “ 1,@u P P¯1, and Z0pW q “ 1. The Bhattacharyya parameter
of W , denoted ZpW q, is then defined as
ZpW q :“ 1
3
ÿ
d‰0
ZdpW q “ 1
12
ÿ
u‰u1
ZpWu,u1q (27)
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Polarization of the classical channelW# follows then from the lemma below, whose
proof is provided in Appendix D.
Lemma 20. LetW be a CMP channel andW# its classical counterpart. Given two instances of
the channelW#, then
EΓPΓpLqZ
´
W# ΓW#¯ “ EΓPΓpRqZ ´W# ΓW#¯ “ 13ZpW#q ` 23ZpW#q2, (28)
where ΓpLq and ΓpRq denote the set of permutations generated on P¯2 by the conjugate action of
Cliffords in L andR, respectively.
6.2 Polarization Using Only 3 Clifford Gates
In this section, we show that for Pauli channels the set of channel combining Clifford
gates can be reduced to 3 gates only, while still ensuring polarization. Let S denote the
set containing the Clifford gates L1,3, L2,2, and L3,1 from Figure 4, and ΓpSq denote the
corresponding set of permutations, namely ΓpL1,3q, ΓpL2,2q and ΓpL3,1q, generated by the
conjugate actions of L1,3, L2,2, and L3,1 on P¯1 ˆ P¯1.
Lemma 21. LetW be a CMP channel andW# its classical counterpart. Given two instances of
the channelW#, then
EΓPΓpSqZ
´
W# Γ W#¯ ď 1
3
ZpW#q ` 2
3
ZpW#q2 (29)
The proof is given in appendix E.
6.3 Speed of Polarization
Before discussing decoding of quantum polar codes over Pauli channels (Section 6.4), it
is worth noticing that classical polar codes come equipped with a decoding algorithm,
known as successive cancellation (SC) [2]. However, the effectiveness of the classical
SC decoding, i.e., its capability of successfully decoding at rates close to the capacity,
depends on the speed of polarization. The Bhattacharyya parameter of the synthesized
channels plays an important role in determining the speed at which polarization takes
place. First, we note that for a classical channel W , the Bhattacharyya parameter upper
bounds the error probability of uncoded transmission. Precisely, given a classical channel
W with input alphabet X , the error probability of the maximum-likelihood decoder for
a single channel use, denoted Pe, is upper-bounded as follows ([13, Proposition 2]):
Pe ď p|X| ´ 1qZpW q (30)
Now, consider a polar code defined by the recursive application of n polarization steps
to the classical channel W :“ W# (the input alphabet is X :“ P¯1, of size |P¯1| “ 4).
The construction is the same as the one in Section 5, while replacing the quantum chan-
nel W by its classical counterpart W , and channel combining Clifford gates Ci1i2... by
the corresponding permutations Γi1i2... :“ ΓpCi1i2...q. For any i “ 0, . . . , N ´ 1, let
W piq :“ pW#qpi1...inq, where i1 . . . in is the binary decomposition of i. For the sake of
simplicity, we drop the channel combining permutations Γ’s from the above notation.
Let I Ă t0, 1, . . . , N ´ 1u denote the set of good channels (i.e., channels used to transmit
information symbols, as opposed to bad channels, which are frozen to symbol values
known to the both encoder and decoder). Since the SC decoding proceeds by decoding
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successively the synthesized good channels5, it can be easily seen that the block error
probability of the SC decoder, denoted by PepN, Iq, is upper-bounded by (see also [2,
Proposition 2]):
PepN, Iq ď 3
ÿ
iPI
ZpW piqq (31)
If the the Bhattacharyya parameters of the W piq channels, with i P I, converge sufficient
fast to zero, one can use (31) to ensure that PepN, Iq goes to zero. Since the number of
terms in the right hand side of (31) is linear in N , it is actually enough to prove that
ZpW piqq ď OpN´p1`θqq,@i P I, for some θ ą 0.
The proof of fast polarization properties in [13, Lemma 3], for channels with non-
binary input alphabets, exploits two main ingredients:
(1) The quadratic improvement of the Bhattacharyya parameter, when taking the good
channel, i.e., Z
`
W pi1...in´1inq
˘ ď Z `W pi1...in´1q˘2, @i1 . . . in´1in P t0, 1un, such that
in “ 1.
(2) The linearly upper-bounded degradation of the Bhattacharyya parameter, when
taking the bad channel, i.e., Z
`
W pi1...in´1inq
˘ ď κZ `W pi1...in´1q˘, @i1 . . . in´1in P
t0, 1un, such that in “ 0, for some constant κ ą 0.
Regarding the second condition, in our case we have the following lemma, where for
a classical channel W with input alphabet P¯1 – t0, 1, 2, 3u, we define
Z¯pW q :“ max
d“1,2,3ZdpW q (32)
Lemma 22. For any classical channel W with input alphabet P¯1, and any linear permutation
Γ : P¯1 ˆ P¯1 Ñ P¯1 ˆ P¯1, the following inequalities hold:
Z¯pW Γ W q ď 4Z¯pW q (33)
ZpW Γ W q ď 12ZpW q (34)
The proof is given in Appendix F.
Condition (1) above – quadratic improvement of the Bhattacharyya parameter, when
taking the good channel – is more problematic, due to the linear term in the right hand
side of equations (28) and (29). In particular, we can not apply [13, Lemma 3] to derive fast
polarization properties in our case. Instead, we will prove fast polarization properties by
drawing upon arguments similar to those in the proof of [2, Theorem 2]. First, we need
the following definition.
Definition 23. LetW be a classical channel with input alphabet P¯1, and Γ “ tΓ,Γi1...in | n ą 0,
i1 . . . in P t0, 1unu be an infinite sequence of permutations. For n ą 0, let
W pi1...inq :“
#
W pi1...in´1q Γi1...in´1 W pi1...in´1q, if in “ 0
W pi1...in´1q Γi1...in´1 W pi1...in´1q, if in “ 1 (35)
where, for n “ 1, in the right hand side term of the above equality, we set by convention W p∅q :“
W and Γ∅ :“ Γ. We say that Γ is a polarizing sequence (or that polarization happens for Γ), if
for any δ ą 0,
lim
nÑ8
#tpi1 . . . inq P t0, 1un : I
`Wpi1...inq˘ P pδ, 1´ δqu
2n
“ 0 (36)
5Each good channel is decoded by taking a maximum-likelihood decision, according to the observed
channel output and the previously decoded channels.
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Note that different from (the classical counterpart of) Theorem 6, we consider here
a given sequence of permutations, instead of averaging over some set of sequences. If
W “ W# is the classical counterpart of a CMP channelW , by Lemma 21, we know that
polarization happens when averaging over all the sequences Γ P ΓpSq8. As a conse-
quence, there exists a subset ΓpSq8pol Ă ΓpSq8 of positive probability6, such that polariza-
tion happens for any Γ P ΓpSq8pol.
Proposition 24. Let W be a CMP channel, W :“ W# its classical counterpart, and S the set
of three Clifford gates from Section 6.2. Then the following fast polarization property holds for
almost all Γ sequences in ΓpSq8pol:
For any θ ą 0 and R ă IpW q, there exists a sequence of sets IN Ă t0, . . . , N ´ 1u, N P
t1, 2, . . . , 2n, . . . u, such that |IN | ě NR and Z
`
W piq
˘ ď O `N´p1`θq˘, @i P IN . In particular,
the block error probability of polar coding under SC decoding satisfies
PepN, IN q ď O
´
N´θ
¯
(37)
6.4 Decoding the Quantum Polar Code by Using its Classical Counterpart
Let W be a CMP channel and W# its classical counterpart. Let Gq denote the unitary
operator corresponding to the quantum polar code (defined by the recursive application
of n polarization steps, see Section 5), and Gc denote the linear transformation corre-
sponding to the classical polar code. Let I and J be the set of indexes corresponding
to the good and bad channels, respectively, with |I| ` |J | “ N :“ 2n. We shall use the
following notation from Section 5:
• ρI denotes the original state of system I,
• ϕIJJ 1 :“ pGq  IJ 1qpρI ΦJJ 1qpG:q  IJ 1q denotes the encoded state, where ΦJJ 1 is
a maximally entangled state, as defined in (16).
• ψIJJ 1 :“ pWN  IJ 1qpϕIJJ 1q denotes the channel output state.
SinceW is a CMP channel, it follows that:
ψIJJ 1 “ pEIJGq  IJ 1qpρI  ΦJJ 1qpG:qE:IJ  IJ 1q (38)
for some error EIJ P PN . Hence, quantum polar code decoding can be performed in the
4 steps described below.
Step 1: Apply the inverse quantum polar transform on the channel output state. Ap-
plying G:q on the output state ψIJJ 1 , leaves the IJJ 1 system in the following state:
ψ1IJJ 1 “ pG:qEIJGq  IJ 1qpρI  ΦJJ 1qpG:qE:IJGq  IJ 1q
“ pE1IJ  IJ 1qpρI  ΦJJ 1qpE1 :IJ  IJ 1q (39)
where E1IJ :“ G:qEIJGq. Since we only need to correct up to a global phase, we may
assume that E1IJ , EIJ P PN{t˘1,˘iu » P¯N1 , and thus write E1IJ “ G´1c EIJ , or equiva-
lently:
EIJ “ GcE1IJ (40)
6Note that ΓpSq8 is the infinite product space of countable many copies of ΓpSq, and it is endowed with
the infinite product probability measure, taking the uniform probability measure on each copy of ΓpSq. See
[7] for infinite product probability measures.
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Put differently, EIJ is the classical polar encoded version of E1IJ .
Step 2: Quantum measurement. Let E1IJ “ 
iPI
E1i 
jPJ
E1j , with E1i, E1j P P¯1. Measuring
XjXj1 and ZjZj1 observables7, allows determining the value of E1j , for any j P J , since
no errors occurred on the J 1 system.
Step 3: Decode the classical polar code counterpart. We note that the error EIJ can be
seen as the output of the classical vector channel pW#qN , when the “all-identity vector”
σN0 P P¯N1 is applied at the channel input. However, by the definition of the classical
channel W#, we have pW#qN pEIJ | σN0 q “ pW#qN pσN0 | EIJ q, meaning that we can
equivalently consider σN0 as being the observed channel output, and EIJ the (unknown)
channel input. Hence, we have given piq the value of E1J :“ jPJ E1j , and piiq a noisy
observation (namely σN0 ) ofEIJ “ GcE1IJ . We can then use classical polar code decoding
to recover the value of E1I :“ iPI E1i.
Step 4: Error correction. Once we have recovered the E1J (step 2) and E1I (step 3) values,
we can apply the E1IJ IJ 1 operator on ψ1IJJ 1 , thus leaving the IJJ 1 system in the state
ρI  ΦJJ 1 .
7 Polarization with Vanishing Rate of Preshared Entanglement
In this section we present a code construction using an asymptotically vanishing rate
or preshared entanglement, while achieving a transmission rate equal to the coherent
information of the channel. In particular, we shall assume that the coherent information
of the channel is positive, IpWq ą 0. The proposed construction bears similarities to the
universal polar code construction in [6, Section V], capable of achieving the compound
capacity of a finite set of classical channels.
Let PqpN,J , Iq denote a quantum polar code of lengthN “ 2n, for some n ą 0, where
I and J denote the sets of good and bad channels respectively. By Theorem 6, as n goes
to infinity, |I| approaches 1`IpWq2 N , and thus |J | approaches 1´IpWq2 N . Since IpWq ą 0,
it follows that |J | ă |I|, provided that n is large enough. Therefore, we may find a subset
of good channels I 1 Ă I, such that |I 1| “ |J |. In the sequel, we shall extend the definition
of a polar code to include such a subset I 1, and denote it by PqpN,J , I, I 1q.
Let us now consider k copies of a quantum polar code PqpN,J , I, I 1q, denoted by
P lqpN,Jl, Il, I 1lq or simply by P lq , for any l P t0, 1, . . . k´1u. We define a quantum code Ckq
of codelength |Ckq | “ kN , by chaining them in the following way (see also Figure 6):
piq For system J0, the input quantum state before encoding is half of a maximally en-
tangled state ΦJ0J 10 , where system J 10 is part of channel output. This is the only
preshared entanglement between the sender and the receiver.
piiq For systems I 1l´1 and Jl, with l ‰ 0, the input quantum state before encoding is a
maximally entangled state ΦI1l´1Jl .
piiiq Systems IlzI 1l , for l ‰ k ´ 1, and Ik´1 are information systems, meaning that the
corresponding quantum state is the one that has to be transmitted from the sender
to the receiver.
7Here, indexes j and j1 indicate the j-th qubits of J and J 1 systems
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Figure 6: C3q : Chaining construction with k “ 3 copies of a quantum polar codes Pq
It can be easily seen that the transmission (coding) rate of the proposed scheme is
given by
R :“
řk´2
l“0 |IlzI 1l | ` |Ik´1|
kN
ÝÝÝÑ
nÑ8
pk ´ 1qIpWq ` 1`IpWq2
k
ÝÝÝÑ
kÑ8 IpWq, (41)
while the rate of preshared entanglement is given by
E :“ |J0|
kN
ÝÝÝÑ
nÑ8
1´ IpWq
2k
ÝÝÝÑ
kÑ8 0. (42)
Decoding Ckq : We shall assume that we have given an effective algorithm capable of de-
coding the quantum polar code Pq. We note that this is indeed the case for Pauli channels
(Section 6.4), but it is an open problem for general quantum channels. In this case, Ckq
can be decoded sequentially, by decoding first P 0q , then P 1q , P 2q , and so on. Indeed, after
decoding P 0q , thus in particular correcting the state of the I 10 system, the EPR pairs ΦI10J1
will play the role of the preshared entanglement required to decode P 1q . Therefore, P 1q
can be decoded once P 0q has been decoded, and similarly, P lq can be decoded after P l´1q
has been decoded, for any l P t2, . . . k ´ 1u.
Entanglement as a catalyst: Finally, the above coding scheme can be slightly modified,
such that preshared entanglement between the sender and the receiver is not consumed.
In the above construction, we have considered that for the last P k´1q polar code, the I 1k´1
system is an information system, i.e., used to transmit quantum information from the
sender to the receiver (system I 12 in Figure 6). Let us now assume that the input quantum
state to the I 1k´1 system is half of a maximally entangled state ΦI1k´1Jk , where quantum
system Jk is held by the sender. When the receiver completes decoding of the Ckq code, it
restores the initial state of the I 1k´1, thus resulting in a maximally entangled state ΦI1k´1Jk
shared between the sender (Jk system) and the receiver (I 1k´1 system). Hence, the initial
preshared entanglement ΦJ0J 10 acts as a catalyst, in that it produces a new state ΦI1k´1Jk
shared between the sender and the receiver, which can be used for the next transmission.
8 Conclusion and Perspectives
In this paper, we have shown that, with entanglement assistance, the polarization phe-
nomenon appears at the quantum level with a construction using randomized two-qubit
Clifford gates instead of the CNOT gate. In the case of Pauli channels, we have proven
that the quantum polarization is equivalent to a classical polarization for an associated
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non-binary channel which allows us to have an efficient decoding scheme. We also
proved a fast polarization property in this case. Finally, we presented a quantum polar
code chaining construction, for which the required entanglement assistance is negligible
with respect to the code length.
A natural further direction would be to see whether it is possible to achieve quan-
tum polarization without entanglement assistance and also to find an efficient decoding
scheme for general quantum channels.
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A Proof of Lemma 11
We need to prove thatC 1 andC2 yield bad/good quantum channels with the same Réyni-
Bhattacharyya parameter, when used for combining (then splitting) two quantum chan-
nels N andM. In this section, we use notation U
”
ρ
ı
:“ UρU :.
A.0.1 Bad Channel
We have following equalities for the complementary of bad channel:
ρ2A1E1R2E2 “ pN C2MqcpΦA1A11q “ N c Mc´C2A11A12”ΦA1A11  ΦR2A12ı¯
ρ1A1E1R2E2 “ pN C1MqcpΦA1A11q “ N c Mc´C 1A11A12”ΦA1A11  ΦR2A12ı¯,
where C2A11A12 “ C
1
A11A12
pC1A11  C2A12q.
Proposition 25.
ρ2A1E1R2E2 “ C1
J
A1  C2JR2”ρ1A1E1R2E2ı
Proof.
ρ2A1E1R2E2 “ N cA11ÑE1 McA12ÑE2`C 1A11A12 ¨ C1A11  C2A12“ΦA1A11  ΦR2A12q‰˘ (43)
“ N cA11ÑE1 McA12ÑE2´C 1A11A12 ¨ C1JA1  C2JR2”ΦA1A11  ΦR2A12ı¯ (44)
“ C1JA1  C2JR2”ρ1A1E1R2E2ı, (45)
where second equality follows from the relation p1  Zq”Φı “ pZJ  1q”Φı, for any
matrix Z.
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Proof of RpN C2Mq “ RpN C1Mq: By definition [15],
´H˜Ó2 pA|Bqρ “ D˜2pρAB||1 ρBq,
where D˜2pρ||σq is quantum Rényi divergence of order 2 defined in [9], and it satisfies
following unitary equivalence:
D˜2pρ||σq “ D˜2pUρU :||UσU :q (46)
Now,
´H˜Ó2 pA1|E1R2E2qρ2 “ D˜2pρ2A1E1R2E2 ||1 ρ2E1R2E2q
“ D˜2
´
C1
J
A1  C2JR2“ρ1A1E1R2E2‰||1 pC2JR2”ρ1E1R2E2‰q¯
“ D˜2pρ1A1E1R2E2 ||1 ρ1E1R2E2q
“ ´H˜2pA1|E1R2E2qρ1
ùñ RpN C2Mq “ RpN C1Mq, (47)
where the second equality follows from Proposition 25 and ρ2E1R2E2 “ trA1pC1
J
A1

C2
J
R2
”
ρ1A1E1R2E2
ı
q “ C2JR2
“
ρ1E1R2E2
‰
, and the third equality follows from equation (46). 
A.0.2 Good Channel
We have following equalities for the complementary of good channel:
ρ2A2E1E2 “ pN C2MqcpΦA2A12q “ N c Mc´C2A11A12”1A112  ΦA2A12qı¯
ρ1A2E1E2 “ pN C1MqcpΦA2A12q “ N c Mc´C 1A11A12”1A112  ΦA2A12qı¯
Proposition 26.
ρ2A2E1E2 “ C2
J
A2
”
ρ1A2E1E2
ı
Proof. Proof is similar to the proof of proposition 25
Proof of RpN C2Mq “ RpN C1Mq: Using proposition 26, it can be proved similar to
the proof for bad channel in subsection A.0.1 that:
RpN C2Mq “ RpN C1Mq (48)

B Proof of Lemma 16
We have to prove that if N 1 and N 2 are CMP channels, such that
N 1pρq IX|X| “ C
ˆ
N 2pρq IX|X|
˙
C:, (49)
for some unitary C, then pN 1q# ” pN 2q#. We restrict ourselves to the case when N 1
and N 2 are Pauli channels, since the case of CMP channels follows in a similar manner,
21
by introducing an auxiliary system providing a classical description of the Pauli channel
being used. Hence, we may write N 1pρq “ ř3i“0 p1iσiρσ:i and N 2pρq “ ř3i“0 p2i σiρσ:i ,
with
ř3
i“0 p1i “
ř3
i“0 p2i “ 1. It follows that N 1pσkq “ α1kσk and N 2pσkq “ α2kσk, where
α10 “ α20 “ 1, and for k “ 1, 2, 3, α1k “ p10 ` p1k ´ p1k1 ´ p1k2 , α2k “ p20 ` p2k ´ p2k1 ´ p2k2 , withtk1, k2u “ t1, 2, 3uztku. Using bold notation for vectors p1 :“ pp10, p11, p12, p13q, and similarly
p2,α1,α2, the above equalities rewrite as
α1 “ Ap1 and α2 “ Ap2, (50)
where A :“
¨˚
˚˝ 1 1 1 11 1 ´1 ´1
1 ´1 1 ´1
1 ´1 ´1 1
‹˛‹‚
Now, replacing ρ by σk in (49), we have that
α1kσk  IX “ C `α2kσk  IX˘C:. (51)
Since the conjugate action of the unitary C preserves the Hilbert–Schmidt norm of an
operator, it follows that }α1kσk  IX}HS “ }α2kσk  IX}HS, and therefore |α1k| “ |α2k|.
Case 1: We first assume that α1k “ α2k,@k “ 1, 2, 3. In this case, using (50), it follows that
p1 “ p2, and therefore pN 1q# “ pN 2q#.
Case 2: We consider now the case when α1k ‰ α2k, for some k “ 1, 2, 3. To address this
case, we start by writing C “ ř3i“0 σi  Ci, where Ci are linear operators on the system
X . Hence, equation (49) rewrites as
N 1pρq IX|X| “ÿ
i,j
´
σiN 2pρqσ:j
¯ CiC:j|X| . (52)
Tracing out the X system, we have
N 1pρq “
ÿ
i,j
γi,jσiN 2pρqσ:j , where γi,j “
1
|X| TrpCiC
:
j q. (53)
We define γi :“ γi,i, and from (53) it follows that γi :“ γi,i P R`. Replacing ρ “ σk in (53),
we have that for all k “ 0, . . . , 3,
α1kσk “ α2k
ÿ
i
γiσiσkσ
:
i ` α2k
ÿ
i,j,i‰j
γi,jσiσkσ
:
j (54)
The left hand side of the above equation has only σk term, so only σk on the right hand
side should survive as Pauli matrices form an orthogonal basis. It follows that either
α1k “ α2k “ 0, or the terms of the second sum in the right hand side of the above equation
necessarily cancel each other. In both cases, we have that
α1kσk “ α2k
ÿ
i
γiσiσkσ
:
i “ α2kλkσk, (55)
and thus, α1k “ λkα2k, (56)
where, λ0 :“ γ0 ` γ1 ` γ2 ` γ3 (57)
λ1 :“ γ0 ` γ1 ´ γ2 ´ γ3 (58)
λ2 :“ γ0 ´ γ1 ` γ2 ´ γ3 (59)
λ3 :“ γ0 ´ γ1 ´ γ2 ` γ3 (60)
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We also note that λ0 “ 1, since α10 “ α20 “ 1. We further rewrite equation (56) as
α1 “ Λα2 (61)
where Λ “ diagpλ0, λ1, λ2, λ3q is the square diagonal matrix with λi’s on the main diago-
nal. Plugging equation (50) into equation (61), and using A2 “ 4I , we get
p1 “ 1
4
AΛAp2 “ Γp2, (62)
where Γ :“ 1
4
AΛA “
¨˚
˚˝ γ0 γ1 γ2 γ3γ1 γ0 γ3 γ2
γ2 γ3 γ0 γ1
γ3 γ2 γ1 γ0
‹˛‹‚
We now come back to our assumption, namely α1k ‰ α2k, for some k “ 1, 2, 3. Without
loss of generality, we may assume that α11 ‰ α21. Since |α11| “ |α21| and α11 “ λ1α21, it
follows that λ1 “ ´1. Then, using (57) and (58), we have that 2pγ0 ` γ1q “ λ0 ` λ1 “ 0,
which implies
γ0 “ γ1 “ 0, (63)
since they are non-negative. We proceed now with several sub-cases:
Case 2.1: either α12 ‰ α22 or α13 ‰ α23. Similarly to the derivation of equation (63), we get either
γ2 “ 0 (in which case γ3 “ 1) or γ3 “ 0 (in which case γ2 “ 1). In either case Λ is a
permutation matrix, which implies that pN 1q# ” pN 2q#, as desired.
Case 2.2: α12 “ α22 and α13 “ α23, and either α12 “ α22 ‰ 0 or α13 “ α23 ‰ 0. Let us assume that
α12 “ α22 ‰ 0. In this case, using (56), we have that λ2 “ 1, and from (59) it follows
that γ2 ´ γ3 “ 1. This implies γ2 “ 1 and γ3 “ 0, therefore Λ is a permutation
matrix, and thus pN 1q# ” pN 2q#, as desired.
Case 2.3: α12 “ α22 “ 0 and α13 “ α23 “ 0. Using α1k “ 2pp10 ` p1kq ´ 1,@k ‰ 0, we get
p12 “ p13 “ 12 ´ p10, and similarly p22 “ p23 “ 12 ´ p20. Moreover, using (62) and the fact
that γ2 ` γ3 “ 1, we get p10 “ p11 “ p22 “ p23 and p12 “ p13 “ p20 “ p21. This implies that
pN 1q# ” pN 2q#, as desired.
This concludes the second case, and finishes the proof. 
C Proof of Proposition 17
Using the notation from Section 6.1, we shall identify
`
P¯1,ˆ
˘ – pt0, 1, 2, 3u,‘q, where
σi – i,@i “ 0, . . . , 3, and thus assume that the classical channel N# – associated with a
Pauli channelN pρq “ ř3i“0 piσiρσ:i – has alphabet t0, 1, 2, 3u, with transition probabilities
defined by N#pi | jq “ pi‘j . Moreover, the automorphism Γ “ ΓpCq induced by the
conjugate action of a two-qubit Clifford unitary C on P¯1 ˆ P¯1, is identified to a linear
permutation Γ : t0, 1, 2, 3u2 Ñ t0, 1, 2, 3u2, such that Cσi,jC: “ σΓpi,jq. We shall also write
Γ “ pΓ1,Γ2q, with Γi : t0, 1, 2, 3u2 Ñ t0, 1, 2, 3u, i “ 1, 2.
It can be easily seen that it is enough to prove the statement of Proposition 17 for
the case when N and M are Pauli channels. Let N pρq “ ř3i“0 piσiρσ:i and Mpρq “ř3
j“0 qjσjρσ
:
j .
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We start by proving piq.
pN MqpρU q “ pN MqˆC ˆρU  IV
2
˙
C:
˙
(64)
“
ÿ
i,j
piqjσi,jC
ˆ
ρU  IV
2
˙
C:σ:i,j (65)
“
ÿ
i,j
ri,jCσΓ´1pi,jq
ˆ
ρU  IV
2
˙
σ:
Γ´1pi,jqC
:, where ri,j :“ piqj (66)
“ C
˜ÿ
i,j
rΓpi,jqσi,j
ˆ
ρU  IV
2
˙
σ:i,j
¸
C: (67)
“ C
˜ÿ
i,j
rΓpi,jqσiρUσ:i  IV2
¸
C: (68)
“ C
˜ÿ
i
si σiρUσ
:
i  IV2
¸
C:, where si :“
ÿ
j
rΓpi,jq (69)
where Eq. (67) follows from variable change pi, jq ÞÑ Γpi, jq. Omitting the conjugate
action of the unitary C and discarding the V system, we may further identify:
pN MqpρU q “ÿ
i
siσiρUσ
:
i (70)
Hence, the associated classical channel pN Mq# is defined by the probability vector
s “ ps0, s1, s2, s3q, meaning that
pN Mq#pi | jq “ si‘j (71)
On the other hand, we have:
pN# M#qpa, b | uq “ 1
4
ÿ
v
N#pa | Γ1pu, vqqM#pb | Γ2pu, vqq (72)
“ 1
4
ÿ
v
pa‘Γ1pu,vqqb‘Γ2pu,vq (73)
Applying Γ´1 on the channel output, we may identifyN#M# to a channel with output
pa1, b1q “ Γ´1pa, bq, and transition probabilities given by:
pN# M#qpa1, b1 | uq “ 1
4
ÿ
v
pΓ1pa1,b1q‘Γ1pu,vqqΓ2pa1,b1q‘Γ2pu,vq (74)
“ 1
4
ÿ
v
pΓ1ppa1,b1q‘pu,vqqqΓ2ppa1,b1q‘pu,vqq (75)
“ 1
4
ÿ
v
pΓ1pa1‘u,b1‘vqqΓ2pa1‘u,b1‘vq (76)
“ 1
4
ÿ
v
pΓ1pa1‘u,vqqΓ2pa1‘u,vq (77)
“ 1
4
ÿ
v
rΓpa1‘u,vq (78)
“ 1
4
sa1‘u (79)
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We can then discard the b1 output, since the channel transition probabilities do not depend
on it, which gives a channel defined by transition probabilities:
pN# M#qpa1 | uq “ sa1‘u (80)
Finally, using Eq. (71) and Eq. (80), and noticing that omitting the conjugate action of
the unitary C and discarding the V system in the derivation of Eq. (71) is equivalent to
applying Γ´1 on the channel output and discarding the b1 output in the derivation of
Eq. (80), we conclude that pN Mq# ” N# M#
We prove now the piiq statement. Similar to the derivations used for piq, we get:
pN MqpρV q “ C ˜ÿ
i,j
rΓpi,jqσi,j pΦU 1U  ρV qσ:i,j
¸
C: (81)
“ C
˜ÿ
i,j
rΓpi,jq
´
pIU 1  σiqpΦU 1U qpIU 1  σ:i q¯ pσjρV σ:jq
¸
C: (82)
Omitting the conjugate action of the unitary C, and expressing pIU 1 σiqpΦU 1U qpIU 1 σ:i q
in the Bell basis, t|iyui“0,...,3 :“ t |00y`|11y?2 ,
|01y`|10y?
2
, |01y´|10y?
2
, |00y´|11y?
2
u, we get:
pN MqpρV q “ ÿ
i,j
rΓpi,jq|iyxi| pσjρV σ:jq (83)
Let λi :“ řj rΓpi,jq and si,j :“ rΓpi,jq{λi (with si,j :“ 0 if λi “ 0). Denoting by Si the Pauli
channel defined by Spρqi “ řj si,jσjρV σ:j , we may rewrite:
pN MqpρV q “ ÿ
i,j
λi|iyxi| SipρV q (84)
Hence, pN Mq# is the mixture of the channels S#i , with S#i being used with probability
λi, whose transition probabilities are given by:
pN Mq#pi, j | kq “ λisi,j‘k “ rΓpi,j‘kq (85)
On the other hand, we have:
pN# M#qpa, b, u | vq “ 1
4
N#pa | Γ1pu, vqqM#pb | Γ2pu, vqq (86)
“ 1
4
pa‘Γ1pu,vqqb‘Γ2pu,vq (87)
We apply Γ´1 on the pa, bq output of the channel, which is equivalent to omitting the
conjugate action of the unitary C in Eq. (82), and then identify N# M# to a channel
with output pa1, b1, uq, where pa1, b1q “ Γ´1pa, bq, and transition probabilities:
pN# M#qpa1, b1, u | vq “ 1
4
pΓ1pa1,b1q‘Γ1pu,vqqΓ2pa1,b1q‘Γ2pu,vq (88)
“ 1
4
pΓ1pa1‘u,b1‘vqqΓ2pa1‘u,b1‘vq (89)
“ 1
4
rΓpa1‘u,b1‘vq (90)
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We further perform a change of variable, replacing pa1, uq by pa1 ‘ u, uq, which makes the
above transition probability independent of u. We may then discard the u output, and
thus identify N# M# to a channel with output pa1, b1q and transition probabilities:
pN# M#qpa1, b1 | vq “ rΓpa1,b1‘vq (91)
Finally, using Eq. (85) and Eq. (91), we conclude that pN Mq# ” N# M#

D Proof of Lemma 20
We prove first the following lemma.
Lemma 27. For any classical channels N,M , with input alphabet P¯1 – pt0, 1, 2, 3u,‘q, and
any linear permutation Γ “ pA,Bq : P¯1 ˆ P¯1 Ñ P¯1 ˆ P¯1, the following equality holds for any
d P P¯1:
ZdpN Γ Mq “ ZAp0,dqpNqZBp0,dqpMq (92)
Proof. According to Definition 19, for the channel N Γ M , we have:
Z
`pN Γ Mqv, v1˘ “ ÿ
u,y1,y2
apN Γ Mqpy1, y2, u | vq ˆ pN Γ Mqpy1, y2, u | v1q (93)
“ 1
4
ÿ
u,y1,y2
”a
Npy1 | Apu, vqqMpy2 | Bpu, vqq ˆa
Npy1 | Apu, v1qqMpy2 | Bpu, v1qq
ı
(94)
“ 1
4
ÿ
u,y1,y2
”a
Npy1 | Apu, vqqNpy1 | Apu, v1qq ˆa
Mpy2 | Bpu, vqqMpy2 | Bpu, v1qq
ı
(95)
“ 1
4
ÿ
u
Z
`
NApu,vq, Apu,v1q
˘
Z
`
MBpu,vq, Bpu,v1q
˘
(96)
Therefore,
Zd pN Γ Mq “ 1
4
ÿ
v
Z ppN Γ Mqv, v‘dq (97)
“ 1
16
ÿ
u,v
Z
`
NApu,vq, Apu,v‘dq
˘
Z
`
MBpu,vq, Bpu,v‘dq
˘
(98)
“ 1
16
ÿ
u,v
Z
`
NApu,vq, Apu,vq‘Ap0,dq
˘
Z
`
MBpu,vq, Bpu,vq‘Bp0,dq
˘
(99)
“ 1
16
ÿ
a
Z
`
Na, a‘Ap0,dq
˘ÿ
b
Z
`
Mb, b‘Bp0,dq
˘
(100)
“ ZAp0,dqpNqZBp0,dqpMq, (101)
where (99) follows from the linearity of the permutation Γ “ pA,Bq, and (100) follows
from the change of basis for summation from pu, vq to pa, bq :“ pApu, vq, Bpu, vqq.
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Throughout the remaining of this section, we shall denote by u :“ ru1, u2s the binary
representation of a given u P P¯1 – t0, 1, 2, 3u, where u1, u2 P t0, 1u and u2 is the least
significant bit.
Lemma 28. Let Γi,j :“ ΓpLi,jq : P¯1ˆP¯1 Ñ P¯1ˆP¯1 be the permutation defined by the conjugate
action of Li,j P L, where L is the set of two-qubit Clifford gates defined in Section 4 (Figure 4).
Then Γi,j “ pAi, Bjq,@1 ď i, j ď 3, with Ai, Bj : P¯1 ˆ P¯1 Ñ P¯1 given by:
A1pu, vq “ ru1, u2 ‘ v1 ‘ v2s, B1pu, vq “ ru1 ‘ v1, u1 ‘ v2s
A2pu, vq “ ru2 ‘ v1 ‘ v2, u1s, B2pu, vq “ ru1 ‘ v1, v1 ‘ v2s
A3pu, vq “ ru1 ‘ u2 ‘ v1 ‘ v2, u2 ‘ v1 ‘ v2s B3pu, vq “ rv1 ‘ v2, u1 ‘ v2s
where u and v inputs are represented in binary form, u :“ ru1, u2s and v :“ rv1, v2s, with
u1, u2, v1, v2 P t0, 1u (Γi,j permutations are also depicted in Figure 7).
Proof. Recall from Section 4, that Li,j “ pC 1  C2qCNOT21, where C 1 P tI,?Z,?Y u, and
C2 P tI,?X,?Y u. Recall also that by identifying P¯1 – t0, 1, 2, 3u, we have I “ σ0 – 0,
X “ σ1 – 1, Y “ σ2 – 2, Z “ σ3 – 3. The conjugate action of
?
X on P¯1, fixes I and
X , and permutes Y and Z. Hence, the corresponding permutation on P¯1 – t0, 1, 2, 3u,
can be written as p0, 1, 3, 2q. Similarly, the conjugate action of ?Y and ?Z induces the
permutations p0, 3, 2, 1q and p0, 2, 1, 3q, respectively. Replacing u P t0, 1, 2, 3u by its binary
representation ru1, u2s, we may write:
?
X : ru1, u2s ÞÑ ru1, u1‘u2s,
?
Y : ru1, u2s ÞÑ ru1‘u2, u2s,
?
Z : ru1, u2s ÞÑ ru2, u1s (102)
Moreover, the permutation induced by the conjugate action of the CNOT21 gate is the
linear permutation on P¯1 ˆ P¯1 such that:
CNOT21 : pX, Iq ÞÑ pX, Iq, pZ, Iq ÞÑ pZ,Zq, pI,Xq ÞÑ pX,Xq, pI, Zq ÞÑ pI, Zq (103)
ñ CNOT21 : pru1, u2s, rv1, v2sq ÞÑ pru1, u2 ‘ v1 ‘ v2s, ru1 ‘ v1, u1 ‘ v2sq (104)
Finally, using (102) and (104), it can be easily verified that Γi,j “ pAi, Bjq,@1 ď i, j ď 3,
with Ai and Bj as given in the lemma.
Proof of Lemma 20. To simplify notation, letW :“W# be the classical counterpart of the
CMP channelW from Lemma 20. Applying Lemma 27 and Lemma 28, we may express
ZdpW Γi,j W q as a function of pZ1pW q, Z2pW q, Z3pW qq, for any Γi,j P ΓpLq and any
d “ 1, 2, 3 (recall that Z0pW q “ 1). The corresponding expressions are given in Table 1.
Hence,ÿ
ΓPΓpLq
Z pW Γ W q “ 1
3
ÿ
ΓPΓpLq
pZ1 pW Γ W q ` Z2 pW Γ W q ` Z3 pW Γ W qq (105)
“ 3pZ1pW q ` Z2pW q ` Z3pW qq ` 2pZ1pW q ` Z2pW q ` Z3pW qq
2
3
(106)
“ 3ZpW q ` 6ZpW q2, (107)
and therefore,
EΓPΓpLqZ pW Γ W q “ 19 ÿ
ΓPΓL
Z pW Γ W q “ 1
3
ZpW q ` 2
3
ZpW q2 (108)
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Table 1: ZdpW Γi,j W q as a function of pZ1pW q, Z2pW q, Z3pW qq
pi, jq Z1pW Γi,j W q Z2pW Γi,j W q Z3pW Γi,j W q
p1, 1q Z1pW q2 Z1pW qZ2pW q Z3pW q
p1, 2q Z1pW q2 Z1pW qZ3pW q Z2pW q
p1, 3q Z1pW qZ3pW q Z1pW qZ2pW q Z1pW q
p2, 1q Z1pW qZ2pW q Z2pW q2 Z3pW q
p2, 2q Z1pW qZ2pW q Z2pW qZ3pW q Z2pW q
p2, 3q Z2pW qZ3pW q Z2pW q2 Z1pW q
p3, 1q Z1pW qZ3pW q Z2pW qZ3pW q Z3pW q
p3, 2q Z1pW qZ3pW q Z3pW q2 Z2pW q
p3, 3q Z3pW q2 Z2pW qZ3pW q Z1pW q
The case Γ P R can be derived in a similar way. Alternatively, similarly to the proof
of Lemma 12 in the quantum case, it can be directly verified that EΓPΓpLqZ pW Γ W q “
EΓPΓpRqZ pW Γ W q.
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I
I
u1, u2
v1, v2 u1 ‘ v1, u1 ‘ v2
u1, u2 ‘ v1 ‘ v2
Γ1,1 :
?
Z
I
u1, u2
v1, v2 u1 ‘ v1, u1 ‘ v2
u2 ‘ v1 ‘ v2, u1
Γ2,1 :
?
Y
I
u1, u2
v1, v2 u1 ‘ v1, u1 ‘ v2
u1 ‘ u2 ‘ v1 ‘ v2,
u2 ‘ v1 ‘ v2Γ3,1 :
I
?
X
u1, u2
v1, v2 u1 ‘ v1, v1 ‘ v2
u1, u2 ‘ v1 ‘ v2
Γ1,2 :
?
Z
?
X
u1, u2
v1, v2 u1 ‘ v1, v1 ‘ v2
u2 ‘ v1 ‘ v2, u1
Γ2,2 :
?
Y
?
X
u1, u2
v1, v2 u1 ‘ v1, v1 ‘ v2
u1 ‘ u2 ‘ v1 ‘ v2,
u2 ‘ v1 ‘ v2Γ3,2 :
I
?
Y
u1, u2
v1, v2 v1 ‘ v2, u1 ‘ v2
u1, u2 ‘ v1 ‘ v2
Γ1,3 :
?
Z
?
Y
u1, u2
v1, v2 v1 ‘ v2, u1 ‘ v2
u2 ‘ v1 ‘ v2, u1
Γ2,3 :
?
Y
?
Y
u1, u2
v1, v2 v1 ‘ v2, u1 ‘ v2
u1 ‘ u2 ‘ v1 ‘ v2, u2 ‘ v1 ‘ v2
Γ3,3 :
Figure 7: Elements of the set ΓpLq
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E Proof of Lemma 21
Using Table 1 from Appendix D, for Γ P ΓpSq “ tΓ1,3,Γ2,2,Γ3,1u, we get
EΓPΓpSqZ pW Γ W q “ 13 ÿ
ΓPΓpSq
Z pW Γ W q “ 1
9
ÿ
ΓPΓpSq
ÿ
d“1,2,3
Zd pW Γ W q (109)
“ 1
9
pZ1pW q ` Z2pW q ` Z3pW qq`
2
9
pZ1pW qZ2pW q ` Z1pW qZ3pW q ` Z2pW qZ3pW qq (110)
ď 1
3
ZpW q ` 2
9
`
Z1pW q2 ` Z2pW q2 ` Z3pW q2
˘
(111)
ď 1
3
ZpW q ` 2
3
ZpW q2, (112)
where (111) follows from ZipW qZjpW q ď pZipW q2 ` ZjpW q2q{2 and the last inequality
follows from the Cauchy-Schwarz inequality.

F Proof of Lemma 22
We prove first the following lemma.
Lemma 29. For any classical channels N,M , with input alphabet P¯1 – pt0, 1, 2, 3u,‘q, and
any linear permutation Γ “ pA,Bq : P¯1 ˆ P¯1 Ñ P¯1 ˆ P¯1, the following inequality holds for any
d P P¯1:
ZdpN Γ Mq ď ÿ
d1PP¯1
ZApd,d1qpNqZBpd,d1qpMq (113)
Proof. According to Definition 19, for the channel N Γ M , we have:
Z
`pN Γ Mqu, u1˘ “ ÿ
y1,y2
apN Γ Mqpy1, y2 | uq ˆ pN Γ Mqpy1, y2 | u1q (114)
“ 1
4
ÿ
y1,y2
«cÿ
v
Npy1 | Apu, vqqMpy2 | Bpu, vqq ˆ
dÿ
v1
Npy1 | Apu1, v1qqMpy2 | Bpu1, v1qq
fifl (115)
ď 1
4
ÿ
v,v1
ÿ
y1,y2
”a
Npy1 | Apu, vqqMpy2 | Bpu, vqq ˆ
a
Npy1 | Apu1, v1qqMpy2 | Bpu1, v1qq
ı
(116)
“ 1
4
ÿ
v,v1
ÿ
y1,y2
”a
Npy1 | Apu, vqqNpy1 | Apu1, v1qq ˆ
a
Mpy2 | Bpu, vqqMpy2 | Bpu1, v1qq
ı
(117)
“ 1
4
ÿ
v,v1
Z
`
NApu,vq, Apu1,v1q
˘
Z
`
MBpu,vq, Bpu1,v1q
˘
, (118)
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where (116) follows from
ař
v xv ď
ř
v
?
xv.
Therefore,
Zd pN Γ Mq “ 1
4
ÿ
u
Z ppN Γ Mqu, u‘dq (119)
ď 1
16
ÿ
u,v,v1
Z
`
NApu,vq, Apu‘d,v1q
˘
Z
`
MBpu,vq, Bpu‘d,v1q
˘
(120)
“ 1
16
ÿ
u,v,d1 (d1 :“ v ‘ v1)
Z
`
NApu,vq, Apu‘d,v‘d1q
˘
Z
`
MBpu,vq, Bpu‘d,v‘d1q
˘
(121)
“ 1
16
ÿ
u,v,d1
Z
`
NApu,vq, Apu,vq‘Apd,d1q
˘
Z
`
MBpu,vq, Bpu,vq‘Bpd,d1q
˘
(122)
“ 1
16
ÿ
d1
ÿ
a
Z
`
Na, a‘Apd,d1q
˘ÿ
b
Z
`
Mb, b‘Bpd,d1q
˘
(123)
“
ÿ
d1
ZApd,d1qpNqZBpd,d1qpMq, (124)
where (122) follows from the linearity of the permutation Γ “ pA,Bq, and (123) follows
from the change of basis for summation from pu, vq to pa, bq :“ pApu, vq, Bpu, vqq.
Proof of Lemma 22. To simplify notation, let W :“ W# be the classical counterpart
of the CMP channel W from Lemma 22. Using Lemma 29, we have ZdpW Γ W q ďř
d1PP¯1 ZApd,d1qpW qZBpd,d1qpW q. For d ‰ 0, Apd, d1q and Bpd, d1q cannot be simultaneously
zero (recall that Z0pW q “ 1), and therefore we get ZApd,d1qpW qZBpd,d1qpW q ď Z¯pW q.
Hence, ZdpW Γ W q ď 4Z¯pW q,@d “ 1, 2, 3, which implies Z¯pW Γ W q ď 4Z¯pW q, as
desired. Finally, we have
ZpW Γ W q ď Z¯pW Γ W q ď 4Z¯pW q ď 12ZpW q (125)

G Proof of Proposition 24
We proceed first with several lemmas. In the following, the notation x “ xp¨qmeans that
the value of x depends only on the list of variables p¨q enclosed between parentheses.
Lemma 30. piq For any permutation Γ P ΓpSq, there exist δ1 “ δ1pΓq, δ2 “ δ2pΓq, δ3 “ δ3pΓq,
such that tδ1, δ2, δ3u “ t1, 2, 3u, and
Z3pW Γ W q “ Zδ3pW q (126)
Z2pW Γ W q “ Zδ3pW qZδ2pW q (127)
Z1pW Γ W q “ Zδ3pW qZδ1pW q (128)
and the above equalities hold for any W channel.
piiq For any d P t1, 2, 3u, there exists exactly one permutation Γ P ΓpSq, such that δ3pΓq “ d.
Proof. Follows from Table 1 in Appendix D, wherein ΓpSq “ tΓ1,3,Γ2,2,Γ3,1u. Precisely,
we have δ3pΓ1,3q “ 1, δ3pΓ2,2q “ 2, δ3pΓ3,1q “ 3.
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Lemma 31. There exist a constant κ ą 1 and δ “ δpW q P t1, 2, 3u, such that for any Γ P ΓpSq
and any d P t1, 2, 3u, the following equality holds
ZdpW Γ W q ď κZδpW q (129)
Proof. Follows from Lemma 22, for κ “ 4 and δ “ δpW q :“ argmaxd“1,2,3 ZdpW q.
We shall also use the following lemma (known as Hoeffding’s inequality) providing
an upper bound for the probability that the mean of n independent random variables
falls below its expected value mean by a positive number.
Lemma 32 ([8, Theorem 1]). Let X1, X2, . . . , Xn be independent random variables such that
0 ď Xi ď 1, for any i “ 1 . . . , n. Let X¯ :“ 1n
řn
i“1Xi, and µ “ EpX¯q. Then, for any 0 ă t ă µ,
Pr
 
X¯ ď µ´ t( ď e´2nt2 (130)
Now, let ΓpSq8 be the infinite Cartesian product of countable many copies of ΓpSq.
It is endowed with an infinite product probability measure [7], denoted by P , where the
uniform probability measure is taken on each copy of ΓpSq. For our purposes, an infinite
sequence Γ P ΓpSq8 should be written as Γ :“ tΓ,Γi1...in | n ą 0, i1, . . . , in P t0, 1uu (this
is always possible, since the set of indexes is countable). We further define a sequence
of independent and identically distributed (i.i.d) Bernoulli random variables on ΓpSq8,
denoted ∆i1...in , n ě 0, i1, . . . , in P t0, 1un,
∆i1...inpΓq :“ 1tδ3pΓi1...in qPt1,2uu, (131)
that is, ∆i1...inpΓq is equal to 1, if δ3pΓi1...inq P t1, 2u, and equal to 0, if δ3pΓi1...inq “ 3. From
Lemma 30 piiq, it follows that Ep∆i1...inq “ 2{3, @n ě 0, @i1, . . . , in P t0, 1un.
For 0 ă γ ă 2{3 and m ą 0, we define
Πmpγq “
$&%Γ P ΓpSq8 ˇˇˇ ÿ
i1...im´1
∆i1...im´11pΓq ě
ˆ
2
3
´ γ
˙
2m´1
,.- (132)
Πmpγq “
č
něm
Πnpγq (133)
Note that in (132), Πmpγq is defined by requiring that at least a fraction of p2{3 ´ γq of
∆i1...im´1im variables are equal to 1, where im “ 1. In (133), the above condition must
hold for any n ě m.
Lemma 33. For any 0 ă γ ă 2{3 and m ą 0,
P
`
Πmpγq
˘ ě 2´ 1
1´ e´γ22m (134)
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Proof. By Lemma 32, P pΠmpγqq ě 1´ e´γ22m . Therefore, we have
P
`
Πmpγq
˘ ě 1´ ÿ
něm
e´γ22n (135)
“ 1´
ÿ
ně0
´
e´γ22m
¯2n
(136)
ě 1´
ÿ
ně1
´
e´γ22m
¯n
(137)
“ 1´
ˆ
1
1´ e´γ22m ´ 1
˙
(138)
“ 2´ 1
1´ e´γ22m (139)
Note that the right hand side term in (134) converges to 1 asm goes to infinity. Hence,
for ε ą 0, we denote by mpγ, q the smallest m value, such that 2 ´ 1
1´e´γ22m ě 1 ´ . It
follows that P
`
Πmpγ,εqpγq
˘ ě 1´ ε.
In the following, we fix once for all some γ value, such that 0 ă γ ă 2{3. The value of
γ will no matter for any of what we do here, we only need p2{3 ´ γq to be positive. We
proceed now with the proof of Proposition 24.
Proof of Proposition 24. Let Ω :“ t0, 1u8 denote the set of all binary sequences ω :“
pω1, ω2, . . . q P t0, 1u8. Hence, Ω can be endowed with an infinite product probability
measure, by taking the uniform probability measure on each ωn component. We denote
this probability measure by P (the notation is the same as for the probability measure on
ΓpSq8, but no confusion should arise, since the sample spaces are different).
Let ε ą 0 and fix any Γ P ΓpSq8pol X Πmpγ,εqpγq. Given Γ, the polarization process can
be formally described as a random process on the probability space Ω [2]. Precisely, for
any ω “ pω1, ω2, . . . q P Ω and n ą 0, we define
Zrnspωq :“ Z
´
W pω1...ωnq
¯
(140)
Z
rns
d pωq :“ Zd
´
W pω1...ωnq
¯
,@d P t1, 2, 3u (141)
Note that W pω1...ωnq is recursively defined as in (35), through the implicit assumption of
using the channel combining permutations in the given sequence Γ. For n “ 0, we set
Zr0spωq :“ ZpW q and Zr0sd pωq :“ ZdpW q.
For ζ ą 0 and m ě 0, we define
Tmpζq “
!
ω P Ω | Zrnsd pωq ď ζ,@d “ 1, 2, 3,@n ě m
)
(142)
Hence, for ω P Tmpζq, d P t1, 2, 3u, and n ą m, we may write
Z
rns
d pωq “
Z
rns
dn
pωq
Z
rn´1s
dn´1 pωq
Z
rn´1s
dn´1 pωq
Z
rn´2s
dn´2 pωq
¨ ¨ ¨ Z
rm`1s
dm`1 pωq
Z
rms
dm
pωq
Z
rms
dm
pωq, (143)
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where dn :“ d, and dn´1, . . . , dm are defined as explained below. Recall that Zrksd pωq :“
ZdpW pω1...ωkqq, and for k “ n, n´ 1, . . . ,m` 1, we have
W pω1...ωkq “
#
W pω1...ωk´1q Γω1...ωk´1 W pω1...ωk´1q, if ωk “ 0
W pω1...ωk´1q Γω1...ωk´1 W pω1...ωk´1q, if ωk “ 1 (144)
Hence, if ωk “ 0, we set dk´1 :“ δ
`
W pω1...ωk´1q
˘
from Lemma 31, such that we have
Z
rks
dk
pωq
Z
rk´1s
dk´1 pωq
ď κ, if ωk “ 0 (145)
If ωk “ 1, we set dk´1 :“ δ3
`
Γω1...ωk´1
˘
from Lemma 30, such that we have
Z
rks
dk
pωq
Z
rk´1s
dk´1 pωq
“ 1, if ωk “ 1 and dk “ 3 (146)
Z
rks
dk
pωq
Z
rk´1s
dk´1 pωq
ď ζ, if ωk “ 1 and dk P t1, 2u (147)
Let Am,npωq :“ tk “ m ` 1, . . . , n | ωk “ 1u, and Bm,npωq :“ tk “ m ` 1, . . . , n | ωk “
1 and dk P t1, 2uu. Using (143), (145)–(147), for ω P Tmpζq and n ą m, we get:
Z
rns
d pωq ď κpn´mq´|Am,npωq|ζ |Bm,npωq|ζ (148)
Now, we want to upper-bound the right hand side term of the above inequality, by pro-
viding lower-bounds for the |Am,npωq| and |Bm,npωq| values.
|Am,npωq| lower-bound: Let Arkspωq :“ ωk, hence |Am,npωq| “ řnk“m`1Arkspωq. Fix any
α P p0, 1{2q, and let
Am,npαq :“
#
ω P Ω
ˇˇˇ nÿ
m“m`1
Armspωq ě
ˆ
1
2
´ α
˙
pn´mq
+
(149)
Hence, for any ω P Am,npαq,
|Am,npωq| ě p1{2´ αqpn´mq (150)
Moreover, by Lemma 32, P pAm,npαqq ě 1´ e´2α2pn´mq.
|Bm,npωq| lower-bound: First, note that dk is defined depending on ωk`1 value. Hence, we
may write
Bm,npωq “ tk “ m` 1, . . . , n | ωk “ 1 and dk P t1, 2uu (151)
Ě tk “ m` 1, . . . , n´ 1 | ωk “ 1, ωk`1 “ 1, and dk P t1, 2uu (152)
“ tk “ m` 1, . . . , n´ 1 | ωk “ 1, ωk`1 “ 1, and δ3 pΓω1...ωkq P t1, 2uu (153)
Let Brks be the Bernoulli random variable on Ω, defined by
Brkspωq :“ 1tωk`1“1u1tωk“1u1tδ3pΓω1...ωk qPt1,2uu (154)
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The expected value of Brks is given by
EBrks “ 1
2k`1
ÿ
i1...ikik`1
1tik`1“1u1tik“1u1tδ3pΓi1...ik qPt1,2uu (155)
“ 1
2k`1
ÿ
i1...ik´1
1tδ3pΓi1...ik´11qPt1,2uu (156)
“ 1
2k`1
ÿ
i1...ik´1
∆i1...ik´11pΓq (157)
Since Γ P Πmpγ,εqpγq, for k ą m ě mpγ, q, we get
EBrks ě γ0 :“ 1
4
ˆ
2
3
´ γ
˙
(158)
Let Kpm,nq :“ tk “ m` 1, . . . , n´ 1 | k “ m` 1 mod 2u, the set of integers m` 1,m`
3, . . . comprised between m ` 1 and n ´ 1. Random variables Brks, k P Kpm,nq, are
independent, and the expected value of their mean, denoted EBKpm,nq :“ 1|Kpm,nq|EBrks,
satisfies EBKpm,nq ě γ0. Fix any β P p0, γ0q, and let
Bm,npβq :“
$&%ω P Ω ˇˇˇ ÿ
kPKpm,nq
Brkspωq ě pγ0 ´ βq|Kpm,nq|
,.- (159)
Hence, for m ě mpγ, q and ω P Bm,npβq, we have8
|Bm,npωq| ě
n´1ÿ
k“m`1
Brkspωq ě
ÿ
kPKpm,nq
Brkspωq ě pγ0´βq|Kpm,nq| ě pγ0´βqn´m
3
(160)
Moreover, by applying Lemma 32, we have
P pBm,npαqq ě P
¨˝ ÿ
kPKpm,nq
Brkspωq ě pEBKpm,nq ´ βq|Kpm,nq|‚˛ (161)
ě 1´ e´2β2|Kpm,nq| (162)
ě 1´ e´2β2 n´m3 (163)
We define Um,npζ, α, βq :“ Tmpζq X Am,npαq X Bm,npβq. Using (148), (150), and (160), for
n ą m ě mpγ, q and ω P Um,npζ, α, βq, we have
Z
rns
d pωq ď κpα`
1
2
qpn´mqζ
γ0´β
3
pn´mqζ “
´
κα`
1
2 ζ
γ0´β
3
¯n´m
ζ (164)
Note that α, β, and γ (thus, γ0) are some fixed constants. Hence, for any θ ą 0 (as in
the fast polarization property), we may choose ζ ą 0, such that κα` 12 ζ γ0´β3 ď 2´p1`θq.
Using Zrnspωq ď maxd“1,2,3 Zrnsd pωq, we get the following inequality, that holds for any
n ą m ě mpγ, q and any ω P Um,npζ, α, βq:
Zrnspωq ď c2´np1`θq “ cN´p1`θq (165)
8The last inequality could be tighten, but we only need a non-zero fraction of n´m.
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where c “ cpm,α, β, γ, ζq :“
´
κα` 12 ζ
γ0´β
3
¯´m
ζ, andN “ 2n. Note that α, β, γ, and ζ have
been fixed at this point, and only the value of m can still be varied.
To complete the proof, we need to show that Um,npζ, α, βq is sufficiently large (for
some m, and large enough n ą m), so that we may find information sets IN of size
|IN | ě RN , for R ă IpW q. For this, we need the following lemma, which is essentially
the same as Lemma 1 in [2], and the proof follows using exactly the same arguments as
in loc. cit. (and also using the fact that Γ is a polarizing sequence).
Lemma 34. For any fixed ζ ą 0 and any 0 ď δ ă IpW q, there exists an integer m0pζ, δq, such
that
P pTm0pζqq ě IpW q ´ δ (166)
Therefore, P pTmpζqq can be made arbitrarily close to IpW q, by takingm large enough,
and once we have made P pTmpζqq as close as desired to IpW q, we can make P pAm,npαqq
and P pBm,npαqq arbitrarily close to 1, by taking n ą m large enough. Hence, for any
R ă IpW q, we may find m0 “ m0pζ,Rq and n0 “ n0pm0, α, β, γq ą m0, such that
P pUm0,npζ, α, βqq ą R, @n ě n0, (167)
and since we may assume that m0 ě mpγ, εq, we also have
Zrnspωq ď c0N´p1`θq, @n ě n0, @ω P Um0,npζ, α, βq (168)
where c0 :“ cpm0, α, β, γ, ζq.
Now, for n ą 0, let Vn :“ tω P Ω | Zrnspωq ď c0N´p1`θqu. Using (168), we have that
Um0,npζ, α, βq Ď Vn, for any n ě n0, and therefore P rVns ě R. On the other hand,
P rVns “
ÿ
i1...inPt0,1un
1
2n
1
!
ZpW pi1...inqq ď c0N´p1`θq
)
“ 1
N
|IN |, (169)
where IN :“
 
i P t0, . . . , N ´ 1u | ZpW piqq ď cN´p1`θq(. It follows that |IN | ě RN , for
n ě n0.
We have shown that, given ε ą 0, the fast polarization property holds for any Γ P
ΓpSq8pol XΠmpγ,εqpγq, with P
`
Πmpγ,εqpγq
˘ ě 1´ ε. We therefore conclude that it holds for
any Γ P ΓpSq8pol
Ş`Ť
ą0 Πmpγ,εqpγq
˘
, which is a measurable subset of ΓpSq8pol, of same
probability.

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