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a b s t r a c t
A flexible treatment of Gaussian quadrature formulas based on rational functions is given
to evaluate the integral
∫
I f (x)W (x)dx, when f is meromorphic in a neighborhood V of the
interval I and W (x) is an ill-scaled weight function. Some numerical tests illustrate the
power of this approach in comparison with Gautschi’s method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let {Am}∞m=1 be a sequence of algebraic polynomials with real coefficients, such that deg Am ≤ 2m and Am(x) > 0,m ∈ N,
x ∈ [a, b]. Let W be a positive, integrable weight function, on the interval [a, b] and xn,j, j = 1, . . . , n, distinct points on
[a, b]. By Pn we denote the finite dimensional space of all polynomials of degree at most n. We say that∫ b
a
f (x)W (x)dx ≈
n∑
j=1
λn,jf (xn,j), (1)
is a Gaussian rational quadrature formula (GRQF) associated to (W , {Am}) if the equality holds in (1) for f = p/Am, p ∈ P2n−1.
The development of rational procedures to calculate efficiently the integral of functions with poles close to [a, b] is
mainly due to Gautschi [1,2], so we adopt his terminology, calling difficult those poles which are closest to [a, b] and cause
instability as well. Otherwise we say they are benign. In general, quadrature formulas of rational type are expedient for
integrals which have mass concentrated on a small neighborhood of a point of the integration interval. Such an irregular
distribution of mass is the main effect produced by integrable singularities at the endpoints and by difficult poles, though
there are other causes. This phenomenon is clearly harmful for numerical tools and can be detected by observing very
different scales for the values of the integrand (ill-scaling). A scaling procedure should be carried out by organizing the
integrand in terms of the classical integration product scheme. It has been shown in previous works [3,4] that nodes and
coefficients for Gauss rational formulas can be calculated using a more flexible procedure than that suggested in [1,2]. This
note presents the case in which the integrand is ill-scaled and has difficult non-real poles.
In what follows, we assume that the integrand is factorized as f (x)W (x), where f is analytic in [a, b] (f ∈ H([a, b])), and
meromorphic in V \ [a, b] andW is an ill-scaled weight function.
Let Am(z) be a polynomial having zeros carefully selected inC\ [a, b] such that they are equal to the closest poles of f (x).
Then we expect that g(x) = Am(x)f (x) no longer has difficult poles.
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Let Hs,m,0 =
∫ b
a Ps(x)W (x)/Am(x)dx, where Ps is a polynomial of degree s. A stage of the process consists in calculating
Hs,m,0 and it can be seriously affected by instability. We overcome this drawback by fitting a smoothing transformation φ
into selected modified moments to diminish the adverse effect produced by the zeros of Am(x) and the singularities ofW at
the endpoints of the interval. We call ‘‘smoothing method’’ to the whole procedure of mixing Gaussian rational quadrature
formulas with the technique of changing the variable.
The rational transformation φ to be used as a substitution mapping is presented in Section 2. The implementation of the
smoothing approach is described in Section 3. For comparison, in Section 4 we include an example which had been already
considered in [1,2].
2. The smoothing mapping φ
The smoothing transformations which we plan to use, should work when the difficult poles are in the region of the
complex planeΩ = C \ [a, b] and they are close to the endpoints of the integration interval.
Let Wm = W/Am and φ : [a, b] → [a, b] be a suitable infinitely differentiable, bijective and strictly monotonically
increasing function. For every polynomial Ps of degree s, we have that the modified moments Hs,m,0 can be approximated
by a given quadrature rule with nodes xn,m,k and weights λn,m,k, k = 1, . . . , n. If we apply such a formula after fitting φ into
the integral in (2), we obtain
Hs,m,0 =
∫ b
a
(PsWm)(φ(t))φ′(t)dt ≈
n∑
k=1
λn,m,kφ
′(xn,m,k)(PsWm)(φ(xn,m,k)). (2)
Hence, we have derived a new formula with
tn,m,k = φ(xn,m,k), Λn,m,k = φ′(xn,m,k)λn,m,k.
Notice that if λn,m,k > 0 then Λn,m,k > 0, and that φ′(x) annihilates some kind of singularities at the endpoints of the
interval [a, b] provided that
φ′(x) = u(x)(x− a)p−1(b− x)q−1, (3)
where p+ q > 2, and u(x) does not vanish in a neighborhood of [a, b].
The family of transformations to be used in this paper is given by
φp,q,a,b(x) := (b− a)(x− a)
p
(x− a)p + (b− x)q + a, (4)
p, q ∈ N, q, p ≥ 1, p+ q > 2. The derivative of φp,q,a,b fulfills condition (3).
3. The numerical method
Let Am(x) be a polynomial with degree Km ≤ 2m, having zeros ζk, k = 1, . . . , Km, in C \ [a, b], such that Am has real
coefficients and Am(x) > 0, x ∈ [a, b].
The sequence {Qm,k}∞k=0 of monic orthogonal polynomials associated toWm satisfies a recurrence relation
Qm,k(x) = (x− am,k−1)Qm,k−1(x)− bm,k−1Qm,k−2(x), (5)
where the coefficients am,j, j = 0, 1, 2, . . ., and bm,j, j = 1, 2, . . . , must be determined by a numerical procedure, and
bm,0 =
∫
[a,b]Wm(x)dx.
Let Ps(x), s ≥ 0, be a polynomial sequence defined by P0 ≡ 1, and
Ps(x) =
s∏
k=1
(
x− τk
hP − τk
)
, s ≥ 1, (6)
where the points τk, k = 1, . . . , s, are given complex numbers such that Ps is a polynomial with real coefficients. Moreover,
hP 6= τk, k = 1, . . . , s. The presence of the denominator hP − τk in (6) is due to scaling.
Let (Hs,m,k), s,m, k = 0, 1, . . ., be the array given by
Hs,m,k =
∫ b
a
Qm,k(x)Ps(x)Wm(x)dx. (7)
From (5) and (6) we easily derive the following relation
Hs,m,k = Hs+1,m,k−1(hP − τs+1)+ (τs+1 − am,k−1)Hs,m,k−1 − bm,k−1Hs,m,k−2. (8)
Thus, in principle, for everym, we only have to calculate Hs,m,0, s = 0, 1, 2, . . ., to obtain Hs,m,k, k ≥ 1.
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Different sequences of polynomials Ps yield different numerical results, so the selection to be made of the zeros τk and
the constant hP is not arbitrary. We claim that simplicity and positivity seem to be the most convenient properties to bear
in mind when modelling Ps, and it occurs, for example, when τk = τ ≤ a, where τ is a constant, and hP ≥ b.
The choice of the zeros of Am is made depending on which poles of the integrand are considered to be the most difficult
ones.
The polynomials Qm,k fulfill orthogonality conditions with respect to index k which can be used to obtain, step by step,
the recurrence coefficients am,k, bm,k,m, k = 0, 1, . . .. In fact, Hs−1,m,k = 0 for s ≤ k, so we get the system of equations given
below
αm,k = am,k−1Hk−1,m,k−1 + bm,k−1Hk−1,m,k−2
βm,k = bm,k−1Hk−2,m,k−2 (9)
where αm,k = Hk,m,k−1(hP−τk)+τkHk−1,m,k−1 and βm,k = Hk−1,m,k−1(hP−τk−1). The unknowns in (9) are am,k−1 and bm,k−1.
The coefficients Hk,m,k−1, Hk−1,m,k−1, Hk−1,m,k−2 and Hk−2,m,k−2 can be determined from (8) in a previous stage.
Let Jm,n be the corresponding Jacobi matrix of order n, associated to the recurrence (5), that is
Jm,n =

am,0
√
bm,1 0 · · · 0 0√
bm,1 am,1
√
bm,2
0
√
bm,2 am,2 · · · 0 0
0 0
√
bm,3 · · · 0 0
...
. . .
...
0 0 0 · · · √bm,n am,n

.
It is well known that the nodes xn,m,j and the coefficients λn,m,j, j = 1, . . . , n, of the GRQF of order n are obtained from Jm,n.
If Jm,n = PDPT, where D is a diagonal matrix and P is an orthogonal matrix whose columns Ci, i = 1, . . . , n, are eigenvectors
of Jm,n, then xn,m,i = D(i, i), and λn,m,i = bm,0Ci(1)2, i = 1, . . . , n.
The coefficients (am,k) and (bm,k), and the moments Hs,m,k, s ≥ 0, m ≥ 1, k = 0, . . . , n, are computed by following a
procedure which is based on (8)–(9) and starts with k = 0. Therefore, the accuracy to be reached by applying this method
depends a lot on the calculation of the integrals Hs,m,0, s = 0, 1, 2, . . ., by using a polynomial quadrature formula. Our
method relies on a φ-modification of a composite Gauss–Legendre quadrature formula of low order described below.
Let tr,j ∈ (−1, 1) and λr,j > 0, j = 1, . . . , r , be the nodes and weights, respectively, of the r-point polynomial
Gauss–Legendre formula. Let xM,n,k = (b− a)k/n+ a, k = 0, . . . ,M , and Tk(x) = ckx+ dk be such that Tk(a) = xM,n,k−1 and
Tk(b) = xM,n,k, k = 1, . . . ,M . Then, the following approximation formula holds
Hs,m,0 ≈
M∑
k=0
r∑
j=1
Λr,j,kPs(ξr,j,k)Wm(ξr,j,k), (10)
whereΛr,j,k = λr,jφ′a,b,p,q(Tk(tr,j))ck, and ξr,j,k = φa,b,p,q(Tk(tr,j)).
Formula (10) is called composite Gauss–Legendre formula of (φ,M, r)-type.
4. An example
Set
Iδ(η, k, θ) =
∫ δ
0
xk
√
1+ 0.5θx
e−η+x + 1 dx, η ∈ R, θ, δ, k ≥ 0. (11)
The generalized Fermi–Dirac integral is given by F(k, η, θ) = limδ→∞ Iδ(η, k, θ). The function to be integrated in (11) has
poles ξk = η + (2k + 1)pi i, k ∈ Z, none of which is considered difficult (cf. [1,2]). Nevertheless, the mass of the integral is
highly concentrated around x = 0, hence the closest poles should be taken into account as a reference to design a GRQF.
For numerical purposeswe use the estimate |F−Iδ| <
√
2e−(δ+1)(δ+1), provided δ > 1, k = 0.5, η = −1, and θ = 10−4.
Therefore, in what follows we adopt I40(−1, 0.5, 10−4) as an approximation of F(0.5,−1, 10−4) up to 15 decimal figures.
An advantage of considering (11) instead of F(k, η, θ) is that we can better examine the effect produced by the closest poles.
We can transform (11) into the integral
Iδ(η, k, θ) =
∫ 1
0
f (x)W (x)dx = δk+1
∫ 1
0
√
1+ 0.5θδx
(e−η + e−δx)W (x)dx, (12)
where the weight W (x) = xke−δx has an integrable singularity at x = 0 when k is non-integer. The term e−δx, which is
the main cause of the ill-scaling effect, has been inserted into the weight functionW (x). The integrand f (x) has the poles
ζj = (η + (2j+ 1)pi i)/δ, j ∈ Z, which can be close to [0, 1] for large δ.
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Table 1
Relative errors when (11) is evaluated by n-point GRQF associated to the weightWm using a smoothing method (I), compared with the results in [1,2] (II).
The symbol — means that the error is ≤ 5.0e−16.
n m I II n m I II
1 2 5.199e−02 5.199e−02 1 2 5.199e−02 5.199e−02
2 4 1.343e−03 1.343e−03 4 4 8.612e−08 8.612e−08
3 6 2.721e−05 2.740e−05 7 8 2.140e−14 2.102e−14
4 8 4.866e−07 4.866e−07 10 10 5.732e−16 5.733e−16
5 10 8.071e−09 3.958e−07 4 2 9.351e−07 9.351e−07
7 14 1.932e−12 1.933e−12 7 2 1.969e−09 1.970e−09
10 20 – 1.720e−15 10 2 2.166e−11 2.206e−11
Table 2
Relative errors when (11) is evaluated by n-point GRQF associated to the weightWm using a smoothing method.
n m = 4 m = 8 n m = 4 m = 8 n m = 4 m = 8
1 7.8e−02 9.3e−02 5 1.0e−09 8.1e−10 9 1.9e−13 5.7e−16
2 1.3e−03 3.7e−03 6 2.9e−10 7.6e−12 10 2.0e−14 5.7e−16
3 5.0e−06 7.4e−05 7 1.0e−11 2.1e−14 11 4.6e−15 5.7e−16
4 8.6e−08 4.9e−07 8 1.8e−12 3.8e−15 12 – –
We evaluate (12) using the smoothing method to compare the errors with those reported in [1,2] where Gautschi’s
approach is used to approximate F(k, η, θ).
Let Am(x) be given by
Am(x) =
m∏
j=0
(
(δx− η)2 + (2j+ 1)2pi2
η2 + (2j+ 1)2pi2
)
. (13)
Some results for δ = 40, θ = 10−4, η = −1 and k = 0.5 are listed in Table 1 (column I) and Table 2. The modified moments
have been calculated by a Gauss–Legendre rule of (φ, 128, 5)-type with φ = φ4,1,0,1. The parameters for the polynomials Ps
are τk = 0 and hP = 1.
The errors in [2] are given in Table 1 (column II). They were determined by using a quadruple-precision Fortran routine
to generate values to 24 decimal digits, whereas the results listed in column I have been obtainedwith the standardMATLAB
precision of 15 decimal digits.
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