Max–plus-algebra ja amerikkalaiset optiot by Salminen, Minna
Pro Gradu
Maxplus-algebra ja amerikkalaiset optiot
Minna Salminen
8.5.2017
ii
ii
  
 
Tiedekunta/Osasto  Fakultet/Sektion – Faculty 
 
 Matemaattis-luonnontieteellinen tdk 
Laitos/Institution– Department 
 
Matematiikan ja tilastotieteen laitos 
Tekijä/Författare – Author 
 
Minna Salminen 
Työn nimi / Arbetets titel – Title 
 
 Max–plus-algebra ja amerikkalaiset optiot 
Oppiaine /Läroämne – Subject 
 
Matematiikka 
Työn laji/Arbetets art – Level 
 
Pro gradu -tutkielma 
Aika/Datum – Month and year 
 
toukokuu 2017 
Sivumäärä/ Sidoantal – Number of pages 
  
46 sivua 
Tiivistelmä/Referat – Abstract 
 
Tässä tutkielmassa perehdytään niin sanottuun ylimartingaalin hajotelmaan max–plus-algebrassa ja 
sovelletaan sitä amerikkalaisiin optioihin. Tulokset esitellään pääosin jatkuvassa aika-avaruudessa, mutta 
myös diskreetin ajan tuloksia käsitellään. 
Markkinoilla myytävissä optioissa kiinnostavaa ovat se, milloin optio kannattaa käyttää ja se, milloin 
option myyjä voi saada voittoa. Amerikkalaisen option haltija voi käyttää option milloin tahansa sen 
voimassaoloaikana. Ylimartingaalin hajotelma max–plus-algebrassa takaa tietynlaisille stokastisille 
prosesseille sen, että amerikkalaisen option optimointiongelma voidaan ratkaista laskematta option 
hintaa, toisin sanoen optimaalisen pysäytyshetken etsiminen helpottuu. Jatkuvan ajan tulokset on esitelty 
Nicole El Karouin ja Asma Mezioun artikkelissa Max-plus Decomposition of Supermartingales and 
Convex Order. Application to American Options and Portfolio Insurance vuonna 2007. D. A. Darling, 
T. Liggett ja H. M. Taylor käsittelivät artikkelissaan Optimal Stopping Time for Partial Sums samaa 
asiaa diskreetissä ajassa jo vuonna 1972. 
Max–plus-algebra on eksoottinen algebra, jossa on kaksi operaatiota ⊕ = max ja ⊗ = +. Monet 
normaalissa algebrassa hankalat laskelmat onnistuvat max–plus-algebrassa helposti. Ylimartingaalin 
hajotelma max–plus-algebrassa mahdollistaa monenlaisia sovelluksia amerikkalaisen option lisäksi 
muun muassa matemaattisessa fysiikassa ja tietoliikenneverkoissa. 
Tutkielma etenee siten, että aluksi määritellään todennäköisyysavaruus ja tuodaan avaruuteen 
mukaan tarpeellisia ominaisuuksia kuten historia, ja esitellään muun muassa martingaalit. 
Amerikkalaisiin optioihin perehdytään siinä laajuudessa kuin päätulosten kannalta on tarpeellista. Tämän 
jälkeen tutustutaan max–plus-algebraan ja sen algebrallisiin ominaisuuksiin sekä ylimartingaalin 
hajotelmaan max–plus-algebrassa jatkuvassa aika-avaruudessa. Tulosta sovelletaan amerikkalaisiin osto-
optioihin sekä jatkuvassa että diskreetissä avaruudessa. Tutkielmassa karakterisoidaan optimaalinen 
pysäytyshetki ylimartingaalin max–plus-hajotelman indeksiprosessin suhteen, missä oletukseksi 
tarvitaan multiplikatiivinen eli geometrinen Lévy-prosessi. Ensin osoitetaan se, että arvofunktiota ei 
tarvitse laskea optimaalisen pysäytyshetken ratkaisemiseksi. Sitten huomataan, että äärellisen 
maturiteetin tapaus on monimutkaisempi kuin äärettömän tapaus. Esimerkkejä käsitellään sekä 
geometrisesta Brownin liikkeestä että multiplikatiivisesta Lévy-prosessista. Myyntioptiota käsitellään 
lyhyesti ja pelkästään jatkuvassa aika-avaruudessa, sillä se saadaan osto-optiosta helpolla 
todennäköisyysmitan vaihdolla. Viimeiseksi kootaan tutkielman tulokset tiiviisti yhteen. 
Avainsanat – Nyckelord – Keywords 
 
amerikkalaiset optiot, max–plus-algebra, martingaaliteoria, multiplikatiivinen Lévy-prosessi 
Säilytyspaikka – Förvaringställe – Where deposited 
 
Kumpulan tiedekirjasto 
Muita tietoja – Övriga uppgifter – Additional information 
Sisältö
1 Johdanto 3
2 Historiallinen todennäköisyysavaruus ja martingaalit 5
2.1 Todennäköisyysavaruus . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Historia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Martingaalit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Lyhyesti binomimallista . . . . . . . . . . . . . . . . . . . . . . . 9
3 Amerikkalaiset optiot 13
3.1 Option kirjoittajan näkökulma . . . . . . . . . . . . . . . . . . . . 14
3.2 Option haltijan näkökulma . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Suojaaminen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.4 Duaalinen esitys . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Maxplus-algebra 21
4.1 Määritelmä ja algebralliset ominaisuudet . . . . . . . . . . . . . . 21
4.2 Ylimartingaalin hajotelma maxplus-algebrassa . . . . . . . . . . 24
1
SISÄLTÖ 1
5 Maxplus-algebra ja amerikkalaiset optiot 27
5.1 Osto-option tapaus jatkuvassa ajassa . . . . . . . . . . . . . . . . 27
5.1.1 Multiplikatiivinen Lévy-prosessi ja ääretön
maturiteetti . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.1.2 Multiplikatiivinen Lévy-prosessi ja äärellinen
maturiteetti . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.1.3 Esimerkkejä . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1.4 Additiivinen Lévy-prosessi . . . . . . . . . . . . . . . . . . 35
5.2 Osto-option tapaus diskreetissä ajassa . . . . . . . . . . . . . . . 36
5.3 Myyntioption tapaus . . . . . . . . . . . . . . . . . . . . . . . . . 41
6 Yhteenveto 43
1
2 SISÄLTÖ
2
Luku 1
Johdanto
Tässä tutkielmassa esitellään niin sanottu ylimartingaalin hajotelma maxplus-
algebrassa ja sen sovellukset amerikkalaiseen optioon. Tulokset esitellään pääosin
jatkuvassa aika-avaruudessa, mutta myös diskreetin ajan tuloksia käsitellään.
Markkinoilla myydään jatkuvasti osakkeita, joiden hinnat määräytyvät osto- ja
myyntitarjousten perusteella. Osakkeista voidaan johtaa johdannaisia, jotka koos-
tuvat muun muassa osakkeiden tai hyödykkeiden hinnoista. Johdannaiset voivat
olla joko optioita tai termiinejä, ja niitä käytetään markkinoilla yleensä riskin
ottamiseen tai riskin pienentämiseen.
Optioissa kiinnostavaa ovat se, milloin optio kannattaa käyttää ja se, milloin op-
tion myyjä voi saada voittoa. Amerikkalaisen option haltija voi käyttää option
milloin tahansa sen voimassaoloaikana. Amerikkalaisen option tyypillisiä ominai-
suuksia on esimerkiksi se, että sillä on taipumus menettää arvoansa, jos option
haltija käyttää option väärään aikaan.
Maxplus-algebra on eksoottinen algebra, jossa on kaksi operaatiota ⊕ = max ja
⊗ = +. Monet normaalissa algebrassa hankalat laskelmat onnistuvat maxplus-
algebrassa helposti. Ylimartingaalin hajotelma maxplus-algebrassa mahdollistaa
monenlaisia sovelluksia mm. matemaattisessa fysiikassa ja tietoliikenneverkoissa.
Nicole El Karoui ja Asma Meziou esittelivät artikkelissaan Max-plus Decompo-
sition of Supermartingales and Convex Order. Application to American Options
and Portfolio Insurance vuonna 2007 muiden tulostensa lisäksi ylimartingaalin
hajotelman maxplus-algebrassa jatkuvassa avaruudessa. D. A. Darling, T. Lig-
gett ja H. M. Taylor käsittelivät artikkelissaan Optimal Stopping Time for Par-
tial Sums samaa diskreetissä ajassa jo vuonna 1972. Ylimartingaalin hajotelma
maxplus-algebrassa takaa tietynlaisille stokastisille prosesseille sen, että amerik-
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kalaisen option optimointiongelma voidaan ratkaista laskematta option hintaa.
Tutkielma etenee siten, että ensin luvussa 2 määritellään todennäköisyysavaruus,
jossa toimitaan. Sen jälkeen tuodaan avaruuteen mukaan tarpeellisia ominaisuuk-
sia kuten historia, ja esitellään martingaalit. Lisäksi kerrataan muun muassa sto-
kastisen prosessin määritelmä. Luvun 2 lopuksi käsitellään vielä lyhyesti binomi-
mallia.
Luvussa 3 perehdytään amerikkalaisiin optioihin siinä laajuudessa kuin tutkiel-
man aiheen kannalta on tarpeellista. Ensin tätä optiota käsitellään yleisesti ja
sen jälkeen tutustutaan lähemmin option kirjoittajan ja haltijan näkökulmiin,
optimaaliseen pysäytyshetkeen ja duaaliseen esitykseen.
Luvussa 4 luvussa päästään tutustumaan maxplus-algebraan ja sen algebrallisiin
ominaisuuksiin, ja otetaan muutama yksinkertainen esimerkki. Näiden jälkeen
käsitellään El Karouin ja Mezioun päätulos eli ylimartingaalin hajotelma max
plus-algebrassa jatkuvassa aika-avaruudessa.
Luvussa 5 sovelletaan tulosta amerikkalaisiin osto-optioihin sekä jatkuvassa et-
tä diskreetissä avaruudessa. Jatkuvan tapauksen osalta ensin osoitetaan se, et-
tä arvofunktiota ei tarvitse laskea optimaalisen pysäytyshetken ratkaisemisek-
si. Sen jälkeen käsitellään erilaisten maturiteettien tapaukset. Luvussa määritel-
lään myös Lévy-prosessi sekä additiivinen ja multiplikatiivinen Lévy-prosessi. Esi-
merkkejä otetaan geometrisesta Brownin liikkeestä ja multiplikatiivisesta Lévy-
prosessista. Diskreetissä tapauksessa käsitellään riippumattomien samoinjakautu-
neiden satunnaismuuttujien osasummia palkkiofunktioille. Myyntioptiota käsitel-
lään lyhyesti ja pelkästään jatkuvassa avaruudessa, sillä se saadaan osto-optiosta
helpolla todennäköisyysmitan vaihdolla.
Ensimmäisissä luvuissa pidättäydytään todistamisesta, mutta erityisesti luvus-
sa 5 todistetaan tärkeimmät tulokset. Tutkielman lukijalta vaaditaan hieman
perehtyneisyyttä todennäköisyyslaskentaan ja rahoitusteoriaan, sillä todistukset
sisältävät viittauksia todennäköisyys- ja rahoitusteoriassa yleisiin tuloksiin. Vii-
meisessä luvussa kootaan tutkielman tulokset tiiviisti yhteen.
4
Luku 2
Historiallinen
todennäköisyysavaruus ja
martingaalit
Tässä luvussa käydään läpi tarvittavat määritelmät ja lauseet, joita tarvitaan
amerikkalaisen option ja sen ominaisuuksien määrittelemisessä. Näistä lisätietoa
löytyy teoksesta Stochastic Finance [8]. Merkinnät noudattavat Tommi Sottisen
luentomonisteita Todennäköisyysteoria [15], Rahoitusteoria [14] ja El Karouin
ja Mezioun artikkelia Max-plus Decomposition of Supermartingales and Convex
Order. Application to American Options and Portfolio Insurance [5].
Todennäköisyys- ja mittateorian perusteet, kuten käsitteet mitta, Borel-joukko,
odotusarvo ja niihin liittyvät määritelmät ja lauseet, sekä perusteet optioista ja
markkinoiden toiminnasta oletetaan tunnetuiksi.
2.1 Todennäköisyysavaruus
Perusjoukkoa tai -avaruutta merkitään symbolilla Ω ja ω ∈ Ω, jossa ω on alkeis-
tapaus.
Määritelmä 2.1.1. Kokoelma F joukon Ω osajoukkoja on σ-algebra, jos
(i) Ω ∈ F ,
(ii) jos A ∈ F , niin Ac ∈ F ,
(iii) jos An ∈ F kaikilla n ∈ N, niin ∩An ∈ F .
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Määritelmä 2.1.2. Pari (Ω,F), missä F on perusjoukon Ω σ-algebra on mital-
linen avaruus. Joukot A ∈ F ovat tapahtumia.
Seuraavaksi huomataan, että todennäköisyysmitta on mitan erikoistapaus.
Määritelmä 2.1.3. Todennäköisyysmitta on funktio P : F → [0, 1], jolle
(i) P[Ω] = 1,
(ii) jos tapahtumat An ∈ F , n ∈ N, ovat erillisiä, niin
P[
⋃
n∈N
An] =
∑
P[An].
Määritelmä 2.1.4. Kolmikko (Ω,F ,P) on todennäköisyysavaruus.
2.2 Historia
Kun edetään dynaamiseen malliin, tarvitaan todennäköisyysavaruuden lisäksi
vielä tieto eli informaatio Ft siitä, mitä on tapahtunut ajanhetkillä t. Mennei-
tä tapahtumia ei siis unohdeta. Tämän informaation perusteella voidaan tehdä
sijoituspäätöksiä.
Määritelmä 2.2.1. Historia F = (Ft),t ≤ T on kasvava jono informaation F
ali-σ-algebroja.
Informaation kasvavuus Fs ⊂ Ft, kun s ≤ t, tarkoittaa juuri sitä, että menneitä
tapahtumia ei unohdeta.
Määritelmä 2.2.2. Satunnaismuuttuja τ : Ω → {0, 1, . . . , T} historialliselta
todennäköisyysavaruudelta (Ω,F ,F,P) on F-pysäytyshetki, jos {τ ≤ t} ∈ Ft
kaikilla t ≤ T . Merkitään
Tt := {τ : τ on F-pysäytyshetki ja τ ≥ t}.
Pysäytyshetken käsitettä tarvitaan siihen, että hetkellä t tulee aina tietää, onko
pysäyttämisen aika jo tullut vai ei. Kaikkien F-pysäytyshetkien joukko on T0 [14].
Satunnaismuuttujaa τ kutsutaan äärelliseksi pysäytyshetkeksi, jos T < ∞ mel-
kein varmasti. Satunnaismuuttuja τ on rajoitettu pysäytyshetki, jos on olemassa
K ∈ [0,∞) siten, että T ≤ K melkein varmasti. Arvo T voi olla myös ääretön.
Pysäytyshetkiä voidaan kutsua myös optionaalisiksi ajoiksi. [1]
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Määritelmä 2.2.3. Pysäytyshetki τ on ennustettava, jos on olemassa jono py-
säytyshetkiä τn siten, että kaikille ω pätee
(i) τ1(ω) ≤ τ2(ω) ≤ ...,
(ii) limn→∞ τn(ω) = τ(ω), ja
(iii) jos τ(ω) > 0, niin τn(ω) < τ(ω) kaikilla n.
Pysäytyshetket τn siis ennustavat pysäytyshetken τ . [1] Pysäytyshetki τ voi myös
määritellä σ-algebran Fτ , joka kuvailee historiallisessa todennäköisyysavaruudes-
sa informaatiota hetkeen τ asti. [7]
Määritelmä 2.2.4. Olkoon τ informaatiossa (Ft), t ≥ 0, pysäytyshetki histo-
riallisessa todennäköisyysavaruudessa (Ω,F ,F,P). Pysäytetyt σ-algebrat ovat
Fτ = {F ∈ F : F ∩ {τ ≤ t} ∈ Ft kaikilla t ∈ T} ja
Fτ− = F0 ∨ σ
(
A ∩ {t < τ} : t > 0, A ∈ Ft
)
.
Voidaan todistaa, että
(2.1) σ(τ) ⊆ Fτ− ⊆ Fτ .
Yhteyden 2.1 tulkinta on, että informaatio Fτ− sisältää tietoa pysäytyshetkestä τ ,
ja kaikesta, mitä on tapahtunut historiassa sitä ennen, mutta ei sisällä tietoa siitä,
mitä tapahtuu pysäytyshetkellä τ . Informaatio Fτ sisältää tietoa pysäytyshetkes-
tä τ , ja kaikesta, mitä on tapahtunut historiassa sitä ennen, ja lisäksi siitä, mitä
tapahtuu pysäytyshetkellä τ .
Määritelmä 2.2.5. Historia (Ft) on kvasi vasemmalta jatkuva, jos mille tahansa
pysäytyshetkelle τ pätee Fτ = Fτ−.
Esimerkiksi Poisson-prosessin historia on kvasi vasemmalta jatkuva. Vaikka pro-
sessin hyppyhetket eivät ole ennustettavia, prosessin hyppyjen koot ovat yksikkö-
kokoisia ja siksi ennustettavia. Yhdistetyn Poisson-prosessin historia taas ei ole
kvasi vasemmalta jatkuva, koska sen hyppyjen koot eivät ole ennustettavia.
Otetaan seuraavaksi käyttöön stokastisen prosessin määritelmä, joka on yksi tut-
kielman keskeisimmistä käsitteistä. [2]
Määritelmä 2.2.6. Stokastinen prosessi on joukko satunnaismuuttujia ξ(t),
t ∈ T , jossa T ⊂ R. Kun T = {1, 2, ...}, sanotaan että ξ(t) on stokastinen prosessi
diskreetissä ajassa.
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Määritelmä 2.2.7. Stokastinen prosessi X historialliselta todennäköisyysava-
ruudelta (Ω,F ,F,P) on F-sopiva, jos Xt on Ft-mitallinen eli {Xt ∈ B} ∈ Ft
kaikilla t ≤ T ja X:n maaliavaruuden Borel-joukoilla B.
Prosessin sopivuus tarkoittaa, että hetkellä t tiedetään sen arvo. [14] Kokoelma
kaikkialla rajoitettuja, oikealta jatkuvia ja F-sopivia prosesseja generoi optionaa-
lisen σ-algebran O, joka on σ-algebra avaruudessa [0,∞[×Ω. [1]
Prosessia kutsutaan cadlag-prosessiksi, jos melkein kaikki sen otospolut ovat oi-
kealta jatkuvia ja vasemmalta rajoitettuja.
2.3 Martingaalit
Martingaalilla tarkoitetaan rahoitusteoriassa sitä, että menneiden tapahtumien
tietämisestä ei ole hyötyä tulevien tapahtumien ennustamisessa  matemaattisesti
siis tuotot Rt+s, s > 0, ovat riippumattomia σ-algebrasta F [14].
Määritelmä 2.3.1. ProsessiX historialliselta todennäköisyysavaruudelta (Ω,F ,F,P)
on (P,F)-martingaali, jos
(i) X on F-sopiva,
(ii) Xt on P-integroituva kaikilla t,
(iii) Es[Xt] = Xs kaikilla s ≤ t.
Jos ehdossa (iii) pätee yhtäsuuruuden tilalla pienempi tai yhtä suuruus, proses-
si X on (P,F)-ylimartingaali.
Huomautus 2.3.1. Diskreetissä ajassa martingaaliehto (iii) voidaan kirjoittaa muo-
dossa Et[Xt+1] = Xt kaikilla t < T . Perustelut löytyvät esimerkiksi Tommi Sot-
tisen luentomonisteesta Rahoitusteoria.
Kun todennäköisyysavaruuteen otetaan mukaan historia, päästään dynaamiseen
hinnoittelumalliin.
Määritelmä 2.3.2. Dynaaminen hinnoittelumalli on (B, S,Ω,F ,F,P), missä
riskittömän sijoituksen prosessi B on deterministinen ja riskillisten sijoitusten
prosessit Si, i = 1, ..., d, ovat kaikki F-sopivia.
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Määritelmä 2.3.3. Todennäköisyysmitta Q on dynaamisen hinnoittelumallin
(B, S,Ω,F ,F,P) martingaalimitta, jos kaikki diskontatut osakeprosessit S¯i = Si
B
ovat (Q,F)-martingaaleja eli
EQt [S¯
i
t+1] = S¯
i
t , i = 1, ..., d.
Mikäli lisäksi Q ∼ P, niin Q on ekvivalentti martingaalimitta.
Määritelmä 2.3.4. Prosessi pi = (βt, γt)t≤T on sijoitusstrategia hinnoittelumal-
lissa (B, S,Ω,F ,F,P), jos se on F-ennustettava eli βt ja γt ovat Ft−1-mitallisia.
Sijoitustrategian varallisuus V pi on stokastinen prosessi
(t, ω) 7→ V pit (ω) := βt(ω)Bt +
d∑
i=1
γit(ω)S
i
t(ω).
Sijoitustrategia pi on omavarainen, jos sen varallisuus toteuttaa diﬀerenssiyhtälön
∆V pit = βt∆Bt +
d∑
i=1
γit∆S
i
t
eli kaikki varallisuuden muutokset hetkellä t aiheutuvat osakkeiden ja pankkitilin
muutoksista hetkellä t.
Seuraava lause kertoo, milloin käsitelty hinnoittelumalli on arbitraasivapaa.
Lause 2.3.1. Jos hinnoittelumallissa (B, S,Ω,F ,F,P) on ekvivalentti martin-
gaalimitta, hinnoittelumalli on arbitraasivapaa.
2.4 Lyhyesti binomimallista
Oletetaan yhden osakkeen kiinteäkorkoinen malli ja että hetkellä t osakkeella
S = (St)t≤T on kaksi tulosmahdollisuutta eli ylös ja alas. Osakekurssin S on
oltava F-sopiva. Stationaarinen tulomitta P on
P({ω}) = P({ω1 · · ·ωT}) = P({ω1}) · · · ({ωT}),
jossa ωt:t ovat toisistaan riippumattomia.
Olkoon sitten ξ = (ξt)t≤T kolikkoprosessi eli ξt(ω) := ωt. Historia F := Fξ muo-
dostuu informaatiosta
Ft = σ(ξ1, ..., ξt).
Näiden avulla päästään niin sanotun kolikkoavaruuden määritelmään. Siitä, miksi
sana kolikko kuuluu nimitykseen, voi lukea lisää Tommi Sottisen monisteesta
Rahoitusteoria.
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Määritelmä 2.4.1. Kokoelma (Ω,F ,F,P) on kolikkoavaruus, jos
(i) Ω = {0, 1}T ,
(ii) F = pot{0, 1}T ,
(iii) Ft = pot{0, 1}t × {0, 1}T−t,
(iv) P on stationaarinen tulomitta.
Määritelmä 2.4.2. Yhden osakkeen hinnoittelumalli (B, S,Ω,F ,F,P) on bino-
mimalli, jos (Ω,F ,F,P) on kolikkoavaruus sekä
(i) Bt = (1 + r)
t eli ∆Bt
Bt−1
= r ja
(ii) St = S0
∏
s≤t
(
(1 + d) + (u− d)ξs
)
eli Rt = d+ (u− d)ξt.
Mallin parametrit ovat u, d, r ja p, joista u, d ja p pitää estimoida datasta.
Osakkeen S kehitystä kuvaa binomimallissa niin sanottu binomipuu, jota voidaan
kuvata seuraavasti.
Nimitys binomimalli tulee siitä, että osakkeen arvo St riippuu kolikkomuuttu-
jista ξ1, ..., ξt ainoastaan niiden summan
Xt =
t∑
s=1
ξs
kautta ja summa Xt on binomijakautunut parametreilla t ja p eli
P(Xt = x) =
(
t
x
)
px(1− p)t−x.
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Binomimalli on arbitraasivapaa, jos ja vain jos d < r < u. Sen ekvivalentti
martingaalimitta on
q = Q(ξt = 1) :=
r − d
u− d,
ja se on yksiselitteinen. Lisäksi binomimalli on aina täydellinen eli jokainen vaade
voidaan toistaa jollakin omavaraisella strategialla.
Määritelmä 2.4.3. Olkoon X F-sopiva prosessi kolikkoavaruudelta. Hetkellä t
sen ennustettava Malliavin-diﬀerenssi∇Xt on Ft−1-mitallinen satunnaismuuttuja
∇Xt(ω1 · · ·ωt−1) := Xt(ω1 · · ·ωt−11)−Xt(ω1 · · ·ωt−10).
Ennustettava tappio ∇−Xt ja ennustettava voitto ∇+Xt ovat Ft−1-mitallisia sa-
tunnaismuuttujia
∇−Xt(ω1 · · ·ωt−1) := Xt(ω1 · · ·ωt−10)−Xt−1(ω1 · · ·ωt−1) ja
∇+Xt(ω1 · · ·ωt−1) := Xt(ω1 · · ·ωt−11)−Xt−1(ω1 · · ·ωt−1).
Lause 2.4.1. OlkoonM F-sopiva prosessi kolikkoavaruudelta. TällöinM on mar-
tingaali, jos ja vain jos
p = −∇
−Mt
∇Mt .
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12
Luku 3
Amerikkalaiset optiot
Amerikkalaisella optiolla tarkoitetaan sellaista optiota, joka voidaan käyttää mil-
loin tahansa option voimassaoloaikana. Tämän takia se ei voi koskaan olla jäl-
leenmyyntiarvoaan halvempi [13]. Option kirjoittaja eli myyjä ei tiedä, milloin
haltija aikoo käyttää optionsa [14].
Amerikkalaisen option diskontattu hintaprosessi on ylimartingaali riskineutraa-
lilla mitalla. Jos option haltija käyttää option väärään aikaan, optiolla on tai-
pumus menettää arvoansa ylimartingaaliominaisuuksien takia. Muutoin, jos ei
ole optimaalinen aika käyttää optio, diskontattu hintaprosessi käyttäytyy kuten
martingaali. [13]
Eniten tietenkin kiinnostaa se, milloin optio on optimaalisinta käyttää, ja se, mil-
loin option kirjoittaja saa voittoa. Näitä optimointiongelmia esiintyy rahoitus-
maailmassa hyvin monenlaisissa palveluissa kuten eläke- ja sijoitusrahastoissa,
vakuutusyhtiöissä, lahjoituksissa ja niin edelleen. [10] Optimointiongelmista on
kerrottu alaluvuissa tutkielman pääteeman kannalta riittävässä laajuudessa. On
kuitenkin huomattava se, että amerikkalaiseen optioon liittyvät ongelmat ovat
yleensä monimutkaisia ja niihin harvoin saadaan täydellisiä ratkaisuja mm. sto-
kastisuuden ja reaalimaailmasta tulevien vakioiden takia.
Tässä luvussa tukeudutaan vahvasti Tommi Sottisen luentomonisteeseen Rahoi-
tusteoria, josta löytyvät myös useimpien lauseiden todistukset. Luvun lopussa
on käsitelty amerikkalaisen option duaalista esitystä, jota on käsitelty Martin B.
Haugh'n ja Leonid Koganin artikkelissa Duality Theory and Approximate Dyna-
mic Programming for Pricing American Options and Portfolio Optimization ja
L. C. G. Rogersin artikkelissa Monte Carlo Valuation of American Options.
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Oletetaan jatkossa, että amerikkalainen optio on stokastinen prosessi F = (Ft)t≤T ,
missä Ft, t ≤ T on option sisäinen arvo. Option sisäisellä arvolla tarkoitetaan eu-
romäärää Ft, jonka option haltija saa käyttäessään sen ajanhetkellä t. Oletetaan
myös, että F on F-sopiva prosessi osakevektorin S sisäisen historian suhteen eli
että sen sisäinen arvo on koko ajan tiedossa [14].
Matemaattisesti johdannaisen arvo on (ST−K)+ := max(ST−K, 0) osto-optiolle
ja K − ST myyntioptiolle, kun K on ennalta määrätty lunastushinta ja T lunas-
tushetki. Amerikkalainen lookback-optio on maxs≤t(Ss −K)+t≤T . [14]
3.1 Option kirjoittajan näkökulma
Option F haltija voi siis käyttää optionsa minä tahansa ajanhetkellä τ ennen
eräpäivää T . Myyjän eli kirjoittajan tappio on siis suuruudeltaan Fτ . Vaikka
kirjoittaja ei tiedä, milloin haltija aikoo käyttää optionsa, hän voi käyttää apuna
binomipuuta [14].
Oletetaan, että optiota ei ole käytetty hetkellä T − 2. Hetkellä T − 1 haltija joko
käyttää option tai ei käytä sitä. Jos optiota ei käytetä hetkellä T −1, se käytetään
hetkellä T ja kirjoittaja tarvitsee hetkellä T − 1 varallisuuden
1
1 + r
EQT−1[FT ]
option FT suojaamiseen [14]. Jos taas optio käytetään hetkellä T − 1, suojaa-
miseen tarvittava varallisuus on option sisäinen arvo FT−1, ja hetkellä T − 1 on
kirjoittajalla oltava varallisuus
UT−1 = max{FT−1, 1
1 + r
EQT−1[FT ]}.
Jatkamalla tätä päättelyä kohti binomipuun juurta, päästään seuraavaan määri-
telmään. Osoitteutuu myös, että binomimallissa suojautuminen on aina mahdol-
lista, ja jos option haltija ei käytä optiota optimaalisella hetkellä, kirjoittaja saa
voittoa. [14]
Määritelmä 3.1.1. Prosessi U = (Ut)t≤T , jolle pätee kaava
Ut = max{Ft, 1
1 + r
EQt [Ut+1]},
on amerikkalaisen option ulkoinen arvo (myyjän kannalta).
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3.2 Option haltijan näkökulma
Option haltijaa (eli ostajaa) kiinnostavat erityisesti seuraavat asiat [14]:
1. Milloin optio kannattaa käyttää?
2. Milloin option kirjoittaja voi voittaa?
Näihin saadaan vastaukset käyttämällä hyväksi niin sanottua optimaalisen py-
säytyksen teoriaa ja Doobin hajotelmaa. [14]
Määritelmä 3.2.1. Olkoon Y jokin F-sopiva prosessi ja τ jokin F-sopiva pysäy-
tyshetki. Prosessia
Y τt := Ymin{t,τ} :=
t∑
s=0
Ys1{τ=s} + Yt1{τ>t}
kutsutaan pysäytetyksi prosessiksi. Asettamalla η := 1{τ≥s} voidaan kirjoittaa
Y τt = Y0 +
t∑
s=1
ηs∆Ys.
Lemma 3.2.1. Olkoon Y F-sopiva prosessi ja τ F-pysäytyshetki.
(i) Jos Y on (P,F)-ylimartingaali, pysäytetty prosessi Y τ on myös (P,F)-
ylimartingaali.
(ii) Olkoon F-pysäytyshetki τ ′ ≤ τ . Tällöin, jos Y on (P,F)-martingaali, niin
E[Yτ ] = E[Yτ ′ ] ja jos Y on (P,F)-ylimartingaali, niin E[Yτ ] ≤ E[Yτ ′ ].
Ensimmäinen optimaalinen hetki käyttää amerikkalainen optio löydetään käyt-
tämällä Snellin peitteitä.
Määritelmä 3.2.2. Olkoon Y jokin P-integroituva F-sopiva prosessi. Sen Snellin
peite U määräytyy rekursiivisesti ehdoista
(i) UT = YT ja
(ii) Ut = max{Yt,Et[Ut+1]}.
Snellin peitteen laadullinen määritelmä saadaan seuraavan tuloksen avulla. Seu-
raavissa lemmoissa 3.2.23.2.4 olkoon Y jokin P-integroituva F-sopiva prosessi.
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Lemma 3.2.2. Prosessin Y Snellin peite U on pienin (P,F)-ylimartingaali, joka
on sitä suurempi.
Lemma 3.2.3. Olkoon U prosessin Y Snellin peite. Olkoon τmin ∈ T0 ensimmäi-
nen hetki, jolloin Y koskettaa peitettään eli
τmin := inf{t ≤ T : Ut = Yt}.
Tällöin pysäytetty prosessi U τmin on (P,F)-martingaali.
Lemma 3.2.4. Olkoon U prosessin Y Snellin peite ja τmin ∈ T0 kuten edellisessä
lemmassa. Tällöin
Ut = sup
τ∈Tt
Et[Yτ ]
ja erityisesti
U0 = E[Yτmin ] = sup
τ∈T0
E[Yτ ].
Määritelmä 3.2.3. Olkoon Y jokin P-integroituva F-sopiva prosessi. Tällöin
F-pysäytyshetki τ+ ∈ T0 on optimaalinen hetki pysäyttää prosessi Y , jos
E[Yτ+ ] = sup
τ∈T0
E[Yτ ].
Seuraavan apulauseen avulla saadaan kaikki optimaaliset pysäytyshetket Snellin
peitteiden avulla.
Lemma 3.2.5. Olkoon Y jokin P-integroituva F-sopiva prosessi ja U sen Snellin
peite. Tällöin F-pysäytyshetki τ on optimaalinen Y :lle jos ja vain jos Yτ = Uτ ja
U τ on (P,F)-martingaali.
Siis ensimmäinen peitteenkosketushetki τmin on ensimmäinen optimaalinen py-
säytyshetki. Seuraavaksi etsitään viimeinen optimaalinen pysäytyshetki Doobin
hajotelman avulla.
Lemma 3.2.6. Olkoon Y (P,F)-ylimartingaali. Tällöin sille on olemassa yksi-
käsitteinen Doobin hajotelma
Yt = Mt − At,
missä M on (P,F)-martingaali, jolle M0 = Y0, ja A on kasvava F-ennustettava
prosessi, jolle A0 = 0.
Lemma 3.2.7. Olkoon Y jokin P-integroituva F-sopiva prosessi ja U sen Snellin
peite. Olkoon U = M − A (P,F)-ylimartingaalin U Doobin hajotelma ja
τmax := inf{t ≤ T : At+1 > 0},
missä τmax = T jos At = 0 kaikilla t ≤ T . Tällöin , τmax on viimeinen optimaali-
nen F-pysäytyshetki pysäyttää prosessi Y .
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Nyt, kun palataan takaisin binomipuuhun, tiedetään edellisen perusteella, että
amerikkalaisen option F = (Ft)t≤T arvo hetkellä T on UT = FT ja hetkellä t sen
arvo on
Ut = sup
τ∈Tτ
EQt
[
Fτ
(1 + r)τ−t
]
= max
{
Ft,
1
1 + r
EQt [Ut+1]
}
.
Kun edellinen diskontataan, saadaan
U¯t = max
{
F¯t,E
Q
t [U¯t+1]
}
.
Prosessi U¯ on (Q,F)-ylimartingaali, koska se on diskontatun sisäisen arvon (F¯t)t≤T
Snellin peite. Siten amerikkalaisen option optimaaliselle käytölle pätevät seuraa-
vat ominaisuudet:
(i) Ensimmäinen optimaalinen hetki käyttää optio on
τmin = inf{t : U¯t = F¯t} = inf{t : Ut = Ft}.
(ii) Alkuarvo
U0 = E
Q[F¯τmin ] = sup
τ∈T0
EQ[F¯τ ]
on option arbitraasivapaa tasapuolinen suojaushinta.
(iii) Jos U¯ = M¯ − A¯ on (Q,F)-ylimartingaalin U¯ Doobin hajotelma, niin
τmax = inf{t : A¯t+1 > 0}
on viimeinen optimaalinen pysäytyshetki käyttää optio.
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3.3 Suojaaminen
Tarkastellaan seuraavaksi hieman suojaamista. Olkoon U¯ = M¯ − A¯ option F
diskontatun hinnan Doobin hajotelma. Määritellään apuvaade G seuraavasti:
G = (1 + r)TM¯T = Mt
eli G¯ = M¯T . Tämä eurooppalainen vaade on toistettavissa. Toistostrategian pi dis-
kontattu arvoprosessi on V¯ pi = M¯ ja tarvittava alkupääoma on c(G) = EQ[M¯T ].
Doobin hajotelma voidaan nyt kirjoittaa muodossa
U¯t = V¯
pi
t − A¯t.
Jos t ≤ τmax, niin U¯t = V¯ pit ja alkupääomalla c(G) voidaan suojata amerikkalainen
optio ennen viimeistä pysäytyshetkeä τmax. Toisaalta jos t > τmax, optio käytettiin
epäoptimaalisella hetkellä. Tällöin option kirjoittaja on ylisuojannut option ja
saa voittoa At = (1 + r)
tA¯t:n verran. Eurooppalaisesta vaateesta voi lukea lisää
esimerkiksi Sottisen luentomonisteesta Rahoitusteoria.
Kootaan vielä havainnot amerikkalaisten optioiden toistolauseeksi.
Lause 3.3.1. Olkoon F = (Ft)t≤T amerikkalainen vaade arbitraasivapaassa bi-
nomimallissa. Sen toistohinta U0 määräytyy rekursiivisesti kaavoista
UT = FT
Ut = max
{
Ft,
1
1 + r
E
Q
t [Ut+1]
}
.
Lisäksi F on toistettavissa ja sen toistostrategia pi = (β, γ) määräytyy varalli-
suuksista Upit = Ut ja osakepainoista
γt =
∇Upit
St−1(u− d) .
Mikäli option haltija käyttää option hetkellä τ , option suojaaja voittaa varallisuu-
den (1+r)τ A¯τ , missä A¯ tulee ylimartingaalin U¯ Doobin hajotelmasta U¯ = M¯−A¯.
Jos τ on optimaalinen, niin A¯τ = 0.
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3.4 Duaalinen esitys
Haugh ja Kogan sekä Rogers ovat molemmat kehittäneet niin sanottuja duaalisia
tapoja arvofunktion ylärajan konstruoimiselle [10], ja tarkastellaan niitä hieman
lopuksi. Vaikka tällä tavalla ei saada vihjeitä siitä, miten optio tulisi käyttää,
saadaan ohjeita sen suojaamiseen [11]. Toinen tapa saada aikaiseksi likimääräisiä
tuloksia olisi niin sanotut ADP -metodit (engl. approximate dynamic programming
methods), josta saadaan approksimaatio myös salkun käytön strategialle [10].
Molemmissa metodeissa käytetään simulaatiotekniikoita.
Oletetaan ensin, että amerikkalaiselle optiolle, jolla on diskontattu hinta
(Ft : t = 0, 1, . . . , T ), pätee UT = FT . Dynaamisella ohjelmoinnilla saadaan
Ut = max
{
Ft,E
Q(Ut+1|Ft)
}
, t < T.
Muodosta
Ut = E
Q(Ut+1|Ft) +
(
Ft − EQ(Ut+1|Ft)
)+
päästään Doobin hajotelmaan
Ut+1 − Ut =
(
Ut+1 − EQ(Ut+1|Ft)
)
︸ ︷︷ ︸
∆Mt+1
−
(
Ft − EQ(Ut+1|Ft)
)+
︸ ︷︷ ︸
∆At+1
, t < T,(3.1)
siten, että Ut = U0 + Mt − At, missä M0 = A0 = 0, Mt on martingaali ja A on
F-ennustettava.
Martingaalia Ut luonnehditaan myös pienimmäksi ylimartingaaliksi siten, että
Ut ≥ Ft kaikilla t.
Tarkastellaan sitten amerikkalaisen option duaalista esitystä.
Lemma 3.4.1. (Doobin optionaalinen pysäytys): Jos Mt on (F, Q)-martingaali
ja τ(ω) ≤ T on rajoitettu pysäytyshetki, pätee EQ(Mτ) = EQ(M0).
Todistus. Pysäytetty prosessi (Mt∧τ : t ≤ T ) on (F, Q)-martingaali. Siksi sillä on
jatkuva odotusarvo ja tulos saadaan, kun t = T .
Olkoon Tt = {τ on F-pysäytyshetki, kun t ≤ τ ≤ T}. Huomataan, että jos (Nt)
on martingaali siten, että EQ(Nt) = 0, niin
Ut := sup
τ∈Tt
{
EQ
(
Fτ
∣∣Ft)}
= sup
τ∈Tt
{
EQ
(
Fτ −Nτ
∣∣Ft)}
≤ EQ
(
sup
t≤u≤T
{Fu −Nu}
∣∣∣∣Ft).
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Siis
Ut := sup
τ∈Tt
{
EQ
(
Fτ
∣∣Ft)}
≤ inf
N
EQ
(
sup
t≤u≤T
{Fu −Nu}
∣∣∣Ft),(3.2)
jossa N on martingaali, jolle pätee Nt = 0. Itse asiassa käyttämällä Doobin
hajotelmaa (3.1) voidaan näyttää, että suurin alaraja saavutetaan valitsemalla
Nv = Mv−Mt = (Av−At) +Uv−Ut, Doobin hajotelmassa ja epäyhtälössä (3.2)
pätee yhtäsuuruus eli
Ut := sup
τ∈Tt
{
EQ
(
Fτ
∣∣Ft)}
= inf
N
EQ
(
sup
t≤u≤T
{Fu −Nu}
∣∣∣∣Ft),
jossa N on martingaali, jolle pätee Nt = 0.
Lemma 3.4.2. Lemman (3.4.1) Ut voidaan kirjoittaa muodossa
Ut = max
{
Ft, Ft+1 −∆Mt+1, Ft+2 −∆Mt+2 −∆Mt+1, . . . ,
. . . , FT −∆MT −∆MT1 − · · · −∆Mt+1
}
.
(3.3)
Todistus. Todistetaan lemma käänteisellä induktiolla. Yhtäsuuruus (3.3) pätee,
kun t = T , koska FT = UT . Kun oletetaan, että tämä pätee myös ajanhetkillä
t < T , saadaan
Ut−1 = max
{
Ft−1,EQ(Ut|Ft−1
}
= max
{
Ft−1, Ut −∆Mt
}
= max
{
Ft−1, Ft −∆Mt, Ft+1 −∆Mt+1, Ft+2 −∆Mt+2 −∆Mt+1, . . .
. . . , FT −∆MT −∆MT1 − · · · −∆Mt+1
}
.
Tästä seuraa, että martingaali Nv = Mv −Mt = Uv + Av − U0 + A0 saavuttaa
rajan.
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Luku 4
Maxplus-algebra
Maxplus-algebra on idempotentti puolirengas. Se esiintyi ensimmäistä kertaa
vuonna 1956 S. C. Kleenen artikkelissa Representation of events in nerve nets
and ﬁnite automata. Maxplus-algebralla on sovelluksia rahoitusteorian lisäksi
muun muassa kombinatoriikassa, optimoinnissa, matemaattisessa fysiikassa ja al-
gebrallisessa geometriassa. Sitä käytetään myös säätötekniikassa, diskreeteissä
prosesseissa ja tietoliikenneverkoissa. Monien näistä sovelluksista käyttäytymi-
nen on tavallisessa algebrassa epälineaarista, mutta muuttuu lineaariseksi max
plus-algebrassa. [9]
4.1 Määritelmä ja algebralliset ominaisuudet
Tässä osassa käydään läpi maxplus-algebran määritelmä sekä tärkeimmät omi-
naisuudet. [6]
Määritelmä 4.1.1. Olkoon a, b ∈ Rmax = {−∞} ∪ {R}. Tällöin määritellään
operaatiot ⊕ ja ⊗ siten, että
a⊕ b = max(a, b) ja
a⊗ b = a+ b.
Lisäksi tulon neutraalialkiolle e = 0 pätee
a⊗ e = e⊗ a = a+ 0 = a kaikilla a ∈ Rmax
ja summan neutraalialkiolle  = −∞
a⊕  = ⊕ a = max(a,−∞) = a kaikilla a ∈ Rmax.
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Algebrallista struktuuria Rmax kutsutaan maxplus-algebraksi.
Lause 4.1.1. Kaikille x, y, z ∈ Rmax pätee seuraavat ominaisuudet:
(i) assosiatiivisuus eli liitännäisyys
x⊕ (y ⊕ z) = (x⊕ y)⊕ z ja x⊗ (y ⊗ z) = (x⊗ y)⊗ z
(ii) kommutatiivisuus eli vaihdannaisuus
x⊕ y = y ⊕ x ja x⊗ y = y ⊗ x
(iii) distributiivisuus eli osittelulaki
x⊗ (y ⊕ z) = (x⊗ y)⊕ (x⊗ z)
(iv) nolla-alkio
x⊕  = ⊕ x = x
(v) yksikköalkio
x⊗ e = e⊗ x = x
(vi) tulon käänteisalkio
jos x 6= , niin on olemassa yksikäsitteinen y, jolle pätee x⊗ y = e
(vii) absorboiva alkio
x⊗  = ⊗ x = 
(viii) summan idempotenttius
x⊕ x = x
Vertaillaan vielä hieman operaatioita ⊕ ja ⊗ tavallisen algebran operaatioihin
+ ja · . Huomataan esimerkiksi, että summan symmetrisyys katoaa maxplus-
algebrassa, mutta saadaan tilalle summan idempotenttius. Erityisesti tämä omi-
naisuus tekee maxplus-algebrasta tehokkaan laskennallisesti. Lisäksi joukossa
Rmax nollalla ei pysty jakamaan, sillä a ⊗ b = 0⊕ = −∞ ⇒ a = 0⊕ = −∞ tai
b = 0⊕ = −∞. [5]
Tarkastellaan sitten muutamaa yksinkertaista esimerkkiä.
Esimerkki 4.1.1. a) 7⊕ 4 = max(7, 4) = 7 = max(4, 7) = 4⊕ 7
b) 8⊗ 3 = 8 + 3 = 11 = 3 + 8 = 3⊗ 8
Esimerkki 4.1.2. Oletetaan, että y ⊕ x = z. Etsitään ratkaisut muuttujalle x.
Nyt jos z < y, ei löydy sopivaa muuttujan x arvoa ratkaisuksi.
Jos z > y, niin x = z.
Viimein jos z = y, niin x ∈] − ∞, y]. Maksimi saavutetaan muuttujan arvolla
x = z.
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Esimerkki 4.1.3. Olkoon (lt)t∈[0,τ ] reaaliarvoinen funktio. Mille tahansa
0 ≤ s ≤ t ≤ τ funktion l juokseva maksimi välillä [s, t] määritellään maxplus-
integraalina välillä [s, t] siten, että
(4.1) l∗s,t = sup
s≤u≤t
lu =
∮ t
s
lu = I
+([s, t]).
Funktio t→ l∗s,t välillä [s, τ ] on ei-vähenevä ja oikealta jatkuva mikäli l on ylhäältä
oikealta puolijatkuva eli lim sup↓↓0 lt+ ≤ lt.
Maxplus-algebran additiivisuus-ominaisuus (
∮ t
s
lv) ⊕ (
∮ u
t
lv) =
∮ u
s
lv tulee seu-
raavasta relaatiosta:
(4.2) sup
s≤v≤t
lv ∨ sup
t≤v≤u
lv = sup
s≤v≤u
lv.
Prosessi (l∗0,t) kasvaa vain niissä kohdissa, joissa ajalle s pätee ls = l
∗
0,s.
Olkoon vielä Ω jokin otosavaruus ja Q siellä määritelty funktio, joka saa nega-
tiivisia arvoja ja jolle supω∈ΩQ(ω) = 0. Silloin mille tahansa A ⊂ Ω osajou-
kon A maxplus-todennäköisyys on P+(A) = supω∈AQ(ω). Arvoa Q(ω) kut-
sutaan ω:n todennäköisyydeksi ja Q:ta maxplus-tiheysfunktioksi. Maxplus-
satunnaismuuttuja on mikä tahansa Rmax-arvoinen funktio Z avaruudessa Ω.
Funktion Z maxplus-odotusarvo on
E+(Z) =
∮
Ω
Z(ω)⊗ P+(dω) = supω∈Ω[Z(ω) +Q(ω)]. Huomataan, että
jos E+(Z) < +∞, niin funktio Z on maxplus-integroituva. Seuraa myös, että
E+ on stabiili kasvavan rajan ja lineaarinen maxplus-algebran additiivisuuden
ja skalaaritulon kautta.
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4.2 Ylimartingaalin hajotelma maxplus-algebrassa
Seuraavaksi tarkastellaan El Karouin ja Mezioun artikkelissa Max-plus Decom-
position of Supermartingales and Convex Order. Application to American Op-
tions and Portfolio Insurance esiteltyä ylimartingaalin hajotelmaa maxplus-
algebrassa jatkuvassa ajassa.
Otetaan käyttöön seuraava lyhennysmerkintä: Martingaali X on luokkaa (D), jos
ja vain jos se on jatkuvasti integroituva. Ylimartingaalia Zt, joka on luokkaa (D),
kutsutaan (D)-ylimartingaaliksi.
Määritelmä 4.2.1. Luokkaa (D) oleva prosessi Zt on kvasi vasemmalta jatkuva,
jos E[Xτn10<τn<∞+ ] lähestyy arvoa E[Xτ10<τ<∞+ ] kaikilla kasvavilla pysäytyshet-
kien jonoilla (τn)n≥0, jotka lähestyvät pysäytyshetkeä τ melkein varmasti.
Lause 4.2.1. Olkoon Zt, t ∈ [0, τ ], kvasi vasemmalta jatkuva (D)-ylimartingaali
ja historia F kvasi vasemmalta jatkuva. Nyt ylimartingaalille Zt pätee
Zt = E[ sup
t≤u≤τ
Lu ∨ Zτ |Ft]
= E
[ ∮
[t,τ ]
Lu ⊕ Zτ |Ft
]
, 0 ≤ t ≤ τ,
(4.3)
jossa L = (Lt)0≤t≤τ on optionaalinen ylhäältä oikealta puolijatkuva prosessi, jolle
pätee Lτ ≤ Zτ .
Määritellään lisäksi prosessi L∗t,s siten, että
L∗t,s = sup
t≤u≤s
Lu =
∮
[t,s]
Lu.
Martingaali M⊕ on silloin
M⊕t := E[L
∗
0,τ ∨ Zτ |Ft] kaikilla t ∈ [0, τ ].
ja pätee
(4.4) M⊕ ≥ max(Z,L∗0,·) = Z ⊕ L∗0,·,
ja millä tahansa pysäytyshetkellä S ≤ τ pätee myös
LS = L
∗
0,S ⇒M⊕S = ZS ⊕ L∗0,S = ZS.
Erityisesti
(4.5)
∫
[0,τ ]
(M⊕s − Zs)dL∗0,s = 0.
Ylimartingaalin hajotelma maxplus-algebrassa on yksikäsitteinen, mikä näyte-
tään seuraavassa.
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Lause 4.2.2. Olkoon (Ft) kvasi vasemmalta jatkuva historia ja Zt (D)-ylimartingaali.
Oletetaan, että on olemassa (D)-ylimartingaali M , jolle M0 = Z0, ja cadlag-
sopiva ei-vähenevä prosessi Λ, jonka arvot ovat välillä [−∞,+∞[ siten, että
Mt ≥ Zt kaikilla t ∈ [0, τ ], ja
Mτ = Λτ ∨ Zτ melkein varmasti.
(4.6)
Lisäksi oletetaan, että Λ kasvaa pelkästään ajanhetkillä t ≤ τ , kun Mt = Zt, eli
Λ:lle pätee
(4.7)
∫
[0,τ ]
(Mt − Zt)dΛt = 0 melkein varmasti.
Tällöin martingaali M on yksikäsitteinen ja merkitään M⊕.
Lisäksi, jos on annettu M⊕, joukolla ei-väheneviä prosesseja Λ, jotka toteuttavat
ehdot (4.4) ja (4.5), on maksimaalinen alkio Λmax. Alkio Λmax toteuttaa myös
ehdon (4.5).
Huomautus 4.2.1. (Dynaaminen ohjelmointi): Joillekin ylimartingaalin hajotel-
mille päätee, että mille tahansa pysäytyshetkelle ζ hajotelma aikavälillä [0, τ ]
on myös hajotelma välillä [0, ζ]. Tässä ominaisuus pitää paikkansa vain, jos
M⊕ζ = Zζ ⊕ Λζ .
Todistukset lauseille 4.2.14.2.2 ovat El Karouin ja Mezioun artikkelissa. Yksikä-
sitteisyyden todistaminen perustuu siihen huomioon, että Mτ on yhtäsuuri kuin
ei-vähenevän prosessin loppuarvo Λ+τ . [5]
Esimerkki 4.2.1. (Ei-kasvava prosessi): Jos Z on sopiva integroituva ei-kasvava
prosessi, kaikille t ∈ [0, τ ] pätee
M⊕t = Λ
max
t = Z0 melkein varmasti.
Itse asiassa helposti nähdään myös, että Z0 on martingaali, joka toteuttaa max
plus-hajotelman. Se on myös ainoa, koska hajotelman martingaali on yksikäsit-
teinen.
Esimerkki 4.2.2. (Martingaali): Jos Z on martingaali, niin kaikille kaikille
t ∈ [0, τ ] pätee
M⊕t = Zt ja Λ
max
t ≤ Zt = E[Zτ |Ft].
Näin ollen Λmax on suurin cadlag ei-vähenevä prosessi, jota Z rajoittaa. Se mää-
rittelee martingaalin Zτ ehdollisen inﬁmumin ehdolla σ- algebra Ft:
Λmaxt = Ft − ess inf{Zτ}
= ess sup{Yt ∈ Ft|Yt ≤ Zτ melkein varmasti} kaikilla t ∈ [0, τ ].
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Olkoon mille tahansa r ∈ Q määritelty Λmaxr martingaalin Zτ ehdollisena inﬁ-
mumina ehdolla Fr. Jono (Λmaxr )r∈Q on ei-vähenevä ja sillä on oikealta jatkuva
regularisaatio Λmaxt . On selvää, että Λ
max
t ≤ E(Zτ |Ft) = Zt. Lisäksi, jos Λ on
cadlag ei-vähenevä prosessi siten, että Λt ≤ Λτ ≤ Zτ , niin Λt ≤ Λmaxt .
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Luku 5
Maxplus-algebra ja amerikkalaiset
optiot
Tässä luvussa sovelletaan edellisen luvun tuloksia amerikkalaisiin optioihin. Ka-
rakterisoidaan siis ylimartingaalin maxplus-hajotelman ja indeksiprosessin L
avulla optimaalinen pysäytyshetki. Tarkastellaan ensin osto-optiota jatkuvassa
ajassa ja sen jälkeen diskreetissä ajassa. Lopuksi tutustutaan vielä myyntiop-
tioon.
5.1 Osto-option tapaus jatkuvassa ajassa
Seuraava lause takaa sen, että arvofunktiota ei tarvitse laskea optimaalisen py-
säytyshetken ratkaisemiseksi.
Lause 5.1.1. Olkoon Z (D)-ylimartingaali, jolla on maxplus-hajotelma ylhäältä
oikealta puolijatkuvan prosessin Lt avulla määriteltynä eli
Zt = E[ sup
t≤s≤τ
Ls ∨ Zτ |Ft] = E[L∗t,τ ⊕ Zτ |Ft],
ja jossa historia (Ft) on kvasi vasemmalta jatkuva.
Olkoon Tt(m) optimaalinen pysäytyshetki ja m lunastushinta. Amerikkalaisen
osto-option Cam(Z,m) optimaalisen pysäytyshetken τ ∗t (m) löytämisongelma voi-
daan kirjoittaa seuraavaan muotoon
Camt (Z,m) = ess sup
t≤s≤τ
E[(Zs −m)+|Ft]
= E[(Zτ∗t (m) −m)+|Ft]
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ja sillä on eksplisiittisesti universaali ratkaisu
τ ∗t (m) = Tt(m) ∧ τ
:= inf{s ≥ t;L∗t,s ≥ m} ∧ τ
= inf{s ≥ t;Ls ≥ m} ∧ τ, kun m ≥ 0.
Lisäksi, amerikkalainen osto-optio Camt (Z,m) on eksplisiittisesti karakterisoita-
vissa lookback-optiona
Camt (Z,m) = E[(L
∗
t,τ ∨ Zτ −m)+|Ft]
= E
[(
sup
t≤s≤τ
Ls ∨ Zτ −m
)+∣∣∣Ft], t ≤ τ.
Todistus. Huomataan ensin, että prosessi (E[(L∗t,τ ∨ Zτ −m)+|Ft])t∈[0,τ ] määrit-
telee ylimartingaalin, sillä se on ei-kasvavan prosessin ehdollinen odotusarvo. Li-
säksi, koska ZS = E[L∗S,τ ∨Zτ |FS] millä tahansa pysäytyshetkellä S ≤ τ , Jensenin
epäyhtälöstä saadaan
E[(L∗S,τ ∨ Zτ −m)+|FS] ≥ (E[(L∗S,τ ∨ Zτ |FS]−m)+
= (ZS −m)+
millä tahansa pysäytyshetkellä S ≤ τ . Näin ollen ylimartingaali
(E[(L∗t,τ ∨ Zτ − m)+|Ft])t∈[0,τ ] dominoi prosessia (ZS −m)+ ja pakosti myös
sen Snellin peitettä Camt (Z,m).
Määritellään Tt(m) siten, että se on ensimmäinen pysäytyshetki hetken t jälkeen.
Tällöin prosessi (L∗t,u)u≥t ylittää m:n eli
Tt(m) := inf{s ∈ [t, τ ] : L∗t,s ≥ m}.
Lisäksi Tt(m) =∞+, jos joukko on tyhjä. Joukossa {Tt(m) ≤ τ},
L∗Tt(m),τ ∨Zτ ≥ m ja siis ZTt(m) = E[L∗Tt(m),τ ∨Zτ |FTt(m)] ≥ m. Tästä seuraa, että
E[(L∗t,τ ∨ Zτ −m)+|Ft] = E[E[1{Tt(m)≤τ}(L∗Tt(m),τ ∨ Zτ −m)+|FTt(m)]|Ft]
= E[1{Tt(m)≤τ}E[L
∗
Tt(m),τ ∨ Zτ −m|FTt(m)]|Ft]
= E[1{Tt(m)≤τ}(ZTt(m) −m)+|Ft]
= E[(ZTt(m)∧τ −m)+|Ft] melkein varmasti,
jossa viimeinen yhtäsuuruus seuraa siitä, että Zτ (m) > Zτ joukossa
{Tt(m) =∞+}, ja koska Zτ (m) = Zτ ∨m, seuraa että Zτ < m.
Siis E[(L∗t,τ ∨Zτ−m)+|Ft] = E[(ZTt(m)∧τ−m)+|F ]t ≤ Camt (Z,m) Snellin peitteen
määritelmän 3.2.2 perusteella.
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5.1.1 Multiplikatiivinen Lévy-prosessi ja ääretön
maturiteetti
Tarkastellaan sitten tilannetta, jossa option maturiteetti eli jäljellä oleva aika op-
tion erääntymiseen on ääretön. Tarkastelua varten pitää palauttaa mieliin Lévy-
prosessi. [12]
Määritelmä 5.1.1. Stokastista prosessiaX = (Xt)t≥0 tila-avaruudella Rd toden-
näköisyysavaruudessa (Ω,F ,P) kutsutaan (d-ulotteiseksi) Lévy-prosessiksi, jos
(i) X0 = 0 (P-m.v.)
(ii) Kaikilla n ≥ 1 ja jokaisella kokoelmalla t0, t1, ..., 0 ≤ t0 < t1 < · · · < tn
muuttujat Xt0 , Xt1 − Xt0 , ..., Xtn − Xtn−1 ovat riippumattomia (lisäysten
riippumattomuus -ominaisuus).
(iii) Kaikilla s ≥ 0 ja t ≥ 0 pätee
Xt+s −Xs d= Xt −X0
(lisäysten samoinjakautuneisuus -ominaisuus).
(iv) Kaikilla t ≥ 0 ja  > 0 pätee
lim
s→t
P(|Xs −Xt| > ) = 0
(stokastisen jatkuvuuden ominaisuus).
(v) Olkoon avaruus Dd cadlag-polkujen avaruus eli avaruus, joka koostuu oi-
kealta jatkuvista funktioista f : R+ → Rd, joilla on olemassa vasem-
manpuoleinen raja-arvo kaikissa pisteissä. P-melkein kaikilla ω ∈ Ω po-
lut (Xt(ω))t≥0 ovat avaruudessa Dd (vektoriarvoisia) funktioita f = (ft)t≥0,
ft = (f
1
t , f
2
t , ..., f
d
t ) siten, että f
i = (f it )t≥0, i = 1, ..., d ovat oikealta jatkuvia
ja vasemmalta rajoitettuja kaikilla t > 0.
Määritelmä 5.1.2. Lévy-prosessia X = (Xt)t≥0 kutsutaan additiiviseksi, jos sen
lisäykset ovat aika-homogeenisia ja riippumattomia, eli jos Xt−Xs on riippuma-
ton sigma-algebrasta Fs ja samoinjakautunut kuin Xt−s, 0 < s < t.
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Lausetta 5.1.2 varten tarvitaan myös multiplikatiivisen Lévy-prosessin määritel-
mä. [3]
Määritelmä 5.1.3. Cadlag-prosessia Z tila-avaruudella R \ {0}, Z0 = 1, kut-
sutaan geometriseksi tai multiplikatiiviseksi Lévy-prosessiksi, jos mille tahansa
t > 0 ja h > 0 pätee, että Zt+h
Zt
on riippumaton informaatiosta Ft = σ{Zu, u ≥ t}
ja suhde Zt+h
Zt
ei riipu ajasta t.
Olkoon nyt Z positiivinen multiplikatiivinen Lévy-prosessi alkuarvolla x ja
E[sup0≤t≤τ Zt] < +∞. Koska Z0 = x, seuraa Zt = xZt, jossa Z on prosessi, joka
on yhtä suuri kuin Z kun Z0 = 1. Oletetaan ensin, että τ on ääretön.
Prosessin Z suhteellisten lisäysten keskinäisen riippumattomuuden ansiosta voi-
daan helposti määrittää ei-kasvava prosessi L∗0,t = sup0≤u≤t Lu, joka toteuttaa
maxplus-hajotelman prosessille Z. Kun käytetään lausetta 5.1.1, saadaan ek-
splisiittinen karakterisaatio optimaalisesta pysäytyshetkestä laskematta amerik-
kalaisen osto-option hintaa. Tarvitsee ainoastaan laskea
xE[supt≥0 Zt]
−1 = xE[Z∗0,∞]
−1 = E[Z∗0,∞]−1, joka ei riipu muuttujan x arvosta.
Ratkaisu on monimutkaisempi äärellisessä aika-avaruudessa.
5.1.2 Multiplikatiivinen Lévy-prosessi ja äärellinen
maturiteetti
Lause 5.1.2. Olkoon Z positiivinen multiplikatiivinen Lévy-prosessi, joka mää-
rittelee ylimartingaalin alkuarvolla x ja siten, että E[sup0≤t≤∞ Zt] < +∞. Mer-
kitään Z∗t := Z
∗
0,t = sup0≤u≤t Zu, jolloin saadaan
Zt = bE[Z
∗
t,∞|Ft] ja L∗0,t = bZ∗t , jossa b =
1
E[Z∗0,∞]
.
Ikuiselle amerikkalaiselle osto-optiolle Cam(Z,m) saadaan raja yhtälöstä
Ec(m) = mE[Z∗0,∞] ja vastaava optimaalinen pysäytyshetki karakterisoidaan
eksplisiittisesti yhtälön
Tt(m) = inf{s ≥ t : bZs ≥ m}
= inf{s ≥ t : Zs ≥ mE[Z∗0,∞]}
avulla.
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Todistus. Merkitään Z∗s,t = sups≥u≥t Zu. Koska suhteelliset lisäykset ovat riippu-
mattomia ja Z∗0,∞ on summautuva, saadaan
Zt = bE[Z
∗
t,∞|Ft],
1
b
=
1
x
E
[
sup
0≤u
Zu
]
= E[Z∗0,∞] ja
Lt = bZt,
koska
E[Z∗t,∞|Ft] = ZtE
[
sup
t≤u
Zu
Zt
∣∣∣Ft]
= ZtE
[
sup
0≤u
(Zu+t
Zt
)∣∣∣Ft]
= ZtE
[
sup
0≤u
Zu
]
.
Huomataan myös, että lauseen 5.1.1 perusteella amerikkalainen osto-optio, jo-
ka on muodostettu Z:n ja m:n avulla, on lookback-optio, joka on muodostettu
indeksiprosessin L ja saman m:n avulla:
Cam0 (Z,m) = E[(bZ
∗
0,∞ −m)+]
= E
[( Z∗0,∞
E[Z∗0,∞]
−m
)+]
.
5.1.3 Esimerkkejä
Tarkastellaan sitten esimerkkiä odotusarvon maksimin laskemisesta geometrisesta
Brownin liikkeestä. Geometrinen Brownin liike negatiivisella virtauksella (r ≥ 0)
ja positiivisella alkuarvolla on ylimartingaali
dZt
Zt
= −rdt+ σdWt, Z0 = x > 0.
Esimerkkiä varten tarvitaan apulause.
Lemma 5.1.1. Olkoon Z geometrinen Brownin liike parametreilla (−r, σ) ja al-
kuarvo Z0 = x. Asetetaan γ = 1 +
2r
σ2
ja δ yhtälön y2 − γy − 2β
σ2
= 0 ratkaisuksi,
joka on suurempi kuin γ. Olkoon ζ riippumaton eksponentiaalinen muuttuja pa-
rametrilla β > 0.
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1. P[Z∗ζ ≥ m] =
(
x
m
∧ 1)δ ja E[Z∗ζ ] = δδ−1x.
2. E[(Z∗ζ −m)+] =
{
m
δ−1
(
x
m
)δ
, jos m ≥ x
δ
δ−1x−m, jos m ≤ x
= C∗δ (x,m).
Todistus. Todistus perustuu ekvivalenssiin {Z∗t ≥ m⇔ Tm ≤ t}, jossa
Tm := inf{t : Z∗t ≥ m}. Siis
P[Z∗ζ ≥ m] = E[e−βTm ]
ja vaikka β = 0, pätee
P[Z∗0,∞ ≥ m] = P[Tm < +∞] = lim
β→0
E(e−βTm).
Näiden määrien laskemiseksi käytetään Doobin hajotelmaa martingaaliin e−βtZδt ,
jossa δ on yhtälön δ2 − γδ − 2β
σ2
= 0 positiivinen juuri (δ = γ, jos β = 0). Siis
E[e−β(Tm∧t)ZδTm∧t] = x
6.
Koska e−β(Tm∧t)ZδTm∧t on epänegatiivinen ja rajoitettu termillä m ∨ x kaikilla t,
kun t→ +∞, niin vasen puoli lähestyy arvoa
(m ∨ x)δ × E[e−βTm ] = (m ∨ x)δ ×P[Z∗ζ ≥ m].
Tämä todistaa kohdan 1.
Yleisemmin kaikilla m ≥ x, osto-option hinta supremumissa sadaan yhtälöstä
E[(Z∗ζ −m)+] =
∫ +∞
0
P[Z∗ζ −m ≥ α]dα
=
∫ +∞
0
( x
α +m
)δ
dα =
m
δ − 1
( x
m
)δ
.
Jos m ≤ x, niin Z∗ζ ≥ m ja
(5.1) E[(Z∗ζ −m)+] = E[Z∗ζ −m] =
δ
δ − 1x−m,
mikä todistaa kohdan 2.
Esimerkki 5.1.1. (Geometrinen Brownin liike) Olkoon Z geometrinen Brownin
liike parametreilla (−r, σ) ja alkuarvo Z0 = x > 0, ja olkoon lisäksi
γ = 1 + 2r
σ2
. Brownin liikkeen Z maxplus-hajotelman martingaali voidaan karak-
terisoida eksplisiittisesti funktiona φγ:
M⊕t =
γ − 1
γ
Z∗t
[ 1
γ − 1
(Zt
Z∗t
)γ
+ 1
]
:= φγ(Zt, Z
∗
t ).
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Erityisesti,
M⊕t = Zt ⊕ L∗0,t ⇔ Zt = Z∗t .
Lisäksi, martingaalina, M⊕t voidaan esittää stokastisena integraalina
dM⊕t =
(Zt
Z∗t
)γ−1
σZtdWt.
Osoitetaan nämä todeksi. Lauseen 4.2.2 nojalla, M⊕t = bγE[Z
∗
0,∞|Ft] on proses-
sin Z maxplus-hajotelman martingaali. Koska prosessin Z∗0,∞ jakauma on hyvin
tunnettu, martingaalille M⊕t on olemassa suljettu muoto
M⊕t = bγE[(Z
∗
t,∞ − Z∗t )+|Ft] + bγZ∗t
= bγZtE
[(
Z∗t,∞
Zt
− Z
∗
t
Zt
)+∣∣∣Ft]+ bγZ∗t .(5.2)
Koska termi
Z∗t,∞
Zt
on riippumaton termistä
Z∗t
Zt
ja sillä on sama jakauma kuin
termillä
Z∗0,∞
x
, yhtälö 5.1 voidaan kirjoittaa muodossa
M⊕t = bγZtC
∗
γ(1,mt) + bγZ
∗
t ,
jossa mt :=
Z∗t
Zt
≥ 1. Sitten korvaamalla mt lemman 5.1.1 mukaiseksi, saadaan
M⊕t =
γ − 1
γ
Z∗t
[
1
γ − 1
(
Zt
Z∗t
)γ
+ 1
]
:= φγ(Zt, Z
∗
t ).
Koska ei-vähenevä prosessi on muodossa L∗0,t = bγZ
∗
t =
γ−1
γ
Z∗t , voidaan välittö-
mästi huomata, että martingaali M⊕ eroaa termistä Z ∨ L∗0,·:
M⊕t − (Zt ∨ L∗0,t) =
γ − 1
γ
Z∗t
[
1
γ − 1
(
Zt
Z∗t
)γ
−
(
γ
γ − 1
Zt
Z∗t
− 1
)+]
.
Funktio x 7→ 1
γ−1x
γ − ( γ
γ−1x− 1)+ on epänegatiivinen välillä [0, 1], nolla kohdissa
0 ja 1, ja saavuttaa maksiminsa kohdassa bγ =
γ−1
γ
.
Tällöin M⊕t = Zt ∨ L∗0,t jos ja vain jos Zt = Z∗t eli, jos ja vain jos t on prosessin
L∗0,· kasvukohta.
Lisäksi, koska M⊕ = φγ(Z,Z∗) on martingaali, Iton kaavan nojalla sen hajotel-
maa stokastisena integraaalina varten tarvitsee ainoastaan tietää φγ:n derivaatta
Z : dM⊕t =
∂φγ
∂x
(Zt, Z
∗
t )ZtσdWt.
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Saadaan siis
dM⊕t =
(Zt
Z∗t
)γ−1
σZtdWt =
(Zt
Z∗t
)γ−1
dMAt ,
josssa MA tarkoittaa prosessin Z DoobMeyer-hajotelmaa.
Edellinen esimerkki todisti seuraavan lauseen.
Lause 5.1.3. Oletetaan, että on olemassa historia (Ft) ja geometrinen Brownin
liike Z parametreilla (−r, σ). Amerikkalaisen osto-option hinta saadaan proses-
sin Z ja lunastushinnan m avulla
Camt (Z,m) = E
[(γ − 1
γ
Z∗t,∞ −m
)+∣∣∣Ft]
=

(
m
γ−1
)1−γ(
Zt
γ
)γ
jos γ−1
γ
Zt ≤ m,
Zt −m muuten.
Edellisessä r, σ ja γ ovat määritelty ehtojen
dZt
Zt
= −rdt+ σdWt, Z0 = x > 0
ja
γ = 1 +
2r
σ2
avulla.
Esimerkki 5.1.2. (Multiplikatiivinen Lévy-prosessi) Esimerkin 5.1.1 hajotelma
pätee myös hyppäävälle multiplikatiiviselle Lévy-prosessille Z, joka määrittelee
ylimartingaalin. Tarvitaan kuitenkin lisää oletuksia, jotta voidaan saavuttaa ehto
E[Z∗0,∞] <∞.
Tarkastellaan tilannetta, jossa aika τ on ääretön ja Zt = xe
Xt , jossaX määrittelee
ylhäältä puolijatkuvan prosessin. Ekvivalentisti tämä tarkoittaa Lévy-prosessia,
jolla ei ole positiivisia hyppyjä:
EeiµXt = exp
{
t
[
iµa− 1
2
σ2µ2 +
∫ 0
−∞
(eiµy − 1− iµy1{−1<y<0})Π(dy)
]}
,
jossa a ja σ ≥ 0 ovat vakioita ja Π positiivinen mitta joukossa (−∞, 0) siten,
että
∫
(1 ∧ y2)Π(dy) < +∞. Laplacen eksponentti, kun λ ≥ 0, määritellään
lausekkeella
κ(λ) = aλ+
1
2
σ2λ2 +
∫ 0
−∞
(eλy − 1− λy1{−1<y<0})Π(dy)
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ja toteuttaa ehdon E(eλXt) = etκ(λ). Oletetaan myös, että prosessi erteXt määrit-
telee martingaalin. Tästä seuraa, että E[eXt ] = e−rt eli κ(1) = −r.
Koska κ(0) = 0, κ on konveksi ja limλ→+∞ κ(λ) = +∞, on olemassa γLévy > 1
siten, että κ(γLévy) = 0. Näin ollen
E[Z∗0,∞] =
γLévy
γLévy − 1 ,
jossa γLévy > 1 siten, että κ(γLévy) = 0.
Olkoon sitten Cam ikuinen amerikkalainen osto-optio kirjoitettuna multiplikatii-
visen Lévy-prosessin Z, joka määrittelee ylimartingaalin, ja lunastushinnan m
avulla. Käyttämällä yhteyttä M⊕t = C
am
t (Z, bZ
∗
t ) + bZ
∗
t , joka seuraa yhtälöstä
5.2 ja lauseesta 5.1.2, voidaan päätellä kaava maxplus-martingaalille M⊕ funk-
tiona φLévy prosessien (Zt, Z
∗
t ) suhteen. Funktio φLévy on samaa muotoa kuin
esimerkissä 5.1.1.
5.1.4 Additiivinen Lévy-prosessi
Tarkastellaan lopuksi additiivisia Lévy-prosesseja. Määritelköön Z ylimartingaa-
lin riippumattomilla additiivisilla lisäyksillä ja alkuarvolla x siten, että
E[Z∗0,∞] < +∞. Olkoon Z prosessi Z, joka alkaa 0:sta: Z = Zt − x. Oletetaan,
että maturiteetti τ on ääretön.
Käyttämällä samaa merkintätapaa kuin aiemmin ja asettamalla
b = E[sup0≤u Zu] − x = E[Z∗0,∞] − x = E[Z∗0,∞] voidaan helposti nähdä, että
Zt ottaa yksinkertaisen muodon Zt = E[Z∗t,∞ − b|Ft] prosessin Z lisäysten riip-
pumattomuusominaisuuden takia. Amerikkalaisen osto-optio-ongelman ratkaise-
mista varten tarvitsee enää laskea odotusarvo E[Z∗0,∞] ja käyttää lausetta 5.1.1.
Arvofunktiota ei tarvita. [5]
Lause 5.1.4. Olkoon (Ft) kvasi vasemmalta jatkuva historia ja Z additiivinen
Lévy-prosessi, joka määrittelee ylimartingaalin alkuarvolla x siten, että
E[Z∗0,∞] < +∞. Tällöin pätee
1. Zt = E[Z
∗
t,∞ − b|Ft] ja LZ,∗0,t = Z∗t − b, jossa b = E[Z∗0,∞].
2. Ikuisen amerikkalaisen osto-option CamS (Z,m), jossa S on pysäytyshetki,
optimaalinen pysäytyshetki on eksplisiittisesti karakterisoitavissa funktion
TZS (m) = inf{t ≥ S : Zt − b ≥ m} = inf{t ≥ S : Zt ≥ m+ E[Z∗0,∞]}
avulla ja rajat saadaan yhtälöstä Ec(m) = m+ E[Z∗0,∞].
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3. Ikuisen amerikkalaisen osto-option CamS (Z,m) hinta ajanhetkellä t saadaan
lausekkeella
Camt (Z,m) = E
[
(Z∗t,∞ − E[Z∗0,∞]−m)+|Ft
]
.
5.2 Osto-option tapaus diskreetissä ajassa
Ylimartingaalit prosessit Z riippumattomilla ja multiplikatiivisilla tai stationaari-
silla additiivisilla lisäyksillä ovat hyviä esimerkkejä maxplus-hajotelmasta. Dar-
ling, Liggett ja Taylor ovat artikkelissaan Optimal Stopping Time for Partial
Sums [4] ratkoneet amerikkalaisen osto-option ongelmaa eli etsineet optimaalista
pysäytysaikaa diskreetissä aika-avaruudessa. [5]
Tarkoituksena on määrittää supE[r(ST )], jossa Sn on jono riippumattomien sa-
moinjakautuneiden satunnaismuuttujien osasummia palkkiofunktioille r(x) = x+
ja r(x) = (ex−1)+. Pienin yläraja otetaan yli pysäytyshetkien T . Annetaan myös
ehdot, joilla optimaalinen odotettu tuotto on äärellinen. [4]
Olkoon tässä alaluvussa X,X1, X2, ... riippumattomia ja samoinjakautuneita sa-
tunnaismuuttujia, joilla on osasummat Sn = X1 + ... + Xn, ja S0 = 0. Olkoon
T pysäytyshetki osasummille (Sn) ja β diskonttaustekijä, jolle pätee 0 ≤ β ≤ 1.
Olkoon r epänegatiivinen palkkiofunktio.
Todistuksia varten tarvitaan seuraava apulause. [4]
Lemma 5.2.1. Olkoon X,X1, X2, ... riippumattomia ja samoinjakautuneita sa-
tunnaismuuttujia, S0 = 0 ja Sn = X1 + ... + Xn kaikilla n ≥ 1. Olkoon r ja f
epänegatiivisia funktioita ja β vakio siten, että 0 ≤ β ≤ 1. Jos kaikilla x
(5.3) f(x) ≥ r(x)
ja
(5.4) f(x) ≥ E[βf(x+X)],
niin
(5.5) f(x) ≥ E[βT r(x+ ST )]
kaikilla x ja kaikilla pysäytyshetkillä T .
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Todistus. Kirjoitetaan T (n) = min{T, n}, jossa T on mielivaltainen pysäytyshet-
ki. Epäyhtälöstä 5.4 seuraa, että {βnf(x+ Sn) : n ≥ 0} on ylimartingaali, mistä
seuraa, että
f(x) ≥ E[βT (n)f(x+ ST (n))]
≥ E[βT (n)r(x+ ST (n))]
≥ E[βT r(x+ ST ) : T ≤ n],
jossa mille tahansa tapahtumalle A pätee E[ · : A] = ∫
A
· dP . Kaksi viimeistä
epäyhtälöä seuraavat epäyhtälöstä 5.3 ja funktion r epänegatiivisuudesta tässä
järjestyksessä. Monotonisen konvergenssin nojalla viimeinen odotusarvo kasvaa
kohti E[βT r(x+ ST )], kun n kasvaa rajatta. Tämä päättää todistuksen.
Käytetään tätä aritmeettiseen ongelmaan käyttämällä funktiolle f funktiota
f(x) = E
[
(x+M − E[M ])+].
Funktio f on hyvin määritelty, sillä E[M ] < ∞ aina kun E[X2] < ∞. Koska M
on samoin jakautunut kuin (X +M)+, Jensenin epäyhtälön avulla saadaan
f(x) = E[(x+M − E[M ])+]
= E[(x+ (X +M)+ − E[M ])+]
≥ E[(x+X +M − E[M ])+]
= E{E[(x+X +M − E[M ])+|X]}
= E[f(x+X)].
Apulauseesta seuraa, että
(5.6) f(x) ≥ E[(x+ ST )+]
kaikilla pysäytyshetkillä T . Nyt tarvitsee ainoastaan näyttää, että
T ∗ = min{n ≥ 0 : x+ Sn ≥ E[M ]}
toteuttaa epäyhtälön 5.6. Huomataan, että
E[x+M : T ∗ <∞] = E[M − ST ∗ + x+ ST ∗ : T ∗ <∞]
= E[M − ST ∗ : T ∗ <∞] + E[x+ ST ∗ : T ∗ <∞].
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Koska prosessi on paikallisesti homogeeninen ja vahva Markov, niin
E[M − ST ∗ : T ∗ <∞] = E[M ]P[T ∗ <∞].
Näin ollen
E[x+ ST ∗ : T
∗ <∞] = E[x+M : T ∗ <∞]− E[M ]P[T ∗ <∞]
= E[(x+M − E[M ])+].
Koska T ∗ saavuttaa ylärajan odotetuilla tuotoilla, T ∗ on optimaalinen.
On kiinnostavaa verrata optimaalista odotettua tuottoa parhaaseen lopputulok-
seen, joka saavutettaisiin katsomalla tulevaisuuteen ja havainnoimalla koko jo-
noa (Sn) ennen kuin päätettäisiin pysäytyshetki. Täydellisellä informaatiolla tu-
levaisuudesta pysäytyshetkeksi valittaisiin tietenkin se hetki, jossa maksimi M
saavutetaan. Siis esimerkiksi, jos x = 0, optimaalinen odotettu tuotto on E[M ].
Yllättäen
(5.7) e−1 ≤ E[(M − E[M ])
+]
E[M ]
≤ 1,
missä rajat eivät riipu X:n jakaumasta. Lisäksi molemmat rajat ovat parhaat
mahdolliset. Tapaus M ≡ 0 sivuutetaan, koska se ei ole tässä kontekstissa kiin-
nostava.
Koska M ≥ 0, yläraja on selvä. Jotta saadaan kiinnostava alaraja, otetaan mu-
kaan muuttujat T0 ≡ 0 ja Tk+1 = min{n > Tk : Sn > STk}, jossa tyhjän joukon
minimi on ääretön. Olkoon N = max{k : Tk <∞}. Silloin N :llä on geometrinen
jakauma parametrilla α = P[N = 0] = P[T1 = ∞]. On huomattava, että α > 0,
koska Sn → −∞ ja että α < 1, koska M 6≡ 0. M voidaan kirjoittaa muodossa
M =
N∑
k=1
(STk − STk−1).
Käyttämällä prosessin (Sn) vahvaa Markov-ominaisuutta päätellään, että
E[M |N ] = CN jollakin vakiolla C. Ottamalla molemmilta puolilta odotusarvot
saadaan C = E[M ]
E[N ]
. Nyt käyttämällä Jensenin epäyhtälöä ehdollisille odotusar-
voille saadaan
E[(M − E[M ])+] = E[E{(M − E[M ])+|N}]
≥ E[E[M − E[M ]|N ]]+
=
[
N
E[M ]
E[N ]
− E[M ]
]+
.
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Siis
E[(M − E[M ])+]
E[M ]
≥ E[(N − E[N ])
+]
E[N ]
.
On kiinnostavaa huomata, että N = M , jos X saa vain arvot +1 ja −1, ja tässä
tapauksessa α = 1− P[X=1]
P[X=−1] . On siis redusoitu yhtälön 5.7 alarajan todistus tähän
yksinkertaiseen tapaukseen, jossa eksplisiittiset laskelmat ovat mahdollisia.
Kun jatketaan näitä laskelmia huomataan, että koska N on geometrisesti jakau-
tunut parametrilla α, saadaan
R(x) =
E[(N − x)+]
E[N ]
kaikilla x ≥ 0
interpoloimalla lineaarisesti arvoja R(n) = (1− α)n epänegatiivisille kokonaislu-
vuille n. Koska E[N ] = 1−α
α
, niin E[(N−E[N ])
+]
E[N ]
on monotonisesti kasvava funktio
parametrin α suhteen, ja lähestyy arvoa 1, kun α ↑ 1, ja arvoa e−1, kun α ↓ 0.
Tämä osoittaa todeksi yhtälön 5.7 alarajan ja osoittaa, että molemmat rajat ovat
tiukat.
Käytetään geometriselle markkinaoption ongelmalle funktiota
f(x) =
E[(ex+M − E[eM ])+]
E[eM ]
,
jossa nyt M = max{Sj : 0 ≤ j < τ} ja τ :lla, joka on riippumaton arvoista
{Xi}, on geometrinen jakauma P[τ > k] = βk kaikilla k = 0, 1, .... Tämä on
yhtäpitäväää M :n aiemman määritelmän kanssa, mikäli tulkitaan, että β = 1
tarkoittaa tilannetta τ =∞. Jotta nähdään, että funktio f on hyvin määritelty,
täytyy osoittaa, että E[eM ] <∞. Tämä osoitetaan seuraavassa lauseessa.
Lause 5.2.1. Olkoon T = min{n : Sn > 0}. Seuraavat kohdat ovat ekvivalentteja.
(i) βE[ex] < 1
(ii) E[βT eST ] < 1
(iii) E[eM ] <∞
Todistus. (ii)⇔ (iii): E[eM ] = ∑∞n=0 α(1− α)n{E[eST |T < τ ]}n, jossa
α = P[T ≥ τ ]. Siis E[eM ] <∞ jos ja vain jos (1−α)E[eST |T < τ ] < 1. Kuitenkin
(1− α)E[eST |T < τ ] = E[βT eST ].
(iii) ⇒ (i): {βE[ex]}n = E[eSn : τ > n] ≥ E[eM ] < ∞ kaikilla n. Näin ollen
βE[ex] ≤ 1.
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Oletetaan, että βE[ex] = 1. Tällöin βneSn muodostaa jatkuvasti integroituvan
martingaalin, joka lähestyy arvoa 0, jos {T = ∞}. Näin ollen E[βT eST ] = 1.
Koska (ii) on ekvivalentti (iii):n kanssa, seuraa E[eM ] = ∞, mikä on ristiriita.
Näin ollen βE[ex] < 1.
(i) ⇒ (ii): {E[ex]}−neSn on epänegatiivinen martingaali. Fatoun lemmasta seu-
raa, että
E[{E[ex]}−T eST ] ≤ 1.
Koska T ≥ 1, kohdasta (i) saadaan βTE[ex]T ≤ βE[ex] ja
{βE[ex]}−1E[βT eST ] ≤ E[{βE[ex]}−TβT eST ] ≤ 1
tai
E[βT eST ] ≤ βE[ex] < 1,
mikä päättää todistuksen.
Käyttämällä Jensenin epäyhtälöä, nähdään helposti, että f(x) ≥ r(x) = (ex−1)+
kaikilla x. Lisäksi M :llä on sama jakauma kuin (X + IM)+:lla, jossa I = 0
todennäköisyydellä β ja I = 1 todennäköisyydellä 1 − β, ja se on riippumaton
satunnaismuuttujista X,X1, X2, .... Näin ollen
f(x) =
E[(e(x+X+IM)
+ − E[eM ])+]
E[eM ]
≥ E{E[e
x+X+IM − E[eM ]]+|X}
E[eM ]
≥ βE[f(x+X)].
Päätellään, että
f(x) ≥ E[βT (ex+ST − 1)+] kaikilla pysäytyshetkillä T.
Näytetään vielä, että
f(x) = E[βT
∗
(ex+ST∗ − 1)+]
kaikilla T ∗ = min{n ≥ 0 : x+ Sn ≥ A}, missä A = lnE[eM ]. Taas
E[ex+M : x+M ≥ A] = E[eM−ST∗ex+ST∗ : x+M ≥ A]
= E[eM ]× E[ex+ST∗ : x+M ≥ A].
40
5.3 Myyntioption tapaus 41
Näin ollen
E[(ex+M − E[eM ]) : x+M ≥ A] = E[eM ]× E[(ex+ST∗ − 1) : x+M ≥ A]
ja
E[(ex+ST∗ − 1) : x+M ≥ A] = E[(e
x+M − E[eM ])+]
E[eM ]
.
Huomataan vielä, että
E[(ex+ST∗ − 1) : x+M ≥ A] = E[(ex+ST∗ − 1) : T ∗ > τ ]
= E[βT
∗
(ex+ST∗ − 1)].
Huomataan myös, että
A = lnE[eM ] = ln(1− β)
∞∑
0
βnE[eMn ]
=
∞∑
1
βn
n
E[eS
+
n − 1].
Tämä päättää osto-option tapauksen käsittelyn diskreetissä ajassa.
5.3 Myyntioption tapaus
Amerikkalaisen myyntioptio saadaan osto-optiosta helpolla todennäköisyysmitan
vaihdolla [5]. Kun käytetään positiivisen prosessin ertZt martingaalisuusominai-
suutta, määritellään uusi ekvivalentti todennäköisyysmitta QZ sigma-algebralle
Ft sen RadonNikodym-tiheyden ja todennäköisyysmitan P avulla:
dQZ
dP
∣∣∣∣∣
Ft
= ert
Zt
Z0
= ert
Zt
x
.
Kun otetaan xZ−1 uudeksi numerääriksi, muutetaan amerikkalainen osto-optio
klassiseksi amerikkalaiseksi myyntioptioksi
Cam0 (Z, , ) = sup
τ
EP[(Zτ −m)+]
= sup
τ
EQZ [xe
−rτZ−1τ (Zτ −m)+]
= sup
τ
EQZ [e
−rτ (x−mxZ−1τ )+]
= mxPutam0 (x
−1,m−1).
41
42 Maxplus-algebra ja amerikkalaiset optiot
Huomataan, että uusi prosessi Z−1 määrittelee alimartingaalin todennäköisyys-
mitalle QZ ja kehittyy Lévy-prosessin mukaan. Lisäksi tämän myyntioption raja
Ep(m−1) on vain käänteisluku Ec(m):stä eli Ep(m−1) = γ−1
γ
m−1. [5]
Tapauksessa Z = xeXt , jossa X määrittelee Lévy-prosessin ilman positiivisia
hyppyjä, voidaan näyttää, että sopivalla mitan vaihdolla Camt (Z,m) on ikuisen
myyntioption hinta kirjoitettuna termin me−Xt ja varallisuuden K = x avul-
la. Kaavalle Camt (Z,m) voidaan päätellä suljettu muoto prosessin Zt funktiona.
Funktio on sama kuin 5.1.3, mutta parametrilla γLévy. [5]
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Luku 6
Yhteenveto
Tässä tutkielmassa tutustuttiin ylimartingaalin hajotelmaan maxplus-algebrassa.
Suurin osa tuloksista voidaan todistaa vain jatkuvassa avaruudessa, mutta myös
diskreetissä aika-avaruudessa on mielenkiintoisia tuloksia.
Ensimmäisissa luvuissa otettiin käyttöön tarvittavat historiallisen todennäköisyy-
savaruuden merkinnät ja esiteltiin keskeiset tulokset. Luvussa 2 kerrattiin stokas-
tinen prosessi, tutustuttiin ylimartingaaleihin ja käytiin läpi nopea katsaus bino-
mimalliin. Luvussa 3 taas esiteltiin amerikkalaiset osto- ja myyntioptiot siinä laa-
juudessa, mikä tutkielman pääteeman kannalta oli aiheellista, mutta suurimmaksi
osaksi todistamatta tuloksia. Siellä tutustuttiin muun muassa optimaaliseen py-
säytyshetkeen, joka oli seuraavien lukujen kannalta oleellinen käsite. Lisäksi tar-
kasteltiin option suojaamista ja duaalista esitystä, jonka avulla saadaan ohjeita
suojaamiseen.
Luvussa 4 tutustuttiin eksoottiin maxplus-algebraan, joka helpottaa monia ma-
temaattisia laskelmia tehokkaasti esimerkiksi kombinatoriikassa, optimoinnissa,
matemaattisessa fysiikassa ja algebrallisessa geometriassa. Huomattiin, että max
plus-algebra muuttaa sovellusten normaalin algebran epälineaarisen käyttäytymi-
sen lineaariseksi. Luvussa esiteltiin muutamia helppoja esimerkkejä ja päämie-
lenkiinnon kohteena ollut ylimartingaalin hajotelma maxplus-algebrassa. Lu-
vussa 5 tutustuttiin tuloksiin osto-option osalta jatkuvassa ja diskreetissä aika-
avaruudessa ja myyntioption osalta jatkuvassa. Jatkuvassa ajassa osto-option esi-
merkkinä tarkasteltiin geometrista Brownin liikettä sekä multiplikatiivista Lévy-
prosessia.
Darlingin, Liggettin ja Taylorin tulokset pätivät diskreetissä ajassa riippumatto-
mille samoinjakautuneille satunnaismuuttujien osasummille, joilla on negatiivi-
nen virtausparametri. El Karouin ja Mezioun laajennus jatkuvaan aikaan vaati
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multiplikatiivisen Lévy-prosessin negatiivisilla hypyillä. Ylimartingaalin hajotel-
ma maxplus-algebrassa helpotti amerikkalaisen option optimaalisen pysäytys-
hetken etsimistä, sillä option hintaa ei tarvinnut laskea. Tätä voidaan pitää hy-
vin hyödyllisenä tuloksena.
El Karouin ja Mezioun lähestymistapa vuodelta 2008 klassiseen hyödyn maksi-
moimisongelmaan amerikkalaisen option tapauksessa oli sillä tavoin uusi, että se
yleisti Darlingin, Liggettin ja Taylorin diskreetin ajan tulokset vuodelta 1972.
Kaikki tarvittavat todistukset eivät onnistu diskreetissä ajassa. Koska alun perin
tutkielman tavoitteena oli tarkastella nimenomaan diskreettiä aikaa, maxplus-
hajotelman olemassaolon työläs todistus on jätetty tutkielmasta pois. Se olisi
kuitenkin kiinnostava jatkotutkimusaihe tästä aihepiiristä.
Haluan kiittää ohjaajaani Dario Gasbarraa käyttämästään ajasta sekä matemaat-
tisesta asiantuntemuksen jakamisesta. Lisäksi kiitän puolisoani Eero Salmista
tuesta kirjoitusprosessin aikana.
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