of total precipitation that falls over land, more frequent heavy precipitation (>30 mm day −1 ), and a decrease in precipitable water. One of the most notable changes is the shift of precipitation produced by the convective parameterization to that produced by the large-scale microphysics parameterization. We analyze how changes in moisture and circulation with resolution contribute to this shift in the precipitation partitioning. Because changing horizontal resolution requires some re-tuning, the effect of that tuning was evaluated by performing an additional simulation at 1
Introduction
The Accelerated Climate Modeling for Energy (ACME) project, funded by the US Department of Energy (DOE), is developing a new high-resolution climate model that will run on DOE's high performance computers. One of the main scientific questions driving the ACME project is, "What are the processes and factors governing precipitation and the water cycle today, and how will precipitation evolve over the next 40 years?" This study assesses the representation of present-day atmospheric hydrologic cycle in the version 0.3 of the ACME model, which is a close relative to version 5.3 of the Community Atmosphere Model.
Abstract
We examine the global water cycle characteristics in the Accelerated Climate Modeling for Energy v0.3 model (a close relative to version 5.3 of the Community Atmosphere Model) in atmosphere-only simulations spanning the years 1980-2005. We evaluate the simulations using a broad range of observational and reanalysis datasets, examine how the simulations change when the horizontal resolution is increased from 1° to 0.25
• , and compare the simulations against models participating in the the Atmosphere Model Intercomparison Project of the 5th Coupled Model Intercomparison Project (CMIP5). Particular effort has been made to evaluate the model using the best available observational estimates and verifying model biases with additional datasets when differences are known to exist among the observations. Regardless of resolution, the model exhibits several biases: global-mean precipitation, evaporation, and precipitable water are too high, light precipitation occurs too frequently, and the atmospheric residence time of water is too short. Many of these biases are shared by the multi-model mean climate of models participating in CMIP5. The reasons behind regional biases in precipitation are discussed by examining how different fields, such as local evaporation and transport of water vapor, contribute to the bias. Although increasing the horizontal resolution does not drastically change the water cycle, it does lead to a few differences: an increase in global mean precipitation rate, an increase in the fraction
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The only significant difference between the models is the use of a spectral element dynamical core.
Running the model at high resolution has numerous theoretical advantages for capturing the water cycle, including better resolution of topography, better representation of frontal structures, and more resolved scales of motion . With a few exceptions (such as the better representation of heavy rain events and the partitioning of precipitation into large-scale and convective precipitation), however, previous studies have not yielded consistent results regarding the impact of horizontal resolution on aspects of the global water cycle (e.g., Pope and Stratton 2002; Hagemann et al. 2006; Hourdin et al. 2013; Bacmeister et al. 2014; Demory et al. 2014; Hertwig et al. 2015) . One reason why increased resolution might not translate to better simulation of the hydrologic cycle is that models sometimes require retuning to remain credible as resolution changes. This tuning could potentially be responsible for differences in model behavior at differing resolutions.
One consistent finding in previous studies is that with higher horizontal resolution a larger ratio of total precipitation falls as large-scale precipitation, as opposed to convective precipitation (Pope and Stratton 2002; Hagemann et al. 2006; Bacmeister et al. 2014; Hertwig et al. 2015) . This is expected because finer scales of vertical motion are resolved at higher resolutions and allow more of the precipitation to be resolved by the microphysics schemes. Tropical and extratropical cyclones are also better resolved with higher resolution (Jung et al. 2012; Bacmeister et al. 2014; Demory et al. 2014; Rauscher et al. 2016) . However, the studies do not necessarily find a systematic improvement in global mean precipitation rates or in the global pattern of precipitation and evaporation (Pope and Stratton 2002; Hourdin et al. 2013; Bacmeister et al. 2014; Hertwig et al. 2015) . Only by building a body of literature for different models can we get a sense for which behaviors are common among models and which are model-dependent.
The objective of this paper is twofold. First, we will provide a broad overview of the water cycle in the ACME v0.3 model to assess its performance against a broad range of observations and to provide as a benchmark for use in comparing against subsequent versions of the model. We pay particular attention on using a wide array of observational datasets to arrive at robust conclusions of the model evaluation. We also compare the ACME v0.3 with other state-of-the-art climate models to determine the extent to which the biases found in the ACME v0.3 model are also shared by other models. Second, we will examine the effect of increasing model resolution and assess why changes, if any, occur in the simulations. We will also differentiate the effect of model resolution from the effect of model tuning by running an additional simulation that assesses the extent to which model tuning affects our findings. We will focus our analysis on the global mean fluxes relevant to the atmospheric budget, the different spatial and temporal distributions of those fluxes, the partitioning between convective and large-scale precipitation, and the reservoir, lifetime, and transport of water in the atmosphere. This analysis will help assess which sensitivities of the modeled water cycle to horizontal resolution changes are also found in the ACME v0.3 model. We also examine how the partitioning between convective and large-scale precipitation responds to increasing horizontal resolution. In particular, we use an analysis framework that allows us to evaluate how the large-scale moisture and dynamic response to horizontal resolution affects the partitioning. The framework is used to answer why the convective precipitation shifts to largescale precipitation with increasing resolution.
Section 2 provides an overview of our model setup and the observational datasets that are used to compare with the model. Section 3 focuses on analysis of the globalmean water budget and how constraints of the global-mean energy budget affect the global mean precipitation rate. The spatial and temporal distributions of precipitation and evaporation are explored in Sect. 4, and the reservoir, lifetime, and efficiency of water are assessed in Sect. 5. Section 6 assesses the transport of water in the model atmosphere, and Sect. 7 examines how the precipitation shifts from that produced by the convective parameterization to that produced by the large-scale microphysics parameterization as we increase resolution. We will provide a discussion of the results in Sect. 8 and a summary of results and future avenues of research in Sect. 9.
Methods

Model and experimental design
This study uses version 0.3 of the ACME climate model. Apart from differences in tuning parameters, this version is bit-for-bit identical to development tag 5.3.35 of the Community Atmosphere Model (CAM) from which the ACME atmosphere model was branched. The tuning parameters listed in Table 2 were modified to arrive at the ACME v0.3. Because the CAM 5.3.35 most closely matches the CAM5 model used in the Community Earth System Model Large Ensemble (CESM LENS) project (Kay et al. 2015) , the parameters from CESM LENS are also listed in Table 2 for comparison. The ACME version 0.3 model configuration produces a climate very similar to that of the CAM5 release documented in Neale et al. (2012) . Like CAM5, the ACME model uses the Zhang and McFarlane (1995) scheme for deep convection, the UW shallow convection scheme , the moist turbulence scheme of Bretherton and Park (2009) , and a two-moment representation of cloud microphysics (Gettelman et al. 2010) . One difference in the way the ACME and CAM models are used is that ACME dynamics always uses the spectral element dynamical core (Dennis et al. 2012) , while the default setting of CAM uses a finite volume dynamical core at 1
• resolution (Neale et al. 2012; Bacmeister et al. 2014) .
The model is run with two different horizontal resolutions: NE30, with an effective resolution of about 1
, and NE120, with an effective resolution of about 0.25
• . Simulations for both models were performed with 30 vertical levels. Four ensemble members are generated at each resolution to improve sampling and to quantify the robustness of our results. Both resolutions were separately tuned to arrive to within 0.2 W m −2 of top of atmosphere energy balance for 1850 conditions. Although the tunings were not widely different between the two simulations, a third simulation with the NE30 model using NE120 tunings was performed to assess the effect of tunings on our comparison between the low and high-resolution model. In addition to tuning differences, this NE30-modelusing-NE120-tunings simulation uses the NE120 model's 900-s physics time step instead of the 1800-s physics time step used in the NE30 simulations. The tuning parameters that differ between the NE120 and NE30 simulations are summarized in Table 1 .
Model runs followed the Atmosphere Model Intercomparison Project (AMIP) protocol (Gates 1992; Taylor et al. 2012) , in which the model is forced by time-varying aerosols and greenhouse gas forcings consistent with observations and observed sea surface temperature (SST) and sea ice concentrations. This configuration uses an interactive Autoconversion size threshold for ice to snow 600e−6 600e−6 600e−6 400e−6 DTIME (s) Model time step 1800 900 900 1800 2000 , 2000 , 2001 , 2000 , 2000 Trenberth et al. (2009 ), Stephens et al. (2012 , Wild et al. (2015) , L'Ecuyer et al. (2015) , Rodell et al. (2015) land model. We use the Community Land Model (CLM ver. 4.0) (Oleson et al. 2010 ) initialized with spun-up CLM values from a 200 year simulation of the atmosphere-ocean coupled NE30 simulation with 1850 condition using the Community Ice CodE (Hunke and Lipscomb 2010) . The land model in the NE120 simulations are similarly initialized using a 35 year simulation of the atmosphereocean coupled NE120 simulation. The simulations extend between 1979 and 2005. This allows us to compare the water cycle in the model with our best observational estimates without the complicating factor of sea surface temperature biases that are often found in coupled climate model simulations of the current climate (Demory et al. 2014) . Two-way atmosphere-ocean couplings do not exist in the atmosphere-only runs, which can lead to a reduced variability and enhanced energy flux in and between the atmosphere and ocean in the midlatitude regions of the prescribed SST runs (Barsugli and Battisti 1998; Bretherton and Battisti 2000) . Over the tropics, precipitation patterns might also differ due to lack of air-sea interactions, but previously reported regional differences are smaller than 1 mm day −1 (Kitoh and Arakawa 1999) . Table 2 summarizes the broad range of reference datasets (observational and reanalysis-based datasets) that are used to assess the fidelity of the model's representation of the water cycle. Precipitation estimates are taken from the second version of the Global Precipitation Climatology Project (GPCP v2.2) (Adler et al. 2003) and from the Tropical Rainfall Measuring Mission (TRMM 3B42 V7) (Huffman et al. 2007 ). For the daily rainfall estimates, the 1
Reference datasets
• gridded GPCP 1DD and TRMM 3B42 precipitation datasets are used (Huffman et al. 2001 (Huffman et al. , 2007 . Evaporation estimates are obtained separately over ocean and land. Over the ocean, the Coordinated Ocean Research Experiments version 2 dataset (CORE V2; Large and Yeager 2009) is used, whereas over land, the merged synthesis product LandFlux-EVAL (Mueller et al. 2013 ) is used. Because evaporation fluxes are known to have large uncertainties, OAFlux evaporation flux estimates over oceans (Yu and Weller 2007) are used to supplement the comparison between the model and CORE V2. For the precipitable water estimates, the dataset from the NASA Water Vapor Project (NVAP) (Randel et al. 1996) was used for the main comparison, and the ocean-only estimates from the remote sensing systems (RSS 2016) was used to confirm the model bias when compared with observations. Although the time period of some reference datasets do not perfectly coincide with that of the model simulations, we find that the magnitude of any model errors that we report are larger than the temporal variability of the observations.
Meteorological fields from the European Centre for Medium-range Weather Forecasting Interim Reanalysis product (ERA-Interim- Dee et al. 2011 ) are used to compare with certain atmospheric variables in the models, but they also provide the basis for the column integrated water vapor transport that we obtained from the NCAR repository (Trenberth et al. 2007) .
We also compare the ACME model's top-of-atmosphere and surface energy fluxes and global mean precipitation rate with those inferred from previously published studies (Trenberth et al. 2009; Stephens et al. 2012; Wild et al. 2015; L'Ecuyer et al. 2015; Rodell et al. 2015) . They are listed in Table 2 .
CMIP5 simulation output
To place the simulated water cycle in the ACME v0.3 model in context with those from other climate models, output from climate models that participated in the the Atmosphere Model Intercomparison Project (AMIP) of the 5th Coupled Model Intercomparison Project (CMIP5- Taylor et al. 2012 ) are shown. The climate models, the associated modeling center, and associated references are listed in Table 3 .
Global mean precipitation and energetics
One of the most basic quantities of the atmospheric water cycle is the global-mean precipitation rate. The globalmean precipitation acts as the scaling factor for regional effects and for the probability distribution of precipitation intensity. Any biases in the mean can propagate onto other features. Additionally, over timescales of a year or more, global-mean precipitation and evaporation must be equal, because the atmosphere has limited capacity to store water. In the simulations analyzed in this study, the difference between the time-averaged, global-mean precipitation rate and evaporation rate is 0.006 mm day
, which is roughly 0.2% of the global mean precipitation rate and smaller than any differences found between simulations. When combined with the global-mean precipitable water, the globalmean precipitation rate also determines the residence time of water in the atmosphere. Figure 1 shows the global mean precipitation rate in the low (NE30) and high (NE120) resolution simulations of the ACME model compared to those from CMIP5 models run in the AMIP experiment and those from published observational estimates. Observational estimates that are published in the energetic terms of latent heat flux (units of W m ) based on a simple scaling coefficient where the latent heat of vaporization is assumed to be a constant value of 1 3 2.46 × 10 6 J kg −1 (Rogers and Yau 1989) . The global mean precipitation rate is 3.01 ± 0.01 mm day −1 in the ACME NE30 simulations and 3.06 ± 0.01 mm day −1 in the NE120 simulations. The reported uncertainties represent the spread among the four ensemble runs for each resolution (the interannual variability is 0.015 mm day
−1
). The precipitation rates are robustly larger at higher resolution, but the difference due to spatial resolution is small compared to the range found across CMIP5 models, which is consistent with previous findings (Duffy et al. 2003; Hourdin et al. 2013; Demory et al. 2014; Hertwig et al. 2015) . The difference between NE30 and NE120 simulations is Rodell et al. (2015-blue) , Wild et al. (2015-purple) , and Stephens et al. (2012-green) 1 3 not just due to resolution differences, but also due to differences in the tuning. The global mean precipitation rate is 3.03 mm day −1 in the NE30 simulation with NE120 tuning. If we compare the global mean precipitation rates in the ACME model with observations, the ACME estimates appear to lie within the total range of observational estimates, which range from 2.68 to 3.04 mm day −1
. However, the majority of observational estimates cluster between 2.7 and 2.8 mm day −1
. Stephens et al. (2012) is the exception, who increased the GPCP estimate by 15% to balance the surface radiation flux and pushed the estimates outside the range provided by the available information on global precipitation (Stephens and L'Ecuyer 2015) . We, therefore, discount the Stephens et al. (2012) in our comparison between the model and observations. Based on these previous findings, we conclude that like most CMIP5 models, both resolutions of the ACME v0.3 model overestimate the global mean precipitation rate.
So why is the global mean precipitation rate too strong in the ACME model? An advantage of examining the global mean precipitation rate is that it is tied to the atmospheric energy budget through its latent heating effect and the atmospheric energy conservation equation
where dE a ∕dt is the change in atmosphere-integrated heat content, R TOA,↓ is the net downward radiation flux at the top of atmosphere, R surf ,↑ is the net upward radiation flux at the surface, LHF is the latent heat flux, and SHF is the sensible heat flux. Equation (1) only applies to the global mean, where horizontal transport integrates to zero when averaged over the entire planet. The equation then provides
an energetic constraint on the strength of the global-mean water cycle and how much it can change in the future (Allen and Ingram 2002; Pendergrass and Hartmann 2014a; DeAngelis et al. 2015) , because LHF is related to the liquid precipitation rate (P liq ) and solid precipitation rate (P ice ) by the latent heat of vaporization (L v ) and fusion (L i ):
Over timescales longer than a year, the left-hand side of Eq. (1) is zero, because the atmosphere does not have a large energy storage capacity unless drastic changes in the temperature or humidity occur. Hence, while a model's microphysics and convection scheme control the local and short timescale precipitation rate, global-mean, longtimescale behavior is controlled by the energetics. While seemingly incompatible, energetic and microphysical perspectives on precipitation can be reconciled by noting that moisture changes and heating both induce circulation and mean state changes which enforce consistency between energy and water cycles. Thus, if we find that the globalmean precipitation is too high or too low in one configuration of the model, we can track this bias back to errors in terms of the energy budget, assuming that the models are conserving energy (Lucarini and Ragone 2011) . In Table 4 , the relevant radiative and turbulent energy fluxes at the top of atmosphere and surface, the implied atmospheric budget based on the fluxes, and the total surface energy flux from the NE30 and NE120 simulations are listed alongside published observational estimates in the literature (Trenberth et al. 2009; Stephens et al. 2012; Wild et al. 2015; L'Ecuyer et al. 2015) . Also included in the table are the radiative and turbulent energy fluxes from the NE30 simulation with NE120 tunings (NE30 w/NE120). The Table 4 Energy fluxes in units of W m −2 in the NE120 and NE30 simulations and from previously published observational estimates (Trenberth et al. 2009; Stephens et al. 2012; Wild et al. 2015; L'Ecuyer et al. 2015) For the radiative fluxes (R), the type of radiation (longwave or shortwave), direction of flux (up or down), and the top-of-atmosphere (TOA) or surface (sfc) boundary are specified. The direction of turbulent fluxes, latent heat flux (LHF) and sensible heat flux (SHF), are assumed to be upward a LHF is based on the energetic equivalent of the sum of the liquid and ice precipitation flux, where the precipitation flux that falls as liquid is multiplied with the latent heat of vaporization (2.46 × 10 6 J kg −1 ) and the precipitation flux that falls as ice is multiplied with the sum of the latent heat of vaporization and latent heat of fusion (sum = 2.79 × 10 6 J kg −1 ) Flux (W m −2 ) ACME ACME ACME Trenberth (2009) Stephens (2012) Wild (2015 radiative fluxes are separated between the longwave (LW) and shortwave (SW) fluxes to aid diagnosis. Although both the upward longwave radiation flux at the surface (R LW,surf ,↑ ) and sensible heat flux are lower in the ACME model than a majority of the observational estimates, which might partly explain the high LHF in the model, we cannot point to any particular fluxes to explain the discrepancy in the LHF. Demory et al. (2014) attributed the higher LHF in their model simulation to higher surface SW flux, but discrepancies in the SW fluxes do not account for the high LHF in the ACME v0.3 model. Although the energy budget analysis is not as helpful in identifying the causes behind the LHF bias, it helps diagnose why the LHF increases roughly by 1.3 W m −2 from the NE30 to the NE120 simulation. The top-of-atmosphere outgoing LW increases roughly by 2 W m −2 from the NE30 to the NE120 simulation, whereas the surface LW flux stays the same. The result is an increase in the net atmospheric LW cooling in the NE120 simulation relative to the NE30 run ( Fig. 2 ). This is partially compensated by an increase of 0.2 W m −2 in the absorbed SW and 0.7 W m −2 increase in SHF. From Fig. 2 , we can see that much of the increased LW cooling occurs over the tropical and subtropical trade wind areas and the Western Pacific warm pool region.
A comparison with the NE30 simulation with NE120 tunings shows that the increase in LHF is not all due to changes in the tuning parameters. There is an increase in LHF of about 0.9 W m −2 from the NE30 simulation to the NE30 simulation with NE120 tunings, which is less than the NE120/NE30 difference. However, the energy fluxes that compensate the 0.9 W m −2 increase in LHF are not the same as those that compensate the LHF difference between the NE30 and NE120 simulations. The surface longwave fluxes decrease from the NE30 simulation to the NE30 simulation with NE120 tunings, whereas they remain unchanged between the NE30 and NE120 simulations. Therefore, we are unable to attribute the changes in global mean LHF between the NE30 and NE120 simulations into contributions from resolution and tuning changes.
The top of atmosphere SW and LW fluxes mostly cancel each other out, so their effect on the global mean precipitation is unclear, but the fluxes for both resolutions (the NE30 model in particular) are notably outside of the observational uncertainty. In ACME model simulations, the difference in net incoming SW and outgoing LW also implies a net cooling at top of the atmosphere, contrary to the expected warming. Two things contribute to a net cooling at the top of atmosphere: (a) the model was tuned using an experimental design that lacks volcanic aerosols (which are included and have a cooling effect in the AMIP runs), and (b) the aerosol indirect effect in the model is strong. Because the sea surface temperatures are fixed in these simulations and the top of atmosphere fluxes are nearly in balance (−0.5 W m −2 imbalance), we do not expect this to invalidate our analysis of the water cycle. The discrepancy alone is not enough to explain the nearly 6 W m −2 difference in the LHF (0.2 mm day −1 in precipitation rate) between the ACME v0.3 model and the observational estimates.
Distribution of precipitation and evaporation
Spatial distribution
Accurately representing the spatial distribution of precipitation and evaporation is important for predicting and understanding flooding, droughts, and for water resource management. It is also important for studying the effects of precipitation changes on the biosphere, biogeochemistry, and cryosphere. Figure 3a shows the spatial distribution of annual mean precipitation in the NE120 simulation. The differences between the NE120 and NE30 simulations are relatively small (<0.5 mm day
) except over the deep tropics (Fig. 3b) . The different color scale on Fig. 3b accentuates small differences.
Despite the relative skill of the ACME v0.3 model in capturing the general spatial patterns, the difference plot between the NE120 model and GPCP estimates (Fig. 3c ) shows systematic biases in ACME's modeled precipitation patterns. First, there is a notable overestimation of precipitation in the Intertropical Convergence Zone (ITCZ) over the Pacific Ocean and what appears to be a southward shift of the ITCZ over the Atlantic, which also appears in a comparison with the TRMM 3B42 dataset (not shown). It is not surprising to see this in the ACME v0.3 model, because Bacmeister et al. (2014) also noted these features in the CAM5 model. Precipitation is also overestimated over the western Indian Ocean and over wide areas of the western and central tropical Pacific to the north and south of the ITCZ, which is consistent with general findings of Demory et al. (2014) and Hertwig et al. (2015) . Over the midlatitude storm tracks, the eastern Indian Ocean, and the southern regions of the Amazon rainforest, the model underestimates precipitation. The model deficit over the eastern Indian Ocean is similar to the findings of Demory et al. (2014) . Underestimates in precipitation, such as the dry Midwest and Amazon can exacerbate surface temperature biases (Klein et al. 2006 ) and affect biogeochemistry studies (Cox et al. 2004 ). Some of these biases vary seasonally, such as the underestimate in the Pacific Ocean storm track, which mainly shows up in June, July, and August (not shown), but most features exist across all seasons. To determine whether the biases in ACME v0.3 model are shared by CMIP5 models, Fig. 3d shows how the precipitation a b Fig. 2 a The difference in longwave (LW) cooling of the atmosphere (R netLW,TOA,↑ -R netLW,surf ,↑ ) between NE120 and NE30 simulation (NE120-NE30). b The difference in LW cooling at top of atmosphere between the NE120 and NE30 simulations field in the CMIP5 multi-model mean compares to GPCP. Based on the comparison of Fig. 3c , d, we can see that the overestimation of precipitation over the ITCZ is a shared bias between the ACME v0.3 model and the CMIP5 multimodel mean, as is the propensity of the model to precipitate too much to the north and south of the ITCZ.
With increasing resolution, the precipitation over the eastern ITCZ intensifies and exacerbates the existing wet bias. On the other hand, the precipitation rate over the western Pacific is reduced with increasing resolution. The precipitation over the northwestern region of the Amazon also increases with increasing resolution. Although the orographic precipitation becomes more defined with increasing resolution, overall precipitation over the orographic regions decreases due to large decreases on the leeward side of mountains that more than compensate any increases on the windward side (not shown). Other than these particular differences, the overall sensitivity of precipitation to horizontal resolution change is small and within the range of CMIP5 biases, consistent with previous studies Bacmeister et al. 2014; Hertwig et al. 2015) , but inconsistent with the results of Jung et al. (2012) , who found notable improvements in the tropical precipitation when they examined the performance of the ECMWF model as resolution increased from a resolution of 126 to 39 km. We find that these differences between the NE120 and NE30 simulation are mainly due to differences in the horizontal resolution and not due to differences in the time step or in the tunings (see Fig. 19 ).
Because precipitation and evaporation must balance in the global mean, biases in precipitation and evaporation must also balance. This is investigated in Fig. 4 . The evaporation rate is overestimated in the model over the tropical and subtropical oceans compared to the CORE-V2 reference dataset (Fig. 4c) . This bias also exists in a comparison with the observational estimates from OAFlux (not shown). The differences between the two model resolutions are much smaller than the differences with observations, difference between CMIP5 AMIP multi-model mean precipitation and GPCP precipitation. In all panels, contours of NE120 mean precipitation rate are included to aid comparison so both resolutions exhibit positive biases. The biases are about 30-50% in the subtropical stratocumulus regions and are particularly strong over the eastern Pacific basin. The bias in ACME v0.3 is similar in pattern but stronger in magnitude than the CMIP5 multi-model mean (Fig. 4d) . The evaporation biases also vary seasonally, such that the positive biases are more notable in December, January, and February (not shown).
The evaporation E over oceans can be approximated from the 10-m wind speed u 10 and reference height humidity q a with the bulk formula where is the air density at the surface, C is the bulk transfer coefficient, and q s (T s ) is the saturation vapor pressure given a sea surface temperature T s (Liu et al. 1979 ). This allows us to attribute the positive bias in the model's oceanic evaporation to biases in the surface air temperature, wind speed, relative humidity, and transfer coefficients.
Because evaporation can be written as the product of scalars, the fractional bias in E can be approximately
written as the sum of the fractional bias in the terms on the right hand side of Eq. (3) (if the biases are small compared to their absolute values), such that where the Δ represents the difference between the model and a reference dataset. We examine the fractional bias terms in Fig. 5 . Figure 5a shows the difference in E between the ACME model and the reference CORE-v2 estimates. Because we obtain our reference wind speed and surface humidity estimates from the ECMWF Reanalysis-Interim (ERA-I) product (Dee et al. 2011) , we also examine the fractional difference in E between the ACME v0.3 model and ERA-I (Fig. 5b) . Although evaporation is still higher in the ACME model than in ERA-I, the differences are much more muted (5-20%), which is consistent with previous studies that find that reanalysis estimates tend to be higher than observation-based estimates (Yu et al. 2004; Trenberth et al. 2011 ). If we compare the model and observational equivalents of the different terms on the right hand side of Eq. (3), we find that the ACME v0.3 model's wind speeds are larger by 10-20%, whereas the surface specific humidity is 5-10% higher in many regions in ACME v0.3 (Fig. 5c, d ). Comparison with specific humidity retrievals from the NASA Atmosphere Infrared Sounder (AIRS) 1000 hPa also give similar conclusions (not shown). Based on Eq. (4), the higher wind speeds will act to increase the evaporation rate, whereas the higher surface specific humidity will act to reduce the evaporation rate. The difference in the surface wind speed (Fig. 5c ) is enough to explain the 10-20% difference in the evaporation between the model and ERA-I (Fig. 5b) . However, they are inadequate to explain the 30 to 50% difference between the model and CORE-v2 over the tropical and subtropical oceans. The model and COREv2 differences might be explained by a substantially higher transfer coefficient in the model, but the available data does not allow such an assessment. We note that Eq. (3) provides a crude approximation of E, and temporal covariances between the humidity and surface humidity can also be important. What we can say is that the wind speed biases help account for some of the biases in oceanic evaporation whereas the near-surface specific humidity biases do not. Using the same analysis, we find that the increase in evaporation from NE30 to NE120 is mostly due to increases in surface wind speeds. Based on the NE30 simulation with NE120 tunings, we conclude that this mainly arises out of the increase in resolution. Figure 6 shows a comparison of the evapotranspiration rate over land from the NE120 model and from the LandFlux-EVAL climatology (Mueller et al. 2013 ). Although the model captures the regional patterns of evaporation found in the LandFlux-EVAL dataset, the model's land generally evaporates more than LandFlux-EVAL, particularly in the equatorial regions. Despite differences between simulation with NE120 tuning shows that these decreases are not mainly due to changes in the resolution, but are likely due to tuning parameter and time step changes. The evaporation changes over the Northern Hemisphere continents, however, are due to changes in the resolution, where an increase in resolution leads to less evaporation. Although some of the positive evaporation bias over equatorial Africa can be related to the positive precipitation bias over the same area, the positive evaporation bias over the southwestern Amazon occurs over a region with precipitation deficits. Over the Amazon, factors other than water availability, such as incident surface radiation, likely drive the positive bias in evaporation rate in the model. This issue is further discussed in Sect. 8.
Intensity distribution
In addition to the spatial distribution, we also examine the precipitation intensity distribution. Accurate simulation of precipitation intensity is important, because societies are not adapted to the annual mean precipitation rate, but rather to how frequently and intensely precipitation falls. Adaptation strategies for future precipitation changes will vary depending on how the distribution of precipitation rate changes, rather than how the annual mean changes (Trenberth 2011) . Various ways have been proposed to convey the distribution of precipitation rate (e.g., Dai 2006; Pendergrass and Hartmann 2014b) . The method of Pendergrass and Hartmann (2014b) is most amenable to differences in bin widths and provides an intuitive sense of the relationship between the distribution and the frequency of precipitation days. Following the Pendergrass method, we first regrid the precipitation dataset onto a common 1 of the GPCP1DD retrievals before computing any distributions. Then we bin the precipitation rates into logbins of precipitation rate and calculate the frequency of observing a certain daily precipitation rate in a particular grid box, hence obtaining a probability density function of precipitation rate in each grid box. Finally, we aggregate the local probability density functions to create a global distribution function. Figure 7 shows the frequency distribution of the 1
• gridded data, averaged globally from the NE30 model, NE120 model, and observations estimated from GPCP1DD retrievals as circles. Both resolutions of the ACME v0.3 model lightly rain (0.1 < P < 4 mm day
) too frequently compared to the GPCP estimates, consistent with previous studies (Stephens et al. 2010; Pendergrass and Hartmann 2014b) . In gray, we also plot the frequency distribution in the CMIP5 models. To differing degrees, the models all show a tendency to lightly rain too frequently. This model bias also exists in a comparison with observational estimates from the TRMM 3B42 v7 dataset if we examine the distribution between 50
• S and 50
• N (not shown). It is important to note that uncertainties exist in the observational estimates, particularly at low precipitation rates, where passive retrieval techniques have been shown to underestimate the occurrence of light precipitation (Behrangi et al. 2012) . Behrangi et al. (2012) found that microwave and infrared retrievals of precipitation miss more than half of precipitation occurrence detected by the CloudSat cloud profiling radar. Therefore, at least part of the discrepancy between models and the GPCP estimates are likely due to limitations in the GPCP estimates. To accurately determine whether a large bias indeed exists in the models, gridded observational datatsets that capture the occurrence of light precipitation rates are necessary.
Because models generate precipitation from two separate parameterizations (convection and large-scale/microphysics), it is useful to examine the precipitation derived from each scheme. Although observed precipitation can also be broken into convective and stratiform types, these observed modes do not map consistently onto the model categories and so are not considered here. In Fig. 7 , the frequency of precipitation due to convective precipitation is shown as triangles. With increasing resolution, we find that a smaller fraction of the total is due to convective precipitation, consistent with the findings of Bacmeister et al. (2014) . Because more scales of motion are resolved at higher resolutions, a larger proportion of the precipitation can be resolved by the large-scale microphysics scheme. However, for both the high-and low-resolution simulations, most light rain is produced by the convective scheme, which suggests that light rain biases originate in the convection scheme.
The difference between the NE30 and NE120 simulation in how precipitation is partitioned are summarized in Table 5 . Williamson (2013) found that decreases in a model's time step can shift the partitioning from convective to large-scale precipitation. Since the NE120 simulation has a shorter time step, it is natural to ask whether the shorter time step explains decreases in the fraction of precipitation that is produced by the convective scheme. As Table 5 reveals, the shift in precipitation to more large-scale precipitation is a feature of going to higher spatial resolution, and not due to tuning or time step changes.
A systematic difference exists between the precipitation distribution over the land (Fig. 8a ) and over the ocean (Fig. 8b) . First, the frequency of precipitation is NE120 Total precip NE30 Total precip NE120 Conv. precip NE30 Conv. precip GPCP Total precip CMIP5 Total precip Fig. 7 Daily-mean precipitation frequency as a function of precipitation rate (df/dlog(P)) from the NE30 simulation (light orange), NE120 simulation (brown), and GPCP 1DD (blue). Precipitation rates, used to construct the distribution, are averaged over daily timescale and 1
• spatial scale. The circles represent the distribution of total precipitation (large-scale + convective precipitation) and the triangles represent those based on the convective precipitation only. The total precipitation distribution for a subset of CMIP5 AMIP simulations are shown as gray lines Table 5 Global mean precipitation rate, the global mean precipitation rate produced by the convective parameterization, the global mean precipitation rate produced by the large-scale/microphysics parameterization, and the fraction of the total precipitation produced by the convective scheme Uncertainties on the precipitation rates are ± 0.002 mm day −1 Precipitation (mm day −1 ) ACME ACME ACME NE120 NE30 NE30 w/NE120 higher over the ocean than over land in both the ACME model and in the GPCP 1DD observations. In the model, the frequency distribution also peaks at lower precipitation rates over the ocean than over land. Such a shift does not exist in the GPCP 1DD estimates, but the distribution is more dispersed over land. From Fig. 8 , we see that the light rain problem occurs mainly over the oceans. This too-frequent light rain problem over the oceans is shared in most CMIP5 models (Fig. 8b ) and in superparameterized versions of CAM (Kooperman et al. 2016 ).
To better distinguish the distribution at higher, less frequent precipitation rates, we plot the probability of exceeding a particular precipitation rate using the data from Fig. 7 but subsetting our data to latitudes between 40
• S and 40
• N in Fig. 9 . We only examine the exceedance percentiles between 40
• N so that we can incorporate observational estimates from TRMM 3B42. The ACME v0.3 model tends to overestimate the frequency of light rain and underestimate the frequency of precipitation rates between 10 and 30 mm day . We note at higher precipitation rates, the conclusions we reach differ whether we use GPCP or we use TRMM. Because TRMM 3B42 estimates incorporate precipitation radar retrievals, which better capture heavier precipitation rates than infrared retrievals (Behrangi et al. 2012 ) of the GPCP 1DD dataset (Huffman et al. 2001) , we compare the models with the TRMM3B42 as our observational estimate. The ACME model underestimates most extreme precipitation rates (for percentiles higher than the 99.9th percentile). This is consistent with the findings of Bacmeister et al. (2014) , who reported that the frequency of precipitation rates over 30 mm day −1 are underestimated in the model.
Moisture reservoir, lifetime, and precipitation efficiency
If we expect the model dynamics and parameterizations to correctly produce realistic precipitation rates, we would also expect the precipitable water, which represents the reservoir of atmospheric water, to be accurately represented in the models. In both resolutions of the ACME v0.3 model, the precipitable water tends to be higher than b a Fig. 9 Exceedance frequency of precipitation rate as a function of precipitation rate in the NE30 model (light orange), NE120 model (brown), GPCP retrieval (blue), and TRMM retrieval (cyan) between 40
• N. For example, the precipitation rate corresponding to an exceedance value of 0.01 corresponds to 99th percentile precipitation rate. As in Fig. 7 , precipitation rates are averaged over daily timescale and 1
• spatial scale observational estimates from NVAP, particularly over much of the oceans, and also over the Amazon (Fig. 10c) .
We have compared the model with retrieval estimates from the remote sensing systems (RSS), which are only available over the oceans. Although differences exist between the NVAP and RSS retrievals, the general biases over the oceans also appear in the model comparison with RSS (not shown). The modeled precipitable water is particularly higher over equatorial Africa and the northwestern Indian Ocean. On the other hand, precipitable water tends to be much lower over the Sahara and the area extending eastwards into the Middle East. The annual-mean differences between the model and NVAP are accentuated when seasonal means are compared (not shown); the bias patterns move north and south with the seasonal cycle, which mutes the differences in the annual mean. The higher resolution NE120 simulations show improvements in the precipitable water biases (compare Fig. 10b , c). When we examine the precipitable water field in the NE30 simulation with NE120 tuning, we find that the improvement in the precipitable water is not due to changes in tuning, but due to the increased resolution (not shown). The precipitable water field is one notable case where the ACME biases are not as well reflected in the CMIP5 multimodel mean. Although the wet bias over the subtropical and midlatitude oceans exist, the atmosphere is considerably drier and closer to observations in the CMIP5 multimodel mean.
We can estimate the average lifetime of water vapor in the atmosphere as the ratio of the precipitable water to the precipitation rate. When applied globally, the lifetime in the NE120 model is 8.3 days, whereas it is 8.6 days in the NE30 model. In comparison, the lifetime is 9.2 days in observations (GPCP and NVAP). The shorter lifetime of water vapor in the ACME v0.3 model is a reflection of the higher global mean precipitation rate, which more than overcomes the higher precipitable water in the model. The shorter lifetime suggests that the precipitation efficiency in the ACME v0.3 model is higher than in observations.
We can see this in Fig. 11 , where the daily-mean precipitable water is plotted against the corresponding daily mean precipitation rate daily-mean precipitation rate bins and resolution as in Fig. 7 , we plot the mean precipitable water that produces precipitation rates within a given precipitation bin. Figure 11 highlights three features. First, for precipitation rates less than about 2 mm day −1
, the ACME v0.3 models require less precipitable water to produce precipitation. On the other hand, for precipitation rates heavier than 2 mm day −1 , the ACME v0.3 model requires higher precipitable water to produce the same daily precipitation rates found in observations. In other words, if we define the precipitation efficiency as the precipitation rate for a given precipitable water column, the precipitation efficiency is too high in the model for light precipitation and too low for heavy precipitation. These results are consistent with findings by Ma et al. (2013) , who found that compared to observations, the CAM5 model required higher precipitable water values to produce heavy precipitation rates. Finally, we note that for precipitation rates greater than 30 mm day −1 the NE120 model requires less precipitable water to produce the same precipitation rate as compared with the NE30 model, which is consistent with what we find with the precipitation distribution. The heavy precipitation rates can occur more frequently in the NE120 model than in the NE30 model, because the NE120 model requires a lower precipitable water to produce those events. The reasons behind the increased efficiency are explored in Sect. 7.
Moisture transport
The atmospheric transport of water determines the extent to which water evaporated from the ice, land, and ocean travels in the atmosphere before falling as precipitation. The moisture transport in the atmosphere accounts for the differences in the spatial distribution of precipitation (Fig. 3a) and evaporation fluxes (Figs. 4a, 6a ). In the ACME v0.3 model, the column integrated moisture transport is computed at every time step, using the grid-box center wind and moisture, which is then column integrated and averaged over each month. The general features of seasonallyvarying moisture transport are consistent between both resolutions of the ACME v0.3 model and ERA-I (Fig. 12) . The ITCZ region and the storm tracks have high moisture transport, regardless of season, whereas the South Asian Monsoon shows a strong signal in JJA. Just based on the larger precipitable water in the models, to first order we would expect moisture transport to be higher in the model than in observations. Figure 11 shows that indeed, the column integrated moisture transport tends to be higher in the ACME v0.3 model compared with estimates based on ERA-I (Trenberth et al. 2007 ). Particularly, moisture transport from the Atlantic and Caribbean basin to the Pacific basin is considerably higher in the ACME model. These differences between the model and the ERA-I estimates also exist when the model is compared to moisture transport estimates from JRA-25 (Onogi et al. 2007 ). If we normalize the transport by the local precipitable water, we find that the higher precipitable water in the model explains most of the differences in transport between the model and ERA-I (not shown).
The moisture transport vector field in Fig. 11 can be used to estimate the transport of moisture from ocean to land, which is important in the model's ability to assess the effect of land-use change on the precipitation that falls over land in future investigations. The ocean-to-land transport can more simply be estimated from the difference in E-P between ocean and land areas, as in Fig. 13 . The global mean E-P also gives an indication of the model's ability to conserve water. The global imbalance is approximately 0.2% of the global mean precipitation rate in both resolutions of the model, which are considerable in studying any changes in sea-level rise, but which we find is adequate for our study, given that they are smaller than the model versus observation comparisons or the model resolution comparisons. The implied transport in Fig. 13 indicates that the transport is greater in the ACME model compared to observational estimates of Trenberth et al. (2007) and Rodell et al. (2015) , and the transport further increases in the ACME model with resolution. This enhanced transport and the enhanced precipitation rate over land in the NE120 model, compared to the NE30 model (Fig. 13) , suggests NE120 NE30 GPCP Fig. 11 The precipitable water as a function of 1
• daily-mean precipitation rate in the NE30 model (light orange), NE120 model (brown), and combined GPCP and ERA-Interim retrievals (blue). Relationships are computed at each 1
• grid-box and then grid boxes between 40
• N are area averaged to produce a mean relationship. Circles represent mean values taken from 1 year of data, whereas vertical bars indicate the interquartile range. For each dataset, data from two randomly chosen years (1981 and 2001) are used to show year-to-year variations going to higher resolution exacerbates the existing model bias in the land/ocean partitioning of precipitation. However, land precipitation values in the model in Fig. 13 are larger in the model than in observations, because the global mean precipitation rates are larger (Fig. 1) . In fact, the ratio of P land /P tot in the NE120 simulation (22.9%) is closer to observational values (23.3 and 22.4 ± 1% from Trenberth et al. (2007) and Rodell et al. (2015) , respectively) than NE30 (21.7 %). This is consistent with the conclusions of Demory et al. (2014) .
But is the increase in land precipitation with increasing resolution due to the correct reasons? The ratio E land /P land gives an estimate of the contribution of land evaporation to land precipitation. The observational estimates of E land /P land ratios from Trenberth et al. (2007) and Rodell et al. (2015) are 64.6% and 60.9 ± 5.1%, respectively. The Fig. 12 Climatological mean column integrated moisture transport in NE120 simulation (top row), ACME NE30 model (middle row), and ERA-I dataset (bottom row). The left column shows the transport in DJF, whereas the right column shows the transport in JJA uncertainty range in the observations encompasses the range in the model (64% in NE30 and 60% NE120). In the model, the ratio actually decreases with increasing resolution (64% in NE30 to 60% NE120), which suggests that an overall increase in moisture transport from the ocean to land contributes to the larger proportion of precipitation falling over land in the higher resolution. The observational uncertainty is large enough that we cannot distinguish whether the high resolution model is better than the low resolution model.
Understanding how precipitation shifts from convective to large-scale with increasing resolution
In past studies, increasing the horizontal resolution has tended to shift the precipitation rate to higher intensities, even when the global mean precipitation rates remain mostly unchanged (Duffy et al. 2003; Williamson 2008; Bacmeister et al. 2014) . Increasing resolution also shifts the overall mean precipitation contribution from that produced by the convective scheme (P conv ) to that produced by the large-scale/microphysics scheme (P ls ) (Pope and Stratton 2002; Duffy et al. 2003; Boyle and Klein 2010; Rauscher et al. 2016) . As noted in Sect. 5, these features are also found in the current study. Previous studies (e.g., Rauscher et al. 2016 ) have tied resolved-scale precipitation intensity increases at higher resolution to an ability to resolve stronger winds, but resolution also has significant effects on moisture availability (Fig. 11) , which also affect precipitation. In this section, we explore the relative importance of vertical motion (expressed as 500 mb pressure velocity, 500 ) and precipitable water (Q) for precipitation to clarify the source of resolution sensitivity in modeled precipitation amount, intensity, and convective:large-scale partitioning. In particular, we ask whether the increase in the contribution of the large-scale precipitation to the total can be understood by a simple strengthening of the gridresolved updraft circulation. The starting point for our analysis is decomposition of tropical oceanic precipitation (P tropics ) into mean magnitude P(Q i , j ) and frequency of occurrence f(Q i , j ) for bins of particular Q and 500 : Figure 14a shows P and f computed from NE120 daily mean precipitation over the tropics (30
• resolution and binned into 50 hPa d −1 bins of 500 and 10 mm bins of Q. This plot is based on 1 year of data (1981), but interannual variability is small relative to differences between resolution (which is our main focus). Colors on this plot show unsurprisingly that precipitation increases with increasing upward motion and increased precipitable water. Line contours on this plot show that vertical motion is most frequently weak, while precipitable water commonly visits a wide variety of states. Larger updrafts are found in moister air, consistent with the expectation that updrafts are strongly tied to condensational heating. Fig. 13 Precipitation, evaporation, and transport of water between land and ocean areas of the model. Terms from the ACME v0.3 NE30, NE120, and observational estimates from (Trenberth et al. (2007)-T07) and The product of P(Q i , j ) and f(Q i , j ) for each 500 and Q bin is given in Fig. 14b . The sum of all pixel-values in this plot is the tropics-mean precipitation. Most of the contribution to the tropics-mean precipitation comes from modest values of Q and 500 where f is high and bin-mean precipitation rates are relatively large.
In Fig. 15 , decomposition is applied separately for convective and large-scale precipitation (P conv and P ls , respectively). The differences between the two schemes are striking; P ls is strongly sensitive to both vertical velocity and precipitable water, while P conv has a dependence on Q but much less so on 500 . The lack of dependence on 500 is b a Fig. 14 a Mean precipitation rate P (colors) averaged over cells with given Q and 500 . Line contours represent the area-weighted frequency (f) of Q and 500 conditions. Note that the frequency contour levels increase exponentially. Bins where f is less than 10 −5 are masked out. b Contributions to the tropics-mean precipitation from given Q and 500 conditions (computed as the product of f and P as described in Eq. 5). See text for details b a Fig. 15 a Same as Fig. 14a , but for the convective precipitation rate P conv . Note that the contours are the same as in Fig. 14a . b Same as Fig. 14a , but for the large-scale precipitation rate P ls perhaps unsurprising, since convection is meant to capture sub-grid rather than grid-scale motions. Notably, whereas P conv tops out at roughly 30 mm day −1 , regardless of Q or 500 condition, P ls increases to greater than 100 mm day
at high values of Q and 500 . This provides an alternative explanation for increased precipitation intensity as horizontal resolution increases-shifting from convective to stratiform precipitation means switching to a scheme which is more sensitive to large-scale environmental conditions. Even though P conv rain rates are more modest than those of P ls , convective precipitation is still more important to total rainfall than large-scale precipitation, because where f is large, P conv is bigger than P ls . Now that we have evaluated the contribution of Q and 500 to tropical precipitation at NE120, we turn to examining how resolution impacts this decomposition. The difference between NE120 and NE30 are shown in Fig. 16a (P conv ) and 16b (P ls ). Convective precipitation decreases in almost all Q and 500 bins, whereas stratiform precipitation tends to increase, particularly at large Q values, consistent with the general findings that P ls increases at the expense of P conv as resolution increases. The increases in P ls are notably larger than the decreases in P conv . Contour lines are the same in Fig. 16a, b and indicate how the frequencies differ between the NE120 and NE30 simulations. Similar to our findings from Fig. 11 , conditions where Q is greater than 50 mm are less frequent in the NE120 simulation. In environments with high Q, the 500 shift towards stronger ascent (lower 500 ). This shift towards stronger ascent shows up in Fig. 16 despite coarsening the NE120 output to that of the NE30 output.
The contribution of each (Q, 500 ) bin to tropical precipitation change cannot be estimated from Fig. 16 alone, because changes in f(Q, 500 ) act on the background P(Q, 500 ) state, not just on the change in precipitation. Instead, where Δ represents differences between the NE120 and NE30 simulations, and where on the right-hand side, the first term represents shifts in the frequency of being in a particular 500 and Q bin, the second term represents changes in the underlying precipitation rate of that bin, and the third term represents covariations between changes in these two terms. As in Eq. (5), the sums over i and j represent sums over the 500 and Q bins. Figure 17 shows how each term in Eq. (6) contributes to the change in the tropics-mean convective precipitation rate. The total change for each bin (panel a) consists of strong decreases at high Q, which are somewhat offset by increased precipitation at low Q. This behavior is dominated by frequency changes (panel b), which are shown in Fig. 16 to consist of reduced frequency of high Q and increased frequency of lower Q (at least at typical, small values of 500 ). Although reduction in convective precipitation with resolution for a given Q and 500 is striking in Fig. 16a , its effect in Fig. 17c is relatively minor, because the parameter space where P conv decreases most strongly occurs rarely. The covariance term accounts for about 10% of the decrease.
Δf ΔP, b a Fig. 16 a The difference in P conv between the NE120 and NE30 simulation are shown in color. The difference in f are shown as contours (solid lines for positive differences, dashed lines for negative). The contour levels again increase at a log-scale. b Same as a, but for P ls
The same breakdown with the P ls changes in Fig. 18 reveal a different story. Most of the increase in P tropics,ls with resolution is explained by change in P ls at fixed f. Again, the second-order term contributes little to the overall changes. Therefore, whereas circulation and precipitable water changes account for decreases in P conv with resolution, changes in P ls are controlled by changes in precipitation efficiency for a given precipitable water amount and vertical velocity. This is somewhat surprising.
There are several possible explanations for the increase in P ls and decrease in P conv with increasing resolution. One possibility is that differences are due to tuning choices.
Repeating the above analysis with NE30 results replaced by our NE30 run using NE120 tunings produces very similar results, indicating that differences in tuning and time step are not responsible for these results. We also investigated the possibility that regridding the data to 1
• resolution affects our conclusions by performing the analysis on the native grid. P(Q i , j ) and f(Q i , j ) are calculated in the Q and 500 parameter space separately based on output on the native grid and their differences of P and f are taken in that parameter space, as in Eq. (6). Unsurprisingly, the strongest updrafts are better resolved when the analysis is performed on the native grid, particularly for the NE120 simulation. c Difference in the contribution from changes in P conv to tropics-wide P conv (term 2 in Eq. (6)). d Difference in the contribution from the covariance term Δf ΔP conv (term 3 in Eq. 6) As a result, there is a larger contribution to ΔP tropics,ls from the shift in Q and 500 conditions (the first term on the right hand side of Eq. 6), and the contribution from the changes in P ls is reduced by 30%. However, the contribution from the changes in P ls (the second term on the right hand side of Eq. 6) still contributes to more than 80% of the increase in P tropics,ls with resolution. Other possibilities, such as increases in 500 that occur at the subdaily timecale, changes in cloud microphysical properties, decreases in the intensity or frequency of convection, or changes in the vertical profile of and moisture are not testable with the output we have available. It would also be useful to perform similar analysis with other models to evaluate the generality of our findings. These analyses are important future work.
Given its simplicity, this framework is incomplete in providing a full understanding, because we see increases in P ls and decreases in P conv with increasing resolution that we are not able to completely explain. However, the simplicity does allow us to understand how basic circulation and moisture changes affect partitioning between large-scale and convective precipitation. With this framework, we find that 500 and precipitable water shifts indeed contribute to overall P conv decreases with increasing resolution. However, a surprising result that comes out of this analysis is that although the intensification of the strongest updrafts with increasing resolution likely explains the increases in the large-scale, extreme precipitation rates, they do not explain most of the increase in P tropics,ls . Future investigation is necessary to address why P ls sensitivity to 500 and Q varies with resolution.
8 Discussion: reconciling regional biases across multiple fields So far we have examined each aspect of the water cycle in isolation. This is useful to understand basic model behavior but does not explain the root cause of regional problems. In this section, we try to provide a holistic view of important regional biases in the ACME v0.3 model. One major problem with the ACME v0.3 model is that the precipitation rate over the southwestern Amazon region is underestimated (Fig. 3c ). This problem is also shared by the CMIP5 mean (compare Fig. 3c with Fig. 3d ), although the biases are across the Amazon region in the CMIP5 mean, and has been noted by Yin et al. (2013) . It is possible that a weaker moisture transport into the Amazon basin in the model explains the lack of precipitation, as is noted in some models (Kobayashi et al. 2015) . However, the transport from the Atlantic basin to the Amazon region tends to be too high in the ACME model (Fig. 12) , which is consistent with the higher precipitation rates over the eastern Amazon region; a lack of moisture transport cannot be the cause for the lack of precipitation over the Amazon in the model. The lack of precipitation rate might be explained by a lack of precipitable water in June, July, and August (not shown), but the annual mean precipitable water in the model does not show a dry bias over the Amazon (Fig. 10c) , because there is an excess of precipitable water in the model in December, January, and February, during which the low precipitation bias still exists. The "dry Amazon" problem in the model is therefore seasonal in nature and likely related to deficiencies in the local dynamics and physics.
Although we expected the precipitation bias would lead to an underestimation of evaporation over the Amazon in the model, we find that the evaporation rate in the model is actually higher than the LandFlux-EVAL estimates. In the model, 70-80% of the total evapotranspiration in this region is from canopy transpiration, whereas 20-30% is from direct canopy evaporation (interception). Compared to LandFlux-EVAL estimates, the model bias is approximately 20%. Past observational studies have estimated interception ratios ranging from 12 to 20% (Wang-Erlandsson et al. 2014) . Although the high interception ratios might explain some of the excess evaporation over the Amazon, it is unlikely to explain the total bias and more detailed analysis of the land model, beyond the scope of this study, is needed to determine the source of the over-evaporation in the model. We expect that the deficit in precipitation and overly strong evaporation will lead to large biases in the E-P estimates over the Amazon, which in turn can affect attempts to accurately simulate streamflow and vegetation in the model.
Another region where the ACME v0.3 model struggles is the eastern Pacific ITCZ, where the precipitation rate is overestimated. This feature is consistent with the positive bias in moisture transport. Figure 12 shows that the westward moisture transport from the Atlantic and Caribbean in the model exceeds that of the ERA-I estimates. This excessive cross-basin transport of moisture is likely causing the precipitation bias in the eastern Pacific ITCZ (Fig. 3c) . Although there is a large bias in evaporation in the subtropical northeast Atlantic, it is unclear why the excessive moisture does not precipitate over the Atlantic and Caribbean basin before being transported westward. Possibly it is due to the terrain over the Panamanian isthmus being too smooth.
Over the Southeast Asia and eastern Indian Ocean region, the precipitation is too weak in the model. The bias can largely be explained by a combination of the precipitable water, evaporation, and moisture transport. In this region, there is a lack of precipitable water ( Fig. 10c) and a slight lack of evaporation (Fig. 6c) . It is likely that the lack of precipitation in the eastern Indian Ocean region is due to a lack of moisture. Figure 12 shows that the moisture transport varies by season: a southward and eastward transport of moisture in DJF and a westward transportation of moisture in JJA. Whereas the transport during JJA is similar between the model and ERA-I estimates, during DJF there is greater moisture divergence in the model estimates than in the ERA-I, which occurs alongside a stronger divergence in surface wind. The lack of precipitation might also be be due to weaker large-scale lifting in the region (not shown).
Finally, there is a surplus of precipitation to the north and south of the ITCZ in the central and western Pacific (Fig. 3c) , which leads to a shorter lifetime of water in the model compared to observations. In the same region, there is a larger drop in moisture transport in the model, compared to ERA-I estimates (Fig. 12) . The combination of these features suggests that in the ACME model a larger moisture flux, compared to observations, creates conditions to the north and south of the ITCZ that allow precipitation to kick off too early before the moisture reaches the areas with the strongest updrafts. These features are consistent with the conceptual framework of Neggers et al. (2007) , who suggested that the convective triggering in their model controlled the spatial distribution of heavy precipitation rates.
Unsurprisingly, the major precipitation biases in the model have different origins. In the Amazon, the precipitable water is comparable to observations, but it won't precipitate. In the tropical eastern Pacific excessive rainfall is caused by excessive moisture transport across the Panama isthmus. Over Southeast Asia and the eastern Indian Ocean, under-predicted precipitation comes from an overly dry atmosphere due to under-predicted local evaporation and insufficient moisture transport in DJF.
Conclusions
We have provided an overview of the global water cycle in version 0.3 of the ACME atmosphere model. Because the model is based on the well-tested CAM 5.1 (Neale et al. 2012) , it is not surprising that the model captures the mean climatology of the water cycle fairly well. Both resolutions of the model, however, exhibit a number of deficiencies, which are shared by other climate models.
• The model's global mean precipitation and evaporation rate is too high compared to existing observational estimates. Although we examine other energy fluxes that also contribute to the atmospheric energy budget, no particular flux fully explains this deficiency. The higher global mean precipitation rate manifests itself as overly intense precipitation rates over the ITCZ and over-evaporation over the subtropical eastern and central ocean basins.
• The model's precipitable water values are too high.
However, they do not completely explain the excessive precipitation rate in the model. The model precipitates too much for a given column of water vapor, and as a result, the lifetime of water vapor is too short.
• The column-integrated water vapor transport is generally too high in the model, and the higher precipitable water in the model explains most of the difference.
• As in most climate models, the ACME v0.3 model also produces too much light rain: the daily frequency of 0.1 < P < 5 mm day −1 is high in both resolutions of the model and the frequency of dry days (P < 0.1 mm day −1 ) is underestimated. Much of this light rain comes from convective precipitation.
Although increasing the horizontal resolution does not lead to drastic changes in the global mean water cycle (Pope and Stratton 2002; Hourdin et al. 2013; Bacmeister et al. 2014; Hertwig et al. 2015) , it leads to a few changes in the water cycle, not all of them related to each other:
• The global mean precipitation rate increases with resolution, part of which is due to changes in model tuning.
In particular, the longwave cooling at the top of atmosphere increases alongside increases in latent heat flux. The differences between the NE30 and NE120 simulations are due both to resolution and tuning parameter changes; the difference between the NE120 and NE30 simulation using NE120 tunings amounts to only onethird of the difference between the NE120 and NE30 simulation.
• The fraction of total rain that falls on land rather than ocean increases with resolution. Again, the differences between the NE30 and NE120 simulations are due to both resolution and tuning parameter changes.
• The frequency of daily precipitation rates greater than 30 mm day −1 increases. A large proportion of that increase is attributed to increases in the large-scale precipitation rate. The fractional contribution of large-scale precipitation to total precipitation also increases with increasing resolution. The decreases in the convective precipitation are mostly explained by decreases in the precipitable water, whereas the increases in the largescale precipitation are mainly due to changes neither in precipitable water nor in resolved 500 mb vertical velocities. Differences between the NE120 and NE30 simulations both in the frequency of heavy precipitation rates (>30 mm day
) and in the partitioning are driven by changes in resolution and not in tuning parameter changes. For example, the NE30 simulation with NE120 tunings has a convective fraction almost identical to the NE30 simulation (65 versus 66%), as compared to the NE120 simulation (54%).
• The precipitable water also reduces with higher resolution, which improves the agreement with observational estimates, but which exacerbates the 'overactive' water cycle problem, where the atmospheric residence time of water is too short in many regions of the globe. Horizontal resolution changes mainly drive the difference between NE120 and NE30 simulations. The difference in global mean precipitable water between the NE120 and NE30 simulation with NE120 tunings amounts to two thirds of the difference between NE120 and NE30 simulations.
Future work will help address other important aspects of the water cycle and reconcile differences between the model and observations. For example, this study does not cover the variability in the water cycle (diurnal, seasonal, or interannual), which are important for weather phenomena that we experience. This study also does not cover the effect of atmosphere-ocean coupling. We have examined the water cycle in an atmosphere-only context, which facilitates comparisons with observations, but which also neglects the atmosphere-ocean coupling processes that are crucial for the simulation of ENSO variability, surface fluxes in tropical and extratropical storms, and other modes of variability. Uncertainties in the observations inhibit us from making more definitive statements about the model's performance. Better observations in the future might help resolve possible discrepancies between the model and observations. They include:
1. What is the true discrepancy between evaporation in the model and in nature? Although the higher surface wind speeds in the model appears to explain part of the difference in surface evaporation between the ACME v0.3 model and ERA-I estimates, they are not enough to explain differences between the model and COREv2 observational estimates. Is the rest of the discrepancy due to an underestimate of the surface humidity, or do observational estimates of oceanic evaporation systematically underestimate oceanic evaporation? Better surface air humidity observations and surface evaporation estimates will help answer these questions, particularly over the tropical and subtropical trade wind regions, where the discrepancy is largest between model and observations. 2. How large is the discrepancy between the modeled and observed light rain rates, which is important because a rain rate of 1 mm day −1 has a potential effect of ∼30 W m −2 on the local atmospheric column? Is it as bad as the GPCP 1DD data suggests? Gridded CloudSat estimates that are blended with the GPCP will be helpful to obtain better constraints of the light rain rates.
Given that small changes in the water cycle can have wide ranging societal and environmental impacts, accurate simulation of the current state and understanding of predicted changes continues to be a pursuit of the climate model community (Trenberth and Asrar 2014) . We have only addressed the most basic of global water cycle characteristics but have identified a number of features of the observed water cycle that the ACME v0.3 model struggles to capture. Future developments of the model by increasing vertical resolution and by changing model physics are underway. Going to higher vertical resolution will allow us to better resolve the vertical structure of clouds and the associated microphysical properties, but as Pope and Stratton (2002) note, the convection scheme can be sensitive to the vertical resolution. Therefore, ongoing efforts are directed towards understanding how these changes will impact the simulation of the water cycle, with the goal of improving the model to help us predict and understand how precipitation will evolve over the next 40 years.
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Appendix: NE30-model-with-NE120-tunings
