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Abstract
This paper examines level sets of functions of the form
f(x) =
∞∑
n=0
rn
2n
φ(2nx),
where φ(x) = dist(x,Z), the distance from x to the nearest integer, and rn =
± 1 for each n. Such functions are referred to as signed Takagi functions.
The case when rn = 1 for all n is the classical Takagi function, a well-known
example of a continuous but nowhere differentiable function. For f of the
above form, the maximum and minimum values of f are expressed in terms of
the sequence {rn}. It is then shown that almost all level sets of f are finite
(with respect to Lebesgue measure on the range of f), but the set of ordinates
y with an uncountable level set is residual in the range of f . The concept
of a local level set of the Takagi function, due to Lagarias and Maddock, is
extended to arbitrary signed Takagi functions. It is shown that the average
number of local level sets contained in a level set of f is the reciprocal of the
height of the graph of f , and consequently, this average lies between 3/2 and
2. These results generalize recent findings by Buczolich [Acta Math. Hungar.
121 (2008), 371–393], Lagarias and Maddock [Monatsh. Math. 166 (2012),
201–238], and Allaart [Monatsh. Math. 167 (2012), 311-331].
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1 Introduction
Takagi’s continuous nowhere differentiable function is defined by
T (x) :=
∞∑
n=0
1
2n
φ(2nx), (1)
where φ(x) = dist(x,Z), the distance from x to the nearest integer. It was in-
troduced in 1903 by Takagi [19] and rediscovered later by Van der Waerden [20]
and Hildebrandt [11], among others. Much has been written about this function,
especially in the last few decades. The reader is referred to recent surveys by
Allaart and Kawamura [4] and Lagarias [14] for various properties and applica-
tions of the Takagi function. Recent research has focused mainly on the level sets
LT (y) := {x ∈ [0, 1] : T (x) = y}. Many authors (e.g. Kahane [12], Baba [6]) have
pointed out that the maximum value of T is 2/3, and LT (2/3) is a Cantor set of
Hausdorff dimension 1/2. Recently, De Amo et al. [5] proved that 1/2 is in fact the
largest dimension of any level set of T , improving on a result of Maddock [17]. The
cardinalities of the level sets of T have also been investigated. Buczolich [8] showed
that LT (y) is finite for Lebesgue-almost every y. The present author studied the
level sets further and proved, among other things, that every even positive integer
occurs as the cardinality of some level set [2], and that the set of ordinates y such
that LT (y) is infinite is residual in the range of T [3]. Another result along these
lines, due to Lagarias and Maddock [16], is that the set of ordinates y for which
LT (y) has strictly positive Hausdorff dimension is of full Hausdorff dimension 1.
Lagarias and Maddock [15, 16] also introduced the interesting concept of a local
level set of the Takagi function. Local level sets are subsets of (global) level sets
whose members are obtained from one another by simple combinatorial operations
on their binary expansions. Local level sets have a particularly simple structure:
they are either finite or Cantor sets. In [15], it is shown that the average number
of local level sets contained in a level set of T is 3/2. On the other hand, there is a
residual set of ordinates y for which LT (y) contains infinitely many local level sets,
and an uncountable dense set of ordinates y for which LT (y) contains uncountably
many local level sets; see [3, Theorem 5.2].
This paper generalizes some of the above-mentioned results to an infinite class of
functions obtained by multiplying the summands in (1) by arbitrary signs. Specifi-
cally, let r = (r0, r1, . . . ) ∈ {−1, 1}
N, and define
f(x) := f
r
(x) :=
∞∑
n=0
rn
2n
φ(2nx). (2)
We denote the collection of all such functions f by T±, and call them signed Takagi
functions. Two examples are shown in Figure 1. Like the Takagi function, each
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Figure 1: Two functions of the form (2): the alternating Takagi function (left) has
rn = (−1)
n; the function at right has rn = 1 if n ≡ 0 (mod 3), rn = −1 otherwise.
member of T± is clearly 1-periodic and continuous. That it is also nowhere differen-
tiable follows from Theorem 2 of Koˆno [13] or by a straightforward modification of
Billingsley’s argument [7]. Let
Lf(y) := {x ∈ [0, 1] : f(x) = y}, y ∈ R.
The first natural question to ask is, for which values of y the level set Lf (y) is
nonempty. Since f is continuous, its range is a compact interval which we denote by
[m(f),M(f)]. Define the height of the graph of f by
height(f) := max
x∈[0,1]
f(x)− min
x∈[0,1]
f(x) =M(f)−m(f).
Theorem 1.1. Put sn := r0 + r1 + · · · + rn−1 for n ∈ N, and for j ∈ Z\{0}, let
τj := inf{n : sn = j}. Then
M(f) =
∞∑
k=1
(
1
2
)τ2k−1
and m(f) = −
∞∑
k=1
(
1
2
)τ1−2k
,
where (1/2)∞ is interpreted as zero. Consequently,
height(f) =
∑
j∈Z
(
1
2
)τ2j−1
, (3)
and in particular, 1/2 ≤ height(f) ≤ 2/3. There are uncountably many f ∈ T± with
height(f) = 1/2, but there are only four functions f ∈ T± with height(f) = 2/3: the
functions ±T and the functions ± T˜ , where T˜ (x) = T (x)− 2φ(x).
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Proof. Since f(0) = 0 and f(1/2) = ± 1/2, we have height(f) ≥ 1/2. The expression
forM(f) was derived in [1, Theorem 1.1]. (Note that in [1], φ is defined as 2 dist(x,Z)
and hence the expression given there has an extra factor 2.) The expression for m(f)
follows analogously, by symmetry. Subtracting the two expressions gives (3). Since
the τ2j−1 are all distinct and odd, it follows that
height(f) ≤
∞∑
n=1
(
1
2
)2n−1
=
2
3
.
Observe next that height(f) = 1/2 if and only if τ2j−1 =∞ for all j but one. (Clearly,
either τ1 or τ−1 is equal to 1.) This is the case if and only if {sn} remains either
in {0, 1, 2} or in {0,−1,−2}, and there are uncountably many sequences r which
satisfy this. On the other hand, height(f) = 2/3 if and only if every odd time is a
record time for the sequence {|sn|}. This is the case if and only if either rn = 1 for
all n ≥ 1, or rn = −1 for all n ≥ 1. This leaves the four cases indicated.
We might remark that all four functions with height 2/3 are identical except for
translation and reflection in the x-axis, provided we regard them as periodic functions
on R. The reader is encouraged to sketch the graphs!
Let λ denote Lebesgue measure on R, and for any set A, let |A| denote the number
of elements in A. The next main result of this paper is
Theorem 1.2. For λ-almost every y, Lf(y) is a finite set.
However, the expected number of points in Lf (y) for y chosen at random from the
range of f is infinite. This follows from a theorem of Banach (see Saks [18, Theorem
IX.6.4]), since f is nowhere differentiable and hence of unbounded variation, so that∫
R
|Lf(y)| dy =∞.
While Theorem 1.2 is of a probabilistic nature, the Baire category view gives a
rather different picture.
Theorem 1.3. The set
Y pf := {y ∈ R : Lf (y) is a perfect set (hence uncountable)}
is residual in the range of f .
Note that the sets Lf(y) are closed and bounded. Thus, Theorems 1.2 and 1.3
can be stated equivalently by saying that for Lebesgue-almost every y, Lf (y) consists
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entirely of isolated points, but for a set of y-values residual in the range of f , Lf (y)
has no isolated points. This underscores the contrast between the two theorems.
The last main result of this paper concerns local level sets. The definition of
a local level set given by Lagarias and Maddock [15] can be written in a way that
makes sense for all f ∈ T±. We show that the average number of local level sets
contained in a level set of f is equal to the reciprocal of the height of f , and conclude
by Theorem 1.1 that this average is at least 3/2, but at most 2. A precise statement
of this result involves some notation and preliminary lemmas, and will be deferred
until Section 5.
The rest of this paper is organized as follows. Section 2 collects several elementary
properties of functions in T±, and introduces important notation and useful concepts.
Section 3 states and proves a key proposition on which the main results of this paper
depend. In Section 4 we prove Theorems 1.2 and 1.3. Finally, in Section 5, we give
a precise definition of local level sets and state and prove the theorem about the
average number of local level sets contained in a level set of f ∈ T±.
2 Preliminaries
Throughout this paper, Z+ denotes the set of nonnegative integers, N the set of
positive integers, and piY (A) the projection of a set A ⊂ R
2 onto the y-axis.
In this section, consider f ∈ T± arbitrary but fixed. An important aspect of f is
its symmetry with respect to x = 1/2:
f(1− x) = f(x), x ∈ [0, 1].
Define the partial sums
fk(x) :=
k−1∑
n=0
rn
2n
φ(2nx), k ∈ N.
Each fk is piecewise linear with integer slopes. In fact, the slope of fk at a non-dyadic
point x is easily expressed in terms of the binary expansion of x. We write x ∈ [0, 1)
in binary as
x =
∞∑
n=1
εn
2n
= 0.ε1ε2 . . . εn . . . , εn = εn(x) ∈ {0, 1},
with the convention that if x is dyadic rational, we take the representation ending
in all zeros. For k ∈ Z+, let
Dk(x) :=
k∑
j=1
rj−1(−1)
εj .
5
It follows directly from (2) that the slope of fk at a non-dyadic point x is Dk(x).
The following formula for f(x) generalizes an expression for the Takagi function
given by Lagarias and Maddock [15, p. 212].
Lemma 2.1. The function f can be expressed in terms of r and {Dn(x)} by
f(x) = C(r)−
1
4
∞∑
n=1
(−1)εn+1
Dn(x)
2n
, (4)
where C(r) =
∑
∞
n=0 rn/2
n+2 is independent of x.
Proof. Let ωk = (−1)
εk . Then we can write φ(x) as
φ(x) =
∞∑
k=1
εk(1− ε1) + (1− εk)ε1
2k
=
∞∑
k=2
1− ω1ωk
2k+1
.
Similarly,
φ(2nx) =
∞∑
k=2
1− ωn+1ωn+k
2k+1
.
Substituting this into (2) we obtain
f(x) =
∞∑
n=0
∞∑
k=2
rn
2n+k+1
(1− ωn+1ωn+k) =
∞∑
n=0
∞∑
j=n+2
rn
2j+1
(1− ωn+1ωj)
= C(r)−
∞∑
j=2
ωj
2j+1
j−2∑
n=0
rnωn+1 = C(r)−
∞∑
j=2
(−1)εj
2j+1
Dj−1(x),
and re-indexing gives (4).
The formula (4) yields an easy proof of the following important fact. The proof
of this lemma, as well as the proofs of Lemmas 2.6 and 4.1 below, were already given
in [3]. But since the proofs are short, they are repeated here (with minor notational
changes) for completeness.
Lemma 2.2. If |Dn(x)| = |Dn(x
′)| for every n, then f(x) = f(x′).
Proof. Let Z = {n ≥ 0 : Dn(x) = 0}, and enumerate the elements of Z as 0 =
n0 < n1 < n2 < . . . . If Dn(x) = −Dn(x
′) for ni < n < ni+1 (where possibly
ni+1 = ∞), then it must be the case that εn(x) = 1 − εn(x
′) for ni < n ≤ ni+1.
Since Dni+1(x) = Dni+1(x
′) = 0, it follows that the part of the summation in (4) over
ni < n ≤ ni+1 is the same for x as for x
′. This can be repeated for all intervals
(ni, ni+1] on which Dn(x) 6= Dn(x
′). Hence, f(x) = f(x′).
6
An important consequence of Lemma 2.2 is that, if Dn(x) = 0 for infinitely many
indices n, then the level set Lf (f(x)) contains a Cantor set, as there are 2
ℵ0 many
points x′ such that |Dn(x)| = |Dn(x
′)| for each n.
The term ‘balanced’ in the following definition was introduced by Lagarias and
Maddock [15].
Definition 2.3. A dyadic rational of the form x = 0.ε1ε2 . . . ε2m is called balanced if
D2m(x) = 0. If there are exactly n indices 1 ≤ j ≤ 2m such that Dj(x) = 0, we say
x is a balanced dyadic rational of generation n. By convention, we consider x = 0 to
be a balanced dyadic rational of generation 0.
For n ∈ Z+, the set of balanced dyadic rationals of generation n is denoted by
Bn. We also set B =
⋃
∞
n=0 Bn, so B is the set of all balanced dyadic rationals.
Next, let
Gf := {(x, f(x)) : 0 ≤ x ≤ 1}
denote the graph of f over the unit interval [0, 1].
Lemma 2.4. Let m ∈ N, and let x0 = k/2
2m = 0.ε1ε2 . . . ε2m be a balanced dyadic
rational. Then for x ∈ [k/22m, (k + 1)/22m], we have
f(x) = f(x0) + 2
−2mg
(
22m(x− x0)
)
,
for some function g ∈ T±. Moreover, the function g depends on x0 only through m.
In other words, the part of Gf above the interval [k/2
2m, (k + 1)/22m] is a similar
copy of Gg for some g ∈ T±, reduced by a factor 2
2m and shifted up by f(x0).
Proof. This is immediate from the definition (2), since the slope of f2m over the
interval [k/22m, (k + 1)/22m] is equal to D2m(x0) = 0, and f(x0) = f2m(x0). In fact,
g = f
r
′, where r′ = (r2m, r2m+1, . . . ).
Definition 2.5. For a balanced dyadic rational x0 = k/2
2m, define
I(x0) := [k/2
2m, (k + 1)/22m],
and
H(x0) := {(x, f(x)) : x ∈ I(x0)}.
By Lemma 2.4, H(x0) is a similar copy of Gg for some g ∈ T±; we call H(x0) a hump
and m its order. The generation of H(x0) is the generation of the balanced dyadic
rational x0, and a hump of generation 1 will also be called a first-generation hump.
By convention, Gf itself is a hump of generation 0. If Dj(x0) ≥ 0 for every j ≤ 2m,
we call H(x0) a principal hump. We denote the set of all principal humps by Hp.
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Each hump of generation n is contained in a hump of generation n− 1. Different
humps may have different shapes, but all are left-to-right symmetric, and any two
humps of the same order m are identical copies of each other. We will need to count
humps and principal humps of a given order. To this end, we introduce the Catalan
numbers
Cn :=
1
n + 1
(
2n
n
)
, n ∈ Z+.
It is well known that
∞∑
n=0
Cn
(
1
4
)n
= 2. (5)
Lemma 2.6. Let m ∈ N.
(i) There are
(
2m
m
)
humps of order m.
(ii) There are Cm principal humps of order m.
Proof. Each hump of order m corresponds uniquely to a path of m steps starting
at (0, 0), taking steps (1, 1) or (1,−1), and ending at (2m, 0). There are
(
2m
m
)
such
paths, proving (i). It is well known that exactly Cm of these paths stay on or above
the horizontal axis (see Feller [9, p. 73]), which gives (ii).
The projections of the first-generation humps onto the x-axis have disjoint inte-
riors, and the union of these projections is dense in [0, 1]. In fact, we have more:
Lemma 2.7. The union
Un :=
⋃
x0∈Bn
I(x0)
is dense in [0, 1] for each n ∈ N.
Proof. Considered as a stochastic process on [0, 1] with Lebesgue measure, {Dn} is
a symmetric simple random walk, and therefore returns to 0 infinitely many times
with probability one. This implies that for each n the set Un has full measure in
[0, 1]. Hence, Un is dense.
3 The key proposition
Recall that Bn denotes the set of balanced dyadic rationals of generation n. Define
a set
X := [0, 1]\
⋃
x0∈B1
I◦(x0),
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where I◦(x0) denotes the interior of I(x0). Observe that X is closed. For x0 ∈ Bn,
define the subset X(x0) of I(x0) similarly by
X(x0) := I(x0)\
⋃
x1∈Bn+1
I◦(x1).
We call the graph of f restricted to X(x0) a truncated hump, and denote it by
H t = H t(x0).
Since X is symmetric, the restriction of f to X is symmetric as well. The impor-
tance of X is made clear by the following proposition, which is key to proving the
main results of this paper.
Proposition 3.1. (i) We have
f(X) =
{
[0, 1/2], if r0 = 1
[−1/2, 0], if r0 = −1.
(ii) If y 6∈ f(B1), then Lf (y) intersects X ∩ [0, 1/2] in at most one point.
The proof of the proposition uses the following auxiliary functions. Let
f ∗(x) :=
{
f(x), if x ∈ X,
f(x0), if x ∈ I(x0), where x0 ∈ B1.
Note that f ∗ is well defined, because if x is an endpoint of an interval I(x0), we have
f(x) = f(x0). Define piecewise linear approximants of f
∗ by
f ∗n(x) :=
{
f(x0), if x ∈ I(x0) with x0 = k/2
2m ∈ B1 and 2m ≤ n,
fn(x), otherwise.
Thus, f ∗n permanently “fixes” each first-generation flat segment in the piecewise linear
approximations of f .
Lemma 3.2. Suppose r0 = 1. The functions f
∗ and f ∗n have the following properties:
(i) f ∗n is continuous and nondecreasing on [0, 1/2] for every n;
(ii) f ∗n → f
∗ uniformly on [0, 1];
(iii) f ∗ is continuous and nondecreasing on [0, 1/2].
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Proof. Statement (i) is obvious for n = 1, as f ∗1 = f1. Assume the statement holds
for n ∈ N, and suppose that rn = 1. In the transition from f
∗
n to f
∗
n+1, each horizontal
line segment in the graph of f ∗n stays fixed, and each line segment of strictly positive
integer slope m is replaced with two connecting line segments of slopes m + 1 and
m− 1, respectively, which meet the original line segment at its endpoints. The case
rn = −1 is similar. Thus, it follows inductively that (i) holds for every n ∈ N.
Statement (ii) follows from the uniform convergence of fn to f by the following
argument. Let x ∈ [0, 1]. If x ∈ X , then f ∗(x) − f ∗n(x) = f(x) − fn(x). Suppose
instead that x ∈ I(x0), with x0 = k/2
2m ∈ B1. If 2m ≤ n, then the flat segment in
the graph of f2m above I(x0) has already been fixed by f
∗
n , and so f
∗(x)− f ∗n(x) =
f(x0)− f(x0) = 0. Finally, if 2m > n, then
|f ∗(x)− f ∗n(x)| = |f(x0)− fn(x)| ≤ |f(x0)− f(x)|+ |f(x)− fn(x)|.
Since |x−x0| ≤ 2
−2m < 2−n in this case, |f(x0)−f(x)| can be made uniformly small
by choosing n sufficiently large, in view of the uniform continuity of f . Since fn → f
uniformly, an examination of the three cases above yields statement (ii).
Statement (iii), of course, is a direct consequence of (i) and (ii).
Proof of Proposition 3.1. Assume throughout that r0 = 1; the case r0 = −1 is en-
tirely similar.
We claim first that f(X) = f ∗([0, 1]). If y ∈ f(X), then the definition of f ∗
immediately gives y ∈ f ∗(X) ⊂ f ∗([0, 1]). Assume now that y ∈ f ∗([0, 1]), and let
x ∈ [0, 1] such that f ∗(x) = y. If x ∈ X we are done; otherwise, x ∈ I(x0) for some
x0 ∈ B1, in which case f(x0) = f
∗(x) = y. Since x0 ∈ X , the claim is proved.
Now observe that f ∗(0) = 0 and f ∗(1/2) = 1/2. Lemma 3.2(iii) and the symmetry
of the graph of f therefore give f ∗([0, 1]) = [0, 1/2], proving (i).
To prove (ii), suppose there exist x, x′ ∈ X ∩ [0, 1/2] with x < x′ such that
f(x) = f(x′) = y. By Lemma 2.7 the interval (x, x′) intersects some interval I(x0)
with x0 ∈ B1. Since x ∈ X , x can not lie in the interior of I(x0), and hence
x ≤ x0 < x
′. Now let n ≥ 2m, where m is the order of x0. Then
fn(x
′) = f ∗n(x
′) ≥ f ∗n(x0) ≥ f
∗
n(x) = fn(x).
But f ∗n(x0) = fn(x0), so letting n → ∞ we obtain f(x
′) ≥ f(x0) ≥ f(x). But this
means f(x0) = y, so y ∈ f(B1). This proves (ii).
In what follows, let ly denote the horizontal line at level y. That is,
ly := {(x, y) : x ∈ R}.
Corollary 3.3. Let H t be a truncated hump of generation n and order m. Then:
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(i) piY (H
t) is an interval, and λ(piY (H
t)) = (1/2)(1/4)m;
(ii) If y 6∈ f(Bn+1), then |ly ∩H
t| ≤ 2.
Proof. The hump H is a small-scale similar copy of Gg for some g ∈ T±, reduced by
a factor 4m. And any hump of generation n + 1 inside H corresponds to a hump of
generation 1 in the graph of g. Hence, the corollary follows upon applying Proposition
3.1 to g and using the symmetry of H .
4 Proofs of Theorems 1.2 and 1.3
Lemma 4.1. (i) For every hump H there is a principal hump H ′ of the same order
and generation as H, such that piY (H) = piY (H
′).
(ii) For every principal hump H ′, there are only finitely many humps H such that
piY (H) = piY (H
′).
Proof. (i) Let H = H(x0), where x0 is a balanced dyadic rational of order m. There
is a unique balanced dyadic rational x1 of order m such that Dj(x1) = |Dj(x0)| for
all j ≤ 2m. By Lemma 2.2, f(x0) = f(x1). By definition, H
′ := H(x1) is a principal
hump of order m and of the same generation as H . Hence H ′ is the same size as H
and sits at the same height in the graph of f . Therefore, H ′ is as required.
(ii) This is immediate from Lemma 2.6(i).
Lemma 4.2. Suppose y 6∈ f(B), and ly intersects only finitely many principal humps.
Then |Lf(y)| <∞.
Proof. By Lemma 4.1, ly intersects only finitely many humps. Suppose, by way of
contradiction, that |Lf(y)| = ∞. Then there is a maximal n such that ly intersects
some humpH of generation n in infinitely many points. But this means |ly∩H
t| =∞,
contradicting Corollary 3.3(ii). Hence, |Lf (y)| <∞.
Proof of Theorem 1.2. If H is a principal hump of order m, then
λ{y : ly ∩H 6= ∅} = λ(piY (H)) ≤
2
3
(
1
4
)m
,
where the inequality follows from Theorem 1.1, since H is a similar copy of the graph
of some function g ∈ T±, scaled by 1/4
m. This gives
∑
H∈Hp
λ{y : ly ∩H 6= ∅} ≤
2
3
∞∑
m=0
Cm
(
1
4
)m
<∞
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by (5) and Lemma 2.6. Thus, by the first Borel-Cantelli lemma,
λ{y : ly intersects infinitely many H in Hp} = 0.
Because f(B) is a countable set, Lemma 4.2 gives the desired result.
Proof of Theorem 1.3. Each function f in T± is monotone on no interval. This fol-
lows from the nowhere-differentiablility of f mentioned in the Introduction, but it
can also be seen directly as follows: If x0 ∈ Bn, then diam(I(x0)) ≤ 4
−n. So
if J is an arbitrary subinterval of [0, 1], we can choose n large enough so that
diam(J) > 2 diam(I(x0)) for each x0 ∈ Bn. By Lemma 2.7, J then contains at least
one interval I(x0) with x0 ∈ Bn. Let d := diam(I(x0)). Then f(x0) = f(x0 + d), but
f(x0 + d/2) = f(x0)± d/2 6= f(x0). Hence, f is not monotone on J .
It was shown by Garg [10, Theorem 1] that for any continuous function f which
is monotone on no interval, the level set Lf (y) is perfect for a set of y-values residual
in the range of f . This applies in particular to f in T±.
5 Local level sets
Lagarias and Maddock [15, 16] introduced the concept of a local level set of the
Takagi function. Their definition makes sense also for our general setting. First,
define an equivalence relation on [0, 1) by
x ∼ x′
def
⇐⇒ |Dj(x)| = |Dj(x
′)| for each j ∈ N.
The local level set containing x is then defined by
Llocx := {x
′ : x′ ∼ x}.
By Lemma 2.2, each local level set is contained in some (global) level set. Note
further that each local level set Llocx contains a unique point x
′ such that Dj(x
′) ≥ 0
for all j. We call this point x′ the principal point of Llocx .
For the Takagi function, Lagarias and Maddock [15] point out that each local
level set is either finite or a Cantor set. This remains true in our general setting.
They prove further that for the Takagi function, the average number of local level
sets contained in a level set chosen at random is 3/2. We generalize this result here
to f ∈ T±. For y ∈ R, let N
loc
f (y) ∈ N ∪ {∞} denote the number of local level sets
contained in Lf (y).
Lemma 5.1. If y 6∈ f(B), then the number of finite local level sets contained in
Lf (y) is exactly
|{H ∈ Hp : y ∈ piY (H
t)}|.
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Proof. We show that for each y 6∈ f(B), there is a bijection between the collection of
finite local level sets in Lf (y) and the collection of truncated principal humps which
intersect the line ly. The lemma will follow from this correspondence.
Let Llocx ⊂ Lf (y) be a finite local level set with principal point x. Then there
exists m ∈ Z+ such that D2m(x) = 0, but Dj(x) > 0 for all j > 2m. (Otherwise,
Llocx would be a Cantor set.) Let x0 be the dyadic rational k/2
2m whose first 2m
binary digits coincide with those of x. Then x0 is balanced of order m, H(x0) is
a principal hump, and (x, y) ∈ H t(x0). Thus, we have a mapping from finite local
level sets in Lf(y) to truncated principal humps which intersect ly. This mapping is
bijective. It is onto, because given a truncated principal hump H t which intersects
ly, let x be any point such that (x, y) ∈ H
t ∩ ly; then the local level set L
loc
x is finite
and gets mapped to H t (even though x may not be the principal point of Llocx ). The
mapping is one-to-one, because any truncated hump H t can have only two points of
intersection with ly by Corollary 3.3(ii), and the abscissae of both points belong to
the same local level set.
Theorem 5.2. The average number of local level sets contained in a level set Lf (y)
with y chosen at random from the range of f is given by
N¯ locf := h
−1
f
∫
R
N locf (y) dy = h
−1
f ,
where hf = height(f). In particular, 3/2 ≤ N¯
loc
f ≤ 2.
Proof. Since Lf(y) is finite for almost every y, we need only consider finite local level
sets. Using Lemma 5.1 and the fact that f(B) is a Lebesgue null set, it follows that
the mapping y 7→ N locf (y) is Lebesgue measurable, and by Fubini’s theorem,∫
R
N locf (y) dy =
∑
H∈Hp
λ(piY (H
t)) =
1
2
∞∑
m=0
Cm
(
1
4
)m
= 1.
Here the second equality follows by Lemma 2.6(ii) and Corollary 3.3(i), and the third
by (5). The last statement of the theorem is a consequence of Theorem 1.1.
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