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集計に基づく個人レベルのパラメータ推定
Estimation of individual-level parameters from aggregation data
経営システム工学専攻　田子紗佑里
1 背景と目的
近年，ビッグデータなどの巨大なデータを統計的手
法によって分析し，そこから有益な情報を得る試みが多
くなっている．これらのデータは個人単位から集計され
たものであるが，個人のプライバシーなどの理由から，
個人を特定できないように秘匿されることがしばしば
である．そのため，個人レベルの情報を得るためには，
集計されたデータから推測する必要がある．例えば，ア
メリカの選挙における立候補者および投票者の人種に
関する研究がある [3]．そこでは，各選挙区において，立
候補者と投票者の人種の相違と投票率との間に関係性
があるのかどうかを考察している．既知の情報は，各
選挙区の立候補者の人種と獲得票数（率）と，投票者
人口における人種の割合である．これらの情報をもと
に，どの人種の投票者が，どの人種の立候補者に投票
したのかを推測する．つまり，全体の集計データから
個人レベルの情報を得ることをターゲットとしている．
このような観点における研究分野を EcologicalInference
（生態学的推論）という．
Ecological Inference に 関 す る 研 究 で は ，
Goodman(1953)[1]，Grofman and Merrill（2002）[4]，
King（1997）[2] などがよく知られている．このとき，
ある地区ごとの集計データから個人レベルのデータを
得たいのであるが，真値が分からないため，手法の評
価はしばしば困難である．そこで，本研究では，検証
法として，地区ごとの集計データを併合した場合にお
ける推定値の変化を比較する方法を提案する．また，
Ecological Inference における新たな提案手法を紹介し，
R によるシミュレーションで既存の手法と提案手法の
比較を行う．
2 Ecological Inference の性質
本研究で扱う集計データとは，表 1のように周辺度
数が既知であり，内部度数は未知のデータである．つま
り，グループ A やグループ B の合計数は得られるが，
Aかつ B などに属する人数は得ることが出来ない．
集計データの母集団はいくつかのグループから成り
立つものとし，表 1では Aに属する人の比率を X，B
に属する人の比率を Y とおき，表 2では Aに属する人
の中でBに属する人の比率を b，Acに属する人の中で
Bに属する人の比率を w とおく．ここでのX，Y は既
知であり，b，w は未知のパラメータとする．
表 1: 母集団における集計データ
B Bc 合計
A ? ? X
Ac ? ? 1 X
合計 Y 1  Y 1
表 2: 未知パラメータ b，w に関する表
B Bc 合計
A b 1  b 1
Ac w 1  w 1
表 1，2より，
Y = bX + w(1 X) (1)
が成り立ち，式 (1)をX に関する式として表すと，
Y = (b   w)X + w (2)
と変形され，一次関数の線形関係にあることが分かる．
第 3章にて，この性質を利用した手法を紹介する．
3 既存の手法
3.1 Goodman（1953）の方法
各グループにおける X と Y が比例することを仮定
する．図 1 は各グループの X と Y の値を散布図に表
し，ここで求められた最小二乗法による回帰直線式を
Y = mX + lとする．
式 (2)より，母集団においてのパラメータは
b = m+ l
w = l (3)
と求められる．
図 1: 各グループにおける Xと Yの散布図
ここで，本節の方法で正しく推定されるための条件
を以下に示す．
 b，w がグループごとに異ならない．
 Y の期待値 E[Y ] = Xb + (1  X)w という関係
がある．
 各 X の値ごとに Y の分布は分散の同じ正規分布
に従う．
この 3点が成り立っていないと，確率パラメータであ
る b，w は [0; 1]の区間から外れて推定される場合が
あり，問題となっている．
3.2 Grofman and Merrill（2004）の方法
式 (1)を b と w に関する式に変形すると，
w =   X
1 X
b +
Y
1 X (4)
と表される．また，i番目のグループにおける式を
i
w =   Xi
1 Xi i
b +
Yi
1 Xi (5)
とする．図 2では式 (5)の直線を各グループごとに示し，
このような直線の集まりを Tomographic line という．
i
b，iw は，それぞれ最小値・最大値をもつものとす
る．表 1，2と式 (1)の関係性から，取り得る範囲を以
下のように定義する．
(min i
b;max i
w) =
8<:

0; Yi1 Xi

Yi  1 Xi
Yi (1 Xi)
Xi
; 1

それ以外
(max i
b;min i
w) =
8<:

1; Yi Xi1 Xi

Yi  Xi
Yi
Xi
; 0

それ以外
このように，取り得る範囲を定義しておくことで Good-
man の方法のように b，w が [0; 1]の区間から外れて
推定されることがなくなる．
そして，図 2のように，式（1）上を通り，さらにそ
の上で式 (5)からのユークリット距離の和を最小とする
点 (b; w)を推定値とし，それを以下の式から求める．
b =
P
i wi
2(Xi  X)[(1 X)Yi   (1 Xi)Y ]P
i wi
2(Xi  X)2
;
w =
P
i wi
2(Xi  X)[XiY  XYi]P
i wi
2(Xi  X)2
:
このとき，wi = 1p
Xi2+(1 Xi)2
とする．
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図 2: Tomographic line上における b，w
3.3 King（1997）の方法
式（2）が成り立つ上で，(b; w)～N(Bb; Bw; b; w; )
と二変量正規分布に従うことを仮定する．また，この
ときの未知パラメータを  = [Bb; Bw; b; w; ]と表す．
b と Yの同時確率密度関数を gとおいたとき，
g(Y jX; ) =
Z 1
0
g(b; Y jX; )dp (6)
が与えられ，以下のように式 (6)の尤度をとる．
L(Y jX; ) =
Y
i
g(YijXi;  ): (7)
また， の事後分布と式 (7)は以下のような比例関係に
ある．
P( jY;X) / L(Y jX; )p( ): (8)
ここで，P( jY;X)は  の事後分布，p( )は  の事前
分布を意味する．式 (6)と式 (8)の関係性から，ibの事
後分布は
P(bi jY;X) =
Z
g(i
bjYi; Xi;  )P( jY;X)d (9)
となる．
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
βib
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
β iw
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
図 3: Tomographic line と二変量正規分布
4 分割表の併合における検証法
King（2004）[3]で取り上げられた黒人と得票率のデー
タから，11 個の選挙区のうち，n個の地区を併合する
ことを考える．併合地区は 11Cn通り全ての組み合わせ
で，それぞれの組み合わせにおいて，併合数 nにおけ
る推定値 b と w の平均と標準偏差を求める．
図 4は，横軸は併合地区数，縦軸は推定値の平均値を
表す．また併合地区数は尺度の問題上，8 までとしてい
る．Goodman や Grofman and Merrill の推定値はKing
の推定値に比べて b，w ともに安定している．一方，
King の方法は併合地区数が増えるにつれて，推定値の
変化が大きくなっている．
図 5は推定値の標準偏差を示している．併合地区数
の増加とともに標準偏差は単調増加している．全体的
にGoodman や Grofman and Merrill の推定値のほうが
King の推定値に比べて標準偏差が大きく，ばらついて
いることが分かる．
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図 4: 平均の比較
2 3 4 5 6 7 8
0.
01
0.
02
0.
03
0.
04
0.
05
0.
01
0.
02
0.
03
0.
04
0.
05
0.
01
0.
02
0.
03
0.
04
0.
05
併合地区の数
標準
偏差
Goodman 
King
Grofman&Merrill
βbの標準偏差
2 3 4 5 6 7 8
0.
01
0.
02
0.
03
0.
04
0.
05
併合地区の数
標準
偏差
0.
01
0.
02
0.
03
0.
04
0.
05
0.
01
0.
02
0.
03
0.
04
0.
05 Goodman 
King
Grofman&Merrill
βwの標準偏差
図 5: 標準偏差の比較
5 提案手法
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図 6: 外れ値のある散布図
本章では，図 6の黒い点のように，他の点に比べ回帰直
線から離れている状況を考える．これらを外れ値とす
る．図 7では，母集団全体の Tomographic line を表し，
色ごとに１つの Tomographic line に縮約する．つまり，
似たような特性をもつグループを１つのグループにま
とめる．
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図 7: 色分けした Tomographic line
ここで，1～n番目のグループを縮約するとき，縮約し
た後の周辺の比率Xj，Yj を
Xj = (X1; X2;…; Xn)の中央値
Yj = (Y1; Y2;…; Yn)の中央値 (10)
と定義する．これより，図 8の縮約した 4本の Tomo-
graphic line から Grofman and Merrill と同じ方法で推
定する．ここでは，b = 0:8，w = 0:2と設定し，推定
された値が，設定した値に近ければ近いほど当てはま
りのよいものとする．
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図 8: 縮約後の Tomographic line
10000回繰り返したシミュレーションにより，推定さ
れたパラメータの RMSE値を表 3表す．
表 3: 母集団における集計データ
b w
Grofman and Merrill 0.0379 0.0380
提案手法 0.0210 0.0210
これより，RMSE値は提案手法の方が約 0.02小さく
なり，推定値の当てはまりがよくなった．
6 まとめ
本研究では，Ecological Inference における新たな検
証法として，地区ごとの集計データを併合した場合に
おける推定値の変化を比較する方法を提案した．併合
地区数における推定値の比較を行ったところ，全体的
にGoodman や Grofman and Merrill の推定値のほうが
安定していることが分かった．ただし，推定値のばら
つきに関しては King の推定値のほうが小さい結果と
なった．
また，5章では，既存の手法は最小二乗法を用いてい
るため，外れ値の影響を受けていたが，提案手法は中
央値をとったため，外れ値の影響を受けず，当てはまり
のよい推定結果を得ることが出来た．
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