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By simultaneous approximation we mean the approximation of a function 
fE C?p) [a, b] by elements of the finite-dimensional subspace H c Ctkp’ [a, b] 
with respect to the semi-norm ]I . ]IF given by 
where F = {k, ,..., k,} and the ki are integers satisfying 
O<k,<k,<-a- < 5. ]I + ]I is the uniform norm on [a, b]. This is thus the 
simultaneous approximation of a function and its derivatives. 
The set au) of best simultaneous approximations to f, which is never 
empty, usually consists of more than one element. We want to determine its 
precise dimension. We would also like to know when the problem of approx- 
imating with I] . ]IF can be replaced by approximations with a simpler semi- 
norm. For example, if F = (0, I}, when do we find best approximations to $ 
with respect to ]] . ]JF just by finding the best Chebycheff approximation tof’ 
by elements h’, h E H and then integrating. Both questions are answered 
here. 
In [8], the case that H is the set of algebraic polynomials was dealt with. 
Keener [S] has given some first results for subspaces H satisfying 
dim H”) = n - i i = 0, l,..., m 
m}.‘The spaces Hci), 
(or m - 1) for the norm given by 
F = {0, l,..., which is the space of ith derivatives of the 
elements of H, are all assumed to be Haar subspaces for i Q m. He concludes 
that Q’“‘(f), the set of mth derivatives of best simultaneous approximations, 
consists only of one element (or, under the weaker assumption that 
dim Hem) = n - m + 1, Rcm)df) is at most two-dimensional). 
The dimension of Q(f) is, however, usually much smaller than this 
conclusion seems to indicate. Indeed, the best simultaneous approximation 
may be unique. By using the ideas of [5,8], we give the precise dimension of 
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n(j) and, at the same time, show that some of the assumptions of Keener’s 
theorems may be omitted. We also show that if H is a Birkhoff system, a 
concept introduced by Lorentz [6], which satisfies the above dimensionality 
conditions, then G?(f) enjoys the same properties as in the case that H is the 
set of algebraic polynomials, 
The proofs depend heavily on existence theorems for Birkhoff inter- 
polation from H; that is, the existence of an h E H whose values and 
derivatives interpolate given data at given knots. 
The sets from which we will be approximating have a fairly concrete 
structure for, as Ikebe [3] pointed out, dim H”’ = n - i implies that 
ni-, c H (n,, is the set of algebraic polynomials of degree not exceeding n). 
Moreover, if dim H”’ = n - i and 29”’ is a Haar space, then H”’ is a Haar 
space for all 0 <j < i. 
LEMMAS. Let H be an n-dimensional subspace of (?“‘[a, b] such that 
dim H(“” = n - m and such that H(“” is a Haar subspace. Then 
dim H”’ = n - i and H”’ is a Haar subspace for i = 0, I,..., m. 
Thus if H satisfies the above assumptions, it has a representation 
n-m 
h=P,-, + ‘)J aihi, 
i=l 
where P, _, E l7,-, and span {h j”’ } is a Haar subspace. 
Let 
E,(fiH) = $ Ilf - hIIF. 
Then 
a(f) = fl,y; H) = {h E Wllf - hII, = EAf)b 
One easily sees that Q(./) is convex and not empty. By dim nu) we mean 
the dimension of the linear hull of the set { g - h Ig E $2(f)} for some 
arbitrary but fixed h E Q(f). 
The extremal sets U,(f, h) of an approximation to f are 
u,(f, h) = (x E [a, blllf%) - h’kt’(xI = Ilf - hIIF}. 
LEMMA 2. There exists an h E a(f) with the property that 
and 
h’k”(x) = gck”(x) 
for any g E Q(f) and all i = l,...,p. 
for x E U,(J h) 
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Any best simultaneous approximation with the above property will be 
called a minimal best approximation. Each point in the relative interior of 
Q(f) is necessarily a minimal best approximation. The sets U,df, h) are the 
same for each choice of the minimal best approximation h and we will 
denote these common sets by U,(J). 
Let q = min {k, 1 U,(J) # 0}. q then depends on f: By F - q we denote the 
set (ki - q/i = l,..., p; ki - q > 0). Since 0 E F - q, 11 . I/F-q is a norm. It is 
easy to see that if h E Q,(f, H), then /zt9’ E L?,-,(f(q), Ht9’). Moreover 
LEMMA 3. Let f E Ctkp’ and 
Let 




&Gf; H, = EF(.fi H), 
aGdf) = n,(f> 
npyf, H) c a,-,(f’Q’, H(9)). 
Proof: Since G c F, 
EG(fi H) = ,$ IIf- HllG = inf max IlfCki’ - hcki’ll 
heH kiEG 
< 21 ?,a~” Jlf(ki) - htki) II = EF(J H). 
i 
If h E Q,(f), then 
11 ftki’ - hcki) I < EF(J H) 
for all ki E F\G. Therefore, for this h, 
E&H) = Il./-- hII, = y; I(fck’) - h’k”II 
= :;; Ilpk’) -‘h”r’lI = [If- Gil. 
I 
Suppose that h does not belong to a,(J). Then there is a v E H such that 
IIf- ’ IIG < IIf- h IIG = EFt.fi H)’ 
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But then for all A, 0 < ,4 < 1, and for ki E G, 
Also, for all A > 0 sufficiently small 
Ilftki) - [(l -A) h + kv](ki’(l < (1 - IZ)IIS’ki’ - /z(~~)II + L I(fCki) - uCki)]I 
< EA.fi W. 
Thus 
Ilf- [Cl -A> h + nullIF < Ilf- hIIF 
for all 2 > 0 sulficiently small, a contradiction. It follows that h E n,(f) and 
therefore also that EG(x H) = EF(J H). 
To prove the last inclusion, we note that if h E Q,(f; H), then there is no 
u E H with 
IIf - v(ki)II < IIf(ki) -h(ki)ll =EF(fiH) 
for all ki E G. Thus there is no w E HCq’ satisfying 
11 [f(Q)] (ki-q) _ ,,P-d 11 < EF(f; H) 
for all ki - q E G - q; i.e., hCq’ E Q,-,(f’“‘; HCq’). 
From the last part of this lemma it follows that if L2c-q(f(q), H’@) 
consists of one element, then h (q) for any h E Q,df, H), is this element, i.e., , 
if the best simultaneous approximation to f’“’ from HCq’ with respect to 
I/ . ]IGPq is unique, then it is the qth derivative of any best simultaneous 
approximation to f from H with respect o I] . IIF. In particular, for any g, 
h E H, gCq) = hCq’. 
LEMMA 4. Let h E a(f). 
(A) If h and f have continuous derivatives of order up to k, + 1, then 
h’ki+l)@) =f (kitl)(+ 
for all x E U,(f, h) n (a, b) and i = l,..., p. 
(B) Ifki+l = ki + 1 for some i, then 
ui(.L h) n ui+ 1C.L h) n (a, b) = 0. 
In proving uniqueness, we will use the following technique. We show that 
the difference h -g of a minimal and an arbitrary best approximation is the 
homogeneous solution of a set of equations of the form 
(h - g)‘k” (x) = 0, X E U,(f)* 
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This will allow us to conclude that h -g 3 0, i.e., the best approximation is 
unique. 
The theory of Birkhoff interpolation (see, e.g., [7]) and its extensions by 
Hausmann [2] and Keener [5] give us sufficient conditions that the 
homogeneous solution of the above interpolation problem vanish identically. 
Let E=(eij), i= l,..., M,j=O, l,..., N- 1, be an MXN matrix whose 
entries eij are only zeros and ones. Let H be a subspace of C’“-” [a, b]. The 
Birkhoff interpolation problem for E, given data b, and knots xi, i = l,..., M, 
is to find an h E H such that 
h”‘(xi) = b, 
for all those (i,j) such that eij = 1. E is called the incidence matrix of the 
problem and X= (x ,,..., x,} the set of knots. 
If, for a given incidence matrix E, the interpolation problem has a unique 
solution for each set of data {b,} and knots a < x, < xZ < a .. < x, < b, then 
E is said to be regular. Otherwise it is singular. If, for a given set of knots X, 
there is a unique solution for each set of data, we say that (E, X) is regular. 
A sequence of ones given by eij = 0, eiJ+, = ei,j+, = ... = ei,j+4 = 1 and 
ei.j+s+, = 0 (or is undefined) is said to be supported if there exist (k,, II), 
(k,, 1J with k, < i, k, > i and 1,) 1, <j + 1 for which ek,,, = ek2,* = 1. The 
sequence is even or odd if q is even, respectively, odd. The incidence 
matrix E satisfies the Polya condition if, for each k = 1, 2,..., N, the number 
of ones contained in the first k columns is at least k. It satisfies the Birkhoff 
condition, if, for each k = 1, 2 ,..., N - 1, the number of ones contained in the 
first k columns is at least k + 1. 
To avoid confusion, we would like to emphasize that the columns of E are 
numbered from 0 to N - 1. Thus the first k columns of E are the columns 
numbered from 0 to k - 1. 
The well-known theorem of Aktinson and Sharma [I] states that if E has 
n ones, satisfies the Polya condition and has no odd supported sequences, 
then E is regular for ZZ,- , , the subspace of algebraic polynomials of degree 
not exceeding n - 1. 
Using these definitions, we may state the following theorem on Birkhoff 
interpolation which is due primarily to Keener but whose proof needs some 
ideas of the original theorem of Haussmann. Since the modifications are 
minor, we omit the proof. 
THEOREM 5. Let H be an n-dimensional subspace of C’k’[a, b] and m an 
integer with 0 <m < k. Suppose that dim Hem’ = n -m and that H(“” is a 
Haar space. If m < k, assume also that the H”’ for m < i < k are Haar 
subspaces. Let E be an M x (k + 1) incidence matrix with N ones and 
x = {x1 )...) xM} a set of knots. Moreover suppose that 
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(a) E satisfies the Pdlya condition. IfN < k + 1, suppose that the first 
N columns of E satisfy the Pdlya condition. 
(b) E has no odd supported sequences. 
(c) Wheneuerj>m+landeij=l,thenei,j-,=l. 
(d) If m < k assume that A, c (a, b), where 
A,= {XilxiEX,eiqk= 1). 
Then tf N = n, (E, X) is regular with respect to H. If N < n, the associated 
interpolation problem has a (not necessarily unique) solution for any set of 
data and any ordered set of knots. 
Our first main theorem is 
THEOREM 6. Let H be an n-dimensional subspace of C”p+ “[a, b] for 
which H(kp’ and Htkpt ” are Haar subspaces and dim Hckr’ = n - k,. Let 
f E C(kpt’)[a, b] and F be such that k, = 0. If U,(f) # 0, then the best 
simultaneous approximation to f from H with respect to I( . IIF is unique. 
Proof: Recall that U,df) = U,(f, h) for any minimal best approximation 
h. We will show that g - h - 0 for any other g E adf). 
From Lemma 4(A) and the definition of a minimal best approximation 
g(kl)(x) = htki)(x), x E ui(f 19 
g 
(ki+ l)(x) =f(ki+ l)(x) = h(ki+ l)(x), 
x E ~df)lb bl 
for i= l,...,p. 
Let (E, X) be the incidence matrix associated with these equations. We 
will show that (E, X) satisfies all the assumptions of Theorem 5 with k = k,. 
First of all, note that in (a, b) equations come in pairs which, because of 
Lemma 4(B), do not overlap. Thus sequences corresponding to knots in 
(a, b) are even. Clearly also, ei,k,+r = 1 only for knots in (a, b) and if 
ei,k,+ r= 1, then also ei,k, = 1. 
We will now show that E, which has k, + z columns, satisfies the Birkhoff 
condition for the first k,, columns. Since U,(f) # 0 and since the constants 
are contained in H, card U,(f) > 2. 
Now let 1 be the smallest integer, if it exists, for which the number of ones 
in the first 1 columns is less than 1 + 1. We have shown that 12 2. Suppose 
I< k,,. By the choice of 1, the first I- 1 columns have at least 1 ones. Also 
the first 1 columns have no more than 1 ones. Thus the first 1 columns of E 
contain exactly 1 ones and the lth column consists only of zeros. Let I?? be 
the incidence matrix consisting of the first 1 columns of E. Then # contains 
exactly 1 ones, has no odd supported sequences and satisfies the Polya (even 
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the BirkhoIf) condition. Thus, by the Atkinson-Sharma theorem, E is regular 
with respect to algebraic polynomials of degree not exceeding l- 1. It is 
therefore possible to find a P E fl,-, with 
P’ki)(x) = {f’ki’(x) - h’M(x)} 
for x E U,(f), 0 < ki < I- 1. Since I< k,, n,-, c H. By the usual 
compactness arguments, it follows that for all 3, > 0 sufficiently small 
Since Pci) E 0 for j > I, h + AP is a best simultaneous approximation to f for 
all 1 > 0 sufficiently small. But U,(f, h + AP) = 0 and U,(J) # 0 which 
contradicts the minimality of h. Consequently E satisfies the Birkhoff 
condition for the first kp columns and therefore also the Polya condition for 
the first kp t 1 columns. 
Let E have N ones. We have shown that N > k, + 1. If N > k,, t 2, E 
satisfies the Polya condition for all of its k, t 2 columns. We claim that 
N > n + 1. If N < n, then (E, X) would be an incidence matrix satisfying all 
the conditions of Theorem 5. Thus one may find a u E H satisfying 
vcki)(x) = (ffkf)(x) - hfki)(x)} 
for x E U,(f), i = O,...,p. But then for all A > 0 sufficiently small, h + Au is a 
better simultaneous approximation to f than h is. This is impossible, so 
Nan-t 1. 
But now, h -g is the homogeneous solution of a regular Birkhoff inter- 
polation problem. Thus h = g and the best simultaneous approximation is 
unique. 
THEOREM 7. Let H be an n-dimensional subspace of Cckpt “[a, b] for 
which H’kp’ and H’kp+l’ are Haar spaces and dim H’kp’ = n - k,. Let 
f E C’kp+‘)[a, b] and 
q=min{kijUi(f)#Izr}. 
Then dim Q(f) = q and for any g, h E a(J), g’q’ = h’q’. Moreover, this 
unique qth derivative of the best simultaneous approximations to f from H 
with respect to )I . (IF is itself the unique best simultaneous approximation to 
f ‘q) from H’q’ with respect to the norm 11 . (IG, where 
G= {ki-qlkiEF> U,(f)Z0}* 
Proox All but the first assertion follows from Theorem 6 and Lemma 3. 
But g t APE a(f) for all g E a(f), P E ZZ,-, and all 2 sufficiently small 
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since fl,- i c H. Therefore dim Qdf) > q. On the other hand, g(@ = h(4) for 
any g, h E a(f) implies that dim Q(f) Q q which completes the proof. 
An alternative formulation of this theorem is 
COROLLARY 8. Suppose that the assumptions of Theorem I are fulJlled. 
If for some i, U,(f,g) # 0 for all g E Q(f), then gcki’ = hcki’ for any 
g, h E Q(f )a 
The conclusion of Corollary 8 is of course satisfied for i =p. This was a 
fact proved by Keener under slightly more restrictive assumptions on H. 
COROLLARY 9. Suppose that the assumptions of Theorem I are satisfied. 
Then g (kp’ = hckp’ for any two best simultaneous approximations tof: 
If the requirement hat Htkp) = n - k, is replaced by dim H(ko-‘) = 
n - k, + 1, one obtains a weaker conclusion about the dimension of the set 
of best simultaneous approximations. 
THEOREM 10. Let f, H be contained in Ckp+‘) [a, b]. Assume that 
dim H(kr-‘) = n - k, t 1 and that Hckp-‘), Htko) and Hckp+‘) are Haar 
spaces. Then dim n(j) < k,. In fact, if q is the smallest k, for which 
U,(f) z 0, then 
(a) q < dim Q(f) < q t 2 for 0 4 q < k, - 2, 
(b) k,- 1 <dimR(f)<k,for q=k,- 1, 
(c) dim Q(f) = k, - 1 for q = k, and dim Htkp) = n - k, t 1, 
(d) dim S(f) = k, for q = k, and dim Hckp’ = n - k,. 
Proof We start with the case k, = 0 and U, # 0 (i.e., q = 0). From 
Lemma 4, we know that the difference h -g of a minimal and an arbitrary 
best simultaneous approximation to f vanishes on the incidence matrix (E, X) 
corresponding to the equations 
dki’(X) = 0, x E U,(f )9 
utki+ *j(x) = 0, x E ut(f )\{a, bJ, 
i = l,..., p. Moreover, since H contains the algebraic polynomials of degree 
up to k, - 2, we may conclude that E satisfies the Birkhoff condition for the 
first k, - 1 columns and therefore the Pblya condition for the first k, 
columns. If E has no ones in the column numbered k, (corresponding to the 
k,th derivative), then all its nonzero elements are concentrated in the first k, 
rows and the conclusions of Theorem 7 hold. If E does have a one in the 
column numbered k,, we would like to use Theorem 5 with k = k, t 1 and 
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m = kp - 1. To do this, we must modify E. Assume that E has M rows and 
N ones. Let i? be the M x (k, + 2) incidence matrix obtained from E by 
adding a one at position (i, kp - 1) and deleting the one at position 
(i, kp + 1) whenever ei.S-1 = 0, ei,4 = 1 and ei,S+ r = 1. Moreover, a one is 
inserted at position (1, kp - 1) respectively at (M, k,, - 1) if e,,,p-l = 0, 
e_l,k,, - - 1 and el,k,+l = 0 respectively if eM,k,- r = 0, e,+kp = 1 and eM,kD+, = 0. 
E has the following properties 
(1) If fl denotes the number of ones ,!? has, then N < iV + 2. 
(2) If fi,< kp + 1, then ,!? satisfies the Polya condition for the first 
k, t 1 columns. Otherwise E satisfies the Polya condition for all of its k, t 2 
columns. 
(3) E has only even sequences in rows corresponding to knots in the 
interior of [a, b]. 
(4) LetAkp+r = (Xi]XiEX, ei,k,+r = 1). ThenAkp+, C (U,b). 
(5) Ife,=l forj>k,, thene+,= 1. 
Suppose that fi < n. Then by Theorem 5, we may conclude that if h is 
some minimal best approximation, then there is a u E H for which 
v(ki)(x> =f(kO(X) _ h(h)(X) 
for x E U,(f), i = l,...,p. Since these are all the extremal points off - h, the 
usual compactness argument shows that h + Av is a better approximation to f 
than h for all I > 0 sufficiently small. Thus 8 > n t 1. 
We now define a third incidence matrix E* which is also a modification of 
E. Let E* be the M x (k, t 2) incidence matrix derived from E by inserting 
a one at position (1, kp - 1) if el,k,- r = 0 and el,k, = 1 and by inserting a 
one at position (M, k,, - 1) ifeM,kp-, = 0 and e,,, k = 1. E* then has exactly 
as many ones as E; namely, N > n + 1. ’ ’ 
Now let h be a minimal and g an arbitrary best approximation tof. We 
know that h -g vanishes on (E, X). In the case that a one at position 
(1, k, - 1) has been added to E to obtain E*, let vr E H be such that v, 
vanishes on (E,X) and u ‘,“~-“(a) # 0. In the case that a 1 at position 
(M, kp - 1) has been added to E to obtain E*, let v2 E H be such that v2 
vanishes on (E *, X), except that v $kp-“(b) # 0. Then, for the appropriate 
choice of &,A,, h-g--l,v,-&v, vanishes on (E*,X). It follows that 
h - g = L, v, + &vz, i.e., dim S(J) = 2. It could happen that either less than 
two l’s were added to E to obtain E* or that u, , v2 with the required 
properties do not exist. In either case, the dimension of a(J) would be 
smaller. Thus dim a(f) < 2. 
The general case, q > 1, can be treated as before to obtain the conclusion 
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that dim 0’“‘(f) < 2. If q < k, - 2, then h + IP, for small Iz and P E Ilq- 1, 
is also a best approximation. Thus 
q<dimRdf)<q+2<k,. 
If q = k,, - 1, we have the problem of approximating f (kp-‘) by elements 
of H(kp-‘) with respect o the norm 11 . IIc with G = (0, I} or G = (0). It was 
shown by Keener that if G = (0, 1 }, then dim L?nc(f(kp-L), H’kn-“) < 1 from 
which it follows that 
dim J2$kp- “df) < 1. 
Since lIk,- 2 c H, we have 
k, - 1 < dim adf) < k,. 
If q = k,, then G = (0) and we have the ordinary Chebycheff approx- 
imation of a continuous function by elements of a Haar subspace. Thus 
dim fl,Jftkp), Htkp) = 0 from which it follows 
dim Qkkp’(f) = 0. 
Therefore dim adf) = k, - 1 if dim Hckp) = n - k, + 1 and dim B(f) = k, 
if dim Hckp) = n - k,. 
Combining the separate cases, we may conclude that dim J2df) < k,. 
Although the conclusion that dim L?(J) < k, seems, superficially, just as 
good as that of Theorem 7, one should notice that dim Q’“p’(f) may be 2, 
whereas in Theorem 7, dim Q(kp)u) = 0 always. 
The more exact analysis of dimension of the set of best simultaneous 
approximations and the slight improvement (Theorem 5) of Keeners 
sufficient condition for the regularity of Birkhoff interpolation have allowed 
dropping the assumption about the extendibility of Htkp-‘), Htkp’ and Hckp+ ‘) 
which Keener made and yet obtain the better upper bound k, (instead of 
k, + 1) for dim a(J). 
The concept of Birkhoff systems was introduced by Lorentz in [6] in 
connection with the regularity of Birkhoff interpolation problems for non- 
polynomial spaces. A Birkhoff system is an n-dimensional subspace B of 
C’“-“[a, b] with th e property that if b E B, b”‘(x,) = 0, i = 0, l,..., n - 1, for 
any x, with a Q x, Q b, then b E 0. It can shown that any incidence matrix 
with n ones which satisfies the Polya condition and has no odd supported 
sequence is regular for a Birkhoff system (see [6]). Examples of Birkhoff 
systems are algebraic polynomials and span (eX, e*“) on [ 1, 1 + a] for any 
a < In 2. 
As with Haar sets, if B is a subspace of C(“- “[a, b] of dimension n such 
that dim B(“” = n - m and that B(“” is a Birkhoff system, then B”’ is a 
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Birkhoff system of dimension n - i for all i = 0, l,..., m. This even holds in 
reverse order. If B is a Birkhoff system of dimension n and if 
dim Btmk= n -m, then each Bci), i= 0, I,..., m, is a Birkhoff system of 
degree n - i. This was noted by Lorentz [6]. 
THEOREM 11. Let fE Ctkp+ ‘) [a, b] and B be an n-dimensional Birkhofl 
system (which tacitly assumes that B is a subset of Co’-“[a, b]) such that 
dim Btkp)=n-k ,,. If q is the smallest ki for which Vi # 0, then 
dim Q(f) = q and g@’ = h@’ for any g, h E O(f). In particular, 
dim Q(f),< k,. 
THEOREM 12. Let f E C”p+ ‘) [a, b] and B be an n-dimensional Birkhoff 
system such that dim B (kp-l) = dim Bfkp’ = n - k, + 1 and such that Bckp) is 
a Haar set. If q is the smallest ki for which Vi # 0, then dim O(f) = q for 
q&$,--l and dimfi(f)=k,- 1 if q=k In particular 
dim G(f) < k,, - 1. Moreover, ifg, h E J2(f ), then g’kn”’ = hfkp-‘). 
Proof As in Theorem 6, we can show that the difference h -g of a 
minimal and an arbitrary best simultaneous approximation to f vanishes on 
an incidence matrix (E,X) which satisfies the Polya conditions, has no odd 
supported sequences and has at least n + 1 ones. It is therefore regular with 
respect o B. There are no difficulties with conditions of the form gCkp’(a) =0 
because this does not influence the regularity of E with respect o a Birkhoff 
system. 
This allows us to conclude that if k, < k, - 1, then dim Q(f) = k, in both 
Theorems 11 and 12. If k, = q, then the fact that Bckp’ is a Haar set implies 
that dim J2’kp)(f) = 0. If also dim Btkp) = n - k, + 1, then necessarily 
dim Q(f) = k, - 1. The other conclusion of Theorems 11 and 12 follow from 
these observations. Keener [ 51 investigated simultaneous approximation for 
thespaceH=span{ex,e2x}on [l,l+In2].Forthenorm~/f~~,=max(~~f~(, 
II f ‘I[}, he showed that the best simultaneous approximations may not be 
unique although U,(f) # 0. In this case, however, the space considered is 
not a Birkhoff system. In fact, if the domain of definition is taken to be [ 1, b] 
for any with 1 < b < In 2, then H is a Birkhoff system and U,(f) # 0 
implies that the best simultaneous approximation is unique. 
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