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1 Introduction
Multiple Input Multiple Output (MIMO) systems have been extensively studied in recent
years in the context of wireless communications. The original proposal by Foschini1,
known as BLAST (Bell Labs Layered Space-Time), has generated a family of architec-
tures that uses multiple antenna arrays to transmit and receive information – with the aim
of increasing the capacity and reliability of links. One of these architectures is V-BLAST
(Vertical-BLAST). In this architecture, we can use linear decoders such as: Zero Forcing;
MMSE; and the ordered version OSIC2 (Ordered Successive Interference Cancellation),
to be used in applications such as multicarrier systems3 (i.e. OFDM —Orthogonal Fre-
quency Division Multiplex— in Digital Video Broadcasting-Terrestrial or DVB-T) where
the dimension of the problem may be around several thousands.
This paper describes a novel algorithm to solve the OSIC decoding problem and its
parallelization — with better performance than those reported in the literature. Firstly, the
basic OSIC decoding procedure is shown and cost comparisons made using two sequential
algorithms. A pipelined parallelization of the sequential algorithm is derived: showing
details of load balancing in homogeneous or heterogeneous networks; communications in
message passing; shared memory architectures; and scalability. Finally, some experimental
results are depicted.
2 OSIC Decoding Procedure
In a basic approach, it is necessary to solve the typical perturbed system y = Hx + v:
where the known full rank matrix H = (h1,h2, . . . ,hn) ∈ Cm×n represents the channel
matrix; y is the observation vector; x is a vector whose components belong to a discrete
symbol set; and v is process noise. The use of MMSE (Minimum Mean Square Error)
estimation yields:
xˆ =
⌊(
H√
αIn
)†(y
0
)⌉
=
⌊
H†αy
⌉
(2.1)
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where b·e denotes the mapping of the result in the symbol set, H†α (whose rows are
named the nulling vectors) denotes the first m columns of the pseudoinverse of the aug-
mented channel matrix (H∗,
√
αIn)
∗, α−1 denotes a signal-to-noise ratio, and the as-
terisk superscript (·)∗ denotes the complex conjugate. In OSIC, the signal components
xi, i = 1, . . . , n, are decoded from the strongest (with the highest signal-to-noise ra-
tio) to the weakest, cancelling out the contribution of the decoded signal component
into the received signal and then repeating the process with the remaining signal com-
ponents. Let P be the symmetric positive definite error estimation covariance matrix,
P = E{(x− xˆ)(x− xˆ)∗} = (αIn +H∗H)−1 that can be factorized as: P = P1/2P∗/2.
These square roots factors are not unique, but it is advantageous if they have a triangular
shape (i.e. Cholesky triangles). The index of the highest signal-to-noise ratio component
of xˆ is the index of the lowest diagonal entry of P: or the least Euclidean norm row in-
dex of P1/2. Let (H∗,
√
αIn)∗ = QL be the QL factorization of the augmented channel
matrix, where L ∈ Cn×n is a lower triangular matrix and the columns of Q ∈ C(m+n)×n
are orthogonal. Let us defineQ = (Q∗α,Q
∗
β)
∗, whereQα = (qα,1,qα,2, . . .qα,n) are the
firstm rows ofQ. It is easy to verify that L−1 = P1/2, and
H†α = P
1/2Q∗α. (2.2)
Let us suppose that P1/2 is a lower triangular matrix with p1/2i , i = 1, . . . , n, as their
diagonal entries and, for simplicity, with their rows sorted in increasing Euclidean norm
order (otherwise, we obtain this using a permutation matrix Π and a unitary transforma-
tion Σ in ΠH†α = ΠP
1/2ΣΣ∗Q∗α, while preserving the lower triangular structure in
ΠP1/2Σ). Using (2.2), the first nulling vector is H†α,1 = p
1/2
1 q
∗
α,1, and xˆ1 =
⌊
H†α,1y
⌉
.
Now, in order to obtain xˆ2 the process must be repeated with the deflated channel matrix
H′ = (h2,h3, . . . ,hn) and cancelling out the contribution of xˆ1 in the received signal
y
′
= y − xˆ1h1. So, P′1/2 must be recomputed (to obtain the index of the least Euclidean
norm of P
′1/2, - again let us suppose that it is the first) and the QL factorization of the
augmented deflated channel matrix. Hence,H
′†
α,1 = p
′1/2
1 q
′∗
α,1, and xˆ2 =
⌊
H
′†
α,1y
′
⌉
.
With the previous assumptions, P
′1/2 can be obtained directly2 from the last n − 1
rows and columns of P1/2, and Q
′
α from the last n − 1 columns of Qα, saving an order
of magnitude computational cost. Therefore, only the P1/2 (matrix diagonal elements)
and the Qα matrix are necessary to solve the OSIC problem. P1/2 and Qα orH†α can be
computed solving a Recursive Least Squares (RLS) problem in a special way2. A subtle
improvement in the execution time can be achieved4 by obtaining the nulling vectors with
P1/2 and H. In both cases, the P1/2 matrix is needed. The algorithms will be developed
for the ideas reported in Hassibi’s paper2; because the results are extrapolable to the imple-
mentation proposed in Hufei Zhu’s report4. To simplify the description of the algorithm,
the details of the permutations and transformations due to the signal-to-noise ratio order
will be omitted.
2.1 The Square Root Kalman Filter for OSIC
From (2.2),Qα = H†∗α P
−∗/2. This matrix is propagated along the iterations of the square
root Kalman Filter, which was initially devised to solve a Recursive Least Squares (RLS)
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problem2. Below, a block version of the algorithm for OSIC2 called SRKF-OSIC is repro-
duced.
Input: H =
(
H∗0,H
∗
1, . . . ,H
∗
m/q−1
)∗
, P1/2(0) =
1√
α
In andQα,(0) = 0
Output: Qα = Qα,(m/q), P1/2 = P
1/2
(m/q)
for i = 0, . . . ,m/q − 1 do
CalculateΘ(i) and applied in such a way that:
E(i)Θ(i) =
 Iq HiP
1/2
(i)
0 P1/2(i)
−Γ(i+1) Qα,(i)
Θ(i) =
R
1/2
e,(i) 0
Kp,(i) P
1/2
(i+1)
Z Qα,(i+1)
 = F(i)
end for
where Z = −
(
Γ∗(i+1) −HiH†α,(i+1)
)∗
R−∗/2e,(i) , q is the number of consecutive rows of
H processed in a block (block size), so Hi ∈ Cq×n. The iteration index subscript
enclosed between parenthesis denotes that the variable is updated iteratively: Qα and
P1/2 are the values Qα,(i+1) and P
1/2
(i+1) in the last iteration i = m/q − 1. Γ(i+1) =(
0Tiq×q, Iq,0
T
(m−q(i+1))×q
)T
∈ Rm×q. Re,i andKp,(i) are variables of the Kalman Filter
whose meaning can be found in Sayed’s paper5, andH†α,(i+1) appears implicitly in Z. The
cost of one iteration is a matrix multiplication HiP
1/2
(i) and the application of a sequence
of Givens rotations Θ(i), exploiting and preserving the triangular structure of P
1/2
(i) along
the iterations. If we use a QR-like factorization algorithm we do not exploit the submatrix
structure and the number of computations increase unnecessarily. Let wTRMM(q, n) denote
the cost of the HiP
1/2
(i) matrix multiplication (qn
2 flops6), where q and n are the dimen-
sions of the result, and wROT(z), the cost of applying a Givens rotation to a pair of vectors
of z components (6z flops6). The cost can be approximated as:
m/q−1∑
i=0
{
wTRMM(q, n) +
n∑
c=1
q∑
r=1
[wROT(q − r + 1) + wROT(n− c+ 1 + [i+ 1]q)]
}
=
=
m/q∑
i=1
wTRMM(q, n) + q
m/q∑
i=1
n∑
c=1
wROT(c+ iq) + n
m/q∑
i=1
q∑
r=1
wROT(r) ≈ 4n2m+ 3nm2(2.3)
2.2 The Square Root Information Filter for OSIC
The square root information filter algorithm5 variation to solve this problem, called SRIF-
OSIC, is shown below. LetV(a)(i) andW
(a)
(i) be:
V(a)(i) =
(
P−∗/2(i) H
∗
i
P1/2(i) 0
)
, W(a)(i) =
(
P−∗/2(i+1) 0
P1/2(i+1) −Kp,(i)
)
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If Θ(i) is a unitary matrix such that V
(a)
(i)Θ(i) = W
(a)
(i) , then V
(a)
(i)V
(a)∗
(i) = W
(a)
(i)W
(a)∗
(i) .
Let the following augmented matrices be:
V(b)(i) =
P
−∗/2
(i) H
∗
i
P1/2(i) 0
A B
 , W(b)(i) =
P
−∗/2
(i+1) 0
P1/2(i+1) −Kp,(i)
L M
 ;
To propagate Qα,(i) along the iterations, let us force A = Qα,(i) and L = Qα,(i+1), and
evaluateV(b)(i)V
(b)∗
(i) =W
(b)
(i)W
(b)∗
(i) . Hence, a solution can be obtained forB = Γ(i+1) and
M = (Γ(i+1) −H†∗α,(i)H∗i )R−∗/2e,(i) . The necessary ordering information can be obtained
from P−∗/2 without its (total) inversion, so avoiding the propagation of the second row of
matrices in the algorithm. Accordingly, they will be deleted from V(b)(i) andW
(b)
(i) and the
new matrices as will be denoted asV(i) andW(i).
Input: H∗ = (H∗0,H∗1, . . . ,H∗m/q−1), P
−1/2
(0) =
√
αI,Qα,(0) = 0
Output: Qα = Qα,(m/q), P−∗/2 = P
−∗/2
(m/q)
for i = 0, . . . ,m/q − 1 do
ComputeΘ(i) in such a way that:
V(i)Θ(i) =
(
P−∗/2(i) H
∗
i
Qα,(i) Γ(i+1)
)
Θ(i) =
(
P−∗/2(i+1) 0
Qα,(i+1) M
)
=W(i)
end for
Zeroes must be placed in the positions of the submatrix H∗i in V(i). This can be
achieved by using Householder transformation applications or Givens rotation applica-
tions, or both, and right applied to V(i). Let us suppose that Givens rotations are used,
then for every row r = 1, . . . , n of H∗i , q Givens rotations need to be applied to a pair of
vectors of (n − r + 1) + [i + 1]q components, so the cost of the ith iteration and the total
iterations is:
Wsec,i =
n∑
r=1
qwROT((n− r + 1) + [i+ 1]q) = 3qn2 + 6q2n[i+ 1] + 3qn (2.4)
Wsec =
m/q−1∑
i=0
Wsec,i ≈ 3n2m+ 3nm2 (2.5)
flops respectively. As a result, this version can be about 16% faster than the square root
Kalman Filter based on (2.3) when n ≈ m, because neither matrix multiplication, nor
rotation applications, are necessary. This speedup could be even greater if Householder
transformations are used (the higher the value of q, the greater the speedup, asymptotically
to 25% when n ≈ m).
3 Parallel Algorithm
For reasons of clarity, let us suppose as an example that we have p = 2 processors, P0
and P1. A matrix enclosed within square brackets with a processor subscript will denote
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that part of the matrix belonging to such a processor. If it is enclosed within parenthesis, it
denotes that the entire matrix is in such a processor. Let C(i),D(i) andV(i) be:
C(i) =
(
P−∗/2(i)
Qα,(i)
)
, D(i) =
(
H∗i
Γ(i+1)
)
, V(i) =
(
C(i), D(i)
)
The n columns of C(i) will be distributed among the processors (n0 columns belong to
P0 and n1 columns to P1, with n0 + n1 = n) and this assignment will not change during
the parallel algorithm execution (it could change in an adaptive load balance algorithm
version). D(i) will be manipulated in a pipelined way by all the processors, so the subscript
will change accordingly (it will be initially in P0). We will divide H∗i in
(
D(i)
)
Pj
in p
groups of nj consecutive rows denoted by a left superscript. The initial data partition will
be given by:
V(i) =
[P−∗/2(i)
Qα,(i)
]
P0
[
P−∗/2(i)
Qα,(i)
]
P1
 n0 [H∗i ]n1 [H∗i ]
Γ(i+1)

P0
 = ([C(i)]P0 [C(i)]P1 (D(i))P0 )
3.1 Processor Tasks
Let us suppose that P0 gets zeroes in the n0 rows of
n0 [H∗i ] by applying a sequence of
unitary transformationsΘ(i),P0 (the apostrophe (·)′ will denote the updating of a matrix):
V′(i) = V(i)Θ(i),P0 =
[ P−∗/2(i+1)
Qα,(i+1)
]
P0
[
P−∗/2(i)
Qα,(i)
]
P1
 n0 [0]n1 [H∗i ]′
Γ′(i+1)

P0

It can be observed that the data not belonging to P0 are not involved in the computations.
[P−∗/2(i) ]P0 is converted in [P
−∗/2
(i+1)]P0 and only the first (i+1)q rows of the matrices Γ(i+1)
and [Qα,(i)]P0 are updated due to the structure of Γ(i+1) and the zero initial value of
Qα,(0). It is also important to note that
[
C(i+1)
]
P0
(the first n0 columns of the resultV′(i))
are the first n0 columns of the matrixV(i+1). This is useful to obtain a pipelined behaviour
in the processing work with minimum data movement from one iteration to the next. Now,
if P0 transfers
n1 [H∗i ]
′ and the nonzero part of Γ′(i+1) to P1, then P1 can obtain zeroes in
the n1 rows of
n1 [H∗i ]
′ with the application of the unitary transformation sequenceΘ(i),P1 .
Simultaneously, P0 could work with
[
C(i+1)
]
P0
provided that new input data is available
(pipelined behaviour):
V′′(i) = V
′
(i)Θ(i),P1 =
[ P−∗/2(i+1)
Qα,(i+1)
]
P0
[
P−∗/2(i+1)
Qα,(i+1)
]
P1
 n0 [0]n1 [0]
M

P1
 =W(i)
Then, the final result is obtained in a pipelined way by means of V(i)Θ(i) =
V(i)Θ(i),P0Θ(i),P1 = W(i). Let nj be the number of columns of C(i) assigned to Pj
and r0j , the index of the first of them. It can be verified that the arithmetic overhead due to
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parallelization is zero. The arithmetic cost in the Pj processor for the ith iteration is:
WPj ,i =
nj∑
r=1
wROT(n−r0j +2−r+[i+1]q) = [6q(n−r0j +2+[i+1]q)−3q]nj−3qn2j
(3.1)
3.2 Load Balance, Heterogeneous Systems and Maximum Speedup
If the same number of columns of C(i) are assigned to each processor, the parallel algo-
rithm is clearly unbalanced due to to the lower triangular structure of P−∗/2(i) in C(i). The
workload should be balanced at iteration level in order to minimize processor waiting time.
The optimum number of columns nj assigned to the processor Pj can be calculated solving
the following second order equation:
WPj ,itwj =Wseq,itwseq/Smax, ∀ 0 ≤ j ≤ p− 1 (3.2)
beginning with n0 and r00 = 1, up to np−1. Smax is the maximum speedup attainable in
the heterogeneous or homogeneous system (in this case Smax = p) and twj and twseq are
the time per flop in the Pj processor and the sequential processor, respectively. This result
depends on the iteration index i, so if a static load balance scheme is desired then the load
can balanced for the worst case, i = m/q− 1. An alternative way to balance the workload
is to symmetrically assign columns to a processor, therefore the processor workload now
depends linearly on the number of columns assigned to it, although the number of transfers
nearly doubles. The maximum speedup in the heterogeneous network depends on the time
per flop twj of each processor. Let us define sj as the normalized relative speed of the
processor Pj (dimensionless): sj =
(∑p−1
r=0
twj
twr
)−1
. It can be verified that
∑p−1
j=0 sj = 1,
and twjsj = twksk, and if Pj is u times faster than Pk, then sj = usk. Let us suppose that
the sequential algorithm is run on the fastest processor Pf (twseq = twf ). The maximum
speedup can be obtained from (3.2) when a perfect load balance is obtained and there is no
parallel arithmetic overhead. Hence, Smax can be obtained from (3.2) with j = f :
Smax =
Wseq,itwf
WPf ,itwf
=
∑p−1
j=0WPj ,i
WPf ,i
=
∑p−1
j=0WPf ,i
twf
twj
WPf ,i
=
1
sf
3.3 Communications, Shared Memory Implementation and Scalability
The parallel algorithm organization requires that processor Pj transfers the nonzero part of
the updated (D(i))Pj matrix —(i+ 1)q +
∑p−1
k=j+1 qnk elements to Pj+1, 0 ≤ j < p− 1.
Let us suppose that the time for transferring this information from Pj to Pj+1 for the ith
iteration can be modeled as a linear function of the number of elements to transfer. The
worst case takes place when there is no computation and communication overlap, and all
the transfers must be handled serially. For this worst case, the communication time is:
TC =
m/q−1∑
i=0
p−1∑
j=0
TC,Pj ,i = Θ (mnp) +Θ
(
mp2
)
+Θ
(
pm2
q
)
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If we use a shared memory multiprocessor system, and each process can be mapped on
a processor. In this case, data transfer consists in copying this data from the memory space
of Pj to the memory space of Pj+1 and controlling access to it with a typical producer-
consumer strategy. The copying of data to the next processor memory space can be a
time consuming operation. We avoid this copying time by using a shared circular buffer
whose elements are arrays of the same size as the data to transfer, so the symbolic copy can
consist in a pointer to an element buffer update. These ideas can be extrapolated to shared
and distributed memory parallel systems with minimum change in the code.
The scalability of the parallel system based on the isoefficiency function7 can be eval-
uated by comparing the sequential time (2.5) with the total parallel overhead time. In our
case, the only theoretical source of overhead is the communication time, so the total par-
allel overhead time is pTC . IfWsectwsec = pTC , the workload must be increased as in the
worst case of n = Θ(p2), nm = Θ(p3) or n
2q
m = Θ(p
2). If the transfers can be handled
simultaneously, thenm,n = Θ(p).
3.4 Experimental Results
The tests have been run in a ccNUMA architecture multiprocessor running a 64 bit Linux
operating system with up to 16 processors available to one user. Each processor is a 1.3
GHz Itanium 2. The programs have been coded in Fortran using a proprietary MPI com-
munications library. Figure 1 shows the sequential execution time ratio of the SRKF-OSIC
and SRIF-OSIC (Givens) versions for several values of q, where we can observe that the
proposed SRIF-OSIC algorithm is faster than the SRKF-OSIC. We observed in the SRIF-
OSIC algorithm sequential execution time an optimum value for q that gave a minimum
execution time. There is no algorithmic reason for obtaining such minimum execution
times, (2.5), so this behaviour is caused by the processor architecture. Figure 2 shows the
efficiency of the proposed parallel algorithm in a message passing architecture for q = 20
andm = 6000, depicting a good efficiency in the results for p = 2, 4, 8 and 16 processors.
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Figure 1. Execution time ratio of SRKF-OSIC and SRIF-OSIC (Givens) versions form = 6000.
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Figure 2. Efficiency of the SRIF-OSIC (Givens) parallel algorithm for q = 20 andm = 6000.
4 Conclusions
A novel algorithm is proposed to solve the OSIC decoding problem based on the square
root information filter algorithm — and it offers a better performance than the reference
based on the square root Kalman Filter algorithm. The improvement lies in the fact that
a matrix multiplication, and the application of some rotations, are unnecessary in the new
algorithm. A parallelization with a high degree of efficiency and scalability was obtained
with a simple load balancing criterion for heterogeneous networks; and a simple extrapo-
lation to shared memory, or distributed and shared memory systems.
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