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Introduzione
Lo scopo di questa tesi e` discutere la teoria delle forme normali di campi vettoriali
olomorﬁ locali singolari nell’origine di Cn, presentando sia risultati recenti sulla norma-
lizzazione olomorfa sia una sistematizzazione dei risultati classici sulla normalizzazione
formale.
La prima parte e` quindi dedicata alla formalizzazione della teoria della forma
normale di Jordan-Chevalley generalizzata ad algebre di Lie di dimensione inﬁnita
che siano limite proiettivo di algebre di Lie semi-semplici di dimensione ﬁnita. Ogni
elemento di questa speciale classe di algebre di Lie, che chiameremo algebre di Lie
filtrate semi-semplici, ammette una decomposizione unica come somma di un ele-
mento semi-semplice con un elemento nilpotente che commutano, dove un elemento
dell’algebra e` detto semi-semplice [risp. nilpotente] se lo e`, nel senso usuale, ristretto
ad ogni algebra della ﬁltrazione. Inoltre tale decomposizione e` conservata dalla rap-
presentazione aggiunta e passando ad una qualsiasi rappresentazione dell’algebra che
rispetti la ﬁltrazione. La decomposizione ottenuta e` detta ancora decomposizione di
Jordan-Chevalley.
Lo spazio dei campi vettoriali formali singolari nell’origine di Cn, che indicheremo
con X̂n, e` un’algebra di Lie ﬁltrata, quindi possiamo applicare la teoria svolta e ottenere
una decomposizione unica di Jordan-Chevalley per ogni campo vettoriale di X̂n.
Un campo vettoriale X di X̂n sara` detto semi-semplice se, per ogni intero posi-
tivo k ≥ 1, il campo vettoriale X(k), ottenuto troncando X ai suoi termini di grado k,
e` un endomorﬁsmo semi-semplice dello spazio vettoriale di dimensione ﬁnita Jkn dei
k-getti di serie formali complesse in n variabili, nulle nell’origine. Analogamente, un
campo vettoriale X di X̂n sara` detto nilpotente se, per ogni intero positivo k ≥ 1, il
campo vettoriale X(k) e` un endomorﬁsmo nilpotente di J
k
n .
Ogni campo vettoriale X di X̂n puo` essere quindi scritto in maniera unica nella
forma
X = S +N
dove S e` un campo vettoriale semi-semplice, N e` un campo vettoriale nilpotente, e
vale [S,N ] = 0.
Introduciamo dunque la cosiddetta forma normale di Poincare´-Dulac di un campo
vettoriale. Un campo vettoriale X di X̂n e` detto in forma normale di Poincare´-Dulac
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se e` della forma
X = Xs +Xn,
dove Xs e` un campo vettoriale lineare semi-semplice e Xn e` un campo vettoriale che
commuta con Xs, e` nilpotente ristretto ai k-getti Xkn di campi vettoriali per ogni in-
tero positivo k e sara` detto risonante. Dalla teoria svolta sulla decomposizione di
Jordan-Chevalley, deduciamo inoltre, come corollario, il seguente classico risultato,
dovuto a Poincare´ [Po] e Dulac [Du], sulla normalizzazione formale, di cui una di-
mostrazione classica si trova in [Ar].
Teorema. (Poincare´-Dulac, 1904) Sia X un elemento di X̂n. Allora esiste un cambia-
mento di variabili formale che porta il campo X in forma normale di Poincare´-Dulac.
Utilizzando il metodo di Newton, e` infatti possibile dimostrare che per ogni campo
vettoriale semi-semplice di X̂n esiste un cambiemento di coordinate formale che porta il
campo dato nel suo temine lineare semi-semplice. Dato X in X̂n la cui decomposizione
di Jordan sia S+N , il cambio formale di coordinate che porta S nella sua parte lineare
semi-semplice, porta X in forma normale di Poincare´-Dulac.
Nella seconda parte indaghiamo sulla normalizzazione olomorfa di campi vettoriali
olomorﬁ locali nulli in 0, che indichiamo con Xn. Dato un campo vettoriale olomorfo X
singolare in 0, ci chiediamo quando esso ammetta una normalizzazione olomorfa che
lo porti in forma normale di Poincare´-Dulac. Anche nel caso di un campo vettoriale
olomorfo, a causa del problema dei piccoli divisori (per un’introduzione al problema dei
piccoli divisori si rimanda a [Ma]), il cambio di coordinate ottenuto con il metodo di
Newton puo` essere non convergente. Brjuno ha infatti dimostrato che esistono campi
vettoriali olomorﬁ che non ammettono alcuna normalizzazione olomorfa (si veda [LD]
pag. 38).
Ci concentriamo su risultati recenti, ottenuti da Zung in [Zu1] e [Zu2], che for-
niscono condizioni necessarie e/o suﬃcienti di tipo geometrico per l’esistenza di una
normalizzazione olomorfa, in contrasto con le tecniche ormai classiche, dovute princi-
palmente a Brjuno (si veda [Brj]), di sapore piu` analitico e di teoria dei numeri.
Nel 2002, Zung ha infatti dimostrato il seguente risultato (per la deﬁnizione di
grado torico si veda pag. 53)
Teorema. (Zung, 2002) Sia X un elemento di Xn. Allora X ammette una nor-
malizzazione di Poincare´-Dulac convergente in un intorno dell’origine se e solo se e`
preservato, in un intorno dell’origine, da un’azione effettiva di un toro (reale) di di-
mensione uguale al grado torico di X , che abbia l’origine come punto fisso e tale che
la parte semi-semplice di X appartenga alla sottoalgebra abeliana di gl(n,C) associata
alla parte lineare dell’azione.
Oltre ad esporre in maniera esaustiva tale risultato, indaghiamo sulla necessita`
dell’ultima ipotesi sull’azione. Dimostriamo inﬁne il seguente risultato, sempre dovuto
a Zung (si veda [Zu1]), che ci fornisce una condizione suﬃciente per l’esistenza di una
siﬀatta azione per un campo X di Xn.
Teorema. (Zung, 2002) Sia X un campo vettoriale di Xn. Supponiamo che esista
un intero positivo m, con 1 ≤ m ≤ n, per cui esistono m campi vettoriali locali
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olomorfi X1 = X,X2, . . . , Xm e n−m funzioni locali olomorfe f1, . . . , fn−m in (Cn, 0)
con le seguenti proprieta`:
(i) i campi vettoriali X1, . . . , Xm commutano a due a due e sono linearmente in-
dipendenti;
(ii) le funzioni f1, . . . , fn−m sono integrali primi comuni per X1, . . . , Xm, cioe` per
ogni j e k si ha Xj(fk) = 0, e sono funzionalmente indipendenti quasi ovunque.
Allora X ammette una normalizzazione di Poincare´-Dulac convergente in un in-
torno dell’origine.
Vediamo brevemente il contenuto dei vari capitoli.
Nel Capitolo 1 richiamiamo le nozione di gruppo di Lie e di algebra di Lie eviden-
ziando le proprieta` principali delle algebre di Lie che intervengono nella dimostrazione
dell’esistenza e dell’unicita` della decomposizione di Jordan-Chevalley in algebre di Lie
semi-semplici di dimensione ﬁnita. Introduciamo quindi, utilizzando la nozione di limi-
te proiettivo, la nozione di spazio vettoriale di dimensione inﬁnita ﬁltrato e di algebra
di Lie ﬁltrata semi-semplice e, seguendo i testi [Bou2], [Ch], [Hu] e [Ja], generalizziamo
a tali spazi la decomposizione di Jordan-Chevalley.
Nel Capitolo 2 mostriamo, seguendo [LD], che lo spazio X̂n e` un’algebra di Lie
ﬁltrata e applichiamo la teoria svolta nel Capitolo 1; introduciamo la forma nor-
male di Poincare´-Dulac e mostriamo che ciascuna forma normale di Poincare´-Dulac
di un campo vettoriale formale si ottiene dalla decomposizione di Jordan-Chevalley del
campo vettoriale.
Il Capitolo 3 e` dedicato alle diseguaglianze di  Lojasiewicz in campo complesso.
Tali diseguaglianze sono uno degli strumenti chiave nella dimostrazione dell’ultimo
Teorema di Zung che presenteremo.
Nel Capitolo 4 esponiamo in maniera esaustiva i recenti risultati di Zung dell’ar-
ticolo [Zu1], introducendo, su consiglio del Prof. Zung, una nozione di grado torico di
un elemento di Xn diﬀerente da quella presente in [Zu1] e [Zu3].
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Capitolo 1
Gruppi e Algebre di Lie
1.1 Gruppi di Lie
Deﬁnizione 1.1.1. Un gruppo di Lie e` un gruppo (G, ·) fornito anche di una struttura
di varieta` diﬀerenziabile tale che il prodotto (g1, g2) 7→ g1 · g2 e l’inverso g 7→ g−1 siano
applicazioni diﬀerenziabili.
Ad esempio ogni spazio vettoriale complesso (o reale) V di dimensione ﬁnita con
la sua struttura di gruppo additivo e` un gruppo di Lie in un modo canonico. Inol-
tre, l’insieme Aut(V ) degli automorﬁsmi lineari di V e` un sottoinsieme aperto dello
spazio vettoriale di dimensione ﬁnita End(V ) delle applicazioni lineari di V in se´, in
quanto Aut(V ) coincide con l’insieme {A ∈ End(V ) : det(A) 6= 0} e il determinante
e` una funzione continua. Quindi Aut(V ) eredita la struttura di varieta` diﬀerenziabile
e, passando in coordinate locali, l’operazione di gruppo di Aut(V ) e` il prodotto fra
matrici, che e` un’applicazione diﬀerenziabile. Ne segue che anche Aut(V ) possiede una
struttura canonica di gruppo di Lie, e otteniamo i gruppi
GL(n,R) = AutR(R
n) e GL(n,C) = AutC(C
n).
Poiche´ le applicazioni lineari di Kn in Km, dove K = R,C, possono essere descritte
da matrici m × n a coeﬃcienti in K, si ha che GL(n,K) e` canonicamente isomorfo al
gruppo delle matrici n × n invertibili, quindi possiamo pensare GL(n,R) e GL(n,C)
come gruppi di matrici.
E` un gruppo di Lie anche S1, inteso come l’insieme dei numeri complessi di modulo
unitario, con il prodotto di numeri complessi. Inoltre, il toro Tn = (S1)n di dimensio-
ne n e` un gruppo di Lie abeliano, in quanto se G1, . . . , Gr sono gruppi di Lie, allora il
prodotto cartesiano G1×· · ·×Gr considerato col prodotto componente per componente
e` un gruppo di Lie.
Deﬁnizione 1.1.2. Un omomorfismo di gruppi di Lie e` un’applicazione F :G → H
fra gruppi di Lie che sia diﬀerenziabile e un omomorﬁsmo di gruppi. Un isomorfismo
di gruppi di Lie e` un diﬀeomorﬁsmo che e` anche un isomorﬁsmo di gruppi.
Ad esempio la funzione esponenziale exp:R → R∗ e` un omomorﬁsmo di gruppi
di Lie (R∗ e` un gruppo di Lie con la moltiplicazione), in quanto e` diﬀerenziabile e si
ha et+s = et · es.
1
Il rivestimento universale pi:R → S1 dato da pi(t) = eit e` un omomorﬁsmo di
gruppi di Lie. Piu` in generale, l’applicazione pi:Rn → Tn data da
pi(t1, . . . , tn) = (eit
1
, . . . , eit
n
)
e` un omomorﬁsmo di gruppi di Lie.
Deﬁnizione 1.1.3. Se G e` un gruppo di Lie e h e` un suo elemento, la traslazione
sinistra Lh:G → G e la traslazione destra Rh:G → G sono rispettivamente deﬁnite
da Lh(g) = hg e Rh(g) = gh. Sono chiaramente diﬀeomorﬁsmi di G con se stesso,
ma non degli isomorﬁsmi di gruppi di Lie. Invece, il coniugio Ch:G → G deﬁnito
da Ch(g) = hgh
−1 e` un isomorﬁsmo di gruppi di Lie.
I gruppi di Lie appaiono spesso come gruppi di simmetria di una varieta`:
Deﬁnizione 1.1.4. Siano G un gruppo di Lie, e M una varieta`. Un’azione (differen-
ziabile) di G su M e` un’applicazione θ:G×M →M diﬀerenziabile tale che
θ
(
g1, θ(g2, p)
)
= θ(g1g2, p) e θ(e, p) = p
per tutti gli elementi g1, g2 di G e p in M , dove e e` l’elemento neutro di G. Per ogni g
in G sia θg:M →M data da θg(p) = θ(g, p); allora si ha θg1 ◦ θg2 = θg1g2 e θe = IdM .
Deﬁnizione 1.1.5. Siano G un gruppo di Lie, M una varieta` e θ un’azione di G
suM . L’azione e` detta fedele, o effettiva, se l’applicazione che ad ogni elemento g di G
associa θg e` iniettiva.
Ad esempio il gruppo GL(n,K), K = R,C, agisce su Kn per moltiplicazione.
Notiamo inoltre che un gruppo di Lie agisce su se stesso in almeno due modi: per
traslazione sinistra, e per coniugio.
Deﬁnizione 1.1.6. Sia θ:G × M → M un’azione di un gruppo di Lie G su una
varieta` M . L’orbita di un punto p ∈ M e` l’insieme G · p = {θg(p) : g ∈ G}. Si
vede facilmente che le orbite costituiscono una partizione di M , cioe` che la relazione
“appartenere ad una stessa orbita” e` di equivalenza. Indicheremo con M/G lo spazio
quoziente relativo a questa relazione di equivalenza, e diremo che l’azione e` transitiva
se esiste un’unica orbita, ossia se per ogni p, q ∈M esiste g ∈ G tale che θg(p) = q.
1.2 Campi vettoriali su gruppi di Lie e algebre di Lie
Deﬁnizione 1.2.1. Un campo vettoriale X su un gruppo di Lie G e` invariante a
sinistra se si ha dLh(X) = X per ogni h ∈ G, cioe` se
∀h, g ∈ G d(Lh)g(Xg) = Xhg,
dove Lh:G→ G e` la traslazione sinistra.
I campi vettoriali invarianti a sinistra sono particolarmente importanti, in quanto
sono strettamente legati allo spazio tangente a G nel suo elemento neutro, come mostra
il risultato che segue.
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Lemma 1.2.2. Sia G un gruppo di Lie di elemento neutro e ∈ G. Allora:
(i) L’applicazione X 7→ X(e) e` un isomorfismo fra il sottospazio dei campi vettoriali
su G costituito dai campi vettoriali invarianti a sinistra e lo spazio tangente TeG.
(ii) Se X e Y sono campi vettoriali su G invarianti a sinistra, allora anche il campo
vettoriale [X, Y ] = XY − Y X lo e`.
Dimostrazione. (i) Se X e` un campo vettoriale su G invariante a sinistra, chiaramente
abbiamo
X(h) = dLh
(
X(e)
)
per ogni h ∈ G, per cui X e` completamente determinato dal suo valore in e. Viceversa,
se scegliamo v ∈ TeG e poniamo Xv(h) = dLh(v) ∈ ThG per ogni h ∈ G otteniamo un
campo vettoriale invariante a sinistra che vale v nell’elemento neutro.
(ii) Se X e Y sono campi vettoriali invarianti a sinistra si ha
XY (f ◦ Lh) = X((dLhY (f)) ◦ Lh) = (dLhX dLhY )(f) ◦ Lh,
e, analogamente,
Y X(f ◦ Lh) = (dLhY dLhX)(f) ◦ Lh.
Quindi
dLh[X, Y ] = [dLhX, dLhY ] = [X, Y ]
per ogni h ∈ G, per cui anche [X, Y ] e` invariante a sinistra.
Dunque lo spazio tangente all’identita` di un gruppo di Lie eredita dai campi vetto-
riali invarianti a sinistra un’ulteriore struttura algebrica data dalla parentesi di Lie [·, ·].
Deﬁnizione 1.2.3. Uno spazio vettoriale V su K dotato di un’ulteriore operazione
[· , ·]:V × V → V che, per ogni v1, v1, v3 in V e per ogni a, b in K, soddisfa le seguenti
proprieta`:
(i) [v1, v2] = −[v2, v1] (anticommutativita`),
(ii) [av1 + bv2, v3] = a[v1, v3] + b[v2, v3] (linearita`),
(iii)
[
v1, [v2, v3]
]
+
[
v2, [v3, v1]
]
+
[
v3, [v1, v2]
]
= 0 (identita` di Jacobi),
e` detto un’algebra di Lie. Se V e W sono algebre di Lie, un morfismo di algebre di
Lie e` un’applicazione L:V → W lineare che soddisﬁ [L(v1), L(v2)] = L[v1, v2] per ogni
coppia di elementi v1, v2 di V .
Esempio 1.2.4. Sia A un’algebra non commutativa sul campo K. Allora possiamo
munire A di una struttura di algebra di Lie tramite il commutatore [· , ·]:A× A → A
deﬁnito da
[X, Y ] = XY − Y X ∀X, Y ∈ A;
si veriﬁca subito che il commutatore soddisfa le proprieta` (i)-(iii) della Deﬁnizione 1.2.3.
In particolare se consideriamo l’algebra associativa degli endomorﬁsmi di uno spazio
vettoriale V su un campo K, otteniamo l’algebra di Lie degli endomorfimi di V , che
denotiamo con gl(V ); per V = Kn l’algebra di Lie gl(V ) verra` indicata con gl(n,K).
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Deﬁnizione 1.2.5. Sia G un gruppo di Lie di elemento neutro e. Per ogni v in TeG,
indichiamo con Xv il campo vettoriale su G invariante a sinistra che veriﬁca Xv(e) = v.
Lo spazio tangente all’elemento neutro, considerato con la sua struttura di spazio
vettoriale e con l’operazione [·, ·]:TeG×TeG→ TeG deﬁnita da [v, w] = [Xv, Xw](e), e`
detto l’algebra di Lie del gruppo G e si denota con g.
Deﬁnizione 1.2.6. Sia G un gruppo di Lie connesso. Un sottogruppo a un parametro
di G e` un’applicazione diﬀerenziabile θ:R → G che sia un omomorﬁsmo di gruppi. In
altre parole, richiediamo che θ(0) sia l’elemento neutro e di G, e che, per ogni s, t
appartenenti a R, si abbia θ(t+ s) = θ(t) · θ(s).
Proposizione 1.2.7. La corrispondenza tra l’insieme dei sottogruppi a un parametro
di un gruppo di Lie connesso G e l’algebra di Lie g di G definita da
Θ: θ 7→ θ˙(0),
per ogni sottogruppo a un parametro θ, e` una biiezione canonica.
Dimostrazione. Possiamo interpretare g come lo spazio dei campi vettoriali su G in-
varianti a sinistra. Allora l’inversa di Θ e` l’applicazione che ad ogni campo vetto-
riale invariante a sinistra X di g associa la curva integrale di X avente come punto
iniziale l’elemento neutro e di G, che denotiamo con θX . Basta quindi dimostrare
che θX e` un sottogruppo a un parametro. Infatti, se Φ e` il ﬂusso associato a X , allora
vale θX(s+ t) = Φt+s(e) = Φt(Φs(e)) e, poiche´ X e` invariante a sinistra, lo e` anche Φ,
ossia Φt(ge) = gΦt(e) per ogni g in G. Quindi, prendendo g = Φs(e), si ha
Φt(Φs(e) · e) = Φs(e)Φt(e) = θX(s) · θX(t),
ossia θX e` un omomorﬁsmo di gruppi di Lie fra R e G. E` evidente che la com-
posizione X 7→ θX 7→ θ˙X(0) e` l’identita`. Viceversa, per vedere che anche la com-
posizione θ 7→ θ˙(0) = X 7→ θX e` l’identita`, osserviamo che il sottogruppo a un
parametro θ deﬁnisce un ﬂusso Φ:R×G→ G; tale ﬂusso e` deﬁnito da (t, g) 7→ g · θ(t),
e veriﬁca ∂/∂t|0Φ(t, g) = dLg(θ˙(0)), che e` lo stesso ﬂusso che corrisponde al campo
vettoriale invariante X . Ne segue che le loro curve integrali del ﬂusso Φ e del ﬂlusso
di X con punto iniziale e devono coincidere, ossia θ = θX .
Esempio 1.2.8. Uno spazio vettoriale reale o complesso, visto come gruppo di Lie,
coincide con la sua algebra di Lie e il sottogruppo a un parametro corrispondente ad
un elemento v di V e` θv(t) = tv.
Analogamente, il toro Tn ha come algebra di Lie Rn e il sottogruppo a un
parametro corrispondente a un elemento v di Rn e` θv(t) = tv (modZn).
Il gruppo degli automorﬁsmi lineari Aut(V ) di uno spazio vettoriale V ha come
algebra di Lie lo spazio End(V ) di tutti gli endomorﬁsmi lineari di V , in quanto Aut(V )
e` una sottovarieta` aperta di End(V ). Il sottogruppo a un parametro corrispondente
ad un endomorﬁsmo A di V e` θA:R → Aut(V ) dato da
t 7→ exp(tA) =
n∑
k=1
(tA)k
k!
.
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Deﬁnizione 1.2.9. Sia g un’algebra di Lie. L’applicazione aggiunta di g e` l’omomor-
ﬁsmo di algebre di Lie ad: g → gl(g) deﬁnito da ad(X)(Y ) = [X, Y ].
Proposizione 1.2.10. Sia g un’algebra di Lie. Allora:
(i) per ogni elemento X di g, ad(X) e` una derivazione;
(ii) l’applicazione aggiunta e` un omomorfismo di g nell’algebra Der(g) delle deriva-
zioni di g;
(iii) se D e` una derivazione di g e X e` un elemento di g allora si ha
[D, ad(X)] = ad(DX).
Dimostrazione. L’identita` di Jacobi puo` essere scritta come
ad(X)[Y, Z] = [ad(X)Y, Z] + [Y, ad(X)Z]
oppure
ad([X, Y ])Z = ad(X)(ad(Y )Z)− ad(Y )(ad(X)Z),
da cui seguono le prime due aﬀermazioni. D’altra parte, se D appartiene a Der(g)
e X, Y sono elementi di g, allora si ha
[D, ad(X)]Y = D[X, Y ]− [X,DY ] = [DX, Y ] = ad(DX)Y,
da cui segue l’ultima aﬀermazione.
Deﬁnizione 1.2.11. Sia g un’algebra di Lie. Una derivazione D di g e` detta interna
se esiste un elemento X di g tale che D coincida con ad(X).
1.3 Rappresentazioni
Deﬁnizione 1.3.1. Una rappresentazione di un gruppo di Lie G su uno spazio vetto-
riale complesso (di dimensione ﬁnita) V e` un omomorﬁsmo
ρ:G→ Aut(V )
di G in Aut(V ). Diremo che la coppia (V, ρ) e` una rappresentazione complessa e che V e`
lo spazio della rappresentazione. La dimensione di V come spazio vettoriale complesso
e` la dimensione della rappresentazione.
Se scriviamo in termini delle θg le equazioni della Deﬁnizione 1.1.4 che deﬁniscono
un’azione θ, esse diventano
θg ◦ θh = θgh e θe = IdV .
Ne segue che θg e` un automorﬁsmo lineare di V con inverso θg−1 , e che l’applicazione
che ad ogni g in G associa la relativa θg e` un omomorﬁsmo
Θ:G→ Aut(V ).
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Reciprocamente, dato un tale omomorﬁsmo Θ, indicato con Θg l’automorﬁsmo di V
associato all’elemento g di G, possiamo deﬁnire un’azione
θ:G× V → V, (g, v) 7→ Θgv.
E` immediato veriﬁcare che θ e` continua se e solo se lo e` Θ.
Deﬁnizione 1.3.2. Una rappresentazione di un gruppo di Lie G e` detta fedele, o
effettiva, se l’omomorﬁsmo associato G→ Aut(V ) e` iniettivo.
Esiste una nozione di rappresentazione anche per le algebre di Lie.
Deﬁnizione 1.3.3. Sia g un’algebra di Lie su un campo K e sia V uno spazio vettoriale
su K. Una rappresentazione lineare di g su V e` un omormoﬁsmo ρ di algebre di Lie
di g in gl(V ). La dimensione (ﬁnita o inﬁnita) di V su K e` detta la dimensione della
rappresentazione.
Deﬁnizione 1.3.4. Sia g un’algebra di Lie su un campo K. Una rappresentazione
lineare di g su uno spazio vettoriale V su K e` detta fedele, o effettiva, se e` iniettiva.
Una rappresentazione lineare di g su V e` dunque un’applicazione K-lineare ρ di g
nell’insieme degli endomorﬁsmi di V che veriﬁca
ρ([x, y])v = ρ(x)ρ(y)v− ρ(y)ρ(x)v
per ogni x, y appartenenti a g e per ogni elemento v di V .
Sia G un gruppo di Lie e sia g la sua algebra di Lie. Se θ:G → Aut(V ) e` una
rappresentazione di G, allora ρ = deθ: g → gl(V ) e` una rappresentazione lineare di g
sullo spazio vettoriale degli endomorﬁsmi di V e il seguente diagramma e` commutativo
g
ρ
//
exp

gl(V )
exp

G
θ
// Aut(V )
dove exp e` l’applicazione esponenziale (si veda [BtD] pag. 111). Ne segue che ogni rap-
presentazione di un gruppo di Lie G di dimensione finita induce una rappresentazione
lineare della sua algebra di Lie g.
Esempio 1.3.5. Rappresentazione Aggiunta. Sia G un gruppo di Lie. Abbiamo gia`
osservato che G agisce su se stesso attraverso il coniugio; questo induce un omomorﬁsmo
di gruppi di Lie
Ad:G→ Aut(G)
deﬁnito da Ad(g)h = ghg−1 per ogni g, h appartenenti a G. Il diﬀerenzale nell’ele-
mento neutro di G di tale omomorﬁsmo, che denotiamo ancora con Ad, induce una
rappresentazione di G sulla sua algebra di Lie g
Ad:G→ Aut(g)
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che soddisfa
exp(Ad(g)X) = Ad(g) expX = g(expX)g−1 (1.3.1)
per ogni g in G e per ogni X appartenente a g. Possiamo dunque considerare la
rappresentazione di g indotta da Ad, che denotiamo con adg: g → gl(g). Vale la
seguente relazione
exp(adg(X))Y = Ad(expX)Y (1.3.2)
per ogni coppia di elementiX, Y di g. La rappresentazione adg e` detta rappresentazione
aggiunta.
Non e` un caso che la rappresentazione aggiunta adg e l’applicazione aggiunta ad
abbiano lo stesso nome, come mostra il prossimo risultato.
Proposizione 1.3.6. Sia g l’algebra di Lie associata ad un gruppo di Lie G. Allora
la rappresentazione aggiunta adg di g coincide con l’applicazione aggiunta ad.
Dimostrazione. Sia X un elemento di g. Poiche´ t 7→ exp(tX) e` una curva liscia in G il
cui vettore tangente in t = 0 e` X , possiamo calcolare adg(X) come
adg(X) =
d
dt
∣∣∣∣
t=0
Ad(exp(tX)).
Dato che adg(X) appartiene all’algebra di Lie di Aut(g), che possiamo identiﬁcare in
un modo canonico con gl(g), per ogni elemento Y di g si ha
adg(X)Y =
(
d
dt
∣∣∣∣
t=0
Ad(exp(tX))
)
Y =
d
dt
∣∣∣∣
t=0
(Ad(exp(tX)Y ).
Essendo un elemento di g, Ad(exp(tX)Y ) e` un campo vettoriale su G invariante a
sinistra, quindi e` determinato dal suo valore nell’elemento neutro e di G. Usando
l’uguaglianza adg(g) = dCg = (dRg−1) ◦ (dLg), il valore di Ad(exp(tX)Y ) in e puo`
esssere calcolato come segue
(Ad(exp(tX)Y ))e = (dRexp(−tX)) ◦ (dLexp(tX))Te
= (dRexp(−tX))Yexp(tX)
= (dθ−t)Yθt(e),
dove θt(g) = Rexp(tX)(g) e` il ﬂusso di X . Prendendo la derivata rispetto a t e calcolan-
dola in t = 0, otteniamo
(adg(X)Y )e =
d
dt
∣∣∣∣
t=0
(dθ−t)Yθt(e) = [X, Y ]e = (ad(X)Y )e,
e questo completa la dimostrazione in quanto anche adg(X)Y e` determinato dal suo
valore in e.
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1.4 Decomposizione di Jordan-Chevalley in dimensione ﬁnita
Deﬁnizione 1.4.1. Dato V uno spazio vettoriale di dimensione ﬁnita su K, diremo
che un elemento T di End(V ) e` semi-semplice se e` diagonalizzabile, ossia esiste una
base di V di autovettori per T . Diremo invece che T e` nilpotente se esiste un intero
positivo k tale che si abbia T k = 0, dove T k e` inteso come la composizione di T con se
stesso k volte.
Teorema 1.4.2. Siano S e T due endomorfismi diagonalizzabili di uno spazio vet-
toriale V di dimensione finita su un campo K. Allora S e T sono simultaneamente
diagonalizzabili (ossia esiste una base di V di autovettori di S che sono autovettori
anche per T ) se e solo se S e T commutano, ossia S ◦ T = T ◦ S.
Prima di poter procedere con la dimostrazione, abbiamo bisogno dei seguenti
risultati preliminari.
Lemma 1.4.3. Sia T un endomorfismo diagonalizzabile di uno spazio vettoriale V di
dimensione finita sul campo K, e sia U un sottospazio vettoriale di V tale che T (U) ⊆ U .
Allora la restrizione T |U :U → U , di T a U , e` diagonalizzabile.
Dimostrazione. L’ipotesi sulla diagonalizzabilita` di T equivale al fatto che V si decom-
pone nella somma diretta degli autospazi relativi agli autovalori distinti di T , ossia,
denotati con λ1, . . . , λk tali autovalori e con Vλj l’autospazio relativo all’autovalore λj
per ogni j, si ha V = Vλ1 ⊕· · ·⊕Vλk (si veda [Ab] pag. 355). Basta dunque dimostrare
che anche per U vale la decomposizione analoga, ossia U = (U ∩Vλ1)⊕· · ·⊕ (U ∩Vλk).
Sia u un elemento di U ; siccome U e` sottospazio di V , per ipotesi possiamo scriverlo
come somma di elementi degli autospazi, u = v1 + · · ·+ vk, dove vj appartiene a Vλj .
Fissato un indice j compreso tra 1 e k, si ha, indicata con I l’applicazione identica:∏
i6=j
(T − λiI)
 (u) =
∏
i6=j
(λj − λi)
 vj ,
dove il primo prodotto indica la composizione degli endomorﬁsmi, mentre il secondo
indica il prodotto di numeri. Dato che l’immagine tramite T di U e` inclusa in U ,
ogni vj appartiene all’intersezione di U con Vλj , quindi abbiamo ottenuto l’inclusio-
ne U ⊆ (U ∩ Vλ1)⊕ · · · ⊕ (U ∩ Vλk). Siccome l’inclusione opposta e` ovvia, questo basta
per concludere.
Lemma 1.4.4. Siano S e T due endomorfismi diagonalizzabili di uno spazio vetto-
riale V di dimensione finita su un campo K tali che S ◦ T = T ◦ S. Sia inoltre λ un
autovalore di S e Vλ il relativo autospazio. Allora l’immagine tramite T di Vλ e` inclusa
in Vλ, cioe` T (Vλ) ⊆ Vλ.
Dimostrazione. Se v un elemento di Vλ, allora:
S(T (v)) = (S ◦ T )(v) = (T ◦ S)(v) = T (S(v)) = T (λv) = λT (v).
Quindi T (v) appartiene a Vλ e questo conclude la dimostrazione.
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Possiamo ﬁnalmente dimostrare il Teorema 1.4.2.
Dimostrazione. Se S e T sono simultaneamente diagonalizzabili, allora esiste una base
di V rispetto alla quale S e T sono rappresentati da matrici diagonali. Siccome il
prodotto tra matrici diagonali e` commutativo, ne segue S ◦ T = T ◦ S.
Viceversa, supponiamo che S e T commutino. Siano Vλ1 , . . . , Vλh gli autospazi
relativi agli autovalori distinti di S. Grazie al Lemma 1.4.4, per ogni j compreso tra 1
e h, vale l’inclusione T (Vλj ) ⊆ Vλj ; quindi, per il Lemma 1.4.3, la restrizione di T
a Vλj e` diagonalizzabile per ogni j. Sia ora, per j compreso tra 1 e h, Bj una base
di autovettori di T |Vλj e sia B la base di V ottenuta riunendo B1, . . . ,Bh. Allora, B e`
composta da vettori che sono autovettori sia per S che per T , che equivale a dire che S
e T sono simultaneamente diagonalizzabili.
Corollario 1.4.5. Sia V uno spazio vettoriale di dimensione finita su K e siano T1, T2
due endomorfismi di V che verificano T1 ◦ T2 = T2 ◦ T1. Allora:
(i) se T1 e T2 sono semi-semplici, allora lo e` anche la loro somma;
(ii) se T1 e T2 sono nilpotenti, allora lo e` anche la loro somma.
Dimostrazione. (i) Per il Teorema 1.4.2 esiste una base di V in cui T1 e T2 sono rap-
presentati da matrici diagonali. Allora in questa base la somma dei due endomorﬁsmi
e` rappresentata da una matrice diagonale in quanto la somma di due endomorﬁsmi e`
rappresentata dalla somma delle matrici che li rappresentano.
(ii) Per deﬁnizione esistono due interi positivi h e k per cui si ha Th1 = T
k
2 = 0. Al-
lora vale (T1+T2)
h+k = 0 in quanto i due endomorﬁsmi commutano e quindi possiamo
utilizzare lo sviluppo del binomio di Newton:
(T1 + T2)
h+k =
h+k∑
j=0
(
h+ k
j
)
Th+k−j1 T
j
2 .
Questo conclude la dimostrazione.
Teorema 1.4.6. Sia V uno spazio vettoriale di dimensione finita su un campo K
algebricamente chiuso e sia T appartenente a End(V ). Allora:
(i) esistono unici Ts, Tn appartenenti a End(V ) tali che: T = Ts + Tn, Ts e` semi-
semplice, Tn e` nilpotente, Ts e Tn commutano;
(ii) esistono due polinomi p(t), q(t) in una indeterminata, a coefficienti in K e privi
di termine costante, tali che Ts = p(T ), Tn = q(T ), (quindi, in particolare, Ts
e Tn commutano con ogni endomorfismo che commuta con T ).
Dimostrazione. Siano λ1, . . . , λk gli autovalori di T con molteplicita`m1, . . . , mk, rispet-
tivamente. Il polinomio caratteristico di T sara` dunque
∏k
j=1(λ − λj)mj . Se Vj e` il
nucleo di (T − λj · Id)mj , allora V e` somma diretta dei sottospazi V1, . . . , Vk, ciascuno
dei quali e` stabile rispetto a T . E` chiaro che, su ogni Vj , T ha polinomio caratte-
ristico (λ − λj)mj . Applichiamo il Teorema Cinese del Resto (nell’anello K[λ]) per
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trovare un polinomio p(λ) che soddisﬁ il sistema di congruenze con moduli a due a due
relativamente primi, 
p(λ) ≡ λ1 (mod (λ− λ1)m1)
...
p(λ) ≡ λk (mod (λ− λk)mk)
p(λ) ≡ 0 (modλ).
(Osserviamo che, se 0 e` un autovalore di T , l’ultima congruenza e` superﬂua, men-
tre altrimenti λ e` relativamente primo con gli altri moduli); poniamo q(λ) uguale
a λ− p(λ). E` evidente che sia p(λ) sia q(λ) sono privi di termine noto, in quanto si
ha p(λ) ≡ 0 (modλ).
Poniamo Ts = p(T ) e Tn = q(T ). Siccome sono polinomi in T , gli endomorﬁsmi Ts
e Tn commutano l’uno con l’altro e con tutti gli endomorﬁsmi che commutano con T .
Inoltre stabilizzano tutti i sottospazi di V stabilizzati da T , quindi in particolare sta-
bilizzano i Vj . La congruenza p(λ) ≡ λj (mod (λ − λj)mj ) mostra che la restrizione
di Ts − λj · Id a Vj e` nulla per ogni j, quindi Ts agisce in modo diagonale su Vj con
un solo autovalore λj , ossia p(T ) = λj su ogni Vj . Ne segue che p(T ) e` un elemento
semi-semplice di End(V ). Inoltre q(T ) e` nilpotente su ciascun Vj , in quanto su Vj
coincide con T − λj , quindi q(T ) e` un endomorﬁsmo nilpotente di V .
Resta da dimostrare l’unicita`. Sia dunque T = T˜s + T˜n un’altra decomposizione
dello stesso tipo. Allora si ha Ts − T˜s = T˜n − Tn e, per quanto dimostrato sopra,
tutti questi endomorﬁsmi commutano. Poiche´ la somma di endomorﬁsmi semi-semplici
[risp. nilpotenti] che commutano e` ancora semi-semplice [risp. nilpotente], Ts − T˜s
e T˜n−Tn sono sia semi-semplici che nilpotenti, quindi Ts− T˜s = T˜n−Tn = 0 in quanto
solo l’endomorﬁsmo nullo puo` essere simultaneamente semi-semplice e nilpotente.
Deﬁnizione 1.4.7. La decomposizione T = Ts + Tn e` detta la decomposizione di
Jordan-Chevalley (additiva) di T , o semplicemente la decomposizione di Jordan; Ts
e Tn sono detti, rispettivamente, la parte semi-semplice e la parte nilpotente di T .
Dato uno spazio vettoriale di dimensione ﬁnita su un campo K algebricamente
chiuso, lo spazio End(V ) degli endomorﬁsmi di V e` a sua volta uno spazio vettoria-
le di dimensione ﬁnita su K, e quindi ogni elemento di End(End(V )) ammette una
decomposizione di Jordan-Chevalley. In particolare avremo una decomposizione di
Jordan-Chevalley per ad(T ) per ogni endomorﬁsmo T di V . E` naturale chiedersi quale
sia la relazione fra la decomposizione di T e quella di ad(T ); il prossimo risultato
mostra che la decomposizione di ad(T ) e` univocamente determinata da quella di T .
Lemma 1.4.8. Sia V uno spazio vettoriale di dimensione finita su un campo K algebri-
camente chiuso, sia T appartenente a End(V ) e sia T = Ts+Tn la sua decomposizione
di Jordan. Allora la decomposizione di Jordan di ad(T ) in End(End(V )) e`
ad(T ) = ad(Ts) + ad(Tn).
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Dimostrazione. Anzitutto mostriamo che se U e` nilpotente o semi-semplice, allora
lo e` anche ad(U). Infatti se U e` nilpotente allora lo sono anche la traslazione de-
stra RU (Z) = ZU e la traslazione sinistra LU (Z) = UZ; inoltre RU e LU commutano,
quindi ad(U) = LU − RU e` nilpotente. Se U e` semi-semplice, allora scegliamo una
base in cui sia diagonale e siano λ1, . . . , λn i suoi autovalori; considerata la base stan-
dard {eij} di gl(V ) relativa alla base scelta, si ha ad(U)(eij) = (λi−λj)eij , quindi ad(U)
e` diagonale.
Quindi ad(Ts) e ad(Tn) sono, rispettivamente, semi-semplice e nilpotente, e com-
mutano in quanto si ha
[ad(Ts), ad(Tn)] = ad([Ts, Tn]) = 0,
per cui la tesi segue dal punto (i) del Teorema 1.4.6.
Il prossimo risultato ci sara` utile nel seguito.
Lemma 1.4.9. Sia U una C-algebra di dimensione finita. Allora lo spazio Der(U) delle
derivazioni di U contiene la parte semi-semplice e la parte nilpotente (in End(U)) di
tutti i suoi elementi.
Dimostrazione. Sia T un elemento di Der(U) e siano S e N , rispettivamente, la sua
parte semisemplice e la sua parte nilpotente in End(U). Basta dimostrare che S
appartiene a Der(U). Per ogni elemento a di C, consideriamo l’insieme Ua dato
da {u ∈ U : (T − aI)ku = 0 per qualche k dipendente dau}, dove I e` l’endomor-
ﬁsmo identico. Allora U e` la somma diretta degli Uλ tali che λ e` un autovalore di T
(equivalentemente, di S) e S agisce su Uλ come moltiplicazione per lo scalare λ.
Per ogni a, b in C, si ha la seguente formula
(T − (a+ b)I)n(uv) =
n∑
j=0
(
n
j
)
((T − aI)n−ju) ((T − bI)jv),
per ogni u, v in U. Infatti, la formula precedente e` banalmente vera per n = 0 e si ha
(T − (a+ b)I)(uv) = T (uv)− auv − buv
= (Tu− au)v + u(Tv − bv)
= ((T − aI)u)v + u((T − bI)v);
inoltre se e` vera per n, allora lo e` per n+ 1 in quanto
(T − (a+ b)I)n+1(uv) = (T − (a+ b)I)(uv) (T − (a+ b)In(uv)
= (T − (a+ b)I)(uv)
n∑
j=0
(
n
j
)
((T − aI)n−ju) ((T − bI)jv)
=
n+1∑
j=0
(
n+ 1
j
)
((T − aI)n+1−ju) ((T − bI)jv).
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Ne segue che, per ogni a, b in C, si ha Ua Ub ⊆ Ua+b. Ora se u appartiene a Ua e v
a Ub, allora vale
S(uv) = (a+ b)uv
in quanto uv appartiene a Ua+b; d’altra parte, si ha
(Su)v + u(Sv) = auv + ubv = (a+ b)uv.
Dal fatto che U e` somma diretta degli Uλ con λ autovalore di T , segue dunque che S
e` una derivazione.
1.5 Decomposizione di Jordan-Chevalley astratta
Vogliamo generalizzare la decomposizione di Jordan-Chevalley in un’arbitraria algebra
di Lie di dimensione ﬁnita. Per farlo abbiamo bisogno di introdurre la nozione di ideale
di un’algebra di Lie e di algebra di Lie semi-semplice.
Un sottospazio I di un’algebra di Lie g e` detto un ideale di g se per ogni elemento g
di g e ogni indice i di I si ha che [g, i] appartiene a I. Ovviamente il sottospazio
costituito dal solo elemento nullo e l’intera algebra g sono ideali di g. Un esempio
meno banale e` il centro Z(g) dato da {z ∈ g : [g, z] = 0 per ogni g ∈ g}. Osserviamo
che g e` abeliana se e solo se vale Z(g) = g. Un altro esempio di ideale e` l’algebra
derivata di g, che denotiamo con [g, g], che e` formata da tutte le combinazioni lineari
dei commutatori [g, h] con g e h elementi di g. E` ovvio che g e` abeliana se e solo se
l’algebra derivata e` nulla.
Deﬁnizione 1.5.1. Un’algebra di Lie g e` detta semplice se e` non abeliana e non ha
ideali diversi da 0 e se stessa.
Deﬁnizione 1.5.2. Data un’algebra di Lie g la serie derivata di g e` la serie deﬁnita
per ricorrenza da {
g(0) = g
g(j+1) = [g(j), g(j)] ∀j ≥ 0.
Deﬁnizione 1.5.3. Un’algebra di Lie g e` detta risolubile se esiste un intero non
negativo n per cui si abbia g(n) = 0.
Proposizione 1.5.4. Sia g un’algebra di Lie.
(i) Se g e` risolubile, allora ogni sottoalgebra a di g e` risolubile ed ogni immagine
di g tramite un omomorfismo di algebre di Lie e` un’algebra di Lie risolubile.
(ii) Se a e` un ideale risolubile di g e l’algebra quoziente g/a e` risolubile, allora g e`
risolubile;
(iii) se a e b sono ideali risolubili di g allora lo e` anche a+ b.
Dimostrazione. Per una dimostrazione si veda [Hu] pag. 11.
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Sia g un’arbitraria algebra di Lie e sia S un ideale risolubile massimale rispetto
all’inclusione. Se I e` un altro ideale risolubile di g, allora per il punto (iii) della propo-
sizione precedente, a causa della massimalita` di S, deve essere S + I = S, cioe` I ⊆ S.
Quindi esiste un unico ideale risolubile massimale.
Deﬁnizione 1.5.5. L’unico ideale risolubile massimale di un’algebra di Lie g e` detto
il radicale di g ed e` denotato con Rad(g).
Deﬁnizione 1.5.6. Un’algebra di Lie g e` detta semi-semplice se il suo radicale e`
l’ideale nullo, ossia Rad(g) = 0.
Osserviamo che un’algebra semplice e` semi-semplice, in quanto e` non risolubile
ed i suoi unici ideali sono l’ideale nullo e lei stessa. E` ovvio che g = {0} e` semi-
semplice. Inoltre, per ogni algebra di Lie g, grazie al punto (ii) della Proposizione
precedente, g/Rad(g) e` semi-semplice.
Osservazione 1.5.7. Notiamo che la condizione di semi-semplicita` per un’algebra di
Lie equivale a richiedere che l’algebra non contenga ideali abeliani diversi dall’ideale
nullo. Infatti ogni ideale abeliano non nullo e` contenuto nel radicale; viceversa se il
radicale non e` nullo allora contiene un ideale abeliano non nullo (l’ultimo termine non
zero della serie derivata del radicale).
Deﬁnizione 1.5.8. Un’algebra di Lie g e` detta ridotta se [g, g] e` semi-semplice.
Proposizione 1.5.9. Sia V uno spazio vettoriale complesso di dimensione finita.
Allora l’algebra di Lie gl(V ) e` ridotta.
Dimostrazione. Per una dimostrazione si veda [Bou2] pag. 60.
Vediamo ora alcune proprieta` delle algebre di Lie semi-semplici che ci serviranno
nel seguito.
Deﬁnizione 1.5.10. Sia g un’algebra di Lie di dimensione ﬁnita. La forma di Killing
e` la forma bilineare simmetrica κ su g che ad ogni coppia di elementi X, Y di g associa
κ(X, Y ) = Tr(ad(X) ad(Y ))
dove con Tr indichiamo la traccia di endomorﬁsmi di uno spazio vettoriale di dimensione
ﬁnita.
Osserviamo che la forma di Killing e` associativa, nel senso che vale la relazio-
ne κ([X, Y ], Z) = κ(X, [Y, Z]).
Lemma 1.5.11. Sia g un’algebra di Lie e sia a un suo ideale. Se κ e` la forma di
Killing di g e κa e` la forma di Killing di a, visto come algebra di Lie, allora κa coincide
con κ|a×a.
Dimostrazione. Per una dimostrazione si veda [Hu] pag. 21.
In generale, una forma bilineare simmetrica β e` detta non-degenere se il suo radi-
cale, ossia l’insieme S dato da {X ∈ g : β(X, Y ) = 0 per ogni Y ∈ g}, coincide con {0}.
Poiche´ la forma di Killing e` associativa, il suo radicale e` un ideale di g.
Teorema 1.5.12. Sia g un’algebra di Lie. Allora g e` semi-semplice se e solo se la sua
forma di Killing e` non degenere.
Dimostrazione. Per una dimostrazione si veda [Hu] pag. 22.
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Lemma 1.5.13. Sia g un’algebra di Lie semi-semplice. Allora g coincide con la sua
algebra derivata [g, g] e tutti gli ideali di g e le sue immagini mediante omomorfismi
sono semi-semplici.
Dimostrazione. Per una dimostrazione di veda [Hu] pag. 23.
Come ulteriore corollario otteniamo il risultato seguente che ci sara` utile nel se-
guito.
Corollario 1.5.14. Sia g un’algebra di Lie semi-semplice e sia ρ una sua rappresen-
tazione lineare su uno spazio vettoriale V di dimensione finita su un campo K. Allora
si ha ρ(g) ⊆ sl(V ), dove sl(V ) e` lo spazio degli endomorfismi di V aventi traccia nulla.
Dimostrazione. La tesi segue dal fatto che sl(V ) e` l’algebra derivata di gl(V ) e, per il
corollario precedente, si ha [g, g] = g.
Teorema 1.5.15. Sia g un’algebra di Lie semi-semplice. Allora ogni derivazione di g
e` interna, ossia Der(g) = ad(g).
Dimostrazione. Dato che g e` semi-semplice, il suo centro Z(g) e` nullo. Allora l’appli-
cazione aggiunta ad: g → ad(g) e` un isomorﬁsmo di algebre di Lie. In particolare per
il Teorema 1.5.12, h = ad(g) ha una forma di Killing non degenere. Indichiamo con d
lo spazio Der(g). Poiche´ per ogni g in g e ogni δ in d si ha
[δ, ad(g)] = ad(δg), (1.5.3)
si ha che ad(g) e` un ideale di d, da cui segue [d, h] ⊆ h. Questo implica, grazie al Lemma
1.5.11, che κh e` la restrizione a h × h della forma di Killing κd di d. In particolare,
se I = h⊥ e` il sottospazio di d ortogonale a h tramite κd, allora la non degenericita` di κh
implica che I ∩ h e` zero. Sia I che h sono ideali di d, quindi [I, h] e` contenuto sia in I,
sia in h, ossia nell’intersezione dei due, che e` zero. Ne segue che si ha [I, h] = 0. Se δ
appartiene a I, allora, da (1.5.3) segue che ad(δg) e` nullo per ogni g in g; quindi δg = 0
per ogni g in g in quanto ad e` biunivoca, da cui segue che δ e` nullo. Ne segue che Der(g)
coincide con h = ad(g).
In particolare, data un’algebra di Lie semi-semplice g, poiche´ tutte le derivazioni
di g sono interne, possiamo associare ad ogni suo elemento X gli elementi Xs e Xn tali
che
ad(X) = ad(Xs) + ad(Xn)
sia la decomposizione di Jordan-Chevalley della derivazione ad(X) di g. Possiamo
dunque usare la seguente deﬁnizione:
Deﬁnizione 1.5.16. Sia g un’algebra di Lie semi-semplice di dimensione ﬁnita. Un
elemento X di g e` detto semi-semplice [risp. nilpotente] se ad(X) e` semi-semplice
[risp. nilpotente].
Se dunque ad(X) = ad(Xs) + ad(Xn) e` la decomposizione di Jordan-Chevalley
di ad(X), chiameremo Xs e Xn, rispettivamente, la parte semi-semplice e la parte
nilpotente di X in g.
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Teorema 1.5.17. Sia V uno spazio vettoriale di dimensione finita su un campo K
algebricamente chiuso di caratteristica 0 e sia g una sottoalgebra di Lie semi-semplice
di gl(V ). Allora g contiene le componenti semi-semplice e nilpotente di ogni suo elemen-
to. In particolare, seX appartiene a g allora la sua decomposizione di Jordan-Chevalley
e` X = Xs + Xn se e solo se ad(Xs) e ad(Xn) sono le componenti semi-semplice e
nilpotente nella decomposizione di Jordan-Chevalley di ad(X).
Dimostrazione. Per una dimostrazione si veda [Hu] pag. 29.
Teorema 1.5.18. Sia V uno spazio vettoriale di dimensione finita su un campo K alge-
bricamente chiuso di caratteristica 0. Sia ρ : g → gl(V ) una rappresentazione lineare di
dimensione finita di un’algebra di Lie semi-semplice g. Allora ρ(X) = ρ(Xs)+ρ(Xn) e`,
per ogni X di g, la decomposizione di Jordan-Chevalley dell’endomorfismo ρ(X) di V .
Dimostrazione. Fissiamo un elemento X di g e sia g =
⊕
λ∈K g
λ la decomposizione
spettrale di g rispetto all’endomorﬁsmo ad(X). Se Y appartiene a gλ, abbiamo
[ρ(Xs), ρ(Y )] = λρ(Y )
e quindi otteniamo la decomposizione
ρ(g) =
⊕
λ∈K
ρ(g)λ =
⊕
λ∈K
ρ(gλ).
Chiaramente ad(ρ(Xs)) e ad(ρ(Xn)) sono le componenti semi-semplice e nilpotente
di ad(ρ(X)). Ne segue che, per il Teorema 1.5.17, ρ(Xs) e ρ(Xn) sono la componente
semi-semplice e nilpotente di ρ(X).
1.6 Decomposizione di Jordan-Chevalley in dimensione inﬁnita
Sia I un insieme preordinato e sia {Eα}α∈I una famiglia di insiemi indicizzati da I.
Per ogni coppia (α, β) di elementi di I tali che α ≤ β, sia fαβ un’applicazione di Eβ
in Eα che soddisfa le seguenti condizioni:
(i) se si ha α ≤ β ≤ γ, allora vale fαγ = fαβ ◦ fβγ,
(ii) per ogni α appartenente a I, fαα coincide con l’identita` di Eα.
Sia
E =
{
x ∈
∏
α∈I
Eα : pα(x) = fαβ(pβ(x)) per ogni coppia (α, β) con α ≤ β
}
,
dove pα e` la proiezione di
∏
α∈I Eα sul fattore Eα. Allora E e` detto il limite proiet-
tivo della famiglia {Eα}α∈I rispetto alla famiglia di applicazioni {fαβ}, e scrivere-
mo E = lim←−(Eα, fαβ), o semplicemente E = lim←−Eα, quando non c’e` rischio di ambi-
guita`. Con abuso di linguaggio, la coppia ({Eα}, {fαβ}) (che di solito viene indicata
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con (Eα, fαβ)) e` detta un sistema proiettivo di insiemi relativo all’insieme degli in-
dici I. La restrizione piα della proiezione pα a E e` detta applicazione canonica di E
in Eα, e si ha la relazione seguente (che non e` altro che una riscrittura della relazione
che deﬁnisce E)
piα = fαβ ◦ piβ
per ogni coppia α ≤ β.
Proposizione 1.6.1. Siano I un insieme ordinato, (Eα, fαβ) un sistema proiettivo di
insiemi relativo ad I, E = lim←−Eα il suo limite proiettivo e piα le applicazioni canoniche.
Per ogni α ∈ I sia uα un’applicazione di un insieme F in Eα tale che
fαβ ◦ uβ = uα
per ogni α ≤ β. Allora:
(a) esiste un’unica applicazione u di F in E che, per ogni α ∈ I, verifica
uα = piα ◦ u;
(b) l’applicazione u e` iniettiva se e solo se, per ogni coppia di elementi distinti y, z
di F , esiste α ∈ I tale che uα(y) 6= uα(z).
Dimostrazione. Per una dimostrazione si veda [Bou1] pag. 193.
Dalla Proposizione precedente segue dunque il risultato seguente.
Proprieta` universale del limite proiettivo. Siano I un insieme ordinato, (Eα, fαβ)
un sistema proiettivo di insiemi relativo a I. Allora il limite proiettivo E = lim←−Eα e`
unico a meno di isomorfismo.
Osservazione 1.6.2. Nel seguito, con un abuso di notazione, diremo che un oggetto
canonicamente isomorfo al limite proiettivo di un sistema proiettivo e` il limite proiettivo
del sistema.
Corollario 1.6.3. Siano (Eα, fαβ) e (Fα, gαβ) due sistemi proiettivi di insiemi relativi
allo stesso insieme degli indici I; siano E = lim←−Eα e F = lim←−Fα i relativi limiti
proiettivi, e siano fα e gα le relative applicazioni canoniche. Per ogni α ∈ I, sia uα
un’applicazione di E in Fα tale che il diagramma
Eβ
uβ
//
fαβ

Fβ
gαβ

Eα uα
// Fα
sia commutativo (ossia uα ◦ fαβ = gαβ ◦ uβ) per ogni α ≤ β. Allora esiste un’unica
applicazione u:E → F che, per ogni α ∈ I rende commutativo il seguente diagramma
E
u
//
fα

F
gα

Eα uα
// Fα
Dimostrazione. Per una dimostrazione si veda [Bou1] pag. 193.
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Una famiglia di applicazioni che soddisfa le ipotesi del corollario precedente e` detta
un sistema proiettivo di applicazioni di (Eα, fαβ) in (Fα, gαβ). L’applicazione u deﬁnita
dal Corollario e` detta limite proiettivo della famiglia {uα} ed e` indicata con u = lim←−uα.
Corollario 1.6.4. Siano (Eα, fαβ), (Fα, gαβ) e (Gα, hαβ) tre sistemi proiettivi di
insiemi relativi allo stesso insieme degli indici I; siano E = lim←−Eα, F = lim←−Fα
e G = lim←−Gα i relativi limiti proiettivi, e siano fα, gα e hα le relative applicazioni
canoniche. Se {uα} e {vα} sono due sistemi proiettivi di applicazioni, uα:Eα → Fα
e vα:Fα → Gα, allora le applicazioni composte vα ◦ uα:Eα → Gα formano un sistema
proiettivo di applicazioni e si ha
lim←−(vα ◦ uα) =
(
lim←− vα
) ◦ ( lim←−uα).
Dimostrazione. Per una dimostrazione si veda [Bou1] pag. 194.
Lemma 1.6.5. Siano (Eα, fαβ) e (Fα, gαβ) due sistemi proiettivi di insiemi relativi allo
stesso insieme degli indici I; siano E = lim←−Eα e F = lim←−Fα i relativi limiti proiettivi,
e siano fα, e sia {uα} un sistema proiettivi di applicazioni, uα:Eα → Fα. Supponiamo
inoltre che uα sia iniettiva [risp. biunivoca] per ogni α in I. Allora u = lim←−uα e`
iniettiva [risp. biunivoca].
Dimostrazione. Per una dimostrazione si veda [Bou1] pag. 195.
Proposizione 1.6.6. Sia (Eα, fαβ) un sistema proiettivo di insiemi relativo ad un
insieme numerabile e supponiamo che le applicazioni fαβ siano suriettive. Allora, per
ogni α ∈ I, l’applicazione canonica fα:
(
lim←−Eα
) → Eα e` suriettiva (e, a fortiori, se
nessuno degli Eα e` vuoto, si ha che lim←−Eα e` non vuoto).
Dimostrazione. Per una dimostrazione si veda [Bou1] pag. 198.
Un sistema proiettivo di insiemi (Eα, fαβ) relativo ad un insieme di indici nume-
rabile tale che ogni applicazione canonica sia suriettiva e` detto suriettivo.
Deﬁnizione 1.6.7. Uno spazio vettoriale complesso V e` detto filtrato se ha dimensione
inﬁnita ed e` limite proiettivo di una catena crescente di suoi sottospazi vettoriali
V1 ⊂ V2 ⊂ · · · ⊂ Vk ⊂ Vk+1 ⊂ · · · ,
detta filtrazione su V , dove ogni Vk e` uno spazio vettoriale di dimensione ﬁnita e
vale dim(Vk) < dim(Vk+1).
Esempio 1.6.8. Lo spazio vettoriale complesso delle serie formali in n variabili a
coefficienti complessi nulle nell’origine di Cn, che indichiamo con Ôn, e` uno spazio
vettoriale filtrato. Consideriamo infatti la ﬁltrazione
J1n ⊂ J2n ⊂ · · · ⊂ Jkn ⊂ Jk+1n ⊂ · · · ,
dove, per ogni k ≥ 1, Jkn indica lo spazio vettoriale dei polinomi in n variabili a coef-
ﬁcienti complessi privi di termine noto e di grado inferiore o uguale a k. Ogni Jkn ha
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dimensione ﬁnita e si ha dim(Jkn) ≤ dim(Jk+1n ). Inoltre per ogni k ≤ l, il tronca-
mento pikl di un polinomio di J
l
n ai suoi termini di grado k e` un’applicazione suriettiva.
Ne segue che (Jkn , pikl) e` un sistema proiettivo suriettivo il cui limite proiettivo e` Ôn.
Deﬁnizione 1.6.9. Sia V uno spazio vettoriale complesso ﬁltrato. Un endomorﬁsmo f
di V e` compatibile con la filtrazione su V se, indicata con ιk l’iniezione canonica di Vk
in V , si ha
pik ◦ f = f ◦ ιk, (1.6.4)
dove pik e` l’applicazione canonica di V in Vk deﬁnita dal limite proiettivo.
Notiamo che se f e` un endomorﬁsmo di V compatibile con la ﬁltrazione, allora,
per ogni coppia di indici k, l con l ≤ k, si ha
pil ◦ pik ◦ f = pil ◦ f. (1.6.5)
Deﬁnizione 1.6.10. Sia V uno spazio vettoriale complesso ﬁltrato e sia {Vk}k≥1
la sua ﬁltrazione. Una successione di endomorﬁsmi {fk}k≥1 con fk appartenente
a End(Vk) e` detta subordinata alla filtrazione se per ogni coppia di indici k, l con l ≤ k
vale la relazione
pil ◦ fk = fl.
Ad esempio, se f e` un endomorﬁsmo di V compatibile con la ﬁltrazione, allora la
successione {pik◦f |Vk} e` subordinata alla ﬁltrazione ed e` un sistema proiettivo di appli-
cazioni il cui limite proiettivo e` f . Viceversa, se {fk} e` una successione subordinata alla
ﬁltrazione allora e` un sistema proiettico e il suo limite proiettivo e` un endomorﬁsmo
di V in quanto V e` limite proiettivo dei Vk. Questo ci porta alla prossima deﬁnizione.
Deﬁnizione 1.6.11. Un endomorﬁsmo f di uno spazio vettoriale complesso ﬁltrato
compatibile con la ﬁltrazione e` detto semi-semplice [risp. nilpotente] se e` limite proiet-
tivo di una successione di endomorﬁsmi semi-semplici [risp. nilpotenti] {fk} subordi-
nata alla ﬁltrazione.
Deﬁnizione 1.6.12. Sia f un endomorﬁsmo di uno spazio vettoriale complesso V .
Diremo che f ammette una decomposizione di Jordan-Chevalley se e` decomponibile
come somma di un endomorﬁsmo f s di V semi-semplice con un endomorﬁsmo fn di V
nilpotente che commutano.
Teorema 1.6.13. Sia V uno spazio vettoriale complesso filtrato. Allora ogni endo-
morfismo f compatibile con la filtrazione di V ammette un’unica decomposizione di
Jordan-Chevalley.
Dimostrazione. Per quanto visto sopra, f e` limite proiettivo degli endomorﬁsmi fk
deﬁniti da fk = pik ◦ f |Vk , che sono subordinati alla ﬁltrazione. Ogni fk e` un endo-
morﬁsmo di uno spazio vettoriale di dimensione ﬁnita quindi, per il Teorema 1.4.6, fk
si decompone in modo unico come somma di un endomorﬁsmo f sk di Vk semi-semplice
con uno nilpotente fnk . Inoltre {f sk} e {fnk } sono subordinate alla ﬁltrazione, in quanto
lo e` {fk} (per la compatibilita` di f) e, per ogni k, gli endomorﬁsmi f sk e fnk sono
espressioni polinomiali, prive di termine noto, di fk. Passando al limite proiettivo, f si
scrive come somma del limite proiettivo f s degli f sk con il limite proiettivo f
n degli fnk .
Inﬁne, poiche´ per ogni k si ha [f sk, f
n
k ] = 0, grazie al punto (b) della Proposizione 1.6.1,
passando al limite proiettivo, si ha ancora [f s, fn] = 0.
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Deﬁnizione 1.6.14. Sia V uno spazio vettoriale compleso ﬁltrato. Diremo che l’ag-
giunta adEnd(V ) e` compatibile con la filtrazione {Vk} se per ogni endomorﬁsmo f di V
compatibile con la ﬁltrazione si ha
pik ◦ ad(f)|Vk = adVk(pik ◦ f),
dove pik e` l’applicazione canonica di V in Vk.
Lemma 1.6.15. Sia V uno spazio vettoriale complesso filtrato con filtrazione {Vk}
e proiezioni {pik}. Supponiamo inoltre l’aggiunta adEnd(V ) sia compatibile con la fil-
trazione. Allora per ogni endomorfismo f di V compatibile con la filtrazione la decom-
posizione di Jordan-Chevalley di ad(f) e` ad(f) = ad(f s) + ad(fn), dove f = f s + fn e`
la decomposizione di Jordan-Chevalley di f .
Dimostrazione. La ﬁltrazione su V induce una ﬁltrazione su gl(V ) che a sua volta
induce una ﬁltrazione su gl(gl(V )). Anzitutto mostriamo che se f e` un endomorﬁsmo
compatibile con la ﬁltrazione, allora vale ad( lim←−(pik◦f |Vk)) = lim←−(adVk(pik◦f)). Infatti
si ha
ad(f) = ad( lim←−(pik ◦ f |Vk))
= lim←−(pik ◦ (ad( lim←−(pik ◦ f |Vk))|Vk))
= lim←−(adVk(pik ◦ ( lim←−(pik ◦ f |Vk))))
= lim←−(adVk(pik ◦ f)).
(1.6.6)
Ne segue
ad(f) = lim←−(adVk(pik ◦ f))
= lim←−((adVk(pik ◦ f))
s + (adVk(pik ◦ f))n)
= lim←−(adVk((pik ◦ f)
s) + adVk((pik ◦ f)n))
= ad( lim←−(pik ◦ f |Vk)
s) + ad( lim←−(pik ◦ f |Vk)
n).
(1.6.7)
Quindi si ha ad(f) = ad(f s) + ad(fn), dato che f s = lim←−(pik ◦ f |Vk)s) e, analoga-
mente, fn = lim←−(pik ◦ f |Vk)n). Inltre da (1.6.7), e grazie al Lemma 1.4.8, segue im-
mediatamente che ad(f s) [risp. ad(fn)] e` semi-semplice [risp. nilpotente] e che ad(f s)
e ad(fn) commutano.
In maniera del tutto analoga e sfruttando il Lemma 1.4.9 si dimostra il seguente
risultato.
Lemma 1.6.16. Sia U una C-algebra di dimensione infinita filtrata con filtrazio-
ne {Uk}k∈N. Allora lo spazio Der(U) delle derivazioni di U contiene la parte semi-
semplice e la parte nilpotente in End(U) di tutti i suoi elementi compatibili con la
filtrazione.
Dimostrazione. Sia X una derivazione di U compatibile con la ﬁltrazione e conside-
riamo la sua decomposizione di Jordan-Chevalley X = Xs + Xn. Abbiamo visto
che X = lim←− pik ◦X |Uk , Xs = lim←− pik ◦Xs|Uk e Xn = lim←− pik ◦Xn|Uk . Poiche´ X e` una
derivazione ed e` compatibile, ciascun pik ◦X |Uk e` una derivazione e, per il Lemma 1.4.9,
lo sono anche pik ◦Xs|Uk e pik ◦Xn|Uk e, grazie alla compatibilita`, ne segue che Xs e Xn
sono derivazioni.
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Deﬁnizione 1.6.17. Un’algebra di Lie g e` detta filtrata semi-semplice se ha dimen-
sione inﬁnita ed e` limite proiettivo di una catena crescente di sue sottoalgebre di Lie
semi-semplici
g1 ⊂ g2 ⊂ · · · ⊂ gk ⊂ gk+1 ⊂ · · · ,
detta filtrazione semi-semplice su g, dove ogni gk e` un’algebra di Lie semi-semplice di
dimensione ﬁnita e, per ogni k ≥ 1, vale dim(gk) < dim(gk+1).
Sia dunque g un’algebra di Lie ﬁltrata semi-semplice con ﬁltrazione {gk}. Si
ha gl(g) = lim←− gl(gk), da cui segue, grazie alle proprieta` del limite proiettivo, che la
rappresentazione aggiunta ad: g → gl(g) e` biunivoca.
Deﬁnizione 1.6.18. Sia g un’algebra di Lie ﬁltrata semi-semplice. Diremo che la
rappresentazione aggiunta e` compatibile con la filtrazione {gk} se per ogni elemento X
di g si ha
pik ◦ ad(X)|gk = adgk(pik(X)),
dove pik e` l’applicazione canonica di g in gk.
Proposizione 1.6.19. Sia g un’algebra di Lie filtrata semi-semplice tale che l’aggiunta
sia compatibile con la filtrazione. Allora ogni derivazione di g compatibile con la
filtrazione e` interna.
Dimostrazione. SiaD una derivazione di g compatibile con la ﬁltrazione {gk}. AlloraD
coincide con lim←−(pik ◦D|gk). Per il Teorema 1.5.15, posto Dk = pik ◦D|gk , per ogni k
esiste un elemento Xk di gk che veriﬁca Dk = adgk(Xk). Grazie alla compatibilita`
di D si ha che {Xk} e` una famiglia subordinata alla ﬁltrazione, quindi
D = lim←−Dk = lim←− adgk(Xk),
e grazie a (1.6.6), si ha D = ad( lim←−Xk).
In particolare, data un’algebra di Lie ﬁltrata semi-semplice g, poiche´ tutte le
derivazioni compatibili di g sono interne, possiamo associare ad ogni suo elemento X
gli elementi Xs e Xn tali che
ad(X) = ad(Xs) + ad(Xn)
sia la decomposizione di Jordan-Chevalley della derivazione ad(X) di g, dato che ad(X)
e` compatibile con la ﬁltrazione indotta su Der(g). Possiamo dunque usare la seguente
deﬁnizione.
Deﬁnizione 1.6.20. Sia g un’algebra di Lie ﬁltrata semi-semplice tale che l’aggiunta
sia compatibile con la ﬁltrazione. Un elemento X di g e` detto semi-semplice [risp. nilpo-
tente] se ad(X) e` semi-semplice [risp. nilpotente].
Se dunque ad(X) = ad(Xs) + ad(Xn) e` la decomposizione di Jordan-Chevalley
di ad(X), dove X appartiene a g, chiameremo Xs e Xn, rispettivamente, la parte
semi-semplice e la parte nilpotente di X in g.
Proposizione 1.6.21. Sia V uno spazio vettoriale complesso filtrato tale che l’ag-
giunta adgl(V ) sia compatibile con la filtrazione, e sia g una sottoalgebra di Lie di gl(V )
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filtrata (rispetto alla filtrazione indotta) semi-semplice. Allora g contiene le compo-
nenti semi-semplice e nilpotente di ogni suo elemento. In particolare, se X e` un ele-
mento di g allora X = Xs + Xn e` la sua decomposizione di Jordan-Chevalley se e
solo se ad(Xs) e ad(Xn) sono le componenti semi-semplice e nilpotente nella decom-
posizione di Jordan-Chevalley di ad(X).
Dimostrazione. Sia X appartenente a g. Allora, siccome g = lim←− gk, si ha X = lim←−Xk,
dove con Xk indichiamo pik ◦ X |gk . Inoltre abbiamo visto che si ha Xs = lim←−Xsk
e Xn = lim←−Xnk . Allora Xs e Xn appartengono a g perche´, grazie al Teorema 1.5.17, Xsk
e Xnk appartengono a gk per ogni k ≥ 1, e si ha, per ipotesi, g = lim←− gk.
La seconda aﬀermazione segue dalla prima e dall’unicita` della decomposizione di
Jordan.
Deﬁnizione 1.6.22. Sia g un’algebra di Lie ﬁltrata semi-semplice. Una rappresen-
tazione lineare di g su uno spazio vettoriale complesso V di dimensione inﬁnita e` detta
compatibile con la filtrazione se V e` limite proiettivo di una ﬁltrazione {Vk, pikl} tale
che, per ogni k ≥ 1, esista una rappresentazione lineare ρk di gk su Vk e si abbia
ρ = lim←− ρk,
e, per ogni X in g e ogni k ≥ 1, valga
ρk(X) = ρk (pik(X)|gk) .
Proposizione 1.6.23. Sia g un’algebra di Lie semi-semplice filtrata e sia ρ una
rappresentazione lineare, compatibile con la filtrazione, di g su uno spazio vettoriale
complesso V di dimensione infinita tale che l’aggiunta sia compatibile con la filtrazione.
Allora ρ(X) = ρ(Xs)+ρ(Xn) e`, per ogni elemento X di g, la decomposizione di Jordan-
Chevalley dell’endomorfismo ρ(X) di V .
Dimostrazione. Sia X = lim←−Xk un elemento di g, dove Xk = pik(X)|gk . Allora, dalle
ipotesi, segue immediatamente ρ(X) = lim←− ρk(Xk). Infatti si ha
ρ(X) = ρ( lim←−Xk)
= lim←− ρk
(
pik( lim←−Xk)|gk
)
= lim←− ρk
(
pik(X)|gk
)
.
Inoltre, per il Teorema 1.5.18, se Xk = X
s
k + X
n
k e` la decomposizione di Jordan-
Chevalley di Xk, allora ρk(Xk) = ρk(X
s
k) + ρk(X
n
k ) e` la decomposizione di ρk(Xk) per
ogni k ≥ 1. Allora si ha
ρ(X) = lim←− ρk(Xk)
= lim←−(ρk(Xk)
s + ρk(Xk)
n)
= lim←−(ρk(X
s
k) + ρk(X
n
k ))
= lim←−(ρk(X
s
k)) + lim←−(ρk(X
n
k ))
= ρ( lim←−X
s
k) + ρ( lim←−X
n
k )
= ρ(Xs) + ρ(Xn).
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Con un calcolo analogo, poiche´ adVk(ρk(X
s
k)) e adVk(ρk(X
n
k )) sono le componenti
semi-semplice e nilpotente di adVk(ρk(Xk)) per ogni k ≥ 1, otteniamo che ad(ρ(Xs))
e ad(ρ(Xn)) sono le componenti semi-semplice e nilpotente di ad(ρ(X)) e la tesi segue
dunque dalla Proposizione 1.6.21.
1.7 Teorema di linearizzazione di Bochner
Deﬁnizione 1.7.1. SiaM una varieta` complessa e sia p un suo punto. Un’azione locale
olomorfa di un gruppo di Lie G su (M, p) e` un’applicazione olomorfa Θ:G × U → U ,
dove U e` un intorno aperto di p, che veriﬁca le seguenti proprieta`:
(i) per ogni g appertenente a G si ha che Θ(g, ·) e` una funzione olomorfa invertibile
in un intorno Ug di p e Θ(g, p) = p;
(ii) indicato con e l’elemento neutro di G, si ha che Θ(e, ·) coincide con l’identita`;
(iii) per ogni coppia g, h di elementi di G le applicazioni Θ(gh, ·) e Θ(g,Θ(h, ·))
coincidono dove sono entrambe deﬁnite.
Il risultato seguente mostra che ogni azione locale olomorfa Θ di un gruppo di Lie
compatto su (M, p) e` olomorﬁcamente coniugata al suo diﬀerenziale in p tramite un
cambiamento di coordinate olomorfo tangente all’identita`.
Teorema 1.7.2. (Bochner 1945) Sia Θ un’azione locale olomorfa di un gruppo di Lie
compatto G su (M, p), dove M e` una varieta` olomorfa e p e` un punto di M . Allora
l’azione e` olomorficamente linearizzabile attraverso un cambio di coordinate tangente
all’identita`.
Dimostrazione. A meno di passare ad una parametrizzazione locale centrata in p, pos-
siamo supporre che M coincida con Cn e p coincida con l’origine. Vogliamo dimostrare
che Θ e` olomorﬁcamente coniugata al suo diﬀerenziale dΘ. Consideriamo dunque la
trasformazione
R =
∫
G
dΘ(α−1)Θ(α) dα,
dove con dα indichiamo la misura di Haar su G. La trasformazione R e` deﬁnita in
un intorno U0 dell’origine ede` olomorfa per costruzione; inoltre, e` tangente all’identita`,
quindi esiste un’inversa R−1 in un intorno dell’origine.
Sia ora γ un ﬁssato elemento di G, si ha
dΘ(γ)R = dΘ(γ)
∫
dΘ(α−1)Θ(α) dα =
∫
dΘ(γα−1)Θ(α) dα.
Quindi se poniamo γα−1 = β−1, cioe` α = βγ, l’ultimo integrale diventa∫
dΘ(β−1)Θ(βγ) dβ =
∫
dΘ(β−1)Θ(β) dβ ·Θ(γ) = RΘ(γ),
in quanto la misura di Haar e` invariante per traslazioni.
Abbiamo dunque mostrato l’uguaglianza dΘ(γ)R = RΘ(γ), o meglio
dΘ(γ) = RΘ(γ)R−1,
e questo, per l’arbitrarieta` di γ, conclude la dimostrazione.
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Osservazione 1.7.3. Il Teorema di Bochner 1.7.2 e` valido, con la stessa dimostrazio-
ne, anche per azioni locali di classe Ck con 1 ≤ k ≤ ∞ e per azioni locali analitiche
reali (si veda [Boc], oppure, per una trattazione piu` esustiva delle trasformazioni di
gruppi compatti, si veda [Bre] pp. 296–309).
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Capitolo 2
Normalizzazione formale
2.1 Decomposizione di campi vettoriali formali
Sia On l’anello dei germi in 0 di funzioni olomorfe in n variabili complesse e sia Ôn
l’anello delle serie formali in n variabili; indichiamo con mn l’ideale massimale di On,
ossia l’insieme dei germi che si annullano nell’origine di Cn, e sia m̂n l’ideale massimale
di Ôn.
Siccome lo spazio tangente a Cn in ogni suo punto si puo` identiﬁcare con Cn stesso
tramite la base canonica ∂1, . . . , ∂n, dove ∂j =
∂
∂zj
, un campo vettoriale olomorfo X
di Cn si puo` scrivere, localmente, nella forma
X =
n∑
j=1
Xj∂j , (2.1.1)
dove Xj e` una funzione olomorfa locale per ogni j = 1, . . . , n. Indichiamo Xn il modulo
dei germi di campi vettoriali olomorﬁ locali con un punto singolare nell’origine.
Un’espressione della forma
n∑
j=1
Xj∂j ,
dove Xj e` una serie formale per j = 1, . . . , n e` detta un campo vettoriale formale.
Indichiamo X̂n il modulo dei germi di campi vettoriali formali con un punto singolare
nell’origine.
Dato un campo vettoriale formale e una serie di potenze formale f =
∑
Q fQ z
Q,
si ha, (si veda [Le] pag. 85),
X(f)(z) =
 n∑
j=1
Xj∂j
∑
Q
fQz
Q

=
∑
j,Q
XjfQ∂jz
Q
=
∑
j,Q
XjfQ qj
zQ
zj
.
25
Sviluppando anche le coordinate di X in serie di potenze Xj =
∑
P Xj,P z
P , ne segue
X(f)(z) =
∑
j,Q
∑
|P |≥0
Xj,Pz
P fQqj
zQ
zj
=
∑
j,Q,P
Xj,PfQqj
zQ+P
zj
.
(2.1.2)
Quindi se X e f sono nulli nell’origine, ossia |P | ≥ 1 e |Q| ≥ 1, allora Q + P − e1 ha
modulo almeno 1, che implica che anche X(f) si annulla nell’origine. Piu` in generale,
se P ha modulo superiore o uguale a 1 e Q ha modulo superiore o uguale a k, allora
il multi-indice Q+ P − e1 ha modulo superiore o uguale a k, che implica che per ogni
campo vettoriale formale X , si ha
X
(
(m̂n)
k
) ⊆ (m̂n)k.
Deﬁnizione 2.1.1. Lo spazio quoziente Ôn/(m̂n)k+1 e` detto spazio dei k-getti di
elementi di Ôn ed e` indicato con Jkn .
La proiezione sul quoziente
pik: Ôn → Jkn
puo` essere vista come il troncamento di una serie ai suoi termini di grado inferiore
o uguale a k. Inoltre, dato che se l e` minore di k si ha (m̂n)
k ⊂ (m̂n)l, possiamo
proiettare i k-getti sugli l-getti; indichiamo quest’ultima proiezione con
pikl: J
k
n → J ln.
Possiamo associare ad ogni elemento di Jkn l’unico polinomio di grado k che si
proietta su di esso; in questo modo abbiamo un’applicazione iniettiva dallo spazio
dei k-getti in Ôn, che possiamo indicare con
ιk: J
k
n → Ôn.
Inoltre, dato che le operazioni di somma e prodotto si conservano al quoziente,
i k-getti formano un’algebra.
Da quanto osservato ﬁnora segue inﬁne in maniera immediata che la catena dei
k-getti
J1n ⊂ J2n ⊂ · · · ⊂ Jkn ⊂ Jk+1n ⊂ · · · ,
costituisce una ﬁltrazione, nel senso della Deﬁnizione 1.6.7, di Ôn, quindi Ôn = lim←−Jkn .
Osserviamo che poiche´ vale X
(
(m̂n)
k
) ⊆ (m̂n)k, la derivazione X induce un’appli-
cazione lineare pik ◦X |Jkn nello spazio quoziente Jkn , che denotiamo con X(k). Possiamo
inoltre vedere X(k) deﬁnita dal seguente diagramma
X(k): J
k
n −→ Jknyιk xpik
X : Ôn −→ Ôn
.
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Ovviamente e` commutativo, per ogni k e l interi positivi con k ≥ l, anche il diagramma
seguente
X(l): J
l
n −→ J lnyιlk xpilk
X(k): J
k
n −→ Jknyιk xpik
X : Ôn −→ Ôn
. (2.1.3)
Da quanto osservato segue quindi che X coincide con il limite proiettivo degli X(k).
L’insieme dei k-getti e` uno spazio vettoriale complesso di dimensione ﬁnita. Pren-
diamo come base di Jkn i monomi della forma z
Q con |Q| ≤ k. Allora, grazie a (2.1.2),
si ha
X(k)(z
Q) = pik
(
X(zQ)
)
= pik
∑
j,P
Xj,P qjz
Q+P−ej

=
∑
j,P
|Q+P−ej |≤k
Xj,P qjz
Q+P−ej
=
∑
Q′
fQ′z
Q′ ,
dove Q′ = Q+P − ej e fQ′ =
∑
j,P Xj,P qj . Se ora Y =
∑
l Yl∂l =
∑
l,R Yl,Rz
R∂l e` un
altro campo vettoriale formale singolare nell’origine, si ha
Y(k)(X(k)(z
Q)) =
∑
l,R
|Q′+R−el|≤k
Yl,RfQ′ q
′
l z
Q′+R−el
=
∑
l,j,P,R,|Q+P−ej |≤k,
|Q+P+R−ej−el|≤k
Yl,RXj,P qj(Q+ P − ej)l zQ+P+R−ej−el .
Dato che, per X appartenente a X̂n e f in m̂n, X(f) e` nullo nell’origine, ha senso
calcolare Y (X(f)) e, sui monomi della base di Jkn si ha quindi
Y (X(zQ)) =
∑
l,j,P,R
Yl,RXj,P qj (Q+ P − ej)l zQ+P+R−ej−el .
Anche se Y (X) non e` un campo vettoriale, siccome e` un’applicazione lineare, possiamo
calcolare il troncamento Y (X)(k), e sugli elementi della base di J
k
n si ha
Y (X)(k)(z
Q) =
∑
l,j,P,R
|Q+P+R−ej−el|≤k
Yl,RXj,P qj (Q+ P − ej)l zQ+P+R−ej−el .
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Quest’ultima uguaglianza implica che Y(k) ◦ X(k) coincide con Y (X)(k), in quanto se
vale |Q+P +R−ej−el| ≤ k, allora si ha anche |Q+P −ej | ≤ k perche´ |R| e` superiore
o uguale a 1. Indicando quindi con il simbolo [·, ·] sia la parentesi di Lie per campi
vettoriali che il commutatore, rispetto all’operazione di composizione, per applicazioni
lineari nello spazio dei k-getti, si ha
[Y(k), X(k)] = [Y,X ](k). (2.1.4)
Deﬁnizione 2.1.2. Sia X̂n il modulo dei campi vettoriali formali locali singolari
nell’origine di Cn. Lo spazio vettoriale complesso pik(X̂n) e` detto spazio dei k-getti di
di campi vettoriali locali singolari in 0, e sara` indicato con Xkn.
Osservazione 2.1.3. Il modulo X̂n dei campi vettoriali formali locali singolari nell’o-
rigine di Cn e` un’algebra di Lie, di dimensione inﬁnita, rispetto alla parentesi di Lie.
Inoltre, per ogni k ≥ 1, anche lo spazio vettoriale Xkn e` una sottoalgebra di Lie con la
parentesi di Lie [·, ·](k) che ad ogni coppia X, Y di elementi di Xkn associa pik([X, Y ]).
Osservazione 2.1.4. Il centro dell’algebra di Lie Xkn e` nullo per ogni n ≥ 1 e per
ogni k ≥ 2. Infatti, se X e` un elemento di Xkn, allora, localmente, si scrive nella forma
X =
n∑
j=1
Xj∂j
dove ogni Xj appartiene a J
k
n . Siccome X appartiene al centro di X
k
n, si ha
0 = [X, zh∂h]
= −
n∑
j=1
zh∂h(Xj)∂j +Xh∂h,
per ogni h = 1, . . . , n, da cui segue che, per ogni j = 1, . . . , n, Xj dipende solo da z
j ed
e` lineare, in quanto dev’essere Xj(z
j) = zj∂j(Xj(z
j)). Quindi X e` lineare diagonale,
ossia della forma
∑n
j=1 λ
jzj∂j , ma, poiche´ deve commutare anche con qualsiasi campo
vettoriale monomiale di Xkn della forma z
Q∂h, dev’essere 〈λ,Q〉 − λh = 0 per ogni
multi-indice Q con |Q| ≤ k, da cui segue che ogni λj e` nullo, ossia X e` il campo
vettoriale nullo.
Abbiamo inoltre dimostrato il risultato seguente.
Lemma 2.1.5. La proiezione pik: X̂n → Xkn che associa ad un campo vettoriale X
l’applicazione lineare indotta X(k) su J
k
n e` un omomorfismo di algebre di Lie.
Ne segue, grazie al diagramma (2.1.3), che anche la proiezione pikl:X
k
n → Xln che
associa all’applicazione lineare X(k) l’applicazione X(l) e` un omomorfismo di algebre
di Lie.
Osservazione 2.1.6. E` noto che, per ogni k ≥ 1 e per ogni n ≥ 1, l’algebra di Lie Xkn
e` ridotta. Ad esempio X1n e` naturalmente isomorfa all’algebra di Lie gl(n,C), che e`
ridotta per la Proposizione 1.5.9.
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Osservazione 2.1.7. Notiamo che la catena dei k-getti di campi vettoriali {Xkn} e`
una ﬁltrazione su X̂n, il cui limite proiettivo e` X̂n. Inoltre, da (2.1.4) segue che la
rappresentazione aggiunta di X̂n rispetta la ﬁltrazione {Xkn}.
Grazie alla teoria svolta nel paragrafo 1.6, diremo che un campo vettoriale X
di X̂n e` semi-semplice [risp. nilpotente] se, per ogni k ≥ 1, il campo X(k) e` un semi-
semplice [risp. nilpotente] come derivazione di Jkn . Per il Teorema 1.6.13, ogni campo
vettoriale X di X̂n ammette dunque un’unica decomposizione di Jordan-Chevalley, in
quanto abbiamo visto nel paragrafo precedente che ogni elemento di X̂n e` compatibile
con la ﬁltrazione di Ôn.
Inoltre, se indichiamo con LX l’applicazione aggiunta di X , grazie alla Propo-
sizione 1.6.21, la decomposizione di Jordan di LX coincide con LXs + LXn .
2.2 Forma normale di Poincare´-Dulac
Sia X un campo vettoriale (formale o olomorfo) con un punto singolare nell’origine.
Sia Λ la parte lineare del campo vettoriale X nell’origine e sia S il campo vetto-
riale lineare diagonale dato dagli autovalori complessi (non necessariamente distin-
ti) λ1, . . . , λn di Λ, ossia
S =
n∑
j=1
λjzj∂j .
Studiamo l’azione aggiunta di S su X̂n, ossia l’operatore di Lie LS(X) = [S,X ].
Scriviamo X nella forma seguente
X =
n∑
j=1
X˜jz
j∂j ,
dove X˜j = (z
j)−1Xj potrebbero essere meromorfe (Xj ∈ m̂n). Si ha
LS(X)=[S,X ]
=SX −XS
=
 n∑
j=1
λjzj∂j
( n∑
l=1
X˜lz
l∂l
)
−
(
n∑
l=1
X˜lz
l∂l
) n∑
j=1
λjzj∂j

=
n∑
j=1
λjzj
(
n∑
l=1
∂j(X˜lz
l∂l)
)
−
n∑
l=1
X˜lz
l
 n∑
j=1
λj∂l(z
j∂j)

=
n∑
j=1
λjzj
n∑
l=1
(∂j(X˜l)z
l∂l + X˜lδ
l
j∂l + X˜lz
l∂j∂l)−
n∑
l=1
X˜lz
l
n∑
j=1
λj(δlj∂j + z
j∂l∂j)
=
n∑
l=1
S(X˜l)z
l∂l.
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Ne segue che se vale S(X˜j) = αX˜j per j = 1, . . . , n, allora X e` un autovettore per
l’operatore LS con autovalore α.
SiaR l’insieme dei multi-indici Q a coordinate intere tutte superiori o uguali a −1,
con al piu` una coordinata coincidente con −1, e tali che |Q| =∑nj=1 qj ≥ 0; quindi
R =
n⋃
j=1
Rj ,
dove Rj = {Q ∈ Zn : qj ≥ −1, qk ≥ 0 per k 6= j, |Q| ≥ 0}.
Vogliamo trovare lo spettro dell’operatore LS, ossia l’insieme dei numeri comples-
si α tali che LS − α Id non e` invertibile. Anzitutto troveremo lo spettro puntuale
di LS, ossia l’insieme dei suoi autovalori e poi mostreremo che lo spettro coincide con
lo spettro puntuale.
Lemma 2.2.1. Sia S un campo vettoriale lineare diagonale di Xn di autovalori com-
plessi (non necessariamente distinti) λ1, . . . , λn. Allora lo spettro puntuale dell’opera-
tore di Lie LS in Xˆn contiene i numeri complessi αQ = 〈λ,Q〉, dove Q appartiene a R
e λ e` il vettore (λ1, . . . , λn).
Dimostrazione. Sia j appartenente a {1, . . . , n}, sia Q appartenente a Rj e consideria-
mo il monomio zQ = (z1)q1 · · · (zn)qn . Si ha
S(zQ) =
 n∑
j=1
λjqj
 zQ = 〈λ,Q〉zQ,
da cui risulta
LS(zQzj∂j) = [S, zQzj∂j ] = 〈λ,Q〉zQzj∂j ,
ossia zQzj∂j e` un autovettore di LS di autovalore 〈λ,Q〉.
Indichiamo con S l’insieme degli αQ = 〈λ,Q〉 con Q in R. Indichiamo con Sk
l’insieme {αQ ∈ S : |Q| =
∑n
j=1 qj < k}. Ovviamente S coincide con l’unione
⋃
k≥0 Sk.
Ad ogni α = 〈λ,Q〉 appartenente a Sk corrisponde un autospazio Ekα contenuto in Xkn,
che ha come base l’insieme dei campi vettoriali monomiali zQzj∂j . A nalogamente, ad
ogni elemento α di S, corrisponde un autospazio Eα contenuto in X̂n.
Lemma 2.2.2. Sia S un campo vettoriale lineare diagonale di Xn di autovalori com-
plessi (non necessariamente distinti) λ1, . . . , λn. Allora X̂n coincide con
lim←−
⊕
α∈Sk
Ekα,
dove Sk = {α ∈ C : α = 〈λ,Q〉, Q ∈ R, |Q| < k} e Ekα e` l’autospazio relativo
all’autovalore α appartenente a Sk.
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Dimostrazione. Dalla dimostrazione precedente segue che ogni autospazio Ekα ha come
base naturale l’insieme di campi vettoriali monomiali zQzj∂j , dove α = 〈λ,Q〉 e Q,
con |Q| < k, appartiene all’insieme Rj . Dato che i campi monomiali zQzj∂j al variare
di j = 1, . . . , n e diQ inRj con |Q| < k non sono altro che i campi zP ∂j con j = 1, . . . , n
e P appartenente a Nn, con |P | ≤ k, essi formano una base di Xkn, da cui segue
Xkn =
⊕
α∈Sk
Ekα.
Dal fatto che X̂n e` il limite proiettivo dei k-getti di campi vettoriali singolari nell’origine,
segue dunque la tesi.
Proposizione 2.2.3. Sia S un elemento di Xn lineare diagonale e avente autovalori
complessi (non necessariamente distinti) λ1, . . . , λn. Allora S e` lo spettro puntuale
dell’operatore di Lie LS.
Dimostrazione. Grazie al Lemma 2.2.1 e al Lemma 2.2.2, ogni autofunzione con auto-
valore α, ossia appartenente a Eα, e` limite proiettivo di combinazioni lineari ﬁnite di
campi vettoriali monomiali zQzj∂j con α = 〈λ,Q〉, e questo conclude la dimostrazione.
Nel seguito, dato un campo vettoriale S lineare semi-semplice di Xn, lo spettro
puntuale S dell’operatore di Lie LS sara` quindi detto semplicemente lo spettro di LS.
Dati Xα in Eα e Xβ in β, con α e β appartenenti a S, grazie all’identita` di Jacobi
si ha [
S, [Xα, Xβ]
]
= −[Xα, [Xβ, S]]− [Xβ , [S,Xα]]
= β[Xα, Xβ]− α[Xβ, Xα]
= (α+ β)[Xα, Xβ].
Quindi per ogni coppia α, β di elementi di S si ha
[Eα, Eβ] ⊆ Eα+β .
Lo spazio E0, ossia lo spazio dei campi vettoriali che commutano con S, ha un’impor-
tanza particolare in quanto le forme normali con parte semi-semplice S hanno, come
vedremo in seguito, parte nilpotente in E0.
I generatori di E0 si dividono in due tipi:
(i) I campi della forma zQzj∂j, con 〈λ,Q〉 = 0 dove i qk sono tutti non negativi;
un tale multi-indice Q e` detto una risonanza di Siegel e da` luogo all’esistenza di inte-
grali primi per S. Infatti, la funzione che ad ogni z associa zQ, che e` deﬁnita anche
nell’origine poiche´ qj ≥ 0, e` costante lungo le orbite di S, in quanto
S(zQ) = 〈λ,Q〉 zQ = 0.
Possiamo dunque aﬀermare che ogni orbita di S giace in una foglia della foliazione,
singolare nell’origine,
{zQ = c}c∈C,
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ossia le soluzioni dell’equazione diﬀerenziale z˙(t) = S(z(t)) sono contenute nelle super-
ﬁci di livello di zQ. Notiamo che l’origine appartiene solamente alla foglia {zQ = 0},
ossia all’unione degli assi coordinati {zk = 0} tali che qk e` non nullo.
(ii) I campi zQzj∂j con 〈λ,Q〉 = 0 dove qj = −1 e le rimanenti componenti di Q
sono non negative. Questi tipi di risonanza, dette risonanze di Dulac, danno luogo
all’esistenza di varieta` integrali di S regolari nell’origine. Infatti, supponendo, per
semplicita` di notazioni, di avere j = 1, come nel caso precedente S e` tangente alle
superﬁci di livello della funzione zQ, che ora non e` piu` deﬁnita dell’origine. Possiamo
tuttavia isolare la variabile z1 in modo che Q+ej abbia coordinate non negative, quindi
{zQ = c} = {(z1)−1zQ+e1 = c};
ne segue che la foliazione {
z1 =
zQ+e1
c
}
c∈C
e` un insieme di varieta` integrali per S deﬁnite anche in 0, che appartiene a tutte le
varieta`.
Deﬁnizione 2.2.4. Sia X un campo vettoriale in Xˆn e sia λ la n-upla formata dagli
autovalori complessi λ1, . . . , λn (ripetuti secondo le rispettive molteplicita`) della parte
lineare di X nell’origine. L’insieme degli autovalori e` detto risonante se esiste una
n-upla di numeri interi Q = (q1, . . . , qn) superiori o uguali a 0 tranne al piu` uno che
puo` coincidere con −1, che veriﬁchino ∑nj=1 qj ≥ 1 e tali che
〈Q, λ〉 =
n∑
j=1
qjλ
j = 0.
Tale relazione e` detta risonanza. Un campo vettoriale monomiale della forma
zQ∂j = (z
1)q1 · · · (zn)qn∂j
e` detto risonante per X se Q′ = (q1, . . . , qj − 1, . . . , qn) veriﬁca una relazione di riso-
nanza per X , ossia
n∑
k=1
qkλ
k = λj .
Deﬁnizione 2.2.5. Un elemento X di Xˆn e` detto in forma normale di Poincare´-Dulac
se e` della forma
X = Xs +Xn
dove Xs e` un campo vettoriale lineare semi-semplice e [Xs, Xn] = 0, ossia Xn e` un
campo vettoriale nilpotente formato tutto da termini risonanti per X .
Osserviamo che, poiche´ Xs e` lineare semi-semplice, a meno di cambiare linear-
mente coordinate, potremo sempre supporre che esso sia un campo vettoriale diagonale.
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Il termine Xn non e` nilpotente nel senso che una sua potenza e` nulla, ma nel senso che
e` privo di parte semi-semplice; tuttavia, per ogni intero positivo k la restrizione pik(X
n)
di Xn ai k-getti e` un’applicazione lineare (una derivazione) nilpotente nel senso usuale
dell’algebra lineare. Inoltre, poiche´ la parte lineare di X si puo` sempre scrivere come
somma di un campo vettoriale semi-semplice e un campo vettoriale lineare nilpotente
che commutano, Xn si puo` sempre scrivere come somma di un campo vettoriale linea-
re nilpotente Xnil e di un campo vettoriale Xres formato solo da termini risonanti di
ordine superiore o uguale a 2.
Deﬁnizione 2.2.6. Un campo vettoriale formale W e` detto k-piatto se il suo sviluppo
di Taylor non contiene termini di ordine inferiore a k+1, ossiaW appartiene a (m̂n)
kX̂n.
Deﬁnizione 2.2.7. Un elemento X di Xˆn e` detto in forma normale di Poincare´-Dulac
fino all’ordine k, con k ≥ 1 se e` della forma
X = Xs +Xnk +W
dove Xs e` un campo vettoriale lineare semi-semplice,W e` un campo vettoriale k-piatto
e [Xs, Xnk ] = 0, ossia X
n
k e` un campo vettoriale formato solo da termini risonanti per X
di ordine minore di k + 1.
Proposizione 2.2.8. Sia X = S+N un elemento di X̂n in forma normale di Poincare´-
Dulac e, per ogni elemento α dello spettro dell’operatore LS , sia Eα l’autospazio cor-
rispondente. Allora LX e` invertibile ristretto a
⊕
α 6=0Eα e la sua inversa e`
L−1X =
∞∑
l=0
(−1)l(L−1S )(l+1) ◦ (LN )l.
Inoltre se ci limitiamo ai k-getti, si puo` prendere la somma fino a 2m−1 dovem = m(k)
e` tale che Nm e` nullo ristretto allo spazio dei k-getti. Infine, se W e` k-piatto, allora lo
e` anche L−1X (W ).
Dimostrazione. Anzitutto osserviamo che si ha
LS(zQzj∂j) = [S, zQzj∂j ] = 〈λ,Q〉zQzj∂j ,
dove λ e` il vettore di Cn dato dagli autovalori della parte lineare S.
Ne segue che, per 〈λ,Q〉 6= 0, ossia per zQzj∂j non appartenente a E0, si ha
L−1S (zQzj∂j) =
1
〈λ,Q〉z
Qzj∂j .
Inoltre notiamo che vale LX = LS + LN e LS commuta con LN , quindi LS ,L−1S ,LN
commutano fra loro.
Consideriamo quindi l’operatore
L =
∞∑
l=0
(−1)l(L−1S )(l+1) ◦ (LN )l.
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Si ha
LLX =
∞∑
l=0
(−1)lL−(l+1)S LlN (LS + LN )
=
∞∑
l=0
(−1)lL−lS LlN +
∞∑
l=0
(−1)lL−(l+1)S L(l+1)N
=
∞∑
l=0
(−1)lL−lS LlN +
∞∑
l=1
(−1)l+1L−lS LlN
= (−1)0L0SL0N
= Id;
analogamente, si veriﬁca LXL = Id. Ne segue che L e` l’operatore inverso L−1X di LX .
Notiamo inﬁne che se proiettiamo sui k-getti e consideriamo l’operatore
L(2m−1) =
∞∑
l=0
(−1)l(L−1S )(l+1) ◦ (LN )l,
dove m e` tale che pik(N
m) = 0, si ha
pik
(L(2m−1)LX) = pik
(
2m−1∑
l=0
(−1)lL−(l+1)S LlNLX
)
= pik
(
2m−1∑
l=0
(−1)lL−lS LlN +
2m∑
l=1
(−1)l+1L−lS LlN
)
= pik
(
Id+(−1)2m+1L−2mS L2mN
)
;
ma poiche´ L2m−1N (X) e` composto da monomi di tipo AXB con Nm come fattore in A
oppure in B e Nm e` nullo ristretto ai k-getti, si ha che anche L2m−1N e` nullo ristretto
ai k-getti.
Proposizione 2.2.9. Sia X = S+N un elemento di X̂n in forma normale di Poincare´-
Dulac, sia S lo spettro complesso dell’operatore LS su X̂n e siano Eα, per α ∈ S, gli
autospazi corrispondenti. Allora per ogni fissato Y campo vettoriale formale in X̂n,
l’equazione
Y = Y0 + [S +N,Z]
e` risolubile in modo unico con Y0 in E0 e Z appartenente a
⊕
α 6=0 Eα. Inoltre, se Y e`
k-piatto, lo sono anche Y0 e Z.
Dimostrazione. La dimostrazione segue in maniera immediata dalla proposizione prece-
dente 2.2.8. Infatti, sia Y0 la proiezione di Y su E0, quindi si ha Y = Y0 +W , con W
appartenente a
⊕
α 6=0 Eα e allora basta prendere Z coincidente con L−1X (W ). Inoltre,
se Y e` k-piatto, lo sono anche Y0 e W , quindi lo e` anche Z.
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2.3 Normalizzazione formale con il metodo di Newton
Sia X un elemento di X̂n e supponiamo che sia in forma normale di Poincare´-Dulac
ﬁno all’ordine k ≥ 1, ossia
X = S +N1 +R1,
dove S + N1 e` un campo vettoriale di ordine k appartenente a X̂n in forma normale
di Poincare´-Dulac; quindi N1 e` un campo vettoriale polinomiale di grado k e R1 e` un
campo k-piatto.
Consideriamo l’equazione
R1 = N
′
1 + [S +N1, U ] (2.3.5)
con incognite N ′1 e U ; grazie alla Proposizione 2.2.9, questa equazione e` risolubile
con N ′1 in E0 e U in
⊕
α 6=0Eα, che sono inoltre entrambi k-piatti.
Nel seguito, dato un qualsiasi campo U in X̂n, denoteremo con expU il ﬂusso al
tempo 1 associato al campo vettoriale U .
Proposizione 2.3.1. Sia X = S + N1 + R1 un campo vettoriale formale in X̂n in
forma normale di Poincare´-Dulac fino all’ordine k ≥ 1 e sia ϕ = expU , con U campo
vettoriale di X̂n che soddisfa l’equazione (2.3.5). Allora si ha
ϕ∗X = S +N1 +N
′
1 +R2,
dove R2 e` un campo 2k-piatto.
Dimostrazione. Dalla formula classica (si veda [DNF] pag. 197),
(exp tU)∗X =
∞∑
n=0
tn
n!
L◦nU (X) = X + t[U,X ] +
1
2
t2[U, [U,X ]] + · · ·
si evince chiaramente che il coeﬃciente di t e` k-piatto, che quello di t2 e` 2k-piatto e,
iterando, che il coeﬃciente di tp e` pk-piatto.
Ne segue che ϕ∗X ≡ X+[U,X ] modulo campi vettoriali 2k-piatti. Usando quindi
l’equazione (2.3.5), si ha
ϕ∗X ≡ S +N1 +R1 + [U, S +N1 +R1]
≡ S +N1 +R1 − [S +N1, U ]
≡ S +N1 +N ′1
modulo campi vettoriali 2k-piatti.
Possiamo adesso dimostrare il risultato principale di questo capitolo.
Teorema 2.3.2. Sia X un elemento di X̂n. Allora X e` un campo vettoriale semi-
semplice (nel senso della decomposizione di Jordan-Chevalley) se e solo esiste un cam-
biamento formale di coordinate in cui X e` un campo vettoriale lineare semi-semplice.
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Dimostrazione. Se esiste un cambiamento formale di coordinate in cui X e` un campo
vettoriale lineare semi-semplice, allora, grazie all’unicita` della decomposizione di Jor-
dan, si ha che la decomposizione di X e` priva di componente nilpotente.
Viceversa, sia X un campo vettoriale di Xn semi-semplice. Con le notazioni della
Proposizione 2.3.1, lo sviluppo di Taylor di ϕ∗X all’ordine 2k e` S +N1 +N
′
1 e questo
campo vettoriale polinomiale di grado 2k rappresenta, per costruzione, una forma
normale di Poincare´-Dulac di X ﬁno all’ordine 2k. Inoltre abbiamo una costruzione
esplicita di un diﬀeomorﬁsmo normalizzante (expU) che e` k-piatto rispetto all’identita`,
ossia tale che la diﬀerenza fra di esso e l’identita` e` k-piatta.
Otteniamo lo stesso risultato se risolviamo l’equazione (2.3.5) modulo campi vet-
toriali 2k-piatti, ossia usando solo gli sviluppi di Taylor ﬁno all’ordine 2k di N ′1 e di U ,
ottenendo in questo modo campi vettoriali polinomiali.
Iterando questo procedimento e componendo tutti i diﬀeormorﬁsmi normalizzanti,
otteniamo un cambiamento di coordinate formale tale che l’ordine di approssimazione
della forma normale e del diﬀeomorﬁsmo normalizzante duplica ad ogni iterazione;
questo metodo e` detto metodo di Newton.
In questo modo abbiamo trovato un cambiamento di coordinate formale che porta
il campo vettoriale X nella forma seguente
Xs1 +R,
dove Xs1 e` il termine lineare semi-semplice di X e R e` un campo vettoriale di X̂n
formato solo da campi vettoriali monomiali risonanti, quindi R commuta con Xs1.
Sia pik la proiezione canonica di X̂n su X
k
n. Osserviamo che, per ogni k ≥ 1 si ha
pik(X
s
1 +R) = X
s
1 + pik(R).
Vogliamo dimostrare, per induzione su k ≥ 1, che pik(R) e` nullo per ogni k ≥ 1.
Per k = 1, la tesi e` vera grazie all’unicita` della decomposizione di Jordan-Chevalley e
al fatto che Xs1 e` un campo lineare semi-semplice. Supponiamo che la tesi sia vera per k
e dimostriamola per k + 1. La proiezione di R su Xk+1n e` dunque un campo vettoriale
formato solo da campi vettoriali monomiali risonanti di grado k + 1. Osserviamo che,
se zP ∂j appartiene a X
k+1
n , con |P | = k + 1, si ha
zP ∂j(z
P∂j) = pik+1(pjz
2P−ej∂j + z
2P∂2j ) = 0,
in quanto |2P − ej | = 2k+1 > k+1 e |2P | = 2k+2 > k+1; quindi zP∂j e` nilpotente
in Xk+1n . Inoltre, se z
P ∂j e z
Q∂h sono due elementi di X
k+1
n , con |P | = |Q| = k + 1 e
con j, h appartententi a {1, . . . , n} (non necessariamente distinti), allora si ha
[zP∂j , z
Q∂h](k+1) = pik+1(qjz
P+Q−ej∂h − phzQ+P−eh∂j) = 0,
in quanto |Q + P − el| = 2k + 11 > k + 1 per ogni l = 1, . . . , n. Per il Corol-
lario 1.4.5, pik+1(R) e` un endomorﬁsmo nilpotente di X
k+1
n , in quanto somma ﬁnita
di endomorﬁsmi nilpotenti che commutano a due a due. Allora, grazie all’unicita`
della decomposizione di Jordan-Chevalley e al fatto che Xs1 e` semi-semplice e commuta
con pik+1(R), si ha pik+1(R) = 0. Poiche´ pik(R) = 0 per ogni k ≥ 1 e il limite proiettivo
di 0 e` 0, si ha che R deve coincidere con 0, ossia il cambiamento formale di coordinate
ottenuto con il metodo di Newton porta X nella sua parte lineare semi-semplice Xs1.
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Corollario 2.3.3. Sia X un campo vettoriale appartenente a X̂n. Allora X e` un
campo vettoriale nilpotente se e solo se la matrice associata alla sua parte lineare
nell’origine e` una matrice nilpotente.
Dimostrazione. Sia X = Xs +Xn la decomposizione di Jordan di X . Per il Teorema
precedente, esiste un cambiamento formale di coordinate in cui Xs e` un campo vetto-
riale lineare semi-semplice. Se la matrice associata alla parte lineare di X nell’origine
e` una matrice nilpotente allora Xs e` formalmente coniugato al campo vettoriale nullo,
quindi e` nullo.
Viceversa, se X e` formalmente coniugato ad un campo vettoriale nilpotente, allora
la decomposizione di Jordan di X e` priva di componente semi-semplice, quindi anche la
decomposizione di Jordan del termine lineare diX e` priva di componente semi-semplice
da cui segue la tesi.
Deﬁnizione 2.3.4. Un campo vettorialeX appartenente a Xn e` detto olomorficamente
semi-semplice se e` olomorﬁcamente coniugato alla parte semi-semplice del suo termine
lineare, ossia se esiste un cambiamento di coordinate olomorfo tale che, nelle nuove
coordinate, X sia un campo vettoriale lineare semi-semplice di Xn.
Osserviamo che poiche´ un campo nilpotente X non e` nilpotente nel senso che una
sua potenza e` nulla, ma nel senso che, ristretto ad ogni Jkn e` nilpotente, applicando
iterativamente Xnil ad un qualsiasi germe, si aumenta il suo ordine di annullamento
nell’origine.
Osservazione 2.3.5. La decomposizione di Jordan-Chevalley e` naturale. Infatti, se X
appartiene a X̂n e ϕ e` un diﬀeomorﬁsmo formale locale di (C
n, 0), allora: ϕ∗(X
nil) e`
nilpotente perche´ ha parte lineare nilpotente; vale
[ϕ∗(X
s), ϕ∗(X
nil)] = [dϕ(Xs), dϕ(Xnil)] = dϕ([Xs, Xnil]) = 0;
e ϕ∗(X
s) e` semi-semplice. (Infatti, se (vν) e` una base di J
k
n di autovettori per X
s
(k),
allora (vν ◦ ϕ) e` una base di Jkn di autovettori per ϕ∗(Xs(k)).)
Come Corollario del Teorema 2.3.2 otteniamo inﬁne il seguente classico Teorema
sulla normalizzazione formale (per una dimostrazione classica si veda [Ar] pp. 181–182).
Teorema 2.3.6.(Poincare´-Dulac, 1904) Sia X un germe di campo vettoriale formale
appartenente a X̂n. Allora esiste un cambiamento di variabili formale che porta X in
forma normale di Poincare´-Dulac.
Dimostrazione. Sia X = S + N la decomposizione di Jordan-Chevalley di X . Per il
Teorema 2.3.2, esiste un cambiamento formale di coordinate, ossia un diﬀeomorﬁsmo
formale locale di (Cn, 0), che porta il campo vettoriale semi-semplice S nel suo termine
lineare semi-semplice Xs. Grazie all’Osservazione 2.3.5, tale diﬀeomorﬁsmo porta X
nella forma
Xs +Xn,
che e` una forma normale di Poincare´-Dulac in quanto Xs e` lineare semi-semplice e Xn
e` un campo vettoriale nilpotente che commuta con Xs, ossia e` formato solo da termini
risonanti.
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Deﬁnizione 2.3.7. Dato un campo vettoriale X in X̂n, un cambiamento di coordi-
nate ϕ che porta X in forma normale di Poincare´-Dulac e` detto una normalizzazione
di Poincare´-Dulac di X ; se ϕ e` un cambiamento di coordinate olomorfo, allora e` detto
una normalizzazione di Poincare´-Dulac di X convergente.
Osservazione 2.3.8. Sebbene la decomposizione di Jordan-Chevalley di un campo
vettorialeX di X̂n sia unica, la forma normale di Poicare´-Dulac non e` unica. Infatti ogni
normalizzazione di Poincare´-Dulac dipende solo dalla parte semi-semplice della decom-
posizione di Jordan-Chevalley di X , quindi normalizzazioni diverse possono portare a
diverse forme normali di Poincare´-Dulac.
Il Teorema di Poincare´-Dulac 2.3.6 ci assicura che per ogni campo vettoriale di X̂n
esiste una normalizzazione di Poincare´-Dulac formale. E` dunque naturale chiedersi se
esistono delle condizioni necessarie e/o suﬃcienti aﬃnche´ un campo vettoriale (olo-
morfo) ammetta una normalizzazione di Poincare´-Dulac convergente.
Bryuno, nell’articolo [Brj], ha introdotto delle condizioni suﬃcienti, di tipo aritme-
tico, per la normalizzazione olomorfa ed e` riuscito a trovare anche dei parziali viceversa
(si veda [LD] pag. 38); tuttavia non ha trovato condizioni necessarie e suﬃcienti aﬃnche´
un campo vettoriale olomorfo ammetta una normalizzazione convergente.
Torneremo sull’argomento nel capitolo 4, dove ci concentreremo su risultati recenti,
ottenuti da Zung in [Zu1] e [Zu2], che forniscono condizioni necessarie e/o suﬃcienti
di tipo geometrico per l’esistenza di una normalizzazione olomorfa.
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Capitolo 3
Diseguaglianze di  Lojasiewicz
3.1 Diseguaglianza di  Lojasiewicz per una funzione olomorfa
Consideriamo un polinomio monico a coeﬃcienti complessi
p(z) = zn + a1z
n−1 + · · ·+ an
e siano ζ1, . . . , ζn le radici, non necessariamente distinte, di p. In particolare avremo
p(z) = (z − ζ1) · · · (z − ζn)
e
aj = σj(ζ1, . . . , ζn)
per ogni j tra 1 e n, dove σj e` il polinomio simmetrico elementare in n variabili di
grado j,
σj(X1, . . . , Xn) = (−1)j
∑
ν1<···<νj
Xν1 · · ·Xνj .
Osserviamo che se vale |aj| ≤ r per j = 1, . . . , n, allora |ζk| ≤ 2r per k = 1, . . . , n, in
quanto se fosse altrimenti, allora si avrebbe
|ζn + a1ζn−1 + · · ·+ an| ≥ |ζ|n
(
1− r|ζ| − · · · −
(
r
|ζ|
)n)
> 0.
Di conseguenza, l’applicazione polinomiale σ:Cn → Cn deﬁnita da
(z1, . . . , zn) 7→ (σ1(z1, . . . , zn), . . . , σn(z1, . . . , zn))
e` una suriezione propria, poiche´, per il Teorema fondamentale dell’algebra, l’immagine
inversa di ogni insieme limitato e` limitata.
Sappiamo inoltre che le radici di un polinomio dipendono con continuita` dai coef-
ﬁcienti. Quindi, dato un polinomio di Weierstraß
P (z1, . . . , zn) = z
p
n + a1(z1, . . . , zn−1)z
p−1
n + · · ·+ ap(z1, . . . , zn−1),
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per ogni ε > 0 esiste δ > 0 tale che se P (z1, . . . , zn) = 0 e ‖(z1, . . . , zn−1)‖ < δ, allora
‖zn‖ < ε.
Proposizione 3.1.1. ( Lojasiewicz) Sia f una funzione olomorfa in un intorno aperto U
dell’origine di Cn e nulla nell’origine. Allora esiste un numero positivo δn ed e-
sistono n − 1 numeri positivi δ1, . . . , δn−1 che dipendono da δn tali che il polidisco
∆ = {z ∈ Cn : |z1| < δ1, . . . , |zn| < δn} sia incluso in U ed esistono due costanti posi-
tive C e p tali che per ogni punto z di ∆1 = {z ∈ Cn : |z1| < δ1/2, . . . , |zn| < δn/2}
valga la relazione
|f(z)| ≥ C d(z, Z)p,
dove Z e` l’insieme degli zeri di f contenuti in ∆, ossia Z = f−1(0) ∩∆.
Dimostrazione. Senza ledere la generalita`, possiamo supporre che f sia regolare di
ordine p nella variabile zn; quindi per il Teorema di preparazione di Weierstraß, f
coincide con il prodotto di una funzione olomorfa h mai nulla in un intorno dell’origine
incluso in U con un polinomio P di Weierstraß nella variabile zn di grado p, ossia
P (z1, . . . , zn) = z
p
n + a1(z1, . . . , zn−1)z
p−1
n + · · ·+ ap(z1, . . . , zn−1),
dove i coeﬃcienti a1, . . . , ap sono funzioni olomorfe deﬁnite in un opportuno polidisco
∆′ = {z ∈ Cn : |z1| < δ1, . . . , |zn−1| < δn−1} e nulle nell’origine di Cn−1. Per ogni ε > 0
esistono δ1, . . . , δn−1 positivi tali che se P (z1, . . . , zn) = 0 e (z1, . . . , zn−1) appartiene
a ∆′, allora |zn| < ε; sia dunque δn > 0 tale che il polidisco ∆ e` contenuto in U . Se il
punto (z1, . . . , zn) appartiene a ∆, allora si ha
P (z1, . . . , zn−1, t) = (t− ζ1) · · · (t− ζp)
per t appartenente a C, dove ζ1, . . . , ζp sono le radici (non necessariamente distinte)
del polinomio P (z1, . . . , zn−1, t); quindi, per come abbiamo scelto δn, siccome l’insie-
me Z = f−1(0) ∩∆ coincide con P−1(0)∩∆, si ha che z(ν) = (z1, . . . , zn−1, ζν) appar-
tiene a Z per ν = 1, . . . , p, da cui segue
|zn − ζν | = |z − z(ν)| ≥ d(z, Z)
per ogni ν compreso tra 1 e p e per ogni z in ∆. Possiamo inﬁne supporre che la fun-
zione h sia non nulla su tutto il polidisco ∆1 = {z ∈ Cn : |z1| < δ1/2, . . . , |zn| < δn/2},
da cui segue l’esistenza di una costante positiva C per cui h(z) ≥ C per ogni z in ∆1.
Quindi si ha
|f(z)| = |h(z)||P (z)| ≥ C |zn − ζ1| · · · |zn − ζp| ≥ C d(z, Z)p
per ogni z appartenente a ∆1 e questo conclude la dimostrazione.
Corollario 3.1.2. Sia f una funzione olomorfa in un aperto Ω di Cn, tale che l’in-
sieme Z = f−1(0)∩Ω sia non vuoto e sia K un compatto incluso in Ω. Allora esistono
due costanti C > 0 e p > 0 tali che
|f(z)| ≥ C d(z, Z)p
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per ogni z appartenente a K.
Dimostrazione. Sia M = supz∈K d(z, Z). Per la proposizione precedente, possiamo
associare ad ogni punto x di K un polidisco aperto ∆1,x e due costanti positive Cx
e px tali che si abbia
|f(z)| ≥ Cx
(
d(z, Z)
M
)px
per ogni punto z di ∆1,x. Inoltre siccome K ⊂
⋃
x∈K ∆1,x e K e` compatto, esisteran-
no x1, . . . , xm in K tali che K sia incluso nell’unione ∆1,x1 ∪ . . . ∪∆1,xm . Ponendo
p = max(px1 , . . . , pxm) e C =
1
Mp
min(Cx1 , . . . , Cxm)
otteniamo la tesi.
3.2 Cenni sulla geometria degli insiemi analitici complessi
Nel seguito presentiamo i risultati che riguardano la geometria degli insiemi analitici
complessi che saranno necessari per dimostrare la diseguaglianza di  Lojasiewicz nel caso
generale; per una trattazione piu` esaustiva riguardo agli insiemi analitici rimandiamo
a [ Lo].
Nel resto del capitolo useremo la seguente notazione: dato un sottoinsieme Z del
prodotto cartesiano di due insiemi M ×N , per ogni sottoinsieme E di M , indicheremo
con ZE l’insieme Z ∩ (E × N) e per ogni elemento x di M indicheremo con Zx la
proiezione sul secondo fattore di Z{x}, ossia l’insieme {y ∈ N : (x, y) ∈ Z}.
Deﬁnizione 3.2.1. Sia M una varieta` complessa. Un sottoinsieme X di M e` detto
magro se e` chiuso, mai denso, e per ogni aperto Ω diM ogni funzione olomorfa su Ω\X
che sia localmente limitata su Ω si puo` estendere ad una funzione olomorfa su tutto Ω.
Deﬁnizione 3.2.2. Dati M una varieta` complessa connessa e uno spazio vettoriale
complesso X , un quasi-rivestimento nel prodotto cartesianoM×X e` una coppia (Z,Λ)
dove Z e` un sottoinsieme magro diM , e Λ e` una sottovarieta` di (M \Z)×X (localmente
chiusa) tale che la proiezione naturale pi: Λ → M sia un biolomorﬁsmo locale e sia
proprio. L’insieme Λ¯ e` detto l’aderenza del quasi-rivestimento.
Notiamo che se (Z,Λ) e` un quasi-rivestimento, allora la proiezione naturale pi di Λ
suM \Z e` un rivestimento ﬁnito in quanto e` un omeomorﬁsmo locale e un’applicazione
propria. Inoltre, poiche´ Z e` magro eM e` connessa, ancheM \Z e` connessa (altrimenti
esisterebbe una funzione localmente costante su M \ Z che prende solo due valori,
sarebbe olomorfa, limitata e non si potrebbe estendere a una funzione olomorfa suM);
quindi il rivestimento ha una molteplicita` che indichiamo con k e che chiameremo
molteplicita` del quasi-rivestimento. Diremo che il quasi-rivestimento ha k fogli se ha
molteplicita` k.
Osserviamo inoltre che se (Z,Λ) e` un quasi-rivestimento in M × X , allora lo e`
anche (Z,Λ′) per ogni sottoinsieme aperto e chiuso Λ′ di Λ; in particolare, questo e`
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vero se Λ′ e` una componente connessa di Λ. Inoltre (Z∩U,Λ′U ) e` un quasi-rivestimento
di U ×X per ogni sottoinsieme aperto e connesso U di M .
Prima di poter enunciare alcune delle proprieta` principali dei quasi-rivestimenti,
abbiamo bisogno di alcuni risultati e deﬁnizioni.
Deﬁnizione 3.2.3. Dati X e Y due spazi vettoriali complessi, un sottoinsieme del
prodotto Xp× Y [risp. un’applicazione deﬁnita su Xp×Y ] si dice simmetrico rispetto
a x se e` invariante rispetto al sottogruppo del gruppo degli automorﬁsmi lineari dello
spazio vettoriale Xp×Y formato dalle applicazioni Πα:Xp×Y → Xp×Y della forma
(x1, . . . , xp, y) 7→ (xα(1), . . . , xα(p), y)
dove α e` una permutazione dell’insieme {1, . . . , p}.
Deﬁnizione 3.2.4. Dato X uno spazio vettoriale complesso di dimensione ﬁnita, un
polinomio su X e` un’applicazione polinomiale dello spazio X in C.
Deﬁnizione 3.2.5. Dato X uno spazio vettoriale complesso, un insieme algebrico
di X e` il luogo degli zeri di un numero ﬁnito di polinomi su X , ossia un insieme della
forma {p ∈ X : f1(p) = · · · = fk(p) = 0} con f1, . . . , fk polinomi su X .
Lemma 3.2.6. Siano X e Y due spazi vettoriali complessi e sia Z ⊂ Xp × Y un
insieme algebrico e simmetrico rispetto a x = (x1, . . . , xp). Allora esiste un’applicazione
polinomiale P :Xp × Y → Cs che sia simmetrica rispetto a x e tale che Z coincida
con P−1(0).
Dimostrazione. Basta dimostrare che se V e` uno spazio vettoriale complesso, G e` un
sottogruppo ﬁnito del gruppo degli automorﬁsmi lineari di V e Z e` un sottoinsieme
algebrico di V invariante rispetto a G, ossia ϕ(Z) = Z per ogni ϕ appartenente a G,
allora Z puo` essere deﬁnito da polinomi invarianti ripetto a G.
Sia quindi G = {ϕ1, . . . , ϕl} e sia Z ⊂ V sottoinsieme algebrico G-invariante
deﬁnito dai polinomi f1, . . . , fk. Allora, posto gij = fi ◦ ϕj e Fiν = σν ◦ (gi1, . . . , gil)
dove σ1, . . . , σl sono i polinomi simmetrici elementari in l variabili, si ha
Z = {gij = 0}i=1,...,k, j=1,...,l
= {Fiν = 0}i=1,...,k, ν=1,...,l,
in quanto, per ogni m, σ1(z1, . . . , zm) = · · · = σm(z1, . . . , zm) = 0 se e solo se si
ha z1 = · · · = zm = 0. Basta quindi veriﬁcare che i polinomi Fiν sono G-invarianti.
Sia ϕ un elemento di G; poiche´ l’applicazione di G in se´ data da ϕ 7→ ϕ◦ϕs e` biiettiva,
si ha ϕj ◦ϕs = ϕβ(j), dove j = 1, . . . , k e β e` una permutazione di {i, . . . , l}. Quindi si
ha gij ◦ ϕs = giβ(j) da cui segue
Fiν ◦ ϕs = σν ◦ (giβ(1), . . . , giβ(l)) = Fiν .
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Deﬁnizione 3.2.7. Dato uno spazio vettoriale complesso X , un’applicazione polino-
miale P (η1, . . . , ηp, v) dello spazio X
p+1 a valori in uno spazio vettoriale e` detta un
raccoglitore se e` simmetrica rispetto a η = (η1, . . . , ηp) e veriﬁca
P−1(0) = {v = η1} ∪ · · · ∪ {v = ηp}.
Ad esempio la funzione da Cp+1 a C data da (η1, . . . , ηp, v) 7→ (v − η1) · · · (v − ηp)
e` un raccoglitore. Per il lemma precedente, per ogni spazio vettoriale X e ogni intero
positivo p esiste un raccoglitore P :Xp+1 → Cs.
Possiamo ﬁnalmente dimostrare le proprieta` dei quasi-rivestimenti che ci saranno
utili nel seguito.
Lemma 3.2.8. Siano M una varieta` complessa connessa, X uno spazio vettoriale
complesso e (Z,Λ) un quasi-rivestimento a p fogli in M ×X , con p > 0. Allora
(i) la proiezione naturale p¯i: Λ¯→M e` aperta;
(ii) se P :Xp+1 → Cq e` un raccoglitore, allora esiste un’unica applicazione olo-
morfa F = FP :M ×X → Cq che verifica
F (u, v) = P (η1, . . . , ηp, v) dove {η1, . . . , ηp} = Λu
per (u, v) in (M \ Z)×X ;
(iii) l’aderenza Λ¯ coincide con F−1(0), e quindi e` analitica in M ×X .
Dimostrazione. (ii) Fissato un sistema lineare di coordinate su X , possiamo scrivere
P (η, v) =
∑
j
aj(η)v
j
dove aj:X
p → Cq sono applicazioni polinomiali simmetriche. Ne segue che le ap-
plicazioni c0j :M \ Z → Cq deﬁnite da c0j (u) = aj(η1, . . . , ηp) per u appartenente
a M \ Z, dove {η1, . . . , ηp} = Λu, sono ben deﬁnite, olomorfe e localmente limi-
tate vicino a Z, quindi possiamo estenderle olomorﬁcamente a cj :M → Cq. L’ap-
plicazione F (u, v) =
∑
j cj(u)v
j veriﬁca quindi la nostra tesi. L’unicita` segue dal
fatto che (M \ Z)×X e` denso in M ×X .
(i)–(iii) Sia p˜i:F−1(0) → M la proiezione naturale. Allora l’insieme Λ coincide
con p˜i−1(M \Z), per cui basta dimostrare che p˜i e` aperta in quanto, dato che M \Z e`
denso e la controimmagine di un denso tramite un’applicazione aperta e` un denso, Λ¯
coincide con F−1(0), quindi p˜i coincide con p¯i.
Supponiamo per assurdo che p˜i non sia aperta. Allora esiste un intorno com-
patto U × V di un punto (u0, v0) di F−1(0) ed esiste una successione (uν) convergente
verso u0 tale che uν non appartiene a p˜i
(
F−1(0) ∩ (U × V ))per ogni ν; inoltre, poiche´ Z
e` mai denso, possiamo supporre che uν non appartenga a U \Z per ogni ν. Allora per
ogni ν e per ogni v in V , si ha P (ην1 , . . . , η
ν
p , v) = F (uν , v) 6= 0, dove ηνj appartiene
a Λuν per j = 1, . . . , p; quindi η
ν
j non appartiene a V per ogni j. Siccome le ﬁbre Λuν
sono uniformemente limitate, per ogni j possiamo scegliere una sottosuccessione η
αj
j
convergente a ηj diverso da v0. Passando al limite, otteniamo
F (u0, v0) = P (η1, . . . , ηp, v0) 6= 0,
che contraddice la scelta di (u0, v0).
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Avremo bisogno anche di alcune deﬁnizioni e relativi criteri di “regolarita`” per
germi di funzioni olomorfe e germi di spazi analitici.
Deﬁnizione 3.2.9. Un germe f di On e` detto regolare (oppure zn-regolare) se e` il
germe di una funzione regolare rispetto all’ultima variabile, ossia se si ha f(0, zn) 6= 0.
Deﬁnizione 3.2.10. Un ideale I di On, l’anello dei germi di funzioni olomorfe nell’o-
rigine di Cn, e` detto k-normale, con −1 ≤ k ≤ n, se contiene un germe regolare di Ol
per l = k + 1, . . . , n.
Osservazione 3.2.11. Notiamo che l’unico ideale (−1)-normale e` On stesso; inoltre
se un ideale e` k-normale allora e` anche j-normale per ogni j = k, . . . , n e ogni ideale
che lo contiene e` k-normale.
Lemma 3.2.12. Un ideale I di On e` k-normale, con −1 ≤ k ≤ n, se e solo se On/I e`
un’estensione finita su Oˆk = χ(Ok), dove χ:On → On/I e` la proiezione naturale.
Dimostrazione. Supponiano che On/I sia ﬁnita su Oˆk; allora, per l = k + 1, . . . , n,
l’elemento zˆl = χ(zl) e` intero su Oˆk, percio` I contiene un germe monico, quindi zl-
regolare, di Ok[zl]. Allora, per il Teorema di preparazione di Weierstraß, l’ideale I
contiene un germe regolare di Ol per l = k + 1, . . . , n.
Viceversa, supponiamo che I sia k-normale, con −1 ≤ k ≤ n, e sia l un intero tale
che k + 1 ≤ l ≤ n. Per il Teorema di preparazione di Weierstraß, l’ideale I contiene
un germe monico di Ol−1[zl], quindi l’elemento zˆl e` intero su Oˆl−1. Grazie al Teorema
di divisione di Weierstraß, si ha Ol ⊂ I + Ol−1[zl], quindi Oˆl = Oˆl−1[zˆl], percio` zˆl e`
intero su Oˆk per l = k + 1, . . . , n e Oˆn = Oˆk[zˆk+1, . . . , zˆn], da cui segue che On/I e`
un’estensione ﬁnita su Oˆk.
Deﬁnizione 3.2.13. Un ideale I di On e` detto k-regolare, con −1 ≤ k ≤ n, se e` k-
normale e, se k e` superiore o uguale a 0, si ha Ok ∩ I = {0}. Un germe analitico A
nell’origine di Cn e` detto k-regolare se e` k-regolare l’ideale I(A) dei germi di funzioni
olomorfe nell’origine di Cn che si annullano su A.
Se un ideale I e` k-regolare, con k ≥ 0, allora l’applicazione χ|Ok :Ok → Oˆk e` un
isomorﬁsmo.
Deﬁnizione 3.2.14. Dati una varieta` complessa di dimensione n e un sistema di
coordinate ϕ in un punto a diM , un ideale dell’anello Oa dei germi di funzioni olomorfe
deﬁnite in a, o un germe analiticoA in a, e` detto k-normale [risp. k-regolare] nel sistema
di coordinate ϕ se l’ideale in questo sistema di coordinate, ossia l’ideale I ◦ϕ−1, oppure
il germe, cioe` ϕ(A), e` k-normale [risp. k-regolare].
Osservazione 3.2.15. La k-normalita` e la k-regolarita` di un ideale diOn o di un germe
analitico nell’origine di Cn e` preservata da un cambio lineare delle prime k coordinate,
come pure da un cambio lineare delle ultime n − k coordinate. In altri termini, se ϕ
e` un automorﬁsmo lineare di Ck, Idk e` l’identita` di C
k e ψ e` un automorﬁsmo lineare
di Cn−k, Idn−k e` l’identita` di C
n−k, allora ogni ideale di On e ogni germe analitico
nell’origine di Cn che sia k-normale (o k-regolare), e` k-normale (o k-regolare) anche
nei sistemi di coordinate ϕ× Idn−k e Idk ×ψ.
Infatti basta veriﬁcarlo per gli ideali. Sia χ = ϕ × Idn−k oppure χ = Idk×ψ.
Allora si ha Ok ◦χ−1 = Ok. La condizione di k-normalita` per un ideale I e` equivalente
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alla condizione On =
∑
j gjOk + I con gj opportuni elementi di On, in quanto per il
Lemma 3.2.12, un ideale I di On e` k-normale se e solo se si ha On/I =
∑ν
i=1 gˆiOˆk
con gˆi elementi di On/I algebrici su Oˆk; per cui se I e` k-normale, allora, passando
alle immagini tramite l’automorﬁsmo di On che ad ogni elemento f di On asso-
cia f ◦ χ−1, concludiamo che I ◦ χ−1 e` k-normale. Inoltre se vale Ok ∩ I = {0},
allora si ha Ok ∩ (I ◦ χ−1) = {0}.
Proposizione 3.2.16. Sia I un ideale k-normale dell’anello On, con 0 ≤ k ≤ n. Allora
esiste un sottoinsieme denso A nello spazio degli automorfismi lineari di Ck tale che
per ogni ϕ in A, l’ideale I e` k-regolare nel sistema di coordinate ϕ× Idn−k, dove Idn−k
e` l’identita` di Cn−k.
Dimostrazione. Consideriamo la seguente condizione per 0 ≤ r ≤ n:
c(r) L’ideale I e` r-normale oppure s-regolare per qualche s ≤ r.
Sia r maggiore di 0. Se I soddisfa la condizione c(r), allora soddisfa anche la con-
dizione c(r− 1) nel sistema di coordinate ϕ× Idn−r per ogni ϕ appartenente a un sot-
toinsieme denso nello spazio degli automorﬁsmi lineari di Cr. Infatti se I e` r-normale
ma non r-regolare, allora contiene un germe non nullo di Or che e` regolare in ogni siste-
ma di coordinate ϕ appartenente a un sottoinsieme denso nello spazio degli automor-
ﬁsmi lineari di Cr, ossia e` (r−1)-normale. Quindi per ogni ϕk in un denso nello spazio
degli automorﬁsmi lineari di Ck, possiamo scegliere successivamente ϕk−1, . . . , ϕ1 ar-
bitrariamente vicini all’applicazione identica in modo che l’ideale I nel sistema di co-
ordinate (ϕ1 ◦ · · · ◦ ϕk) × Idn−k soddisﬁ la condizione c(0). Siccome la composizione
e` continua, gli automorﬁsmi lineari ϕ di Ck per cui I soddisfa la condizione c(0) nel
sistema di coordinate ϕ× Idn−k formano un sottoinsieme denso. Per concludere basta
osservare che ogni ideale 0-normale e` 0-regolare o (−1)-regolare.
Notiamo che quanto appena dimostrato implica che ogni ideale k-normale di On,
con 0 ≤ k ≤ n, diventa 0-normale dopo un opportuno cambio delle prime k-coordinate.
La Proposizione 3.2.16 ha inoltre come immediate conseguenze i risultati seguenti.
Corollario 3.2.17. Siano I1, . . . , Im ideali k-normali dell’anello On, con 0 ≤ k ≤ n.
Allora esiste un sottoinsieme denso A˜ nello spazio degli automorfismi lineari di Ck
tale che per ogni ϕ in A˜, gli ideali I1, . . . Im sono k-regolari nel sistema di coordi-
nate ϕ× Idn−k, dove Idn−k e` l’identita` di Cn−k.
Dimostrazione. Per la Proposizione 3.2.16 possiamo trovare un insieme denso A˜ di
automorﬁsmi lineari di Ck tali che, per ogni ϕ in A˜, gli ideali I1, . . . , Im soddisfano la
condizione c(0) nel sistema di coordinate ϕ× Idn−k e questo conclude la dimostrazione.
Corollario 3.2.18. Siano A1, . . . , Am germi analitici k-normali nell’origine di C
n,
con 0 ≤ k ≤ n. Allora esiste un sottoinsieme denso nello spazio degli isomosrfismi
di Ck in se´ tale che per ogni suo elemento ϕ si ha che i germi A1, . . .Am sono k-regolari
nel sistema di coordinate ϕ× Idn−k, dove Idn−k e` l’identita` di Cn−k.
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Corollario 3.2.19. Ogni ideale analitico k-normale di On e ogni germe k-normale
analitico nell’origine di Cn diventa r-regolare, con r ≤ k dopo un opportuno cambio
delle prime k coordinate.
L’ultima nozione che ci sara` necessaria e` la seguente.
Deﬁnizione 3.2.20. Una tripla normale di dimensione k in Cn, con 0 ≤ k ≤ n, e`
una tripla (Ω, Z, V ), dove Ω e` un intorno aperto connesso dell’origine di Ck, Z e` un
sottoinsieme analitico di Ω mai denso, e V e` un sottoinsieme analitico di Ω×Cn−k che
soddisfa le seguenti condizioni:
(1) la proiezione naturale pi:V → Ω e` propria,
(2) la controimmagine dell’origine tramite la proiezione pi e` l’origine,
(3) l’insieme VΩ\Z e` una sottovarieta` di Ω×Cn−k tale che la proiezione naturale pi
sia un biolomorﬁsmo locale,
(4) l’insieme VΩ\Z e` denso in V .
Dalla deﬁnizione segue immediatamente che se (Ω, Z, V ) e` una tripla normale
di dimensione k in Cn, allora la proiezione VΩ\Z → Ω \ Z e` un rivestimento ﬁnito,
la cui molteplicita` (positiva) e` detta la molteplicita` della tripla normale (Ω, Z, V ).
L’insieme V e` detto la corona della tripla normale (Ω, Z, V ).
Deﬁnizione 3.2.21. Un germe analitico A e` detto irriducibile se non si puo` scrivere
come unione di due germi analitici strettamente inclusi in A.
Il risultato che segue ci fornisce una descrizione completa dei germi di insiemi
analitici nell’origine di Cn che siano k-regolari.
Teorema 3.2.22. (Ru¨ckert, 1932) Sia A un germe k-regolare analitico nell’origine
di Cn irriducibile. Allora A ammette una tripla normale (Ω, Z, V ) di dimensione k, la
cui corona V e` un rappresentante di A analitico in Ω× Cn−k.
Dimostrazione. L’ipotesi equivale a dire che A e` il luogo degli zeri di un ideale primo k-
regolare I di On. Per il Lemma 3.2.12, esiste un sistema di generatori
f1(zk+1, . . . , zn), . . . , fν(zk+1, . . . , zn)
per l’ideale I, dove fj appartiene a Ok[Xk+1, . . . , Xn]. Siccome I e` primo, l’anelloOn/I
e` un dominio d’integrita`. Inoltre Ok e` un anello fattoriale. Quindi, per ogni zˆj ,
con j = k + 1, . . . , n, abbiamo un polinomio minimo pˆj appartenente a Oˆk[T ], dove pj
appartiene a Ok[T ]. Poiche´ ̂pj(zj) coincide con pˆj(zˆj) = 0, i germi pj appartengono
a I. Possiamo dunque supporre che il sistema di generatori di I contenga i germi pj(zj)
per j = k + 1, . . . , n. Siano p˜j , rappresentanti dei pj(zj) con coeﬃcienti olomorﬁ in
un intorno aperto connesso Ω dell’origine in Ck e sia W = W (p˜k+1, . . . , p˜n) l’insieme
dato da {z ∈ Cn : z′ = (z1, . . . , zk) ∈ Ω, p˜k+1(z′, zk+1) = · · · = p˜n(z′, zn) = 0}.
L’insieme W e` un sottoinsieme analitico mai denso di Ω × Cn−k, la proiezione natu-
rale pi:W → Ω e` propria e pi−1(0) ⊂ 0; inoltre le ﬁbre pi−1(u) sono ﬁnite, in quanto la
dimensione di W e` ﬁnita. Se Γ e` un intorno aperto e connesso dell’origine contenuto
in Ω, allora WΓ coincide con W ((p˜k+1)Γ×C, . . . , (p˜n)Γ×C) e se W e` non vuoto, allora
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contiene 0 e gli insiemi WΓ formano una base degli intorni di 0 in W . Esistono quindi
intorni aperti connessi arbitrariamente piccoli dell’origine in Ω ⊂ Ck e ∆ ⊂ Cn−k tali
che l’insieme W = W (p˜k+1, . . . , p˜n) sia contenuto in Ω×∆ e i p˜j abbiano coeﬃcienti
olomorﬁ in Ω. Possiamo anche supporre che i germi fj(zk+1, . . . , zn) abbiano rappre-
sentanti f˜i che sono polinomi in v = (zk+1, . . . , zn) olomorﬁ in Ω. Allora ciascuno
dei germi p˜j coincide con un f˜i. Quindi l’insieme V = {f˜1 = · · · = f˜r = 0} e` un
sottoinsieme analitico di Ω× Cn−k che rappresenta A ed e` contenuto in W . Ne segue
che V e` incluso in Ω×∆, la proiezione naturale pi:V → Ω e` propria e vale pi−1(0) = 0
(si ha f˜i(0) = 0 altrimenti I = On). Inoltre i discriminanti dei polinomi p˜j non sono
identicamente nulli; quindi denotiamo con Z∗ = Z(p˜k+1, . . . , p˜n) l’unione dei luoghi
di zero di tali discriminanti. Z∗ e` un sottoinsieme analitico mai denso di Ω e per il
Teorema della funzione implicita, l’insiemeWΩ\Z∗ e` una sottovarieta` di (Ω\Z)×Cn−k ,
percio` la proiezione sul primo fattore e` un biolomorﬁsmo locale. Ne segue che basta
dimostrare che scegliendo opportunamente Ω e ∆ esiste un insieme analitico Z ⊃ Z∗,
mai denso in Ω e tale che V ′ = VΩ\Z 6= ∅ e per ogni z in V ′, il germe V ′z contiene
un germe liscio di dimensione k. Se z appartiene a V ′, allora si deve avere V ′z = Wz,
altrimenti, siccome V ′ ⊂ WΩ\Z∗ , si avrebbe dimV ′z < k, quindi V ′ e` una sottovarieta`
in z per cui la proiezione naturale sul primo fattore Ω e` un biolomoﬁsmo in z.
Per il Teorema dell’elemento primitivo per domini d’integrita` (si veda [ Lo] pag. 33),
esiste un elemento primitivo wˆ dell’estensione Oˆn di Oˆk, dove w appartiene a Oˆn.
Allora si ha δˆzˆj = Qˆj(wˆ), dove δ appartiene a Ok \ {0} e Qj e` un elemento di Ok[T ]
per ogni j = k + 1, . . . , n. Quindi δzj −Qj(w) appartiene a I e si ha
δzj −Qj(w) =
∑
i
aijfi(zk+1, . . . , zn), j = k + 1, . . . , n, (3.2.1)
dove aij appartiene a On. Siccome l’elemento wˆ e` intero su Oˆk, ammette un polinomio
minimo Gˆ in Oˆk[T ], con G appartenente a Ok[T ]. Allora G e` un polinomio irriducibile,
quindi il suo discriminante δ0, che appartiene a Ok, e` non nullo. Quindi vale Gˆ(wˆ) = 0,
ossia G(w) e` un elemento di I, da cui segue che si puo` scrivere nella forma seguente
G(w) =
∑
i
bifi(zk+1, . . . , zn), (3.2.2)
con bi in On. Per un opportuno m si ha
δmfi(zk+1, . . . , zn) = Fi(δzk+1, . . . , δzn), i = 1, . . . , r, (3.2.3)
dove Fi e` un elemento di On[Xk+1, . . . , Xn]. Allora si ha
Fˆi(Qˆk+1, . . . , Qˆn)(wˆ) = Fˆi(δˆzˆk+1, . . . , δˆzˆn) = (δ
mfi(zk+1, . . . , zn))̂ = 0,
quindi Gˆ divide Fˆi(Qˆk+1, . . . , Qˆn) in Ok[T ], ossia Fˆi(Qˆk+1, . . . , Qˆn) = GˆHˆi per un
opportuno Hi inOk[T ]. Da cui segue Fi(Qk+1, . . . , Qn) = GHi e, sostituendo il germe t
di Out ⊂ Ou = Ok della funzione deﬁnita da (u, t) 7→ t, otteniamo
Fi(Qk+1(t), . . . , Qn(t)) = G(t)Hi(t), i = 1, . . . , r. (3.2.4)
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Ora possiamo scegliere l’intorno Ω × ∆ abbastanza piccolo in modo che tutti i
germi w, aij, bi abbiano dei rappresentanti w˜, a˜ij, b˜i olomorﬁ in Ω×∆, che i germi δ, δ0
abbiano dei rappresentanti, non identicamente nulli, olomorﬁ in Ω, e che i coeﬃ-
cienti dei polinomi Qj, G,Hi, Fi abbiano rappresentanti olomorﬁ in Ω. Consideria-
mo Q˜j(u, t), G˜(u, t), H˜i(u, t), F˜i(u, v) polinomi rispetto a t e v, rispettivamente, i cui
coeﬃcienti sono rappresentanti olomorﬁ in Ω rispettivamente dei coeﬃcienti dei poli-
nomi Qj , G,Hi, Fi. Siano Q
∗
j , G
∗, H∗i in OΩ[T ] e F ∗i in OΩ[Xk+1, . . . , Xn] i cui coef-
ﬁcienti coincidono con quelli di Q˜j , G˜, H˜i, F˜i. Allora, identiﬁcando OΩ ⊂ OΩ×∆
con OΩ ⊂ OΩ×C, le uguaglianze (3.2.1)–(3.2.4), con (3.2.3) ristretta a Ω×∆, diventano
δ˜zj −Q∗j (w˜) =
r∑
i=1
a˜ij f˜i, j = k + 1, . . . , n,
G∗(w˜) =
r∑
i=1
b˜if˜i,
δ˜mfi = F
∗
i (δ˜zk+1, . . . , δ˜zn), i = 1, . . . , r,
F ∗i (Q
∗
k+1(t), . . . , Q
∗
n(t)) = G
∗(t)H∗i (t), i = 1, . . . , r,
(3.2.5)
dove zj sono le funzioni di Ω×∆ in C date da z 7→ zj e t denota la funzione di Ω×C
in C data da (z, t) 7→ t. Le immagini dei lati sinistro e destro delle diseguaglianze
(3.2.5) tramite l’omomorﬁsmo di OΩ×∆ in On deﬁnito da f 7→ f0 e l’omomorﬁsmo
di OΩ×C in Out deﬁnito da h 7→ h0 sono rispettivamente i lati sinistro e destro delle
uguaglianze (3.2.1)–(3.2.4), in quanto le immagini dei polinomi Q∗j , G
∗, H∗i , F
∗
i tramite
gli omomorﬁsmi indotti sono i polinomi Qj , G,Hi, Fi. Ne segue
(a) δ˜(u)zj − Q˜j(u, w˜(z)) =
r∑
i=1
a˜ij(z)f˜i(z), in Ω×∆ j = k + 1, . . . , n,
(b) G˜(u, w˜(z)) =
r∑
i=1
b˜i(z)f˜i(z) in Ω×∆,
(c) δ˜(u)mf˜i(z) = F˜
∗
i (u, δ˜(u)zk+1, . . . , δ˜(u)zn), in Ω× Cn−k i = 1, . . . , r,
(d) F˜i(u, Q˜k+1(u, t), . . . , Q˜n(u, t)) = G˜(u, t)H˜i(u, t), in Ω× C i = 1, . . . , r.
Notiamo che δ˜0 e` il discriminante di G˜ in quanto e` il discriminante di G
∗.
Poniamo ora Z coincidente con Z∗ ∪ {δ˜δ˜0 = 0}, quindi si ha
V ′ = VΩ\Z = {(u, v) ∈ Cn : u ∈ Ω \ Z, f˜i(u, v) = 0, i = 1, . . . , r}.
L’insieme
Λ = {(u, v, t) ∈ Cn+1 : u ∈ Ω \ Z, G˜(u, t) = 0, δ˜(u)zj = Q˜j(u, t), j = k + 1, . . . , n}
e` non vuoto, in quanto sia G che G˜ hanno grado positivo, e, grazie al Teorema della
funzione implicita, e` una sottovarieta` di Ω × Cn−k tale che la proiezione sul primo
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fattore Ω e` un biolomorﬁsmo locale. Posto pi∗:Cn+1 → Cn la proiezione (z, t) 7→ z, le
relazioni (a)−(d) implicano che V ′ coincide con pi∗(Λ). Infatti, dato che V e` contenuto
in Ω×∆, ponendo t = w˜(z) in (a) e (b) si ha V ′ ⊂ pi∗(Λ), mentre l’inclusione opposta
deriva dalle uguaglianze (c) e (d). Di conseguenza l’insieme V ′ e` non vuoto e ciascuno
dei suoi punti appartiene ad una sottovarieta` di dimensione k che a sua volta e` inclusa
in tale insieme.
Per concludere la dimostrazione basta mostrare che per ogni intorno aperto con-
nesso Ω′ dell’origine contenuto in Ω abbastanza piccolo la tripla (Ω′, Z∩Ω′, VΩ′) e` nor-
male. Infatti il Lemma 3.2.8 implica che l’insieme V˜ = VΩ\Z ∩ (Ω×Cn−k) e` analitico
in Ω×Cn−k. Inoltre l’insieme VZ e` analitico in Ω×Cn−k e si ha V = V˜ ∪VZ ; quindi A
coincide con V˜0∪(VZ)0, ma e` diverso da (VZ)0 (in quanto, per VΩ′ abbastanza piccolo, la
proiezione piVΩ′ :VΩ′ → Ω′ e` propria e quindi chiusa, per cui, siccome pi(VΩ′\Z) = Ω′\Z,
si ha pi(VΩ′) ⊃ Ω′ da cui segue pi(VΩ′) = Ω′). Quindi A, in quanto irriducibile, coincide
con V˜0. Allora, preso Ω
′ abbastanza piccolo, si ha VΩ′ ⊂ VΩ′\Z , ossia VΩ′\Z e` denso
in VΩ′ .
3.3 Diseguaglianza di  Lojasiewicz generale
Il punto chiave nella dimostrazione della diseguaglianza di  Lojasiewicz generale e` co-
stituito dal seguente risultato.
Lemma 3.3.1. Sia Z un sottoinsieme analitico di un aperto U di Cn. Allora per
ogni elemento a di Z esiste un intorno aperto U incluso in U ed esiste un’applicazione
olomorfa g:U → Cs tali che Z∩U concida con g−1(0) ed esistano due costanti positive c
e p tali che valga
|g(z)| ≥ c d(z, Z)p
per ogni z appartenente a U .
Dimostrazione. Consideriamo prima il caso in cui il germe Za di Z in a sia irriducibile.
A meno di cambiare linearmente le coordinate, grazie alla Proposizione 3.2.16 pos-
siamo supporre che a sia l’origine e che il germe Z0 sia k-regolare, con 0 ≤ k ≤ n.
Grazie al Teorema 3.2.22, il germe Z0 ha una tripla normale (Ω,Σ, V ) di dimensione k.
Inoltre si puo` richiedere che V coincida con l’intersezione Z ∩ U , dove U e` un intorno
aperto dell’origine contenuto in Ω×Cn−k. Poiche´, grazie alle condizioni (3)− (4)− (1)
della Deﬁnizione 3.2.20, la coppia (Σ, VΩ\Σ) e` un quasi-rivestimento in Ω × Cn−k di
molteplicita` p > 0 e aderenza V , il Lemma 3.2.8 implica che V coincide con F−1(0),
dove F = FP : Ω×Cn−k → Cs e P : (Cn−k)p → Cs e` un qualsiasi raccoglitore. Pren-
dendo g coincidente con FU , otteniamo che Z ∩U coincide con g−1(0) e basta scegliere
il raccoglitore P in modo che valga il punto (iii) del Lemma 3.2.8. Ora per ogni
elemento α = (α1, . . . , αp) di J = {1, . . . , n− k}p prendiamo il polinomio
Pα(η, v) = ϕα1(η1 − v) · · ·ϕαp(ηp − v),
dove η = (η1, . . . , ηp) appartiene a (C
n−k)p, v e` un elemento di Cn−k, e ϕj :C
n−k → C
e` la proiezione ϕj(z1, . . . zn−k) = zj per j = 1, . . . , n − k. Prendiamo come raccogli-
tore P = (Pγ1 , . . . , Pγs) dove J = {γ1, . . . , γs}. Allora, per (u, v) in (Ω \Σ)×Cn−k, si
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ha Vu = {η1, . . . , ηp}, F (u, v) = P (η, . . . , ηp, v), e
s |F (u, v)| ≥
∑
J
|Pα(η, . . . , ηp, v)| =
(
n−k∑
ν=1
|ϕν(η1 − v)|
)
· · ·
(
n−k∑
ν=1
|ϕν(ηp − v)|
)
≥ |η1 − v| · · · |ηp − v|
≥ d ((u, v), V )p ,
dove abbiamo usato il fatto che (u, ηi) appartiene a V per i = 1, . . . , p. Allora la
diseguaglianza s |F (z)| ≥ d(z, V )p vale anche in Ω× Cn−k e questo signiﬁca che per z
in U , si ha
|g(z)| ≥ 1
s
d(z, V )p ≥ 1
s
d(z, Z)p.
Passando al caso generale, per un intorno aperto U ′ del punto a l’intersezione Z∩U ′
coincide con Z1 ∪ · · · ∪ Zm, dove Z1, . . . , Zm sono sottoinsiemi analitici di U ′ i cui
germi (Zj)a sono irriducibili. Per quanto dimostrato nel caso irriducibile, esiste un
intorno aperto U contenuto in U ′ del punto a ed esistono delle applicazioni olo-
morfe gj:U → Csj tali che Zj ∩ U coincida con g−1j (0) e si abbia |gj(z)| ≥ c d(z, Zj)p
in U , dove c e p sono costanti positive. Di conseguenza, l’insieme Zj e` deﬁnito dalle
funzioni gjν , dove gj = (gj1, . . . gjsj ), e Z∩U e` deﬁnito dalle funzioni hν = g1ν1 · · · gmνm
dove ν = (ν1, . . . , νm) e` un elemento dell’insieme {ν : νj = 1, . . . , sj, per j = 1, . . . , m},
che denotiamo con Θ. In altri termini, Z ∩ U = h−1(0), con h = (hα1 , . . . , hαr)
e Θ = {α1, . . . , αr}. Inﬁne, per z in U , si ha
r |h(z)| ≥
∑
Θ
|hν(z)| =
(
s1∑
ν=1
|g1ν(z)|
)
· · ·
(
sm∑
ν=1
|gmν(z)|
)
≥ |g1(z)| · · · |gm(z)|
≥ cm d(z, Z1)p · · ·d(z, Zm)p
≥ cm d(z, Z)pm,
e questo conclude la dimostrazione.
Possiamo ora dimostrare la diseguaglianza di  Lojasiewicz nella sua forma generale
per applicazioni olomorfe.
Teorema 3.3.2. ( Lojasiewicz) Sia f un’applicazione olomorfa di un sottoinsieme
aperto U di uno spazio vettoriale complesso M a valori in uno spazio vettoriale com-
plesso N , con Z = f−1(0) diverso dall’insieme vuoto. Allora per ogni sottoinsieme
compatto di U , dopo aver dotato M e N di norme, esistono due costanti positive C
e p, dipendenti dal compatto e dalle norme scelte, tali che
|f(z)| ≥ C d(z, Z)p
per ogni z appartenente al compatto.
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Dimostrazione. Senza ledere la generalita` possiamo supporre che M coincida con Cn
e N coincida con Cr. Sia a appartenente a Z e scegliamo U e g come nel Lemma 3.3.1.
Abbiamo f = (f1, . . . , fr) e g = (g1, . . . , gs); per il Nullstellensatz di Hilbert (si veda
[AM] pag. 69), esiste un esponente m tale che si ha gmi =
∑r
j=1 aijfj in un intorno U0
del punto a incluso in U con aij funzioni olomorfe in U0 e, a meno di restringere U0,
possiamo supporre che le funzioni aij siano limitate. Ne segue che, per qualche K > 0,
per ogni z in U0 si ha
cm d(z, Z)pm ≤ sm max |gj(z)|m ≤ K|f(z)|,
ossia la tesi.
Le diseguaglianze di  Lojasiewicz sono state generalizzate ad altri tipi di funzioni,
ad esempio funzioni semi-algebriche reali (si veda [BCR] pag. 44) oppure funzioni
subanalitiche reali (si veda [BM1]). Nel seguito ci servira` il seguente risutato.
Deﬁnizione 3.3.3. Sia M una varieta` analitica reale. Un sottoinsieme X di M e`
detto subanalitico se ogni punto x di M ammette un intorno U per cui esiste una
varieta` analitica reale N e un sottoinsieme semi-analitico relativamente compatto A
di M ×N tale che X ∩ U coincida con pi(A), dove pi:M ×N →M e` la proiezione sul
primo fattore.
Deﬁnizione 3.3.4. Siano M e N due varieta` analitiche reali e sia X un sottoinsieme
diM . Un’applicazione f :X → N e` detta subanalitica se il suo graﬁco e` un sottoinsieme
subanalitico di M ×N .
Teorema 3.3.5. Sia M una varieta` analitica reale, sia K un suo sottoinsieme e
siano f, g:K → R funzioni subanalitiche con grafici compatti. Se vale f−1(0) ⊆ g−1(0),
allora esistono due costanti positive C e p tali che, per ogni x appartenente a K si ha
|f(x)| ≥ C |g(x)|p.
Dimostrazione. Per una dimostrazione si veda [BM1] pag. 34.
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Capitolo 4
Normalizzazione olomorfa
4.1 Normalizzazione e azioni di tori su (Cn, 0)
In questo paragrafo vogliamo mostrare il legame tra forme normali di Poincare´-Dulac
e azioni di tori.
Sia dunque X un campo vettoriale olomorfo in un intorno dell’origine in Cn con
una singolarita` nell’origine, ossia X(0) = 0. Come abbiamo visto nel Capitolo 2, per
il Teorema di Poincare´-Dulac esiste sempre un cambiamento di coordinate formale che
porta X in forma normale di Poincare´-Dulac
X = Xs +Xn,
dove Xs e` la parte semi-semplice del termine lineare di X , Xn commuta con Xn e si
puo` scrivere come somma della parte nilpotente Xnil del termine lineare di X con un
campo vettoriale Xres formato solo da termini risonanti.
Per deﬁnizione esiste un sistema di coordinate lineare complesso (z1, . . . , zn) in Cn
in cui Xs e` nella forma diagonale
Xs =
n∑
j=1
λjzj∂j ,
dove λ1, . . . , λn sono gli autovalori, non necessariamente distinti, della parte lineare
di X in 0; quindi Xs si scrive come combinazione lineare a coeﬃcienti complessi dei
campi vettoriali lineari diagonali a coeﬃcienti interi zj∂j . Quest’ultimo fatto ci sug-
gerisce la seguente deﬁnizione, il cui signiﬁcato sara` tra breve chiarito.
Deﬁnizione 4.1.1. Il grado torico di un campo vettoriale X di X̂n e` il minimo
intero positivo r tale che la parte lineare semi-semplice Xs di X si possa scrivere come
combinazione lineare a coeﬃcienti complessi di r campi vettoriali diagonali a coeﬃcienti
interi, ossia
Xs =
r∑
k=1
αkZk,
con α1, . . . , αn appartenenti a C∗ e dove ciascun Zk e` della forma Zk =
∑n
j=1 ρ
j
kz
j∂j
con ρk = (ρ
1
k, . . . , ρ
n
k ) appartiene a Z
n.
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Deﬁnizione 4.1.2. Dato X appartenente a X̂n, di grado torico r, una r-upla di
campi vettoriali diagonali a coeﬃcienti interi Z1, . . . , Zr per cui la parte lineare semi-
semplice Xs di X si possa scrivere come loro combinazione lineare a coeﬃcienti com-
plessi e` detta una r-upla di campi torici associati a X .
Vediamo alcune prime proprieta` delle r-uple di campi vettoriali torici.
Lemma 4.1.3. Sia Xs un campo vettoriale lineare semi-semplice singolare nell’origine
di Cn di grado torico r, e sia Z1, . . . , Zr una r-upla di campi vettoriali torici associati
a Xs. Allora:
(i) i coefficienti complessi α1, . . . , αr tali che si ha Xs =
∑r
k=1 α
kZk sono razional-
mente indipendenti;
(ii) se λj e` un autovalore di molteplicita`mj perX
s, allora, posto Zk =
∑n
j=1 ρ
j
kz
j∂j ,
si ha che ρjk e` un autovalore di molteplicita` mj per Zk per ogni k = 1, . . . , r.
Dimostrazione. (i) Se α1, . . . , αr fossero razionalmente dipendenti, allora esistereb-
bero c1, . . . , cr numeri interi per cui c1α
1+· · ·+crαr = 0 con, a meno dell’ordine, c1 6= 0;
ma allora si avrebbe
Xs =
α2
c1
(c1Z2 − c2Z1) + · · ·+ α
r
c1
(c1Zr − crZ1),
ossia potremmo scrivere Xs come combinazione lineare complessa di r − 1 campi vet-
toriali a coeﬃcienti interi, contraddicendo la minimalita` di r.
(ii) Siano λ1, . . . , λn gli autovalori di Xs. Basta dimostrare che se λj coincide
con λh, con h diverso da j, allora per ogni k = 1, . . . , r, si ha che ρjk coincide con ρ
h
k .
Infatti, dato che Xs =
∑r
k=1 α
kZk e, per il punto precedente, α
1, . . . , αr sono razional-
mente indipendenti, se λj = λh si ha
α1ρj1 + · · ·+ αrρjr = α1ρh1 + · · ·+ αrρhr ,
da cui segue
α1(ρj1 − ρh1) + · · ·+ αr(ρjr − ρhr ) = 0
e, poiche´ ogni termine ρjk − ρhk e` un intero per deﬁnizione di campo vettoriale torico
associato a X , questo implica ρjk = ρ
h
k per k = 1, . . . , r.
Lemma 4.1.4. Sia Xs un campo vettoriale lineare semi-semplice di Xn, e sia λ un suo
autovalore non nullo. Allora Xs ha grado torico 1 se e solo se tutti i suoi autovalori
sono multipli razionali di λ, ossia il rapporto un autovalore di Xs e λ appartiene a Q.
Dimostrazione. Siano λ1, . . . , λn gli autovalori (non necessariamente distinti) di Xs. A
meno di cambiare linearmente le coordinate, possiamo supporre che Xs sia un campo
vettoriale diagonale e, senza ledere la generalita`, possiamo supporre che λ coincida
con λ1. Il campo Xs ha grado torico 1 se e solo se esistono un numero complesso non
nullo α e un campo vettoriale diagonale Y a coeﬃcienti interi m1, . . . , mn tali che X
s
coincida con αY ; questo equivale ad avere
λj = αmj ∀j = 1, . . . , n,
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ossia
λj
λ1
=
mj
m1
∀j = 1, . . . , n,
e, poiche´ mj/m1 e` un numero razionale per ogni j = 1, . . . , n, questo conclude la
dimostrazione.
Osservazione 4.1.5. Se un elemento di X̂n ha grado torico e` 1 allora il campo torico
associato e` unico a meno di moltiplicazione per un numero intero. Infatti dal lemma
precedente segue che se Y e Z sono due campi vettoriali torici distinti associati allo
stesso campo vettoriale semi-semplice di grado torico 1, allora esiste un intero non
nullo m che veriﬁca Y = mZ.
Osservazione 4.1.6. Se un elemento di X̂n ha grado grado torico r e` maggiore
di 1, allora le r-uple di campi vettoriali torici associati non sono uniche. Ad esempio,
consideriamo
Xs = (3 + 4i)z1∂1 + (2 + 6i)z
2∂2 + (−1 + 2i)z3∂3;
il grado torico non e` 1 in quanto e` immediato veriﬁcare che non possiamo esprimere Xs
come prodotto di un numero complesso per un campo vettoriale a coeﬃcienti interi.
Il grado torico e` 2, in quanto, posto α1 = i, α2 = 1 + i, Z1 = z
1∂1 + 4z
2∂2 + 3z
3∂3
e Z2 = 3z
1∂1 + 2z
2∂2 − z3∂3, si ha
α1Z1 + α
2Z2 = i
(
z1∂1 + 4z
2∂2 + 3z
3∂3
)
+ (1 + i)
(
3z1∂1 + 2z
2∂2 − z3∂3
)
= (i+ 3 + 3i)z1∂1 + (4i+ 2 + 2i)z
2∂2 + (3i− 1− i)z3∂3
= Xs
dove α1 e α2 sono razionalmente indipedenti. Tuttavia, posto β1 = (−3 + 16i)/6,
β2 = (−3− 4i)/6, Y1 = z2∂2 + z3∂3 e Y2 = −6z1∂1 − 5z2∂2 + z3∂3, si ha anche
Xs = β1Y1 + β
2Y2
=
−3 + 16i
6
(
z2∂2 + z
3∂3
)
+
−3− 4i
6
(−6z1∂1 − 5z2∂2 + z3∂3)
= −6(−3− 4i)
6
z1∂1 +
−3 + 16i+ 15 + 20i
6
z2∂2 +
−3 + 16i− 3− 4i
6
z3∂3
con β1 e β2 razionalmente indipedenti. Quindi Z1, Z2, e Y1, Y2 sono due coppie distinte
di campi torici associati a Xs.
I campi vettoriali torici godono anche delle seguenti proprieta` che avremo modo
di apprezzare nel seguito.
Lemma 4.1.7. Sia X un campo vettoriale olomorfo in un intorno dell’origine di Cn,
con X(0) = 0 e grado torico r, e sia Z1, . . . , Zr una r-upla di campi vettoriali torici
associati a X . Allora
(i) i campi vettoriali Z1, . . . , Zr commutano a due a due e sono linearmente in-
dipendenti;
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(ii) ciascun Zk commuta con X
s, con Xnil e con ogni monomio vettoriale risonante
di X .
Dimostrazione. (i) I campi vettoriali Zk commutano a due a due perche´ i campi vet-
toriali diagonali commutano; inoltre sono linearmente indipendenti per la minimalita`
di r.
(ii) Il campo vettoriale Xs commuta con ciascun Zk perche´ e` combinazione lineare
di Z1, . . . , Zr, i quali, per (i), commutano a due a due.
Inoltre Xnil commuta con Zk per ogni k fra 1 e r. Infatti, se λ
1, . . . , λp sono
gli autovalori distinti di Xs, con molteplicita` rispettivamente m1, . . . , mp, (mj ≥ 1
e m1 + · · ·+mp = n), si ha
Xnil =
m1−1∑
i=1
zi+1∂i + · · ·+
mp−1∑
i=1
zi+1∂i
e, analogamente,
Zk = ρ
1
k
m1∑
j=1
zj∂j + · · ·+ ρpk
mp∑
j=1
zj∂j
per k = 1, . . . , r; quindi, dato che, per ogni i, j, vale [zi+1∂i, z
j∂j ] = z
i+1δji ∂j−zjδji+1∂i,
si ha
[Xnil, Zk] =
p∑
h=1
ρhk mh−1∑
i=1
mh∑
j=1
(zi+1δji ∂j − zjδji+1∂i)

=
p∑
h=1
(
ρhk
mh−1∑
i=1
(zi+1∂i − zi+1∂i)
)
= 0
Inﬁne, sia W = (z1)b1 · · · (zn)bn∂l un termine monomiale risonante, ossia tale che
valga la relazione
∑n
j=1 bjλ
j − λl = 0. Allora
0 = [Xs,W ] =
r∑
k=1
αk[Zk,W ]
=
r∑
k=1
αk
 n∑
j=1
ρjkbj − ρlk
W,
da cui segue
r∑
k=1
αk
 n∑
j=1
ρjkbj − ρlk
 = 0,
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che, siccome α1, . . . , αr sono razionalmente indipendenti e
∑n
j=1 ρ
j
kbj − ρlk appartiene
a Z per ogni k, implica
n∑
j=1
ρjkbj − ρlk = 0,
ossia [Zk,W ] = 0 per ogni k = 1, . . . , r.
Poiche´ Z1, . . . , Zr sono campi vettoriali diagonali a coeﬃcienti interi, il ﬂusso di
ciascuno di essi si puo` calcolare in modo esplicito mediante integrazione. Allo stesso
modo il ﬂusso di ogni iZk, sara` della forma
θiZk(t)z = (z
1eiρ
1
kt, . . . , zneiρ
n
k t).
In particolare, ogni iZk e` un campo vettoriale con ﬂusso periodico di periodo 2pi, in
quanto
θiZk(t+ 2pi)z = (z
1eiρ
1
k(t+2pi), . . . , zneiρ
n
k (t+2pi))
= (z1eiρ
1
kt+2piiρ
1
k , . . . , zneiρ
n
k t+2piiρ
n
k )
= (z1eiρ
1
kt, . . . , zneiρ
n
k t)
= θiZk(t)z,
poiche´ ρk = (ρ
1
k, . . . , ρ
n
k) appartiene a Z
n per ipotesi. Quest’ultima osservazione, in-
sieme al Lemma 4.1.7, implica il risultato seguente
Corollario 4.1.8. Sia X un campo vettoriale olomorfo in un intorno dell’origine
di Cn, con X(0) = 0 e grado torico r, e sia Z1, . . . , Zr una r-upla di campi vettoriali
torici associati a X . Allora iZ1, . . . , iZr generano un’azione lineare effettiva di un toro
di dimensione r che preserva la parte semi-semplice e la parte nilpotente del termine
lineare di X .
A questo punto vogliamo studiare alcune proprieta` delle azioni su (Cn, 0) di tori.
Nel seguito indicheremo con r un intero compreso tra 1 e n.
Per quanto visto ﬁnora, esiste una corrispondenza biunivoca tra azioni eﬀettive
locali di Tr su Cn che ﬁssano l’origine e r-uple di campi vettoriali olomorﬁ X1, . . . , Xr
di Xn linearmente indipendenti, che commutano a due a due e il cui ﬂusso sia periodico
di periodo 2pi. Inoltre, poiche´ i tori sono gruppi compatti, otteniamo, come corollario
del Teorema di Bochner 1.7.2, il seguente risultato.
Corollario 4.1.9. Ogni azione locale olomorfa di toro su (Cn, 0) e` olomorficamente
linearizzabile tramite un cambiamento di coordinate tangente all’identita`.
Ne segue che, data un’azione locale olomorfa di un toro Tr su (Cn, 0), ciascuno
degli r campi vettoriali associati a tale azione e` olomorﬁcamente coniugato alla sua
parte lineare. In realta` possiamo dire di piu`: il risultato che segue ci dice infatti che un
campo vettoriale lineare periodico di periodo 2pi e` semi-semplice, ossia diagonalizzabile.
Lemma 4.1.10. Sia Y un campo vettoriale olomorfo lineare e singolare nell’origine
di Cn. Allora Y e` periodico di periodo 2pi se e solo se e` diagonalizzabile ed ha autovalori
interi di Gauß immaginari puri.
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Dimostrazione. Siccome Y e` un campo vettoriale lineare singolare nell’origine, e` della
forma
Y =
n∑
h=1
(
n∑
h=1
ahkz
k
)
∂h,
e dalla teoria usuale dei sistemi di equazioni diﬀerenziali ordinarie segue che il ﬂusso
locale di Y in un punto z e`
θY (t) z = e
tA z
dove A = (ahk) e` la matrice dei coeﬃcienti di Y e con e
tA indichiamo l’espressione
∞∑
n=0
(tA)n
n!
.
A meno di cambiare linearmente le coordinate, possiamo supporre che A sia in forma
normale di Jordan, ossia
A = As +An,
con As matrice diagonale, An matrice nilpotente e AsAn = AnAs; quest’ultima pro-
prieta` implica
etA = et(A
s+An) = etA
s
etA
n
.
Dimostriamo dunque che se etA e` periodico di periodo 2pi allora An e` la matrice nulla
e As ha autovalori interi di Gauß immaginari puri. Basta dimostrarlo per A matrice
con un solo autovalore λ. In questo caso As coincide con λI, dove I e` la matrice
identita` e An e` la matrice 
0 1
. . .
. . .
. . . 1
0
 .
La matrice A e` periodica di periodo 2pi se e solo se si ha e(t+2pi)(A
s+An) = et(A
s+An);
svolgendo i calcoli, si ha che la matrice e(t+2pi)(A
s+An) e` della forma
e(t+2pi)λ
(
I + (t+ 2pi)An +
(t+ 2pi)2(An)2
2!
+ · · ·+ (t+ 2pi)
n−1(An)n−1
(n− 1)!
)
,
mentre la matrice et(A
s+An) e` della forma
etλ
(
I + tAn +
t2(An)2
2!
+ · · ·+ t
n−1(An)n−1
(n− 1)!
)
,
quindi coincidono per ogni t se e solo se si ha e(t+2pi)λ = etλ (ossia λ e` un intero di
Gauß immaginario puro) e An e` la matrice nulla, come volevamo dimostrare.
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Deﬁnizione 4.1.11. Sia 1 ≤ r ≤ n e sia θ un’azione locale olomorfa di Tr su (Cn, 0).
Un elemento X di Xn e` preservato da θ se e` invariante rispetto all’azione.
Ne segue che un campo vettoriale e` preservato da un’azione locale olomorfa eﬀet-
tiva di Tr su (Cn, 0) se e solo se commuta con i campi vettoriali associati all’azione.
Poiche´ r campi vettoriali di Xn, linearmente indipendenti e che commutano a due
a due generano, in Xn una sottoalgebra abeliana e allo stesso modo, r campi vetto-
riali lineari di Xn, linearmente indipendenti e che commutano a due a due generano,
in gl(n,C) una sottoalgebra abeliana, possiamo associare ad ogni azione di Tr tali
sottoalgebre.
Deﬁnizione 4.1.12. Sia θ un’azione locale olomorfa di Tr su (Cn, 0). Indicheremo
con hθ la sottoalgebra abeliana di Xn associata a θ. La sottoalgebra lineare h
θ
s associata
all’azione θ e` la sottoalgebra abeliana di gl(n,C) associata alla parte lineare di θ.
Abbiamo indicato la sottoalgebra lineare associata a θ con il simbolo hθs per ricor-
darci che la parte lineare di un’azione locale olomorfa di un toro su (Cn, 0) e` sempre
semi-semplice.
Possiamo adesso dimostrare il risultato seguente che mostra la stretta relazione
fra azioni di toro e convergenza della normalizzazione di Poincare´-Dulac.
Teorema 4.1.13. (Zung, 2002) Sia X un campo vettoriale olomorfo in un intorno
dell’origine di Cn, con X(0) = 0. Allora X ammette una normalizzazione di Poincare´-
Dulac convergente se e solo se e` preservato, in un intorno dell’origine, da un’azione
effettiva θ su (Cn, 0) di un toro (reale) di dimensione uguale al grado torico di X e tale
che la parte semi-semplice di X appartenga alla sottoalgebra abeliana hθs di gl(n,C)
associata alla parte lineare dell’azione.
Dimostrazione. Supponiamo che X ammetta una normalizzazione di Poincare´-Dulac
convergente e che sia in forma normale, ossia che X commuti con Xs. Allora, detto r
il grado torico di X , per ogni r-upla Z1, . . . , Zr di campi vettoriali torici associati a X ,
si ha che X commuta con ciascuno degli Zj , in quanto X si puo` scrivere come somma
della parte semi-semplice Xs con la parte nilpotente Xnil e la parte risonante Xres
e, per il Lemma 4.1.7, ogni Zj commuta con tutti questi termini. Quindi, per il
Corollario 4.1.8,X e` preservato dall’azione eﬀettiva di un toro di dimensione r generata
da iZ1, . . . , iZr.
Viceversa, supponiamo che esista un’azione locale analitica eﬀettiva di un toro
di dimensione r, dove r e` il grado torico del campo vettoriale dato, su (Cn, 0) che
preservi X e tale che Xs appartenga alla sottoalgebra abeliana h di gl(n,C) associata
alla parte lineare dell’azione. Per il Teorema di Bochner 1.7.2 esiste una linearizzazione
olomorfa dell’azione. Nelle nuove coordinate, l’azione sara` dunque generata dal ﬂusso
di r campi vettoriali lineari semi-semplici Y1, . . . , Yr che commutano a due a due e,
per il Teorema 1.4.2, a meno di cambiare linearmente coordinate possiamo supporre
che Y1, . . . , Yr siano campi vettoriali diagonali. Poiche´ h e` generata da Y1, . . . , Yr,
esisteranno α1, . . . , αr numeri complessi non tutti nulli che veriﬁchino
Xs =
r∑
k=1
αkYk.
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Dato che l’azione preserva X , si ha che X commuta con ciascun Yk; quindi X commuta
con la sua parte semi-semplice in quanto questa e` combinazione lineare di Y1, . . . , Yr. Ne
segue che una linearizzazione olomorfa dell’azione di toro considerata (la cui esistenza
e` garantita dal Teorema di Bochner 1.7.2) e` anche una normalizzazione di Poincare´-
Dulac convergente per X e questo conclude la dimostrazione.
Osserviamo che il teorema appena dimostrato e` valido, allo stesso modo, anche
nella categoria formale, ma ovviamente ogni campo vettoriale ammette una normaliz-
zazione di Poincare´-Dulac formale e un’azione di toro formale.
4.2 Necessita` dell’ipotesi di Zung
Abbiamo visto nel paragrafo precedente che il Teorema di Zung 4.1.13 mostra che
l’esistenza di una normalizzazione di Poincare´-Dulac convergente per un campo vetto-
riale X di Xn equivale all’esistenza di un’azione di toro di dimensione uguale al grado
torico di X che preservi il campo vettoriale e la cui parte lineare sia generata da una r-
upla di campi vettoriali torici associata alla parte semi-semplice Xs del termine lineare
di X .
Per veriﬁcare che l’ipotesi di Zung sulla parte lineare dell’azione e` necessaria, basta
dunque trovare un campo vettoriale X di Xn per cui non esista una normalizzazione di
Poincare´-Dulac convergente e che sia preservato da un’azione di Tr, dove r e` il grado
torico di X .
Sia X un campo vettoriale olomorfo di Xm, con n ≥ 1, di grado torico r per
cui non esista una normalizzazione di Poincare´-Dulac convergente. Quindi non esiste
un’azione di Tr che preservi X e tale che Xs appartenga alla sottoalgebra abeliana
associata alla parte lineare dell’azione. Possiamo scrivere X nella forma
X =
m∑
j=1
Xj∂j ,
con Xj appartenente a Om per ogni j. Osserviamo che, per ogni n superiore o uguale
a m+ r + 1, il campo vettoriale X appartiene a Xn e si puo` scrivere nella forma
X =
n∑
j=1
X˜j∂j
dove X˜j coincide con Xj = Xj(z
1, . . . , zn) per j = 1, . . . , m ed e` identicamente nullo
per j = m+ 1, . . . , n.
Consideriamo Y1, . . . , Yr una r-upla di campi vettoriali semi-semplici di Xr che
generino un’azione di Tr su Cr che ﬁssi l’origine. I campi vettoriali Y1, . . . , Yr saranno
dunque della forma
Yk =
r∑
h=1
Yk,h∂h,
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con Yk,h appartenente a Or. Consideriamo i campi vettoriali Z1, . . . , Zr della forma
Zk =
r∑
h=1
Zk,h∂h,
con Zk,h identicamente nullo per h = 1, . . . , m e coincidente con Yk,h(zm+1, . . . , zn)
per h = m + 1, . . . , n. Allora Z1, . . . , Zr generano un’azione di T
r su Cn che ﬁssa
l’origine e preserva il campo vettoriale X in Xn. Infatti, per ogni k = 1, . . . , r, si ha
[X,Zk] =
 n∑
j=1
X˜j∂j,
n∑
h=1
Zk,h∂h

=
n∑
j=1
n∑
h=1
[
X˜j∂j , Zk,h∂h
]
=
m∑
j=1
n∑
h=m+1
[Xj(z
1, . . . , zm)∂j , Zk,h(z
m+1, . . . , zn)∂h]
=
m∑
j=1
n∑
h=m+1
(Xj∂j(Zk,h)∂h +XjZk,h∂j∂h − Zk,h∂h(Xj)∂j − Zk,hXj∂h∂j)
= 0,
in quanto ∂j(Zk,h) e` nullo per j = 1, . . . , m e ∂h(Xj) e` nullo per h = m + 1, . . . , n,
e XjZk,h∂j∂h − Zk,hXj∂h∂j = 0.
Quindi se esiste un campo X come sopra che non sia olomorﬁcamente normaliz-
zabile come elemento di Xn per un intero positivo n ≥ m+r+1, allora l’ipotesi di Zung
sulla parte semi-semplice dell’azione di toro e` necessaria, in quanto X e` preservato da
un’azione di Tr su (Cn, 0). Ne segue che un modo di dimostrare la necessita` dell’ipotesi
di Zung e` trovare un campo vettoriale X di Xm che non sia olomorficamente norma-
lizzabile e per cui esista n ≥ m + r + 1 tale che X non ammetta una normalizzazione
olomorfa anche come elemento di Xm.
4.3 Azioni di toro per campi vettoriali integrabili
Prima di dimostrare il risultato principale di questo paragrafo, abbiamo bisogno delle
seguenti deﬁnizioni e di alcuni risultati tecnici preliminari.
Deﬁnizione 4.3.1. Sia X un campo vettoriale appartenente a Xn. Un elemento f
di On e` detto un integrale primo di X se veriﬁca X(f) = 0.
Deﬁnizione 4.3.2. Un campo vettoriale X locale olomorfo in (Cn, 0) e` detto integra-
bile se esiste un intero positivo m, con 1 ≤ m ≤ n, tale che esistono m campi vettoriali
locali olomorﬁ X1 = X,X2, . . . , Xm e n − m funzioni locali olomorfe f1, . . . , fn−m
in (Cn, 0) con le seguenti proprieta`:
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(i) i campi vettoriali X1, . . . , Xm commutano a due a due e sono linearmente in-
dipendenti, ossia X1 ∧ · · · ∧Xm 6≡ 0;
(ii) le funzioni f1, . . . , fn−m sono integrali primi comuni per X1, . . . , Xm, cioe` per
ogni j e k si ha Xj(fk) = 0, e sono funzionalmente indipendenti quasi ovunque,
ossia df1 ∧ · · · ∧ dfn−m 6= 0.
Ricordiamo (Deﬁnizione 2.2.7) che elemento X di Xn e` in forma normale di
Poincare´-Dulac ﬁno all’ordine k se e` della forma X = Xs + Xnk + W , dove X
s e`
un campo vettoriale lineare semi-semplice, W e` un campo vettoriale k-piatto e Xnk e`
un campo vettoriale formato solo da termini risonanti, ossia [Xs, Xnk ] = 0, di ordine
minore di k.
Lemma 4.3.3. Sia X un campo vettoriale olomorfo di Xn in forma normale di
Poincare´-Dulac fino all’ordine k, con k intero positivo, di grado torico r, e sia Z1, . . . , Zr
una r-upla di campi vettoriali torici associati a X . Allora
(i) se Y e` un campo vettoriale che commuta con X , allora si ha [Zj , Y ] = O(|z|k)
per ogni j = 1, . . . , r;
(ii) se f e` un integrale primo per X allora vale Zj(f) = O(|z|k) per j = 1, . . . , r.
Inoltre se X e` in forma normale di Poincare´-Dulac, Y e` un campo vettoriale che
commuta con X e f e` un integrale primo per X , allora Y commuta con ciascuno
degli Zj e f e` un integrale primo per ciascuno degli Zj .
Dimostrazione. (i) Sia Y un campo vettoriale di Xn che commuta con X . Allora si ha
pik ([X, Y ]) = 0, (4.3.1)
dove pik e` la proiezione da Xn sui k-getti di campi vettoriali X
k
n; per quanto visto nel
capitolo 2, si ha
pik ([X, Y ]) = [pik(X), pik(Y )]. (4.3.2)
Il campo vettoriale pik(X
s) e` semi-semplice e, per l’unicita` della decompozione di
Jordan-Chevalley in spazi vettoriali di dimensione ﬁnita, coincide con la parte semi-
semplice di pik(X), quindi, grazie alle equazioni (4.3.1) e (4.3.2), si ha
0 = [pik(X)
s, pik(Y )]
= [pik(X
s), pik(Y )]
= pik([X
s, Y ]),
ossia [Xs, Y ] = O(|z|k). Ne segue che tutti i monomi di Y di grado inferiore o uguale
a k − 1 sono risonanti e quindi, grazie al Lemma 4.1.7, per ogni j = 1, . . . , r, va-
le [Zj, Y ] = O(|z|k).
Inoltre, se X e` in forma normale di Poincare´-Dulac, da quanto scritto sopra segue
che se X commuta con Y allora per ogni intero positivo k, si ha [Xs, Y ] = O(|z|k), che
implica che Y commuta con la parte semi-semplice di X , quindi, per il Lemma 4.1.7,
commuta con ciascuno degli Zj .
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(ii) Ogni campo vettoriale appartenente a Xn e` una derivazione di On, quindi
agisce linearmente su On. Sia f un integrale primo di X . Allora si ha
ρk(X(f)) = 0,
dove ρk e` la proiezione da On sui k-getti di serie formali Jkn ; analogamente al punto
precedente, si ha
ρk(X(f)) = pik(X)(ρk(f)).
Infatti se X =
∑
j,P Xj,P∂j , per ogni monomio fQz
Q di f si ha
ρk(X(z
Q)) =
n∑
j=1
∑
|Q+P−ej|≤k
Xj,PfQqj z
Q+P−ej
=
n∑
j=1
∑
|P |≤k,|Q|≤k
|Q+P−ej |≤k
Xj,PfQqj z
Q+P−ej ,
(4.3.3)
dove l’ultima uguaglianza segue dal fatto che |Q+P−ej | ≤ k implica |P | ≤ k e |Q| ≤ k;
inoltre, se azQ e` un monomio con |Q| ≤ k e a ∈ C, si ha
pik(X)(az
Q)) =
n∑
j=1
∑
|P |≤k,|Q|≤k
|Q+P−ej |≤k
Xj,P a qj z
Q+P−ej . (4.3.4)
Siccome tutti i monomi di ρk(f) sono della forma fQz
Q con |Q| ≤ k, da (4.3.3) e (4.3.4)
segue ρk(X(f)) = pik(X)(ρk(f)).
Ne segue
0 = pik(X)
s(ρk(f))
= pik(X
s)(ρk(f))
= ρk(X
s(f)),
ossia Xs(f) = O(|z|k), da cui segue che per ogni j = 1, . . . , n, si ha Zj(f) = O(|z|k).
Inoltre, se X e` in forma normale di Poincare´-Dulac, da quanto sopra segue che
se f e` un integrale primo di X , allora per ogni intero positivo k, si ha Xs(f) = O(|z|k),
che implica che f e` un integrale primo di Xs. Dunque, se f =
∑
|Q|≥0 fQz
Q, si ha
0 = Xs(f)
=
r∑
h=1
αhZh(f)
=
r∑
h=1
αh
 n∑
j=1
ρjhz
j∂j(f)
 .
(4.3.5)
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Poiche´ vale
n∑
j=1
ρjhz
j∂j(f) =
n∑
j=1
ρjhz
j∂j
∑
|Q|≥0
fQz
Q

=
n∑
j=1
ρjhz
j
∑
|Q|≥0
fQqj
zQ
zj
=
∑
|Q|≥0
fQz
Q
n∑
j=1
ρjhqj
=Mhf,
dove Mh e` un numero intero, (4.3.5) diventa
0 =
(
r∑
h=1
αhMh
)
f.
Quindi, grazie all’indipendenza razionale di α1, . . . , αr, gli Mh sono tutti nulli, ossia f
e` integrale primo di ciascuno degli Zh.
Ricordiamo la seguente deﬁnizione, ispirata a [Ku] pag. 116.
Deﬁnizione 4.3.4. Dati un sottospazio analitico S di Cn di codimensione complessa
superiore o uguale a 1 ed un suo punto p, l’intorno
Hm(S, p) = {z ∈ Cn : d(z, S) ≤ d(z, p)m},
con m intero positivo, e` detto intorno di S di tipo horn in p di ordine m.
Teorema 4.3.5. (Zung, 2005) Siano (εd) un’arbitraria successione di numeri positivi
convergente verso 0 e S un sottospazio analitico di Cn contenente l’origine, di codi-
mensione complessa superiore o uguale a 1. Allora ogni funzione olomorfa limitata
in U =
⋃∞
d=1 Ud, dove Ud coincide con l’insieme {z ∈ Cn : |z| < εd, d(z, S) > |z|d},
ammette un’estensione olomorfa in un intorno dell’origine di Cn.
Dimostrazione. Se n e` uguale a 1, allora la tesi e` ovvia; possiamo quindi supporre che n
sia superiore o uguale a 2. Senza ledere la generalita`, possiamo inoltre supporre che S
sia un’ipersuperﬁcie singolare. La dimostrazione consta di due parti.
(I) Supponiamo che S sia contenuta nell’unione degli iperpiani coordinati, ossia
in
⋃n
j=1{z ∈ Cn : zj = 0}, dove z = (z1, . . . , zn) e` un sistema di coordinate locale
olomorfo. Ne segue che, per ogni z in Cn, la distanza di z da S sara` superiore o uguale
al minimo di {|z1|, . . . , |zn|}.
Sia εd < 1, con d ≥ 2, un elemento della successione data. Siccome la succes-
sione (εd) coverge verso 0, esiste un indice d ≥ 2 per cui esista un intero positivo m
strettamente compreso tra
√
n/εd e ε
1−d
d . Consideriamo il seguente prodotto di corone
circolari
C =
n∏
j=1
{
εd
m
< |zj | < 1
m
}
.
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Se z appartiene a C, allora veriﬁca
|z| = (|z1|2 + · · ·+ |zn|2)1/2 < ( 1
m2
+ · · ·+ 1
m2
)1/2
=
√
n
m
,
da cui segue |z| < εd in quanto abbiamo scelto m maggiore di
√
n/εd; inoltre, dato
che S e` contenuta nell’unione degli iperpiani coordinati, si ha
d(z, S) ≥ min{|z1|, . . . , |zn|} > εd
m
,
da cui segue d(z, S) > |z|d, grazie alla diseguaglianza |z| < εd e al fatto che, poiche´ m
e` minore di ε1−dD , si ha εd/m ≥ εdd. Quindi ogni z appartenente a C appartiene
all’insieme Ud = {z ∈ Cn : |z| < εd, d(z, S) > |z|d}, ossia U contiene un prodotto di
corone circolari non vuote del tipo ηj < |zj | < η′j , in cui f sara` dunque deﬁnita da
una serie di Laurent in z1, . . . , zn.
Vogliamo studiare il dominio di convergenza di tale serie di Laurent, usando il
fatto che il dominio di convergenza di una serie di Laurent e` logaritmicamente convesso
(vedi [Sh] pag. 31).
Denotiamo con pi l’applicazione di (C∗)n in Rn che ad ogni punto (z1, . . . , zn)
associa (log |z1|, . . . , log |zn|), e sia
E = {r = (r1, . . . , rn) ∈ Rn : pi−1(r) ⊂ U}.
Denotiamo con E˜ l’inviluppo convesso di E in Rn. Siccome f e` olomorfa e limitata
su pi−1(E), puo` essere estesa a una funzione olomorfa e limitata su pi−1(E˜). D’altra
parte, dalla deﬁnizione di U , segue che esiste una successione di numeri positivi (Kd)d∈N
tendente all’inﬁnito per cui, posto
Ed = {(r1, . . . , rn) ∈ Rn : rj < −Kd (∀j), rj > d ri (∀j 6= i)},
si ha che E contiene
⋃
d≥1 Ed. Infatti se z appartiene a Ud allora poiche´ per j = 1, . . . , n
si ha |zj | ≤ |z|, si ha |zj | ≤ |z| ≤ εd e, grazie al fatto che il logaritmo e` una funzione
crescente, si ha log |zj | ≤ log |z| ≤ log εd, ossia
rj ≤ −Kd,
dove Kd = − log εd e` un numero positivo e la successione Kd diverge all’inﬁnito, in
quanto εd converge verso zero. Inoltre poiche´ S e` contenuta nell’unione degli iperpiani
coordinati e contiene l’origine, per ogni coppia di indici j, i con i diverso da j, si ha
|zj | ≥ d(z, S) > |z|d ≥ |zi|d,
quindi log |zj | > log |zi|d, ossia
rj > d ri.
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L’inviluppo convesso dell’unione degli Ed deve contenere tutti i segmenti congiungenti
un punto di E2 con un punto di Ed per ogni d maggiore di 2, quindi contiene un insieme
del tipo
{(r1, . . . , rn) ∈ Rn : rj < −K (∀j)}.
Questo implica che f puo` essere estesa ad una funzione olomorfa e limitata nell’in-
tersezione di (C∗)n con un intorno U dell’origine di Cn; siccome la funzione estesa e`
limitata su detta intersezione, puo` essere ulteriormente estesa, grazie al Teorema di
estensione di Riemann (vedi [GR] pag. 19), a tutto U e questo conclude il primo passo
della dimostrazione.
(II) Consideriamo ora il caso generale con S arbitraria. A meno di applicare il
Teorema di desingolarizzazione di Hironaka (vedi [Hi] oppure, per una dimostrazione
nel caso di un’ipersuperﬁcie complessa, [BM2]), possiamo suppore che S sia liscia.
Inoltre, poiche´ dovremo sempre tener conto del divisore eccezionale, dopo il processo di
desingolarizzazione avremo una varieta` che puo` avere attraversamenti normali (normal
crossings). Piu` precisamente, abbiamo il seguente diagramma commutativo
Q ⊂ S′ ⊂ My y yp
0 ∈ S ⊂ (Cn, 0)
dove (Cn, 0) denota il germe di Cn in 0;M e` una varieta` complessa di dimensione n; la
proiezione p e` suriettiva ed e` iniettiva fuori dal divisore eccezionale; S′ denota l’unione
del divisore eccezionale con la trasformata stretta di S, una sottovarieta` liscia propria
di M che desingolarizza S, e le uniche singolarita` in S′ sono attraversamenti normali
(normal crossings); Q e` la controimmagine dell’origine ossia p−1(0) ed e` un compatto.
Inoltre M e` ottenuta da (Cn, 0) tramite un numero ﬁnito di scoppiamenti lungo sotto-
varieta` (per una deﬁnizione di scoppiamento lungo una sottovarieta` vedi [GH] pp. 602–
604).
Denotiamo con U ′ la controimmagine di U tramite la proiezione p; allora possiamo
sollevare f e ottenere una funzione olomorfa limitata f ′ su U ′. Il complementare di U
e`
Cn \ U = Cn \
⋃
d≥1
Ud

=
⋂
d≥1
(Cn \ Ud)
=
⋂
d≥1
({z ∈ Cn : |z| ≥ εd} ∪ {z ∈ Cn : d(z, S) ≤ |z|d}) ,
quindi contiene
⋂
d≥1Hd(S, 0), dove Hd(S, 0) e` l’intorno di S horn nell’origine di or-
dine d. Consideriamo un punto di Q e scriviamo la proiezione p come z = p(w),
dove z = (z1, . . . , zn) e w = (w1, . . . , wn) sono coordinate locali tali che ogni com-
ponente del divisore eccezionale coincida con {wj = 0} per qualche j (in particolare
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anche la trasformata stretta di S sara` un sottospazio coordinato). Possiamo sup-
porre che il primo scoppiamento σ abbia centro l’origine. Nelle coordinate scelte si
ha σ = (σ1, . . . , σn) e, analogamente, p = (p1, . . . , pn). Allora, dopo il primo scop-
piamento σ, l’ideale generato da σ1, . . . , σn e` (localmente) un ideale principale gene-
rato dal divisore eccezionale. Ne segue che, alla ﬁne del processo di risoluzione delle
singolarita`, l’ideale generato da p1, . . . , pn sara` un ideale principale generato da un
monomio wα = (w1)α1 · · · (wn)αn nei divisori eccezionali wj . In particolare, esiste una
costante positiva C1 per cui vale la seguente diseguaglianza
|p(w)| ≤ C1|wα|.
D’altra parte si ha S′ = p−1(S), quindi d(w, S′) e d(p(w), S)ρ sono funzioni sub-
analitiche come funzioni di w che hanno lo stesso luogo di zeri, ne segue, grazie al
Teorema 3.3.5, che esistono una costante positiva C2 e un elemento ρ di Z per cui si
ha
d(w, S′) ≤ C2 d(p(w), S)ρ.
Ne segue che se vale z = p(w) e d(z, S) ≤ |z|m, allora abbiamo
d(w, S′) ≤ C2 |p(w)|mρ ≤ C1C2 |w|mρ|α|.
Quindi, per ogni punto p di Q esiste un numero intero τ tale che la controimmagine
di un intorno horn Hm(S, 0) di ordine m e` contenuta in un intorno horn Hmτ (S
′, p) di
ordine mτ . Poiche´ la controimmagine di un intorno dell’origine e` un intorno di Q, ne
segue che il complementare di U ′ e` della stessa forma di quello di U . Dato che S′ ha
solo attraversamenti normali (normal crossings), la coppia (U ′, S′) veriﬁca le condizioni
del passo precedente (I), percio` possiamo estendere olomorﬁcamente f ′ in un intorno
di x in M . Grazie alla compattezza di Q, possiamo estendere olomorﬁcamente f ′ in
un intorno di Q in M e possiamo inﬁne proiettare quest’ultima estensione su (Cn, 0)
ottenendo, a meno di applicare nuovamente il Teorema di Riemann (si veda [GR]
pag. 19), un’estensione olomorfa di f in un intorno dell’origine.
Abbiamo ﬁnalmente tutti gli strumenti per dimostrare il prossimo risultato che ci
dice che un campo vettoriale di Xn integrabile ammette sempre una normalizzazione
di Poincare´-Dulac convergente.
Teorema 4.3.6. (Zung, 2002) Sia X un campo vettoriale locale olomorfo in (Cn, 0),
con X(0) = 0 integrabile. Allora esiste una normalizzazione di Poincare´-Dulac locale
olomorfa per X in un intorno di 0 in Cn.
Dimostrazione. Sia r il grado torico di X . Per dimostrare il teorema, basta trovare,
grazie al Teorema 4.1.13, un’azione θ di Tr su (Cn, 0) che preservi X e tale che la parte
semi-semplice di X appartenga alla sottoalgebra abeliana hθs .
Fissiamo un sistema di coordinate olomorfo z = (z1, . . . , zn) in Cn, una metrica
hermitiana standard su Cn e un numero positivo ε0 abbastanza piccolo. Sia S il luogo
singolare dell’n-upla di vettori e funzioni X1, . . . , Xm, f1, . . . , fn−m, ossia
{z ∈ Cn : |z| < ε0, X1∧· · ·∧Xm(z) = 0}∪{z ∈ Cn : |z| < ε0, df1∧· · ·∧dfn−m(z) = 0}.
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Grazie alle ipotesi, S e` un insieme analitico complesso di codimensione complessa
almeno 1, quindi si potra` scrivere come luogo di zeri di un numero ﬁnito di funzioni
olomorfe, S = {g1 = 0, . . . , gh = 0}, e, grazie al Teorema di  Lojasiewicz 3.3.2, esistono
un intero positivo N > 0 ed una costante C > 0 tali che, per ogni z con |z| < ε0
valgano le seguenti diseguaglianze di  Lojasiewicz
‖X1 ∧ · · · ∧Xm(z)‖ ≥ C d(z, S)N
‖df1 ∧ · · · ∧ dfn−m(z)‖ ≥ C d(z, S)N ,
(4.3.6)
dove le norme sono delle norme standard negli spazi considerati e la distanza e` la
distanza rispetto alla metrica euclidea.
Per ogni intero positivo d e per ogni numero positivo piccolo ε(d) (che si potra`
scegliere successivamente in funzione di d in modo che limd→∞ ε(d) = 0), deﬁniamo il
seguente sottoinsieme aperto di Cn
Ud,ε(d) = {z ∈ Cn : |z| < ε(d), d(z, S) > |z|d}.
Per ogni k = 1, . . . , r deﬁniremo un campo vettoriale olomorfo Zk in Ud,ε(d), tale
che iZk sia un campo vettoriale periodico di periodo 2pi, e in modo che, per ogni coppia
di numeri naturali distinti d1, d2, il campo vettoriale Zk deﬁnito per Ud1,ε(d1) coincida,
sull’intersezione Ud1,ε(d1) ∩ Ud2,ε(d2), con quello deﬁnito per Ud2,ε(d2).
Sia (zjd) = Φ
D(d)(zj) il cambiamento di coordinate che si ottiene componendo i
cambi di coordinate del metodo di approssimazioni successive della dimostrazione del
Teorema di Poincare´-Dulac che normalizzano X ﬁno all’ordine D(d), dove D(d) =
4dN + 2 (in particolare si ha che limd→∞D(d) = +∞).
Sia
Zdk =
n∑
j=1
ρjkz
j
d∂
d
j , k = 1, . . . , r
dove ∂dj =
∂
∂zj
d
, una r-upla di campi vettoriali torici associati a X rispetto alle co-
ordinate locali (zjd). In particolare, iZ
d
k e` un campo vettoriale olomorfo periodico di
periodo 2pi per ogni k = 1, . . . , r. Per il Lemma 4.3.3, si ha
[Zdk , Xj](z) = O(|z|D(d))
per ogni j = 1, . . . , m, e
Zdk (f)(z) = O(|z|D(d))
dove con f = (f1, . . . , fn−m) denotiamo la (n−m)-upla di integrali primi comuni dei
campi vettoriali X1, . . . , Xm.
Sia y un punto arbitrario di Ud,ε(d). Allora, grazie alle diseguaglianze (4.3.6) e alla
deﬁnizione di Ud,ε(d), si ha
‖X1 ∧ · · · ∧Xm(y)‖ ≥ C |y|dN
‖df1 ∧ · · · ∧ dfn−m(y)‖ ≥ C |y|dN .
(4.3.7)
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Denotiamo con Γdk(t, y) = Γ
d
k(t) la curva chiusa, t ∈ [0, 2pi], che e` l’orbita del
campo vettoriale periodico Re(iZdk ) di punto iniziale y. Quindi Γ
d
k(0) = y e, preso ε(d)
abbastanza piccolo, vale 1
2
|y| ≤ |Γdk(t)| ≤ 2|y| per ogni t in [0, 2pi]. Allora, per ogni x
in Γdk si ha
‖X1 ∧ · · · ∧Xm(x)‖ > C
2dN
|y|dN
‖df1 ∧ · · · ∧ dfn−m(x)‖ > C
2dN
|y|dN .
(4.3.8)
Dal fatto che Zdk commuta con X1, . . . , Xm ﬁno all’ordine D(d) e f e` integrale
primo di Zdk ﬁno all’ordine D(d), e ε(d) piccolo, seguono le diseguaglianze seguenti
|f(x)− f(y)| < |y|D1(d)
|[Xj, Zdk ](x)| < |y|D1(d) ∀j = 1, . . . , m
(4.3.9)
per ogni punto x della curva Γdk, dove D1(d) = dN + 3, quindi e` maggiore di dN + 2 e
veriﬁca D1(d) < D(d)− 1 = 4dN + 1 per ogni d. Infatti si ha
|f(x)− f(y)| ≤ |Zdk(f)(y)| ≤ C1|y|D(d) < |y|D1(d)
e, per ogni j = 1, . . . , n, si ha
|[Xj, Zdk ](x)| ≤ C2|x|D(d) ≤ 2D(d)C2|y|D(d) < |y|D1(d).
Le diseguaglianze (4.3.8) e (4.3.9) implicano i seguenti fatti.
a) Per ogni punto y la parte regolare dell’insieme di livello Ly = f
−1(f(y)) ha di-
mensione complessam, e il suo spazio tangente in ogni punto e` generato daX1, . . . , Xm.
Inoltre la parte regolare di Ly ha una struttura aﬃne piatta data dai campi vettoria-
li X1, . . . , Xm, perche´ questi campi vettoriali commutano.
b) La curva Γdk puo` essere proiettata ortogonalmente su una curva chiusa li-
scia Γˆdk(t) che giace su Ly ed e` vicina a Γ
d
k nella topologia C
1: la distanza da Γˆdk
a Γdk nella topologia C
1 e` maggiorata da |y|D2(d), dove D2(d) = dN + 1.
c) Se scriviamo dΓˆdk(t)/dt nella forma
∑m
j=1Re(a
j
k(t)Xj(Γˆ
d
k(t))), allora le funzioni
complesse ajk(t) sono quasi costanti, nel senso che
|ajk(t)− ajk(0)| ≤ |y|D3(d),
per t ∈ [0, 2pi], dove D3(d) e` positivo, ad esempio D3(d) = D2(d) − 1 = dN . Questo
segue dalla quasi commutativita` di X1, . . . , Xm con Z
d
k e dal fatto che, per il punto
b), si ha |dΓˆdk(t)/dt − Re(iZdk (Γˆdk(t)))| < |y|D2(d). Infatti, poiche´ i campi X1, . . . , Xm
commutano, in un opportuno sistema di coordinate z1, . . . , zn possiamo supporre che
ciascun Xj coincida con ∂j per j = 1, . . . , m. Scriviamo Z
d
k nella forma
∑n
j=1 f
j(z)∂j
in questo sistema di coordinate. Siccome Zdk quasi-commuta con X1, . . . , Xm ed e`
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quasi tangente agli insiemi di livello, le funzioni f1, . . . , fm sono quasi costanti lungo
l’orbita di Zdk in questione mentre f
m+1, . . . , fn sono quasi nulle. Proiettando quindi
sull’insieme di livello, tali funzioni restano quasi costanti.
d) Approssimando, grazie al teorema della funzione implicita, esistono dei numeri
complessi a1k, . . . , a
m
k tali che si abbia |ajk − ajk(0)| ≤ |y|D3(d), e il ﬂusso al tempo 2pi
del campo vettoriale
∑m
j=1 a
j
kXj su Ly ﬁssi il punto y. Quindi il campo vettoriale
reale Re(
∑m
j=1 a
j
kXj) ha un’orbita periodica di periodo 2pi che passa per y, e la sua
orbita e` C1-vicina a Γˆdk(t, y).
e) Grazie alla struttura aﬃne piatta di Ly, i numeri a
1
k, . . . , a
m
k sono ben deﬁniti,
ossia unici, e non dipendono, almeno localmente, dalla scelta di y in Ly. Possiamo
considerare a1k, . . . , a
m
k come funzioni di y: a
1
k(y), . . . , a
m
k (y). Queste funzioni sono olo-
morfe, per il teorema della funzione implicita olomorfo, sono costanti sulle componenti
connesse degli insiemi di livello di f in Ud,ε(d) e sono uniformemente limitate in Ud,ε(d)
da una costante, provvisto che ε(d) sia piccolo abbastanza.
Deﬁniamo adesso, per ogni k = 1, . . . , r, il campo vettoriale Zk nel modo seguente
Zk(y) = −i
m∑
j=1
ajk(y)Xj(y).
Allora ogni Zk e` un campo vettoriale olomorfo in Ud,ε(d) con le seguenti proprieta`:
(a) Zk e` uniformemente limitato da una costante, e iZk e` un campo vettoriale
periodico di periodo 2pi, almeno in un sottoinsieme aperto di Ud,ε(d).
(b) Se Zk e` un campo vettoriale deﬁnito come prima per Ud,ε(d), e Z ′k e` un campo
vettoriale deﬁnito come prima ma per Ud′,ε(d′), con d diverso da d
′, allora Zk coin-
cide con Z ′k sull’intersezione Ud,ε(d) ∩ Ud′,ε(d′). Infatti, il campo Zk commuta con Z ′k
su Ud,ε(d) ∩ Ud′,ε(d′) per costruzione, e la diﬀerenza Zk − Z ′k e` tangente all’insieme di
livello di f in Ud,ε(d)∩Ud′,ε(d′) ed e` un campo vettoriale costante rispetto alla struttura
aﬃne piatta su ogni insieme di livello. Inoltre i(Zk − Z ′k) e` periodico di periodo 2pi
sull’intersezione considerata; ma i coeﬃcienti di Zk−Z ′k, scritti come combinazione lin-
eare di X1, . . . , Xm, sono maggiorati da |y|min(D3(d),D3(d′)), percio` i(Zk −Z ′k) e` troppo
piccolo per essere periodico di periodo 2pi a meno che non sia nullo. Quindi Zk = Z ′k
in Ud,ε(d) ∩ Ud′,ε(d′).
Quindi abbiamo deﬁnito r campi vettoriali olomorﬁ e limitati Z1, . . . ,Zr sul-
l’aperto U =
⋃∞
d=1 Ud,ε(d), che commutano a due a due, in quanto sono costanti su
ogni Ly rispetto alla struttura aﬃne piatta. Inoltre iZ1, . . . , iZr sono periodici di pe-
riodo 2pi almeno in qualche sottoinsieme aperto. Per il Teorema 4.3.5, esistono r campi
vettoriali olomorﬁ in un intorno dell’origine in Cn che coincidono con iZ1, . . . , iZr su U .
Quindi abbiamo trovato i generatori di un’azione eﬀettiva di un toro di dimen-
sione r che preservaX1 = X eX2, . . . , Xm. Grazie al procedimento di approssimazione,
la parte lineare di ogni Zk coincide con quella di Zdk per ogni d, quindi la parte semi-
semplice di X appartiene a hθs , da cui segue la tesi.
Teorema 4.3.7. (Zung, 2002) Ogni m-upla di campi vettoriali olomorfi in un intorno
dell’origine di Cn, (n ≥ m ≥ 1), singolari nell’origine di Cn, che commutino a due a due,
siano linearmente indipendenti e abbiano n−m integrali primi olomorfi funzionalmente
indipendenti, ammette una normalizzazione simultanea di Poincare´-Dulac convergente.
Dimostrazione. Dalle ipotesi segue ciascuno dei campi vettoriali considerati e` inte-
grabile; quindi, per la dimostrazione del teorema precedente, ciascuno di detti campi
vettoriali e` olomorﬁcamente normalizzato dalla linearizzazione di un’azione di toro
su (Cn, 0). Inoltre, per costruzione, tutte queste azioni commutano l’una con l’altra
e preservano tutti i campi vettoriali. Combinando dunque tali azioni ne otteniamo
una la cui linearizzazione olomorfa sara` una normalizzazione olomorfa simultanea dei
campi vettoriali dati e questo conclude la dimostrazione.
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