We describe a new algorithm for computing automorphism groups and checking isomorphism of nilpotent finite dimensional associative algebras over a finite field. The algorithm can also be applied to modular group algebras and thus yields a new approach for checking the modular isomorphism problem. We report on its application to the groups of order dividing 2 8 and 3 6 .
Introduction
The modular isomorphism problem asks whether FG ∼ = FH implies that G ∼ = H for two p-groups G and H and F the field with p elements. This problem is still open, despite various efforts towards proving the claim or finding counterexamples to it. The claim has been proved, for example, for abelian p-groups [4] , p-groups of class 2 and exponent p [16] , metacyclic p-groups [20] and groups of order p n dividing 2 7 [26, 2] or p 5 [19] . The modular isomorphism problem can be considered as a special case of a wider range of problems. In general, one can ask under which conditions on a ring R and groups G and H does RG ∼ = RH imply G ∼ = H. Important results on this type of problem are due to Dade [3] who found that for every field R there exist finite groups G ∼ = H with RG ∼ = RH and to Hertweck [8] who determined finite groups G ∼ = H with ZG ∼ = ZH. In both cases, explicit examples for G and H are known, but none of them are p-groups. Computational approaches have been used to investigate the modular isomorphism problem. Based on an algorithm by Roggenkamp and Scott [18] , Wursthorn [26] described an algorithm for checking the modular isomorphism problem; that is, he described an algorithm for checking whether two modular group algebras FG and FH are isomorphic. This algorithm has been implemented in C by Wursthorn and has been used applied to the groups of order dividing 2 7 without finding a counterexample, see [2] . It is the central aim of this paper to describe a new algorithm for checking isomorphism of modular group algebras and hence to obtain a new method to investigate the modular isomorphism problem. Our algorithm determines the automorphism group and a canonical form of a modular group algebra FG; a canonical form is a structure constants table which is unique for the isomorphism type of the considered algebra. The main basis of the algorithm is an effective method to compute the automorphism group and a canonical form for a nilpotent finite dimensional associative algebra over a finite field. This new algorithm for nilpotent finite dimensional associative algebras over finite fields can be considered as an analogue to the corresponding algorithm for finite p-groups. This has first been described by O'Brien [14, 15] and many significant improvements are exhibited in [5] . Thus this paper exhibits a close relation between the two problems of checking isomorphism for modular group algebras and for finite p-groups which may also be useful for theoretical investigations of the modular isomorphism problem. Further, a variation of this algorithm can be used to compute the automorphism group and a canonical form for a nilpotent finite dimensional Lie algebra over a finite field. This has already been noted and used in [21] . The algorithm described here has been implemented in the computer algebra system GAP [24] . The implementation has been applied to the modular group algebras of the groups of order dividing 2 8 and 3 6 without finding a counterexample. A report on this application is included below. It has been suspected for some time that Brauer pairs may be good candidates for counterexamples to the modular isomorphism problem. We note that 2 8 and 3 6 are the smallest 2-and 3-power orders, respectively, where Brauer pairs of 2-and 3-groups occur, see [23] and [6] . However, our computational experiments as outlined below show that these Brauer pairs do not even seem to be very close to counterexamples for the modular isomorphism problem.
The algorithm
Let G and H be finite p-groups and F the field with p elements. An algorithm to check the modular isomorphism problem has to check whether there exists an algebra isomorphism ι : FG → FH; that is, a bijective linear mapping ι with ι(ab) = ι(a)ι(b) for all a, b ∈ FG. If such an isomorphism exists, then Aut(FG)ι describes the set of all isomorphisms from FG to FH, where the automorphism group Aut(FG) is defined as the set of all isomorphisms α : FG → FG. Our aim is an effective algorithm which can be used to check whether an isomorphism ι : FG → FH exists and determines Aut(FG); that is, computes generators and the order for the group Aut(FG). Both tasks are closely related and the algorithm described here accomplishes both tasks in a single computation.
Reduction to nilpotent associative algebras
As a first step, we reduce our given task to the same task for the Jacobson radicals of FG and FH. This first step has also been used by Wursthorn [26] and it is based on the following well-known lemma.
1 Lemma: Let I(G) denote the Jacobson radical of FG. a) I(G) is a nilpotent subalgebra of FG. Thus there exists an l ∈ N such that the series of powers satisfies
b) I(G) coincides with the augmentation ideal of FG. Thus {g − 1 | g ∈ G, g = 1} is a F-basis for I(G) and
Clearly, every isomorphism ι : FG → FH induces an isomorphism ι : I(G) → I(H). Lemma 1 asserts that the converse also holds: every isomorphism ι : I(G) → I(H) extends to a unique isomorphism ι : FG → FH. This implies the following corollary.
2 Corollary:
Hence it remains to describe an algorithm which can be used to check whether two nilpotent finite dimensional associative algebras over a finite field are isomorphic and to determine the automorphism group of such an algebra.
Structure constants and canonical forms
We assume that every algebra A considered in our algorithm is finite dimensional and defined by a structure constants table T ∈ F d×d×d for d = dim(A). Then we identify the elements of A with the elements of the vector space F d and the multiplication of two elements x = (x 1 , . . . , x d ) and y = (y 1 , . . . , y d ) in A is given by xy = d i,j=1 x i y j T ij . An isomorphism between two algebras A and B of dimension d with tables T and S, respectively, is then described by an element g ∈ GL(d, F) which is compatible with the multiplication defined by T and S. If such an isomorphism exists, then we say that it is an isomorphism from T to S and the tables T and S are isomorphic. Both tables are then tables for the algebra A (or B, respectively). We define Aut(T ) as the group of isomorphisms from T to T .
3 Definition: A canonical form of an algebra A is a structure constants table C for A which is unique for the isomorphism type of A. Thus two algebras A and B are isomorphic if and only if their canonical forms are identical.
Our main algorithm takes as input an arbitrary structure constants table T of a nilpotent associative F-algebra A and determines the following canonical form information:
• a canonical form C for A,
• an isomorphism between the tables T and C, and • generators and the order of Aut(C).
This algorithm facilitates an effective isomorphism test: to find all isomorphisms among a set of modular group algebras FG 1 , . . . , FG r , we determine the canonical forms C 1 , . . . , C r for I(G 1 ), . . . , I(G r ) and check for identical pairs among them. Additionally, we obtain all automorphism groups Aut(FG i ) ∼ = Aut(C i ).
An induction approach
It remains to describe a method to determine the canonical form information for a nilpotent associative F-algebra I given by a table T . The principal setup of our algorithm for this purpose follows the corresponding method for p-groups as described in [14, 15, 5] . Section 9.4 of [9] contains an overview, background and further references on the p-group algorithm.
Its basic idea is to use induction on the quotients of the power series I > I 2 > . . . > I l > I l+1 = {0}; that is, we successively determine the canonical form information for the quotients I/I j , where j runs from 2 to l + 1. This will eventually yield the canonical form information for I/I l+1 = I.
To facilitate effective computations, we assume that the table T exhibits the power series of I; that is, the basis of I underlying T has the power series as flag and thus structure constants tables for all quotients I/I j can be read off from T as
where d j is the dimension of I/I j . Note that a table exhibiting the power series can be computed readily from an arbitrary table for I.
The first step: In the initialisation step of the induction we consider the algebra I/I 2 with its table T 2 . This algebra satisfies ab = 0 for every pair of its elements a and b. Thus every structure constants table for I/I 2 is a zero-table. Hence T 2 and the canonical form C 2 for I/I 2 are zero-tables, the identity matrix is an isomorphism from C 2 to T 2 and Aut(C 2 ) = GL(d 2 , F).
The induction step:
In the induction step we know the table T i and the canonical form information for I/I i ; that is, a canonical form C i for I/I i , an isomorphism from C i to T i and generators and the order of Aut(C i ). We seek to extend this information to the next larger quotient I/I i+1 .
A central tool to facilitate the induction step is the so-called covering algebra of I/I i . This will be introduced and investigated in the next Section 2.4 and an algorithm for the induction step will then be described in Section 2.5.
The covering algebra
Let J be a associative nilpotent F-algebra with nilpotency length i − 1 and minimal generator number e = dim(J/J 2 ). Our aim in this section is to define and investigate a direct analogue to the 'p-covering group' used in the p-group case. The p-covering group has first been used in certain p-quotient algorithms; see [11] for a first description and [7, 13, 12] and [25] for details and an efficient method to compute the p-covering group. Section 9.4 of [9] contains an overview of this p-group algorithm. For our purposes, we consider the polynomial algebra F = F[x 1 , . . . , x e ] of all polynomials in e non-commuting indeterminates and let F be its subalgebra of all polynomials with zero constant term. Following [17] , Section 1.2, we observe that F is an associative F-algebra which is free for the category of associative F-algebras without unit element. Hence every e-generator nilpotent associative F-algebra is isomorphic to a quotient of F . Note that F l is generated by all monomials in x 1 , . . . , x e of total length at least l and its quotient F/F l can be considered as a free e-generator associative nilpotent-of-length-(l−1) F-algebra. Hence every e-generator nilpotent associative F-algebra of nilpotency length l − 1 is isomorphic to a quotient of the finite dimensional algebra F/F l .
4 Definition: Let F/R ∼ = J for some two-sided ideal R of F and let R be the two-sided ideal of F generated by F R ∪ RF . Then we call J * = F/R the covering algebra and M = R/R the multiplicator of J.
The construction yields that J * is an e-generator associative nilpotent F-algebra of nilpotency length i − 1 or i. Hence it is a quotient of F/F i+1 and thus it is finite dimensional. Further, it satisfies that J ∼ = J * /M and thus is an extension of J by the zero-module M .
5 Theorem: Every e-generator extension of J by a zero-module is a quotient of J * and the isomorphism type of J * is independent of F/R.
Proof: Let K be an arbitrary e-generator extension of J by a zero-module and let ψ : K → J be the corresponding epimorphism. Let ϕ : F → J be the epimorphism with kernel R. As F is free, it follows that ϕ factors and there exists ν : F → K with ν • ψ = ϕ. This induces to an epimorphism J * → K and hence we obtain that K is a quotient of J * . It remains to show that J * is independent of F/R. Suppose that J * is defined using J ∼ = F/R and J * 2 is defined using J ∼ = J/R 2 . Then J * is a quotient of J * 2 and vice versa, hence the result follows.
•
We introduce some further notation on J * .
6 Definition:
• Every proper subspace U < M with U + N = M is an allowable subspace of J * .
The following theorem summarises some further fundamental properties of the covering algebra, the multiplicator, the nucleus and the allowable subspaces. We call an associative algebra K a descendant of J if K is nilpotent of nilpotency length i and J ∼ = K/K i .
Theorem:
a) Every descendant of J is a quotient J * /U for an allowable subspace U of J * . b) Every quotient J * /U for an allowable subspace U of J * is a descendant of J.
Proof: a) Let K be a descendant of J and let ψ : K → J be the corresponding epimorphism with kernel K i . Then by Theorem 5, it follows that K is a quotient of J * by an epimorphism ν : J * → K, say. Let U be the kernel of ν. The construction of ν in the proof of Theorem 5 implies that
In summary, we obtain that U is an allowable subgroup. b) Let U be an allowable subspace of J * . As U is a proper subspace of J * supplementing N , it follows that J * and J * /U both have nilpotency length i. Further, we note that
Next we want to investigate the automorphism groups Aut(J * ) and Aut(J) and their relation to each other. We first recall an elementary lemma on central automorphisms.
8 Lemma: Let A be a nilpotent associative F-algebra and let B ≤ A 2 be a zero-ideal in
CAut is an elementary abelian p-group and it acts trivially on B.
b) If a 1 , . . . , a e is a minimal generating set of A and
Now we are in the position to introduce a connection between Aut(J * ) and Aut(J).
a) κ is surjective and with kernel CAut(J * , M ). b) For α ∈ Aut(J) letα be an arbitrary preimage of α under κ and let α =α M . Then
is a well-defined homomorphism which yields an action of Aut(J) on M .
Proof: a) Let α ∈ Aut(J). Then α induces an endomorphismα of the free nilpotent algebra F and this endomorphism leaves R invariant. Thus R is invariant underα and henceα induces an endomorphismα of J * which leaves M invariant. As M ≤ (J * ) 2 , it follows thatα is surjective and thus an automorphism. Thus it is a preimage of α under κ and κ is surjective.
b) It follows from Lemma 8a) that ϕ is well-defined, asα M is unique for α. It is now straightforward to observe that ϕ is a homomorphism.
• Theorem 9 can be used to solve the isomorphism problem for descendants of J as outlined in the following theorem. Similarly, it yields a construction for the automorphism group of a descendant which we will use later. Proof: a) Suppose that X α = Y for some α ∈ Aut(J). Then Xα = Y for someα ∈ S ≤ Aut(J * ) and this induces an isomorphism from J * /X onto J * /Y . Now suppose that ι :
Hence ι induces an isomorphism from J * /M onto J * /M and thus an automorphism α, say, of J. Let β =α ∈ S ≤ Aut(J * ). Then ι, α and β all agree on J * /M . As M ≤ (J * ) 2 , it follows that β induces the same action on M as ι and thus X β = Y . This yields that X α = Y holds. b) This follows by arguments dual to a) and by using Lemma 8.
We note that Theorem 10b) and Lemma 8 provide a method to determine generators and the order of Aut(J * /X) from generators and the order of Stab Aut(J) (X). To obtain a generating set, we determine for every generator α of Stab Aut(J) (X) a preimageα ∈ Aut(J * ) and its induced actionα J * /X and then we add a generating set of CAut(J * /X, M/X). The order of Aut(J * /X) is the product of the orders of image and kernel.
An algorithm for the induction step
The aim of this section is to outline the induction step of our desired algorithm. Recall that for the input algebra I/I i we have available its original As a first step in our algorithm, we use the table C i to determine a table C * i for (I/I i ) * in a canonical form. An algorithm for this purpose is described in Section 3 and it yields various by-products: in particular, it yields a basis B for the multiplicator M of (I/I i ) which is canonical with respect to C i . We use this basis B for all subsequent computations with M . In particular, the set of all subspaces of M can be sorted with respect to a fixed basis of M . We call an element of a collection of subspaces of M canonical if it is minimal in the collection with respect to B.
The following is a top-level outline of our algorithm for the induction step. Further details and proofs are given below. (a) determine a canonical structure constants table
c) compute generators and the order of Aut(C i+1 ) from S.
(4) Return the table C i+1 , the isomorphism g i+1 and the group Aut(C i+1 ).
Steps (1) and (2) are the most time-critical steps in our algorithm. Effective algorithms for them are introduced in Sections 3 and 4, respectively.
Step (3) is straightforward to facilitate. For Step (3a) the table C * i and a basis for W are explicitly given. This allows us to read off a structure constants table for C * i /W in a canonical way. In Step (3b) the epimorphism ν i and the automorphism β are explicitly given. Thus we can determineα • ν i and its induced isomorphism on C i+1 .
Step (3c) is described after Theorem 10: generators and the order of Aut(C i+1 ) can be read off from S in this setting. The following theorem establishes the correctness of the algorithm.
11 Theorem: The Algorithm 'InductionStep' yields the canonical form information for the algebra I/I i+1 . In particular, the table C i+1 is a canonical structure constants table for I/I i+1 .
Proof: First, we note that C i+1 is a table for I/I i+1 . For this purpose note that the kernel U obtained in Step (1b) satisfies that C * i /U ∼ = T i+1 ∼ = I/I i+1 . As in Theorem 7 this implies that U is an allowable subspace. By Theorem 10 it follows that C * i /W ∼ = I/I i+1 as well. Hence the output table C i+1 is a table for I/I i+1 . It remains to show that C i+1 is canonical for the isomorphism type of I/I i+1 . For this purpose let T be an arbitrary table for I/I i+1 . Then there exists an isomorphism τ : T i+1 → T and thus an epimorphism ν i • τ :
. By Theorem 10, it follows that there is an α ∈ Aut(C i ) with W α = V . Thus V Aut(C i ) = U Aut(C i ) = W Aut(C i ) and W is the canonical element in this orbit. Thus C * i /W is the structure constants table which is obtained by using the input T instead of T i+1 in the algorithm. Hence C i+1 = C * i /W is the canonical structure constants table for I/I i+1 .
Computing the covering algebra
Let J be an e-generator nilpotent associative F-algebra with nilpotency length i − 1 and dim(J) = d. Suppose that J is given by a structure constants table C. We want to determine a structure constants table C * for its covering algebra J * so that we obtain an effective algorithm for Step (1) of the Algorithm 'InductionStep'. Again, much of the ideas introduced here emulate the corresponding algorithm for pgroups, we refer to [11, 7, 13, 12] for a detailed description and to Section 9.4 of [9] for a brief overview.
To facilitate effective computations, we induce two additional assumptions on the given structure constants table C. Note that it is straightforward to organise the Algorithm 'InductionStep' so that these additional assumptions are satisfied. 
We assume that C has a form so that every b k with k > e has at least one definition. We choose for every k > e one fixed definition and call it the definition of
is the definition of some b k } be the corresponding index set. We also need the following remark on vector spaces for our algorithm.
12 Definition: For a vector space V with basis V = {v 1 , . . . , v n } and subspace X, we define an induced canonical basis V X for the factor space V /X with respect to V by the following process:
We can now determine a structure constants table C * for J * along the lines of the following outline. Refinements and improvements to this outline are discussed below. Let T = {t ij | 1 ≤ i, j ≤ d and (i, j) ∈ D} be a set of indeterminates over F.
Algorithm CoveringAlgebra(C)
(1) LetB = B ∪ T andĴ the F-space with basisB. Define a multiplication onĴ by
and compute a basis for the F-space
Compute the structure constants table C * of the quotient spaceĴ/X corresponding to the induced canonical basisB X and return C * .
The multiplication introduced in
Step (1) of the above algorithm induces the structure of a F-algebra onĴ. The following theorem shows that X is an ideal inĴ so thatĴ/X is also a F-algebra. Hence the structure constants table C * introduced in
Step (3) is well-defined. It is clearly a canonical table forĴ/X, as there are no choices made in the algorithm. It remains to show that C * is a table for J * . This is covered by the following theorem.
13 Theorem: Let T = T .
a) X ≤ T and X and T are two-sided zero-ideals inĴ withĴ/T ∼ = J. b)Ĵ/X is a nilpotent associative e-generator algebra which extends J by a zero-module. c) J * ∼ =Ĵ /X.
Proof: a) By the definition of the multiplication inĴ, it follows that T is a two-sided zero-ideal inĴ withĴ/T ∼ = J. As J is associative, it follows that x ijk ∈ T for every i, j, k. Hence X ≤ T and X is also a two-sided zero-ideal inĴ.
b) The definition of the elements x ijk implies thatĴ/X is associative. Further, it is an extension of the nilpotent algebra J by the zero-ideal T /X and hence it is nilpotent. It remains to show thatĴ/X is an e-generator algebra. We note thatĴ is generated by {b 1 , . . . , b e }: for every b k with k > e there exists a definition (i, j) of b k and b k = b i b j with i, j < k and for every t ij there exists a non-definition with t ij = b i b j − k C ijk b k . Thuŝ J/X is generated by {b 1 , . . . , b e } + X. c) Using b) and Theorem 5 we obtain thatĴ/X is a quotient of J * . Conversely, the algebra J * is a e-generator extension of J by a zero-module. Thus J * has a structure constants table of the type introduced in Algorithm 'CoveringAlgebra'. Hence J * is a quotient of J/X. AsĴ/X is finite dimensional, it follows thatĴ /X ∼ = J * .
• Now we investigate how Steps (1a)-(1c) of the Algorithm 'InductionStep' can be realised based on the construction of the covering algebra given here. The following basic remark covers Step (1a). Note that the basisB X defined in the Algorithm 'InductionStep' has the form B ∪ T X for some T X ⊆ T .
14 Remark: µ : C * → C defined by µ(b) = b + X for b ∈ B and µ(t) = 0 + X for t ∈ T X is an epimorphism whose kernel has the basis T X .
Next we consider the Steps (1b) and (1c). As these two steps need very similar constructions, we outline a method for Step (1c) here only. For this purpose we define for x = b∈B x b b ∈ J its canonical preimage by µ −1 (x) = b∈B x b b + X ∈Ĵ/X.
15 Lemma: Let α ∈ Aut(C). Then the mapα : C * → C * defined byα(b i + X) = µ −1 (α(µ(b i + X))) for 1 ≤ i ≤ e induces a well-defined automorphism on C * which is a preimage under κ as defined in Theorem 9.
Proof: First note thatĴ/X is generated by b 1 + X, . . . , b e + X. We use the definitions of the other basis elements b + X for b ∈ B and t + X for t ∈ T X to extendα to all basis elements ofĴ /X and we extend by linearity to a mapping on C * . By Theorem 9, a preimageα of α under κ exists. If α(b i ) = w i (B) for 1 ≤ i ≤ d, then α(b i + X) = w i (B) + t i for some t i ∈ T . As CAut(Ĵ/X, T /X) ≤ Aut(Ĵ /X), it follows that there exists a preimageα ∈ Aut(Ĵ/X) such thatα(b i + X) = w i (B) for 1 ≤ i ≤ e. This preimage extends to the map defined by µ −1 • α • µ on C * .
In the remainder of this section we discuss some further refinements to the Algorithm 'CoveringAlgebra'. A priority here is to reduce the number of generators t ij forĴ and the number of generators x ijk for X in the determination of the cover in order to increase the efficiency of the computation of the cover.
Proof: The algebra J and its covering algebra J * are both nilpotent of nilpotency length at most i. Thus it follows for J that b i ∈ J w i and b j ∈ J w j and thus b i b j ∈ J w i +w j = {0}. Hence t ij = b i b j inĴ. Now using the same argument on weights again, it follows that
• Thus we define t ij = 0 in the construction ofĴ if w i + w j ≥ l. Note that this idea can be exploited further by considering weights and definitions together. For example, if w i > 1 and b i = b r b s , then the weight of t ij is at least w r + w s + w j .
17 Lemma:
. We evaluate this difference inĴ:
The associativity of J implies that
Thus the desired result follows.
• Hence whenever w i > 1, then we define t ij directly as k C sjktrk and thereby obtain that x rsj = 0. This reduces the number of generators of X. The following lemma reduces the number of necessary generators further.
18 Lemma:
Proof: By construction, we know that Y ⊆ X. Hence it remains to show that x ijk ∈ Y for every i, j, k so that X ⊆ Y follows. Equivalently, it remains to show that (
Our proof proceeds in two steps.
Step (1) . We show that (b i x)y ≡ b i (xy) mod Y for every i with w i = 1 and every x, y ∈Ĵ. Let x = j x j b j + t x and y = k y k b k + t y for certain t x , t y ∈ t ij | (i, j) ∈ D F . Then the claim is proved by the following computation
Step (2). Now we use induction on weights to prove the lemma. As induction hypothesis we assume that ( 
Step (1) Now the lemma follows by induction on the weights.
Solving the orbit-stabiliser problem
In
Step (2) of Algorithm 'InductionStep' we have given a subspace U of a vectorspace M and the automorphism group Aut(J) acting on M , where J is a nilpotent associative algebra. We wish to determine a canonical element W in the orbit U Aut(J) , its stabiliser Stab Aut(J) (W ) and a transversal element α with W β = U .
As Aut(J) is given by its order and a set of generators, this computation could, in principle, be performed by a standard orbit-stabiliser algorithm as, for example, described in [9] , Section 4.1. This lists the full orbit U Aut(J) together with a corresponding transversal and, simultaneously, it determines generators and the order of Stab Aut(J) (U ). The minimal element W in U Aut(J) can then be read off. The stabiliser Stab Aut(J) (U ) can be translated to Stab Aut(J) (W ) using the transversal. The problem in applying this general approach is that the orbits arising in our applications are frequently extremely large, so that they cannot be stored. Also, the number of generators obtained for the stabiliser depends on the size of the orbit and hence would also be too large to be useful in any practical applications. Hence we need to devise an improved algorithm for performing the orbit-stabiliser computation of
Step (4) in 'InductionStep'. In [5] various approaches are described to simplify a stabiliser computation in a setting like the one given here. Not all of these methods extend to a canonical element computation, but some of them do with perhaps minor modifications. In the following we briefly describe those extensions to a canonical form computation which we have used in our implementation.
Using the group structure of Aut(J)
Let e = dim(J/J 2 ) and note that e is also the rank of the underlying group G. We consider the natural homomorphism
and note that, by construction, the kernel K of ρ is a p-group. Thus we find that Aut(J) contains a (often rather large) normal p-subgroup K and its factor group F = Aut(J)/K embeds as a subgroup into GL(e, F). Schwingel [22] (see also [5] , Section 5.2) describes an algorithm to determine both a canonical form for a subspace U of a vector space M over a finite field and its stabiliser, under the action of a p-group of upper unitriangular matrices. An advantage of this method is that it takes as input a polycyclic generating set for the acting group and it determines the stabiliser by an induced polycyclic generating set; hence it controls the number of generators for the stabiliser. Another, even more fundamental advantage of Schwingel's method is that it does not list the orbit of U , but determines the canonical form of U and generators of its stabiliser directly. Thus the method it is both space and time efficient. To apply Schwingel's algorithm, we first determine the socle-series of the given module M using the Meataxe, see [10] for a description. Then we apply a base change so that our new base runs through the socle series. This implies that the normal p-subgroup K of Aut(J) acts via upper unitriangular matrices on M and thus Schwingel's method applies. As K is a normal subgroup of Aut(J), it follows that F = Aut(J)/K acts on K-orbits of subspaces or, equivalently, on K-canonical-forms. The orbit of Aut(J) of a subspace is then the union of the elements in the F -orbit, where F acts on K-orbits. A canonical form under the action of Aut(J) of a subspace can be obtained by taking the minimal element (with respect to some ordering of subspaces) in the F -orbit of the K-canonical-form of the subspace, where F acts on K-canonical-forms. Similarly, the stabiliser of a subspace in Aut(J) can be determined from the stabiliser in K extended by the stabiliser in F , where F acts on K-canonical forms.
Hence it remains to determine the orbit and stabiliser of the group F acting on Kcanonical-forms to complete our task. Then W is the desired canonical form and S W is its stabiliser in Aut(J). A transversal element g ∈ Aut(J) with U g = W can be obtained as product of the transversal elements in Steps (1)-(3). We apply this method iteratively using the submodules of the socle series of M as isomorphism-invariant Aut(J)-modules. Note that the socle series has been already determined for Section 4.1.
Using the

Implementation and applications
The groups of order 2
8 and 3
6
We follow the program in [2] and have checked the groups of order dividing 2 8 and 3 6 for counterexamples to the modular isomorphism problem. This complete investigation of the groups of order 2 8 and 3 6 is new; it has been known that there are no counterexamples of order dividing 2 7 and p 5 . The groups of order dividing 2 8 and 3 6 are available as part of the SmallGroups library, see [1] . We first use the various known group-theoretic properties of a counterexample as listed in [2] , Theorem 7, to split the groups of a considered order into classes. Then we apply our canonical form algorithm to check the groups in every class for isomorphic pairs. Clearly, we only need to consider classes of length at least 2. The table below lists the considered group orders and, for every order, the numbers of groups as exhibited in the SmallGroups library, the number of classes of length at least 2, the maximum length of a class, the total number of groups in the classes of length at least 2, and the runtime used to prove that the groups in the classes are pairwise non-isomorphic. The As we use a canonical form algorithm to split the classes, the number of groups in the classes corresponds to the number of applications of our algorithm and hence has a significant impact on the runtime. The maximal class length is of interest, as we need to consider all groups in one class at once and hence this maximal length has an impact on the space needed to apply our algorithm.
In the application of our algorithm to the groups in a particular class, we proceed by induction on the power series of the augmentation ideal of the underlying group algebras and we stop as soon as we find that the quotients in these series are non-isomorphic. The number of layers necessary to reach this end-point can be considered as a criterion for how close the modular groups algebra are to being isomorphic. We note that in the vast majority of cases, we only need to process very few layers to reach the end-point. For example, for the groups of order 3 6 all except one class are split in all cases at layer 9 of at least 22 layers. Hence we only need to consider rather small algebras to check the non-isomorphism of the algebras in a class. The single class which needs more layers to be split, is the class of groups (3 6 , 63) and (3 6 , 64) which is split at layer 27 of 86 and this layer has dimension 224. In particular, the algebras of the Brauer pairs of order 3 6 are comparatively far away from being isomorphic.
A sample application
We exhibit a typical sample application of the algorithm outlined in this paper. We use the group G = SmallGroup(128, 2000) as example group for this purpose. This is a 4-generator group and hence I := I(G) is a 4-generator nilpotent F 2 -algebra of dimension 127. Our aim is to determine Aut(I) and a canonical form for I.
The following table lists for every step in the induction algorithm the dimension of the multiplicator M of I/I i and the dimension of an allowable subspace U ≤ M with (I/I i ) * /U ∼ = I/I i+1 . Note that dim(I i /I i+1 ) = dim(M ) − dim(U ) can be read off from this data. Further, the table lists the order of the acting group Aut(I/I i ) in the factorised form a · 2 b , where a is the order of the image of the natural homomorphism ρ : Aut(I/I i ) → Aut(I/I 2 ) ∼ = GL(4, F 2 ) and 2 b is the order of its kernel. Moreover, the table lists the lengths the orbits in the orbit-stabiliser computations arising in the induction step. Recall that these can be several computations if the method of Section 4.2 is applied, in this case the table displays one row for each orbit-stabiliser computation. In every orbit-stabiliser computation the method of Section 4.1 is used. Every orbit length is given in factorised form corresponding to the factorisation of the order of Aut(I/I i ).
The runtime used to perform the canonical form computation for this example is 1 min, 48 sec. The automorphism group of I has order 2 186 and is returned as group on 186 generators.
