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Abstract
Program inversion is a fundamental problem that has been addressed in many different pro-
gramming settings and applications. In the context of term rewriting, several methods already
exist for computing the inverse of an injective function. These methods, however, usually return
non-terminating inverted functions when the considered function is tail recursive. In this paper,
we propose a direct and intuitive approach to the inversion of tail recursive functions. Our new
technique is able to produce good results even without the use of an additional post-processing
of determinization or completion. Moreover, when combined with a traditional approach to
program inversion, it constitutes a promising approach to define a general method for program
inversion. Our experimental results confirm that the new technique compares well with previous
approaches.
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1 Introduction
Inverse computation for an n-ary function f is, given an output v of f , the calculation
of (all) the possible inputs v1, · · · , v1 of f such that f(v1, · · · , vn) = v [27, 28]. To be
more precise this is usually called full inverse computation, in contrast to partial one where
some inputs are also provided, i.e., given the output v of f and part of its inputs, say
vi1 , . . . , vim , the partial inverse computation computes the remaining inputs vj1 , . . . , vjk such
that f(v1, . . . , vn) = v with {vi1 , . . . , vim}∪{vj1 , . . . , vjk} = {v1, . . . , vn} and {vi1 , . . . , vim}∩
{vj1 , . . . , vjk} = ∅. Two approaches to inverse computation are distinguished [1]: inverse
interpreters [4, 1, 32, 15] that perform inverse computation taking the output v, the given
inputs (if any), and the definition of f as input, and inversion compilers [16, 9, 12, 27, 28, 22,
20, 24, 23, 6, 7, 11, 2] that performs program inversion. More precisely, inversion compilers
take the definition of f as input and compute the definition of a (possibly partial) inverse
function f−1. Note that inverse interpreters can be transformed into inversion compilers
by producing inverse functions including an inverse interpreter in the target programming
language that is specialized for the function being inverted (similarly to, e.g., [15]). Semi-
inversion [17, 18, 19] is a more general notion than partial inversion that allows the original
output to be partially given.
© Naoki Nishida and Germán Vidal;
licensed under Creative Commons License NC-ND
22nd International Conference on Rewriting Techniques and Applications (RTA’11).
Editor: M. Schmidt-Schauß; pp. 283–298
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
284 Program Inversion for Tail Recursive Functions
Typical applications of (full and partial) program inversion are the automatic develop-
ment of dual programs: encryption and decryption (e.g., cryptographic encoder enc(x, k)
and decoder dec(y, k) with a symmetric key k), data compression and decompression (e.g.,
zip/unzip), data/program translation and re-translation between different programming lan-
guages, and so on. Given one-half of dual programs, inversion provides the other program
automatically and without bugs, thus guaranteeing high reliability. This is specially import-
ant for encryption/decryption and compression/decompression since a bug in these programs
may cause serious security problems.
The most popular target of program inversion is the class of injective functions (or func-
tions that are injective w.r.t. the unknown arguments when partial inversion is considered).
Deterministic definitions are expected as inverses of injective functions since the inverse
relation for injective functions is one-to-one. However, this is not ensured by existing meth-
ods and in many cases overlapping and/or non-terminating functions are produced instead.
Thus, the elimination of non-determinism in inverted functions has recently attracted a
lot of interest [6, 7, 11, 2, 21]. Indeed, since all the inversion techniques developed so far
are essentially similar, one can say that the difficult part of program inversion for injective
functions lies in the elimination of the undesired non-determinism.
In the field of term rewriting, a full-inversion method for constructor term rewriting
systems (TRS, for short) has been proposed, and later extended to partial inversion [20,
24, 23]. The compiler (fully or partially) inverts a constructor TRS into a conditional term
rewriting system (CTRS, for short) that completely defines inverses of functions defined
in the original TRS. The conditional parts of rewrite rules in the CTRS can be seen as
let-structures for declaring variables that are locally used in the rewrite rules.
The method for eliminating non-determinism in [21], a post process for the compilers
in [20, 24, 23], consists in applying a restricted variant of completion to the systems obtained
from the inverse conditional systems by unraveling [14, 26]. This method requires the
conditional systems to be operationally terminating [13] (i.e., any derivation is finite) and
outputs computationally-equivalent unconditional systems that are terminating and non-
overlapping when the method halts successfully. Although this method is quite restrictive
and does not always succeed, it was able to successfully transform all the benchmarks shown
in [10, 6, 7, 11] with operationally terminating inverses [21], while it was not applicable to the
other benchmarks with non-operationally-terminating inverses (see Example 3.2 below). On
the other hand, the method for eliminating non-determinism in [6, 7, 11] is based on applying
LR parsing techniques to a grammar-based representation of functional programs. This is
quite an interesting non-standard application of LR parsing and performs surprisingly well
for the benchmarks of [10] that contain several kinds of schemes of function definitions (such
as tail-recursion, non-tail-recursion, and the combination of both), despite the fact that
only LR(0) parsing is considered. The authors do not consider partial inversion since the
grammar-based representation is not adequate to identify known and unknown arguments
separately. Moreover, the grammar-based programs cannot express functions containing
erasing rules (though these rules arise quite naturally when considering partially inverted
programs).
Given an n-ary function f , traditional approaches to (partial) inversion are based on
the property “f(v1, · · · , vn) = v iff f−1(v, vi1 , · · · , vim) = (vj1 , · · · , vjk) where {i1, · · · , im}
are known input arguments and {i1, · · · , im} unionmulti {j1, · · · , jk} = {1, · · · , n}”, i.e., the equa-
tion f(v1, · · · , vn) = v is replaced by f−1(v, vi1 , · · · , vim) = (vj1 , · · · , vjk) and instruction
sequences are inverted [27, 28, 22, 20, 24, 23, 6, 7, 11, 2]. For example, when consider-
ing full inversion, a rewrite rule is normalized to a conditional rule f(t1, · · · , tn) → t ⇐
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f1(−→u1)  x1; · · · ; fk(−→uk)  xk (see Definition 3.4), and it is inverted to a conditional
rule f−1(t) → (t1, · · · , tn) ⇐ f−1k (xk)  (−→uk); · · · ; f−11 (x1)  (−→u1) where t1, · · · , tn, t
are constructor terms, −→u1, · · · ,−→uk are sequences of constructor terms, and x1, · · · , xn are
variables (see Example 3.1 below). This approach is in principle applicable to arbitrary
functions. Unfortunately, for a tail-recursive function defined by a rule like f(t1, · · · , tn)→
f(u1, · · · , un), this approach generates a non-operationally-terminating rule of the form
f−1(x)→ (t1, · · · , tn)⇐ f−1(x) (u′1, · · · , u′n); · · · when full inversion is considered.
When the first argument of the inverse f−1 takes as input the output of the original
function f (i.e., the input value of the first argument of f−1 is in the range of f), a breadth-
first search is enough to get the output (i.e., the original input) since there exists a finite path
from the original input to the original output. Therefore, for a non-operationally-terminating
inverse system of an injective function, a breadth-first search is enough to compute the
output. However, the finiteness of the breadth-first search is guaranteed only when the input
is one of the outputs of the original function. Thus, in general, the breadth-first search might
be non-terminating (i.e., the search space might be infinite). Furthermore, when the given
function is not surjective (which is itself difficult to know), it is not easy to determine whether
the input is one of the outputs of the original function or not. Moreover, practical rewriting
systems (or functional programming environments) do not usually implement breadth-first
search strategies. For these reasons, the (operational) termination of inverted systems is
desired.
As stated above, the non-determinism elimination method of [6, 7, 11] can solve the
non-determinism of some inverted programs so that the resulting system is terminating.
This method, however, does not succeed for all inverted systems. On the other hand,
the method in [21] cannot be applied to any non-operationally-terminating system since
the method requires termination. As mentioned before, when full inversion is considered,
tail recursive rules of the form f(t1, · · · , tn) → f(u1, · · · , un) are inverted to f−1(x) →
(t1, · · · , tn) ⇐ f−1(x)  (u′1, · · · , u′n); · · · that cause non-termination (since f−1(x) calls
f−1(x) again). Therefore, the traditional approaches to inversion are not suitable for tail
recursive rules (unless some post-processing is applied to recover more suitable definitions).
Actually, the basic methods for program inversion have not been significantly improved since
their original definitions (the focus has been in the development of methods for eliminating
non-determinism instead). However, we think that there is still room for improving the
current inversion techniques.
In this paper, we introduce a novel approach to program inversion which is specially
tailored to deal with tail recursive functions defined by means of a rewrite system. We
combine this approach with the previous technique in [20, 23] to produce a general inversion
method. For the sake of readability, we only consider the full inversion of functions (as
in [20, 23]), though it would not be difficult to combine our technique with the approach to
partial inversion of [20, 24]. In addition, we do not consider sorts in this paper, though the
results can be straightforwardly extended to many-sorted systems. Our research is motivated
by the fact that tail recursive functions are extensively used due to their good computational
properties (i.e., they are usually compiled as iterations, which are much more efficient than
standard recursive functions).
This paper is organized as follows. In Section 2 we briefly review notions and notations
of term rewriting. Section 3 introduces an inversion method for tail recursive functions.
Section 4 shows a summary of our experimental evaluation and compare the new approach
with related works. Finally, Section 5 concludes and points out some directions for future
research. Proofs of technical results can be found in the extended version [25] of this paper.
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2 Preliminaries
In this section, we recall some basic notions and notations of term rewriting [3, 26].
Throughout this paper, we use V as a countably infinite set of variables. Let F be a
signature, i.e., a finite set of function symbols with a fixed arity denoted by ar(f) for a
function symbol f . The set of terms over F and V is denoted by T (F ,V), and the set of
variables appearing in terms t1, · · · , tn is denoted by Var(t1, · · · , tn). The identity of terms
s and t is written by s ≡ t. The notation C[t1, · · · , tn]p1,··· ,pn represents the term obtained
by replacing each hole  at position pi of an n-hole context C[ ] with term ti for 1 ≤ i
≤ n. We may omit the subscripts p1, · · · , pn when they are clear from the context. The
domain and range of a substitution σ are denoted by Dom(σ) and Ran(σ), respectively; a
substitution σ will be denoted by {x1 7→ t1, · · · , xn 7→ tn} if Dom(σ) = {x1, · · · , xn} and
σ(xi) ≡ ti for 1 ≤ i ≤ n. The set of variables appearing in the range of σ is denoted by
VRan(σ): VRan(σ) = ⋃x∈Dom(σ) Var(xσ). The application σ(t) of substitution σ to term
t is abbreviated to tσ.
An (oriented) conditional rewrite rule over a signature F is a triple (l, r, c), denoted by
l → r ⇐ c, such that the left-hand side l is a non-variable term of T (F ,V), the right-hand
side r is a term of T (F ,V), and the conditional part c is a sequence s1  t1; · · · ; sk  tk
(k ≥ 0) where s1, · · · , sk, t1, · · · , tk are terms of T (F ,V). In particular, the rewrite rule
is called unconditional if the conditional part is the empty sequence (i.e., k = 0), and we
may abbreviate it to l → r. We sometimes attach a unique label ρ to rule l → r ⇐ c,
written ρ : l → r ⇐ c, so that we can use the label to refer to this rule. The set of
variables in c and ρ are denoted by Var(c) and Var(ρ), resp.: Var(s1  t1; · · · ; sk  tk) =
Var(s1, t1, · · · , sk, tk) and Var(ρ) = Var(l, r, c).
An (oriented) conditional term rewriting system (CTRS, for short) R over a signature F
is a finite set of conditional rewrite rules over F . In particular, R is called an (unconditional)
term rewriting system (TRS, for short) if every rule l → r ⇐ c in R is unconditional and
satisfies Var(l) ⊇ Var(r). The rewrite relation →R of R is defined as follows: →(0),R =
∅, →(i+1),R = →(i),R ∪{(C[lσ], C[rσ]) | l → r ⇐ s1  t1; · · · ; sk  tk ∈ R, s1σ →∗(i),R
t1σ, · · · , skσ →∗(i),R tkσ} for i ≥ 0, and →R =
⋃
i≥0 →(i),R. A notion of operational
termination of CTRSs is defined via the absence of infinite well-formed proof trees in some
inference system [13]: a CTRS R is operationally terminating if for any terms s and t, any
proof tree attempting to prove that s →∗R t cannot be infinite.
A conditional rewrite rule l → r ⇐ s1  t1; · · · ; sk  tk is called deterministic if
Var(si) ⊆ Var(l, t1, · · · , ti−1) for 1 ≤ i ≤ k. Note that the terminology “deterministic”
refers to the sequential evaluation of conditional parts, i.e., when a CTRS is deterministic,
the conditional parts can be evaluated from left to right. In contrast, the determinacy of
the rewrite rule application is denoted with the terminology “non-overlapping”. A CTRS
is called deterministic (DCTRS, for short) if all of its rules are deterministic. A CTRS is
called non-erasing if every rule l→ r ⇐ c satisfies Var(l) ⊆ Var(r).
Let R be a CTRS over a signature F . The set of defined symbols of R is denoted by DR
= {root(l) | l → r ⇐ c ∈ R} and the set of constructors of R is denoted by CR = F \ DR.
A term in T (CR,V) is called a constructor term of R. The CTRS R is called a constructor
system if for each rule in R, any proper subterm of the left-hand side is a constructor term
of R. A substitution σ is called a constructor substitution of R if Ran(σ) ⊆ T (CR,V). For
a term t, cap(t) is a term obtained by replacing each proper subterm rooted by a defined
symbol with a fresh variable [26].
As a model of the call-by-value evaluation, we define the constructor-based reduction
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relation −→c R of a CTRS R, a restricted variant of constructor rewriting in [31], as follows:
−→c (0),R = ∅,
−→c (n+1),R = −→c (n),R ∪ {(C[lθ], C[rθ]) | l → r ⇐ s1  t1; · · · ; sk  tk ∈ R, Ran(θ) ⊆
T (CR,V), s1θ −→c ∗(n),R t1θ, · · · , skθ −→c ∗(n),R tkθ}, where n ≥ 0, and
−→c R =
⋃
i>0−→c (i),R.
Roughly speaking, for a CTRS that can be regarded as a functional program, the constructor-
based reduction corresponds to the call-by-value evaluation where constructor terms are con-
sidered as data objects. Note that −→c R is a strict subrelation of the operationally innermost
reduction [21], the innermost reduction of DCTRSs, if every rule l→ r ⇐ s1  t1; · · · ; sk 
tk satisfies that t1, · · · , tk ∈ T (CR,V). Unlike the innermost reduction of CTRSs (cf. [8]),
−→c R is well-defined for every CTRS since constructor terms are well-defined while normal
forms of non-operationally-terminating CTRSs are not well-defined.
Let R be a CTRS. Two rewrite rules l1 → r1 ⇐ c1 and l2 → r2 ⇐ c2 are called
overlapping if there exists a context C[ ] and a non-variable term t such that l2 ≡ C[t] and
l1 and t are unifiable, where we assume w.l.o.g. that these rules share no variable. Then, a
conditional pair of terms ((C[r1])θ, r2θ)⇐ c1θ; c2θ is called a critical pair of R where θ is a
most general unifier of l1 and t. A critical pair (s, t) ⇐ c is called trivial if s ≡ t, and it is
called infeasible w.r.t. −→c R if for any substitution σ, c contains a condition u v such that
uσ 6−→c ∗R vσ [33].
Let R be a DCTRS and f be a defined symbol of R. A rule l→ r in R is called an f -rule
if root(l) is f . We denote the set of f -rules in R by R|f . For a set D of defined symbols, R|D
denotes
⋃
g∈D R|g. The set DepR(f) of defined symbols that f depends on is the minimum
set such that
DepR(f) contains every defined symbol appearing in r, c of l→ r ⇐ c ∈ R|f , and
DepR(f) ⊇ DepR(g) if g ∈ DepR(f).
The symbol f is called (mutually) recursive if there exists a symbol g in DepR(f) that
depends on f . Moreover, f is called self-recursive if the only such symbol is f itself. An
f -rule l → r is called a non-recursive rule if any defined symbol in r does not depend on
f ; otherwise, the f -rule is called a recursive rule. Let t1, · · · , tn be constructor terms of R.
Then the term f(t1, · · · , tn) is called a call pattern.
We introduce special constructors tp0, tp1, tp2, · · · with ar(tpi) = i in order to denote
tuples (records) of terms, e.g., the tuple (t1, · · · , tn) of terms t1, · · · , tn is denoted by
tpn(t1, · · · , tn). The reason why these constructors are introduced is that the inverses of
n-ary functions with n > 1 will return tuples of terms. A CTRS R is called tp-free if it
does not contain any tuple symbol. Although it may seem trivially correct in a functional
setting, we will never replace tp1(t) by t in our term rewriting context. The reason is that,
given a CTRS R that is operationally terminating w.r.t.→R, the CTRS obtained from R by
replacing each occurrence of tp1(t) by t is not always operationally terminating w.r.t. →R
while it is operationally terminating w.r.t. −→c R.
We are now ready to introduce our notion of full inverses for functions:
I Definition 2.1 (full inverse). Let R be a tp-free CTRS over a signature F and S be a
CTRS over a signature G such that CR ⊆ CS . A defined symbol g of S is called a full inverse
of f if
for any constructor terms t1, · · · , tn, u of R, f(t1, · · · , tn) −→c ∗R u if and only if g(u) −→c ∗S
tpn(t1, · · · , tn).
In the following, the full inverse of a function f is denoted by f−1. We say that a rewrite
system S is a full inverse system of f in R if S defines f−1.
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3 Inversion Transformation for Tail Recursive Functions
In this section, we introduce a method for the inversion of constructor TRSs which extends
the previous approach of [20, 23] with an appropriate technique for the inversion of tail
recursive functions.
I Example 3.1. Consider the following rewrite system defining the well-known reverse
function with an accumulating parameter:
Rreverse =

reverse(xs)→ rev(xs, nil)
rev(nil, ws)→ ws
rev(cons(x, xs), ys)→ rev(xs, cons(x, ys))

This system is inverted by the previous inversion technique [20, 23, 6, 7, 11] as follows:
Rreverse =

reverse−1(ys)→ tp1(xs)⇐ rev−1(ys) tp2(xs, nil)
rev−1(ws)→ tp2(nil, ws)
rev−1(zs)→ tp2(cons(x, xs), ys)⇐ rev−1(zs) tp2(xs, cons(x, ys))

The functions reverse and reverse−1 are full inverses of each other, and the functions rev
and rev−1 are full inverses of each other too. However, reverse is injective but rev is not.
Unfortunately, this inverse system is neither non-overlapping nor operationally terminating.
Moreover, the method in [21] is not applicable because the inverted system is not opera-
tionally terminating. Luckily, for this example, the non-determinism elimination method
in [6, 7, 11] can transform Rreverse into a computationally equivalent CTRS that is opera-
tionally terminating and non-overlapping. However, this method is not always successful
(see Example 3.14 below) and thus we plan to introduce instead a direct approach that is
able to produce the right inverse without the need of a post-process (which nevertheless will
be still applicable when the direct approach does not succeed).
For the sake of readability, we only consider functions defined by unconditional and non-
erasing constructor TRSs as a target of inversion. We also require tail recursive functions
to be self-recursive1 according to the following scheme:
there is a single non-recursive rule f(w1, · · · , wn)→ r such that the right-hand side r is
a constructor term, and
there are one or more recursive rules of the form f(t1, · · · , tn)→ f(u1, · · · , un).
These restrictions are not essential and thus the results shown later can easily be extended
to functions that do not fulfill them. Given a tail recursive function f , a call pattern
f(t1, · · · , tm) is called initial if it is a renamed variant of cap(t) where t is either
a subterm of the right-hand side of some rule which is not an f -rule, or
a strict subterm of the right-hand side of some recursive f -rule.
Intuitively speaking, initial call patterns represent initial calls to tail recursive functions.
I Example 3.2. Consider again the TRS Rreverse of Example 3.1. Then, the only initial call
of rev in Rreverse is rev(xs, nil).
The next definition introduces a notion of inverse which is specially tailored to tail recursive
functions.
1 It is possible in general to transform mutually recursive functions to a computationally equivalent self-
recursive functions, by adding an extra argument to each function to show the original function and by
replacing all the recursive function symbols with the same fresh one. However, this transformation is
not necessary since the inversion shown later can easily be extended to tail mutually-recursive functions.
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I Definition 3.3 (tail recursive inverse). Let R be a tp-free CTRS over a signature F and S
be a CTRS over a signature G such that CR ⊆ CS . Given a tail recursive function f of R, a
defined symbol g of S is called a tail recursive inverse of f if
for any constructor terms t1, · · · , tn of R, f(t1, · · · , tn) −→c ∗R u if and only if u ≡ rσ
and g(w1, · · · , wn)σ −→c ∗S tpn(t1, · · · , tn) for a constructor substitution σ of R and a non-
recursive f -rule f(w1, · · · , wn)→ r.
In the following, we denote by f˜ the tail recursive inverse of f .
Let us first illustrate our technique with an example. In Example 3.1 above, one can observe
that the computation of reverse has the following scheme:
reverse(xs)θ0→
rev(xs, nil)θ0 ≡ rev(cons(x1, xs1), ys1)θ1 → rev(xs1, cons(x1, ys1))θ1
≡ rev(cons(x2, xs2), ys2)θ2 → rev(xs2, cons(x2, ys2))θ2...
≡ rev(cons(xn, xsn), ysn)θn→ rev(xsn, cons(xn, ysn))θn ≡ rev(nil, ws)θ → wsθ
Therefore, the inverse function reverse−1 should start with a call to rev(nil, ws)θ and should
end with a call to rev(xs, nil)θ0. Then, the computation of r˜ev should follow the pattern
r˜ev(nil, ws)θ ≡ r˜ev(xsn, cons(xn, ysn))θn→ r˜ev(cons(xn, xsn), ysn)θn...
≡ r˜ev(xs1, cons(x1, ys1))θ1 → r˜ev(cons(x1, xs1), ys1)θ1 ≡ r˜ev(xs, nil)θ0
so that it outputs tp2(xs, nil)θ0. Thus, this pattern means that we should require r˜ev(nil, ws)
to be reduced to tp2(xs, nil). To summarize, the inversion of the tail-recursive function rev
will proceed as follows:
First, we normalize the right-hand side of the rules in order to avoid defined function
symbols (except for the topmost one when the function is tail-recursive; see the formal
definition below):
reverse(xs)→ ys⇐ rev(xs, nil) ys
rev(nil, ws)→ ws
rev(cons(x, xs), ys)→ rev(xs, cons(x, ys))

Then, the first rule is transformed to
reverse(xs)→ ys⇐ rev(xs, nil) ws; ws ys
The condition ws  ys is added to make it explicit that ys should be equal to ws, the
output of function rev (i.e., the right-hand side of the base case). Now, we basically
proceed to exchange the left- and right-hand sides of every equation except for the call
to the tail-recursive function rev which is transformed as explained above:
reverse−1(ys)→ xs⇐ ys ws; r˜ev(nil, ws) tp2(xs, nil)
The intermediate reduction steps in the computation for r˜ev are done using the inverse
of the recursive rule for rev (we just exchanged the left- and right-hand sides):
r˜ev(xs, cons(x, ys))→ r˜ev(cons(x, xs), ys)
Finally, the base case for r˜ev has now the form
r˜ev(xs, nil)→ tp2(xs, nil)
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according to the reasoning above. Therefore, we get the following non-overlapping and
operationally terminating system:
Rreverse =

reverse−1(ws)→ xs⇐ r˜ev(nil, ws) tp2(xs, nil)
r˜ev(xs, nil)→ tp2(xs, nil)
r˜ev(xs, cons(x, ys))→ r˜ev(cons(x, xs), ys)

where the condition ys ws has been removed by substituting ws with ys.
The idea above is similar to that in [18]. However, there is no formalization nor correctness
proofs in [18]. In the rest of this section, we formalize this idea and prove its correctness.
In the previous example, no nested function calls occurred in the right-hand sides of
rev. However, we could easily extend the above approach to tail recursive functions whose
right-hand sides have nested function calls by dealing with them inductively. Note that we
keep applying the old approach of [20, 23] to non-tail-recursive functions.
The following definition introduces a pre-processing of normalization which is similar to
that in [2] for functional programs with let expressions. The main difference is that the
root symbols of the right-hand sides of tail recursive rules are not normalized in our case.
I Definition 3.4 (normalization). Let R be a constructor TRS and f be a defined symbol of
R. For an f -rule l → r, the normalized rewrite rule N (l → r) is a conditional rewrite rule
obtained by repeatedly applying the following transformation until the right-hand side has
either no defined symbol or just one at the root position when f is tail recursive:
Given a rule l → C[t] ⇐ c such that t is rooted by a defined symbol of R and has no
defined symbol in its proper subterms, we transform it into l→ C[x]⇐ c; t x, where
x is a fresh variable.
The normalization N is extended to TRSs as follows N (R) = {N (l→ r) | l→ r ∈ R}.
The correctness of the normalization process is a consequence of the following results:
I Lemma 3.5. Let R and S be constructor CTRSs such that R = R0 unionmulti {ρ : l → C[r]⇐ c}
and S = R0unionmulti{ρ′ : l→ C[x]⇐ c; r  x} such that x is a fresh variable, r contains a defined
symbol of R and, for each s′  t′ in c, t′ is a constructor term of R. Then, for all terms s
and constructor terms t of R, s −→c ∗R t iff s −→c ∗S t.
Proof (Sketch). The if and only-if parts can be proved by induction on the lexicographic
product (k, n) of −→c n(k),S and −→c n(k),R, respectively (see [25]). J
I Lemma 3.6. Let R be a constructor TRS, s be a term, and t be a constructor term of R.
Then, s −→c ∗R t iff s −→c ∗N (R) t.
Proof (Sketch). This lemma is a direct consequence of Lemma 3.5. J
For the sake of readability, we assume w.l.o.g. that a constructor TRS contains only the
rewrite rules usable for the computation of the main function it defines. Thus, the analysis
used in [20, 24, 23] to collect which functions are inverted is not necessary and we simply
invert all the functions of the TRS. Moreover, we assume that the main function is not tail
recursive since the new approach for tail recursive functions requires at least one initial call
to the tail recursive function (as it happens in practice).
I Definition 3.7 (inversion). Let R be a constructor TRS such that its main function is not
tail recursive. Then, the transformation Inv is defined as follows:
TRS inversion Inv(R) = ⋃l→r⇐c∈N (R) Invrule(l→ r ⇐ c)
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Rule inversion Invrule:
(i) If f is not tail recursive, then
Invrule( f(u1, · · · , un)→ r ⇐ s1  t1; · · · ; sk  tk )
= { f−1(r)→ tpn(u1, · · · , un)⇐ Invc(sk  tk); · · · ; Invc(s1  t1) }
(ii) If f is tail recursive and the corresponding rule is a non-recursive f -rule, then
Invrule( f(u1, · · · , un)→ r ) =
{ f˜(w1, · · · , wn)→ tpn(w1, · · · , wn) | f(w1, · · · , wn) is an initial call of f in R }
(iii) Otherwise (i.e., if f is tail recursive and the corresponding rule is a recursive f -rule),
Invrule( f(u1, · · · , un)→ f(r1, · · · , rn)⇐ s1  t1; · · · ; sk  tk )
= { f˜(r1, · · · , rn)→ f˜(u1, · · · , un)⇐ Invc(sk  tk); · · · ; Invc(s1  t1) }
Condition inversion Invc:
(i) If f is not tail recursive, then
Invc(f(u1, · · · , un) x) = f−1(x) tpn(u1, · · · , un)
(ii) Otherwise,
Invc(f(u1, · · · , un) x) = x r; f˜(v1, · · · , vn) tpn(u1, · · · , un)
where f(v1, · · · , vn)→ r is a renamed variant of a non-recursive f -rule such that the
variables in v1, · · · , vn are fresh.
Each inversion according to Definition 3.7 proceeds as follows:
Rule inversion (i) and Condition inversion (i) process non-tail-recursive functions simil-
arly to the previous inversion methods of [20, 23].
Rule inversion (ii) generates a non-recursive rule of f˜ for a tail recursive function f . In
this case, the input rule f(u1, · · · , un)→ r is not used, except for the root defined symbol
f of the left-hand side. This case is only a trigger to generate non-recursive rules for f˜ ,
while the discarded terms u1, · · · , un, r are consumed via f(v1, · · · , vn)→ r in Condition
inversion (ii).
Rule inversion (iii), the main part of our new approach, inverts a recursive rule of a tail
recursive function f following the idea described above.
Condition inversion (ii) inverts the condition of a tail recursive function f into the con-
dition that is an initial call of f˜ , adding a condition that connects x and r.
We will show later how to remove the assumption that non-recursive rules of tail recursive
functions are unique (see Example 3.13 below). Returned tuples of f˜ can sometimes be
further optimized (e.g., by eliminating trivial elements such as nil in tp2(xs, nil) returned
by r˜ev). However, when there are several initial calls, such optimizations might destroy the
correctness of the transformation and should be carefully considered.
I Example 3.8. Consider the TRS Rreverse from Example 3.1 again. Normalization only
changes the first rule as follows:
N (reverse(xs)→ rev(xs, nil)) = reverse(xs)→ ys⇐ rev(xs, nil) ys
Then, each rule in N (Rreverse) is inverted as follows:
Invrule(reverse(xs)→ ys⇐ rev(xs, nil) ys)
= { reverse−1(ys)→ tp1(xs)⇐ Invc(rev(xs, nil) ys) }
= { reverse−1(ys)→ tp1(xs)⇐ ys zs; r˜ev(nil, zs) tp2(xs, nil) }
Invrule(rev(nil, ws)→ ws) = { r˜ev(xs, nil) tp2(xs, nil) }
Invrule(rev(cons(x, xs), ys)→ rev(xs, cons(x, ys)))
= { r˜ev(xs, cons(x, ys))→ r˜ev(cons(x, xs), ys) }
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Thus, Rreverse is inverted as follows:
Inv(Rreverse) =

reverse−1(ys)→ tp1(xs)⇐ ys zs; r˜ev(nil, zs) tp2(xs, nil)
r˜ev(xs, nil)→ tp2(xs, nil)
r˜ev(xs, cons(x, ys))→ r˜ev(cons(x, xs), ys)

Inv(Rreverse) is non-overlapping and operationally terminating.
Now, we show the correctness of Inv.
I Lemma 3.9 (completeness). Let R be a tp-free constructor TRS over a signature F , f be a
defined symbol of R, and c be Invc(f(u1, · · · , un) x) that is needed for generating Inv(R),
where x is a fresh variable. For any constructor substitution σ, if f(u1, · · · , un)σ −→c ∗N (R)
xσ, then there exists an extended constructor substitution σ′ of σ such that sσ′ −→c ∗Inv(R) tσ′
for each condition s t in c.
Proof (Sketch). This can be proved by induction on the length n of −→c nN (R) (see [25]). J
I Lemma 3.10 (soundness). Let R be a tp-free constructor TRS over a signature F , f be a
defined symbol of R, and c be Invc(f(u1, · · · , un) x) that is needed for generating Inv(R),
where x is a fresh variable. For any constructor substitution σ, if sσ −→c ∗Inv(R) tσ for each
condition s t in c, then f(u1, · · · , un)σ −→c ∗N (R) xσ.
Proof (Sketch). This lemma can be proved by induction on the lexicographic product (m,n)
wherem and n are the maximum integers among (m′, n′) of sσ −→c n
′
(m′),Inv(R) tσ (see [25]). J
I Theorem 3.11 (correctness). Let R be a tp-free constructor TRS over a signature F , and
f be a defined symbol of R. Then, all of the following hold:
If f is not tail recursive, then f−1 in Inv(R) is a full inverse of f .
If f is tail recursive, then f˜ in Inv(R) is a tail recursive inverse of f .
Proof (Sketch). This theorem follows from Lemmas 3.6, 3.9 and 3.10. J
Now, we show two simple optimizations that can be applied after Inv:
1. A rule ρ : l → r ⇐ s1  t1; · · · , p1  p2; · · · ; sk  tk can be replaced by lσ → rσ ⇐
s1σ  t1σ; · · · ; skσ  tkσ if p1 and p2 are unifiable constructor terms, where σ is a
most general unifier of p1 and p2 such that VRan(σ) ∩ Var(ρ) = ∅.
2. The rule ρ above can be removed from the rewrite system if p1 and p2 are not unifiable.
For a constructor TRS R, the CTRS obtained by applying the above two optimizations to
Inv(R) as much as possible is denoted by Invopt(R).
I Example 3.12. Inv(Rreverse) in Example 3.8 is optimized as follows:
Invopt(Rreverse) =

reverse−1(ys)→ tp1(xs)⇐ r˜ev(nil, ys) tp2(xs, nil)
r˜ev(xs, nil)→ tp2(xs, nil)
r˜ev(xs, cons(x, ys))→ r˜ev(cons(x, xs), ys)

As mentioned before, the technique for the elimination of non-determinism of [6, 7, 11] is
able to produce a similar result starting from the full inverse system obtained by the old
approach (i.e., the system shown in Example 3.1). However, their technique is very sensitive
to the structure of the program and does not always produce non-overlapping deterministic
programs (e.g., the next example cannot be inverted following the approach of [6, 7, 11]).
Our next example illustrates the application of the inversion technique when there are
several initial call patterns.
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I Example 3.13. Consider the following TRS Rtreepaths:
Rtreepaths =

treepaths(t)→ paths(t, nil, nil)
paths(leaf, qs, qss)→ cons(qs, qss)
paths(bin(l, r), ps, pss)→ paths(l, cons(0, ps), paths(r, cons(1, ps), pss))

The function treepaths takes a binary tree over bin and leaf as input and returns the list
of paths from the root to leaves, e.g., for bin(leaf, bin(bin(leaf, leaf), bin(bin(leaf, leaf), leaf))),
the function treepaths returns the list corresponding to [[0],[0,0,1],[1,0,1],[0,0,1,1],
[1,0,1,1],[1,1,1]], where 0 and 1 indicate the left and right children, resp. The right-
hand side of the third rule contains a nested function call to paths, so it is an initial call of
paths. Thus, Rtreepaths is inverted as follows:
Invopt(Rtreepaths) =
treepaths−1(cons(qs, qss))→ tp1(t)⇐ p˜aths(leaf, qs, qss) tp3(t, nil, nil)
p˜aths(t, nil, nil)→ tp3(t, nil, nil)
p˜aths(r, cons(1, ps), pss)→ tp3(r, cons(1, ps), pss)
p˜aths(l, cons(0, ps), cons(qs, qss))→ p˜aths(bin(l, r), ps, pss)
⇐ p˜aths(leaf, qs, qss) tp3(r, cons(1, ps), pss))

I Example 3.14. Consider the TRS Runbin2 = Rub ∪Rinc (a slight variation of that in [6, 7,
11]) with
Rub =

unbin(u)→ ub(u, nil)
ub(s(zero), b)→ b
ub(s(s(v)), b)→ ub(s(v), inc(b))
 ; Rinc =

inc(nil)→ cons(0, nil)
inc(cons(0, xs))→ cons(1, xs)
inc(cons(1, xs))→ cons(0, inc(xs))

The function unbin translates natural numbers s(zero), s(s(zero)), s(s(s(zero))), · · · into the
(reversed) binary numbers nil, cons(0, nil), cons(1, nil), cons(0, cons(0, nil)), · · · , resp., where
nil represents 1 and inc is used to increment binary numbers. Runbin2 is inverted as follows:
Invopt(Runbin2) =

unbin−1(b)→ tp1(u)⇐ u˜b(s(zero), b) tp2(u, nil)
u˜b(u, nil)→ tp2(u, nil)
u˜b(s(v), x)→ u˜b(s(s(v)), b)⇐ inc−1(x) tp1(b)
 ∪ Invopt(Rinc)
where
Invopt(Rinc) =

inc−1(cons(0, nil))→ tp1(nil)
inc−1(cons(1, xs))→ tp1(cons(0, xs))
inc−1(cons(0, ys))→ tp1(cons(1, xs))⇐ inc−1(ys) tp1(xs)

The result is operationally terminating and overlapping while the method in [6, 7, 11] fails to
generate an inverse of unbin due to a so-called shift/shift conflict. Moreover, the application
of the non-determinism elimination in [6, 7, 11] to Invopt(Runbin2) also fails due to a shift/shift
conflict.
Unfortunately, although Invopt(Runbin2) is operationally terminating, its rules are overlap-
ping. Luckily, there exists a simple approach to improve the result of the inversion trans-
formation.
If a CTRS is non-overlapping, then the application of rewrite rules to innermost redexes
is deterministic. For analyzing confluence of CTRSs, the notion of infeasible critical pairs is
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useful since overlapping rules producing infeasible critical pairs can be considered to be non-
overlapping in practice [33]. However, this notion is not so helpful to determine which rules
should be applied to redexes before evaluating the conditional parts. On the other hand, a
bit more attentive analysis is sometimes helpful. Consider Invopt(Runbin2) in Example 3.14
again. The critical pairs of Invopt(Runbin2) are the following:
( tp2(s(v), nil), u˜b(s(s(v)), b) )⇐ inc−1(nil) tp1(b)
( u˜b(s(s(v)), b), tp2(s(v), nil) )⇐ inc−1(nil) tp1(b)
( tp1(nil), tp1(cons(1, xs)) )⇐ inc−1(nil) tp1(xs)
( tp1(cons(1, xs)), tp1(nil) )⇐ inc−1(nil) tp1(xs)
Since inc−1(nil) is undefined, it is easy to see that these critical pairs are infeasible and that
we do not need to apply the second rule of u˜b and the third rule of inc−1 to terms of the
forms u˜b(u, nil) and inc−1(cons(0, nil)), resp. This observation comes from the performance
of the restricted completion in [21] that is used for transforming unraveled inverted TRSs into
confluent ones. We call a critical pair (u, v)⇐ c statically infeasible w.r.t. −→c if c contains a
condition f(s1, · · · , sn)  t such that s1, · · · , sn, t are constructor terms and f(s1, · · · , sn)
is unifiable with none of the left-hand sides of f -rules. We call a CTRS practically non-
overlapping if every critical pair of the CTRS is either trivial and at least one of the rules
forming the critical pair is unconditional, or it is statically infeasible. For a practically
non-overlapping constructor CTRS, we can straightforwardly give a priority between its
rewrite rules in advance as priority rewrite systems [29] that are more faithful to functional
programs.
I Example 3.15. Consider Invopt(Runbin2) in Example 3.14 again. All the critical pairs are
statically infeasible and thus Invopt(Runbin2) is practically non-overlapping.
When removing the assumption that a tail recursive function has a single non-recursive rule,
we extend Definition 3.7 as follows: the condition sequence Invc(sk  tk); · · · ; Invc(s1 
t1) is replaced by c1; · · · ; ck where ci ∈ Invc(si  ti) for all 1 ≤ i ≤ k, and Con-
dition inverse (ii) is replaced by Invc(f(u1, · · · , un)  x) = {x  r; f˜(v1, · · · , vn) 
tpn(u1, · · · , un) | f(v1, · · · , vn)→ r is a renamed variant of a non-recursive f -rule}. Our
next example illustrates the application of this extended inversion technique to tail recursive
functions having two non-recursive rules.
I Example 3.16 (reverse2). Consider the following variant of reverse in Example 3.1:
Rreverse2 =

reverse(xs)→ rev(xs, nil)
rev(nil, ys)→ ys
rev(cons(x, nil), ys)→ snoc(ys, x)
rev(cons(x1, cons(x2, xs)), ys)→ rev(xs, cons(x2, cons(x1, ys)))
snoc(nil, y)→ cons(y, nil)
snoc(cons(x, xs), y)→ cons(x, snoc(xs, y))

Applying the extended inversion, Rreverse2 is inverted as follows:
Invopt(Rreverse2) =
reverse−1(ys)→ tp1(xs)⇐ r˜ev(nil, ys) tp2(xs, nil)
reverse−1(ys)→ tp1(xs)⇐ snoc−1(ys) tp2(zs, z);
r˜ev(cons(z, nil), zs) tp2(xs, nil)
r˜ev(xs, nil)→ tp2(xs, nil)
r˜ev(xs, cons(x2, cons(x1, ys)))→ r˜ev(cons(x1, cons(x2, xs)), ys)
snoc−1(cons(y, nil))→ tp2(nil, y)
snoc−1(cons(x, ys))→ tp2(cons(x, xs), y)⇐ snoc−1(ys) tp2(xs, y)

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The result is operationally terminating but not practically non-overlapping while the method
in [6, 7, 11] fails to generate an inverse of reverse2 due to a shift/shift conflict. Unfortunately,
the application of the non-determinism elimination in [6, 7, 11] to Invopt(Rreverse2) also fails
due to a shift/shift conflict.
4 Comparison with Previous Approaches
The method in this paper is a conservative extension of [20, 23] to better deal with the
inversion of tail recursive functions. While the previous approach always produces non-
terminating rules from the inversion of tail recursive functions, this is not always the case
for the new approach, which is thus strictly better regarding the generation of terminating
systems. Note that the method in this paper can invert every constructor TRS, though the
resulting CTRS is not always practically non-overlapping and operationally terminating.
In the following, we show some experimental results from the evaluation of our new
approach. First, we applied it to the standard 15 benchmarks from [10].2 Ten of the bench-
marks are non-tail-recursive functions without tail-recursive rules. For these benchmarks,
our method generates the same inverse systems as the previous method [20, 24, 23] and all
the results are operationally terminating and practically non-overlapping. Note that the
method in [6, 7, 11] is also successful for the 10 benchmarks.
As for the remaining 5 benchmarks, three of them are tail recursive ones, and the other
two are non-tail recursive functions containing tail-recursive rules. Table 1 summarizes
the results on the 3 tail recursive functions, reverse, unbin and treepaths, and also con-
tains the results on other tail recursive functions: unbin2 (Example 3.14) and reverse2 (Ex-
ample 3.16). Moreover, the lower half of Table 1 summarizes the results of applying the
inversion to inverses obtained from the first 3 benchmarks: Invopt(reverse), Invopt(unbin)
and Invopt(treepaths) are the systems obtained by applying Invopt to reverse, unbin and
treepaths, resp., and lrinv-reverse, lrinv-unbin and lrinv-treepaths are obtained by applying the
method [6, 7, 11] to reverse, unbin and treepaths, respectively. Note that the benchmarks in
the second half are in principle out of scope of our approach, but we applied our inversion
method to them extending it straightforwardly. Operational termination of the resulting
systems obtained by our method was proved by the termination tool VMTL [30].
By lack of space, we did not show a transformation of non-tail-recursive functions to
equivalent tail-recursive ones, that is an extension of the idea of continuation passing style
to the first-order setting. However, after transforming the remaining two benchmarks that
are not tail-recursive but contain tail-recursive rules into tail-recursive ones, our method
succeeds in generating operationally terminating and practically non-overlapping inverse
systems. Thus, our method is successful for all the benchmarks shown in [6, 7, 11]. A
similar transformation is called context-moving [5]. However, this transformation is sound
when the contexts to be moved satisfy a property like associativity or commutativity. Thus,
the context-moving transformation is not applicable to arbitrary non-tail-recursive functions.
There exist some examples that the method in [6, 7, 11] fails to invert but our approach
succeeds, e.g., unbin2. On the other hand, we have never found an example in which the non-
determinism problem cannot be solved by our approach but can be solved by the method
in [6, 7, 11], though it may exist. To summarize, a promising strategy for program inversion
2 Unfortunately, the site shown in [10] is not accessible now. Some of the benchmarks can be found
in [6, 7, 11]. All the benchmarks are reviewed in [21] and also available from the following URL for the
implementation of our method: http://www.trs.cm.is.nagoya-u.ac.jp/repius/.
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Table 1 Comparison with the previous approaches [20, 24] and [6, 7, 11]: “SN”, “NOV” and
“PNOV” mean that the inverse is “operationally terminating”, “non-overlapping” and “practically
non-overlapping”, respectively.
inverse by [20, 24, 23] inverse by [6, 7, 11] inverse by this paper
benchmark SN?/NOV?/PNOV? SN?/NOV? SN?/NOV?/PNOV?
reverse [10, 6, 7, 11] no/no/no yes/yes yes/yes/yes
unbin [10, 6, 7, 11] no/no/no yes/yes yes/no/yes
treepaths [10, 6, 7, 11] no/no/no yes/yes yes/yes/yes
unbin2 (Example 3.14) no/no/no fail (no output) yes/no/yes
reverse2 (Example 3.16) no/no/no fail (no output) yes/no/no
Invopt(reverse) no/no/no yes/yes yes/yes/yes
Invopt(unbin) no/no/no yes/yes yes/yes/yes
Invopt(treepaths) no/no/no yes/yes yes/yes/yes
lrinv-reverse no/no/no yes/yes yes/yes/yes
lrinv-unbin no/no/no yes/yes yes/yes/yes
lrinv-treepaths no/no/no fail (no output) yes/yes/yes
would first apply our approach and, then, the non-determinism elimination of [6, 7, 11] (ap-
propriately extended to deal with erasing rules), when the output of our approach contains
some non-determinism.
As stated before, the idea of our approach to inversion of tail recursive functions is similar
to that in [18], though there the idea is only illustrated by using some examples and there is
no formal transformation nor correctness proof. On the other hand, we introduced a formal
definition and its correctness proof, together with an analysis on overlaps between generated
rewrite rules. Moreover, our formalization can be easily extended to tail recursive functions
with several initial calls and non-recursive rules.
Another related work is the method in [15], though it is more related to inverse compu-
tation than to program inversion. Nevertheless, we note that this method is only applicable
to linear functions and it is not guaranteed the termination of the produced programs for
any input (only for the inputs that are original outputs). Moreover, tail recursive functions
are out of scope of this paper.
5 Conclusion
In this paper, we have proposed the notion of tail recursive inverses and have introduced an
appropriate approach to program inversion which extends the previous technique from [20,
23] in order to deal with systems containing tail recursive functions. As mentioned before,
for the sake of readability, we assumed the following restrictions in this paper: the original
TRS is unconditional, non-erasing and tp-free; and tail recursive functions are self-recursive.
However, it would not be difficult to remove these assumptions (and, indeed, they are not
required in the implemented method). Moreover, it would be easy to combine the new
approach to the inversion of tail recursive functions with the method of [20, 24] for partial
inversion, so there is ample room for improving and extending our approach.
As for future work, we plan to develop a method for the elimination of non-determinism in
inverted rules since there are examples, such as reverse2 in Example 3.16. Another promising
direction for future work is the search of sufficient conditions for tail recursive functions so
that the computed inverses with our technique are operationally terminating.
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