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ABSTRACT

SOLAR FLARE GAMMA-RAY SPECTROSCOPY
WITH
CGRO-COMPTEL

by
C.
Alex Young
University of New Hampshire, May 2001

The X-ray and y-ray emission from solar flares provides important
information about high-energy particles in solar flares. Energetic protons and ions
interact with the solar atmosphere, giving rise to nuclear line emission at MeV
energies and higher energy photons from the decay of neutral and charged
pions. Electrons interact with the solar atmosphere producing a bremsstrahlung
continuum. The solar flare spectrum is generally a superposition of these spectra
with nuclear line emission dominating from -1-8 MeV and the bremsstrahlung at
lower and higher energies. The main goal of this thesis has been to explain a
small part of a y-ray flare observed by COMPTEL in June 1991.
A difficult interval to explain in the 11 June 1991 solar flare is the
Intermediate (Rank 1997) or Interphase (Murphy and Share 1999; Dunphy et al.
1999) immediately following the peak of the impulsive phase. All three analyses
of this flare using COMPTEL, OSSE and EGRET data yielded a hard proton
spectrum with a power law index around 2 using the 2.2 to 4.44 MeV fluence
ratio. This hard of a spectrum would indicate the presence of a high-energy
component above eight MeV and emission due to spallation products. However,
none of the three instruments observed such a component. We discuss the
standard techniques used in solar flare spectral deconvolution and introduce a
new technique we use with the COMPTEL observations.
This work presented the explanation that the proton spectrum is soft
during this interval of the 11 June 1991 solar flare based on this new analysis of
the COMPTEL observations. This means that the region of 2.223/4-7 MeV
fluence space is largely unexplored for soft proton spectra. The use of this ratio
must be reexamined for proton spectra with indices greater than 5 or 6. We then
applied a model we developed for the transport of neutrons created from a soft
proton spectrum to determine the photospheric 3He abundance during this flare.
We calculated a 3He/H ratio of 8.7e-05 with a 1 a range of 1.96e-04 to 1.75e-05
for this flare using this new model. This is larger than all previous values
reported.
xii
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In addition, we presented an additional flare observation from COMPTEL.
In response to a BACODINE cosmic gamma-ray burst alert, COMPTEL on the
CGRO recorded gamma rays above 1 MeV from the C4 flare at 0221 UT 20
January 2000. This event, though at the limits of COMPTEL’s sensitivity, clearly
shows a nuclear line excess above the continuum. Using new spectroscopy
techniques we were able to resolve individual lines. This allowed us to make a
basic comparison of this event with the GRL (gamma ray line) flare distribution
from SMM and also compare this flare with a well-observed large GRL flare seen
by OSSE. We showed this flare is normal, i.e., it is a natural extension of the
SMM distribution of flares. The analysis of this flare means there is no evidence
for a lower flare size for proton acceleration. Protons even in small flares contain
a large part of the accelerated particle energy.

xiii
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CHAPTER I

SOLAR FLARES

What is a Solar Flare?
Solar flares are abrupt, quick outbursts of energy 1028 to 1034 ergs on time
scales of seconds to tens of minutes (Miller et al. 1997; Lang 1999). These
energy releases occur in active regions, highly magnetized atmospheres
associated with sunspots. Flares vary in frequency and intensity with the 11-year
solar cycle. Solar flares have been detected over a large range of wavelengths,
17 orders of magnitude, from radio to gamma rays and with a variety of
techniques. Large-scale magnetic field rearrangements produce relativistic
electrons, ions, neutrons and other secondary particles.
What constitutes a flare is not completely agreed upon. Svestka (Svestka
1976) defines a flare as “ a rapid temporary heating of a restricted part of the
solar corona and chromosphere.” To be clearer about what constitutes heating
we chose the definition used by Golub and Pasachoff (Golub and Pasachoff
1997), that is, when material is heated to temperatures of 107 K or greater. One
generally agreed upon basic fact is that magnetic fields play a crucial role in solar
activity, particularly solar flares (Tandberg-Hanssen and Emslie 1988; Priest and
Forbes 2000).

1
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The First Observation
Carrington (Carrington 1859) and Hodgson (Hodgson 1859) independently
observed the first reported visible light flare while observing a sunspot group.
They observed a relatively rare event, a large “white ligh f flare. Flares generally
only produce minor perturbations in the solar continuum emission. On the other
hand, flares generate copious amounts of radio, UV and X-ray emission, several
thousand times more intense than normal solar radiation in these wavebands.
These emissions indicate the presence of high-energy electrons and plasma
heated to tens of millions degrees.
Solar flare emission in radio was detected in the early days of radio
astronomy (Southworth 1944; Hey 1945). Such emission is termed a radio burst
because of its brief and energetic characteristics. Radio bursts in the millimeter
and microwave bands indicate a population of nonthermal relativistic electrons.
These electrons spiral around the intense magnetic fields of coronal loops
producing synchrotron and gyrosynchrotron radiation. Longer wavelength radio
emission indicates the presence of moving electrons (Bastian et al. 1998).
Up until the late 1950s solar flare, observations were confined to the
ground based observatories, i. e., the radio and optical wavelengths. Ultraviolet,
X-ray or gamma ray emission is absorbed by the Earth’s atmosphere. Balloon
experiments provided the first evidence for X-rays from flares (Peterson and
Winckler 1959). The first images of solar flares in UV and X-ray came from the
Skylab mission in 1973-74 (Eddy 1978).

2
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Evidence for accelerated protons and nuclei was first provided by OSO-7
(Chupp et al. 1973). Theoretical calculations (Dolan and Fazio 1964; Lingenfelter
and Ramaty 1967)) predicted nuclear y-ray lines of energies between 0.511 and
7 MeV during a solar flare. These result from electron-positron annihilation and
excited carbon, nitrogen, oxygen and other nuclei. During solar flare events of
August 4 and August 7,1972, OSO-7 observed clear evidence for 0.511, 2.2, 4.4
and 6.1 MeV y-ray lines.
Until the launch of the Solar Maximum Mission (SMM) satellite in 1980,
understanding of particle acceleration in solar flares was largely based upon
charged particle measurements in space and X-ray and radio observations. Only
a small number of flares with relativistic electrons and energetic ions had been
detected. These data led to the “two phase” or “pre-SMM” (Vestrand and Miller
1999) paradigm for particle acceleration. This paradigm held that the
energetization of particles occurred in two stages (Wild et al. 1963; de Jager
1969). During the first phase, particles are accelerated to about 100 keV,
generating Type II radio bursts and hard X-ray emission. In the largest flares, a
few minutes to a half an hour after the first phase, previously accelerated
particles are boosted to higher energies. These particles generate y-ray
emission; Type III and IV radio bursts and energetic electrons and ions that
escape into the interplanetary medium. This two step acceleration paradigm has
the following observable predictions (Vestrand and Miller 1999):

3
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1. The second phase (when it occurs) should be delayed by at least a few
minutes with respect to the first phase. This delay should increase with
particle energy.
2. The second phase acceleration is relatively rare. Therefore, y-ray flares
should be rare.
3. A size threshold should exist for the acceleration of high-energy particles.
4. Gamma ray and SEP measurements should be correlated for magnetically
well-connected events (open solar magnetic field lines connect with the
Earth’s magnetic field).
A Standard Model - The Loop
Solar flares vary from simple to complex structures but the common element of a
solar flare is the magnetic flux loop. Solar flares appear to be constructed of a
dynamic loop or arcade of loops that connect regions of sunspots of opposite
magnetic polarity. Near the apex of the loop, magnetic energy is released
probably via magnetic reconnection (Tandberg-Hanssen and Emslie 1988; Priest
and Forbes 2000), perhaps by emerging magnetic flux or colliding magnetic flux
(Sturrock 1980). Figure 1.1 shows the canonical scenario for the release of
magnetic energy in a solar flare loop. At the reconnection site, that is generally
assumed to be the acceleration site (Tandberg-Hanssen and Emslie 1988; Lang
1999; Priest and Forbes 2000), nonthermal electrons and ions are accelerated to
relativistic energies. During the first part of the flare, relativistic electrons (MeV
energies) by way of gyrosynchrotron emit microwaves near the tops of the loops.

4
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Electrons and ions travel along the magnetic structure towards the footpoints of
the loop where they interact in the chromosphere. The electrons interacting with
the ambient material produce nonthermal Bremsstrahlung. The protons and ions
interact with the ambient chromospheric material producing gamma ray lines (via
nuclear excitation and spallation reactions), energetic neutrons, and pions that

Energy resevoir,
Acceleration site

Particles escape
on open magnetic
field lines
SXR.HXR,
Microwave
Radio Emission

Bremsstr. (e )
Nuclear
Reactions:
Magnetic Mirroring,
Trapping

Y -Lines,
\T^ Pions,
Neutrons,
2.2 MeV-Line

Figure 1.1 - Cartoon of the canonical solar flare magnetic loop. This
drawing shows the respective locations of particle acceleration and
radiation production. (Rank 1996)
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then decay directly (n°) or indirectly (nf) into y-rays. When these particles interact
in the chromosphere, they rapidly heat the plasma. Large pressure gradients
cause the plasma to rise along the magnetic loops. This fills the loop with a
several million-degree plasma that emits soft X-rays.

6
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One way to classify this loop structure is by the extent of its confinement
as seen in Ha. This leads to the small, compact loop flare and the large, tworibbon flare (Heyvaerts et al. 1977; Tandberg-Hanssen and Emslie 1988). A
compact loop flare tends to take place in a small loop in the lower corona.

CURRENT

^SHEET
' / emerging
/ FLUX

(a)

(bl

Preflare Heating

Impulsive Phase

RAP10
ANNIHILATION

HEAT

(c)

Main Phase

Figure 1.2 - (a) Preflare phase: Emerging magnetic flux, current sheet
formation and heating, (b) Impulsive phase: Reconnection, fast particle
acceleration occurs. Hard X-rays and gamma rays are produced, (c)
Main phase: Soft X-rays and Ha emission from heating of the loop and
solar atmosphere. (Heyvaerts etal. 1977)
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Its emission is mostly confined to the plasma in the loop. A two-ribbon flare is
associated with an erupting prominence and the flare emission occurs in an
arcade of post-flare loops (unfortunate term because they occur during not after
the flare) along the prominence with the individual loops oriented basically at
right angles to the prominence’s long axis. Emission occurs at the feet of the

prominence
\

'\ %
\

H a ribbon:

X-ray loop:

Figure 1.3 - Schematic diagram showing the relationship between various
features associated with a CME. The shaded region labeled “plasma
pileup” refers to the outer circular arc seen in coronagraphs. (Forbes
2000)
8
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loops forming two ribbons along either side of the prominence. The triggering for
both types of flares seems though to be the same, namely a large-scale eruption
and reconnection of sheared magnetic fields (Tandberg-Hanssen and Emslie
1988).

(a)

(b)

Figure 1.4 - Solar eruptive phenomena: (a) white light coronagraph image of
a coronal mass ejection (CME) containing an erupted prominence. The
white circular line in the upper right-hand corner indicates the location of
the Sun's surface behind the occulting disk of the instrument (August 18,
1980, SMM archive, High-Altitude Observatory), (b) Ha image of the large
prominence eruption, known as “granddaddy” (June 4,1946, High-Altitude
Observatory), (c) Ha ribbons produced by a flare associated with a CME
(July 29,1973, Big Bear Solar Observatory), (d) Cusp-shaped X-ray loop
system, as seen on the limb of the Sun after an eruptive event (March, 8
1999, Yohkoh archive, Institute of Space and Astronautical Science). Such
post eruption loop systems are common to the three phenomena of CMEs,
erupting prominences, and large flares. (Forbes 2000)
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Flare Classifications

Optical Classifications
Prior to the 1960s, flare classification relied on the visible part of the
spectrum (Brown and Smith 1980). Solar flares on the disk of the Sun are
observed as a temporary emission within some dark Fraunhofer line. The most
commonly used is the Ha line (This is the Balmer a transition from n=3 to n=2 at
6563 A). Flares are observed as brightening on the solar disk several times the
intensity of the adjacent continuum. Area and brightness are the basis for optical
classification. The term great flare is used when it covers an area of 1019cm2.
The term subflare is used if the area covered is smaller than about 3x1018 cm2.
The standard units of measure for area are generally either millionths of a solar
hemisphere or square degrees in heliographic coordinates. Because the above
classification ignores flare brightness, an addition parameter is necessary.

<100
100-250
250-600
600-1200
>1200

<2.06
2.06-5.15
5.15-12.4
12.4-24.7
>24.7

S (subflare)
1
2
3
4

Table 1.1 Solar flare optical classification based on area and brightness
measurements in the Ha waveband.

1Square degrees heliocentric = 1.48e18 cm2
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(A small flare can be very bright whereas a large flare can be dim.) The
intensity classifications of faint (F), normal (N), and brilliant (B) completes the
dual importance scheme shown in Table 1.1.
Soft X-ray Classifications
Recent data suggest that the X-ray signature of flares may be as good as
if not better than optical characteristics for classify flares. Given the definition that
we stated earlier for solar flares (T> l6 7K), X-rays would seem to also provide
better physical insight.
The most commonly used classification today is based on the integrated
total output of soft X-rays during a flare. (We call -10 keV photons soft X-rays
(SXR), -100 keV photons hard X-rays (HXR), and greater than -1 MeV photons
y rays). Using the SXR band pass of 1-8 A (1.6 - 12.4 keV), flares are classified
as C, M, or X flares as listed in Table 1.2.

B

10-4

10-7

c

10-3

1CT6

M

10'2

icr5

X

10‘1

10-4

Table 1.2 Solar flare soft X-ray classification system based on the
integrated total output of soft X-rays measured by the GOES satellites for
1-8 A.
The letter represents the flux order of magnitude and an associated.
number indicates the multiple of that order of magnitude (e.g. M3 => 3x1 O'2 erg
cm*2 s’1). The class B was added to include subflares (smaller than class C).
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Extreme examples of this classification scheme are X12 = 1.2 erg cm'2 s'1and
B.6 = 6x1 O'05 erg cm'2 s*1' Current classifications are based on the measurement
of the Geosynchronous Operational Environmental Satellites (GOES). X12 is the
maximum greatest measurable flux for current GOES detectors.
Hard X-ray Classifications
For hard X-ray, Dennis (Dennis 1985; Dennis 1988) presented a
classification scheme first proposed by Tanaka (Tanaka 1983) and expanded by
Tsuneta (Tsuneta 1983) and Tanaka (Tanaka 1987). This classification groups
flares into three types according to their temporal, spectral, and spatial hard Xray characteristics.
1. Type A or Hot Thermal Flares:
Temporal: gradual rise and fall of hard X-ray emission at energies below -40
keV; weak impulsive emission at higher energies;
Spectral: thermal fit below 40 keV with temperatures of 3-4 x 107 K, very
steep spectra above 40 keV with power-law y > 7;
Spatial: compact (<5000 km)
2. Type B or Impulsive Flares:
Temporal: typical impulsive hard X-ray spikes with variability on time-scales of
seconds;
Spectral: soft spectrum on the rise becoming harder at the peak and again on
the decay; often exponential or broken power-law on the rise and at the peak,
changing to a single power-law on the decay;
Spatial: emission from the low altitude including footpoints at the peak,
evolving to a more compact source at the higher altitude later in the flare.
3. Type C or Gradual Flares:
Temporal: gradually varying hard X-ray emission on time scales of minutes
sometimes lasting for 30 minutes or longer;

12
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Spectral: spectrum above -50 keV hardens with time with y decreasing
monotonically from > 5 early in the flare to < 2 later in the flare after the peak;
Spatial: the source is located at high altitudes of > 4 x 104 km.
Figure 1.5 shows the time evolution of the Ha, soft X-ray and hard X-ray
emission produced by a flare on August 28,1966.

Ha

0.6
O

^

0.4
0.2
_ _ preevent level

(b )

S o ft X R ays (0 .5 — 3 keV ;

O
<
D
C/3

T

1------------ 1------------1------------r

T

H a rd X R ays (1 0 — 5 0 k e V

3
CO

2

o
1
0

15

20

21

UT
Figure 1.5 - Time evolution of the radiation produced by a flare on August
28,1966, which was associated with both a two-ribbon flare and a
prominence eruption: (a) Ha ribbon intensity (Dodson and Hedeman 1968 ),
(b) thermal, soft X-ray emission (Zirin and Lackner 1969), and (c)
nonthermal, hard X-ray emission (Arnoldy et al. 1968). (Forbes 2000)
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Particle Acceleration
In order to explain the intense radiation produced in solar flares we must
first understand the acceleration of electrons and ions that produce the radiation.
Many important questions need to be answered such as, What types of particles
are accelerated? Where are they accelerated? How fast are they accelerated
and how much energy do they contain? By what processes are they
accelerated? These are difficult questions and are still subjects of ongoing
research (Melrose 1994; Miller et al. 1997; Priest and Forbes 2000). Here we
discuss some of the more favored mechanisms believed to be responsible for
particle acceleration in solar flares.
Since we believe magnetic reconnection to be the main source of energy
release in flares, we have many of the needed elements, including heating,
plasma flows, turbulence, shocks and electric fields. Unfortunately, the problem
is not simple. Excluding collisions, the only way to perform work to accelerate
charged particles is with electric fields, because the only nonzero term in the
Lorentz force is V*E. However, large-scale parallel (to B) electric fields are
quickly shorted out in the highly conducting plasma (Melrose 1994; Priest and
Forbes 2000). Consequently, how one generates of the required electric fields is
not so obvious. In the environment of solar flares, there are three strong
candidates.

14
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Direct Electric Fields
The most straightforward form of acceleration is by parallel electric fields,
where ions are accelerated in one direction and electrons in the other. As we
stated earlier, plasmas are highly conducting and parallel electric fields are
quickly shorted out. There must be a localized region with some form of
anomalous resistivity for the electric fields to be maintained. This anomalous
resistivity could be due to low-frequency electrostatic waves or double layers.
Double layers fall into two classes: weak and strong. Double layers (WDL) in the
solar environment have a potential drop on the order of TJe (with temperature Te
in units of energy) and are formed by regions of turbulent waves. A single double
layer is not effective for flares (Melrose 1994) but a series of WDLs may produce
stochastic acceleration (discussed below) by low-frequency waves.
A region that separates two oppositely directed magnetic fields is called a
neutral sheet and must contain an electric field. A particle entering the neutral
sheet is subject to a net drift in the direction of decreasing electric potential so it
has a high probability of emerging with a higher energy. One of the original
versions of this model was introduced by Speiser (1965) to explain particle
acceleration in magnetotail. An advanced version of this model was employed by
Litvinenko (1996) in the context of particle acceleration in solar flares.
Stochastic Acceleration
Stochastic acceleration can be defined as any process in which a particle
can either gain or lose energy instantaneously but systematically gains energy

15
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over a long time (Miller et al. 1997; Vestrand and Miller 1999). This idea was first
proposed by Fermi (Fermi 1949) as a mechanism for accelerating cosmic rays.
Later the mechanism was further invoked as a diffusive process (Parker 1957).
Lee derived the relativistically correct hard sphere diffusion coefficient from the
covariant Boltzmann equation (Lee 1994).
Stochastic acceleration by low-amplitude waves was proposed to be
caused by a resonant wave-particle interaction in which the Doppler-shifted wave
frequency in the particle’s guiding center frame equals a multiple of the gyrofrequency. Transit-time damping (Lee 1973) due to a resonance with fast-mode
MHD waves is extremely efficient for electron acceleration under flare conditions
where the Alfven speed is comparable to the electron thermal speed (Miller
1996). It is a promising mechanism for explaining hard X-ray spikes.
Another flare particle acceleration mechanism is stochastic Fermi
acceleration with large-amplitude fast-mode waves produced by many small
reconnection sites (LaRosa et al. 1996). Alfven waves generated by reconnection
and cascading to short wavelengths have been invoked for ion acceleration
(Miller and Ramaty 1992; Miller and Aaron 1995; Miller and Moore 1996). Ion
abundance enhancements may be caused by a gyro-resonance with electrostatic
or electromagnetic waves that are close to the cyclotron frequency of the ion
(Fisk 1978). For example, the enhancement of the 3He/4He ratio from the normal
coronal value of 5x1 O'4 to 0.1 has been explained by Temerin and Roth (Temerin
and Roth 1996) and Litvinenko (Litvinenko 1996) using electromagnetic ion-
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cyclotron waves. Furthermore, lower-hybrid waves may account for radio
emission, but do not appear to accelerate enough electrons for hard X-ray bursts
(Vlahos etal. 1982; McClements et al. 1993).
Shock Acceleration
Shock waves are also a natural particle accelerator in solar flares and
coronal mass ejections. They are present at the reconnection region (as slow
mode shocks) and where the reconnection jet meets the ambient field (as a fast
mode shock), and they also propagate away from the flare site (as fast-mode
shocks) where they show up as Moreton waves and Type II radio bursts.
Electron-drift acceleration is probably important in Type II radio bursts (Holman
and Pesses 1983). Diffusive acceleration is more likely at fast-mode shocks than
slow-mode shocks, since the scattering centers tend to converge towards the
shock in the shock frame of the fast shock but not a slow shock (Isenberg 1986).
It is a viable mechanism for ion acceleration up to 100 MeV in less than 1 s
(Ellison and Ramaty 1985). Furthermore, Tsuneta and Naito (Tsuneta and Naito
1998) have suggested the acceleration of 20-100 keV nonthermal electrons in
about 0.3-0.6 s at the fast shock in the reconnection jet below the reconnection
site. As in many mechanisms, such electrons could create the commonly
observed double-source hard X-ray structure at the chromospheric footpoints of
the reconnected field lines.
Acceleration by fast-mode shock waves may be separated into two forms:
diffusive shock acceleration (DSA) and shock drift acceleration (SDA). DSA
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requires effective scattering such that a given particle cycles across the shock
many times (Axford et al. 1977; Gubchenko and Zaitsev 1979; Achterberg and
Norman 1980; Kocharov and Kovaltsov 1992; Anastasiadis and Vlahos 1994;
Blandford 1994; Hirayama 1994). DSA is the widely accepted mechanism for the
acceleration of Galactic cosmic rays and is a plausible mechanism for the
acceleration of higher energy solar energetic particles. However, the available
evidence suggests that prompt acceleration of ions is not due to a single strong
shock (Nakajima et al. 1990). DSA by a collection of weak shocks remains a
possibility, and this may be treated as a form of acceleration by MHD (fast-mode)
turbulence. The difference between this and stochastic acceleration is that since
the scattering centers are moving towards each other in the rest frame of the
shock, there is a first-order energy gain with each interaction so that the
acceleration is much faster.
Particle Transport and Interaction
Once particles are accelerated, they interact with the surrounding solar
medium. It is this interaction that facilitates the processes that create the
radiation from the accelerated particles. Though the particle interaction and
transport processes are complex, the overall processes can be characterized by
the paradigms if “thin” and “thick” target interactions. (The dynamics of the
interaction and transport processes contain a great deal of information on the
high-energy solar flare. We will not cover these topics here but many excellent
papers covered the range of complexity and detail, e.g., (Melrose and Brown
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1976; Zweibel and Haber 1983; Ryan 1986; Hulot et al. 1989; Ryan and Lee
1991; Fletcher 1997; Ryan 1999).)
We consider a population of accelerated particles interacting in a
homogeneous volume of an ambient medium (Lingenfelter and Ramaty 1967;
Ramaty et al. 1975; Kuzhevskii 1982; Kocharov 1988; Chupp 1976). The
instantaneous production rate of secondary particles is
oo

q (£ „/) = nJdHV(E,f)e/to(EK(E,E,)(2.1)

0
where n is the ambient number density and N(E,t) is the instantaneous number of
accelerated particles per unit energy per nucleon at time t. The variables E and
Es are the energies per nucleon of the primary and secondary particles; c(3 is the
velocity of the primary particles; a(E) is the cross-section for the production of
secondaries as a function of E and f(E,Es)dEs is the probability that a secondary
particle produced by a primary particle of energy per nucleon E will have energy
per nucleon in dEs around Es. We assume the particles are produced in the
interaction region at a rate of Q(E,t) and if they lose energy or escape from this
volume then N(E,t) is related to the production rate by the continuity equation
dN (E,t)
Bt
dE
dt

B r dE
BE
dt

W .f) + ^

' f l = Q (E ,t) (2.2)

loss

is the energy loss rate, Tesc is the mean escape time. They both can
loss

depend on energy and time. Assuming they are dependent only on energy, the
solution to this equation is
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N (E ,t) =

dE
dt

' J dE 'Q (E ,t) exPr % ) ( 2 . 3 )
loss

E'

where is t ' = t - r { E ) = t - j

e

dE
dE
dt

There are two important limiting cases
(E")

loss

for which standard limits are applied.
Thin-Taraet Interaction Model
Nuclear reactions are produced by energetic particles that escape from
the interaction region at the Sun. These particles can then be detected in the
interplanetary medium and if there are a sufficient number of thin-target
reactions, secondary products could be detected. The escape time must be
sufficiently short so that the source Q(E,t) does not vary appreciably over a time
tesc and an energy interval E’-E. For the interval E’ to E, te

dE
dt

is
loss

approximately constant so N {E ,t) = tesc(E)Q (E,t).
Thick-Target interaction Model
Nuclear reactions are produced by particles slowing in the solar
atmosphere. Particles and their secondaries thermalize and mix with the solar
atmosphere. We still see high-energy neutrons and y-ray lines from these thick
interactions. At all energies of interest, tesc » t - t ' so

N (E ,t) =

dE
dt

loss

e

We assume conditions are such that electrons, protons, alphas, nuclei of
carbon, nitrogen, oxygen, neon and heavier elements are accelerated
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somewhere in the chromosphere or corona. Accelerated particles interact with
atoms, ions, and fields in the solar atmosphere. Interaction results in direct
(collisional) excitation of nuclear states, nuclear disintegration and production of
neutrons, X-rays, y-ray lines, new elements, and isotopes. The y-rays and highenergy neutrons probe behavior of sub-relativistic and relativistic ions. The X-ray
and y-ray continuums probe sub-relativistic and relativistic electrons.
Particle. X-ray, and Gamma-ray Production
In the next sections we discuss some of the important radiation
mechanisms and emission types in hard X ray through gamma-ray energies (as
well as high energy particles.) In the first section we discuss the thermal emission
process for a super-hot plasma and the non-thermal emission from high-energy
electrons. The last four sections discuss the nuclear gamma-ray emission
component and solar energetic particles.
Bremsstrahlung
A flaring region of the Sun, because it a superheated plasma, necessarily
contains large numbers of free electrons. These free electrons when accelerated,
radiate efficiently by free-free or Bremsstrahlung emission by interacting with
ions. This type of Bremsstrahlung is categorized into two types depending on the
velocity distribution of the electrons. If the electrons have a thermal distribution
characterized by the average temperature of the background plasma the
electrons radiate via thermal Bremsstrahlung. If the electron population has a
non-thermal distribution then the emission is further classified as ‘thin’-target if

21

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

the electrons escape from the interaction region or ‘thick’-target if they slow down
and thermalize in the interaction region (Tandberg-Hanssen and Emslie 1988;
Lang 1999).
Thermal
For a solar flare, we can have hot plasmas with temperatures on the order
of 108K or kT = 9 keV, meaning that X-rays are produced. Thermal
Bremsstrahlung is more efficient than non-thermal Bremsstrahlung because the
thermal electrons only lose a small fraction of their energy to the cooler ambient
electrons by Coulomb collisions.
In a plasma of volume V, a uniform density hot electron plasma, ne, with a
Maxwellian velocity distribution f(v) has an energy distribution of
On

fE(E) = f{v )d v [d E = - v2;, * 3/2 E yzexp(- E /kT ) electrons cm*3 erg*1.(2.5)
7T* ( k T ) 1

These electrons interact with ambient stationary protons

producing isotropic

Bremsstrahlung emission given by

/(e) = J n ,d V j'U E y ( E ) a a(£,E)dE ,(2.6)
V

where crB(E,e) is the Bremsstrahlung cross-section. For energies less than
511keV (of photons & electrons) the cross-section is well approximated by the
angle-integrated Bethe-Heitler cross-section (Koch and Motz 1959),
, r-, 8a 2 mec z . 1+(1 - e ! E f
z . ...
_
(e,£) = — C —s— log— --------- — cm2 keV1.(2.7)
3 0 eE
V (1 - e / E f
K 1
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Relativistic corrections and directionality are important for energies comparable
to the electron rest mass, 511 keV. The cross-section scales proportional to Z2to
account for this and the solar atmospheric composition the abundance-weighted
Z2is included giving

^ ( e ,E ) =

where

k bh

et

1-(1 - e / E f

cm2 keV-' ,(2.8)

= 7.9 x 10'2Scm2 keV.

To solve for l(s), first a change of variables E = e(1+x) is made and the

function g{a ) = |
0

dx is defined. Integrating by parts one obtains

1(e) = - f ^ S - e x p ( - e /k T ) g ( e/kT )dT (2.9)
e l T Vd

where D = (8/^m ek)V2xBH Z2 cm3s'1KV2 and Q[T) = \ nine dV/ d j '

Q("0 *s the

emission measure for a non-homogeneous, non-isothermal source.
Non-thermal
Instead of a thermal population, now a suprathermal population with
differential energy spectrum F(E0) (electrons cm'2 s'1 keV'1) is considered. To
calculate the X-ray flux l(e) (photons cm'2 s '1 keV'1) observed at the Earth,
originating from a flare of area S, the target region must be specified as either
thin or thick-target.
For the thin-target case, 1(e) is,
SAN

j F(E0)crs(£,E0)dE0 photons cm'2 s'1keV'1 (2.10)
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where R = 1AU, A./V =

J

np(s)ds is the column density of the source and np is

source

the ambient proton density.
In the thick-target case, l(e) is calculated in the same fashion except F(E0)
is the target averaged electron flux. So to express l(e) in terms of the injected
spectrum we must consider energy losses (Tandberg-Hanssen and Emslie
1988). For the simplest case only Coulomb collisions with ambient particles are
considered.

The

<jE = 27iei l o g ^ / 2 =

energy

2

loss

rate

is

c/£F
— = -crE(E)npv{E )E

with

• The number of photons emitted per unit energy by an

electron of initial energy E0 is

m(e,E0)=

j ' n „ W ) M , E { t M E « ) ) d t (2.11)
fi(E=^0)
or using the energy loss rate dE/dt to change variables gives
m (£ ,E ,)= J ^

^

j E .(2.12)

The Bremsstrahlung flux observed at Earth due to a thick target is
=

j F (^ M e ,E „)d E a .(2.13)
4nR s ...

Substituting equation (2.12) one can write this equation in the same form as the
equation for thin-target by defining an effective column density ANetfl

AM., =

1

| E<rB(£,E)dE .(2.14)

CaB(e,E0) J£
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The effective column density behaves as E02 and corresponds roughly to the
column density needed to stop an electron of injected energy E0. Electrons of
energy E>e are the principle contributors to photons of energy

e,

especially when

F(E0) rapidly decreases as a function of energy. The thin-target model is a good
approximation when AN<ANe(t(e) and the thick-target model is when AN>ANeH(6)
(Tandberg-Hanssen and Emslie 1988).
If an electron source function of the form F(Eq) = AEq'5 is assumed the thin
and thick-target cases can be written respectively as,

/thin(e) = SAN y - B|H- 2 ?E0-(5+1)log1+(1~ £ /E )! dE
th,nW

4nR z

e

{

0

V (1 -g /E )*

and
I

(s\ = -

.(2.15)
k bh z

Z

fE

-s

r|

1 + ( 1 - e /E ) 2 e c je

For the thin-target case the integral can be evaluated by parts.
Substituting x=e/Eo and using the standard beta function
1

B{a, b) = | x a_1(1- x f~ 'd x ,

The hard X-ray spectrum is a power law lmin(e) = ae‘Ywith y=8+1 and

SANA

^ S ( y - 1,V2)
y -1

■t2 '17)
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For the thick-target case, it is helpful to change the order of integration in
**»

the double integral

E

C»

*»

J J dEdE0 -> J J

dEdE0 . The integral is then evaluated by

E=eE0=E

£ £

parts giving

I

i e\ K z z^
2,1/2) -(£-1) >2 -j q)
m
i<* ( ' " 4nR2C BH (S - W - 2)
1
'

As in the thin-target case lmrck(e) is a power law l,hick(e) = ae'Y with y=5-1 and

a = SAk^ 1>1/2) .(2.19)
4xR C
y(y - 1)
Comparing the equations for thin-target and thick-target X-ray flux, the thicktarget is that of the thin-target with an effective injected electron flux of
r E 2y

CAN

E0~d. This is two powers of E0 harder (or flatter) than F(E0)

= AEq"5. Formulae (2.16) and (2.17) or (2.18) and (2.19) allow properties of the
injected electron flux to be inferred from the hard X-ray flux once a power law
electron spectrum and thin or thick-targets are assumed. In addition, the integral
electron flux and energy fluxes above some reference energy E^ are defined as
M

OO

F, = J AE~sodE0 and 3, = J AE~s0EodEo respectively.
E,

Prompt Nuclear Lines
Collisionally excited nuclei rapidly (~ns) radiate excess energy falling to
their ground state. Each isotope has a characteristic y-ray line. Some of the most
important lines originating from direct excitations are:
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E le m e n t

Delayed Line
e+ + e'
(pair
annihilation)
2H = 2D
(neutron
capture)
Spallation
12C
16

Q

Alpha
Excitation
7Be
7Li

Energy (M eV )_______ E lem en t_____________E nergy (M eV )

0.511

Proton Excitation
14N

5.105
2.313

2.223
^Ne

1.634
2.613
3.34

4.438

24Mg

6.129
6.917
7.117
2.714

^Si

1.369
2.754
1.779
6.878
0.847
1.238
1.811

“ Fe

0.431
0.478

Table 3 Some of the gamma-ray lines from solar flares. The lines marked
with an asterisk * are the most prominent and were detected in the 4 June
1991 flare with OSSE (Murphy et al. 1990; Murphy et al. 1991; Murphy et al.
1997). (Table adapted from (Lang 1999))
Some strong lines come from the fusion reactions, 4He(a, p) 7Li* and 4He(a, n)
7Be*. Their energies are 0.48 MeV (Li) and 0.43 MeV (7Be). The lifetimes of the
excited states are negligible compared to the particle acceleration time and the
changing secondaries' production rates, thus, the name prompt lines. This
means these lines can serve as a timing of particle acceleration and interaction.
The rate of nuclear interactions is directly proportional to the instantaneous
number of accelerated particles in the interaction region, which in turn is
governed by the acceleration mechanisms and energy losses of the particles.
The probability of direct excitation of nuclei is typically a maximum around 10
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MeV and accelerated particles have a falling spectrum. This means that nuclear
Y-ray lines contain information on 10-20 MeV particles.
Delayed Lines
i

The Neutron Capture Line
These lines are emitted over a long time interval compared to the
production time of secondaries. Neutron capture by hydrogen (protons) produces
deuterium and a 2.223 MeV y-ray line, 1H + n -» 2D +

y 2223

MeV. Neutrons are

created in several reactions, pp, pa, aa, pCNO, and aCNO. Neutrons from soft

>
<U

S

32S
aa

12C
X60

T h e o r e t ic a l N u c le a r D e e x c it a t io n S p e c tr u m

E n e r g y (M e V )
Figure 1.6 - A theoretical nuclear deexcitation spectrum generated using
standard solar abundances. It does not include the neutron capture and
annihilation lines. (Ramaty etal. 1996)
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proton/ion spectra are generated predominantly in interactions with heavy nuclei.
Major sources for hard spectra are pa and a p reactions. Neutrons with
downward initial velocities (towards the photosphere) rapidly thermalize through
elastic scattering with protons. This occurs at a column density -10 g cm'2 or a
photospheric depth ~100km, unless the neutrons are scattered out of the Sun.
Thermal neutrons undergo radiative capture via 1H(n,y)2D or non-radiatively via
3He(nap) 3H. The cross-section for 3He(n,p)3H is -17,000 times greater than that
for 1H(n,y)2D. So, if the 3He abundance were the same as the solar wind (i.e. one
3He per 2500 4He) the fractions of neutrons captured by hydrogen and 3He would
be comparable. There is no direct observation of 3He abundance in the
photosphere. Thus, the 2.223 MeV line provides the possibility of probing the
composition of the photospheric layers. Theoretical considerations of the fate of a
neutron propagating toward the photosphere reveals that it should take about
one minute to be captured. Experiments confirm the theoretical predictions. First,
the delay between 2.22 and the prompt 4.44 and 6.13 MeV lines is known to
exist. Second, limb darkening of the 2.22 MeV line is observed, as predicted by
its photospheric origin. The principle interaction of this line with the solar
atmosphere is through Compton scattering. The Compton mean free path is
comparable to the neutron mean free path at -10 g cm'2. This limb darkening
was observed by studying the ratio of fluences, F (2.22 MeV) to F (4.43 MeV) as
a function of heliolongitude for different flares. The width of the 2.2 MeV line
depends on photospheric temperatures, but it is always a narrow line.
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Electron-positron Annihilation Line
Another delayed y-ray line is the 0.511 MeV annihilation emission. Nuclear
reactions produce various radio nuclides (e.g. 11C, 12N, 140 , 150 , 19Ne) that decay
by p+ emission. The initial positron energy lies within a range of several hundred
keV to tens of MeV. Only a small fraction of these positrons annihilates at these
energies. Most positrons thermalize after which they annihilate with electrons.
The delay time is determined by the half-life of the radio nuclides and positron
slowing-down time. The average lifetime of the positron emitters ranges from a
fraction of a second to 20 minutes. In the initial phase of particle acceleration
within a period < 20 minutes the dominant contribution comes from the decay of
140 , 150 , and n+ mesons. The 11C nucleus become the main positron emitter at a
later stage when nuclear reactions stop. Therefore, the corresponding positrons
contain information on the post-flare plasma.
The main energy losses for slowing positrons are ionization and Coulomb
losses. Relativistic positrons annihilate with a 10% probability. This doesn’t
contribute noticeably to the 0.511 MeV line due to Doppler broadening. Some
positrons escape the Sun. The rest slow down and annihilate with the ambient
electrons. Annihilation may occur in flight, creating two 0.511 MeV photons or
proceed via a quasi-atomic positronium state.
1. 25% are in a spin zero state (singlet).
2. 75% are in a spin one state (triplet).
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Singlet state positronium annihilates with a rate of 8x109 s'1 into two 0.511 MeV yrays. The Triplet State (forbidden) annihilates with a rate of 7x106 s'1into three yrays forming a continuum below 0.511 MeV. The Triplet State can annihilate
before collision provided the ambient density is less than 1015 cnrr3 (latter stages
of the flare). The width of the 0.511 MeV line and the positronium tail provides
temperature and density information.
Pion Decay
If the energies of the accelerated protons and alphas are high enough,
pions can be produced due primarily from p+p and p+a reactions. n° mesons are
produced in nuclear reactions by particles with energies greater than a few
hundred MeV and n ± have a slightly lower production threshold. n° decay y-rays
are prompt. 7t°s have a lifetime < 10*15 s, decaying into two y-rays with center of

mass energies of 67.5 MeV each. The photons should appear somewhat later
than the prompt nuclear lines because their creation particles must be
accelerated too much higher energies than the particles that excite nuclear lines.
There should also be a difference in the corresponding y-ray intensities because
the number of accelerating particles falls off with increasing energy. The 7t*
particles decay into charged muons that then decay into electrons and positrons.
These particles can then produce a secondary bremsstrahlung that can be
significant between 8 to 30 MeV (Ramaty et al. 1975; Rank 1996).
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SEP
Solar Energetic Particles (SEP) were first detected in the form of flareassociated increases in the incident cosmic-ray intensity in the early 1940’s
(Rieger 1989; Vestrand and Miller 1999). These Ground Level Events (GLE)
require >one GeV solar protons and are detected at a rate of a few per solar
cycle. After the launch of spacecraft detectors (covering ions with energies up to
a few hundred MeV per nucleon and electrons of a few tens of MeV) the rate
increased by several orders of magnitude. Of interest to the study of energetic
particles in flares is the relationship between interacting charged particles
producing gamma rays and those observed in interplanetary space after flares.
This allows for testing of the two-phase paradigm that predicts a correlation
between y-ray line events and the interplanetary particle fluence. Coronal
influence and transport effects can be reasonably accounted for by considering
magnetically well-connected events. Then peak flux is a reliable indicator of
particle fluence (van Hollebeke et al. 1975; van Hollebeke 1979). Correlation
studies between SEP events and y-ray line events with ISEE-3 (Cliver et al.
1989) and Helios (Kallenrode et al. 1987) showed that y-ray line events produce
large particle fluxes but that the converse was not true. Also shown was that
spectra from interplanetary space protons tend to be harder than for interacting
particles (Rieger 1989). Analysis of a large number of SEP measurements
showed that duration of the soft X-ray flare is an ordering parameter (Bai 1986;
Cane et al. 1986), i.e., long duration events are more prolific producers of

32
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

interplanetary protons than short events. This allows for the division of SEP
events into two broad classes (Vestrand and Miller 1999). The first class called
impulsive events is associated with GOES 1-8 A soft X-ray flares with duration up
to an hour. These events have enhanced abundances of heavy elements, charge
states indicative of 10 MK plasma, enhanced abundance of 3He, high e/p ratios,
high interacting to interplanetary proton ratios and broken power law electron
spectra that are magnetically well-connected. Gradual events are associated with
soft X-ray durations longer than one hour. They have charge states of 1 MK
plasma, low 3He/4He ratios, low e/p ratios, interacting to interplanetary proton
ratios, and electron spectra fit with a single power-law in rigidity. Gradual events
come from uniformly distributed positions on the solar disk and are associated
with Coronal Mass Ejections (CME). Impulsive events are associated with soft Xray loops of small-scale size (< 10,000 km) with closed flux tubes while gradual
events are associated with large soft X-ray spatial scales (Pallavicini, Serio et al.
1977). Also, gradual events have a high correlation with Type III radio bursts,
which is explained by shocks accelerating protons high in the corona with access
to open field lines.
Gamma-Ray Spectroscopy
The thresholds for nuclear-excitation reactions are a few MeV. Neutron and
positron production thresholds are tens of MeV. The pion generation threshold is
hundreds of MeV. The large differences in reaction thresholds and the shape of
the energy dependence of the corresponding cross-sections means that the
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OSSE SPECTRUM OF THE
1991 JUNE 4 SOLAR FLARE
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Figure 1.7 - Observed gamma-ray spectrum from the June 4,1991 X
class solar flare with the OSSE instrument (Murphy et al. 1997).
fluence ratios of different components should depend on actual spectra of
accelerated particles and the interaction model. The ratio of the 2.22 MeV line to
the prompt lines (e.g. 4.44 MeV) (Ramaty et al. 1975) provides information in the
particle spectrum to the range 10-100 MeV and the ratio to tc° decay y-rays yields
spectral data for 100-1000 MeV (Ramaty et al. 1987). The flux ratio of the line
produced by 160 at 6.13 MeV to the line produced by 20Ne at 1.63 MeV (Ramaty
et al. 1996) is sensitive to particle spectral shape. Based on their production
energy thresholds, they are sensitive to particle spectral shape in the 2-20 MeV
nucleon*1 energy range. Another useful ratio is the flux ratio of the 4.44 and 6.13
MeV lines to the 5.3 MeV line produced by spallation reactions on 14C and 160
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(Mandzhavidze and Ramaty 2000). Prompt line spectra give information on the
composition of accelerated ions and the ambient solar atmosphere. Lines are
broadened by 1-2 % when protons or alphas excite nuclei. Lines are broadened
by as much as 25% when produced by accelerated heavy nuclei interacting with
ambient hydrogen or helium, y-ray spectroscopy doesn’t require knowledge of the
ionic states unlike atomic spectra. In addition, cross-sections for nuclear
interactions are known with better accuracy than atomic cross-sections. The
Figure 1.7, from the OSSE observation and analysis of the 4 June 1991 solar
flare, shows the basic information gained from the different parts of a solar flare
y-ray spectrum.
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CHAPTER II

INSTRUMENT AND RESPONSE

The Compton Gamma-Rav Observatory
The Compton Gamma-Ray Observatory (CGRO) was a spacecraft
launched April 5, 1991 by the space shuttle Atlantis and operated until June 4,
2000 (Gehrels et al. 1993). It was one of NASA’s great observatories with four
instruments to monitor and image the sky from -20 keV to 30 GeV. It did so with
an unprecedented combination of sensitivity, energy resolution, and spatial
resolution. CGRO orbited the Earth in a circle at 450 km with an inclination of

COMPTON OBSERVATORY INSTRUMENTS
COMPTEL

OSSE
BATSE

TWO OP EIGHT

Figure 2.1 - A drawing of the CGRO spacecraft and it's four y-ray
experiments.
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28.5°. Weighing 17 tons, it was to at the time the most massive spacecraft placed
in orbit.
BATSE
The Burst And Transient Source Experiment (Fishman et al. 1989)
consists of eight identically configured detectors located on the eight corners of
CGRO. BATSE provides continuous monitoring of complete sky. Each detector
unit contains a directionally sensitive Large Area Detector (LAD 20 keV - 1.9
MeV) and a Spectroscopy Detector (SPEC 10 keV - 100 MeV) both made of
Nal(TI) with sensitive areas of 2025 cm2 and 127 cm2 respectively. The two main
objectives of BATSE were to monitor the sky for X-ray and y-ray transients. In
addition, Earth occultations provide monitoring of hard X-ray sources. The typical
burst sensitivity and 1-day occupation sensitivity were ~3 x 10'8 ergs cm'2 and
100 mCrab (30-100 keV) respectively.
OSSE
The Oriented Scintillation Spectrometer Experiment (Murphy et al. 1993;
Murphy et al. 1997) overlaps the BATSE energy range (50 keV - 10 MeV) but
with higher energy resolution and sensitivity. There are four collimated Nal(TI)Csl(Na) phoswich detectors with a 3.8° x 11.4° FWHM rectangular field-of-view.
The detectors move independent of each other and somewhat of the spacecraft
in the X-Z plane of CGRO. The photopeak effective area at 600 keV per detector
is -470 cm2. OSSE can detect y-ray lines down to 1x1 O'3 photons cm'2 s'1 for a
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1000s exposure. OSSE’s main objectives included study of galactic and extragalactic hard X-ray and low energy y-ray sources such as black hole candidates,
pulsars, and AGNs, as well as transients such as y-ray bursts and solar flares.
COMPTEL
The COMPton TELescope (Schonfelder et al. 1993) fills the gap between
BATSE and OSSE from ~1 MeV to 30 MeV with a 1a angular resolution between
1° and 2° within a -1 sr field-of-view. COMPTEL has two independent modes of
operation, as an imaging telescope and a spectrometer. The telescope has an
energy resolution of 8.8% FWHM at 1.27 MeV with on-axis effective area
between 10 and 50 cm2. It is also sensitive to solar neutrons around 100 MeV.
Scientific objectives included studying the galactic and cosmic diffuse emission,
MeV blazars, black hole candidates, y-ray bursts and solar flares.
EGRET
The Energetic Gamma-Ray Experiment Telescope (Thompson et al. 1993;
Dunphy et al. 1999) is a spark chamber with an energy range from -20 MeV to
-30 GeV. Its effective area is -1500 cm2in the 200 MeV to 1 GeV range with
Gaussian shaped field-of-view with FWHM of -40°. Away from the Galactic
plane, estimated sensitivity for a 2-week exposure was 6x1 O^y cm'2 s'1 (>100
MeV). EGRET studied blazar AGNs, pulsars, and diffuse galactic emission. In
addition to the telescope mode, EGRET has a calorimeter called TASC (Total
Absorption Shower Counter). TASC consists of a 76x76x20 cm3 Nal crystal.
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TASC has a burst/flare mode that records 1 to 200 MeV spectra every 32.57 s
independent of the spark chamber and EGRET veto domes.
COMPTEL
Measurement Principle
COMPTEL uses the dominate photon-matter interaction process in its range of
interest, -1-30 MeV. This process is COMPTON scattering. A photon of energy
Ey incident upon the top of the detector is scattered by an electron at rest in the
detector. Energy, AE, is transferred from the photon to the electron and the
photon is deflected through an angle <j>geo, with respect to the original direction of
the photon. The energy dependant distribution of <|>ge0 is determined by the
differential Klein-Nishina cross-section.
Conservation of momentum and energy allows one to solve for

<j)geo

in

terms of the energy of the photon Ef and the energy transferred to the electron or
positron (AE). This is the well-known Compton scattering formula,
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where me2 is the rest energy of the electron or positron
If we can measure, Ey and Er - A E we can compute <|)geo. We can determine the
direction of the incident photon if we could measure the direction of the scattered
electron and the direction of the scattered photon.
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COMPTEL utilizes this detection principle with two detector planes. In the
ideal COMPTEL, these detectors would have complete energy absorption,
perfect energy resolution and no uncertainly in location measurement. For such a
detector a celestial photon incident upon the top plane, detector one (D^ would
Compton scatter through an angle <j>geo with respect to its incident direction. It
would transfer some of its energy AE to an electron in the detector. For this ideal
case, AE is equal to the measured energy deposit in the detector, E,. The
scattered photon is then completely absorbed in the bottom detector (D2),
depositing a measured energy of E2. The four measured quantities are E1f E2, the
interaction location in D, (x^y,), and the interaction location in D2 (x2,y2). The
measured energies E, + E2 give us the total energy deposited which for this ideal
case is E^. The Compton formula is then used to calculate the scatter angle <j>bar,
which for this case is <{>geo. The intersection of (x^y,) and (x2,y2) gives us the
scattered gamma ray direction. If we also had the scatter direction of the
electron, we could use this with <{>geo and the scattered gamma ray direction to
determine the exact arrival direction of the celestial photon on the sky.
COMPTEL is not capable of measuring the electron scatter direction so the
incident photon direction lies on the mantel of a cone of half-angle <(>. If we project
this onto sky coordinates (x,<j>) we obtain a circle called an event circle. Figure 2.2
shows the geometry of the system.
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Figure 2.2 - Illustration of the COMPTEL 3 dimensional data space due
to a celestial source. Perfect data lie on a cone with semi-angle of 45°.
In reality, the cone mantle is blurred due to measurement errors.
(Schdnfelder et al. 1993)
In the real COMPTEL, the interaction locations and energy absorption in
D, and D2 suffer from statistical and systematic errors (van Dijk 1996; Kappadath
1998). These errors manifest themselves as uncertainties in {x^y,) and (x2,y2).
More importantly, the total energy ET and the measured angle <j> have complex
distributions around E^ and <j>geo respectively. Generally, the measured quantities
of energy and angle are ET< E, and 0 > <t>geo.
Instrument
DnAssembly
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The D, assembly consists of seven cells, each 28-cm in diameter 8.5 cm
deep filled with liquid scintillator NE213A. The cells are mounted on a circular
aluminum plate 1.45-m in diameter. Each cell is viewed by eight EMI 9755NA
photomultiplier tubes (PMTs) that look into cells through fused silica windows.
The total geometrical area is 4188 cm2. The mass of each D, module is 15.3 kg
and the total mass of the D, assembly is 167.5 kg.
D2 Assembly
The lower detector assembly (D2) is comprised of 14 identical detector
modules of cylindrical Nal (Tl) crystals, 28.2 cm in diameter and 7.5 cm thick.
The total geometric area if the 14 crystals is 8744 cm2. The bottom housing of
each module has seven 7.6-cm diameter openings with seven 12-mm thick
quartz-glass windows glued to EMI9754NA PMTs. Each D2 module is mounted
below a support sandwich of density 0.9-g cm'2. A single module is 28.2 kg and
the entire assembly is 429.1 kg.
Veto-Domes
The anticoincidence subsystem is four veto-dome assemblies. The main
part of each assembly is a Cassini-shaped dome of a 1.5-cm thick plastic
scintillator (NE110) with a cylindrical extension at the open end. Each detector
plane (D, and D2) is surrounded by two of these domes. The larger top dome
overlaps a smaller bottom dome. Twenty-four PMTs view each of the four vetodomes. On top of each veto dome is a light-emitting diode used for in-flight
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testing. The mass of the large dome is 114.2 kg and the small is 73.9 kg. The
entire anticoincidence subsystem has a mass of 376.2 kg.
Calibration Units
A calibration system is necessary to maintain the energy, angular, and
positional resolution of COMPTEL. Thus, it is necessary to monitor and adjust
the energy response of the D, and D2 modules. For this task of monitoring the
gains in the system, COMPTEL has two tagged, y-ray calibration sources (CALs).
These CAL events are tagged.

anticoincidence (AC) dome V1
D1 modules
(NE213A)

expansion
chambers

AC photomuttipliera

AC domes V2+V3

sandwich plate

02 modules
(Nal [T1D

h

/
AC photomultipliers
AC dome V4

►1700 m m -

Figure 2.3 - The COMPTEL instrument
assembly. (Schonfelder et al. 1993)
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The calibration system consists of two 60Co doped scintillators, each
viewed by two 1.25 cm PMTs. These units are placed midway between D1 and
D2, out of the y-ray light path. The source strengths were chosen so that enough
events in each cell are produced to monitor the gain over minute timescales.
TOF
The time of flight (TOF) between D, and D2 is measured with a digital
accuracy of 0.25 ns. An event consisting of first an interaction in D2 then in D,
(back-scattered event) is clearly separated from forward-scattered events. The
forward and back-scattered TOF peaks (with a resolution of 1ns) are separated
by about 11o. There is a dependence of the TOF peak position on energy that is
significant at low energies. High-energy neutrons that show up in the forwardscattered TOF peak can be effectively rejected using the PSD information from
the D, modules. These corrections in TOF and PSD are made in ground data
processing.
Energy Resolution
The D, detector modules were designed to maximize the probability of a
single Compton scatter. Studies have shown that less than 3% of events in D,
involve multiple scatters (Schonfelder et al. 1993). The energy response of D, is
relatively simple and can be well represented by a Gaussian photopeak with
energy resolution of a(EMeV) = 0.056 E ‘°-57MeV.
The energy response of D2 is more complicated than D, due to its multiple
energy loss processes. Typical energy losses include pair production,
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photoelectric absorption and multiple Compton scattering. From fitting combined
calibration energy spectra of the 14 D2 modules, the energy resolution can be
represented by a function of the form:
< *P m ,) = 10-2(9.86Ew „ + 4 .1 4 3 £ L ,r * te ^ (2.2)

In flight calibration including corrections to the 2.223 MeV line (Weidenspointner,
1994) have led to a corrected energy resolution of the form:

= 10-! (9.8$£m,„ + 0.013 £ y vzM eV. (2.3)
The energy response of the COMPTEL telescope describes the
distribution of the measure total energy ET= E ^ E2. This total energy response is
a convolution of the energy responses of D, and D2 along with the energy losses
that occur between the detector planes. The characteristic response of
COMPTEL is a photopeak from photons suffering negligible energy loss and a
tail extending to lower energies that mainly consists of photons that were not
completely absorbed in D2. Empirical data and Monte Carlo simulations were
used to determine the energy resolution described by a Gaussian photopeak with
width o(EMeV) (Schonfelder et al. 1993),

= 10-a(l4.61E„„ +2.S3Elw )'KMeV. (2.4)
Figure 2.4 shows a total energy loss for a Monte Carlo simulation of a 4.4
MeV line.
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Figure 2.4 - Simulated energy loss spectrum for a 4.4 MeV line.
Angular Resolution Measure
The Angular Resolution Measure (ARM) of an event is defined as the
difference between the geometrical scatter angle phigeo and the measured angle
<p, ARM = 0-<j>geo. Figure 2.5 shows the ARM distribution for a simulated point

source. The Gaussian peak at ARM=0° in this distribution corresponds to the
photopeak in the ET distribution. Events with large positive ARM values suffer
from energy loss in D2 and the small fraction to the left of ARM=0° suffer from
energy losses in Dt . The telescope angular resolution determined from
calibrations and simulations is represented by
1 247
= 1 -e x p (-0 .8 5 4 £ L T )'

^
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Figure 2.5 - Simulated ARM spectrum for a 4.4 MeV line.

Event Selections and Effective Area
A gamma ray event is identified by a delayed coincidence between the D, and D2
detectors, along with the requirement there is not a coincident signal from any of
the four veto domes. For each event the following quantities are measured:
1. The energy loss E, in D,.
2. The interaction location in D,.
3. The scintillation pulse shape in Dv
4. The energy loss E2 in D2.
5. The interaction location in D2.
6. The time-of-flight of the scattered gamma ray from D, to D2.
7. The time of the event.
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Although the effective detection area of a Compton telescope is small, the
telescope is sensitive because source gamma rays are distinguished from
background events by the multiparameter signature of each event. Figure 2.6 is a
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Figure 2.6 - An analytic fit of the calibration and simulated effective area
at normal incidence to COMPTEL with no data selections. (Schdnfelder
etal 1993)
plot of a functional form of COMPTEL's effective area. The standard selection set
of event parameters that is used to optimize the signal-to-noise ratio is (van Dijk
96; Rank 96):
•

70 keV < E, < 20 MeV

•

650 keV < E2 < 30 MeV

•

0° < phibar < 36°

•

115 channels < TOF < 130 channels

•

0 channels < PSD <110 channels
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•

C, > 5° (angular distance between the Earth and the event circle)

The upper bounds on deposited energy reflect lack of instrument response
knowledge above these energies in Dv The lower boundary is such to exclude
the individual thresholds for the D, and Dz modules. The instrumental
background is greatly reduced by these TOF selections. The PSD selections are
to reject neutron-induced events generally found above channel 90. The lower
boundary on £ insures the rejection of Earth albedo events.
Livetime Corrections
Almost all detector systems have a minimum time separation needed to
distinguish between two different events (Knoll 1989) and COMPTEL is no
exception (van Dijk 1996). This minimum time that is due to both the detector and
the system electronics is called dead time. If events occur too quickly, data
losses due to dead time can be severe. For COMPTEL, we generally discuss the
time in which events are accepted so we discuss live time, the inverse if dead
time. There are several instrument parameters, mostly contained in the
housekeeping data (HKD), which go into the calculation of live time corrections.
The parameters and their use in livetime calculations were discussed in detail by
van Dyke (1996) and Rank (1996). Usually live times are high, ranging from 94%
to 98% with an average of 96.5% (van Dijk 1996). This however is not the case
during solar flares. Live times can be as low as -1% during large solar flares.
During a large solar flare, the soft X-ray flux is intense and saturates the plastic
domes of the veto system. This causes a nearly constant anti-coincidence signal
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so most real events are rejected. In addition, a problem during large solar flares
is losses due to telemetry limitations. The maximum telemetry rate is 48 events
per packet (a packet is 2.048 s and a super-packet is eight packets) or about 24
per second. During the large flares of June 1991 a combination of these effects
created dead times of ever 99%. Despite these large dead time losses
corrections using the parameters mentioned above where successful, being
tested against the data from the high range burst module (HRBM) (Rank 1996).
Figure 2.7 shows the live time during the 11 June 1991 X12 flare along with the
uncorrected and corrected time profiles.
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Figure 2.7 - Livetime of the COMPTEL telescope during the X-class
flare of 11 June 1991.
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The Burst Spectroscopy Mode
Two of COMPTEL’s 14 D2 modules are used to accumulate burst spectra
upon receipt of an external trigger from BATSE. The modules would have a 4n sr
fov except for obscuring intervening material. For zenith angles (measured from
the CGRO z-axis) O°<0<45° the D2 modules are obstructed by the D, detectors,
veto domes V1-V3 and the D2 support plate assembly. For angles ©>45° the D2
modules are obstructed by the other CGRO instruments and the electronics.
(See (Morris and Xu 1983) for more details the mass distribution obstructing D2.)
Module D2-14 (low range - LRBM) covers the energy range of -50 keV to 1.1
MeV and module D2-7 (high range - HRBM) covers the energy range -160 keV to
11 MeV, both with 128 channels. These modules are equipped with a dedicated
analog-to-digital converter and electronics subsystem (BSA) described in Winkler
et al. (1986). The electronics accumulate and make histograms of the burst data
over the 128 channels per module integrating over a selectable time interval (the
maximum number of counts per histogram is 65,535).
The BSA operates in four modes (shown in Figure 2.8). The background
mode is the normal mode of operation. Spectra from the burst modules are
accumulated over a period ranging from 2 to 512s per spectrum and then read
out continuously or at a reduced rate. These data are used to investigate
background before and after the burst. The BSA switches to burst mode upon
receipt of a trigger from BATSE. Six burst-mode spectra are accumulated with an
integration time from 0.1 to 25.6s. The BSA then switches to tail mode,
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accumulating 255 spectra with individual integration times of 2-512s. All
integration and readout rates are telecommandable. After the last tail mode
spectra are recorded, background mode is re-entered.
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Figure 2.8 - Sequence of COMPTEL's burst mode subsystem.
(Schdnfelder et al 1993)
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CHAPTER III

NEUTRON TRANSPORT

The 2.223 MeV gamma-ray line in solar flares is produced by neutron
capture on hydrogen. Elastic scattering primarily off hydrogen moderates highenergy neutrons in the solar atmosphere. When they reach thermal energies they
are captured by hydrogen to produce deuterium with the 2.223 MeV line
emission or by 3He that produces no emission. To understand the dynamics of
the 2.223 MeV neutron capture line, we must study the dynamics of neutron
transport and capture in hydrogen. The study of neutron transport and neutron
capture in the solar atmosphere generally requires the use of complex Monte
Carlo simulations. This is because neutrons can undergo many nuclear reactions
with the ambient solar material. In addition the stratified and spherical geometry
of the system must be included. For lower energy neutrons (<10 MeV) inelastic
scattering cross sections are small. This means the only important reactions are
those of elastic neutron scattering off hydrogen and helium, radiative capture with
hydrogen, and non-radiative capture with 3He. This comparatively simple
scenario allows for the neutron transport to be modeled analytically (Young and
Ryan 1997).
The neutron transport equation in its most general form cannot be solved
analytically in any obvious way. Many approximations have been developed to
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obtain analytic solutions for different applications. Most of these analytical
solutions assume that low-order Legendre polynomial expansions yield adequate
representations of the neutron distribution function and the elastic scattering
kernel. They also assume that the average energy loss of a neutron in a collision
is small. These assumptions for a hydrogen medium are not valid. A neutron can
lose all its energy in one collision with hydrogen and the scattering is more
forward directed. Therefore, the full neutron transport equation must be solved
(Weinberg and Wigner 1958; Williams 1966).
We are interested in two regimes of neutron energies, neutrons between
about 1 eV to 10 MeV (moderating region) and neutrons with energies equivalent
to the thermal ambient background (-0.5 eV for the solar photosphere)
(thermalization region). First, we address the neutrons from a few eV to a few
MeV in what we call the slowing down or moderating region. The kinematics of
slowing down is described first, in particular we elaborate on some of the special
properties of elastic scattering in hydrogen. Then we discuss the general
transport equation (Boltzmann equation). Though in most cases the Boltzmann
equation cannot be solved exactly, we will now discuss a few special cases
where closed form analytical solutions exist and provide some useful insight to
the general problem.
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Slowing Down

Kinematics
The slowing down region allows us to make a few approximations in
treating the neutron scattering. We treat the scattering as classical elastic “billiard
ball” scattering, neglect chemical binding and thermal motion, and treat the
nucleus as being at rest, ignoring recoil. We also neglect inelastic scattering in
the center-of-mass frame. Elastic scattering is the primary source of energy loss
for neutrons during moderation. In the non-relativistic regime the scattering is
isotropic in the center-of-mass frame (Beckurts and Wirtz 1964).
In the laboratory frame we start with a neutron of mass m, travelling with
speed v. It is incident upon a nucleus of mass mA at rest (Figure 3.1).

(BEFORE)

(AFTER)

(neutron)
m (neutron)

mA (nuclei)

Vn

(nuclei)

center of mass

Figure 3.1 - Kinematics of elastic scattering of a neutron with a nucleus in
the laboratory frame.
The center of mass is travelling in the same direction as the neutron with
speed vm =m vJM +m = vJA+ 1. If we transform to the center of mass system, the
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neutron has speed vn-vm and the nucleus has a speed - v ^ . This collision
elastic so energy and momentum are conserved (Figure 3.2).

(BEFORE)

(AFTER)

(neutron)
m (neutron)

Vn * Vcm

mA (nuclei)
•V cm

V n -V c m

(nuclei)
“ Vcm

center of mass

Figure 3.2 - Kinematics of elastic scattering of a neutron with a
nucleus in the center of mass frame.

Vectorially, v=(vn-vcm) + vcmas shown is Figure 3.3.

“Vcm

Vn - Vcm
'em

Figure 3.3 - Vector diagram relating the laboratory and center-of-mass
frames for neutron-nucleus elastic scattering.
From this we can solve for v z in terms of v z, A, and ^

= cos0cm.

*1‘* ^ [ i+ 2 ^ ~ +^2] ra
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We can also write the relationship between the center of mass and laboratory
angles as (Vo-v^p^, +

^P

l where

pL=cos0L. Using equation 3.1 and the fact

that Van=v/'r/(1+'4)we obtain the relation

ft. = -----'4/i°n+1

y (3.2)

This problem is nonrelativistic so we can write vVv2,, as EVE. If the parameter

is introduced (Beckurts and Wirtz 1964) equation 4.1 becomes

y = i[(1 + a ) + ( 1 - a ) ftj( 3 .4 )
The minimum and maximum of p ^ are -1 and 1, so the range of E IE can be
written as
c c E '< E < E '( 3.5)

Equation 3.5 corresponds to the energy range of the scattered neutron. The case
for hydrogen is special. The energy loss range for a neutron scattered off
hydrogen is 0 < E < E . This shows that hydrogen is the most efficient moderator
material and has the distinction of being the only moderator in which a scattered
neutron can lose all of its energy in one collision. This will be an important
consideration neutron transport problems.
For energies in the slowing down regime (few eV to ~10MeV) neutron scattering
is s-wave scattering and is isotropic in the center-of-mass frame (Beckurts and
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Wirtz 1964). The probability that a neutron of energy E before a collision acquires
an energy in the range E ' to F + dE ' is P (E -> E )d E . We know from equation 3.4
that the energy E is uniquely connected to pcmwhere P (E -> E )d E = g ^ ^ d n ^ is
the probability

lies between pOT and p^+dp^,. This can be found by

calculating the probability of scattering into a solid angle dco, dco = dA/4n. For an
isotropic system dco = 27tsinecmdecm/47t or dco = 1/2 dpOT so c^PcJ = 1/2 (Beckurts
and Wirtz 1964). Using this result and equation and equation 3.4,

Now the average angular distribution in the laboratory frame can be evaluated by
averaging pL over +1 to -1 giving <pL> = 2/3A. For a light moderator the forward
direction is preferred but the scattering becomes more isotropic for heavy
moderators, 2/3A -+ 0.
Also of interest is the average energy loss per collision,AE = -^ (1 - a ). This
depends on energy and A but the fractional energy loss depends only on A,
=

~ a ) (Beckurts and Wirtz 1964). For hydrogen, the fractional energy

loss per collision is 1/2. Logarithmic energy loss intervals during moderation are
equally spaced. This motivates the introduction of a new variable called lethargy,
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where E0 is the source energy of a neutron at energy E (Beckurts and Wirtz
1964). The average logarithmic energy loss (Beckurts and Wirtz 1964) is

£ = logf%■! = 1+ - ^ - lo g a . (3.8)
\E J
1- a
The quantity £ is approximately

-for large A and it is unity for hydrogen.
(4 + 2/3)

The quantity \ can be used to estimate the average number of scatters, n, to
m oderate

K

.

a

neutron

J Eo')

n% = l0^ y J or n =

with

,09( E / ^ )

source

energy

E 0 to

energy

E,

U

■ g -~ = |-

Table 3.1 contains A, a,

n, density and fractional energy loss for ions in the

solar photosphere for moderation from 10 MeV to 1/2 eV (corresponding to 6000
K).

1H

1017

1

0

1

14.5

0.5

4He

8.5*1015

4

0.36

0.425

34

0.32

3He

5*1012

3

0.25

0.5379

27

0.375

C

3.3*1013

12

0.716

0.158

92

0.142

N

9.1 *1012

14

0.751

0.1364

106

0.1245

O

6.6*1013

16

0.778

0.12

121

0.111

Ne

8.3*1012

20

0.9025

0.0504

287

0.049

Table 3.1 - The moderation of neutrons from 10 MeV to 1/2 eV (6000 K) in
several moderators with their density in the solar photosphere. The
calculated moderation parameters are a, %, n, and AE/E.

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

The Transport Equation
The differential neutron density n(r,£2,E,<)dVd£2dE is the number of
neutrons in the volume element d V whose flight direction is characterized by the
unit vector £2, lying in the differential solid angle d£2 around £2, with position
vector r, and with kinetic energy between E and E+dE. The quantity n(r,£2,E,f)
has units of cm'3 sr'1 ev'1 and is thus the number density of neutrons with
energies in a unit interval around E and flight directions in a unit solid angle
around £2. The differential neutron flux is defined by F(r,£2,E,Q d£2dE = v
/7 (r,£2 ,E,/)d£2 dEwhere v = ^]2E/m is the non-relativistic neutron velocity.
The description of neutron behavior in energy, time, and space is
described by neutron balance (Beckurts and Wirtz 1964; Williams 1966).
1. Leakage out of the volume V:
V -(& F (rA ,E J ))d V d & d E = & -V F (r,Q ,E ,t)d V d Q d E (3.9)

2. Loss due to absorption and scattering into other directions:
2 t { E ) F ( l n , E , t ) d V < £ l d E , 2 t = 2 a + 2 S (3.10)
3. In scattering of neutrons from other directions:

J4J

Ss(£2'

E ) F ( f ,Q .',E ',t ) d Q .'d E 'd & d E (3.11)

%
4. The production of neutrons in volume d i/b y a source density S:
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S(r,Q ,E,t)dVdQ dE (3.12)

The sum of all these terms gives the time rate of change of the differential
neutron density that is an integro-differential equation in seven variables called
the transport or Boltzmann equation,

U F ( r A , E , t ) = _ q . v F (r,6 ,E ,f)-2 ;t(E)F(r,Q,g.Q
Bt

v

, (3.13)

+JJ Z s(ft' -» ft,E ' -» E)F(r, ft', E', t)dQ 'dE ' + S(r, ft, E)
With this equation, the appropriate boundary conditions are necessary to
solve for the vector flux intensity arising from a source distribution. Two
particular boundary conditions are important. At the interface G between a
medium A and medium B continuity demands that for all rG, f t , and E,
FA(rG,Q,E) = FB(rG,Q ,E). At the interface between the scattering medium and

a vacuum or totally absorbing medium for all inward directed neutrons the flux
at the boundary must be zero, i.e., F(rG,ft,E) = 0.

Steady State and Time-dependent Solutions
The first problems we solve are the time-dependent and steady state
solutions for an infinite homogeneous medium, i.e., one with no spatial
gradients or no net neutron current. It is convenient to work in terms of
lethargy instead of energy. Using the relation for the angular flux in lethargy,

0 ( u ,r , Q ,t ) = 0{ E ,r ,Q ,t )

dE
(3.14)
du

and integrating over all directions, we obtain the lethargy Boltzmann equation,
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- ^ S + X ( u ) 4 > ( u , ( ) = f cfo'2,(u%(u-u')<I>(o',f) + S(ul()(3.15)
v «
where g=log(1/a) and Z(u) = Ss(u) + Ea(a). We treat the scattering as isotropic
in the CM frame so equation 4.11 in lethargy gives f0(u - u') = e°'_t//(1 - a) (the
isotropic scattering kernel) (Beckurts and Wirtz 1964). The Boltzmann
equation is then

- ^ r ^ + 2 ( u ) < K u , f ) = — ! - r f d u 'S s(u')e“--“ 4.(u',()+S(u,().(3.16)
Finding a solution is aided by using the slowing down density, q[u,f), which is
defined as the number of neutrons in unit time and volume that pass from a
lethargy less that u to a lethargy greater than u, minus the number which
cross u in the opposite direction. In the slowing down region there is no up
scattering so q{u,f) is written as
u

J

q{u,f)=

u’\q

e ft/

J

u -q

3.17)

u

or for isotropic scattering,

u -q

Slowing Down with Hydrogen
For hydrogen >4=1, a=0 and q=°° so the slowing down density is

q(u) = |

(3.18)

62

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

It is helpful to work with a new variable called the collision density (Beckurts and
Wirtz 1964), <t>(u)=Z(u)<{>(u). A differential equation for <£(u) is obtained by
differentiating q(u) with respect to u and using the relation 4>(u) = q(u) + S(u).
Combining these equations to eliminate q{u) yields the equation

^ ^ + (1 -c (u ))< I> (t/) = S(u) + ^ | ^
du

where c(u) =

du

(3.19)

. Integrating where S(u) = 0 for u < 0 gives the exact solution

u

u

<&(o) = S(u) + 1 S(u')c(u') exp - J (1- c(u'")du
o

V

du ' . (3.20)

u'

For the situation of constant scattering,1/v absorption (capture), and a delta
function source, integration of equation 3.20 gives the solution (Williams 1966)

v3(v0I. + Ia(v)v)
------- i l - l / .
^ s
2 [/+ Sa(v)v/2sf
Q

0 "

=

.—2

( 3 .2 1 )

For zero absorption the collision density is constant and §(u)=Q/I,s{u). This
corresponds to a 1/E slowing down distribution, 0(E)=Cy(ESs(E)).
The next solution of interest is the time-dependent solution for a source
function of S(u,t) = Q8(u)8[f). This solution can be used as a Green function to
find the flux due to an arbitrary neutron source, i.e.,

0(u,t) = J dt'S(u,t')<t>(u,t-t').(3.22)

63

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Taking the Laplace transform of the Boltzmann equation with respect to time we
obtain the fortunate result that the Laplace transform is of the same form as the
steady state solution with 2 a(u)v replaced by the Laplace variable s. If we then
take the inverse Laplace transform by evaluating the residue we obtain,

0(v,f) = O(2svt)s
using the fact that <p(v,t) =

^0

ZsvQt

e ~vZ,t, (3.23)

In the limit that the source energy is infinite

the solution reduces to a function of the dimensionless variable I avt,
<t>(v,t) = Q ( lsvt)2e-vz’t .(3.24)

The last case of interest here is that of arbitrary £a(u) and I s{u) but the
only case for which Laplace inversion is possible is when they both vary as 1/v
(Sneddon 1951; Williams 1966). This solution is constructed by subtracting the
direct contribution of the delta function. By setting <j>{u,s) = x{u,s) +I35(u),
substituting this into the Laplace transformed equation and collecting terms not
directly connected to the delta function we obtain,
u

£ +«u)

X ( u ,s ) =

J d u 'I.s{ u ') x ( u ',s ) e u'~u + p e ~ u, u * 0 and
(3.25)

j8 = Q,u = 0.
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Differentiating the equation for u * 0 and using the boundary condition that the

flux vanishes for lethargy less than zero,£(0 ,s) = Q j

a first order

equation with variable coefficients is obtained.

Z iu>s) = 7 — ~

i2 e x p l - - t / I .

[s + v 0Z(0)]

1 s + Z(0)vo J

(3.26)

Substituting Z a(u) = Za(0)v0/v and Z s{u) = Zs(0)v0/v gives the equation
There is an essential singularity at s = -Z(0)v0 so to invert this equation it must

<i>(u,t) = Qv0S(u)e'v^ o)t +

M
2's (U / V

M

2
2

. (3.27)

U

first be expanded in a Laurent series, after which we obtain,

Energy and Space Dependent Solutions
Here, we solve the energy-space dependent problem. These solutions are
from the work of Mclnerney (1963,1965). For this study, we assume plane
symmetry and an energy-independent scattering cross section with a planar
monoenergetic, isotropic source. The inhomogeneous neutron transport equation
is of the form,

0< J ;- + 1)«>0(*, ft u) = 5^

{U) + cj„" H a - ‘“ 'fe (*, ^

,u -

" ') •(3-28)

Where z is in units of optical depth and c is Zs/Z,.
q -(u- u')

The scattering kernel, f(fi0, u - u ') = —- — S(fxQ- e
2n

-{u-u’y
/z ) implies spherically

symmetric elastic scattering in the center-of-momentum frame. It neglects
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chemical binding and nuclear motion. The procedure for solving this equation
consists of taking the Laplace transform in lethargy. Then a complete set of

Neutron number vs. optical depth

-1

210

-2

CM

-3

—4
< - lethargy
-4

Z 10

-5

optical depth

Figure 3.4 - Neutron distribution as a function of optical depth.
eigenfunctions for the transformed equation can be found. The discrete
eigenfunctions describe diffusion-like behavior of the neutrons that have
undergone many collisions. The continuous eigenfunctions have a spatial
dependence similar to the neutrons that have yet to undergo their first scatter.
This means the discrete eigenfunctions contain the spatially asymptotic flux, and
the continuous eigenfunctions are called transients. The transients are only
important near the source. There are no sources for u > 0, thus the contribution
of the transients for u > 0 is small.
The asymptotic solutions obtained by various authors agree with this
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solution when the appropriate limits are taken (Weinberg and Wigner 1958).
Mclnerney (1965) has also shown that these results agree well with Monte Carlo
calculations over a large range of lethargies. The solution can be expressed in
terms of modified Bessel functions (l0) and exponentials. The angle-integrated
solution is as follows:

e 1 40 > . f

13 re 1 40 '

- u ' x d u ' (3.29)
\

' 3

J

The neutron distribution as a function of optical depth for several different
lethargies is shown in Figure 3.4. The lower energy neutrons travel farthest from
the source. This is what we expect physically because these neutrons have
undergone the most collisions. This is evident in a plot of the distribution as
function of energy (Figure 3.5). The neutrons farthest from the source increase

Neutron number vs.lethargy
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Figure 3.5 - Neutron distribution as a function of lethargy.
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with decreasing lethargy and those near the source are greatest as the lethargy
approaches 0.
Slowing Down with Heavier Elements
Once we consider the moderation of neutrons in a medium other than
hydrogen, we can no longer compute exact solutions for any of the previous
examples we discussed. The parameter a is no longer zero so the energy loss
range no longer starts at zero. This has an advantage though. We can now use
approximations that were not allowed for a hydrogen atmosphere. This stems
from the fact that a neutron cannot lose all energy in a single collision on nuclei
other than hydrogen. There are several techniques available, but the one we
chose to use here is Fermi age theory (Beckurts and Wirtz 1964). The first
approximation we make is that Fick’s law applies. This states that the neutron
current density is proportional to the gradient of the flux, J (r,u ) = -D(u)V4>(r,u),
where D(u) =

1

For heavy moderators since the maximum

energy loss is small we can approximate the collision density as q[u) = 4%,
We now define the Fermi age as,

in place of energy, we can write the transport equation as,

D (u )/&

q(T) + S {r)S{z). (3.31)
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Thermalization
At the end of the slowing-down process, a neutron reaches thermal
energies; i.e., its energies approach those of the moderating medium. At this
point, the neutron diffuses in a random walk until it is either captured or if there is
a free-escape surface, escapes. The transition from the slowing-down regime to
“thermalization” is a continuous process and in general is complicated (Beckurts
and Wirtz 1964). Thermalization in general is a more difficult problem than
slowing-down because now chemical binding and atomic motion are important.
Despite this, certain approximations can be made that still produce useful results.
We will assume the process is discontinuous, i.e., we use the neutron distribution
developed for slowing down as the source for the thermalization problem. Doing
this contradicts an assumption that the slowing-down density could be calculated
assuming the moderating atoms are at rest. In addition, this method assumes the
source of thermal neutrons is already in equilibrium with the thermal distribution.
A useful elementary case is that of an infinite medium with a
homogeneously distributed fast-neutron source. If we assume that absorption
during slowing-down is small. The slowing-down density q and the thermal flux
<£m are space-energy independent. The thermal flux is related to q by the
relationship <^th = g/Ea. A useful relationship is the ratio of the thermal to
epithermal flux. The epithermal flux per unit lethargy <S>ep = q/%Ls is constant
between one eV and several keV because £2S is constant. We then see that
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^tt/^ep =

/^a» >-e-.

thermal flux Is larger the larger the moderating ratio.

This is perfectly exemplified in the interplay between the amount of H and 3He in
the photosphere. The thermal flux and thus the 2.2 MeV emission are very
sensitive to the ratio of the moderating H to the absorbing 3He.
The study of neutron transport and neutron capture in the solar
atmosphere generally requires the use of complex Monte Carlo simulations (Hua
and Lingenfelter 1987). This is because neutrons can undergo many nuclear
reactions with the ambient solar material. In addition, the geometry of the system
must be included. For lower energy neutrons (<10 MeV) general inelastic
scattering cross-sections are small. In the next chapter we show that an interval
during a flare contains lower energy protons and thus low energy neutrons. This
allows us to use our transport model to determine the distribution of thermal
neutrons in the solar atmosphere. This intern allows us to determine the 3He
abundance.
For our model of a hydrogen atmosphere, we chose to use the slowingdown distribution at a lethargy corresponding to thermal neutrons. Neutrons
degrading from 10 MeV to 0.5 eV have a lethargy of 16.8. For this case the
thermal distribution as a function of depth in mean free paths becomes,

( .r + 8.82 )

—
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(3.32)

We can see from the figure 3.6 the distribution of thermal neutron as a function of
depth and lateral displacement. These neutrons are the source of the 2.2 MeV
capture line.

lateral distance
Figure 3.6 - Thermal neutrons due to a source at optical depth 0.
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CHAPTER IV

ANALYSIS

Inverse Problems
Given a measured energy deposit spectrum we can extract spectral
information such as constraints on model parameters and an estimate of the
incident photon spectrum. This is the classic problem of spectral deconvolution or
spectral inversion. In the ideal case this is equivalent to solving an integral
equation for the photon spectrum f(E’) given the measured energy loss spectrum
C(E) and the energy response of the detector R(E’,E),

0,E ) = j R ( E ,E ) f( E ) d E . (4.1)

0
The solution to this deceptively simple equation is part of a larger class of
problems commonly referred to as inverse problems. Many mathematical and
statistical aspects of inverse problems were discussed in by Craig and Brown
(1986) and by Hansen (1998). Here we will discuss some of the assumptions and
challenges associated with solving this problem along with some existing
methods. If we had the exact continuous forms of C and R we could, in principle,
solve the integral equation that is just a Fredholm equation of the first kind (Craig
and Brown 1986; Hansen 1998; Press et al. 1992). The first problem we
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encounter in the search for a solution, due to the discreteness of our measured
data, is the uniqueness of the solution. The count data C(E) are only known for a
discrete set of energies, E„ where i=0,...,n-1. We are then solving a set of n
integral equations but many functions can satisfy a given discrete set of
equations without satisfying our original equation. The first problem is the
existence of a solution at all. The instrument response is seldom described
analytically so that we then must replace the set of integral equations with the
C; =R ijfj for i = 0,...,n-1 and j = 0,...,m-1. (4.2)

matrix equation,
The formal solution of this equation is f=R'1C but usually R‘1 is unbounded and its
computation is sensitive and unstable to small perturbations in the data. The
inverse problem is then termed “ill-posed”.
There exist a number of “classical” methods for numerical inversion of
matrix equations and they were discussed in detail by Craig and Brown (1986),
Hansen (1998), and Press et al. (1992). These methods are classical in the
sense that they explicitly use prior information or make any assumptions about
the source function (Craig and Brown 1986). Due to many shortcomings we do
not use any of these methods but instead use “non-classical” or regularization
methods. The general idea of regularization is to introduce an extra term (or
regularization function <j>) to minimize irregular solutions, i.e.,

i(/) = ||C - /? /f+ 0W a).(4.3)
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The free parameter a is chosen to balance the minimization of the norm (correct
inverse) versus the suppression of noise (smoothing). Many of the regularization
methods discussed in the above texts approach the inverse problem from a
purely deterministic point of view. Due to the need for the understanding of the
measurement errors and the need to determine the statistical significance of the
data, we chose to approach the problem for a statistical formalism. The problem
can be presented in the same fashion as deterministic approaches but instead
we determine our regularizing function statistically (Craig and Brown 1986).
Below, we will discuss two commonly used techniques and we present the use of
a novel new method applied to y-ray spectroscopy. •
Forward Folding
The method of forward folding is commonly used in y-ray and X-ray
astronomy. A model p. is convolved (folded) with the detector response R yielding
a model set of data d. A maximum-likelihood fit of the real data C with the model
data is then preformed maximizing the log of the probability (or in the case of
Gaussian statistics minimizing %2). This procedure has the disadvantage that it is
inherently restricted to the assumed model. One does not obtain an estimate of
the real spectrum but rather a set of parameters associated with that model.
However, when the model choice is appropriate and realistic and the response is
dominated by diagonal elements the inferred spectrum is robust.
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Maximum Entropy
Maximum Entropy methods are also popular for the deconvolution of image data
and have proven to be successful in spectral deconvolution (Gull and Daniel 78,
Gull and Skilling 90). In addition to maximizing a likelihood, prior information in
the form of information entropy S is maximized. Many versions of S have been
defined in the literature. We use S defined by (Gull and Skilling 90),
n

S=

- p,-log(p(-//77(), with mjt being the prior model for p,-. The balance
/=1

between entropy (smoothest solution) and %2 (best fit) is controlled by the
regularization parameter alpha. For a Gaussian likelihood the log probability is
maximized over a and p, i.e. minimizing the quantity - a S + ^ x 2Bayesian Multiscale Regularization
The methods of forward folding (i.e. parameter fitting) and maximum entropy
“deconvolution” (i.e., estimating independent input photon rates for each
individual energy bin), have been used successfully for gamma-ray solar flares
(e.g. Rank, 1996; Share and Murphy, 1995). These methods worked well under
certain conditions but there are situations were they do not apply. These are: 1)
when no reasonable model (e.g. fewer parameters than data bins) is yet known,
for forward folding; 2) when one expects a mixture of broad and narrow features
(e.g. solar flares), for the maximum entropy method; and 3) low count rates and
low signal-to-noise, for both. Low count rates are a problem because these
methods (as they have been implemented) assume Gaussian statistics whereas
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the small numbers require Poisson statistics. Background subtraction techniques
often lead to negative count rates. For Poisson data the Maximum Likelihood
Estimator (MLE) with a Poisson likelihood is appropriate.

Without a

regularization term, trying to estimate the “true” individual input photon rates per
bin can be an ill-posed problem, even without including both broad and narrow
features in the spectrum. One way to implement this regularization, though, is
through the use of a suitable Bayesian prior. Nowak and Kolaczyk (1999)
developed a fast, robust, technique using a Bayesian multiscale framework that
addresses these problems with added algorithmic advantages. We outline this
new approach so that we can apply it to solar flare gamma-ray spectroscopy.
Recent treatments of Poisson inverse problems have augmented the
likelihood equations with a regularization or penalization term as discussed
above. This regularization term stabilizes the otherwise ill posed ML problem.
The regularization term can take the form of a Bayesian prior so that the MLE is
replaced with the Maximum a posteriori (MAP) estimator. If we wish to use a
MAP estimator, we first apply Bayes’ theorem,

pW y) = £ 0 M

(4.3,

This equation relates the likelihood to the posterior with the prior

p(X) and p(y)

being a normalization based on the data. The prior can also be interpreted as a
penalizing function giving the terminology “Penalized MLE”. The MAP estimate is
then the value of X that maximizes the log of the posterior, L{X). Thus, we are
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maximizing L(X) = log p(y|X) + log p(X) + constant or the log of the likelihood plus
the log of the prior.
Multiscale analysis is the study of behavior or structure in data at various
spatial and/or temporal scales (Mallat 1998). One way to address our ill-posed
problem is through a multi-scale framework (Starck, Murtagh, and Bijaoui, 1998).
The usual multi-scale model is formulated with a wavelet decomposition but
wavelets and Poisson data are somewhat incompatible (Kolaczyk 1999b; Nowak
1998). Nowak and Kolaczyk (1999) developed a deconvolution technique that
uses a Bayesian multiscale framework that addresses these problems with other
advantages. Below we outline this new approach and demonstrate its application
to solar flare gamma-ray spectroscopy.
This deconvolution technique was originally developed for use with
Positron Emission Tomography (PET) imaging. We chose to adapt this method
to gamma ray spectroscopy primarily because it addresses the issue of low count
rates, but it has other advantages as well. The first advantage is its
computational simplicity. The technique uses an Estimator Maximization (EM)
algorithm that has a closed-form step at each iteration. A second advantage is
the estimates’ uniqueness. Under reasonable choice of the multiscale priors, the
EM algorithm converges to a unique, global MAP estimate.
The problem at hand is to estimate the photon flux, X, from the observed
count data y. The counts are related to the flux by the relation yn= P(^in),
n=0,...,N-1, where P(p.n) is the Poisson distribution with mean counts m,. The
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mean counts m, are related to the flux by the relation fi = R»A, where R is an N x
M matrix (the response) of transition probabilities. The response, when its rows
are normalized so as to sum to unity, gives the probability that a photon (in
emission space) emitted at energy location m will be detected (in detection
space) at detector channel location n.
It will be useful later in this discussion to introduce the idea of the
“complete data" z(n,m). This is the total number of m to n (emission to detection)
events, z {n ,m ) = P{XmR nm). The indirectly observed count data is then given by
summing the complete data over m, y n = ^ mz {n ,m ). Also, were we able to
detect the photons directly without the detector we would have the direct data,
x m = Ysnz {n ,m ),

from which it follows that x m = P(Am).

To seek a solution of the general inverse problem we must first solve the
direct-data Poisson estimation problem, x m = P(Am). The simplest multiscale
data analysis is the unnormalized Haar analysis, defined as,

(4.4)
*ijn = Xf+vm +

/

2 77+1

>

0,...,2/ -1 ,0 < / < « / - 1 .

The index j refers to the resolution of the analysis, 2], where j = J is the index for
the highest or finest scale and j = 0 is the lowest or coarsest scale. The reason
for using the Haar analysis is that the decomposition is just a summation and that
the sums of independent Poisson variates are also Poisson variates. More
general wavelet decompositions give arbitrary linear combinations of Poisson
variates that are then not necessarily Poisson variates (Kolaczyk 1999a).
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The data {x)k} are the unnormalized Haar scaling coefficients of x. Using
conditional probability relationships, the joint probability of the data in a
multiscale representation can be expressed with the factorized form,

p(x) = P {xQfi) l l IX P rfrM *, I

(4.5)

/= 0 /77=0

This expression holds more generally e.g., Gaussian data (Kolaczyk 1999b).
The parent (xjik), child (xi+12k) relationship is expressed by the conditional
likelihood, Pr(^+1l2m|^,m). The MAP estimation of A requires the likelihood function
of x,

A x | A ) = j[ f p r ( ^ | A f ),(4.6)
k=0

where Pr(x|A) is the Poisson probability density function of x with mean A. The
multiscale expansion of p (x | A) requires that we define the multiscale analysis of
the intensity X, analogous to the analysis of x defined as,
=

0,...,2

—1

(4.7)

= ^ /+1,2*7 + ^ /+1.2^ +1» m = 0 . - - 2/ "

1 -0

< /< J -

1-

The parameters {Ajm} are the unnormalized Haar scaling coefficients of the
intensity X.
Using the definitions for the multiscale analysis of x and X and the
multiscale factorization of Pr(x) we can express the parent-child conditional
likelihood as,
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P ^ ^ /+ \2 m I

^ ^ /+ \2 m

I ^ /,m ’ P /^ n )’ ( 4 - 8 )

where B {x \ n, p) = f ~ jP ^O " p)"~Xi is the binomial distribution with parameters n

and p. The parameters py> = y.- '-2/77are the canonical multiscale parameters for
i/n

the Poisson model and can be viewed as “splitting” factors, governing the
multiscale refinement of the intensity. This type of multiscale analysis was
introduced independently by Timmermann and Nowak (1999) and Kolaczyk
(1999a). We can represent the multiscale analysis of x and X as a binary tree
where the splitting factors are multiplicative weights in the tree’s links. The
complete factorization of the likelihood is then
P (x | A) = P {xQQ | A00) x Y l f j B{xm ,2/77 1^/,m< Pj,m)

(4.9)

/= 0 /77=0

where P(Xoi0|A0io) is just the Poisson probability function of Xq0 with mean A00
Maximum Likelihood Intensity Estimation
A maximum likelihood analysis of the binomial conditional likelihood leads
to a MLE estimation of the splitting parameters (Nowak and Kolaczyk 1999) of
p

A-

= /^ '2m. There is a one-to-one mapping from (p,A00) to X so using the

multiscale synthesis equation (Nowak and Kolaczyk 1999)
■^y+1,2/77 ^"/\ZmPj/n
*/+u/77+l = ' W

1-P />>- /77=0,...,2/ - 1 , 0 < / < y - 1

(4.10)
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and the estimate pJ/n we find the MLE of each intensity element of the finest
scale to b e l ^ = xJm = xm. The MLE returns the raw data as our MLE intensity
estimate, an expected result (Nowak and Kolaczyk 1999). The next step is the
MAP estimation.
Maximum A Posteriori Estimation
The crucial ingredient in moving from a MLE estimation to a Bayesian
estimation is the choice of a prior distribution p(X). An good choice of prior
reflects known or assumed attributes of the intensity and matches the functional
form of the likelihood (in our case Poisson and Poisson-binomial). Conjugate
priors have the computational advantage that they are obtained by updating the
parameters of the prior based on the measurements (Gelman 1995; Nowak and
Kolaczyk 1999). The natural choice of the conjugate prior for the total intensity X ^
is the gamma probability density,
A°’0 ~ r ^ ) A°"°1exP H U = g(A0.0 I Y,s) (4.11)
with parameters y and p where y>0 and 8>0. The choice for modeling the splitting
parameter is as an independent beta distributed random variable,

0<p<1, where B(a.0) is the standard beta function. We have no a priori
knowledge of asymmetry therefore we use only a symmetric beta prior of mean
1/2 with a=p. The prior density for X^ and p is then
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A *w p ) =

g(a0.0 I r , f f l n 4 . 1
/= 0 OT=0

“/>“ /)• (4-13)

In our case the gamma prior has negligible effect so the important parameter is
the beta prior in the splitting parameters (Nowak and Kolaczyk 1999). The beta
priors {tXj} reflect our belief or prior knowledge of the intensities regularity (see).
Combining the prior (Equation 5.13) and the likelihood (Equation 5.9) and using
the conjugacy of the prior with the likelihood produces a posterior density (Nowak
and Kolaczyk 1999),
1
r t K o ’p i x) = g(a0,o i y +^0,0. <5+ i ) n n ^ >
J
J-- 1 2 '- 1

inn/= o m=0

i a/ + * h w ' a i +

- xM.2m\

(4.14)
MAP estimates of the p .Aqqyield

2

—^

Aq.o —

~y°-0

j-f-i

^

(A 1

(4.15)

and

J jn

As with the MLE, the synthesis equations (Equation 4.10) can be used to obtain
a MAP estimate of X. If we chose uniform prior densities, Oj=1 and y=1, 8=0, we
obtain the MLE estimate

= xJjn = x m).

Moving back to the more difficult Poisson inverse problem: As we showed
for the analysis of the directly observed Poisson data, a muitiscale factorization
of the data likelihood played a key role. For the analysis of the indirectly
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observed data (which is our ultimate goal) the complete data likelihood plays a
key role through the EM algorithm. Nowak and Kolaczyk (1999) show that the
complete data likelihood is proportional to the direct data likelihood. The log
complete data posterior is then just a combination of the log complete data
likelihood (Equation 4.9) and the log prior (Equation 4.13),
L(X) = \ogp{X0Q,p | z)

= lo g ^ o o | A00) + logG(A001y,8) +

(4.17)

J - 1 2 '- 1

E X '° 9

I ^/sn< P//n) "**

I

^

/ = 0 /77=0

where C is a constant that does not depend on (p ,^ ). Maximizing Equation 4.17
is simple, one differentiates it with respect to the splitting parameters and the
total intensity. This is given by Equations 4.15 and 4.16, leading to a formulation
of the EM algorithm.
EM Algorithm

The key to the EM algorithm for MLE (Nowak and Kolaczyk 1999) is the
introduction of the complete data, z(n,m). If we could observe these complete
data, we have shown that a closed-form maximizer of the complete data
posterior exists. The EM algorithm iteratively alternates between computing the
expected complete data log-posterior and a maximizer of this function leading to
a MAP estimate of the log-posterior. The problem with the MAP-EM algorithm is
that now the M-step does not have a closed-form solution. Fortunately, Nowack
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and Kolaczyk (1999) solved this problem by taking a multiscale approach that
does have a closed-form M-step.
Starting with an arbitrary positive initialization of X° say X°=1, the E
(estimation) step is equivalent to estimating z(k)(n,m). The M (maximization) step
computes the maximizer of the complete data log-likelihood, yielding A,(kvl). It
turns out that this is found by computing a simple closed-form expression that
involves z(k), X(k), and R. The k+1-st iteration of the E-step and M-step of the
algorithm are:
• E-Step: Compute the expectation of the log posterior, conditioned on y under
the Poisson law induced by A,(k). Thisis equivalent to computing (Nowak and
Kolaczyk 1999),
■(4.18)

1
/=

•

0

M-Step: Maximize the expected

complete-data log-posterior after

transforming into the multiscale representation (Equation 4.17). This is a twostep process.
1. Generate x(k) from z(k).
2. Calculate (^ k+1)00,P0'+1)) using
-

Y+

—

^ fr

1

(4-19)

and
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The intensity X(k+1) is then reconstructed using Equation 4.10.
The algorithm has many desirable properties. As an EM algorithm it has
the standard property that the posterior probability does not decrease with
subsequent iterations and the estimate is non-negative. Also as discussed above
if uniform priors with y =1 and 5=0 are selected, the MLE method is recovered
(Nowak and Kolaczyk 1999). The algorithm also has the feature that it is
computationally simple and is no more demanding than the simple likelihood
approach unlike most other proposed MAP solutions (Nowak and Kolaczyk
1999).
Nowak and Kolaczyk (1999) derived a proof showing that for a certain
choice of prior parameters the MAP converges to a global solution. This proof
further shows that 8 plays no role in the convergence and the convergence
conditions are satisfied if the hyper-parameters a, are essentially doubled with
decreasing j (fine to coarse scale) with a,., > 1. We found through the simulation
of a test line spectrum through the COMPTEL response that a.,., = 2 produced
statistically (and visually) good reconstructions except for the case of count
spectra containing less than 200 source counts. Then a value of a,., = 1.5
produced statistically good reconstructions.
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Unfortunately, errors or confidence intervals in the traditional sense do not
follow (Kolaczyk 1999). In order to produce spectra with which we can then
calculate line fluxes and physicals parameters; we must be able to produce
errors or uncertainties in our estimates. The most straightforward method for this
is to use a parametric bootstrap (Connors 2000; Kolaczyk 2000a; Kolaczyk
2000b; Efron and Tibshirani 1993). The first step in this process is to compute an
estimate of a photon spectrum using the BMS method. One then creates artificial
data by using the estimate times the response as the mean of a Poisson variate.
N of these artificial data are created were N is large, e.g., 10,000. N new
estimates of the spectrum are computed from the N synthetic data. The square

11 June 1991 - Extended Phase

Energy (MeV)

Figure 4.1 - Comparison of Maximum Entropy (large bins) and BMS
deconvolution.
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root of variance we call the error (sigma) for the original spectrum. The errors in
the spectrum produced by a parametric bootstrap are estimates of the combined
errors in the data and the method (Kolaczyk 2000a; Kolaczyk 2000b).
The Figure 4.1 shows a comparison between parts of the extended phase
of the 11 June 1991 flare observed with COMPTEL. The coarser binned
spectrum (black) was deconvolved using a Maximum Entropy technique (Rank
1996). The finer binned spectrum (red) was deconvolved using the BMS method
we presented here. These two spectra are in good agreement with each other as
determined using a x2 test. There are several advantages to the BMS method
over the Maximum Entropy Method. The BMS is computationally simpler, faster
and the solution is more robust. In order to obtain a stable solution using the
Maximum Entropy Method much larger energy bin were required to ensure that
the counts per bin were high. On the other hand the BMS method has allowed for
smaller energy bins this enabling us to obtain more detailed spectral information.
This technique is used in the next chapter to study the spectrum of two gammaray solar flares.
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CHAPTER V

RESULTS AND CONCLUSIONS

20 January 2000
On January 20, 2000, a GOES C4.1 class solar flare occurred. The soft Xray flux began at 8640 s (02:21 UT) peaked at 8760 s (02:26 UT) and ended at
9000 s (02:30 UT). There was no Ha identification but the Nobeyama radio
telescope observed a radio burst from the flare at N15W33 corresponding to
NOAA active region number 8829. COMPTEL’s rapid gamma ray burst response

9600

8700

8750

8800

8850

SoUoyUT

Figure 5.1- Light curves of the 20 January 2000 events observed in
BATSE1024 ms data (solid line) and the COMPTEL telescope
(histogram).
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system was triggered by BATSE at 8642 s. The trigger from BATSE also alerted
OSSE, which subsequently slew its four detectors to the direction of the Sun.
The automated system of COMPTEL imaged the Sun at a significance of
7.2 cr using 94 events recorded from annuli within 1° of the Sun. Significant
emission was detected from approximately 8640 s to 8740 s (Figure 5.1). There
is evidence in the energy loss spectrum for nuclear line emission from - 1 - 1 0

10

8
£

6

I

4

2
0

10
Energy (MeV)
Figure 5.2 - COMPTEL energy loss spectrum of the 20 January 2000 solar
flare.
MeV (Figure 5.2). The flare was only observed in the telescope mode, no
emission was detected in the raw or processed burst data.
OSSE observed emission above one MeV during the time from 8663 s to
8696 s (OSSE solar flare web page). A single power law with photon spectral
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index -2.85±0.3 (Murphy 2000) provided an adequate fit to the OSSE data with
no evidence of nuclear line emission. The total fluence above 50 keV and 1 MeV
was 86±1 and 0.8±0.6 photons cm'2, respectively (Murphy 2000). The OSSE data
place a 2-c upper limit for the 2.223 MeV neutron capture line of 0.4 photon cm'2.
Two solar radio observatories also observed the solar flare. Hiraiso Radio
Spectrograph (HiRAS) observed emission from 8628 to 8940 s in 200 MHz, 500
MHz, and 2.8 GHz light curves and a type III burst in the 25-2500 MHz spectrum
analyzer (HiRAS web page). The Nobeyama Radio heliograph observed the
event from 8641-9261 s with peak flux at 8666 s at 17 and 34 GHz (Nobeyama
web page) (Figure 5.3).

Figure 5.3 - Nobeyama image map of the 20
January 2000 solar flare.
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We selected the analysis interval for the COMPTEL telescope data to be
8640 s to 8740 s. Normally, the background is modeled by using the average of
15 and 16 orbits before and after the event so that the geomagnetic conditions
during the flare are similar. However, due to large data gaps only data 15 orbits
before the flare are available. This limits the ability to produce the most accurate
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Figure 5.4 - Light curves of the January 20 2000 flare, (a) shows 1000
seconds UT until 20000 seconds UT. The flare around 8640 seconds UT
stands out. The region containing the flare between the data gaps at
approximately 8400 seconds UT and 10500 seconds UT are shown in (b).
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background model. Consequently, a different approach to background estimation
was necessary. The next reasonable choice was to choose intervals just before
and just after the flare as the background estimate. In order for this to be an
acceptable choice the background must behave linearly. Figure 5.4(a) shows the
count rates from 1000 s until 20000 s. The flare around 8640 s stands out. The

2.3 to 4 MeV

O
CO
4 to 8 MeV

1.5 to 1.9 MeV

nil nil niw° n im m n nnnilnnF n

liinnni^ maMn lilraA

E V E N T S T IM E ( S E C )

Figure 5.5 - The second light curve interval from Figure 5.4(b) for 6 energy
bans (8400 s to 10500s).
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region containing the flare between the data gaps at approximately 8400 s and
10500 s is shown in figure 5.4(b). The vertical lines show the time intervals for
the chosen source and background. The source interval taken to be 8640 s to
8740 s is labeled s while the before and after background selections are labeled
b and a respectively. Figure (5.5) shows the second light curve from figure 5.4(b)
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.r H i

10

1

E nergy (MeV)
Figure 5.6 - COMPTEL background energy loss spectrum of the 20
January 2000 solar flare.
broken out into 6 energy bans. These light curves show an approximate linear
trend so we accept these background intervals. Figures 5.6 and 5.7 show the
background and background subtracted source energy loss spectrum.
After this suitable background was selected, the energy loss spectrum
(Figure 5.2) and the selected background (Figure 5.6) were deconvolved with the
instrument response to obtain an estimate of the flux spectrum. In order to deal
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effectively with few counts in the energy loss spectrum at energies greater than
~8 MeV, two energy binning were used. The flux spectrum was computed for a
binning of 32 energy bins and 8 energy bins. These two were then combined,
using the finer binning up to 8 MeV and the coarser binning greater than 8 MeV.
Ideally, one would fit a gamma-ray spectrum with the individual
components of the spectrum varying all parameters. Even for a large, intense
event such as the June 4, 1991 event shown in Chapter 1, COMPTEL does not
have the statistics to resolve all the components such as the broad lines. A first
approach even for a large event is to fit the expected strong lines and a
composite spectrum for the remaining lines and continuum, varying only the

10
8
i2

6

I

*
2
0

10

Energy (MeV)
Figure 5.7- Background subtracted COMPTEL energy loss spectrum of
the 20 January 2000 solar flare.
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amplitude of the lines and the composite spectrum. However, for the case of the
January 20 flare, the fitting process is more difficult due the small number of
counts.
Our approach to obtaining a reasonable model fit was to use data from the
BATSE instrument to estimate the intensity and shape of the Bremsstrahlung
continuum. Using the most solar-facing BATSE detector, the data from 30 keV to
1000 MeV was fit with a broken power law with a first index of -3.13±0.5, a break
energy of 86.7 keV and a second index of -2.85±0.02 yielding a continuum flux
above 1 MeV of (3.2±0.2)x10"3 y cm'2 s'1. The higher energy power law for the
BATSE data is consistent with the fit obtained by OSSE.
In addition to the BATSE based power law continuum, different
combinations of several nuclear components were tested. Eight different
combinations were used. The two standard components of all the models were
the power law from BATSE and a narrow line of unknown strength at 2.223 MeV.
The first model contained the addition of 3 narrow lines at 1.1, 1.8, and 4.4 MeV
to account for the 3 strongest features in addition to the 2.2 MeV line (These four
lines were determined significant with a P-value of 3x1 O'3 (3 o) by calculating the
probability, under the assumption the mean rate of the source is zero, of
obtaining as many events as observed or more given the background (see
Cowan 1998 pg. 59)). The second model further included a composite spectrum
of previously identified broad lines (Share and Murphy 1995).
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1
2
3
4
5
6
7
8
9

X
X
X
X

1.1,2.2,1.8,4.4 1.92
1.1,2.2,1.8,4.4 0.96
2.2
1.04
2.2
1.07
2.2
1.06
2.2
1.58
2.2
1.5
1.1,2.2
1.58
1.1,2.2
1.5

X
X
X
X
X
X

8
7
16
15
15
13
13
13
13

0.95
0.54
0.59
0.62
0.61
0.92
0.89
0.92
0.89

Table 5.1 - The set of nine models used in fitting the 20 January 2000
spectrum. The entries with an X indicate the model contained that
component, included with each model is the reduced Chi squared of the fit,
the degrees of freedom, and the probability for rejecting the model.
A third model is the same as the second except that the individual three
strong lines were replaced with a composite of narrow lines based on the June 4,
1991 flare (see below). The fourth and fifth models contained, the broad line
template and the June 4 and 19-flare SMM narrow line templates (see below),
respectively. The sixth and seventh models were like the previous 2 models but
without the broad component. The eighth and ninth models again contained the
June 4 and SMM narrow line templates respectively with the addition of a line at
1.1 MeV because this line is not in the narrow line templates.
The broad line template based on 19 summed SMM flares was used
(Share and Murphy 1995; Share and Murphy 1999). The lines used in the
template were at 0.819 MeV (56Fe), 1.515 MeV (56Fe;24Mg;20N e fS i), 1.979 MeV
(Unresolved narrow lines; scattered n-capture; 14N;160), 4.05 MeV (12C), and
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5.175 MeV (160 ;14N). The two narrow line templates were taken from the results
presented in the OSSE analysis of the June 4 1991 X12+ flare (Murphy et al. 97).
These results presented as fluxes relative to the 6.13 MeV line are shown in
Table 5.2.

1.24
1.37
1.63
1.78
4.44
-5.4
6.13
-7.0

0.35±0.07
0.77±0.09
1.26±0.07
0.60±0.06
1.47±0.06
0.07±0.03
=1.00±0.05
0.95±0.06

0.30±0.03
0.77±0.04
1.36±0.05
0.49±0.04
1.10±0.04
0.26±0.02
=1.00±0.03
0.56±0.02

Table 5.2 - The relative (to 6.13 MeV line) narrow line fluxes used in the
templates fits for the Jun 4 1991 template and the SMM 19-flare template
(Murphy et al. 97).
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Figure 5.8 - The best-fit model for the January 20, 2000 event. The model
consists of a power law based on the BATSE data fit, a broad line
template, and lines at 1.1,1.8,2.2, and 4.4 MeV (model 2).
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A Chi-squared test was used for testing goodness-of-fit against the
hypothesis that the model is acceptable. Models 2 (Figure 5.8), 3 (Figure 5.9), 4
(Figure 5.10), and 5 (Figure 5.11) all produced acceptable fits, with
indistinguishable probabilities (Table 5.1). Of these four models, we chose model
2 because model 2 is the only one that allowed the narrow line positions to float
and it is the only model that contains the significant 1.1 MeV feature.
Using the results from the OSSE solar flare web page (Murphy 2000) and
those of Murphy et al. 97, we can compare this small flare (model 2) to the X12+
class flare from 4 June 1991. Based on the OSSE fluence measured above 1
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>

CD

10

1

Energy (MeV)
Figure 5.9 - The best-fit model for the January 20, 2000 event. The model
consists of a power law based on the BATSE data fit, a broad line
template, and a narrow line at 2.2 MeV (model 3).
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MeV Murphy et al. estimated the 2.223 MeV fluence to be 0.24±0.16 ycm'2. This
is consistent with our measurement of 0.23±0.1 y cm'2. The 4 June 4 1991 flare
had a strong nuclear component with a ratio of the 2.223 MeV fluence to that of
the above 1 MeV fluence (OSSE solar flare web page) of 0.3. For the January 20
event, COMPTEL measurements gave a ratio of 0.28±0.2. The ratio of the 2.223
MeV fluence to the 4.4 MeV fluence gives a measure of the spectral index of the
parent proton population. Using the results of Ramaty (1996), we obtain an index
of > 5.5 (measured ratio was off the scale). These values are shown in Table 5.2.
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Figure 5.10 - The best-fit model for the January 20, 2000 event. The
model consists of a power law based on the BATSE data fit, a narrow
line template (June 4), a broad line template, and a narrow line at 2.2 MeV
(model 4).
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Figure 5.11 -T h e best-fit model for the January 20, 2000 event. The
model consists of a power law based on the BATSE data fit, a narrow
line template (SMM), a broad line template, and a narrow line at 2.2 MeV
(model 5).

2.223 MeV fluence
4.4 MeV fluence
> 1 MeV fluence
2.223-to-4.4 fluence
Proton spectral index
2.223-to- >1 MeV ratio
# > 30 MeV protons

0.23±0.1
1.28±0.1
0.813±0.67
0.18±0.14
>5.5 (a/p = 0.1)
0.24
1x1031

1050±19
189±9
~3500±63
5.56±0.28
3.37±0.1 (a/p = 0.1)
-0.3
(6.7±1.2)x1032

Table 5.3 - A comparison of the COMPTEL measurement of the January 20
2000 C4 GOES event and the OSSE measurement of the June 4 1991 X12+
GOES event.
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One final important comparison for this flare is with the set of gamma-ray
line events observed by SMM. SMM was pivotal in dispelling the idea that
gamma-ray line emission was rare and only occurred in the largest of flares.
However, due to its sensitivity SMM never had a positive detection of nuclear
lines from any of the C class flare that it observed. COMPTEL, which is roughly
an order of magnitude more sensitive than SMM has extended the SMM
distribution of gamma ray flares by roughly an order of magnitude smaller. Rgure
5.9 shows the SMM distribution of flare narrow nuclear line fluence as a function
of the continuum power law fluence and GOES soft X-ray class (Vestrand et al.
1999).

_Class
100

Class

Glass

100

SMM S< la r Flares
S M M S otaiFlai

E
o

E

o

>-

>-

©

o
e
©
3
LL
h.
(0
_©
o
3

©
o
c
©

10

10

3

^a h u a ry2 0 r 2C DO
Rare

u.
©

H-

c

-J
w
©

;;

©

o
3

z

z

o .i
0 .1

1

o.i
10

100

1000

Brems Fluence (y cm*2)

l

10

100

1000

GOES Classification (Watts m 2 x106>

Figure 5.12 - Scatter plots of narrow nuclear line fluence vs. continuum
fluence and GOES classification respectively for the SMM GRS catalog
and the 20 January 2000 event observed with COMPTEL.
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All of these comparisons indicate that as compared to the June 4, 1991
flare and the SMM observed gamma-ray flares, the solar flare on January 20,
2000 is a normal or ordinary gamma-ray line solar flare. Actually, this comparison
has soon that the 4 June 1991 flares is the odd flare of the bunch. It shows an
unusually large electron bremsstrahlung component.
11 June 1991
During the 22nd solar cycle NOAA active region 6659 crossed the solar
disk from 1 June to 15 June 1991 and produced some of the largest flares of that
cycle. Six X-class flares occurred on 1,4,6,9,11, and 15 June 1991. After the X12
flare on 4 June 1991, the Sun was declared a CGRO target-of-opportunity and
CGRO was re-oriented toward the Sun on 9 June 1991. This placed the Sun into
the FoV of all CGRO's instruments from 9 to 15 June 1991. On 11 June 1991 a
X12/3B flare started at 0156 UT as measured by the 1-8 A SXR channel of
GOES-7. The flare sit was at a heliographic location of N31W17. COMPTEL
measured gamma-ray emission from 0.8 to 30 MeV and neutrons for several
hours (Ryan et al. 1993; McConnell et al. 1994; Suleiman et al. 1994). This
included nuclear line emission, 2.223 MeV emission lasting over 5 hours (Rank
1996) and 8-30 MeV Pion decay emission. The EGRET spark chamber could not
observe the impulsive phase due to dead-time effects but observed > 1 GeV
emission for at least 8 hours after the peak. The EGRET spectrum showed no
sign of a high-energy cut-off (Kanbach et al. 1993). EGRET/TASC impulsive
phase measurements of 2.223 MeV emission and nuclear line emission were
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Figure 5.13 - Light curves of the 11 June 1991 X-class solar flare as
measured by the COMPTEL telescope (lower-blue) and burst modes
(upper-green). Included are the observation intervals for COMPTEL, OSSE,
and EGRET/TASC. The curves are slightly offset arbitrarily.
reported (Dunphy et al. 1999; Schneid et al. 1994) along with evidence for pion
emission, neutrons and spectral evolution (Dunphy et al. 1999). OSSE reported
prolonged 2.223 MeV emission (Murphy et al. 1993) and nuclear emission, 0.511
MeV positron-annihilation emission, >16 MeV gamma rays and neutrons.
BATSE-LADs measured HXRs and gamma rays for about one hour in the energy
range of 20 keV to ~1.9 MeV. CGRO was not the only gamma-ray experiment
that observed the 11 June 1991 flare. GRANAT/PHEBUS also reported
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observations of Bremsstrahlung, 2.223 MeV, and nuclear emission during the
impulsive phase of the flare (Trottet et al. 1994; Trottet et al. 1993).
Rgure 5.10 shows a lightcurve of the 11 June 1991 phase with both the
Telescope and Burst modes of COMPTEL. The flare was subdivided into the
three phases as defined by Rank (1996). Also included are the similar phases
defined for an OSSE analysis (Murphy and Share 1999) and an EGRET/TASC
analysis (Dunphy et al. 1999).
The following three tables (5.3, 5.4, and 5.5) list the times intervals used in
the analysis of the 11 June 1991 event for the OSSE, EGRET TASC, and
COMPTEL instruments respectively.

I
II
III
IV

01:58:46-02:07:30
02:07:30-02:11:52
02:11:52-02:23:53
02:23:53 - 02:36:59

7126-7650
7650-7913
7913-8634
8634-9420

Table 5.4 - OSSE TIME INTERVALS for 11 JUNE 91

1-1
I-2
Interphase
II

01:59:15-02:03:06
02:03:06 - 02:09:39
02:09:39-02:12:56
02:12:56-02:40:13

7155-7386
7386-7779
7779-7976
7976-9613

Table 5.5 - EGRET/TASC TIME INTERVALS for 11 JUNE 91

Impulsive
Intermediate
Extended

01:54:54-02:07:11
02:07:11 -02:14:17
02:14:17 - 02:54:00

6895 -7632
7632 - 8058
8058-10440

Table 5.6 - COMPTEL TIME INTERVALS for 11 JUNE 91
104
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The OSSE analysis used three techniques to compute the spectral index
of the parent particle spectrum from the gamma ray measurements. They used
the 6.13/1.63 MeV (160 to 20Ne) line flux ratio, the 0.511/4.44 MeV (positron
decay to 12C) line ratio and the 2.223/4.44 MeV (neutron capture to 12C) line ratio.
During Interval I (peak of the MeV emission), only the first two ratios were
available (0.511/4.44 MeV and 2.223/4.44 MeV ratios). They both gave
consistent power law indices indicating an unbroken power law from -10 to -100
MeV and with an index of -4.5. All three methods were used in interval II but they
did not yield consistent results. Murphy and Share (1999) suggested that this
indicates the power law is broken and that there are possibly two separate
particle populations, one hard and one soft. We will return to this point later.
Interval III (peak of the >16 MeV emission) has a harder index than that I of about
3.2. The consistency of all three methods again indicate an unbroken proton
power law from about 2 to > 100 MeV. The emission > 16 MeV is consistent with
Pion decay. In the last phase (Interval IV) during the decay of the flare the three
techniques do not agree. This is again possibly due to two components, a hard
and soft. The hard component is consistent with the high-energy emission seen
by the EGRET spark chamber.
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The analysis of the EGRET/TASC data by Dunphy et al. (1999) again
breaks the flare into four intervals. Their first two phases, 1-1 and I-2 correspond
to the two peaks in the impulsive phase. Analysis of phase I using the 2.223/4-7
MeV ratio gives a spectral index of -4, consistent with OSSE. During phase I
there is significant 2.0-2.4 MeV and 4.0-8.4 MeV emission but the > 30 MeV
emission is consistent with zero. The interphase does not allow for the
calculation of a spectral index because only the 2.0-2.4 MeV emission is
significant. Phase II gives a spectral index of 3.35±0.10, which is consistent with
the value of 3.2, derived by OSSE. All of the significant > 30 MeV emission is
during phase II and is consistent with the previous assumptions of a pion
component.
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Figure 5.14 - COMPTEL event data for the 11 JUNE 91 flare from 6895 s
to 10440 s.
106

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Before looking at a detailed analysis of the COMPTEL observations it is
useful to look at the event data for the flare and the event data for one of the four
background intervals for comparison. Figure 5.11 shows the COMPTEL
telescope event data for the full time interval, containing the impulsive,
intermediate, and extended phases defined for the COMPTEL analysis. The
event data for the flare show the three distinct phases of the flare. There is strong
excess through all energies during the impulsive phase. During the intermediate
phase the emission is dominated by events around 2.2 MeV and lower, with a
lack of emission above 4 MeV. The greater than 4 MeV emission, especially the
greater than 8 MeV emission is strong again in the extended phase. The other
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Figure 5.15 - COMPTEL event data 15 orbits before the 11 JUNE 91 flare.
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strong feature in the data is the persistence of the 2.2 MeV emission through the
entire event. Figure 5.12 shows the data for one of the four background intervals,
containing data from 15 orbits before the flare. These data show the general
random distribution of the background events at all energies except at energies
above about 8 MeV were there are almost no background events. These event
data (full source and 4 background sets) were then binned in energy space into
128 bins. The resulting background subtracted count spectrum is shown in figure
5.13.
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Figure 5.16 - COMPTEL background subtracted energy loss spectrum for
the entire 11 JUNE 91 flare.
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The energy loss spectrum contains strong line features at 1.63, 2.2, 4.4 and 6.1
MeV. Next this spectrum was deconvolved with the telescope response
generated for the 11 June 1991 flare (based on its location within the COMPTEL
FoV). Figure 5.14 is the photon flux spectrum for the full flare. Included in the plot
is the best fit model composed of the 19 flare SMM broad line template (Share
and Murphy 1995), a power law for the electron Bremsstrahlung component
(determined with BATSE data and PHEBUS (Trottet et al. 1993)), the 10
strongest narrow lines (based on flare modeling) and another power law to
account for pion decay secondary Bremsstrahlung. Table 5.7 is of the fitted
energies and fluences for the 10 strongest lines in the full 11 June 1991 flare.

1.05±0.03
1.33+0.03
1.62±0.02
1.84±0.07
2.22±0.01
2.89±0.23
4.34±0.06
5.04±0.13
6.0±0.19
6.84±0.34

2.19±0.47
2.61 ±0.43
4.74±0.94
3.19±0.6
21.66±3
0.5±0.12
3.51 ±1.46
1.17±0.23
1.99±0.4
1.44±0.3

Table 5.7- The fitted energies and fluences for the 10 strongest lines in the
full 11 June 1991 flare.
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Figure 5.17 - COMPTEL flux spectrum for the entire 11 JUNE 91 flare.

We have separately analyzed the data for each of the 3 phases
(impulsive, intermediate, and extended) defined in table 5.5 (See also Figure
5.13). The impulsive and intermediate phases are more difficult to analyze
because of low statistics due to their short time intervals and high dead time.
Figures 5.15 and 5.16 contain plots of the deconvolved photon flux for the
impuisive and intermediate phases, respectively. The impulsive phase contains
some evidence for line emission at ~1, 1.63, 4.4 and 6.1 MeV with a relatively
small amount of 2.2 MeV emission. The short intermediate phase between the
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impulsive and extended phases is very different from the phase before. Except
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Figure 5.18 - COMPTEL flux spectrum for the impulsive phase of the 11
JUNE 91 flare.
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Figure 5.19 - COMPTEL flux spectrum for the intermediate phase of the 11
JUNE 91 flare.
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for a line around 6 MeV there is little emission between 4-7 MeV. There is
emission below 2 MeV round 1 and 1.6 MeV. The most striking feature is the 2.2
MeV line. This line is strong, dominating all other emission during this phase. The
last phase, the extended phase is plotted in Figure 5.20. The spectrum has
emission that is very similar to the full flare shown in Figure 5.17. As was done in

10
Energy (MeV)

Figure 5.20 - COMPTEL flux spectrum for the extended phase of thel 1
JUNE 91 flare.
the OSSE and EGRET analysis of the flare we calculated ratios of specific line
fluences to obtain an estimate of the parent proton spectrum’s shape. We
calculated the 2.2/4.4 MeV and 1.6/6.1 MeV fluence ratios for all three phases. In
addition we were able to calculate the 4.4+6.1/5.3 MeV fluence ratio. The fluence
ratios and the corresponding estimated spectral indices are shown in Table 5.7.

112

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Impulsive

Intermediate

Extended

1.63-to-6.13 MeV

2.34±0.97

5±0.5

2.22-to-4.44 MeV

2.43±1.08

4.7±1

1.63-to-6.13 MeV

2.27±1.18

4.7±1

2.22-to-4.44 MeV

30.3±10.37

2±0.5

1.63-to-6.13 MeV

1.51 ±0.44

3.8±0.5

2.22-to-4.44 MeV

5.97±1.47

4±0.5

4.4+6.1-to-5.3 MeV

6.2±0.86

3.8±0.1

Table 5.8 - Fluence ratios and the corresponding proton spectral indices
for the impulsive, intermediate and extended phases of the 11 June 1991
flare.
The difficult interval to explain is the Intermediate (Rank 1996) or
Interphase (Murphy and Share 1999, Dunphy et al. 1999) immediately following
the peak of the impulsive phase. All three analysis of this flare using COMPTEL,
OSSE and EGRET data obtained a hard proton spectrum with an index around 2
using the 2.2 to 4-7 MeV fluence ratio. This hard a spectrum would suggests the
possible presence of a high energy Pion component above 8 MeV and an
emission line at 5.3 due to spallation of C and O. However, none of the three
instruments observed such a component. Murphy and Share (1999) argued that
the inconsistencies in their measurements, in the interphase (II) and IV, indicate
a two-component spectrum. Though this is plausible for the extended interval
(IV), we do not agree with this conclusion for the interphase (II). We contend that
this interval only contains a soft spectrum. If it did contain a hard spectrum, we
would expect to see significant emission at 5.3 MeV and above 8 MeV. This is
not seen in OSSE, EGRET/TASC, and not by the more sensitive instrument
COMPTEL.
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Determining the amount of expected charged pion component in the data
with the COMPTEL data is difficult but we can estimate the expected amount of
emission at 5.3 MeV. We were not able to fit a line at 5.3 MeV in the intermediate
phase spectrum but we can estimate an upper limit for the emission. An upper
limit for the measured emission at 5.3 MeV is 0.046 y cm'2. If the parent proton
spectrum was very hard with a spectra index of 2 (as indicated by 2.2-to-4.4
fluence ratio) then based on the measured 4.44 and 6.13 MeV flux we would
expect a fluence of 0.28±0.07 y cm‘2(Ramaty et al 1996; Mandzhavidze and
Ramaty 2000). On the other hand, the softer proton spectrum of 5 (indicated by
the 1.6/6.1 MeV fluence ratio) would produce a fluence of 0.06±0.02 y cm'2. So
the upper limit on the 5.3 MeV fluence is consistent with the softer proton
spectrum.
We contend that the reason a hard spectrum is indicated by the 2.223-to4.44 ratio is simply an indication of the inability of the ratio to give reliable results
and its double valueness in this regime. The ratio turns up sharply because when
the spectrum is soft the only neutron production channel is the p and a on CNO
process. At these lower energies, the ratio turns up because the production of
neutrons continues in this channel but the production of lines from CNO quickly
turns off. So the ratio sharply turns up which is not accounted for in many of the
published results
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Another indicator of the soft spectrum comes from the study of the time
decay of the 2.223 MeV line. The measurements from COMPTEL have been
used to model (Rank 1996) the 2.223 MeV emission with a decay constant of
x=230

s

(long compared to the average 100 s). The time constant x can be

defined as (Prince etal. (1983)),

T =

1.4-1019

8.5-1014

nH

r-n H

where xH is the capture time on hydrogen, xHe is the capture time on 3He, r d is the
neutron decay time, nHis the hydrogen number density, and r is the 3He/H ratio, x
is maximum when r = 0 (no competing radiation less capture on 3He). So if we
set r = 0 and solve for nH when x = 230 s we find that nH = 4.56-1016 cm-3. This
corresponds to a depth above the base of the photosphere of about 170 km
(Fontenla et al. 1993). For an average r of 5-1 O'05(Prince et al. 1983) the depth of
would be about 50 km above the photosphere’s base. These calculations
suggest that the capture time of 230 s means neutrons are being captured higher
up in the photosphere. For neutrons to be captured at a point of lower hydrogen
density and higher height in the photosphere they would have to be of lower
energy or travelling at a shallow angle in the atmosphere. The existence of low
energy neutrons would indicate that the proton spectrum during this part of the
flare was soft not hard. So given the indication of a soft spectrum in terms of
unambiguous line ratios and the extremely long 2.223 MeV decay the most
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plausible explanation for the proton spectrum during the interphase is that it has
a very soft spectrum.
Discrete 2.223 MeV Decay Model
Now that we feel strongly that the interphase has a very soft proton
spectrum we can use that information to obtain other information, namely we can
estimate the 3He content of the photosphere. What we will use is the neutron
thermalization obtained at the end of chapter IV. This will allow us to calculate
the distribution of thermal neutrons in the solar atmosphere and then calculate
the neutron absorption rate and decay time using a model for the density
distribution for the lower chromosphere and the photosphere (Fontenla et al.
1993). Previous calculations of the 3He content in the photosphere have not used
information about the spatial distribution of the thermal neutrons. They only used
a single average depth and so a single atmosphere density to calculate the
3He/H ratio. We will now use our calculations of neutron transport to calculate a
more realistic ratio using the spatial distribution of the thermal neutrons.
Since the protons spectrum is soft, the neutron spectrum is dominated by
low energy neutrons (<10 MeV). This allows the use of the analytical neutron
transport outlined in chapter IV because we do not have to worry about inelastic
scattering. Since the low energy neutrons are created mainly by p and alpha on
CNO we assume an evaporation neutron spectrum (Lingenfelter and Ramaty
67) of the form,

f(E) = |- e x p ( ^ ) ,
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where E is the neutron energy and 0 is the temperature of the excited nucleus,
~1.5 MeV. This spectrum is peaked around 2 MeV so the energy of the neutrons
is chosen to be an impulse at 2 MeV. This starting energy for thermal neutrons
corresponds to lethargy of 15. As we stated in chapter IV, the distribution is
insensitive to lethargies around 10 or greater. In addition, we showed that the
distribution of thermal neutrons is clustered around the first several mean free
paths. Neutrons produced at the bottom of the chromosphere or top of the
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Figure 5.21 - A cartoon of solar flare neutrons hitting the top of the
photosphere and thermalizing in a stratified atmosphere. The left side of
the figure shows the height of the photosphere relative to a zero point
where the optical depth (optical light) in the photosphere is unity. The
right shows the hydrogen number density and the neutron optical depth
for the layers.
photosphere would not see material until around an altitude of 500 km in the
photosphere. Above this point, the densities are such that a neutron would have
a mean free path of several thousand km. At around 500 km, the first density
plateau in the photosphere starts at a hydrogen density of about 1015 cm"3. Here
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the mean free path of the neutron is a few hundred km. The next density level at
300 km is about 1016 cm"3. Here the neutrons have average mean free paths on
the order of tens of km. By 100 km, the density levels out at 1017 cm"3 and
increases much more slowly to 1018 cm'3 at the 0 km mark where the optical
depth of one defines the base of the photosphere. Therefore, thermal neutrons
from the lower energy neutrons cluster around the layers at 500, 300 and 100 km
with decreasing neutron density (see cartoon in Figure 5.21). Using the
distribution for thermal neutrons we calculated, we then have the fraction of
neutrons at these three levels. If we start by assuming there is no 3He we can
compute the decay time at each of these three levels and weight their sums by
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Figure 5.22 - 3He/H ratios for 2 June 1980 (Chupp et al. 1981), 3 June 1982
(Hua and Lingenfelter 1987), 4 June 1991 (Murphy et al. 1997), and 11 June
1991 (a) (Rank 1996) and (b) this work.
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the fraction of thermal neutrons at each level. This gives us a neutron capture
time of 473 s. This is clearly too high so we can calculate how much 3He is
needed to obtain the corrected time calculated from the COMPTEL data (Rank
1996). The value obtained from COMPTEL is 230 s with a 1 cr range of 140-390
s. This gives a 3He/H ratio of 8.7e-05 with a 1 a range of 1.96e-04 to 1.75e-05.
Previous values that have been reported are 5e-05 (no error reported) for the 7
June 1980 flare (Chupp et al. 1981), (2.3±1,2)e-05 for the 3 June 1982 flare (Hua
and Lingenfelter 1987), 2.3e-05 (2 cr upper-limit) for the 4 June 1991 flare
(Murphy et al. 1997) and (3.0±1.6)e-05 for this flare (Rank 1996). The distribution
of these values is shown in Figure 5.22.
Conclusions
The purpose of this work is to present an explanation of the puzzle
presented by the spectral observations by CGRO of the intermediate phase of
the 11 June 1991 solar flare. Analysis of observations by OSSE (Murphy and
Share 1999), COMPTEL (Rank 1996) and EGRET (Dunphy et al. 1999) using
standard spectroscopy methods indicates the presence of both a hard and a soft
parent proton spectrum. We present a fine-tuning of and application of a new
spectroscopy technique to the COMPTEL observations. We then show that the
theoretically expected emission from a hard proton spectrum is not observed by
COMPTEL. We conclude that the lack of this predicted emission and the longer
than normal 2.223 MeV emission decay time (Rank 1996) can only be due to a
soft parent proton spectrum. This means that the region of 2.223/4-7 MeV
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fluence space is largely unexplored for soft proton spectra. The use of this ratio
must be reexamined for proton spectra with indices greater than 5 or 6. We then
apply a model we developed for the transport of neutrons created from a soft
proton spectrum to determine the photospheric 3He abundance during this flare.
We calculated a 3He/H ratio of 8.7e-05 with a 1 cr range of 1.96e-04 to 1.75e-05
for this flare using this new model. This is larger than all previous values
reported.
In addition we present an additional flare observation from COMPTEL. In
response to a BACODINE cosmic gamma-ray burst alert, COMPTEL on the
CGRO recorded gamma rays above 1 MeV from the C4 flare at 0221 UT 20
January 2000. This event, though at the limits of COMPTEL’s sensitivity, clearly
shows a nuclear line excess above the continuum. Using the new spectroscopy
techniques we are able to resolve individual lines. This has allows us to make a
basic comparison of this event with the GRL flare distribution from SMM and also
compare this flare with a well-observed large GRL flare seen by OSSE. We show
that this flare is normal, i.e., it is a natural extension of the SMM distribution of
flares. The analysis of this flare means there is no evidence for a lower flare size
for proton acceleration. Protons even in small flares contain a large part of the
accelerated particle energy.
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