Site and bond percolation thresholds are calculated for the face centered cubic, body centered cubic and diamond lattices in 4, 5, and 6 dimensions. The results are used to study the behaviour of percolation thresholds as a functions of dimension. It is shown that the predictions from a recently proposed invariant for percolation thresholds are not satisfactory for these lattices.
Introduction
Percolation problems have a wide range of applicability, and have therefore attracted a fair bit of attention over many years 1 . Nevertheless the percolation thresholds, which are among the basic quantities for percolation on lattices, have been calculated exactly for only a few two-dimensional lattices. For many other lattices these thresholds have been calculated numerically. These numerical values can then be analysed, to determine regular behaviour, or trends, as a function of the lattice coordination number, dimensionality, etc. A limited review of such efforts has been given elsewhere 2 . Recently, Galam and Mauger 3 proposed an invariant for site and bond percolation thresholds, p cs and p cb respectively. The proposed invariant reads
where d is the dimension of the lattice, and a s , a b , and δ are positive constants. The lattices studied by Galam and Mauger were divided into two classes, and for each of these classes the values of the parameters were fitted. The values for the first class were {a s = 0.3670; a b = 0.6897; δ = 1.3638}, while for the second class {a s = 0.6068; a b = 0.9346; δ = 1.9340}. For the lattices used by Galam and Mauger, the numerical results for this invariant are indeed constant within 5%. Although the deviations up to 5% cannot be explained by the inaccuracy in the values for the percolation thresholds, it is an interesting observation that the above combination Error estimates concerning the last digit are indicated between brackets. 
of percolation thresholds yields almost constant values. Especially the absence of coordination number q in the invariant makes it valuable. However, the invariant can be tested on more lattices for which the percolation thresholds are known. We list data for many lattices in this article, obtained from various sources in literature. However, for some of the higher dimensional lattices, only site-or only bond percolation thresholds were known. Therefore the 'missing' values are computed here, so that the invariant can be calculated for these lattices as well. Moreover, it is interesting to study the scaling of percolation thresholds as a function of dimension for some of the important lattices, like the face centered cubic lattice (fcc), the body centered cubic lattice (bcc) and the diamond lattice. This paper is organised as follows. In section 2, definitions are given for the fcc, bcc, and diamond lattices in higher dimensions. The cluster algorithm and some implementation issues are discussed in section 3, after which the results are presented in section 4. Finally, section 5 contains a discussion of the results.
Lattice definitions in higher dimensions
For the definitions of lattices in d dimensions, we refer to Conway and Sloane 4 for the face centered cubic and body centered cubic lattice, and to Van der Marck 5 for the diamond and Kagomé lattice. For completeness, we briefly describe here the generalisation of the fcc, bcc and diamond lattices to higher dimensions. First we need to have, for each lattice, a set of d independent lattice vectors. A point is called a lattice site if and only if it is an integer combination of these vectors. Secondly, we want to know the neighbours of a site, described in terms of the lattice vectors. We will denote an orthonormal basis of d-dimensional space by x i .
The d-dimensional fcc lattice is the set of points in Z Z n , for which the sum of the coordinates is even. Conway and Sloane use the notation 'D d ' for this lattice 4 . (Note that D d is the 'closest packed' lattice for d = 3, 4 and 5, but not for higher dimensions 6 .) Each site has 2d(d − 1) neighbours at a relative location ±x i ± x j , for i, j = 1, . . . , d (i = j). As a set of lattice vectors one can choose f i = x 1 + x i . The neighbours of a site are given in terms of these lattice vectors as 
Error estimates concerning the last digit are indicated between brackets. A site in the d-dimensional bcc lattice has 2 d neighbours, located at
. This is dubbed the 'generalized bcc net' by Conway and Sloane 4 . A possible set of lattice vectors is
The neighbours of a site are given in terms of these vectors by
The d-dimensional diamond lattice is a lattice with a 2-point basis. Let us call the two points in the basis A and B. The full lattice is built by translation of the lattice basis over d independent vectors t i . Each A-site has d + 1 neighbours of type B. One of these neighbours is the B-site in the same basis, while the other d neighbours are the B-type sites at a relative location t i . Each B-site also has d + 1 neighbours, one of which is the A-site in the same basis and the others are the A-type sites at a relative location −t i .
Lattice coding and cluster algorithm
Two programs to calculate percolation thresholds were developed. One program was geared towards the handling of any desired lattice topology, the other towards speed and efficient memory usage for certain specific lattices a . In the general purpose program to calculate percolation thresholds we used a generic method to specify a lattice. The bonds connected to lattice sites were coded in Fortran as NB SITES(QMAX,NSITES), where NSITES is the total number of sites in the lattice, and QMAX is the maximum number of bonds connected to a site (maximum coordination number). The integer value of NB SITES(I,S) was set to the bond number of the i th bond connected to site s. The sites connected to bonds were coded as NB BONDS(2,NBONDS), where NBONDS is the total number of bonds in the lattice. In other words, link i connects site NB BONDS(1,I) and NB BONDS(2,I). The two arrays NB SITES and NB BONDS together specify the topology of the lattice completely. 
When we want to calculate a percolation threshold for such a lattice, we need a cluster algorithm, e.g. the one proposed by Hoshen and Kopelman 7 . This algorithm works by assigning a cluster label m to each site and bond. (It is assumed that m > 0.) In addition to the arrays to hold these labels, the algorithm uses one other array N (m). For each proper label, N (m) is greater than zero (by definition of 'proper'), in which case it holds the number of sites and bonds that belong to the cluster m. For a non-proper label N (m) is negative, and −N (m) refers to a label m ′ , which is the cluster that cluster m has been merged with. The algorithm consists of the following steps.
• Initialise by setting N (m) ← 0 for all m, and m next ← 1.
• Loop over all sites and bonds of the lattice.
• For each new occupied site and bond one encounters, one has to determine which cluster it belongs to. To this end, loop over the neighbours that one already determined a cluster label for. Three different situations can occur. -Determine the lowest cluster label, m low , of these neighbours.
-For all other labels m other , set N (m other ) ← −m low , and
-For the current site or bond, set m ← m low , and N (m) ← N (m) + 1.
In this algorithm, it is important to know the neighbours of a site or bond. The specification of neighbours is the only item that is lattice-specific. When one is interested in site-bond percolation, the neighbours of a site are directly given by the NB SITES array, and the neighbours of a bond by the NB BONDS array. Therefore the implementation of the Hoshen-Kopelman algorithm is fairly straightforward for site-bond problems. There is but one important difference with the algorithm as described by Hoshen and Kopelman, which is that in their article, the networks could be traversed in an ordered way, whereas here we cannot. Let us take as an example the square lattice in two dimensions. If the loop over sites is performed as
Here, on the other hand, we are dealing with a generic lattice, which has no definite order, and hence one cannot traverse the lattice from one side to the other in a regular way. Therefore it is not a priori clear which neighbours have already been visited and hence have been assigned a cluster label. This problem can be solved by a suitable initialisation. For instance, we can define arrays to hold the cluster label per site (LS(NSITES)) and per bond (LB(NBONDS)). During initialisation we can set LS(I)=0 for occupied sites and LS(I)=-1 for empty ones, and similarly for bonds. In the couse of the algorithm, the sites for which LS(I)=0 will be assigned a valid label LS(I)=m. Since valid labels are greater than zero, one can, at any time during the algorithm, recognise which sites are 'empty', which ones are 'occupied but unassigned', and which ones are 'assigned'.
Having performed the cluster algorithm, one still has to decide whether there is a percolating cluster or not. One has to define, therefore, what is percolation on this lattice: from where to where does a cluster have to extend, to be called percolating? In other words, one should define a beginning of the lattice and an end (or an 'IN' and an 'OUT'). For example, one can arrange the list of sites such that the last N out sites will be the exit of the lattice and the last N in before that will be the entrance. Having done so, one can loop over the entrance sites and mark the clusters that are connected to it. The final step is then to loop over the exit sites, to see whether there is a 'marked' cluster connected to the exit. If so, there is a percolating cluster, and otherwise there is not.
The marking of a cluster can be done in various ways, for example by adding N s+b to N (m), where N s+b is the total number of bonds and sites. Because the total number of sites and bonds that can belong to any cluster is at maximum N s+b , this method is allowed: any cluster with N (m) > N s+b is marked as connected to the entrance, and consists of N (m) − N s+b sites and bonds.
The cases of site-site percolation or bond-bond percolation are special cases of site-bond percolation. One can e.g. calculate the bond-bond percolation thresholds by simply making sure that all sites are 'occupied'.
The special purpose program to calculate the site percolation thresholds for several lattices is both faster and more economic in the use of memory, and was written in C. For the Bravais lattices, this is achieved by only using an array for the sites sites(x,y,. . .) and an array for N (m). These lattices can be traversed in a structured way, so that we know in advance which neighbours have been visited before, and which ones haven't. The specification of the neighbours of a site is done, for the four-dimensional fcc lattice, by These statements specify 12 neighbours, out of a total of 24 for a site on the fourdimensional fcc lattice. The first six of these neighbours correspond with the first line in Eq. (2), the last six with the second line. The above neighbours are only the ones that have been visited before, because the loop over sites is performed with the loop over 'ia' as the outer-most loop, and the loop over 'ix' as the inner-most loop. For each of the neighbours, ixp gives the x-displacement with respect to the current site.
For non-Bravais lattices, like the diamond lattice, the sites array was given an extra dimension l, where l runs over the sites in the basis of the lattice. For the diamond lattice in d dimensions, the basis consists of 2 sites. The loop over l was implemented as the inner-most loop. The neighbours of a site can then be specified as follows. The sites of type A are treated differently from the sites of type B. 
Results
The percolation thresholds of fcc, bcc, and diamond lattices are given in Tables 1-4 , for several lattice sizes. All the results were obtained with runs on a Sun Sparc workstation with 320 Mb internal memory. The values in Table 4 were calculated by use of the general purpose program. This program allowed only limited lattice sizes, for which it is not sure that the scaling relation
holds. Therefore an estimate was made of a possible systematic error. This was done by comparing a fit of the scaling relation to the last three data points and a fit to the last two data points. The estimate is given as the error margin for p c (∞) in the table. During the fitting procedure the value of the exponent ν was fixed at 0.88 in three dimensions, and ν = 0.68, 0.57, 0.5 in 4, 5 and 6 dimensions respectively 1 . As a check on the results for p c (∞), we also used an alternative method to determine the value for the percolation thresholds at L = ∞. When we define
we can use the relation
With the use of this relation, the value of p c (∞) can be fitted, without knowledge of the value of the exponent ν. The results of this fit are shown in the row marked 'check' in Table 4 . They confirm the values of the row marked 'p c (∞)'. The results in Tables 1-3 were obtained using the special purpose program, which was designed to suit the particular lattice at hand. Fits to the data points show that the values in the tables are within the scaling regime, see Fig. 1 . Therefore the error margins quoted here for p c (∞) are the ones indicated by the fit. The values for the fcc lattices in Table 1 Tables 1-3 . Furthermore, it is not clear how the Zallen results have been calculated, nor how large their estimated error margin is.
Discussion
Percolation thresholds of many lattices are listed in Table 5 . The results for the deviation of C = from 1 is also listed. When we focus on the results for the invariant C, it is interesting to compare the triangular lattice with the octagonal lattice. Both lattices are isotropic lattices, with (average) coordination number 6. Both lattices are fully triangulated, and hence have equal site percolation thresholds 9 p cs = 1 2 . Nevertheless, their bond percolation threshold differ: p cb = 2 sin(π/18) = 0.347 296 . . . 9 for the triangular lattice vs. p cb = 0.3237 ± 0.0006 10 for the octagonal lattice. Therefore, the value of C for these lattices is quite different, Eq. (7), class 1 Eq. (7), class 2 cubic fcc bcc Kagome diamond others 
for site percolation thresholds, and
for bond percolation thresholds. The thresholds have been plotted in Figs. 2 and 3 , together with the Galam and Mauger fit. The bond percolation thresholds, Fig. 3 , all seem to have the same trend, and the fit captures that trend quite well. The site percolation thresholds, however, show a much more complicated behaviour (Fig. 2) . The deviations from the Galam and Mauger fit are increasing with dimension, but also it looks as if there is a spread in the thresholds, even though they follow a general trend. The Kagomé lattices should be considered separately, since their scaling behaviour has been shown to differ from the scaling for hypercubic lattices 5 . In conclusion, site and bond percolation threshold have been calculated for several lattices in up to six dimensions. The scaling behaviour of these percolation thresholds as a function of dimension is sometimes different than for other known lattices. It may therefore be necessary to introduce more separate classes to allow for the variation in behaviour, e.g. a separate class for each dimension. If the deviations would then become smaller again, the invariant proposed by Galam and Mauger would still have the remarkable property of being independent of the coordination number. 
