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Abstrakt
Tato pra´ce se zaby´va´ hleda´nı´m cesty robota za pomocı´ Bug algoritmu˚ a Potencia´lovy´ch polı´. Jsou
zde popsa´ny jednotlive´ Bug algoritmy, je zde vysveˇtlen princip Potencia´lovy´ch polı´ a zpu˚sob hleda´nı´
cesty v teˇchto polı´ch. Soucˇa´stı´ te´to pra´ce jsou take´ java applety slouzˇı´cı´ pro demonstraci funkcˇnosti
a principu teˇchto algoritmu˚, je zde uveden na´vrh i popis implementace a ovla´da´nı´ teˇchto appletu˚.
Abstract
This thesis deals with methods of path-finding for robot, rather path-finding with Bug algorithms
and Potential fields. The thesis descibes individual Bug algorithms just as theoretical principles of
Potential fields and planning paths in this fields. To better demonstration of these algorithms were
created java applets. Design, implementation and control over these applets is also described in this
thesis.
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Kapitola 1
U´vod
Cı´lem te´to bakala´rˇske´ pra´ce je prˇiblı´zˇenı´ problematiky hleda´nı´ cesty pro robota pomocı´ Potencia´-
lovy´ch polı´ a Bug algoritmu˚. V pra´ci jsou vysveˇtleny za´kladnı´ pojmy nutne´ k pochopenı´ zadane´ho
te´matu, da´le pak popis obou prˇı´stupu˚ k hleda´nı´ cesty robotem, tj. kapitola veˇnujı´cı´ se Bug algo-
ritmu˚m a kapitola popisujı´cı´Potencia´lova´ pole. Prˇesneˇji rˇecˇeno kapitola zaby´vajı´cı´ seBug algoritmy
popisuje pouzˇitı´ algoritmu Bug1, Bug2 a Tangent Bug, kapitola veˇnujı´cı´ se Potencia´lovy´m polı´m
popisu hleda´nı´ cesty pomocı´ Algoritmu za´plavove´ho vyplnˇova´nı´ a Harmonicky´ch potencia´lovy´ch
polı´. Da´le je v te´to pra´ci popsa´n na´vrh, implementace a ovla´da´nı´ java appletu˚, ktere´ jsou vytvorˇeny
k prˇedvedenı´ funkcˇnosti a objasneˇnı´ principu teˇchto algoritmu˚.
Tato pra´ce se sice zaby´va´ hleda´nı´m cesty pro robota, ale mu˚zˇeme si zde nastı´nit neˇktere´ dalsˇı´
oblasti spojene´ s robotem, ktere´ se hleda´nı´ cesty neprˇı´mo doty´kajı´.
Jednou z teˇchto oblastı´ je mapova´nı´, cozˇ znamena´, zˇe robot je schopen mapovat prostrˇedı´, ve
ktere´m se pohybuje. To znamena´, zˇe prˇedem nezna´ prostrˇedı´, ve ktere´m se pohybuje a sestavuje
jeho mapu obsahujı´cı´ du˚lezˇite´ okolnı´ body, ktere´ umozˇnˇujı´ robotovi pozdeˇjsˇı´ lokalizaci v prostrˇedı´.
Dalsˇı´ du˚lezˇitou oblastı´ je pra´veˇ lokalizace, cozˇ je schopnost robota urcˇit svoji aktua´lnı´ po-
zici na mapeˇ podle vzhledu okolnı´ho prostrˇedı´. Robot musı´ umeˇt tuto pozici prˇi pohybu spra´vneˇ
aktualizovat. K tomuto slouzˇı´ naprˇı´klad metoda Kalmanu˚v filtr nebo Monte Carlo Lokalizace.
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Kapitola 2
Za´kladnı´ pojmy
Tato kapitola definuje pro cˇtena´rˇe pojem robot a uva´dı´ ho do te´matiky hleda´nı´ cesty pro robota.
2.1 Robot
Robot je samostatneˇ pracujı´cı´ stroj, vykona´vajı´cı´ urcˇene´ u´koly [11]. Pro rˇı´zenı´ robotu˚ se vyuzˇı´vajı´
pocˇı´tacˇe, ktere´ zpracova´vajı´ vstupnı´ data ze senzoru˚ a rozhodujı´ o jeho dalsˇı´m stavu. Senzor je
zarˇı´zenı´, ktere´ doka´zˇe meˇrˇit neˇjakou vlastnost vneˇjsˇı´ho prostrˇedı´ [5]. Roboty deˇlı´me na:
• staciona´rnı´ roboty – nemohou se pohybovat zmı´sta namı´sto, naprˇ. pru˚myslove´manipula´tory.
Veˇtsˇinou jsou slozˇeny z ramena a chapadla, ktere´ zajisˇt’uje polohova´nı´ uchopene´ho prˇedmeˇtu.
• mobilnı´ roboty –mohou se pohybovat v prostoru zmı´sta namı´sto. Deˇlı´ se do dvou podskupin:
– da´lkoveˇ ovla´dane´ – pracujı´ podle instrukcı´ opera´tora, cˇasto jsou zcela bez inteligence.
– autonomnı´ – na za´kladeˇ instrukcı´ vykona´vajı´ neˇjakou u´lohu, vyuzˇı´vajı´ prvky umeˇle´
inteligence, doka´zˇı´ reagovat na vlivy vneˇjsˇı´ho prostrˇedı´. Vsˇechny tyto u´koly doka´zˇou
zvla´dnout bez pomoci cˇloveˇka.
V te´to pra´ci se budeme zaby´vat pra´veˇ autonomnı´mi roboty, protozˇe doka´zˇou samostatneˇ zpra-
cova´vat podneˇty okolı´ a reagovat na neˇ.
2.2 Hleda´nı´ cesty
Jednou z klı´cˇovy´ch u´loh, ktere´ musı´me v souvislosti s roboty rˇesˇit, je jejich pohyb v prostoru. Proto
musı´ by´t robot schopen si napla´novat nebo vyhledat cestu k zadane´mu cı´li. Veˇtsˇinou platı´, zˇe robot
vykona´vajı´cı´ tuto cestu, se do cı´le mu˚zˇe dostat neˇkolika ru˚zny´mi zpu˚soby. Rea´lneˇ na´s v nejcˇasteˇjsˇı´ch
prˇı´padech zajı´majı´ na´sledujı´cı´ cı´le:
• jak dostat robota z vy´chozı´ do cı´love´ pozice,
• jak se ma´ robot vyhnout prˇeka´zˇka´m, ktere´ blokujı´ cestu,
• jak najı´t nejkratsˇı´ mozˇnou cestu k cı´li,
• jak najı´t cestu pokud mozˇno co nejrychleji.
Existujı´ algoritmy, ktere´ splnˇujı´ neˇktere´ nebo i vsˇechny tyto body, nebo naopak nesplnˇujı´ zˇa´dny´
z nich [7].
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2.2.1 Informovane´ hleda´nı´ cesty
Prˇi hleda´nı´ cesty robot potrˇebuje zna´t mı´sto kam se pohybuje a take´ ma´ kompletnı´ znalost o okolnı´m
prostrˇedı´. Robot nejprve na za´kladeˇ mapy vypocˇı´ta´ svoji trasu a pote´ se zacˇne pohybovat k cı´li.
Cˇasto se pro zna´zorneˇnı´ prostoru vyuzˇı´vajı´ grafy. To znamena´, zˇe cesty po ktery´ch se robot mu˚zˇe
pohybovat zaznacˇı´me jako hrany grafu a pru˚secˇı´ky teˇchto hran oznacˇı´me jako uzly tohoto grafu.
Jednou z kategoriı´ algoritmu˚ vyhleda´vajı´cı´ch cestu je Exaktnı´ pla´nova´nı´. To znamena´, zˇe pokud
existuje cesta k cı´li, tak ji algoritmus spadajı´cı´ do te´to kategorie vzˇdy nalezne. Neˇktere´ algoritmy
mohou by´t prˇi hleda´nı´ cesty naopak me´neˇ prˇesne´ a spolehlive´, naprˇ. pravdeˇpodobnostnı´ algoritmy
[3].
Mezi informovane´ metody patrˇı´ i Potencia´lova´ pole, ktera´ si podrobneˇ prˇedstavı´me pozdeˇji.
Zde jen kra´tce zmı´nı´me neˇktere´ dalsˇı´ mozˇne´ prˇı´stupy:
Lichobeˇzˇnı´kova´ dekompozice
Tento algoritmus deˇlı´ volny´ prostor na lichobeˇzˇnı´ky. Pokud je robot a cı´l v jednom lichobeˇzˇnı´ku,
mu˚zˇe jı´t robot jednodusˇe k cı´li. V opacˇne´m prˇı´padeˇ musı´ najı´t seznam lichobeˇzˇnı´ku˚, prˇes ktere´ se
dostane do cı´le, hleda´ lichobeˇzˇnı´ky, ktere´ majı´ spolecˇnou hranu a vrcholy.
Obra´zek 2.1: Lichobeˇzˇnı´kova´ dekompozice [3]
Graf viditelnosti
Hleda´ nejkratsˇı´ cestu mezi pozicı´ robota a cı´le, ktere´ spolecˇneˇ s vrcholy prˇeka´zˇek tvorˇı´ vrcholy
grafu. Pokud se dva vrcholy grafu vidı´, tak se spojı´ hranou. Cesta je pak hleda´na prˇes tyto hrany.
Obra´zek 2.2: Graf viditelnosti [3]
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Voronoi diagramy
Prˇi pouzˇitı´ te´to metody se pro kazˇdou prˇeka´zˇku urcˇı´ body, ktere´ jsou k dane´ prˇeka´zˇce nejblı´zˇ. Tyto
body se spojı´ a vzniknou tak uzavrˇene´ oblasti. Hranice teˇchto oblastı´ se nazy´vajı´ Voronoi hrany.
Tyto hrany urcˇujı´ mı´sto, ze ktere´ho je vzda´lenost k obeˇma prˇı´slusˇny´m prˇeka´zˇka´m stejna´. Robot se
pak pohybuje po teˇchto hrana´ch a udrzˇuje si tak maxima´lnı´ vzda´lenost k prˇeka´zˇka´m a tı´m pa´dem i
volnou cestu k cı´li [12].
Obra´zek 2.3: Voronoi diagram [12]
Pravdeˇpodobnostnı´ algoritmy
Tento typ algoritmu˚ si doka´zˇe poradit s na´rocˇneˇjsˇı´mi omezenı´mi na robota. Tenmu˚zˇe by´t nekonvexnı´,
mu˚zˇemı´t omezenoumozˇnost pohybu nebomu˚zˇemı´t urcˇitou dynamiku pohybu (omezena´ akcelerace,
setrvacˇnost). Pro prˇedstavu to mu˚zˇe by´t naprˇ. roboticke´ ota´cˇejı´cı´ se rameno, autı´cˇko ktere´ nemu˚zˇe
jezdit do stran apod. Pro jednoznacˇny´ popis pravdeˇpodobnostnı´ho pla´nova´nı´ cesty je vy´hodne´ si
definovat konfiguracˇnı´ prostor robota, jako n dimenziona´lnı´ prostor, kde n je pocˇet parametru˚
jednoznacˇneˇ definujı´cı´ch pozici robota. Da´le pak volny´ konfiguracˇnı´ prostor, cozˇ je prostor vsˇech
konfiguracı´, kde robot nekoliduje s zˇa´dnou prˇeka´zˇkou. Algoritmus se skla´da´ ze dvou fa´zı´: generova´nı´
cesty a hleda´nı´ cesty v grafu. Nejprve se dle urcˇite´ pravdeˇpodobnosti na´hodneˇ hledajı´ body v prostoru
a pokud lezˇı´ ve volne´m konfiguracˇnı´m prostoru, tak se prˇidajı´ jako vrcholy do grafu. Pote´ se hleda´
v tomto grafu cesta, ktera´ spojuje pozici robota s cı´lovou pozicı´ [4].
2.2.2 Neinformovane´ hleda´nı´ cesty
Robot nema´ zˇa´dne´ informace o okolnı´m prostrˇedı´, musı´ si vsˇe zjisˇt’ovat sa´m. Tı´m pa´dem musı´
rˇesˇit obtı´zˇnou u´lohu – mapova´nı´ a soucˇasnou lokalizaci. Jednı´m z nejstarsˇı´ch a nejzna´meˇjsˇı´ch
vyhleda´vacı´ch metod pracujı´cı´ch v nezna´me´m prostrˇedı´ jsou Bug algoritmy.
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Kapitola 3
Bug algoritmy
Bug algoritmy se zaby´vajı´ hleda´nı´m cesty ve zcela nezna´me´m prostrˇedı´. Patrˇı´ k teˇm nejstarsˇı´m
a nejjednodusˇsˇı´m algoritmu˚m, ktere´ vyuzˇı´vajı´ senzory a majı´ za´rovenˇ prokazatelne´ vy´sledky. Bug
algoritmy mu˚zˇeme definovat jako soubory algoritmu˚ pro jednoduche´ roboty, slouzˇı´cı´ k nalezenı´
cesty z pocˇa´tecˇnı´ho bodu do cı´love´ho bodu v prostoru. Tento prostor mu˚zˇe obsahovat jednu nebo i
vı´ce libovolny´ch prˇeka´zˇek. Mezi tyto algoritmy patrˇı´ naprˇ. Bug1, Bug2 a Tanget Bug.
Pro zjednodusˇenı´ se u teˇchto algoritmu˚ prˇedpokla´da´, zˇe robot je pouze bod ve zkoumane´m pro-
storu. Pokud robot pro detekci prˇeka´zˇek vyuzˇı´va´ dotekovy´ senzor nebo senzor s nulovy´m dosahem,
pouzˇije se Bug1 nebo Bug2 algoritmus. Jestlizˇe vyuzˇı´va´ senzor s konecˇny´m nenulovy´m dosahem,
tak je vy´hodne´ pouzˇı´t Tanget Bug algoritmus.
Bug algoritmy se dajı´ pomeˇrneˇ prˇı´mocˇarˇe implementovat, navı´c je zarucˇeno, zˇe pokud existuje
rˇesˇenı´, vzˇdy ho naleznou. Tyto algoritmy vyzˇadujı´, aby robot znal svou pozici na mapeˇ. Da´le by pak
meˇl by´t schopen urcˇit smeˇr a vzda´lenost k cı´li z bodu, kde se pra´veˇ nacha´zı´. Jedine´ chova´nı´, ktere´
by meˇl robot ovla´dat je pohyb smeˇrem k cı´li a pohyb pode´l prˇeka´zˇky.
3.1 Algoritmus Bug1
Algoritmus Bug1 prˇedstavuje to nejjednodusˇsˇı´ a nejprˇı´meˇjsˇı´ rˇesˇenı´ proble´mu navigace a pohybu
robota v prostoru. Za´kladnı´ mysˇlenka je takova´, zˇe se robot pohybuje smeˇrem k cı´li dokud nenarazı´
na prˇeka´zˇku, tu celou objede a nalezne tak nejlepsˇı´ pozici pro dalsˇı´ pohyb do cı´love´ho bodu.
3.1.1 Popis
Uzˇ jsme zmı´nili, zˇe robot prˇedstavuje bod v rovineˇ a zna´ prˇesneˇ sourˇadnice sve´ pozice, da´le ma´
dotykovy´ senzor, ktery´ doka´zˇe odhalit prˇeka´zˇku pokud se jı´ robot ”dotkne“. Robot by meˇl take´ umeˇt
zmeˇrˇit vzda´lenost d(x, y)mezi dveˇma libovolny´mi body x a y. Konecˇneˇ take´ mu˚zˇeme prˇedpokla´dat,
zˇe prostor, ve ktere´m se robot pohybuje, je ohranicˇeny´.
Startovacı´ bod oznacˇı´me jako S, cı´lovy´ jako G. Budizˇ L0 = S a u´secˇka m takovou, ktera´
spojuje jednotlive´ segmenty Li do G. Pocˇa´tecˇneˇ je i = 0.
Robot u Bug1 vyuzˇı´va´ dva druhy chova´nı´:
• pohyb smeˇrem k cı´li
• pohyb pode´l prˇeka´zˇky
Beˇhem pohybu k cı´li se robot pohybuje pode´l u´secˇky m k bodu G, dokud nedorazı´ do cı´le
nebo nenarazı´ do prˇeka´zˇky. Jestlizˇe narazı´ do prˇeka´zˇky, uznacˇı´ si tento bod jako Hi (bod dotyku,
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Obra´zek 3.1: Algoritmus Bug1 u´speˇsˇneˇ nalezl cı´l
angl. hit point). Naprˇ. prvnı´ takovy´to bod si oznacˇı´ jako H0, robot zacˇne objı´zˇdeˇt prˇeka´zˇku dokud
se nedostane znovu do bodu H0. Pote´ urcˇı´ z trasy vykonane´ okolo prˇeka´zˇky nejkratsˇı´ bod k cı´li
a oznacˇı´ si ho jako Li (bod opusˇteˇnı´, angl. leave point), tomto prˇı´padeˇ je i = 0. Z tohoto bodu L0
se zacˇne robot opeˇt pohybovat smeˇrem k cı´li G. Jestlizˇe u´secˇkam vedoucı´ z bodu L0 do G protı´na´
aktua´lneˇ objı´zˇdeˇnou prˇeka´zˇku, tak neexistuje cesta k cı´li. K tomuto protnutı´ musı´ dojı´t okamzˇiteˇ po
opusˇteˇnı´ bodu L0, jinak se i inkrementuje a cela´ procedura objı´zˇdeˇnı´ prˇeka´zˇky se opakuje pro nove´
body Li a Hi, dokud robot nedorazı´ do cı´le nebo urcˇı´, zˇe cı´l je nedosazˇitelny´.
Obra´zek 3.2: Algoritmus Bug1 ohla´sil, zˇe cı´l je nedostupny´
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3.1.2 Pseudoko´d
Na´sledujı´cı´ pseudoko´d ukazuje hleda´nı´ cesty robota prˇi pouzˇitı´ algoritmu Bug1.
Algoritmus 3.1.1. Algoritmus Bug1 [2]
Vstup: Robot s dotykovy´m senzorem jako bod v rovineˇ
Vy´stup: Cesta k cı´li G nebo rˇesˇenı´, zˇe cesta k cı´li neexistuje.
1: while true do
2: repeat
3: Pohybuj se od bodu Li−1 smeˇrem k cı´li G.
4: until nenı´ dosazˇen G or narazilo se do prˇeka´zˇky v bodeˇ Hi.
5: if Je dosazˇeno cı´le then
6: Konec.
7: end if
8: repeat
9: Pohybuj se pode´l prˇeka´zˇky
10: until nenı´ dosazˇen G or je znovu dosazˇeno bodu Hi.
11: Urcˇi bod Li, ktery´ je nejblı´zˇe k cı´li G.
12: Jdi do urcˇene´ho bodu Li.
13: if Robot se pohybuje smeˇrem k cı´li do prˇeka´zˇky then
14: Konec - cı´l je nedosazˇitelny´.
15: end if
16: end while
3.1.3 Zhodnocenı´
Pro zhodnocenı´ tohoto algoritmu je vy´hodne´ pouzˇı´t odhad maxima´lnı´ mozˇne´ de´lky cesty k cı´li. Pro
vy´pocˇet tohoto odhadu mu˚zˇeme pouzˇı´t na´sledujı´cı´ vzorec:
LengthBug1 ≤ d(S,G) + 1.5
∑
i
pi (3.1)
kde d(S,G) uda´va´ prˇı´mou vzda´lenost ze startu do cı´le a pi uda´va´ obvod i-te´ prˇeka´zˇky. Tento obvod
musı´me jesˇteˇ vyna´sobit koeficientem 1.5, protozˇe robot nejprve objede celou prˇeka´zˇku a hleda´ prˇi
tom nejlepsˇı´ bod L. Pote´ se musı´ do tohoto bodu dostat a de´lka te´to cˇa´sti trasy mu˚zˇe by´t pra´veˇ
nejvı´ce polovina obvodu dane´ prˇeka´zˇky.
Minima´lnı´m odhadem mozˇne´ de´lky cesty je pra´veˇ vzda´lenost d(S,G), tato mozˇnost nastane za
situace, zˇe robot prˇi cesteˇ k cı´li nenarazı´ na zˇa´dnou prˇeka´zˇku.
AlgoritmusBug1 prova´dı´ u´plne´ prohleda´va´nı´ (angl. exhaustive search) pro nalezenı´ optima´lnı´ho
L, tj. bodu opusˇteˇnı´. To vyzˇaduje, aby robot obesˇel celou prˇeka´zˇku a nalezl nejlepsˇı´ bod L. Tuto
metodu je vy´hodne´ pouzˇı´t, pokud je prˇeka´zˇka cˇlenita´, potomda´va´ algoritmusBug1 nejlepsˇı´ vy´sledky.
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3.2 Algoritmus Bug2
U tohoto algoritmu take´ prˇedpokla´da´me, zˇe robot je bod v prostoru a pro detekci prˇeka´zˇek je vybaven
dotykovy´m senzorem nebo senzorem s nulovy´m dosahem. Podobneˇ jako Bug1 vyuzˇı´va´ i algoritmus
Bug2 dva druhy chova´nı´ robota:
• pohyb smeˇrem k cı´li
• pohyb pode´l prˇeka´zˇky
3.2.1 Popis
V za´kladeˇ jsou si tyto algoritmy podobne´, prˇesto majı´ neˇkolik odlisˇnostı´. Beˇhem pohybu k cı´li se
robot pohybuje pode´l u´secˇky m, ktera´ u algoritmu Bug2 zu˚sta´va´ po celou dobu pevneˇ dana´. Tato
u´secˇka vede ze startovacı´ho bodu S do cı´le G. Robot se rozjede z bodu S pode´l u´secˇkym smeˇrem
k cı´li, dokud se nedostane u´speˇsˇneˇ do cı´le nebo narazı´ na prˇeka´zˇku. Pokud na ninarazı´, tak si tento
bod oznacˇı´me podobneˇ jako u Bug1 algoritmu – Hi. Pote´ robot zacˇne tuto prˇeka´zˇku objı´zˇdeˇt na
libovolnou stranu.
Obra´zek 3.3: Algoritmus Bug2 u´speˇsˇneˇ nalezl cı´l
Take´ pohyb okolo prˇeka´zˇky ma´ jine´ chova´nı´ nezˇ u Bug1 algoritmu. Robot pokracˇuje v objı´zˇdeˇnı´
prˇeka´zˇky, dokud se nedostane do takove´ho bodu na u´secˇce m, ktery´ je blı´zˇ k cı´li G nezˇ k bodu
Hi, tj. k bodu prvotnı´ho doteku s prˇeka´zˇkou. Tento bod si oznacˇı´me jako Li a robot se opeˇt zacˇne
pohybovat k cı´li. Narazı´-li na dalsˇı´ prˇeka´zˇku, tak se tato procedura opeˇt opakuje. Jestlizˇe se ale opeˇt
dostane do pu˚vodnı´ho bodu Hi, znamena´ to, zˇe neexistuje cesta, ktera´ by vedla k cı´li.
Obra´zek 3.4: Algoritmus Bug2 ohla´sil, zˇe cı´l je nedostupny´
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3.2.2 Psedoko´d
Na´sledujı´cı´ pseudoko´d popisuje princip Bug2 algoritmu.
Algoritmus 3.2.1. Algoritmus Bug2 [2]
Vstup: Robot s dotykovy´m senzorem jako bod v rovineˇ
Vy´stup: Cesta k cı´li G nebo rˇesˇenı´, zˇe cesta k cı´li neexistuje.
1: while true do
2: repeat
3: Pohybuj se od bodu Li−1 smeˇrem k cı´li G
pode´l u´secˇky m.
4: until nenı´ dosazˇen G or
narazilo se do prˇeka´zˇky v bodeˇ Hi.
5: Otocˇ se doleva (nebo doprava).
6: repeat
7: Pohybuj se pode´l prˇeka´zˇky
8: until nenı´ dosazˇen G or
je znovu dosazˇeno bodu Hi or
narazilo se na u´secˇku m v takove´m bodeˇ M,
kde M ! = Hi and
d(M,G) < D(M,Hi) (robot je blı´zˇ k cı´li) and
se robot pohybuje k cı´li a ne do prˇeka´zˇky.
9: Nastav: Li+1 =M
10: i++
11: end while
3.2.3 Zhodnocenı´
I prˇi hodnocenı´ tohoto algoritmu mu˚zˇeme vyuzˇı´t odhad maxima´lnı´ cesty k cı´li, ktery´ ma´ poneˇkud
slozˇiteˇjsˇı´ vy´pocˇet nezˇ algoritmus Bug1:
LengthBug2 ≤ d(S,G) + 0.5
∑
i
nipi (3.2)
kde d(S,G) je opeˇt vzda´lenost startu a cı´le, pi obvod i-te´ prˇeka´zˇky a ni je pocˇet bodu˚ opusˇteˇnı´ i-te´
prˇeka´zˇky. Za prˇedpokladu, zˇe prˇı´mka ze startovnı´ pozice do cı´le protı´na´ i-tou prˇeka´zˇku pra´veˇ ni kra´t,
tak mu˚zˇeme urcˇit, zˇe dana´ prˇeka´zˇka obsahuje maxima´lneˇ ni bodu˚ L. Z tohoto pocˇtu, ale musı´me
odecˇı´st polovinu, protozˇe polovina teˇchto bodu˚ nejsou platny´mi body opusˇteˇnı´ dane´ prˇeka´zˇky –
kdyby se robot pohyboval z tohoto bodu smeˇrem k cı´li, narazil by hned do dane´ prˇeka´zˇky. Jiny´mi
slovy mu˚zˇeme pra´veˇ tuto polovinu povazˇovat za body dotykuH , mu˚zˇeme to videˇt naprˇ. na obra´zku
3.3. Takzˇe v nejhorsˇı´m prˇı´padeˇ objede robot skoro cely´ obvod prˇeka´zˇky pro kazˇdy´ bod opusˇteˇnı´ L.
Minima´lnı´m odhadem mozˇne´ de´lky cesty je podobneˇ jako u Bug1 vzda´lenost d(S,G).
Algoritmus Bug2 pouzˇı´va´ oportunisticky´ prˇı´stup (angl. opportunistic approach) k nalezenı´ nej-
lepsˇı´ho bodu opusˇteˇnı´ L. Pokud algoritmus najde takove´ L, ktere´ je lepsˇı´ nezˇ vsˇechny, ktere´ nalezl
prˇed tı´m, tak ho pouzˇije. Takovy´ algoritmus se nazy´va´ chamtivy´ (angl. greedy). Tento algoritmus
da´va´ uspokojive´ vy´sledky, pokud jsou prˇeka´zˇky jednoduche´ – nemajı´ slozˇity´ tvar.
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3.3 Algoritmus Tangent Bug
Tangent Bug je vylepsˇenı´m algoritmu Bug2, ktere´ doka´zˇe najı´t kratsˇı´ cestu k cı´li za vyuzˇitı´ senzoru
s konecˇny´m nebo nekonecˇny´m dosahem a s rozsahem 360◦. Tento senzor doka´zˇe urcˇit, zda-li se
v jeho dosahu nacha´zı´ neˇjaka´ prˇeka´zˇka.
3.3.1 Popis
Senzor robota mu˚zˇeme popsat funkcı´ vzda´lenosti ρ : R2 × S1 → R. Strˇed robota je situova´n
v x ∈ R2 a paprsky senzoru vycha´zı´ z tohoto bodu. Pro kazˇdy´ θ ∈ S1 je hodnota funkce ρ(x, θ)
rovna vzda´lenosti k nejblizˇsˇı´ prˇeka´zˇceWOi z bodu x pod u´hlem θ. Forma´lneˇji to mu˚zˇeme zapsat
takto [2]:
ρ(x, θ) = min d(x, x+ λ[cos θ, sin θ]T ), kde x+ λ[cos θ, sin θ]T ∈
⋃
i
WOi (3.3)
Takto definovana´ funkce ma´ nekonecˇny´ dosah, protozˇe vsˇak majı´ senzory v rea´lne´ situaci
omezeny´ dosah, definujme si funkci ρR : R2 × S1 → R, ktera´ ma´ stejne´ hodnoty jako ρ, pokud
jsou prˇeka´zˇky v dosahu senzoru. Jestlizˇe funkce vra´tı´ nekonecˇno, znamena´ to, zˇe pod dany´m u´hlem
θ nenı´ v dosahu senzoru R zˇa´dna´ prˇeka´zˇka. [2]
ρr(x, θ) =
{
ρ(x, θ) ρ(x, θ) < R
∞ jinak (3.4)
U algoritmu Tangent Bug je prˇedpoklad, zˇe robot doka´zˇe rozpoznat vsˇechny nespojitosti pro
aktua´lnı´ pozici, mu˚zˇeme to videˇt na obra´zku 3.5. Definujeme proto pro bod x ∈ R2 interval spojitosti
(angl. interval of continuity), ktery´ obsahuje takove´ body x+ ρ(x, θ)[cos θ, sin θ]T v prostoru, kde
je funkce ρR(x, θ) konecˇna´ a spojita´ vzhledem k θ. To znamena´, zˇe pod tı´mto u´hlem θ nalezl senzor
robota prˇeka´zˇku. Krajnı´ body teˇchto intervalu˚ se nacha´zı´ tam, kde funkce ρR(x, θ) prˇesta´va´ by´t
spojita´, jako du˚sledek toho, zˇe pod u´hlem θ nenalezl senzor ve sve´m dosahu zˇa´dnou prˇeka´zˇku. Tyto
body znacˇı´me jako Oi, jak je naprˇ. zna´zorneˇno na obra´zku 3.6.
Obra´zek 3.5: Tenke´ cˇa´ry jsou hodnoty ρR(x, θ) pro x ∈ R2, silne´ znacˇı´ nespojitosti intervalu˚ [2].
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Obra´zek 3.6: Body Oi zna´zornˇujı´, kde prˇesta´va´ by´t funkce ρR(x, θ) spojita´. Silna´ cˇa´ra na hranicı´ch
prˇeka´zˇek zna´zornˇuje interval spojitosti [2].
Podobneˇ jako ostatnı´ Bug algoritmy i Tangent Bug vyuzˇı´va´ dva typy chova´nı´ robota:
• pohyb smeˇrem k cı´li
• pohyb pode´l prˇeka´zˇky
Nicme´neˇ jsou tato chova´nı´ jina´, nezˇ jak je zna´me u Bug1 nebo Bug2 algoritmu. Pohyb smeˇrem k cı´li
nava´dı´ robota k cı´li, ale za´rovenˇ ho i mu˚zˇe nava´deˇt okolo prˇeka´zˇky. Stejneˇ tak se mu˚zˇe robot prˇi
pohybu okolo prˇeka´zˇky dostat do fa´ze, kdy se pode´l prˇeka´zˇky nepohybuje.
Pohyb robota smeˇrem k cı´li ma´ sa´m o sobeˇ dveˇ cˇa´sti. Nejprve se robot pohybuje po prˇı´mce
smeˇrem k cı´li, dokud nerozpozna´ prˇeka´zˇku lezˇı´cı´ mezi nı´m a cı´lem. To znamena´, zˇe prˇı´mka spojujı´cı´
pozici robota a cı´l, protı´na´ interval spojitosti. Pohybuje se doprˇedu, azˇ bude schopen urcˇi koncove´
body intervalu spojitosti Oi u dane´ prˇeka´zˇky. Pote´ se robot pohybuje smeˇrem k takove´mu Oi, ktere´
nejvı´ce zmensˇuje prˇedem zvolenou heuristickou funkci vzda´lenosti k cı´li. Tato funkce mu˚zˇe by´t
naprˇ. d(x, 0i) + d(Oi, G)[2], ktera´ scˇı´ta´ vzda´lenost robota od bodu Oi, ke ktere´mu se pohybuje, se
vzda´lenostı´ od tohoto bodu k cı´li.
Mnozˇina {Oi} se pravidelneˇ aktualizuje podle toho, jak se robot pohybuje. Jakmile robot
uzˇ nemu˚zˇe da´le zmensˇovat heuristickou funkci vzda´lenosti k cı´li, tak prˇejde do pohybu pode´l
prˇeka´zˇky, tento bod si take´ mu˚zˇeme oznacˇit jako loka´lnı´ minimum M te´to heuristicke´ funkce
vzda´lenosti. Robot pokracˇuje v pohybu okolo prˇeka´zˇky stejny´m smeˇrem jako prˇi prˇedchozı´m pohybu
k cı´li. Pohybuje se smeˇrem k bodu Oi na objı´zˇdeˇne´ prˇeka´zˇce a za´rovenˇ aktualizuje hodnoty dreach
a dfollowed. Hodnota dfollowed je nejkratsˇı´ vzda´lenost mezi cı´lem a hranicı´ prˇeka´zˇky, ktera´ byla
doposud senzorem robota prozkouma´na. Hodnota dreach je pak vzda´lenost mezi cı´lem a nejblizˇsˇı´m
bodem objı´zˇdeˇne´ prˇeka´zˇky, ktery´ je v dosahu senzoru robota.
Jakmile je hodnota dreach mensˇı´ nezˇ dfollowed, robot ukoncˇı´ objı´zˇdeˇnı´ prˇeka´zˇky a vyda´ se opeˇt
smeˇrem k cı´li.
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Obra´zek 3.7: Algoritmus Tangent Bug ohla´sil, zˇe cı´l je nedostupny´
3.3.2 Psedoko´d
Na´sledujı´cı´ pseudoko´d ukazuje chova´nı´ robota prˇi pouzˇitı´ Tangent Bug algoritmu. Pro lepsˇı´ poro-
zumeˇnı´ algoritmu si jesˇteˇ definujme bod T , ktery´ lezˇı´ na kruzˇnici se strˇedem x a polomeˇrem R
a za´rovenˇ lezˇı´ na u´secˇce spojujı´cı´ bod x a cı´lovy´ bod G. T tak vlastneˇ prˇedstavuje nejblizˇsˇı´ bod
k cı´li, ktery´ doka´zˇe robot zjistit v dosahu sve´ho senzoru.
Algoritmus 3.3.1. Algoritmus Tangent Bug [2]
Vstup: Robot se senzorem jako bod v rovineˇ
Vy´stup: Cesta k cı´li G nebo rˇesˇenı´, zˇe cesta k cı´li neexistuje.
1: while true do
2: repeat
3: Pohybuj se k bodu n ∈ {T,Oi},
tak aby se zmensˇovala hodnota d(x, n) + d(n,G)
4: until nenı´ dosazˇen G or smeˇr pohybu,
ktery´ zmensˇuje d(x, n) + d(n,G) zacˇal zveˇtsˇovat
d(x,G) (robot nalezl loka´lnı´ minimum)
5: Zvol takovy´ smeˇr objı´zˇdeˇnı´ prˇeka´zˇky,
ktery´ bude pokracˇovat v pohybu ve stejne´m smeˇru
jako poslednı´ pohyb smeˇrem k cı´li.
6: repeat
7: Aktualizuj dreach a dfollowed a {Oi}.
8: Pohybuj se smeˇrem ke zvolene´mu bodu a {Oi}.
9: until nenı´ dosazˇen G or
robot objel celou prˇeka´zˇku ⇒ G je nedostupny´ or
dreach < dfollowed
10: end while
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Obra´zek 3.8: Algoritmus Tangent Bug u´speˇsˇneˇ nalezl cı´l
3.3.3 Zhodnocenı´
U tohoto algoritmu je odhad de´lky trasy velmi obtı´zˇny´, protozˇe si robot ru˚zneˇ zkracuje cestu prˇi
pohybu okolo prˇeka´zˇek, naprˇ. prˇi na´jezdech k vrcholu˚m prˇeka´zˇky. Pra´veˇ dı´ky teˇmto zkracova´nı´m
trasy, objı´zˇdeˇnı´m prˇeka´zˇky jen tolik, kolik je v dane´ situaci nutne´ a hleda´nı´m co nejvy´hodneˇjsˇı´ cesty
k cı´li, se sta´va´ tento algoritmus v praxi pouzˇitelneˇjsˇı´m nezˇ prˇedcha´zejı´cı´ bug algoritmy. Pouzˇitı´m
neˇjake´ slozˇiteˇjsˇı´ heuristicke´ funkce, pro hleda´nı´ idea´lnı´ho smeˇru pohybu okolo prˇeka´zˇky, by tento
algoritmus mohl da´vat jesˇteˇ zajı´maveˇjsˇı´ vy´sledky.
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Kapitola 4
Potencia´lova´ pole
Pro hleda´nı´ cesty pro robota ve zna´me´mprostrˇedı´mu˚zˇeme vyuzˇı´t potencia´lova´ pole.Navigace robota
pomocı´ potencia´lovy´ch polı´ je zalozˇena na tom, zˇe si mu˚zˇeme prˇedstavit, zˇe okolı´ pu˚sobı´ na robota
silami, ktere´ ho ru˚zneˇ prˇitahujı´ a odpuzujı´ (podobneˇ jako trˇeba magneticke´ pole). Pu˚sobenı´ teˇchto sil
pak usmeˇrnˇuje robotu˚v pohyb prostrˇedı´m, poma´ha´ mu vyhy´bat se prˇeka´zˇka´m, prˇiblizˇovat se k cı´li
apod. Reprezentace teˇchto jednotlivy´ch sil v prostrˇedı´ pak mu˚zˇeme povazˇovat za potencia´love´ pole.
Obra´zek 4.1: Potencia´love´ pole vygenerovane´ robotem v prostoru, kde se nacha´zı´ prˇeka´zˇka Obst
a cı´l Goal [6].
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4.1 U´vod
V te´to cˇa´sti si definujeme neˇktere´ pojmy, ktere´ jsou du˚lezˇite´ pro pochopenı´ te´matiky potencia´lovy´ch
polı´.
4.1.1 Potencia´lova´ funkce
Potencia´lova´ funkce je funkce U , na jejı´zˇ hodnotu mu˚zˇeme nahlı´zˇet jako na energii v dane´m bodeˇ.
Smeˇr pu˚sobenı´ sı´ly te´to energie urcˇuje gradient. Forma´lneˇ:
U : Rm → R (4.1)
Obra´zek 4.2: Potencia´lova´ funkce, cı´l lezˇı´ uprostrˇed a trˇi loka´lnı´ maxima znacˇı´ oblasti, kde se
nacha´zı´ prˇeka´zˇky [8].
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4.1.2 Gradient
Podle [10] je gradient v obecne´m smyslu slova smeˇr ru˚stu. V kontextu potencia´lovy´ch polı´ ho
mu˚zˇeme povazˇovat za vektor, ktery´ mı´rˇı´ ve smeˇru nejvı´ce zveˇtsˇujı´cı´m U na dane´ pozici. Prˇi za´pisu
se pouzˇı´va´ opera´tor nabla:∇.
∇U(q) = [∂U
∂q1
(q), . . . ,
∂U
∂qm
(q)] (4.2)
4.1.3 Pohyb v potencia´lovy´ch polı´ch
Pro vyuzˇitı´ gradientu mu˚zˇeme definovat pole vektoru˚, cozˇ je takove´ pole, kde je kazˇde´mu bodu prˇirˇa-
zen vektor. Pote´ mu˚zˇeme rˇı´ct, zˇe gradientnı´ pole vektoru˚ prˇirˇazuje gradient dane´ funkce kazˇde´mu
bodu [2].
Mu˚zˇeme tak rˇı´ci, zˇe pohyb robota pomocı´ potencia´love´ funkce se da´ prˇipodobnit pohybu v gra-
dientnı´m poli vektoru˚. Na gradienty tak mu˚zˇeme nahlı´zˇet jako na sı´ly pu˚sobı´cı´ na kladneˇ nabite´ho
robota, ktery´ je prˇitahova´n za´porneˇ nabity´m cı´lem. Prˇeka´zˇky na cesteˇ mohou mı´t take´ kladny´ na´boj,
to zpu˚sobı´, zˇe kladneˇ nabity´ robot je odpudivy´mi silami veden da´l od prˇeka´zˇek. Tato kombinace
kladny´ch a za´porny´ch sil zajistı´ bezpecˇny´ pohyb robota prostrˇedı´m (obra´zek 4.3).
Obra´zek 4.3: Za´porne´ sı´ly prˇitahujı´ kladneˇ nabite´ho robota k cı´li, kladne´ ho odpuzujı´ od prˇeka´zˇek.
4.1.4 Sestupny´ gradient
Potencia´lova´ pole si mu˚zˇeme prˇedstavit jako prostor, kde se robot pohybuje z bodu vysˇsˇı´ hodnoty
potencia´love´ funkce do bodu hodnoty nizˇsˇı´. Robot se tak vlastneˇ pohybuje ve smeˇru znegovne´ho
gradientu potencia´love´ funkce, tato metoda se nazy´va´ sestupny´ gradient (angl. gradient descent)[2].
Metoda sestupne´ho gradientu se hojneˇ vyuzˇı´va´ prˇi optimalizaci ru˚zny´ch proble´mu˚. Spocˇı´va´
v tom, zˇe se robot ze sve´ pocˇa´tecˇnı´ pozice posune o maly´ krok ve smeˇru oproti gradientu. Tak se
robot dostane do nove´ pozice a cely´ proces se znovu opakuje. Forma´lneˇji je popsa´n tento algoritmus
v na´sledujı´cı´m pseudoko´du, kde q(i) odpovı´da´ hodnoteˇ bodu q v i-te´ iteraci tohoto algoritmu.
Hodnota α(i) prˇedstavuje velikost kroku v i-te´ iteraci. Volba kroku α(i) mu˚zˇe by´t provedena naprˇ.
podle vzda´lenosti robota od cı´le. Existuje vsˇak vı´cemozˇnostı´ volbyα(i), ktere´ vsˇak pro nasˇi te´matiku
nejsou podstatne´.
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Algoritmus 4.1.1. Algoritmus sestupne´ho gradientu [2]
Vstup: Vy´pocˇet gradientu ∇U(q) v bodeˇ q
Vy´stup: Sekvence bodu˚ {q(0), q(1), . . . , q(i)}.
1: q(0) = S
2: i = 0
3: while ∇U(q(i)) 6= 0 do
4: q(i+ 1) = q(i) + α(i)∇U(q(i))
5: i++
6: end while
Obra´zek 4.4: Ilustrace metody sestupne´ho gradientu [9]. Jednotlive´ iterace jsou zde zaznacˇeny jako
x1, x2, . . . , x4.
4.1.5 Kriticky´ bod
Robot se prˇestane pohybovat, jakmile dosa´hne bodu, kde gradient nema´ zˇa´dnou hodnotu. To zna-
mena´, zˇe dosa´hl bodu q∗, kde ∇U(q∗) = 0. Tento bod se nazy´va´ kriticky´ bod potencia´love´ funkce
U . Kriticky´ bod mu˚zˇe by´t loka´lnı´ maximum, loka´lnı´ minimum nebo sedlovy´ bod dane´ funkce.
Pro metody, ktery´ vyuzˇı´vajı´ sestupny´ gradient je zrˇejme´, zˇe kriticky´ bod bude vzˇdy loka´lnı´
minimum. Protozˇe sestupny´ gradient vzˇdy snizˇuje U , tak se robot nemu˚zˇe dostat do loka´lnı´ho
maxima. Jedina´ mozˇnost je, zˇe by robot svu˚j pohyb zacˇı´nal v loka´lnı´m maximu, ale pak sestupny´
gradient zajistı´, zˇe se robot z tohoto bodu bezpecˇneˇ dostane. Stejneˇ tak je nestabilnı´ sedlovy´ bod
a nenı´ mozˇnost, zˇe by tam mohl robot uva´znout.
Protozˇe uzˇ vı´me, zˇe jediny´ kriticky´ bod, kde by mohl robot ukoncˇit svu˚j pohyb, je loka´lnı´
minimum, mu˚zˇeme tak prˇedpokla´dat, zˇe pra´veˇ v loka´lnı´m minimu se nacha´zı´ cı´lovy´ bod.
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4.2 Prˇitazˇlive´ a odpudive´ potencia´ly
Existuje mnoho metod jak pomocı´ potencia´lovy´ch funkcı´ hledat cestu robota. Neˇktere´ mohou by´t
sice vy´pocˇetneˇ velmi rychle´, ale vsˇechny tyto metody kromeˇ prˇitazˇlivy´ch a odpudivy´ch potencia´l
trpı´ jednı´m proble´mem – loka´lnı´ minimum teˇchto funkcı´ nemusı´ odpovı´dat cı´love´mu bodu [2]. To
znamena´, zˇe tyto metody nemusı´ robota dove´st do cı´le a tı´m pa´dem robot nesplnı´ pozˇadovany´ u´kol.
Pro rˇesˇenı´ tohoto proble´mu mu˚zˇeme vyuzˇı´t potencia´lova´ pole ve spojenı´ s neˇjaky´m algoritmem na
prohleda´va´nı´ prostoru, cozˇ je ale vy´pocˇetneˇ drahe´, nebo pouzˇijeme takove´ metody, ktere´ majı´ pouze
jedno loka´lnı´ minimum – cozˇ jsou pra´veˇ prˇitazˇlive´ a odpudive´ potencia´ly.
Obra´zek 4.5: Pole prˇitazˇlivy´ch vektoru˚ (vlevo) a odpudivy´ch vektoru˚ (vpravo).
Prˇitazˇlive´ a odpudive´ potencia´ly patrˇı´ k nejjednodusˇsˇı´m potencia´lovy´m funkcı´m, jsou zalozˇeny
na jednoduche´ mysˇlence: cı´l robota prˇitahuje a prˇeka´zˇky ho odpuzujı´. Soucˇet teˇchto prˇitazˇlivy´ch
Uatt a odpudivy´ch Urep sil na´m da´va´ prˇı´slusˇnou potencia´lovou funkci.
U(q) = Uatt(q) + Urep(q) (4.3)
4.2.1 Prˇitazˇlive´ potencia´ly
Prˇitazˇlive´ potencia´love´ pole (angl. attractive potential) Uatt by meˇlo monoto´nneˇ zvysˇovat svou
hodnotu u´meˇrneˇ se vzda´lenostı´ od cı´le. Mu˚zˇeme to zarucˇit pouzˇitı´m ko´nicke´ potencia´ly, kdy Uatt
definujeme jako va´zˇenou vzda´lenost k cı´li, U(q) = ζd(q,G). Parametr ζ prˇedstavuje va´hu prˇita-
zˇlive´ potencia´ly a gradient si definujeme jako ∇U(q) = ζd(q,G)(q − G). To znamena´, zˇe vektor
prˇedstavujı´cı´ gradient smeˇruje od cı´le a v kazˇde´m bodeˇ ma´ urcˇitou velikost ζ. Pote´ pokud robot
bude startovat v libovolne´m bodeˇ a bude se pohybovat proti smeˇru gradientu, dostane se vzˇdy do
cı´le.
Podle [2] se prˇi implementaci te´to metody mohou objevit proble´my s nespojitostı´ od urcˇite´
vzda´lenosti od cı´le. Proto je lepsˇı´ pouzˇı´t takovou metodu, ktera´ postupneˇ snizˇuje velikost gradientu,
tak jak se robot prˇiblizˇuje k cı´li. Nejjednodusˇsˇı´ je pouzˇı´t potencia´lovou funkci, jejı´zˇ hodnota roste
kvadraticky se vzda´lenostı´ od cı´le G:
Uatt(q) =
1
2
ζd2(q,G) (4.4)
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a gradient si vyja´drˇı´me jako:
∇Uatt(q) = ∇(12ζd
2(q,G)), (4.5)
∇Uatt(q) = 12ζ∇d
2(q,G), (4.6)
∇Uatt(q) = ζ(q −G) (4.7)
Takto je gradient definova´n jako vektor z bodu q smeˇrˇujı´cı´ od cı´le a ma´ velikost u´meˇrnou vzda´lenosti
od cı´le. To znamena´, zˇe cˇı´m je robot blı´zˇe k cı´li, tı´m se k neˇmu prˇiblizˇuje pomaleji, protozˇe tam ma´
gradient mensˇı´ velikost. Naopak ve velky´ch vzda´lenostech od cı´le je to nezˇa´doucı´, protozˇe rychlost
by byla moc vysoka´, proto se podle [2] doporucˇuje pouzˇı´t kombinaci ko´nicke´ho a kvadraticke´ho
potencia´lu. To znamena´, zˇe ve vzda´lenosti od cı´le veˇtsˇı´ nezˇ zvoleny´ pra´h d∗G by robota prˇitahoval
k cı´li ko´nicky´ potencia´l a ve vzda´lenosti mensˇı´ nebo rovne´ nezˇ d∗G kvadraticky´ potencia´l. Forma´lneˇ
tato funkce a gradient:[2]
Uatt(q) =
{
1
2ζd
2(q,G) d(q,G) ≤ d∗G
d∗Gζd(q,G)− 12ζ(d∗G)2 d(q,G) > d∗G
(4.8)
∇Uatt(q) =
{
ζ(q −G) d(q,G) ≤ d∗G
d∗Gζ(q,G)
d(q,G) d(q,G) > d
∗
G
(4.9)
4.2.2 Odpudive´ potencia´ly
Odpudive´ potencia´love´ pole (angl. repulsive potential)Urep(q) udrzˇuje robota v potrˇebne´ vzda´lenosti
do prˇeka´zˇek. Podle na´zvu je nejspı´sˇe jasne´, zˇe jsou protikladem prˇitazˇlivy´ch potencia´l, takzˇe v jejich
vlastnostech nacha´zı´me urcˇitou analogii, samozrˇejmeˇ ale obra´cenou. To znamena´ zˇe odpudive´ sı´ly
za´visı´ na vzda´lenosti robota od prˇeka´zˇky – cˇı´m je blı´zˇ k prˇeka´zˇce, tı´m veˇtsˇı´ je odpudiva´ sı´la, ktera´
robota nava´dı´ od te´to prˇeka´zˇky. Podle [2] se odpudive´ potencia´ly obvykle definujı´ jako vzda´lenost
od nejblizˇsˇı´ prˇeka´zˇky D(q), forma´lneˇ:
Urep(q) =
{ 1
2η(
1
D(q) − 1Q∗ )2 D(q) ≤ Q∗
0 D(q) > Q∗
(4.10)
∇Urep(q) =
{
η( 1Q∗ − 1D(q)) 1D2(q) ∇D(q) D(q) ≤ Q∗
0 D(q) > Q∗
(4.11)
Q∗ je urcˇity´ zvoleny´ pra´h, ktery´ dovoluje ignorovat prˇeka´zˇky, ktere´ jsou velmi vzda´lene´. Para-
metr η prˇedstavuje va´hu potencia´ly, podobneˇ jako parametr ζ u prˇitazˇlivy´ch potencia´l. Tak jak je
uvedeno v [2], mu˚zˇe se prˇi implementaci te´to metody sta´t, zˇe trasa zacˇne oscilovat mezi prˇeka´zˇ-
kami, protozˇe dany´ bod lezˇı´ ve stejne´ vzda´lenosti od vı´ce prˇeka´zˇek. Proto je lepsˇı´ nepocˇı´tat tuto
potencia´lovou funkci jen pro nejblizˇsˇı´ prˇeka´zˇku, ale pro vsˇechny prˇeka´zˇky v dosahu a vy´slednou
potencia´lovou funkci definovat jako soucˇet teˇchto dı´lcˇı´ch funkcı´. Mu˚zˇeme ji pak definovat jako:
Urep(q) =
n∑
i
Urepi(q) (4.12)
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a gradient:
∇di(q) = q − c
d(q, c)
, (4.13)
kde i prˇedstavuje index pra´veˇ jedne´ prˇeka´zˇky z celkove´ho pocˇtun, ktere´ jsou v dosahu a c prˇedstavuje
nejblizˇsˇı´ bod na prˇeka´zˇce k bodu q.
Obra´zek 4.6: Obra´zek zna´zornˇuje vzda´lenost di(q) od prˇeka´zˇky a gradient odpudive´ potencia´ly
z bodu q.
4.2.3 Proble´m loka´lnı´ho minima
Prˇi pohybu robota v potencia´lovy´ch polı´ch mu˚zˇe cˇasto dojı´t k situaci, zˇe robot uva´zne v bodeˇ, ktery´
je loka´lnı´ minimum a nenı´ zarucˇeno, zˇe pra´veˇ v tomto minimu lezˇı´ cı´l. Jak mu˚zˇeme videˇt na obra´zku
4.7, robot je prˇitahova´n cı´lem a postupneˇ se prˇiblizˇuje k prˇeka´zˇce, ktera´ ho zacˇne ovlivnˇovat. Hornı´
cˇa´st te´to prˇeka´zˇky ho zacˇne tlacˇit dolu˚ a spodnı´ ho zacˇne tlacˇit nahoru, robot se tak pohybuje prˇesneˇ
mezi teˇmito cˇa´stmi prˇeka´zˇky smeˇrem k cı´li. Pote´ vsˇak zacˇnou pu˚sobit odpudive´ sı´ly te´ cˇa´sti prˇeka´zˇky,
ktera´ stojı´ mezi robotem a cı´lem. V urcˇite´m mı´steˇ se sı´ly pu˚sobı´cı´ smeˇrem k cı´li G a odpudive´ sı´ly
od prˇeka´zˇky vyrovnajı´ a robot uva´zne v bodeˇ q, kde ∇U(q) = 0, ale tento bod q 6= G – robot nenı´
v cı´li.
Podle [2] mu˚zˇeme tento proble´m vyrˇesˇit pouzˇitı´m metody, ktera´ se jmenuje Randomized Path
Planner. Tato metoda funguje tak, zˇe robot postupuje smeˇrem k cı´li za pouzˇitı´ ru˚zny´ch potencia´lo-
vy´ch funkcı´ a pokud uva´zne v loka´lnı´m minimu, tak se snazˇı´ z tohoto minima dostat se´riı´ na´hodny´ch
kroku˚. Veˇtsˇinou se pomocı´ teˇchto kroku˚ podarˇı´ dostat z loka´lnı´ho minima, a robot tak mu˚zˇe znovu
pokracˇovat klasicky´m zpu˚sobem k cı´li.
Obra´zek 4.7: Robot uva´znul v loka´lnı´m minimu.
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4.3 Pla´nova´nı´ na mrˇı´zˇce
Prˇi pouzˇitı´ potencia´lovy´ch polı´ se cˇasto pouzˇı´va´ abstrakce okolnı´ho prostoru na mrˇı´zˇku. Cely´
prostor je pak diskretizova´n na jednotlive´ body – pixely, ktere´ dohromady tvorˇı´ mrˇı´zˇku. Mrˇı´zˇku
si tak mu˚zˇeme prˇedstavit jako dvourozmeˇrne´ pole, kdy jednotlive´ bunˇky (prvky) te´to mrˇı´zˇky jsou
pra´veˇ tvorˇeny pixely. Teˇmto bunˇka´m pak mu˚zˇeme prˇirˇazovat hodnotu a vyuzˇı´vat je tak prˇi ru˚zny´ch
algoritmech.
Prˇi pouzˇitı´ ru˚zny´ch metod a algoritmu˚ si cˇasto mu˚zˇeme zvolit, jaky´m zpu˚sobem spolu jednotlive´
bunˇky sousedı´. Kazˇda´ bunˇka mu˚zˇe mı´t bud’cˇtyrˇi sousednı´ nebo osm sousednı´ch buneˇk, tak jak je to
zobrazeno na obra´zku 4.8.
Pokud se za sousednı´ povazˇujı´ jen cˇtyrˇi bunˇky, ma´ to tu vy´hodu, zˇe mu˚zˇeme pouzˇı´tManhattan-
skou vzda´lenost. Je to vzda´lenost mezi dveˇma body, meˇrˇena´ pode´l os vedoucı´ch z teˇchto bodu˚, za
prˇedpokladu, zˇe tyto osy spolu svı´rajı´ pravy´ u´hel. Takzˇe naprˇı´klad vzda´lenost bodu a1 lezˇı´cı´ho na
sourˇadnicı´ch (x1, y1) od bodu a2 lezˇı´cı´ho na (x2, y2) se vypocˇı´ta´ jako |x1− x2|+ |y1− y2| [1].
Obra´zek 4.8: Obra´zek vlevo zobrazuje situaci, kdy za sousedı´cı´ bunˇky se povazˇujı´ jen ty, ktere´ spolu
sousedı´ celou hranou. Naproti tomu obra´zek vpravo zobrazuje situaci, kdy se za sousedı´cı´ povazˇujı´
ty bunˇky, ktere´ spolu majı´ spolecˇny´ alesponˇ jeden vrchol.
4.3.1 Vy´pocˇet vzda´lenosti
Pro samotne´ hleda´nı´ cesty je potrˇeba, aby robot umeˇl spocˇı´tat prˇitazˇlive´ a odpudive´ potencia´ly,
potazˇmo aby umeˇl pocˇı´tat vzda´lenosti potrˇebny´ch bodu˚. Prˇi prˇitazˇlivy´ch potencia´la´ch by vy´pocˇet
nemeˇl by´t proble´m, protozˇe je potrˇeba vypocˇı´tat vzda´lenost mezi cı´lem a pozicı´ robota – obeˇ tyto
hodnoty zna´me.
Proble´m nasta´va´ u odpudivy´ch potencia´l, protozˇe robot potrˇebuje vypocˇı´tat vzda´lenosti k prˇe-
ka´zˇka´m. Pokud by se robot pohyboval v prostrˇedı´ a byl vybaven senzorem podobneˇ jako u Tangent
Bug algoritmu, mohl by pomocı´ tohoto senzoru zjistit loka´lnı´ minima k prˇeka´zˇka´m ve sve´m do-
sahu. Zde je ale vy´pocˇet limitova´n dosahem tohoto senzoru, proto tato metoda neda´va´ moc dobre´
vy´sledky. Jak jsme si jizˇ uvedli, u potencia´lovy´ch polı´ se cˇasto vyuzˇı´va´ pla´nova´nı´ na mrˇı´zˇce, kde
mu˚zˇeme vyuzˇı´t Brushfire algoritmus, ktery´ da´va´ dobre´ vy´sledky.
Brushfire algoritmus
Anglicky´ na´zev tohoto algoritmu mu˚zˇeme volneˇ prˇelozˇit jako Algoritmus sˇı´rˇenı´ ohneˇ. Tento al-
goritmus pouzˇı´va´ mrˇı´zˇku k urcˇenı´ vzda´lenosti od prˇeka´zˇek, a tı´m k urcˇenı´ odpudive´ potencia´love´
funkce. Mu˚zˇeme ho definovat tak, zˇe na zacˇa´tku vsˇem bunˇka´m mrˇı´zˇky, ve ktery´ch lezˇı´ alesponˇ
cˇa´st prˇeka´zˇky, prˇirˇadı´me hodnotu jedna a ostatnı´m bunˇka´m prˇirˇadı´me hodnotu nula. Vy´stupem to-
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hoto algoritmu bude mrˇı´zˇka, ve ktere´ hodnota kazˇde´ bunˇky bude znacˇit jejı´ vzda´lenost od nejblizˇsˇı´
prˇeka´zˇky. Z teˇchto hodnot pak mu˚zˇeme vypocˇı´tat odpudivou potencia´lovou funkci a gradient.
Pote´ co prˇirˇadı´me pocˇa´tecˇnı´ hodnotu bunˇka´m, ve ktery´ch lezˇı´ prˇeka´zˇky, zacˇneme urcˇovat hod-
notu dalsˇı´ch buneˇk. Vsˇem bunˇka´m, ktere´ majı´ hodnotu nula a sousedı´ s bunˇkami s hodnotou jedna,
prˇirˇadı´me hodnotu dveˇ. Pote´ vsˇem bunˇka´m, ktere´ majı´ hodnotu nula a sousedı´ s bunˇkami s hodnotou
dveˇ, prˇirˇadı´me hodnotu trˇi. Tento princip opakujeme, dokud nejsou ohodnoceny vsˇechny bunˇky –
zˇa´dna´ bunˇka nema´ hodnotu nula. Prˇi urcˇova´nı´ sousednı´ch buneˇk si mu˚zˇeme zvolit jestli budeme za
sousednı´ povazˇovat cˇtyrˇi nebo osm buneˇk, viz obra´zek 4.8. Po dokoncˇenı´ tohoto algoritmu bude
hodnota v kazˇde´ bunˇce odpovı´dat vzda´lenosti k nejblizˇsˇı´ prˇeka´zˇce. K tomu abychommohli vypocˇı´tat
odpudivou potencia´lovou funkci, potrˇebujeme jesˇteˇ zna´t gradient. Ten urcˇı´me tak, zˇe u kazˇde´ bunˇky
vybere takovou sousednı´ bunˇku, ktera´ ma´ nejnizˇsˇı´ hodnotu (pokud je takovy´ch buneˇk vı´c, vybereme
libovolnou). Pak mu˚zˇeme rˇı´ci, zˇe gradient je vektor, ktery´ mı´rˇı´ na pra´veˇ zvolenou sousednı´ bunˇku.
Se znalostı´ gradientu a vzda´lenostı´ od prˇeka´zˇky uzˇ nenı´ proble´m vypocˇı´tat odpudivou poten-
cia´lovou funkci. Nynı´ mu˚zˇeme ve spojenı´ s vy´pocˇtem prˇitazˇlive´ potencia´love´ funkce (obvykle
vzda´lenost k cı´li) urcˇit potencia´love´ pole.
Tuto metodu nemusı´me nutneˇ omezovat jen na dvourozmeˇrne´ pole, algoritmus bude fungovat i
prˇi vysˇsˇı´ch dimenzı´ch. Jen musı´me na´lezˇiteˇ upravit sousedstvı´ buneˇk, kdy je zrˇejme´, zˇe prˇi vysˇsˇı´ch
dimenzı´ch uzˇ nebude bunˇka prˇedstavovat cˇtverec, ale bude to naprˇı´klad krychle (trˇi rozmeˇry). Pocˇet
sousednı´ch bunˇek se tak navy´sˇı´ ze cˇtyrˇ na sˇest respektive z osmi na dvacet sˇet [2].
4.3.2 Hleda´nı´ cesty
V prˇedchozı´ch cˇa´stech jsme si uvedli vsˇechny du˚lezˇite´ poznatky, ktere´ jsou nutne´ k tomu abychom
porozumeˇli potencia´lovy´m polı´m. Zna´me vsˇechny podstatne´ za´konitosti vy´pocˇtu˚ potencia´lovy´ch
funkcı´, proble´m spojeny´ s loka´lnı´m minimem atd., proto ted’mu˚zˇeme prˇejı´t k samotne´mu proble´mu
hleda´nı´ cesty.
Pokud si shrneme pozˇadavky na algoritmus pouzˇity´ pro hleda´nı´ cesty, meˇly by to by´t tyto:
• pokud existuje cesta k cı´li, meˇl by ji najı´t
• musı´ se umeˇt vyhnout prˇeka´zˇka´m
• musı´ se umeˇt vyporˇa´dat s nejednoznacˇnostmi, tzn. pokud by podle dane´ho algoritmu meˇl cı´l
lezˇet v minimu, musı´ toto potencia´love´ pole obsahovat pouze jedno minimum.
Da´le je urcˇiteˇ vhodne´, ale ne nutne´, aby dany´ algoritmus nebyl vy´pocˇetneˇ na´rocˇny´ a aby vyhledal
pokud mozˇno co nejkratsˇı´ cestu k cı´li. Tyto dva nepovinne´ pozˇadavky se vsˇak cˇasto navza´jem
vylucˇujı´, proto se veˇtsˇinou musı´me spokojit pouze s jednı´m z nich.
Algoritmus za´plavove´ho vyplnˇova´nı´
Tento algoritmus (angl. Wave-Front algorithm) splnˇuje vy´sˇe zmı´neˇne´ pozˇadavky, protozˇe doka´zˇe
jednodusˇe vyrˇesˇit nejteˇzˇsˇı´ pozˇadavek – a to proble´m loka´lnı´ho minima. Za urcˇitou nevy´hodu lze
povazˇovat to, zˇe tento algoritmus mu˚zˇeme pouzˇı´t pouze, pokud je prostor reprezentova´n mrˇı´zˇkou.
Tento prostor ale mu˚zˇe by´t i vı´cedimenziona´lnı´.
Algoritmus za´plavove´ho vyplnˇova´nı´ je urcˇitou modifikacı´ Brushfire algoritmu, kdy bunˇka´m
obsahujı´cı´m prˇeka´zˇku prˇirˇadı´me hodnotu jedna a neobsazeny´m bunˇka´m hodnotu nula. Da´le bunˇce,
ktera´ odpovı´da´ cı´li, dosadı´me hodnotu dva [2].
V prvnı´m kroku dosadı´me hodnotu trˇi bunˇka´m, ktere´ majı´ hodnotu nula a sousedı´ s cı´lem.
V dalsˇı´m kroku dosadı´me bunˇka´m s hodnotou nula, ktere´ sousedı´ s bunˇkami o hodnoteˇ trˇi, hodnotu
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cˇtyrˇi. Takto analogicky pokracˇujeme, dokud nedosa´hneme bunˇky, na ktere´ je startovnı´ pozice robota.
Pote´ urcˇı´me ze startovnı´ pozice cestu k cı´li pomocı´ metody sestupne´ho gradientu, to znamena´ zˇe
vzˇdy hleda´me sousedı´cı´ bunˇku s hodnotou o jedna nizˇsˇı´. Takzˇe naprˇ. pokud start lezˇı´ na bunˇce
s hodnotou 56, tak dalsˇı´ bunˇka na cesteˇ k cı´li bude s hodnotou 55, dalsˇı´ bude 54 atd. Jestlizˇe je buneˇk
s touto hodnotou vı´ce, libovolneˇ z nich vybereme jednu. Tı´m, zˇe hleda´me vzˇdy hodnotu o jedna
nizˇsˇı´ je take´ zarucˇeno, zˇe na´s tento algoritmus nepovede do prˇeka´zˇky, protozˇe bunˇky na ktery´ch
lezˇı´ prˇeka´zˇky majı´ hodnotu jedna, a hodnotu o jedna veˇtsˇı´, tzn. hodnotu dva ma´ pouze bunˇka kde
lezˇı´ cı´l. Da´le take´ mu˚zˇeme rˇı´ct, zˇe uzˇ z principu tohoto algoritmu je jasne´, zˇe se na´m vzˇdy podarˇı´
najı´t bunˇku s nizˇsˇı´ hodnotou, samozrˇejmeˇ do te´ doby nezˇ se robot dostane do cı´le. Pokud budeme
Obra´zek 4.9: Na jednotlivy´ch obra´zcı´ch mu˚zˇeme videˇt postup Algoritmu za´plavove´ho vyplnˇova´nı´.
za sousednı´ bunˇky povazˇovat jen ty, ktere´ majı´ spolecˇne´ hrany, tak mu˚zˇeme rˇı´ct, zˇe vsˇechny bunˇky
se stejnou hodnotou majı´ stejnou (Mannhattanskou) vzda´lenost k cı´li.
Tato metoda je velmi vy´hodna´, protozˇe tvorˇı´ pouze jedno minimum a to v cı´li, da´le take´ doka´zˇe
najı´t nejkratsˇı´ cestu k cı´li. Toto ma´ ale za na´sledek to, zˇe prˇi prohleda´va´nı´ velke´ho prostoru je hodneˇ
na´rocˇna´ na pameˇt’ovy´ prostor, protozˇe si musı´ pamatovat velke´ mnozˇstvı´ hodnot. Prˇi prohleda´va´nı´
vı´cedimenziona´lnı´ch prostoru˚ tato na´rocˇnost jesˇteˇ vı´ce naroste.
Harmonicka´ potencia´lova´ pole
Dalsˇı´m zajı´mavy´m rˇesˇenı´m hleda´nı´ cesty je metoda harmonicky´ch potencia´lovy´ch polı´, tato metoda
ma´ pouze jedno minimum lezˇı´cı´ v cı´love´ pozici. Podle [13] mu˚zˇeme tuto metodu prˇirovnat k sˇı´rˇenı´
tepla v prostrˇedı´, kdy zdroj sˇı´rˇenı´ tepla je cı´l a naopak prˇeka´zˇky sve´ okolı´ mrazı´. Takzˇe si potencia´love´
pole mu˚zˇeme definovat tak, zˇe bunˇka, ve ktere´ lezˇı´ cı´l ma´ nejvysˇsˇı´ hodnotu (tj. jedna) a prˇeka´zˇky
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Obra´zek 4.10: Na obra´zku mu˚zˇeme videˇt du˚kaz toho, zˇe si Algoritmus za´plavove´ho vyplnˇova´nı´
doka´zˇe poradit s loka´lnı´m minimem, ktere´ nelezˇı´ v cı´li.
majı´ nejnizˇsˇı´ (nula), ostatnı´ bunˇky majı´ hodnotu definovanou tak, zˇe stejne´ mnozˇstvı´ tepla prˇijmou
i odevzdajı´. Pokud ma´me takto nadefinovane´ vsˇechny bunˇky, robot mu˚zˇe najı´t cestu k cı´li tak, zˇe
postupuje ze sve´ pozice smeˇrem k cı´li takovy´m smeˇrem, kde je prˇı´ru˚stek hodnoty nejvysˇsˇı´.
Podle [13] mu˚zˇeme rovnova´zˇny´ stav prˇı´jmu a vy´daje tepla pro kazˇdou bunˇku vypocˇı´tat pomocı´
na´sledujı´cı´ rovnice:
(U(q[x− 1, y])− U(q[x, y])) + (U(q[x+ 1, y])− U(q[x, y]))+
+ (U(q[x, y − 1])− U(q[x, y]))(U(q[x, y + 1])− U(q[x, y])) = 0, (4.14)
kde U(q[x, y]) je hodnota bunˇky q na sourˇadnicı´ch x a y. Protozˇe musı´me tuto rovnici vypocˇı´tat
pro kazˇdou bunˇku, je vy´hodne´ si sestavit linea´rnı´ soustavu rovnic a pro vy´pocˇet pouzˇı´t iteracˇnı´
numerickou metody. Mu˚zˇeme vyuzˇı´t naprˇı´klad Gauss-Seidelovu metodu. Sestavı´me si rovnici,
kterou budeme postupneˇ iterovat, mu˚zˇeme ji definovat takto:
U(q[x, y]) =
1
4
(U(q[x− 1, y]) + U(q[x+ 1, y]) + U(q[x, y − 1])U(q[x, y + 1])), (4.15)
cozˇ znamena´, zˇe hodnota kazˇde´ bunˇky se rovna´ pru˚meˇru soucˇtu hodnot okolnı´ch hodnot.
Tato metoda nabı´zı´ spolehlive´ rˇesˇenı´ proble´mu hleda´nı´ cesty, tato vlastnost je ale vykoupena
pomeˇrneˇ velkou vy´pocˇetnı´ na´rocˇnostı´.
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Kapitola 5
Popis implementace appletu˚
Soucˇa´stı´ te´to pra´ce je i zpracova´nı´ zde uvedeny´ch vyhleda´vacı´ch metod pomocı´ java appletu˚. Tyto
applety by meˇly pomoci k lepsˇı´mu pochopenı´ te´matiky a doka´za´nı´ funkcˇnosti teˇchto vyhleda´vacı´ch
metod.
Na zacˇa´tku te´to kapitoly si prˇedstavı´me implementacˇnı´ detaily appletu˚, popı´sˇeme si za´kladnı´
trˇı´dy a samotne´ rˇı´zenı´ a zobrazova´nı´ simulace. Da´le si popı´sˇeme detaily implementace jednotlivy´ch
metod, jak prˇı´slusˇny´ch Bug algoritmu˚ tak i Potencia´lovy´ch polı´. Pote´ si popı´sˇeme uzˇivatelske´
rozhranı´ a ovla´da´nı´ appletu˚.
5.1 Na´vrh a implementacˇnı´ detaily
Prˇi navrhova´nı´ appletu˚ jsem se snazˇil o co nejlepsˇı´ na´vrh z hlediska mozˇne´ho budoucı´ho rozsˇı´rˇenı´
a zapracova´nı´ dalsˇı´ch algoritmu˚, tzn. zˇe jsem se snazˇil vyuzˇı´t vy´hod objektoveˇ orientovane´ho pro-
gramova´nı´ jako je naprˇı´klad deˇdicˇnost. Za´rovenˇ jsem se snazˇil tento na´vrh neudeˇlat moc slozˇity´, aby
na´sledna´ implementace nebyla obtı´zˇna´. Applety jsou napsa´ny v jazyku Java za pouzˇitı´ standardnı´ch
knihoven ve verzi 1.6.0.13. Prˇi implementaci jsem se bohuzˇel setkal s neˇktery´mi omezenı´mi stan-
dartnı´ch knihoven, hlavneˇ co se ty´cˇe pra´ce s graficky´mi komponentami. Neˇktere´ metody neda´valy
moc prˇesne´ vy´sledky, naprˇ. metody pro zjisˇteˇnı´, jestli graficky´ objekt obsahuje bod o zadany´ch
sourˇadnicı´ch apod. Neˇktere´ tyto proble´my si jesˇteˇ popı´sˇeme pozdeˇji.
5.1.1 Hierarchie trˇı´d
Trˇı´dy pouzˇite´ prˇi vytva´rˇenı´ teˇchto appletu˚ patrˇı´ do balı´cˇku pathFindingApplets, hierarchii
teˇchto trˇı´d mu˚zˇeme videˇt na na´sledujı´cı´m 5.1. Nynı´ si popı´sˇeme jednotlive´ skupiny teˇchto trˇı´d.
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Obra´zek 5.1: Hierarchie trˇı´d
Simulacˇnı´ trˇı´dy
Za´kladnı´ simulacˇnı´ trˇı´dou je abstraktnı´ trˇı´da SimulationManager, ktera´ obsahuje parametry
a metody spolecˇne´ pro vsˇechny odvozene´ trˇı´dy. Uchova´va´ pozice robota, cı´le, prˇeka´zˇek. Da´le
jsou v te´to trˇı´deˇ definovane´ ru˚zne´ fa´ze simulace, tyto fa´ze jsou definovane´ jako vy´cˇtovy´ typ
RobotState, mu˚zˇe to by´t naprˇı´klad fa´ze FOLLOWING_OBSTACLE nebo MOVE_TO_GOAL,
podle teˇchto fa´zı´ je pak rˇı´zena simulace. Tato trˇı´da je odvozena´ od trˇı´dy java.lang.Thread,
ktera´ umozˇnˇuje spousˇteˇt instance te´to trˇı´dy jako samostatne´ vla´kno. Tuto trˇı´du rozsˇirˇujı´ dveˇ
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trˇı´dy, ktere´ se uzˇ vı´ce specializujı´ na pouzˇite´ metody, jsou to: BugAlgSimulations a trˇı´da
PotenFieldSimulations.
Trˇı´da BugAlgSimulations obsahuje metody, ktere´ vyuzˇı´vajı´ Bug algoritmy, je to naprˇı´-
klad metoda exploreRobotRange(), slouzˇı´cı´ algoritmu Tangent Bug pro prozkouma´nı´ oblasti
robota a nalezenı´ prˇeka´zˇek, nebo metoda followObstacleOneStep(), ktera´ provede jeden
krok prˇi objı´zˇdeˇnı´ prˇeka´zˇky robotem u algoritmu˚ Bug1 a Bug2. Samotny´ algoritmus jednotli-
vy´ch bug algoritmu˚ je implementova´n v trˇı´da´ch odvozeny´ch od te´to spolecˇne´ trˇı´dy, jsou to trˇı´dy
Bug1Simulation, Bug2Simulation a BugTanSimulation.
Trˇı´da PotenFieldSimulations naproti tomu obsahuje metody pouzˇite´ u potencia´lo-
vy´ch polı´, jako je naprˇı´klad metoda initObstaclesCellValues(), ktera´ nastavı´ hodnoty
buneˇk, na ktery´ch lezˇı´ prˇeka´zˇky. Algoritmus za´plavove´ho vyplnˇova´nı´ je pak implementova´n v trˇı´de
WaveFrotSimulation, ktera´ je potomkem te´to trˇı´dy.
Trˇı´da pro graficke´ zobrazenı´
Pro zobrazenı´ simulace, vykreslenı´ prˇeka´zˇek, robota apod. jsem rozsˇı´rˇil standartnı´ trˇı´du jazyka
Java java.awt.Canvas. Takto vznikla´ trˇı´da SimulationCanvas umozˇnˇuje pomocı´ metod
paintRobot(), paintObstacles() a dalsˇı´ch, vykreslovat prˇeka´zˇky, robota cˇi pru˚beˇh simu-
lace, ktera´ probı´ha v simulacˇnı´ trˇı´deˇ. Tato trˇı´da implementuje rozhranı´ MouseInputListener
z balı´cˇku javax.swing.event, proto je mozˇne´ zachyta´vat kliknutı´ uzˇivatele na tento canvas
(pla´tno). Tuto vlastnost vyuzˇijeme pokud uzˇivatel meˇnı´ startovnı´ pozici robota, pozici cı´le nebo prˇi-
da´va´ cˇi mazˇe vybrane´ prˇeka´zˇky. Trˇı´da SimulationCanvas v sobeˇ neuchova´va´ zˇa´dne´ informace,
slouzˇı´ pouze k neza´visle´mu vykreslova´nı´ nebo k prˇeda´va´nı´ vstupu od uzˇivatele simulacˇnı´ trˇı´deˇ.
Trˇı´dy pro definova´nı´ appletu˚
Vzhled a rozvrzˇenı´ prvku˚ na appletu je implementova´no v abstraktnı´ trˇı´deˇ SimulationApplet,
ktera´ je potomkem trˇı´dy javax.swing.JApplet. Je zde definovane´ a implementovane´ ob-
sluzˇne´ menu vcˇetneˇ jednotlivy´ch polozˇek, da´le ma´ tato trˇı´da metodu updateStatusInfo(),
ktera´ slouzˇı´ k aktualizaci informacˇnı´ho statusu, ktery´ uzˇivatele informuje o simulaci. Pod menu
je zde prˇida´n SimulationCanvas, ktery´ slouzˇı´ pro samotne´ zobrazovanı´ simulace. V te´to
trˇı´deˇ jsou take´ definova´ny abstraktnı´ metody initSimulation(), resetSimulation()
a showSettings(), ktere´ musı´ by´t implementovane´ v potomcı´ch te´to trˇı´dy, protozˇe jsou za´visle´
na typu pra´veˇ probı´hajı´cı´ simulace. Prvnı´ dveˇ metody se starajı´ o korektnı´ inicializaci a reset si-
mulace a trˇetı´ metoda showSettings() by meˇla obsahovat ko´d, ktery´ zobrazı´ uzˇivateli mozˇne´
nastavenı´ pro zvolenou simulaci.
Potomky te´to trˇı´dy jsou pak applety jednotlivy´ch simulovany´ch algoritmu˚, v teˇchto trˇı´da´ch jsou
jen korektneˇ prˇekryty pozˇadovane´ metody a nastavena za´kladnı´ simulacˇnı´ trˇı´da. Patrˇı´ sem naprˇı´-
klad trˇı´dy Bug1Applet, WaveFrontApplet a analogicky applety dalsˇı´ch implementovany´ch
algoritmu˚.
Pomocne´ trˇı´dy
Zde si uvedeme dalsˇı´ trˇı´dy vyuzˇite´ prˇi simulaci, prvnı´ je trˇı´da Obstacles, ktera´ rozsˇirˇuje
java.util.ArrayList<java.awt.Polygon>, cozˇ je vlastneˇ seznam prˇeka´zˇek nebo-li
objektu˚ typu Polygon, protozˇe kazˇda´ prˇeka´zˇka je reprezentovana´ jednı´m graficky´m objektem
Polygon. Pomocı´ metod te´to trˇı´dy, jako je naprˇı´klad metoda defaultObstacles() nebo
spiralObstacles(), mu˚zˇeme snadno nastavit rozmı´steˇnı´ prˇeka´zˇek, startu a cı´le do prˇednasta-
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veny´ch sce´na´rˇu˚, cozˇ je dostupne´ uzˇivateli prˇes menu. Poslednı´ metodou, kterou zde zmı´nı´me, je
metoda addArea(), ktera´ slouzˇı´ k prˇida´va´nı´ prˇeka´zˇek, ktere´ nakreslı´ uzˇivatel.
Dalsˇı´ trˇı´dou je Cell, ktera´ je potomkem trˇı´dy java.awt.geom.Rectangle2D.Float.
Tato trˇı´da reprezentuje jednu bunˇku v mrˇı´zˇce, pokud je pouzˇit algoritmus, ktery´ vyuzˇı´va´ mrˇı´zˇku.
Uchova´va´ v sobeˇ svou pozici a take´ prˇirˇazenou hodnotu.
Poslednı´ dveˇ trˇı´dy BugAlgSettings a PotenFieldSettings rozsˇirˇujı´ trˇı´du JDialog
z balı´cˇku javax.swing. Obsahujı´ metodu createGUI(), ktera´ zobrazı´ uzˇivateli okno s mozˇ-
nostmi nastavenı´ dane´ simulace. Uzˇivatel zde mu˚zˇe meˇnit naprˇı´klad velikost robota, dosah senzoru
robota u algoritmu Tangent Bug apod. Trˇı´da BugAlgSettings slouzˇı´ pro zobrazenı´ nastavenı´
pro simulace Bug algoritmu˚ a trˇı´da PotenFieldSettings slouzˇı´ pro zobrazenı´ nastavenı´ pro
simulace Potencia´lovy´ch polı´.
5.1.2 Rˇı´zenı´ a zobrazenı´ simulace
Uzˇ jsme si prˇedstavili jednotlive´ trˇı´dy, proto si ted’ mu˚zˇeme popsat samotny´ princip fungovanı´
appletu˚, rˇı´zenı´ a zobrazenı´ simulace.
V prvnı´ fa´zi docha´zı´ k inicializaci appletu, spustı´ se metody patrˇı´cı´ trˇı´deˇ SimulationApplet
a to metoda createGUI() a initSimulation(). Prvnı´ se postara´ o vykreslenı´ a zobrazenı´
prvku˚ na appletu a druha´ inicializuje prˇı´slusˇnou simulaci, naprˇı´klad prˇi simulaci algoritmu Bug1:
spustı´ se instance trˇı´dy Bug1Applet, ktera´ spustı´ inicializacˇnı´ metody: vykreslı´ menu, canvas
a vytvorˇı´ v nove´m vla´kneˇ instanci simulacˇnı´ trˇı´dy Bug1Simulation. Tato simulacˇnı´ trˇı´da po
inicializaci cˇeka´ azˇ tuto simulaci spustı´ uzˇivatel prˇes menu, v tomto okamzˇiku se mohou meˇnit
parametry simulace, jako je naprˇı´klad rozmı´steˇnı´ prˇeka´zˇek, pozice startu a cı´le apod. Po spusˇteˇnı´
simulace probı´hajı´ jednotlive´ fa´ze dane´ho algoritmu a je postupneˇ prˇekreslova´n canvas. Protozˇe
simulace beˇzˇı´ ve sve´m vlastnı´m vla´knu, nenı´ prˇekreslova´nı´ appletu neˇjak ovlivnˇova´no danou si-
mulacı´. Jakmile je dokoncˇena simulace algoritmu, docha´zı´ k ukoncˇenı´ beˇhu simulacˇnı´ho vla´kna.
Uzˇivatel mu˚zˇe opeˇt spustit novou simulaci prˇes menu, to vyvola´ metodu resetSimulation(),
kdy se vytvorˇı´ opeˇt nove´ vla´kno se simulacˇnı´m algoritmem.
Prˇi vy´pocˇtech simulace je robot povazˇova´n pouze za bod v prostoru, protozˇe jsem vsˇak prˇi zobra-
zenı´ simulace chteˇl, aby byl robot dobrˇe viditelny´, reprezentuje ho kolecˇko o veˇtsˇı´m pru˚meˇru. Proto
bylo potrˇeba vyrˇesˇit, aby robot prˇi mı´jenı´ prˇeka´zˇek do nich nezasahoval, ale aby se jim korektneˇ
vyhnul i se svou veˇtsˇı´ velikostı´. Proto jsem se rozhodl zveˇtsˇit hranice prˇeka´zˇky o polomeˇr robota, ale
zobrazuji pu˚vodnı´ nezveˇtsˇene´ prˇeka´zˇky. V knihovna´ch Javy jsem bohuzˇel nenasˇel zˇa´dnou funkci,
ktera´ by korektneˇ zveˇtsˇovala vsˇechny typy prˇeka´zˇek, proto jsem ve trˇı´deˇ SimulationManager
implementoval metodu enlargeObstaclesBorders(int size), ktera´ prˇeka´zˇky zveˇtsˇı´
o zadanou velikost pomocı´ upravene´ho algoritmu dilatace obrazu.
5.1.3 Implementace zkoumany´ch algoritmu˚
V te´to cˇa´sti si popı´sˇeme detaily implementace jednotlivy´ch algoritmu˚ a prˇedstavı´me si zejme´na
nejdu˚lezˇiteˇjsˇı´ metody. Pokud nebude uvedeno jinak,metody pouzˇite´ uBugalgoritmu˚ jsou definovane´
v trˇı´deˇ BugAlgSimulations a metody pouzˇite´ u Potencia´lovy´ch polı´ jsou definovane´ v trˇı´deˇ
PotenFieldSimulations.
Algoritmus Bug1
Prˇi tomto algoritmu pouzˇı´va´ robot v podstateˇ dva druhy chova´nı´: pohyb smeˇrem k cı´li, ktery´ je
implementova´n v metodeˇ moveRobotToGoalOneStep() a pohyb okolo prˇeka´zˇky implemen-
tovany´ v metodeˇ followObstacleOneStep(). Po tom co robot objede celou prˇeka´zˇku je
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potrˇeba, aby se co nejkratsˇı´ cestou prˇemı´stil do bodu opusˇteˇnı´ prˇeka´zˇky, dosa´hne toho za pomoci
metody moveRobotToLeavePtOneStep().
Algoritmus Bug2
Tento algoritmus vyuzˇı´va´ pro pohyb okolo prˇeka´zˇky a pohyb k cı´li stejne´ metody jako prˇedchozı´
algoritmus. Za zmı´nku stojı´ metoda isFoundLeavePoint(), ktera´ kontroluje jestli robot prˇi
objı´zˇdeˇnı´ prˇeka´zˇky nedosa´hl bodu opusˇteˇnı´.
Algoritmus Tangent Bug
Pro pohyb robota k cı´li a okolo prˇeka´zˇky vyuzˇijememetodymoveRobotToGoalOneStepTngt()
a followObstacleOneStepTngt(). Tento algoritmus je vy´pocˇetneˇ na´rocˇneˇjsˇı´, protozˇe robot
musı´ v kazˇde´ pozici zkontrolovat prostor, kam dosahuje jeho senzor a podle toho prˇepocˇı´ta´vat svou
cestu, tato kontrola se deˇje za pomoci metody exploreRobotRange(). Tato metoda prozkouma´
okolnı´ prostor a vybere nejlepsˇı´ smeˇr pohybu robota.
Algoritmus za´plavove´ho vyplnˇova´nı´
Tento algoritmus vyuzˇı´va´ pla´nova´nı´ namrˇı´zˇce,mrˇı´zˇku inicializujemepomocı´metodyinitGrid()
a nastavı´me hodnoty mrˇı´zˇky pomocı´ metody initObstaclesCellValues(int value), tj.
bunˇky ve volne´m prostoru na hodnotu nula a bunˇky na prˇeka´zˇka´ch na hodnotu specifikovanou
parametrem value, v tomto prˇı´padeˇ na jedna. Zde se objevily dalsˇı´ proble´my se standardnı´mi
knihovnami Javy, metoda intersects()slouzˇı´cı´ ke zjisˇteˇnı´, zda-li dany´ graficky´ objekt obsa-
huje cˇtverec definovany´ parametrem, nevracı´ vzˇdy prˇesne´ vy´sledky. Cozˇ se v tomto prˇı´padeˇ projevilo
tak, zˇe prˇi urcˇova´nı´ zda-li hledana´ bunˇka zasahuje do prˇeka´zˇky, oznacˇila tato metoda i bunˇky, ktere´
uzˇ lezˇı´ vneˇ prˇeka´zˇky. Cozˇ vedlo k tomu, zˇe prˇeka´zˇky byly v mrˇı´zˇce oznacˇeny na veˇtsˇı´m prostoru,
nezˇ jaky´ doopravdy zabı´raly. Na samotny´ algoritmus vsˇak tento nedostatek vliv nemeˇl. Algoritmus
za´plavove´ho vyplnˇova´nı´ je implementova´n v metodeˇ computeWaveFrontOneStep(), pote´ se
vyhleda´ cesta k cı´li metodou computeLineToGoalOneStep() a robot se do cı´le prˇesune.
Harmonicka´ potencia´lova´ pole
Podobneˇ jako u prˇedchozı´ho algoritmu inicializujeme mrˇı´zˇku, nastavı´me hodnototy buneˇk na prˇe-
ka´zˇka´ch, tentokra´t vsˇak nastavı´me parametr value na nula. Vy´pocˇet hodnot dalsˇı´ch buneˇk a tı´m i
vy´pocˇet potencia´love´ho pole prova´dı´me pomocı´ metody computeGaussSeidelForCell(),
cozˇ je vlastneˇ implementace Gauss-Seidelovy metody pro na´sˇ prˇı´pad. Po spocˇı´ta´nı´ cele´ho pole,
vyhleda´me pomocı´ metody computeLineToGoalOneStepHarm() cestu k cı´li a robot se tam
prˇesune. Tato metoda je vy´pocˇetneˇ velmi na´rocˇna´, proto je maxima´lnı´ pocˇet bunˇek vmrˇı´zˇce omezen.
5.2 Popis uzˇivatelske´ho rozhranı´ appletu˚
Nynı´ si popı´sˇeme uzˇivatelske´ rozhranı´ appletu˚ a take´ jejich ovla´da´nı´. Applet se skla´da´ z menu,
z oblasti pro informova´nı´ uzˇivatele o stavu simulace a z plochy kde je vykreslova´na simulace, tak
jak je mu˚zˇeme videˇt na obra´zku 5.2. Hlavnı´ menu se skla´da´ z peˇti vysouvacı´ch nabı´dek:
• Simulation - obsahuje tlacˇı´tka pro start, reset a nastavenı´ simulace
– Start simulation - tlacˇı´tko pro start simulace
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– Reset simulation - tlacˇı´tko pro reset simulace
– Simulation settings - tlacˇı´tko pro otevrˇenı´ okna s nastavenı´m simulace
• Simulation speed - tato nabı´dka slouzˇı´ pro nastavenı´ rychlosti
– Instant simulation - toto tlacˇı´tko slouzˇı´ pro spusˇteˇnı´ simulace bez prodlevy
– nabı´dka obsahuje take´ posuvnı´k pro pohodlne´ nastavenı´ rychlosti simulace
• Set Start/Goal - nabı´dka pro prˇesunutı´ startu a cı´le, je aktivnı´ pouze prˇed zacˇa´tkem simulace
– Set Start - po kliknutı´ na tlacˇı´tko se kliknutı´m na plochu zvolı´ pozice startu
– Set Goal - po kliknutı´ na tlacˇı´tko se podobneˇ nastavı´ i pozice cı´le
• Obstacles - nabı´dka umozˇnˇujı´cı´ uzˇivateli prˇida´vat vlastnı´ prˇeka´zˇky, odstranˇovat prˇeka´zˇky
nebo zvolit jeden z prˇednastaveny´ch sce´na´rˇu˚ rozmı´steˇnı´ prˇeka´zˇek
– Add Obstacle - kliknutı´m na plochu zacˇı´na´ uzˇivatel kreslit hranu prˇeka´zˇky, dalsˇı´m klik-
nutı´m tuto hranu ulozˇı´ a mu˚zˇe kreslit dalsˇı´ hranu, kreslenı´ prˇeka´zˇky ukoncˇı´ dvojklikem
– Delete Obstacle - kliknutı´m na zvolenou prˇeka´zˇku ji odstranı´
– Default scenario - standardnı´ sce´na´rˇ rozmı´steˇnı´ prˇeka´zˇek
– Simple scenario - sce´na´rˇ obsahujı´cı´ jednoduche´ prˇeka´zˇky
– Star scenario - sce´na´rˇ obsahujı´cı´ nekonvexnı´ prˇeka´zˇku
– Spiral scenario - sce´na´rˇ obsahujı´cı´ prˇeka´zˇku ve tvaru spira´ly
• Help - nabı´dka obsahujı´cı´ na´poveˇdu a informace o aplikaci
– Help - tlacˇı´tko ktere´ vyvola´ na´poveˇdu
– About - tlacˇı´tko ktere´ zobrazı´ informaci o aplikaci
Obra´zek 5.2: Uzˇivatelske´ rozhranı´ appletu.
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Kapitola 6
Za´veˇr
V te´to pra´ci jsem se zaby´val problematikou hleda´nı´ cesty robota za pouzˇitı´ dvou rozdı´lny´ch prˇı´stupu˚.
Bug algoritmy slouzˇı´ pro hleda´nı´ cesty ve zcela nezna´me´m prostrˇedı´, naproti tomu potencia´lova´
pole slouzˇı´ pro hleda´nı´ cesty ve zna´me´m prostrˇedı´. Pro demonstraci teˇchto algoritmu˚ jsem vytvorˇil
java applety.
V prvnı´ cˇa´sti te´to pra´ce jsem uvedl neˇktere´ za´kladnı´ pojmy ty´kajı´cı´ se robotiky, v dalsˇı´ch
kapitola´ch popisuji principy a podrobnosti Bug algoritmu˚ a Potencia´lovy´ch polı´. Samostatna´ kapitola
je veˇnova´na na´vrhu a implementaci appletu˚ vcˇetneˇ popisu jejich ovla´da´nı´ z hlediska uzˇivatele.
Problematika hleda´nı´ cesty robota je zde diskutova´na prˇedevsˇı´m z hlediska pouzˇitı´ teˇchto
algoritmu˚ v dvourozmeˇrne´m prostoru. Uzˇitı´ teˇchto algoritmu˚ ve vı´cerozmeˇrne´m prostoru je zde
nastı´neˇno jen okrajoveˇ, protozˇe je to velmi rozsa´hla´ oblast, ktera´ si zaslouzˇı´ dalsˇı´ zpracova´nı´
v neˇjake´m projektu navazujı´cı´m na tuto pra´ci.
V ra´mci te´to pra´ce jsem take´ vytvorˇil webovou prezentaci, kde jsou popsa´ny jednotlive´ metody
a kde jsou umı´steˇny applety. Adresa tohoto webu je http://www.stud.fit.vutbr.cz/
˜xrouba02/bakalarka/. Na webu stejneˇ jako na prˇilozˇene´m CD je umı´steˇna i textova´ cˇa´st
pra´ce, programova´ dokumentace a zdrojove´ soubory appletu˚.
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