This study investigates the simultaneous optimization of multiple correlated responses that involve mixed ordinal and continuous responses. The proposed approach is applicable for responses that have either an all ordinal categorical form are continuous but have different marginal distributions, or when standard multivariate distribution of responses is not applicable or does not exist. These multiple responses have rarely been the focus of studies despite their high occurrence during experiments. The copula functions have been used to construct a multivariate model for mixed responses. To resolve the computational problems of estimation under a high dimension of responses, we have estimated parameters of the model according to a pairwise likelihood estimation method. We adapted the generalized distance approach to determine settings of the factors that simultaneously optimized the mean of continuous responses and desired cumulative categories of the ordinal responses. A simulation study was used to evaluate the performance of the estimators from the pairwise likelihood approach. Finally, we presented an application of the proposed method in a real data example of a semiconductor manufacturing process.
INTRODUCTION
Improvements to product or process performance are important problems in pharmacology, agriculture, and industry, which is the focus of attention by manufacturers. Consequently, of particular interest is detection of optimal settings for the control factors at which the response presents certain desired characteristics. Several publications focus on optimizing a single response (Draper [1] ; Hoerl [2] ; Peace [3] ; Fowlkes and Creveling [4] ; Paul and Khuri [5] ). However, numerous situations exist where multiple responses need to be simultaneously optimized. For example, in clinical trials it is important to determine the combination of drugs with maximum therapeutic effects and the lowest level of toxicity. In a semiconductor manufacturing process minimizing the defect count in the sensitive area and achieving the target amount of an ion implanted in a wafer may simultaneously need to be considered for an ion implantation process.
Most quality improvement studies research approaches for simultaneous optimization of multiple responses. The desirability function is one of the most popular methods to optimize a multi-response system (Harrington [6] ; Derringer and Suich [7] ; Kim and Lin [8] ). This approach, turns the several responses into a single response, which results in a combined desirability. The desirability function approach is easy to apply and allows the user to make a subjective judgment on the importance of each response; however, this approach does not take into account the variance covariance structure of the responses. Ignoring the possible correlations between the responses may be misleading and leads to incorrect optimization decisions. To overcome this difficulty, Elsayed and Chen [9] , Ko et al. [10] , Pignatiello [11] , Tsui [12] , and Vining [13] have proposed the use of the loss function approach to optimize multiple correlated responses. Khuri and Conlon [14] introduced an efficient optimization algorithm based on a generalized distance approach. These researchers assumed that all mean responses in the system depended on the same set of controllable variables via a polynomial regression model. The first step of their algorithm was to obtain individual optima of the estimated responses over the experimental region, after which they measured the deviation from the ideal optimum by means of a distance function expressed in terms of the estimated responses along with their variance covariance structure. Finally, this function could be minimized to arrive at a set of suitable operating conditions.
The following regression models are used in the mentioned multiple response optimization procedure: ordinary least squares (OLS), generalized least squares (GLS), and multivariate regression (MVR), all of which are under the assumption of normal errors. OLS and GLS regressions consider modeling responses individually with the assumption of independent responses. OLS regression is under the homogeneity of error variances, whereas GLS is free from error variances. MVR models the responses simultaneously, by taking into consideration a correlation between the errors. Normality assumption of responses and homogeneity of error variances may be violated in situations where the responses are not normal, discrete, or exhibit heterogeneous variances. Such situations happen frequently in clinical and epidemiological studies. Mukhopadhyay and Khuri [15] have recently modified Khuri and Conlon's [14] algorithm to a generalized linear model (GLM), which can be used to handle multiple discrete responses and bypass the heterogeneity of error variances. They assume all margin distributions are the same and the joint distribution of responses are available and belong to the multivariate exponential family.
A number of different proposed methods optimize multiple continuous responses. Su and Tong [16] have used principle component analysis. However, Lai and Chang [17] , Lu and Antony [18] , and Tong and Su [19] used the fuzzy theorem whereas Wu and Chyu [20] suggested a mathematical programming method.
However, ordinal responses observed are observed in number of experiments due to the quality characteristic or the convenience of the measurement technique and cost-effectiveness. In the optimization of ordinal responses, Taguchi [21 23 ] primarily employed the accumulation analysis (AA) method. In this method the corresponding cumulative categories are defined, then the researcher determines the effects of the factor levels according to the probability distribution by the categories. Finally, the optimal control factor settings are obtained by the desired cumulative category and the important location effects are taken into consideration. Nair [24] has proposed two scoring schemes that separately detect the location and dispersion effects. Jeng and Guo [25] presented a weighted probability-scoring scheme (WPSS) to avoid the computational complexity of Nair's scoring scheme. Thy considered the location and dispersion effects. Chipman and Hamada [26] used a GLM with Bayesian estimation techniques to optimize these type of responses. Computational complexity was more than Nair's scoring scheme.
In case of mixed responses very few studies have been conducted that optimize the ordinal-continuous responses. Hsieh and Tong [27] have employed an artificial neural network technique to optimize the ordinal-continuous responses, a method that is employed with difficulty in industrial settings. Wu [28] has presented an approach based on the quality loss function of Taguchi [23] where ordinal responses can be treated as continuous responses and a weighted average quality loss is defined for the ordinal responses. This approach is easier than the approach by Hsieh and Tong [27] , however there is no correlation between the responses.
In this article, we introduce an approach to simultaneously optimize mixed correlated continuous and ordinal responses. Our procedure can be easily applied when responses are all ordinal, all continuous with different types of marginal distributions, or in cases where standard multivariate distribution of responses is not applicable or does not exist. For example, when the entire marginal distribution of responses is gamma and the responses are correlated, it is difficult to determine the multivariate exponential distribution. In this approach we have used the Gaussian copula function. We extended the regression models for a bivariate mixed outcomes of De Leon and Wu [29] to the multivariate mixed discrete and continuous outcomes through pairwise fitting of models for the joint modeling of a multivariate mixed outcome based on the concept by Fieuws and Verbeke [30] . After specifying the effects of the factor levels on the mean continuous responses and probability distributions by the categories of the ordinal responses, we have adopted the generalized distance approach of Khuri and Conlon [14] to carry out the optimal control factor settings by mean of continuous responses and desired cumulative categories of ordinal responses. Copula-based dependencies, introduced in statistical literature by Skalar [31] , allows one to model the dependence structure independently of marginal distributions. This approach provides an alternative and more useful representation of multivariate distribution compared to traditional approaches such as multivariate normality. Formally, copula can be defined as follows: Suppose that we have K marginal CDFs, F X 1 (⋅) , . . ., F X K (⋅), where X 1 , . . ., X K are the random variables. Sklar's theorem states that every k-dimensional cumulative distribution F X 1 ,. . .,X K (⋅) = P (X 1 ≤ x 1 , . . ., X K ≤ x k ) of a random vector (X 1 , . . ., X K ) can be expressed by involving only the marginals
, where C is a copula. Gaussian copulas are an important family which has been used in a variety of applications Song [32] . The P-dimensional Gaussian copula is defined as
where Φ −1 (⋅) is the inverse function of the standard normal distribution Φ (⋅) and Φ K (⋅; R) is the k-dimensional standard multivariate normal distribution function. A more through overview can be found in the reference works by Joe [33] or by Nelsen [34] .
We considered the real data obtained from a semiconductor manufacturing process in which the defect counted on the sensitive area (an ordinal response) and the amount of ion implanted (a continuous response) require simultaneous investigation for an ion implantation process (Hsieh and Tong [27] ), as discussed in Section 6.
This paper is organized as follows: We define a multivariate model for mixed responses in Section 2. In Section 3, parameters of regression models and variance covariance of the parameters are simultaneously estimated. The confidence region of the parameters, estimated mean of continuous responses, and estimated desired cumulative categories of ordinal responses are obtained in this section. We use all of these for the optimization algorithm. Section 4 outlines the optimization algorithm according to a generalized distance approach. In Section 5, we have conducted a simulation study to compare the performance of estimators from pairwise and full likelihood estimation. An application of the proposed optimization algorithm is described in Section 6 with a real data example. Finally, concluding remarks are presented in Section 7.
A MULTIVARIATE MODEL FOR MIXED RESPONSES
We consider a mixed multi-response obtained from the ith run of the experiment, i = 1, . . ., n, is
for p = 1, . . ., P are continuous responses and Z iq s, for q = 1, . . ., Q are ordinal responses with K q levels. Underling Z iq is Y * iq , a continuous latent variable, such that
is an unknown vector of the threshold parameters. Let cumulative distribution
. Here, p (x i ) and * q (x i ) are known vector functions of the covariate vector x i = (x i1 , . . ., x im ) ′ , p and * q are vectors of regression coefficient and p and * q are the marginal parameters. We use the Gaussian copula function to jointly analyze these types of responses. This function has been used in a variety of applications (Song [32] ) because of its flexibility and analytical tractability, and to extend the regression models for a bivariate mixed outcomes of De Leon and Wu [29] to the multivariate mixed outcomes. As it was shown in recent paper Jiryaie et al. [35] the joint CDF and density of Y i can be obtained as follows:
, p = 1, . . ., P, s
, q = 1, . . ., Q, P * = P + Q, is a vector parameter that contains p , * q , q , p , * q and R, Φ −1 (.) is the inverse function of the univariate standard normal CDF, while Φ P * (.; R) is the P * -dimensional standard CDF with correlation matrix R ( r ij ) and y i = ( y i1 , . . ., y iP , k 1 , . . ., k Q ) ′ .
Estimation
The maximum likelihood estimator (MLE) of can be found by maximizing the log-likelihood function
, with an iterative technique such as the Newton Raphson updating scheme. Hence we should layout the density (1)
where is a standard normal density. Since
Next with applying (2), differentiation of function (3) with respect to y 2 is
where t 2|1 / y 2 = ( t 2|1 ) t 2 / y 2 ; so by repeated application of (2) we can find the densities of Y. We remark that notice the elements of R |T 1 ∶T k can be computed recursively. For example,
In situations where the dimension of the vector variable Y is elevated, some difficulties will arise to layout the density (1) . This is particularly true for high dimensional continuous vector variables due to differentiating the nested conditional normal distribution. In addition, the dimension of vector parameter in the joint distribution of Y will increase, which leads to computational problems to estimate the parameters. Fortunately for every dimension of Y all pair marginal density can be easily found from (1) as follows:
) .
Herein q 1 ≠ q 2 , p 1 ≠ p 2 , q 1 , q 2 , q = 1, . . ., Q and p 1 , p 2 , p = 1, . . ., P, R * =
In order to overcome these complicated problems, we can use the pairwise likelihood estimation procedure of Fieuws and Verbeke [30] . In this approach instead of maximizing the full log-likelihood, each pairwise log-likelihood is separately maximized. Let the vector parameter of all possible pair likelihoods be = 
where A is a matrix containing the appropriate coefficients to calculate the averages and̂= (̂′ 1 , . . .,̂′ m ) ′ whicĥj, j = 1, . . ., m is obtained from maximizing the jth pair log-likelihood, j (
is the jth pair joint density with y i1 = (y i1 , y i2 ), . . ., y m = ( y i(P−1) , y iP ) . It can be shown that
where J is a block-diagonal matrix with diagonal blocks J tt and K is a symmetric matrix containing blocks K tr , as
For computational convenience in the estimation step the constraints on r ij ∈ (−1, 1) can be removed with the Fisher's Z-transformation
. So by the delta method, we have SE
, SE is the standard error.
Based on Wald [36] an approximate 100 (1 − ) % confidence region for =
herep is the length of the vector parameter .
In the ordinal-continuous multi-response system the goal of simultaneous optimization is determining a point, x o , in the design region, R, at which the estimated mean responses of continuous variables,̂p (
, and cumulative probabilities of desired categories
Thus an approximation of var (̂(x)) is given by
Herein
, . . ., P (x)
, . . .,
, B is a block-diagonal matrix with diagonal blocks p (x), p = 1, . . ., P and † q (x), q = 1, . . ., Q. So the estimation of (6) iŝ
whereÂ is the MLE of A.
THE SIMULTANEOUS OPTIMIZATION PROCEDURE
At the outset, we individually optimize each estimated mean response of continuous variables,̂p (x), p = 1, . . ., P and cumulative proba-
, q = 1, . . ., Q over the experimental region R. We denote the individual optimum value of̂p (x), p = 1, . . ., P and F Y *
, q = 1, . . ., Q bŷj, j = 1, . . ., P * . If all the individual optimâ1, . . .,̂P * are attained at the same setting of x in R, then the optimization problem will be solved and no further study will be required; otherwise, it is necessary to search compromise conditions favorable for all responses. To access these compromise conditions, we follow the generalized distance approach by Khuri and Conlon [14] that Mukhopadhyay and Khuri [15] adapted for the multivariate GLM situation. This approach attempts to find the conditions on x that minimizes the distance between the estimated mean responses vector̂(x) and the individual optima vector (x) = (̂1 (x) , . . .,̂p * (x) ) ′ . Such a distance function is denoted by [̂(x) ,]. A variety of choices is possible for the distance measure , Khuri and Conlon [14] have suggested the two following distance functions:
Sincê1, . . .,̂ * P are the individual optimum values of the random variableŝp (x), p = 1, . . ., P and F Y *
, q = 1, . . ., Q, they are random variables themselves. We need to incorporate the variability of̂into . For this purpose, suppose j ( ) to be the true optimum value of the jth ( j = 1, . . ., P * ) mean response or cumulative probability optimized individually over R, and let ( ) = [ 1 ( ) , . . ., P * ( )] ′ .
Minimizing [̂(x) , ( )] is impossible because ( ) is unknown. We instead minimize an upper bound of [̂(x) , ( )] to carry out the optimization step, as in Khuri and Conlon [4] . Let D be a confidence region for the true optima vector ( ). By employing the 100 (1 − ) % confidence region C on given in (5), Mukhopadhyay and Khuri [15] show that an appropriate choice of D is given by
where × denotes the Cartesian product and D j (C) = ( min ∈C j ( ) , max ∈C j ( ) ) is an individual confidence interval of j ( ).
If ( ) ∈ D , then we have
and hence Therefore by minimizing the right-hand side of (10) over the region R, we adopt a conservative distance approach to the optimization problem.
SIMULATION STUDY: FULL VERSUS PAIRWISE LIKELIHOOD ESTIMATION
In order to evaluate and compare the performance of the estimators from the pairwise and full likelihood approaches for the mixed ordinalcontinuous responses, we have considered a simple 3 × 3 design with 0, 1}, i = 1, . . ., 9 and j = 1, 2 . Distribution of the responses have the following form:
is evaluated for y i1 ≥ 0 and y i2 ∈ R at k 1 = 0, 1 and k 2 = 0, 1, 2 in Table 1 with Φ 2 (⋅; r * ) the standard bivariate normal CDF with correlation r * and t 2 = ( y i2 − 2 (x i ) ) / . Table 1 ( y i1 , y i2 , k 1 , k 2 ) evaluated at k 1 = 0, 1, and k 2 = 0, 1, 2.
2|1∶2 ; r * ) 
for j = 1, 2. A total of R = 1000 repeated samples of size n i = 10, i = 1, . . ., 9 for each run of experiments were generated with the true values of parameters given in Table 2 . Estimation of parameters and calculation of the likelihood score functions at estimated parameters were implemented in R using the "optim" and "fdHess" functions, respectively. The results of this simulation study are reported in Table 2 .
Relative biases and mean square errors of the pairwise and full likelihood suggest that the pairwise likelihood estimation obtains suitable point estimates with small mean square errors. Furthermore relative efficiencies that are generally close to 1 in the pairwise method show that pairwise likelihood estimations have standard errors which reflect these estimates true sampling variability.
ILLUSTRATIVE EXAMPLE
In dealing with simultaneous optimization of mixed ordered categorical and continuous responses, a case study of an ion implantation process from a Taiwanese integrated circuit (IC) fabrication manufacturer was conducted by Hsieh and Tong [27] based on artificial neural networks. This example contained two quality responses: i) the amount of ion implanted in a wafer, continuous response denoted by Y, and ii) the defect situation of a sensitive area in the wafer, an ordered response denoted by Z, which included five ordered categories: very good, good, not good not bad, bad, and very bad. The responses was listed in a progressively worse order; we denoted these categories as 1 5. Each wafer had 36 sensitive areas that were tested independently. There were six control factors denoted by X 1 , . . ., X 6 . Between these, X 1 was discrete whereas the others were continuous. Table 3 lists the control factors with their levels and coded levels of X 1 , . . ., X 6 denoted by x 1 , . . ., x 6 . Therefore the region of the experiment transformed to the R = {x = (x 1 , . . ., x 6 ) ′ |x 1 = 0, 1; 1 ≤ x l ≤ 3, l = 2, ..6}. The two mixed responses data in a L 18 orthogonal array are given in Table 4 . In this table m ik , i = 1, . . ., 18, k = 1, ..5 are the number of 36 sensitive areas in the ith wafer, which was tested in the ith run (ith level of x) of the experiment which fell into the kth category.
The continuous response is a nominal-the-best (NTB) with a target value of 1000 ( after the data was transformed ). First, for the continuous response Y we fitted the normal GLM regression with link (x i ) = ′ (x i ) and gamma GLM regression with link (x i ) = exp ( ′ (x i ) ) Table 3 Control factors and coded factors with their levels.
Level 1 Type 1  6  50  5  4  25  1  1  1  1  1  1  Level 2  Type 2  12  100  10  8  50  0  2  2  2  2  2  Level 3  18  150  15  12  75  3  3  3  3 3 where the density of the Gamma ( i , ) distribution was specified as (11), (x i ) = (1, x i1 , . . ., x i6 ) ′ and = ( 0 , 1 , . . ., 6 ) ′ . Akaike information criteria (AIC) were 230.37 and 225.1, respectively. Gamma distribution appeared to have a better fit to this response compared to normal distribution. We assumed that the dispersion parameter was known and did not need to be estimated in the joint regression model. In our example we used its MLE in the marginal gamma GLM, which was 35.9348.
. ., n, n = 18 has the ordinal form with K = 5 categories. Therefore we have used the cumulative probabilities. The kth cumulative probability in the ith run of the experiment is
where k = 0, . . ., (K − 1), * = (x i1 , . . ., x i6 ) ′ , * = ( * 1 , . . ., *
6
) ′ , and = ( 1 , . . . 4 ) ′ .
. ., 18 are independent, Y i ∈ R + and Z i ∈ {0, . . ., 4}, using (1), we can write the joint density of Y i and Z i as follows:
Therefore log-likelihood for the presented data set in Table 4 is
Following this log-likelihood, we estimated the parameters and calculated the likelihood's score functions at the estimated parameters in R software using the "optim" and "fdHess" functions, respectively. Table 5 lists the estimated parameters, their standard errors and p-values.
In this tabler = 0.0092 with a p-value = 0.4672 shows we can accept that the amount of ion implanted and the defect situation of a sensitive area in a wafer are independent. In this example we aim to reach a point in the design region that simultaneously minimize |̂(x) − 1000| and maximizê1 (x) as cumulative probabilities of the desired category, herein̂k (x) =p (Z = k − 1), k = 1, . . ., 5. Table 6 showŝ1 and we find the minimum and maximum 5000 values of ( 1 , 2 ) ′ to get the approximate lower and upper bound of D i (C), i = 1, 2, where in Table 6 D 1 (C) = (822.0784, 1000) and D 2 (C) = (0.8486, 0.9648) are confidence intervals with a 95% convergence probability for and 1 , respectively.
In this example we used the distance measure 2 due to two responses that had an equal importance in the ion implantation process by Hsieh and Tong [27] and were independent. For each of the 5000 values of x randomly selected from the region R, we computed the maximum distance function 2 [̂(x) , ] with respect to ∈ D , where D = × 2 j=1 D j (C),and̂(x) = (̂(x) ,̂1 (x)) ′ . Next a minimum of 5000 values of this maximum distance were obtained. This distance, the corresponding simultaneous maximum of̂(x) and̂1 (x) and their locations are given in Table 7 .
For the purpose of compression we considered two points of the design region that Hsieh and Tong [27] introduced for simultaneous optimization of these responses with the Taguchi and Artificial Neural Network methods. By using these locations, estimated parameters in Table 5 and confidence region in Table 6 ,, (̂1, . . .,̂5) ′ and maximum of 2 [̂(x) , ] with respect to this confidence region were computed ( Table 7 ). These results showed that the location founded by the Gaussian copula had better optimum values for these responses.
CONCLUSION
In the simultaneous optimization problem, due to the inherent nature of the data and convenience of measurements, it is not feasible to report all of the responses as continuous variables with normal distribution. One of the most popular means is to represent the data in the ordinal categorical form. Thus the outputs may involve mixed continuous and ordinal variables. The innovative use of the copula function permits a model of various types of correlated responses, such as mixed continuous and ordinal responses, those with all ordinal categorical forms, continuous responses that have different marginal distributions, or where standard multivariate distribution of the responses is not applicable or does not exist. This paper used the pairwise likelihood estimation method for a high dimension of responses, and alleviated the
