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Abstract 
The impact of oil price changes on the demand for (and the supply of) the 
output of the oil and gas industry suggests that increased knowledge about the nature 
and effect of crude oil price movements is likely to be of interest to most institutions 
and organisations in the global economy. The importance of the energy sector is 
evident even in countries as widely divergent in industrial and financial structure as 
the UK and Libya. The two nations have fundamentally different economic 
structures: the UK operates a classical free-market, private capital-based system, 
whereas Libya has a more centrally-planned economy and has for many years been 
dominated by the productive activity of the oil and gas sector. Despite these 
differences, each country's financial strength appears to be vulnerable to fluctuations 
in oil prices; in countries such as the UK, this manifests itself most obviously in the 
potential impact on the values of shares in oil and gas firms. The sector is one of the 
largest on the London Stock Exchange, which, as a whole continues to dominate 
global non-domestic share trading and is critical to the health of the UK's financial 
services industry. In Libya, the nation's massive dependence on oil export revenues 
renders the economy especially prone to significant swings in oil prices. However, 
to date no study has attempted to compare directly the impact of price changes in 
such disparate environments, and this thesis therefore: (i) investigates the 
relationship between various risk factors (including oil prices, exchange rates, and 
interest rates) and oil and gas share returns in the UK; (ii) replicates the same 
investigation for different sectors to allow the aboye results to be set in context: (iii) 
exalnines perceptions of ho\\.: these risk factors affect the Libyan economy: and (i\') 
XIX 
compares the characteristics and the influence of these factors in the UK and Libya 
at a macro-economic level. 
The results of parts (i) and (ii) of the empirical analysis suggest that oil price 
movements have a significant impact on UK-listed oil and gas firms, and that the 
finding is unique to that sector. This evidence, allied to that of previous studies in 
other parts of the world, suggests that the finding of a strong empirical link between 
oil prices and share values in the oil and gas sector is robust across time and national 
borders. The main finding from part (iii), reflecting a detailed interview survey in 
Libya, suggests that the state of the Libyan macro- and micro-economy is highly 
dependent on the oil price; the interviews also reveal a degree of concern about 
Libya's long-term ability to develop into a multi-industry economic system. The 
analysis of the impact of oil pricing volatility on macro-economic health indicates 
that, as predicted by the interviewees, the impact of price changes on the Libyan 
national economy is highly significant, whereas no significant relationship exists 
between oil price alterations and the state of the UK economy. Overall however, and 
despite the very different economic structures existing in the UK and Libya, oil price 
movements are is shown in the thesis to have impacts on the two countries that are 
fundamentally different in nature, but potentially highly significant in each case. 
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Chapter 1: Introduction 
1.1 Introduction to the Study 
The potential impact of movements in the value of the oil and gas industry's 
output suggests that crude oil price changes are a constant concern at the micro-and 
macro-economic level, with price shocks being a major determinant of economic 
performance across all sectors. However, many oil and gas companies appear not to 
have fully realised the benefits of energy risk management; hedging of oil prices, 
interest rates, and exchange rates might provide the oil and gas industry with more 
flexibility through better management of cash flows and yet much of this potential 
appears not to have been exploited (Sadorsky, 2001). Moreover, and not 
withstanding the threats caused to the economic health of oil-rich developing 
countries (Mahmud and Russell, 2002), significant oil price shifts have caused the 
delnise of many oil and gas companies and the lending institutions that typically 
finance the firms' investments on the basis of oil price predictions over a ten- to 
twenty-year period (Willian1s and Jackson, 1994). In the light of these issues, this 
thesis provides a detailed empirical analysis of the impact of changes in the pricing 
of crude oil on two very different countries - the UK and Libya - \vhich, although 
varying in many fundamental ways, can both be sho\vn to have reason to benefit 
fron1 a better understanding of the impact of oil price shifts. 
The UK is a major European oil and natural gas producer and is one of the 
continent's largest energy consumers. Also, the world' s second -largest energy 
futures exchange, the International Petroleum Exchange (IPE), is located in 
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London,l while the oil and gas industry accounted for around 12 per cent of 
industrial capital investment and 2 per cent of total capital investment in 2000 
(Country Analysis Briefs, United Kingdom, 2002). The UK economy is a multi-
industry, market-based system, where the oil and gas sector is only one of many that 
contribute significantly to national wealth. However, the economy is heavily reliant 
on the performance of the financial securities sector (Brett, 2000). One of the 
reasons for this dependence is the success of the London Stock Exchange; while not 
the world's largest in terms of overall market capitalisation, it remains the biggest in 
,L _ £> _ _ _ 1 _ . L· _ _ 1 L, _ _,. _"""'1 • 1 1 ,2 1 r- _ 1 
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of UK and foreign firms, is one of the largest in the market and oil price variability 
therefore has the potential to impact it in particular, (as well as the market as whole, 
via the effect on overall macro-economic performance) in a dramatic fashion. 
Libya's economy differs in several fundamental ways from the UK's; two of 
these differences are of direct relevance to the study. First, in contrast to the UK's 
adherence to a mixed economic model, the Libyan economy is almost entirely 
centrally planned. Second, economic output in Libya is dominated by the oil and gas 
sector, with the revenue from oil-related exports being the key determinant of the 
health of Libyan economy; oil generally represents 85-95 per cent of annual Libyan 
export revenues, and the nation has proven reserves of 36 billion banels.3 Because 
I However, because major UK energy companies are based in the private sector, the imminent decline 
in British oil and gas production (Morrison and Johnson, 2004) may translate into an increase in the 
involvement of UK companies abroad, potentially mitigating some of the impact on the domestic 
economy. 
2 Representing 11% of the exchange's total market value of more than £1300bn at the end 0[2003 
Only the banking sector was larger value of around £260.1 bn. 
~ However, as reported by several news agencies and researchers, political and economic 
developments have propelled Libya from a modest 20th position in 1998 to being the number one 
country for new exploration, development and production ventures in 2000 (Widdershoven, 2002). 
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of a failure to diversify economIC activity, Libya has, howe\'er, so far failed to 
organise a significant non-oil industrial sector (Arab Oil and Gas Directory, 2001). 
There are several reasons underpinning the selection of the UK as the 
developed country with which to compare the impact of movements in crude oil 
prices on the Libyan economy. First, the eastern part of Libya was under British 
administration between 1943 and 1951 and, as stated in Chapter 3, even after Libyan 
independence the UK rented military bases in the country until as recently as 1970. 
Second, the Libyan Dinar was formally linked to the UK pound between 1951 and 
1967. Fiilally, the UK is the largest pIodLh.:et' of pci.fuleUl1i cuid l1iiLLlfiil gct~ in Europe, 
and shares of oil and gas firms continue to represent a major proportion of the total 
market value of companies listed on the London Stock Exchange. 4 Despite obvious 
differences in underlying home-country economic structures, UK and Libyan oil and 
gas companies, like many other of the world's petroleum-producing firms, are price-
takers in the global market for crude oil. This position means that oil and gas 
companies which do not pursue risk management may experience erratic or 
significant energy price volatility, which in turn can impact on their cash flows 
(Fusaro, 1998). Lower oil prices mean lower profit margins and reduced capital 
expenditures, while higher oil prices mean higher profit margins and, possibly, 
increased capital expenditures. Annualised price volatility for crude oil is 
approximately 25 per cent per year, while natural gas volatility is approximately .f0 
per cent per year (Fusaro, 1998). Consequently, the price of crude oil is likely to be 
a source of risk for share returns . 
.\ Chapter .3 provides more details regarding these issues. 
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Interest rate, oil price, and exchange rate factors are potentially important to 
the UK and Libyan oil and gas industry, and it is somewhat surprising that more 
research has not been conducted on the interaction between these factors and the 
performance of oil and gas firms in the two nations. For these reasons, the key aim 
of this study is to investigate the impact of oil price fluctuations on: (i) oil and gas 
share returns in the UK; (ii) the Libyan economy - as revealed in the perceptions of 
key players in the nation's oil industry - and; (iii) objective measures of Libyan and 
UK economic health. 
Gi yen that both countries have an apparent (but -very diffei"cjjt iil i1(itLii"~) 
exposure to oil price movements - the UK via the potential harm to the prices of 
shares of London-listed firms in the oil and gas sector, and Libya via the sector's 
dominance of industrial output - it is perhaps surprising that prior studies have not 
attempted to compare directly the impact of oil price changes across these two (or 
similar pairs of) nations. In attempting to identify differences and commonalities in 
the perception, nature and impact of oil pricing risk in the UK and Libya, the results 
of the thesis might provide some assistance to those charged with gauging the 
impact of (and preparing contingencies for) the current uncertainty and sizeable 
price swings evident in the global market for crude oil. By focussing on two very 
different economic systen1s, any such guidance should apply irrespective of whether 
concern focuses on the impact on equity values in a market-based system or on 
economic activity in an oil-rich developing nation. The findings of this study appear 
to have ilnplications for management and policy makers in these industries, as well 
as investors, regulators, employees, customers and suppliers: in addition. the results 
might be relevant when evaluating the efficiency of existing hedging policies. 
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Furthermore, from a Libyan standpoint, the results of a study such as this are 
particulary timely, coming during a period of major changes in the economy in 
general and the oil and gas industry in particular. Following the lifting of all UN and 
US sanctions against Libya in 2003 and 2004 respectively, a major privatisation 
programme has begun and a Libyan stock market was established on the 1 st of June 
2004, and evidence regarding the nature of pricing exposure to price changes is 
likely to be useful to the regulatory authorities. 
Various research methods are employed in the study and the question of 
research methodology is therefore important. As the discussion in Chapter 4 notes, 
there are a number of different types of research methodology, some of which lend 
themselves to more than one paradigm. The type of methodology should reflect the 
assumptions of the research paradigm; any such assumptions are important, because 
they offer a framework comprising an accepted set of theories, methods and ways of 
defining data (Hussey and Hussey, 1997). These assumptions relate to the nature of 
reality, the basis of knowledge, the nature of the research method and the nature of 
society. The assumptions lead to four different paradigms or philosophies. Burrell 
and Morgan (1979) classified these paradigms: as (i) the Functionalist; (ii) the 
Interpretive; (iii) the Radical Humanist; and (iv) the Radical Structuralist. The 
Functionalist paradigm is chosen in this study, for reasons provided in detail in 
Chapter 4. 
The data collection methods employed in this research study include: 
l1Ull1erical data for the multiple regression models that are used in performing the 
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empirical analysis of Chapters 5 and 7; in particular, time series data for share prices 
and other financial variables (extracted from Datastream) were used in Chapter 5, 
while for Chapter 7 official statistics (obtained from International Financial 
Statistics publications and the Central Bank of Libya) were also used. In addition, 
structured interviews were planned and conducted for the empirical analysis of 
Libya presented in Chapter 6. 
1.3 Thesis Structure 
The structure of this thesis is shown in Figure 1.1. The study is organised 
into eight chapters. The next chapter provides a literature review which focuses on 
the relationship between crude oil prices, equity values and macro-economic 
performance. Moreover, it contains a review of prior research, in an attempt to 
provide an essential foundation for developing the thesis' methodological and 
theoretical framework which underpins the empirical analysis. Chapter 3 then gives 
an overview of the background to the oil and gas industry in Libya and the UK, 
setting this in its historical context where relevant. Chapter 4 discusses the research 
methodology and Inethods employed in the study before Chapter 5 employs multi-
factor regression analysis to investigate the relationship between the price of crude 
oil and oil and gas share returns in the UK. Chapter 6 of the thesis investigates the 
ilnpact of oil price n10vements in Libya by analysing the results of a series of 
structured interviews with key players in the sector, while Chapter 7 employs a 
regression model to investigate and compare the impact of changes in crude oil 
prices on the Libyan and UK economies. Chapter 8 concludes the thesis by 
8 
presenting a summary of the main findings, outlining the limitations of the study and 
making some recommendations for future research. 
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Chapter 2: Literature Review 
2.1 Introduction 
Investigations of the relationship between the pnces of real and financial 
assets are potentially valuable in the context of financial decision-making. In 
particular, knowledge of the link between movements in asset and share pricing may 
contribute relevant information to managers' estimation of the likely impact of such 
changes on market values and aid the preparation of appropriate contingency 
measures. Investors may also benefit from understanding the effects of real asset price 
shifts on the value of their portfolios, because improved knowledge of the relationship 
should allow them to formulate better predictions of variations in returns and permit 
them to react and plan accordingly (Chandy and Kwan, 1987). 
Recently, researchers have sought to examine the extent of the relationship 
between real asset prices and equity values via analysis of the impact of natural 
resource price volatility. This chapter provides a review of literature which 
investigates the relationship between micro- (and macro-) economic performance and 
oil price risk, highlighting the important related impact of variability in interest rates, 
exchange rates and overall market performance. In particular, the chapter outlines the 
studies that have investigated the impact of these risk factors on both financial 
markets and national economic output. The chapter also reviews more general 
academic literature relevant to the empirical work in Chapters 5, 6 and 7 of the thesis 
regarding the operations of the oil and gas industry and the theoretical underpinning 
of the pricing mechanisms employed in this and earlier studies. 
Section 2.2 of the chapter outlines research which examines the key features 
of the modern oil industry, before Section 2.3 reviews relevant work looking at the 
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most important trends in oil pricing history and the nature of oil pricing mechanisms. 
Market risk and arbitrage pricing theory are discussed in Sections 2.4 and 2.5 
respectively, while a review of previous studies concerning the impact of oil prices on 
financial markets and macro-economic performance is presented in Sections 2.6 and 
2.7. Section 2.8 concludes the chapter. 
2.2 Research into the Nature of Uncertainty in the Oil Industry 
Academic research has provided a number of novel insights regarding (and 
useful attempts at conceptualising) the uncertain character of the activity of oil and 
other natural resource industries. F or example, Sadorsky (2001) argues that 
companies in these sectors are exposed to three particular factors that lead to a high 
level of business complexity. Firstly, they are typically capital intensive; for example, 
new mining or oil sites cost huge amounts to build. Secondly, the assets of natural 
resource firms are of a depleting nature; therefore, in order to replace their depleting 
assets and to remain in business, most natural resource extraction companies engage 
in a continual search for low cost natural resource reserves to develop. Thirdly, the 
end products of natural resource companies are largely homogeneous; extensive 
product differentiation is very difficult with most raw commodities. The leading 
performers in profitability and equity value terms tend, therefore, to be the lowest cost 
producers. 
The fact that cOlnpanies engaged in the oil and gas exploration and production 
industry face exceptionally high risks is not a new concept (Seiichi and Masakazu, 
1972: Wilson, 1986). It is well known that oil and gas-producing companies have 
unique operating characteristics, such as the risk of drilling a dry \\elL the lengthy 
time between discovery and sale of reserves and the lack of a predictable correlation 
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between exploration costs and reserve value (Deakin and Deitrick, 1982; \Vilson, 
1986). The last 14 years have, however, proved to be particularly unstable for 
participants in the oil and gas industry. Various political (e.g. the 1991 Gulf \Var; the 
11 th of September 2001 terrorist attacks in the US; and the invasion of Iraq in March 
2003), economic (the 1997 Asia crisis),5 and financial crises (notably in Russia; the 
Long Term Capital Management (LTCM) collapse in 1998;6 plus, more recently, the 
Yukos7 crisis in 2004) have impacted upon global petroleum demand and supply. 
These recent events have all affected the world petroleum markets to some 
degree but generally through one of two main channels. First, Asian countries import 
a large quantity of crude oil and declining demand in these countries has led to a 
reduced worldwide demand and, as a result, lower oil prices. Reductions in oil prices 
in turn mean lower government revenue and budget deficits for the major oil 
exporters. Second, as consumer confidence is affected by each crisis, investors flee 
risky investments, often by transferring money into safer sanctuaries such as US 
Treasury Bonds (Sadorsky, 2001). This change caused a particular problem for 
LTCM's hedge fund, which was highly geared and invested on the basis of 
speculation that bond spreads in Russia and other developing countries would narrow 
(Sadorsky, 2001). 
5 A large volume of literature (e.g. Granger et al., 2000; Sheng and Tu, 2000; Hammoudeh and Li, 
2004) investigate the impact of the Asian crisis on the links between the world stock markets, exchange 
rates, interest rates and oil prices. 
6 Long Term Capital Management (L TCM) is a well-known US hedge fund, established in 1994, by 
John Meriwether. The latter build an all-star team of traders and academics in an attempt to design a 
fund that would profit from the combination of the academics' quantitative models and the traders' 
market judgement and execution capabilities. In September 1998, L TCM announced a loss of -+4°·~ 
($2.1 billion) of its investors' money in August alone and more than 52~'o from the beginning of the 
~ear (Stonham, 1999). 
Yukos is the second-largest Russian oil company, and is currently involved in a major tax argument 
with the Russian government. Yukos produces around 1.7 million barrels of crude oil daily. equivalent 
to about 2 percent of the world's daily consumption (Dancy. 2004). 
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Accurate predictions of the worldwide demand for crude oil products are 
difficult to make, but they tend to be strongly linked to worldwide industrial 
production (Sadorsky, 2001). However, supply of petroleum products is to some 
extent easier to estimate, because three quarters of world oil production (and 90 per 
cent of oil reserves) are controlled by state-owned oil companies (United States 
Energy Information Administration, 1999).8 Major oil and gas exploration and 
production companies (and those who invest in them) have recently been engaged in 
making long-term investments, based on estimates of oil and gas price prospects for 
the next ten to twenty years (Sadorsky, 2001). Experience has shown however, that 
companies have had very little success in predicting short-term or long-term oil and 
gas prices; since the late 1970s, companies have consistently expected higher prices 
than those actually achieved (Williams and Jackson, 1994). It appears, therefore, that 
more evidence is needed regarding the impact of oil price variability on producers, 
whether they are based in developed countries with efficient capital markets, or in oil-
dominated centrally planned economic systems. The next section therefore presents a 
history of oil price behaviour and the underlying pricing mechanisms existing in the 
global market for oil. 
2.3 Oil Prices and Pricing Mechanisms 
2.3.1 The Historical Behaviour of Oil Prices 
Inspection of data for recent decades suggests that oil prices behave much as 
any other commodity, with large fluctuations tending to be observed in times of 
8 Approximate figures can be obtained from Table 2.2 World Oil Supply, 1995-1999, and Table 8. L 
World Crude Oil and Natural Gas Reserves. These tables are located in the international petroleum data 
section of the web site: (\\\\'w.eia.doe.Q.oviemeu/ipsr t22.t\t. \\ \\ \\ .l'ia.dl)('.Q.OV cl1l('ulicai tahk'S l.html). 
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Despite some turbulence in market conditions reflecting political events (including the 
Six-day War of 1967), oil prices displayed remarkable stability in the decades 
following the end of the Second World War; for example, per barrel prices ranged 
between $2.50 and $3.00 from 1948 through to the early 1970s. 
As Figure 2.l illustrates, the oil price had risen to $12.00 by the end of 1974. 
The Yom Kippur War, which had begun with an attack on Israel by Syria and Egypt 
on the 5th of October 1973, caused previously unseen levels of turbulence to develop 
in the global oil market. The US and many other countries in the Western world 
supported Israel and so Arab-exporting countries forced an embargo on these nations. 
Arab countries reduced production by 5 million barrels per day, while non-OPEC 
\ countries increased their production by only approximately 1 million barrels per day. 
The net loss of 4 million barrels per day extended throughout March of 1974 and 
represented 7 percent of free-world production. As a direct consequence, the oil price 
increased 400 percent in six months (Williams, 2001) and the effects to economies 
around the world proved to be devastating and long lasting. 
In 1979 and 1980, political events in Iran and Iraq led to an increase in crude 
oil prices; as a result of the Islamic revolution, the level of Iranian oil production 
reduced by between 2 and 2.5 million barrels per day between November 1978 and 
June 1979. The problems caused by this fall were exacerbated by the fact that Iraq's 
crude oil production fell by 2.7 million barrels per day and Iran's by a further 600,000 
barrels per day following the onset of the Iran/Iraq War in 1980. The combination of 
these events caused a rise in crude oil prices of more than 150 percent from $14 in 
1978 to $35 per barrel in 1981 (Williams, 2001). 
Throughout the period 1982-1985. OPEC attempted to manage quotas in order 
to stabilise prices. These attempts met with frequent failure. however. as se\"cral 
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oversupply or shortage. A major umque influence on the market for crude oil is. 
however, the Organisation of Petroleum Exporting Countries (OPEC), created in 1960 
with five founder members: Iran, Iraq, Kuwait. Saudi Arabia and Venezuela. Six other 
countries had joined OPEC by the end of 1971: Qatar, Indonesia, Libya, the United 
Arab Emirates, Algeria and Nigeria. These additional countries had experienced a 
reduction in the value of their production since the establishment of OPEC. and 
membership had become a necessity (International Petroleum Encyclopedia, 1997; 
Stevens, 2001; Williams, 2001). 
Figure 2.1: Nominal Oil Prices 1970-2005 
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Despite some turbulence in market conditions reflecting political e\"ents (including the 
Six-day War of 1967), oil prices displayed remarkable stability in the decades 
following the end of the Second World War; for example, per barrel prices ranged 
between $2.50 and $3.00 from 1948 through to the early 1970s. 
As Figure 2.1 illustrates, the oil price had risen to $12.00 by the end of 1974. 
The Yom Kippur War, which had begun with an attack on Israel by Syria and Egypt 
on the 5th of October 1973, caused previously unseen levels of turbulence to develop 
in the global oil market. The US and many other countries in the Western world 
supported Israel and so Arab-exporting countries forced an embargo on these nations. 
Arab countries reduced production by 5 million barrels per day, while non-OPEC 
countries increased their production by only approximately 1 million barrels per day. 
The net loss of 4 million barrels per day extended throughout March of 1974 and 
represented 7 percent of free-world production. As a direct consequence, the oil price 
increased 400 percent in six months (Williams, 2001) and the effects to economies 
around the world proved to be devastating and long lasting. 
In 1979 and 1980, political events in Iran and Iraq led to an increase in crude 
oil prices; as a result of the Islamic revolution, the level of Iranian oil production 
reduced by between 2 and 2.5 l11illion barrels per day between November 1978 and 
June 1979. The problems caused by this fall were exacerbated by the fact that Iraq's 
crude oil production fell by 2.7 million barrels per day and Iran's by a further 600,000 
barrels per day following the onset of the Iran/Iraq War in 1980. The combination of 
these events caused a rise in crude oil prices of more than 150 percent from $1..+ in 
1978 to $35 per barrel in 1981 (Williams, 2001). 
Throughout the period 1982-1985, OPEC attempted to manage quotas in order 
to stabilise prices. These atten1pts met \\"ith frequent failure. ho\\cvcr. as sc\cral 
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members of the Organisation produced in excess of their quotas; during most of this 
period, Saudi Arabia acted as the central producer, reducing oil production at yarious 
times to stem rapidly falling prices. In August 1985, Saudi Arabia linked its oil prices 
to the spot market for crude and by early 1986 had increased production from 2 
million barrels per day to 5 million barrels per day. As a result, crude oil prices fell 
below the $10 per barrel mark in mid-1986 (Williams, 2001). 
A December 1986 OPEC price agreement aimed at achieving a figure of $18 
per barrel had collapsed by January 1987 and prices remained weak in the months 
thereafter. The next significant trend in crude prices was the heavy rise in 1990 
following the Iraqi invasion of Kuwait and the consequent Gulf War. In the years 
1990 to 1997, world oil consumption increased by 6.2 million barrels per day and this 
increased demand led to a further long-term price recovery. The price of crude oil 
averaged $20 a barrel in 1997, stabilising in the range $20 to $25 a barrel. In 
December 1997, OPEC resolved to increase its quota by 2.5 million barrels per day 
(equivalent to approximately 10 percent) with effect from January 1st 1998. In 1998, 
Asian oil consumption declined for the first time since 1982 and, in the summer of 
1998, crude oil prices reached a new low of less than $12 a barrel. In response, OPEC 
cut quotas by a further 1.25 million barrels per day in April and by 1.335 million 
barrels per day in July, but price falls continued throughout the year. Prices eventually 
began to recover in January 1999 and rose steadily until September 2000; the 
increases were the result of demand- and supply-side changes that reflected strong 
growth in global consun1ption and OPEC's decision to cut production by 1.719 
million barrels per day in April 1999. New oil prices declined sharply following the 
September 11 th 2001 terrorist attacks on the US. Prices did, however, begin to recover 
following production cuts (OPEC and non-OPEC) at the beginning of 2002, along 
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with instability in the Middle East and Venezuela and the possibility of renewed war 
in Iraq. Military action began in Iraq on 19th March 2003~ threatening world supply 
and causing prices to rise; prices eventually stabilised at an average of $28 throughout 
the year. In 2004, oil prices dramatically increased again, achieving their highest ever 
level9 as a result of several factors, but mainly: instability in the Middle East; the \Var 
and on-going conflict in Iraq; instability in Saudi Arabia; the Yukos crisis (see 
Reinan, 2004); and record demand (partly for stockpiling) in countries as diverse as 
India, China and the US. In early 2005, crude oil prices remained high, ranging 
between $40-$57 per barrel. 
2.3.2 Oil Pricing Mechanisms 
There is no single source for benchmarking the price of crude oil. The vast 
size of trading in crude oils has led to the development of a number of major price 
references. Prominent among these are: Saudi Arabian Arab Light; West Texas 
Intermediate (WTI); Forties and Brent!O (from the UK waters of the North Sea); Fateh 
from Dubai, and, more recently, the Urals-Mediterranean for Russian production 
entering Western markets!! (Seba, 1998). Each variety of crude oil is scrutinised by 
9 Oil prices reached their highest levels in 2004; in October NYMEX crude rose to more than $55 per 
barrel while Brent exceeded $50. Prices have continued to rise since then, with both recording new 
~eak values - more than $57 for NYMEX and more than $55 for Brent - in March 2005. 
o According to the International Petroleum Exchange, Brent is used as a basis for pricing two-thirds of 
the world's internationally traded crude oil supplies. For more details see 
www.theipe.col11/trading/products.asp?sp=contracts brent futures. In June 2002, to try and address the 
issue of falling production levels of Brent Crude, Platts (the industry's main price assessor) updated its 
definition of Brent Crude by developing BFO, or Brent-Forties-Oseberg, which incorporates two 
similar North Sea crude oils - NOIth Sea Forties (UK) and Oseberg (Norway). See 
\\ W\V .cia.doc. govicmcu/cabs/uk. html. 
.11 Singapore-based quotations are also increasingly being used as a reference for crude oil pricing in the 
Far East (see Seba, 1998). 
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refinery engineers who determine the value of each type using a range of indicators l2 
that allow them to assess what can be made from each class. 
The price 13 of crude oil is determined by a wide range of factors, including 
production location, transportation costs and market. 14 Roeber (1993) and Brocato et 
al. (1989) point out that there is a relationship between the value of crude oil and the 
prices of products that are made from it; if the price expectations of a particular 
product rise, then profit-maximising refiners tend to purchase the type of crude oil 
which maximises the quantity of that production. 
companies (Rivera, 2003). These companies were created after the break up by the 
US Government of the Standard Oil Companyl5 on 15th May 1911. The Seven Sisters 
oil companies comprised (Rivera, 2003): 
1. Royal Dutch Shell (Anglo-Dutch). 
2. British Petroleum (BP); BP purchased the remaining 45 per cent of Standard 
Oil of Ohio (Sohio) in 1987, before merging with Standard Oil of Indiana 
(Amoco) in 1998, and (in 2000) with Atlantic Richfield (Arco). 
3. Standard Oil of New York (Socony) became Mobil, which subsequently 
merged with Exxon in 1998 to form ExxonMobil the world's biggest oil 
company and the third largest company in the US. 
p 
- Such as vapour pressure, octane number and sulphur content. 
I3 Prices for crude oil in international trade are quoted globally in US dollars per American Petroleum 
Institute (API) balTel of 4~ US gallons at 60 degrees Fahrenheit (Seba, 1998). 
1-1 For example, the lighter, fairly sweet crudes of North America and the North Sea are appropriate for 
the American market, where gasoline motor fuels are in great demand, whereas the heavier crudes of 
the Middle East are more suitable for the Japanese product market mix (Seba, 1998). 
15 Appendix ~.~ provides some details regarding the Standard Oil Company. 
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4. Standard Oil of New Jersey (Esso), which developed into Exxon (now 
ExxonMobil). 
5. Standard Oil of California; the company evolved into Chevron, which merged 
with Texaco to form ChevronTexaco in 2001, the second largest oil company 
in the US, and the fifth largest in the world. 
6. Texaco, now part of ChevronTexaco. 
7. Gulf Oil, which became part of Chevron in 1984. 
By 2003, the Seven Sisters had become the Four Sisters, namely: ExxonMobil, 
ChevronTexaco, Shell and BP (Rivera, 2003; Seven Sisters Oil Companies, 2004). 
However, this situation changed after the Arab embargo in 1973 (Roeber, 
1993; Seba, 1998) and OPEC has since become the new monopolistic power. Because 
oil production capacities are larger than is required for world oil consumption, OPEC 
has to restrain its production to stabilise oil prices, but the process is complicated by 
the fact that the interests of the various OPEC members are not the same 16 (Horn, 
2004). Over recent years, OPEC control of oil production has strengthened and, it 
claims to have used this power to perform more efficiently and cooperatively in its 
efforts to direct the world market. On the other hand, practical experience has 
regularly shown that this is a very difficult market to manage; there are key aspects of 
the market over which OPEC has little control, and oil prices are expected to remain 
unstable over future years (Kohl, 2002). However, in the long run, the control of 
OPEC is generally expected to grow, since about 78 per cent of proven oil reserves 
are now owned by OPEC members (Horn, 2004). 
16 For example, the interests of countries with big reserves and small populations are different from 
those of countries with lesser reserves and bigger populations (Hom, 2004). 
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Seba (1998) argues that there are two main schools of thought regarding the 
pricing of crude oil. The first treats crude oil as a nonnal commodity whilst the 
second classifies it as a unique product, the price of which is determined politically. 
The first paradigm argues that cycles in crude oil prices essentially reflect a 
conventional supply-demand relationship; according to this school of thought 
patterns and trends in supply reflect the fact that exploration and development 
investment tends to be concentrated in periods of high oil prices. High oil prices lead 
to high profits, thereby encouraging oil companies to expand their exploration for oil, 
which in turn means there is a higher chance of increasing the oil supply. 
Consequently, an increase in oil supply in a situation where demand is essentially 
fixed will decrease both oil prices and the profits of the oil companies, and is 
therefore likely to reduce exploration activities and supplies. On the demand-side, 
consumption levels are considered to vary in line with fluctuations in macro-
economic activity. 
The second View of oil pncmg identified by Seba (1998) emphasises the 
dramatic role that political crises have played in affecting oil prices throughout recent 
history. The main crises suggested by Seba in this regard are those referred to in 
Section 2.3.1 of this chapter, in particular: the 5th October 1973 War; the Arab oil 
embargo; the 1979 Iranian revolution; the Iraqi invasion of Kuwait in 1990; and, more 
recently, the 2003 War in Iraq. Political crises cause a reduction in the oil supply, 
creating excess demand at the previous market-clearing price; this pressure then 
exerts an upward force on oil prices. Proponents of this approach do, however, accept 
that there are other factors which impact on the market price, for example seasonal 
trends in the demand for oil, such as winter fuel requirements. 
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There are two basic crude oil markets. One is the cash market \\-here oil is 
bought and sold in individual deals. The other is the futures market \\"here dealing 
typically covers long delivery periods (Seba, 1998). Roeber (1993) points out that 
spot market transactions began to be arranged in the early 1980s with both US and 
North Sea Crude. International market transactions involving crude oil have increased 
from 15 per cent of the total in 1980 to over 85 per cent recently, indicating the 
important role of the spot market in pricing crude oil (Seba, 1998). 
2.4 Price Changes and Risk Exposure in Oil and Gas Equity Pricing 
Riskl7 influences all aspects of a company's operations and will be of major 
concern to all stakeholders including managers, investors, regulators, employees, 
customers and suppliers (Helliar et al., 2002). However, the theoretical notion of risk 
that underpins conventional finance theory is based entirely on variance and standard 
deviation; in reality, such measures are considered by managers to be less valuable in 
their decision-making process in practice. In particular, empirical investigations of 
practitioners in a range of countries indicates that decision-makers do not consider 
standard deviation as a useful measure of risk; as an alternative they tend to view only 
the downside of the distribution as risky, and focus on the analysis of worst outcomes. 
The evidence suggests that mangers view risk as a multi-dimensional concept which 
cannot meaningfully be reduced to a single quantitative surrogate (March and Shapira, 
1987; Helliar et al., 2002). March and Shapira (1987) report that the definition of risk 
employed by managers who were responsible for major organisational decisions 
17 There is a clear difference between the notions of risk and uncertainty_ The word risk is derived from 
the early Italian word risicare, which means to dare. In this sense, risk is a choice rather than a fate 
(Bernstein, 1996). Uncertainty, on the other hand, refers to situations where all possible consequences 
are known, but where it is not possible to assign definite objective probabilities to particular outcomes. 
Risk, in financial terminology. is the measurable degree of variability attached to the distribution of 
expected return from an investment (Cudd and Crain, 1994; Pike and Neale, 2003). 
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varied fundamentally from the variance/standard deviation measure used in financial 
management and management accounting textbooks. The study indicates that 
decision-makers frequently avoid extreme outcomes and tend not to choose either the 
largest or smallest expected value option. 18 Helliar et al.'s (2002) findings for the UK 
confirm that managers do not make extensive use of risk measures such as variance; 
instead they appear to depend on their personality and background experiences 
(characteristics of the risky problem that they are facing) as well as conformity with 
corporate culture. Laughhunn et al. (1980) surveyed managers from a broad range of 
corporations in four countries (Canada, Germany, the Netherlands, and the US). Their 
findings indicate that the country of residence is an important influence on the attitude 
of executives to risk, and that senior managers tend to focus on the magnitude of any 
potential negative outcomes. Clearly there are implications of the above for the 
empirical work reported in this thesis. Therefore, the interviews did not pre-suppose 
any definite link between 'risk' and specific statistical measures. The interviewees 
were instead allowed to talk in general terms about the notion of risk as they saw it. 
Prior literature regards the main risk factors affecting the price of natural 
resource firms' shares as being the danger of losses arising from adverse movements 
in overall equity market prices, commodity prices, inlerest fateS and cj~change rates 
(Faff and Chen, 1998; Sadorsky, 2003), all of which have obvious implications for oil 
and gas producers. Over the last twenty years, one of the most commonly-cited 
rationales for oil and gas companies' inability to meet investors' expectations has 
been a failure to predict and prepare for the degree of oil price volatility experienced 
internationally; this failure has caused the collapse of many oil and gas companies and 
the lending organisations that financed them (Williams and Jackson, 1994). Over 
18 Similarly, Zeelenberg, et al. (1996) suggested that decision-makers try to minimise regret rather than 
minimise risk. 
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recent years, relationships between oil pnces, the national economv and financial 
markets have become increasingly complex. 
Section 2.6 below provides a detailed discussion of the literature which 
examines the impact of oil price changes on equity values, in the context of the multi-
factor asset pricing models outlined in Section 2.5. However, a number of studies 
have examined the impact of the other factors noted earlier on share prices. For 
example, Stone (1974), Martin and Keown (1977) and Sadorsky (1999) report that 
interest rate increases have a significant negative impact on share returns. While the 
first two studies undertake a cross-industry analysis of the impact of rate variability 
on portfolio performance, Sadorsky's paper focuses on the impact on share 
performance in the oil sector. The latter study reports that interest rate movements 
have an effect on oil producers' share prices for three reasons: (i) changes in interest 
rates represent alterations to the cost of credit, which in turn influence the level of 
profits and share prices; (ii) interest rate movements modify the relationships among 
competing financial assets; and (iii) when shares are purchased on the margin, 
changes in the cost of carrying margin debt affect the desire and / or ability of 
investors to speculate; increases in interest rates therefore reduce share returns. 
Louden (1993) and Khoo (1994) both investigate the relationship between 
movements in the value of Australian gold stocks and exchange rates. 19 Louden 
(1993) examines the relationship between the value of 141 Australian companies 
19 There are three different forms of foreign exchange exposure recognised in the literature, namely: 
translation exposure; transaction exposure; and operating exposure. Translation exposure reflects the 
sensitivity of local currency book values and accounting earnings to fluctuations in exchange rates that 
arise from inward investment of foreign capital. Transaction exposure relates to sensitivity to rate 
changes of the local currency future completion value of a company's existing contracts denominated 
in foreign currencies. Operating exposure represents the sensitivity of the local currency economic 
value of a company to fluctuations in exchange rates; it illustrates the reaction of price and cost 
competitiveness of companies to changes in currency values. While translation and transaction 
exposure only occur in the context of foreign currency contracts, operating exposure can exist even 
when all transactions are denominated in local currency (Louden, 1993). Convention in studies such as 
this. is to measure exchange rate risk by a single variable, typically the spot rate, which encapsulates 
the three types of risk exposure and th is practice is followed in Chapter 5 of the present study. 
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(drawn from 23 industries) and changes in the value of Australian Dollar. usmg 
.... 
monthly data covering the period 1984-1989. The findings provide evidence of inter-
firm variability in the effect on exchange rate changes and of the level of exposure 
differing significantly for multinational and non-multinational companies. Using 
monthly data, Khoo (1994) measures the foreign exchange exposure of Australian 
mining companies during the period 1980-1987. The results of the study indicate that 
the impact of exchange rate movements on the share returns of listed mining 
companies in Australia is minimal. 
One of the main aims of this study is to investigate the relationship between 
changes various financial variables and oil and gas stock returns in the UK: this 
necessitates the use of a multi-factor model. 
2.5 Arbitrage Pricing Theory 
Arbitrage Pricing Theory (APT) presumes that arbitrage profit opportunities 
are quickly eradicated through competitive forces and any investor cannot, therefore, 
earn a positive expected rate of return on any combination of assets without incurring 
some risk and without making some net investment. APT models the discrepancy 
between the actual return on any asset and its expected return as a linear function of 
the realisations of related risk variables, added to returns resulting from asset-specific 
events (Berry et al., 1988). The multi-factor models used in prior related studies tend 
to be based on the development of Arbitrage Pricing Theory (APT). The APT. 
originally pioneered by Ross (1976). and later extended by Huberman (1982). 
Chamberlain and Rothschild (1983), Chen and Ingersoll (1983), Ingersoll (1984). 
Connor (1984) and others, is the most widely discussed multi-factor model in the 
modern finance literature. As the single-risk factor version of the Capital Asset 
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Pricing model (CAPM) has come under increasing attack (e.g. Roll, 1977; Fama and 
French, 1992, 1995, 2002) the APT has attracted renewed academic attention (Arnold, 
2002). Unlike the CAPM, the APT does not assume that investors assess decisions 
within a mean-variance framework. Rather, it assumes that the return on each share 
depends partly on macroeconomic factors and partly on noise-events that are specific 
to that company (Brealey and Myers, 1996). Instead of specifying share returns as a 
function of one factor (e.g. the return on the market portfolio in the CAPM), it 
specifies these returns as a function of sensitivity to several macroeconomic risk 
factors (Pike and Neale, 2003). The expected risk premium (ERj - Rf) of any asset j is 
therefore: 
a + ~x (ERfactor x - Rf) + ~y (ERfactor y - Rf) + ... + Ej 
where ERj is the expected rate of return on security j, Rf is the risk free rate of return, 
ERfactor x is the expected return on macroeconomic factor x, ~x is the sensitivity of 
security j to factor x, Ej is the random deviation based on unique events impacting on 
the security's returns, and a is the constant term. 
utilities using the APT and suggest that rather than the single (market) factor 
underlying the CAPM, the risk premia reflects changes in inflation rates, exchange 
rates, interest rates and GNP growth rates. The authors state that the advantage of the 
APT over the CAPM is that the APT allows for multi-sources of systematic risks to 
be included in the expected risk premium. According to Berry et al. (1988), 
macroeconomic variables should ha\'e three characteristics in order to be a justifiable 
risk factor. First. at the opening of every period, the \'ariable must be absolutely 
unpredictable to the market: this means that it is not possible to predict a risk factor 
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either from its own past or from any other publicly available information. Expected 
events will be incorporated by investors into their expectations of risk premiums on 
an investment and, as a result, will be integrated into the market. Most of the risk 
premiums realised will therefore be the result of unexpected events; although 
investors, in general, recognise that some unpredicted events will arise, they \vill not 
know its trend or level and the APT attempts to compute the sensitivity of an 
investment towards these events. Second, the factor must have a pervasive effect on 
stock returns; firm-specific events do not constitute legitimate APT factors. An 
investor could earn an excess risk premium if he or she is able to identify firms with 
favourable firm-specific events (such as the development of a profitable new product), 
but this type of event is not relevant as it does not represent an economy-wide risk, 
but rather firm-specific risk, which is diversifiable. Third, applicable variables must 
affect the expected risk premium. 
Copeland et al. (2005: p. 180) state that the APT is much more robust than the 
CAPM for several reasons: 
1. The APT makes no assumptions about the empirical distribution of asset returns. 
2. The APT makes no strong assumptions about individuals' utility functions (at least 
nothing stronger than greed and risk aversion). 
3. The APT allows the equilibrium returns of assets to be dependent on many factors, 
not just one (e.g. beta). 
4. The APT yields a statement about the relative pricing of any subset of assets; hence 
one need not measure the entire universe of assets in order to test the theory. 
5. There is no special role for the market portfolio in the APT, whereas the CAPM 
requires that the market portfolio be efficient. 
6. The APT is easily extended to a multi-period frame\vork. 
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The main limitation of the APT is that the model does not provide guidance on 
the identity of the explanatory factors. Two main approaches to determining the 
appropriate factors have been employed in academic studies of the APT. The first 
involves pre-specifying those factors expected to be significant and then testing to see 
if they are applicable.2o The second approach employs a complex statistical technique 
(factor analysis) that simultaneously locates related factors within a data-set as well as 
identifying their coefficients. 21 Recent empirical research has demonstrated the value 
of the APT in highlighting situations where more than one factor influences returns; 
however, there remains substantial disagreement regarding the list of significant 
variables, as the identified factors vary from study to study. Other criticisms of the 
APT have also been raised such as the varying numbers of priced factors (Dhrymes et 
al., 1984), the fact that assumptions about short selling may not accurately reflect 
market procedures and rules (Miller, 1991) and the fact that the APT does not explain 
market anomalies to any meaningful extent (Reinganum, 1981). This lack of 
specificity about the key nature of the factors has meant that the APT has not been 
broadly adopted in the investment community, regardless of its intuitive appeal 
(Copeland et al., 2005). 
Explicit tests of the APT for the UK are in their rdatl vc; infajjcy; ho',\'c\'c:-, 
Beenstock and Chan (1986) find that for a sample of 220 UK securities, a relatively 
large proportion of the variance of estimated expected returns in the market can be 
explained within an APT framework. In addition, Clare and Thomas (1994) 
investigate the macroeconomic sources of risk priced in the UK stock market between 
January 1983 and December 1990 using monthly data on 56 portfolios, each 
~o See, e.g., Chen et al. (1986) who hypothesised that the macroeconomic factors would be: unexpected 
changes in interest rates; unexpected variations in the differences between the yield on corporate and 
government bonds; unexpected changes in inflation; and unexpected shocks to monthly production. 
21 See, e.g., Roll and Ross (1980) and Connor and Korajczyk (1993) who employ factor analysis to 
show that there may be three or more priced factors explaining share returns. 
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containing 15 shares sorted by beta and company size. For the beta-ordered portfolios, 
the key explanatory factors were found to be: oil prices; two measures of corporate 
default risk; the Retail Price Index; private sector bank lending; current account bank 
balances; and the yield-to-redemption on UK corporate loan stock. Using portfolios 
ordered by size, only inflation, and a measure of equity market 'expense relative to 
gilts' was priced. As in most of the previous studies, the authors find evidence of 
several inter-relationships among the factors tested, but the factor emphasised in the 
CAPM - the return on the stock market index - although included in the initial tests, 
appears in none of the final lists (Pike and Neale, 2003). A common form of the 
model has begun to emerge in related studies of equity values in the oil and gas sector 
(Sadorsky, 2001); this includes an oil price factor, an interest rate factor, an exchange 
rate factor, and a market factor, and is the form adopted in Chapter 5 of this thesis. 
2.6 Oil Price Changes and the Stock Market 
One of the most common practical applications of the multi-factor analysis of 
asset returns underpinning the APT in the literature links natural resource prices to 
equity values. Of most relevance to the present study are examinations of the impact 
of oil price volatility on share returns. Oil prices are likely to have a significant impact 
on the costs of factor inputs for many companies. Although changes in crude oil 
prices influence the whole economy, they affect certain sectors more than others. For 
example, negative oil price sensitivity is likely to be greatest in industries where oil-
based products represent a high percentage of costs, such as transport (Faff and 
Brailsford, 1999). More generally, the most impacted sectors (involving both oil-
production and oil-users) include the oil-related industries (oil exploration, 
production, refining~ etc.) the highly oil-sensitive transportation industries (airlines, 
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road haulage, railways, etc.) and the highly oil-intensive manufacturing industries 
(aluminium, steel, polymers, etc.).22 While higher oil prices have been shown to have 
a positive effect on most oil companies' shares (Sadorsky, 2001), the impact is often 
thought to be negative for: (i) independent oil refineries which use crude oil as their 
main input; and (ii) the other oil-sensitive industries mentioned above. Higher prices 
adversely affect the companies' net revenues, which in turn harms their profits and 
dividends and, therefore, the price of their shares (Hammoudeh ef al., 2003). 
However, the detection of any effect - either direct or indirect - can prove to be 
difficult in practice because of the ability of companies to pass on the impact of oil 
price changes to customers through changing the prices of their goods and by the 
extent to which firms hedge against oil price risks (Faff and Brailsford, 1999). 
Therefore, this thesis attempts to perform a direct comparison of the impact of oil 
price movements across different industrial sectors and to examine the nature and 
implications of any substantive differences. 
An extensive literature has developed in recent years that investigates the 
relationship between oil prices and asset values in financial markets (e.g. Jones and 
Kaul, 1996; Huang et al., 1996; Faffand Brailsford, 1999, Sadorsky, 1999 and 2001; 
Papapetrou; 2001; and Hammoudeh et al., 2003). Using quarterly data, Jones and 
Kaul (1996) investigate the impact of oil prices on share values during the periods 
1960-1991; 1970-1991; 1962-1991 and 1947-1991, in Canada, Japan, the UK and the 
US. Employing a standard cash-flow and dividend-based valuation model, their 
findings indicate that oil price increases had a negative effect on output and share 
returns in all four markets, although the level of the impact varied across national 
boundaries. 
22 See Hammoudeh et at. (2003). 
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Huang et al. (1996) use a vector autoregressive (V AR)23 model to examine the 
relationship between daily oil futures returns and daily US share returns for the period 
1983-1990. The study analysed three levels of equity prices: first, market-wide share 
prices (measured via the S&P 500 index); second, 12 share price indices based on 
Standard Industrial Classification (SIC) codes; and third, three individual oil 
companies' share prices?4 The authors found that oil futures' returns were not related 
to stock market returns, but were positively correlated with the share returns of the oil 
companies. Employing a two-factor model, Faff and Brailsford (1999) investigate the 
impact of oil price risk across 24 Australian industry sectors using monthly returns 
over the period 1983-1996. The results indicate that the impact of oil price 
movements was significantly positive for the Oil and Gas and Diversified Resources 
industries, but significantly negative for the Paper Packaging and Transport industries. 
The authors argue that while some companies may have passed on oil prices changes 
to their customers (or found effective hedging mechanisms), the results are generally 
robust and highlight the differential impact of oil price volatility across industrial 
sectors. 
Sadorsky (1999) investigates the impact of oil pnces on US stock market 
returns employing a VAR model and using monthly data over the period 1947-1996. 
Sadorsky's results indicate that oil price returns have a negative and significant 
relationship with share returns. In a more recent study, Sadorsky (2001), employs a 
multi-factor model to investigate the impact of the market index, oil prices, interest 
rates and exchange rates on equity prices in the Canadian oil and gas industry, using 
monthly data over the period 1983-1999. Sadorsky's results indicate that oil and gas 
23 The vector autoregressive (V AR) model is a multiple equation model. In this model, variable Y 
depends on lags of variable X and lags of itself and it also has a second equation in which X is the 
dependent variable and the latter depends on lags of itself and lags of variable Y (Koop, 2005). 
c·1 The companies were Chevron, Mobil and Exxon. 
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share returns have a significant positive relationship with the market index and oil 
prices, while a significant negative relationship was observed for interest rates and 
exchange rates. Sadorsky also notes that the oil and gas sector is less risky than the 
market and, therefore, oil and gas share do not appear to be a good hedging tool. 
Papapetrou (2001), using an error-correction representation of a V AR 
macroeconomic model and using monthly market index data for Greece over the 
period 1989-1999, indicates that oil price movements have a significant and negative 
impact on share prices. In a more recent study, Hammoudeh et al. (2003) employ 
error correction models and univariate and multivariate ARCH/GARCH models to 
examine the relationship among five S&P oil sector share indices and five oil prices 
using daily data for US firms over the period 1995-2001. The five equity indices used 
in the study were: Oil exploration; Oil and gas refining and marketing; Oil-domestic 
integrated; Oil-international integrated; and Overall oil composite?5 The five oil 
prices included the West Texas Intermediate (WTI)-Cushing spot and the New York 
Mercantile Exchange (NYMEX) 1- to 4-month futures prices. The results indicate that 
the selected oil prices explain a substantial proportion of the share return variability 
for exploration, refining and marketing companies. 
2.7 Oil Price Changes and the Macro-economy 
Chapter 7 of this thesis attempts to identify the relationship between changes 
in crude oil prices and the health of two national economies. While much of the recent 
literature on the impact of oil price volatility has focused on its effect on equity 
values, the relationship between oil price movements and macro-economic 
25 The categorisation was based on the classification system employed in the S&P oil industry sector 
stock indices. 
performance has been studied for many years across a range of (largely) industrialised 
countries. For example, using a VAR framework, Hamilton (1983) finds that oil price 
movements were negatively correlated with real US Gross National Product (GNP) 
growth from 1948 to 1980. Later researchers extended Hamilton's initial analysis 
using alternative data and assessment measures. Burbidge and Harrison (1984). again 
using a V AR framework, investigated the impact of oil price rises on five countries in 
the Organisation for Economic Co-operation and Development (OECD), using 
monthly data covering the period from January 1961 to June 1982. namely: the US: 
Japan; the Federal Republic of Germany; the UK; and Canada. The authors report that 
oil price volatility had a significant effect upon economic activity in all five countries, 
although the impact was noticeably stronger for the US and Canada. Gisser and 
Goodwin (1986) employ a reduced-form approach26 to evaluate the significance of 
crude oil price changes on the US economy between January 1961 and April 1982. 
Their findings indicate that oil price variability had a significant impact on many 
American macro-economic indicators including real GNP, the general price level and 
the rate of unemployment. 
Mork (1989) employs data over the period January 1949 to February 1988 to 
demonstrate that while oil price increases have a significantly negative impact on 
GNP growth in the US, the effect of decreases is minimal. Mork and Olsen (1994) 
develope Mork's study by investigating the relationship between oil price fluctuations 
and GDP for seven industrialised countries, between March 1967 and April 1992, 
namely: Canada; France; Germany; Japan; Norway; the UK; and the US. The results 
differed somewhat from country to country; the strongest results were found for the 
~6 The reduced-form equations express the endogenous variables exclusively in terms of the exogenous 
variables and a disturbance term. An endogenous variable is one whose value is determined inside the 
model, while the exogenous variable is one whose value is determined outside the model and theretl1re 
taken as given (Dougherty. 1992). 
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US, where both oil price increases and decreases were found to haye a significant 
(negative and positive, respectively) effect on the US economy?7 However. the results 
for the UK indicated that there was a significant negative relationship between oil 
price increases and UK national income (at the 10 per cent level only), and an 
insignificant positive relationship with oil price decreases. Mork and Olsen (1994) 
also report that the state of the Norwegian economy exhibits a significantly positive 
dependence on oil price increases, and a (weakly) significant negative relationship 
with oil price decreases. The authors argue that it is clear that a country's net export 
position influences the oil price-GDP relationship significantly, provided that the 
domestic oil sector is sufficiently large relative to the size of the economy. The results 
of asymmetry tests reported in the paper differ from country to country. For example, 
significance at the 5 per cent level was found for Canada, Japan, and the US, while 
the significance level for the UK, Germany and France ranged between 15-20 per 
cent. The authors conclude that asymmetry in the effects of oil price variability is a 
robust trans-national empirical finding. 
Lee and Ni (1995) argue that the empirical relationship between oil prices and 
the state of the US macro-economy collapsed following the dramatic increase in oil 
price volatility that occurred after the mid-1980s. However, their results indicate that 
unexpected oil price rises had a highly significant and asymmetric impact on the US 
macro-economy. The authors argue that these results are consistent with the 
observation that the consequences of a change in oil price depend upon whether it is 
an unusual event or simply an adjustment in response to changes in an earlier period. 
Ferderer (1996) employs the VAR framework to investigate the impact of oil price 
27 Oil price increases also had a significant negative effect on the economy of Japan, but this was not 
the case for decreases. 
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movements and oil pnce volatility on US economIC activity and monetary policy 
during the period from 1970 to 1990. Two measures of monetary policy were used in 
the study, namely non-borrowed reserve growth and the Federal funds rate. The 
results of the study indicate that oil price changes and oil price \'olatility have 
powerful impacts on US economic activity and also have a significant influence on 
monetary policy. The findings also represent further evidence that asymmetry in the 
effects of oil price variability on the US economy exist; increases in oil prices are 
reported as having a more significant impact on changes in the Federal funds rate than 
are decreases. 28 The author concludes that part of the decline in economic activity in 
the face of oil price rises can be attributed to counter-inflationary policy responses. 
Using a multivariate V AR approach, Papapetrou (2001) investigates the 
relationship among oil prices, stock returns, interest rates, economic activity and 
employment for Greece during the period 1989-1999. Industrial production and 
employment were used as alternative measures of economic activity. The results of 
the study indicate that oil price fluctuations negatively impact economic activity, 
employment and share prices. 
Taken as a whole, the studies reviewed in this section of the chapter 
demonstrate that the relationship between oil prices and the performance of national 
economies is significant and that the association tends to be negative in the case of 
countries that are net importers of oil, but positive in the case of net exporters. In the 
light of these findings (and the results of the investigations into the impact of oil 
pricing risk in Chapters 5 and 6) Chapter 7 of this study provides a comparati \e 
analysis of the effect of movements in crude oil prices on the Libyan and UK 
economies. In particular, Chapter 7 employs regression analysis to investigate the 
28 Increases are also reported to lead to a significant decline in non-borrowed reserve growth, 
~ 6._~-;;-- - --
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extent of the relationship between oil prIce changes and the state of the two 
economies using macro-economic variables. 
2.8 Summary and Conclusion 
This chapter has highlighted that the relationship among oil prices. equity 
prices and macro-economic performance has been the concern of a large number of 
detailed empirical analyses. These studies suggest that there is a link between oil 
prices and share values in the oil sector, both within and across national boundaries. 
The literature in general indicates that the relationship between oil price and both: (i) 
equity values; and (ii) the performance of national economies is significant. The 
empirical chapters in this thesis develop the work performed in the previous studies 
by examining the impact of oil price movements at the micro- and macro-economic 
level in two very different environments namely: (i) the UK, where oil represents a 
relatively small part of a developed, free-market economic system; and (ii) Libya, 
where the sector dominates productive activity in a developing, centrally-planned 
economy. 
~ .., 
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Chapter 3 
Structure and Development of the Libyan and UK 
Oil and Gas Industries 
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Chapter 3: Structure and Development of the Libyan and 
UK Oil and Gas Industries 
3.1 Introduction 
The aim of this dissertation is to examine the varied impacts of oil price 
changes in different economic settings. The UK and Libyan environments were 
chosen to facilitate an examination of the effect of price movements in both: (i) a 
developed market-based economy where the oil and gas sector is a (relatively) small 
contributor to national income; and (ii) a developing country where the sector 
dominates domestic economic activity. 
The aim of this chapter is therefore to discuss the nature of the oil and gas 
sector in each of the two countries chosen for investigation and to provide the relevant 
backdrop to the empirical work contained in Chapters 5-7. The chapter first attempts 
to familiarise the reader with the historical, political, social and economic aspects of 
Libyan society, as the dominant role of the oil industry in Libya is best studied in the 
context of both the wider surrounding environment and key moments in the nation's 
development. Understanding these environmental factors should therefore help in 
explaining the impact of oil prices on the nation's economy. The chapter then 
provides a discussion of the historical and economic background to the operation of 
the oil and gas sector in the UK and outlines the main structures and key features of 
the industry that are relevant to the later empirical work. 
The remainder of the chapter is divided into three main sections. Section 3.2 
discusses the Libyan environment and provides information about the nation's 
geography, population and historical background, as well as analysing the most 
relevant political, industrial and economic issues in modern day Libya. Section 3.3 
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provides an overview and discussion of the structure of the oil and gas industry in th(' 
UK, focusing on the historical background, the development of trends in production, 
exports, imports and the overall contribution of the sector to the UK economy. 
Section 3.4 concludes the chapter by evaluating the various issues discussed and 
indicating their relevance to the research undertaken about both the UK and Libya 
that is reported in subsequent chapters. 
3.2 Libyan Environment 
3.2.1 Location and Population 
Libya is a developing Arab state. As Figure 3.1 shows, it occupies a strategic 
geopolitical location in North Africa, as it links both : (i) Eastern Africa with Western 
Africa; and (ii) Southern Europe with the rest of Africa. 
Figure 3.1: Map of Libya 
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Libya occupies approximately L 760,000 square kilometres, equivalent to one-half the 
size of Europe or one-quarter the size of the United States of America (Bait-El-mal 
et al., 1973). The country is bounded by the Mediterranean Sea to the north, Egypt 
and Sudan to the east, Chad and Niger to the south and south-west, Algeria to the 
west and Tunisia to the north-west. More than 90 percent of Libya's land is desert; of 
the remainder, a high percentage is used for grazing, while only 1 percent is arable 
(United Nations, 1991). As of 2003, Libya has a population of almost six million 
(Central Bank of Libya, Economic Bulletin, 2004). 
3.2.2 Historical Background 
Islam is the state religion and about 97 percent of all Libyans are Sunni 
Muslim. Arabic is the official language, although English and Italian are often used in 
trade. The Berbers29 originally settled in Libya, but Arabs invaded the country in 642, 
bringing Islam to the region. The Arabs ruled Libya until the 16th century when the 
country was invaded by Europeans, but within 40 years European rule was overturned 
and Libya became part of the Ottoman empire. Turkish control was, however, never 
comprehensive and local Arab rulers maintained considerable power and influence 
(The Economist Intelligence Unit, 1997-1998). 
The words "Libya" and "Libyan" derive from the name of a tribe who lived in 
North Africa to the west of Egypt and who were known to the Egyptians in the 13th 
century as the "Levu" 30 (Abuarrosh, 1996). Libya was thereafter subjected to wave 
after wave of military invasions and colonisation, the last of which were the Ottoman 
29 The Berbers are the original people of northwest Africa. Traces of Berber tribal communities have 
been dated between 2000 and 1000 years B.C. The Berbers call themselves Imazighen, which means 
the free people. It was the Romans who settled in North Africa who named them barbarus or barbarians 
for their fierce actions in battles (Courtney-Clarke, 1996). 
30 Also called the "Libu" (Abuarrosh, 1996). 
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Empire's long occupation (1551-1911) and the European colonisation (1911-1951). 
Early Libyan history was influenced by many foreign conquerors. including: the 
Phoenicians (in around 1000 Be); the Greeks (600 Be); the Vandals (431 BC): the 
Ptolemies (322 Be); and the Romans (96 Be) (Fisher, 1990). 
The Arab conquest of North Africa left a lasting mark on the Berber clans that 
inhabited the region. Steel (1967, p.191) points out that: 
[With] the Arab conquest, beginning in 643, the history of Libya took an 
entirely different course. Its culture was changed and so was its lanauaae ~ t:> t:>' 
religion and population. In a few years the Arabs were able to do in Libya and 
the rest of North Africa what neither the Roman nor Byzantine had been able 
to do in centuries. 
Under Ottoman Turkish rule in the 19th century, the Islamic religious order 
became a powerful force, playing an increasingly political role (Vandewalle, 1998). In 
1911 Italy invaded Libya, but the invasion proved not to be as easy an exercise as 
Italy had expected, with strong Libyan resistance occurring. It was only in 1934 that 
Italy succeeded in governing the whole country, setting up a new administrative 
system and joining together the country's three main regions3 ) (Vandewalle, 1998). 
The Italians improved the infrastructure of Libya, creating roads, railroads, port 
facilities and irrigation projects, but did little to educate and train the population in 
administrative, technical or agricultural skills. 
During World War II, most Libyans believed that supporting the Allied side 
was the best way to achieve independence. Consequently, many Libyans fought with 
the British army. This behaviour, combined with Italy's defeat, led to a short period of 
31 These regions were known as Cyrenaica (in the east), Tripolitania (in the west) and Fezzan (in the 
south). 
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British and French administration (1943-1951). At the end of this period - and under 
United Nation auspices - King Idris of the Sanusi family proclaimed the L~nited 
Kingdom of Libya to be an independent country, and the nation ~ s governance 
remained stable until 1969. 
Because of the severe economic conditions existing in Libya at the time of 
independence, aid from international organisations and foreign countries was needed: 
the country was often seen to represent little more than a geographical expression 
(Vandewalle, 1998). Three United Nations technical assistance teams made study-
tours of Libya in 1950-1951 (Wright, 1981); one of these was headed by Benjamin 
Higgins, who later noted the poor conditions existing at the time: 
When Libya became an independent nation under United Nations auspices at 
the end of 1951, the prospects for Libyan economic and social development 
were discouraging to Libyans and foreigners alike (Higgins, 1968, p.819). 
Libya has great merit as a case study as a prototype of a poor country. We 
need not construct an abstract model of an economy when the bulk of the 
people live on a subsistence level, where per capita income is well below $40 
per year, where there are no sources of power and no mineral resources, 
where agricultural expansion is severely limited by climatic conditions, where 
capital formation is zero or less, where there is no skilled labour supply and 
no indigenous entrepreneurship (Higgins; 1959, p.26). 
Consequently, Libya was classified as one of the poorest countries in the world.32 
Higgins prepared a six-year social and economic development plan which was 
adopted by the government soon after independence. The plan placed great emphasis 
on education and training, while in addition, as part of a broad assistance package, the 
32 Hiaains (1959) also noted that Libya combines within the borders of one country virtually all the obsta~fes to development that can be found anywhere: geographic; economic; political; sociological; 
and technological. Higgins believed that if Libya could be brought to a stage of sustained growth there 
would be hope for every country in the world. 
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UN agreed to sponsor a technical aid programme that emphasised the deyelopnlent of 
the country's agricultural and education system. In July 1953, Libya signed a 20-year 
agreement with the UK, whereby in return for the granting of a number of Libvan 
military air bases to the UK, Britain agreed to grant Libya an annual sum of £2.7 
million to meet budgetary deficits and a further £1 million annually for economic 
development. In September of the same year, a similar agreement was signed with the 
US, granting America permission to maintain military bases in Libya in return for 
economic aid of $40 million over 20 years.33 Libya also signed a friendship pact with 
France in 1955 and a trade and financial agreement with Italy in 1957. ~4 
During the 1950s and early 1960s, steady economic improvement occurred, 
but the pace of change was slow; Libya remained a poor and underdeveloped country 
heavily dependent on foreign aid. This situation changed forever in 1959, when 
research prospectors from Esso confirmed the location of major petroleum deposits in 
Libya (Wright, 1981; Vandewalle, 1998). Further discoveries followed and 
commercial development was quickly initiated by concession holders. Before the 
discovery of oil in 1959, prospects for economic development had been extremely 
bleak; the discovery and exploitation of oil turned the vast, sparsely populated, 
impoverished country into a wealthy nation, with potential for extensive developmenl, 
and constituted the major turning point in modern Libyan history. 
When Libya gained its independence from Italy on 24 December 1951, there 
was no monetary sector and no CUlTency. The Egyptian pound was used in Cyrenica, 
the British lnilitary authority used Sterling in Tripolitania, while the Algerian Franc 
was used in Fezzan. A national currency was finally created, when Libya became a 
3J This amount was significantly increased in later years. 
,4 Libyan relations with the communist bloc countries were generally less cordial at this time. 
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member of the Pound Sterling area in 1951.35 The Libyan pound (LP), as the new 
currency was originally known, was set equal to the value of one British Pound 
Sterling (BP). The LP remained linked to the BP until the latter's deyaluation in 
November 1967, when the Libyan currency strengthened in relative terms and the 
direct link with Sterling collapsed. Libya continued as a member of the Sterlina area 
b , 
however, until it was expelled by the British in the aftermath of the Libyan 
nationalisation of British Petroleum's assets in Libya in December 1971. The currency 
unit itself was formally changed from the LP to the Libyan Dinar (L YD) in September 
1971. 
The Libyan National Bank - the "Central Bank of Libya" (CBL) - was 
established in April 1956. The Bank was divided into two departments: the issue 
department and the banking department. The Bank's stated objectives were: (i) to 
regulate the issue of notes and coins; (ii) to oversee reserves with a view to 
maintaining monetary stability in Libya and the external value of the L YD; (iii) to 
influence the credit situation to the Kingdom's advantage; and (iv) to act as Banker to 
the Government and the provincial administration (International Bank for 
Reconstruction and Development, 1960). 
On September 1 st 1969, the political system of Libya changed dramatically as 
military and civilian officers seized power. The movement was headed by a twelve-
member directorate that designated itself the Revolutionary Command Council (RCC) 
and which formed a new government. The Libyan revolution was exceptional for the 
35 The UK Government issued the 'Transfer of Powers No.1, Proclamation No.220' on 12 October 
1951 to authorise the Libyan Government to legislate and implement the law required for the 
introduction of the cun-ency. Libyan Currency Law No.4, enacted on 24 October 1951, established the 
Libyan Currency Commission to oversee control of the nation's currency. The Currency Commission 
held its first meeting in London on 12 February 1952; the Chairman and two members of the 
Commission were nominated by the Libyan Government, two members were chosen by the Bank of 
England, and one each were selected by the Banque de France, the Banca d'ftalia, and the National 
Bank of Egypt (Blowers and McLeod, 1952). 
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absence of opponents and the relatively low number of arrests. Virtuallv no fightinc 
- ~ ~ 
or deaths were reported. 
The main force underlying the revolutionary policies was Arab 0Iationalism. 
Internally, this resulted in the development of strict laws requiring businesses 
operating in Libya to be controlled by Libyans, with the CBL being particularly 
adversely affected. The UK and US military establishments in Libya were requested 
to leave as soon as possible and were finally removed in March and June 1970, 
respectively. Most European and American experts were replaced by Arabs. the 
majority of whom came from Egypt, and the Arab language alone was permitted for 
official stationery and publications. In its initial proclamation on 1 st September 1969, 
the RCC declared the country to be a free and sovereign state, to be known as the 
Libyan Arab Republic. Among the RCC members was Muammar Al Gathafi, vvho 
served both as Prime Minister and Defence Minister. After the revolution, the 
Government began expanding the public sector and cutting back the private sector. 
Nationalisation, industrialisation and social services programmes were introduced, 
which led in turn to the transfer of industry, banks, insurance companies, foreign trade 
and most domestic trade into the hands of the state. 
In 1976 Al Gathafi,36 strongly influenced by the revolutionary ideas of the 
Egyptian leader Gmnal Abdal Nasset, produced a book of three parts known as "The 
Green Book", containing his political, economic and social programmes. Al Gathafi's 
pursuit of socialism as set out in The Green Book entailed the development of Libya's 
infrastructure in transportation, communications, utilities and basic services. His 
policy resulted in the rejection of communism and the official adoption of an Arab 
interpretation of socialism, integrating Islamic principles with social, economic and 
,6 AI Gathafi is refelTed to fonnall), as the Leader. 
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political reform. Libya is currently governed under a constitution adopted in 1977 by 
the General People's Congress (GPe), at which point the country's official name \yas 
changed to "The Socialist People's Libyan Arab Jamahiriya .. ·37 
The history of Libya reflects many dramatic changes in political structure and 
governance. However, the modern Libyan economic environment strongly reflects the 
many political developments since independence in 1951 and these are reviewed in 
the next section. 
3.2.3 The Modern Libyan Political System 
The political system in Libya between independence in 1951 and the 
revolution in 1969 saw the development of a representative organisation of the 
population in the Parliament, composed of an upper House - known as the Senate -
and a lower House, known as the House of Representatives. The Senate consisted of 
24 members, eight of whom were appointed by the King, with the others being 
selected by the legislative councils of the provinces. The House of Representatives, 
unlike the Senate, was seen as representing Libya at large; according to Zuhri (1978) 
one deputy would be elected for every 20,000 inhabitants. 
In the first two decades after independence, tribalism grew rapidly. The 
exercise of political rights in a country where illiteracy dominated - and where 
political parties were very poorly organised - required the electors to tum to their 
original tribes.38 Ministers and officials were also chosen from notable tribes as well 
as from powerful families. As Abbas (1987) states, "appointments to government jobs 
37 The term "Jamahiriya" is translated as "power to the masses" (Wright, 1981. p.19 I). 
38 As Zuhri (1978) notes: "The competition for the Representative seats was between the rich members 
of tribes" (p. 538). 
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were made on the basis of family connection and kinship rather than qualification or 
experience" (p. 87). 
After the revolution on 1st September 1969, the governing authority became 
the RCC under the leadership of Muammar Al Gathafi. A single party known as the 
Arab Socialist Union (ASU) was created in 1971, modelled on Egypt's Arab Socialist 
Union (Wright, 1981). The major stated goals of the ASU were to eliminate class 
differences peacefully, to work for the recognition and acceptance of socialism and to 
achieve social justice under the socialist economic system. However, as Abbas (1987) 
notes: "the Arab Socialist Union failed to achieve its objective of providing mass 
participation and establishing networks between the people and the new government" 
(p. 92). Moreover the ASU was seen as inappropriate for the widely divergent 
traditions and culture existing in Libya, where the political structure was based on 
family and tribal connections (Zuhri, 1978); the union therefore ceased operating after 
a few years. A number of attempts were also made by the revolutionary government 
to destroy public trust in (and loyalty to) traditional institutions and leaders, and to 
replace this with a modern, well-educated population. However, these changes did not 
bring about the government's objective, as the public's loyalty to tradition proved to 
be far stronger than the new leadership had anticipated. The root cause of the 
difficulties related to the fact that social interaction in Libya centres traditionally on 
family and tribe loyalty, both of which prevail over other obligations. Loyalty to 
family, clan and tribe, as well as the emphasis on regionalism and sectarianism. 
sometimes outweigh loyalty to a profession and the law (Agnaia, 1997). 
Ayubi (1992) argues that many countries which have used socialist slogans, 
applied social policies and adopted (to some extent) Soviet and Eastern Europe-style 
institutional arrangements, have failed to follow many of the central principles of 
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socialism, and it would therefore be wrong to characterise these Arab regImes as 
"socialist" in any meaningful sense.39 The remaking of Libyan society and the 
economy began in 1973 with a so-called cultural or popular revolution. \\-hen Al 
Gathafi launched a new popular revolution in a speech at Zuwara. The revolution \\"as 
aimed at combating bureaucratic inefficiency, addressing the lack of public interest 
and participation in the sub-national governmental system, and tackling the problems 
of national political co-ordination (Bearman, 1986). Following the announcement of 
the Popular Revolution, people were encouraged to form their own Basic People~s 
Congresses and Popular Committees throughout the country, in towns, villages, and 
even in schools, colleges and workplaces. Consequently managers (and others who 
were considered as obstacles), were replaced by Popular Committees (Vandewalle, 
1998). 
During the 1970s, Gathafi' s political economic theorising crystallised in the 
publication of the Third Universal Theory in the Green Book, in which he promoted 
the design of an egalitarian and socialist society. According to Vandewalle (1998): 
The Green Book clearly represented a turning point for the Libyan revolution: it was 
the guideline to a new political and economic system for the country (p. 91). 
The Green Book was divided into three parts. The first part40 provides a 
solution to the problem of democracy. The solution suggests that in a direct 
democracy, people must participate in the decision-making process through "The 
People's Authority": the authority of the people, as outlined in the Green Book, is 
39 Jaruga (1990) added that economic and political structures may follow a socialist qyle, but not the 
socialist ideology-
40 Published in 1976-
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reflected in the Libyan people's ability to exercise their freedom through the Basic 
'-' 
People's Congresses, Popular Committees and the GPC. 
The second part41 of the Green Book relates to a solution to economIC 
problems. The main concern in this part is that political freedom is meaningless 
without economic freedom, but the latter can only be achieved through socialism. 
Many social and economic changes occurred in the country after the publication of 
the second part; in particular, investment in private sector housing and the private 
building industry was ended, while wage earners were now to be treated as partners 
through the institution of mandatory profit-sharing and workers' committees. The 
change in the way in which the reward for labour was characterised encouraged 
workers to become involved in the day-to-day management of the enterprise in which 
they worked (Abuarrosh, 1996). 
The final part42 of the Green Book attempts to offer a solution to social 
problems, and deals primarily with questions relating to social equality. As a result of 
this philosophy, the Government undertook many initiatives such as the 
nationalisation of banks, insurance and petroleum marketing companies, as well as the 
placing of restrictions on the activities of foreigners in commerce, industry, and the 
creation of public enterprises (Abuarrosh, 1996). 
In 1977, the GPC was created to replace the RCC as the main legislative body 
in Libya. 43 The GPC adopts resolutions creating its General Secretariat and appoints 
members of the main executive body, the General People's Committee. The General 
People's Committee acts as the country's government; at its conception, all legislative 
and executive authority was vested in the GPC, which in turn delegated most of its 
41 Published in 1978. 
42 Published in 1979. 
43 The GPC exists to this day, formally headed by a secretary. 
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authority to the General Secretariat and to the General People' s Committee. In tum, 
the Municipal People's Congresses (MPC) and Basic People's Congresses (BPe) 
were established across the country. The public44 debate and take decisions at the 
BPC level; these decisions are subsequently passed up to the GPC for consideration 
and implementation as national policy.4s The new experiment was not without its 
problems, however; Al Shukry (1996) refers to the existence of some: "non-
participation and abstention" (p.181). Vandewalle (1998) summarises the process of 
change in the structure of Libyan political and economic systems during the 1970s as 
follows: 
Economically and politically, the country had been thoroughly transformed by 
the end of the revolutionary decade (1973 - 1982): the state institutions had been 
put directly into the hands of the people through a system of political congress 
and committees, and all private economic activity had been outlawed ...... The 
creation of this congress-and-committee system closely dovetailed with the 
ideological and political inclination of the regime (p. 83). 
3.2.4 The US and UN Sanctions on Libya 
US Libyan Sanctions Regulations, authorised under the International 
Emergency Economic Powers Act and the International Security and Deveiopment 
Cooperation Act of 1985, established economic sanctions against Libya in January 
1986. Citing terrorist attacks against Rome and Vienna airports in December 1985, 
former President Reagan emphasised that he had authorised the sanctions in response 
to Libya's repeated use and support of terrorism against the United States, other 
countries and innocent people. The Regulations applied to all US citizens and 
44 Everyone has to be a member of the BPC in their region. . . 
4S Although these basic structures remain in place, Libya has witnessed an on-gomg senes of changes 
and reoroanisations over the last 25 years. The latest of these took place in 1992; under the new system, 
upper and lower levels of both the people's congresses and people's committees have been established. 
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permanent residents wherever located, plus all people and corporations physically 111 
the US, and all branches of American companies throughout the world. 
On August 5th 1996~ the US imposed additional sanctions on Libya as part of 
the Iran-Libya Sanctions programme, extending the measures to coyer foreign 
companies making new investments of $40 million or more over a 12-month period in 
Libya's oil and gas sector. In August 2001, the dollar limit on foreign company 
investments in Libya was lowered to $20 million annually, the same as for Iran. 
The US modified its sanctions on April 28th 1999, to allow shipments of 
donated clothing as well as food or medicine for humanitarian reasons (trade in 
informational materials such as books and movies was also allowed). However, on 
April 23 rd 2004, most of the US sanctions against Libya were lifted and on September 
21 st 2004, (as a response to significant steps by Libya to eliminate its chemical, 
biological and nuclear weapons programs), President Bush lifted the US sanctions, 
removed a ban on commercial air services to Libya and released $1.3 billion in frozen 
Libyan assets. 
The UN sanctions against Libya began on 15th April 1992, under Security 
Council resolutions 748 (1992) and 883 (1993). The UN sanctions imposed on Tripoli 
the obligation to hand over two suspects wanted for the 1930 bvinbiilg of US P:m-
American flight 103 over Lockerbie, Scotland. The UN sanctions included an air and 
arms sales embargo, a reduction in the number of Libyan diplomatic personnel 
serving abroad, the freezing of Libyan funds and financial resources in other 
countries, and banning of the provision to Libya of equipment for oil refining and 
transportation. 
These sanctions cost Libya approximately $34 billion, and caused substantial 
damage in the humanitarian, economic and social spheres. In addition, all 
, 
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infrastructure development programmes and plans were adversely affected, thereby 
affecting Libyans' ability to achieve progress, well-being, development stability, 
security and peace.46 
The Council suspended the sanctions against Libya in April 1999 after the 
Libyan government handed over the suspects for trial in a special court. Eventually 
the court found one of the two suspects guilty. In August 2003, Libya accepted 
responsibility for the bombing and agreed to a $2.7 billion settlement; in return, the 
UK and the US immediately began to push the Security Council to lift all UN 
sanctions against Tripoli, and Resolution 1506 (2003), adopted on lih September 
2003, the Security Council formally lifted them. 
3.2.5 The Libyan Economy Prior to Oil Discovery 
Most economists who examined the Libyan economy prior to the discovery of 
oil in 1959 had doubts about the development potential of the country (El Hassia and 
EI Megarbi, 1984). The country had become dependent on aid from foreign states, and 
it was largely the money provided by the US and UK in return for the use of military 
bases (as well as the aid from the UN and other organisations) which helped Libya to 
survive and overCOlne the economically severe years of the 1950s. Table .3.1 uelct~Is 
Libyan domestic and foreign revenue during the period 1954-1959 and the levels of 
d· h 47 government expen lture over t ese years. 
During this period, the population was largely engaged in agriculture and 
animal husbandry, while the industrial sector was limited by a lack of raw materials, 
46 Extracts from the Report on the I mpact of the UN Sanctions against Libya wh ich were transm itted by 
the Libyan Mission to the UN Security Council in March 2000. 
47 Libya also depended heavily on advice, particularly of a technical nature, from the UK, the US and 
the UN in the 1950s. Furthermore, the country was poorly endowed with skilled and educated 
manpower (Higgins, 1968). 
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power and capital investment. Many of the industries established pnor to the 
discovery of oil were focused on processing local agricultural products~ including 
flour, textiles, tobacco, footwear and clothing; the main export during this period \\as 
scrap metal salvaged from the debris of the Second World War (Abbas. 1987). 
In 1959, commercial oil was discovered by Esso, a US petroleum company, in 
the Zelten field and production began in August 1961 (Wright, 1981; Vandewalle, 
1998). The discovery and export of oil heralded the start of a remarkable period of 
change in the Libyan economy. Since this time, annual personal incomes have 
increased, the standard of living has improved and the Libyan economy has changed 
from being a primitive agricultural economy into one based largely on petroleum and 
its derivative products. 
Table 3.1: Government Revenue and Expenditure 1954/55-1958/59 
(Millions of Libyan Dinars) 
Year 1954/55 1955/56 1956/57 1957/58 1958/59 
Expenditure 7.897 12.978 15.433 17.031 19.179 
DG:r:cst:c Re"~ntlP 5.549 7.061 8.147 9.595 12.049 
Foreign Revenue 5.641 6.270 4.234 12.069 11.045 
Total Revenue 11.190 13.331 12.381 21.664 23.094 
Surplus or Deficit 3.293 0.353 -3.052 4.633 3.915 
Note: This table reports Libyan domestic and foreign revenue, as well as government 
expenditure during the period 1954-1959. 
Source: International Bank for Reconstruction and Development, 1960, p.347. 
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3.2.6 The Libyan Economy in the Years Following the Discovery of Oil 
The first major impact of the discovery and export of Libyan oil was on 
investment expenditure by companies working in the country. The second effect was 
on government expenditure, which increased rapidly as oil revenue became the main 
source of government finance. As a result of the increase in government spending~ 
domestic demand for goods and services increased, and commercial bank deposits 
rose as personal and corporate wealth grew. The latter change allowed Libyan banks 
to provide the private sector with loans that in turn facilitated the production and 
import of goods and services, whilst nurturing the growing level of demand in the 
economy. Evidence of this change can be seen in the fact that bank lending increased 
from 6.031 million Libyan Dinars (ML YD) in 1956 to 88.846 ML YD in 1969 (Attiga, 
1972). 
Sanger (1975) describes how oil revenues developed Libyan society and 
improved its ecol1Olnic development, stating that: 
The cities had become construction camps with nOIsy bulldozers levelling 
buildings and cement trucks pushing through the traffic jams with loads for the 
ever-hungry building cranes which dami!!~tf'd the skyline. In and around the 
chief cities and towns rose block after block of new housing ... Hospitals of 
standard design were being built in half-dozen lots ... The giant campuses of the 
University of Tripoli and Benghazi were the most impressive in Africa ... Above 
many side streets and garden suburbs the tall chimneys of new factories rose 
behind the minarets, their dark smoke clouds proof of the boom in cement, 
reinforcing wire, plumbing fixtures, textiles, food processing and, most 
successful of all, the drive to expand electricity (pp. 413-414). 
As oil revenues increased, GDP and per capita income grew substantially each 
year as did the surplus in the nation's balance of payments. The relati\'e importance of 
.. 
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economic sectors changed, making oil the most important source of capital formation: 
Libya therefore did not suffer the serious capital formation problems that 
characterised the economies of most developing countries. HOWeyeL high rates of 
inflation, a lack of trained decision-makers and skilled labouL and the heayy 
dependence on oil revenue continued to represent some of Libya's most critical 
problems (Mahmud, 1997). 
Table 3.2 reports Libyan GDP and per capita income over the period 1967-
2001. It can be seen from the table that an exceptional increase in GDP frOlTI L YD 
747.8 million to L YD 17,605 million was achieved over the period. 48 This increase is 
largely attributable to increases in crude oil prices on the world markets and to the 
policy of the Government in nationalising the formerly foreign-owned oil industry in 
1970.49 Inspection of Table 3.2 also illustrates the dominance of the oil sector in the 
Libyan economy, accounting for between 22 per cent and 63 per cent of GDP over the 
period; the peak in 1980 reflects the sharp increase in oil prices in 1980. 
Table 3.2: Libyan GDP and Per Capita Income 1967-2001 
Year ~ 1967 1970 1975 1980 1985 1990 1997 2001 
GDP ",,,, vnl 
'''',IA..... / 747.8 1288.3 3674.3 10554 7852.1 7749.6 12976 17605 
Oil sector (ML YO) 402.5 812.6 1961.1 6525.7 3500.4 2740.8 2977.5 6009 
% 53.82% 63.08% 53.37% 61.83% 44.58% 35.37% 22.95% 34.13% 
Other sectors (ML YO) 345.3 475.7 1713.2 4028.1 4351.7 5008.8 9998 11596 
% 46.18% 36.92% 46.63% 38.17% 55.42% 64.63% 77.05% 65.87% 
Per Capita (L YO) 430 656 1369 3252 2140 1600 2426 3171 
Per Capita ($) 1250 2216 4624 10985 7228 4320 6064 4186 
Note: This table reports nominal Libyan GDP and per capIta Income over the penod 1967-200 I. 
ML YO = Million Libyan Dinar, L YO = Libyan Dinar and $ = US Dollar. 
Sources: (i) Ministry of Planning, Department National Accounts, National Accounts, Libya (various 
issues); and (ii) Central Bank of Libya, Economic Bulletin and Annual Report (various issues). 
48 See Appendix 3.1 and 3.2 for fUl1her details. 
49 The firms involved included: British Petroleum, its American partner Nelson Bunker Hunt, the 
Libyan American Oil Company, American Oil Overseas and Royal Dutch/Shell. 
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Per capita income rose from less than $40 in 1951 to S 1,250 in 1967 and 
$10,985 in 1980, before decreasing to $4,186 in 2001, The two main reasons for the 
per capita decrease in the 1980s and 1990s were the two million increase in the 
population be~ween 1980 and 2001, and the dramatic weakening of the exchange 
value of one unit of Libyan currency from approximately $2.5 to $1.32. As the table 
shows, significant growth was also achieved in the non-oil sectors over the 1985-2001 
period. These increases reflected maj or investment in industry by the government, but 
that investment was largely n1ade possible by the burgeoning oil revenues. 
Since the revolution in 1969, Libya has altered its underlying economIC 
philosophy from capitalism to socialism; as a result, the State has come to dominate 
all manufacturing activities, as well as foreign and domestic retail trade, plus banking 
and insurance services. However, whilst the Libyan economy is characterised by its 
central control and authority policies, since 1990 a number of private companies have 
emerged and started to operate. This change was largely a result of the crises that the 
Libyan economy faced in the late 1980s and early 1990s when economic conditions 
and standards of living worsened as world oil prices slumped (The Economist 
Intelligence unit, 1997-1998).50 
Various development plans have been undertaken SInce 1962, generally 
covering three- or five-year periods. 51 The next section provides a summary of these 
plans. 
50 This restructuring policy was initiated and regulated through the issue of Gove~ment Act num.b~r. 9, 
dated 05.09.1992. The Act's objective was to regulate and enhance the role of private sector actl\ltles 
in the national economv (African Development Report, 1994). 
51 However, none wer~ implemented between 1986-1992, when priority was given to pushing ahead 
with the Great Man-Made River Project (GMR). 
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3.2.7 Development Plans 
In the early 1960s, a National Planning Council was established in Libya to 
consider matters of planning policy, while a Ministry of Planning and Development 
was created three years later to conduct planning and development (Giurnaz, 1985). 
The first five-year plan52 (1963-1968) for economic and social development was 
authorised by Parliament in 1963. This plan was designed to: (i) improve the standard 
of living; (ii) give special consideration to the agricultural sector; (iii) reduce 
dependence on foreign financial aid; and (iv) permit the public sector to develop in 
areas such as education, health, communication and housing (Giurnaz, 1985; 
Abusneina, 1992). The plan called for new expenditure of 169.1 million L YD, but the 
increase in oil revenues over the period facilitated an increase in total investment to 
551 million L YD, or 325.8 per cent of planned expenditures. By 1968, the 
contribution of the oil sector to GDP had increased to around 60 per cent; other 
sectors' contribution to GDP (other than construction) decreased in relative terms 
over the period: agriculture declined from 9.6 per cent to 3 per cent of the total, and 
manufacturing from 5.8 per cent to around 2 per cent. 53 Although the development 
programmes flourished following the discovery of oil, the Libyan economy soon 
became almost entirely reliant upon oil revenues, mirroring previous levels of 
dependence on foreign aid. Consequently, self-sufficiency and a reduced dependence 
on the oil sector became the main objectives of the second development plan. 
Following the revolution of 1969, the structure of the Libyan economy 
changed. Several steps were taken by the revolutionary government to improve 
macro-economic conditions. The new leadership wanted to widen the objectives of 
52 See Appendix 3.3 for fUI1her details. 
53 Appendix 3.1 provides further details regarding these figures. 
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development plans and decided to abandon the 1969-1974 plan prepared by the 
former government. A three-year Socio-Economic Development Plan (1973-1975) 
was the first prepared by the revolutionary government;54 this called for spending of 
1965 million L YD over the period, 18.4 per cent of which was to be on housing, 16.6 
per cent on agriculture, and 12 per cent on manufacturing, mining and quarrying. In 
1975, the 1976-1980 Socio-Economic Development Plan was instituted. 55 This plan 
placed the highest priority on the industrial sector, which was awarded 21.1 per cent 
of proposed total investment. 56 
In 1981, the 1981-1985 Economic and Social Transformation Plan emerged. 57 
This plan reflected the new priority afforded to heavy industry in the 1980s. The 
majority of industrial projects targeted were designed to establish downstream 
petrochemical industry and employment, to satisfy internal demand for processed 
petroleum products and to take advantage of cheap energy in order to build export-
oriented manufacturing capacity. 
Growth in oil exports in the 1960s, allied to nationalisation and the rising oil 
price in the 1970s, enabled Libya to expand government revenues and finance state 
development plans internally. However, subsequent declines in crude oil prices (see 
Table 3.3 below for details) meant that oil revenue decreased from $23.2 billion in 
1980 to $5 billion in 1988 (Fisher, 1990). The low oil price caused serious shortages 
of funds and required a major modification of the 1981-1985 development plan 
(Abuarrosh, 1996). Consequently, development spending has declined since the mid-
54 For further details see Appendix 3.4. 
55 FUl1her details are contained in Appendix 3.5. 
56 The next highest priorities were transport and communication (taking 16 per cent) followed by the 
agriculture sector (14 . ..f per cent). 
57 See Appendix 3.6 for further details. 
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1980s, with only priority projects such as the Great Man-made RiYer58 (G!\lR) 
continuing to attract funds and remaining relatively free of the payment delays 
experienced by other sectors (Arab Oil and Gas Directory, 1996). As a direct result of 
lower oil prices, the level of imported goods fell, and Libya~s debt repayment 
problems increased, all of which led to a reduction in living standards (Abuarrosh, 
1996). 
No formal long-term plan existed between 1986-1993, but a three-year 
economic plan covering the period 1994-1996 was initiated. This plan aimed to: (i) 
settle the outstanding debts of former development plans; (ii) complete on-going 
projects (chiefly in the health, education, public utilities and energy sectors); (iii) 
encourage investment in industrial production (whether through public finance or the 
regeneration of the private sectors); and (iv) postpone all projects which had not yet 
started (Ministry of Planning, Trade and Treasury, 1993). The government's planned 
investment in the three-year programme was 2,400 million L YD but, due to a 
shortage of funds, actual expenditure was only 1451, million LYD. 59 
The relatively low oil prices existing in the mid-1990s, coupled with the 
imn(lct of UN s(lnctions in olace since 1992. had a severe effect on the actual amounts . . , 
invested in comparison with the original allocations (Ministry of Planning, 1998) and 
macro-economic difficulties continued. 
The 1994-1996 plan's emphasis was on the energy sector, on which 371.5 
million L YD, (representing 25.6 per cent of the total) was spent. This was followed 
by expenditure on the development of administration centres (271.91 ML YO, 18.7 per 
58 The GMR is a water supply project aimed at transporting water from the deserts of southern Libya to 
the northern coast, using about 3,380 km of a huge network of pipelines; the total cost is estimated at 
around $25 billion. For more details see http://www.water-tcchnology.nctrrojccts/~ll1r/gl1lrl.html. 
59 See Appendix 3.7 for further details. 
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cent), housing and public utilities (140.4 ML YD, 9.7 per cent) and the industrial 
sector (132.8 MLYD, 9.1 per cent) (Ministry of Planning, Economy and Trade, 1997). 
The three-year plan encountered many problems and difficulties. \ fost 
fundamentally, inadequate amounts were set aside to achieve the expenditures needed 
to accomplish the objectives. Consequently, new debts were incurred; by 1996 
Government debt amounted to 2,210 ML YD, barely improving on the high levels 
existing at the time the plan was instigated (Ministry of Planning, Economy and 
Trade, 1997). This rise in borrowing suggests that the main target of the plan (to settle 
the debts of previous development plans) was not achieved. In order to place the role 
and effect of the development plans in context, it is necessary to understand the 
general nature of the Libyan budgetary system and so the next section addresses this 
Issue. 
3.2.8 The Budget 
The Libyan budget is divided into two main parts: an administrative budget 
and a development budget. The administrative budget formulates the revenue and 
exnenditure plans of the ministries as well as any transfers to municipalities and ~ ~ 
public enterprises. Primary proposals for the administrative budget originate at 
municipal level, after which the proposals are forwarded to the appropriate ministry 
for amalgamation and later submission to the Treasury Ministry, which reviews and 
forwards the proposals to the GPC for final approval. The development budget 
comprises an annual project expenditure programme. This programme is sometimes 
set within the framework of a three-year plan (e.g. the 1973-1975 Deye]opment Plan) 
or a five-year plan (e.g. the 1981-1985 Economic and Social Transformation Plan). 
The development budget is initially prepared by corporations seeking to undertake 
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specific projects, with all proposals then being sent to the Treasury \linistry and the 
- -
Ministry of Economy and Planning for revisions and submission to the GPC. The 
Ministry of Economy and Planning plays a supervisory role in the corporate sector. 
modifying each company's budget if considered appropriate. 6o 
Table 3.3: Oil Prices and Libyan Government Expenditure 
Oil Price Total Total Oil Price Year Expenditure Year Expenditure ($/barrel) (MLYD) ($/barrel) (MLYD) 
1970 2.1 362.5 1986 12.97 2414 
1971 2.6 478.7 1987 17.73 2068 
1972 2.3 695.8 1988 14.24 1970.3 
1973 3.07 1070.4 1989 17.31 1930.9 
1974 10.41 1846.6 1990 22.26 2590 
1975 10.43 2560.8 1991 18.66 2379 
1976 11.63 2696.7 1992 18.44 27-+8 
1977 12.6 2943.8 1993 16.33 ?511 
1978 12.91 3370.3 1994 15.53 2805 
1979 29.19 4371.6 1995 16.86 4611.2 
1980 36.01 5957 1996 20.29 5045.3 
1981 34.17 6690.4 1997 18.7 5021.4 
1982 31.17 5833.6 1998 12.3 4802.5 
1983 30.05 3663.9 1999 17.5 4296 
1984 28.06 3480 2000 27.6 5250.2 
1985 27.52 2705.4 2001 24.01 5625.6 
Note: This table details the relationship between oil prices and nominal actual 
governmental expenditure. ML YO = Million Libyan Dinar. 
Sources: (i) Ministry of Planning, Department National Accounts, National 
Accounts, Libya, (various issues); and Central Bank of Libya, Economic 
Bulletin, (various issues). 
Foreign exchange in Libya is strictly controlled by the State through the 
Central Bank of Libya. As a result of decreases in foreign exchange allocations, the 
Ministry of Industry does not usually approve companies' budgets without 
recommending reductions. Consequently, many companies inflate their initial 
estimates in order to allow for the expected modifications (Kilani, 1998). 
60 Amendments can reflect a wide range of factors, but these typically include the a\'ailabilit~ of 
foreign exchange. 
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Oil price changes have a major influence on the Libyan government" s actual 
expenditure on both the administrative and development budget. Periods of high oil 
. . 
pnces Increase government revenues (leading to an increase in investment). while 
periods of low oil prices usually lead to a reduction in the number of projects and 
investments. 
Table 3.3 above details the relationship between oil pnces and actual 
governmental expenditure. As the table demonstrates, both the highest oil prices and 
actual expenditures were recorded in the period 1980-1982. 
3.2.8 Oil Production 
By 1973, Libya's growth in oil production had taken the country into fourth 
place among Middle East and N Olih African producers. Production reached a peak in 
1970 of 3.3 million barrels per day (mn bid), but this figure fell to 1.48 mn bid by 
1975 in line with the Government's declared conservation policies. By 1980, 
production had risen to 1.83 mn bid, but in March 1983 Libya accepted an OPEC 
quota limit of 1.1 mn bid at the agreed OPEC price level, a limit that was generally 
observed; in November 1984, the quota level was reduced to 957,000 bid as part of a 
future OPEC attempt to maintain prices. Although OPEC abandoned its quota system 
in December 1985, Libya's production remained below 1 mn bid throughout 1986, at 
an average of 948,000 barrel. When OPEC decided to restore production quotas in 
December 1986, the Libyan quota was fixed at 948,000 bid, although this gradually 
rose to 1.4 mn bid in 1990. After the onset of the Gulf crisis in August 1990, OPEC's 
quota system was abandoned again and Libya increased its production to 1.5 mn b/d. 
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however. at the OPEC meeting in June 1991, an overall cut in oil production - and 
restoration of the quota system - was advocated. 
3.2.9 Exports 
Libya is commonly perceived to be a single-resource economy. depending 
heavily on oil exports. Inspection of Table 3.4 reveals the dominance of the industry: 
for example, in the period 1970-1984, the percentage of oil exports to total exports 
ranged between 90.0 and 99.9 per cent. 
Table 3.4: Libyan Exports in the Period 1970-2002 
Year Oil Exports Non-Oil Year Oil Exports % Non-Oil 
Exports* Exports* 
% 0/0 % 
1970 99.9 O. I 1987 83.1 16.9 
1971 99.6 0.4 1988 80.3 19.7 
1972 98.2 1.8 1989 82.3 17.7 
1973 97.2 2.8 1990 82.3 17.7 
1974 97.7 2.3 1991 84.6 15.4 
1975 95.2 4.8 1992 77.6 22..+ 
1976 95.9 4.1 1993 76.1 23.9 
1977 94.4 5.6 1994 72.9 27.1 
1978 92.8 7.2 1995 76.7 23.3 
1979 92.9 7.1 1996 81.3 18.7 
1980 96.9 3. I 1997 92.1 7.9 
1981 95.1 4.9 1998 92.9 7.1 
1982 95.1 4.9 1999 93.5 6.5 
1983 93.2 6.8 2000 96.3 3.7 
1984 91.5 8.5 2001 95.3 4.7 
1985 87.3 12.7 2002 97.8 2.2 
1986 88.7 11.3 Mean 90.2 9.8 
Note: This table details the nominal Libyan exports during the penod 1970-2002. 
Source: Central Bank of Libya, Economic Bulletin, (various issues). * Other expOlts include 
Gas and petrochemical products, 
Non-oil Libyan exports accounted for only 0.1 per cent of total exports in 
1970, but the percentage increased in subsequent years to reach its highest le\'el of 
27.1 per cent in 1994. This increase in non-oil exports can be attributed to many 
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factors, but primary among these were: (i) the government's policy of diversifying 
production activities; (ii) the decline in oil prices in the late 1980s and 1990s; and (iii) 
OPEC decisions to reduce oil supply (Abusneina, 1992). However, non-oil exports 
fell back in the second half of the 1990s, representing only 2.2 per cent of exports in 
2002.61 
Several European countries, but mainly Italy, Germany, Spain, France, the 
UK, Turkey, Greece and Eastern Europe, are the partners from which Libya imports 
and to which it exports, while Egypt, Morocco and Tunisia are the main Arabic 
markets for the nation's trade. 
3.3 The UK's Oil and Gas Industry 
Chapter 5 of this dissertation examines the ilnpact of oil price changes on UK-
listed oil firms' share prices62 while Chapter 7 compares the impact of price 
movements on Libyan and UK national income. Therefore, and despite the fact that 
the oil and gas sector is less significant to UK than to Libyan wealth, it is necessary to 
provide contextual details regarding the operations and structure of the industry in the 
UK. rV!oreover, the UK is the largest oil and gas producer in the European Union (and 
is one of the largest energy consumers in Europe), while the International Petroleum 
Exchange (IPE) - the second-largest energy futures exchange in the world - is located 
in London and provides one of the major benchmarks for crude oils, the Brent63 price 
marker (Country Analysis Briefs, United Kingdom, 2002). In 2000, the oil and gas 
61 Shamia (1991) describes such exports as negligible in value and quantity as well as being 
characterised by both discontinuity and high costs of production. 
62 The discussion in this section is mainly focused on the nature and operation of UK-based oil and gas 
firms. However, it is worth acknowledging that among UK-listed oil and gas firms (i.e. those which are 
analysed empirically in Chapter 5) not all are UK-based. For example, in February 2004, there were a 
total of 38 firms listed in London, of which 26 were UK-based, 2 US-based and 10 from other 
countries. 
63 On lOth June 2002, the Brent Crude measure was widened to incorporate the North Sea Forties field 
and the Norwegian Oseberg field. See www.cia.doc.gov/emcu/cabs/uk.html. 
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industry accounted for around 12 per cent of industrial capital inyestment,6.+ and the 
energy industry overall represented about 4 per cent of GDP (Country Analysis 
Briefs, United Kingdom, 2002). Furthermore, shares of oil and gas firms continue to 
represent a significant proportion of the total market value of companies listed on the 
London Stock Exchange, with the oil and gas sector accounting for more than 11 per 
cent of the entire market capitalisation of the Official List as at the end of 2003.65 
When this information is considered in the context of the importance of the financial 
. . d h 66 serVIces III ustry to t e UK economy (Brett, 2000) the relevance of the performance 
of oil-based equities to British wealth becomes clear. 
3.3.1 Historical Background 
The Petroleum Production Act 1934 gives the UK Government the right to 
award licences to explore for and develop the nation's oil and gas resources. 
International agreements regarding a country's rights to its bordering sea bed began to 
be developed after the Geneva Convention on the Law of the Sea of 1958, which 
included rules relating to the UK Continental Shelf (UKCS). The Continental Shelf 
Act 1964 extended the Government's rights to the UKCS in the North Sea while in 
March 1965, agreement on the median line with Norway was achieved. In addition, a 
number of very slnall onshore fields were found and these produced a small quantity 
of crude oil; by the early 1960s, they contributed approximately 0.3 per cent of UK 
refinery input (The Energy Report, 1995). 
64 And 2% of total capital investment. 
65 The total market capitalisation of the oil and gas sector at the end of 2003 was £ 154.2bn out of a total 
for the entire London market of £1355.8bn. The only larger sector was banking, with a total equit) 
value of £259.1 bn. 
66 For example, Elliott and Elliott (2005) report that the ratio of stock market capitalisation to GOP in 
the UK was 142% in 1996 compared to only 38% in France and 28°'0 in Germany. 
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The 1959 find at Groningen in Holland of a large onshore gas field 
encouraged companies to believe that important reserves might exist in the North Sea. 
Afterwards, the discovery of a small offshore Danish oil field in 1966 - and the big 
Norwegian Ekofisk oil field in November 1969 - encouraged exploration for oil in the 
UK's part of the North Sea, with early attempts concentrating on finding gas in the 
Southern Basin. The first important discovery in the area was the West Sole gas field 
in December 1965 (The Energy Report, 1995) and, in March 1967, West Sole became 
the first gas field to enter production. The first oil discovery was made in the Arbroath 
field in late 1969, although the field was not brought into production until 1990. The 
first oil field to be brought into production was the Argyll field in June 1975, beating 
the Forties field, discovered in late 1970. Oil production subsequently increased 
rapidly. Following the Piper Alpha67 tragedy, offshore production was decreased, not 
only by the loss of the Piper platform and the shut-down of associated fields, but also 
by the fitting of equipment required to improve safety (The Energy Report, 1995). 
On January 2004, the UK's proven crude oil reserves amounted to 4.7 billion 
barrels and Natural Gas Reserves amounted to 22.2 trillion cubic feet (Country 
Analysis Briefs, United Kingdom, 2004). The UK's onshore reserves are expected to 
increase slightly after Pentex Oil announced in August 2003 that it had found more 
than 100 million barrels of oil in Avington, near Winchester, Hampshire. The major 
offshore oil discovery in recent years was the Buzzard field (in North Sea Central) in 
2001. EnCana, along with Intrepid Energy North Sea Ltd., BG Group and Edinburgh 
Oil and Gas PLC, are currently developing the 400 million barrel field, which is 
expected to yield approximately 180,000-190,000 barrels of oil per day in 2006 
(Country Analysis Briefs, United Kingdom, 2004). 
67 Piper Alpha was a North Sea oil production platform operated by Occidental Petroleum (Caledonia) 
Ltd. It was destroyed by an explosion on the 6th of July 1988. 
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3.3.2 Crude Oil Production Exports and Imports 
Most UK crude oil grades are light and sweet, which makes them more 
attractive to refiners than other crude oils on the international market. Figure 3.2 
presents data relating to trends in production,68 exports69 and imports 70 of crude oil 
during the period 1970-2003. The diagram shows that production of crude oil was 
negligible until 1974, but increased rapidly as North Sea production came on stream; 
in contrast, imports peaked in 1973, prior to the impact of the embargo imposed by 
the Arab-exporting countries. 71 The graph demonstrates the rapid subsequent decline 
of net imports, as national production rose, with the UK becoming a net exporter in 
1981. Net exports and production peaked in 1985; the large decrease in production in 
1988 and 1989 reflects the consequences of the Piper Alpha disaster and the low 
production level in 1990 and 1991 relates to the subsequent safety work carried out at 
the site. UK production has been declining since, reaching a peak of 137 million 
tonnes in 1999, and in 2003, output was 8.5 per cent lower than in 2002. (The Energy 
Report, 1995; Department of Trade and Industry, 2004). Although the UK became a 
net oil importer72 by volume in June 2004 it remained a net exporter by value,73 with a 
net surplus for the lTIonth of £22m (Morrison and Johnson, 2004). 
68 According to the Department of Trade and Industry (DT!) most recent projections, oil production is 
predicted to decline to a level ranging between 1.38 million bid and 1.59 million bid by 2009 (Country 
Analysis Briefs, United Kingdom, 2004). 
69 In 2002, the UK exported 22.6% of its crude oil production to the US, 18.4% to the Netherlands, 
9.3% to France, 7.5% to Germany and a combined 12.3% to other countries. The remaining 29.9% was 
taken up by the UK's refineries. A large quantity of the crude oil exported to the Netherlands is not 
consumed there, but is instead sold on the Rotterdam spot market to other countries (Country Analysis 
Briefs, United Kingdom, 2004). 
70 In 2002, the highest percentage of the UK's oil imports came from Norway, with 73% (628,000 bid), 
followed by Russia 9%, Algeria 5%, the Middle East 3% (mainly Saudi Arabia), and Mexico 2% 
(Country Analysis Briefs, United Kingdom, 2004). 
71 Oil prices increased 400 percent in six months as a direct consequence of this embargo (Williams, 
2001). , 
72 After years of being a net exporter of natural gas, the UK is expected to become a net Importer of 
natural aas in 2005-2006. (Country Analysis Briefs, United Kingdom, 2004). 
73 This ~ because of the high quality of the North Sea crude which allows it to command a premium. 
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Figure 3.2: Trends in the UK's Production, Exports and Imports of Crude Oil 
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Note : This figure illustrates the trends in the production, exports and imp0l1s of crude oil during the 
period 1970-2003 . Crude oil includes natural gas liquids and processed oi ls . 
Source: Department of Trade and Industry, 2004 . 
3.3.3 Contribution to UK Gross Domestic Product 
The direct contribution of the oil and gas industry to UK GDP increased 
steadily to reach a peak in 1984 of £ 19.6 billion, equivalent to nearly 7.0 per cent of 
GDP at factor cost. The contribution declined sharply following the fall in oil prices at 
of sales from the Piper field. Prices increased in the latter half of 1990 as the Gulf 
crisis developed, but since 1992 the UK, as elsewhere, has been affected by: weak 
demand in the world economy; the return of Kuwaiti production; concerns about 
OPEC's ability to control output; the possible return of large-scale Iraqi supply; and 
an increase in non-OPEC production. UKCS oil and gas production has picked up 
somewhat since 1991 , and in 1994 accounted for nearly 2 per cent of GDP (The 
Energy Repo11 . 1995). Exports of oil and gas increased by 139.2 per cent from £-+) 
billion in 1992 to £ 10 .9 billion in 2002. and e--:ports of refined petroleum products 
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rose by 71.1 per cent from £2.8 billion in 1992 to £4.8 billion in 2002. In 2002. oil 
and gas exports represented 4.0 per cent of total UK exports of goods and services and 
1.0 per cent of GOP at current market prices; exports of refined petroleum products 
contributed 1.8 per cent of total UK exports of goods and services, equivalent to 0.5 
per cent of GOP at market prices (Mahajan, 2004). 
3.3.4 Balance of Payments 
The oil and gas sector has been a major contributor to the UK's balance of 
payments since Britain established itself as a net oil exporter in 1981. By 1980, the 
national production of crude oil had become sufficient to satisfy demand from UK 
refineries, and the effect of this was reflected in the balance of payments position. The 
net contribution of trade in oil has been positive since 1980; in that year, oil 
contributed 21.43 per cent of the trade surplus, while between 1980-89, the average 
surplus per year from trade in oil equalled £4.2 bn. During the 1990-96 period, the 
average fell to £2.9 bn, but higher production in 1997 increased the surplus to a level 
above £4.7 bn. The fall in oil prices in 1998 caused a decrease in the oil surplus, but 
the higher prices existing in 1999 (and through most of 2000) increased the net 
surplus on oil for the UK balance of payments; in 2003 the surplus was equal to £4.4 
billion (The Energy Report, 1995; Department of Trade and Industry, 2004). 
3.4 Conclusion 
To provide the contextual background for the empirical analysis in the thesis, 
this chapter has: (i) highlighted the historical, political, economic, social and cultural 
aspects that have led to Libya's current dependence on the oil and gas industry; and 
(ii) discussed the development and structure of the industry in the UK. In particular. 
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the influence of early colonisation on the development of Libya's economic and social 
structures was described and the role of foreign countries, international aid, the UN 
and the economic improvement prior to and after oil discovery was reviewed. As the 
discussion revealed, the impact of the 1969 revolution on Libya was dramatic in 
changing Libya from being a Western-oriented capitalist country to a stronal\' 
b • 
nationalistic and socialist country; this transformation is central to an understandina 
b 
of the present day Libyan economy. The major objectives of the socialist 
government's development plans included reducing the nation's dependency on oil 
revenues by developing non-oil sectors. However, as Section 3.2 of the chapter has 
illustrated, this has not yet occurred; it is evident that the Libyan economy still relies 
heavily on oil exports, and this in turn has relevance for both the interviews with key 
Libyan figures in Chapter 6 and the empirical examination of the relationship between 
oil prices and the state of the Libyan economy contained in Chapter 7. 
Section 3.3 of the chapter provided an outline of the historical background and 
current structure of the oil and gas industry in the UK. When Sections 3.2 and 3.3 are 
compared, it is clear that the oil sector operates in very different contexts in the two 
countries. The difference has two obvious and fundamental dimensions. The first 
concerns the extent to which economic activity is dependent on the sector,74 while the 
second relates to the fact that the Libyan economy remains largely centrally-planned75 
whereas in the UK the oil and gas sector operates within a conventional market-
centred economy where private capital is widespread. The aim of the rest of the thesis 
74 For example, in 2002 oil and gas exports represented 4.0% of total UK exports and 1.0% of GOP, 
whereas for Libya the equivalent figures were 97.8 and 34% respectively. 
75 Moves have taken place since the empirical work for this thesis was carried out to integrate Libya 
with the alobal economy through a process of political change and engagement. All UN and US 
sanctions bagainst Libya were lifted in 2003 and 2004 respectively, allowing Libya to develop its 
economy in general and the oil and gas industry in particular. Furthermore, Libya embarke~ upon a 
major privatisation programme and in order to support this, a Libyan stock market was establIshed on 
the 1 sl of June 2004. 
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IS to examme the impact of pnce changes in these two strikingly different 
environments and the conclusions that can be drawn from a comparatiYe analysis of 
the findings. 
72 
Chapter 4 
Research Design 
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Chapter 4: Research Design 
4.1 Introduction 
The aim of this thesis is to examine the micro- and macro-economic impact 
of oil price changes in a variety of settings and by employing a range of research 
techniques. In order to achieve this objective, it is important to clearly determine the 
research question, identify theoretical perspectives and select appropriate research 
methodology and methods. According to Sekaran (2003), development of a 
theoretical framework involves identifying the network of relationships among the 
variables considered important to a particular research study; building a well-defined 
theoretical framework is therefore crucial to investigating the problem under 
investigation. Sekaran (2003) also believes that a clear relationship between the 
literature review and the theoretical framework will: (i) help ensure that a robust and 
relevant theoretical platform is developed; (ii) aid with identification of the variables 
that may be important; 76 and (iii) facilitate explanations of the relationships among 
these variables. It can therefore be concluded that a research study, even one 
adopting a grounded theory approach, needs to be informed by a relevant conceptual 
framework. 
Chapter 3 of this thesis highlighted the historical, political, social, cultural, 
economic and industrial aspects of the UK and Libya that are relevant to this 
research study, while arguments and justifications regarding the theoretical 
perspectives have also been identified in some detail in Chapter 2. The main purpose 
of this chapter is, therefore, to address the choice of methodology and methods for 
76 As identified in earlier studies. 
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this study. In order to achieve this purpose, the factors influencing the sdection of 
the appropriate paradigm, methodology and research methods for the thesis are 
discussed in detail. The chapter is divided into five further sections as follows: 
Section 4.2 deals with ontological assumptions underlying the research and outlines 
the epistemological approach adopted, while Section 4.3 addresses Burrell and 
Morgan (1979)' s widely-documented framework for social research in order to 
locate the conceptual context of this research. Sections 4.4 and 4.5 then outline the 
selected paradigm for this study, the adopted methodology and methods and the 
theoretical underpinning of these choices. The final section concludes the chapter by 
summarising the implications of the discussion for the empirical research which 
follows. 
4.2 Factors Influencing the Selection of the Sociological Paradigm 
Paradiglns are 'universally recognised scientific achievements that for a time 
provide model problems and solutions to a community of practitioners' (Kuhn, 
1970, p. viii); they offer a framework comprising an accepted set of theories, 
methods and ways 
"paradigm" is used quite loosely in academic research and can have different 
implications in alternative contexts. To help clarify the uncertainties, Morgan (1979) 
suggests that the term can be used at three different levels. First, at the philosophical 
level it can be used to reflect basic beliefs about the world. Second, at the social , 
level, it Inay be used to provide guidelines about how the researcher should conduct 
his or her research. Third, at the technical leveL it can be used to specify the 
methods and techniques which, ideally. should be adopted when conducting 
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research. There are, therefore, several related factors influencing the selection of an 
appropriate research paradigm. Four factors regarding the theoretical foundations of 
research have been identified by Burrell and Morgan (1979), namely: (i) ontology: 
(ii) epistemology; (iii) human nature; and (iv) methodology. Explicit recognition of 
these factors helps to develop consistency among them; it also aids with identifying 
the nature of evidence required to achieve a research project's aims and the most 
appropriate research methods of acquiring that evidence. These factors have direct 
implications for the research methodology adopted, the method in which 
investigations are performed and the manner in which knowledge about the social 
world is acquired. Figure 4.1 presents the schematic diagram of Burrell and Morgan 
(1979) that illustrates the four factors. 
Figure 4.1 A Scheme for Analysing Assumptions about the Nature of Social 
Science 
The Subjective - Objective Dimension 
The subjectivist approach 
Ontology 
• Nominalism 
Epistemology 
• Anti-positivism 
Human Nature 
• Voluntarism 
Methodology 
• Ideographic 
Note: This figure is adapted ITom Burrell and Morgan (1979, p. 3). 
The objectivist approach 
to social sciencE' 
• 
I 
Realism 
.. 
I 
Positivism 
.. 
I 
Determinism 
.. 
I 
Nomothetic 
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4.2.1 Assumptions about the Nature of Social Science 
Ontology has been defined as the 'science or study of being" (Blaikie. 1993. 
p. 6); ontological assumptions consider the nature of reality and question whether 
reality is external to the individual, or if it is instead the product of indiyidual 
consciousness (Hopper and Powell, 1985; Crotty, 1998). A nominalist perceives 
reality to be a product of an individual's consciousness and not external to the 
individual, while realists postulate that the social world external to indiyidual 
thought processes is real, and made up of hard, tangible and relatively immutable 
structures (Burrell and Morgan, 1979: Morgan, 1988). Morgan and Smircich (1980) 
identify six stages of the nature of the social world, as shown in Figure 4.2 below. 
Figure 4.2: Morgan and Smircich's Basic Ontological Assumptions 
Category 
2 
3 
4 
5 
6 
Assumption 
Real ity as a concrete structure 
Reality as a concrete process 
Reality as a contextual field of information 
Reality as symbolic discourse 
Reality as social construction 
Reality as a projection of human imagination 
Note: This table is adapted from Morgan and Smircich (1980, p. ~92). 
In this configuration, category 1 is an extreme positi\'ist perspective of the \\·orld. 
while category 6 represents an extreme subjectivist standpoint in relation to the 
world. Assumptions about the concreteness of the world become more relaxed as 
one moves from category 1 to category 6. The nature of the reality being researched 
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and the perspective focussed on by the researcher are likely to be different. An ideal 
approach therefore is to examine the research phenomena from all dimensions. 
However, this is rarely feasible for a single researcher with limited time and 
resources; this is one reason why a clear statement of the researcher's chosen 
perspective is important. 
Crotty defined epistemology as 'the theory of knowledge embedded in the 
theoretical perspective and thereby in the methodology' (1998, p. 3). Epistemology 
is therefore concerned with the nature of knowledge, what forms it takes. and how it 
can be collected (Hopper and Powell, 1985; Creswell, 1998); it is also a way of 
understanding and explaining human knowledge (Crotty, 1998). 
The positivist believes that knowledge exists independently of any 
consciousness and it can only be based on empirical observations. He or she seeks to 
explain and predict what happens in the social world by searching for regularities 
and causal relationships between its component elements (Godfrey et al., 2000). 
Positivist epistemology is based on the traditional approaches which dominate 
scientific research (Gill and Johnson, 1997), Alternatively, the anti-positivist rejects 
the view that knowledge exists ohjectivpJy cmd en"gEes that the social '.'/orld C:~n be 
understood only from the point of view of the individuals who are directly involved 
in the activities under investigation (Hopper and Powell, 1985; Crotty, 1998). 
Assumptions about human nature refer to the relationship between human 
beings and their environment (Burrell and Morgan, 1979). The determinist examines 
people's behaviour and experiences as the products of their environment (Hopper 
and Powell, 1985). Proponents of voluntarism believe that human beings are 
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autonomous and free-willed; the individual is seen as the maker and the controller of 
his or her environment (Burrell and Morgan, 1979). 
The various perspectives outlined above have direct implications for 
methodological choices (Burrell and Morgan, 1979; Hopper and Powell, 1985). 
Methodology refers to "the overall approach to the research process, from the 
theoretical underpinning to the collection and analysis of the data," whereas method 
refers to "the various means by which data can be collected and/or analysed" 
(Hussey and Hussey, 1997, p. 54). At the objectivist end is the nomothetic approach 
whereby the social world is seen as being similar to the physical or natural world; 
according to proponents of this viewpoint, data can be collected through the use of 
protocols and procedures derived from the natural sciences and then used to explain 
and predict social regularities and patterns. With this approach, statistical techniques 
are regularly employed to test hypotheses and to analyse data collected through the 
use of quantitative research techniques, such as questionnaires and surveys (Burrell 
and Morgan, 1979; Hopper and Powell, 1985). Alternatively, at the subjectivist end, 
is the ideographic approach to social science which is based on the view that one can 
best understand the s()ci::ll world by obtaining first hand kno'.'.'ledge 8f the s'.lbject 
under study. An ideographic approach stresses the analysis of subjective accounts 
which one produces by getting inside situations 77 (Burrell and Morgan, 1979; 
Hopper and Powell, 1985). 
77 Ethnography, case studies and interviews are the major research strategies in this conte\t 
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4.2.2 Assumptions about the Nature of Society 
Assumptions regarding the nature of society in Burrell and Morgan's (1979) 
framework can be seen as highlighting either regulation or radical change. The 
sociology of regulation is concerned with regulation, order and stability and sets out 
to explain why society has an inherent tendency to hold together (Burrell and 
Morgan, 1979). The sociology of radical change is concerned with interest, conflicts 
and unequal distributions of power that provide the potential for "radical change" 
(Burrell and Morgan, 1979, p. 18). 
4.3 The Burrell and Morgan Framework 
Burrell and Morgan (1979) combined the two approaches to the nature of 
social science and society outlined in the previous two sections and developed the 
two-by-two matrix presented in Figure 4.3 below. The result of combining the 
subjective-objective dimension and the regulation-radical change dimension is the 
emergence of four distinct paradigms: (i) functionalist~ (ii) interpretive~ (iii) 
structuralist; and (iv) humanist. The four paradigms offer mutually exclusive views 
of the social world. 
Functionalists are generally interested in investigating the social world using 
realist ontology, with positivist epistemology, a deterministic view of human nature 
and a nomothetic methodological viewpoint (Burrell and Morgan, 1979). 
Accordingly, functionalists employ approaches derived from the natural sciences to 
prove or falsify theories and to study and identify causal relationships (Burrell and 
Morgan, 1979). This paradigm has offered the dominant framework for the study of 
organisations (Burrell and Morgan, 1979; Gill and Johnson. 1997). 
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Figure 4.3 Burrell and Morgan's (1979) Paradigms for Social Theory 
THE SOCIOLOGY OF RADICAL CHANGE 
Radical Radical 
Humanist Structuralist 
SUBJECTIVE OBJECTIVE 
Interpretive Functionalist 
THE SOCIOLOGY OF REGULATION 
Note: This figure is adapted from Bun"ell and Morgan (1979, p. 22). 
The interpretive paradigm assumes nominalist ontology, with an anti-
positivist epistemology, a voluntarist view of human nature, and an ideographic 
methodology. The focus is on understanding the social world as it is, through 
observation of ongoing processes (Burrell and Morgan, 1979). The humanist 
paradigm shares the interpretive paradigm's assumptions regarding the nature of 
science, while the structuralist paradigm shares its assumptions about the nature of 
science with the functionalist paradigm. However, in relation to assumptions made 
concerning the nature of society, both the radical structuralist and the radical 
humanist paradigms are located within the sociology of radical change (Burrell and 
Morgan. 1979). 
The difference between the radical structuralist and the radical humanist 
paradigms is similar to that between the functional and interpretiYe paradigms. In 
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particular~ radical structuralism VIews the social world as being composed of 
external objects and relationships independent of any individual, while radical 
humanism emphasises individual perceptions and interpretations (Hopper and 
Powell, 1985). 
Although Burrell and Morgan's framework has provided an important tool 
for classifying social research, it has been subject to a number of criticisms. For 
example, the mutual exclusivity of the paradigms and the dubious distinction 
between the radical structuralist and humanist paradigms are highlighted by Hopper 
and Powell (1985) and Chua (1986). Laughlin and Lowe (1990) attacked Burrell and 
Morgan's framework on two grounds: (i) the inability of the framework to provide a 
comprehensive picture of alternative approaches; and (ii) that Burrell and Morgan 
"are posing the view that choices have to be made on key assumptions, and once 
made, form the basis for alternative perspectives, on a relatively defined "firm 
foundation"" (Laughlin and Lowe, 1990, p. 36). 
4.4 The Paradigms of this Study 
For this study: the functionalist paradigm is chosen and the other three 
paradigms are rejected. In light of the nature of the research, the radical humanist 
and the interpretive paradigms were rejected, as social science is viewed mostly as 
objective rather than subjective. This researcher believes that: (i) a concrete reality 
exists external to the individual (i.e. realism ontology) in terms of the issues being 
explored in this thesis (for example the relationship between oil prices and share 
returns); (ii) knowledge exists independently of any consciousness (i.e. positivism 
epistemology); (iii) the behaviour and experiences of individuals (both those being 
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interviewed for Chapter 6 and the market participants influencing the micro- and 
macro-economic data analysed in Chapters 5 and 7 respectively) are products of 
their environment (i.e. determinism human nature): and (iv) the social \\"orld is 
viewed as being the same as the physical world (i.e. nomothetic methodology). The 
radical structuralist paradigm was not adopted because the assumption that 
constitutes the sociology of radical change has been rejected. 
The choice of the functionalist paradigm for this study reflects a number of 
other considerations. First, the rejection of the sociology of radical change led to the 
adoption of other assumptions concerning the sociology of regulation and vice versa 
(Johonson and Duberley, 2000). Second, Deetz (1996) argues that Burrell and 
Morgan's framework has caused researchers to focus unproductively on 
paradigmatic differences, rather than on the purpose of their research and the nature 
of the phenomena under investigation. Therefore, the researcher should focus on the 
purpose of the study and the nature of the phenomenon under study rather than the 
methods. Third, according to its purpose the present study is classified as analytical 
or explanatory. Analytical research seeks to understand phenomena by determining 
and measuring causal relations among them (Hussey and Hussey, 1997). 
Research can also be differentiated by looking at the approach (process) 
adopted by the researcher (Hussey and Hussey, 1997). The research in this study is 
quantitative in nature, and concentrates on measuring relatively objective 
phenomena. Although more than one research method is used, the issues under 
examination in this thesis lend themselves to functionalist analysis. For example, 
Chapters 5 and 7 make extensive use of conventional large-sample statistical 
techniques. The interview technique used in Chapter 6 is often associated with the 
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interpretive paradigm, but its use here involved the investigation of very specific 
pre-defined issues (e.g. the impact of the exchange rate on oil revenues) and the 
functionalist paradigm was considered most appropriate. Alternative approaches to 
the Burrell and Morgan framework (offered by authors such as Chua, 1986) give the 
researcher the ability to conduct research based on more than one paradigm, but the 
selection of a single paradigm for this study is consistent with Burrell and Morgan's 
..... 
perspective that the researcher cannot be located in more than one at a particular 
time; it is also consistent with the purpose of the research as well as beina feasible b 
for the researcher. 
4.5 Research Methods 
4.5.1 Quantitative Research Methods 
The assumption underlying the quantitative approach is that research designs 
focus on the objective dimensions of reality, thereby following the positivist model 
of controlling variables and testing pre-specified hypotheses. Stake (1995) divided 
the differences between qualitative and quantitative approaches into three themes: (i) 
qualitative research is concerned mainly with understanding the complex 
interrelationships between different variables, while quantitative researchers are 
interested in explanation and control; (ii) qualitative researchers believe that 
knowledge is constructed rather than discovered, while quantitative researchers 
generally assume that knowledge is discovered rather than constructed; (iii) the 
influence of researchers on the research setting is limited in quantitative research. 
while it is more recognised in qualitative research. Positivistic research usually has 
84 
h' h I' b'l' 78 79 Ig re la 1 lty and low validity (Hussey and Hussey~ 1997). Althow2h reliability 
~ . 
and validity are analytically distinguishable, they are linked in practice as \alidit\ 
supposes reliability; this in tum suggests that if a measure is not reliable it carmot be 
valid (Bryman, 2004), Quantitative research has come in for a large amount of 
criticism, principally from supporters of qualitative research (Bryman, 2004), Some 
of these attacks include: (i) criticism as a research strategy; (ii) criticism regarding 
its underlying epistemological and ontological foundations; and (iii) criticism about 
its methods and research designs, 
Research methods adopted m quantitative research are structured, in the 
sense that sampling determination and data collection instruments, for instance, are 
designed prior to the data collection process (Bryman, 2004). The choice of 
quantitative methods satisfies the criteria for nomothetic methodologies. This study 
has three pieces of empirical work and each one has a different data collection 
method; numerical data were collected as the raw input into the mUltiple regression 
models that are used for two of the three empirical strands, while structured 
interviews were applied for the other. Specifically time series data for share prices, 
and other financial variables (extracted from Datastream) were used in the first 
empirical chapter, while for the third strand - investigation of the link between oil 
prices and economic output - official statistics (obtained from International Financial 
Statistics publications and the Central Bank of Libya) were also used. Easerby-
Smith et aI" (1991) and Sekaran (2003) argue that the development of public data 
bases, such as Datastream, provides instant access to meaningful data for 
78 Reliability is concerned with the findings of the study. If research results can be repeated (by the 
same researcher or anyone else), it is reliable (Hussey and Hussey, 1997). 
79 Validity is the extent to which the research results precisely represent what is really occurring in 
the circumstances (Hussey and Hussey, 1997). 
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quantitative researchers and Bryman, (2004) declares that the use of official 
statistics is common in economic research. 8o 
4.5.2 Interviews 
Interviews are associated with both positivist and phenomenological 
methodology81 (Hussey and Hussey, 1997; Byrman, 2004). Interviews can be 
divided into three types: structured; semi-structured; and unstructured. Questions in 
a structured interview are usually very specific and sometimes offer the interviewee 
a fixed range of answers; in addition each participant is asked exactly the same 
questions. Interviewers are supposed to read out questions exactly and in the same 
order as they are printed on the schedule (Bryman, 2004). Questions in semi-
structured interviews, on the other hand, are usually more general in scope and the 
interviewer typically asks further questions in response to what are seen as 
significant replies (Bryman, 2004). In unstructured interviews, the interviewer 
usually has only a list of topics or issues, regularly called an interview guide, that is 
normally covered up, and the phrasing and sequencing of questions usually differs 
from one interview to another (Bryman, 2004). 
Hussey and Hussey (1997) point out that semi-structured or unstructured 
interviews are likely to be very time-consuming and expensive, and there may be 
problems with recording the questions and answers, controlling the range of topics 
and, at a later stage, analysing the data. For the purposes of the investigation of the 
impact of (and responses to) oil pricing risk in Libya reported in Chapter 6, 
80 Further details on the data collection and variable processes are contained in Chapters 5 and 7. 
81 A positivistic approach suggests the use of structured interviews (Hussey and Hussey, 1997; 
Byrman,2004). 
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structured interviews were employed. This choice reflects the yery specific nature of 
the issues being investigated in that part of the thesis. The decision was also 
influenced by cost and time considerations as well as by the feeling that the citizens 
of a country like Libya might be hesitant about giving unstructured intervie\\'s for 
fear of the topic wandering into politically sensitive areas. 
The interview can be conducted in a number of different ways. It can be 
face-to-face, by telephone, computer-assisted or through the electronic media. 
Despite its limitations in terms of geography, the face-to-face interview is 
commonly used and has advantages over the other approaches. As Hussey and 
Hussey (1997) state, the face to face approach can improve response rates 
substantially and permit the collection of comprehensive datasets. Furthermore, 
interviews can prove particularly useful when complex and/or technical questions 
are involved. 
The main reasons for choosing an interview method in Chapter 6 for data 
collection in Libya were: (i) that there is no stock market in Libya82 and so a direct 
comparison of the UK findings in Chapter 5 was not possible; and (ii) that the issues 
being investigated (e.g. views about the nation's heavy dependence on the oil sector 
and attendant exposure to oil price risk) lend themselves most strongly to direct 
discussions with the most interested (and influential) parties. The main criterion for 
selecting each of the 11 interviewees was their propensity to have applicable and 
timely knowledge about the oil and gas sector in Libya. 83 The interviews were 
conducted with Libyan experts in order to investigate the effect of oil price 
movements on the Libyan economy, and it is believed that the intervie\Yees were 
82 A basic stock market has now been opened in Libya, on 01.06.2004, operated by the Libyan 
Central Bank. For more details see: httQ:llwww.lib\.anstocks-cbl.com/Qagc3.html. 
83 Section 6.2 in Chapter 6 provides a full background on the interviewees and interviews. 
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able to provide objective answers. Further, official statistics were used throughout 
~ 
the analysis of the interviews to corroborate the interviewees' perceptions \\'hene\"er 
possible and appropriate. 
4.6 Conclusion 
This chapter has discussed the research design elnployed in this study in the 
context of the modern literature on methods and methodological frameworks. The 
choice of the methodological approach for this study was influenced by Burrell and 
Morgan's (1979) framework. According to Burrell and Morgan, the key theoretical 
assumptions of the researcher need to be articulated prior to any research process, to 
ensure that the epistemological approach, methodology and methods are consistent 
with each other and the main aims of the research project. The functionalist 
paradigm was chosen for the present study because the nature of the main issue 
under investigation - the impact of oil price variability in different economic 
settings - meant that very specific objective data were required. The following three 
chapters report the results of the empirical work conducted for this thesis and the 
question of specific research methods will be returned to where appropriate. 
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Chapter 5 
The Relationship between Oil Prices and Share 
Prices in the UK 
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Chapter 5: The Relationship between Oil Prices and Share 
Prices in the UK 
5.1 Introduction 
This chapter provides a detailed empirical analysis of the relationship 
between movements in crude oil prices and equity returns across a range of UK 
industrial and financial sectors. Specifically the regression analysis is employed to 
establish the extent of the relationship between oil prices and the return achieved by 
the London Stock Exchange's main oil and gas share index. To investigate the 
effects of oil price changes on firms more closely, in particular the extent to which 
any such relationship is specific to the oil and gas sector, similar analysis was 
carried out for a range of other sectors, chosen deliberately to reflect differences in 
the likely relationship between oil price movements and corporate performance. 
The structure of the remainder of the chapter is as follows: Section 5.2 
outlines the regression models used in the analysis, as well as the nature and sources 
of the data employed. Section 5.3 then describes the results for the oil and gas sector 
before Section 5.4 presents the comparative findings for the other sectors. Section 
5.5 concludes the chapter by discussing the implications of the results for 
understanding the impact of oil price changes on equity returns. 
5.2 Data and Models 
A conventional multi factor model for relating share pnce exposure to 
variability in crude oil prices was constructed (see lorion, 1990: Khoo, 1994: Faff 
and Chan, 1998; Faff and Brailsford, 1999; Sadorsky. 2001; Sadorsk\' and 
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Henriques, 2001). The two-factor version of the model84 used in the most closeh-
study (Sadorsky, 2001) is: 
(1) 
where Rit is measured as the logged daily return85 on the oil and gas sector index 
minus the yield on one-month UK Treasury Bills.86 Rot is the daily return on oil 
prices; the oil prices used throughout the chapter are London Brent87 Crude Oil 
Index spot barrel prices88 in US $. Rmt is the daily market portfolio excess return, 
which is the return on the FTSE All Share Index minus the return on one-month UK 
Treasury Bills; the market return is a proxy for changes in aggregate economic 
wealth that affect risk premia and expected returns (Fama and French, 1989; Ferson 
and Harvey, 1991). For each variable in the analysis (i.e. the value of each sector's 
index; spot oil prices; the market index; exchange rates; and one-and three-month 
treasury bills), daily returns were calculated according to the following formula: 
84 Sadorsky (2001) also analyses a model with the market return as a single explanatory variable. This 
model was estimated in the present study. The results shown in Appendix 5.2 indicate a strong 
positive relationship, as was the case with Sadorsky's data. However, these findings add little to the 
analysis of the two factor regression models examined later in the chapter and are therefore not 
referred to in any further detail. 
85 There are both theoretical and empirical reasons for the use of logarithmic rather than raw returns 
(Strong, 1992). For example, logarithmic returns are more likely to conform to assumptions of 
normality, in particular when sub-period data are cumulated over longer time intervals. 
86 Datastream item LDNTB 1 M is used. This method of deriving excess equity returns is common to 
studies in this area (see Sadorsky, 200 I). 
87 As noted in Chapter 3, Brent Crude remains the dominant pricing mechanism for global crude oil 
transactions. 
88 Datastream item LCRINDX is employed. 
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where Xit is the daily raw return on variable i for day t while Pit and PiC! are the 
variables' values for days t and t-l respectively. 
The parameters ~o and ~m are the oil and gas industry beta and market beta, 
respectively, and 8 is a random term. Model (l) was estimated using ordinary least 
squares (OLS) regression and the accuracy of the model was checked using various 
regression diagnostic tests. Two-factor models such as Model (l) may be 
underspecified in that bond yields and the rate of exchange between the domestic 
cUlTency and the US Dollar are not included (Sadorsky, 2001). Consequently Model 
(2), which adds an interest rate factor, Rtpt, and an exchange rate factor, Ret, to 
Model (l), may be more appropriate and was therefore also estimated: 
Rit = a + ~o Rot + ~m R mt + ~t R tpt + ~e Ret + 8t (2) 
Ret is the daily exchange rate between the US $ and the UK £. The exchange rate 
variable is a proxy for foreign exchange risk, which may be particularly important 
for multinationals (J orion, 1990) or natural resource companies (Louden, 1993; 
Khoo, 1994). To date however, little work has been undertaken to examine the 
impact of foreign exchange risk exposure on oil and gas companies (Sadorsky, 
2001). 
R
tpt is the interest rate variable, measured as the premium between the yield 
on three-month and one-month UK Treasury Bills89 (Harvey, 1989) and represents 
the risk-free short-term premium. The treasury bill premium, which is an indicator 
of the present state of the economy, tends to be lower during economic downturns 
89 Datastream items LDNTB3 M and LDNTB 1 M were used to represent the 3-month and l-month 
UK T-BiIl rates. 
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and higher during periods of strong growth (Sadorsky, 2001). The treasury bill rate 
is negatively correlated with real economic output growth for up to one-year ahead 
(Fama and French, 1989; Chen, 1991). Stone (1974), Martin and Keown (1977) and 
Faff and Chan (1998) have studied interest rate risk in the gold mining industry; 
Stone (1974) and Martin and Keown (1977) suggest that certain shares such as gold 
stocks, exhibit a strong sensitivity to interest rate movements.90 Based on the general 
nature of the results published in prior studies, it is predicted here that oil price and 
exchange rate factors will have a positive impact on oil and gas share returns. while 
the term premium should have a negative impact on oil and gas share returns. 
Daily data covering the period 15t January 1989-30th June 2001 were 
gathered frOlTI Datastream. This period was chosen because: (i) reliable data, in 
particular on crude oil prices, were available only since January 1989; and (ii) it was 
considered sensible to stop at the end of the first half of 2001 given the potential 
impact of the events of the 11 th of September on both oil prices and equity values 
within the sector. 
5.3 Results for the Oil and Gas Sector 
This section of the chapter investigates the effect of oil price changes on the 
values of shares in the UK oil and gas sector. Figure 5.1 plots the FTSE oil and gas 
share price index data used in the study against spot oil prices. Initial visual 
inspection of Figure 5.1 suggests that the oil and gas share price index tends to be 
closely associated with the price of crude oil, but more detailed analysis is clearly 
needed. 
90 However, Faff and Chan (1998) found that the only variables with significant explanatory power 
are the market and gold price factors. 
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Figure 5.1: Monthly FTSE Oil & Gas Index and Brent Spot Returns 
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Note: This Figure plots the monthl y FTSE oil and gas index and Brent spot returns between 
December 1988 and June 2001. 
5.3.1 Descriptive Statistics 
Table 5.1 reports summary statistics for the daily data used in thi s study. The 
mean is the mean daily logged return for each variable, while standard deviation 
measures the dispersion of the returns around their mean value. If the population 
values are normally distributed, the sampling distribution of the mean should also be 
normal. If the population is not normally distributed , conformity with the normal 
distribution depends on the sample size; the larger the sample size, the closer the 
agreement. 91 The t-statistics for the means indicate that the average figure is 
significant at the 5 per cent confidence level for both the oil and gas index (0.0007) 
and the market index (0.0006). The standard deviation values di splay some 
variability, ranging from 0.58 per cent (exchange rates) to 1.97 per cent (oi l prices) . 
91 This is known as the "Central limit theorem" (Oakshott. 1 991-() . 
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Table 5.1: Descriptive Statistics for the Smnple Data 
N I Mean I StDev I t-statistic I p-value I Ske\\l1ess Kurt ~IS 
Variable Statistic Std. Error Statistic Std. Error 
Rot 3259 0.QCX)2 0.0197 0.447 0.660 -1.010* 0.043 15.321* 0.000 
Rit 3259 0.00J7* 0.0163 2.487 0.013 0.624* 0.043 14.359* 0.000 
Rnt 3259 0.CXX6* 0.0131 2.672 0.008 0.918* 0.043 30.989* 0.000 
Ret 3259 -O.00J1 0.0058 -0.755 0.450 -0.181* 0.043 2.846* 0.000 
Rtpt 3259 O.OOOJ 0.0093 0.012 0.99J -0.495* 0.043 65.363* 0.086 
Note: ThIS table provIdes mformatIOn regardmg the mean, standard deviation, skewness and 
kurtosis of the five variables used in the analysis. A * indicates significance at the 5% level on the 
basis of a two-tailed test. 
Skewness is a measure of symmetry, or more precisely, the lack of 
symmetry; a skewed variable is a variable whose mean is not in the centre of the 
distribution. Kurtosis is a similar statistic to the skewness statistic and measures the 
peakedness of a distribution, in particular whether the data is peaked with long, thin 
tails or flat with short, heavy tails. A variable can have significant skewness, 
kurtosis, or both (Tabachnick and Fidell, 1996). The significance of this measure 
can be determined by comparing the coefficients with their standard errors 
92 (Snedecor and Cochran, 1980). 
When a distribution is normal, the values of skewness and kurtosis are zero. 
Negative values for the skewness means that the left tail is heavier than the right tail. 
Similarly, positive values for the skweness mean that the right tail is heavier than the 
left tail. Kurtosis values above zero indicate a distribution that is too peaked with 
long tails, while kurtosis values below zero indicate a distribution that is too flat.
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If 
the sample is large, it is a sensible to look at the shape of the distribution instead of 
92 Accordin a to definition contained in number of statistics books, a normal distribution would have a 
kurtosis of 3. However, SPSS subtracts 3 when doing the computation so that the expected value is 
zero (Tabachnick and Fidell, 1996). . . 
93 The preconditions for this test to be applicable are that the populatIon consIsts of four or more 
values and the standard deviation has a value other than zero. 
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using a formal inference test, because the standard errors for both skewness and 
kurtosis decrease with larger samples. In a large sample, a variable with statistically 
significant skewness often does not deviate enough from normality to make a 
substantive difference to the analysis (Tabachnick and Fidell. 1996). 
5.3.2 Multicollinearity and Autocorrelation 
The term autocorrelation may be defined as correlation between members of 
senes of observations ordered in time [as in time series data] (Kendall and 
Buckland, 1971). In the regression context, the classical linear regression model 
assumes that such autocorrelation does not exist (Gujarati, 1995). 
Table 5.2: Correlation Matrix 
Variables Rit Rot Rmt Ret 
Rot 0.118 
p-value 0.000 
Rmt 0.746 0.019 
p-value 0.000 0.289 
Ret -0.169 -0.009 -0.116 
p-value 0.000 0.602 0.000 
Rtpt 0.314 0.007 0.363 -0.007 
p-value 0.000 0.691 0.000 0.679 
Note: This table provides information regarding the extent of collinearity 
amongst the five variables used in the study. 
When choosing independent variables, the focus should be on those that 
might be related to the dependent variable, but not the other independent variables. 
However, correlations amongst the independent variables are not unusual. The term 
multicollinearity (or collinearity) is used to describe the situation when a high 
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correlation is detected between two or more independent variables. Such high 
correlations cause problems when trying to draw inferences about the relative 
contribution of each independent variable to the success of the model (Brace ef at., 
2000). 
The correlation matrix of daily data which is presented in Table 5.2 indicates 
that oil price returns, market returns and interest rate returns are each positively 
correlated with oil and gas share price returns and that all of these correlations are 
statistically significant. Exchange rate returns, on the other hand, are negatively 
correlated with oil and gas share price returns. There is no evidence of widespread 
significant correlation amongst the independent variables, other than for negative 
correlation between exchange rate returns and market returns, and positive 
correlation between interest rate returns and market returns. Given the latter 
evidence, the extent of multicollinearity was tested further using the step-wise 
method94 and collinearity diagnostic; all independent variables were entered under 
the simultaneous method and no variable was removed, indicating that no significant 
multicollinearity exists. 
Table 5.3 presents the results of the Col1inearity diagnostic test. The 
tolerance values are a measure of the correlation between the independent variables 
and can vary between 0 and 1. The closer to zero the tolerance value is for a 
variable, the stronger the relationship between this and the other independent 
variables. The variance-inflation factor (VIF) is an alternative measure of 
94 The step-wise method is one of a range of methods that can be used to ~ssess t~e relative 
contribution of each predictor variable. The researcher specifies the set of predictor vanables that 
make up the model and the success of this model in predicting the criterion variable is then assessed 
(Brace e/ at., 2000: p. 210). 
97 
collinearity (in fact it is the reciprocal of tolerance) in which a large yalue indicates a 
strong relationship between independent variables (Brace et aZ., 2000). 
Table 5.3: Collinearity Statistics 
Variables II Daily Data 
Tolerance VIF 
Rot 1.000 1.000 
Rmt 0.855 1.170 
Ret 0.985 1.015 
Rtpt 0.867 1.154 
Note: This table shows the results of the Collinearity diagnostic 
test for the independent variables used in the study. 
As Table 5.3 illustrates, all independent variables have tolerance values very 
close to 1, and possess small VIF values, suggesting that multicollinearity is unlikely 
to be a major problem with the dataset. 
5.3.3 The Unit Root Test of Stationarity 
Empirical work based on time series data usually requires the underlying 
time series to be stationary. Any time series data can be thought of as being 
generated by a stochastic or random process and a concrete set of data. A type of 
stochastic process that has received a great deal of attention and scrutiny by time 
series analysts is the stationary stochastic process (Gujarati. 1995): a stochastic 
process is said to be stationary if its mean and variance are constant over time and 
the value of covariance between two time periods depends only on the distance or 
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lag between the two time periods and not on the actual time at which the covariance 
is computed (Gujarati, 1995). 
Sargan and Bhargava (1983) employ the Co-integrating Regression Durbin-
Watson statistic (CRDW) based on the usual Durbin-Watson statistic (DW) to test 
the null hypothesis that a variable is stationary or that a group of variables are not 
co-integrated. In addition, Phillips and Perron (1988) introduce non-parametric (Z) 
tests based on Phillips' (1987) analysis which transforms the test statistic to 
eliminate any auto-correlation in the model. Finally, Dickey and Fuller (1979. 1981) 
present test statistics similar to the standard t tests but with diverse critical values. 
The unit root test is the most popular test of stationarity in studies similar to the 
present one (e.g. Sadorsky, 2001). The easiest way to introduce this test is to 
consider the following model: 
where €t is a random error term that follows the classical assumptions: namely it has 
zero mean, constant variance and is nonautocorrelated (Cook and Weisberg, 1982). 
If cp, the coefficient of Yt-l, is equal to 1, then what is known as Lhe U(l~t i-vot 
problem, i.e., a situation of nonstationarity, exists. Therefore, if the regression: 
is run and cp is found to equal 1, the stochastic variable Yt is said to have a unit 
root. 95 Under the null hypothesis that cp = 1, the conventionally computed t statistic 
95 In (time series) econometrics, a time series that has a unit root and is therefore non-stationary is 
known as a random walk. 
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is known as the 't (tau) statistic, whose critical values have been tabulated by Dickey 
and Fuller (1979) on the basis of Monte Carlo simulations. In the literature the tau 
test is known as the Dickey-Fuller (DF) test (GujaratL 1995). Visual inspection of 
the data indicated that none of the series exhibit trends.96 Consequently, all unit root 
test regressions were run with an intercept but no trend term. Table 5.4 reports the 
results97 from the Dickey and Fuller (1979) unit root test. 
Table 5.4: Unit Root Test 
Variable First 6 years Second 6.5 years 
ADF ADF 
Rot -35.211 -29.3398 
Rit -37.4109 -31.497 
Rmt -39.0332 -33.3715 
Ret -36.4007 -39.1908 
Rtpt -53.6265 -29.9797 
95% Critical value -2.8639 -2.8637 
Note: This table reports the results from the Dickey and Fuller (1979) 
unit root test for the five variables used in the study. 
The model selection criteria suggested that an AR (0) (i.e. a white noise) 
process was most appropriate for all variables in the first 6 years, but an AR (1) 
96 A linear trend is present when the increase and decrease in a series of observed values over 
consecutive time periods are approximately constant (Daniel and Terrell, 1989). 
97 Unit root tests were conducted using Microfit software. Microfit does not allow the use of more 
than 3000 points observations, and the number of data for this study is 3259. For that reason, the data 
were divided into two groups; these were 01.01.1989-31.12.1994 and 01.01.1995-30.06.2001. 
However, as Gujarati (1995) and others note, sub-period stationarity is implied by full-period 
stationarity and the six-monthly sub-period data should therefore be free of any unit roots. However, 
as a check on the implications of the sub-period stationarity for the entire 12.5 year sample period, 
the means and standard deviations were compared for each of the five variables across the two sub-
periods and only minor differences found. It was therefore considered reasonable to conclude that - as 
with the 6 and 6.5 year dichotomy as well as the 25 six-monthly sub-periods - the data for each 
variable were stationary for the entire period and the regression results were unaffected by the 
presence of any unit roots. 
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process in the second 6.5 years for all variables (except R
tPb where the criteria98 
suggested AR (3)). However, irrespective of the order of the augmentation chosen 
for the ADF test, the absolute values of the ADF statistics were all well above the 95 
per cent critical values of the tests for both the first 6 years (critical value -2.8639) 
and the second 6.5 years (critical value -2.8637). The Dickey Fuller test results 
therefore indicate that the logged daily returns for each variable are stationary at the 
5% level of significance and the test results should not be affected by the presence of 
any unit roots. 
5.3.4 Analysis of the Models 
For the purposes of this study the data were separated into 25 six-monthly 
sub-periods. Three models were analysed: Models (l) and (2) as set out earlier in the 
chapter; and a single-factor model where the return on the market is the only 
explanatory variable. Use of these three models is common in related studies (e.g. 
Sadorsky, 2001) and allows any incremental effects of the oil price and other 
variables to emerge. A total of 75 regression equation results were therefore 
assembled. 99 
5.3.4.1 Results for Models (1) and (2) 
Examination of the random error term for Model (2) I 00 for the 25 periods 
indicated that the residuals follow the classical assumptions required by ordinary 
98 The Schwarz Bayesian and the Akaike information criteria were used to determine the number of 
laos required to get a white noise process. 
99Appendix 5. I provides full details about the statistics used in the analysis of the results. 
100 Results of Model (2) were focussed on here and elsewhere in the chapter because it includes all 
the factors suggested in the previous literature and were therefore more likely to represent a realistic 
and considered substantive model of the return-generating process. 
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least squares regression analysis; visual inspection of the normal probability plots of 
h 'd I 101 teres! ua s suggested that the residuals were (or were close to) a normal 
distribution, while the autocorrelation functions for the residuals 102 and associated 
Durbin-Watson statistic ranged between 1.41 to 2.27 ~ indicating that in 22 periods 
the residuals were not serially correlated across time. However, the Anderson-
Darling test statistics ranged frOlTI 0.002 to 0.912, and was less than the 0.05 le\'el on 
11 occasions, suggesting that some non-normality was present in the residuals. 
Robust rank-regression 103 was therefore performed and results very similar to the 
results emerging from the least-squares method were obtained. 
Figures 5.2 and 5.3 graphically illustrate the regression results for Model (l) 
and Model (2) respectively, while Table 5.5 reports the coefficients for the oil and 
gas returns in Models (1) and (2).104 The constant term proved not to be significant 
and had a coefficient of zero, or very close to zero, in all models. Regarding the 
return on the market, the findings indicate that the estimated coefficient was positive 
and statistically significant throughout the period, but its magnitude varied 
somewhat. For example, the coefficient fell sharply in all models in the second half 
of 1990 before gradually increasing over the next three years. One possible 
explanation for the reduction in the market beta in 1990 is the fact that the sharp 
decline occurred in the months leading up to the Gulf war in 1991, and oil share 
prices reflected industry-specific concerns to a heightened degree. 
101 Appendix 5.10 provides the normal probability plot of the residuals for the second period. The 
associated Anderson-Darling test statistic was 0.002. 
102 Appendix 5.11 shows the autocorrelation pl~t of the .res!du~ls for the secon~ period. 
103 Rank regression offers a robust, asymptotIcally dIstrIbutIOn-free alternatIve to the usual least-
squares analysis. 
104 Appendices 5.2. 5.3 and 5.4 detail the results for the single factor model, Model (1) and Model (2) 
respectively. 
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It is conceivable that the weakening of the relationship between the value of 
the market index and crude oil prices reflected uncertainty in the market for oil itself 
and oil-based equities (Urrutia and Malliaris, 1997); increases in the market as a 
whole would therefore be less likely to lead inevitably to increases in the oil and gas 
index if uncertainty regarding the outlook for the sector greatly exceeds that of the 
rest of the macro-economy. 
Figure 5.2: Regression Results for Model (1) in the Oil and Gas Sector 
1.4 --Con tant 
-- Rot 
1.2 --Rmt 
1 
- R-Sq(adj) 
0.8 
0.6 
0.4 
0.2 
0 
-O.~~> r;:y~ ~ '{~ ~ 
Note: This figure plots the regression coefficients obtained for the oil and market return variables in 
Model (1). Rot is the daily return on oil prices; and Rmt is the daily market return. 
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Figure 5.3: Regression Results for Model (2) in the Oil and Gas Sector 
2 
--Constant 
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- R-Sq(adj) 
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Note: This figure plots the regression coefficients obtained for the oil price, market return, interest 
rate and exchange rate variables in Model (2). Rot is the daily return on oil prices; Rmt is the daily 
market return; Ret is the daily exchange rate; and Rtpt is the daily interest rate . 
Consistent with Sadorsky's (200 I) findings for Canadian finns, inspection of 
Figure 5.2, Figure 5.3 and Table 5.5 reveals that the oil price coefficient is positive 
in both models in each of the 25 sub-periods. This evidence indicates that, as 
expected, an increase (decrease) in oil prices is reflected in positive (negati \e) 
returns being earned by shares in the sector. However, the strength and significance 
of the relationship varies over the time period examined. For example, at the 5% 
level, the oil price variable coefficient is significant on 11 occasions for both models 
and on a twelfth occasion for Model (l) only. The relationship is significantly 
positive at the 100/0 level or better for two of the first three periods. before 
weakening in the second half of 1990 and not recovering until the second half of 
1991 . This variation is likely to be attributable to the uncertainty caused by the 1991 
Gulf War (Malliaris and Urrutia, 1995). with the global supply of oi l being subject 
to extraordinary uncertainty; a breakdown mi ght reasonably be expected in any 
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straight-forward relationship between crude oil prices and the value of ownership 
stakes in oil-producing firms. From the second half of 1991 onwards, the measured 
relationship is significant for five of the first six sub-periods, before weakening from 
the second half of 1994 until the second half of 1998. At the start of 2000, the 
relationship subsides again, although it remains weakly significant (at the 10% level) 
until the end of the sample period. 
Overall, the evidence in Table 5.5 suggests that there is a pervasive positive 
relationship between crude oil prices and the value of equities in the oil and gas 
sector, but its strength varies considerably, consistent with the reflection of more 
general macro-economic and political factors. This result is in line with findings in 
earlier studies by Sadorsky (2001) for Canada, Faff and Brailsford (1999) for 
Australia, and Jones and Kaul's (1996) results for Canada, Japan, the UK and the 
US. The evidence of this and previous studies as a whole suggests that the finding of 
a strong empirical link between oil prices and share values in the oil sector is robust 
across time and over national boundaries. 
The estimated coefficients for the exchange rate variable in Model (2) were 
negative in all periods, other than in the second half of 1999 and the first half of 
2001, although most were insignificant. The existence of a negative relationship 
between oil share prices and Dollar exchange rates is consistent with Sadorsky's 
(2001) evidence for Canada, and suggests that the finding is robust across national 
economies. As Sadorsky notes, the negative sign in a situation such as this indicates 
that a fall in the value of the domestic currency must lead to a rise in firms' operating 
costs that more than outweigh any increase in corporate income. 
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Table 5.5: Coefficient Estimates for the Oil Price \' ariable in the Oil and 
Gas Sector 
Period 89-1 89-2 90-1 1 90-2 1 91-1 91-1 92-1 92-2 
Coefficient 
Rot model 02 0.073* 0.028 0.063 0.018 0.023 0.164* 0.196* 0.099 
Rot model 01 0.070* 0.046 0.062 0.017 0.018 0.152* 0.181 x 0.068 
T -sta tistic 
Rot model 02 2.270 0.550 1.970 0.930 1.160 3.770 2.380 1.280 
Rot model 01 2.210 0.910 1.940 0.910 0.870 3.310 2.260 0.800 
P-value 
Rot model 02 0.025 0.580 0.051 0.353 0.2-19 0.000 0.019 O.I()] 
Rot model 01 0.()29 0.366 0.055 0.365 0.384 0.001 0.Ol6 O. -I l5 
PerIod 93-1 93-2 94-1 I 94-2 I 95-1 95-2 96-1 96-2 
Coefficient 
Rot model 02 0.218* 0.123* 0.203* 0.053 0.051 0.079 0.118* 0.038 
Rot model 01 0.237* 0.117* 0.192* 0.056 0.046 0.077 0.124* 0.037 
T -sta tistic 
Rot model 02 2.890 2.480 4.560 1.640 1.390 1.320 4.110 1.340 
Rot model 01 3.000 2.280 4.340 1.760 1.220 1.280 4.450 1.310 
P-value 
Rot model 02 0.005 0.015 0.000 O. 10-1 0.167 0.189 0.000 0.182 
Rot model 01 0.003 O. 02-1 0.000 0.082 0.2]3 0.202 0.000 0.193 
Period 97-1 97-2 98-1 1 98-2 1 99-1 99-2 00-1 00-2 12001-11 
Coefficient 
Rot model 02 0.181 * 0.058 0.064 0.193* 0.221 * 0.227* 0.125 0.126 0.124 
Rot model 0] 0.165* 0.060 0.080 0.208* 0.241 * 0.217* 0.121 0.146* 0.124 
T -statistic 
Rot model 02 3.990 0.970 1.400 3.610 2.910 2.760 1.280 1.970 1.790 
Rot model 01 3.540 0.990 1.740 3.930 3.120 2.670 1.230 2.320 1.810 
P-value 
Rot model 02 0.000 0.333 0.164 0.000 O. 00-1 0.007 0.204 i u. (J)l (J.(;76 
Rot model 01 0.001 0.326 0.084 0.000 0.002 0.009 0.220 0.022 0.073 
Note: This table reports the results for the coefficient on the oil price variable in Models (1) and (2). 
A * indicates significance at the 5% level, on the basis of a two-tailed test. 
In contrast, the estimated interest rate coefficient was positively correlated 
with oil share prices in most periods, with the relationship proving to be statistically 
significant on h\'e occasions. This evidence differs from Sadorsky (2001) who 
reports a \\'cak negati\'e relationship, suggesting that the effect of risk premia on oil 
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and gas returns may vary globally, reflecting international differences in short-term 
rates. The results also suggest that the variable may not fully capture the impact of 
borrowing costs on the value of UK firms' equity. 
Three additional regressions were performed m order to examme the 
Behaviour of the models over longer periods. The first regression covers the whole 
period, while the others cover two sub-periods: the period from Jan 1989 to Dec 
1997; and the period from Jan 1998 to Jun 2001. These sub-periods were chosen 
because the values of the four independent variables used in this analysis altered 
sharply before and after the middle of 1997. 
Tables 5.6 and 5.7 summarise the results for Model (1) and Model (2) 
respectively in each of the three cases. The goodness of fit measures indicate that 
both models fitted the data best in the period January 1989 to December 1997, 
although the highest oil price coefficient values were recorded in the later period. 
Furthermore, oil betas behave in the opposite way to market betas throughout these 
periods; for example, in both models the oil beta recorded its highest level in the 
third period, at which point the market beta attained its lowest value. One reason for 
this pattern in the finding may be that the causal relationship between stock market 
and oil prices increases around global shocks, at which times the return on equities 
as a whole tends to be low (Malliaris and Urrutia, 1995; Urrutia and Malliaris, 
1997). 
Overall, the findings shown in Tables 5.6 and 5.7 appear to be consistent 
with the analysis of the results relating to the six-monthly periods, in that the oil 
price coefficient is significantly positive, while negative and positive coefficients are 
found for the exchange rate and interest rate variables respectively. 
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Table 5.6: Long Period Regressions for Model (1 ) 
lan1989 to lun 2001 lan1989 to Dec1997 lan1998 to lun2001 
Market Beta 0.923* 0.964* 0.79:* 
T -sta tistic 64.5 80.75 18.53 
P-value 0.000 0.000 0.000 
Oil Price Beta 0.086* 0.058* 0.155 * 
T -statistic 9.03 7.04 5.99 
P-value 0.000 0.000 0.000 
R-sq. (adj.) 56.70% 73.70% 29.80% 
F-value 2132.36 3292.21 194.27 
P-value 0.000 0.000 0.000 
Note: This table reports the results of three regressions of Model (1) over longer periods. A 
* indicates significance at the 5% level, on the basis of a two-tailed test. 
Table 5.7: Long Period Regressions for Model (2) 
Jan1989 to Jan1989 to Jan1998 to 
Jun 2001 Dec1997 Jun2001 
Market Beta 0.887* 0.935* 0.775* 
T -statistic 57.93 71.99 17.92 
P-value 0.000 0.000 0.000 
Oil Price Beta 0.086* 0.060* 0.149* 
T -statistic 9.07 7.41 5.73 
P-value 0.000 0.000 0.000 
Exchange rate Beta -0.234* -0.238* -0.186 
T -statistic -7.33 -9.41 -1.62 
P-value 0.000 0.000 0.105 
Interest rate Beta 0.092* 0.054* 0.369* 
T -statistic A ~o 3. 7 9 2.69 ........... ~ 
P-value 0.000 0.001 0.007 
R-sq. (adj.) 57.60% 74.800/0 30.400/0 
1105.82 1737.29 100.38 F-value 
Note: This table reports the results of the additIOnal three regressions of Model (2). 
A * indicates significance at the 5% level, on the basis of a two-tailed test. 
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5.4 Analysis of Exposure to Oil Price Movements in Other Sectors 
Faff and Brailsford (1999) detect the presence of significant equity exposure 
to oil price movements across several Australian industrial sectors. lOS Examining 
share returns across sectors with varying hypothesised degrees of dependence on oil 
prices should therefore help establish whether the results reported for the oil and gas 
sector reflect general macro-economic concern about the effect of oil price changes 
on corporate earnings streams or a more direct relationship between oil pricing risk 
and the worth of oil producers' shares. The same two models and data period were 
therefore employed in the analysis of a further four sectors, namely: mining; 
transport; banking; and software and computer services. The mining sector was 
chosen because it has similar characteristics to the oil and gas sector in terms of the 
nature of the underlying activity, while the transport sector index was selected 
because of the importance of fuel costs to constituent firms constituent's share 
values might expected to exhibit a negative relationship with the price of crude oil. 
The other two sectors were chosen because they were hypothesised as having no 
particular operational link with oil prices, thereby allowing the impact of crude oil 
prices on demand condilloli.s in the ma~ro-ec0n0my as a whole to emerge. The 
extent to which comparison of the regression results reveals inter-sectoral 
differences in the impact of oil price fluctuations on equity indices should help in 
identifying the degree to which the results for the oil and gas sector reflect a direct 
sector-specific relationship. 
105 Faff and Brailsford (1999) find significant positive oil price sensitivity in the oil and gas and 
diversified resources industries, but a significant negative sensitivity in other sectors. 
109 
5.4.1 Descriptive Statistics for Share Returns in the Other Sectors 
Table 5.8 provides summary statistics for daily index returns for the mining 
(Rnt), transport (Rrt), banking (Rbt) and software and computer sen'ices (Rst) sectors. 
The means are generally higher than those reported for the oil and gas index in Table 
5.1, and are statistically significant in every case except for the mining industry. 
Table 5.8: Descriptive Statistics of Daily Returns on Other Sectors 
N Mean StDev t-statistic p-value Skewness Kurtosis 
Variable Statistic Std. Error Statistic Std. Error 
Rllt 3259 0.0006 0,0178 1.817 0,069 0.341 0.043 9,378* 0.086 
Rrt 3259 0,0005* 0,0139 2.005 0,045 0.412 0.043 24.959* 0.086 
Rbt 3259 0,0009* 0.0175 3.065 0,002 0.612 0.043 11.613* 0.086 
Rst 3259 0,0006* 0,0180 2.046 0.041 -0,362 0.043 13.638* 0.086 
Note: This table provides information regarding the mean, standard deviation, skewness and kurtosis 
in daily returns for the mining (Rnt), transport (Rrt), banking (Rbt) and software computer services 
(Rst) sectors, A * indicates significance at 5% level on the basis of a two-tailed test. 
5.4.2 The Unit Root Test of Stationarity for the Other Sectors 
Table 5.9 reports the results of the Dickey and Fuller (1979) unit root test. 
All unit root test regressions were run for the four sectors with an intercept, but no 
trend term because, as with the oil and gas index, visual inspection of the data 
suggested that none of these sectors' series exhibited trends. Model selection criteria 
suggested selecting an AR (0) process for all sectors in both periods except for the 
banking sector and the transport sector in the second 6.5 years where AR (1) 
processes were observed. However, irrespective of the order of the augmentation 
chosen for the ADF test, the absolute values of the ADF statistics are all well above 
the 95 per cent critical values in both periods, suggesting that no significant 
departures from stationarity exist in the index returns. 
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Table 5.9: Unit Root Test of Other Sectors 
Variable 
Rnt 
Rrt 
Rbt 
Rst 
95% Critical 
value 
First 6 years 
ADF 
-37.9275 
-37.1206 
-37.2291 
-38.0429 
-2.8639 
Second 6.5 years 
ADF 
-37.5252 
-31.4068 
-30.8744 
-34.7204 
-2.8637 
Note: This table reports the results from the Dickey and Fuller 
(I979) unit root test for the mining (Rnt), transport (Rrt) , banking 
(Rbt) and software computer services (Rst) sectors. 
5.4.3 Results for the Non-Oil and Gas Sectors 
As with the oil and gas sector, the constant term proved to be insignificant 
with a coefficient of zero (or very close to zero) for each sector in all models. 
Examination of the random error term for Model (2) for the 25 sub-periods indicated 
that for the four non-oil sectors the residuals follow the classical assumptions 
required by ordinary least squares regression analysis; visual inspection of the 
normal probability plots of the residuals l06 suggests that residuals are normal or 
I 1 d· 'b' . .., l' -f. • .c h 'd I 107 C ose to a norma Istn utlOn, whIle the au1.0(;OiTclutlO:l .... !.!YlC!!ODS lOr t e reSl ua s 
and associated Durbin-Watson statistic range between 1.25 to 2.74 indicates that, in 
20 periods or more, the residuals are not serially correlated across time. However, 
the Anderson-Darling test statistic ranged from 0.000 to 0.932, suggests that some 
non-normality was present in the residuals and so robust rank-regression was 
106 Appendices 5.12, 5.14, 5.16 and 5.18 provide the normal probability plots of the residuals for the 
four sectors in periods associated with their lowest Anderson-Darling test statistic. 
107 Appendices 5.13, 5.15, 5.17 and 5.19 show the autocorrelation plots of the residuals for the four 
sectors in periods associated with their lowest Anderson-Darling test statistic. 
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performed and results very similar to the results emerging from the least-squares 
method were obtained. 
The results for Model (2) indicate that, in each sector, market betas. oil price 
betas, adjusted R2 and F values are very similar to those obtained via Model (l). and 
so the discussion here focuses on Model (2). Appendices 5.5, 5.6, 5.7 and 5.8 
present the regression equation results for Model (2) for the banking, mining. 
software and computer services and transport sectors respectively, and Appendix 5.9 
presents the results of the regression for the entire period and two longer sub-
periods. 
5.4.3.1 Exposure to Oil Price Changes 
Figure 5.4 illustrates the oil price coefficient estimates for all five sectors which 
were derived from Model (2), while Table 5.10 reports the coefficient estimates 
themselves for the four non-oil and gas sectors. The results for the four sectors differ 
markedly from those obtained for the oil and gas industry. For example, inspection 
of Table 5.10 reveals that the oil price coefficient values for the mining sector 
fluctuate between -0.098 and 0.119 throughout the twenty-five sub-periods, but are 
insignificant in each case. 
Appendix 5.9 documents that the estimated oil price beta for the mining 
sector over the whole period was 0.01, with a t-statistic of 0.92, and a p-value of 
0.358. These results indicate that, for the mining sector, the relationship between oil 
prices and share returns is not statistically significant; the results reported earlier for 
the oil and gas sector do not therefore, appear to be pervasive across other natural 
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resource industries, suggesting that the market interprets and reacts to changes In 
resource prices on a sector-by-sector basis . 
Figure 5.4: Oil Price Coefficient Estimates for all Five Sectors 
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Note: This figure records the coefficient estimates for the crude oil price variab le for all five ector 
in Model (2). Rot is the daily return on oil prices for the oil (oil) mining (mining), tran port (tran ), 
banking (bank) and software computer services (s&c) sector. 
As shown in Table 5.10 the oil pnce coefficient values for the transport 
sector fluctuated between - 0.128 and 0.227 throughout the 25 regressions, taking a 
negative value on 14 occasions, although in each case the coefficient was 
insignificant. As inspection of Appendix 5.9 reveals, the estimated oil price beta for 
the transport sector over the entire period was -0.10, with an associated t-statistic of 
-0.85, and a p-value of 0.395. 
These results indicate that, although the relationship between oil price and 
share returns was mostly in the hypothesised (negative) direction , the relationship is 
not statistically significant. This evidence in tum suggests that the positi\c 
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relationship found between oil prices and equity values in the oil and gas sector 
reflects the full impact of oil price variability on oil and gas firms and is not 
dampened by any reverse effects on operating and other input costs. 
Table 5.10: Coefficient Estimates for the Oil Price variable for the other 
four Sectors 
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Rrt 0.161 -D.W o.cm -D.01 1 -D.cm 07I7* OJ))) -D.OOS 
Rt -D. 143* -D.ili? -D.016 o.ero -D.ffi5 0.CX58 o.em -D.ffi4 
Rit -D.042 -D.OOS -D.ffi2 -D.cm o.M -D.014 -D.015 -D.ffi5 
I CocfIici<rt I 97-1 I 97-2 I ~1 ~2 I ?)O1 ?)O2 I 00.1 00.2 I 01 1 I -
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Note: This table presents the coefficient estimates for the oil price variable in Model (2) for the 
mining (Rnt), transport (Rrt), banking (Rbt) and software computer services (Rst) sectors. A * means 
that the coefficient is significant at 5% level on the basis of a two-tailed test. 
Table 5.10 indicates that the oil pnce coefficient for the banking sector 
fluctuated between -0.144 and 0.084 in the 25 six-month periods, taking a negati\'e 
value on 15 occasions; the coefficient was insignificant in all but two of these 
periods. In addition, Appendix 5.9 shows that the estimated coefficient for the sector 
over the whole period was -0.008 with an associated p-value of 0.318; these results 
therefore appear to indicate that share values in the banking sector are not affected 
by oil price movements to any large degree. Table .5.10 also reveals that the oil price 
coefficient \'alues for the software and computer services sector fluctuated between -
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0.105 to 0.124 across the 25 sub-periods regressions. but v;ere ne\er statistically 
significant. Inspection of Appendix 5.9 reveals that the estimated oil price beta for 
the software and computer services sector over the entire 12 h year period \\-as 
0.001 with an associated p-value of 0.938. These results indicate that for the 
software and computer services sector, the effect of oil price variability on equity 
returns is minimal; this evidence again supports the assertion that the results for the 
oil and gas sector are not affected by any market-wide impact of oil price changes on 
UK equity values. 
Considering the five sectors as a whole, the results regarding the oil price 
variable indicate that the effect of oil price variability is insignificant. other than in 
the case of the oil and gas sector itself. For all the other sectors, the relationship is 
weakly negative other than, as expected, in the mining sector where a weak positive 
relationship emerged. These results appear to indicate that the findings for the oil 
and gas firms are unique to that sector in that the relationship between oil prices and 
equity returns is positive and significant in all periods. The weak relationship 
between oil prices and share values in the non-oil and gas sectors is arguably 
surprising, gi Veli the cOlJ.J.i1J.only 2.sserted '.'ie',',' th2.t oil pricp movements can impact 
on general macro-economic conditions (e.g. Jones and Kaul, 1996; Faff and 
Brailsford, 1999). However, the finding of any direct or indirect effect is 
complicated by the capability of companies to pass on their sensitivity to oil price 
variability to customers through altering prices or risk hedging (Faff and Brailsford, 
1999). More importantly, given the wider aims of this thesis, these results suggest 
that the relationship between crude oil prices and equity values in the oil and gas 
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sector reflects the fundamental risk faced by such firms when the price of their main 
productive resource alters on a global basis. 
5.4.3.2 Results for the Market Return Variable 
Figure 5.5 illustrates the market return coefficient estimates for all sectors deri\'ed 
from regression Model (2), as reported in Appendices 5.4-5.8. The results indicate 
that the estimated coefficient on the market return variable is statistically sionificant 
• b 
across each sector throughout the period. However, the estimated coefficients 
display some variability across sectors and time; for example, it is clear from 
inspection of Figure 5.5 that the banking sector results generated the highest market 
betas for most of the period, while the transport sector recorded the lowest. Such 
differences may well reflect industry-level differences in the cyclicality of demand 
and cost structure. In particular, they are consistent with the banking sector having a 
greater degree of business risk and higher operating gearing (Pike and Neale, 2003). 
Also noticeable is the rapid increase in the coefficient value for the software and 
computer services sector in the last two years of the sample period. While this 
evidence lnay reflect problems in the industry in the lead up to the "dot-com" crash 
in the first years of the new millennium, it also illustrates the apparent instability of 
systematic risk within specific industrial sectors, and emphasises the need for the 
type of short sub-period analysis adopted in the present study. Furthermore, it is 
observable from the same figure that the coefficient displays different trend 
behaviour across the five sectors. For example, in the first half of 1990, the 
coefficient values grew in the banking and oil and gas sectors, while falling in the 
software and computer services sector. 
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Figure 5.5: Market Return Coefficient Estimates for all FiYe Sectors 
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Note : This figure shows the market return coefficient estimates for all fi ve sectors. Rmt is the daily 
market return for the oil (oil) mining (mining) , transport (trans) , banking (bank) and so ft ware 
computer services (s&c) sectors. 
5.4.3.3 Results for the Exchange Rate Variable 
Figure 5.6 illustrates the exchange rate coefficient estimates for all five sectors 
derived from regression Model (2), as reported in Appendices 5.4-5.8 . While Figure 
5.6 indicates the presence of some inter-temporal and sectoral variability, the 
exchange rate variable appears to be neither positively nor negatively related to 
equity values, other than in the oil and gas sector where a negative relationship can 
be observed. Generally, however, the effect of rate movements on share prices was 
insignificant. This result is consistent with evidence in Khoo (1994) and Loudon 
( 1993) that the impact of exchange rate changes on Australian shares is minimal. 
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Figure 5.6: Exchange Rate Coefficient Estimates for all Five Sectors 
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Note: This figure records the coefficient estimates for the exchange rate variable for all fin: sectors . 
Ret is the daily exchange rate for the oil (oil) mining (mining), transport (trans), banking (bank) and 
software computer services (s&c) sectors. 
5.4.3.4 Results for the Interest Rate Variable 
Figure 5.7 displays the interest rate coefficient estimates for each of the five 
sectors based on the regression results from Model (2), while the detailed results are 
reported in Appendices 5.4-5 .8. The results for the whole period, shown in 
Appendix 5.9, indicate that while some variability is evident across six-monthly 
periods, the estimated coefficient on the interest rate variable was generally 
statistically significant for the banking, transport and oil and gas sectors, but not for 
the other two sectors. Furthennore, the coefficients were generally negative in the 
transport and banking sectors, but positive in the other three cases . Given the 
underlying differences in the nature of the sectors examined, it might be unrealistic 
to try and detennine a robust rationale for these findings beyond concluding that 
they may well reflect differences in each industry's average gearing level. More 
importantly, given the more general aims of this chapter of the thesis, the results for 
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the oil and gas sector do not appear to be exclusive to it, while the significance of 
the interest rate factor suggests that its inclusion in Model (2) was necessary. Figure 
5.7 clearly shows a propensity for the magnitude of the interest rate coefficient to 
increase towards the end of the period. While this tendency might again reflect 
changes in equity market conditions following the various shocks to global equity 
markets that occurred in the late 1990s (and their attendant impact on capital 
structures), the pattern appears to hold across industrial groupings, and is not just 
experienced by finns in the oil and gas sector. 
Taken together, Figures 5.5-5 .7 illustrate that although the results regarding 
the impact of oil price variability on oil and gas finns' share prices is noticeably 
different from its effect in the other four sectors, the role of the three other 
independent variables displays a much greater level of inter-industry consistency. 
Figure 5.7: Interest Rate Coefficient for all Sectors 
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5.5 Conclusion 
A multifactor model was employed in this chapter to investigate the 
relationship between oil price changes and the equity returns earned by UK-listed oil 
and gas firms. The results indicate that oil and gas share returns are impacted by 
several factors, including changes in: the oil price; the market index: the exchange 
rate and (to a lesser extent) the interest rate. A rise in oil prices, the equity market, or 
interest rates increases the return on the UK oil and gas equity index while an 
increase in the exchange rate decreases the return. Furthermore. the oil and gas 
industry is less risky than the market, while the positive market betas indicate that 
oil and gas shares were not a good hedging tool over the sample period. 108 These 
results are very similar to Sadorsky's (2001) findings relating to the Canadian oil 
and gas sector, with the one major exception being that the short-term interest rate 
premium appears to be positively correlated with oil share values in the UK, but 
negatively correlated in Canada. 
The results for four other sectors, chosen on the basis of the hypothesised 
dependence of equity index values on crude oil prices, indicate that their share 
to be significant determinants of equity values. 109 The most important of these 
results is arguably the evidence of an insignificant relationship between oil prices 
and equity values in the non-oil and gas sectors. This finding permits interpretation 
of the equivalent result for the oil and gas sector as reflecting the direct impact of oil 
price variability on the income streams of producers, independent of any indirect 
108 See Prina (1991) for a detailed discussion of this issue. . 
109 An exce;tion relates to the interest rate variable which was significant and negatively correlated 
with returns in the banking and transport sectors. 
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impact on market values such as the effect on aggregate demand of an unanticipated 
rise in oil prices when OPEC supply is reduced. 
In summary, the evidence regarding the relationship between oil pnce 
movements and equity returns in the UK indicates: (i) that the relationship is 
generally positive for the oil and gas sector; (ii) that the strength of this relationship 
alters across time, with the variability being partly dependent on oil price trends at 
the macro-economic level (Faff and Brailsford, 1999); and (iii) that the relationship 
appears to be unique to the oil and gas sector; investigation of equity returns in 
sectors with varying hypothesised degrees of sensitivity to oil price movements 
revealed that the relationship between crude oil price movements was mostly 
positive in the mining sector, mostly negative in the transport, banking and software 
computer services sectors, but weak in each case. These results add weight to the 
argument that industries are not homogeneous and that different variables can 
impact industry returns in a variety of ways (Faff and Brailsford, 1999). Moreover, 
the results appear to have implications for management and policy makers in these 
industries; in addition, the findings might be relevant when evaluating the efficiency 
of existing hedging policies. 
The work in the chapter has a number of obvious limitations. First, the 
empirical work deliberately focused on analysis of the four-factor regression model 
employed in related studies of other countries' equity markets, to facilitate maximum 
comparability with the earlier evidence. In the future, and not withstanding the 
strong goodness of fit results reported in this and the previous studies, researchers 
may develop models with a larger number of independent variables that more 
closely predict changes in equity values in the oil and gas sector. Second, although 
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the decision about which other sectors to examine was made on the basis of the 
underlying characteristics of each of the various industries, it was necessarily 
arbitrary to some degree; the results (and their interpretation) in this chapter 
therefore need to be conditioned in the light of this. Finally, the six-monthly focus 
adopted for the analysis was intended to allow inter-temporal variability in the 
nature and effect of oil price volatility to emerge from the study. However. the 
growing level of instability in the oil industry and global equity markets in recent 
years means that investigation of even shorter sub-periods might have to become the 
norm in studies such as this in the future. 
The evidence in this chapter suggests that a significant level of exposure 
tooil price changes exists for oil and gas firms operating in developed countries with 
significant private equity holdings. However, much of the world's oil is produced 
within very different economic environments to that existing in the developed 
world; a pertinent question appears to be if, and how, pricing risk manifests itself 
when concern over share prices is a non-issue. To investigate this issue, Chapter 6 
reports the result of detailed discussions with key players in Libya, a nation with as 
different an economic structure to the UK as can be found among leading oil 
producing nations. Chapter 7 then investigates commonalities across the two 
systellls via a macro-economic comparison of the impact of oil pricing risk on 
national income levels in each country. 
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Chapter 6 
Oil Price Changes and the Libyan Economy: 
Perceptions of Libyan Experts 
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Chapter 6: Oil Price Changes and the Libyan Economy: 
Perceptions of Libyan Experts ., 
6.1 Introduction 
This chapter provides an analysis of the interviews conducted with Libyan 
experts to investigate the impact of oil price changes on the Libyan economy. In 
particular, the interviews were used to investigate: (i) the impact of movements in crude 
oil prices and exchange rates; (ii) how the Libyan state attempts to manage exposure to 
these risks in order to reduce their impact; (iii) the role of UN and US oil sanctions on 
the Libyan economy; and (iv) the possibility of developing an empirical model of the 
relationship between crude oil prices and Libyan macro-economic indicators. The more 
general aim of the chapter is to examine the extent to which perceptions regarding oil 
price change exposure in a developing country without a liquid stock market (but with a 
great dependence on the success of the oil industry) differ when the significant stock 
market impacts uncovered for publicly-traded UK corporations in the previous chapter 
are not a concern. Section 6.2 outlines the interview method, with the analysis of the 
discussions presented in Section 6.3. Section 6.4 summaries and concludes the chapter. 
6.2 The Interview Method 
An intial visit to Libya was made in April 2003 and a pilot interview conducted 
to ascertain the scope for using a full series of interviews to establish vie\\s on the 
effects of price movements. The trip took place at the Facult: of Economics at 
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Garyounis University; during this visit a number of academic staff \\'ith a good 
knowledge of the oil industry provided helpful advice regarding both the content of the 
interviews and the identities of suitable interviewees. The main research visit took place 
between 15th June 2003 and 6th September 2003, during which time 11 interviews \\ere 
conducted, each lasting an average of 40 minutes. Table 6.1 provides background 
details about the interviews and interviewees. 
The 11 Libyan experts selected for interview were chosen because their 
qualifications, experience and positions indicated that they were likely to have relevant 
and timely knowledge about the oil and gas sector in Libya. To allow a breadth of 
different perceptions to emerge, the interviewees were also chosen to represent a wide 
variety of backgrounds and included academics, Government officials, an Insurance 
company and a senior Libyan representative at OPEC. The English language was used 
in developing the questions to be asked, but the Arabic language was used for the 
interviews themselves. Ten of the interviewees have a PhD, five of these are in 
economics and five in accounting; and the only interviewee without PhD has an 
academic background in chemical engineering. Two of the interviewees have 
ministerial experience, one as the Minister of General Planning (currently with a 
position as the Minister of the Economy); prior to that this interviewee was the 
chairman of the CBL. One of the interviewees has experience as Minister of Monitoring 
and Control (while also serving as the Minister of Finance). One interviewee recently 
served as Libya's representative in OPEC; he is also a consultant in the Libyan National 
Oil Company (NOC) and was the chairman for ten years. The chairman of the Libyan 
Insurance Company, previously the deputy of Ministry of Finance, was also 
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interviewed, while another interviewee is the current chairman of the Economic 
Research Centre in Benghazi, a board director of CBL, a member of the General 
Planning Committee and had previously served as the Dean of the Economics Faculty at 
the University of Garyounis. The other six interviewees, all academics, were selected 
because the Libyan government regularly employs such staff members as consultants 
and managers of state corporations, and as senior Government officials. 
Each interview was conducted face to face, except for interview number II 
which was conducted by telephone. IID During each interview, the answers were written 
down and immediately following the end of each interview the notes were reviewed to 
ensure that none of the interviewee's comments were lost. The decision to write down 
the answers rather than tape them was made because the former recording method can 
encourage a higher degree of frankness (Hussey and Hussey, 1997); in addition, the 
method was recommended by the Libyan experts on the first trip, for the same reason. 
110 It was not possible to meet this interviewee because he was moving around Libya at the time the 
research was undel1aken. 
Table 6.1: Some Information about the Interviews 
Interviewee Organisation Position Qual ifications Location Date oj Length of 
Interview Interview I 
1 Economic Research Centre Chairman PhD in Eco. Benghazi 13.07.03 45m 
2 Faculty of Economics, G.U. Head of Economy Dep. PhD in Eco. Benghazi 15.07.03 20m 
3 F acuIty of Economics, G. U. Member of Economy Dep. PhD in Eco. Benghazi 19.07.03 35m 
4 Faculty of Economics, G.U. Member of Economy Dep. PhD in Eco. Benghazi 26.07.03 45m 
5 Faculty of Economics, G.U. Member of Ace. Dep. PhD in Ace. Benghazi 27.07.03 45m 
6 Faculty of Economics, G.U. Member of Ace. Dep. PhD in Ace. Benghazi 28.07.03 40m 
7 Faculty of Economics, G.U. Member of Ace. Dep. PhD in Ace. Benghazi 06.08.03 40m 
8 Monitoring and Control Ministry Minister PhD in Ace. Tripoli 10.08.03 30m 
9 General Planning Ministry Minister PhD in Eco. Tripoli 12.08.03 45m 
10 Libyan Insurance company Chairman PhD in Ace. Tripoli 13.08.03 30m 
11 
-
OPEC Representative of Libya Chemical Eng. Tripoli 19.08.03 25m 
Note: This table presents some details regarding the interviews conducted in Libya. Ace. = Accounting, Eco. = Economy, G.U. = Garyounis University. 
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The interviews were structured in nature and were based around the seyen 
questions set out in Table 6.2 below. 
Table 6.2: Questions Asked to the Interviewees 
Outli.ne the ?irect an~ indi:ect ~mpact of oil price fluctuations on the Libyan macro and micro economy; 
Detailed POInts examIned In thIS part: GDP; general budget; hard currency; imports; balance of payments and 
oil production. 
Is there a long-term plan to extract oil to maximise oil revenue? Do oil price fluctuations affect this plan? 
What are the policies and procedures that the Libyan State takes to reduce the impact of oil price 
fluctuations? (Details: (1) as oil producer and as OPEC member (II) Do they compress the expenses, create 
new sources? 
What are the effects of the United Nation's sanctions during 1992-1999 and the US sanctions during 1986 to 
date on the Libyan economy in general and on the oil and gas sector in particular? How have they affected 
the production rates? Do they affect the cost of oil? 
Do you think that there is a relationship between Libyan oil revenue and the Libyan exchange rate? What is 
the nature and importance of this relationship? 
Do you think that GOP is a good indicator of the health of the Libyan economy? 
Do you agree that a model which includes Libyan GOP as the dependent variable and oil prices and the 
exchange rate as independent variables is appropriate for Libya? Do you think that the results of this model 
will be objective and useful to study the relationships among these variables? 
Note: This table presents the questions asked to the interVIewees. 
The prevIOUS chapter included interest and exchange rate movements as 
determinants of changes in oil index values in the UK. However, the interest rate is 
fixed in Libya, and so its impact on the Libyan economy was not discussed in any 
detail with the interviewees. For many years the exchange rate in Libya was also 
fixed, but since 1999 the eBL has gradually engineered a large depreciation of the 
Libyan Dinar. As a result, in 1999 1 L YO equalled 2.165 US $ \\"hereas in 2002. I 
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L YD equalled only 0.76 US $. Furthermore, as Libyan oil revenue is directly related 
to the value of the US dollar, it is possible that fluctuations in the strength of the US 
Dollar could impact the Libyan economy severely. The role of the exchange rate on 
the Libyan economy was therefore included in the discussions. 
The interview questions were divided up into sections covering the following 
five themes: (i) the impact of oil price fluctuations at both micro and macro level: 
(ii) the policies that the Libyan State adopts to reduce the impact of oil price 
fluctuations; (iii) the effect of UN and US oil sanctions on the Libyan economy: (iv) 
the effect of exchange rate fluctuations; and (v) the possibility of developing a 
suitable model to investigate the relationship between the oil price and the health of 
the Libyan economy. 
6.3 Analysis of the Interviews 
6.3.1 The Impact of Oil Price Changes 
The first part of each interview examined views about the impact of oil price 
1 T'1-, r1 . • ,\ 11 ~ £' .<-1_ ~ " • e" movements em tne .LJluyan macro aliu illlC;:G CCGilv111y. n.11 Vl lW:; 111lel v lewe " 
concurred with the view that the state of the Libyan macro-and micro-economy is 
highly dependent on the oil price, typically pointing out that when oil prices rise 
there will be a positive effect on the Libyan economy and vice-versa. Reasons given 
by the interviewees for this belief included: (i) the fact that Libya's economy is 
based largely on oil revenues, with oil representing about 95 per cent of total hard 
currency; (ii) the tendency in Libya for the level of oil production to be \·irtually 
fixed; and (iii) the lack of progress in diversifying economic actiyity, \\·ith Libya 
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failing to organise a significant non-oil industrial sector. For example, Inter\'iewee 7 
pointed out that: 
The Libyan economy is heavily dependent on oil revenues. and oil revenues are 
calculated by multiplying the quantity of exported oil by the oil price. In fact, the 
quantity of exported oil is a fixed proportion determined by OPEC. Oil price 
fluctuations therefore have a direct influence in the same direction up and down on: 
Libyan GDP; per capita income; the general budget; hard currency: exports and 
imports; the balance of payments; development budgets; and actual expenditure on 
the development budget. 
Interviewee 5 stated that oil pnce fluctuations only partially influence 
imports because some Li byan imports such as essential alimentary goods 1 11 are not 
influenced by changes in oil prices. This interviewee added that oil prices do not 
directly affect the administrative budget as much as in the past because the budget is 
increasingly financed from other sources such as customs and tax revenues. 
However, Interviewees 8 and 10 both stated that customs and tax revenues are 
strongly affected by oil prices, explaining that the higher the oil price, the higher the 
oil revenue and the more the country can afford to make development plans that 
Interviewee 9 highlighted that the oil pnce impacts the mIcro economy 
through the value of actual expenditure on development plans: in particular, a large 
scale development plan leads to a big increase in demand. Such a rise influences the 
level of investment and creates a wide range of new jobs, which in turn maximise 
customs and tax revenues. 
III Essential alimentary goods in Libya include: milk; sugar; plain; vegetable and 01 iw oil; tea; 
coffee; and tomato sauce. 
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Table 6.3: Correlation Between the Key Factors Mentioned b\' the 
Interviewees over 1981-2001 . 
Oil Imports Tax Customs Price Non Oil Revenue Revenue Revenue 
Imports 0.606* 
p-value 0.004 I 
I 
Tax Revenue 0.032 0.484* I 
p-value 0.891 0.026 I 
1 
Customs 
Revenue -0.179 0.151 0.630* 
p-value 0.438 0.513 0.002 
Non Oil 
-0.046 0.326 Revenue 0.823* 0.571 * 
p-value 0.843 0.149 0.000 0.007 
Administrative 0.349 0.579* Expenditure 0.608* 0.703* 0.612* 
p-value 0.121 0.006 0.003 0.000 0.003 
Development 0.880* 0.717* 0.270 0.068 0.137 Expenditure 
p-value 0.000 0.000 0.237 0.768 0.554 
Note: This table presents the correlatIOn between Libyan oil prices, administrative expenditure, 
development expenditure, imports, tax revenue, customs revenue and non-oil revenue over the period 
1981-2001. A * indicates that the coefficient is significant at 5% level on the basis of a two-tailed test. 
Table 6.3 presents the correlation matrix for the key variables mentioned by 
the interviewees as being relevant in the context of oil pricing risk in Libya. 
Specifically, data for oil prices, administrative expenditure, development 
d· . d '1 112 expen Iture, Imports, tax revenues, customs revenues an non-Ol revenues are 
shown. Inspection of the table reveals that, for oil prices, the only significant 
relationships are positive ones with development expenditure and imports, For 
imports, additional significant positive relationships exist with: development 
expenditure, adlninistrative expenditure and tax revenues. This data is presented 
112 Appendix 6.1 provides the data used for the correlation matrix, 
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here as it reflects the variables mentioned regularly by the inter\'ie\\ees; in addition. 
the data appear to be consistent with the opinion of Interviewee 5 that oil prices do 
not affect the current administrative budget to the same extent as in the past, mainly 
because the administrative budget is financed from non-oil revenue. HO\\'e\'er, 
inspection of Table 6.3 also reveals that the correlation coefficient between the 
administrative budget and non-oil revenue is positive and statistically significant. 
The correlation results are consistent with the beliefs of Interviewees 8, 9 
and 10 that oil price fluctuations positively influence development expenditure, 
imports and tax revenue, but appear to run counter to the idea that imports have a 
positive impact on customs revenue. In fact, most imports are undertaken by the 
state for its development projects and no customs duties are paid; this could in turn 
explain why no relationship was found between the level of imports and customs 
revenue. The main reason for the rapid increase in Libyan customs and tax revenues 
since 1993 is the resurgence of the private sector, as outlined in Chapter 2 of this 
dissertation. 
6.3.2 Oil Production Policies 
The next part of each interview dealt with the oil production policies adopted 
by the Libyan State and the effect of these on oil price variability. Six of the 
interviewees indicated that, as Libya is a member of OPEC, its production leyel is 
largely determined externally and there is no alternative long-term oil extraction 
strategy. However, Interviewee 2 believed that a separate long-term plan exists at 
the Planning Ministry, as did Interviewee 6. The latter pointed out that: 
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The US sanctions had a strong negative impact on the Libyan petroleum sector. 
They make the development of the petroleum sector very difficult because the big 
petroleum c~mpanies ~re prevented from working in Libya ... The oil price doe~ 
not affect oIl productIon because oil revenue is the main source for the Libyan 
economy. 
Interviewees 10 and 11 also explained that there is probably an intention to extract 
oil on the basis of Libyan national interest. Interviewee 11 indicated that: 
The NOC has a long-term plan to extract oil and this plan includes two aspects: to 
maintain the oil production levels and to undertake new exploration activities. 
According to Interviewee 7, Libya intends to rely on the use of advanced 
technological equipment that allows for the extraction of the maximum quantity of 
oil in the long-term. As a result of the early stages of implementing this strategy, 
Libya has reduced its oil production from approximately 3.31 million barrels per day 
(bid) in the early 1970s to between 1 to 1.5 million bid in recent years. The 
interviewee also indicated that in order to maximise its oil revenues, Libya has 
increased its share of many oil production agreements as well as playing a 
significant and direct role in increasing oil prices, particularly during the 1970s. 
Overall, this evidence suggests that in Libya, production activities are more likely to 
influence oil prices than vice-versa, reflecting the nation's share of global oil 
production. 
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6.3.3 Methods of Reducing the Impact of Oil Price Changes 
A further section of the interviews investigated the policies and procedures 
that the Libyan State adopts to reduce the impact of oil price fluctuations. The 
interviewees again expressed a range of views about the issues that are most relevant 
in the context of an examination of pricing volatility. For example, eight of the 
interviewees believed that the Libyan government invests heavily in the industrial 
and agriculture sectors in an attempt to create new sources of national wealth and 
thereby reduce its dependence on oil revenues. However, most of the participants 
suggested that these efforts had not achieved their objectives, with the result that 
Libya is still highly dependent on oil revenues; all eight added that, to this day, it is 
proving difficult to create new sources of GDP. As an alternative to broadening the 
nation's industrial base, Libyan attempts to compress expenditure were seen as 
proving to be more successful. Two interviewees outlined specific examples of areas 
where central expenditure had been reduced, including the cancellation of some 
premiums (reducing salaries), the transfer of some Governmental employees to 
private institutions, the imposition of new quotas on imports and the foreign transfer 
of hard currencies. Interviewee 11 added that the lowest expected oil price (based on 
historical trends) is used in the planning stage. 
Three interviewees believed that oil price variability has a stronger impact on 
development expenditure than on administrative expenditure. This view is evidenced 
by the simultaneous decline in development spending that has taken place in Libya 
since the mid-1980s; development plans have, as a result, become annual 
occurrences since 1985, rather than operating on the basis of the previous system of 
three- or five-yearly reviews. 
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Interviewees 5 and 6 indicated that the Libyan goyemment has taken action 
t d d' 113 . 
o re uce pro uctlOn costs, III response to low oil prices, while Interviewee 7 
noted that Libya has managed to lessen the impact of low oil prices by starting 
refining activities both within and outside the country, 1 14 adding that Libya refines 
approximately 300,000 barrels per day in refining industries located abroad, but 
domestically-owned. In addition, two interviewees stated that Libya works with 
OPEC to help bring about stability in oil prices. 1 IS However, Interviewee 8 believed 
that the determination of oil prices is largely a political rather than an economic 
decision. 
6.3.4 The Impact of UN and US Sanctions on Libya 
The interviewees' opinions about the impact of UN and US sanctions on 
Libya generally fell into one of four groups. Seven individuals thought that the UN 
and US sanctions led to equally negative consequences for the Libyan economy, 
including the oil and gas sector, while two of them believed that the impact of the 
US sanctions was greater than the effect of those imposed by the UN. One 
interviewee indicated that the consequences of the UN sanctions were the most 
severe, but another thought that neither UN nor US sanctions had significantly 
affected the Libyan economy in general or the oil and gas sector in particular. 
113 These cost reductions were primarily in the form of salary reductions. .. 
114 Libya has reduced oil-related costs by using its own crude oil reserves to produc~ finJs~ed OIl 
products for domestic consumption. Previously, normal practice was to export crude oIl and Import 
the completed products. . .. 
115 Libya's influence in OPEC is largely derived from Its posItIon as one of the lar?est p~oducers of 
crude oil in the world. Libya is the major oil exporter to many parts of the world, IncludIng Europe 
(Country Analysis Briefs, Libya, 2002). It was the number one country for new exploratIon, 
development and production ventures in 2000 (Widdershoven, 2002). 
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Five of the eleven interviewees indicated that the consequences of the 
sanctions have been greater in the oil and gas sector than in other parts of the Libyan 
economy. For example, Interviewee 6 highlighted the large increase in the cost of 
production-related spare parts and equipment caused by both sets of sanctions, 
which in some cases rose by around 300 per cent because of the need to source these 
items externally. This interviewee added that although the Libyan oil sector had 
managed to open new markets such as the UK and Canada, the period of sanctions 
was characterised by serious problems regarding employees' training and the 
obtaining of technical equipment; both of these difficulties had adversely affected 
the maintenance of oil fields and growth levels in the oil sector. For example, the 
third stage of development at the Ras Lanuf Corporation 1 16 was halted because of 
these sanctions. 
Interviewee 10 indicated that while many believed the sanctions not to have 
affected the Libyan economy, he thought that they had inflicted serious damage, 
especially in the oil sector where production costs had increased significantly, while 
production rates and exploration activities decreased. Interviewee 9 indicated that 
consequences of the UN sanctions, stating that: 
The impacts of these sanctions on the Libyan macro economy are many; 
some physical and others moral. 
Interviewee 8 stated that the consequences of the US sanctions on the Libyan 
economy were not great, whereas, the UN sanctions had had a devastating impact on 
116 Ras Lanuf Corporation is the biggest refining centre in Libya; the third stage development 
includes the building of several new chemical factories. 
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all sectors, including oil and gas. In contrast, Interviewee 7 belieyed that neither the 
UN nor US sanctions had damaged the Libyan economy in general or the oil and gas 
sector individually; he pointed to the results of Mahmud and Russell (2002) as 
supporting this opinion. This individual stated, however, that the sanctions had led 
to some increases in production costs as a result of the necessity to import oil 
equipment through third parties. 
Many of the views put forward by the interviewees regarding the (non) 
impact of UN and US sanctions on the Libyan economy and the oil and gas sector 
appear to conflict with the finding of the aggregate study by Mahmud and Russell 
(2002). Three possible reasons might explain the apparent inconsistency. First, 
Mahl11ud and Russell used four indicators in their study, namely: the number of 
seisillic crews at work; the number of active drilling rigs; the number of exploratory 
and development wells completed; and additions to proven crude oil reserves. 
However, these measures might not fully reflect the entire impact of the sanctions; 
for example, the effect on production costs and employee training might not be 
incorporated fully_ Second, Mahmud and Russell split their data into sub-periods to 
coincide with the application of new Government policies and the change from 
concessionary terms to participation terms; the sub-periods used do not therefore 
coincide with the dates of the sanctions. Third, Mahmud and Russell employed a 
data set beginning in 1960, the starting point of major oil exploration in Libya. 
Arguably, it might be worth re-performing the tests, but excluding the early period 
and beginning later to avoid the results being overly influenced by the dramatic 
changes in oil exploration and production that took place during the 1960s and 
1970s, to obtain more generalisable evidence. 
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To undertake the replication of the Mahmud and Russell (2002) study. the 
same four indicators were used. In contrast to the earlier study, three fi\'e-year 
periods - chosen to coincide with major changes in the sanctions regime _ were 
employed. The first period, 1980-1985 (PI), represents a regular production stage: 117 
the second period, 1986-1991 (P2), reflects the time-span over which US sanctions 
were in place, while the third period, 1992-1997 (P3), covers the first five years of 
UN sanctions. 
The results of a Kruskal-Wallis l18 test comparing the values of the four 
indicators across the three periods are presented in Table 6.4. 119 Examination of the 
p-values indicates that there were statistically significant inter-temporal differences 
in the distribution of both the number of seismic crews and the number of drilling 
rigs. However, the number of completed wells and added proven reserves did not 
appear to be time-dependent. 
The results regarding the number of seismic crews at work indicate that the 
mean rank of P2 is lower than P 1, with the lowest mean rank occurring in P3. These 
findings suggest that the US sanctions led to a significant decrease in the number of 
seismic crews operating in Libya, with the UN sanctions leading to a further 
reduction. In other words, both sets of sanctions had substantial adverse impacts on 
the Libyan oil and gas sector; however, in terms of changes in mean rank, the impact 
of the UN sanctions appears to have been greater. 
117 This period being 19 years after the first year of oil production in Libya and ends with the 
imposition of US sanctions. . . 
118 The Kruskal-Wallis Test facilitates comparison of the scores on a contmuous vanable for three or 
more groups. Scores are converted to ranks and the mean rank for ~ach gro~p. is com'pa~ed. A 
significance level with a value lower than .05, indicates that there IS a sta~lstlcal1y. sJ~nIficant 
difference in the variable across the groups. The Mean Rank for the groups Will then mdlcate the 
group with the highest overall ranking, corresponding to the highest score on the variable (Pallant, 
2001 ). 
119 Appendix 6.2 provides further details about the data used in this section. 
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Table 6.4: Results of the Kruskal-Wallis Test 
Indicators P-value Periods (mean rank) 
Pl P2 P3 
Number of seismic crews 0.009 
at work 14.330 10.000 -t.170 
Number of active drilling 0.002 15.250 4.330 8.920 
rigs 
Exploratory and 
development wells 0.513 9.000 7.670 11.830 
comnleted 
Added proven crude oil 0.725 5.170 11.580 11.750 
reserves 
Note: ThIs table presents the results of Kruskal-Wallis analysis comparing the four 
measures across the three periods. PI = 1980-1985; P2 = 1986-1991; P3 = 1992-
1997. The figures in bold are the mean ranks. 
The Kruskal-Wallis results regarding the number of active drilling rigs 
indicated that PI had the highest total with the lowest being recorded in P2. This 
result suggests that the US sanctions had the most severe negative impact on the oil 
and gas sector in Libya, although drilling activity recovered somewhat when the UN 
sanctions began in 1992. The results regarding: (i) the number of exploratory and 
development wells completed; as well as (ii) additions to proven crude oil resenes, 
indicate a higher mean rank for both measures by the time of the UN sanctions, but 
the differences were insignificant. This finding is consistent with the sanctions 
having a negligible impact on this aspect of oil and gas activity in Libya. 
The results across the four indicators suggest substantial differences in the 
impact of the sanctions on the Libyan oil and gas sector; this appears to contradict 
the suggestion by Mahmud and Russell that: 
The four indicators are related, since increased seismic crews permit identification 
of more potential structures. which, in turn, iJ1\olve more drilling acti\ity to 
discover deposits. Ultimately, this would probably result in increased completion of 
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exploratory and development wells and enhanced discovery of proven crude oi I 
reserves (Mahmud and Russell, 2002, p. 31). . 
The results obtained in this dissertation do not support this contention. 
However, the current study's findings are, consistent with Jennings et al., (2000) 
who stated that, after drilling the well to final depth, the operator will either decide: 
(i) to develop and complete the well (if it is profitable) or; (ii) to abandon if it is not. 
Any additional wells may not significantly affect the quantity of crude oil reserves; 
however, the number of wells always has a direct effect on the rate of extraction of 
the reserves. Furthermore, visual inspection of the data in Appendix 6.2 indicates 
that the relationship between the four measures is clearly different from what 
Mahmud and Russell's results predict; for example when the number of seismic 
crews increased dramatically in 1981 from 108 to 183, the other three indicators 
decreased. 
Figures 6.1, 6.2 and 6.3 below provide time series plots of: (i) the number of 
seismic crews and the number of drilling rigs; (ii) the number of drilling rigs and the 
number of exploratory and development wells completed; and (iii) the number of 
respectively. 120 Initial visual inspection of these figures suggested that the 
relationships between these variables are rather weak, but to investigate further. 
Pearson correlation coefficients were calculated for each of the six pairs of 
measures, with the results shown in Table 6.5 below. 
As Table 6.5 shows, only three of the six correlation coefficients \\'ere 
significantly different from zero and one of these - relating the number of acti\'e 
120 The pairs of variables shown in the three charts reflect the predicted nature ?f t~e relationships 
among the four variables as outlined earlier. For examp.le~ the, nU,mbe~ of seismic cre\vs might 
logically be expected to depend heavily on the number of drIllll1g rIgs 111 eXistence, 
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drilling rigs to added proven crude oil reserves - was negative, In the conte\:t of the 
overall aims of this thesis, these results appear to suggest that the impact of any risk 
factor (including externally imposed sanctions) affects different aspects of oil and 
gas production activity in oil-dependent countries such as Libya in a variety of ways. 
Table 6.5: Correlation Matrix 
Exploratory 
Number of Number of and 
seismic crews active drilling development 
at work rigs wells 
completed 
Number of active 0.455* drilling rigs 
p-value 0.019 
Exploratory and 
development wells -0.279 0.480* 
completed 
p-value 0.168 0.013 
Added proven crude 
-0.284 -0.390* -0.281 
oil reserves 
p-value 0.160 0.049 0.165 
Note: This table reports Pearson correlatIons between: the number of seIsmic 
crews at work" the number of active driIIing rigs; the number of exploratory and 
development ~el1s completed; and added proven crude oil res.erves. A * 
• • • 'C': -4-" COil ...... ..... 1 ~,~~ .. 1~,...... 1_ ...... --..,... "'c ...... ...... ~_ i,1dicu~C:; thut the \.:vcfficICIJ~ is 3igYJ1,iCz,,11l Zu J/U 1\"'f\..! VJJ lI1\'" UU,.)I') VI a lY~V 
tailed test. 
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Figure 6.1: Numbers of Seismic Crews and Drilling Rigs 
- Drilling rigs 
Note: This figure plots the Number of Seismic Crews and Number of Drilling Rigs operating in 
Libya, over the period 1960-1999. 
Figure 6.2: Numbers of Drilling Rigs and Exploratory and Development Wells 
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Note : This figure plots the Number of Drilling Rigs and Number of Exploratory and Development \\ 'clls 
Completed in Libya, over the period 1960-1999. 
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Figure 6.3: Number of Exploratory and Development Wells Completed and 
Added Proven Crude Oil Reserves 
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Note : This figure plots the Number of Exploratory and Development Wells Completed and Added Proven 
Crude Oil Reserves in Libya , over the period 1960-1999, 
6.3.5 The Effect of Exchange Rate Fluctuations 
Because the market for crude oil is dominated by the US Dollar, it was 
considered important to examine perceptions regarding the effect of exchange rate 
fluctuations, and so a further section of the interviews investigated the relationship 
between oil pricing risk and the relative values of the Libyan Dinar and the US 
Dollar. Views amongst the interviewees were again mixed; for example, Interviewee 
I 1 chose not to give an opinion on this issue, suggesting instead that it was a matter 
for investment experts on this subject, whereas four interviewees volunteered the 
opinion that an indirect relationship exists between the exchange rate and Libya's oil 
revenues . In particular, these interviewees believed that oil revenues are the main 
source of hard currency in Libya, therefore higher oil prices provide Libya \\'ith 
higher oil revenues, which in tum provide the nation with hard currency, Higher oil 
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pnces In turn allow Libya to control the value of its local currency (in either 
direction) whereas lower oil prices are likely to lead to a depreciation of the Dinar. 
Six of the interviewees expressed the view that there is no relationship 
between Libya's oil revenues and the strength of the Libyan Dinar. For example, 
Interviewee 9 indicated that Libya's adoption of a policy of fixed rates 121 means that 
there is no relationship between Libya's oil revenues and the Libyan Dinar. 
However, this interviewee suggested that, in the longer term, oil revenues do exert 
some influence on the value of the Libyan Dinar, noting that the direction of the 
relationship in practice is the opposite of what might be expected. 
Interviewee 7 stated that while there may well be a theoretical link between 
Libya's oil revenues and the value of the Libyan Dinar, in practical terms no such 
relationship exists, as was evident when Libya depreciated the Libyan Dinar during 
periods when oil revenue was high. For example, the largest depreciation of the 
Libyan Dinar took place in 2002 when the average oil price was $22.81 per barrel; 
in contrast, the currency's value has appreciated at times when revenues are low, e.g. 
in 1998 when the average oil price was $1l. 91 per barrel. This interviewee added 
that the v'alue of the Libyan Dinar gCilcrally tet1ccts political I.·ather than CCOrlOiiiic 
thinking. 
Interviewee 3 also indicated a belief that no strong relationship exists 
between Libya's oil revenues and the value of the Libyan Dinar; he mentioned a 
study by Alsoda (1973) in this context. Alsoda's study pointed out that as the Libyan 
Dinar is not a free currency, it tends not to be used in Libya's transactions with other 
nations. In fact, Libya undertakes these transactions using its hard currencies, and so 
121 The Libyan Dinar was linked to the Pound Sterling from 1951 unti.l 1971 a~d to ~he US Dollar 
thereafter, but since March 1986 it has been linked instead to SpeCial Drawmg Rights (SDRs). 
Appendix 6.3 provides further information about SDRs. 
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the value of the Libyan Dinar has no impact on the profitability of these 
transactions. However, Libya can profit from managing its hard cunencies 
efficiently; Alsoda (1973) recommends increasing the value of the Libyan Dinar for 
internal purposes, explaining that in so doing, the nation will reduce imported 
inflation and provide stability in the local prices of imported goods. Furthermore. the 
author recommends use of a multi-exchange rate policy, as adopted in other 
developing countries, including Egypt and Sudan. This change would allow Libya to 
gain the advantages of the new price for Libyan imports, while still using the old 
price in other transactions, in particular when any income arising in Libya is 
transferred to the outside world. 
6.3.6 The Relationship between Oil Prices and National Income 
In the first research trip to Libya in April 2003, one of the academics 
suggested analysing the relationship between oil prices and the health of the Libyan 
economy using a regression model that employs Libyan GDP as the dependent 
variable. The final section of the interviews therefore attempted to elicit views about 
tli(; appl"vplldle Je~lgn of such a modeL Ten of the interviewees agreed that GDP IS a 
highly appropriate indicator for the Libyan economy, but interviewee 4 indicated 
that the Consumer Price Index might be better than GDP. In addition Interviewee 7 
suggested that: (i) GDP; (ii) per capita income; (iii) administrative expenditure: (iv) 
development expenditure; and (v) reserves of monetary gold, foreign balances and 
currencies, are all likely to be impacted in the same direction by upward and 
downward fluctuations in oil prices, and any empirical modelling should therefore 
take these relationships into account. 
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Three interviewees agreed that use of a model that employs GDP as the 
dependent variable (with both the oil price and exchange rates as independent 
variables) was ideal, but four others suggested remo\-ing the exchange rate \·ariable. 
Two of the latter group argued that the fixed nature of the Libyan exchange rate 
rendered its inclusion as unnecessary, while the other two appeared to indicate more 
generally that no empirical relationship was likely to be found. Finally, three of the 
interviewees suggested using all economic sectors as independent variables to 
compare the importance of these sectors to the Libyan economy. OveralL although 
the interviewees' views differed regarding the precise formation of the model, there 
was overall agreement with the notion that oil price variability is likely to impact in 
a predictable way on Libya's national income. The proceeding chapter therefore 
analyses such a model as well as performing a comparative analysis of the model in 
the UK, to examine differences in a country which differs from Libya significantly 
in terms of having both: (i) a market based economic system; and (ii) a lower 
dependence on the oil and gas sector. 
6.4 Summary and Conclusion 
The Libyan experts interviewed for this study indicated that oil pnce 
movements have major implications for the nation's financial performance because 
Libya's economy is heavily dependent on oil revenues. In addition, the correlation 
results reported in this chapter show that oil price fluctuations positively influence 
development expenditure, imports and tax revenue. 
Libya has adopted a long-term plan for the oil sector, based around 
extraction of the maximum quantity of oil in the long-term. and has increased its 
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share of vanous oil production agreements in an attempt to maXImIse its oil 
revenues. Although Libya has tried to reduce its dependence on the oil sector and 
establish new sources of revenues, the nation's economy is still believed to be 
greatly dependent on oil revenues. However, Libya is perceived by the interyie\\'ees 
to have managed, to a degree, to reduce the impact of low oil prices by employing 
policies to compress expenditure and reduce production costs, as \yell as by starting 
refining activities inside and outside Libya. 
The UN and the US sanctions were seen by the interviewees as ha\'ing 
negatively impacted the Libyan economy in general and the oil and gas sector in 
particular to varying degrees. Although the Libyan oil sector has managed to open 
new markets, according to the interviewees, the sanctions caused a large increase in 
production costs. In the new era, with Libya now re-joining the world community in 
both political and economic terms, the likely premium will be on flexibility, as the 
financial and industrial sectors are gradually re-exposed to market forces. Relatedly, 
Libya has adopted a policy of fixing its exchange rate, meaning that there is no 
straight forward relationship between Libya's oil revenues and the value of the 
continues with its current policy of economic integration at the global level. To 
develop the ideas and perceptions investigated in this and the preceding chapter, the 
next chapter provides an empirical analysis and comparison of the macro-economic 
impact of oil price variability in Libya and the UK. The previous chapter pointed to 
a strong link between share prices and oil price variability in the UK. However. the 
evidence presented in this chapter suggests that the issues relating to oil price 
change exposure, although very different in nature, are very real in a country such as 
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Libya which has no stock market. Although direct comparability of the effect of 
fluctuations in oil prices between centrally-planned countries and de\'eloped 
capitalist environments is difficult, by examining data at the level of the national 
economy, the following chapter attempts to establish the extent of any similarity 
across two countries which also differ greatly in the dependence of their GDP on oil 
revenues. 
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Chapter 7 
Examination and Comparison of the Impact of Oil 
Price Changes on the Libyan and UK Macro-
Economies 
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Chapter 7: Examination and Comparison of the Impact of 
Oil Price Changes on the Libyan and UK l\lacro-
Economies 
7.1 Introduction 
One of the major aims of this thesis is to compare the impact of oil price 
changes on two diametrically-opposed economic systems. This chapter therefore 
investigates and compares the impact of movements in crude oil prices upon the 
Libyan and UK macro-economies. Specifically, regression analysis is employed to 
establish the extent of the relationship between oil price changes and the state of the 
two economies. In the light of the discussions with the interviewees outlined in 
Chapter 6, four dependent variables, namely: Libyan gross domestic product (GDP); 
international reserves of foreign balances and currenCIes; administrative 
expenditure; and development expenditure are employed as indicators for the Libyan 
economy. To examine the effects of oil price fluctuations on the UK economy, a 
similar analysis was carried out for the UK using three 122 dependent variables, 
namely: UK GDP; international reserves of foreign balances and currencies: and 
total expenditure. By undertaking such an analysis, the extent to which 
commonalties exist in the impact of oil price fluctuations on national economies, 
irrespective of (even major) differences in economic systems and dependence on the 
oil and gas sector should emerge. 
122 Three variables were used for the UK because in the case of Libya there are two major types of 
expenditure (administrJti\c an~ development),. whereas for the UK national data were available for 
only one (combined) category, I.e. total expendIture. 
150 
7.2 Framework for the Analysis 
The relationship between the oil pnce and the macro-economy \\'as 
-' 
investigated using a range of models commonly found in the literature. Recent 
theoretical work suggests that oil price shocks may have an unfavourable impact on 
the macro-economy, not only because they change the level of oil prices, but also 
because they raise oil price volatility (Ferderer, 1996). Mork and Olsen (1994) 
examine the correlation between oil price movements and GDP fluctuations for 
Canada, France, Japan, Norway, the UK, the US and West Germany. Their results 
show that oil price changes have asymmetric effects on the economy in most OEeD 
countries. Mork (1989) and Hamilton (2003) both suggest that oil price increases 
have a much more significant impact than oil price decreases, while Lee and Ni 
(2002) argue that the dramatic rise in oil price volatility that has occurred since the 
mid-1990s has led to a breakdown in the empirical relationship between oil prices 
and economic activity in the US. The vulnerability of the Libyan economy to oil 
price changes has been identified by Elfeituri (1987). Elfeituri employed a model 
which included rates of growth of GDP, labour, capital and the real price of oil in 
the period 1968-1982, to investigate the effects of oil price changes on the econumic 
growth of eight OPEC members, one of which was Libya. The study reports that the 
contribution of oil price changes to Libyan economic growth was very significant. 
These studies also tend to show that the effects of oil price increases and decreases 
have asymmetric effects on national economies, but that any such effects \'ary across 
time and countries (Lee and Ni, 1995). 
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In this chapter, two models are employed to examine the impact of oil price 
changes on the UK and Libyan economies. The first is a single-factor model which 
employs crude oil price as the independent variable. 
The model is: 
Rxt = a + ~o Rot + £t (1) 
where Rxt is one of the seven macro-economic indicators for the Libyan or UK 
economy, a is a constant term, Rot is the logged values of the oil price variable, ~o is 
the oil beta and £ is a stationary random error term. 
The second form of analysis involves a two-factor model which employs the 
crude oil price and the exchange rate (US $ to UK f), as two independent variables. 
The empirical work in Chapter 5 of this thesis suggested that exchange rates play an 
important role in influencing the effect of oil price variability at a microeconomic 
level in the UK, while discussions with interviewees suggested the rate was also 
potentially important in Libya. The British Pound was used instead of the Libyan 
Dinar in the analysis of Libya, for several reasons. First, the Dinar is not a free 
floating currency; Libya undertakes most of its transactions with other nations using 
its hard currencies (See Chapter 6 for further details). Second, the Libyan Dinar was 
formally linked to the £ between 1951 and 1967 (see Chapter 3). Third, the £ is 
widely used in Libya on a daily basis in the conduct of domestic and industrial 
transactions. Finally, the £ is one of the four major currencies used in international 
trade and finance that forms the basis of the Special Dra\ving Right instrument to 
which Libya's Dinar has been linked since 1986 (See Appendix 6.3). The two-factor 
model that adds an exchange rate factor. Ret' to !vlode I (1) is therefore: 
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where Ret is the logged return on the exchange rate, ~e is the exchange rate beta, and 
all other variables are as per (1). 
7.3 Official Statistics 
The data used in this chapter are constructed frOlll official data sources for 
both Libya and the UK. The use of official statistics l23 in inter-country comparisons 
relating to a particular industry or area of productive activity is common in 
economic research (Bryman, 2004). The quantity and reliability of material regularly 
collected by a state and its agencies affords a vast supply of data for the social 
researcher. However, use of such information has a number of potential 
methodological and ontological weaknesses. For example, it has been argued that 
such data should not be viewed simply as social facts, but instead as social and 
political constructions which may be based upon the interests of those who 
commissioned the research in the first instance (May, 2001). Moreover, there is 
some evidence of concern among academics regardiug the c0i.J.~j:vl of th~ st::!.te 8\'e!" 
such statistics and their accuracy (Jones, 1991). Perspectives on official statistics are 
divided into three broad schools of thought (May, 2001), namely: the realist; the 
institutionalist; and the radical schools. The realist school is characterised by treating 
official statistics as objective indicators of the phenomena to which they refer. As a 
result, they may be characterised as drawing their inspiration from positivism and 
123 The expression "official statistics" typically refers to data assembled by the state and its agencies 
(May, 2001). 
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empiricism. In contrast, the institutionalist and radical schools of thought reject the 
idea that official statistics are objective indicators of the social conditions that they 
seek to describe. However, Bulmer (1984) notes, that even if the latter two schools 
of thought have some merit, government-generated statistics should still be 
considered useful for research purposes. Bulmer argues that despite the 
shortcomings of official statistics, they often lead to the generation of robust and 
meaningful findings regarding the behaviour of modern society, findings which have 
subsequently been used by realist and radical researchers alike. The author also 
notes that the conceptual issues facing those who collect official statistics are similar 
in nature to those faced by social researchers generally. Accordingly, regardless of 
differences in theoretical orientation, official statistics still represent meaningful data 
for the construction of knowledge about society and social relations. In addition, 
because Government statisticians often have the resources to appoint high quality 
academics, officials might be considered likely to go to great trouble to minimise 
errors and, consequently, supply reliable data (May, 2001). 
7.4 Data 
The data used in this chapter are annual in each case and cover the period 
1971 to 2001. 124 The oil price variable used is the yearly average of the Brent crude 
oil price, obtained from the Economic Bulletin issued by the Central Bank of Libya 
(various issues). The exchange rate data employed are the yearly average of the US 
Dollar to UK Pound Sterling rate taken from International Financial Statistics 
(various issues). The four dependent variables for the Libyan economy, namely: (i) 
124 The one exception relates to the total expenditure data for the UK where the official data were 
unavailable for the years 2000 and 200 I. 
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GDP; (ii) international reserves of foreign balances and currenCIes: (iii) 
administrative expenditure; and (iv) development expenditure were constructed from 
various issues of the Economic Bulletin issued by the Central Bank of Libya. Data 
for the three dependent variables in the UK modeL namely: (i) GDP: (ii) total 
expenditure and (iii) international reserves of foreign balances and currencies were 
also gathered from various issues of International Financial Sfafisfics. 125 For each 
variable, yearly returns were calculated according to the following formula: 
Rxt = Ln (Pxtl Pxt-1) (3) 
where Rxt is the yearly return on variable x for year t, while Pxt and Pxt- l are the 
variables' values for years t and t-l respectively. 
7.5 Results for the Libyan Economy 
This section of the chapter investigates the impact of oil price fluctuations on 
the Libyan economy. Figure 7.1 provides a time series graph of the Libyan GDP 
data used in the study and the spot oil prices, while Figure 7.2 illustrates Libyan 
GDP and the exchange rate (US $ to UK f). 
Visual inspection of Figures 7.1 and 7.2 suggests that Libyan GDP tends to 
move in the same direction as the oil price, but the figure often moves in the 
opposite direction to the exchange rate; clearly more detailed statistical analysis is 
needed. 
125 Appendices 7.1 and 7.2 detail the full datasets used in this analysis for Libya and the UK 
respectively. 
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Figure 7.1: Libyan GDP and Brent Spot Returns 
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Note: This figure plots logged Libyan GDP and Brent spot crude oil prices over the period 1972-
2001. 
Figure 7.2: Libyan GDP and the Exchange Rate (US $ to UK £) 
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Note : This figure plots logged Libyan GOP and the exchange rate (US $ to UK £) mer the period 
1972-200 I . 
156 
7.5.1 Descriptive Statistics for the Libyan Data 
Table 7.1 reports summary statistics for the Libyan data used in this chapter. 
The mean is the average yearly logged values for each variable, while standard 
deviation measures the dispersion of the data around their mean \·alue. The t-
statistics for the means indicate that the average annual growth in Libyan GDP of 
8.020/0 is significant. 
Table 7.1: Descriptive Statistics for the Libyan Data 
N Mean Std. Dev t -sta tistic p-value Skewness Kurtosis 
Variable Statistic Std. Error Statistic Std. Error 
OP 30 0.0750 0.3491 1.177 0.249 1.041 * 0.427 3.919* 0.833 
ER 30 -0.0176 0.0894 1.270 0.214 -0.282 0.427 -0.666 0.833 
IR 30 0.0794 0.3423 -1.079 0.290 0.143 0.427 -0.893 0.833 
GDP 30 0.0802* 0.1670 2.631 0.013 0.789 0.427 0.767 0.833 
AE 30 0.0881 0.2683 1.798 0.083 -0.617 0.427 1.330 0.833 
DE 30 0.0737 0.2691 1.499 0.145 0.332 0.427 -0.744 0.833 
Note: This table provides information regarding the mean, standard deviation, skewness and kurtosis 
of the six variables used for the Libyan analysis. OP = Oil Price, ER = Exchange Rate, IR = 
International Reserves of Foreign Balances and Currencies, GOP = Gross Domestic Product, AE = 
Administrative Expenditure, and DE = Development Expenditure. A * indicates significance at 5% 
level on the basis of a two-tailed test. 
The standard deviation values display some variability, ranging from 8.940/0 (for the 
exchange rate) to 34.91 % (for the oil price). Negative values for the skewness 
(occurring for the exchange rate and administrative expenditure) means that the left 
tail is heavier than the right tail. Similarly, positive values for the skewness (for the 
oil price, GDP, international reserves of foreign balances and currencies, and 
development expenditure) indicate that the right tail is heavier than the left tail. 
Kurtosis values above zero (oil price, GDP, and administrative expenditure) indicate 
a distribution that is too peaked - relative to the normal distribution - with long tails. 
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while kurtosis values below zero (exchange rate, international reserves of foreign 
balances and currencies, and development expenditure) indicate a distribution that is 
too flat. 126 
7.5.2 Tests of Multicollinearity for the Libyan Data 
The correlation matrix of yearly data which is presented in Table 7.2 
indicates that there is no strong correlation between the two independent variables 
i.e. the exchange rate and the oil price; the correlation coefficient of -0.213 has an 
associated p-value of 0.278. 
Table 7.2: Correlation Matrix for the Libyan Data 
I Vllrillbles OP 
ER -0.2 I 3 
P-vlllue 0.278 
IR 
P-vlllue 
GDP 
P-vlllue 
AE 
P-vlllue 
0.595* 
0.001 
0.488* 
0.008 
-0.188 
0.338 
ER 
0.042 
0.831 
-0.33 
0.087 
0.422* 
0.025 
IR 
0.706* 
0.000 
-0. 169 
0.389 
GDP 
-0.266 
O. I 71 
AE 
DE 0.401* 0.264 0.516* 0.112 0.129 
P-vlllue 0.035 0.174 0.005 0.571 0.514 
Note: This table provides infonnation regarding the ~xtent of. collinearit~ 
amonast the six variables used for the Libyan economIc analYSIS. OP = OIl 
Price,o ER = Exchange Rate, GDP = Gross Domestic Pr.oduct, IR= 
International Reserves of Foreign Balances and CurrencIes, AE = 
Administrative Expenditure and DE = Development Expenditure. A * 
indicates significance at 5% level on the basis of a two-tailed test. 
126 Although, as noted later, non-stationarity in the data meant. that second difference.s ~er,e used in 
the analysis, thereby dampening th~ e.ffe~t of any non-normalIty. Moreover, the statIstIc \alues for 
skewness and kurtosis were mostly InsIgnIficant. 
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The table also demonstrates that the exchange rate variable is positiYely correlated 
with all dependent variables other than GDP, although the coefficient is only 
statistically significant (at the 5% level) in the case of administratiye expenditure. In 
contrast, oil price returns are significantly positively correlated with all the 
dependent variables other than administrative expenditure, where an insignificant 
negative coefficient was observed. The extent of multicollinearity was tested further 
using the simultaneous method and collinearity diagnostic. The two independent 
variables were entered under the simultaneous method and no variable was removed, 
indicating that no significant multicollinearity exists. 
Table 7.3 presents the results of the collinearity diagnostic test. The two 
independent variables have tolerance and VIF values of 1, again suggesting that 
multicollinearity is unlikely to be a problem for this dataset. 
Table 7.3: Collinearity Statistics for the Independent Variables 
Variables Tolerance VIF 
Oil price 1.000 1.000 
I I Exchange rate I 1. 000 i 1. 000 
Note: This table shows results of the Collinearity diagnostic test for th~ two 
independent variables used for the Libyan economic analysis. VIF IS the 
variance inflating factor. 
7.5.3 The Unit Root Test of Stationarity for Libyan Data 
As noted in Chapter 5, it is important to consider whether or not time series 
variables are stationary, because stationarity is one of the vital assumptions made in 
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lOdelling and forecasting; non-stationarity of variables caused by the e:\istence of a 
nit root in the data can lead to the generation of spurious regression results (Holden 
nd Thompson, 1992). Table 7.4 therefore reports the results from the DiCke\' and 
uller (1979) unit root test for the Libyan data. 
Table 7.4: Unit Root Test for the Libyan Data 
Variable ADF 
OP -10.2586 
ER -9.2565 
IR -7 .123 
CD? -8.5216 
AE -3 .7206 
DE -10 .2937 
95% Critical value -3.0039 
Note: This tab le reports the results from the Dickey 
and Fuller (1979) unit root test for second differences 
in the six variables used for the Libyan economic 
analysis. OP = Oil Price, ER = Exchange Rate, GOP 
= Gross Domestic Product, IR = International 
Reserves of Foreign Balances and Currencies, AE = 
Administrative Expenditure and DE = Development 
Expenditure. ADF Adjusted Dickey-Fuller 
Statistic. 
The ;:2;,,\' d~t~ fer the GDP 9.rl0 p)(change rate variables were stationary, but 
e international reserves and development expenditure were only stationary for first 
fferences and the oil price and administrative expenditure for second differences . 
sual inspection of the data indicated that none of the series exhibited trends. 
lerefore, all unit root test regressions were run with an intercept, but no trend term 
d second differences in all variables. The model selection criteria suggested that 
AR (0) process was most appropriate for all the variables except for 
, 
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administrative expenditure, where the criteria l27 suggested AR (3). Howeyer, 
irrespective of the order of the augmentation selected for the ADF test, the absolute 
values of the ADF statistics were all well above the 95 per cent critical yalues of the 
tests. The Dickey Fuller test results therefore indicate that each variable is stationary 
in second differences at the 5% level of confidence and the test results should not 
, 
therefore, be affected by the existence of any unit roots. 
7.5.4 Regression Analysis Results for the Libyan Economy 
Tables 7.5 and 7.6 report the eight sets of regression coefficients for the oil 
pnce and exchange rate variables (from the single-factor and two-factor models, 
respectively) using each of the four dependent variables selected as indicators for the 
Libyan economy. As the tables show, the constant term was insignificant with a 
coefficient very close to zero in each case. Examination of the random error term for 
the two-factor model indicates that the residuals follow the classical assumptions 
required by ordinary least squares regression analysis. For example, visual 
inspection of the normal probability plot of the residuals 128 from regression Model 
(2) for Libyan GDP, IR and AE against ~ !'lormal distriblltion; and the Anderson-
Darling test statistics of 0.354, 0.624 and 0.134 respectively, suggested that the 
residuals are normally distributed. The autocorrelation function for the residuals 129 
from regression Model (2) for Libyan GDP indicates that the residuals are not 
serially correlated across time. However, for Libyan DE the shape of the normal 
127 The Schwarz Bayesian and the Akaike information criteria. 
128 Appendices 7.3, 7.4, 7.5 and 7.6 provide the normal probability plots of the residuals for Libyan 
GDP IR AE and DE respectively against a normal distribution. 
129 A~pe~dices 7.7, 7.8, 7.9 and 7.10 present the autocorrelation plots of the residuals for Libyan 
GDP, IR, AE and DE respectively. 
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probability plot (and the Anderson-Darling test statistic of 0.001) indicated that the 
residuals were not normally distributed. 
The estimated oil price beta was negative and statistically insignificant at the 
5% level in both models when administrative expenditure was employed as the 
dependent variable, but was positive and statistically significant in each of the other 
three cases. 
Table 7.5: Regression Results for the Single-Factor Model for the 
Libyan Economy 
IDependent I Variable' 
Constant 
OP 
Constant 
OP 
Constant 
OP 
F-value 
P-value 
GOP 
0.008 
0.226* 
-0.110 
2.850 
0.914 
0.008 
8.120 
0.008 
IR AE DE 
Coefficient 
0.015 -0.008 -0.007 
0.588* -0.113 0.280* 
T-value 
0.110 -0.080 -0.070 
3.780 -0.980 2.230 
P-value 
0.915 0.937 0.9-18 
0.001 0.338 0.035 
14.280 0.950 4.970 
0.001 0.338 0.035 
I R-Sq (adJ) I 20.9% I 33.0% I 0.0% 12.1$"/0 I 
Note: This table provides the coefficient estimates and diagnostics for 
the single-factor model (Model 1) for the Libyan economy. OP = Oil 
Price, GDP = Gross Domestic Product, IR = International Reserves of 
Foreign Balances and Currencies, AE = Administrative Expenditure 
and DE = Development Expenditure. A * indicates significance at 5% 
level on the basis of a two-tailed test. 
The insignificant relationship between oil pnces and administrati\'e 
expenditure is consistent with the discussion in the preceding chapter; in particular, 
oil prices might not be expected to affect administratiye expenditure because such 
spending is financed from non-oil revenue. The significant and positiye relationship 
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between oil pnces and: (i) Libyan GDP: (ii) international reseryes of foreign 
balances and currencies: and (iii) development expenditure, is also consistent \\·ith 
expectations. For example, these findings can be seen as reflecting the underlying 
nature of Libyan economic activity; it was stated in Chapter 2 that the Libyan 
economy is dominated by the oil sector (which represented between 22% and 63% 
of GDP over the period 1967-2001), while at the same time, oil revenues accounted 
for about 95% of the nation's total hard currency. A higher oil price should lead 
(other things being equal) to higher oil revenues, a higher hard currency level and, 
therefore, increased resources for development expenditure. 
Table 7.6: Regression Results for the Two-Factor Model for the Libyan 
Economy 
IDependent I Variable' GOP IR AE DE 
Coefficient 
Constant -0.007 0.014 -0.010 -0.009 
OP 0.202* 0.625* -0.062 0.334* 
ER -0.613 0.979 1.350* 1.430* 
T-value 
Constant -0.100 0.100 -0.100 -0.090 
OP 2.540 3.940 -0.560 2.770 
ER -1.370 1.100 2.170 2.120 
P-value 
Constant 0.922 0.921 0.919 0.931 
OP 0.018 0.001 0.581 0.010 
ER 0.181 0.281 0.040 0.044 
F-value 5.140 7.810 2.900 5.070 
P-value 0.013 0.002 0.074 0.014 
R-S..9.ladj) 23.5% 33.5% 12.3% 23.1% 
Note: This table provides the coeffiCIent estImates and dIagnostIcs 
for the two-factor model (Model 2) for the Libyan economy. OP = 
Oil Price, ER = Exchange Rate, GDP = Gross Domestic P~oduct, IR 
= International Reserves of Foreign Balances and CurrencIes, AE = 
Administrative Expenditure and DE = Development Expenditure. A 
* indicates significance at 5% level on the basis of a two-tailed test. 
The results for Libyan GDP are consistent with !\10rk and Olsen's (199.+) 
findings for Norway (also a large net oil exporter \\·ith an oil sector that is large, 
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relative to the overall size of the economy); the authors report that the relationship 
between the performance of the Norwegian economy and oil price increases is 
positive and significant, with a slightly weaker (but also) significant positive 
relationship for oil price decreases. 
Tables 7.5 and 7.6 also indicate that the estimated exchange rate beta is: (i) 
negative (and statistically insignificant) in the model that uses Libyan GDP as the 
dependent variable; (ii) positive and insignificant in the regression employing 
international reserves; and (iii) positive and statistically significant in the other two 
cases. The evidence therefore suggests that Libyan Government expenditure was 
positively affected by a rise in Libyan currency values (as proxied for here by the 
UK f), but the other measures of the econOlnic health of the country were not. This 
pattern, in turn, suggests that the effect of exchange rate changes is limited to the 
direct impact on central spending; any (indirect) relationship with more general 
indicators of Libyan economic health appears to be weak at best. When the 
exchange rate variable was added to the two-factor model the goodness of fit 
increased, with the adjusted R2 values proving to be greater than those for the single-
[ador 1110dcl 111 all four C~5:es.130 OveralL the evidence in Tables 7.5 and 7.6 is 
consistent with the findings of Elfeituri (1987) and others, that there is a significant 
positive relationship between oil prices and the state of the Libyan economy; the 
impact of oil price changes on the national economy is substantial. 
130 • not J'ust the two (those employina GDP and IR as the dependent variables) where a significant I.e., ::;, 
coefficient had been found, 
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7.6 Results for the UK Economy 
This section of the chapter investigates the impact of oil price yariability on 
the UK economy. Figure 7.3 provides a time series graph for logged CK GDP data 
and spot oil prices, while Figure 7.4 graphs logged UK GDP and the exchange rate 
(i.e. the US $ to UK £ rate). Visual inspection of Figures 7.3 and 7.-+ indicates 
several di fferences from the equivalent diagrams for Libya (Figures 7.1 and 7. '2. 
respectively). In particular economic growth in the UK appears to be much less 
closely-linked to the oil price, but it moves in the opposite direction to the exchange 
rate at several points. Again, more detailed analysis is clearly needed. Figure 7.3 is 
strikingly different from the equivalent diagram for Libya (Figure 7.1) which 
indicated a close empirical link between the two variables. 
Figure 7.3: UK GDP and Brent Spot Returns 
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Note: This figure plots logged UK GOP and Brent spot priccs o\cr the sample period. 
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Figure 7.4: UK GDP and the Exchange Rate (LS S to LK £) 
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Note: This figure plots logged UK GOP and the exchange rate (CS S to L K £) o\cr the sample 
period. 
7.6.1 Descriptive Statistics for the UK Data 
Table 7.7 provides summary statistics for the UK data used in this chapter. 13 1 
Inspection of the table indicates that the average GDP (9 .53 °0 ) and total expenditure 
(10 .38%) figures are significant. 
Table 7.7: Descriptive Statistics for the UK Data 
:\ :\lean Std. De\,. t-statistic p-value Skewness Kurtosis 
/'ariables Statistic Std. Error Statistic Std. Error 
CD? 30 0.0953* 0.0473 11.028 0.000 1.075* 0.427 1.025 0.833 
IR 30 0.0690 0.4001 0.944 0.353 3.042* 0.427 12.762* 0.833 
TE 28 0.1038 0.0711 7.726 0.000 0.889 0.441 0.644 0.858 
Notc : This table provides informatio n regarding the mean, standard de\iation. skc\\ncss and kurtosis 
of the three dependent variables used for the CK analys is . GOP = Gross Domestic Produc t. IR = 
Internationa l Reserves of Foreign Balances and Currencies. and TE = Total Expenditure . . -\ * 
indicates si gnificancc at 5° 0 Ie\c l on the basis of a t\\'o-tailed test. 
1.1 1 The oil price and e.\change rate data are the same as for the L i b~ a n anal~sis and so the 'op ' and 
'E R' \ allies shown in Table 7.1 are not repeated in Table 7.7. 
166 
The GDP data indicates an economic groVv1h rate that is higher than the 
equivalent figure for Libya reported in Table 7.1 (8.02%»)~ although the ayerage 
expenditure figure of 10.38% is lower than the aggregate of the two categories of 
Libyan expenditure figures (16.18%). The standard deviation values display some 
variability, ranging from 7.11 % (for total expenditure) to 40.01 % (for international 
reserves). All the variables generate positive values for the skewness statistics, 
indicating that the right tail is heavier than the left tail. Kurtosis values above zero 
(GDP and international reserves) indicate a distribution that is more peaked than a 
normal distribution, with long tails, while kurtosis values below zero (total 
expenditure) indicate a distribution that is very flat. The data for International 
Reserves display the most significant skewness and kurtosis values; in both cases the 
t-ratio (statistic/Std. Error) is well above the 950/0 critical value of twO. 132 
7.6.2 The Unit Root Test of Stationarity for UK Data 
Table 7.8 reports the results of the Dickey and Fuller (1979) unit root test. 
The international reserves variable was stationary in its raw form, but the GDP and 
toral exvclJ.ditu.i:c \'~ri3.bles had to be differentiated once to achieve stationarity. 
However when a first difference was taken for the international reserves variable it 
became non-stationary. To be consistent, therefore, second differences were taken 
for the three variables and, as Table 7.8 indicates, each variable was stationary in 
this form. Visual inspection of the data indicated that none of the series exhibited 
trends and so each unit root test for the UK data was performed with an intercept, 
but no trend term and using second differences. 
132 Although, as noted later, second differences were employed in the regression analysis, which 
should limit the effect of any non-normality on the findings. 
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Table 7.8: Unit Root Test for the UK Data 
Variable ADF 95% Critical value 
UKGDP -5.3683 -3.0039 
UKIR -3.2199 -3.0039 
TE -9.9229 -3.0199 
Note: ThIS table reports the results from the Dickey and Fuller (1979) unit root 
test for second differences in the three dependent variables used for the UK 
economic analysis. GDP = Gross Domestic Product, IR = International Reserves 
of Foreign Balances and Currencies and TE = Total Expenditure. ADF = 
Adjusted Dickey-Fuller Statistic. 
Model selection criteria suggested selecting an AR (0) process for Total 
Expenditure, plus AR (3) and AR (5) processes l33 for UK GDP and International 
Reserves respectively, and these results are shown in Table 7.8. The data entering 
the two models was therefore considered to be stationary free of unit root properties. 
7.6.3 Regression Analysis Results for the UK Economy 
The same two models used for analysis of the Libyan economy were 
employed for the UK. The first model is therefore a single-factor model, where the 
oil price is the only explanatory variable, and the second model is a two-factor 
model where the exchange rate variable is also included. Three dependent variables, 
intended to represent alternative indicators of the state of the UK economy, were 
used in each model, namely: (i) GDP; (ii) International Reserves of Foreign 
Balances and Currencies; and (iii) Total Expenditure. A total of six regression 
equation results were therefore obtained. 
Tables 7.9 and 7.10 report the regression results for the single-factor and 
two-factor model, respectively. Inspection of the tables reyeals that, as \\·ith the 
133 However. the critical values for the test were above the critical values at all AR le\eJs. 
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Libyan data, the constant term is not significant and has a coefficient Yen' close to 
zero in all six sets of results. Examination of the random error term for the t\\'o-
factor model indicates that the residuals follow the classical assumptions required by 
ordinary least squares regression analysis. 
In particular, visual inspections of the normal probability plot of the residuals from 
regression Model (2) for UK GDP and TE against a normal distribution,134 and the 
Anderson-Darling test statistics of 0.919 and 0.692 respectively. suggest that the 
residuals are normally distributed. The autocorrelation function for the residuals135 
from regression Model (2) for UK GDP and TE indicates that the residuals are not 
serially correlated across time. However~ for UK IR, the shape of the normal 
probability plot and the Anderson-Darling test statistic of 0.000 indicates that the 
residuals are not normally distributed. 
As Tables 7.9 and 7.10 show, the estimated oil price coefficient was negative 
and insignificant in both models when GDP was employed, but was positive 
(although again insignificant) in the other four cases. These results are similar to 
those in Mork and Olsen (1994) who report that, over the period 1967-1992, the 
correlation between UK GDP and oil price increases was positive, but only 
significant at the 10% level, and insignificantly positive for GDP and oil price 
decreases. The weak nature of the relationship between oil prices and the three 
dependent variables contrasts starkly with the results presented earlier for Libya, 
where the oil price coefficient was significantly positive on six out of eight 
occaSIons. 
134 Appendices 7.11, 7.12 and 7.13 provide the norma! probability plots of the residuals against a 
normal distribution for the UK GOP, TE and JR, respectIvely. 
135 Appendices 7.14, 7.15 and 7.16 present the autocorrelation plot of the residuals for the UK GOP, 
TE and JR, respectively. 
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Table 7.9: Regression Results for the Single-Factor \lodel for the LiT( 
Economv 
I 
Dependent I 
Variables' 
Constant 
OP 
Constant 
OP 
Constant 
OP 
F-value 
P-value 
R-Sq (adj) 
'" 
GDP IR TE 
Coefficient 
-0.002 -0.031 0.000 
-0.017 0.314 0.012 
T-value 
-0.180 -0.160 0.000 
-1.490 1.370 0.650 
P-value 
0.862 0.877 0.997 
0.1-17 0.183 0.519 
2.230 1.880 0.430 
0.147 0.183 0.519 
4.4% 3.1% 0.0% 
Note: This table provides the coefficient estimates and diagnostics for the 
single-factor model (Modell) for the UK economy. OP = Oil Price, GOP = 
Gross Domestic Product, IR = International Reserves of Foreign Balances 
and Currencies and TE = Total Expenditure. 
Table 7.10: Regression Results for the Two-Factor Model for the UK 
Economy 
I Dependent I GOP Variables' IR TE 
Coefficient 
Constant -0.002 -0.032 0.000 
OP -0.015 0.325 0.021 
J:R 0.051 0.307 0.250* 
T-value 
Constant -0.180 -0.160 -0.030 
OP -1.280 1.360 1.330 
ER 0.780 0.230 2.850 
P-value 
Constant 0.858 0.878 0.977 
OP 0.212 0.185 0.198 
ER 0.442 0.820 0.009 
F-value 1.400 0.930 4.350 
P-value 0.265 0.408 0.025 
R-Sq (adi) 2.9% 0.0% 21.1 % 
Note: This table provides the coefficient estimates and diagnostics for the 
for the two-factor model (Model 2) for the UK economy. OP = Oil Price, 
ER = Exchange Rate, GDP = Gross Domestic Product, IR = International 
Reserves of Foreign Balances and Currencies and TE = Total Expenditure 
A * indicates significance at 50,/0 level on the basis ofa tv,'o-tailed test. 
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The inconsistency in results is, howeveL entirely consistent \\"ith the nature of 
differences in the two nation's industrial structure (Mork and Olsen, 199'+). For 
example, the UK oil and gas industry represented only 2% of the country's total 
capital investment in 2000, while the energy industry as a whole represents about 
4% of GDP (Country Analysis Briefs, United Kingdom, 2002). In contrast. the oil 
and gas sector accounted for 37.8% of Libyan GDP in 2000 (Central Bank of Libya, 
Economic Bulletin, 2002), and was the source of 85-95% of total exports during the 
1990s (Arab Oil and Gas Directory, 2001). 
The effect of the exchange rate variable bore some similarities in the two 
countries. As was the case with Libya, the coefficient in the UK-based models was 
significant in the regressions that employed expenditure levels as the dependent 
variable. However, although the coefficient was insignificant in the GDP- and IR-
based regressions in both countries, for the UK it was positive in both cases, 
whereas in Libya this was only the case for IR. Overall, these findings suggest that 
despite fundamental differences between the financial systems and the extent of their 
interaction with the global economy, in both the UK and Libya exchange rates 
impact central Government expenditure in a straight forward way, but this is not the 
case with any related or unrelated changes in domestic economic output. 
In summary, the findings for the UK indicate that no significant relationship 
exists between oil prices and the state of the UK economy. One rationale for this 
result is that the evidence reflects the UK's position as being a marginal net exporter 
of oil since 1981. 136 However, the results presented in Chapter 5 suggested that the 
equity values of London-listed firms in the oil and gas sector were closely linked to 
136 For example, UK Net Oil Exports in (2003) were 0.69 million bid. 
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crude oil prices. Given the importance of the London Stock Exchange to the UK 
137 d . h d' h economy, an notwlt stan mg t e large number of non-UK firms listed in 
London, this evidence points to a division between the impact of oil price changes 
on: (i) asset prices in financial markets; and (ii) the real economy. \Vhile alterations 
to crude oil prices lead to commensurate changes in share prices, the impact on the 
UK macro-economy appears to be negligible. 
7.7 Lagged and Leading Analyses 
Up to this point, the analysis in the chapter has focused on simultaneous 
relationships between oil price changes and macro-economic performance i.e. the 
association between each variable at a given point in time. However. in reality the 
relationship may also take the form of a lagged (i.e. the impact on macro-economic 
activity takes place after the oil price change) or leading (where the macro-economic 
change precedes the oil price change) association (Bekaert and Harvey, 2000; 
Kulendrana and Wittb, 2003; Megna and Xu, 2003). 
Lagged and leading analyses were therefore undertaken for Libya and the 
UK, using GDp 138 and Gil price data for the same period - 1971 to 2001 - as used in 
the earlier analysis. Tables 7.11 and 7.12 summarise the oil price return coefficient 
estimates for lagged and leading results respectively, using one- and two-year 
periods in each case. 
137 For example in 2000, market capitalisation of listed firms to GDP was over 200% for the UK, 
compared with an OEeD average of less than 150%. See 
http://w\\.\\..solllsungfn.com/ir/ down/presentation/korea°;() ') Os tock%20market. pd f. . 
138 The analysis was restricted to GDP as this represents the most common m~asure Of. economic 
health in prior studies. For both variables yearly logged data were used, for consistency With the rest 
of the chapter. 
1_" 1_ 
Table 7.11: Analysis of the Lagged Effect of Oil Price Changes on GDP 
Changes for Libya and the l-K 
Coefficient T-value P-value F-value R-Sq (adj) 
Libyan Data 
Simultaneous data 0.22561 285* 0.008 8. 13 ~0.90% 
One year lagged -0.1601 -1.84 0.078 3.37 8.40 0 0 
Two years lagged 0.08108 0.95 0.35 0.91 0.00% 
UK Data 
Simultaneous data -0.01679 -1. -19 0.1-17 2.23 .J.J 0% 
One year lagged 0.02906 2.78* 0.010 7.71 20.50% 
Two years lagged -0.01819 -1.71 0.100 2.94 7.20% 
Note. ThIs table provIdes coefficIent estImates from regressIon analysIs of the lagged effect of oil 
price changes on GDP changes for the Libyan and UK economies over the period 1971-2001. A * 
indicates significance at 5% level on the basis of a two-tailed test. 
The results of the lagged analysis (i.e. where the movement in GDP is 
assumed to come after the oil price change) shown in Table 7.11 appear to have two 
main aspects. First, and as with the evidence for concurrent periods (shown as 
countries. In particular, at a one-year lag, oil price movements have a significant 
positive impact on UK GDP, but a weakly negative impact on Libyan GDP. 
Considered in conjunction with the findings for the concurrent and two-year lagged 
periods, it is clear that oil price changes affect the t\\·o very different economies in a 
very disparate manner. Second, there are major differences across the three models 
in each country: in Libya the relationship is significantly positi\'e for concurrent 
data, wcakly negativc at the one-year lag and insignificantly positi\'e at a two-year 
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lag. For the UK, the coefficients are insignificantly negatiye. significantly positiye 
and (weakly)139 significantly negative, respectively. 
Table 7.12: Analysis of the Leading Effect of Oil Price Changes on 
GDP Changes for Libya and the UK 
Coefficien t T-value P-value F-value R-Sq (adj) 
Libyan Data 
Simultaneous data 0.22561 2.85* 0.008 8.13 20.90% 
One year leading -0.13353 -1.48 0.151 2.19 4.40% 
Two years lead ing 0.0038 0.03 0.973 0.00 0.00% 
UK Data 
Simultaneous data -0.01679 -1.-19 0.1-17 223 .f -10% 
One year leading 0.00039 0.03 0.975 0.00 0.00% 
Two years leading 0.0138 0.97 0.344 0.93 0.00% 
Note: ThIs table provIdes coefficIent estImates from regression analYSIS of the leading effect of oil 
price changes on GDP changes for the Libyan and UK economies over the period 1971-2001. A * 
indicates significance at 5% level on the basis of a two-tailed test. 
To ~llcyV fer the poc:c:ibility that changes in economIC activity pre-empt 
alterations in oil prices, changes in GDP in a given period were also regressed on oil 
price movements in later periods (i.e. "leading"). An inspection of the results shown 
in Table 7.12 indicates that, unlike with the lagged analysis, no significant oil price 
coefficients resulted. Taking the evidence in Tables 7.11 and 7.12 together it appears 
to be the case that although, as established earlier in the chapter, oil price changes 
have a positi\'C impact on the Libyan economy and a weakly negatiye effect in the 
139 The coefficient was significant at the 10% level but not at the 5° 0 le\ e 1. 
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UK, within 12 months some of this impact is reversed. This eyidence might suggest 
that some macro-level overreaction to the oil price changes exists in each country. In 
contrast, GDP changes do not appear to occur prior to oil price movements in either 
the UK or Libya. 
7.8 Conclusion 
Univariate and two-factor models were employed in this chapter to 
investigate and compare the relationship bet\\'een oil prices and the economies of 
Libya and the UK. The results indicate that a significant positive relationship exists 
between oil prices and the state of the Libyan economy, although the US Dollar 
exchange rate also has some impact on levels of Governmental expenditure. This 
finding is consistent with the underlying nature of the Libyan economy, as outlined 
in Chapter 3 of this thesis, which illustrated the dominance of the oil and gas sector 
in the nation's industrial framework. 
The results for the UK indicate that there is no significant relationship 
between oil prices and the condition of the UK economy, irrespective of how the 
latter is measured, although a POSili vc: sigl1ificarit rclutio!'lship e:,,::ists betv,reen the 1 JS 
Dollar exchange rate and total Governmental expenditure. 
In summary, the evidence presented in this chapter indicates: (i) that the 
relationship between oil prices and the state of the economy is significant and 
positive for Libya, but insignificantly negative for the UK when the most 
conventional indicator variable, GDP, is used; (ii) that the relationship is significant 
and positive for Libya, but only weakly positive for the UK, when international 
reserves are used to represent economic health: (iii) that the relationship is 
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significant and positive when usmg Libyan development expenditure as the 
dependent variable; negative and insignificant when using Libyan administratiye 
expenditure, and positive and insignificant with UK total expenditure: and (iy) that 
the differences persist between the two countries when lagged GDP changes are 
examined, with some evidence of reversion of the concurrent period findings. There 
was a greater degree of similarity in the two sets of results regarding the effect of 
exchange rates; in particular the estimated values of the regression coefficients for 
both countries were significantly positively related to government expenditure. 
These results suggest that the impact of crude oil price movements on an economy 
highly dependent on the oil and gas industry is substantively different from that for 
an econOlny where the sector's importance is relatively low. and that changes in oil 
price can impact national economies in very different ways. Moreover, the results 
appear to have implications for government administration and policy makers in 
these countries. For example, detailed analysis of the relationship between the US 
Dollar exchange rate and governmental expenditure could assist in the development 
of policies that take account of the full macro-economic impact of changes in 
currency rates. In the light of the results for the lagged GDP movements, further 
work might usefully explore the dynamics of trends in oil price changes and 
investigate whether, and to what extent, mean reversion in price movements might 
explain the findings, as well as the extent to which similar trends exist in other oil-
rich developing countries. 
The following chapter attempts to bring together the eyidence from the three 
strands of empirical work presented in this thesis, highlighting differences in the 
findings. but also attempting to draw common themes from the \'arious analyses. 
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Chapter 8: Conclusion 
8.1 Introduction 
The aim of this chapter is to summarise the empirical results presented in the 
thesis. In particular, the chapter attempts to provide an overyiew of the three sets of 
empirical findings and draw some overall conclusions about the multi-dimensional 
impact of oil price movements in different economic environments. The remainder 
of this chapter is organised as follows. Section 8.2 provides a general summary of 
the research project, before Section 8.3 outlines the detailed results and attempts a 
synthesis of the evidence in order to identify pervasive conclusions from the 
empirical analysis. Section 8.4 then discusses the main limitations of the thesis, 
before Section 8.5 suggests a number of potential areas in which further research 
could usefully develop the empirical work documented here. 
8.2 Summary of the Research Project 
Chapter 1 introduced and outlined the structure of this thesis and Chapter 2 
provided a literature review which focused on the relationship between crude oil 
prices and both: (i) equity values; and (ii) macro-economic performance. In addition 
to providing the relevant background for the empirical work in the thesis, the review 
of previous studies contained in the second chapter attempted to offer an essential 
foundation for developing the thesis' methodological and theoretical framework. 
Chapter 3 provided background information concerning the social, political and 
economic environment of Libya as well as the structure of the oil industry both there 
and in the UK. Chapter 4 then discussed in detail the research factors influencing the 
178 
selection of the appropriate paradigm, methodology and research methods for the 
study. As the chapter notes, and based on Burrell and Morgan~s (1979) framework, 
the work contained in this thesis is located within the functionalist paradigm. 
Adopting the functionalist approach reflects the fact that specific objective data were 
used in the thesis but the choice was also partly expedient and is not intended to 
imply that a multi-paradigmatic approach would not also be valuable. However. 
such an approach involves large literatures and many disparate methodologies 
relating to, for example, economics, politics and sociology. and makes a multi-
paradigmatic approach more suitable to a multi-disciplinary team than to an 
individual researcher. Chapters 5, 6 and 7 presented the empirical work; Chapter 5 
employed a multi-factor regression model to investigate the relationship between the 
price of crude oil and oil and gas firms' share prices in the UK. Chapter 6 
investigated perceptions regarding the nature and the impact of oil price movements 
in Libya using structured interviews, while Chapter 7 used a regression analysis to 
investigate and compare the impact of movements in crude oil prices on the Libyan 
and UK macro-economies. 
8.3 Summary and Synthesis of the Empirical Findings 
This section attempts to bring together the results from the three pieces of 
empirical analysis conducted in the study, highlighting differences in the findings, 
but also attempting to draw common themes from the various sets of results. The 
evidence from the first empirical chapter, (Chapter 5) had three main dimensions. 
which are as follows. First, the regression analysis of the relationship between oil 
price fluctuations and share returns in the UK indicated that the relationship is 
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generally positive for the oil and gas sector but the strength of this relationship 
appears to alter across time, with the variability being partly dependent on oil price 
trends at the macro-economic level. This result is consistent with the findings in 
earlier studies by Sadorsky (2001) for Canada as well as Faff and Brailsford's (1999) 
evidence for Australia, and Jones and Kaul's (1996) findings for Canada, the US. the 
UK and Japan. This finding, when considered in conjunction with prior literature, 
suggests that the evidence of a strong empirical link between commodity prices and 
share values in the oil sector is not exclusive to any particular country or time 
period. 
Second, investigation of equity returns in sectors with a range of predicted 
dependencies on oil price movements indicated that the relationship with crude oil 
price changes was mostly positive in the mining sector, but mainly (weakly) 
negative in the transport, banking and software computer services sectors. These 
findings suggest that the evidence for oil and gas firms is unique to that sector. 
Third, Chapter 5 also reported the impact of a range of other independent risk factors 
on oil and gas firms' share returns. For example, an increase in the equity market 
and interest rates was found to raise the return on the UK oil and gas equity index 
while a rise in the exchange rate appeared to decrease the return. 140 These results 
were shown to differ in some ways from the findings of Sadorsky' s (200 1) Canadian 
study indicating that the influence of risk premia on oil and gas returns may differ 
globally. However, the negative relationship between oil share prices and Dollar 
exchange rates is similar to that uncovered in Sadorsky's findings, and suggests that 
the impact of rate changes is consistent across national boundaries. 
140 In addition the market betas reported in Chapter 5 suggest that oil and gas shares were not useful 
for hedging purposes over the sample period, and that the industry is less risky than the stock market 
as a whole. 
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The coefficient measuring the impact of market returns was statistically significant. 
. ~ , 
(although it displayed some variability across sectors and time periods) while little 
evidence was found of significant relationships between exchange rate movements 
and equity price changes, consistent with earlier findings reported by Khoo (1994) 
and Loudon (1993). Finally, the interest rate variable was strongly negative in the 
transport and banking sectors, significant and positive in the oil and gas sector, but 
had little impact in the mining, and software and computer services sectors. 
Overall, the evidence presented in Chapter 5 indicates that substantial 
exposure to oil price changes exists for oil and gas compames operating in 
developed countries with significant private equity holdings and a highly-liquid 
stock market whose success is critical to the nation's economic wealth. However, 
much of the world's oil is produced within very different economic environments to 
those existing in the developed world. Therefore, having established that oil price 
fluctuations have a major impact on share prices within the sector, Chapter 6 set out 
to explore the ways in which exposure to oil price movements manifests itself in a 
country where concern over share prices is not an issue, but in which the oil and gas 
sector is the main determinant of macro-economic performance. 
The results of the 11 interviews with key players in the Libyan oil and gas 
industry are reported in Chapter 6. As the chapter indicates, interviewees including 
academics, Government officials, an Insurance company representative and a senior 
Libyan representative of OPEC, were selected in an attempt to examine as broad as 
possible a range of perspectives on the impact of oil price changes. The evidence 
from the interviews suggests that, in generaL the state of the Libyan macro- and 
micro-economy is perceived as being highly dependent on the oil price~ when oil 
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nse, a positive impact on the Libyan economy is predicted and vice Yersa. The 
interviewees pointed to three main factors that underpin the relationship: (i) the fact 
that Libya's economy is heavily dependent on oil revenues, \\"ith oil exports 
representing about 95% of total hard currency; (ii) the tendency in Libya for the 
level of oil production to be relatively fixed; and (iii) the lack of progress in 
diversifying economic activity, with Libya failing to develop a significant non-oil 
industrial sector. Taken together, the results suggest that although the Libyan 
economy is highly exposed to oil price fluctuations, the Goyernment does have the 
capability to reduce the risk, by encouraging diversification in industrial activity and 
developing flexibility in economic output. The chapter also highlighted the 
perceived (and actual) impact of US and UN sanctions. not just on the Libyan 
economy in general, but on productive activity in the oil and gas sector in particular. 
Considering Chapters 5 and 6 together, it is clear that the impact of oil price 
changes is multi-faceted, with identifiable effects occurring both: (i) at the 
individual firm and sectoral level when verifiable share prices exist (and where the 
stock market and related financial services industry represent major contributors to 
national income); and (ii) (in the absence of a developed stock exchange) on entire 
national economies where a heavy dependence on the sector for economic progress 
exists. To attempt to bring together the analysis of the impact of crude oil price 
movements in the UK and Libya, Chapter 7 provided a comparative analysis of the 
impact of pricing volatility on each country's overall economic performance. Having 
reviewed the comments made by the interviewees regarding the particular effect of 
oil price changes on economic activity, a range of variables, including GDP, foreign 
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balance reserves and central government expenditure were employed as indicators of 
national economic performance. 
The evidence presented in Chapter 7 suggests that the impact of oil price 
changes on the Libyan national economy is positive and highly significant~ but no 
significant relationship could be identified between price movements and the state of 
the UK economy. While these findings are arguably unsurprising, giyen the 
underlying differences in the nature of the two economies outlined in Chapter 3, 
when considered in conjunction with the evidence in Chapters 5 and 6, it suggests 
that nations with an over-dependence on a single industry are more likely to run into 
difficulties when sectoral problems are evident, than diverse economies that rely on 
a number of sectors for productive output, even if the stock market itself is a crucial 
contributor to economic wealth. Interestingly, the results for Libyan and British 
GDP were shown to be broadly consistent with Mork and Olsen's (1994) findings 
for each country. When the evidence contained in this thesis is considered in the 
context of the earlier findings, it would appear to be the case that it is the extent to 
which an economy depends on a single industry that is critical, irrespective of asset 
or financial market structures and the extent or reach of central planning. 
8.4 Limitations 
Although every effort has been made to conduct comprehensive and detailed 
research analysis in each of the three empirical chapters in this thesis, it is 
nevertheless naturally incomplete, and remains subject to a number of limitations. 
The limitations of Chapter 5 can be summed up in three main points. 
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First, the empirical work deliberately concentrated on an analysis of the four-
factor regression model employed in related studies of equity markets in other 
countries, to facilitate maximum comparability with the earlier evidence. In the 
future, and notwithstanding the high degree of consistency between the results of 
this and the previous studies, further researchers may develop models with an 
alternative range of independent variables that more closely predict changes in 
equity values in the oil and gas sector. 
Second, although the decision about which sectors to examine other than oil 
and gas was strongly influenced by assessing the underlying characteristics of each 
of the various industries, the selection was necessarily arbitrary to some degree. The 
results (and their interpretation) therefore need to be conditioned in the light of this 
point. 
Third, the six-monthly focus adopted for the analysis was intended to allow 
any inter-temporal variability in the nature and effect of oil price changes to emerge 
from the study. However, the growing level of instability in the oil industry and 
global equity markets in recent years means that investigation of even shorter sub-
periods might have to become the norm in studies such as this in the future. 
The research method employed in Chapter 6 was interviews; due to time 
pressure, the researcher was able to conduct only 11 interviews and the opinions of 
these experts may not of course represent the views of all similarly-informed 
Libyans. Therefore, the findings of the interview strand of the research may be 
somewhat restricted in the extent to which they can be generalised. In addition, the 
use of the interview method itself is subject to several well-documented limitations, 
ranging from the possible inaccuracies and inconsistencies associated with the 
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interviewee's recollection of events, to the inherent difficulties in identifying a 
representative sample of views that are free from substantive bias. Howeyer. the 
Libyan experts chosen for interview in the present study represent a wide variety of 
backgrounds and appeared to have relevant, detailed and timely knowledge about 
the oil and gas sector in Libya. Further, official statistics were used throughout the 
analysis of the interviews in order to support the interviewees' perceptions whenever 
possible, while the findings from the regression analysis in Chapter 7 tend to support 
the results of the interviews. 
The data used in Chapter 7 was constructed from official statistics for both 
Libya and the UK. The use of such data has a number of potential methodological 
and ontological weaknesses. It has been argued that such data should not be viewed 
simply as social facts, but instead as social and political constructions. For example, 
the data may be based upon the interests of those who commissioned the research in 
the first instance and there is some evidence of concern among academics regarding 
the control of the state over such statistics and their accuracy. However, official 
statistics still represent meaningful data for the construction of knowledge about 
society and social relations and they often lead to the generation of robust and 
significant findings regarding the behaviour of modem society (Bulmer. 1984). 
Finally, it is worth acknowledging that although the variables used in Chapter 7 as 
indicators of the performance of the Libyan and the UK economies were carefully 
selected, and influenced specifically by comments made in the interviews, they are 
not intended to represent an exhaustive set of such measures; incorporation of other 
variables could lead to the generation of empirical results that differ in nature from 
those presented here. 
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8.5 Suggestions for Future Research 
This thesis has reported the results of three forms of empirical analysis that 
attempt to establish and highlight the various effects and implications of oil pricing 
risk in alternative economic environments. There appear to be a number of ways in 
which future research could build usefully on these findings. 
First, empirical work could examine the issues addressed in Chapter 5 of this 
thesis using a more comprehensive dataset; in particular this could incorporate: (i) a 
more recent time period; (ii) an analysis of other industrial sectors; and (iii) data 
relating to other countries. A study addressing these points might be particularly 
insightful, as a more recent time period would be able to incorporate the long-term 
impact of September 11 th 2001, once a sufficient number of years have passed to 
allow meaningful conclusions to be drawn. In addition, future research of the type 
suggested might also shed light on the implications for a country such as the UK of 
moving from being a net oil exporter to a net oil importer, and the effect of the 
record oil prices evidenced during 2004 and early 2005. 
Second, SOlne of the limitations of the thesis outlined in Section 8.4 could 
guide future research endeavours in specific directions. In particular, future 
empirical work might usefully: (i) develop models with a larger number of 
independent variables that more closely predict changes in share values in the oil 
and gas sector; (ii) investigate the link between oil prices and equity values over 
shorter sub-periods; and (iii) use other macro-economic variables as indicators for 
the Libyan and the UK economies. 
Third, further work could also explore the dynamics of trends in oil price 
changes and investigate whether, and to what extent, mean re\'ersion in price 
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movements explains the findings presented in Chapter 7 regarding the lagged and 
leading analysis of the impact of oil prices movements on economic performance. It 
might also be worth examining the extent to which any such relationships exist in 
oil-rich developing countries other than Libya, including those in South America 
and the Middle East. 
Fourthly, future research could usefully examIne the impact of oil pnce 
changes on individual oil and gas companies and investigate how these companies 
manage their exposure to it; in many respects, the world's major oil companies 
closely resemble the economies of oil-dominated countries such as Libya, and a 
comparative analysis of the effect of price fluctuations might prove insightful. 
Finally, as Chapter 3 acknowledges, since completion of the empirical work 
for the thesis, the political and economic landscape in Libya has begun to change; 
moves are apparently taking place to allow the country to integrate more fully with 
the global economic community. Once these changes have had time to take effect, it 
would be worthwhile updating the analysis of Libya contained in Chapters 6 and 7 
desired manner, by leading to the growth of a Libyan economy that is stronger, more 
flexible and less exposed to changes in the market value of crude oil. 
187 
References 
188 
References 
Abbas, H., 1987. Industrial Development and Migrant Labour in Libya. Thesis (PhD). 
Manchester University. 
Abuarrosh, M., 1996. A Cross-Cultural Study of Locus of Control and Self-Esteem as 
Related to Socio Cultural Factors among Libyan and British Postgraduate Student. 
Thesis (PhD). Manchester University. 
Abusneina, M., 1992. Libyan Industrial Exports: Its Present Position and Future Prospects 
- a Study of the Libyan Industrial Sector 1970-1989. Journal of Economic Research, 
National Academy of Scientific Research: The Economic Research Centre, 
Benghazi,4 (1),3-43, (In Arabic). 
Agnaia, A., 1997. Management training and development within its environment: The 
case of Libyan industrial companies. Journal of European Industrial Training, 21 
(3), 117-23. 
Al Shukry, M., 1996. Continuity and Breakdown: The Role of Leadership in Libya's 
Relations with Britain (1951 - 1984). Thesis (PhD). Manchester University. 
Alsoda, A., 1973. Is it necessary adjusting the Libyan Pound versus the Inflation. Studies 
in economy and trade, 9 (2),45-69. (In Arabic). 
Arab Monetary Fund, National Accounts of Arab Countries (various issues). 
Arab Oil and Gas Directory. 1996. "Libya". Paris: Arab Petroleum Research Centre, 233-
268. 
Arab Oil and Gas Directory. 2001. "Libya". Paris: Arab Petroleum Research Centre, 248-
274. 
Arnold, G., 2002. Corporate Finance Management. 2nd ed. UK: Ashford Colour. 
Attiga, A., 1972. Oil Impact in Libyan Economy, 1962-1969. Beirut: Dar El Talia, (In 
Arabic). 
Ayubi, N., 1992. Withered Socialism or Whether Socialism? The Radical Arab States as 
Populist-Corporatist Regimes. Third world Quarterly, 13 (March), 89-107. 
Bait EI-Mal, M., Smith, C. and Taylor, M., 1973. The Development of Accounting in 
Libya. The International Journal of Accounting, Education and Research, 8 (2), 83-
101. 
Bearman, P., 1986. Qadhafi's Libya. London: Zed Books. 
189 
Beenstock, M. and Chan, K., 1986. Testing the Arbitrage Pricing Theory in the CK. 
Oxford Bulletin of Economics and Statistics, 48 (2),121-141. 
Bekaert, G. and Harvey, C., 2000. Foreign speculators and emerging equity markets. 
Journal of Finance, 55 (2), 565-613. -
Bernstein, P., 1996. Against the Gods: the remarkable story of risk. New York: John 
Wiley and Sons. 
Berry, M., Burmeister, E. and McElroy, M., 1988. Sorting Out Risks Using Known APT 
Factors. Financial Analysts Journal, March-April, 29-42. 
Blaikie, N., 1993. Approaches to Social Enquiry. Cambridge: Polity Press. 
Blowers, G. and McLeod, A., 1952. Currency Unification in Libya. international 
Monetary fund StajJpapers, 2 (3), 439-467. 
Brace, N., Kemp, R. and Snelgar, R., 2000. SPSS for psychologists. Chippenham: Antony 
Rowe Ltd. 
Brealey, C. and Myers, S., 1996. Principles of Corporate Finance. New York: McGraw-
Hill. 
Brett, M., 2000. How to Read the Financial Pages. London: Random House Business 
Books. 
Brocato, 1., Kumar, A. and Smith, K., 1989. Individual versus Group Spot Price Forecasts: 
a Study of Relative Accuracy within the Petroleum Industry, Petroleum Accounting 
and Financial Management Journal, 8 (2),47-58. 
Bryman, A., 2004. Social Research Methods. 2nd ed. Oxford: Oxford University press. 
Bulmer, M., 1984. Why don't sociologists m::Jk~ more use of official st2.ti~tic:;? 1;,: ~.1. 
Bultner, Sociological research methods, an introduction. 2nd ed. London: 
Macmillan, 131-152. 
Burbidge, 1. and Harrison, A., 1984. Testing for the Effects of Oil-price Rises using 
Vector Autoregressions. International Economic Review, 25 (2),459-484. 
Burrell, G. and Morgan G., 1979. Sociological Paradigms and Organisational Analysis. 
London: Heinemann Educational Books Ltd. 
Central Bank of Libya, Annual Report, (various issues). 
Central Bank of Libya, Economic Bulletin, (various issues). 
Chamberlain, G. and Rothschild, M., 1983. Arbitrage, Factor Structure. and Mean-
Variance Analysis on Large Asset Markets. Econometrica, 51 (4), 1281-1304. 
190 
Chandy, P. and Kwan, S., 1987. Financial Factors and Their Effect on Beta in the Oil and 
Gas Industry. Journal of Petroleum Accounting: 6 (2)~ 123-134. 
Chen, N. and Ingersoll, 1., 1983. Exact Pricing in Linear Factor ~lodels \\"ith Finitely 
Many Assets: a note. Journal of Finance, 38 (3), 985-988. . 
Chen, N., 1991. Financial investment opportunities and the macroeconomy. Journal of 
Finance, 46 (2), 529-554. 
Chen, N., Roll, R. and Ross, S., 1986. Economic forces and the stock market. Journal of 
Business, 59 (3), 383--403. ' 
Chua, W., 1986. Radical Developments in Accounting Thought. The Accounting Revie11', 
LXI (4), 601-632. 
Clare, A. and Thomas, S., 1994. Macroeconomic Factors, the Arbitrage Pricing Theory 
and the UK Stockmarket. Journal of Business Finance and Accounting, 21 (3),309-
330. 
Connor, G. and Korajczyk, R., 1993. A Test for the Number of Factors in an Approximate 
Factor Model. Journal of Finance, 48 (4), 1263-1291. 
Connor, G., 1984. A Unified Beta Pricing Theory. Journal of Economic Theory, 34 
(December), 13-31. 
Cook, R. and Weisberg S., 1982. Residuals and influence in regression New York: 
Chapman and Hall. 
Copeland, T., Weston, 1. and Shastri, K., 2005. Financial Theory and Corporate Policy. 
4th ed. New York: Pearson Addison Wesley. 
Country Analysis Briefs. (2002). Libya [online]. Available from 
http://www.eia.doe.gov/emeu/cabs/libya.html [Accessed on: 10.07.2002]. 
Country Analysis Briefs. (2005). Libya [online]. Available from 
http://www.eia.doe.gov/emeu/cabs/libya.html [Accessed on: 03.05.2005]. 
Country Analysis Briefs. (2002). United Kingdom [online]. Available from 
http://wvvw.eia.doe.gov/emeulcabs/uk.html [Accessed on: 10.07.2002]. 
Country Analysis Briefs. (2004). United Kingdom [online]. Available from 
http://www.eia.doe.gov/elneuicabs/uk.html [Accessed on: 22.10.2004]. 
Courtney-Clarke, M., 1996. Imazighen the vanishing traditions of Berber women. Thames 
and Hudson: London. 
191 
Creswell, 1., 1998. Qualitative Inquiry and Research Design: Choosing Among Five 
Traditions. London: Sage. 
Crotty, M., 1998. The Foundations o/Social Research. London: Sage. 
Cudd, R. and Crain J., 1994. Risk and return characteristics of oil and gas firms. 
Petroleum Accounting and Financial Management, 13 (1), 117-121. 
Dancy J., (2004). Energy Markets Remain Compelling for Investors [online]. A\"ailable 
from: http://www.financialsense.com/fsu/editorials/danC\//00411117.html 
[Accessed on: 18.01.2004]. 
Daniel, W. and Terrell, 1., 1989. Business Statistics for Management and Economics. 5th 
ed. Boston: Houghton Mifflin. 
Deakin, E. and Deitrick, J., 1982. An Evaluation of RRA and Other Supplemental Oil and 
Gas Disclosures by Financial Analysts. Journal of Extractive Industries Accounting, 
1,63-70. 
Deetz, S., 1996. Describing Differences in Approaches to Organization Science: 
Rethinking Burrell and Morgan and Their Legacy. Organization Science, 7 (2), 
191-207. 
Department of Trade and Industry. (2004). Oil and Gas [online]. Available from 
htip://www.og.dti.gov.uk/information/bbupdates/chapters/Charts24-28.htl11; 
http://www.dti.gov.uk/energy/inform/dukcs/dukes2004/0310ngtcrm.pdf [Accessed 
on: 22.10.2004]. 
Dhrymes, P., Friend, 1. and Gultekin., M., 1984. A critical re-examination of the empirical 
evidence on the arbitrage pricing theory. Journal of Finance, 39 (2): 323-346. 
Dickey, D. and Fuller W., 1979. Distribution of the estimators for autoregressive time 
series with a unit root. Journal of the Amerirrm St(Ttistica! Asscciatfc:;, 74 (:~6G). 
427-431. 
Dickey, D. and Fuller W., 1981. Likelihood Ratio statistics for Auto-regressive time series 
with a Unit Root. Econometrica, 49 (4),1057-1072. 
Dougherty, C., 1992. Introduction to Econometrics. Oxford: Oxeford University Press. 
Easerby-Smith, M., Thorpe, R. and Lowe, A., 1991. Management Research: an 
Introduction. London: Sage. 
EI-Hassia, M. and El-Megarbi, M., 1984. Labour Circulation in the Libyan Oil Industry. 
Libya: Garyuonis University Press, (in Arabic). 
Elfeturi, A., 1987. Oil Price Changes and Economic Growth in Oil-Exporting Countries. 
OPEC RevieHJ, (Autumn), 237-249. 
192 
Elliott, B. and Elliott, 1., 2005. Financial Accounting and Reporting. 9th ed. London: 
Frentice-Hall. '-' 
Elton, E., Gruber, M. and ~ei, J., 1994. Cost of Capital Using Arbitrage Pricing Theory: 
A Case Study of NIne New York Utilities. Financial ,Harkets, Institutions and 
Instruments,3 (3), 46-73. 
Faff, R. and Brailsford, T., 1999. Oil price risk and the Australian stock market. Journal of 
Energy Finance and Development, 4 (1), 69-87. . 
Faff, R. and Chan, H., 1998. A multi factor Model of gold industry stock returns: evidence 
from the Australian equity market. Applied Financial Economics, 8 (1), 21-28. 
Fama, E. and French, K., 1989. Business conditions and expected returns on stocks and 
bonds. Journal of Financial Economics, 25, 23-49. 
Fama, E. and French, K., 1992. The Cross-Section of Expected Stock Returns. Journal of 
Finance, 47 (2), 427-465. 
Fama, E. and French, K., 1995. Size and Book-to-Market Factors in Earnings and Returns. 
Journal of Finance, 50 (1),131-155. 
Fama, E. and French, K., 2002. The Equity Premium. Journal of Finance, 57 (2), 637-659. 
Ferderer, 1., 1996. Oil price volatility and the macroeconomy. Journal of 
Macroeconomics, 18 (1), 1-26. 
Ferson, W. and Harvey, C., 1991. The variation of economic risk premiums. Journal of 
Political Economy, 99 (2), 385-415. 
Fisher, W., 1990. The Middle East and North Africa Report, "Libya". 36th ed. London: 
Europe Publications Limited. 
Fusaro, P., 1998. Energy Risk Management: Hedging Strategies and Instruments for the 
International Energy Markets. New York: McGraw Hill. 
Gill, 1. and Johnson, P., 1997. Research Methods for Managers. 2nd ed. London: Paul 
Chapman. 
Gisser, M. and Goodwin, T., 1986. Crude Oil and the Macroeconomy: Test of Some 
Popular Notions. Journal of Money, 18 (1), 95-103. 
Giurnaz, A., 1985. Economic of Oil: A Case of Libya. Thesis (PhD). University of Keele. 
Godfrey, J., Hodgson, A. and Holmes, S. 2000. Accounting Theory. 4th ed. New York: 
John Wiley and Sons. 
193 
Granger, C., Huang, B. and Yang C., 2000. A bivariate causality between stock Prices and 
exchange rates: evidence from recent Asian flu. The OUG/:terly Re1'iew of Economics 
and Finance, 40 (3), 337-354. -
Gujarati, D., 1995. Basic Econometric, 3rd ed. Singapore: McGraw Hill Inc. 
Hamilton, J., 1983. Oil and the Macroeconomy since World War II. Journal of Political 
Economy, 91 (2), 228-248. ' 
Hamilton, J., 2003. What is an oil shock. Journal of Econometrics. 113,363-398. 
Hammoudeh, S., Dibooglu, S. and Aleisa., 2003. Relationships among US oil prices and 
oil industry equity indices. International Review of Economics and Finance. 183, 1-
29. 
Hammoudeh, S. and Li, H., 2004. The impact of the Asian crisis on the behaviour of US 
and international petroleum prices. Energy Economics, 26, 135-160. 
Harvey, C., 1989. Time-varying conditional covariances in test of asset pricing Models. 
Journal of Financial Economics, 24 (2), 289-317. 
Helliar, C., Lonie, A., Power, D. M. and Sinclair, C., 2002. Managerial Attitudes to Risk: 
a Comparison of Scottish Chartered Accountants and U.K. Managers. Journal of 
International Accounting, Auditing and Taxation, 11, 165-190. 
Higgins, B., 1959. Economic Development, Principles Problems and Policies. New York: 
W.W. North & Compo Inc. 
Higgins, B., 1968. Economic Development: Principles Problems and Policies. 2nd ed., 
London: Constable. 
Holden, K. and Thompson, 1., 1992. Co-Integration: An Introductory Survey. British 
Review of Economic Issues, 4 (33), 1-55. 
Hopper, T. and Powell, A., 1985. Making sense of research intu the 0i'gZiil.i:;z.ticl-::':! .:nd 
social aspects of management accounting: A review of its underlying assumptions. 
Journal of Management Studies, 22 (5), 429-65. 
Horn, M., 2004. OPEC's Optimal Crude Oil Price. Energy Policy, 32,269-280. 
Huang, R., Masulis R. and Stoll H., 1996. Energy Shocks and Financial Markets. The 
Journal o/Futures Markets, 16 (1),1-27. 
Huberman, G., 1982. Arbitrage Pricing Theory: A Simple Approach. Journal of Economic 
Theory, 28 (1), 183-191. 
Hussey, 1. and Hussey, R., 1997. Business Research: A practical guide for undergraduate 
and postgraduate students. UK: Macmillan press Ltd. 
194 
Ingersoll, J., 1984. Some Results in the Theory of Arbitrage Pricing. Journal of Finane!!. 
39 (4), 1021-1039. ~.
International Bank for Reconstruction and Development 1960. The Economic 
Development of Libya. London: The John Hopkins press. 
International Financial statistics, International Monetary Fund, \Vashington. (Various 
issues). 
International Petroleum Encyclopedia, 1997. Prices. USA: Penn well publishing. 
Jaruga, A., 1990. Accounting Functions in Socialist Countries. British Accounting RevieH'. 
22 (March), SI-77. 
Jennings, D., Feiten, J. and Brock, H., 2000. Petroleum Accounting: Principles, 
Procedures and Issues. Sth ed. Texas: Professional Development Institute. 
Johonson, P. and Duherley, 1., 2000. Understanding Management Research. London: 
Sage. 
Jones, C. and Kaul, G., 1996. Oil and the stock markets. Journal o.f Finance. S1, 463-491. 
Jones, K., 1991. The making of social policy in Britain 1830-1990. London: Althone. 
Jorion, P., 1990. The exchange-rate exposure of US multinationals. Journal of Business, 
63 (3), 331-34S. 
Kendall, M. and Buckland, W., 1971. A dictionary 0.[ statistical terms. New York: Hafner 
Publishing Company. 
Khoo, A., 1994. Estimation of foreign exchange exposure: an application to mIllmg 
companies in Australia. Journal of International Money and Finance, 13 (3), 342-
363. 
Kilani, A., 1998. The Current and Future of Financial Performance Reports in Libya. 
Journal of Economic Research, National Academy of Scientific Research: 
Economic Research Centre, Benghazi, 9 (2), 203-31, (In Arabic). 
Kohl, L., 2002. OPEC behavior, 1998-2001. The Quarterly Review of Economics and 
Finance, 42, 209-233. 
Koop, G., 200S. Analysis of Economic Data. 2nd ed. Chichester: John Wiley and Sons. 
Kuhn, T. 1970. The Structure of Scientific Revolutions. 2nd ed. Chicago: University of 
Chicago Press. 
Kulendrana, N. and Wittb, S., 2003. Leading indicator tourism forecasts. Tourism 
Management. 24. S03-S1 O. 
195 
Laughhunn, D., Payne, J., and Crum, R., 1980. Managerial risk preferences for be1o\\'-
target returns. Management Science~ 26, 1238-1249. 
Laughlin, R. and Lowe, A., 1990. A Critical Analysis of Accounting Thought: Prognosis 
and Prospects for Understanding and Changing Accounting Systems Design. In: D. 
Cooper and T. Hopper, eds. Critical Accountants. London: r-..1acmillan, 15-43, 
Lee, K. and Ni, S., 1995. Oil shocks and the macroeconomy: the role of price variability, 
Energy journal, 16 (4), 39-56. -
Lee, K. and Ni, S., 2002. On the dynamic effects of oil price shocks: a study using 
industry level data, Journal of Monetary Economics, 49. 823-852. 
Louden, G., 1993. The foreign exchange operating exposure of Australian stocks. 
Accounting and Finance, 32 (l), 19-32. 
Mahajan, S. (2004). Oil and Gas Sector, 1992-2002 [online]. Available from 
http://www.statistics.gov.uk/artic1es/economic trends/Oil and gas 2004 Edition.p 
df [Accessed on: 28.10.2004]. 
Mahmud, M. and Russell, A., 2002. Evidence that the terms of petroleum contracts 
influence the rate of development of oil fields. OPEC Review, March, 21-44. 
Mahmud, M., 1997. Accounting and the economic development of the oil and gas sector 
in Libya: historical review, theoretical analysis and empirical investigation. Thesis 
(PhD). Dundee University. 
Malliaris, A. and Urrutia, J., 1995. The impact of the Persian Gulf crisis on national equity 
markets. Advances in International Banking and Finance, 1,43-65. 
March, J. and Shapira, Z., 1987. Managerial perspectives on risk and risk-taking. 
Management Science, 33,1404-1418. 
Martin, J. and Keown, A., 1977. Interest rate sensitivity and portfolio risk. Journal of 
Financial Quantitative Analysis, 12 (2), 181-195. 
M T 2001 SocI'al research: issues, methods and process. Buckingham: Open ay,., . 
University press. 
Megna, R and XU, Q., 2003. Forecasting the New York State economy: The coincident 
and leading indicators approach. International Journal of Forecasting, 19. 701-713. 
Miller, E., 1991. Arbitrage Pricing Theory: A Graphical Critique. Journal of Portfolio 
Management, 18, 72-76. 
Ministry of Planning, Department of National Accounts, National Accounts, Libya, 
(various issues), (In Arabic). 
196 
Ministry of Pla~ing, Economy and Trade, 1997. The Follow up Report of 
ImplementatIOn of the Three Year Program (1994-96), Libya, (In Arabic). 
Ministry of Planning, Socio-Economic Transformation Plan (1976-1980), Libya. (In 
Arabic). . . 
Ministry of Planning, the (1981-1985) Economic and Social Transformation Plan, Libya, 
(In Arabic). 
Ministry of Planning, Three-Year Socio-Economic Development Plan (1973-1975), Libya, 
(In Arabic). 
Ministry of Planning. 1993. Trade and Treasury, Summery of the Three Year Program 
(1994-1996), Libya, (In Arabic). 
Ministry of Planning. 1998. Economical and Social Development Achievements in 28 
years, Libya, (In Arabic). 
Morgan, G., 1979. Response to Mintzberg. Administrative Science Quarterly, 24 (1), 137-
139. 
Morgan, G. and Slnircich, L., 1980. The Case for Qualitative Research. Academy of 
Management Review, 5 (4), 491-500. 
Morgan, G., 1988. Accounting as reality construction: Towards a new epistemology for 
accounting practice. Accounting, Organizations and Society, 13 (5),477-85. 
Mork, K. and Olsen, 0., 1994. Macroeconomic responses to oil price Increases and 
decreases in seven OECD countries. Energy Journal, 15 (4),19-35. 
Mork, K., 1989. Oil and the macroeconomic when prices go up and down: an extension of 
Hamiltons's results. The Journal of Political Economy, 97 (3), 740-744. 
Morrison, K. and Johnson, S., 2004. UK Shifts to Net Oil Importer for First time in 11 
Years. Financial Times, 11 th August. P .21 b. 
Oakshott, L., 1998. Essential quantitative methods. Chippenham: Antony Rowe Ltd. 
Pallant, 1. 2001. SPSS Survival Manual: A Step-by-step Guide to Data Analysis Using 
SPSS for Windows. Australia: Allen & Unwin. 
Papapetrou, E., 2001. Oil price shocks, stock market, economic activity and employment 
in Greece. Energy Economics, 23, 511-532. 
Philips, P. and Perron, P., 1988. Testing for a Unit Root in time Series Analysis. 
Biometrika, 75 (2), 335-346. 
197 
Philip~oi.·' 1987. Time Series Regression with a Unit Root. Econometrica. 55 (2), 277-
Pike, R. and Neale, B., 2003. Corporate Finance and Investment. 4th ed .. London: Pearson 
Education. 
Pring, M., 1991. Technical analysis explained. 3rd ed. New York: McGraw Hill Inc. In: P. 
Sadorsky, 200l. Risk factors in stock returns of Canadian oil and gas companies. 
Energy Economics, 23, 17-28. 
Reinan, .T., (2004). Oil Prices sit another record [online]. Available from: 
http://www.startribune.com/stories/535/4904042.html [Accessed on: 2.08.2004]. 
Reinganum, M., 1981. The Arbitrage Pricing Theory: Some Simple Tests. Journal of 
Finance, 36, 313-322. 
Rivera, D., 2003. Final Warning: A History of the New World Order. Revised Edition. 
California: Conspiracy Books. 
Roeber, J. 1993. The Evaluation of Oil Markets: Trading Instruments and Their Role in 
Oil Price Formation. London: The Royal Institute of International Affairs. 
Roll, R. and Ross, S., 1980. An Empirical Investigation of the Arbitrage Pricing Theory. 
Journal of Finance, 35 (5), 1073-1104. 
Roll, R., 1977. A Critique of the Asset Pricing Theory's Tests. Journal of Financial 
Economics, 4, 129-176. 
Ross, S., 1976. The Arbitrage Theory of Capital Asset Pricing. Journal of Economic 
Theory, 13 (1),341-360. 
Sadorsky, P. and Henriques, I., 200l. Multifactor risk and the stock returns of Canadian 
paper and forest products companies. Forest Policy and Economics, 3,199-208. 
Sadorsky, P., 1999. Oil price shocks and stock market activity. Energy Economics, 21, 
449-469. 
Sadorsky, P., 200l. Risk factors in stock returns of Canadian oil and gas companies. 
Energy Economics, 23, 17-28. 
Sadorsky, P., 2003. The Macroeconomic Determinants of Technology Stock Price 
Volatility. Review of Financial Economics, 12 (2), 191-205. 
Sanger, R., 1975. Libya Conclusions on an Unfinished Revolution. The Middle East 
Journal, 29 (4), 409-417. 
Sargan, J. and Bhargava, A., 1983. Testing Residuals from Least. Squares Regr..,ession for 
being Generated by the Gaussian Random Walk. Econometnca~ 51 (l ), 15 J -17-+ 
198 
Seba, R. 1998. Economics of Worldwide Petroleum Production. 2nd ed. Oklahoma: oil & 
gas consultants international, Inc. 
Seiichi H .. and Masakazu K., (1972). Risk analysis in the petroleum production industry 
[~nh~e]. . Available from: http://speonline.spe.org/cgi-
bln!vlewpaper.cgl?paper=00004295.sgm [Accessed on: 29.07.2004]. 
Sekaran, U., 2003. Research Methods for Business: A Skill - Building Approach. 4th ed. 
New York: John Wiley and Sons. 
Seven Sisters Oil Companies. [online]. Available from: http://www.fact-
index.cOln/s/se/seven sisters oil companies .html [Accessed on: 20.08.2004]. 
Shamia, A., 1991. The Libyan exports and its role in the economy. Journal of Economic 
Research, National Academy of Scientific Research: The Economic Research 
Centre, Benghazi, 3 (2),135-59, (In Arabic). 
Sheng, H. and Tu, A., 2000. A study of co-integration and variance decomposition among 
national equity indices before and during the period of Asian financial crisis. 
Journal of Multinational Financial Management. 10, 345-365. 
Snedecor, G. and Cochran, W., 1980. Statistical Alethods. ill ed. Amers: Lowa state 
University press. 
Stake, R., 1995. The Art of Case Study Research. London: Sage. 
Steel, R., 1967. North Africa. New York: The H.W.Wilson. 
Stevens P., (2001). Future oil prices: Influences and instability [online]. Available from: 
http://www.dundee.ac.uk/ccpmlp/journal/html/articale 8-13 .html [Accessed on: 
20.01.2002]. 
Stone, B., 1974. Systematic interest-rate risk in a two-index Model of returns. Journal of 
Financial Quantitative Analysis, 9, 709-725. 
Stonham, P., 1999. Too close to the hedge: the case of long term capital management LP: 
Part one: hedge fund analytics. European Management Journal, 17 (3), 282-289. 
Strong, N., 1992. Modelling abnormal returns: review article. Journal of Business Finance 
and Accounting, 19 (4),533-553. 
Tabachnick, B. and Fidell, L., 1996. Using Multivariate statistics. 3rd ed. New York: 
Harper Collins. 
The Economist Intelligence Unit, (1997-1998) Country Profile: Libya. London. 
The Energy Report, 1995. Oil and Gas Resources of the United Kingdom. London: 
HMSO. 
199 
United Nations, 1991. Economic commission for Africa, Survey of Economic and social 
conditions Africa, 1990/91. Addis Ababa, Ethiopia: United ~ations. 
United States Energy Information Administration. (1999). International Petroleum Data 
[online]. Available from: http://www.eia.doe.!!o\'1 [Accessed on: 10.07.2002]. 
Urrutia, 1. and Malliaris, A., 1997. Equity and Oil Markets under External shocks. In: D. 
Ghosh and E. Ortiz, The global structure of financial market. London: Routledge. 
103-116. 
Vandewalle, D., 1998. Libya since Independence: Oil and State-Building. London: 
Cornell University press. 
Widdershoven, C. (2002). Libya's Oil & Gas Sectors Leading New Ventures? [online]. 
Available from: http://www.mideastinfo.com/archive/cw/libvaoil.htm [Accessed on: 
14.08.2002]. 
Williams 1., (2001). Oil price history and analysis [online]. Available from: 
http://www.wtrg.com/prices.httm [Accessed on: 20.01.2002]. 
Williams, J., and Jackson, G., 1994. Controlling price risk. Petroleum Accounting and 
Financial Management, 13 (1), 88-116. 
Wilson, T., 1986. Financial aspects of the oil and gas exploration and production 
industry. Thesis (PhD). University of Exeter. 
Wright, J., 1981. Libya: A Modern History. London: Croom Helm. 
Zeelenberg, M., Beattie, J., Van der Pligt, J. and De Vries, N., .1996. C~n~equence~ of 
Regret Aversion: Effects of Expected Feedback on RIsky DecIsIOn Makll1g. 
Organizational Behavior and Human Decision Processes, 65, 148-158. 
Zuhri, Z., 1978. Socio- Economic Transformation and the Problem of Migration in Libya: 
A . r...... t . 'T'l- : ~ (Dl~ n, Ih<> T T,...,;~,prC';t" ()f Hllll case stuay 0] nengrLUZl. 1 leSl;, .J. H..IJ) • ..I. .1,-, '--' UA • _. ~'-'; ~ ~ ~ -. - • 
Appendices 
Appendices 
Appendix 2.1: Details of Events Noted in Figure 2.1 
1. OPEC begins to assert power: tax rate and posted prices rise. 
2. OPEC begins the nationalisation process, and raises prices in response to the 
falling value of the US dollar. 
3. Negotiations for gradual transfer of ownership of western assets in OPEC 
countries. 
4. Oil embargo begins (October 19-20, 1973). 
5. OPEC freezes posted prices; US begins mandatory oil allocation. 
6. Oil embargo ends (March 18.1974). 
7. Saudis increase tax rates and royalties. 
8. US crude oil entitlements program begins. 
9. OPEC announces 15% revenue increase, effective from October 1. 1975. 
10. Official Saudi Light price held constant for 1976. 
11. Iranian oil production hits a 27-year low. 
12. OPEC decides on a 14.50/0 price increase for 1979. 
13. Iranian revolution; Shah deposed. 
14. OPEC raises prices by 14.5% (April 1, 1979). 
15. US phased price decontrol begins. 
16. OPEC raises prices by 15%. 
17. Iran takes hostages; President Carter halts imports from Iran: Iran cancels liS 
contracts; Non-OPEC output hits 17.0 million bid. 
18. Saudis raise marker crude price from 19$/bbl to 26$/bbl. 
19. \\Tindfall Profits Tax enacted. 
LV. K.UWaItl, Iraman and LIbyan production cuts reduce OPEC oil production to 
27 million bid. 
21. Price of Saudi Light raised to $28/bbl. 
22. Price of Saudi Light raised to $34/bbl. 
23. First major fighting in Iran-Iraq War. 
24. President Reagan abolishes remaining price and allocation controls. 
25. Spot prices dominate official OPEC prices. 
26. US boycotts Libyan crude: OPEC plans 18 million bid output. 
27. Syria cuts off Iraqi pipeline. 
28. Libya initiates discounts; Non-OPEC output reaches 20 million bid; OPEC 
output drops to 15 million bid. 
29. OPEC cuts prices by $5/bbl and agrees to 17.5 million bid output. 
30. Norway, the United Kingdom and Nigeria cut prices. 
31. OPEC accord cuts Saudi Light price to $28/bbl. 
32. OPEC output falls to 13.7 million bid. 
33. Saudis link to spot price and begin to raise output. 
34. OPEC output reaches 18 million bid. 
35. W ide use of nelback priciug. 
36. Wide use of fixed prices. 
37. Wide use of formula pricing. 
38. OPEClNon-OPEC meeting failure. 
39. OPEC production accord; FulmariBrent production outages in the North Sea. 
40. Exxon's Valdez tanker spills 11 million gallons of crude oil. 
41. OPEC raises production ceiling to 19.5 million bid. 
42. Iraq invades Kuwait. 
""TJ. V!-,~la.l1UU uesen ~IOrm oegms; 1"1.3 million barrels of Strategic Petroleum 
Reserves (SPR) crude oil sales are awarded. 
44. Persian Gulf War ends. 
45. Dissolution of Soviet Union; Last Kuwaiti oil fire IS extinguished on 
November 6, 1991. 
46. UN sanctions threatened against Libya. 
47. Saudi Arabia agrees to support OPEC price increase. 
48. OPEC production reaches 25.3 million bid, the highest in over a decade. 
49. Kuwait boosts production by 560,000 bid in defiance of OPEC quota. 
50. Nigerian oil workers' strike. 
51. Extremely cold weather in the US and Europe. 
52. U.S. launches cruise missile attacks into southern Iraq following an Iraqi-
supported invasion of Kurdish safe haven areas in northern Iraq. 
53. Iraq begins exporting oil under United Nations Security Council Resolution 
986. 
54. Prices rise as Iraq's refusal to allow United Nations weapons inspectors into 
"sensitive" sites raises tensions in the oil-rich Middle East. 
55. OPEC raises its prociudiull ceiling by 2.5 million barrels per day to 27.5 
million barrels per day. This is the first increase in 4 years. 
56. World oil supply increases by 2.25 million barrels per day in 1997, the largest 
annual increase since 1988. 
57. Oil prices continue to plummet as increased production from Iraq coincides 
with a lack of growth in Asian oil demand due to the Asian economic crisis 
and increases in world oil inventories following two unusually warm winters. 
58. OPEC pledges additional production cuts for the third time since \farch 1998: 
total pledged cuts amount to about 4.3 million barrels per day. 
59. Oil prices triple between January 1999 and September 2000 due to strong 
world oil demand, OPEC oil production cutbacks and other factors includina , :;, 
weather conditions and low oil stock levels. 
60. President Clinton authorizes the release of 30 million barrels of oil from the 
SPR over 30 days to bolster oil supplies, particularly heating oil in the 
Northeast. 
61. Oil prices fall due to weak world demand (largely as a result of 
economic recession in the United States) and OPEC overproduction. 
62. Oil prices decline sharply following the September 11, 2001 terrorist attacks 
on the United States, on increased fears of a sharper worldwide economic 
downturn (and therefore sharply lower oil demand). Prices then increase 
following oil production cuts by OPEC countries and non-OPEC at the 
beginning of 2002, plus unrest in the Middle East and the possibility of 
renewed conflict in Iraq. 
63. OPEC oil production cuts, unrest in Venezuela, and rising tension in the 
Middle East contribute to a significant increase in u11 priCeS bctv;ceil J~~'l::rry 
and June. 
64. A general strike in Venezuela, concern over a possible military conflict in Iraq 
and cold winter weather all contribute to a sharp decline in U.S. oil inventories 
and cause oil prices to escalate further at the end of the year. 
65. Continued unrest in Venezuela and oil traders' anticipation of imminent 
military action in Iraq causes prices to rise in January and February 2003. 
00. lVlllltary actIon commences m Iraq on March 19~ 2003. Iraqi oil fields are not 
destroyed as had been feared. Prices fall. 
67. OPEC delegates agree to lower the carters output ceiling by 1 million bid, to 
23.5 million bid, effective from April 2004. 
68. OPEC agrees to raise its crude oil production target by 500,000 barrels (2% of 
current OPEC production) by August 1 in an effort to moderate high crude oil 
pnces. 
69. Hurricane Ivan causes lasting damage to the energy infrastructure in the Gulf 
of Mexico and interrupts oil and natural gas supplies to the US. US Secretary 
of Energy Spencer Abraham agrees to release 1.7 million barrels of oil in the 
form of a loan from the SPR. 
Appendix 2.2: Standard Oil Company 
Standard Oil was an oil refining company owned by John D. Rockefeller and 
partners in 1863. On the 10th of January 1870~ he formed the Standard Oil 
Company of Ohio and began his strategy of buying the competition and 
consolidating all oil-refining under one company. By 1878 Standard Oil held 
about 90% of the refining capacity in the US. On 15th May 1911, the company 
was broken up after the US Supreme Court declared that the company was an 
unreasonable monopoly under the Sherman Antitrust Act and ordered it to be 
dissolved. However, with the market now dominated by four companies it has 
been argued that the current structure closely resembles its state when dominated 
by the original Standard Oil Company (Rivera, 2003). 
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Appendix 3.1: Gross Domestic Product in Libya by Sector in the 
Period 1962-2001 (%) 
SECTOR/YEAR 1962 1963 1964 1965 1966 1967 1968 1969 1970 1971 
Agriculture, Forest and Fish 9.6 6.4 4.6 5.1 4.3 4.1 3.1 3.1 2.6 2.1 
Oil & Natural Gas 24.4 42.3 53.7 54.9 56.1 53.8 60.5 61.7 63.1 58.2 
Mining & Quarryinq 0.4 0.3 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.5 
Manufacturing 5.8 4.2 3.2 2.6 2.3 2.2 1.9 1.7 1.7 1.5 
Electrity and Water 0.6 0.5 0.4 0.4 0.4 0.4 0.4 0.5 0.5 0.5 
Construction 6.6 5.4 5.9 7.1 7.1 8.9 8.3 7.1 6.8 7.4 
Trade, Restaurant and Hotels 9.1 7.1 5.5 5.1 5.2 4.8 4.2 4 3.7 4.8 
Transport and Communication 5.5 4.8 4.1 3.8 3.9 4.2 3.7 3.3 3.4 5.5 
Banking and Insurance 1.1 0.9 0.7 0.7 0.7 0.7 0.6 0.6 1 1.8 
Housing 18.9 13.1 9.2 7.4 6.9 7.2 5.5 5.7 4.6 4.3 
Public Services 10 8.3 7.1 7.5 7.8 8.4 7.2 7.2 7.6 8.5 
Education Services 3.2 3 2.6 2.6 2.6 2.6 2.4 2.9 3.1 2.9 
Health Services 1.4 1.1 0.9 0.9 1 1 1 1.1 1.2 1.4 
Other Services 3.4 2.6 1.9 1.7 1.6 1.5 1.1 1 0.6 0.6 
100 100 100 100 100 100 100 100 100 100 
Appendix 3.1 (continued) 
Gross Domestic Product in Libya by Sector in the Period 1962-2001 
(%) 
Sector/year 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 
Agriculture, Forest and Fish 2.5 2.7 1.7 2.3 2.1 1.6 2.2 1.9 2.2 3.1 
Oil & Natural Gas 52.5 51.9 62.9 53.4 57.7 58.4 51.1 59.8 61.8 50 
Mining & Quarrying 0.5 0.5 0.4 0.5 0.5 0.5 0.6 0.6 0.5 0.6 
Manufacturing 1.8 2 1.5 1.8 1.9 2.2 2.7 2.4 2 2.9 
Electrity and Water 0.5 0.5 0.3 0.5 0.5 0.5 0.6 0.5 0.5 0.6 
Construction 10.4 12 9.9 11.8 10.8 10.7 12.4 9.6 10.4 11.3 
Trade, Restaurant and Hotels 5.5 5.7 4.9 6.1 5.5 5.2 0.2 5 4.~ 
~ . 
I . Lt 
Transport and Communication 5.7 5.9 4.1 4.8 4.1 3.9 4.6 3.8 4 5.6 
Banking and Insurance 2.1 2.4 1.9 2.7 2.5 2.6 3.2 2.6 2.3 3.4 
Housing 4.4 3.9 2.9 3.6 3 2.8 3.1 2.5 2 2.5 
Public Services 8.5 7.2 5.5 7 6.2 6.4 7.5 6.7 5.7 7.4 
Education Services 3.5 3.3 2.5 3.3 3.1 3.1 3.4 2.7 2.2 3.1 
Health Services 1.5 1.5 1 1.4 1.4 1.4 1.7 1.3 1.1 1.5 
Other Services 0.6 0.5 0.5 0.8 0.7 0.7 0.7 0.6 0.4 0.6 
100 100 100 100 100 100 100 100 100 100 
208 
Appendix 3.1( continued) 
Gross Domestic Product in Libya by Sector in the Period 1962-2001 
(%) 
SECTOR/YEAR 82 83 84 85 86 87 88 89 90 91 A_griculture, Forest and Fish 3.2 3.6 4.1 4.4 5.7 6.9 6.5 5.9 5.1 5.5 Oil & Natural Gas 47.4 44.9 41.1 44.6 35.6 28.8 24.7 27 35.4 33 Mining & Quarrying 0.7 0.8 0.7 0.6 0.9 1.2 1.4 1.4 1.4 1.3 Manufacturing 3 3.9 4.6 5.4 5.3 7.1 7.3 6.7 7.1 6.7 Electri!y and Water 0.8 0.9 1.2 1.4 1.7 2 2 2.4 2 2.2 Construction 13.2 12 11.1 8.6 7.3 6.9 6.2 6.4 5.9 4 Trade, Restaurant and Hotels 6.6 5.7 5.5 7.3 9.4 11.1 11.7 11 10.2 10.4 
Transport and Communication 5.2 5.4 5.9 6 7.2 9.3 9.5 8.4 8.3 8.3 
Banking and Insurance 2.9 3.7 3.6 3.2 6.1 5.5 4.4 4.4 3.7 3 
Housing 2.5 2.8 3.1 3.1 3.7 4.5 4.6 4.2 3.9 3.7 
Public Services 8.4 8.8 10.5 6.3 6.7 6 7.8 8.3 7 9.2 
Education Services 3.9 4.8 5.4 5.5 6.3 5.8 8.3 8.3 5.5 7.3 
Health Services 1.5 1.9 2.2 2.4 2.7 2.8 3.3 3.4 2.3 3.1 
Other Services 0.7 0.8 1 1.2 1.5 2 2.2 2.1 2.2 2.4 
100 100 100 100 100 100 100 100 100 100 
Appendix 3.1 (continued) 
Gross Domestic Product in Libya by Sector in the Period 1962-2001 
(%) 
SECTOR/YEAR 92 93 94 95 96 97 98 99 2000 2001 
Agriculture, Forest and Fish 5.5 5.8 6.1 6.4 6.6 9.18 11.1 10.3 8.17 8.59 
Oil & Natural Gas 28.3 27.1 25.8 25.3 24 32.6 22.1 28.4 37.8 34.1 
Mininjl & Quarrying 1.4 1.5 1.7 1.5 1.8 1.43 1.57 1.59 1.78 1.93 
Manufacturing 7.8 8.3 8.8 9.3 9.4 5.93 6.18 6.13 5.52 5.91 
Electrity and Water 1.9 1.9 1.9 2 2 1.77 2.06 1.92 1.66 1.76 
Construction t:>.L J.2 ~ A r- C' c:: Q 5.09 5.65 5.71 6.17 6.73 0.1 ...J.V v.~ 
Trade, Restaurant and Hotels 10.6 10.8 11.1 11.2 11.4 11.7 13.6 12 9.65 10.2 
TransRort and Communication 8.5 8.8 8.5 8.7 8.7 8.18 9.26 8.61 7.11 7.47 
Bankinjl and Insurance 2.7 2.7 2.7 2.7 2.7 1.86 2.18 2.3 1.99 2.1 
Housing 3.8 3.8 3.8 3.7 3.6 3.12 3.51 3.22 2.73 2.9 
Public Services 12.9 12.7 12.3 12.2 11.4 7.99 9.38 8.08 7.02 7.33 
Education Services 6.2 6.1 5.9 5.8 5.5 5.64 6.98 5.93 5.23 546 
Health Services 2.5 2.5 2.4 2.3 2.2 3.05 3.8 3.25 287 3 
Other Services 2.6 2.8 2.9 3.3 3.9 2.36 2.67 2.55 2.3 244 
100 100 100 100 100 100 100 100 100 100 
Source: (i) Ministry of Planning, Department National Accounts, National Accounts. Libya. (various 
issues) and (ii) Central Bank of Libya, Economic Bulletin, (various issues). 
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Appendix 3.2: Per Capita Income in Libya in the Period 1962-2001 
Year LP $ Year LP $ 
1966 379.0 135.8 1984 2143.0 634.5 
1967 430.0 152.7 1985 2170.0 642.5 
1968 595.0 212.6 1986 1848.0 582.1 
1969 654.0 233.6 1987 1507.0 444.0 
1970 656.0 234.3 1988 1524.0 438.8 
1971 776.0 261.1 1989 1644.0 491.9 
1972 823.0 271.3 1990 1713.0 483.6 
1973 970.0 287.2 1991 1786.0 508.8 
1974 1576.0 466.7 1992 1773.0 529.2 
1975 1416.0 419.3 1993 1842.0 593.9 
1976 1730.0 512.3 1994 2034.0 735.5 
1977 1962.0 580.9 1995 2205.0 779.7 
1978 1870.0 553.7 1996 2347.0 868.4 
1979 2487.0 736.4 1997 2426.0 946.1 
1980 3318.0 982.5 1998 2271.8 1022.3 
1981 2562.0 758.6 1999 2535.6 1191.7 
1982 2444.0 723.7 2000 3174.2 1587.1 
1983 2205.0 652.9 2001 3171.4 4186.3 
Source: (i) Ministry of Planning, Department National Accounts, National Accounts, Libya, (various 
issues), (ii) Central Bank of Libya, Economic Bulletin, (various issues), and (iii) Arab Monetary Fund, 
National Accounts of Arab Countries (various issues). L YO = Libyan Dinars, $ = US Dollars. 
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Appendix 3.3: Original Allocation, Final Version, and A .. ctual 
Expenditure in the Five-year Plan 1963-1968 and Additional Year 
1969 (MLYD) 
Sector O.A. % F.V. % A.E. % 
Agriculture and Forestry 29.3 17.3 63 10.1 65.4 11.9 
Industry 6.9 4.1 32.6 5.2 28.5 5.2 
National Economy 2.9 1.1 5.5 0.9 4.3 0.8 
Com m u nications 27.5 16.2 118.6 19 91.6 16.6 
Public Works 38.7 26.6 82.2 13.1 - -
Education 22.4 13.1 59.9 9.6 47.6 8.6 
Health 12.5 7.4 24.3 3.9 16.5 3 
Labour & Social Affairs 8.7 5.1 29.7 3 20.2 3.7 
News & Guidance 2.6 1.5 10.4 1.7 6.6 1.2 
Public Administration 6.4 3.8 0.8 0.1 46.3 8.4 
Planning & Development 11.4 6.7 9.7 1.5 5 0.9 
Housing - - 109.3 17.5 192.2 29.4 
Interior - - 52.3 8.4 - -
Electricity - - 25.3 5 56.8 10.3 
Other - - 1.7 0.3 10.3 -
Total 169.1 100 625.3 100 551 100 
Source: Giurnaz, (1985). O.A. = Original Allocation, F.V. = Final Version, and A.E. = Actual 
Expenditure. 
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Appendix 3.4: Socio-Economic Development Plan Expenditure 1973-
1975 
Sector 1973-1975 
MLP % 
Agriculture, Forest & Fish 327.8 16.6 
Oil & Natural Gas 48.9 2.5 
Mining & Quarrying 2.9 0.2 
Manufacturing Industry 231.6 11.8 
Electricity & Water 257.4 13.1 
Construction 6.2 0.3 
Wholesale & Retail Trade 1 0.1 
Transport & Communication 253.8 12.9 
Banks & Insurance 0.4 0 
Housing 361.3 18.4 
Public Services 186.7 9.5 
Education Services 192.1 9.8 
Health Services 71 3.6 
Other Services 0 0 
Reserve 23.9 1.2 
Total 1965 100 
Source: Ministry of Planning, Three-Year Socio-Economlc Development Plan (1973-1975), p 90. 
ML YD= Million Libyan Dinar. 
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Appendix 3.5: Socio-Economic Development Plan Expenditure 1976-
1980 
Sector 1976-1980 
MLP % 
Agriculture and Agrarian Reform 445.3 6.2 
Integrated Agricultural Developments 781.3 10 9 
Industry and Mineral Resources 1089.7 15.2 
Oil & Gas 648.2 9 
Electricity 543.6 7.6 
Transport & Communication 632.1 8.8 
Education 470.4 6.6 
Health 171.4 2.4 
Manpower 41.8 0.6 
Social Security 43.2 0.6 
Housing 794.2 1 1 . 1 
Economy 32.7 0.5 
Sport, Information & Culture 91.3 1.3 
Municipalities 552.7 7.7 
Planning 56.7 0.8 
Reserve 325.3 4.5 
Nutrition & Sea Wealth 41.4 0.6 
Marine Trans port 373.5 5.2 
S ecu rity Services 35 0.5 
Total 7170 100 
Source: Ministry of Planning, Socio-Economic Transformation Plan (1976-1980), p. 58. i\!LYD= Million 
Libyan Dinar. 
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Appendix 3.6: Socio-Economic Development Plan Expenditure 1981-
1985 
5 ecto r 1981-1985 
M LP % 
Agriculture & Land Reclam ation 3100 18.2 
Light Industry 1200 7 
He a vy In d u s try 2730 16.1 
Oil & Gas 200 1 .2 
E Ie ctric ity 2000 1 1 .8 
Education 1000 5.9 
Information & Culture 150 0.9 
Labour Force 150 0.9 
H ea Ith 560 3.3 
Social Security 130 0.8 
Sport 100 0.6 
Housing 1700 10 
Public Utilities 1300 7.6 
Transport & Com m unication 2100 12.3 
Economy 500 2.9 
Planning 80 0.5 
SUb-total 17000 100 
Projects Reserves 1500 
Total 18500 
Source: Ministry of Planning, the (1981-1985) Economic and Social Transformation Plan, p. 52. ML YD= 
Million Libyan Dinar. 
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Appendix 3.7: Actual and Allocated Expenditure under the Three-year 
Programme 1994-1996 
Allocation Actual Percentage of actual Percentage of actual 
Sector investment expenditure of each investment to 
(MLP) (MLP) sector to tota I (%) allocation (%) 
Agriculture 158 49.13 3.4 31 
Industry 94.7 132.8 9.1 140 
Energy 332 371.5 25.6 111 
Education 289 127.9 8.8 44 
Media & Culture 12 5 0.3 41.6 
Health & Social Security 205 87.9 6.1 42.8 
Transport 194 66.05 4.6 34 
Planning 17.9 10.8 0.7 60 
Economic 6 1.975 0.1 33 
Sea Resources 25.6 15.85 1.1 62 
Justice & General Security 12.3 6.2 0.4 50.4 
Administration Centres 240 271.911 18.7 113 
Human Resource 32 32 2.2 100 
Housing & Public Utilities 297.45 140.4 9.7 47 
Tourist 3 2.4 0.2 80 
Animal Resources 11 8.25 0.6 75 
Man-Mad River 100 20 1.4 20 
Finance 5 0 0 0 
Previous Commitments 100 33 2.3 33 
Reserve & Maintenance 264.35 67.5 4.7 25 
Total 2400 1450.566 100 60.44 
Source: Ministry of Planning, Economic and Trade (1997) The Follow Up Report of ImplementatIOn of 
the Thrl;'e-Yeflr Programme (1994-1996). ML YD= Million Libyan Dinar. 
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Appendix 5.1: Statistics used in the Analysis of the Results 
The t-statistic is calculated by dividing the coefficient value by the estimated 
standard deviation (SD) of each of the least squared estimates. Each t-ratio tests whether 
a particular independent variable is useful in predicting the dependent \'ariable, To test 
whether or not a particular variable can be omitted from the model, flo: f3x = ° is 
compared with the alternative HI: f3x ::j:. 0, (where f3x is the coefficient f3 for the 
independent variable x). The test statistic is: 
t ratio = f3x / standard deviation of f3x 
When Ho: f3x = 0 is true, this comes from a t distribution with n - k - I degrees of 
freedom, where n is the number of observations in the sample and k is the number of 
independent variables in the model. The p-value indicates the significance or otherwise 
of the values estimated. For example when the p-value of a particular independent 
variable is more than 0.05, then the null hypothesis H(): f3x = 0, can not be rejected at 
95% confidence level and a conclusion that the independent variable is not useful In 
predicting the dependent variable is valid (Oakshott,1998). 
R is a measure of the correlation between the observed value and the predicted 
value of the dependent variable. R squared (R2) is the square of this measure of 
correlation and indicates the proportion of the variance in the dependent variable. In 
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essence, this is a measure of h II h . . 
ow we t e Independent vanable can be used to predict 
the dependent variable (Brace, et al., 2000). 
The F test is the test statistic for an overall test of the whole model. It tests the 
null hypothesis (Ho) that all coefficient estimates are simultaneously equal to zero 
against the alternative hypothesis (HI) that at least one coefficient is not equal to zero. 
When Ho is true, the model is just Y =a + E, so we can predict just as well without the 
independent variables. When HI is true, a combination of one or more of the 
independent variables is useful in predicting the dependent variable. The test statistic, F 
is calculated as: 
F = (Regression sum of squares / k) / (Error sum of squares / n - k - 1) 
where n is the sample size and k is the number of independent variables. When Ho is 
true, the F value comes from an F distribution but when HI is true, it is likely to be 
larger. If the error variance is small compared to the variance due to the independent 
variables, then the value of F will be a number greater than 1. If, on the other hand, the 
effect of the independent variables is small, and/or the error variance is large, then the F 
value will be a number less than 1. Thus, an F value equal to or less than 1 indicates a 
non-significant result, as it shows that the scores were equally affected (or more 
affected) by the nuisance variables as they were by the independent variables. If the 
calculated value of F is greater than 1, determination of whether or not it is large 
enough to be regarded as significant is required. That is, we ask whether the effect of 
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the independent variables is sufficiently greater than the effect of the nuisance \'ariables 
to regard the result as significant. The p- value is the probability of getting this F value 
by chance alone; for example if the value is less than 0.05, the F value is significant at 
the 950/0 confidence level. 
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Appendix 5.2: Regression Results for the Single Factor \Iodel for the 
Oil and Gas Sector 
Period 89-1 89-2 90 1 I 90 2 I 91 1 I 91 2 - - - - -
- ---
Constant 0.000 0.000 0.000 0.001 -0.001 -0.001 -0.00 I 0.000 
Rmt 0.967 0.899 1.102 0.448 0.897 0.951 0.847 0.961 
T -sta tis tic 25.130 16.000 16.150 6.580 14.460 16.020 10.5~0 2-.250 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
R-Sq(adj) 83.10% 66.40% 66.80% 24.50% 61.90% 66.10% 46.00% 85.00% 
StDev 0.D38 0.056 0.068 0.068 0.062 0.059 0.080 0.035 
F-value 631.75 255.96 260.69 43.28 209.05 256.7 111.03 742.36 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
I Period I 93-1 93-2 I 94-1 I 94-2 I 95-1 I 95-2 I 96-1 I 96-2 I 
Constant 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.001 
Rmt 1.056 1.023 1.006 1.026 0.982 1.034 0.965 1.198 
T-statistic 23.100 14.320 17.150 37.220 51.540 21.340 11.860 16.940 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
R-Sq(adj) 80.60% 60.90% 69.60% 91.40% 95.40% 77.90% 52.00% 68.60% 
StDev 0.046 0.071 0.059 0.028 0.019 0.048 0.081 0.071 
F-value 533.53 205.03 294.06 1385.52 2656.46 455.27 140.59 286.97 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Period 97-1 97-2 98-1 98-2 99-1 99-2 00-1 00-2 200 I-I 
Constant u.uuu 0.000 -0.001 1\ 1\1\1\ I 000 1 0.000 0.000 -0.001 0.001 v.vvv 
Rmt 0.933 1.30 I 0.975 0.885 0.941 0.902 0.596 0.597 0.708 
T-statistic 11.470 20.010 7.200 12.850 7.700 7.300 4.360 3.740 7.280 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
R-Sq(adj) 50.50% 75.30% 28.40% 55.60% 31.30% 28.50% 12.30% 9.10% 28.7()O,o 
StDev 0.081 0.065 0.135 0.069 0.122 0.124 0.137 0.160 0.097 
F-value 131.57 400.27 51.88 165.04 59.34 53.26 19.03 13.99 53 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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Appendix 5.3: Regression Results for Model (1) for the Oil and Gas 
Sector 
Period 89-1 89-2 90-1 90-2 91-1 91 -2 92-1 
Coefficient 
Constant I I 0.000 0.000 0.000 0.001 
-0.001 -0.001 -0.001 0.000 
Rot 0.070 0.046 0.062 0.017 0.018 0.152 0.181 0.068 
Rmt 0.967 0.900 1.090 0.451 0.888 0.949 0.836 0.960 
R-Sq(adj) 83.60% 66.40% 67.50% 24.40% 61.80% 68.50% 47.70% 84.90% 
P-vaille 
Constant 0.781 0.466 0.755 0.491 0.533 0.197 0.136 0.632 
Rot 0.029 0.366 0.055 0.365 0.3/\'+ 0.001 OJ)26 ().+25 
Rml 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
T -sta tistie 
Constant 0.280 0.730 -0.310 0.690 -0.620 
-1.300 -I.S00 OASO 
Rot 2.210 0.910 1.940 0.910 0.S70 3.310 2.260 O.SOO 
Rmt 25.520 15.990 16.070 6.600 14.120 16.SS0 10.S30 27.100 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.032 0.050 0.032 0.019 0.021 0046 0.080 0.085 
Rmt 0.038 0.056 0.068 0.068 0.063 0.057 0.079 0.035 
F-value 327.910 128.220 135.030 22.020 104.710 143.640 59.840 370.470 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
- -Period II 93-1 II 93-2 II 94-1 II 94-2 II 9~-1 II 9~-2 II 96-1 II 96-2 
Coefficient 
Constant 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 
Rot 0.237 0.117 0.192 0.056 0.046 0.077 0.124 0.037 
Rmt 1.027 1.031 1.001 1.025 0.983 1.036 1.022 1.190 
R-Sq(adj) 81.80% 62.10% 73.30% 91.60% 95.40% 78.00% 58.10% 68.80% 
P-vallle 
IJ. ':)U 1 - 0.802 0.95 '7 I 
n ~., , I n : In 
n '" Conslanl 0. 2 ()() (UO) 11. I J""t 1/.-'"'1/ \J . .)J..J 
ROl 0.003 0.024 0.000 0.082 0.223 0.202 0.000 0.193 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
T -sta tis tie 
Constant 1.070 -0.120 1.070 0.250 O.OSO 0.340 0.600 0.970 
Rot 3.000 2.2S0 4.340 1.760 1.220 1.2S0 4.4S0 1.3 10 
Rmt 22.620 14.640 18.210 37A70 51.640 21.420 13.260 16.S00 
StDev 
Constant 0.001 0.001 0.001 0.000 0.000 0.001 0.001 0.000 
Rot 0.079 0.051 0.044 0.032 0.038 0.060 0.028 0.028 
Rmt 0.045 0.070 0.055 0.027 0.019 0.048 0.077 0.071 
F -\,31 ue 288.020 108,430 177.040 705.490 1334.150 229.600 90.520 14' 130 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
I 
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Appendix 5.3 Regression Results for :\lodel (1) for the Oil and Gas 
Sector (Continued) 
Period 97-1 97-2 98-1 98-2 99-1 99-2 00-1 00-2 
Coefficient 
I Constant 0.001 0.000 
-0.001 0.000 0.000 -0.001 0.000 0.000 
Rot 0.165 0.060 0.080 0.208 0.241 0.217 0.121 0.146 
Rmt 0.970 1.302 0.938 0.887 0.941 0.899 0.606 0.543 
R-Sq(adj) 54.60% 75.30% 29.60% 60.00% 35.70% 31.:0°0 12.60% 1210% 
P-vallie 
Constant 0.299 0.722 0.503 0.958 0.799 0.552 0.933 0.-:9-1 
Rot 0.001 0.326 0.084 0.000 0.002 0.009 ()~~() O.()~~ 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 
T-statistic 
Constant 1.040 -0.360 -0.670 0.050 0.260 -0.600 0.080 -0.260 
Rot 3.540 0.990 1.740 3.930 3.120 2.670 1.230 2.320 
Rmt 12.340 20.020 6.890 13.580 7.960 7.440 4A40 3.420 
StDev 
Constant 0.001 0.001 0.001 0.001 0.002 0.001 0.002 0.001 
Rot 0.047 0.060 0.046 0.053 0.077 0.081 0.098 0.063 
Rmt 0.079 0.065 0.136 0.065 0.118 0.121 0.137 0.159 
F-value 77.990 200.580 27.870 99.390 36.590 31.460 10.310 9.920 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
2001-1 
0.001329 
0.12417 
0.68697 
~0.00% 
0.~3S 
0.W3 
O.OO() 
1.19 
1.81 
7.08 
0.00112 
0.06861 
0.09707 
28.61 
0.000 
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Appendix 5.4 Regression Results for Model (2) for the Oil and Gas 
Sector 
Period 89-1 89-2 90-1 90-2 91-1 91-2 92-1 92-2 
C ffi' oe tetent 
Constant 
I 
0.000 0.001 0.000 0.001 0.000 0000 -0.001 0.000 
Rot 0.073 0.028 0.063 0.018 0.023 0.164 0.196 0.099 
Rmt 0.941 0.904 1.101 0.453 0.772 0.921 o R25 0.887 
Ret -0.016 -0.257 
-0.024 -0.064 -0.231 -0.367 -0.140 -0396 
Rtpt 0.100 0.039 0.209 0.005 0.279 0.064 -0.006 0.171 
R-Sq(adj) 83.60% 68.90% 67.40% 23.40% 66.10% 72.50% 4no~o 87.50% 
P-value 
Conslanl 0.791 0.348 0.786 0.464 0.539 0.517 0.139 0.956 
Rol 0.025 0.580 0.051 0.353 O. ).fC) 0.000 0.019 0.]0] 
Rm! 0.000 O. DOD O. 000 0.000 0.000 0.000 0.000 0000 
ReI 0.851 O. 00 1 0.820 0.630 0.019 0.000 0.3:6 0.000 
Rlpt 0.158 0.698 0.224 0.969 0.001 0.434 0.952 0.013 
T -statistic 
Constant 0.270 0.940 -0.270 0.730 -0.620 -0.650 -J..t90 -0.060 
Rot 2.270 0.550 1.970 0.930 1.160 3.770 2.380 1.280 
Rmt 22.310 15.980 16.010 6.550 10.590 16.360 9.820 H.8'70 
Ret -0.190 -3.330 -0.230 -0.480 -2.370 -·U60 -0.990 -S.HO 
Rtpt 1.420 0.390 1.220 0.040 3.540 0.790 -0.060 2.530 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.032 0.050 0.032 0019 0.020 0.043 0.082 0.077 
Rmt 0.042 0.057 0.069 0.069 0.073 0.056 0.084 0.036 
Ret 0.086 0.077 0.107 0.132 0.098 0.082 0.142 0.076 
Rtpt 0.071 0.101 0.171 0.131 0.079 0.081 0098 0.068 
F -value 164.58 7231 67.76 10.92 63.43 87.14 29.92 2308 
P-value O. 000 0.000 O. 000 0000 o 000 0.000 0.000 () ()()() 
-Period 93-1 93-2 94-1 94-2 95-1 9:--2 96-1 96-2 
Coefficient 
I 
0.000 
I 
0.000 
I 0.001 I Constant 0.001 0.000 0.001 0.000 0.000 
0.123 0.203 uu53 
I 0.05 j I 
, 
" , , n O.CJ~ 
, 
Rot 0.218 V.V /'1 V.l 10 
Rmt 0.994 0.981 0.965 1.001 0.955 1.058 0.979 1.153 
Ret -0.330 -0.266 -0.161 -0.111 -0.201 -0.161 -0.210 -0.172 
Rtpt 0.003 0.103 o 154 0.024 0.030 -0.091 0.156 -0.051 
R-Sq(adj) 83.50% 64.20% 73.70% 9150% 95.60% 78.10% 58.10% 68.80% 
P-value 
Constanl 0.256 0.982 0.311 0.841 0.873 0.83./ 0.505 
()2U 
Rot 0.005 O. 015 O. 000 0.104 0.167 0.189 0.000 
0.182 
Rml O. 000 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 
ReI 0.000 0.017 0.357 0.333 0.010 0.254 
0.275 0.200 
RIp! 0.981 0.079 0.067 0.456 0.284 0.367 
0.390 0.358 
T-statistic 
Constant 1.140 -0.020 1.020 0.200 0.160 
0.210 0.670 I. 2:'0 
Rot 2.890 2.480 4.560 1.640 1.390 
1.320 4.110 1.340 
Rmt 22.050 13.070 16.820 28.340 32.260 
19.370 II. 7 40 1 :'.32l1 
Ret -3.940 -2.420 -0.920 -0.970 -2.620 
-l.l SO -1.100 -1.2,)U 
Rtpt 0.020 1.770 1.850 0.750 1.080 -0.910 
0.860 -0.920 
I 
I 
I 
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Appendix 5.4 Regression Results for Model (2) for the Oil and Gas 
Sector (Continued) 
Period 93-1 93 2 94 1 942 96 1 96 2 - - - ::1- ::1- - -
StDev 
Constant 0.001 0.001 0.001 0.000 0.000 0.001 0.001 0.001 
Rot 0.075 0.050 0.045 0.032 0.037 0.060 0.029 0.028 
Rmt 0.045 0.075 0.057 0.035 0.030 0.055 0.083 0.075 
Ret 0.084 0.110 0.174 0.11.f 0.077 0.1.f1 0.191 0.133 
Rtpt 0.116 0.058 0.083 0.033 0.028 0.101 0.181 0.056 
F-value 163.5 59.75 90.85 351.36 698.63 115.79 45.79 73.18 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Penod 97-1 97-2 98-1 98-2 99-1 99-2 00-1 00-2 
Coefficient 
Constant 0.001 0.000 0.000 0.000 0.000 -0.001 0.000 0.000 
Rot 0.181 0.058 0.064 0.193 0.221 0.227 0.125 0.126 
Rmt 1.014 1.259 0.895 0.856 0.906 0.881 Oj~4 0.506 
Ret -0.161 -0.194 -0.352 -0.335 -0.5 79 0.149 -0.09.f -0.4~3 
Rtpt -0.281 -0.324 1.658 0.336 0.848 -0.364 0.547 1.033 
R-Sq(adj) 58.30% 75.90% 32.10% 60.60% 39.40% 31.30% 12.60% 12.90% 
P-vaille 
Constant 0.359 0.782 0.693 0.931 0.873 0.587 0.938 0.7./6 
Rot 0.000 0.333 0.164 0.000 0.004 0.007 0.:; ().j 0.052 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 O. 002 
Ret 0.206 0.139 0.216 0.189 0.140 0.651 O.8()8 0.107 
Rtpt 0.001 a. 063 0.022 O. l.J2 0.007 0.374 0.161 0.333 
T -sta tistic 
Constant 0.920 -0.280 -0.400 0.090 0.160 -0.540 0.080 -0.320 
Rot 3.990 0.970 1.400 3.610 2.910 2.760 1.280 1.970 
Rmt 13.110 17.560 6.640 12.540 7.680 6.810 3.650 3.160 
n~ .. 
-! .270 -1.490 -1.240 "t.::L -1.320 -1.490 0.450 -O.HO -1.630 
Rtpt -3.380 -1.880 2.320 1.480 2.760 -0.890 \.410 0.970 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.001 
Rot 0.045 0.060 0.046 0.053 0.076 0.082 0.098 0.064 
Rmt 0.077 0.072 0.135 0.068 0.118 0.130 0.147 0.160 
Ret 0.127 0.130 0.283 0.254 0.390 0.329 0.386 0.266 
Rtpt 0.083 0.172 0.715 0.228 0.307 0.408 0.388 1.063 
F-value 45.72 104.05 16.15 51.45 21.78 15.91 5.66 
5.76 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
200 \-\ 
0.001 
0.12.f 
0.692 
0.109 
0.089 
29.00% 
0.12:; 
0.076 
a. 000 
0.631 
0.793 
1.230 
1.790 
7.030 
0.480 
0.260 
0.001 
0.069 
0.098 
0.227 
0.338 
14.19 
0000 
Appendix 5.5: Regression Results for l\lodel (2) for the Banking Sector 
Period 89-1 89-2 90-1 90-2 I 91-1 91-2 92-1 92-2 
Coefficient I 
Constant I 
-0.001 0.001 0.000 0.000 -0.001 0.000 0.000 0.001 ! 
Rot -0.043 
-0.025 -0.121 0.000 -0.024 -0.004 -0.011 -0.115 
Rmt 1.046 1.073 1.219 1.348 1.284 1.254 1.221 1.005 
Ret -0.018 
-0.036 -0.054 0.411 0.248 0.111 0.085 -0.102 
Rtpt -0.107 -0.070 -0.489 0.081 -0.108 -0.329 -0.067 -0.156 
R-Sq(adj) 85.90% 65.00% 61.90% 78.70% 77.70% 71.40% 72.60% 82.70% 
P-value 
Constant 0.159 0.129 0.518 0.985 0.437 0.904 0.541 0.501 
Rot 0.166 0.695 0.004 0.977 0.235 0.937 0.867 0.238 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.825 0.709 0.694 0.001 0.014 0.267 0.462 0.282 
Rtpt 0.118 0.582 0.026 0.510 0.181 0.001 0.400 0.066 
T -statistic 
Constant -1.420 1.530 -0.650 0.020 -0.780 -0.120 0.610 0.680 
Rot -1.390 -0.390 -2.980 0.030 -1.190 -0.080 -0.170 -1.190 
Rmt 25.740 15.090 13.960 21.340 17.290 17.950 17.910 22.630 
Ret -0.220 -0.370 -0.390 3.400 2.500 1.120 0.740 -1.080 
Rtpt -1.570 -0.550 -2.250 0.660 -1.350 -3.370 -0.840 -1.850 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.031 0.063 0.041 0.017 0.020 0.052 0.067 0.097 
Rmt 0.041 0.071 0.087 0.063 0.074 0.070 0.068 0.044 
Ret 0.083 0.097 0.136 0.121 0.099 0.099 0.115 0.094 
Rtpt 0.068 0.126 0.217 0.122 0.080 0.098 0.080 0.084 
F-value 195.36 60.94 53.31 120.34 112.56 81.61 86.48 154.71 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
I Period I 93-1 93-2 94-1 94-2 I 95-1 95-2 96-1 96-2 
Coefficient 
I 1"'\ j .l I 
l-OnSldl'll u. U I -v.vv I 'oJ ............... -. -U.UU I n nnn I noaa 0001 0001 0001 
Rot -0.144 -0.062 -0.016 0.050 -0.006 0.068 0029 -0.034 
Rmt 1.138 0.992 1.280 1.038 1.036 1.098 1.438 1.195 
Ret -0.081 -0.045 0.249 -0.275 -0.211 -0.013 0.162 -0.274 
Rtpt -0.056 -0.048 -0.217 -0.039 0.004 0.036 -0.371 -0.057 
R-Sq(adj) 88.10% 65.70% 77.10% 89.80% 94.60% 78.10% 69.90% 79.10% 
P-value 
Constant 0.109 0.129 0.269 0.451 0.529 0.100 0.133 0.000 
Rot 0.030 0.167 0.751 0.171 0.900 0.291 0.324 0.131 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.269 0.647 0.193 0.034 0.022 0.933 0.414 0.015 
Rtpt 0.578 0.358 0.019 0.296 0.915 0.737 0.049 0.206 
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Appendix 5.5 Regression Results for Model (2) for the Banking Sector 
(Continued) 
I Period I 93-1 I 93-2 I 94 1 I 94 2 I 95 1 I 95 2 I - - - - 96-1 96-2 
T -statistic 
Constant 1.610 1.530 
-1.110 0.760 0.630 1.660 -1.510 3.650 
Rot -2.200 
-1.390 
-0.320 1.380 -0.130 1.060 0.990 -1.520 
Rmt 29.110 14.730 20.440 26.100 29.600 18.860 16.690 19.710 
Ret 
-1.110 
-0.460 1.310 -2.140 -2.320 -0.080 0.820 -2.460 
Rtpt -0.560 
-0.920 -2.380 
-1.050 0.110 0.340 -1.990 -1.270 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 
Rot 0.065 0.045 0.049 0.037 0.044 0.064 0.030 0.023 
Rmt 0.039 0.067 0.063 0.040 0.035 0.058 0.086 0.061 
Ret 0.073 0.099 0.190 0.129 0.091 0.150 0.197 0.112 
Rtpt 0.101 0.053 0.091 0.037 0.033 0.107 0.186 0.045 
F-value 237.82 62.78 108.46 286.36 562.95 115.96 75.9 123.42 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Period 97-1 97-2 98-1 98-2 I 99-1 99-2 00-1 00-2 2001-1 
Coefficient 
Constant 0.001 0.000 -0.001 0.000 0.000 -0.001 0.000 0.002 0.000 
Rot -0.067 0.021 0.008 -0.069 -0.032 0.033 0.014 0.020 0.084 
Rmt 1.284 1.477 1.623 1.379 1.309 1.388 0.899 1.003 1.166 
Ret -0.145 0.089 0.440 0.047 0.122 0.052 0.155 0.005 -0.157 
Rtpt -0.008 0.135 -0.351 -0.136 -0.075 0.257 0.249 -0.244 0.303 
R-Sq(adj 60.50% 80.50% 77.00% 82.70% 74.70% 66.70% 35.70% 36.10% 67.90% 
P-value 
Constant 0.104 0.992 0.067 0.749 0.885 0.271 0.812 0.046 0.637 
Rot 0.238 0.725 0.754 0.135 0.473 0.562 0.857 0.678 0.102 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.359 0.497 0.009 0.830 0.590 0.819 0.609 0.979 0.347 
Rtpt 0.937 0.427 0.403 0.492 0.674 0.364 0.414 0.756 0.224 
T -statistic 
Constant 1.640 0.010 -1.850 -0.320 -0.150 -1.110 -0.240 2.010 0.470 
Rot -1.190 0.350 0.310 -1.500 -0.720 0.580 0.180 0.420 1.650 
Rmt 13.360 20.990 20.550 23.660 19.130 15.430 7.860 8.480 16.160 
Ret -0.920 0.680 2.650 0.210 0.540 0.230 0.510 0.030 -0.940 
Rtpt -0.080 0.800 -0.840 -0.690 -0.420 0.910 0.820 -0.310 1.220 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.001 0.001 
Rot 0.056 0.060 0.027 0.046 0.044 0.057 0.077 0.047 0.051 
Rmt 0.096 0.070 0.079 0.058 0.068 0.090 0.114 0.118 0072 
Ret 0.158 0.130 0.166 0.219 0.226 0.228 0.301 0.197 0.166 
Rtpt 0.103 0.169 0.418 0.198 0.178 0.283 0.303 0.786 0.248 
F-value 50.05 133.85 108 155.3 95.72 65.67 18.9 19.23 69.32 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
)2-~ ) 
Appendix 5.6: Regression Results for l\Iodel (2) for the ::\Iining Sector 
Period 89·1 89·2 90·1 90·2 I 91·1 91·2 92-1 92-2 
Coefficient 
Constant I I 0.000 0.000 0.000 -0.001 0.000 -0.001 0.002 -0.001 
Rot -0.047 0.030 -0.049 0.001 0.008 0.049 0.119 0.012 
Rmt 0.921 1.045 0.831 1.023 1.084 1.124 0.839 1.093 
Ret 0.054 0.015 0.152 -0.159 -0.103 -0.017 -0.101 0.069 
Rtpt 0.074 -0.039 0.109 -0.011 -0.027 0.036 0.064 -0.281 
R-Sq(adj) 62.90% 73.20% 39.00% 56.80% 66.10% 62.10% 50.90% 73.50% 
P-value 
Constant 0.943 0.838 0.740 0.484 0.900 0.194 0.064 0.585 
Rot 0.389 0.564 0.258 0.974 0.711 0.435 0.127 0.931 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.711 0.854 0.291 0.288 0.356 0.889 0.454 0.593 
Rtpt 0.533 0.707 0.637 0.943 0.765 0.758 0.492 0.017 
T -statistic 
Constant -0.070 0.200 -0.330 -0.700 0.130 -1.300 1.870 -0.550 
Rot -0.860 0.580 ·1.140 0.030 0.370 0.780 1.530 0.090 
Rmt 13.010 18.120 9.020 13.130 13.040 13.920 10.550 17.940 
Ret 0.370 0.180 1.060 -1.070 -0.930 -0.140 -0.750 0.540 
Rtpt 0.630 -0.380 0.470 ·0.070 -0.300 0.310 0.690 -2.420 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.054 0.051 0.043 0.021 0.023 0.062 0.078 0.132 
Rmt 0.071 0.058 0.092 0.078 0.083 0.081 0.080 0.061 
Ret 0.145 0.079 0.143 0.149 0.111 0.118 0.134 0.129 
Rtpt 0.119 0.103 0.229 0.148 0.090 0.116 0.093 0.116 
F-value 55.17 88.93 21.58 43.67 63.51 54.59 34.37 91.73 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Period. I 93-1 93-2 94-1 94-2 I 95-1 95-2 96-1 96-2 
Coefficient 
, 
Constant 0.000 0.000 0.001 0.000 0.000 0.000 0.000 -0.001 
Rot 0.042 0.014 0.002 0.042 -0.023 0.039 0.018 0.021 
Rmt 0.905 1.102 1.029 0.925 1.046 0.891 0.868 0.966 
Ret 0.094 0.021 -0.071 0.175 -0.004 0.107 0.235 0.164 
Rtpt 0.030 0.017 0.219 0.090 -0.043 0.046 -0.116 0.064 
R-Sq(adj) 68.40% 62.60% 64.00% 87.70% 92.60% 66.30% 38.80% 35.20% 
P-value 
Constant 0.691 0.926 0.233 0.563 0.436 0.865 0.947 0.119 
Rot 0.661 0.794 0.974 0.267 0.640 0.575 0.585 0.625 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.382 0.859 0.756 0.188 0.968 0.516 0.301 0.425 
Rtpt 0.842 0.784 0.047 0.019 0.262 0.693 0.588 0.458 J 
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Appendix 5.6 Regression Results for '/Iodel (2) for the' I ining Sector 
(Continued) 
I Period I 
-
- - -v-_ v -93-1 93-2 I 9.1 1 I 9.1 2 I 95 1 9" ? 96 1 
T -statistic 
Constant 
-0.400 
-0.090 1.200 
-0.580 -0.780 0.170 -0.070 -1.570 
Rot 0.440 0.260 0.030 1.120 -0.470 0.560 0.550 0.490 
Rmt 15.680 13.510 13.740 22.570 26.150 13.970 8.810 8.320 
Ret 0.880 0.180 -0.310 1.320 -0.040 0.650 1.040 0.800 
Rtpt 0.200 0.280 2.010 2.380 -1.130 0.400 -0.540 0.740 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.097 0.054 0.058 0.038 0.050 0.070 0.034 0.043 
Rmt 0.058 0.082 0.075 0.041 0.040 0.064 0.099 0.116 
Ret 0.107 0.119 0.227 0.132 0.104 0.164 0.226 0.205 
Rtpt 0.149 0.063 0.109 0.038 0.038 0.117 0.213 0.086 
F-value 70.21 55.93 57.96 232.13 405.25 64.36 21.44 18.78 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Period 97-1 97-2 98-1 98-2 I 99-1 99-2 00-1 00-2 
Coefficient 
Constant 0.000 -0.004 -0.002 0.000 0.003 0.001 -0.002 0.001 
Rot -0.016 -0.098 0.065 -0.047 0.019 0.065 -0.067 -0.004 
Rmt 0.895 1.059 1.092 0.878 0.722 0.948 0.641 0.905 
Ret -0.139 -0.386 0.076 0.143 -0.259 0.316 -0.033 -0.085 
Rtpt 0.178 -0.297 -0.003 -0.466 0.938 0.501 0.797 -0.105 
R-Sq(adj 46.20% 48.20% 29.10% 44.70% 17.40% 24.80% 16.60% 20.30% 
P-value 
Constant 0.949 0.002 0.103 0.826 0.095 0.332 0.398 0.511 
Rot 0.764 0.316 0.222 0.495 0.848 0.471 0.531 0.952 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.361 0.072 0.815 0.662 0.604 0.381 0.938 0.741 
Rtpt 0.076 0.293 0.997 0.115 0.018 0.263 0.060 0.918 
T -statistic 
Constant -0.400 -0.090 1.200 -0.580 -0.780 0.170 -0.070 -1.570 
Rot 0.440 0.260 0.030 1.120 -0.470 0.560 0.550 0.490 
Rmt 15.680 13.510 13.740 22.570 26.150 13.970 8.810 8.320 
Ret 0.880 0.180 -0.310 1.320 -0.040 0.650 1.040 0.800 
Rtpt 0.200 0.280 2.010 2.380 -1.130 0.400 -0.540 0.740 
StDev 
Constant 0.001 0.001 0.001 0.001 0.002 0.002 0.002 0.001 
Rot 0.054 0.098 0.053 0.069 0.097 0.090 0.106 0.062 
Rmt 0.093 0.117 0.154 0.088 0.151 0.141 0.159 o 155 
Ret 0.152 0.213 0.324 0.327 0.498 0.359 0.418 0.257 
Rtpt 0.099 0.282 0.816 0.294 0.392 0.446 0.420 1.026 
F-value 28.5 31.41 14.14 27.49 7.74 11.77 7.41 9.21 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 
2001-1 
0.002 
0.117 
1.063 
0.155 
-0.309 
39.00% 
0.209 
0.171 
0000 
0.577 
0.458 
0.001 
0.085 
0.121 
0.278 
0415 
21.58 
0000 
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Appendix 5.7: Regression Results for ~lodeI (2) for the Sofhvare and 
Computer Sector 
Period 89-1 89-2 90-1 90-2 91-1 91-2 92-1 92-2 
Coefficient 
I I Constant 
-0.001 
-0.001 0.001 
-0.001 0.000 0.000 0.001 0.001 
Rot -0.020 
-0.105 0.019 
-0.012 -0.028 -0.001 -0.018 0.118 
Rmt 0.785 0.694 0.212 0.529 0.777 0.7-+1 0.689 0.879 
Ret 
-0.058 0.077 0.247 0.154 -0.096 0.158 -0.025 -0.020 
Rtpt 0.194 0.376 0.386 -0.096 0.115 0.123 0.035 0.179 
R-Sq(adj) 78.20% 47.40% 6.30% 21.80% 60.30% 59.20°0 59.'+0° 0 8-+.60% 
P-value 
Constant 0.196 0.063 0.275 0.311 0.939 O ..JS- 0.056 (I '53 
Rot 0.548 0.121 0.639 0.615 0.169 0.981 0.736 0.157 
Rmt 0.000 0.000 0.016 0.000 0.000 0.000 0.000 0.000 
Ret 0.520 0.461 0.068 0.360 0.326 0.060 0.783 0.80/ 
Rtpt 0.009 0.006 0.075 0.57-1 0.1-17 O. /39 0.580 0.01./ 
T-statistic 
Constant -1.300 -1.870 1.100 -1.020 0.080 -0.700 1.930 1.150 
Rot -0.600 -1.560 0.470 -0.500 -1.380 -0.020 -0.3.t0 IA20 
Rmt 18.010 9.110 2.450 6.010 10.680 12.610 12.9.t0 23.150 
Ret -0.650 0.7.t0 1.840 0.920 -0.990 1.900 -0.280 -0.250 
Rtpt 2.660 2.780 1.800 -0.560 IA60 IA90 0.560 2A90 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.033 0.067 0.040 0.024 0.020 0.044 0.052 0.083 
Rmt 0.044 0.076 0.086 0.088 0.073 0.059 0.053 0.038 
Ret 0.089 0.104 0.134 0.168 0.097 0.083 0.090 0.080 
Rtpt 0.073 0.135 0.215 0.170 0.079 0.082 0.062 0.072 
F-value 115.78 30.09 3.15 9.98 49.58 '+7.71 '+8.28 178.77 
P-value 0.000 0.000 0.017 0.000 0.000 0.000 0.000 0.000 
Pcr:cd 0"1 1 : 0., ... (\' . I 9~-2 'is-l i Y5-2 96-1 96-2 ~.J - 1 7.J-k :I-t-1 I 
CoeffiCIent 
I i I 0.001 I Constant 0.001 -0.002 0.001 -0.001 -0.001 0.001 0.002 
Rot -0.042 -0.005 -0.032 -0.020 0.064 -0.014 -0.015 -0.006 
Rmt 0.877 0.815 0.755 0.861 1.008 0.866 0.680 0.794 
Ret 0.103 0.165 0.078 0.274 0.218 -0.110 -0.289 0.082 
Rtpt -0.053 0.068 0.135 0.032 -0.028 0.066 0.063 0.032 
R-Sq(adj) 82.80% 67.20% 64.60% 82.10% 86.60% 60.80% '+6.50% 58.30% 
P-value 
Constant 0.329 0.004 0.289 0.056 0.219 0.036 0.000 0.0-0 
Rot 0.492 0.906 0.441 0.632 0.347 0.854 0.552 0.801 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.135 0.052 0.631 0.065 0.122 0.5,/2 0.092 0 . ./73 
Rtpt 0.580 0.133 0.086 O.·NO 0.581 0.609 0.697 
0.";\"; 
I 
I 
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Appendix 5.7 Regression Results for \lodel (2) for the Sofh,'are and 
Computer Sector (Continued) 
Period 93-1 93-2 94-1 94-2 95-1 ()5-2 96-1 96-2 
T -statistic 
Constant 0.980 
-2.970 1.070 
-1.930 
-1.2"'0 2.120 ·U30 1.830 
Rot 
-0.690 
-0.120 
-0.770 
-0.480 0.9"'0 -0.180 -0.600 -O.2S0 
Rmt 23.790 14.140 14.090 18.980 18.680 12.350 9.1 .... 0 12.920 
Ret 1.510 1.960 OA80 1.860 1.560 -0.610 -1.-00 0.-20 
Rtpt 
-0.550 1.510 1.730 0.770 -0.550 0.510 O.3')() 0.-00 
StDcv 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 
Rot 0.062 0.038 0.042 0.042 0.068 0.077 0.025 002~ 
Rmt 0.037 0.058 0.054 0.045 0.054 0.070 0.074 0.061 
Ret 0.069 0.084 0.163 0.147 0.140 0.181 0.1-0 0.113 
Rtpt 0.095 0.045 0.078 0.042 0.051 0.129 0.161 0.045 
F-value 155 67.17 59.44 149.39 209.53 51.09 29.08 46.03 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Period 97-1 97-2 98-1 98-2 99-1 99-2 00-1 00-2 
Coefficient 
Constant 0.000 0.001 0.004 -0.002 0.001 0.005 -0.001 -0.003 
Rot 0.049 -0.040 0.014 0.030 -0.017 -0.056 0.124 -0.025 
Rmt 0.809 0.506 0.499 1.217 0.924 0.939 1.590 2.381 
Ret 0.000 -0.021 0.373 -0.368 0.030 -0.295 0.010 -0044 
Rtpt -0.046 -0.180 -0.282 -0.847 0.114 0.685 -1.087 -0.8Sl5 
R-Sq(adj) 42.40% 31.50% 12.20% 49.60% 43.80% 28.80% 3350% 50.50% 
P-vaille 
Constant 0.472 0.295 0.000 0.325 0.546 0.000 0.598 0./36 
Rot 0.318 0.518 0.707 0.739 0.780 0.509 0.344 0.762 
Rmt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Ret 0.998 0.877 0.114 0.403 0.921 0.387 0.984 0.90 I 
Rlpt 0.611 0.303 0.634 OJ}34 0.637 0.105 0.037 0.522 
T -~t~tistir 
Constant 0.720 1.050 3.870 -0.990 0.610 3.710 -0.530 -1.500 
Rot 1.000 -0.650 0.380 0.330 -0.280 -0.660 0.950 -0.300 
Rmt 9.740 7.000 4.480 10.440 9.930 7.020 8.150 11.3 ... 0 
Ret 0.000 -0.160 1.590 -0.840 0.100 -0.870 0.020 -0.130 
Rtpt -0.510 -1.040 -0.480 -2.140 0.470 1.630 -2.100 -0.6"'0 
StDev 
Constant 0.001 0.001 0.001 0.002 0.001 0.001 0.003 
O.IIII~ 
Rot 0.049 0.061 0.038 0.091 0.060 0.085 0.131 
O.iiS-l 
Rmt 0.083 0.072 0.111 0.117 0.093 0.134 0.195 
0.21u 
Ret 0.136 0.134 0.234 0.439 0.307 0.339 
0.514 0,349 
Rtpt 0.089 0.174 0.590 0.395 0.242 0.420 
0.517 1.394 
F-value 24.57 15.85 5.44 32.79 25.98 14.07 
17.23 3394 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 () Ii () Ii 
i 
! 
2001-1 
-0.004 
0.049 
1.927 
-1.127 
0.44') 
54.80% 
0.028 
0664 
O. 000 
0.003 
0418 
-2.220 
0 ....... 0 
11.990 
-3.0S0 
0.810 
0.002 
0.113 
0.161 
0.370 
OJ 52 
·W.03 
0.000 
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Appendix 5.8: Regression Results for Model (2) for the Transport 
Sector 
Period 89-1 89-2 90-1 90-2 I 91-1 91-2 92-1 92-2 
Constant I 0.002 
-0.001 0.000 
-0.001 0.001 0.001 0.001 0.002 Rot 0.064 
-0.005 0.048 
-0.016 0.016 0.077 
-0.127 
-0.128 Rmt 0.403 0.705 0.706 0.865 0.558 
-0.099 0.55~ 0.562 Ret 0.207 
-0.033 
-0.040 0.129 0.078 
-0.002 0.069 0.286 Rtpt 
-0.604 
-0.154 
-0.338 
-0.045 
-0.571 0.100 
-0.176 -0.967 R-Sq(adj) 13.60% 31.50% 52.20% 57.00% 15.700 0 0.00% 18.·W~o 21.-+[1" ,I 
P-value 
Constant 0.262 0.410 0.571 0.382 0.350 0.272 0.-116 0.3:9 Rot 0.395 0.951 0.107 0.386 0.623 0.317 0.188 0.58-1 Rmt 0.000 0.000 0.000 0.000 0.000 0.209 0.000 0.000 Ret 0.303 0.791 0.687 0.317 0.631 0.989 0.676 0.:n5 Rtpt 0.000 0.338 0.033 0.729 0.000 0.280 0.1:8 0.000 
T-statistic 
Constant 1.130 
-0.830 0.570 
-0.880 0.9.t0 ].] 00 0.820 0.980 
Rot 0.850 -0.060 1.620 
-0.870 0..t90 ].000 
-1.320 -0.550 
Rmt .t.l30 7.830 11.180 12.900 .t.620 -1.260 5.6.t0 5.300 
Ret 1.030 -0.270 
-0.400 1.010 0.480 -0.0] 0 0.420 1.270 
Rtpt 
-3.690 -0.960 
-2.150 -0.350 -4.370 1.090 
-1.530 -.t.800 
StDev 
Constant 0.001 0.001 0.000 0.001 0.001 0.001 0.001 0.002 
Rot 0.075 0.080 0.029 0.018 0.033 0.077 0.096 0.232 
Rmt 0.098 0.090 0.063 0.067 0.121 0.078 0.098 0.106 
Ret 0.200 0.123 0.098 0.128 0.161 0.132 0.166 0.224 
Rtpt 0.164 0.160 0.157 0.129 0.131 0.092 0.115 0.201 
F-value 6.04 15.82 36.16 43.7 6.98 0.84 8.28 9.78 
P-value 0.000 0.000 0.000 0.000 0.000 0.501 0.000 0.000 
93-2 9.t-l -94-2 9~-1 -9~-2 96-] 96-2 
Coefficient 
Constant 0.001 0.002 -0.001 -0.001 0.000 -0.001 0.001 0.000 
Rot 0.161 -0.099 0.092 -0.011 -0.020 0.227 0.009 -0.005 
Rmt 0.277 0.121 0.245 0.194 -0.145 0.141 0.379 0.432 
Ret 0.175 -0.276 -0.490 -0.693 -0.513 -0.221 0.054 -0.050 
Rtpt -1.128 -0.141 -0.323 -0.139 0.129 -0.069 -0.394 0.031 
R-Sq(adj) 23.40% 3.00% 10.40% 3.70% 0.00% 1.80% 7.50% 13.00% 
P-value 
Constant 0.478 0.054 0.493 0.476 0.895 0.528 0.125 0.495 
Rot 0.209 0.167 0.174 0.917 0.91-1 0.049 0.797 0.888 
Rmt 0.000 0.262 0.005 0.103 0.323 0.179 0.000 0.000 
Ret 0.218 0.082 0.065 0.073 0.179 O. -Ill 0.818 O. -82 
Rtpt 0.000 0.094 0.012 0.205 0.350 0.719 0.076 0.66./ 
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Appendix 5.8 Regression Results for Model (2) for the Transport 
Sector (Continued) 
Period I 93-1 932 941 I 942 I 9-1 I 9-2 - -
- :1- ~- 96-1 96-2 
T -sta tis tic Constant 0.710 1.940 
-0.690 
-0.720 
-0.130 
-0.630 1.550 0.680 Rot 1.260 
-1.390 1.370 
-0.100 
-0.110 1.980 0.260 
-0.140 Rmt 3.650 1.130 2.830 1.640 
-0.990 1.350 3.720 4.420 Ret 1.240 
-1.750 
-1.860 
-1.810 
-1.350 
-0.830 0.230 
-0.280 Rtpt 
-5.760 
-1.690 
-2.560 
-1.280 0.940 
-0.360 
-1.790 0.430 
StDev 
Constant 0.001 0.001 0.001 0.002 0.002 0.001 0.001 0.001 Rot 0.127 0.071 0.067 0.109 0.183 0.115 0.035 0.036 Rmt 0.076 0.108 0.087 0.118 0.146 0.104 0.102 0.098 Ret 0.141 0.158 0.263 0.383 0.380 0.268 0.233 0.180 Rtpt 0.196 0.084 0.126 0.109 0.138 0.192 0.220 0.072 
F-value 10.78 1.98 4.71 2.23 0.67 1.6 3.62 5.83 P-value 0.000 0.000 0.001 0.070 0.612 0.177 0.008 0.000 
Period 97-1 97-2 98-1 98-2 99-1 99-2 00-1 00-2 
Coefficient 
Constant 0.000 0.000 0.001 0.000 0.001 -0.002 
-0.001 0.000 
Rot 0.003 0.048 -0.024 
-0.087 
-0.016 0.017 -0.089 
-0.025 
Rmt 0.488 0.564 0.414 0.517 0.324 0.365 O.)~~ 0.)~2 
Ret 0.237 0.090 -0.344 
-0.167 0.162 -0.183 0.07~ 
-0.032 
Rtpt -0.001 0.245 -0.077 
-0.196 -0.181 0.527 -0.280 
-0.069 
R-Sq(adj) 19.40% 35.70% 19.40% 31.30% 7.00% 12.50% 7.80% 1~.00% 
P-value 
Conslant 0.567 0.602 0.028 0.943 0.279 0.038 0.40-1 0.673 
Rot 0.960 0.431 0.376 0.128 0.790 0.763 0.176 0.376 
Rml 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 
Ret 0.099 0.495 0.041 0.541 0.590 0.407 0.773 0.787 
Rtpt 0.995 0.156 0.854 0.425 0.-1-14 0.056 0.281 0.882 
T-statistic 
Constant -0.570 -0.520 2.230 0.070 1.090 
. L~~.100 -0.840 0.420 
Rot 0.050 0.790 -0.890 -1.530 -0.270 0.300 -1.360 -0.890 
Rmt 5.610 7.910 5.230 7.130 3.580 4.200 3.540 4.860 
Ret 1.660 0.680 -2.070 -0.610 0.540 -0.830 0.290 -0.270 
Rtpt -0.010 1.430 -0.180 -0.800 -0.770 1.930 -1.080 -0.150 
StDev 
Constant 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Rot 0.051 0.060 0.027 0.057 0.058 0.055 0.065 0.028 
Rmt 0.087 0.071 0.079 0.072 0.091 0.087 0.097 0.070 
Ret 0.143 0.132 0.166 0.273 0.299 0.220 0.257 0.117 
Rtpt 0.093 0.171 0.419 0.246 0.236 0.273 0.258 0.467 
F-value 8.72 18.87 8.72 15.72 3.42 5.6 3.7.+ 6.23 
P-value 0.000 0.000 0.000 0.000 0.011 0.000 0.00 7 0.000 
2001-1 
0.000 
-0.040 
0.323 
-0.185 
0.036 
7.60% 
0.992 
0.523 
0.000 
0.366 
0.907 
-0.010 
-0.640 
3.650 
-0.910 
0.120 
0.001 
0.062 
0.089 
0.20~ 
0.304 
3.63 
0.008 
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Appendix 5.9: Whole Period Regression Results for Model (2) for the 
Other Sectors 
Rnt Rrt Rbt Rst 
Market Beta 0.957 0.383 1.174 0.940 
T -statistic 53.290 20.240 90.810 49.400 
P-value 0.000 0.000 0.000 0.000 
Oil Price Beta 0.010 -0.010 -0.008 0.001 
T -statistic 0.920 -0.850 -1.000 0.080 
P-value 0.358 0.395 0.318 0.938 
Exchange rate Beta -0.007 -0.021 0.024 -0.009 
T-statistic -0.180 -0.530 0.900 -0.220 
P-value 0.856 0.598 0.367 0.826 
Interest rate Beta 0.045 -0.288 -0.100 0.008 
T-statistic 1.770 -10.830 -5.490 0.310 
P-value 0.077 0.000 0.000 0.759 
R-sq. (adj.) 5l.1% 0.116 0.739 0.468 
F-value 852.440 108.160 2309.070 717.350 
P-value 0.000 0.000 0.000 0.000 
Note: This table reports the results of the additional three regressions of Model (2) for the Mining (Rnt), 
Transport (Rrt), Banking (Rbt) and Software & Computer Services (Rst) sectors. 
232 
Appendix 5.10: The Normal Probability Plot of the Residuals for the 
Oil and Gas Sector 
.999 
.99 
.95 
.~ .80 
.!l 
co 
.!l 
.50 
0 
.20 a.... Q. 
.05 
.01 
.001 
Average : -0 .0000000 
StDev: 0.0062844 
N: 130 
-0 .02 
Normal Probability Plot 
-0 .01 0.00 
Residuals 
0.01 002 
Anderson-Darling Normality Test 
A-Squared 1.307 
P-Value: 0.002 
Note : This diagram plots the residuals from regression Model (2) for the second six-month period for the 
oil and gas sector returns against a normal distribution . The norn1al distribution is the solid line and the 
dots represent the residuals . 
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Appendix 5.11: The Autocorrelation Plot of the Residuals for the Oil 
and Gas Sector 
Lag 
1 
2 
3 
4 
1 .0 -
0.8 
0.6 -
0.4 -
Autocorrelation Function for Residuals 
02 - -- r ------------------------ ---- --0.0 I . . r' I, , . , . I , . , 
~2 _------ L _______________ ~ _________ _ 
-0.4 -
-0.6 -
-0 .8 -
-1.0 -
1 I I 1 
2 12 22 32 
Corr T LSQ Lag Corr T LSQ Lag Corr T LSQ Lag Corr T LSQ 
0.11 1.25 1.59 10 0 .05 0.51 15.50 19 0.04 0.44 19.81 28 0.12 1 .18 2623 
0.02 020 1 .64 11 -0 .03 -0.35 15.67 20 -0 .01 -0 .13 19.83 29 0.05 048 26 .64 
0.21 2.33 7.40 12 -0 .02 -0 .21 15.73 21 -0 .07 -0 .73 20 .65 30 -0.01 -0 .06 26 .65 
-0.08 -0.89 8.33 13 0 .12 1.26 17 .94 22 -0 .11 -1 .08 22.49 31 0.04 0.36 26 .88 
5 -0 .01 -0 .15 8.35 14 0.05 0.48 18.27 23 -001 -0 .14 22 .52 32 004 044 27.23 
6 0.02 0.21 8.41 15 -0 .00 -0 .02 18.27 24 -0 .05 -0 .53 22 .99 
7 -0 .17 -1 .84 12.47 16 -0 .08 -0 .85 19.33 25 0.04 0.41 23 .27 
8 -0 .13 -1 .33 14 .73 17 -0.03 -0 .34 19.49 26 0.04 0 .45 2360 
9 -0.05 -0.56 15.14 18 -0 .01 -0 .11 19.51 27 0.04 0.37 23 .83 
Note : This diagram plots the autocorrelation function for residuals from regression \lodcl (:2) for the 
second six-month period for the oi I and gas sector returns . The horizontal red lines are the 9~ o 0 
confidence limit and the vertical lines represent the lags. The residuals will be random if the lag" fall 
inside the confidence boundaries. 
Appendix 5.12: The Normal Probability Plot of Residuals for the 
Banking Sector 
.~ 
.0 (0 
.0 
o 
~ 
a.. 
.999 -
.99 -
.95 -
.001 
-0 .02 
Average : 0.0000000 
StDev: 0.0060267 
N: 130 
Normal Probability Plot 
-0.01 0 00 
Residuals 
0.01 002 
Anderson-Darling Normality Te st 
A-Squared 1.454 
P-Value 0 001 
Note : This diagram plots the residuals from regression Mode l (:2) for the 13th six-month period fo r the 
Banking sector returns against a normal di stribution. The normal distribution is the solid line and the dots 
represent the residual s. 
Appendix 5.13: The Autocorrelation Plot of Residuals for the Banking 
Sector 
Autocorrelation Function for Residuals 
1.0 
-
c: 0.8 
0 0.6 
:,i:i 0.4 (0 
<I> 0.2 -
a- 0.0 a-
0 -0.2 -
~I ~~~= I~=; -'---·-' --, ------,----------, -,-
---------------------- ----0 
-0.4 -0 
... 
-0.6 -~ 
-0 .8 « -
-1.0 -
I I I I 
2 12 22 32 
Lag Corr T L8Q Lag Corr T L8Q Lag Corr T L8Q Lag Corr T L8Q 
1 0.10 1.15 1.36 10 -0 .08 -0 .86 11 .72 19 -0 .02 -0.22 1405 28 -0 .07 -0.69 1723 
2 -0 .11 -1.24 2.97 11 -0 .07 -0 .69 12.33 20 -0 .03 -0 .32 14.20 29 -0 .05 -0 .52 1767 
3 -0 .15 -1.71 6.16 12 001 0.06 12.33 21 0.06 0.64 14 .79 30 0.16 1.67 22 .28 
4 -0.08 -0.87 7.03 13 0.04 0 .39 12 .53 22 -0 .06 -0 .60 15.33 31 007 073 23.20 
5 -0 .06 -0 .67 7.55 14 -002 -0 .16 12.57 23 -0 .03 -0 .31 15.47 32 -006 -055 23 74 
6 0.10 1.09 8.96 15 0 .06 0 .59 1304 24 0.02 0.17 15.51 
7 0.06 0.59 9.38 16 -003 -0 .33 13 .20 25 -0 .05 -0.51 15.91 
8 0.09 0 .98 10 .57 17 -0 .02 -0 .16 13.23 26 001 0.10 15.92 
9 0.04 0.39 10.77 18 -0 .07 -on 13 .98 27 -0 .06 -0.59 1647 
Note: This diagram plots the autocorrelation function for residuals from regression Model (2) for the I yh 
six-month period for the Banking sector returns. The horizontal red lines are the L)~"" contidence limit 
and the vertical lines represent the lags . The residuals will be random if the lags fall inside the contidence 
boundaries. 
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Appendix 5.14: The Normal Probability Plot of Residuals for the 
Mining Sector 
.999 
.99 
.95 
~ .80 
.0 (U 
.50 
.0 
0 20 ~ 0-
.05 
. 01 
.001 
Average : -0 .0000000 
StDev: 0.0155636 
N130 
Normal Probability Plot 
.-' 
-,/ . 
. 
-0 .03 -0 .02 -0 .01 0.00 0.01 0.02 0.03 004 0.05 
Residuals 
Anderson-Darling Normality Te st 
A-Squared: 1470 
P-Value 0001 
Note : This diagram plots the residuals from re gression Model (2) for the 20th six-month period for the 
Mining sector returns against a normal distribution . The nonnal distribution is the solid line and the dots 
represent the residuals. 
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Appendix 5.15: The Autocorrelation Plot of Residuals for the 'lining 
Sector 
Autocorrelation Function for Residuals 
1.0 
-
c:: 0.8 -
0 0.6 -:e:::; 
co 0.4 -
<J) 0.2 -
.... 0 .0 .... 
0 
-0.2 -
~I - -1 - - - 1- - - 1- ~ ~ i - I - - - , - - 1- - -I - . - - - - .- - I - - 1- - - - - --
- - .1 - - 1- ______________ L L I _ _ ______ .-..L- .. _ 
0 
-0.4 0 
..... 
-0 .6 
::J 
-0 .8 « 
-1 .0 
-
I T I I 
2 12 22 32 
Lag (orr T LBQ Lag (orr T LBQ Lag (orr T LBQ Lag (orr T LBQ 
1 0.06 0.68 0.47 10 0.14 1.45 15.19 19 0.03 0.26 20 .03 28 -0 .06 -0.56 3590 
2 0 .09 1 .01 1.52 11 0.11 1.10 16 .82 20 -0 .15 -1.46 23 .33 29 -0 .02 -0.20 35 .97 
3 0.10 1.12 2.86 12 -0 .01 -0 .11 16 .84 21 -0 .06 -0.55 23 .81 30 -0 .19 -1 .79 4228 
4 -0 .18 -1 .98 7.13 13 -0 .04 -0 .39 17.05 22 -0 .21 -2 .04 30 .57 31 -0 .01 -012 42 .31 
5 0 .08 0.91 8.09 14 0.04 0.38 17.25 23 0.02 0.18 30 .63 32 0.00 0.03 4231 
6 -0 .12 -1 .30 10.12 15 -0 .02 -0 .21 17 .31 24 007 0.70 31.49 
7 0.09 0.92 11 .16 16 0.10 0.98 18.69 25 -0 .07 -0 .69 32 .34 
8 0.09 0 .94 12.28 17 -001 -0 .14 18.72 26 0.10 0 .97 34.08 
9 0.03 0.36 12.44 18 0.09 0.90 19.92 27 -009 -0 .81 35 .30 
Note: This diagram plots the autocorrelation function for residuals from regression vlodel (2) for the 20th 
six-month period for the Mining sector returns . The hori zontal red lines are the 95° (] confidence limit and 
the vert ical lines represent the lags. The residuals will be random if the lags fa ll inside the confidence 
boundaries. 
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Appendix 5.16: The Normal Probability Plot of Residuals for the 
Transport Sector 
Normal Probability Plot 
999 
99 
~ .95 
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StDev 0.0108429 
N: 130 
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A-Squared 2.585 
P-Value 0 000 
Note: This diagram plots the residuals fro m regress ion Model (2) for the lOth six-month period for the 
Transport sector returns against a norn1al di stri but ion. The normal distribution i~ the solid line and the 
dots represent the residuals. 
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Appendix 5.17: The Autocorrelation Plot of Residuals for the 
Transport Sector 
Autocorrelation Function for Residuals 
1.0 -~----------------------------------~ 
0.8 -
0.6 -
0 .4 -
0.2 
- --1------------------------------I I . Ito o. I I I 0.0 
-0 .2 
_ U -- _______ ~ ____ ____ I ___ ~ ______ • __ ~ 
-0.4 
-0 .6 
-0 .8 -
-1.0 -
I I I I 
2 12 22 32 
Lag Corr T LBO Lag Corr T LBO Lag Corr T LBO Lag Corr T LBO 
1 -0 .17 -1 .89 3.64 10 -0 .07 -0 .66 20 .33 19 -0 .09 -0 .86 2721 28 -002 -0 .17 35 .19 
2 -0 .17 -1 .89 7.52 11 -0 .12 -1.24 22.56 20 0.05 0.47 27 .57 29 -009 -0 .81 36 48 
3 0.22 2.42 14.30 12 0.09 0 .85 23 .63 21 0.04 0.35 27 .78 30 015 1 .36 4014 
4 0.10 106 15.72 13 -0 .03 -0 .33 23 .80 22 -0 .11 -1 .09 29 .82 31 -0 .09 -084 41 .59 
5 0.06 0.59 16.18 14 -0 .07 -0 .68 24 .50 23 -002 -0 .17 29 .87 32 -0 .15 -1 35 4543 
6 0.Q2 0.16 16.21 15 -0 .00 -0 .04 24.50 24 0 .13 125 32 .64 
7 -0 .04 -0.43 16.46 16 -0.03 -0 .29 24 .64 25 -0 .05 -045 33.02 
8 -007 -0 .67 17 .06 17 0 .05 0.44 24 .95 26 -007 -0 .64 33.77 
9 0.14 1 .39 19 .71 18 -0 .08 -0 .81 25 .99 27 0.09 0.85 35 .14 
Note : This diagram plots the autocorrelation function for residuals from regress ion Model (2) for the lo th 
six-month period for the Mining sector returns . The horizontal red lines are the 95° 0 confidence limit and 
the vertical lines represent the lags. The residuals will be random if the lags fa ll inside the confidence 
boundaries. 
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Appendix 5.18: The Normal Probability Plot of Residuals for the 
Software and Comput~r Sector 
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StDev 0.0081958 
N: 129 
-0 .02 -0 .01 000 001 
Residuals 
0.02 0.03 
Anderson-Darling Normality Test 
A-Squared 2.153 
P-Value 0.000 
Note : This diagram plots the residuals from regression Model (2) for the ) t" six -month period for the 
Software and Computer sector returns against a normal distribution. The nonnal distribution is the solid 
line and the dots represent the residuals . 
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Appendix 5.19: The Autocorrelation Plot of Residuals for the Software 
and Computer Sector 
1.0 -
0.8 -
0 .6 -
Autocorrelation Function for Residuals 
0.4 -
0.2 
- --r,-- ,--~T---, -, --, -,---------, ---~----
0.0 
-0 .2 
________ ~ I IJ I 
------------------ -----
-0.4 
-0 .6 
-0 .8 -
-1 .0 -
I I I I 
2 12 22 32 
Lag Corr T LBQ Lag Corr T LBQ Lag Corr T LBQ Lag Corr T LBQ 
1 -0 .05 -0.54 0.30 10 -0 .10 -1 .00 13.76 19 0 .02 0.16 17 .14 28 0 .09 0.83 30 .03 
2 -003 -0 .38 0.44 11 -0 .06 -0.63 14.29 20 -004 -0.46 17 .45 29 -0 .12 -1 .17 3254 
3 0.17 1.96 4.48 12 0.09 0 .95 15.51 21 0.01 0.13 17.48 30 -009 -0 .89 3404 
4 0.08 0.91 5.41 13 0.04 0 .44 15.79 22 -0 .12 -1 .17 19.57 31 -009 -0 .88 3555 
5 0.00 0.04 5.41 14 -003 -0.28 15.89 23 -0 .05 -0.49 19.96 32 -0 .06 -060 3627 
6 0.09 0.97 6.50 15 0.06 0.57 16.35 24 0.06 0.64 20 .60 
7 -003 -0.27 6.58 16 0.07 0.70 17 .05 25 -0 .01 -006 20 .61 
8 0.05 0.51 6.89 17 -0 .02 -0 .15 17 .09 26 -0 .14 -1 .35 2361 
9 0.20 2.15 12.46 18 001 0.11 17.10 27 -0 .18 -1.74 28.79 
Note: This diagram plots the autocorrelation function for residuals from regression \ lodel (2) for the 5th 
six-month period for the Software and Computer sector returns. The hori zonta l red lines are the l)~o 0 
confidence limit and the vertical lines represent the lags . The residuals will be random if the lags fall 
inside the confidence boundaries . 
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Appendix 6.1: Libyan: Oil prices, Administrative Expenditure 
Development Expenditure, Imports, Tax Revenue, Customs Re\'e~ue 
and Non-Oil Revenue, over 1981-2001. 
Administr Develop 
Oil Price Imports Tax Custom Non Oil ative ment 
US $ Revenue Revenue Revenue Expendit Expendit 
ure ure 
Year (MLYD) (MLYD) (MLYD) (MLYD) (MLYD) (MLYD) 
1981 40 2481.4 336.3 308 914.6 3817.6 2872.8 
1982 37 2124.3 398.1 261 1127.4 3145.3 2688.3 
1983 30.1 2657.7 441.4 197.2 928.1 1567.6 2096.3 
1984 ·28.1 2505.7 391.9 218.7 965.2 1645.3 1834.7 
1985 27.5 1706 352.8 299.4 952.2 1182.1 1523.3 
1986 13 1396.8 328.1 206.5 92b 1332.9 1081.1 
1987 17.7 1556.2 317 190.7 934.8 1075 993 
1988 14.2 1685.4 329.8 191.3 1131.8 1125 845.3 
1989 17.3 1475 357 298.9 1201.4 1170 760.9 
1990 22.3 1510.9 357 287.1 1260 1490 1219 
1991 18.6 1505.5 375 300 743 1192 1187 
1992 18.4 1564.5 357 228 1185 1508 1240 
1993 16.3 1714.8 435 231 1286 1534 977 
1994 15.5 1402.9 363.8 359.3 1119.3 1769.3 1035.7 
1995 16.9 1716.8 438 400 1041 2710.1 1901.1 
1996 20.3 1914.8 444 444 1486.3 3761.2 1284.1 
1997 18.7 2138.6 441 440 1926.4 3505.4 1516 
1998 12.3 2203.8 535 519 1815 3163.8 1277.2 
1999 17.5 1928.6 620.1 519.5 1412.6 2966.9 1329.1 
2000 27.6 1911.4 637.1 395.2 2459.2 3153.2 2097 
2001 24.7 2660.4 706.8 362.5 2395.8 3596.6 2029 
Source: (i) Ministry of Planning, Department National Accounts, National Accounts, LIbya, (vanous 
issues), (ii) Central Bank of Libya, Economic Bulletin, (various issues), and (iii) ARAB Monetary Fund, 
National Accounts of Arab Countries (various issues). ML YD = Million Libyan Dinar, $ = US Dollars. 
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Appendix 6.2: The Number of Seismic Cre\\·s. Drilling Rigs, \Yells 
Completed and the Added Proven Reserves in Libya beh,'een 1960-
1999 
Exploratory 
The number The number and 
Year of seismic of active development Added proven 
crews at work drilling rigs wells 
completed 
1960 472.5 34 197 0 1961 438.6 35 198 0 1962 359.2 43 209 1500 
1963 332.8 46 390 2500 
1964 246.5 45 420 2000 
1965 215.9 55 302 1000 
1966 143.6 21 238 10000 
1967 185.6 22 134 9200 
1968 149.4 37 150 800 
1969 243.7 55 235 5000 
1970 126.7 13 245 
-5800 
1971 44.7 18 81 
-4200 
1972 48.6 9 55 5400 
1973 21 8 82 -4900 
1974 33.9 14 72 1100 
1975 94.5 9 84 500 
1976 120.9 18 88 -600 
1977 90.9 24 136 -500 
1978 109.3 28 135 -700 
1979 77.6 34 220 -800 
1980 108.4 38 192 500 
1981 183 33 157 -400 
1982 163 28 89 -1100 
1983 232 35 80 -230 
1984 199 34 86 -170 
1985 205 34 65 200 
1986 135.5 12 40 1500 
1987 95.6 15 41 0 
1988 127 20 100 0 
1989 114.5 17 110 0 
1990 143 15 98 135 
1991 165 15 94 135 
1992 117 30 94 0 
1993 106.3 28 100 0 
1994 74 25 125 0 
1995 58 13 88 6700 
1996 81 21 131 0 
1997 72 21 135 0 
1998 74 21 140 0 
1999 74 22 140 0 
Source: Mahmud and Russell, (2002). 
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Appendix 6.3: Special Drawing Rights 
The Special Drawing Right (SDR) instrument was established by the 
International Monetary Fund (IMF) in 1969 as an aid to the s) stem of fixed exchJngc 
rates developed as part of the Bretton Woods agreement. Each country that takes part in 
this system needs either official government reserves or central bank holdings of gold 
and generally accepted foreign currencies that can be used to buy the local currency in 
world foreign exchange markets. The value of the SDR was originally equal to 
0.888671 grams of fine gold (which was also equal at the time to one US dollar). 
However, subsequent to the col1apse of the Bretton Woods system in 1973, the value of 
SDRs was redefined in terms of a weighted average of a basket of major currencies used 
in international trade and finance. As of January 200 I, the SDR valuation basket 
weights were the sum of the values of the amounts of each currency in the following 
amounts: US Dollar, 45 percent; Euro, 29 percent; Japanese Yen, 15 percent; and Pound 
sterling, 11 percent (International Financial Statistics, 2003). To ensure that the basket 
reflects the relative weight of currencies, the IMF reassesses the basket's composition 
everv five ve~rs. 
. -.I ~ 
:::e~dix 7.1: Values of the Independent Variables Lsed in the Libyan 
t e UK Models and Values of the Dependent \'ariables l'sed in'the 
Libyan Models 
International 
US S TO UK £ - resen'es of Libyan GDP at Administrati, e De, elopment Year Oil Price US S EXCHANGE Foreign balances Current factor Expenditure Expenditure 
RATE and Currencies income (\IL YD) (\ILY[)) (\IL YD) 
(MLYD) 
1971 2.6 2.44 844.5 1587 256.2 222.5 1972 2.8 2.50 947 1753 336.1 359.~ 1973 3.1 2.45 637.1 2183 
"""' "' 
5: 5.2 , 1974 10.4 2.34 1124.3 3796 9806 866 1975 10.4 2.22 665.2 36"7'+ 1619.8 941 1976 11.6 1.81 995.5 4768 1509.5 IIg72 1977 12.6 1.75 1496.6 5613 1663.5 1280.3 1978 12.9 1.92 1296.7 5.+96 1999.1 1371.2 
1979 29.2 2.12 1994.3 7603 2502.8 1868.8 
1980 36 2.33 4076.8 10277 3405,4 2551.6 
1981 40 2.03 3087.4 8869 3817.6 2872.8 
1982 37 1.75 2314 9372.8 31.+5.3 2688.3 
1983 30.1 1.52 1659.4 8931.9 1567.6 2096.3 
1984 28.1 1.34 1219.8 8363.9 1645.3 1834.7 
1985 27.5 1.30 1937.7 8226.5 1182.1 1523.3 
1986 13 1.47 2016.3 7131.5 1332.9 1081.1 
1987 17.7 1.64 1676.4 6253..+ 1075 993 
1988 14.2 1.78 1244.5 6790.8 1125 8.+) .3 
1989 17.3 1.64 1265.1 9537 . .+ 1170 760.9 
1990 22.3 1.78 1551.5 8094.8 1490 1219 
1991 18.6 1.77 1580.4 8887 1192 1187 
1992 18.4 1.77 1704 9269 1508 1240 
1?93 1 c. "I IV.) 1.50 lL I ':I.L 9 i 9 1.7 L)j~ ')77 
1994 15.5 1.53 1386,4 9670.8 1769.3 1035.7 
1995 16.9 1.58 2181 10672.3 2710.1 1901.1 
1996 20.3 1.56 2706.4 12327.3 3761.2 12S4 I 
1997 18.7 1.64 3389.4 13800.5 3505.4 1516 
1998 12.3 1.66 3194.4 12610.6 3163.8 1277.2 
1999 17.5 1.62 3426.2 14075.2 2966.9 1329.1 
2000 27.6 1.52 6990.3 17620.2 3153.2 209-
2001 24.7 1.44 9132.6 17604.5 3596.6 2029 
Note: This table presents data on the oil price, the exchange rate, the total of foreign balances and 
currencies, administrative expenditure, and development expenditure for Libya between \971 and 200 I. 
ML YO = Million Libyan Dinars, $ = US Dollars, £ = UK Pounds, GOP = Gross Domestic Produ(\ 
Sources: Central Bank of Libya, Economic Bulletin (various issues), International Financial Statlstl(S 
(various issues). 
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Appendix 7.2: Values of the Dependent Variables Csed in the tOK 
Models 
International Total 
reserves of 
Year GDP (£bn) Foreign Expenditure balances and 
Currencies 
I(£bn) (£bn) 
1971 56.94 3.27 17.73 
1972 63.09 1.94 20.' 31 
1973 72.09 ')./8 '3.14-+ 
197-1 81.86 2.58 '9A-+8 
1975 103.29 2.07 39.6 / 5 
1976 124.55 1.87 
-+ 7.746 
1977 143078 11.53 52.667 
1978 165.36 8.35 60.62 
1979 193.35 9.30 70.501 
1980 226.23 8.88 86.132 
1981 247.71 7.5' 99.837 
1982 270.97 7.09 110A01 
1983 304.33 7.48 123.597 
1984 324.17 7.06 132.023 
1985 355.33 9.97 1-+'.302 
1986 380.98 12.56 148.794 
1987 418.92 25.45 157. / 52 
1988 464.74 24.76 161.795 
1989 507.21 21.22 174.578 
1990 551.12 20.08 207.442 
1991 575.32 23.68 229.15 
1992 597.24 20.75 257.887 
1993 630.71 24.48 267.882 
1994 667.37 26.77 284.051 
1995 699.57 26.62 295.172 
1996 '7 r:,.., ,.., 1 25.55 3U"i.3} Iv.t.-.~l 
1997 81 1.07 19.72 306.579 
1998 859.38 19.43 313.836 
1999 902.46 22.17 324.393 
200() 950.42 28.96 
2001 993.12 25.86 
Note: This table presents data on GDP, the total of the foreign balances and currencies, and total 
expenditure for the UK between 1971 and 2001. GOP = Gross Domestic Product. 
Sources: International Financial Statistics, (various issues). 
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Appendix 7.3: The Normal Probability Plot of Residuals for Libyan 
Gross Domestic Product . 
.999 
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Anderson-Darling Normality Test 
A-Squared 0.393 
P-Value 0.354 
Note: This diagram plots the residuals from regression Model (2) for Libyan Gross DOl11e~tic Product 
aga inst a normal distribution. The nonnal di stribution is the solid line and the dots represent the resiuuak 
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Appendix 7.4: The Normal Probability Plot of Residuals for Libyan 
International Reserves of Foreign Balances and Currencies ' 
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Anderson-Darling Normality T", :.t 
A-Squared 0 278 
P-Value 0624 
Note : Thi s diagram plots the residuals from regression Model (2 ) for Libyan International Rc"~.'r\c", of 
Foreign Balances and Currencies against a normal distribution . The normal distribution j" the solid line 
and the dots represent the residuals. 
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Appendix 7.5: The Normal Probability Plot of Residuals for Libyan 
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Note : This diagram plots the residuals from regression Model (2) for Libyan Administrative Expenditure 
against a normal distribution . The normal distribution is the so lid line and the dots represent the re"iduals. 
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Appendix 7.6: The Normal Probability Plot of Residuals for Libyan 
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Note : This diagram plots the residuals from regression Model (2) for Libyan Development expenditure 
against a normal distribution . The normal distribution is the so lid line and the dots represent the residual" . 
Appendix 7.7: The Autocorrelation Plot of Residuals for Libvan Gross 
Domestic Product . 
Autocorrelation Function for Residuals 
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3 049 1.97 1945 
4 -0.29 -1 .04 2241 
5 -0.24 -0.82 2448 
6 0.58 1.94 37.33 
7 -0.41 -1.22 44.08 
Note : This diagram plots the autocorrelation function for residuals from regression \ tUllel (2) for Libyan 
Gross Domestic Product. The horizontal red lines are the 95% confidence limit and the \crtical Iinc~ 
represent the lags. The residuals will be random if the lags fall inside the confidence boundaries . 
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Appendix 7.8: The Autocorrelation Plot of Residuals for Lib"an 
International Reserves of Foreign Balances and Currenci~s 
Autocorrelation Function for Residuals 
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Note : This diagram plots the autocorrelation function for residuals from regression \I lllki (2) for Libyan 
International Reserves of Foreign Balances and Currencies. The horizontal red lines are the 95% 
confidence limit and the vertical lines represent the lags. The residuals will be random if the lags fall 
inside the confidence boundaries. 
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Appendix 7.9: The Autocorrelation Plot of Residuals for Libvan 
Administrative Expenditure . 
Autocorrelation Function for Residuals 
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6 0.13 053 13.44 
7 -0 .11 -0 .41 13.90 
Note: This diagram plots the autocorrelation function for residuals from regression \1 ULk I (2 ) for Libyan 
Administrative Expenditure . The horizontal red lines are the 95°'0 confidence limit and the vertical line.., 
represent the lags. The residuals will be random if the lags fall inside the confidence boundaries 
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Appendix 7.10: The Autocorrelation Plot of Residuals for Libyan 
Development Expenditure . 
Autocorrelation Function for Residuals 
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5 0.35 125 22.67 
6 -0 20 -069 24 25 
7 0.04 0.15 24.33 
Note : This diagram plots the autocorrelati on functi on for res iduals from regre~~i on \ lmk l (.2) for Libyan 
Deve lopment Expenditure . The horizontal red lines are th e ')5% confidence limi t and the vertica l line ... 
represent the lags. The residuals will be random if the lags fa ll inside the contidence boundarie~ . 
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Appendix 7.11: The Normal Probability Plot of Residuals for L K 
Gross Domestic Product 
999 
.99 
95 
~ .80 
.a 
co . 50 
.a 
0 
.20 
-a.. 
05 
. 01 
.001 
Average: 0.0000000 
StDev: 0.0507232 
N:28 
Normal Probability Plot 
~-- . 
-0 .10 -005 000 
Residuals 
• 
005 
Anderson-Darling Normality Te st 
A-Squared 0.173 
P-Value 0.919 
Note: This diagram plots the residuals from regression Model (2) for UK Gross Domcsti c Product again ... , 
a normal distribution . The normal distribution is the so lid line and the dots represent the rcsidual-. . 
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Appendix 7.12: The Normal Probability Plot of Residuals for L~ Total 
Expenditure 
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Note : This diagram plots the residuals from regression Model (2) for UK Total Expenditure again:-.t a 
normal distribution. The normal di stributi on is the solid line and the dots represent the residuals . 
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Appendix 7.13: The Normal Probability Plot of Residuals for l ~ 
International Reserves of Foreign Balances and Currencies 
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Note : This diagram plots the residuals from regression Model (2) for UK International Resenes of 
Foreign Balances and Currencies against a normal di stributi on. The normal distribution is the solid line 
and the dots represent the residuals . 
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Appendix 7.14: The Autocorrelation Plot of Residuals for LK Gross 
Domestic Product 
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Note : Thi s diagram plots the autocorrelation function for residuals from regression \10llcl (2) tt)r l ' K 
Gross Domesti c Product. The horizontal red lines are the 95° () confidence limit and the \ erllL'al line~ 
represent the lags. The res iduals \vi ll be random if the lags fall inside the confidence boundarie~, 
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Appendix 7.15: The Autocorrelation Plot of Residuals for LK Total 
Expenditure 
Autocorrelation Function for Residuals 
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Note: This di agram plots the autocorre lation func tion for residuals from regression Model (2) for UK 
Total Expenditure. The hori zonta l red lines are the 95% confidence limit and the vcrticallllh.' '> rcprcscnt 
the lags. The res iduals will be random if the lags fa ll inside the contidence boundar icy 
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Appendix 7.16: The Autocorrelation Plot of Residuals for L ~ 
International Reserves of Foreign Balances and Currencies 
Autocorrelation Function for Residuals 
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Note : Thi s diagram plots the autocorrelati on function for residual s from regre""ion \t odd (2) for t · K 
International Reserves of Fore ign Balances and Currencies The horizontal red line" are the L)~ "" 
confidence limit and the vertic al lines represent the lags. The residual s \\ill be random if the lags I~!ll 
inside the confidence boundaries. 
