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Abstract A low-complexity peak-to-average power ratio (PAPR) reduction scheme in an
orthogonal frequency division multiplexing system is proposed. The proposed
scheme utilizes a new phase sequence based on a gray code structure and a similarity
measurement block. Due to the ordered phase sequences, a noteworthy reduction capacity
is obtained in terms of the number of multiplication and addition operations and the side
information. Simulations are performed with quadrature phase shift keying modulation and
a Saleh model power amplifier. The proposed scheme offers a significant PAPR reduction
and bit error rate performance at approximately the same total complexity compared to the
conventional partial transmit sequence and the enhanced partial transmit sequence (EPTS)
techniques. The results show that at the same PAPR reduction, this scheme provides a
complexity reduction of at least 42.3 % over that of the EPTS technique.
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1 Introduction
A new generation of wireless communication systems should be able to provide some
major specifications, such as the ability to transmit at a high data rate with emphatic
constraints on the power consumption and bandwidth seizure. Hence, it is necessary to
adopt the Power-efficient and M-ary modulation schemes with a high spectral effi-
ciency, including quadrature amplitude modulation (4-QAM) in conjunction with
orthogonal frequency-division multiplexing (OFDM). Because of the OFDM benefits,
the use of this technique for cellular mobile radio standards, LTE and future wireless
standards is prevalent. When considering several research reports, a major drawback of
the OFDM signals is a high peak-to-average power ratio (PAPR) [1] because a large
PAPR leads to in-band distortion, out-of-band radiation and efficiency degradation
[2, 3].
To date, several PAPR-reduction techniques to mitigate these problems have been
proposed in the literature, including probabilistic techniques [4, 5], coding [6, 7], com-
panding [8, 9], selected mapping (SLM) [10], partial transmit sequence (PTS) [11–15],
tone reservation (TR) [16], active constellation extension (ACE) [17], cross-correlation-
PTS [18], and clipping and filtering (CAF) [19, 20]. It should be mentioned that clipping is
the simplest method, but it causes BER degradation and interference in the adjacent
channels.
One specific approach that has received much attention is the PTS technique. However,
one of its major drawbacks is its high computational complexity [21, 22]. The conventional
PTS (CPTS) technique is based on different phase sequences and ultimately selects the
optimum phase sequence from the sequences that can produce the minimum PAPR. The
optimization has been carried out either by using efficient search processes to select the
optimum phase sequence [21] or by using several optimization metrics, such as the inter-
modulation distortion (IMD) [23], the peak interference-to-carrier ratio (PICR) [24], the
mean squared error (MSE) [25] and the distortion-to-signal power ratio (DSR) [26]. The
use of these metrics would have a high impact on the system’s bit error rate (BER) [23, 26].
Al-Dalakta [18], proposed a new method called the cross-correlation PTS, which has a
low complexity, for reducing the BER. The CPTS technique is more efficient in terms of
the PAPR reduction compared to the cross-correlation PTS, which means that the cross-
correlation PTS technique is not able to improve the PAPR as well as the CPTS technique
can.
Varahram [13], proposed a new phase sequence, which has an advantage for the number
of inverse fast Fourier transforms (IFFTs), but some drawbacks, such as a high number of
multipliers in each iteration, an inability to support high iterations, the need to save a large
side information matrix as well as useless iterations due to the random phase sequences,
are significant.
This paper presents a new low-complexity technique to reduce the PAPR capacity and
the BER degradation of the OFDM systems due to the non-linear characteristics of the high
power amplifier (HPA). The structure of the proposed method is different from the CPTS
technique because of the use of two blocks for sorting the effects of the different phase
sequences on the PAPR and for the similarity measurements. Therefore, by using a new
phase sequence based on the Gray code and one similarity measurement block, a technique
with a smaller number of IFFTs and multipliers, can be achieved with acceptable BER and
PAPR reduction results.
224 M. Kazemian et al.
123
This paper is organized as follows. Section 2 summarizes the PAPR and the power
amplifier. In Sect. 3, the PTS technique and the proposed scheme are introduced. Sec-
tions 4 and 5 present the simulation results and the conclusion, respectively.
2 PAPR Definition and Power Amplifier Model
A multicarrier signal is the sum of many independent signals that are modulated onto sub
channels of equal bandwidth. The complex baseband representation of a multicarrier signal
consisting of N subcarriers is given by
xðtÞ ¼ 1ffiffiffiffi
N
p
X
N1
k¼0
XðkÞej2pkDft 0  t\NT ð1Þ
where j ¼ ffiffiffiffiffiffi1p ; XðkÞ is the data symbol of the kth subcarrier, N is the number of sub-
carriers, Df is the subcarrier spacing, and T is the OFDM symbol duration Df ¼ 1=NT
 
.
The PAPR is a measure that is generally used to quantify the envelope variations of the
multicarrier signals and can be defined as [20]:
PAPR ¼
max0 t T xðtÞj j2
h i
E xðtÞj j2
h i ð2Þ
where E[] denotes an expectation. The most popular metric for measuring the PAPR is the
complementary cumulative distribution function (CCDF) [27, 28]. The CCDF of the PAPR
denotes the probability that the PAPR of a data block exceeds a given threshold, and it is
defined as follows:
CCDF ¼ PrðPAPR[PAPR0Þ ð3Þ
where PAPR0 is the given threshold. The CCDFs are mostly compared in a graph for which
the horizontal and vertical axes demonstrate the threshold and the probability that the
PAPR exceeds the threshold, respectively.
In this paper, the memory-less nonlinear power amplifier Saleh model is used to
describe the effects of the PAPR for HPA efficiency.
The AM/AM and AM/PM characteristics of the Saleh model amplifier can be expressed
as [13, 30]:
/ðtÞ ¼ p
6
xðtÞ
xðtÞ2 þ Z2sat
ð4Þ
YðtÞ ¼ Z2sat
xðtÞ
xðtÞ2 þ Z2sat
ð5Þ
where x(t) is the absolute value of the input signal, Zsat indicates the amplifier input
saturation voltage behavior, and finally, /(t) and Y(t) are the AM/PM and AM/AM of the
power amplifier, respectively. It should be mentioned that 2.5 is the value which used as
the gain of this amplifier.
A Low Complexity Peak-to-Average Power Ratio Reduction Scheme… 225
123
3 Proposed Method
3.1 Conventional Partial Transmit Sequence (CPTS)
The PTS technique’s structure is defined by dividing an input signal X of N symbols into V
disjoint subblocks
XV ¼ Xv;0; Xv;1; . . .; Xv;N1
 T
v ¼ 1; 2; . . .; V ð6Þ
where
PV
v¼1 Xv ¼ X. The subcarriers in these subblocks are multiplied by the phase
sequences in the time domain and are introduced as bv ¼ ej/v ; v ¼ 1; 2; . . .; V . The set of
phase factors is denoted as a vector b = [b1, b2,…, bV]T. The time domain signal after this
combination is given by
X
0 ðbÞ ¼
X
V
v¼1
bv:Xv ð7Þ
where X
0 ðbÞ ¼ ½x00ðbÞ; x01ðbÞ; . . .; x0NL1ðbÞT and L is the over-sampling factor [28, 29]. Let
us interpret the collection of all data symbols Xk, k = 0, 1, …, NL-1 as a vector
X = [X0, X1, …, XNL-1]T. The selection of the optimum phase sequence is dependent on
the minimization of the PAPR for the combined signal, and minimization of the PAPR is
related to the minimization of max0 kNL1 x
0
kðbÞ



:
Enhanced partial transmit sequence (EPTS) technique [13] can perform a similar PAPR
reduction by using half the number of IFFT blocks compared to the CPTS technique. This
phase sequence is defined as
B ¼
b1; 1 ; . . .; b1; N
..
. ..
. ..
.
bv; 1 . . . bv; N
bv þ 1; 1 ; . . .; bv þ 1; N
..
. ..
. ..
.
bP; 1 ; . . .; bP; N
2
6
6
6
6
6
6
6
6
4
3
7
7
7
7
7
7
7
7
5
PN
v ¼ 1; 2; . . .; V ð8Þ
where P is the number of iterations, which can be calculated as follows:
P ¼ DWV1 D ¼ 1; 2; . . .; DN ð9Þ
where D is the coefficient that specifies the PAPR reduction capacity and DN is determined
by the user, V is the number of subblocks and W is the number of allowed phase factors.
For N = 256, 256 multipliers are needed for each row, and therefore a huge number of
multipliers are needed by increasing the number of rows. Hence, in EPTS technique [13],
the iteration number is P, while for the CPTS scheme; the WV-1 iteration is needed to find
the optimum phase sequence.
3.2 The Proposed Gray Code-Based Phase Sequence
In this paper, a new phase sequence is proposed to decrease the total complexity in each
iteration. Hence, the proposed method enables more iterations to be made by using a less
multiplier numbers compared to the CPTS and EPTS techniques. This new phase sequence
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is based on the Gray code. The Gray code is a code pattern whose adjacent code strings
differ for only one bit [31]. One type of Gray code is the n-ary Gray code. A 4-ary Gray
code would use the values {0, 1, 2, 3}. The sequence of elements in the 4-Gray code can be
explained using the following matrices. If
e ¼
0
..
.
0
2
4
3
5
l1
f ¼
1
..
.
1
2
4
3
5
l1
g ¼
2
..
.
2
2
4
3
5
l1
h ¼
3
..
.
3
2
4
3
5
l1
and Q ¼
e
f
g
h
2
6
6
4
3
7
7
5
ð4lÞ1
;
~Q ¼
h
g
f
e
2
6
6
4
3
7
7
5
ð4lÞ1
ð10Þ
Then, the 4-ary Gray code can be explained as follows:
M¼ Q ðl¼64Þ½ 2561
Q ðl¼16Þ
~Q ðl¼16Þ
Q ðl¼16Þ
~Q ðl¼16Þ
2
6
6
4
3
7
7
5
2561
Q ðl¼4Þ
~Q ðl¼4Þ
Q ðl¼4Þ
..
.
~Q ðl¼4Þ
Q ðl¼4Þ
~Q ðl¼4Þ
2
6
6
6
6
6
6
6
6
6
4
3
7
7
7
7
7
7
7
7
7
5
2561
Q ðl¼1Þ
~Q ðl¼1Þ
Q ðl¼1Þ
..
.
~Q ðl¼1Þ
Q ðl¼1Þ
~Q ðl¼1Þ
2
6
6
6
6
6
6
6
6
6
4
3
7
7
7
7
7
7
7
7
7
5
2561
2
6
6
6
6
6
6
6
6
6
4
3
7
7
7
7
7
7
7
7
7
5
2564
ð11Þ
where l is the number of rows that is different in the above matrices, and Q(l = L) and
~Q(l = L)describe the Q and ~Q matrices, which are made using the e, f, g, h matrices by l
rows.
The 4-ary Gray code is a sequence of bit strings, which can be formatted as a 256 9 4
matrix. {0,0,0,0}, {0,0,0,1}, {0,0,0,2}, {0,0,0,3} are the starting fourth codes, and {3,0,0,3},
{3,0,0,2}, {3,0,0,1}, {3,0,0,0} are the last fourth codes that are shown here as examples for
better perception. The matrix M extends to ~M as a newly defined matrix:
~M ¼ M ; . . .; M
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{
N=4
2
6
4
3
7
5
256N
ð12Þ
where N is the number of subcarriers. This is a new phase sequence called the Gray code-
based phase sequence (GCP).
Refer to (8), matrix B has P rows and N columns of a random phase sequence. If
P = 256 and N = 256, 256 9 256 multipliers are needed. This is a huge number of
multipliers. In addition, because of the random phase sequences at each row, a significant
change is not guaranteed after each iteration compared to the previous iteration. Moreover,
if a smaller number is selected as the P parameter, the efficiency and PAPR reduction
terms cannot satisfy the requirements.
In the proposed phase sequence with the Gray code, only N/4 multipliers are needed in
each row, which means 1 phase difference for each of the 4 phases. So for P = 256 and
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N = 256, 256 9 64 multipliers are needed. Matrix ~M has 4 phases for N/4 times and is
introduced as {b0, b1, b2, b3}. The first line can be calculated as follows:
Y1 ¼ b1;0x ð0þ4nÞ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}
N=4
; b1;1 x ð1þ4nÞ
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
N=4
b1;2xð2þ4nÞ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}
N=4
b1;3xð3þ4nÞ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}
N=4
8
>
<
>
:
9
>
=
>
;
0  n  N=41
ð13Þ
where x(.) denotes the input symbol number.
The calculation of the same x at the next iteration is related to the next phase sequence.
Figure 1 illustrates the phase multiplication procedure. If Y1 = {y0, y1, y2, y3}, and the next
phase sequence has one bit difference at the second bit and is defined as {b0, b1
0
, b2, b3}, it
can easily be achieved as {y0, y1
0
, y2, y3} where the calculation of y1
0
is the same as y1 when
b1
0
is the considered phase instead of b1. Thus, all the iteration results can be obtained
according to the previous iteration. Vector z, which is specified in Fig. 2 for the kth iteration
using the jth phase number, is defined as
zk;j ¼
X
V
i¼1
bj; k1þ i xi ; ðjþ 4nÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
N=4
0 nN=4 1 ð14Þ
Vector zk,j has N/4 elements. The extension of the above vector for all 4 phases can be
defined as:
zk ¼ zk;j
	 

j¼0;1;2;3 ð15Þ
The next iteration vector can be calculated by the previous vector:
zkþ1 ¼ zk;j
j6¼j0
; yj0
n o
ð16Þ
where j0 is the bit number of the(K ? 1)th iteration, which differs from the previous
iteration.
x1,N-3 '1b
x2,5 ''1b
x2,N-1b3x2,N-4b0x2,6 b2
kth Iteration
k+1th Iteration
y1y0 y2 y3
…
+ + + + + + + + +…
zk, 0 zk, 1 zk, 2 zk, 3
…
x2,0 b0 x2,2 b2 x2,3 b3 x2,4 b0 x2,5 
'
1b x2,7 b3 …
x1,0 b0 x1,2 b2 x1,3 b3 x1,4 b0 x1,6 b2 x1,7 b3 x1,N-2b2 x1,N-1b3x1,N-4b0
'
1yy0 y2 y3
+ + + + + + + +…
zk+1, 0=zk, 0 zk+1, 1 zk, 1 zk+1, 2= zk, 2 zk+1, 3=zk, 3
…
x2,0 b0 x2,2 b2 x2,3 b3 x2,4 b0 x2,6 b2 x2,7 b3x2,1 ''1b x2,N-2b2 x2,N-1b3… x2, N-4b0
x1,0 b0 x1,2 b2 x1,3 b3 x1,4 b0 x1,5 '1b x1,6 b2 x1,7 b3 x1,N-1b3… x1,N-4b0
x2,N-3 ''1b
+++
x2,N-3 '1b
+
+
+
x2,1 '1b
+
x1,5 b1 x1,N-3b1
x2,N-2b2
x1,N-2b2x1,1 '1b
x1,1 b1
≠
Fig. 1 Proposed phase sequence and the multiplication procedure by V = 2
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As mentioned above, a 4-bit Gray code string differs by only one bit from the previous
or the next string and needs one multiplier for each string change. Therefore, a 4-ary Gray
code, which has 256 strings, needs 256 multipliers, as shown in (11).
The other complexity reduction issue is the special phase sequences allocation called
the enhanced Gray code-based phase sequence (EGCP). Consider the number of allowed
phase factors W = 4 so that the phase sequence can be chosen from {1, j, -1, -j}. As
mentioned above, an M-ary Gray code uses the values {0, 1, 2, 3}. The main concept is the
assignment of the ‘0’ code to ‘1’, the ‘1’ code to ‘-1’, the ‘2’ code to ‘-j’, and the ‘3’ code
to ‘j’. By this phase sorting, only for passing the code ‘1’ to ‘2’ and ‘3’ to ‘0’, one
multiplier is needed, and the other changes would only be produced by one sign change:
‘?’ to ‘-’ or ‘-’ to ‘?’. For example, changing the code {1, 2, 0, 0} to {1, 1, 0, 0} is equal
to changing the phase sequence {-1, -j, 1, 1} to {-1, -1, 1, 1}. Clearly, the second phase
has been changed and needs one multiplier. Changing the code {1, 1, 0, 0} to {1, 1, 0, 1} is
equivalent to changing the phase sequence {-1, -1, 1, 1} to {-1, -1, 1, -1}. The change
in the last phase is achieved by one sign change and does not require a multiplier. It should
be noted that this matrix sorting does not result in a complicated proposed procedure
because the position of the multipliers and the sign-changing positions are exactly
assigned.
For a 4-ary Gray code with 256 rows in the above analysis, the necessary multiplier
positions are defined as follows:
b ¼ 4aþ 2 a ¼ 0; 1; . . .; 63 ð17Þ
b0 ¼ 16a0 þ 8 a0 ¼ 0; 1; . . .; 15 ð18Þ
b00 ¼ 64a00 þ 32 a00 ¼ 0; 1; 2; 3 ð19Þ
where b, b
0
and b00 are the positions that need multipliers.
Hence, the 256 multipliers in matrix M are replaced by only 85 multipliers and finally
the used matrix is decreased from 256 9 256 multipliers in (8) to 85 9 64 multipliers and
.
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Fig. 2 Block diagram of the proposed PTS method
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becomes an optimum phase sequence matrix with low complexity and better PAPR
reduction because more iterations are used. Additionally, because of the use of fixed phase
sequences rather than random phase sequences, the results are guaranteed.
3.3 Proposed Structure
The proposed structure method is shown in Fig. 2. According to (6) and (7), the new vector
Gi can be defined as
Gi ¼ max X
0 ðbÞ  1 iP; 1P 256 ð20Þ
where Gi = [x1
00
, … ,xP
00
] and P is the number of iterations, which is flexible and is specified
by the user. After saving the vector Giand one ascending sorting stage, the new vector R is
obtained as
R ¼ r1; . . .; rS; . . .; rP½ ; 1 SP; r1  r2  . . . rP ð21Þ
As mentioned above, P is the iteration number that is equal to the length of vector R, and
S is the selected number of R elements.
Note that the R vector elements are similar to the Gi vector elements, but on an
ascending mode.
The effect of the power amplifier on a signal can be approximated using one amplifier
model. If the power amplifier operates at a linear region or the maximum signal level is
below the amplifier saturation point, the input and output of the amplifier shape are equal
[18, 30]. Therefore, the similarity measurement method can be used to figure out the
degree of the amplifier input and the output similarity.
In statistics, the cross-correlation (CCOR) and the Sorensen–Dice coefficient (SDC) are
two similarity test methods between two variables, x and y. The CCOR can be defined as
Rð0Þxy ¼
X
N1
n¼0
xny

n ð22Þ
Additionally, the SDC is expressed as
SDC ¼ 2 x:yj j
xj j2 þ yj j2 ð23Þ
So, the S members from vector Z, which are specified by the user should pass through an
amplifier, where x and y are the PA input and output, respectively, bCORR and bSDC are the
optimum phase sequences using the CCOR and SDC measurement, respectively, and be
calculated as follows
bCORR ¼ argbði0Þ maxRð0Þxy 1 i0  S ð24Þ
bSDC ¼ argbði0Þ maxðSDCÞ ð25Þ
The proposed method has 2 stages. Firstly, selecting the S phase sequences which can
produce the minimum PAPR amplitude among all the phase sequences, and finally
selecting the optimum phase sequence which gives the highest similarity between the input
and output signal of the amplifier among the selected phase sequences. The last stage is
useful for BER reduction. Here is one tradeoff between the PAPR reduction and the BER
reduction priority. By selecting S as a small value, this technique improves the PAPR
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reduction performance and by selecting S as a large value improves the BER degradation
performance.
3.4 Computational Complexity
The total complexity of the C-PTS [11] and the EPTS [13] techniques is given as:
CCPTS ¼ 3VN=2 logN þ 2VWV1N ð26Þ
CEPTS ¼ 3=4VNlogNþ PVN ð27Þ
where N is the number of subcarriers, V is the number of subblocks and P is the number of
iterations. The total complexity for the proposed method is expressed as:
CGCP ¼ 3=4VNlogNþ ðP  1ÞVN=4 ð28Þ
CEGCP ¼ 3=4VNlogNþ ðP  1ÞVN=12 ð29Þ
where CGCP and CEGCP are the total complexities of the GCP and EGCP, respectively.
Equations 26 to 29 have 2 terms. The first term pertains to the complexity of the IFFT
itself, and the second term is the complexity of the searching algorithm. Additionally, a
complexity term is relevant to the similarity measurements that can be ignored due to its
dependence on the value of parameter S. In other words, Eqs. 26–29 are defined for only
one iteration, and the numbers of iterations in the first and second stages of the proposed
method are not the same. This means that the number of iterations at the first stage is P,
while the number of iterations at the second stage is S. Because of the small value of S, its
non-effective complexity term can be omitted. Moreover, it should be highlighted that
CCOR is less complex than SDC as the similarity measurement block [18], and this is an
important difference, especially for implementation.
Table 1 presents the computational complexity of the CPTS and EPTS techniques and
the proposed methods, GCP and EGCP, with N = 512 where CCRRGCP and CCRREGCP
are the computational complexity reduction ratio (CCRR) [26] of the GCP and EGCP
techniques over the EPTS respectively, whichis defined as:
CCRR ¼ 1 Complexity of the Proposed Method
Complexity of the EPTS
 
 100% ð30Þ
For V = 2, the complexity of the CPTS technique is approximately the same as the EPTS
technique when D = 4, the GCP when D = 15 and the EGCP when D = 45. The total
Table 1 Total Complexity of CPTS, EPTS, GCP and EGCP at V = 2 and V = 4 for different D values
Methods V = 2 V = 4
D = 2 D = 4 D = 8 D = 15 D = 24 D = 45 D = 2 D = 4
CPTS 22016 289792
EPTS 15104 23296 39680 68352 105216 191232 275968 538112
GCP 8704 10752 14848 22016 31232 52736 78848 144384
CCRRGCP% 42.3 53.84 62.58 67.79 70.31 72.42 71.42 73.16
EGCP 7500 8192 9550 11947 15019 22187 35499 57344
CCRREGCP% 50.28 64.83 75.91 82.52 85.72 88.39 87.13 89.34
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complexity of the EPTS technique for D = 2 is approximately the same as the total
complexity of the GCP and the EGCP for D = 8 and D = 24, respectively. The other
comparison for V = 4 is shown, which proves that the complexity of the CPTS technique
is approximately the same as the EPTS technique with D = 2, which is higher than the
complexity of the proposed methods for D = 4. It should be noted that there is no need to
calculate the complexity of the proposed method using the other D values because all the
existing phase sequences could be covered by D = 4.
The only drawback of this method is the processing time due to the high iteration
number, but this high iteration number does not mean a high calculation in terms of the
multiplication and addition operations. Moreover, due to the N/4 multiplier in each row,
the computational delay time is 4 times less than that of the EPTS method. The resolution
of this drawback is left to future work. Nevertheless, the simulation results based on the
same iteration numbers show that the proposed method and the EPTS technique do not
differ significantly in terms of PAPR reduction.
3.5 Side Information
To extract the original signal, side information is needed [32]. For the EPTS technique this
is a P 9 N matrix. Therefore, a large matrix is needed to transmit by increasing the
iteration numbers. This drawback is overcome in the proposed method because of the fixed
phase sequence matrix. Therefore the number of optimum phase sequence row in the phase
sequence matrix, acts as the side information which is needed to transmit, and there is no
need to transmit phase sequence matrix.
3.6 Theoretical Proof
The theoretical proof is as following: In the CPTS and EPTS methods the phase
sequences are selected randomly, when they should only be selected from (j, -j, 1,
-1); therefore, there are only 4! (i.e., 24) different possible conditions, and each
sample is forced to be multiplied by the same phases, frequently. Hence, there is a high
probability of repetitive and redundant calculations, which is a drawback of the pre-
vious methods. In the GCP method, because of the phase sequence structure, and the
assured difference between each row and its previous one, there is no redundant and
repetitive calculations. On the other words, according to 4-ary Gray code and by
analyzing the proposed matrix, each row has N/4 new phase sequences compared to the
previous one. For example for N = 256, the 5th row has 64 and 128 different phases
compared to the 4th and the 3rd rows, respectively. This decisive phase changes is so
noteworthy to ensure the results. Furthermore, because of the arranged proposed matrix,
all the samples are multiplied by the 24 possible conditions of the phases, definitely.
Transferring the same calculations to the subsequent rows, and no need to do them
repeatedly, is the framework of this method. Hence, by the decisive phase changes, the
complexity term, PAPR performance, and the iteration number to achieve the desired
PAPR value, is improved. Additionally, by using the similarity measurement block in
the proposed structure, an improvement in terms of the BER performance is provided
[18, 30].
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4 Simulation Results
In this section, the PAPR performance and the BER reduction results are based on the
computational complexity considerations and have been performed on IEEE 802.16-based
networks. In the simulations, QPSK modulation with 106 random OFDM symbols is used.
Figure 3 compares the CCDF of the CPTS, EPTS, GCP and EGCP techniques for V = 2,
W = 4, S = 10, L = 1, and using the cross-correlation as the similarity measurement
block. The simulation is based on a similar total complexity. Intuitively, the total com-
plexity of all the techniques are approximately the same, which means that the complexity
of the CPTS technique with V = 2 is about the same as the EPTS, GCP and EGCP
techniques with D = 4, D = 15 and D = 45, respectively, as mentioned above. It can be
observed that the proposed method is superior in terms of the PAPR performance com-
pared to the CPTS and EPTS techniques by the same complexity due to the ability of more
iteration use. Figure 4 illustrates the simulation of the PAPR performance of the mentioned
techniques for V = 4, W = 4, S = 10 and L = 1. With D = 4, the proposed method can
access all 256 iterations and achieve the maximum PAPR reduction results with a low total
complexity compared to the CPTS technique. In addition, the effects of the different values
of S on the PAPR reduction are simulated. It should be noted that the performance analysis
in this section does not differ for L = 1 and L = 4 [13]; additionally, as mentioned above,
the value of D and S should be considered by the user. The following are different values
that can be used to evaluate the performance in different situations. Figure 5 compares the
GCP technique by V = 2 and D = 10, for S = 30 and for S = 100. The results show that
the small values for S outperform in terms of PAPR reduction.
The GCP and EPTS techniques are simulated with same iteration number, and the
results are shown in Fig. 6. It is shown that by the same iteration number, the EPTS
technique out-performs the GCP technique in terms of the PAPR reduction, but this dif-
ference is only slight and\0.5-dB at the PAPR above 8 dB. Figure 7 shows the BER
performance of the GCP and CPTS techniques. The results are obtained using CCOR and
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SDC as the similarity measurement over the Rayleigh fading channel for S = 30 and
S = 100 when V = 2.
The data symbols are selected from a 4-QAM symbol constellation. The Saleh model
amplifier is used to represent the transmission of the power amplifier.
The results show that the GCP technique has a better BER performance compared to the
CPTS. This performance is further improved with a high S value, so there is a better BER
reduction performance for S = 100 compared to S = 30. It should be noted that both the
CCOR and SDC similarity measurement blocks have the same results because of the same
considered similarity percentage, which equals 90 % similarity.
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Thus, it is clear that the ability to increase the similarity percentage leads to a better
BER performance.
Hence, a tradeoff between the PAPR reduction and the BER performance must be
considered. Small S values present a better result in terms of PAPR reduction, while large
S values give a better BER performance. All the figures except Fig. 3, discussed based on
the GCP technique, not the EGCP. Because the performance results for the GCP and the
EGCP techniques are the same and the difference is only on the complexity term as
previously discussed.
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5 Conclusion
This paper presents a low-complexity technique to reduce the PAPR and improve BER
performance. This approach utilizes a matrix for a special structure of the Gray code.
Firstly, all phase effects on the PAPR reduction have been examined, and then the
S number of the minimum PAPR has been selected. Finally, the optimum phase sequence
is the one with the highest similarity signal between the input and the output of the power
amplifier among the S selected phase sequences. The complexity analysis shows that the
proposed technique outperforms the CPTS and EPTS techniques in terms of PAPR
reduction and BER performance while using approximately the same total complexity. The
complexity analyses have demonstrated that with the same number of iterations, the total
complexity is at least 42.3 % less than that of the EPTS technique. Due to its low com-
plexity, this technique can be applied in wireless communication systems to enhance the
power efficiency and yield longer battery life.
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