Abstract We show that quadratic growth of a semi-algebraic function is equivalent to strong metric subregularity of the subdifferential -a kind of stability of generalized critical points. In contrast, this equivalence can easily fail outside of the semi-algebraic setting.
strong local minimizer of a function f on R n if there exists a constant α > 0 and a neighborhood U ofx such that the inequality f (x) ≥ f (x) + α x −x 2 holds for all x ∈ U.
(1.1)
Here · denotes the Euclidean norm on R n . For C 2 -smooth functions f this condition simply amounts to requiringx to be a critical point with the Hessian ∇ 2 f (x) being positive definite. What condition would then entail second order growth of the function near a minimizer, when derivatives do not exist? In a seminal paper [1] , Aragón Artacho and Geoffroy gave an elegant and rather unexpected answer to this question for convex functions: a minimizerx of a convex function f on a Hilbert space is a strong local minimizer if and only if the convex subdifferential ∂f is strongly subregular at (0, 0). The latter means that there exists a constant κ ≥ 0 and a neighborhood V ofx so that the inequality
holds for all x ∈ V, (1
where d 0; ∂f (x) denotes the minimal norm of subgradients v ∈ ∂f (x). Hencē x being a strong minimizer amounts to requiring existence of a linear bound on the distance of a putative solution x tox in terms of the "distance to criticality" d 0; ∂f (x) -an appealing property. An entirely analogous characterization is valid for C 2 -smooth functions. In the current work, we aim to address the question: to what extent is such a transparent and mathematically rigorous interpretation of quadratic growth true more generally? A partial answer was given in [2] and [11] . Namely, in [2] the authors extended the aforementioned equivalence to convex functions on all Banach spaces. More importantly for the purposes of our paper, pushing beyond convexity, the authors observed that for a local minimizerx of a lower semi-continuous function (not necessarily convex) on an Asplund space, strong subregularity now of the limiting Fréchet subdifferential always entails that x is a strong local minimizer. A sharper version of the latter result was also proved independently in [11] . In Section 4, we show that this implication holds practically unconditionally -for any lower-semicontinuous function on any Banach space and any subdifferential which is "trusted" on the space.
On the other hand, since we are interested in an interpretation of quadratic growth, it is the converse implication that we are after. Evidently, the subdifferential may fail to be strongly subregular at a strong local minimizer; case in point, for f (x) := 2x
x . See Example 3.3 for more details. Such badly behaved functions, however, rarely appear in practice. The usual way to eliminate such functions from consideration is to restrict attention to favorable function classes, such as to those that are amenable [17] or prox-regular [18] . In the current work, we take a different approach. We consider prototypical nonpathological functions, namely those that are semi-algebraic -meaning that their epigraphs are composed of finitely many sets, each defined by finitely many polynomial inequalities. See [4, 10] for more on semi-algebraic geometry. This class subsumes neither the case of convex nor the case of C 2 -smooth functions. Nevertheless, it has great appeal. Semi-algebraic functions are common, they are easy to recognize (via the Tarski-Seidenberg Theorem on quantifier elimination), and in sharp contrast to the usual favorable function classes of variational analysis, semi-algebraic functions do not need to be Clarke-regular [20] . For a discussion of the role of semi-algebraic functions in nonsmooth optimization, see [12] . We will show that for semi-algebraic functions, satisfying a minimal continuity condition, strong local minimality and strong subregularity of the subdifferential are equivalent properties (Theorem 3.1 1 ) -the principle result of the manuscript. Our argument, is entirely geometric and uses only the most basic tools of semi-algebraic geometry. To be concrete, we state our results for semi-algebraic functions. Analogous results, with essentially identical proofs, hold for functions definable in an "o-minimal structure" and, more generally, for "tame" functions. See [24] for more on the subject.
The outline of the manuscript is as follows. In Section 2, we record basic elements of variational analysis and semi-algebraic geometry that we will need throughout the manuscript. In Section 3, we prove that in the semi-algebraic setting strong metric subregularity of the subdifferential at a local minimizer is equivalent to strong local minimality. In Section 4, we show that strong metric subregularity of the subdifferential at a local minimizer, for virtually any subdifferential of interest, implies a quadratic growth condition.
Preliminaries

Some elements of Variational Analysis in R n
In this subsection, we summarize some of the fundamental tools used in variational analysis and nonsmooth optimization. We refer the reader to the monographs [7, 8, 14, 16, 20] for more details. Unless otherwise stated, we follow the terminology and notation of [20] .
Throughout R n will denote the n-dimensional Euclidean space, with the inner-product written as ·, · . We will denote the induced norm by · . The closed ball centered at x ∈ R n of radius r will be denoted by B r (x) while the closed unit ball will be denoted by B. The distance of a point x ∈ R n to a set Q ⊂ R n is the quantity
1 This theorem was proved in September 2012 but we had to delay further work over this subject as there were two more manuscripts (in a more advanced state) that demanded our attention. Shortly after that, the first author in conversations with Nghia became aware of the very recent results of Nghia-Mordukhovich leading to [11] .
A set-valued mapping F : R n ⇒ R m is a mapping assigning to each point x ∈ R n a subset F (x) ⊂ R m . The domain and graph of F are defined by
respectively.
Definition 2.1 (Strong metric subregularity) Consider a mapping F : R n ⇒ R m and a pair (x,ȳ) ∈ gph F . We say that F is strongly metrically subregular at (x,ȳ) with modulus κ ≥ 0 if there is a real number ε > 0 such that the inequality
holds for all x ∈ B ε (x).
Observe that in particular, strong metric subregularity of F : R n ⇒ R m at (x,ȳ) implies thatx is a locally isolated point of F −1 (ȳ). Given a set Q ⊂ R n and a pointx ∈ Q, we will denote by "o(|x −x|) for x ∈ Q" a term with the property that
Definition 2.2 (Normal cones)
Consider a set Q ⊂ R n and a pointx ∈ Q.
-The limiting normal cone to Q atx, denoted N Q (x), consists of all vectors v ∈ R n such that there are sequences
Given any set Q ⊂ R n and a mapping f : Q → Q, where Q ⊂ R m , we say that f is C p -smooth (for p = 1, . . . , ∞) if for each pointx ∈ Q, there is a neighbourhood U ofx and a C p -smooth mappingf : R n → R m that agrees with f on Q ∩ U . If a C p -smooth function f is bijective and its inverse is also C p -smooth, then we say that f is a C p -diffeomorphism.
If M is a C 1 manifold, then for every pointx ∈ M , the normal coneŝ N M (x) and N M (x) are equal to the normal space to M atx, in the sense of differential geometry [20, Example 6.8] .
Consider the extended real line R := R ∪ {−∞} ∪ {+∞}. We say that an extended-real-valued function is proper if it is never {−∞} and is not always {+∞}. For a function f : R n → R, we define the domain of f to be
and we define the epigraph of f to be
The following is the key notion we study in the current work.
Definition 2.4 (Strong local minimizer)
A pointx is a strong local minimizer of a function f : R n → R if there exists a constant α > 0 and a neighborhood U ofx such that the inequality
Functional counterparts of normal cones are subdifferentials.
Definition 2.5 (Subdifferentials) Consider a function f : R n → R and a pointx ∈ R n where f is finite. The regular and limiting subdifferentials of f atx, respectively, are defined bŷ
The horizon subdifferential of f atx is the set
For x such that f (x) is not finite, we follow the convention that∂f (x) = ∂f (x) = ∂ ∞ f (x) = ∅. The subdifferentials∂f (x) and ∂f (x) generalize the classical notion of gradient. In particular, for C 1 -smooth functions f on R n , these three subdifferentials consist only of the gradient ∇f (x) for each x ∈ R n . For convex f , these subdifferentials coincide with the convex subdifferential. The horizon subdifferential ∂ ∞ f (x) plays an entirely different role -it detects horizontal "normals" to the epigraph -and it plays a decisive role in subdifferential calculus. See [20, Corollary 10.9] or [19] for more details. Theorem 2.6 (Fermat & sum rules) Consider an lsc function f : R n → R and a closed set Q ⊂ R n . Ifx is a local minimizer of f on Q and the qualification condition
is valid, then the inclusion 0 ∈ ∂f (x) + N Q (x) holds.
We will also need the following definition in order to guarantee that the subdifferential ∂f adequately reflects properties of the function f itself. Definition 2.7 (Subdifferential continuity) A function f : R n → R is subdifferentially continuous atx forv ∈ ∂f (x) if for any sequences x i →x and v i →v, with v i ∈ ∂f (x i ), it must be the case that f (x i ) → f (x).
Subdifferential continuity of a function f atx forv was introduced in [18, Definition 1.14], and it amounts to requiring the function (x, v) → f (x), restricted to gph ∂f , to be continuous in the usual sense at the point (x,v). For example, any strongly amenable (in particular, lsc and convex) function is subdifferentially continuous [18, Proposition 2.5].
Semi-algebraic geometry
A semi-algebraic set S ⊂ R n is a finite union of sets of the form
where P 1 , . . . , P k and Q 1 , . . . , Q l are polynomials in n variables. In other words, S is a union of finitely many sets, each defined by finitely many polynomial equalities and inequalities. A function f :
n+1 is a semi-algebraic set. For an extensive discussion on semi-algebraic geometry, see the monographs of Basu-Pollack-Roy [3] , Lou van den Dries [23] , and Shiota [22] . For a quick survey, see the article of van den Dries-Miller [24] and the surveys of Coste [9, 10] . Unless otherwise stated, we follow the notation of [24] and [10] .
A fundamental fact about semi-algebraic sets is provided by the TarskiSeidenberg Theorem [10, Theorem 2.3] . It states that the image of any semialgebraic set Q ⊂ R n , under a projection to any linear subspace of R n , is a semi-algebraic set. From this result, it follows that a great many constructions preserve semi-algebraicity. In particular, for a semi-algebraic function f : R n → R, it is easy to see that all the subdifferential set-valued mappings are semi-algebraic. See for example [12, Proposition 3.1] .
The following two well-known theorems will be of great use for us.
Theorem 2.8 (Semi-algebraic monotonicity) Consider a semi-algebraic function f : (a, b) → R. Then there are finitely many points a = t 0 < t 1 < . . . < t k = b such that the restriction of f to each interval (t i , t i+1 ) is C 2 -smooth and either strictly monotone or constant.
Theorem 2.9 (Semi-algebraic selection) Consider a semi-algebraic setvalued mapping F :
The proof of the following result appears implicitly in [5, Proposition 4]. We outline an argument for completeness.
Lemma 2.10 (Semi-algebraic chain rule)
Consider a semi-algebraic function f : R n → R and a semi-algebraic curve x : [0, T ) → dom f . Then there exists ε > 0 so that both x and f • x are C 2 -smooth on (0, ε) and for any t ∈ (0, ε) we have
Proof By Theorem 2.8, there exists ε > 0 such that both x and f • x are C 2 -smooth on (0, ε). Let φ := f • x and define
Clearly M is a semi-algebraic C 2 -submanifold of the epigraph epi f . Taking if necessary a smaller ε, we can be sure that there is a Whitney C 2 -stratification of epi f such that M is a stratum; see for example [24, Theorem 4.8] . Then for any real t ∈ (0, ε), the inclusion
holds. On the other hand, we have the representation
The result follows immediately. ⊓ ⊔
Strong subregularity and growth of semi-algebraic functions
We are now ready to prove the main result of the current work. We should note that the implication 1 ⇒ 2 in the theorem below is true without semialgebraicity (see 
Theorem 3.1 (Strong metric subregularity and quadratic growth)
Consider an lsc, semi-algebraic function f : R n → R and a pointx ∈ R n that is a local minimizer of f . Consider the following two statements:
1. Subdifferential ∂f is strongly metrically subregular at (x, 0) with modulus κ, 2. There exist real numbers α > 0 and ε > 0 such that the inequality
Then the implication 1 ⇒ 2 holds where we can choose α arbitrarily in ∈ (0, κ −1 ). The converse implication 2 ⇒ 1 holds provided that f is subdifferentially continuous atx forv = 0.
Proof Without loss of generality, assumex = 0 and f (x) = 0. 1 ⇒ 2: Suppose that the subdifferential ∂f is strongly metrically subregular at (x, 0) with modulus κ and define the function ϕ(t) := inf{f (x) : x = t}.
Standard arguments using quantifier elimination show that ϕ is semi-algebraic. It follows from Theorem 2.8 that ϕ is C 2 -smooth for all sufficiently small t. If lim tց0 ϕ(t) > 0, or ϕ(t) → 0 but lim tց0φ (t) is positive, then the theorem obviously holds. So we assume ϕ(t) → 0 andφ(t) → 0 as t ց 0.
Note that the infimum in the definition of ϕ is attained if ϕ(t) is finite. By Theorem 2.8, there is a semialgebraic mapping x(t) such that f (x(t)) = ϕ(t) for sufficiently small t.
Applying Lemma 2.10, we deduce that there is a real ε > 0 so that both x and ϕ are C 2 -smooth on (0, ε) and for any t ∈ (0, ε) we have
and hence the qualification condition
holds for all t ∈ (0, ε). Consequently, since x(t) minimizes f subject to x = t, applying Theorem 2.6, we deduce that there is a real number λ(t) satisfying
By strong subregularity, we have λ(t)x(t) ≥ κ −1 x(t) , that is |λ(t)| ≥ κ −1 . Finally, combining (3.1) and (3.2), we geṫ
Sincex is a local minimizer, we haveφ(t) ≥ 0. Consequently, we obtain λ(t) ≥ 0 and λ(t) ≥ κ −1 , and hence ϕ(t) ≥ 1 2κ t 2 . Suppose now that f is subdifferentially continuous atx forv = 0. 2 ⇒ 1: Assume that 2 holds. Suppose also for the sake of contradiction that ∂f is not strongly metrically subregular at (x, 0). Define the function
Then an application of Theorem 2.9 yields a semi-algebraic path x : (0, ε) → R n satisfying x(t) ∈ H(t) for all t. Applying Theorem 2.9 to the mapping yields a semi-algebraic path v : (0, ε) → R n satisfying v(t) ∈ ∂f (x(t)). Observe
Clearly we may extend x and v continuously to [0, ε). Decreasing ε, we may assume that on the interval (0, ε) the composition f • x is C 2 -smooth, |v(t)| is non-increasing, and thatẋ(t) is nonzero. Moreover since f is subdifferentially continuous atx for 0, we have lim tց0 f (x(t)) = 0. Hence the composition f • x is continuous on [0, ε).
We now reparametrize x by arclength. Namely, since x is semi-algebraic and bounded, an application of Theorem 2.8 implies that x has finite length
Clearly y is C 2 -smooth on (0, L) and satisfies ẏ(τ ) = 1 for all τ ∈ (0, L).
We successively conclude, in part using Theorem 2.9,
Now the mean value theorem for vector-valued functions implies
Hence we have
Since x is semi-algebraic, so is the derivativeẋ. Applying Theorem 2.8, we deduce that there exists δ > 0 such that each functionẏ i has a constant sign on (0, δ). Hence for τ ∈ (0, δ), we obtain
We conclude that the quantity τ y(τ ) is bounded for small τ . Letting τ tend to zero in (3.3), we arrive at a contradiction.
⊓ ⊔
The following examples show that the implication 2 ⇒ 1 of Theorem 3.1 may easily fail in absence of subdifferential continuity or semi-algebraicity.
Example 3.2 (Equivalence fails without subdifferential continuity)
Consider the lsc, semi-algebraic function f : R → R defined by
Observe that f is not subdifferentially continuous atx = 0 forv = 0. Clearly 0 is a strong local minimizer of f . However, one can easily check that ∂f is not strongly metrically subregular at (0, 0).
Example 3.3 (Equivalence fails without semi-algebraicity)
Consider the function f : R → R defined by
It is easy to check that the origin is a strong local minimizer of f , while ∂f is not strongly metrically subregular at (0, 0).
Strong metric subregularity entails quadratic growth
In this section, we show that strong subregularity of a subdifferential, for virtually any subdifferential of interest, at a local minimizer implies strong local minimality. We begin with some notation. In this section X will denote a Banach space with norm · , while the dual space of X will be written as X * . The closed unit ball in X will be denoted by B, while the closed unit ball of X * will be written as B X * . There are several types of subdifferentials used in variational analysis in Banach spaces (proximal, Fréchet, limiting Fréchet, Dini-Hadamard. Gsubdifferential, generalized gradient). We do not need a general definition here: an interested reader may look into [13] . The important point is that most of them can be effectively used only in certain classes of Banach spaces. This observation is formally represented by the following definition playing an important role in the general theory.
Definition 4.1 (Trustworthy spaces) A subdifferential ∂ can be trusted on a Banach space X if for any lsc function f : X → R, any pointx ∈ dom f and any function g : X → R which is convex continuous nearx the following holds: if f + g attains a local minimum atx, then for any ε > 0 there are x, u, x * , u * such that both x and u are ε-close tox, f (x) is ε-close to f (x), x * ∈ ∂f (x), u * ∈ ∂g(u) and x * + u * < ε.
The Fréchet and the limiting Fréchet subdifferential can be trusted on Asplund spaces and only on them; the Dini-Hadamard subdifferential can be trusted on Gâteaux smooth spaces; the G-subdifferential and the generalized gradient of Clarke can be trusted on all Banach spaces. See [13] for details.
Let us finally agree to say that the exact calculus holds for a given subdifferential ∂ in a given Banach space X if the inclusion
holds whenever f : X → R is lsc and g : X → R is Lipschitz continuous near x. This is the case when ∂ is a "robust" subdifferential: limiting Fréchet subdifferential in an Asplund space, G-subdifferential or generalized gradient on any Banach space.
The notion of strong metric subregularity trivially generalizes to set-valued mapping between metric spaces. We will need the following simple result asserting that small Lipschitz perturbations do not destroy strong metric subregularity.
Lemma 4.2 (Strong metric subregularity under perturbations)
Consider a set-valued mapping F : X ⇒ Y, between Banach spaces X and Y, that is strongly metrically subregular at (x,ȳ) ∈ gph F with modulus κ. Specifically fix a real number ε > 0 such that the inequality
Consider further a mapping G : X ⇒ Y satisfying G(x) = {0} and
for some real number ℓ < κ. Then F + G is strongly metrically subregular at (x,ȳ) with modulus (κ −1 − ℓ) −1 . More specifically, the inequality
Proof For any x ∈ B ε (x), we successively deduce
and the result follows.
⊓ ⊔
The following is the main result of the current section. We should mention that the first part of the argument is an elaboration of the proof of [2, Theorem 2.1], while the second part is to a large extent a clarification of the proof of [11, Theorem 3.1] for the case of strong subregularity, making it shorter and technically simpler.
Theorem 4.3 (Strong metric subregularity of subdifferentials)
Consider an lsc function f : X → R, defined on a Banach space X , which has a local minimum atx ∈ dom f . Let ∂ be a subdifferential trusted on X and suppose that ∂f is strongly subregular at (x, 0) with modulus κ > 0. Then for any real number α ∈ (0, 1 2κ ) there exists ε > 0 such that the inequality
Moreover, if the exact calculus holds, then the conclusion is valid for any α ∈ (0, 1 κ ).
Proof We assume for simplicity thatx = 0 and f (x) = 0. We must estimate the lower bound of α > 0 with the property that there is a sequence u k satisfying
So suppose there is such a sequence and let α 2 = λ 2 κ for some λ ∈ (0, 1). By Ekeland's principle for any k there exists w k such that w k − u k ≤ λ u k , f (w k ) ≤ f (u k ) and g k (x) = f (x) + λ κ u k x − w k attains a minimum at w k . We see that g k is a sum of an lsc and a convex continuous function. As ∂ is trusted on X, we can find for any k and any ε k > 0 a point x k such that
This inequality would be in contradiction with the assumed strong subregularity of ∂f if (λ + ε k )(κ − (κλ + ε k )) −1 < κ −1 . The latter would definitely happen if ε k → 0 and λ < 1 − λ. The latter gives λ < 1/2. Thus, if α < Hence for such x, we have f (x) ≥ The argument of the theorem above easily extends to the case when ∂ is a Dini-Hadamard (respectively Fréchet) subdifferential and the norm in X is Gâteaux (respectively Fréchet) smooth.
