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Abstract
We analyze the behavior of approximate Bayesian computation (ABC) when the model
generating the simulated data differs from the actual data generating process; i.e., when the
data simulator in ABC is misspecified. We demonstrate both theoretically and in simple,
but practically relevant, examples that when the model is misspecified different versions
of ABC can yield substantially different results. Our theoretical results demonstrate that
even though the model is misspecified, under regularity conditions, the accept/reject ABC
approach concentrates posterior mass on an appropriately defined pseudo-true parameter
value. However, under model misspecification the ABC posterior does not yield credible
sets with valid frequentist coverage and has non-standard asymptotic behavior. In addition,
we examine the theoretical behavior of the popular local regression adjustment to ABC under
model misspecification and demonstrate that this approach concentrates posterior mass on a
completely different pseudo-true value than accept/reject ABC. Using our theoretical results,
we suggest two approaches to diagnose model misspecification in ABC. All theoretical results
and diagnostics are illustrated in a simple running example.
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1 Introduction
It is now routine in the astronomic, ecological and genetic sciences, as well as in economics and
finance, that the models used to describe observed data are so complex that the likelihoods asso-
ciated with these models can be computationally intractable. In a Bayesian inference paradigm,
these situations have led to the rise of approximate Bayesian computation (ABC) methods that
eschew calculation of the likelihood in favor of simulation; for reviews on ABC methods see, e.g.,
Marin et al. (2012), Robert (2016) and Sisson et al. (2018).
ABC is predicated on the belief that the observed data y := (y1, y2, ..., yn)
⊺ is drawn from the
class of models {θ ∈ Θ : P nθ }, where θ ∈ Θ ⊂ Rkθ is an unknown vector of parameters and where
π(θ) describes our prior beliefs about θ. The goal of ABC is to conduct inference on the unknown
θ by simulating pseudo-data z, z := (z1, ..., zn)
⊺, from P nθ and then “comparing” y and z. In
most cases, this comparison is carried out using a vector of summary statistics η(·), and a metric
d(·, ·). Generally speaking, in ABC values of θ are accepted, and used to build an approximation
to the exact posterior, if they satisfy an acceptance rule that depends on the tolerance parameter
ǫ.
Algorithm 1 ABC Algorithm
1: Simulate θi, i = 1, 2, ..., N , from π(θ),
2: Simulate zi = (zi1, z
i
2, ..., z
i
n)
⊺, i = 1, 2, ..., N , from P nθi;
3: For each i = 1, ..., N , accept θi if d(η(zi), η(y)) ≤ ǫ, where ǫ denotes an user chosen tolerance
parameter ǫ.
Algorithm 1 details the common accept/reject implementation of ABC, which can be aug-
mented with additional steps to increase sampling efficiency; see, e.g., the MCMC-ABC approach
of Marjoram et al. (2003), or the SMC-ABC approach of Sisson et al. (2007). Post-processing of
the simulated pairs {θi, η(zi)} has also been proposed as a means of obtaining more accurate poste-
rior approximations (see, e.g., the local linear regression adjustment approach of Beaumont et al.,
2002, the marginal adjustment approach of Nott et al., 2014, or the recalibration approach of
Rodrigues et al., 2018).
While several post processing strategies exist, the most common approach is the so-called local
linear regression adjustment (Beaumont et al., 2002), which involves post-processing the output
from Algorithm 1 using a linear regression model to improve the resulting posterior approximation;
we refer the interested reader to Blum (2018) for an overview of regression adjustment methods
in ABC. For {θi, η(zi)}i≥1 denoting a sample from the ABC posterior based on Algorithm 1, the
local linear regression adjustment uses the sample {θi, η(zi)}i≥1 to produce the adjusted posterior
sample {θi − βˆ⊺[η(z)− η(y)]}i≥1, where βˆ is obtained from a regression of θi on {η(zi)− η(y)}.
Regardless of the ABC algorithm chosen, the very nature of ABC is such that the researcher
must believe there are values of θ in the prior support that can yield simulated summaries η(z)
that are ‘close to’ the observed summaries η(y). Therefore, in order for ABC to yield meaningful
inference about θ there must exist values of θ ∈ Θ such that η(z) and η(y) are similar.
While complex models allow us to explain many features of the observed data, it is unlikely
that any researcher will be able to construct a model P nθ that perfectly reproduces all features of
y. In other words, by the very nature of the complex models to which ABC is applied, the class of
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models {θ ∈ Θ : P nθ } used to simulate pseudo-data z is likely misspecified. Even when accounting
for the use of summary statistics that are not sufficient, and which might be compatible with
several models, the value these summaries take for the observed data may well be incompatible,
i.e., highly unlikely, with the realised values of these statistics in the assumed model.
Given the likelihood of model misspecification in empirical applications, understanding the
behavior of popular ABC approaches under model misspecification, and the consequences of this
behavior, is of paramount importance for practitioners. As the following example illustrates,
a particular consequence of model misspecification is that different ABC approaches can yield
significantly different results.
Example 1: Consider an artificially simple example where the assumed data generating process
(DGP) is z1, . . . , zn iid as N (θ, 1) but the actual DGP is y1, . . . , yn iid as N (θ, σ2). That is, for
σ2 6= 1, the assumed DGP maintains an incorrect assumption about the variance of the observed
data. We consider as the basis of our ABC analysis the following summary statistics:
• the sample mean η1(y) = 1n
∑n
i=1 yi,
• the sample variance η2(y) = 1n−1
∑n
i=1(yi − η1(y))2.
Consider conducting inference on θ based on two versions of ABC: the accept/reject approach
(hereafter, ABC-AR), where we take d(x, y) = ‖x − y‖ to be the Euclidean norm, and a local
linear regression adjustment approach to ABC (hereafter, ABC-Reg). ABC-Reg adjusts the
accepted draws from ABC-AR using a weighted linear regression of θi on {η(zi) − η(y)}, with
weights Kǫ(‖η(zi) − η(y)‖), where Kǫ(·) is a kernel function and where the tolerance ǫ operates
as a bandwidth for the kernel function. Following Beaumont et al. (2002), we take as the kernel
function, Kǫ(t), the Epanechnikov kernel: Kǫ(t) = 1lt≤ǫ · cǫ−1 (1− (t/ǫ)2), where 1lt≤ǫ denotes the
indicator function on the event t ≤ ǫ, and where c is a normalizing constant.
To determine how these two ABC approaches behave under varying levels of model misspec-
ification, we fix θ = 1 and simulate “observed data” y according to different values of σ2. The
sample size across the experiments is taken to be n = 100. We consider a sequence of simulated
data sets for y such that each corresponds to a different value of σ2, with σ2 taking values from
σ2 = .5 to σ2 = 5 with evenly spaced increments of 0.05. Across all the datasets we fix the
random numbers used to generate the simulated observed data and only change the value of
σ2 to isolate the impact of model misspecification; i.e., we generate one common set of random
numbers νi ∼ N (0, 1), i = 1, ..., 100, then for a value of σ2 we generate observed data according
to yi = 1 + νi · σ.
Our prior beliefs are given by θ ∼ N (0, 25). We implement ABC-AR using N = 25, 000
simulated pseudo-datasets generated iid according to zji ∼ N (θj, 1). For both ABC-AR and
ABC-Reg, we set ǫ to be the 1% quantile of the simulated distances ‖η(y)− η(zj)‖. To further
isolate the impact of randomness on this procedure, we use the same simulated data across the
different observed datasets; i.e., both ABC procedures will use the same simulated data across
the different values of σ2. By fixing the simulated data across the experiments, and by fixing the
random numbers in the observed data, differences in the ABC output across the experiments can
be attributed to the changing value of σ2.
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Figure 6 compares the posterior means of ABC-AR, and ABC-Reg across the different val-
ues for σ2.1 The results demonstrate that model misspecification induces dramatic differences
between the two ABC approaches, even at a relatively small sample size.2 We draw two specific
conclusions from Figure 6: one, the posterior mean of ABC-AR remains relatively stable across
the different levels of misspecification, but does shift away from the true value (θ = 1) as the
level of model misspecification increases; two, the posterior mean of ABC-Reg becomes unstable
even at relatively small levels of misspecification. The performance of the local linear regression
adjustment is particularly interesting given that this method can have theoretical advantages over
ABC-AR, i.e., Algorithm 1, when the model is correctly specified (Li and Fearnhead, 2018b). We
formally explore these issues in Sections two and three but note here that when σ2 ≈ 1 (i.e.,
correct model specification) both ABC approaches give similar results. 
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Figure 1: Comparison of posterior means, denoted by θˆ, for ABC-AR, and ABC-Reg across
varying levels of model misspecification.
In the remainder of the paper, we elaborate on the above issues and rigorously characterizes the
asymptotic behavior of accept/reject ABC and local regression adjustment ABC when the model
generating the pseudo-data is misspecified. In Section two, we discuss model misspecification
in the ABC context and demonstrate that under model misspecification, for a certain choice
of the tolerance, the posterior associated with Algorithm 1 asymptotically concentrates on an
appropriately defined pseudo-true value. In addition, we demonstrate that the asymptotic shape
of the ABC posterior is non-standard under model misspecification, and can yield credible sets
with arbitrary levels of coverage. In Section three, we provide a rigorous justification for the
behavior observed in Figure 6: we demonstrate that under model misspecification the posteriors
1The posterior densities for ABC-AR and ABC-Reg obtained from these experiments also display a similar
pattern of behavior and are presented in the appendix.
2Even though the DGP for z is misspecified, because of the nature of the model misspecification and the limiting
behavior of η(y), if one were to only use the first summary statistic (the sample mean) model misspecification
would have little impact in this example. However, in general both the nature of the model misspecification and
the precise limiting form of η(y) are unknown. Therefore, choosing a set of summaries that can mitigate the
impact of model misspecification will be difficult, if not impossible, in practical applications of ABC.
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for local linear (and nonlinear) regression adjustment ABC can asymptotically concentrate onto
a completely different region of the parameter space than accept/reject ABC (Algorithm 1).
We then use these theoretical results to devise an alternative regression adjustment approach
that performs well regardless of model specification. Motivated by our asymptotic results, in
Section four we develop two model misspecification detection procedures: a graphical detection
approach based on comparing acceptance probabilities from Algorithm 1 and an approach based
on comparing the output from Algorithm 1 and its linear regression adjustment counterpart.
Section five concludes with a brief overview and discussion of our results. Proofs of all theoretical
results are contained in the supplementary appendix.
2 Model Misspecification in ABC
Before rigorously characterising the behavior of ABC under model misspecification, we first set
the notation used throughout the remainder of the paper. For y denoting the observed data, we
let P n0 denote the true distribution generating y. The class of implied distributions used in ABC to
simulate pseudo-data is denoted by P := {θ ∈ Θ ⊆ Rkθ : P nθ }, while z denotes pseudo-data with
support Z generated according to P nθ . The simulated summary statistics η(z) = (η1(z), ..., ηkη(z))⊺
are a kη-dimensional random vector with support B := {η(z) : z ∈ Z} ⊆ Rkη . We let d1(·, ·) denote
a metric on Θ, and d2(·, ·) a metric on B. However, when no confusion will result we simply denote
a generic metric by d(·, ·). Π(θ) denotes the prior measure and π(θ) its corresponding density.
For economy of notation, in what follows, we disregard the dependence of P n0 and P
n
θ on n, and
simply represent these quanties as P0 and Pθ, respectively.
2.1 On the Notion of Model Misspecification in ABC
Recall that, in likelihood-based inference, model misspecification is take to mean that P0 /∈ P.
The result of this model misspecification is that the Kullback-Leibler divergence,
D(P0||Pθ) = −
∫
log
{
dPθ(y)
dP0(y)
}
dP0(y),
satisfies
inf
θ∈Θ
D(P0||Pθ) > 0.
In this case, the parameter value
θ∗ = arg inf
θ∈Θ
D(P0||Pθ)
is referred to as the pseudo-true value. Even though the model is misspecified, under reasonable
regularity conditions, Bayesian procedures predicated on the likelihood of Pθ yield posteriors that
concentrate on θ∗; see, e.g., Kleijn and van der Vaart (2012) and Muller (2013).
In this paper, we assume the researcher conducts posterior inference on θ via ABC when the
observed sample y is generated according to P0, and in the case where P0 /∈ P. However, in
contrast to likelihood-based procedures, ABC is not based on the full data y but on two separate
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approximations, the summary statistics η(y) and the threshold ǫ. Therefore, even if P0 /∈ P the
model class P may still be capable of generating a simulated summary η(z) that is compatible with
the observed summary η(y), or is within an ǫ-neighbourhood of η(y). The approximate nature
of ABC means that the notion of model misspecification in a likelihood-based setting, namely
infθD(P0||Pθ) > 0, is not necessarily a meaningful notion of model misspecification associated
with the output of an ABC algorithm, or ABC posterior distributions.
Recalling that the ABC posterior measure is given by, for A ⊂ Θ,
Πǫ[A|η(y)] =
∫
A
Pθ [d(η(y), η(z)) ≤ ǫ] dΠ(θ)
/∫
Θ
Pθ [d(η(y), η(z)) ≤ ǫ] dΠ(θ),
we see that misspecification in ABC will be driven by the behavior of η(y), η(z) and the set
{θ ∈ Θ : d(η(y), η(z)) ≤ ǫ}. To rigorously formulate the notion of model misspecification in
ABC, we must therefore study the limiting behaviour of the ABC likelihood Pθ [d(η(y), η(z)) ≤ ǫ]
as the amount of information in the data accumulates.
To this end, we follow the framework of Marin et al. (2014), Frazier et al. (2018) and Li and Fearnhead
(2018a,b), where it is assumed that the summary statistics concentrate around some fixed value,
namely, η(y) to b0 (under P0) and η(z) to b(θ) (under Pθ). In Marin et al. (2014), the authors
study the case where ǫ = 0, while Frazier et al. (2018) and Li and Fearnhead (2018a,b) study
ǫ > 0 but allow ǫ to vary with n and set ǫ = ǫn. In the latter papers the authors demonstrate
that the amount of information ABC obtains about a given θ depends on: (1) the rate at which
the observed (resp. simulated) summaries converge to a well-defined limit counterpart b0 (resp.,
b(θ)); (2) the rate at which the tolerance ǫn goes to zero; (3) the link between b0 and b(θ). When
P0 ∈ P, there exists some θ0 such that b(θ0) = b0 and the results of Frazier et al. (2018) com-
pletely characterize the asymptotic behaviour of the ABC posterior distribution. Furthermore,
this analysis remains correct even if P0 /∈ P, so long as there exists some θ0 ∈ Θ such that
b0 = b(θ0).
Therefore, the meaningful concept of model misspecification in ABC is that there does not
exist any θ0 ∈ Θ satisfying b0 = b(θ0), which is precisely the notion of model incompatibility
defined in Marin et al. (2014). Throughout the remainder, we say that the model is (ABC)
misspecified if
ǫ∗ = inf
θ∈Θ
d(b0, b(θ)) > 0 (1)
and note here that this condition is more likely to occur when kθ < kη.
Heuristically, the implication of misspecification in ABC is that, under concentration of η(z)
to b(θ) and η(y) to b0, by the triangle inequality and the definition of ǫ
∗
d(η(y), η(z)) ≥ d(b0, b(θ))− oPθ(1)− oP0(1) ≥ ǫ∗ − op(1), for all ǫn = o(1),
and the event {θ ∈ Θ : d(η(y), η(z)) ≤ ǫn} becomes extremely rare, and corresponds to the event
{θ ∈ Θ : d(η(z), b(θ)) > ǫ∗ − o(1)} .
Consequently, for a sequence of tolerances ǫn = o(1), once ǫn < ǫ
∗ + o(1) hardly any draws of θ
will be selected regardless of how many simulated samples from π(θ) we generate, and the ABC
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posterior Πǫ[A|η(y)] will become ill-behaved as n increases.
While tolerance sequences ǫn = o(1) will eventually cause the posterior Πǫ[A|η(y)] to be ill-
behaved, it is possible that other choices for ǫn will produce a well-behaved posterior. In the
following section we show that (certain) tolerance sequences satisfying ǫn → ǫ∗, as n → +∞,
yield well-behaved ABC posteriors that concentrate posterior mass on an appropriately defined
pseudo-true value.
2.2 ABC Posterior Concentration Under Misspecification
Building on the intuition in the previous section, in this and the following section we rigorously
characterize the asymptotic behaviour of
Πǫ[A|η(y)] =
∫
A
Pθ [d(η(y), η(z)) ≤ ǫn] dΠ(θ)
/∫
Θ
Pθ [d(η(y), η(z)) ≤ ǫn] dΠ(θ)
when P0 /∈ P and ǫ∗ > 0. To do so, we first define the following additional notations: for sequences
{an} and {bn}, real valued, an . bn denotes an ≤ Cbn for some C > 0, an ≍ bn denotes equivalent
order of magnitude, an≫bn indicates a larger order of magnitude and the symbols oP (an), OP (bn)
have their usual meaning. Unless otherwise noted, all limits are taken as n→ +∞.
We maintain the following assumptions.
[A0] There exist a unique b0 such that d(η(y), b0) = oP0(1) and a positive sequence v0,n → +∞
such that
lim inf
n→+∞
P0
[
d(η(y), b0) ≥ v−10,n
]
= 1.
[A1] There exist a continuous, injective map b : Θ → B ⊂ Rkη and a function ρn(·) satisfying:
ρn(u)→ 0 as n→ +∞ for all u > 0, and ρn(u) monotone non-increasing in u (for any given n),
such that, for all θ ∈ Θ,
Pθ [d(η(z), b(θ)) > u] ≤ c(θ)ρn(u),
∫
Θ
c(θ)dΠ(θ) < +∞,
where z ∼ Pθ, and we assume either of the following:
(i) Polynomial deviations: There exist a positive sequence vn → +∞ and u0, κ > 0 such that
ρn(u) = v
−κ
n u
−κ, for u ≤ u0.
(ii) Exponential deviations: There exists hθ(·) > 0 such that Pθ[d(η(z), b(θ)) > u] ≤ c(θ)e−hθ(uvn)
and there exists m,C > 0 such that∫
Θ
c(θ)e−hθ(uvn)dΠ(θ) ≤ Ce−m·(uvn)τ , for u ≤ u0.
[A2] There exist some D > 0 and M0, δ0 > 0 such that, for all δ0 ≥ δ > 0 and M ≥ M0, there
exists Sδ ⊂ {θ ∈ Θ : d(b(θ), b0)− ǫ∗ ≤ δ} for which
(i) In case (i) of [A1], D < κ and
∫
Sδ
(
1− c(θ)
M
)
dΠ(θ) & δD.
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(ii) In case (ii) of [A1],
∫
Sδ
(
1− c(θ)e−hθ(M)) dΠ(θ) & δD.
The above assumptions are similar to those given in Frazier et al. (2018), and we refer the
interested reader to Remarks 1 and 2, and Example 1 in that paper for a detailed discussion of
these assumptions. Under the above assumptions, we have the following result.
Theorem 1. Assume that the data generating process for y satisfies [A0] and assume that
equation (1) holds. Assume also that conditions [A1] and [A2] are satisfied and ǫn ↓ ǫ∗ with
ǫn ≥ ǫ∗ +Mv−1n + v−10,n,
for M large enough. Let Mn be any positive sequence going to infinity and δn ≥Mn(ǫn− ǫ∗), then
Πǫ [d(b(θ), b0) ≥ ǫ∗ + δn|η(y)] = oP0(1), (2)
as soon as
δn ≥ Mnv−1n u−D/κn = o(1) in case (i) of assumption [A1]
δn ≥ Mnv−1n | log(un)|1/τ = o(1) in case (ii) of assumption [A1] .
with un = ǫn − (ǫ∗ +Mv−1n + v−10,n) ≥ 0.
We remind the reader that the proofs of all theoretical results are contained in the appendix.
Remark 1. Theorem 1 states that even though the model is misspecified, the ABC posterior
concentrates onto
arg inf
θ∈Θ
d(b(θ), b0),
under the assumption that ǫn is slightly larger than ǫ
∗. Under the more precise framework of
Theorem 2, where the asymptotic shape of the posterior distribution is studied, this condition
can be refined to allow ǫn to be slightly smaller than ǫ
∗. However, we demonstrate that if ǫ∗ − ǫn
is bounded below by a positive constant, then the posterior distribution does not necessarily
concentrate.
Using the posterior concentration in Theorem 1, we have the following result.
Corollary 1. Assume the hypotheses of Theorem 1 are satisfied and define θ∗ ∈ Θ as
θ∗ = arg inf
θ∈Θ
d(b0, b(θ)),
then, for any δ > 0,
Πǫ[d(θ, θ
∗) > δ|η(y)] = oP0(1).
Remark 2. Theorem 1 and Corollary 1 demonstrate that, under an identification condition, the
ABC posterior Πǫ[·|η(y)] concentrates on θ∗ if the model is misspecified. Therefore, Theorem
1 is an extension of Theorem 1 in Frazier et al. (2018) to the case of misspecified models. In
addition, we note that Theorem 1 above is similar to Theorem 4.3 in Bernton et al. (2019) for
ABC inference based on the Wasserstein distance. The validity of each of these results requires
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that the map θ 7→ b(θ) be injective. If this condition is not satisfied, there can exist a continuum
of values under which d(b(θ), b0) = ǫ
∗. In this case, the ABC posterior will no longer converge to
a point mass, but will concentrate onto the set {θ ∈ Θ : ǫ∗ = d(b(θ), b0)}.
Remark 3. It is crucial to note that the pseudo-true value θ∗ depends on the choice of d(·, ·).
This implies that ABC based on two different metrics d(·, ·) and d˜(·, ·) will produce two different
pseudo-true values, unless if by happenstance inf{θ ∈ Θ : d(b(θ), b0)} and inf{θ ∈ Θ : d˜(b(θ), b0)}
coincide. This lies in stark contrast to the posterior concentration result in Frazier et al. (2018),
which demonstrated that under correct model specification the posterior Πǫ[·|η(y)] concentrates
on the same true value regardless of the choice of d(·, ·).
2.3 Shape of the Asymptotic Posterior Distribution
In this section, we analyse the asymptotic shape of the ABC posterior under model misspecifica-
tion. For simplicity, we take the rate at which the simulated and observed summaries converge to
their limit counterparts to be the same, i.e., we take v0,n = vn,
3 and we consider as the distance
d(η(z), η(y)) = ‖η(z)− η(y)‖ where ‖ · ‖ denotes is the norm associated to a given scalar product
〈·, ·〉. Denote by Ikη the (kη × kη) dimensional identity matrix and let
Φ(B) = Pr
[N (0, Ikη) ∈ B] ,
for any measurable subset B of Rkη .
The following conditions are needed to establish the results of this section.
[A0′] Assumption [A0] is satisfied, and ǫ∗ = d(b(θ∗), b0) > 0, where θ∗ = arg infθ∈Θ d(b(θ), b0).
[A1′] Assumption [A1] holds and for some positive-definite matrix Σn(θ∗), c0 > 0, κ > 1 and
δ > 0, for all ‖θ − θ∗‖ ≤ δ, Pθ [‖Σn(θ∗){η(z)− b(θ)}‖ > u] ≤ c0u−κ for all 0 < u ≤ δvn.
[A3] The map θ 7→ b(θ) is twice continuously differentiable at θ∗ and the Jacobian ∇θb(θ∗)
has full column rank kθ. The Hessian of ‖b(θ) − b0‖2 evaluated at θ∗, and denoted by H∗, is a
positive-definite matrix.
[A4] There exists a sequence of (kη×kη) positive-definite matrices Σn(θ) such that for all M > 0
there exists u0 > 0 for which
sup
|x|≤M
sup
‖θ−θ∗‖≤u0
|Pθ (〈Zn, e〉 ≤ x)− Φ(x)| = o(1),
where Zn = Σn(θ)(η(z)− b(θ)) and e = (b(θ∗)− b0)/‖b(θ∗)− b0‖.
[A5] There exist vn going to infinity and u0 > 0 such that for all ‖θ − θ∗‖ ≤ u0, the sequence of
functions θ 7→ Σn(θ)v−1n converges to some positive-definite matrix A(θ) and is equicontinuous at
θ∗.
[A6] π(θ), the density of the prior measure Π(θ), is continuous and positive at θ∗.
3Allowing v0,n and vn to differ will not greatly alter the following result. The result presented will still be valid,
but only for the slower of the two rates.
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[A7] For Z0n = Σn(θ
∗){η(y)− b0} and all Mn going to infinity
P0
(‖Z0n‖ > Mn) = o(1).
The above assumptions are similar to those used in Frazier et al. (2018) to deduce the limiting
shape of the ABC posterior under correct model specification, and we refer the interested reader
to Remarks 3 and 4 in that paper for a detailed discussion of these assumptions. Under the above
assumptions, we have the following result.
Theorem 2. Assume [A0 ′], [A1′] (with κ ≥ kθ), [A2] and [A3]-[A7] are satisfied. We then
have the following results.
(i) If limn vn(ǫn − ǫ∗) = 2c, with c ∈ R, then for ‖ · ‖TV the total-variation norm
‖Π
v
1/2
n ,ǫ
−Qc‖TV = oP0(1)
where Πzn,ǫ is the ABC posterior distribution of zn(θ − θ∗) for any sequence zn > 0 and Qc
has density qc with respect to Lebesgue measure on R
kθ proportional to
qc(x) ∝ Φ
(
c− 〈Z0n, A(θ∗)e〉ǫ∗
‖A(θ∗)e‖ǫ∗ −
x⊺H∗x
4‖A(θ∗)e‖ǫ∗
)
(ii) If limn vn(ǫn − ǫ∗) = +∞ with un = ǫn − ǫ∗ = o(1), for U{‖x‖≤M} the uniform measure over
the set {‖x‖ ≤M},
‖Πu−1n ,ǫ − U{x⊺H∗x≤2}‖TV = oP0(1),
Remark 4. As is true in the case where the model is correctly specified, if ǫn is too large,
which here means that (ǫn − ǫ∗)≫ 1/vn, then the asymptotic distribution of the ABC posterior
is uniform with a radius that is of the order ǫn − ǫ∗. In contrast to the case of correct model
specification, if ǫ∗ > 0 and if vn{ǫn − ǫ∗} → 2c ∈ R, then the limiting distribution is no longer
Gaussian. Moreover, this result maintains even if c = 0.
Remark 5. In likelihood-based Bayesian inference, credible sets are not generally valid confidence
sets if the model is misspecified, however, the resulting posterior is still asymptotically normal
(see, e.g., Kleijn and van der Vaart, 2012 and Muller, 2013). In the case of ABC, not only will
credible sets not be valid confidence sets, but the asymptotic shape of the ABC posterior is not
even Gaussian.
Remark 6. In practice ǫ∗ is unknown, and it is therefore not possible to choose ǫn directly.
However, we note that the application of ABC is most often implemented by accepting draws of
θ within some pre-specified (and asymptotically shrinking) quantile threshold; i.e., one accepts
a simulated draw θi if d(η(zi), η(y)) is smaller than the α-th empirical quantile of the simulated
values d(η(zj), η(y)), j ≤ N . However, as discussed in Frazier et al., 2018, the two representations
of the ABC approach are dual in the sense that choosing a value of α on the order of δv−kθn , with
δ small, corresponds to choosing |ǫn − ǫ∗| . δ1/kηvn and choosing αn & Mv−kθn corresponds to
choosing ǫn − ǫ∗ & Mvn. We further elaborate on the equivalence between both approaches in
Section 4.1.
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Interestingly, the proof of Theorem 2 (provided in the appendix) demonstrates that if vn(ǫn−
ǫ∗) → −∞, in particular when ǫn = o(1) and ǫ∗ > 0, posterior concentration of Πǫ[·|η(y)] need
not occur. We present an illustration of this phenomena in the following simple example.
Example 2: Consider the case where kθ = 1 and kη = 2. Let Z˜y =
√
n(η(y) − b0) and
Z˜n =
√
n(η(z)−b(θ)), where Z˜n ∼ N (0, v2θI2), for vθ some known function of θ, and b(θ) = (θ, θ)⊺.
In addition, assume that b0 = (b¯0,−b¯0), with b¯0 6= 0. Under this setting, and when ‖ · ‖ is the
Euclidean norm, it follows that the unique pseudo-true value is θ∗ = 0. However, depending on vθ,
the approximate posterior need not concentrate on θ∗ = 0. This is summarized in the following
Proposition.
Proposition 1. In the setup described above, if vθ/vθ∗ = σ(θ), for vθ∗ some known function, such
that σ is continuous and σ(b¯0/2)
2 ≥ 3, and if the prior has positive and continuous density on
[−b¯0, b¯0], then
Πǫ {|θ − θ∗| ≤ δ|η(y)} = o
(
Πǫ
{|θ − b¯0/2| ≤ δ|η(y)}) = o(1).
3 Local Regression Adjustment under Misspecification
3.1 Posterior Concentration
Local regression adjustments to ABC have found broad applicability with practitioners. However,
we caution against the blind application of local regression adjustment when one is willing to
entertain the idea of model misspecification. As demonstrated by the introductory example, the
use of this particular adjustment can lead to point estimators that behave very differently to
those obtained from Algorithm 1, even in small samples.
In this section, we first rigorously characterize posterior concentration of local linear regression
adjustment ABC (ABC-Reg) under model misspecification. Using this initial result, we then
extend the conclusion to local nonlinear regression adjustment approaches. For simplicity, we
only consider the case of scalar θ, however, we allow η(y) to be multi-dimensional.4
ABC-Reg first runs Algorithm 1, with tolerance ǫn, to obtain a set of accepted draws and
summaries {θi, η(zi)}, and then uses a linear regression model to adjust the accepted values of
θ. In this way, the original accepted value θi is artificially related to η(y) and η(z) through the
linear regression model
θi = µ+ β⊺{η(y)− η(zi)}+ νi,
where νi denotes the model residual. Define θ¯ =
∑N
i=1 θ
i/N and η¯ =
∑N
i=1 η(z
i)/N . Given θi,
ABC-Reg then produces an adjusted parameter draw according to
θ˜i = θi − βˆ⊺{η(zi)− η(y)},
βˆ =
[
1
N
N∑
i=1
(
η(zi)− η¯) (η(zi)− η¯)⊺]−1 [ 1
N
N∑
i=1
(
η(zi)− η¯) (θi − θ¯)] = V̂ar−1(η(zi))Ĉov(η(zi), θi)
4This result can be extended at the cost of more complicated arguments but we refrain from this setting to
simplify the interpretation of our results.
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Therefore, for θi ∼ Πǫ[·|η(y)], the posterior measure for θ˜i is nothing but a scaled and shifted
version of Πǫ[·|η(y)]. Consequently, the asymptotic behavior of the ABC-Reg posterior, denoted
by Π˜ǫ[·|η(y)], is determined by the behavior of Πǫ[·|η(y)], βˆ, and {η(y)− η(zi)}.
The following result describes the asymptotic behavior of the ABC-Reg posterior Π˜ǫ[·|η(y)].
Corollary 2. Assume that [A0 ′], [A1] and [A2] are satisfied and ǫn ↓ ǫ∗ with
ǫn ≥ ǫ∗ +Mv−1n + v−10,n,
for M large enough. Furthermore, assume that for some β0 with ‖β0‖ > 0, ‖βˆ − β0‖ = oPθ(1).
Define θ˜∗ = θ∗ − β⊺0 (b(θ∗) − b0). Let Mn be any positive sequence going to infinity and δn ≥
Mn(ǫn − ǫ∗), then
Π˜ǫ[|θ − θ˜∗| > δ|η(y)] = oP0(1),
as soon as
δn ≥Mv−1n u−D/κn = o(1) in case (i) of assumption [A1]
δn ≥Mv−1n | log(un)|1/τ = o(1) in case (ii) of assumption [A1] .
with un = ǫn − (ǫ∗ +Mv−1n + v−10,n) ≥ 0.
Remark 7. An immediate consequence of Corollary 1 and 2 is that the ABC posterior Πǫ[·|η(y)]
concentrates mass on
θ∗ = arg inf
θ∈Θ
d(b(θ), b0),
while the ABC-Reg posterior Π˜ǫ[·|η(y)] concentrates mass on
θ˜∗ = θ∗ − β⊺0 (b(θ∗)− b0).
As a consequence, ABC-Reg takes draws of θ that are (asymptotically) optimal in terms of mini-
mizing the chosen distance, d(·, ·), between observed and simulated summaries, and perturbs them
in a (linear) manner that need not preserve the optimality of the original draws. Furthermore, for
‖β0‖ large, the pseudo-true value θ˜∗, onto which ABC-Reg concentrates, can easily lie outside Θ.
Therefore, if the model is misspecified, there is no guarantee that ABC-Reg returns draws that
are optimal in terms of minimizing d(·, ·) and there is even no guarantee that ABC-Reg returns
values in Θ.5
Remark 8. Crucially, the result of Corollary 2 and the phenomena discussed in Remark 7, are not
restricted to local linear regression adjustment, and extend to the nonlinear variety of regression
adjustment. For brevity, we only sketch the general idea here, and note that a rigorous proof
follows along the same lines as Corollary 2, and is therefore omitted. Consider the nonlinear
regression model
θ = m(η(z)) + v,
for some unknown function m(·). Denote by mˆ(·) a nonparametric estimator of the unknown
regression function that is constructed using the accepted draws {θℓ, η(zℓ)}ℓ≤L obtained from
5In the appendix, we give a concrete example of this later behavior in the confines of the g-and-k distribution.
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the ABC posterior Πǫ[·|η(y)]. A nonlinear regression post-processing approach transforms the
accepted θℓ into
θ˜ℓ = θℓ +
{
mˆ(η(y))− mˆ(η(zℓ))} , for ℓ = 1, . . . , L. (3)
Under the regularity conditions [A0′], [A1] and [A2], if the (nonparametric) estimator mˆ(·)
converges to a function m∗(·), mˆ(η) = m∗(η) + op(1), uniformly in a neighbourhood of b0 and
b(θ∗), then by the concentration of η(y) and η(zℓ), equation (3) becomes
θ˜ℓ = θℓ + {m∗(b0)−m∗(b(θ∗))}+ op(1) = θ∗ + {m∗(b0)−m∗(b(θ∗))}+ op(1).
The last equality follows from the posterior concentration of Πǫ[·|η(y)] toward θ∗, i.e., θℓ =
θ∗ + op(1). Hence, as soon as m∗(b0) − m∗(b(θ∗)) 6= 0 the nonlinear regression post-processed
ABC posterior concentrates onto a different value than Πǫ[·|η(y)], which offers no particular
justification. Moreover, given that mˆ(·) is constructed using the simulated data, there is no rea-
son to suspect that m∗(b0) = m∗(b(θ∗)). Lastly, we note that the above computations are not
significantly altered if instead we had considered a nonlinear conditional heteroskedastic regres-
sion model, as in Blum and Franc¸ois (2010), from the outset. As a consequence, the nonlinear
conditional heteroskedastic regression adjustment will have similar asymptotic behavior to the
nonlinear regression adjustment.
Remark 9. An additional consequence of Corollary 1 and 2 is that the ABC posterior Πǫ[·|η(y)]
and the ABC-Reg posterior Π˜ǫ[·|η(y)] will yield different posterior expectations. This difference
between expectations calculated under Πǫ[·|η(y)] and Π˜ǫ[·|η(y)] explains the divergence between
the ABC-AR and ABC-Reg posterior means observed in Figure 6. In the following section, we
use this behavior to derive a procedure for detecting model misspecification.
3.2 Adjusting Local Regression Adjustment
The difference between accept/reject ABC and ABC-Reg under model misspecification is related
to the regression adjustments re-centering of the accepted draws θi by βˆ⊺{η(y)− η(z)}. Whilst
useful under correct model specification, when the model is misspecified the adjustment can force
θi away from θ∗ and towards θ˜∗, which need not lie in Θ or be optimal in terms of minimizing
d(·, ·).
The cause of this behavior is the inability of η(z) to replicate the asymptotic behavior of η(y),
which in the terminology of Marin et al. (2014) means that the model is incompatible with the
observed summaries. This incompatibility of the summary statistics ensures that the influence of
the centering term βˆ⊺{η(y)− η(z)} can easily dominate that of the accepted draws θi, with the
introductory example being just one example of this behavior.
In an attempt to maintain the broad applicability of local linear regression adjustment in
ABC, and still ensure it gives sensible results under model misspecification, we propose a useful
modification of the regression adjustment approach. To motivate this modification recall that,
under correct model specification and regularity conditions, at first-order the linear regression
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adjustment approach ensures (see Theorem 4 in Frazier et al., 2018):
θ˜i = θi + βˆ⊺{η(y)− η(z)}
= θi + βˆ⊺{b0 − b(θi)}+Op(1/vn)
= θi − [∇θb(θ∗)⊺V −10 ∇θb(θ∗)]−1∇θb(θ∗)⊺V −10 ∇θb(θ¯)(θi − θ∗) +Op(1/vn), (4)
where b0 = b(θ
∗) by correct model specification, θ¯ is an intermediate value satisfying |θ¯ − θ∗| ≤
|θi − θ∗|, V0 = limnVar[
√
n{η(y)− b0}], and the third line follows from a mean-value expansion
and the definition of the local linear regression adjustment. Therefore, it follows from (4) that,
even if kη > kθ, the dimension of η(y) will not impact the asymptotic variance of the ABC-Reg
posterior mean. This result, at least in part, helps explain (from a technical standpoint) the
popularity of the ABC-Reg approach as a dimension reduction method.
However, under model misspecification, b0 6= b(θ) for any θ ∈ Θ, and hence there does not
exist an intermediate value θ¯ such that
b0 − b(θi) 6= ∇θb(θ¯)(θ∗ − θi).
As a consequence, equation (4) cannot be valid (in general) if the model is misspecified.
The behavior of ABC-Reg under correct and incorrect model specifications suggests that the
methods poor behavior under the latter can be mitigated by replacing η(y) with an alternative
term. To this end, define θˆ =
∫
θdΠǫ[θ|η(y)] to be the posterior mean of accept/reject ABC. Let
zˆm, m = 1, ...,M , be a pseudo-data set of length n simulated under the assumed DGP and at the
value θˆ, and define
ηˆ =
M∑
m=1
η(zˆm)/M.
Using ηˆ, we can then implement the modified local linear regression adjustment
θ˘i = θi + βˆ⊺{ηˆ − η(zi)}.
The key to this modified approach is that under correct specification ηˆ behaves like η(y),
while under incorrect specification ηˆ behaves like η(z).6 A direct consequence of this construction
is that this approach avoids the incompatibility issue that arises under model misspecification.
In addition, since this new regression adjustment approach uses a centering sequence calculated
from the accept/reject ABC posterior mean, θˆ, the asymptotic behavior of this new approach is
similar to accept/reject ABC.
Example 1 (Continued): Recall that the assumed DGP is z1, . . . , zn iid as N (θ, 1) but the
actual DGP is y1, . . . , yn iid asN (θ, σ2). ABC is conducted using the following summary statistics:
• the sample mean η1(y) = 1n
∑n
i=1 yi,
• the sample variance η2(y) = 1n−1
∑n
i=1(yi − η1(y))2.
6While the choice ofM will not matter asymptotically, we argue thatM should be chosen so that the variability
of ηˆ is small relative to η(z).
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We consider three different DGPs corresponding to σ2 ∈ {1, 2, 3}. For each of these cases we gen-
erate 1000 artificial samples for y of length n = 100 and apply four different ABC approaches: the
accept/reject ABC approach (ABC-AR), the local linear regression adjustment of Beaumont et al.
(2002) (ABC-Reg), our new local linear regression adjustment (ABC-RegN), and the nonlinear
regression adjustment of Blum and Franc¸ois (2010) that is fit using neural nets (ABC-NN). Each
procedure relies on N = 25, 000 pseudo-datasets generated according to zji ∼ N (θj, 1), where the
prior is again given by θ ∼ N (0, 25). For each of the procedures we set the tolerance ǫ to be the
1% quantile of the simulated distances ‖η(y)− η(zi)‖.
Figure 2 plots the posterior mean of each approach across the Monte Carlo replications and
across all designs. The results demonstrate that the new regression adjustment maintains stable
performance across both correct and incorrect model specification, while the point estimators
obtained from ABC-Reg and ABC-NN are more varied. More specifically, for σ2 ∈ {1, 2} we
see that all regression adjustments tend to give similar results. However, for σ2 = 3, it is clear
that the traditional linear and nonlinear adjustment approaches produce point estimators with
more variability, across the repeated samples, than the other ABC approaches. This additional
variability is a direct consequence of the fact that ABC-Reg and ABC-NN enforce a regression
relationship between the accepted draws θi and η(y)− η(z) when one does not necessarily exist.
As we have seen in Corollary 2, enforcing this additional (wrong) model to produce new values
of θi, which need not respect the actual relationship between θi and η(y)− η(z), will (randomly)
shift the adjusted draws away from their initial center of posterior mass, θ∗, and can yield point
estimators with more variability in a repeated sampling context.
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Figure 2: Posterior mean comparison of ABC-AR (AR), standard local linear regression adjust-
ment (Reg), the new regression adjustment approach (RegN), and the local nonlinear regression
adjustment (NN) across σ2 ∈ {1, 2, 3}. Recall that σ2 = 1 corresponds to correct model specifi-
cation.
In addition to the results for the posterior means, in Table 1 we record for each method the
posterior standard deviation, the length of the corresponding 95% credible set and the Monte
Carlo coverage across the different designs. The values given in Table 1 represent the average
values of these quantities across the Monte Carlo replications.
The results demonstrate that all of the local regression adjustments, ABC-Reg, ABC-RegN,
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and ABC-NN, have much smaller posterior variability and much shorter credible sets than ABC-
AR (on average). As a consequence, when the model is misspecified, this behavior gives researchers
a false sense of precision, and leads to poor coverage rates (for the pseudo-true value) across all
the local regression adjustment procedures (linear and nonlinear). Therefore, even though our
new regression adjustment procedure gives stable performance under correct and incorrect model
specification, it still suffers from the coverage issues alluded to in the remarks given after Theorem
2.
Furthermore, additional numerical experiments conducted in the supplemental appendix demon-
strate that the use of the so-called heteroskedasticity correction for the local regression adjustment,
as in Blum and Franc¸ois (2010), does not significantly alter these results. More specifically, the
resulting heteroskedasticity corrected local regression adjustment approaches yield results that are
very similar to those obtained without the heteroskedasticity correction. We refer the interested
reader to the appendix for these details.
From this simple example we can conclude that under model misspecification local regression
adjustment approaches, both linear and nonlinear, with or without a heteroskedasticity correc-
tion, can lead to significant overconfidence in the resulting point estimates obtained from these
methods, and can result in poor coverage rates for the pseudo-true value.
Table 1: Monte Carlo coverage (Cov), credible set length (Len), and posterior standard deviation
(Std) for the simple normal example under various levels of model misspecification. Cov is the
percentage of times that the 95% credible set contained θ = 1. Len is the average length of the
credible set across the Monte Carlo trials. Std is the average posterior standard deviation across
the Monte Carlo trials.
ABC-AR ABC-RegN
Cov Len Std Cov Len Std
σ2 = 1 0.9820 0.4666 0.1221 0.9380 0.3851 0.1001
σ2 = 2 0.9610 0.6147 0.1576 0.8020 0.3837 0.0998
σ2 = 3 0.9130 0.6164 0.1581 0.7070 0.3839 0.0997
ABC-Reg ABC-NN
Cov Len Std Cov Len Std
σ2 = 1 0.9410 0.3820 0.0997 0.9500 0.3853 0.1006
σ2 = 2 0.7170 0.3826 0.0998 0.7290 0.4440 0.1228
σ2 = 3 0.4600 0.3821 0.0997 0.4190 0.5043 0.1490

4 Detecting Misspecification
In this section we propose two methods to detect model misspecification in ABC. The first ap-
proach is based on the behavior of the acceptance probability under correct and incorrect model
specification. The second approach is based on comparing posterior expectations calculated un-
der Πǫ[·|η(y)] (obtained from Algorithm 1) and Π˜ǫ[·|η(y)] (obtained using local linear regression
adjustment).
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4.1 A Simple Graphical Approach to Detecting Misspecification
From the results of Frazier et al. (2018), under regularity and correct model specification, the
acceptance probability αn = Pr [d(η(y), η(z)) ≤ ǫn] satisfies, for n large and ǫn ≫ v−1n ,
αn = Pr [d(η(y), η(z)) ≤ ǫn] ≍ ǫkθn .
In this way, as ǫn → 0 the acceptance probability αn → 0 in a manner that is approximately
linear in ǫkθn .
However, this relationship between αn and ǫn does not extend to the case where the model is
misspecified. In particular, if ǫ∗ > 0, once ǫn < ǫ∗ the acceptance probability αn will be small or
zero, even for a large number of simulations N .
The behavior of αn under correct and incorrect model specifications means that one can
potentially diagnose misspecification by comparing the behavior of αn over a decreasing sequence
of tolerance values. In particular, if we take a decreasing sequence of equally spaced tolerances
ǫ1,n < ǫ2,n < · · · < ǫJ,n we can construct and plot the resulting sequence {αj,n}j to determine if
{αj,n}j decays in an (approximately) linear fashion as ǫj,n decreases.
While αn is infeasible to obtain in practice, the same procedure can be applied with αn replaced
by the estimator αˆn =
∑N
i=1 1l[d(η(y),η(z))≤ǫn ]/N . In this way, such a graphical check can easily be
performed using the ABC reference table. The only difference is that, instead of considering a
single tolerance ǫ, one would consider a sequence of tolerances {ǫj,n}j and record, for each j,
αˆj,n =
N∑
i=1
1l[d(η(y),η(z))≤ǫj,n ]/N.
Once αˆj,n has been obtained, it can be plotted against ǫ
kθ
j,n (in some fashion) and the relationship
can be analyzed to determine if deviations from linearity are in evidence.
To understand exactly how such a procedure can be implemented, we return to the simple
normal example.
Example 1 (Continued): The assumed DGP is z1, . . . , zn iid as N (θ, 1) but the actual DGP
is y1, . . . , yn iid as N (θ, σ2). We again consider ABC using the following summary statistics:
• the sample mean η1(y) = 1n
∑n
i=1 yi,
• the sample variance η2(y) = 1n−1
∑n
i=1(yi − η1(y))2.
Taking σ2 ∈ {1, 1 + 1/9, ..., 1 + 8/9}, we generate observed samples of size n = 100 according to
yi ∼ N (1, σ2), iid, where, for each of the nine different simulated datasets, we keep the random
numbers fixed and only change σ2. We consider N = 25, 000 simulated datasets generated iid
according to zji ∼ N (θj, 1), with θj ∼ N (0, 25), and for d(·, ·) we take the Euclidean norm. For
the sequence of ǫj,n values, we consider J = 100 evenly spaced increments, with ǫJ,n chosen to
correspond to the 10% quantile of the simulated distances, and where ǫ1,n is taken to be the 0.1%
quantile of the simulated distances.
In Figure 3, we plot the results over the nine different levels of misspecification. Each figure
contains two different curves: the dashed curve represents the observed relationship between αˆj,n
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and ǫj,n, while the solid curve plots a linear relationship between αˆj,n and ǫj,n that can be used
to help visually diagnose departures from linearity.7
0.00 0.02 0.04 0.06 0.08 0.10
0.
0
0.
3
0.
6
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
0
0.
3
0.
6
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
0
0.
3
0.
6
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
1
0.
4
0.
7
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
2
0.
6
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
3
0.
6
0.
9
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
4
0.
7
1.
0
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
6
0.
9
1.
2
αˆn
ǫ n
0.00 0.02 0.04 0.06 0.08 0.10
0.
7
1.
0
1.
3
αˆn
ǫ n
Figure 3: Graphical comparison of empirical acceptance probabilities αˆj,n (dashed line) and the-
oretical acceptance probabilities (solid line) for a decreasing sequence of tolerance values ǫj,n.
We recall that, in this example correct specification warrants a linear relationship between
αˆn and ǫn, since we are only conducting inference on a single parameter. More generally, under
correct model specification, we would expect a linear relationship between αˆn and ǫ
kθ
n .
Analyzing Figure 3, we see that the relationship is fairly linear for σ2 ≤ 1+1/3. However, for
σ2 > 1+1/3 the relationship between the acceptance probabilities αˆj,n and ǫj,n exhibits significant
nonlinear behavior. Therefore, in this example the diagnostic would suggest that the model is
misspecified once σ2 > 1+1/3, which is evidenced by the nonlinear relationship between αˆn,j and
ǫj,n.
Clearly, obtaining broad conclusions about model misspecification from this graphical ap-
proach depends on many features of the underlying model, the dimension of θ, and the exact
nature of misspecification. However, it is always possible to benchmark the results for the ob-
served data against those obtained under the ABC reference table. That is, using the ABC
reference table, we can easily apply the above diagnostic to one, or even several, “observed” se-
7Across the different values of σ2, the solid line is constructed using the endpoint pairs (αˆJ,n, ǫJ,n) = (0.10, ǫJ,n)
and (αˆJ,n, ǫJ,n) = (0.001, ǫ1,n).
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ries from the reference table. Then, if the relationship between (αˆj,n, ǫj,n) in the observed data
deviates from that observed in the reference table, this is evidence that the model is misspecified.

4.2 Detecting Model Misspecification Using Regression Adjustment
Corollary 1 and 2 demonstrate that accept/reject ABC (ABC-AR) and local linear regression
adjustment ABC ( ABC-Reg), place posterior mass in different regions of the parameter space.
Therefore, for θ 7→ h(θ) a known, smooth function, under model misspecification the posterior
expectation of h(·) under ABC-AR and ABC-Reg,
hˆ =
∫
h(θ)dΠǫ[θ|η(y)], h˜ =
∫
h(θ)dΠ˜ǫ[θ|η(y)],
will converge in probability, as n → +∞ and ǫn ↓ ǫ∗, to distinct values. However, if the model
is correctly specified, it can be shown that hˆ and h˜ will not differ, up to first-order, so long
as ǫn = o(1/
√
n) (this result follows from Theorem 4 in Frazier et al., 2018, or Theorem 3.1 in
Li and Fearnhead, 2018a). Therefore, a useful approach for detecting model misspecification is
to compare various posterior expectations, such as moments or quantiles, calculated under the
two posteriors.
More specifically, if the model is correctly specified and if we use Algorithm 1 based on quantile
thresholding with αn = δn
−kθ/2, for δ > 0, then
√
n‖hˆ− h˜‖ = oP0(1).
However, if ǫ∗ = infθ∈Θ d(b0, b(θ)) > 0, under regularity conditions, we can deduce that
‖hˆ− h˜‖ = OP0(1).
Therefore, if
√
n‖hˆ− h˜‖ is large, this is meaningful evidence that the model may be misspecified.
Detecting misspecification by analyzing the magnitude of
√
n‖hˆ− h˜‖ requires the specification
of a cutoff value, denoted by tn, such that if
√
n‖hˆ − h˜‖ is larger than tn, we conclude that the
model is likely misspecified. While there are several ways to choose the cutoff value tn, we propose
a simulation-based approach that uses the ABC reference table. Namely, we use the fact that
for any fixed value of θ, which for instance could be drawn from the prior or from the ABC-AR
posterior, we can always simulate “observed data” from the assumed model to determine what the
magnitude of
√
n‖hˆ− h˜‖ should be under correct specification. More specifically, for a given value
of θ, we can always simulate an “observed data series”, and then run both ABC-AR and ABC-Reg
on this simulated observed data to calculate
√
n‖hˆ− h˜‖ under correct model specification.
To operationalize this approach, we generate b = 1, . . . , B such simulated “observed” datasets,
all at the same value of θ, and for each of these datasets we calculate
√
n‖hˆb − h˜b‖. The cutoff
value tn can then be defined as an empirical quantile of the simulated distances {
√
n‖hˆb− h˜b‖}Bb=1,
which have all been calculated under correct specification. For instance, tn could be defined as
the 95% quantile of {√n‖hˆb− h˜b‖}Bb=1. The value of tn obtained from this procedure can then be
compared with the corresponding value of
√
n‖hˆ− h˜‖ obtained from the actual observed data y,
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and if
√
n‖hˆ− h˜‖ > tn we conclude that the model is likely misspecified.
We demonstrate this approach to diagnosing model misspecification in our simple running
example.
Example 1 (Continued): The assumed DGP is z1, . . . , zn iid as N (θ, 1) but the actual DGP
is y1, . . . , yn iid as N (θ, σ2). We again consider the following summary statistics:
• the sample mean η1(y) = 1n
∑n
i=1 yi,
• the sample variance η2(y) = 1n−1
∑n
i=1(yi − η1(y))2.
For the observed data series, y, we simulate n = 100 observed data points from a normal random
variable with mean θ = 1, variance σ2, and take σ2 = {2, 3}. For both ABC-AR and ABC-
Reg, we again take N = 25, 000 simulated datasets generated according to zji ∼ N (θj, 1), with
θj ∼ N (0, 25). For d(·, ·) we take the Euclidean norm and we again take the tolerance to be the
1% quantile of the simulated distances.
For the choice of the function h(θ), we consider h(θ) = (θ2, θ3)⊺, so that hˆ and h˜ represent the
second and third posterior moments calculated under ABC-AR and ABC-Reg:
hˆ =
(∫
θ2dΠǫ[θ|η(y)],
∫
θ3dΠǫ[θ|η(y)]
)⊺
, h˜ =
(∫
θ2dΠ˜ǫ[θ|η(y)],
∫
θ3dΠ˜ǫ[θ|η(y)]
)⊺
.
Recall that under correct specification
√
n‖hˆ − h˜‖ = oP0(1). Thus, if the model was correctly
specified, we would expect to realize a value of
√
n‖hˆ− h˜‖ that is relatively small.
To gauge the magnitude of
√
n‖hˆ−h˜‖ under correct specification, we first simulate b = 1, . . . , B
“observed data” series, where each series contains n = 100 observations generated iid from a
normal random variable with mean θ = 1 and σ2 = 1. Then, using these series as our observed
data, we run ABC-AR and ABC-Reg and calculate {√n‖hˆb − h˜b‖}Bb=1. For this experiment, we
take B = 100 replications. The cutoff value tn is then defined to be the 95% empirical quantile.
8
Having obtained tn, we now analyze the ability of this approach to detect misspecification.
For the two different misspecified DGPs, which corresponds to σ2 ∈ {2, 3}, we simulate 100
Monte Carlo replications and calculate
√
n‖hˆ − h˜‖ in each replication. The resulting sampling
distributions of
√
n‖hˆ− h˜‖ are given in Figure 4. For comparison purposes, in Panel A of Figure
4, we also give the sampling distribution of
√
n‖hˆ − h˜‖ calculated under correct specification
(σ2 = 1). The results demonstrate that there are dramatic differences between the sampling
distribution of
√
n‖hˆ− h˜‖ under correct and incorrect specification.
Using the chosen cutoff value tn, we detect misspecification 91% of the time when σ
2 = 2 and
97% when σ2 = 3. Given these results, and the results in Figure 4, it is clear that this simple
diagnostic allows us to detect model misspecification in this example.
It is important to realize that the behavior of
√
n‖hˆ− h˜‖ observed in Figure 4 is not a function
of the specific h(θ) we have chosen but is driven by the differences in the ABC-AR and ABC-Reg
posteriors under model misspecification. In particular, the results of Corollary 1 and 2 imply that
similar behavior will be observed for virtually any well-behaved function θ 7→ h(θ).
8The choice of θ used to simulate the pseudo “observed data” needed to find tn has little impact on the
magnitude of the cutoff value in large samples. Therefore, it is possible to randomly choose a value of θ from the
ABC-AR posterior without significantly altering the results presented here.
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Figure 4: Monte Carlo sampling distribution of
√
n‖hˆ−h˜‖ in the normal example for σ2 ∈ {1, 2, 3},
where h = (θ2, θ3)⊺. Recall that σ2 = 1 corresponds to correct specification.
To illustrate this fact, we repeat the example above using the alternative function h(θ) = θ.
For this experiment, we use the exact same datasets as in the above example, and implement the
same procedure to find the cutoff value tn, but now in the case where h(θ) = θ. Across the Monte
Carlo replications, this approach detects misspecification 96% of the time when σ2 = 2 and 99%
when σ2 = 3. Similarly, Figure 5 plots the sampling distributions of
√
n‖hˆ− h˜‖ when h(θ) = θ.
While the scales are different to those in Figure 4, the results are qualitatively the same: there
are significant differences between the sampling distribution of
√
n‖hˆ − h˜‖ under correct and
incorrect specification. We reiterate that this result is not surprising since, under our results, we
know that ABC-AR and ARC-Reg concentrate posterior mass on different values and therefore
any sufficiently smooth function h(θ) will concentrate onto different values under ABC-AR and
ABC-Reg. 
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Figure 5: Monte Carlo sampling distribution of
√
n‖hˆ−h˜‖ in the normal example for σ2 ∈ {1, 2, 3},
where h(θ) = θ. Recall that σ2 = 1 corresponds to correct specification.
Lastly, we note that the choice of θ used to construct tn will not significantly alter the reported
results. To demonstrate this, we rerun the diagnostic procedure at two additional values of θ used
to construct tn. If we use the value θ = 0 to obtain tn, in the case where h(θ) = (θ
2, θ3)⊺, the
procedure would lead us to conclude in favor of misspecification 100% of the time for σ2 = 2 and
σ2 = 3, while using the function h(θ) = θ we would conclude in favor of misspecification 97% of
the time under σ2 = 2 and 100% under σ2 = 3. Similarly, if we consider the value θ = 2 and
construct tn, in the case where h(θ) = (θ
2, θ3)⊺, we would conclude in favor of misspecification
83% of the time for σ2 = 2 and 92% under σ2 = 3, while taking h(θ) = θ we would conclude in
favor of misspecification 95% of the time under σ2 = 2 and 98% under σ2 = 3.
5 Discussion
At first glance, ABC techniques seem less than appropriate in misspecified settings as they rely
heavily on the assumed models capacity to reproduce the features of the observed dataset. Fur-
thermore, they scale the proximity (or tolerance) in terms of the actual data as a percentile,
henceforth providing a relative as opposed to absolute measure of proximity. This paper demon-
strates that ABC is indeed open to poor performances in these settings, with the performance
seemingly worse the more involved the version of ABC. This pattern is not immensely surprising
in that more complex methods try to extract more information from the simulated data. What
we find more exciting, and of particular interest, are the convergence results for the more basic
ABC versions, provided an identifiability constraint on the summary statistic is satisfied. The
role of the tolerance sequence also appears to be more crucial than in the well-specified case, in
connection with the fact that there is a minimal non-zero limit for this tolerance. Furthermore,
we demonstrate that post-processing the ABC output by local regression may lead to poor infer-
ence in misspecified models, and we propose an alternative approach that is less sensitive to the
correctness of the model specification. At this stage, it is unclear if other post-processing ABC
approaches, such as, for instance, the marginal adjustment approach (Nott et al., 2014) or the
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recalibration approach (Rodrigues et al., 2018), will perform similarly to local regression post-
processing under model misspecification, and more research on this front is necessary to obtain
conclusive results.
In addition to the above, we demonstrate that, rather naturally, the discrepancies between
the different ABC versions can be exploited to detect model misspecification, despite the inherent
difficulty in separating Monte Carlo variability from a genuine difference. Both the examples in
the paper and in the appendix illustrate that detection is achievable, since the reference tables
produced by ABC can be used to automatically calibrate the expected differences between the
different versions of ABC.
A potential direction of future research on misspecification not investigated in this paper would
be to connect it with generative adversarial networks (GAN, Goodfellow et al., 2014) since this
machine-learning technique aims both at learning a data generating mechanism (the generative
network) and at separating the actual data from the generated one (the discriminating network).
While the proximity between ABC and GANs has already been noted, there is however little
known from a statistical viewpoint in this area about misspecification properties.
Concerning other versions of ABC based on a machine-learning approach to the intractable
likelihood, for example, such as in Papamakarios and Murray (2016), our intuition is that, similar
to ABC based on local nonlinear regression adjustment, the massive and unstructured dependence
of the calibration on the model will similarly yield poor performance under misspecification. Apart
from a GAN strategy, at this stage we fail to see a robust solution to this difficulty.
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A Proofs of Main Results
This section contains the proofs of the theoretical results given in the main text.
Proof of Theorem 1
This theorem is an adaptation of Frazier et al. (2018). Let δn ≥ Mn(ǫn − ǫ∗) ≥ 3Mnv−10,n, then
P0(Ωd) = 1 + o(1) for Ωd := {y : d(η(y), b0) ≤ δn/2}. Assume that y ∈ Ωd. Consider the event
Ad(δn) := {(z, θ) : {d(η(z), η(y)) ≤ ǫn} ∩ {d(b(θ), b0) ≥ ǫ∗ + δn}} .
Note that, by definition d(b(θ), b0) ≥ ǫ∗, with ǫ∗ > 0. For all (z, θ) ∈ Ad(δn) and if y ∈ Ωd,
δn < d(b(θ), b0)− ǫ∗ ≤ d(b(θ), η(z)) + d(η(z), η(y)) + d(η(y), b0)− ǫ∗
≤ d(b(θ), η(z)) + ǫn − ǫ∗ + δn/2
so that δn ≤ 4d(b(θ), η(z)). This implies in particular that
Pr(Ad(δn)) =
∫
{d(b(θ),b0)≥ǫ∗+δn}
Pθ [d(η(z), η(y)) ≤ ǫn] dΠ(θ)
≤
∫
Θ
Pθ [d(b(θ), η(z)) ≥ δn/4] dΠ(θ).
(5)
In case (i) of polynomial tails,
Pr(Ad(δn)) ≤ (vnδn)−κ
∫
Θ
c(θ)dΠ(θ) = o(1) (6)
as soon as vnδn → +∞, or in case (ii) of exponential tails
Pr(Ad(δn)) ≤ Ce−c(δnvn)τ . (7)
Moreover, we can bound from below
αn =
∫
Θ
Pθ [d(η(z), η(y)) ≤ ǫn] dΠ(θ)
Note that on {d(η(z), b(θ)) ≤Mv−1n /2} ∩ Ωd
d(η(y), η(z)) ≤ d(η(z), b(θ)) + d(η(y), b0) + d(b(θ), b0) ≤ v−10,T +Mv−1n /2 + d(b(θ), b0) ≤ ǫn
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as soon as ǫ∗ ≤ d(b(θ), b0) ≤ ǫn − v−10,T +Mv−1n /2. Since ǫn − ǫ∗ ≥ v−10,T +Mv−1n , on Ωd,∫
Θ
Pθ (d(η(z), η(y)) ≤ ǫn) dΠ(θ) ≥
∫
d(b(θ),b0)≤(ǫn−ǫ∗)/4∨v−1n M/2
(1− Pθ
(
d(η(z), b(θ)) ≥Mv−1n /2
)
dΠ(θ)
≥
∫
d(b(θ),b0)≤(ǫn−ǫ∗)/4∨v−1n M/2
(
1− c(θ)2
κ
Mκ
)
dΠ(θ)
& (ǫn − ǫ∗)D ∨ v−Dn & (ǫn − ǫ∗)D
in case (i) of [A1], under [A2]. If case (ii) of [A1] holds, under [A2], we have∫
Θ
Pθ (d(η(z), η(y)) ≤ ǫn) dΠ(θ) ≥
∫
d(b(θ),b0)≤(ǫn−ǫ∗)/4∨v−1n M/2
(
1− c(θ)e−hθ(M/2)) dΠ(θ)
& (ǫn − ǫ∗)D
Combining these two inequality with the upper bounds (6) or (7) leads to
Πǫ [d(b(θ), b0) ≥ ǫ∗ + δn|η(y)] . (ǫn − ǫ∗)−D(vnδn)−κ,
in case (i) and
Πǫ [d(b(θ), b0) ≥ ǫ∗ + δn|η(y)] . (ǫn − ǫ∗)−De−c(δnvn)τ ,
in case (ii). These are of order o(1) if δn ≥ Mnv−1n (ǫn−ǫ∗)−D/κ in case (i), or if δn ≥ Mnv−1n | log(ǫn−
ǫ∗)|1/τ in case (ii).
Proof of Corollary 1
Proof. Define Q(θ) = |d(b(θ), b0)−d(b(θ∗), b0)|. From the continuity of θ 7→ b(θ) and the definition
of θ∗, for any δ > 0 there exists a γ(δ) > 0 such that infθ:d{θ,θ∗}>δ Q(θ) ≥ γ(δ) > 0. Then,
Πǫ[d(θ, θ
∗) > δ|η(y)] ≤ Πǫ[|Q(θ)−Q(θ∗)| > γ(δ)|η(y)] = Πǫ[|d(b(θ), b0)− d(b(θ∗), b0)| > γ(δ)|η(y)]
= Πǫ [d(b(θ), b0) > ǫ
∗ + γ(δ)|η(y)].
The result follows if Πǫ[|d(b(θ), b0) > ǫ∗+γ(δ)|η(y)] = oP0(1). For δn > 0 and δn = o(1) as defined
in Theorem 1, by the conclusion of Theorem 1, the result follows once γ(δ) ≥ δn.
Proof of Theorem 2
Proof. For the sake of simplicity and without loss of generality we write vn =
√
n, Z˜n =
√
n(η(z)−
b(θ)) and Z˜y =
√
n(η(y) − b0). Denote by Bn(K) = {‖θ − θ∗‖ ≤ K}. Throughout the proof C
26
denotes a generic constant which may vary from line to line. We have for all θ
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n) = Pθ (‖Z˜n − Z˜y +√n(b(θ)− b0)‖2 ≤ nǫ2n)
= Pθ
(
‖Z˜n‖2 + 2〈Zn,
√
n(b(θ)− b0)− Z˜y〉 ≤ n[ǫ2n − ‖b(θ)− b0 − Z˜y/
√
n‖2]
)
= Pθ
(
〈Z˜n, b(θ)− b0〉 ≤
√
n[ǫ2n − ‖b(θ)− b0 − Z˜y/
√
n‖2]
2
− ‖Z˜n‖
2 − 2〈Z˜n, Z˜y〉
2
√
n
)
Now on Ωn = {‖Z˜y‖ ≤ Mn/2} with Mn a sequence going to infinity arbitrarily slowly and such
that Mn = o(n
1/4),
√
n‖b(θ)− b0 − Z˜y/
√
n‖2 = √n‖b(θ∗)− b0‖2 +
√
n(θ − θ∗)⊺H∗(θ − θ∗)
2
− 2〈b(θ∗)− b0, Z˜y〉
+O(M2n/
√
n) +O(
√
n‖θ − θ∗‖3 + ‖θ − θ∗‖Mn)
where H∗ is the second derivative of θ 7→ ‖b(θ) − b0‖2 at θ∗, noting that the first derivative is
equal to 0 at θ∗. Let ǫ∗ = ‖b(θ∗) − b0‖, e′ = (b(θ∗) − b0), and ǫ > 0. If ‖θ − θ∗‖ ≤ ǫ and on the
event Ωn = {‖Zy‖ ≤Mn} where M2n = o(
√
n),
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)
≤ Pθ
(
〈Z˜n, e′〉 ≤
√
n[ǫ2n − (ǫ∗)2 − (1 + Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+ 〈Z˜y, e′〉+ Cǫ+ ‖θ − θ∗‖Mn
)
+ Pθ
(‖Zn‖2 > ǫ2√n/4)
≥ Pθ
(
〈Z˜n, e′〉 ≤
√
n[ǫ2n − (ǫ∗)2 − (1− Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+ 〈Z˜y, e′〉 − Cǫ− ‖θ − θ∗‖Mn
)
− Pθ
(
‖Z˜n‖2 > ǫ2
√
n/4
)
(8)
Consider the case where
√
n(ǫ2n − (ǫ∗)2) → 2c ∈ R. We split Θ into {‖θ − θ∗‖2
√
n ≤ M},
{ǫ > ‖θ − θ∗‖ > M/n1/4} and {ǫ ≤ ‖θ − θ∗‖}, where ǫ is arbitrarily small.
First if ‖θ − θ∗‖2√n ≤M
√
n[ǫ2n − (ǫ∗)2 − (1− Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+ 〈Z˜y, e′〉+ M
2
n√
n
+ ‖θ − θ∗‖Mn
≤ c+ 〈Z˜y, e′〉 − (1− Cǫ)
√
n(θ − θ∗)⊺H∗(θ − θ∗)
4
+ ǫ
and
√
n[ǫ2n − (ǫ∗)2 − (1 + Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+
M2√
n
+ ‖θ − θ∗‖Mn
≥ c+ 〈Z˜y, e′〉 − (1 + Cǫ)
√
n(θ − θ∗)⊺H∗(θ − θ∗)
4
− ǫ
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Moreover, using assumption [A5],
〈Z˜n, e′〉 =
√
n < Σn(θ)
−1Zn, e′〉 = 〈Zn,
√
nΣn(θ)
−1e′〉 = 〈Zn, A(θ∗)e′〉+ o(‖Zn‖).
We then have with c′ = c + 〈Z˜y, e′〉, x = n1/4(1 − ǫ)1/2(θ − θ∗) and ‖θ − θ∗‖ ≤ M/n1/4 ≤ u0 if n
is large enough
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n) ≤ Pθ (〈Zn, A(θ∗)e′〉 ≤ c′ − x⊺H∗x4 + ǫ
)
+ ǫ
≤ Φ
(
c′ +Mǫ
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)
+ ǫ
+ sup
‖θ′−θ∗‖≤u
∣∣∣∣Pθ′ (〈Zn, A(θ∗)e′〉 ≤ c′ − x⊺H∗x4 + ǫ
)
− Φ
(
c′ + ǫ
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)∣∣∣∣
≤ Φ
(
c′ + ǫ
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)
+ Cǫ.
Similarly with y = n1/4(1 + ǫ)1/2(θ − θ∗)
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)
≥ Φ
(
c′ − ǫ
‖A(θ∗)e′‖ −
y⊺H∗y
4‖A(θ∗)e′‖
)
− ǫ
− sup
‖θ−θ∗‖≤u
∣∣∣∣Pθ (〈Zn, A(θ∗)e′〉 ≤ c′ − y⊺H∗y4 − ǫ
)
− Φ
(
c′ − ǫ
‖A(θ∗)e′‖ −
y⊺H∗y
4‖A(θ∗)e′‖
)∣∣∣∣
≥ Φ
(
c′ −Mǫ
‖A(θ∗)e′‖ −
y⊺H∗y
4‖A(θ∗)e′‖
)
+ Cǫ
Moreover for all t ∈ R, writing x(θ) to emphasize its dependence in θ,
∆1 =
∫
Bn(
M
n1/4
)
sup
‖θ′−θ∗‖≤u0
∣∣∣∣Pθ′ (〈Zn, A(θ∗)e′〉 ≤ t− x(θ)⊺H∗x(θ)4
)
− Φ
(
t
‖A(θ∗)e′‖ −
x(θ)⊺H∗x(θ)
4‖A(θ∗)e′‖
)∣∣∣∣ dθ
= n−kθ/4
∫
‖x‖≤M
sup
‖θ′−θ∗‖≤u0
∣∣∣∣Pθ′ (〈Zn, A(θ∗)e′〉 ≤ t− x⊺H∗x4
)
− Φ
(
t
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)∣∣∣∣ dx
= n−kθ/4Mo(1)
where the last equality follows from [A4]We then have∫
Bn(M/n1/4)
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ
≤ π(θ∗)(1 + o(1))n−kθ/4
∫
‖x‖≤M
Φ
(
c′ +Mǫ
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)
dx+ o(n−kθ/4M)
(9)
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Similarly ∫
Θ
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ
≥
∫
‖θ−θ∗‖≤n−1/4M
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ
≥ π(θ∗)(1 + o(1))n−kθ/4
∫
‖x‖≤M
Φ
(
c′ −Mǫ
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)
dx(1 + oP0(1)).
(10)
Also if ǫ > ‖θ − θ∗‖ > M/n1/4, since there exists a > 0 such that z⊺H∗z ≥ a‖z‖2 for all z, if
M is large enough,
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n) ≤ Pθ (〈Zn, A(θ∗)e′〉 ≤ −aM28
)
≤ Pθ
(
‖Zn‖ > aM
2
8‖A(θ∗)e′‖
)
.M−2κ
Now let j ≥ 0 and set Mj = 2jM . On Mjn−1/4 ≤ ‖θ − θ∗‖ ≤Mj+1n−1/4
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n) ≤ Pθ (〈Zn, A(θ∗)e′〉 ≤ −aM2j8
)
≤ Pθ
(
‖Zn‖ >
aM2j
8‖A(θ∗)e‖
)
.M−2κj
so that∫
Mn−1/4≤‖θ−θ∗‖≤ǫ
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ . n−kθ/4 Jn∑
j=0
M−2κj (Mj+1 −Mj)
. n−kθ/4
Jn∑
j=0
M−2κ+1j . n
−kθ/4M−2κ+1.
(11)
Finally if ‖θ − θ∗‖ > ǫ, ‖b(θ) − b0 − Zy/
√
n‖2 − (ǫ∗)2 ≥ Cǫ on Ωn and when n is large enough√
n(ǫ2n − (ǫ∗)2) ≤ c+ Cǫ so that
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)
≤ Pθ
(
〈Z˜n, b(θ)− b0〉 ≤ −
√
nCǫ+ c′ + Cǫ
)
+O(n−κ/4)
≤ Pθ(‖Zn‖ > Cn1/2‖b(θ)− b0‖−1/2) +O(n−κ/4)
≤ c(θ)C−κn−κ/2‖b(θ)− b0‖κ +O(n−κ/4).
Therefore∫
‖θ−θ∗‖≥ǫ
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ ≤ C−κn−κ/2 ∫
‖θ−θ∗‖≥ǫ
c(θ)‖b(θ)− b0‖κπ(θ)dθ
+ Cn−κ/4
∫
‖θ−θ∗‖≥ǫ
c(θ)π(θ)dθ
(12)
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Finally combining (9), (11), (12) and (10) we obtain that if κ > kθ∫
Θ
Pθ
(‖η(z)− η(y)‖2 ≤ ǫ2n)π(θ)dθ = n−kθ/4 ∫
R
Φ
(
c′
‖A(θ∗)e′‖ −
x⊺H∗x
4‖A(θ∗)e′‖
)
dx+ o(n−kθ/4)
and for all x = n1/4(θ − θ∗) ∈ Rkθ fixed, writing πzn,ǫ(·) the density of Πzn,ǫ, the ABC posterior
distribution of zn(θ − θ∗),
πn1/4,ǫ(x) =
Φ
(
c′
‖A(θ∗)e‖ − x
⊺H∗x
4‖A(θ∗)e′‖
)
∫
R
Φ
(
c′
‖A(θ∗)e′‖ − x
⊺H∗x
4‖A(θ∗)e′‖
)
dx
+ o(1) := qc(x) + o(1)
so that
∥∥πn1/4,ǫ − qc∥∥1 = o(1).
We now study the case where
√
n(ǫ2n − (ǫ∗)2) :=
√
nu2n → +∞ with un = o(1) and we show
that the limiting distribution is uniform. Using (8), we have that if B0,n = {(θ−θ∗)⊺H∗(θ−θ∗) ≤
2u2n − 4Mn/
√
n}, with Mn < u2n
√
nǫ going to infinity
Pθ(‖η(z)− η(y)‖ ≤ ǫn) ≤ 1
≥ Pθ
(
〈Z˜n, e′〉 ≤ 2Mn + 〈Z˜y, e′〉 − ǫ− ‖θ − θ∗‖Mn
)
≥ Pθ
(
〈Z˜n, e′〉 ≤Mn/2
)
≥ 1− c1
M−κn
for some c1 > 0 on the event {|〈Z˜y, e′〉| ≤Mn/2}, which has probability going to 1.
This implies in particular that∫
B0,n
Pθ(‖η(z)− η(y)‖ ≤ ǫn)π(θ)dθ ≤ π(θ∗)(1 + o(1))Vol(B0,n)
≥ π(θ∗)(1 + o(1))Vol(B0,n)(1− c1
M−κn
)
(13)
Also
Vol(B0,n) ≍ ukθn (14)
Let Kn ≥ 4, if Knu2n ≥ (θ − θ∗)⊺H∗(θ − θ∗) > 2u2n(1 − Cǫ)−1 + 4Mn/
√
n, then there exists
C ′ > 0 such that
√
n[u2n − (1− Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+ 〈Z˜y, e′〉 − ǫ− ‖θ − θ∗‖Mn
≤ −2Mn + 〈Z˜y, e′〉 − ǫ− C ′ǫ2Mn ≤ −Mn
on the event {|〈Z˜y, e′ > | ≤ Mn/2}. Therefore writing B1,n = {Knu2n ≥ (θ − θ∗)⊺H∗(θ − θ∗) >
2u2n(1− Cǫ)−1 + 4Mn/
√
n}∫
B1,n
Pθ(‖η(z)− η(y)‖ ≤ ǫn)π(θ)dθ .M−κn Vol(B1,n) .M−κn Kkθ/2n Vol(B0,n) (15)
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Moreover
Vol
({(θ − θ∗)⊺H∗(θ − θ∗) ≤ 2u2n(1− Cǫ)−1 + 4Mn/√n})− Vol(B0,n) . ǫVol(B0,n). (16)
If Knu
2
n ≤ (θ − θ∗)⊺H∗(θ − θ∗) ≤ ǫ2, then
√
n[u2n − (1− Cǫ)(θ − θ∗)⊺H∗(θ − θ∗)/2]
2
+ 〈Z˜y, e′〉 − ǫ− ‖θ − θ∗‖Mn
≤ −
√
n(θ − θ∗)⊺H∗(θ − θ∗)
8
when n is large enough and there exists b > 0 such that∫
Bc1,n
1l(θ−θ∗)⊺H∗(θ−θ∗)≤ǫ2Pθ(‖η(z)− η(y)‖ ≤ ǫn)π(θ)dθ . n−κ/2
∫
Bn(Aǫ2)
1l‖θ−θ∗‖≥b√Knun‖θ − θ∗‖−2κdθ
. n−κ/2
∫ √Aǫ
b
√
Knun
rkθ−2κ−1dr
(17)
Since kθ < 2κ then the above term is of order
K(kθ−2κ)/2n (
√
nu2n)
−κ/2ukθn ≍ K(kθ−2κ)/2n (
√
nu2n)
−κ/2Vol(B0,n) = o(Vol(B0,n))
Finally if ‖θ − θ∗‖ ≥ ǫ, similarly to the case where √nu2n → c ∈ R, we obtain (12) and this
term is o(Vol(B0,n)) as soon as n
−κ/4 = o(ukθn ). Since n
−1/4 = o(un) the latter is true as soon as
κ ≥ kθ. Combining (13), (15), (17) , (16) and (12), we obtain that∥∥∥∥∫
Θ
Pθ(‖η(Z)− η(y)‖ ≤ ǫn)π(θ)dθ − π(θ∗)Vol(B˜0,n)
∥∥∥∥ = op(1) (18)
where B˜0,n = {(θ − θ∗)⊺H∗(θ − θ∗) ≤ 2u2n}. Let x = u−1n (θ − θ∗) be fixed and x⊺H∗x < 2, then
for n large enough x⊺H∗x ≤ 2− 4M2n/(
√
nu2n) and using
πu−1n ,ǫ(x) = πǫ(θ
∗ + unx|y)ukθn
then
πu−1n ,ǫ(x) = 1 + op(1).
If x⊺H∗x > 2, then if ǫ > 0 is small enough and n is large enough x⊺H∗x ≥ 2(1 − Cǫ)−1 +
4M2n/(
√
nu2n) and
πu−1n ,ǫ(x) = op(1).
This implies that the ABC posterior distribution of u−1n (θ − θ∗) converges to the Uniform distri-
bution over the ellipsoid {x⊺H∗x ≤ 2} in total variation.
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Proof of Proposition 1
Proof. To prove Proposition 1, we prove that the approximate likelihood
Pθ
(∥∥∥Z˜n − Zy +√n(b(θ)− b0)∥∥∥2 ≤ ǫ2n)
is highly peaked around θ 6= 0, and, as such, concentration around θ∗ = 0 can not result.
As in the proof of Theorem 2, writing Zn = Z = (Z1, Z2)
⊺, we can define W = Z/‖Z‖ and
R = ‖Z‖/vθ and we have that W and R are independent and that their distribution does not
depend on θ. In particular R2 ∼ χ2(2). Now, set h = b(θ)− b0 − Zy/√n, so that∥∥Z − Zy +√n(b(θ)− b0)∥∥2 − nǫ2n =v2θR2 + 2√nRvθ〈W,h〉+ n(‖h‖2 − ǫ2n) ≤ 0 (19)
if and only if
∆(W ) = v2θn(〈W,h〉2 − ‖h‖2 + ǫ2n) = v2θn∆˜(W ) ≥ 0, R ∈ (r1(W ), r2(W )) ∩ R+,
where
r1(W ) =
√
n
vθ
[
−〈W,h〉 −
√
∆˜(W )
]
, r2(W ) =
√
n
vθ
[
−〈W,h〉+
√
∆˜(W )
]
.
Note that ∆˜(W ) ≤ ǫ2n so that if ∆˜(W ) ≥ 0 then |〈W,h〉| = ‖h‖(1 + O(ǫn)), given that
‖h‖ ≍ 1 on the event ‖Zy‖ ≤ M for some arbitrarily large M . Therefore if 〈−W,h〉 ≤ 0,
then 〈−W,h〉 ≍ −‖h‖ and there is no solution for R in (19). Hence (19) holds if and only if
〈−W,h〉 ≥ 0, ∆˜(W ) ≥ 0 and R ∈ (r1(W ), r2(W )).
By symmetry we can set W = −W and, on the set 〈W,h〉 ≥ 0, using the fact that R2 ∼ χ2(2),
Pθ
(∥∥Z − Zy +√n(b(θ)− b0)∥∥2 ≤ nǫ2n|W) = e−r1(W )2/2(1− e−n∆˜(W )v2θ )
r1(W ) ∈
(√
n‖h‖/vθ {1− 2ǫn} ,
√
n‖h‖/vθ
)
To derive an approximation of Pθ
(
‖Z − Zy +
√
n(b(θ)− b0)‖2 ≤ nǫ2n
)
we study more precisely
r1(W ). For the sake of simplicity we assume that
√
nǫn = o(1), since the case where
√
nǫn = O(1)
can be treated similarly. Then
Pθ
(∥∥Z − Zy +√n(b(θ)− b0)∥∥2 ≤ nǫ2n) ≤ e−n‖h‖22v2θ (1−2ǫn)2Pθ (∆˜(W ) ≥ 0)
≥ e−
n‖h‖2
2v2
θ Pθ
(
∆˜(W ) ≥ 0
)
Consider θ = rb¯0 with r ∈ [−1, 1] so that r = 0 corresponds to θ = θ∗ ≡ 0, then h =
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b¯0(r − 1, r + 1)⊺ +OP0(1/
√
n) and
Pθ
(
∆˜(W ) ≥ 0
)
≤ 2Pθ
(
0 ≤ 〈W − h/‖h‖, h〉 ≤ ǫ2n/(2‖h‖2)(1 + ǫ2n/‖h‖2)
)
≥ 2Pθ
(
0 ≤ 〈W − h/‖h‖, h〉 ≤ ǫ2n/(2‖h‖2)
)
=
ǫ2n
(1 + r2)b¯20
g
{
(1− r)√
2(1 + r2)
}{
1 +O(ǫ2n ∨ 1/
√
n)
}
where g(·) is the density of W1, with W = (W1,W2). We thus obtain that for n large enough
Pθ
(∥∥Z − Zy +√n(b(θ)− b0)∥∥2 ≤ nǫ2n) ≤ ǫ2n(1 + r2)b¯20 e−
nb¯20(1+r
2)
2v2
θ
(1−3ǫn)2×
g
{
b¯0(1− r)√
2(1 + r2)
}{
1 +O(ǫ2n ∨ 1/
√
n)
}
≥ ǫ
2
n
(1 + r2)b¯20
e
−nb¯
2
0(1+r
2)
2v2
θ
(1+ǫn)2×
g
{
b¯0(1− r)√
2(1 + r2)
}{
1 +O(ǫ2n ∨ 1/
√
n)
}
Take vrb¯0 = b¯0v(r) such that (1 + 1/4)/v(1/2)
2 ≤ 1/(2v(0)2), then for δ > 0 small enough,
Πǫ (|θ − θ∗| ≤ δ|η(y)) = o
(
Πǫ
{|θ − b¯0/2| ≤ δ|η(y)})
since there exists c > 0 such that∫
|θ|≤δ
e
−n(b¯
2
0+θ
2)
2v2
θ π(θ)dθ ≤ e−nc
∫
|θ−b¯0/2|≤δ
e
−n(b¯
2
0+θ
2)
2v2
θ π(θ)dθ.
Proof of Corollary 2
Proof. The proof is a consequence of Theorem 1 and the structure of θ˜ = θ − βˆ⊺{η(z) − η(y)},
and θ˜∗ = θ∗ − β⊺0{b(θ∗)− b0}. Therefore, we only sketch the idea here.
Take δn ≥ Mn(ǫn − ǫ∗) ≥ Mnv−1n . By assumption ǫ∗ > 0 and ‖β0‖ > 0. Define Ωd = {y :
‖η(y)− b0‖ ≤ δn/u0} for some u0 ≥ 2(1 + ‖β0‖). By the result of Theorem 1 we have that
Π˜ǫ
[
|θ˜ − θ˜∗| > δn|y
]
= Πǫ
[
{θ : |θ˜ − θ˜∗| > δn} ∩ {θ : |θ − θ∗| ≤ δn/u0}|y
]
+ oP0(1)
=
∫
|θ−θ∗|≤δn/u0 1l
[
|θ˜ − θ˜∗| ≥ δn
]
Pθ [‖η(z)− η(y)‖ ≤ ǫn] dΠ(θ)∫
|θ−θ∗|≤δn/u0 Pθ [‖η(z)− η(y)‖ ≤ ǫn] dΠ(θ)
+ oP0(1),
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where both equalities follow by posterior concentration of |θ− θ∗| at rate δn ≫ v−10,n. Similar steps
to that of Theorem 1 yield
Dn =
∫
|θ−θ∗|≤δn/u0
Pθ [‖η(z)− η(y)‖ ≤ ǫn] dΠ(θ) & δDn ,
under case (i) or case (ii) of [A1]. Define the event
S(δn) =
{
(z, θ) : {θ : |θ˜ − θ˜∗| > δn} ∩ {θ : |θ − θ∗| ≤ δn/u0} ∩ {z : ‖η(z)− η(y)‖ ≤ ǫn}
}
Note that
θ˜ − θ˜∗ =θ − θ∗ + [βˆ − β0]⊺{b(θ)− b0}+ [βˆ − β0]⊺{b0 − η(y)}+ [βˆ − β0]⊺{η(z)− b(θ)}
+ [βˆ − β0]⊺{b(θ)− b(θ∗)}+ β⊺0{b0 − η(y)}+ β⊺0{η(z)− b(θ)}+ β⊺0{b(θ)− b(θ∗)}
For y ∈ Ωd, we have
δn < |θ˜ − θ˜∗| ≤|θ − θ∗|+ ‖βˆ − β0‖‖b(θ)− b0‖+ ‖βˆ − β0‖‖b0 − η(y)‖+ ‖βˆ − β0‖‖η(z)− b(θ)‖
+ ‖βˆ − β0‖‖b(θ)− b(θ∗)‖+ ‖β0‖‖b0 − η(y)‖+ ‖β0‖‖b(θ)− b(θ∗)‖+ ‖β0‖‖η(z)− b(θ)‖
≤δn/u0 + ‖β0‖δn/u0 + o(δn) + (O(δn) + ‖β0‖) ‖η(z)− b(θ)‖+ oPθ(1)
where the last inequality follows from ‖βˆ − β0‖ = oPθ(1) and concentration of |θ − θ∗| at rate
δn ≫ v−1n . Therefore, take u0 ≥ 2(1 + ‖β0‖) and rearrange the above to obtain
0 <
δn
2(O(δn) + ‖β0‖) < ‖η(z)− b(θ)‖ + o(δn).
This then implies that
Pr [S(δn)] =
∫
{θ:|θ−θ∗|≤δn/u0}
1l
[
|θ˜ − θ˜∗| > δn
]
Pθ [‖η(z)− η(y)‖ ≤ ǫn] dΠ(θ)
≤
∫
Θ
Pθ [‖η(z)− b(θ)‖ > c · δn] dΠ(θ)
. (vnδn)
−κ under case (i) of [A1]
. exp(−cvτnδτn) under case (ii) of [A1]
Recalling that Dn & δ
D and using the above, the result follows similarly to Theorem 1.
B Additional Computations for Example 1
In this section, we consider several additional aspects of the simulation exercise for Example 1 in
the main text. For completeness, we now recall the general features of the example. The assumed
DGP is z1, . . . , zn iid as N (θ, 1) but the actual DGP is y1, . . . , yn iid as N (θ, σ2). We conduct
ABC using the following summary statistics:
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• the sample mean η1(y) = 1n
∑n
i=1 yi,
• the sample variance η2(y) = 1n−1
∑n
i=1(yi − η1(y))2.
Our prior beliefs are given by θ ∼ N (0, 25). For accept/reject ABC (ABC-AR), we use N =
25, 000 simulated pseudo datasets generated iid according to zji ∼ N (θj, 1). For both ABC-AR
and the local linear regression adjustment (ABC-Reg), we set the tolerance ǫ to be the 1% quantile
of the simulated distances ‖η(y)− η(zj)‖.
B.1 Example 1: ABC-AR and ABC-Reg Posterior Comparison
In this section, we use the exact same data generated for the experiments conducted in Example
1 in Section 1 of the main text, however, we now analyze the posteriors for ABC-AR and ABC-
Reg. For clarity, we briefly recall the details of the Monte Carlo design used in this example. A
sequence of “observed” datasets for y are generated, each corresponding to a different value of σ2.
To isolate the impact of model misspecification, which occurs if σ2 6= 1, across the experiments,
the same set of random numbers are used to generate the observed data. The sample size across
the experiments is taken to be n = 100. To further isolate the impact of misspecification, we
implement ABC using the same pseudo-data across all experiments.
The example in Section 1 clearly demonstrated that the ABC-AR and ABC-Reg posterior
means behave very differently depending on the level of model misspecification. Unsurprisingly,
the ABC-AR and ABC-Reg posteriors themselves displaying very different patterns of behavior
under model misspecification.
In Figure 6 we plot the posterior densities obtained from ABC-AR (Panel A) and ABC-Reg
(Panel B) across a subset of the different datasets used in the experiment that correspond to
σ2 ∈ {1, 1.05, 1.10, . . . , 5}.
35
-0.5 0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Panel A
-0.5 0 0.5 1 1.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Panel B
1
1.4
1.8
2.2
2.6
3
3.4
3.8
4.2
4.6
5
Figure 6: Comparison of posterior densities for ABC-AR, and ABC-Reg across varying levels of
model misspecification. The true value generating the data is θ = 1. The posteriors are colored
so that darker colors represent less model misspecification (σ2 closer to unity), and lighter colors
representing larger degrees of model misspecification (larger values of σ2).
Analyzing Panel A in Figure 6, we see that the ABC-AR posteriors remain roughly centered
near θ = 1, regardless of the value of σ2. However, as σ2 increases the ABC-AR posteriors
noticeably flatten to accommodate the additional variability in the observed data. In contrast
to ABC-AR, the mean of the ABC-Reg posterior (Panel B of Figure 6) shifts significantly as σ2
increases and the variability of the ABC-Reg posterior remains roughly constant across all levels
of misspecification. Therefore, ABC-Reg completely neglects the fact that the variance of the
observed data is increasing as σ2 increases.
This finding is further visually confirmed by the results in Figure 7, which plots the corre-
sponding 95% credible intervals (HPD intervals) for ABC-AR and ABC-Reg across the different
values of σ2 used in the experiments. The results in Figure 7 demonstrate that as σ2 increases the
credible regions for ABC-AR widen to accommodate the increased variance in the observed data,
whereas the credible intervals for ABC-Reg maintains roughly the same length as σ2 increases.
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Figure 7: Comparison of credible intervals (HPD intervals) for ABC-AR, and ABC-Reg across
varying levels of model misspecification. The true value generating the data is θ = 1. The solid
lines represent the HPD intervals for ABC-AR, while the dashed lines are the HPD intervals for
ABC-Reg.
B.2 Example 1: Alternative Regression Adjustments
In this section, we further explore the behavior of local regression adjustment approaches under
misspecification. In particular, in the confines of Example 1, we will compare the repeated
sampling behavior of ABC-AR and three different regression adjustment approaches: the local
linear regression adjustment (ABC-Reg), the proposed local linear adjustment approach described
in Section 3.2 (ABC-RegN), and the local nonlinear regression adjustment of Blum and Franc¸ois
(2010) (ABC-NN). For each regression adjustment approach, we consider two versions: one version
with the heteroskedasticity adjustment of Blum and Franc¸ois (2010) and one version without. All
told, we will compare six different regression adjustment approaches across various levels of model
misspecification. All adjustment methods are carried out using the R package abc (Csille´ry et al.,
2012).
We follow the Monte Carlo design considered in Section 3.2 of the main paper: for each Monte
Carlo replication we simulate observed data yi ∼ N (1, σ2), iid, and consider three different values
of σ2 corresponding to σ2 ∈ {1, 2, 3}. For each value of σ2 we generate 1,000 artificial observed
data sets each of length n = 100. Every ABC procedure relies on N = 25, 000 pseudo-data sets
generated according to zi ∼ N (θ, 1), iid, and for each method the tolerance is chosen to the
1% quantile of the simulated distances ‖η(y) − η(z)‖. As in the main text, the local regression
adjustment procedures use the Epanechnikov kernel.
In Figure 8, we plot the posterior means of the different procedures, across the values of σ2 and
across the Monte Carlo replications, without the heteroskedasticity correction, and the results in
Figure 9 consider the case with the heteroskedasticity correction. While the results of Figure 8
have already been presented in the main text, we reproduce them here to simplify the comparison.
The results of this experiment demonstrate that the point estimators obtained from the ABC
regression adjustment procedures can display larger variability, in this repeated sampling context,
than those obtained from ABC-AR. Moreover, there seems to be no real benefit from the local
nonlinear regression adjustment. In addition, the heteroskedasticity correction does not signif-
icantly alter the behavior of any local regression adjustment approach. Indeed, the two sets of
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results are visually very similar.
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Figure 8: Posterior mean comparison of ABC-AR (AR), local linear regression adjustment (Reg),
the proposed local linear regression adjustment (RegN), and the local nonlinear regression ad-
justment (NN) across three values of σ2: σ2 ∈ {1, 2, 3}. Recall that σ2 = 1 corresponds to correct
model specification. All plots are presented without outliers.
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Figure 9: Posterior mean comparison of ABC-AR (AR), local linear regression adjustment with
heteroskedasticity correction (RegC), the proposed local linear regression adjustment with het-
eroskedasticity correction (RegNC), and the local nonlinear regression adjustment with het-
eroskedasticity correction (NNC) across three separate values of σ2: σ2 ∈ {1, 2, 3}. Recall that
σ2 = 1 corresponds to correct model specification. All results are presented without outliers.
Across the Monte Carlo replications and for each ABC procedure, in Table 2 we present the
median posterior standard deviation, the Monte Carlo coverage, the median length of the 95%
posterior credible interval, as well as the 2.5% and 97.5% posterior quantiles (represented as the
median value over the replications). In this experiment, we compare medians instead of means
due to the fact that the heteroskedasticity corrected regression adjustment approaches returned
several large outliers that could otherwise skew the comparison.
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The results in Table 2 demonstrate that, in terms of posterior variability, as measured by pos-
terior standard deviation, ABC-AR displays the largest variability across all designs. The local
linear regression adjustments without heteroskedasticity correction (ABC-Reg, ABC-RegN) have
posterior standard deviations that are virtually unchanged across the designs, while the standard
deviation of the heteroskedasticity corrected local linear approach (ABC-RegC) is actually de-
creasing as σ2 increases, i.e., as the variability in the data increase. In contrast, the posterior
standard deviation for the nonlinear regression adjustment without heteroskedasticity correction
(ABC-NN) increases as σ2 increases, however, the posterior standard deviation of the corrected
version (ABC-NNC) is stable across the designs.
As discussed in the main text, the fact that the local regression adjustment has small posterior
variability, relative to ABC-AR, results in small credible sets and a false sense of precision. As
a direct consequence, all the adjustment procedures, with and without the heteroskedasticity
correction, have poor Monte Carlo coverage when σ2 = 2, 3.
Overall, these results suggest that, at least in this context, there is no meaningful difference
between the results obtained by local linear or local nonlinear regression adjustments. In addition,
the heteroskedasticity correction does not improve the behavior of the regression adjustment, and
can potentially exacerbate the coverage issues observed in these procedure (see, e.g., the results
of ABC-RegC in Table 2). Lastly, these results suggest that our proposed local linear regression
adjustment (ABC-RegN) performs well relative to the other local regression adjustments (with
and without heteroskedasticity correction).
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Table 2: Monte Carlo coverage (Cov), credible set length (Len), and posterior standard deviation
(Std) for the normal example under various levels of model misspecification. Cov is the percentage
of times that the 95% credible set contained θ = 1. Len is the median length of the 95% credible
set, across the Monte Carlo trials. Std is the median posterior standard deviation across the
Monte Carlo trials. Q025 represents the median (over the replications) of the 2.5% posterior
quantiles across the different methods, while Q975 represents the corresponding 97.5% quantile.
σ2 = 1 Cov Len Std Q025 Q975
ABC-AR 0.982 0.461 0.120 0.770 1.234
ABC-RegN 0.938 0.385 0.100 0.802 1.190
ABC-Reg 0.941 0.382 0.100 0.811 1.192
ABC-NN 0.950 0.385 0.100 0.811 1.194
ABC-RegNC 0.938 0.389 0.100 0.802 1.193
ABC-RegC 0.945 0.386 0.100 0.809 1.197
ABC-NNC 0.941 0.384 0.101 0.808 1.200
σ2 = 2 Cov Len Std Q025 Q975
ABC-AR 0.961 0.614 0.158 0.698 1.310
ABC-RegN 0.802 0.383 0.100 0.809 1.194
ABC-Reg 0.717 0.382 0.100 0.818 1.200
ABC-NN 0.729 0.428 0.113 0.766 1.204
ABC-RegNC 0.809 0.387 0.100 0.805 1.194
ABC-RegC 0.645 0.361 0.094 0.791 1.223
ABC-NNC 0.636 0.383 0.100 0.773 1.201
σ2 = 3 Cov Len Std Q025 Q975
ABC-AR 0.913 0.613 0.157 0.694 1.311
ABC-RegN 0.707 0.383 0.099 0.816 1.195
ABC-Reg 0.460 0.381 0.100 0.791 1.180
ABC-NN 0.419 0.479 0.128 0.632 1.137
ABC-RegNC 0.708 0.386 0.100 0.811 1.199
ABC-RegC 0.462 0.261 0.069 0.700 1.249
ABC-NNC 0.409 0.383 0.101 0.624 1.171
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C Additional Example: Misspecified g-and-k Model
To further demonstrate the behavior of different ABC approaches under model misspecification,
we consider an additional example based on the g-and-k distribution, which is an oft-used ex-
ample in the ABC literature to compare the behavior of different ABC approaches (see, e.g.,
Drovandi and Pettitt, 2011, Fearnhead and Prangle, 2012, and Bernton et al., 2019). The g-and-
k model is most commonly stated through it’s quantile function:
q ∈ (0, 1) 7→ a+ b
(
1 + 0.8
1− exp(−gz(q)
1 + exp(−gz(q)
)(
1 + z(q)2
)k
z(q),
where z(q) refers to the q-th quantile of the standard normal distribution. The four parame-
ters of the g-and-k distributions have specific interpretations. The parameter a represents the
location, b the scale, while g and k control the skewness and kurtosis, respectively. Following
Drovandi and Pettitt (2011), we consider the following priors on the parameters
a ∼ U [0, 10], b ∼ U [0, 10], g ∼ U [0, 10] b ∼ U [0, 10],
where U [0, 1] denotes the uniform distribution on [0, 1].
ABC-based inference in the g-and-k model is usually conducted using the quantiles of the
simulated and observed data. Therefore, in what follows we take as our summary statistics for
ABC the octiles of the data:
• ηj(y) = Oj(y), for 1, . . . , 7, where (O1, . . . , O7) partitions the data into eight equal parts.
The g-and-k distribution is a highly-flexible class of distributions that is capable of modeling
data with a complex unconditional distribution. While highly flexible, g-and-k distributions are
unimodal and are not capable of capturing multi-modality that may exist in the data.
In this section, we compare the behavior of different ABC-based procedures when the under-
lying assumption is that the data comes from the g-and-k distribution, but when the observed
data is actually generated from a distribution with minor bi-modality. In particular, we generate
observed data iid from the Gaussian mixture
yi ∼ w · N (µ1, σ21) + (1− w) · N (µ2, σ22). (20)
In what follows, we fix the parameters in equation (20) to be
(µ1, σ
2
1)
⊺ = (1, 2)⊺, (µ2, σ
2
2)
⊺ = (7, 2)⊺, and w = 0.9.
This DGP produces observed data that exhibits positive skewness and excess kurtosis, owing to
the fact that the density exhibits a minor “hump” in the right tail of the data. This specification
was chosen particularly to generate minor bi-modality in the observed data, which is a feature
that the g-and-k model can not capture. For illustration, the kernel density of a representative
data set of size n = 100 simulated from this mixture model is given in Figure 10.
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Kernel Density: y ∼ 0.90 · N (1, 2) + 0.10 · N (7, 2)
Figure 10: Kernel density of data simulated from the DGP in equation (20).
C.1 Monte Carlo Experiments
Similar to Example 1 in the main paper, we now compare the behavior of ABC-AR and vari-
ous local ABC regression adjustments. In particular, we consider the following local regression
adjustments: ABC-Reg (the standard weighted local-linear adjustment, Beaumont et al., 2002),
ABC-RegN (our weighted local-linear adjustment) and ABC-NN (a local nonlinear regression
adjustment using neural nets, Blum and Franc¸ois, 2010). From the DGP in equation (20), we
simulate n = 100 observations for the observed data y. Just as in Example 1 in the main text,
each ABC procedure is based on N = 25, 000 simulated draws, where the tolerance ǫn is chosen
to be to the 1% quantile of the overall simulated distances. For ABC-AR we use the Euclidean
norm. Figure 11 plots the posteriors from the different ABC methods across the four parameters
of the g-and-k distribution for a representative experiment.
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Figure 11: Posterior comparison of various ABC procedures in the g-and-k model when the true
DGP is given by equation (20).
Analyzing Figure 11, three features are immediately in evidence. Firstly, for most of the ABC
procedures, and across virtually all the parameters, the posteriors are decidedly non-Gaussian
(as suggested by the results of Theorem 2 in the main text). Secondly, across the parameters,
the different ABC procedures produce posteriors with very different behavior, which mirrors the
results observed in Example 1. As mentioned earlier, this behavior is a direct consequence of the
local regression adjustments transformation of the accepted ABC-AR draws. Thirdly, for the g
parameter the local regression posteriors place significant mass outside of the original prior space,
which was U [0, 10]. Similarly, for the parameter k these procedures yield some negative values
for k.
This later feature is troubling given the specific nature of the mismatch between the actual
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DGP and the assumed g-and-k distribution. In particular, the theoretical moments in the actual
DGP imply that population skewness is greater than 1.5 and that excess kurtosis is nearly 3,
respectively. Recalling that skewness and kurtosis in the g-and-k distribution are controlled by
g and k, respectively, we know that g > 0 is associated with positive skewness, and k < 0 is
associated with kurtosis that is less than that of the normal distribution. Given this, the results
of Figure 11 demonstrate that the local regression adjustment procedures can place significant
posterior mass on g < 0, even though the observed data is always positively skewed. Similarly,
these procedures can place some positive posterior mass on k < 0, even though the observed data
exhibits positive excess kurtosis.
These behaviors observed in the local regression adjustments are entirely due to the fact that
these approaches disregard the nature of the parameter space when adjusting the accepted draws,
and, hence, can transport posterior mass outside the original parameter space. As a consequence,
in this example the local regression adjustment approaches can place significant posterior mass
on values of g (and to a lesser extent k) that are incompatible with the observed data.
Similar to the conclusions obtained in Example 1, this behavior of the local regression ad-
justment is not a feature of any particular dataset but is persistent across different datasets.
To demonstrate this fact, we simulate 1000 replications from the true DGP in equation (20),
and rerun each ABC procedure on these observed datasets. Across the replications, for each of
the different ABC procedures, we record the posterior mean, standard deviation, as well as the
length of the 95% credible regions for each of the parameters in the g-and-k distribution, which
we calculate via the corresponding 2.5 and 97.5 quantiles of the individual parameter posteriors.
In Table 3, we present the averages of these results across the replications.
To help interpret the findings in Table 3, before discussing the results, we first calculate the
pseudo-true value
θ∗ = argmin
θ∈Θ
‖b0 − b(θ)‖,
where we reminded the reader that b0 is the probability limit of η(y), given by the octiles of
the observed data, and b(θ) is the probability limit of η(z), which corresponds to the octiles of
the simulated data. To obtain this pseudo-true value, we must first calculate b0, the population
octiles of the Gaussian mixture distribution. The quantile function of the Gaussian mixture has
no closed-form but the quantiles, and hence the value of b0, can be obtained by numerically
inverting the corresponding CDF of the Gaussian mixture. Give the value of b0, and the fact
that the quantiles of the g-and-k distribution have an analytical form, in terms of the standard
normal quantile function, we can numerically solve for the value of θ = (a, b, g, k)⊺ that minimizes
‖b0− b(θ)‖. Using this approach, the pseudo-true value under this particular Monte Carlo design
is given by
θ∗ = (a∗, b∗, g∗, k∗)⊺ = (1.17, 1.50, 0.41, 0.23)⊺. (21)
This value of θ∗ corresponds to a g-and-k distribution with positive skewness and kurtosis that
is larger than that of the normal distribution. Therefore, as one would hope, the pseudo-true
value reflects the actual features of the true DGP, namely, positive skewness and excess kurtosis.
Using this pseudo-true value, we also calculate the Monte Carlo coverage of the different ABC
procedures, which we also display in Table 3.
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Table 3: Posterior summaries for accept/reject ABC (AR), local linear regression adjusted ABC
(Reg), see Beaumont et al. (2002), our proposed local linear regression adjusted ABC (RegN),
and a local nonlinear regression adjustment (NN) based on neural nets, see Blum and Franc¸ois
(2010). Mean is the average posterior mean, Std is the average posterior standard deviation, Len
is the average length of the 95% credible set, Cov is the Monte Carlo coverage calculated using
the pseudo-true value defined in (21), and Q025 and Q975 refer to the average (across the Monte
Carlo replications) 2.5% and 97.5% quantiles of the posterior.
a AR RegN Reg NN b AR RegN Reg NN
Mean 1.1190 1.1568 1.2060 1.1862 Mean 0.8961 1.0143 1.6342 1.6685
Std 0.6564 0.0027 0.0031 0.1333 Std 0.7114 0.0104 0.0113 0.0994
Len 2.2517 0.0112 0.0125 0.4893 Len 2.5380 0.0414 0.0439 0.3914
Cov 1.0000 0.0180 0.0140 0.5110 Cov 0.9990 0.1730 0.5220 0.5600
Q025 0.0831 1.1509 1.1993 0.9419 Q025 0.0478 0.9940 1.6119 1.5326
Q975 2.3349 1.1621 1.2118 1.4312 Q975 2.5858 1.0354 1.6558 1.9240
g AR RegN Reg NN k AR RegN Reg NN
Mean 4.7758 5.3310 0.8639 0.3707 Mean 1.5321 2.1790 0.7973 0.3889
Std 2.9404 1.5265 1.4632 0.7212 Std 1.4145 0.9426 0.7810 0.3866
Len 9.4511 6.1010 5.8798 2.9902 Len 5.1661 3.8949 3.2841 1.5546
Cov 0.8900 0.3380 0.6320 0.6870 Cov 1.0000 0.5760 0.8420 0.8060
Q025 0.2484 2.4728 -1.7755 -0.9119 Q025 0.0510 0.3648 -0.6637 -0.3487
Q975 9.6995 8.5738 4.1043 2.0783 Q975 5.2171 4.2597 2.6204 1.2059
Analyzing the results in Table 3, we see that all procedures give relatively accurate point
estimates of the location parameter a. However, the Monte Carlo coverage for this parameter
varies drastically across the different ABC procedures, which reflects the extremely small posterior
standard deviations of the local regression adjustment approaches. For the scale parameter, b,
a similar story is in evidence. Namely, all procedures give point estimators that are not too far
from the pseudo-true value, b∗ = 1.5, however, the small posterior standard deviations for the
local adjustment procedures leads to significant under-coverage.
For the parameter g, the different ABC procedures have very different posterior behavior. The
most striking feature is that, while the average posterior means for the local linear adjustment
(Reg) and the nonlinear adjustment (NN) are not too far from the pseudo-true value, g∗ = 0.41,
both procedures place a significant amount of posterior mass on g < 0.9 We recall that the true
DGP is such that the observed data always has positive skewness.
The results for the parameter k, which governs the kurtosis of the g-and-k distribution, are
similar to those obtained for the parameter g. Namely, while the local linear and nonlinear
regression adjustments generally give point estimators that are closer to the pseudo-true value
of k∗ ≈ 0.23 than the other ABC procedures, both approaches place a non-negligible amount of
posterior mass on k < 0. This behavior is clearly at odds with the observed data: values of k < 0
imply that the observed data exhibits kurtosis that is less than that of the normal.
As demonstrated by Corollary 2 in the main paper, this behavior is a direct consequence
of model misspecification and the nature of the local regression adjustment. In essence, under
9This point can be seen by analyzing the 2.5% and 97.5% quantiles from these procedures.
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model misspecification, these adjustment procedures can be viewed as taking accepted draws,
which asymptotically yield the smallest distance between observed and simulated summaries,
and perturbing them according to a criterion that does not respect the original optimality of
these draws.
Given the behavior of the local regression adjustment in this example, as well as the results of
Example 1 in the main text, we suggest researchers treat the output of local regression adjustment
ABC procedures with a healthy level of skepticism in settings where model misspecification is a
possibility.
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