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Summary: Tree-based methods are popular nonparametric tools in studying time-to-event outcomes. In this article,
we introduce a novel framework for survival trees and forests, where the trees partition the dynamic survivor
population and can handle time-dependent covariates. Using the idea of randomized tests, we develop generalized
time-dependent Receiver Operating Characteristic (ROC) curves to evaluate the performance of survival trees and
establish the optimality of the target hazard function with respect to the ROC curve. The tree-building algorithm is
guided by decision-theoretic criteria based on ROC, targeting specifically for prediction accuracy. We further extend
the survival trees to random forests, where the ensemble is based on martingale estimating equations, in contrast
with many existing survival forest algorithms that average the predicted survival or cumulative hazard functions.
Simulations studies demonstrate strong performances of the proposed methods. We apply the methods to a study on
AIDS for illustration.
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1. Introduction
Tree-based methods are popular alternatives to semiparametric and parametric methods. The
basic idea of trees is to partition the covariate space into subsets (nodes) where individuals
belonging to one node are alike regarding the outcome of interest, then a single decision or
prediction is assigned to individuals in the same node. In the setting of classification and
regression trees (CART) (Breiman et al., 1984), this can be achieved by greedy splitting
algorithms that minimize a measure of node impurity and the sum of squared deviations
from the node mean, respectively; then a cost-complexity pruning algorithm is applied to
determine the size of the tree. In practice, a small perturbation in the data may result in a
large change in the structure of a fitted tree. Ensemble methods such as bagging (Breiman,
1996) and random forests (Breiman, 2001) are ideal solutions to the instability problem and
outperform a single tree in many applications.
With the increasing focus on personalized risk prediction, tree-based methods for time-to-
event data have received much attention. A survival tree generally partitions the predictor
space into a set of terminal nodes and reports the Kaplan-Meier estimate of the survival
function in each node. The survival tree has a few appealing features that make it a useful ad-
dition to the conventional survival analysis: first, partition arises in many applications where
individuals in the same group share similar event risks, and the tree structure retains this
natural interpretability. For example, a single survival tree can identify different prognostic
groups, so that treatment or prevention strategies can be tailored for patients with different
failure risks. Second, survival trees serve as building blocks for ensemble methods and can
be easily transformed into powerful risk prediction tools. In the literature, there has been
a steady stream of works proposing new splitting rules to build survival trees. Gordon and
Olshen (1985) first adopted the idea of CART for right-censored survival data and defined the
node impurity to be the minimum Wasserstein distance between the Kaplan-Meier curves
2of the current node and a pure node. Since maximizing the between node heterogeneity
is another means to reduce node impurity, Ciampi et al. (1986), Segal (1988), LeBlanc and
Crowley (1993), and many others, suggested to maximize the dissimilarity between two child
nodes by selecting a split that yields the largest log-rank statistic; Moradian et al. (2017)
used the integrated absolute difference between survival functions as a measure of between-
node separation. Another type of splitting criteria is based on the likelihood, where the split
is selected to maximize the sum of log likelihoods from the two child nodes. For example,
Davis and Anderson (1989) assumed that the survival time within any given node follows the
exponential distribution; LeBlanc and Crowley (1992) adopted a proportional hazards model
with an un-specified baseline hazard. More recently, the squared error loss commonly used in
regression trees are extended to handle censored data (Molinaro et al., 2004; Steingrimsson
et al., 2016, 2018). Other possible splitting criteria include a weighted sum of impurity of
the censoring indicator and the squared error loss of the observed event time (Zhang, 1995),
and the Harrell’s C-statistic (Schmid et al., 2016). Readers are referred to Bou-Hamad et al.
(2011b) for a comprehensive review of survival trees.
To address the instability issue of a single survival tree and to improve the prediction
accuracy, ensemble methods for survival trees have been studied by many researchers. The
basic algorithm usually starts from drawing B bootstrap samples from the original data and
growing a tree on each sample; then a final prediction is obtained by combining the strengths
of the B survival trees. For example, Hothorn et al. (2004) proposed a general method for
bagging survival trees, and the final Kaplan-Meier estimate is computed by using aggregated
observations from all individual trees; Hothorn et al. (2006) proposed a random forest method
to predict the log of survival time; Ishwaran et al. (2008) proposed the random survival forest,
where the Nelson-Aalen estimates of the cumulative hazard function are averaged for the
final prediction. Zhu and Kosorok (2012) used extremely randomized trees and proposed
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an imputation procedure that recursively updates the censored observations. Steingrimsson
et al. (2018) considered more general weighted bootstrap procedures such as the exchangeably
weighted bootstrap. Theoretical properties of random survival forests have been studied in
Ishwaran and Kogalur (2010) and Cui et al. (2018).
In many applications, the use of time-dependent covariates offers opportunities for ex-
ploring the association between a failure event and risk factors that change over time.
Applying standard methods such as the Cox model is technically challenging in the choice
of covariate form and can often yield biased estimation (Fisher and Lin, 1999). In contrast,
tree-based methods allow the event risk to depend on the covariates in a flexible way, thus
can circumvent the challenge in specifying the functional form of time-dependence. However,
the aforementioned survival tree methods only deal with baseline covariates and cannot
be directly applied. Bacchetti and Segal (1995) incorporated time-dependent covariates by
using “pseudo-subject”, where the survival experience of one subject was viewed as survival
experiences of multiple pseudo-subjects on non-overlapping intervals, and survival probability
using the truncation product-limit estimator (Wang et al., 1986) was reported as the node
summary. The idea of pseudo-subject was employed by most of the existing works dealing
with time-dependent covariates (Huang et al., 1998; Bou-Hamad et al., 2011a; Wallace,
2014; Fu and Simonoff, 2017). However, the pseudo-subject approach may have practical
limitations, because one subject could be classified into multiple nodes in a tree, leading to
a loss of simple interpretation and possible ambiguous prediction.
In this article, we propose a unified framework for tree-structured analysis with censored
survival outcomes. To incorporate time-dependent covariates, we propose a time-invariant
partition scheme on the survivor population. The partition-based risk prediction function
is constructed using an algorithm guided by the Receiver Operating Characteristic (ROC)
curve. Specifically, we define generalized time-dependent ROC curves for survival trees using
4the idea of randomized test and show that the target hazard function yields the highest
ROC curve. The optimality of the target hazard function motivates us to use a weighted
average of the time-dependent area under the curve (AUC) on a set of time points to
evaluate the prediction performance of survival trees and to guide splitting and pruning.
Moreover, we propose a novel risk prediction forest, where the ensemble is on unbiased
martingale estimating equations. Our forest algorithm shows great potential in reducing the
bias compared to algorithms that directly average node summaries such as the Kaplan-Meier
and Nelson-Aalen estimates.
The article is organized as follows. In Section 2, we introduce a survival tree framework that
can incorporate time-dependent covariates. In Section 3, we develop ROC-guided splitting
and pruning procedures to build survival trees. In Section 4, we extend the proposed survival
trees to random forests. In Section 5, simulations studies are conducted to examine the
performance of the proposed methods. In Section 6, the proposed methods are applied to an
AIDS study for illustration. We conclude the paper with a discussion in Section 7.
2. Survival trees with time-dependent covariates
2.1 A time-invariant partition on survivor population
Suppose T is a continuous survival time and Z(t) is a p-dimensional vector of possibly time-
dependent covariates. Denote by λ(t | z) the hazard function of T given Z(t) = z, that
is,
λ(t | z) dt = P{T ∈ [t, t+ dt) | Z(t) = z, T ≥ t}. (1)
The hazard function λ(t | z) characterizes the instantaneous risk of failure at time t among
survivors.
At time t, let Zt denote the covariate space of Z(t) in the survivor population (i.e., the
subpopulation satisfying T ≥ t). Let s be a pre-specified constant. For ease of discussion,
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we restrict the attention to a fixed time interval (0, s] and assume Zt = [0, 1]p for t ∈ (0, s].
We consider a fixed partition on Zt that divides the survivor population into M subgroups,
denoted by T = {τ1, τ2, . . . , τM}. The partition T is time-invariant in the sense that it can
be applied on Zt for all t ∈ (0, s]. The elements of the partition are disjoint subsets of Zt
satisfying τ1 ∪ τ2 ∪ · · · ∪ τM = Zt, and are called terminal nodes of a tree. A subject enters a
terminal node τ ∈ T at time t if Z(t) ∈ τ and T ≥ t. The partition T induces the following
model for the hazard at t given Z(t),
λT (t | Z(t)) =
∑
τ∈T
I(Z(t) ∈ τ)λ(t | τ), 0 < t ≤ s, (2)
where subjects in the same terminal node have the same hazard, and λ(t | τ) dt = P{T ∈
[t, t+dt) | Z(t) ∈ τ, T ≥ t} is the node-specific hazard function. Define the partition function
lT so that lT {z} = τ if and only if z ∈ τ and τ ∈ T . The partition-based hazard function at
t can be written as λT (t | z) = λ(t | lT {z}). In model (2), the time-dependent covariates are
handled similarly as in the Cox model in the sense that the hazard at time t depends on the
covariates at t.
The time-invariant partition considered allows a sparse model and an easy interpretation
of the decision rule. At each fixed time t, the tree partitions the survivor population based
on Z(t) and predicts the instantaneous failure risk. Thus the interpretation at a fixed time
point is along the same line as classification and regression trees. Since the risk within each
terminal node changes with time, it is essential to look at the hazard curves of each terminal
node to determine the subgroups with high failure risks. Consider an example in Figure 1a
where the time-invariant partition T = {τ1, τ2} is based on a single predictor (i.e., p = 1),
Z(t), and divides the survivor population into two subgroups. The root node contains the
survivors at t; survivors with Z(t) ≤ c belong to node τ1 and survivors with Z(t) > c belong
to node τ2. Figures 1b and 1c denote two possible scenarios the node-specific hazards can be
defined. A larger value of Z(t) is associated with higher risk if the node-specific hazards are
6specified in Figure 1b, while a larger value of Z(t) is associated with lower risk in the early
period and is associated with higher risk in the later period if the node-specific hazards are
specified in Figure 1c. As the number of terminal nodes in T increases, the partition-based
hazard function λT (t | z) approximates the true hazard function λ(t | z). In Section 2.2, we
show that the time-invariant rule is asymptotically valid. Compared to the Cox model that
assumes multiplicative covariate effects and requires a correct choice of the functional form
of the time-dependent covariates (Fisher and Lin, 1999), the partition-based hazard function
can be more robust to model mis-specification.
[Figure 1 about here.]
Remark 1: The above discussion has focused on the case where Zt = [0, 1]p for t ∈ (0, s].
In practice, if the domain of the time-dependent covariates among survivors changes over
time, a time-invariant partition may not be appropriate. In this case, one can transform
Z(t) onto [0, 1]p via a one-to-one function Gt : Zt 7→ [0, 1]p. Let X(t) = Gt(Z(t)) be the
transformed covariates and use h(t | x) to denote the hazard function of T given X(t) = x.
A tree T ′ can be constructed using the transformed covariates X(t), and the partition-
based hazard λT ′ approximates h. Since λ(t | z) = h(t | Gt(z)), the tree-based hazard give
Z(t) = z is λT ′(t | Gt(z)), which approximates λ(t | z) as the partition becomes more
refined. In practice, we recommend the use of Gt(z)=F̂t(z)
def
= (F̂1t(z1), . . . , F̂pt(zp)), where
z = (z1, . . . , zp) and for q = 1, . . . , p, F̂qt is the empirical cumulative distribution function of
the qth element of Z(t) among the at-risk subjects at t (i.e., Y ≥ t).
2.2 Estimation of tree-based risk function
For a fixed partition T , we consider the estimation of λT with right-censored survival data.
Let Y = min(T,C) be the observed survival time and ∆ = I(T ≤ C) be the failure event
indicator. We use ZH(t) = {Z(u), 0 ≤ u ≤ t} to denote the covariate history up to t.
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The observed training data are Ln = {Yi,∆i, ZHi (Yi); i = 1, . . . , n}, which are assumed
to be independent identically distributed (i.i.d.) replicates of {Y,∆, ZH(Y )}. For τ ∈ T ,
define F ∗(t, τ) = P{Y ≤ t,∆ = 1, Z(Y ) ∈ τ} and S∗(t, τ) = P{Z(t) ∈ τ, Y ≥ t}. For
ease of discussion, we first assume independent censoring within each terminal node, that
is, P{T ∈ [t, t + dt) | Z(t) ∈ τ, T ≥ t, C ≥ t} = λ(t | τ) dt, τ ∈ T . Then we have
λ(t | τ) = f ∗(t, τ)/S∗(t, τ), where f ∗(t, τ) = dF ∗(t, τ)/ dt. Define the observed counting
process N(t) = ∆I(Y ≤ t). We estimate f ∗(t, τ) by the following kernel type estimator,
f̂ ∗(t, τ) =
∫ s
0
Kh(t− u) dF̂ ∗(u, τ), t ∈ [h, s− h],
where dF̂ ∗(u, τ) =
∑n
i=1 I(Zi(Yi) ∈ τ) dNi(u)/n, Kh(·) = K(·/h)/h, K(·) is a second order
kernel function with a support on [−1, 1] and h is the bandwidth parameter. To avoid biased
estimation in the boundary region, one can either use the second order boundary kernel
(Mu¨ller, 1991), or set f̂ ∗(t, τ) = f̂ ∗(h, τ) for t ∈ [0, h), f̂ ∗(t, τ) = f̂ ∗(s−h, τ) for t ∈ (s−h, s].
For a fixed node τ , f̂ ∗(t, τ) consistently estimates f ∗(t, τ) as n → ∞, h → 0 and nh → ∞.
Note that S∗(t, τ) can be straightforwardly estimated by Ŝ∗(t, τ) =
∑n
i=1 I(Zi(t) ∈ τ, Yi ≥
t)/n. Thus λT (t | z) is estimated by λ̂T (t | z), defined as
λ̂T (t | z) = λ̂(t | lT {z}), λ̂(t | τ)=
∫ ∞
0
Kh(t− u) dF̂ ∗(u, τ)
/
Ŝ∗(t, τ). (3)
We use Tn to denote a partition whose size (i.e., number of terminal nodes) depends on
the sample size n. Define λ̂Tn(t | z) = λ̂(t | lTn{z}). Given a new observation Z0(t) that is
independent of the training sample, we predict the hazard to be λ̂Tn(t | Z0(t)). To study the
large-sample property of the predicted hazard, we assume that the following conditions hold:
(A1) The censoring time C satisfies P (t ≤ T < t+ dt | Z(t) = z, T ≥ t, C ≥ t) = λ(t | z) dt.
(A2) The process Z(t) is left-continuous and has right-hand limit. At time t, Z(t) is dis-
tributed to a bounded density on [0, 1]p. There exists a constant c1 such that fZ(t)|Y≥t(z)P (Y ≥
t) > c1 for z ∈ [0, 1]p, t ∈ [0, s], where fZ(t)|Y≥t(z) is the density of Z(t) given Y ≥ t.
(A3) The function f ∗(t | z) = limδt→0+ P{T ∈ [t, t + δt),∆ = 1 | Z(Y ) = z}/δt is second
8order differentiable with respect to t, and supt∈[0,s],z∈[0,1]p |∂2f ∗(t | z)/∂t2| < c2 for some
constant c2.
(A4) For the tree Tn, its number of terminal nodes grows as o( nhlogn). For any γ > 0, the
diameters of the nodes satisfies µ(z : diam(lTn{z}) > γ) → 0 with probability 1, where µ
is the Lebesgue measure.
(A5) The bandwidth h satisfies h = n−α, 0 < α < 1.
Similar to most of the existing works on consistency of tree-based estimators, the convergence
result is independent of the splitting and pruning algorithm. Theorem 1 is developed to
provide justification on the time-invariant partition under the commonly adopted assumption
that diameters of terminal nodes go to zero as n increases (Breiman et al., 1984; LeBlanc
and Crowley, 1993). Large-sample results incorporating the tree-building algorithm will be
investigated in our future work. The proof of Theorem 1 is given in the Supplementary
Materials.
Theorem 1: Under conditions (A1)-(A5), for 0 < t ≤ s and any  > 0, as n→∞, we
have P
{∣∣∣λ̂Tn(t | Z0(t))− λ(t | Z0(t))∣∣∣ >  | Ln}→ 0 with probability 1.
Although the above discussion focuses on the hazard function, one can also predict the
survival probability when Z(t) is a vector of external time-dependent covariates (Kalbfleisch
and Prentice, 2011). Assume the hazard at t depend on ZH(t) only through Z(t). The
prediction of survival probability is based on the equation P (T ≥ t | ZH(t)) = exp{− ∫ t
0
λ(u |
Z(u)) du}. We predict the survival probability at t for a subject with covariate path Z0(t)H =
{Z0(u), 0 ≤ u ≤ t} to be
P̂ (T ≥ t | ZH0 (t)) = exp
[
−
∫ t
0
∑n
i=1 I(Zi(u) ∈ lT {Z0(u)}) dNi(u)∑n
i=1 I(Zi(u) ∈ lT {Z0(u)}, Yi ≥ u)
]
. (4)
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3. ROC-Guided survival trees
In this section, we propose an ROC-guided algorithm where the partition is constructed
via a greedy approach that aims to maximize an ROC-related summary measure. The
incident/dynamic time-dependent ROC curve (Heagerty and Zheng, 2005) is a popular
tool for evaluating the prognostic accuracy of a continuous marker. Heuristically, at time
t, the ROC curve is defined on the survivor population, where a subject is considered
a case if T = t and a control if T > t. Let g(·) : Zt 7→ R be a scalar function that
summarizes information from Z(t), and we predict T = t or T > t based on g(Z(t)),
with a larger value being more indicative of T = t. Following Heagerty and Zheng (2005),
the false positive rate is FPRt(c) = P{g(Z(t)) > c | T > t}, the true positive rate is
TPRt(c) = P{g(Z(t)) > c | T = t}, and the ROC function is ROCt(q) = TPRt(FPR−1t (q)).
It has been recognized that, when predicting a binary disease outcome with multiple disease
markers, the risk score (i.e., the probability of disease given markers) yields the highest
ROC curve (Green Dand Swets, 1966; McIntosh and Pepe, 2002). For survival outcomes,
the hazard λ(t | Z(t)) can be viewed as an analog of the risk score. Following arguments of
the Neyman-Pearson Lemma, it can be shown that setting g(·) = λ(t | ·) yields the highest
ROCt. Thus λ̂T (t | ·) with a higher ROCt curve is desired. However, when evaluating a
discrete-valued marker such as a tree-based risk score, the ROC curve at time t degenerates
to a finite number of points, hence important summary measures such as AUC are not well
defined. We fill in the gap by introducing a generalized time-dependent ROC curve.
3.1 Generalized ROC curves for evaluating survival trees
With a finite number of terminal nodes, λ̂T (t | z) at a fixed time t is a discrete-valued
scalar function of z, thus the ROCt function for λ̂T (t | Z(t)) becomes a finite set of points
rather than a continuous curve. More generally, if g(Z(t)) has a point mass at c, the function
ROCt(q) is not defined for q ∈ (FPRt(c),FPRt(c−)), where FPRt(c−) = lima→c− FPRt(a).
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In this case, we construct a continuous curve, denoted by ROC∗t , via linear interpolation.
Specifically, for q ∈ (FPRt(c),FPRt(c−)), the point (q,ROC∗t (q)) on the ROC∗t curve cor-
responds to the following prediction rule: if g(Z(t)) > c, predict T = t; if g(Z(t)) = c,
predict T = t with probability {q − FPRt(c)}/{FPRt(c−) − FPRt(c)}; and if g(Z(t)) < c,
predict T > t. In the special case where g(Z(t)) is a continuous variable, ROC∗t reduces to
ROCt. We establish the optimality of true hazard function λ(t | ·) with respect to ROC∗t in
Proposition 1. The mathematical definition of ROC∗t and the proof of Proposition 1 is given
in the Supplementary Materials. Our result suggests that ROC∗t can be used to evaluate the
predictive ability of λ̂T (t | ·), and a higher ROC∗t curve is favorable.
Proposition 1 (Optimality of the hazard function): At a fixed time t, among all scalar
functions g : Zt 7→ R, the hazard λ(t | ·) defined in (1) is optimal in the sense that g(Z(t)) =
λ(t | Z(t)) yields the highest ROC∗t curve.
The area under the ROC∗t curve is AUC
∗
t =
∫ 1
0
ROC∗t (q)dq, which has the interpretation
of a concordance measure (Pepe, 2003). For survival time data, it can be shown that AUC∗t
is equivalent to
CONt(g) = P{g(Z1(t)) > g(Z2(t)) | T2 > T1 = t}+ 1
2
P{g(Z1(t)) = g(Z2(t)) | T2 > T1 = t},
where {Z1(·), T1} and {Z2(·), T2} are i.i.d. replicates of {Z(·), T}. Based on Proposition 1,
CONt can be used as a summary measure to evaluate the predictive ability of g(Z(t)) at time
t. A global measure on [0, s] is needed to evaluate λ̂T over time. We define a scalar function g˜ :
R+×Zt 7→ R that combines Z(t) in a time-dependent way. For survivors at t, we use g˜(t, Z(t))
to characterize the risk of T = t. To derive a global measure, we integrate CONt(g˜(t, ·)) over
t with a weight function ω(t) and define an integrated concordance measure,
ICON(g˜) =
∫ s
0
ω(t)CONt(g˜(t, ·)) dt.
Following Proposition 1, the true hazard function λ maximizes ICON. Motivated by this fact,
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we propose to use ICON as a guidance to build survival trees, and the goal is to construct
a partition T so that ICON(λT ) is as large as possible. Note that other summary measures
of ROC curves such as the partial AUC and specific ROC points (Pepe, 2003) may also be
employed as splitting criteria. We focus on the discussion of ICON, and the results can be
extended to other summary measures.
In practice, investigators can use their own weight functions ω(t) to reflect costs of mis-
classification on different time points. A simple example is to set ω(·) = 1. Another possible
choice is to set ω(t) = f(t)S(t)/P (T2 > T1, T1 < s), where f(t) is the marginal density and
S(t) is the marginal survival function of T . Then we have
ICON(g˜) = P{g˜(T1, Z1(T1)) > g˜(T1, Z2(T1)) | T2 > T1, T1 < s}+
1
2
P{g˜(T1, Z1(T1)) = g˜(T1, Z2(T1)) | T2 > T1, T1 < s}, (5)
which measures the probability that the subject who fails earlier has a higher risk at the
failure time.
Remark 2: The Harrell’s C-statistic (Harrell et al., 1982) has been commonly used to
quantify the capacity of a risk score at baseline in discriminating among subjects with
different event times. When the event time is subject to censoring, the population parameter
corresponding to the Harrell’s C-statistic depends on the study-specific censoring distribu-
tion. Uno et al. (2011) studied a modified C-statistic that is consistent for a population
concordance measure free of censoring under the Cox model λ(t | X) = λ0(t) exp(Xβ), and
the linear combination Xβ maximizes the limiting value of the Uno’s C-statistic. However,
without the Cox model assumption, it is not clear how to combine X so that the limiting
C-statistic is maximized. The proposed ICON is defined in a different way so that it is
maximized when g˜(t, z) = λ(t | z), thus is appropriate for guiding the tree building procedure.
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3.2 Splitting and pruning based on ICON
In this section, we develop tree-growing algorithms based on ICON. We note that although
the assumption (A1) is adopted for establishing the large-sample properties of a grown tree
where the diameters of the terminal nodes tend to zero, stronger assumptions are often
needed to understand the splitting criteria, especially in the early steps of the algorithm.
For example, when selecting the optimal split at the root node, the log-rank splitting rule
implicitly assumes that C is independent of T within the child nodes, which is not guaranteed
by (A1). For ease of discussion, we assume C is independent of {T, Z(·)} in Section 3.2. An
extension to handle covariate-dependent censoring is given in the Supplementary Materials.
We first consider the use of estimated ICON(λT ) as the splitting criterion. For a node τ ,
define S(t, τ) = P{Z(t) ∈ τ, T ≥ t} and f(t, τ) = limδt→0+ P{T ∈ [t, t + δt), Z(t) ∈ τ}/δt.
Given a partition T = {τ1, τ2, . . . , τM}, the estimation of CONt(λT (t | ·)) is developed based
on the following expression,
CONt(λT (t | ·)) (6)
=
∑M
j=1
∑M
k=1 I{λ(t | τj) > λ(t | τk)}f (t, τj)S(t, τk) + 0.5
∑M
j=1 f (t, τj)S(t, τj)∑M
j=1
∑M
k=1 f (t, τj)S(t, τk)
.
Under independent censoring, we have f(t, τ) = f ∗(t, τ)/P (C ≥ t) and S(t, τ) = S∗(t, τ)/P (C ≥
t). Therefore, a consistent estimator for the concordance measure is given by
ĈONt(λ̂T (t | ·)) (7)
=
∑M
j=1
∑M
k=1 I{λ̂(t | τj) > λ̂(t | τk)}f̂ ∗(t, τj)Ŝ∗(t, τk) + 0.5
∑M
j=1 f̂
∗(t, τj)Ŝ∗(t, τj)∑M
j=1
∑M
k=1 f̂
∗(t, τj)Ŝ∗(t, τk)
.
Note that the usual O(n2) computational costs for a concordance measure can be reduced
by using Equation (7), because the tree-based hazard λT (t | z) at time t takes M discrete
values. To estimate ICON, we use ÎCON(λ̂T ) =
∫ s
0
ĈONt(λ̂T (t | ·))ω̂(t) dt, where ω̂(t) is a
weight function that possibly depends on the data. In practice, one can approximate the
integral by the trapezoidal rule. Thus the computational cost also depends on the grid of t
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used in the approximation. As demonstrated in our simulation studies, a moderate number
of time points (e.g, 10) can yield reasonably good performances.
To build a survival tree, we use a top-down approach that begins at the top of the tree
and then successively splits the predictor space. At each splitting step, an optimal split is
chosen to maximize ÎCON among all the possible splits on all of the nodes. Consider the
partition T = {τ1, τ2, . . . , τM} and a split on any arbitrary node in T . Without loss of
generality, suppose τ1 is split into τ
L
1 and τ
R
1 , and the partition after splitting is denoted
by T ′ = {τL1 , τR1 , τm;m = 2, . . . ,M}. Proposition 2 shows that CONt is a proper splitting
criterion and can detect the difference in hazards of two child nodes. The proof is given in
the Supplementary Materials.
Proposition 2 (Splitting increases CONt when two child nodes are heterogeneous): Let
λT and λT ′ be partition-based hazard functions before and after splitting, respectively, then
CONt(λT ′(t | ·)) ≥ CONt(λT (t | ·)),
and the equality holds if and only if λ(t | τ1) = λ(t | τL1 ) = λ(t | τR1 ). Moreover, we use “ ̂ ”
to denote the estimated values using (7), then
ĈONt(λ̂T ′(t | ·)) ≥ ĈONt(λ̂T (t | ·)),
and the equality holds if and only if λ̂(t | τ1) = λ̂(t | τL1 ) = λ̂(t | τR1 ).
Based on Proposition 2, we have ÎCON(λ̂T ′) ≥ ÎCON(λ̂T ). When ω̂(·) > 0, the equality
holds if and only if λ̂(· | τL1 ) = λ̂(· | τR1 ) almost everywhere on (0, s]. Note that the validity
of Proposition 2 does not depend on the censoring distribution. In practice, ÎCON(λ̂T ) may
not correctly estimate ICON(λT ) if the independent censoring assumption is violated, but
the true concordance usually increases after splitting.
We note that the splitting rule based on the ICON of the tree is non-local in the sense that
the split depends not only on the data in the parent node, but also on other parts of the
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tree. As a result, the splits are made in a sequential way, and the order of splitting depends
on the data. In what follows, we introduce another local splitting rule, where the optimal
split on a node is chosen to maximize the increment of ICON within the node. For node τ ’s
child nodes τL and τR, it can be shown that CONt within τ is 0.5 before splitting and is
0.5 + |f(t, τL)S(t, τR)− f(t, τR)S(t, τL)|/f(t, τ)S(t, τ) after splitting. Hence the increase in
ICON within τ after splitting is
∆ICONτ =
∫ s
0
|f(t, τL)S(t, τR)− f(t, τR)S(t, τL)|
f(t, τ)S(t, τ)
ω(t) dt.
Moreover, ∆ICONτ can be estimated by
̂∆ICONτ =
∫ s
0
|f̂ ∗(t, τL)Ŝ∗(t, τR)− f̂ ∗(t, τR)Ŝ∗(t, τL)|
f̂ ∗(t, τ)Ŝ∗(t, τ)
ω̂(t) dt.
The rule based on ̂∆ICONτ can be viewed as maximizing a weighted average of |λ(t | τL)−
λ(t | τR)|S(t, τL)S(t, τR) over t. Compared with the log-rank splitting rule that maximizes
a weighted average of λ(t | τL)− λ(t | τR) over t, the ∆ICONτ -based rule encourages more
balanced child nodes and can better detect the difference especially when hazards in the
child nodes cross each other.
Although splitting increases the concordance, a large tree can overfit the data. Moreover,
kernel smoothing within a very small terminal node may result in biased estimation. We
thus propose a pruning procedure to determine the right size of the tree. Similar to the
CART algorithm (Breiman et al., 1984), we continue splitting until a pre-determined stopping
criterion on the minimum node size is met and then prune the fully grown tree to find the
most predictive subtree. For a node τ , define n1(τ) =
∑n
i=1 ∆iI(Zi(Yi) ∈ τ) and n2(τ) =
minu∈t
∑n
i=1 I(Zi(u) ∈ τ, Yi ≥ u), where t is the set of distinct uncensored survival times in
(0, s]. Then τ is considered to be “splittable” only if n1(τ) ≥ nmin,1 or n2(τ) ≥ nmin,2, where
nmin,1, nmin,2 are pre-specified constants. Moreover, we require all the nodes in the tree to
satisfy that n1(τ) ≥ nmin,1/3 or n2(τ) ≥ nmin,2/3. After the stopping criterion is met, we use
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the following concordance-complexity measure for pruning,
ICONα(T ) = ÎCON(λ̂T )− α|T |,
where |T | is the number of terminal nodes in T and α is a complexity parameter. For each
α, the optimal subtree T α is defined as the subtree that has the largest value of ICONα. Let
K be the number of terminal nodes of the un-pruned tree. For 1 ≤ k ≤ K, Let T(k) be the
subtree that has the largest value of ÎCON among subtrees with k terminal nodes, then T(K)
is the un-pruned tree and T(1) only contains the root node. For α0 = 0, the tree T α0 = T(K) is
the optimal subtree. Define αT ,T ′ =
ÎCON(λ̂T ′ )−ÎCON(λ̂T )
|T ′|−|T | . The qth (q ≥ 1) threshold parameter
αq is defined as
αq = min{αT ,T αq−1 ; |T | ≤ |T αq−1|, T ∈ C}, (8)
and T αq is defined as the smallest tree in {T | αT ,T αq−1 = αq, |T | ≤ |T αq−1|, T ∈ C}. Note
that there exists an integer Q such that T αQ = T(1). For α ∈ [αq, αq+1) and q < Q, T αq
is the optimal subtree; and for α ∈ [αQ,∞), T αQ is the optimal subtree. In practice, α
and the corresponding optimal subtree can be determined by cross-validation. The survival
tree-building algorithm is given in Algorithm 1.
Remark 3: We use node-specific bandwidths such that the bandwidth for node τ is hτ =
cn
−1/5
τ , where nτ =
∑n
i=1 I(Zi(Yi) ∈ τ). An order of n−1/5τ is chosen to achieve the lowest
order of integrated mean square error within τ . Specifically, following the arguments of
existing works on smoothing hazard, it can be shown that,
∫ s
0
E{λ̂(t | τ) − λ(t | τ)}2dt =
O(h4τ +n
−1
τ h
−1
τ ) = O(n
−4/5
τ ). An ad hoc choice of c is c0 = s/8 (Muller and Wang, 1994) and
was used in our simulation studies. In practice, one can also choose c via cross-validation.
4. ROC-Guided random survival forests
The proposed survival trees can be further transformed into powerful risk prediction tools by
applying ensemble methods such as bagging (Breiman, 1996) and random forests (Breiman,
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Algorithm 1: The ROC-guided survival tree algorithm
1 Splitting. Start from the root node and split the nodes in the tree using either (i)
ICON-based rule (line 3–7) or (ii) ∆ICONτ -based rule (line 9–14).
2 (i) ICON-based splitting
3 while at least one node in the tree is
splittable do
4 Identify all possible splits on all of the
tree nodes;
5 Find the split that results in the largest
ÎCON;
6 Update the tree with the selected split
and set non-splittable child nodes as
terminal nodes;
7 end
8 (ii) ∆ICONτ -based splitting
9 At a node τ , if τ is not splittable then
10 Set τ as a terminal node and exit;
11 else
12 Find the the split on τ that results in
the largest ̂∆ICONτ ;
13 Pass two child nodes to line 9;
14 end
15 Pruning. Calculate αq using (6) and identify T αq , q = 1, . . . , Q. For q < Q, set
βq =
√
αqαq+1 as the representative value of the interval [αq, αq+1) and βQ = αQ.
16 Select the optimal βq and the corresponding tree using cross validation.
2001). The essential idea in bagging is to average many noisy but approximately unbiased
tree models to reduce the variance. Random forests improve the variance reduction of bagging
by reducing the correlation between the trees via random selection of predictors in the tree-
growing process. In the original random forests for regression and classification (Breiman,
2001), the prediction for a new data point is the averaged prediction of all trees in the
forest, and trees are grown sufficiently deep to achieve low bias. In practice, trees in the
forests are often fully grown without pruning, and the sizes of terminal nodes are small. For
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right-censored survival data, averaging estimated survival or cumulative hazard functions
from such deeply grown trees is likely to result in un-ignorable bias. For this, we propose to
average the unbiased martingale estimating equations rather than averaging node summaries
from the Kaplan-Meier or Nelson-Aalen estimates (Ishwaran et al., 2008; Zhu and Kosorok,
2012; Steingrimsson et al., 2016; Schmid et al., 2016). Moreover, in light of Meinshausen
(2006) and Athey et al. (2018), we treat forests as a type of adaptive nearest neighbor
estimator and construct forest-based local estimation for the survival or hazard functions.
Let T = {Tb}Bb=1 be a collection of B survival trees obtained from resampling the original
training data. Each tree is constructed via a tree-growing procedure where at each split,
m (m < p) predictors are selected at random as candidates for splitting. For the bth partition
Tb and a node τ ∈ Tb, one can solve the following unbiased estimating equation for the node-
specific hazard at t,
n∑
i=1
I (Zi(t) ∈ τ){dNi(t)− I(Yi ≥ t)λ(t | τ) dt} = 0.
Let lTb{z} be the partition function for Tb so that lTb{z} = τ if and only if z ∈ τ and τ ∈ Tb,
then the bth tree induces the following estimating equation for λ(t | z),
n∑
i=1
I (Zi(t) ∈ lTb{z}){dNi(t)− I(Yi ≥ t)λ(t | z) dt} = 0. (9)
It is easy to see that solving Equation (9) yields the prediction of hazard at t given Z(t) = z
based on one single tree Tb. Note that Equation (9) can be rewritten as the following weighted
estimating equation,
n∑
i=1
wbi(t, z){dNi(t)− I(Yi ≥ t)λ(t | z) dt} = 0. (10)
where wbi(t, z) = I (Zi(t) ∈ lTb{z}, Yi ≥ t)/
∑n
j=1 I (Zj(t) ∈ lTb{z}, Yj ≥ t) and
∑n
i=1 wbi(t, z) =
1. Specifically, the weight wbi(t, z) is positive if the ith subject is at-risk and Zi(t) falls in
the node lTb{z}; otherwise, the weight wbi(t, z) is zero.
To get forest-based prediction, we take average of the estimating functions in (10) from all
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the B trees and obtain the following local martingale estimating equation for λ(t | z),
n∑
i=1
wi(t, z){dNi(t)− I(Yi ≥ t)λ(t | z) dt} = 0,
where the weight function is wi(t, z) =
∑B
b=1wbi(t, z)/B. The weight wi(t, z) captures the fre-
quency with which the ith observation Zi(t) falls into the same node as z, and
∑n
i=1wi(t, z) =∑n
i=1wi(t, z)I(Yi ≥ t) = 1 for all (t, z). Therefore, the forest based estimator for the hazard
function λ(t | z) is
λ̂T(t | z) =
∫ s
0
Kh(t− u)
∑n
i=1wi(u, z) dNi(u)∑n
i=1wi(u, z)I(Yi ≥ u)
=
n∑
i=1
∫ s
0
Kh(t− u)wi(u, z) dNi(u). (11)
Boundary correction on [0, h) and (s− h, s] is the same as that of survival trees. When Z(t)
are external time-dependent covariates and the hazard at t depend on ZH(t) only through
Z(t), the survival probability at t given ZH0 (t) = {Z0(u), 0 ≤ u ≤ t} is predicted to be
exp
{
−
∫ t
0
∑n
i=1 wi(u, Z0(u)) dNi(u)∑n
i=1wi(u, Z0(u))I(Yi ≥ u)
}
. (12)
To achieve good prediction performance, our algorithm employs subsampling without
replacement and sample-splitting techniques (Athey et al., 2018). Specifically, we divide
the subsample from the original training data into two halves, and let I1b and I2b denote
the set of indices of observations in the two sub-samples. We note that sample-splitting is
used to grow honest trees for reduced bias. Using the I1b sample to place the splits and
holding out the I2b sample to do within-leaf estimation yields honest trees. The honesty
condition is proven to be successful in the literature on regression forests and is required for
valid statistical inference; readers are referred to (Wager and Athey, 2018) for an in-depth
discussion. With sample-splitting, the weight can be calculated as
wi(t, z) =
B∑
b=1
I (i ∈ I2b, Zi(t) ∈ lTb{z}, Yi ≥ t)
/
B
n∑
j=1
I (j ∈ I2b, Zj(t) ∈ lTb{z}, Yj ≥ t).
Forest-based estimation using sample-splitting is given in Algorithm 2. A formal study of
the theoretical properties of the proposed survival forest will be our future work.
For each z, the ensemble estimate λ̂T(t | z) is a weighted kernel type estimator. For
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0 < t ≤ s, we have
λ̂T(t | z) =
n∑
i=1
wi(Yi, z)∆iI(Yi ≤ s)Kh(Yi − t)
=
∑n
i=1wi(Yi, z)∆iI(Yi ≤ s)Kh(Yi − t)∑n
i=1wi(Yi, z)∆iI(Yi ≤ s)
·
{
n∑
i=1
wi(Yi, z)∆iI(Yi ≤ s)
}
.
Note that the first term in the above equation is a weighted kernel density estimator for a
density function λ(t | z)/Λ(s | z) on (0, s], and the second term, ∑ni=1 wi(Yi, z)∆iI(Yi ≤ s),
estimates Λ(s | z). Therefore, bandwidth selection for weighted kernel density estimation
(Wu, 1997) can be applied to select h in (11).
5. Simulation Studies
We performed simulations to investigate the performance of the proposed methods. To cover
some of the common survival models, we considered the following scenarios where the survival
distribution only depends on baseline covariates Z:
(I) Proportional hazards model: λ(t | Z) = λ0(t) exp(
∑p
j=1 βjZj), where p = 10,
β = (−0.5, 0.5,−0.5, 0.5,−0.5, 0.5,−0.5, 0.5,−0.5, 0.5)> and Z follows a multivariate nor-
mal with mean 0 and covariate matrix with elements Vij = 0.75
i−j, i, j = 1, . . . , 10.
(II) Proportional hazards model with noise variables: λ(t | Z) = λ0(t) exp(
∑p
j=1 βjZj), where
p = 10, β = (2, 2, 0, 0, 0, 0, 0, 0, 0, 0)>.
(III) Proportional hazards model with nonlinear covariate effects:
λ(t | Z) = λ0(t) exp{2 sin(2piZ1) + 2|Z2 − 0.5|}.
(IV) Generalized gamma family: T = exp(σw), w = log(Q2g)/Q, g ∼ Gamma(Q−2, 1), and
σ = 2Z1, Q = 2Z2.
Except for Scenario (I), the covariate Z were generated from uniform distributions over
[0, 1]p. In Scenarios (I), (II), and (III), we set the baseline hazard to be λ0(t) = 2t, which is
the hazard function of a Weibull distribution. Additionally, we generated censoring times, C,
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Algorithm 2: The survival forest algorithm
1 The forest algorithm predicts the hazard λ(t | zt). When Z(t) is external, the algorithm
also gives the predicted survival probability at t given covariate history {zu, 0 < u ≤ s}.
2 Initialize the weights:
v = (v1, v2, . . . , vn) = (0, 0, . . . , 0),w = (w1, w2, . . . , wn) = (0, 0, . . . , 0).
3 for b = 1 to B do
4 Draw the bth subsamples from the training data;
5 Randomly divide the subsample into two evenly-sized halves, I1b and I2b;
6 Grow a survival tree Tb with I1b using a random selection of m features at each split
without pruning;
7 Return the elements in I2b that satisfy Z(Y ) ∈ lTb{zt}, denoted by Mb;
8 For e ∈Mb, update v with v[e]← v[e] + |Nb(Ye, zt)|−1B−1, where
|Nb(u, z)| =
∑n
i=1 I(i ∈ I2b, Yi ≥ u, Zi(u) ∈ lTb{z});
9 Return the elements in I2b that satisfy Z(Y ) ∈ lTb{zY }, denoted by M′b;
10 For e ∈M′b, update w with w[e]← w[e] + |Nb(Ye, zYe)|−1B−1;
11 end
12 Predict the hazard function at t using λ̂T(t | zt) =
∑n
i=1 ∆iKh(t− Yi)vi and the survival
probability at t given covariate history up to t using exp{−∑ni=1 ∆iI(Yi ≤ t)wi}.
from a uniform distribution over (0, tc), where tc was tuned to yield censoring percentages of
25% and 50%. As described in Remark 1, we treat the baseline covariates as time-dependent
covariates through Z(t)
def
= F̂t(Z). Given a new baseline observation Z0, we set Z0(t) = F̂t(Z0)
and predict the survival probability as in (4). We compare the proposed methods with relative
risk tree in LeBlanc and Crowley (1992), the conditional inference survival tree in Hothorn
et al. (2006), and the the standard Cox regression. In particular, we used the implementation
in R (R Core Team, 2018) functions rpart, ctree, and coxph in packages rpart, party, and
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survival, respectively. We used ten-fold cross-validation in choosing the tuning parameter
α in the concordance-complexity measure as well as when selecting the right-sized tree in
rpart. When predicting survival probability, the proposed algorithm is not sensitive to kernel
function K, and we use the Epanechnikov kernel function K(x) = 0.75(1 − x2)I(|x| ≤ 1).
The weight function in ICON is chosen as ω(t) dt = −S(t) dS(t)/P (T2 > T1, T1 < s), where
S(t) is estimated using the Kaplan-Meier estimator.
To evaluate the performance of different methods, we use the integrated absolute error:
1
n0s
n0∑
i=1
∫ s
0
∣∣∣P̂ (T ≥ t | Z0i )− P (T ≥ t | Z0i )∣∣∣ dt,
where {Z0i , i = 1, . . . , n0} are generated independently from the simulated data. We set
n0 = 1000 and s to be approximately the 95% quantile of Y . We also considered using the
integrated Brier score as a measure of the accuracy of probabilistic predictions. The Brier
score at time t is calculated using
BS(t) =
1
n
n∑
i=1
{Ŝ(t | Zi)2I(Yi ≤ t,∆i = 1) + (1− Ŝ(t | Zi))2I(Yi > t)}ŜC(Yi)−1
where ŜC(·) is the Kaplan-Meier estimate of censoring distribution. The integrated Brier
score is then given by IBS = s−1
∫ s
0
BS(t) dt. With n ∈ {100, 200} and 500 replications,
the top panel of Table 1 reports the average of integrated absolute error. For all scenar-
ios considered, the integrated absolute errors decrease with sample size but increase with
censoring percentage. On the other hand, splitting by ICON and ∆ICONτ yield similar
integrated absolute errors. More importantly, the proposed methods are as efficient as or
more efficient than the survival tree competitors in terms of the integrated absolute errors
and the integrated Brier scores, which are presented in the Supplementary Materials. The
Cox regression yields the smallest integrated absolute errors under Scenarios (I) and (II) when
the true model is the proportional hazards model with linear covariate effects. However, our
methods yield similar integrated Brier scores to the Cox regression in these scenarios.
We next consider scenarios where the survival time depends on time-dependent covariates.
22
In what follows, we considered a time-dependent covariate, Z1(t), and a time-independent
covariate Z2, where the latter was generated from a uniform distribution over (0, 2).
(V) Proportional hazards model with dichotomous time dependent covariate with at most one
change in value: Survival times were generated from λ(t | Z(t)) = λ0(t) exp {2Z1(t) + 2Z2},
where λ0(t) = 2t, Z1(t) = θI(t ≥ U0)+(1−θ)I(t < U0), θ ∼ Bernoulli(0.5), and U0 follows
an exponential distribution with rate 5.
(VI) Proportional hazards model with a continuous time dependent covariate: Survival times
were generated from λ(t | Z(t)) = 0.1 exp{Z1(t)+Z2}, where Z1(t) = kt+b, k and b follow
independent uniform distributions over (1, 2).
(VII) Non-proportional hazards model with a continuous time dependent covariate: Survival
times were generated from λ(t | Z(t)) = 0.1 [1 + sin{Z1(t) + Z2}], where Z1(t) = kt+ b, k
and b follow independent uniform distributions over (1, 2).
(VIII) Non-proportional hazards model with a nonlinear time dependent covariate: Survival
times were generated from λ(t | Z(t)) = 0.1 [1 + sin{Z1(t) + Z2}], where Z1(t) = 2kt ·
{I(t > 5)− 1}+ b, k and b follow independent uniform distributions over (1, 2).
In these scenarios, we continue to consider the transformation in Remark 1 to transform
Z(t) onto [0, 1]p. In the presence of time-dependent covariate, we define the integrated
absolute error as
1
n0s
n0∑
i=1
∫ s
0
∣∣∣P̂{T ≥ t | Z0i (t)H} − P{T ≥ t | Z0i (t)H}∣∣∣ dt,
where Z0i (t)
H = {Z0i (u), 0 ≤ u ≤ t} denotes the covariate history up to t, and Z0i (t) are
generated from the distribution of Z(t) independently of the training sample. To calculate the
integrated Brier scores in the presence of time-dependent covariates, we replace Zi with Zi(t)
in the evaluation of BS(t). To our knowledge, there is no available software for predicting
the survival probability at time t based on the covariate history up to t. Although there
have been existing works on survival tree with time-dependent covariates, it is not clear
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how existing methods can be applied for prediction. We compare our methods with rpart
and ctree that can only handle baseline covariates, {Z1(0), Z2}. For these settings, we
used the Cox regression with time-dependent covariates. As expected, the lower panel of
Table 1 shows that the proposed methods outperform the existing methods under Scenario
(V) – (VIII). In particular, higher improvements are observed in the presence of a continuous
time-dependent covariate (i.e., Scenarios (VI) and (VIII)). This indicates incorporating time-
dependent covariates improves the prediction accuracy. Similar trends are observed for the
integrated Brier scores.
[Table 1 about here.]
We continue to use Scenarios (I) – (VIII) to investigate the performance of the proposed
forest-based methods. To grow the trees in the forest, we considered subsampling and set the
size of subsample to be 80 when n = 100 and 100 when n = 200. Following many existing
works in survival forests (Zhu and Kosorok, 2012; Steingrimsson et al., 2018), we randomly
select d√pe variables at each splitting. For each tree, the minimum number of failure that
must exist in a node for a split to be attempted is 3 and the minimum number of failures in
any terminal node is 1. For each data, we set B = 500 and compute the integrated absolute
error as before, but with P̂ (·) replaced with the survival function in (12). We compare
the proposed forest methods with random survival forests in Ishwaran et al. (2008) and
Schmid et al. (2016), which are implemented in R functions rfsrc (Ishwaran and Kogalur,
2018) and ranger (Wright and Ziegler, 2017) in packages randomForestSRC and ranger,
respectively. We fit rfsrc and ranger using the default parameter settings and using smaller
trees in the forest with larger minimum node sizes (i.e., with nodesize = 10 in rfsrc and
min.node.size = 10 in ranger). Since rfsrc and ranger cannot handle time-dependent
covariates, we fit these with the baseline covariates, {Z1(0), Z2}. Table 2 shows the averaged
integrated absolute error based on 500 replications. The proposed forest methods perform
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better or similar to their survival tree counterparts and outperform ranger and rfsrc in
almost all of the settings. As expected, our methods have a substantial advantage over
the rfsrc and ranger under Scenarios (V) – (VIII); echoing the importance to incorporate
time-dependent covariates in prediction. Interestingly, for ranger and rfsrc, the default
setting leads to larger error compared to single trees, and their performances are substantially
improved after increasing the size of terminal nodes. We conjecture this could be due to the
fact that within-node estimates are less biased with larger node sizes. The proposed forest
methods yield compatible integrated absolute errors to the Cox model under scenarios with
baseline covariates. We observe the similar patterns with the integrated Brier scores presented
in the Supplementary Materials. In summary, our proposed methods are competitive with
the existing methods when all the covariates are time-independent, and even show superior
performance in the presence of time-dependent covariates.
[Table 2 about here.]
6. Application
We illustrate the proposed methods through an application to a clinical trial conducted by
Terry Beirn Community Programs for Clinical Research on AIDS (Abrams et al., 1994; Flem-
ing et al., 1995; Goldman et al., 1996). The trial was conducted to compare didanosine (ddI)
and zalcitabine (ddC) treatments for HIV-infected patients who were intolerant to or had
failed zidovudine treatments. Of the 467 patients recruited for the study, 230 were randomized
to receive the ddI treatment and the other 237 received the ddC treatment. The average
follow up time is 15.6 months, and 188 patients died at the end of the study. Despite having
longitudinal measurements that were measured at follow-up visits, Abrams et al. (1994)
showed that the ddC treatment is more efficacious than the ddI treatment in prolonging
survival time, based on a proportional hazards model with covariates measured at the baseline
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visit. In what follows, we apply the proposed methods to investigate the time-dependent
risk factors for overall survival. We included baseline covariates at randomization such as
gender, hemoglobin level, treatment received (ddI/ddC), and AIDS diagnosis (yes/no). We
also included time-dependent covariates such as CD4 count, Karnofsky score, and cumulative
recurrent opportunistic infections count. The CD4 count and Karnofsky score are measured
at the baseline visit and bimonthly follow-up visits. We adopt the last covariate carried
forward approach between visit times when constructing these time-dependent covariates.
For the opportunistic infection, we use the cumulative number of infections prior to t as the
covariate value at t. As described in Remark 1, variables including Karnofsky score and CD4
count are transformed into the range [0, 1] using the corresponding estimated cumulative
distribution functions.
Figure 2 displays the proposed ROC guided survival tree using the ICON splitting criterion.
The ∆ICONτ splitting criterion yielded the same tree and the result is not shown. With
the concordance-complexity pruning, there are three terminal nodes in the final tree. We
transform the Karnofsky score at t via its empirical cumulative distribution function among
at-risk subjects at t and use KSC(t) to denote the transformed Karnofsky score at t. The
terminal nodes are τ1 = {Z(t) | KSC(t) ≤ 0.396}, τ2 = {Z(t) | KSC(t) > 0.396,OP(t) = 0},
and τ3 = {Z(t) | KSC(t) > 0.396,OP(t) > 0}, where OP(t) is the cumulative number of
opportunistic infection up to t. The transformed Karnofsky score of KSC(t) = 0.396 corre-
sponds to Karnofsky scores between 65–75 depending on t. The partitions T = {τ1, τ2, τ3}
corresponds to node 2, 6, and 7, whose estimated hazard rates are plotted in Figure 3a.
Figure 3a clearly shows that lower Karnofsky score is associated with higher mortality risk.
For these with high Karnofsky score, previous opportunistic infections are also associated
with higher mortality risk. Although the variable of treatment received is not selected as a
splitting variable, the effect of the treatment on survival is predominantly mediated through
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Karnofsky score and opportunistic infections (Fisher and Lin, 1999). Thus the survival tree
provides insight on the mechanism by which the treatment operates. Moreover, the CD4
count is not used for splitting in the final tree, indicating that CD4 count may not be a
surrogate endpoint in these patients; the result is consistent with the findings in Goldman
et al. (1996). For comparison, the results from rpart and ctree that hold time-dependent
covariates at baseline are given in the Supplementary Materials. Consistent with the proposed
ROC guided survival tree, both rpart and ctree split the Karnofsky score at the initial node
but yield larger trees.
We also applied the proposed forest algorithm using subsampling and sample-splitting
techniques with the subsample size of 234 and the same parameters as in Section 5. To
visualize the hazard estimation from the forest, we plot the hazard functions over time for
different Karnofsky scores and two cumulative opportunistic infection counts while hold-
ing all other covariates constant at the median (or the mode for binary covariates). The
hazard curves given in Figure 3b show that a low Karnofsky score (< 70 and dependent
in normal activities) is associated with higher risk of death, providing consistent results
with our survival tree. On the other hand, for those with high Karnofsky scores (> 70
and independent in normal activities), the hazard estimates are fairly flat but can increase
after the occurrence of opportunistic infection episodes. This observation suggests that the
proportional hazards assumption is questionable, and directly including Karnofsky score and
opportunistic infection counts in a Cox model as a time-dependent covariate may result in
biased estimation.
[Figure 2 about here.]
[Figure 3 about here.]
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7. Discussion
In this article, we propose a unified framework for survival trees and forests, where ROC∗t
and related summary measures guide the tree-growing algorithm. Compared to existing
approaches that maximize the within node homogeneity or between node heterogeneity, our
algorithm has an objective directly related to the prediction accuracy. The proposed approach
can deal with time-dependent covariates, thus can provide insight into the association be-
tween failure events and risk factors changing over time. Moreover, we extend the survival
trees to random forests, which shows great potential in improving the prediction accuracy.
The proposed tree-based hazard estimators involves kernel smoothing and can result in
biased estimation when the terminal nodes contain a small number of observations. To solve
this issue, we control the size of the tree by pruning. Thus a extremely large tree whose node
sizes are too small for reasonable prediction is not likely to be selected as the final model.
In practice, if the true model is complex and a very large tree is needed to fit the data, we
recommend the use of random forests for stable prediction. Cross-validation can be used to
determine the final model.
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(a) A time-invariant partition. (b) Case I: Node-specific hazards (c) Case II: Node-specific hazards
Figure 1: Illustration of the survival tree and hazard prediction
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Root
2) KSC(t) <= 0.3961* 3) KSC(t) > 0.3961
6) OP(t) <= 0.000* 7) OP(t) > 0.000*
Figure 2: Survival tree for the survivor population at time t in the AIDS trial. KSC(t) is
the transformed Karnofsky score at t and OP(t) is the cumulative number of opportunistic
infection up to t. The nodes with ∗ are terminal nodes.
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(a) Smoothed hazard estimates over time for the groups
represented by the terminal nodes 2, 6 and 7 in Figure 2.
O
P 
= 
0
O
P 
= 
1
0.0 0.5 1.0 1.5
0.0
0.5
1.0
1.5
0.0
0.5
1.0
1.5
Time
H
az
ar
d
KSC = 50
KSC = 60
KSC = 70
KSC = 80
KSC = 90
(b) Hazard estimation from the forest given different Karnof-
sky scores. OP(t) = 1 (top) and OP(t) = 0 (bottom).
Figure 3: Mortality risks for the survivor population over time presented in the AIDS trial.
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Table 1: Summaries of integrated absolute errors (×1, 000). The numbers 0%, 25% and
50% correspond to different censoring rates; ICON and ∆ICONτ are the proposed methods
with ICON and ∆ICONτ as the splitting criterion, respectively; coxph is the Cox regression
implemented in R package survival; rpart is the recursive regression survival tree imple-
mented in R package rpart; ctree is the conditional inference survival tree implemented in
R package party; coxph is the Cox regression model implemented in R package survival.
Proposed Methods
ICON ∆ICONτ rpart ctree coxph
n Sce 0% 25% 50% 0% 25% 50% 0% 25% 50% 0% 25% 50% 0% 25% 50%
Scenarios with baseline covariates
100 I 123 123 122 122 121 123 120 127 130 118 125 128 62 76 91
II 94 99 106 91 99 106 101 110 118 100 111 117 58 65 71
III 82 100 109 83 100 109 85 101 109 88 101 108 122 138 146
IV 81 95 109 80 96 109 96 112 128 96 112 125 81 103 102
200 I 112 118 113 112 122 121 117 122 122 113 120 121 39 51 58
II 81 88 90 79 82 92 81 91 99 80 89 96 36 45 49
III 69 82 102 69 83 99 71 86 100 80 94 100 120 135 143
IV 67 83 92 66 80 92 91 107 123 89 106 116 74 96 96
Scenarios with a time-dependent covariate
100 V 79 92 100 71 87 102 134 155 175 132 153 172 82 108 118
VI 89 93 95 89 92 96 376 290 213 389 337 263 101 107 106
VII 78 72 66 75 72 70 548 462 327 560 503 367 78 100 114
VIII 75 68 65 75 72 67 557 466 336 557 505 365 87 124 159
200 V 55 60 81 57 59 80 132 150 168 128 147 163 73 88 103
VI 84 80 81 84 80 81 401 330 222 441 390 277 92 96 91
VII 86 64 50 81 64 54 613 502 362 645 555 393 61 65 88
VIII 79 64 50 80 64 48 621 501 382 643 559 394 76 96 137
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