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A DYNAMICAL POINT OF VIEW ON THE SET OF B-FREE
INTEGERS
EL HOUCEIN EL ABDALAOUI, MARIUSZ LEMAN´CZYK, AND THIERRY DE LA RUE
Abstract. Sarnak has recently initiated the study of the Mo¨bius function and
its square, the characteristic function of square-free integers, from a dynamical
point of view, introducing the Mo¨bius flow and the square-free flow as the
action of the shift map on the respective subshfits generated by these functions.
In this paper, we extend the study of the square-free flow to the more gen-
eral context of B-free integers, that is to say integers with no factor in a given
family B of pairwise relatively prime integers, the sum of whose reciprocals is
finite. Relying on dynamical arguments, we prove in particular that the distri-
bution of patterns in the characteristic function of the B-free integers follows a
shift-invariant probability measure, and gives rise to a measurable dynamical
system isomorphic to a specific minimal rotation on a compact group. As a
by-product, we get the abundance of twin B-free numbers. Moreover, we show
that the distribution of patterns in small intervals of the form [N,N +
√
N)
also conforms to the same measure.
When elements of B are squares, we introduce a generalization of the
Mo¨bius function, and discuss a conjecture of Chowla in this broader context.
1. Introduction and overview of the paper
Throughout the paper, the symbol N∗ denotes the set of natural numbers starting
from 1: N∗ := {1, 2, 3, . . .}. For any set A, we denote by |A| the cardinality of A.
We are interested in arithmetic functions defined on N∗ and taking values in
a subset Γ ⊂ {−1, 0, 1}. We view these functions as points x = (xn)n ∈ N∗
in the compact topological space ΓN
∗
. On this space, we consider the shift map
S : x = (xn)n∈N∗ 7→ Sx = (x′n)n∈N∗ , where for each n ∈ N∗, x′n := xn+1.
We say that x ∈ ΓN∗ is generic for some probability measure ν on ΓN∗ if the
frequency of patterns in the sequence x conforms to ν. Formally, this means that
for each cylinder set C ⊂ ΓN∗ , we have
1
N
∑
0≤n<N
1C(S
nx) −−−−→
N→∞
ν(C).
Observe that if x is generic for ν, then ν must be shift-invariant.
1.1. The Mo¨bius flow and the square-free flow. Recall that the Mo¨bius func-
tion is the multiplicative arithmetic function µ defined, for all positive integer n,
by
µ(n) :=
{
0 if n is divisible by the square of a prime number,
(−1)dn otherwise, where dn is the number of prime factors of n.
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Its square µ2 is the characteristic function of the square-free integers. In spite
of their seemingly artificial definitions, these functions are of great importance in
number theory for their connections with the distribution of prime numbers and
the Riemann zeta function (see e.g. [2, 9, 13]).
Recently, Sarnak [12] has suggested to study µ and µ2 from a dynamical point
of view: He introduced the Mo¨bius flow (respectively the square-free flow) as the
action of the shift map on the closure of the orbit of µ in {−1, 0, 1}N∗ (respectively
of µ2 in {0, 1}N∗). Sarnak announced several results concerning the square-free flow:
Its topological entropy is 6/π2 (when the logarithm is taken in base 2), and the
sequence µ2 is generic for a shift-invariant probability measure νS on {0, 1}N∗ which
has zero Kolmogorov entropy. He also stated important conjectures on the Mo¨bius
flow: In particular, he explained that the sequence µ is expected to be generic for
a probability measure νN which can be seen as the “fully random” extension of νS ,
and connects this conjecture to a famous conjecture of Chowla [4].
Our purpose in the present work is to extend this point of view to a general-
ized setting, providing simple dynamical proofs of several known results concerning
square-free numbers, and extending them to the context of so-called B-free num-
bers (see below). We also consider a generalization of the Mo¨bius function, which
we hope can shed a new light upon the Chowla conjecture.
1.2. B-free numbers. More generally than the square-free numbers, we consider
all natural numbers which have no factors in a given subset B = {bk : k ≥ 1} ⊂
{2, 3, 4, . . .} satisfying
(1) ∀1 ≤ k < k′, bk and bk′ are relatively prime,
and
(2)
∑
k≥1
1
bk
<∞.
Integers with no factors in B are called B-free. Those integers have been introduced
by Erdo¨s [6], who proved the existence of some 0 < c < 1 such that, for all large
enough N , the interval [N,N +N c) contains at least one B-free number. A special
case of B-free numbers, in which falls the case of square-free numbers, had been
previously considered by Mirsky [10], who studied the distribution of patterns in
the characteristic function of r-free numbers, that is to say numbers which are not
divisible by the r-th power of any prime (r ≥ 2).
We introduce the sequence η = (ηn)n∈N∗ which is the characteristic function of
the set of B-free integers:
(3) ηn :=
{
0 if there exists k ≥ 1 such that bk divides n,
1 otherwise, i.e. if n is B-free.
We define a subshift XB ⊂ {0, 1}N∗ (Section 2.2), and a shift-invariant proba-
bility measure νB on XB (Section 2.3) such that:
• The closure of the orbit of η under the shift map is XB (Corollary 4.2).
• The topological entropy of the subshift XB is positive, equal to
∏∞
k=1(1−
1/bk) (Theorem 5.3). This generalizes the formula given by Sarnak [12] in
the context of the square-free flow, a proof of which can be found in [11].
• The sequence η is νB-generic (Theorem 4.1).
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• The dynamical system (XB, νB, S) has zero Kolmogorov entropy, even dis-
crete spectrum. In fact, we provide an explicit measurable isomorphism
between this system and the minimal rotation T , which is the addition of
(1, 1, . . .) on the compact abelian group Ω :=
∏
k≥1 Z/bkZ (Theorem 3.1).
The last point generalizes the main result of Cellarosi and Sinai [3], concerning the
square-free flow, to the context of B-free numbers. But we point out that, while
these authors make use of Mirsky’s theorem providing the frequency of patterns
in the sequence µ2, our Theorem 4.1 provides an alternative, purely dynamic,
proof of Mirsky’s result. We also show that the method to prove Theorem 4.1 can
be adapted to study the frequency of patterns in η along arithmetic subsequences
(Theorem 4.4). Moreover, provided an extra condition on B which is automatically
satisfied in the case of r-free numbers (r ≥ 2), we prove that the frequency of
patterns in η in “short intervals” of the form [N,N +
√
N) is also given by the
measure νB (Theorem 4.5). The existence of B-free numbers in intervals of the
form [N,N +N c) has been very much studied since the work of Erdo¨s [6], in which
it is conjectured that for any c > 0, the interval [N,N + N c) always contains at
least one B-free number for N large enough (see [14], [1] and references therein).
But, to our knowledge, this is the first time that frequency of patterns inside short
intervals is considered.
1.3. A generalization of the Mo¨bius function. In the last section of the present
paper, we propose to study a generalization of the Mo¨bius function. We assume here
that all integers bk ∈ B are squares: bk = a2k, where the integers ak are pairwise
relatively prime. For each positive integer n, we define δn as the number of integers
ak dividing n, and consider the sequence π = (πn)n∈N∗ defined by πn := (−1)δn .
Finally, we define µ = (µn)n∈N∗ , where µn := ηn · πn. Observe that, if the set
{ak : k ≥ 1} is the set of prime numbers, we recover in this way the Mo¨bius
function: µn = µ(n). (We therefore refer to this situation as the Mo¨bius case.) We
introduce an abstract property of the sequence µ, called the Chowla property, which
in the Mo¨bius case corresponds exactly to the Chowla conjecture. We show that this
Chowla property is equivalent to the genericity of µ for a shift-invariant probability
measure νM on {−1, 0, 1}N∗, which is the “completely random” extension of νB
(Theorem 6.1). Moreover, this property is satisfied as soon as π is generic for the
Bernoulli measure β := (1/2, 1/2)⊗N
∗
on {−1, 1}N∗.
An important parameter in our study is Σ :=
∑
k≥1 1/ak. When Σ < ∞, we
prove that π is indeed generic, however the shift-invariant measure ν′ which is
obtained has zero Kolmogorov entropy (Theorem 6.2). In the Mo¨bius case, we
have Σ =∞, and we are not able to say whether π is generic for some measure or
not. However, we show that, as Σ→∞, the probability measure ν′ for which π is
generic converges weakly to the Bernoulli measure β (Theorem 6.4).
2. The B-free flow
In this section, we introduce the study of the sequence η, which is the charac-
teristic function of the set of B-free integers, from a dynamical point of view. We
work here in the space X := {0, 1}N∗.
2.1. A dynamical system which outputs η. The starting point of our argument
is the following simple fact: We can observe η along the orbit of a particular point
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in a specific dynamical system. Indeed, consider the compact additive group
Ω :=
∏
k≥1
Z/bkZ,
and the transformation T of Ω mapping ω = (ωk)k≥1 to Tω := (ωk + 1)k≥1. Then
we can get our sequence η by observing the function f : Ω→ {0, 1} defined by
f(ω) :=
{
0 if there exists k ≥ 1 such that ωk = 0,
1 otherwise.
along the orbit of the element ω := (0, 0, 0, . . .) ∈ Ω:
(4) ∀n ∈ N∗, ηn = f(T nω).
More generally, it will be useful to introduce the map ϕ : Ω→ X defined by
(5) ϕ(ω) :=
(
f(T nω)
)
n∈N∗
,
so that η = ϕ(ω). Note that ϕ(ω) is the sequence (xn)n∈N∗ ∈ X satisfying
(6) ∀n ∈ N∗, xn =
{
0 if ∃k ≥ 1 : ωk + n = 0 [bk],
1 if ∀k ≥ 1 : ωk + n 6= 0 [bk].
By construction, we have S ◦ ϕ = ϕ ◦ T (indeed, (Sϕ(ω))n = ϕ(ω)n+1 =
(ϕ(Tω))n). However, ϕ is not a topological factor map because it is not continuous
(e.g., if 2 /∈ B, ϕ(1, 1, . . . , 1, 1, . . .)1 = 1 6= 0 = ϕ(1, 1, . . . , 1,−1,−1, . . .)1).
2.2. Admissible sequences. Let A be a subset of N∗. For each b ≥ 1, we denote
by t(A, b) the number of classes modulo b in A:
t(A, b) :=
∣∣{z ∈ Z/bZ : ∃n ∈ A, n = z [b]}∣∣ .
Definition 2.1. A subset A ⊂ N∗ is said to be B-admissible if
(7) ∀k ≥ 1, t(A, bk) < bk.
An infinite sequence x = (xn)n∈N∗ ∈ X is said to be B-admissible if its support
{n ∈ N∗ : xn = 1} is B-admissible. In the same way, a finite block x1 . . . xN ∈
{0, 1}N is B-admissible if {n ∈ {1, . . . , N} : xn = 1} is B-admissible.
We denote by XB the set of all B-admissible sequences in X . Since a set is B-
admissible if and only if each of its finite subsets is B-admissible, and a translation
of a B-admissible set is B-admissible, XB is a closed and shift-invariant subset of
X , i.e. a subshift.
Proposition 2.2. For any ω ∈ Ω, ϕ(ω) is a B-admissible sequence. In particular,
η is B-admissible.
Proof. Let ω ∈ Ω, and denote by A the support of ϕ(ω). Then for each k ≥ 1, we
have −ωk 6∈ {n mod bk : n ∈ A}. 
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2.3. A shift-invariant measure on XB. Since the integers bk are pairwise rela-
tively prime, the topological dynamical system (Ω, T ) is a minimal rotation, hence
also uniquely ergodic, and its unique ergodic invariant probability measure is the
normalized Haar measure on Ω, which we denote by P. Under P, the coordinates
ωk, k ≥ 1 are independent, each of them being uniformly distributed in the corre-
sponding finite group Z/bkZ.
Let νB be the pushforward measure of P to X by the map ϕ: For each mea-
surable subset C ⊂ X , νB(C) := P(ϕ−1C). Then νB is shift-invariant, and by
Proposition 2.2, νB is concentrated on XB. Moreover, the measurable dynamical
system (XB, νB, S) is a factor of (Ω,P, T ). In particular, it is ergodic.
We shall need in the sequel the following lemma, valid in the context of any
probability space (Ω,P).
Lemma 2.3. In the probability space (Ω,P), let (En)n∈N∗ be a sequence of events,
and for each n, let Fn := Ω \ En. Then, for any finite disjoint subsets A,B ⊂ N∗,
we have
P
(⋂
n∈A
En ∩
⋂
m∈B
Fm
)
=
∑
A⊂D⊂A∪B
(−1)|D\A| P
(⋂
d∈D
Ed
)
.
Proof. Denoting by E[ · ] the expectation with respect to the probability P, we have
P
(⋂
n∈A
En ∩
⋂
m∈B
Fm
)
= E
[∏
n∈A
1En
∏
m∈B
(1− 1Em)
]
=
∑
C⊂B
(−1)|C| E
[ ∏
n∈A∪C
1En
]
=
∑
A⊂D⊂A∪B
(−1)|D\A| P
(⋂
d∈D
Ed
)
.

Now we want to compute the values taken by νB on cylinder sets in X . For any
finite disjoint subsets A,B ⊂ N∗, we denote by CA,B the cylinder set
CA,B := {x = (xn)n∈N∗ ∈ X : ∀n ∈ A, xn = 1, ∀m ∈ B, xm = 0} .
When B is empty, we rather write C1A for CA,∅. Analogously, we write C
0
B for C∅,B.
Proposition 2.4. For any finite disjoint subsets A,B ⊂ N∗, we have
(8) νB(C
1
A) =
∏
k≥1
(
1− t(A, bk)
bk
)
,
and
(9) νB(CA,B) =
∑
A⊂D⊂A∪B
(−1)|D\A|
∏
k≥1
(
1− t(D, bk)
bk
)
.
Proof. Let A be a finite subset of N∗. First notice that for a fixed k ≥ 1,
P
{
ω ∈ Ω : ∀n ∈ A, ωk + n 6= 0 [bk]
}
= 1− t(A, bk)
bk
.
6 EL HOUCEIN EL ABDALAOUI, MARIUSZ LEMAN´CZYK, AND THIERRY DE LA RUE
Then, we have
νB(C
1
A) = P
(
ϕ−1(C1A)
)
= P

⋂
k≥1
{
ω ∈ Ω : ∀n ∈ A,ωk + n 6= 0 [bk]
}
=
∏
k≥1
(
1− t(A, bk)
bk
)
,
which proves (8). Now, observe that (9) can be derived from (8) using Lemma 2.3.

Proposition 2.5. For any finite disjoint subsets A,B ⊂ N∗, the following proper-
ties are equivalent:
(i) νB(CA,B) > 0;
(ii) νB(C
1
A) > 0;
(iii) A is a B-admissible set.
Proof. By (8) and (2), (ii) is equivalent to t(A, bk) < bk for all k ≥ 1, which is the
definition of a B-admissible set. Obviously, (i) implies (ii), and it only remains to
show that (ii)=⇒(i).
Assume that νB(C
1
A) > 0. We want to prove that νB(CA,B) = P(ϕ
−1CA,B) > 0.
Since A and B are disjoint, and since bk −−−−→
k→∞
∞ by (2), there exists K such that,
for all j ≥ 1, the equation n = m [bK+j ] has no solution with n ∈ A and m ∈ B.
Let B = {m1, . . . ,mr}. Observe that{
ω ∈ Ω : ∀1 ≤ j ≤ r, ωK+j +mj = 0 [bK+j ]
}
∩ {ω ∈ Ω : ∀k /∈ {K + 1, . . . ,K + r}, ∀n ∈ A,ωk + n 6= 0 [bk]} ⊂ ϕ−1(CA,B).
But the set on the left-hand side is the intersection of two independent events in
(Ω,P), the first one has probability
∏r
j=1 1/bK+j > 0, and the second one contains
ϕ−1(C1A), therefore has positive probability. 
Corollary 2.6. The support of νB is the subshift XB of B-admissible sequences.
3. The measurable dynamical system (XB, νB, S)
The purpose of this section is to prove the following result, which provides a
complete description of the measurable dynamical system (XB, νB, S).
Theorem 3.1. The map ϕ is an isomorphism between the two measurable dynam-
ical systems (Ω,P, T ) and (XB, νB, S).
We already know that ϕ is a measurable factor map from (Ω,P, T ) to (XB, νB, S).
Therefore the proof of the theorem reduces to the proof of the following result.
Proposition 3.2. There exists Ω0 ⊂ Ω, with P(Ω0) = 1, such that for each ω ∈ Ω0,
the preimage of ϕ(ω) is reduced to the singleton {ω}.
For b ≥ 1 and z ∈ Z/bZ, let us denote by πz,b the infinite arithmetic subsequence
πz,b := {n ∈ N∗ : z + n = 0 [b]}.
Fix k ≥ 1. By construction of ϕ, the sequence ϕ(ω) is equal to zero along the
infinite arithmetic subsequence πωk,bk . The proof of Proposition 3.2 will consist
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in showing that, with probability one, there is no other arithmetic subsequence
πz,bk with z ∈ Z/bkZ along which ϕ(ω) is equal to zero. It will follow that, with
probability one, we can recover the coordinate ωk from ϕ(ω) by observing along
which infinite arithmetic subsequence πz,bk the sequence ϕ(ω) vanishes.
Lemma 3.3. For each k ≥ 1, the σ-algebra of T bk-invariant sets in (Ω,P, T ) coin-
cides modulo P with the σ-algebra generated by the k-th coordinate ωk.
Proof. Let us fix k ≥ 1, and consider for any z ∈ Z/bkZ the subset Ωk,z := {ω ∈
Ω : ωk = z}. Obviously Ωk,z is invariant under the action of T bk . We also note
that, for all k′ 6= k, since the integer bk′ is relatively prime with bk, the addition
of bk in Z/bk′Z is isomorphic to the addition of 1. Let Ω˜ :=
∏
k′ 6=k′ Z/bk′Z, denote
by T˜ the addition of (1, 1, . . .) in Ω˜, and by P˜ the normalized Haar measure on
Ω˜. Then the dynamical system
(
Ωk,z ,P( · |Ωk,z), T bk
)
is measurably isomorphic
to (Ω˜, P˜, T˜ ). Since the latter is an ergodic rotation, the action of T bk on Ωk,z
is ergodic. Now, if A ⊂ Ω is a T bk -invariant set, by ergodicity, we must have
P(A |Ωk,z) ∈ {0, 1}. Therefore A coincides modulo P with the union of those Ωk,z
satisfying P(A |Ωk,z) = 1. 
Proof of Proposition 3.2. Fix k ≥ 1 and z ∈ Z/bkZ. Since ϕ ◦ T bk = Sbk ◦ ϕ, for
any z ∈ Z/bkZ, the event
Ek,z := {ω ∈ Ω : ϕ(ω) = 0 along πz,bk}
is T bk -invariant, and contains Ωk,z . Hence, by Lemma 3.3, it coincides P-almost
surely with an ωk-measurable event, which is of the form
{
ω ∈ Ω : ωk ∈ {z1, . . . , zℓ}
}
for some finite subset {z1, . . . , zℓ} ⊂ Z/bkZ. We want to show that this finite sub-
set is reduced to the singleton {z}. For this, it is enough to prove that, for any
z′ ∈ Z/bkZ \ {z}, P(Ek,z |Ωk,z′) = P(Ek,z |ωk = z′) < 1. Fix some n ∈ πz,bk , and
note that z′ + n 6= 0 [bk]. We have
P(Ek,z |ωk = z′) ≤ P
(
ϕ(ω)n = 0
∣∣ωk = z′)
= P
(
∃k′ 6= k : ωk′ + n = 0 [bk′ ]
∣∣ωk = z′)
= P
(∃k′ 6= k : ωk′ + n = 0 [bk′ ]) by independence in (Ω,P)
≤ P(ϕ(ω)n = 0)
= 1− νB(C1{n}) < 1 by (8).
It follows that
P
(
Ek,z \ {ω ∈ Ω : ωk = z}
)
= 0.
We now get the proposition by setting
Ω0 := Ω \
⋃
k≥1
⋃
z∈Z/bkZ
(
Ek,z \ {ω ∈ Ω : ωk = z}
)
.
Indeed, notice that for each ω ∈ Ω and each k ≥ 1, we have ω ∈ Ek,ωk . Assume now
that φ(ω′) = φ(ω′′), but that ω′ 6= ω′′. Then there exists k ≥ 1 with ω′k 6= ω′′k . We
have ω′′ ∈ Ek,ω′′
k
, but also ω′ ∈ Ek,ω′′
k
since φ(ω′) = φ(ω′′). Thus ω′ ∈ Ek,ω′′
k
\ {ω :
ωk = ω
′′
k} and therefore ω′ /∈ Ω0. 
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4. Frequency of blocks in η
We already know by Proposition 2.2 that all finite blocks of 0-s and 1-s appearing
in the sequence η have to be B-admissible. The following theorem shows that,
conversely, any B-admissible finite block does appear in η, and this with a positive
asymptotic frequency given by the probability νB of the corresponding cylinder.
Theorem 4.1. The sequence η is generic for the probability νB, i.e. for any
cylinder set C ⊂ X , we have
(10)
1
N
∑
0≤n<N
1C(S
nη) −−−−→
N→∞
νB(C).
Proof. Recalling that η = ϕ(ω), we first observe that (10) is equivalent to
(11)
1
N
∑
0≤n<N
1ϕ−1(C)(T
nω) −−−−→
N→∞
P
(
ϕ−1(C)
)
.
It is well known that, under the action of a minimal rotation on a compact group,
each element of the group is generic for the normalized Haar measure on the group.
So, if ϕ was continuous, (11) would be immediate. Unfortunately ϕ is not contin-
uous, and we have to work a little harder to prove the claim.
We note that it is enough to prove (11) in the case where the cylinder set C is of
the form C0B for some finite subset B ⊂ N∗. (Recall that C0B is the set of sequences
(xn) ∈ X satisfying xn = 0 for each n ∈ B.) Indeed, if (11) is valid for each such
C0B, then applying Lemma 2.3 with the family of events En := {ω : ϕ(ω)n = 0},
both for P and for the empirical measure 1N
∑
0≤n<N δTnω, we can prove that (11)
holds for any cylinder set CA,B.
Let B be a finite subset of N∗. We observe that (11) for the cylinder set C0B
means
(12)
1
N
∑
0≤n<N
1ϕ−1(C0
B
)(T
nω) −−−−→
N→∞
P
(
ϕ−1(C0B)
)
.
We can write ϕ−1(C0B) as the union of the increasing sequence of events Hℓ, where
Hℓ :=
{
ω ∈ Ω : ∀m ∈ B, ∃1 ≤ km ≤ ℓ, ωkm +m = 0 [bkm ]
}
.
We have P(Hℓ) −−−→
ℓ→∞
P
(
ϕ−1(C0B)
)
. Since 1Hℓ(ω) only depends on the coordinates
ωk, 1 ≤ k ≤ ℓ, and the action of T on the finite group
∏
1≤k≤ℓ Z/bkZ being, by
ergodicity of T , a cyclic permutation of the elements of this group, we have
(13)
1
N
∑
0≤n<N
1Hℓ(T
nω) −−−−→
N→∞
P(Hℓ).
To prove (12), it only remains to show that
(14) sup
N≥1
1
N
∑
0≤n<N
1ϕ−1(C0
B
)\Hℓ(T
nω) −−−→
ℓ→∞
0.
If ω ∈ ϕ−1(C0B) \Hℓ, then there exist m ∈ B and k > ℓ such that ωk +m = 0 [bk].
Therefore we can write
(15) 1ϕ−1(C0
B
)\Hℓ ≤
∑
m∈B
∑
k>ℓ
fm,k,
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where
fm,k(ω) :=
{
1 if ωk +m = 0 [bk],
0 otherwise.
For a fixed m ∈ B and k > ℓ, let us consider the sequence (fm,k(T nω))n∈N∗ .
This is a sequence of 0-s and 1-s, in which two occurences of 1 are separated by
a multiple of bk. Moreover, as ωk = 0, the sequence shows no 1 in the interval
1 ≤ n < bk− supB. It follows that, provided k is large enough so that bk > 2 supB
(which is guaranted if ℓ is large enough), for any N ≥ 1 we have the inequality
(16)
1
N
∑
0≤n<N
fm,k(T
nω) ≤ 2
bk
.
We then have, for ℓ large enough,
1
N
∑
0≤n<N
1ϕ−1(C0
B
)\Hℓ(T
nω) ≤ 2|B|
∑
k>ℓ
1
bk
,
which proves (14). 
Corollary 4.2. The subshift {Snη : n ∈ N∗} generated by η coincides with the
subshift XB of B-admissible sequences.
Applying (10) with the cylinder sets C1A when A = {x ∈ X : x1 = x3 = 1} or
A = {x ∈ X : x1 = x2 = 1} gives also the following interesting consequence of
Theorem 4.1.
Corollary 4.3 (Twin B-free integers). There always exist infinitely many integers
n such that n and n+ 2 are simultaneously B-free. If 2 /∈ B, there exist infinitely
many integers n such that n and n+ 1 are simultaneously B-free.
This result was already known in the context of r-free integers by Mirsky’s the-
orem [10], and the question of the speed of convergence of the density has been
much studied using the circle method (see e.g. [8, 5] and references therein). But
to our knowledge its extension to the context of B-free numbers is new. It would
be natural to ask whether our method can be adapted to provide a speed of con-
vergence.
4.1. Averaging along arithmetic subsequences. The method used to prove
Theorem 4.1 can also be useful if we are interested in the frequency of blocks in
η along arithmetic subsequences. Of course, all admissible blocks do not appear
along any arithmetic subsequence since, for instance, ηnb1 = 0 for each n ≥ 0. But,
as an example of what we can say in this setting, we prove the following result.
Theorem 4.4. Let p be a prime number. Then, there exists an integer m ≥ 1,
depending only on p and B, such that for any integer s ≥ 1, we have for each
cylinder set C ⊂ X
(17)
1
pm
pm−1∑
r=0
1
N
∑
0≤n<N
1C(S
nps+r η) −−−−→
N→∞
νB(C).
Proof. We follow the same argument as in the proof of Theorem 4.1, with T p
s
in
place of T . For each bk which is not divisible by p, the addition of p
s in Z/bkZ is
isomorphic to the addition of 1. The only modification in the argument happens
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if there exists some bk0 which is divisible by p (in this case, bk0 is unique by (1)).
Then, let m be the highest power of p dividing bk0 , define m
′ := min{m, s} and
write bk0 = qp
m′ . The Euclidean division by pm
′
of an element j ∈ Z/bkZ (identified
with {0, . . . , bk−1}) provides a natural isomorphism between Z/bkZ and the direct
product Z/qZ × Z/pm′Z. Besides, the addition of ps in Z/bk0Z is isomorphic to
the addition of (1, 0) in Z/qZ×Z/pm′Z. Now everything works as in the preceding
proof, except that we have added a supplementary cyclic group Z/pm
′
Z on which
T p
s
acts as the identity. Therefore, assuming ℓ ≥ k0, (13) becomes
1
pm′
pm
′−1∑
r=0
1
N
∑
0≤n<N
1Hℓ(T
nps+rω) −−−−→
N→∞
P(Hℓ).
Since m′ ≤ m, pm is a multiple of pm′ and we also have
1
pm
pm−1∑
r=0
1
N
∑
0≤n<N
1Hℓ(T
nps+rω) −−−−→
N→∞
P(Hℓ).
The end of the proof goes as in the proof of Theorem 4.1. 
4.2. Distribution of B-free numbers in short intervals. We want to show
here that the proof of Theorem 4.1 can also be adapted to the case where averaging
is done along intervals of the form [N,N +
√
N). The following theorem will show
that the frequency of blocks in η in these “short intervals” also conforms to the
measure νB, provided we assume a further hypothesis on the set B: We suppose
here that
(18) ∃M, ∀x large enough, ∣∣B ∩ [x, x+√x]∣∣ ≤M.
Note that the above assumption holds if, for example, there exists an inte-
ger r ≥ 2 such that B = {pr : p prime}. Indeed, the length of the interval[
x1/r , (x+
√
x)1/r
]
goes to 0 as x → ∞, hence this interval contains at most one
prime number for x large.
Theorem 4.5. Assume that (18) holds. Then, for any cylinder set C ⊂ X , we
have
(19)
1√
N
∑
N≤n<N+√N
1C(S
nη) −−−−→
N→∞
νB(C).
Proof. We will follow the same lines as in the proof of Theorem 4.1. Again, it is
enough to prove that, if C is a cylinder set of the form C0B , then the following
convergence holds:
(20)
1√
N
∑
N≤n<N+√N
1ϕ−1(C0
B
)(T
nω) −−−−→
N→∞
P
(
ϕ−1(C0B)
)
.
For ℓ ≥ 1, let Hℓ be defined as in the proof of Theorem 4.1. For the same reason
as in (13), we also have
1√
N
∑
N≤n<N+√N
1Hℓ(T
nω) −−−−→
N→∞
P(Hℓ),
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and it only remains to show that
(21) lim sup
N→∞
1√
N
∑
N≤n<N+√N
1ϕ−1(C0
B
)\Hℓ(T
nω) −−−→
ℓ→∞
0.
We can use again (15). Observing that
fm,k(T
nω) =
{
1 if bk divides n+m,
0 otherwise,
we get that for any fixed N ≥ 1,
(22)
1√
N
∑
N≤n<N+√N
1ϕ−1(C0
B
)\Hℓ(T
nω)
≤
∑
m∈B
∑
k>ℓ
1√
N
∑
N≤n<N+√N
1n+m=0 [bk],
where 1n+m=0 [bk] has to be seen as a function of n which is either equal to 1 if
n+m = 0 [bk], or to 0 otherwise.
Let L ≥ 2 be a large enough number, to be precised later. For a fixed N , we
distinguish two kinds of integers bk:
• We say that bk is small if bk ≤ L
√
N .
• We say that bk is large if bk > L
√
N .
Let us consider first the contribution of large bk-s. For such a bk, for any m ∈ B,
there exists at most one n ∈ [N,N +√N) such that n+m = 0 [bk]. It follows that∑
N≤n<N+√N
1n+m=0 [bk] ∈ {0, 1},
and the above expression takes value 1 if and only if there exists N ≤ n < N +√N
such that n + m is a multiple of bk. We rewrite the latter condition as follows:
There exists an integer j ≥ 1 with jbk ∈ [N +m,N +m +
√
N). But, since bk is
large, this implies
L
√
N < bk <
N +m+
√
N
j
,
hence, for N large enough,
j <
1
L
(√
N +
m√
N
+ 1
)
<
2
√
N
L
.
Since
√
N/j ≤
√
(N +m)/j, it follows by assumption (18) that
(23)
∑
k>ℓ
bk large
1√
N
∑
N≤n<N+√N
1n+m=0 [bk]
≤ 1√
N
∑
1≤j<2√N/L
∣∣∣B ∩ [(N +m)/j, (N +m+√N)/j)∣∣∣ ≤ 2M
L
,
hence we can assume that the contribution of large bk-s in the right-hand side of
(22) is arbitrarily small by choosing L large enough.
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Then consider the case of a small bk. If bk >
√
N , again for each m ∈ B there
exists at most one n ∈ [N,N +√N) such that n+m = 0 [bk], and we have
1√
N
∑
N≤n<N+√N
1n+m=0 [bk] ≤
1√
N
≤ L
bk
.
On the other hand, if
√
N ≥ bk, since different integers n satisfying n+m = 0 [bk]
are separated by multiples of bk, we have as in (16)
1√
N
∑
N≤n<N+√N
1n+m=0 [bk] ≤
2
bk
≤ L
bk
.
We finally get, for any m ∈ B,∑
k>ℓ
bk small
1√
N
∑
N≤n<N+√N
1n+m=0 [bk] ≤ L
∑
k>ℓ
1
bk
,
which can be made as small as desired by choosing ℓ large enough. This demon-
strates the validity of (21), and concludes the proof of the theorem. 
One can observe that, as in Corollary 4.3, the previous theorem proves the
abundance of twin B-free numbers in short intervals, provided that condition (18)
is satisfied.
5. Entropy of the subshift XB
The purpose of this section is to compute the topological entropy of the sub-
shift XB generated by η, which measures the exponential growth of the number of
subwords of length n in η. We denote by γ(n) this number:
γ(n) :=
∣∣{W ∈ {0, 1}n :W is B-admissible}∣∣.
For each K ≥ 1, let BK := {b1, . . . , bK} ⊂ B. We define BK-admissibility in
the same way as B-admissibility, restricting condition (7) to k ∈ {1, . . . ,K}. We
then set
γK(n) :=
∣∣{W ∈ {0, 1}n :W is BK -admissible}∣∣.
Since B-admissibility obviously implies BK-admissibility for all K ≥ 1, we have
(24) ∀K ≥ 1, γ(n) ≤ γK(n).
For a fixed n, the set of BK-admissible words of length n decreases, as K →∞, to
the set of B-admissible words of length n, so that there exists K(n) satisfying
(25) γ(n) = γK(n)(n).
We want now to estimate the quantity γK(n) for K ≥ 1. For zk ∈ Z/bkZ,
1 ≤ k ≤ K, set
Z(z1, . . . , zK) := {n ∈ N∗ : ∃1 ≤ k ≤ K, n = zk [bk]}
Notice that the set {1, ..., n} \ Z(z1, ..., zK) is BK -admissible.
Lemma 5.1. If n is a multiple of b1 · · · bK ,
1
n
∣∣{1, . . . , n} \ Z(z1, . . . , zK)∣∣ = K∏
k=1
(
1− 1
bk
)
.
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Proof. If A is a set of b1 · · · bK consecutive integers, the Chinese Remainder Theo-
rem tells us that the map θ : A→∏Kk=1 Z/bkZ defined by
θ(j) :=
(
j [b1], . . . , j [bK ]
)
is bijective. But θ
(
A\Z(z1, . . . , zK)
)
is the set of w = (w1, . . . , wK) ∈
∏K
k=1 Z/bkZ
satisfying
∀1 ≤ k ≤ K, wk 6= zk.
Since the cardinality of the latter set is
∏K
k=1(bk − 1), we get
|A \ Z(z1, . . . , zK)|
|A| =
K∏
k=1
(
1− 1
bk
)
,
and the lemma follows. 
Proposition 5.2. Assume that n is a multiple of b1 · · · bK . Then
(26) 2
n
∏
K
k=1
(
1− 1
bk
)
≤ γK(n) ≤ 2n
∏
K
k=1
(
1− 1
bk
) K∏
k=1
bk.
Proof. Here is a way to produce a BK-admissible word W = w1 . . . wn of length n:
Step 1. Choose (z1, . . . , zK) ∈
∏K
k=1 Z/bkZ, and set wj = 0 for j ∈ Z(z1, . . . , zK);
Step 2. Complete the word by choosing arbitrarilywj ∈ {0, 1} for each j ∈ {1, . . . , n}\
Z(z1, . . . , zK).
Observe that, if we have fixed (z1, . . . , zK) ∈
∏K
k=1 Z/bkZ, then by Lemma 5.1, the
freedom given in Step 2 produces
2
n
∏K
k=1
(
1− 1
bk
)
different BK -admissible words. On the other hand, any BK -admissible word can
be obtained in this way, and since there are
∏K
k=1 bk different possible choices in
Step 1, we get the other inequality. 
Theorem 5.3. The topological entropy of the subshift XB is given by
htop(XB) =
∞∏
k=1
(
1− 1
bk
)
Proof. We have to prove that
(27) lim
n→∞
1
n
log2 γ(n) =
∞∏
k=1
(
1− 1
bk
)
.
Let K ≥ 1. For each n which is a multiple of the product b1 · · · bK , we have
1
n
log2 γ(n) ≤
1
n
log2 γK(n) (by 24)
≤
K∏
k=1
(
1− 1
bk
)
+
1
n
log2
K∏
k=1
bk (by Proposition 5.2).
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By first choosing K large enough, and then letting n go to ∞, we get
(28) lim sup
n→∞
1
n
log2 γ(n) ≤
∞∏
k=1
(
1− 1
bk
)
On the other hand, using the subadditivity of log2 γK :
1
n
log2 γK(n) ≥
1
nm
log2 γK(nm),
and recalling from (25) that γ(n) = γK(n)(n), we get, for all n ≥ 1,
1
n
log2 γ(n) =
1
n
log2 γK(n)(n)
≥ 1
nb1 · · · bK(n)
log2 γK(n)(nb1 · · · bK(n))
≥
K(n)∏
k=1
(
1− 1
bk
)
(by Proposition 5.2)
≥
∞∏
k=1
(
1− 1
bk
)
.
Together with (28), this proves (27). 
The computation of the topological entropy of XB has been done by Peckner
in [11] in the context of the square-free flow, that is when B is the set of squares
of primes. In this paper, Peckner also proves that there exists a unique invariant
probability measure on XB with maximal entropy, and describes the structure of
the measurable dynamical system defined by this measure.
Question 5.4. Can we generalize Peckner’s results in the B-free numbers setting?
6. A generalized version of the Mo¨bius function
In the case where B is the set of squares of prime numbers, we have ηn = µ(n)
2,
where µ : n 7→ µ(n) is the classical Mo¨bius function:
µ(n) :=
{
0 if n is divisible by a square,
(−1)dn otherwise, where dn is the number of prime factors of n.
We would like to interpret also this Mo¨bius function (or its counterpart in a more
general context) in a similar dynamical setting.
In this purpose, we assume now that for each k ≥ 1, bk = a2k, where the integers
ak, k ≥ 1, are pairwise relatively prime (one can have in mind that (ak) is an
increasing sequence of prime numbers for example).
We are interested in the sequence µ = (µn)n∈N∗ defined as follows: First, set,
for each n ∈ N∗,
δn := |{k ≥ 1 : ak divides n}|.
Next, define
πn := (−1)δn
and finally
µn := ηnπn.
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Of course, if (ak) is the whole sequence of prime numbers, then µ coincides with
the Mo¨bius function. We shall refer to this situation as the Mo¨bius case. In this
case, observe that π is a multiplicative arithmetic function, which presents some
analogy with the classical Liouville function (but the latter counts the number of
prime divisors with multiplicity, which is not the case of our sequence π).
We now need to work in the spaces Y := {−1, 1}N∗, and Z := {−1, 0, 1}N∗. If
the context requires to clarify on which space, X , Y , or Z, acts the shift map, we
shall use respectively the notations SX , SY and SZ .
6.1. An interpretation of the Chowla conjecture. We say that the sequence
(µn) defined above satisfies the Chowla property if, for any r ≥ 1, any natural
numbers 0 ≤ s1 < . . . < sr and i1, . . . , ir ∈ {1, 2} not all equal to 2,
(29)
1
N
∑
1≤n≤N
µi1n+s1 · · ·µirn+sr −−−−→N→∞ 0.
The well-known Chowla conjecture asserts that, in the Mo¨bius case, (µn) = (µ(n))
satisfies the above property.
Now we want to highlight the links between the Chowla property and the un-
predictability of the sequence π := (πn)n∈N∗ . Let us consider the most unpre-
dictable shift-invariant probability measure on Y , namely the Bernoulli measure
denoted by β under which the coordinates are independent and uniformly dis-
tributed on {−1, 1}. Assume that π is generic for β, i.e. that for each cylinder set
C = {y ∈ Y : y1 = α1, . . . , ym = αm},
(30)
1
N
∑
0≤n<N
1C(S
nπ) −−−−→
N→∞
β(C) =
1
2m
.
Recall from Theorem 4.1 that the sequence η = µ2 is generic for the shift-
invariant measure νB. Then it follows that the pair (η, π) is generic for the product
measure νB ⊗ β on X × Y . Indeed, any weak limit ρ of a subsequence
 1
Nj
∑
0≤n<Nj
δ(Sn
X
η,Sn
Y
π)


j≥1
has to be a joining of the two dynamical systems (X, νB, SX) and (Y, β, SY ). But
the former is a discrete-spectrum dynamical system, and the latter is a Bernoulli
shift, hence these two systems are disjoint and ρ can only be the product measure
νB ⊗ β (see [7]). As a consequence, since µn = ηnπn, we get that µ is generic for
the probability measure νM defined on Z as the pushforward measure of νB ⊗ β
by the continuous map Θ : (x, y) ∈ X × Y 7→ x · y ∈ Z where (x · y)n := xnyn.
We can easily compute the measure νM of each cylinder set C = {z ∈ Z : z1 =
α1, . . . , zm = αm} ⊂ Z. First, let us denote by C2 the associated cylinder set in X :
C2 := {x ∈ X : x1 = α21, . . . , xm = α2m},
and set λ(C) :=
∑
1≤n≤m α
2
n. Then we have
νM (C) =
1
2λ(C)
νB(C
2).
16 EL HOUCEIN EL ABDALAOUI, MARIUSZ LEMAN´CZYK, AND THIERRY DE LA RUE
Theorem 6.1. We have (i) =⇒ (ii)⇐⇒ (iii), where
(i) The sequence π is generic for β.
(ii) The sequence µ is generic for νM .
(iii) The sequence µ satisfies the Chowla property.
(Note that the equivalence between (ii) and (iii) has been stated in [12] in the
context of the classical Mo¨bius function.)
Proof. We have already seen just before the theorem that (i) =⇒ (ii), and it only
remains to prove the equivalence of (ii) and (iii).
Consider f : z ∈ Z 7→ f(z) := z1, and notice that
1
N
∑
1≤n≤N
µi1n+s1 · · ·µirn+sr =
1
N
∑
0≤n<N
(
f i1 ◦Ss1 · · · f ir ◦Ssr)(Snµ).
If we assume that (ii) holds, then the above expression converges to the integral∫
Z
f i1 ◦Ss1 · · · f ir ◦Ssr dνM
=
∑
α1,...,αr=±1
αi11 · · ·αirr νM
({
z ∈ Z : (zs1 , . . . , zsr) = (α1, . . . , αr)
})
=
( ∑
α1,...,αr=±1
αi11 · · ·αirr
)
1
2r
νB
({
x ∈ X : xs1 = . . . = xsr = 1
})
.
But the first factor in the right-hand side is equal to 0 as soon as at least one of
the exponents ij is equal to 1, hence we get (iii).
To obtain the other direction, note that (iii) tells us that we have a correct limit
for the products f i1 ◦ Ss1 · . . . · f ir ◦ Ssr when the exponents are not all even. But
in the case of even exponents, the limit is always correct by Theorem 4.1. Since
the family of functions f i1 ◦ Ss1 · . . . · f ir ◦ Ssr (when r, the sj and the exponents
ij vary) separates points and is closed under taking products, (ii) follows by using
the Stone-Weierstrass theorem. 
6.2. Genericity of the sequence π. Now, we consider the compact abelian group
Ω′ :=
∏
k≥1 Z/akZ, we denote by P
′ the Haar measure on Ω′, and by T ′ the addition
of (1, 1, . . .) in Ω′. Observe that the sequence π = (πn)n∈N∗ can also be observed in
the dynamical system (Ω′, T ′,P′): Indeed, consider the map ∆ : Ω′ → N∗ ∪ {∞}
defined by
∆(ω′) :=
∣∣{k ≥ 1 : ω′k = 0}∣∣.
Then, denoting by ω′ the point (0, 0, . . .) ∈ Ω′, we have for n ∈ N∗
δn = ∆(T
′nω′), and πn = (−1)∆(T
′nω′).
The main difficulty lies in the fact that the quantity ∆(ω′) can take infinite
values: For example, ∆(ω′) =∞ (while ∆(T ′nω′) is finite for n ≥ 1). In particular,
if
∑
k≥1 1/ak = ∞ (which happens in the Mo¨bius case), by independence of the
events (ω′k = 0), k ≥ 1, the second Borel-Cantelli lemma gives that ∆(ω′) =∞ for
P
′-almost all ω′.
However, we can place ourselves in the case where
(31) Σ :=
∑
k≥1
1
ak
<∞.
DYNAMICAL POINT OF VIEW ON B-FREE NUMBERS 17
Note that, in this situation, what we proved in the context of Ω is also valid in the
context of Ω′.
Under the hypothesis (31), the Borel-Cantelli lemma ensures that ∆(ω′) < ∞
P
′-a.s., and we can consider the map ψ : Ω′ → Y defined P′-almost surely by
ψ(ω′) :=
(
(−1)∆(T ′ω′), (−1)∆(T ′2ω′), . . . , (−1)∆(T ′nω′), . . .
)
.
Let us denote by ν′ the pushforward measure of P′ by ψ. Then ν′ is a shift-
invariant probability measure on Y .
Theorem 6.2. Assume that (31) holds. Then the sequence π is generic for ν′, i.e.
for any cylinder set C, we have
(32)
1
N
∑
0≤n<N
1C(S
nπ) −−−−→
N→∞
ν′(C).
Proof. The arguments are similar to those in the proof of Theorem 4.1. Let B be a
finite subset of N∗, let (αm)m∈B ∈ {−1, 1}B, and let C ⊂ {−1, 1}N∗ be the cylinder
set
C :=
{
y = (yn)n∈N∗ ∈ {−1, 1}N
∗
: ∀m ∈ B, ym = αm
}
.
We have to prove the convergence
1
N
∑
0≤n<N
1ψ−1(C)(T
′nω′) −−−−→
N→∞
P
′(ψ−1(C)).
Set, for ω′ ∈ Ω′ and ℓ ≥ 1
∆ℓ(ω
′) :=
∣∣{k : 1 ≤ k ≤ ℓ, ω′k = 0}∣∣.
Under the assumption (31), ∆ℓ(ω
′) −−−→
ℓ→∞
∆(ω) P′-a.s. Hence, considering the event
Gℓ :=
{
ω′ ∈ Ω′ : ∀m ∈ B, (−1)∆ℓ(T ′mω′) = αm
}
,
we have
1Gℓ
P
′-a.s.−−−−→
ℓ→∞
1ψ−1(C),
and by the dominated convergence theorem
P
′(Gℓ) −−−→
ℓ→∞
P
′(ψ−1(C)).
For the same reason as in (13), we have
1
N
∑
0≤n<N
1Gℓ(T
′nω′) −−−−→
N→∞
P
′(Gℓ),
and it only remains to show that
(33) sup
N≥1
1
N
∑
0≤n<N
1ψ−1(C)△Gℓ(T
′nω′) −−−→
ℓ→∞
0.
But, as in the proof of Theorem 4.1, if ω′ ∈ ψ−1(C) △ Gℓ, then there exist m ∈ B
and k > ℓ such that ω′k +m = 0 [ak]. We get, as in (15),
1ψ−1(C)△Gℓ ≤
∑
m∈B
∑
k>ℓ
f ′m,k,
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where
f ′m,k(ω
′) :=
{
1 if ω′k +m = 0 [ak],
0 otherwise,
and we can repeat word for word the end of the proof of Theorem 4.1. 
Now, what can we say about the measure ν′? Since the measurable dynamical
system (Y, ν′, S) is a factor of (Ω′,P′, T ′), it has zero entropy, and we cannot hope
that this measure ν′ be the Bernoulli measure β. Moreover, observe that
P
′(∃k : ω′k = 0) ≤
∑
k≥1
P
′(ω′k = 0) = Σ.
Therefore, with probability at least 1 − Σ, there is no k such that ω′k = 0, hence
(−1)∆(ω′) = 1 with probability at least 1 − Σ, which can be close to 1 if Σ is
small. However, the following results show that, as we approach the Mo¨bius case,
this measure ν′ for which π is generic looks more and more like the Bernoulli
measure β.
Proposition 6.3. As Σ→∞, we have the convergence
P
′ ((−1)∆ = 1) −→ 1
2
.
Proof. Since P′
(
ω′k = 0
)
= 1/ak, denoting by E
′[ · ] the expectation with respect to
the probability P′, we have
E
′
[
(−1)1ω′k=0
]
= 1− 2
ak
.
Then, by independence of the coordinates under P′, using the inequality ln(1+x) ≤
x for −1 < x < 1, we get
E
′ [(−1)∆] = E′ [(−1)∑k≥1 1ω′k=0]
=
∏
k≥1
E
′
[
(−1)1ω′k=0
]
=
∏
k≥1
(
1− 2
ak
)
≤ exp(−2Σ).
The proposition follows, since the above expectation is also equal to
2P′
(
(−1)∆ = 1
)
− 1.

Theorem 6.4. We have the weak convergence
ν′ −−−−→
Σ→∞
β.
Proof. For m ≥ 1, let us call an m-cylinder any cylinder subset of Y of the form
C = {y ∈ Y : ∀1 ≤ j ≤ m, yj = αj}
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for a fixed choice of (α1, . . . , αm) ∈ {−1, 1}m. We have to prove that, for any
m ≥ 1, and any m-cylinder C,
(34) lim
Σ→∞
ν′ (C) =
(
1
2
)m
.
We will prove this by induction on m, observing that Proposition 6.3 already gives
the above convergence when m = 1. Assuming (34) holds for (m − 1)-cylinders,
we will get it for m-cylinders by showing that the ν′-distribution of ym conditioned
on (y1 = α1, . . . , ym−1 = αm−1) can be made arbitrarily close to the uniform
distribution on {−1, 1} if Σ is large enough. But, for a random variable taking
values in {−1, 1}, saying that its distribution is close to the uniform distribution on
{−1, 1} amounts to saying that its expected value is close to 0. Hence, translated
into the probability space (Ω′,P′), what we want to prove is equivalent to
(35) lim
Σ→∞
E
′
[
(−1)∆◦T ′m
∣∣∣ (−1)∆◦T ′ = α1, . . . , (−1)∆◦T ′m−1 = αm−1 ] = 0.
Recall that we assumed the validity of (34) for (m− 1)-cylinders. Hence we can
take Σ large enough so that
P
′
(
(−1)∆◦T ′ = α1, . . . , (−1)∆◦T
′m−1
= αm−1
)
≥ 1
2m
.
Then, (35) is equivalent to
(36) E′
[
(−1)∆◦T ′m1(−1)∆◦T ′=α1,...,(−1)∆◦T′m−1=αm−1
]
−−−−→
Σ→∞
0.
For j ∈ N∗, we introduce the random subset Kj = Kj(ω′) ⊂ {1, 2, 3, . . .}, defined
as follows:
Kj :=
{
k ≥ 1 : ω′k + j = 0 [ak]
}
,
so that ∆ ◦ T ′j = |Kj |. Conditioning with respect to (−1)∆◦T ′j , 1 ≤ j ≤ m − 1 is
not convenient: It is more appropriate to condition on a more precise information,
namely the knowledge of K1, . . . ,Km−1.
Observe that the information provided by K1, . . . ,Km−1 is precisely the follow-
ing: For each k ≥ 1 and each 1 ≤ j ≤ m − 1, we know whether ω′k + j = 0 [ak]
or not. Then, with respect to the conditional probability given K1, . . . ,Km−1, we
have the three following properties:
• The coordinates ω′k, k ≥ 1 remain independent.
• If k ∈ Kj for some 1 ≤ j ≤ m− 1, since we know that ω′k+ j = 0 [ak], then
either j = m [ak], and we have ω
′
k+m = 0 [ak], or j 6= m [ak], and we have
ω′k +m 6= 0 [ak]. In either case, we have∣∣∣E′ [(−1)1ω′k+m=0 [ak] ∣∣K1, . . . ,Km−1]∣∣∣ = 1.
• If k 6∈ K1 ∪ · · · ∪ Km−1, then we know that ω′k + j 6= 0 [ak] for each
1 ≤ j ≤ m − 1. Hence ak > m − 1, and ω′k is uniformly distributed on
Z/akZ \ {ak − 1, . . . , ak − (m− 1)}. We then have
(37) P′
(
k ∈ Km|K1, . . . ,Km−1
)
=
1
ak −m+ 1 ,
and
E
′
[
(−1)1ω′k+m=0 [ak] ∣∣K1, . . . ,Km−1] = 1− 2
ak −m+ 1 .
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By the same argument as in the proof of Proposition 6.3, we get∣∣∣E′ [(−1)∆◦T ′m∣∣K1, . . . ,Km−1]∣∣∣ = ∏
k≥1
k 6∈K1∪···∪Km−1
(
1− 2
ak −m+ 1
)
≤ exp(−2F ),(38)
where F is the random variable defined by
F :=
∑
k≥1
k 6∈K1∪···∪Km−1
1
ak −m+ 1
(the randomness of F coming from the role of the random sets Kj). Now, we have
to prove that, if Σ is large, then F is large with probability P′ close to 1.
Fix some small number ε > 0, and a number M large enough so that 2M−1 < ε.
We have
F ≤
∑
k≥1
ak>m−1
1
ak −m+ 1
=
∑
k≥1
m−1<ak≤Mm
1
ak −m+ 1 +
∑
k≥1
ak>Mm
1
ak −m+ 1 .
The first sum can be bounded by
∑
1≤ℓ≤Mm 1/ℓ, which is less than Σ/(M − 1) if Σ
is large enough. In the second sum, we have ak−m+1 ≥ ak(M −1)/M , hence this
second sum can be bounded by ΣM/(M − 1). We then get, if Σ is large enough,
(39) F ≤ M + 1
M − 1Σ ≤ (1 + ε)Σ.
On the other side, by (37) we can interpret F as
F = E′
[
|Km \K1 ∪ · · · ∪Km−1|
∣∣K1, . . . ,Km−1].
Observe that, if k ∈ Km∩ (K1∪· · ·∪Km−1), then ω′k+m = 0 [ak], and there exists
also 1 ≤ j ≤ m− 1 with ω′k + j = 0 [ak]. It follows that j = m [ak], and necessarily
ak ≤ m. Since the integers ak are distinct, we deduce that∣∣∣Km ∩ (K1 ∪ · · · ∪Km−1)∣∣∣ ≤ m,
and it follows that
F ≥ E′
[
|Km|
∣∣K1, . . . ,Km−1]−m.
Therefore, provided Σ is large enough,
(40) E′[F ] ≥ E′[ |Km| ]−m = Σ−m ≥ (1 − ε)Σ.
Then, using (39), we get
(1− ε)Σ ≤ E′[F ]
= E′ [F1F≤εΣ] + E′ [F1F>εΣ]
≤ εΣ+ (1 + ε)Σ P′(F > εΣ),
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and finally
(41) P′(F > εΣ) ≥ 1− 2ε
1 + ε
.
Now, let us come back to our goal, which is to establish (36). If Σ is large
enough, we have∣∣∣E′ [(−1)∆◦T ′m1(−1)∆◦T ′=α1,...,(−1)∆◦T′m−1=αm−1
]∣∣∣
=
∣∣∣E′ [E′[(−1)∆◦T ′m∣∣K1, . . . ,Km−1]1(−1)∆◦T ′=α1,...,(−1)∆◦T ′m−1=αm−1
]∣∣∣
≤ E′
[ ∣∣E′[(−1)∆◦T ′m∣∣K1, . . . ,Km−1]∣∣ ]
≤ E′ [exp(−2F )] by (38)
≤ exp(−2εΣ) + P′(F ≤ εΣ).
By (41), the second term can be made as small as we want by taking ε small enough,
then the first term can also be arbitrarily small by taking Σ large enough. 
In view of Theorem 6.4, we are led to formulate the following conjecture which,
by Theorem 6.1, would imply the validity of the Chowla conjecture.
Conjecture 6.5. When Σ =∞, the sequence π is generic for β.
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