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A NEW APPROACH TO ESTIMATING LOSS-GIVEN-DEFAULT DISTRIBUTION
MASAHIKO EGAMI AND RUSUDAN KEVKHISHVILI
ABSTRACT. We propose a new approach to estimating the loss-given-default distribution. More precisely,
we obtain the default-time distribution of the leverage ratio (defined as the ratio of a firm’s assets over its
debt) by examining its last passage time to a certain level. In fact, the use of the last passage time is partic-
ularly relevant because it is not a stopping time: this corresponds to the fact that the timing and extent of
severe firm-value deterioration, when default approaching, is neither observed nor easily estimated. We cal-
ibrate the model parameters to the credit market, so that we can illustrate the loss-given-default distribution
implied in the quoted CDS spreads.
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1. INTRODUCTION
There exists a large body of literature regarding the loss-given-default distribution as the information about
this distribution is important for credit risk management. One example is the estimation of loan-loss reserves in
the banking industry. The estimation of loan-loss reserves should reflect current conditions of the credit market;
however, predetermined 40% recovery rate is usually assumed in CDS spread quoting. Hence we cannot overem-
phasize the effectiveness of a model that provides the loss-given-default distribution implied from the credit market
conditions. The model to be presented in this paper, with minimal and standard assumptions, captures the dynam-
ics of the asset value close to default, while the default is treated as an unexpected event. By accomplishing these,
the model can well describe default events observed in the real world.
We derive the distribution of the ratio of the firm’s total assets over its total debt upon default. We shall hereafter
refer to this ratio as the leverage ratio and to the dynamics of this ratio as the leverage process. We focus on this
ratio and its distribution at default since, based on this corporate-level loss distribution, one can calculate loss
rates for each individual debt obligation having distinct characteristics; for example, senior or subordinated, and
with or without collateral. Note that we will examine the distribution of the leverage ratio at default, which is the
corporate-level recovery rate of the asset, and accordingly the loss-given-default is obtained by (1-recovery rate).
We shall use the term of loss-given-default where no confusions should arise since it is this term that is mainly
used in the literature.
While the firm-value approach proposed in Merton (1974) has been successful in estimating the default proba-
bility, one has some difficulties in calculating the loss given default under this method: the firm’s default is defined
as the first passage time of the leverage process to a certain point, say c, and hence the value of the leverage ratio
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upon default is necessarily equal to c. But this level c may not be consistent with the empirical research. To
overcome this difficulty, we consider the last passage time of the leverage process to another threshold level α > c.
Let us denote this time by Lα . To model the loss-given-default distribution, we explicitly incorporate the fact that
after the last passage time Lα , business environment surrounding the company severely alters and the firm is not
able to recover to normal operations. As is well known, the last passage time is not a stopping time and this is
the reason why Lα is appropriate for modeling loss-given-default distribution: market observers (such as regular
shareholders) do not know whether Lα has occurred or not and do not see when this switch in the dynamics of the
asset value takes place. The information about the time Lα may be known only to the company insiders. Therefore,
the last passage time is relevant in the sense that it accounts for the reality that market observers are facing.
After the firm’s leverage process passes the level α for the last time, it is appropriate to switch the model
parameters so that they reflect deteriorated business conditions of the company. Accordingly, we shall work, after
time Lα , with a transition semigroup (of the diffusion) that incorporates the fact that the leverage ratio would
not return to the level α . At this stage, we also consider the intensity-based approach to identify the default
time ξ which plays a major role in our model for the loss-given-default distribution. By suitably choosing an
intensity process, we explicitly derive the distribution of the leverage ratio at the time of default. In identifying the
default time, the use of the intensity-based model after time Lα is appropriate because the market observers do not
thereafter know the true state of the firm and would regard default as an unexpected shock. Finally, to be consistent
with the credit market, we set the triggering threshold α in such a way that the CDS spread implied by our model
is consistent with the quoted spread in the market.
In summary, we obtain the distribution of the leverage ratio of the firm at the time of default. The assumptions
of our model are minimal and standard: we do not use jumps or additional risk factors. The key element is the last
passage time Lα which we cannot observe and after which the default is represented as an unexpected shock as in
the intensity-based approach.
1.1. Literature Review. As Doshi et al. (2018) and many other studies point out, it is a standard practice to
assume a constant recovery rate (approximately 40%) of the debt upon default. In contrast to this standard assump-
tion, the empirical literature has documented the evidence of time-varying realized recovery rates. This in turn
indicates the importance of stochastic models for the loss given default.
Gambetti et al. (2019) analyze determinants of recovery rate distributions and find economic uncertainty to be
the most important systematic determinant of the mean and dispersion of the recovery rate distribution. For their
analysis, they use post-default bond prices of 1831 American corporate defaults during 1990-2013. Even though
recovery rates vary with firm’s idiosyncratic factors, Gambetti et al. (2019) state that the impact of systematic
factors related to economic cycles should not be underestimated. For the summary of studies related to cross-
sectional and time-variation of recovery rates, we refer the reader to Gambetti et al. (2019).
Altman et al. (2004) provide a detailed review of how recovery rate and its correlation with default probability
had been treated in credit risk models. They also discuss the importance of modeling the correlation between re-
covery rate and default probability. Altman et al. (2005) analyze and measure the relationship between default and
recovery rates of corporate bonds over the period of 1982-2002. They confirm that default rate is a strong indicator
of average recovery rate among corporate bonds. Acharya et al. (2007) analyze data of defaulted firms in the U.S.
during 1982-1999 and find that the recovery rate is significantly lower when the industry of the defaulted firm is
in distress. They discover that industry conditions at the time of default are robust and important determinants
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of recovery rates. Their results suggest that recovery rates are lower during industry distress not only because of
decreased worth of firm’s assets, but also because of the financial constraints that other firms in the industry face.
The latter reason is based on the idea that the prices at which assets of the defaulted firm can be sold depend on the
financial condition of other firms in the industry.
Doshi et al. (2018) use information extracted from senior and subordinate credit default swaps to identify risk-
neutral stochastic recovery rate dynamics of credit spreads and study the term structure of expected recovery. Their
study is related to Schla¨fer and Uhrig-Homburg (2014) which also uses the fact that debt instruments of different
seniority face the same default risk but have different recovery rates given default. Doshi et al. (2018) use 5
factor intensity-based model for CDS contracts allowing stochastic dynamics of the loss given default. They allow
firm-specific factors to influence the stochastic recovery rate. Their empirical analysis of 46 firms through the
time period of 2001-2012 shows that the recovery rate is time-varying and the term structure of expected recovery
is on average downward-sloping. They also find that industry characteristics have significant impact on CDS
implied recovery rates; however, they do not find the evidence that firms’ credit ratings explain the cross-sectional
differences in recovery rates. For the summary of the literature related to the relationship between default rates and
realized recovery rates, refer to Doshi et al. (2018).
Yamashita and Yoshiba (2013) is an example of a study that uses stochastic collateral value process to incor-
porate stochastic recovery rate into the model which assumes that a constant portion of the collateral value is
recovered upon default. Yamashita and Yoshiba (2013) use a quadratic Gaussian process for the default intensity
and discount interest rate and derive an analytical solution for the expected loss and higher moments of the dis-
counted loss distribution for a collateralized loan. They assume that default intensity, discount interest rate and
collateral value are correlated through Brownian motions driving Gaussian state variables.
Cohen and Costanzino (2017) is an example of a study that extends a structural credit risk model and incor-
porates stochastic dynamics of the recovery rate. Cohen and Costanzino (2017) extend a Black-Cox model by
introducing recovery risk. They separate asset risk driver from the recovery risk driver and model asset and recov-
ery processes as correlated geometric Brownian motions. In their model, the asset risk driver serves as a default
trigger and the recovery risk driver determines the amount recovered upon default. Cohen and Costanzino (2017)
explicitly compute prices of bonds and CDS under this framework. See also Kijima et al. (2009).
Finally, we provide an example of a risk model that uses occupation time because our framework for the loss
given default includes occupation time of a random process. Albrecher et al. (2011) distinguish between negative
surplus and bankruptcy and assume that probability of bankruptcy is a function of negative surplus. In their model,
bankruptcy rate function is positive when the surplus is below zero and zero when the surplus is positive. In this
way, their model is based on the occupation time of the surplus process below zero.
The rest of the paper is organized as follows: Sections 2.1 and 2.2 introduce the models for asset process and
default time. Section 2.3 derives the distribution of the loss given default. Section 2.4 discusses the connection
between the firm-value and intensity-based modeling employed in our framework. Section 3 demonstrates the
implementation of our model when the asset process follows geometric Brownian motion with alternating drift
and volatility parameters. Section 3.5 gives detailed description of the estimation procedure that is necessary for
deriving the loss-given-default distribution implied in the credit market. Section 4 provides and discusses the
estimation result for Campbell Soup Company as an example. For our analysis, the risk-free rate was obtained
from the website of the U.S. Department of the Treasury. The remaining data used for the estimation was obtained
from Thomson Reuters.
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2. MODEL
Given the fixed probability space (Ω,G ,P), let G := (Gt)t≥0 and F := (Ft)t≥0 denote filtrations satisfying the
usual conditions where F is the sub-filtration ofG (F⊆G). We assume the filtration F is generated by the Brownian
motion involved in the dynamics of the firm’s asset process defined on (Ω,G ,P). Let r denote the constant interest
rate. As the size of the firm’s debt relative to its assets determines firm’s default, in the sequel we focus on the ratio
of the asset value over debt. By such standardization, we can set the threshold levels (related to default time) to
constants.
2.1. Process V . As in the firm-value approach, the diffusion V represents the asset process. We assume that V is
a nonnegative regular time-homogeneous diffusion, measurable with respect to F, whose dynamics are given by
(2.1) dVt = µ(Vt , I(t))dt+σ(Vt , I(t))dWt ,
where W is a standard Brownian motion. Namely, the state space of V is (0,+∞). The process I is a right-
continuous process defined as
(2.2) I(t) = I01l{t<S1}+ I11l{S1≤t<T1}+ I21l{T1≤t<S2}+ · · ·+ I2n−11l{S2n−1≤t<T2n−1}+ · · · ,
where Ii ∈ {0,1}, I0 = 0, and Ii+1 = 1− Ii for all i ∈ N with the sequence of F stopping times,
T0 = 0, Sn = inf{t > Tn−1 : (V/B)t ≤ α}, and Tn = inf{t > Sn : (V/B)t > α}.
The level α > 0 is to be determined later. The process (Bt)t≥0 involved in the definition of stopping times Sn and
Tn is defined below. We assume that a strong solution to (2.1) exists for each i and that
|µ(x, i)|+ |σ(x, i)| ≤C(1+ |x|), x ∈ (0,+∞)
for each i with some positive constant C <+∞. As we are interested in modeling the loss-given-default distribution,
we assume that for the process V , the left-boundary 0 is attracting and the right boundary +∞ is non-attracting. In
this case, limt→∞Vt = 0 almost surely, so that default takes place eventually.
We let the amount of debt be given by a deterministic process (Bt)t≥0 satisfying B0 ∈F0 and dBt = rBtdt with
constant growth rate r. The process B represents a certain amount of debt to be repaid and we let it be the sum of
short-term debt and a half of long-term debt (as in Moody’s KMV approach) since it has been known that such level
is an appropriate default threshold for the firm’s assets. We define the leverage process
(V
B
)
t≥0 with
(V
B
)
0 = x > 1.
The default time under the firm-value approach is given by
(2.3) Tc := inf
{
t ≥ 0 : Vt
Bt
= c with c = 1
}
.
The firm-value approach to credit risk analysis (including Merton-type models), assumes that the default time is
exactly this first hitting time Tc. This implies that the value of debt B, used as the barrier, would be repaid in full;
i.e., BTc =VTc . However, in reality, this equality does not hold:
VTc
BTc
= 1 may not represent the right leverage ratio at
default. This in turn means that the asset process V , together with Tc, may not be the right process for the purpose
of estimating the loss given default. Accordingly, while we shall still in part rely on the firm-value model, we must
redefine the time (2.3) for our modeling purpose.
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Let α ∈ (c,x) with c = 1. For the purpose of estimating the distribution of the leverage ratio upon default, we
define the last passage time of level α > c by
(2.4) Lα := sup
{
0≤ t < ∞ : Vt
Bt
= α
}
with the convention that the supremum of the empty set is zero. We then redefine the passage time Tc as
(2.5) Tc := inf
{
t ≥ Lα : VtBt = c with c = 1
}
.
Note that, in our setup, the leverage process (VB )t≥0 may hit c = 1 before Lα . In reality, the asset process is
unobservable and the leverage process may hit the level c multiple times before default. Our definition of Tc in
(2.5) does not exclude this possibility. Our reasoning is the following: the firm-value approach is based on the
asset process which is estimated according to the option-theoretic approach using stock price data. Therefore,
stock price fluctuations affect the asset value and large stock market turmoil may cause it to drop to such a low
level that the leverage process VB hits c = 1 and hence Tc in the sense of (2.3) would occur; however, this does not
mean a default in a practical and real sense. In contrast, the passage time to the level c = 1 after time Lα , which is
our Tc in (2.5), is important because it incorporates the fact that the leverage process will never recover to level α .
While our model does not regard Tc in (2.5) as a default time because it does not produce any loss-given-default
distribution, the notion of Tc is still important because empirical research (regarding default probabilities, CDS
spreads, etc.) based on the firm-value approach relies on a passage time. For this reason, we also consider the time
Tc in (2.5) when estimating necessary parameters in our model; specifically, in Steps 3 and 4 in Section 3.5.
To model the loss-given-default distribution, we should explicitly incorporate the fact that after the last passage
time Lα of a certain level α > c, business relationship that surrounds the company severely alters. Lost business
opportunities, shrinking market share, and worsening trade terms would not allow the firm to come back to the
normal situation. Therefore, we need another time clock that starts ticking at time Lα , after which the leverage
process does not return to α . For our purposes, it is convenient to work with a new positive diffusion process YB
that starts at time Lα at point α and does not recover to level α before converging to the left boundary 0.
The technical tool that fits our objective is given in Meyer et al. (1972). The semigroup of the process VB after
time Lα is obtained by conditioning the process not to hit α before converging to the left boundary. We illustrate
this point. Let F = F∞. Following Meyer et al. (1972), for any positive random variable R measurable with
respect to F, we define
(2.6) FR := {A ∈F : ∀t ≥ 0,∃At ∈Ft s.t. A∩{R < t}= At ∩{R < t}}.
For the co-terminal (and co-optional) random variable Lα , the family (FLα+t)t≥0 is a right-continuous filtration.
Due to our setup in (2.1) and (2.2), for t ≥ Lα , the pair of drift and volatility parameters of Vt is (µ(x,1),σ(x,1)).
According to Theorem 5.1 in Meyer et al. (1972),
(
VLα+s
BLα+s
)
s>0
is a strong Markov process with respect to the
filtration (FLα+s)s>0. For any x,y ∈ (0,α), its transition semigroup is given by
Pt(x,dy) =
Px
(
Vt
Bt
∈ dy,Lα = 0
)
Px(Lα = 0)
.(2.7)
Hence (Pt) is a transition semigroup of the process VB conditioned not to hit α before lifetime. In particular, this
transition semigroup incorporates the fact that the diffusion never reaches level α .
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Since we are interested in the process VB only after the time Lα , we can simplify some notations: for y ∈ (0,α),
we set
µ(y,1) = µ(y) and σ(y,1) = σ(y).
Let us denote, by s(y), the scale function of VB that is associated with µ(y) and σ(y). By using the semigroup (2.7),
for y ∈ (0,α), the infinitesimal drift parameter of the process (YB)t≥0 is computed as
(2.8) µ(y)− r− s
′(y)
s(α)− s(y)σ
2(y),
while the volatility parameter turns out to be the same as σ(y).
Given the fact that the firm-value approach does not provide appropriate information about the loss-given-default
distribution, it is natural to consider another mechanism that determines the loss distribution upon default. This
approach reflects the fact that company’s business conditions radically change after its asset value, that is, the
present value of its future cash flow prospects, goes below a certain level. This time of drastic change in our
model is captured by Lα after which we consider the process YB . Note that the parameters of the process
Y
B may
not be easily estimated from the company’s stock prices since the deteriorated trade or business conditions of the
company may not be sufficiently reflected in the stock market.
2.2. Default time ξ and time τ . In this subsection, we define a random time that is suitable for the purpose of
estimating the loss given default distribution. Let us first introduce an exponential random variable J defined on
(Ω,G ,P) with rate η = 1, independent of the filtration F. If necessary, the probability space can be enlarged to
support this random variable. We let λ : R+ 7→ R+ be a nonnegative piecewise continuous function and define the
moment inverse of integral functional by
(2.9) ν(t) := min
(
s :
∫ s
0
λ
(
Yu
Bu
)
du = t
)
.
Following Bielecki and Rutkowski (2002, Sec.8.2), we assume that λ satisfies
(2.10)
∫ ∞
0
λ
(
Ys
Bs
)
ds = ∞ P−a.s..
If we recall that
(2.11)
(
Y
B
)
t≥0
=
(
V
B
)
t≥Lα
in distribution,
the random variable in (2.9) has the same distribution as min
(
s :
∫ Lα+s
Lα λ
(
Vu
Bu
)
du = J
)
. We define τ := ν(J) and
model the default time ξ as
(2.12) ξ := Lα + τ.
It follows from (2.9) that P(τ = 0) = 0 and from (2.10) that P(τ < +∞) = 1. We also see that P(τ > s) > 0 for
every s≥ 0. Moreover, with (2.12), we have P(Lα < ξ <+∞) = 1. In our model, the time Lα is treated as a special
time in the sense that the firm goes into a different economic state. This is captured in (2.12) where the new clock
τ starts at time Lα . We have constructed the time τ using the process that never returns to α , this feature being
represented in (2.7).
Note that we shall write (2.11) as
(Y
B
)
t≥0
d∼ (VB )t≥Lα hereafter.
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We explain the implication behind this modeling of the default time ξ . Associated with the random time ξ , we
define the jump process H by Ht := 1l{ξ≤t} for t ≥ 0. Let H := (Ht)t≥0 be the filtration generated by the process
H, that is,Ht = σ(Hu : u≤ t) and setH =H∞. We assume that G= F∨H. Following (2.6), let us define
GLα := {A ∈ G : ∀t ≥ 0,∃At ∈ Gt s.t. A∩{Lα < t}= At ∩{Lα < t}},(2.13)
HLα := {A ∈H : ∀t ≥ 0,∃At ∈Ht s.t. A∩{Lα < t}= At ∩{Lα < t}}.
Recall that FLα is defined by replacing R with Lα in (2.6). We obtain the respective filtrations for t ≥ 0 as
Gˆ= (Gˆt) = (GLα+t), Fˆ= (Fˆt) = (FLα+t), and Hˆ= (Hˆt) = (HLα+t) by replacing Lα with Lα+ t in the definitions
(2.6) and (2.13).
Then, by the definition τ = ν(J), we have
P[τ > t | Fˆt ] = P
[
min
(
s :
∫ Lα+s
Lα
λ
(
Vu
Bu
)
du = J
)
> t
∣∣∣∣Fˆt]
= P
[∫ Lα+t
Lα
λ
(
Vu
Bu
)
du < J
∣∣∣∣Fˆt]
= P
[∫ t
0
λ
(
Yu
Bu
)
du < J
∣∣∣∣Fˆt]= e−∫ t0 λ( YuBu )du = e−Γ(t),
where Γ(t) :=
∫ t
0 λ
(
Yu
Bu
)
du is an Fˆ-adapted right-continuous increasing process and it represents the Fˆ-hazard
process of τ under P. Recall that the infinitesimal drift parameter of the process (YB )t≥0 is given by (2.8) and the
variance parameter is σ(·).
Note that the construction of the random time τ is similar to the canonical construction of the default time in the
intensity-based approach (see Proposition 5.26 in Capin´ski and Zastawniak (2017)). In particular, for any γ > 0
E[e−γΓ(t)] = E
[
e−γ
∫ t
0 λ(
Yu
Bu )du
∣∣∣∣Y0B0 = α
]
.
2.3. Loss-given-default distribution. In our model, the distribution of YτBτ | Y0B0 =α provides the distribution of the
true leverage ratio at default time. Let the loss rate for the overall debt B at default be denoted by K(ξ ). Then, in
our model
(2.14) K(ξ ) d∼ 1− Yτ
Bτ
∣∣∣∣ Y0
B0
=α
.
Recall that we have let B represent the sum of the short-term debt and one half of the long-term debt which is the
commonly used default barrier in the firm-value approach. Here we do not impose the restriction that K(ξ ) > 0
because the true value of the assets at default may be at a higher level than B.
2.4. Connection between τ and Tc− Lα . Fix any y0 ∈ (0,α). According to (2.8), (2.9), (2.12) and Theorem
IV.5.1 in Borodin (2017),
U(y) := Ey
[
1l Yτ
Bτ ≤y0
]
, y ∈ (0,α)
is the unique continuous solution to the problem
1
2
(σ(y))2U ′′(y)+
(
µ(y)− r− s
′(y)
s(α)− s(y)σ
2(y)
)
U ′(y)−λ (y)U(y) =−λ (y)1ly≤y0 , y ∈ (0,α).
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Here Ey[·] denotes the conditional expectation E[· | Y0B0 = y]. The solution to this ordinary differential equation
when y approaches α , limy↑α U(y), provides the distribution of K(ξ ) via (2.14). Note that for the process YB , α is
an entrance boundary. Again, according to (2.8), (2.9), (2.12) and Theorem IV.5.1 in Borodin (2017),
Uγ(y) := Ey
[
e−γmin(s:
∫ s
0 λ(
Yu
Bu )du=J)
∣∣∣∣Y0B0 = y
]
, y ∈ (0,α)
is the unique continuous solution to the problem
1
2
(σ(y))2U ′′(y)+
(
µ(y)− r− s
′(y)
s(α)− s(y)σ
2(y)
)
U ′(y)− (λ (y)+ γ)U(y) =−λ (y), y ∈ (0,α)
for γ ∈ R++. Note that by (2.9) the Laplace transform of τ is given by limy↑α Uγ(y).
We shall now ensure that our default time ξ = Lα+τ is consistent with the time Tc given in (2.5) since the latter
is important in the empirical research. See the paragraph below (2.5). The Laplace transform of Tc−Lα does not
depend on the starting position of the process
(V
B
)
t≥0 which is denoted by the point x. If we know the form of the
Laplace transform E[e−γ(Tc−Lα )], a differentiation of the Laplace transforms provides us with the first and second
moments of τ and Tc−Lα . We set
(2.15) E[τ] = E [(Tc−Lα)] and E
[
τ2
]
= E
[
(Tc−Lα)2
]
.
In summary, we have assumed that
(1) the state space of the asset process V , defined in (2.1) and (2.2), is (0,+∞) where the left boundary is
attracting and the right boundary is non-attracting,
(2) V0B0 = x > α > c, and
(3) (2.10), a technical condition for the intensity process λ ,
and then introduced two types of times. One is Tc, which is the first passage time of V to the boundary debt level B
after time Lα . The other is ξ = Lα+τ , where τ is constructed using process YB and the intensity process λ through
(2.9). Note that for this construction, we use the transition semigroup (2.7) that explicitly takes into account the
fact that the diffusion (YB )t≥0 starting at α never returns to level α before converging to 0. However, these two
times must be consistent to the extent that (2.15) holds. This is summarized in Table 1.
Table 1 Comparison of our model with the conventional setting:
Default time Distribution of the final value
Conventional Tc = inf{t ≥ 0 : VtBt = c} VTc = BTc
New approach ξ = Lα + τ
Vξ
Bξ
d∼ YτBτ
∣∣∣∣ Y0
B0
=α
3. IMPLEMENTATION
Let us assume that the firm value (market value of total assets) V follows a geometric Brownian motion on
(Ω,G ,P). Let us set the drift and volatility parameters in (2.1)
dVt = µ(Vt , I(t))dt+σ(Vt , I(t))dWt ,
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as
(3.1) µ0v = µ(v,0) 6= µ(v,1) = µv, and σ0v = σ(v,0) 6= σ(v,1) = σv, v ∈ (0,+∞)
with µ0,µ ∈R and σ0,σ > 0. The debt process representing the default barrier in the firm-value approach is given
by
Bt := B0ert , B0 ∈F0, t ≥ 0,
where r > 0 denotes a constant rate. The parameters µ0,µ , σ0 and σ are such that the left boundary 0 is attracting
and the right boundary ∞ is non-attracting. In particular, we choose µ and σ so that µ − 12σ2 < 0 holds when
estimating them. Recall that V0B0 = x > α > 1.
For convenience, we focus on the process (Rt)t≥0 given by Rt = ln
(
Vt
Bt
)
. We reset our previous definitions in
regards to this process. By fixing a certain level of α , we reset the definition (2.4) as
Lα := sup{t ≥ 0 : Rt = ln(α)}.
Similarly, (2.5) becomes
Tc := inf{t ≥ Lα : Rt = 0}.
On the set {t ≥ Lα}, Vt =V0e(µ− 12σ2)t+σWt and hence
(3.2)
Vt
Bt
=
V0
B0
e(µ−
1
2σ
2−r)t+σWt and ln
(
Vt
Bt
)
= ln
(
V0
B0
)
+
(
µ− 1
2
σ2− r
)
t+σWt .
To avoid the triviality, we assume that µ− 12σ2− r 6= 0. We have the normalized process
1
σ
dln
(
Vt
Bt
)
=
µ− 12σ2− r
σ
dt+dWt = mdt+dWt
by setting
(3.3) m :=
µ− 12σ2− r
σ
.
Now by using (2.7) and (2.8), we see that the process Xt := 1σ ln
(
Yt
Bt
)
, t ≥ 0, follows the dynamics
(3.4)
1
σ
dln
(
Yt
Bt
)
= dXt = mcoth(m(Xt −α∗))dt+dWt where α∗ = 1σ ln(α).
The initial value of the process X is α∗, the property of which we shall describe here. Note that Y0B0 = α . Note
also that since limx↑0 coth(x) =−∞, when the process X approaches α∗ from below, the drift approaches negative
infinity so that the process shall never reach the point α∗ from the region (−∞,α∗). Mathematically, α∗ is an
entrance boundary of X and financially, the firm’s leverage ratio shall never recover to the threshold level α .
3.1. Time τ and hazard rate λ . In this subsection, we construct the default time ξ . Select a certain level Rd ∈
(1,α). Observe that
(3.5) P
(
Yt
Bt
< Rd
∣∣∣∣Y0B0 = α
)
= P
(
Xt <
1
σ
ln(Rd)
∣∣∣∣X0 = α∗) .
To obtain a concrete result, we specify the function λ in (2.9) as
λ
(
Yt
Bt
)
:= 1l Yt
Bt
≤Rd
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so that the integral in (2.9) represents the occupation time of the process (YB )t≥0 under the level Rd . This definition
of λ is equivalent to the definition λ (Xt) := 1Xt≤d with d :=
1
σ ln(Rd). With this definition, (2.9) becomes, with
τ = ν(J),
(3.6) τ = min
(
s :
∫ s
0
1lXu≤ddu = J
)∣∣∣∣
X0=α∗
.
Note that α∗ > d > 0. Hence we identify the firm’s default once the leverage process (in its logarithmic form)
spends a certain random time below level d. It is quite reasonable since, as in other intensity-based models, the
market observers, unaware of the firm’s state after a certain time (represented by Lα in our model), accept default
as a sudden shock.
3.2. Laplace transform of τ . Let us indicate, by y ∈ (−∞,α∗), an arbitrary constant initial value of the process
X and write Xα
∗
t = y+
∫ t
0 mcoth
(
m
(
Xα
∗
u −α∗
))
du+Wt . See (3.3) and (3.4).
Proposition 3.1. The Laplace transform of τ in (3.6) satisfies
E[e−γτ ] = lim
y′↓0
E
[
exp
(
−γmin
(
s :
∫ s
0
1lX0u≥α∗−ddu = J
))∣∣∣∣X00 = y′] ,
where X0t = y
′+
∫ t
0 mcoth
(
mX0u
)
du+Wt with y′ = α∗− y.
Proof. The Laplace transform of τ can be rewritten as follows:
E[e−γτ ] = lim
y↑α∗
E
[
exp
(
−γmin
(
s :
∫ s
0
1lXα∗u ≤ddu = J
))∣∣∣∣Xα∗0 = y]
= lim
y′↓0
E
[
exp
(
−γmin
(
s :
∫ s
0
1lX0u≥α∗−ddu = J
))∣∣∣∣X00 = y′] .
where y′ = α∗− y. This is because Xα∗u ≤ d is equivalent to α∗−Xα
∗
u ≥ α∗−d and for X0t := α∗−Xα
∗
t , we have
dX0t =−dXα
∗
t =−mcoth(m(Xα
∗
t −α∗))dt−dWt = mcoth(mX0t )dt+dWt
where we used the fact that −W and W are both standard Brownian motions. 
We define
(3.7) Uγ(y) := E
[
exp
(
−γmin
(
s :
∫ s
0
1lX0u≥α∗−ddu = J
))∣∣∣∣X00 = y]
for y ∈ (0,∞). Then, by Theorem IV.5.1 in Borodin (2017), Uγ(y) is the unique continuous solution to the problem
(3.8)
1
2
U ′′(y)+mcoth(m · y)U ′(y)− (1ly≥α∗−d + γ)U(y) =−1ly≥α∗−d , y ∈ (0,∞).
Proposition 3.2. The Laplace transform of τ is given by
(3.9) E[e−γτ ] =
b2 (b1+ coth(|m|(α∗−d)))sinh(|m|(α∗−d))
(1+ γ)(b2 cosh(|m|b2(α∗−d))+b1 sinh(|m|b2(α∗−d))) ,
where b1 =
√
1+ 2(1+γ)m2 and b2 =
√
1+ 2γm2 .
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Proof. Let us set b1 and b2 as in the statement of the proposition. For notational simplicity, we assume m > 0 and
below write m instead of |m|.
When y≥α∗−d, (3.8) becomes 12U ′′(y)+mcoth(m ·y)U ′(y)−(1+γ)U(y) =−1. According to Section IV.16.7
and Appendix 2.12 in Borodin (2017). Its fundamental solutions are given by
ψ1(y) =
√
2sinh(mb1y)√
pib1 sinh(m · y) , φ
1(y) =
√
pie−mb1y√
2sinh(m · y) .
Here ψ1 is an increasing solution and it satisfies limy↓0ψ1(y) =
√
2
pi and limy↑∞ψ
1(y) = ∞ because b1 > 1. On
the other hand, φ 1 is a decreasing solution and it satisfies limy↓0 φ 1(y) = ∞ and limy↑∞ φ 1(y) = 0. Therefore, for
y≥ α∗−d we have U(y) = 11+γ +C1φ 1(y) with C1 constant. We have eliminated the second fundamental solution
because the Laplace transform needs to be bounded when y→ ∞.
When y < α∗−d, (3.8) becomes 12U ′′(y)+mcoth(m ·y)U ′(y)− γU(y) = 0. Its fundamental solutions are given
by
ψ2(y) =
√
2sinh(mb2y)√
pib2 sinh(m · y) , φ
2(y) =
√
pie−mb2y√
2sinh(m · y) .
The limiting behavior of ψ2 and φ 2 is the same as that of ψ1 and φ 1. Therefore, for y < α∗ − d we have
U(y) =C2ψ2(y)with C2 constant. Again, we have eliminated the second fundamental solution because the Laplace
transform has to be bounded when y→ 0. Therefore, we obtain
(3.10) Uγ(y) = 1ly≥α∗−d
(
1
1+ γ
+C1φ 1(y)
)
+1ly<α∗−dC2ψ2(y).
From the continuity of Uγ(y) and U ′γ(y) at α∗−d, we obtain
C1 =−
√
2piemb1(α∗−d) sinh(m(α∗−d))(b2 cosh(mb2(α∗−d))− coth(m(α∗−d))sinh(mb2(α∗−d)))
pi(1+ γ)(b2 cosh(mb2(α∗−d))+b1 sinh(mb2(α∗−d))) ,
C2 =
b2
√
2pi (b1+ coth(m(α∗−d)))sinh(m(α∗−d))
2(1+ γ)(b2 cosh(mb2(α∗−d))+b1 sinh(mb2(α∗−d))) .
Finally, we let y ↓ 0 in (3.10). The right-hand side becomes
lim
y↓0
C2ψ2(y) =C2
√
2
pi
=
b2 (b1+ coth(m(α∗−d)))sinh(m(α∗−d))
(1+ γ)(b2 cosh(mb2(α∗−d))+b1 sinh(mb2(α∗−d))) .
This proves the proposition in view of (3.7) and Proposition 3.1.
Note that, recalling that J is an exponential random variable with rate 1, limy↑∞Uγ(y) = 11+γ = E[e
−γJ] as
required because min
(
s :
∫ s
0 1lX0u≥α∗−ddu = J
)
|X00=y= J a.s. for sufficiently large y. 
3.3. Laplace transform of Tc−Lα . The following equations hold for the process (R′t)t≥0 given by R′t := 1σ Rt =
1
σ ln
(
Vt
Bt
)
:
Lα = sup{t ≥ 0 : R′t = α∗} and Tc = inf{t ≥ Lα : R′t = 0}
in view of (2.4) and (2.5), respectively. The process R′t =
1
σ ln
(
V0
B0
)
+mt +Wt is a Brownian motion with drift
starting at 1σ ln(x). Using (2.7) and (3.4), the process (Zt)t>0 = (R
′
t)t>Lα has the infinitesimal drift parameter
mcoth(m(z−α∗)) with z ∈ (−∞,α∗) and variance parameter 1. The distribution of Tc− Lα is the same as the
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distribution of T = inf{t ≥ 0 : Zt = 0} for the process Z starting at α∗. Note that α∗ is an entrance boundary for
the process Z. Consider the process Z′t = α∗−Zt . As in the proof of Proposition 3.1, we obtain
dZ′t =−dZt = mcoth(mZ′t)dt+dWt .
Set T ′ = inf{t ≥ 0 : Z′t = α∗}. Note that limz↑α∗ P(T ∈ dt | Z0 = z) = limz′↓0P(T ′ ∈ dt | Z′0 = z′). The left-hand-side
can be evaluated using the result in Proposition 3.9 in Egami and Kevkhishvili (2020). Thus, we obtain
(3.11) E[e−γ(Tc−Lα )] =
√
2γ+m2
m
sinh(mα∗)
sinh
(√
2γ+m2α∗
) .
This quantity and (3.9) are needed to match the moments as in (2.15).
3.4. Distribution of VξBξ . As we have summarized in Table 1,
Vξ
Bξ
d∼ YτBτ
∣∣∣∣ Y0
B0
=α
under P, where ξ in (2.12) is the
default time. For an arbitrary level R < Rd < α , we have, in view of (3.5),
P
(
Vξ
Bξ
≤ R
)
= P
(
1
σ
ln
(
Vξ
Bξ
)
≤ 1
σ
ln(R)
)
= P
(
1
σ
ln
(
Yτ
Bτ
)
≤ 1
σ
ln(R)
∣∣∣∣Y0B0 = α
)
= lim
y↑α∗
P
(
Xα
∗
τ ≤
1
σ
ln(R)
∣∣∣∣Xα∗0 = y)
= lim
y′↓0
P
(
X0τ ≥ α∗−
1
σ
ln(R)
∣∣∣∣X00 = y′) ,(3.12)
with y′ = α∗− y where the last equation is due to the same argument as in the proof of Proposition 3.1. Note that
P
(
Vξ
Bξ
≤ R
)
= 1 for R≥ Rd . Therefore, we derive the distribution of X0τ to prove the following proposition:
Proposition 3.3. The distribution of
(
Vξ
Bξ
)
is given by
P
(
Vξ
Bξ
≤ R
)
=

csch(|m|·(α∗−d))(cosh(|m|y0)+bsinh(|m|y0))
b+coth(|m|(α∗−d))
(
R
Rd
) b|m|
σ
, R≤ Rd
1, R > Rd .
where y0 = α∗− 1σ ln(R) and b =
√
1+ 2m2 .
Proof. Set b and y0 as in the statement of the proposition. For notational simplicity, we assume m > 0 and below
write m instead of |m|. We deduce from Section 2.4 that for y > 0, Ey[1lX0τ≥y0 ] is the unique continuous solution to
(3.13)
1
2
U ′′(y)+mcoth(m · y)U ′(y)−1ly≥α∗−dU(y) =−1ly≥α∗−d1ly≥y0 , y > 0.
Recall that d = 1σ ln(Rd).
Let y0 ≥ α∗−d. When (i) y≥ α∗−d, (3.13) is further transformed into 12U ′′(y)+mcoth(m · y)U ′(y)−U(y) =
−1ly≥y0 . For y≥ y0, we have 12U ′′(y)+mcoth(m · y)U ′(y)−U(y) =−1 and its solution is given by
U(y) = 1+C1
√
pi
2
e−mby
sinh(m · y)
with C1 constant. Here we have eliminated the second fundamental solution because the solution has to be bounded
when y→ ∞. For y0 > y ≥ α∗− d, we have 12U ′′(y)+mcoth(m · y)U ′(y)−U(y) = 0 and its solution is given by
U(y) = D1
√
2
pi
sinh(mby)
bsinh(m·y) +D2
√pi
2
e−mby
sinh(m·y) with D1,D2 constants.
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When (ii) y < α∗− d, we have 12U ′′(y)+mcoth(m · y)U ′(y) = 0 and its solution is given by U(y) = E1 with
E1 constant. We have eliminated the second solution coth(m · y) because limy↓0 coth(m · y) = ∞ if m > 0 and
limy↓0 coth(m · y) =−∞ if m < 0.
To sum up, for y0 ≥ α∗−d > 0, we combine the above cases to obtain
Ey[1lX0τ≥y0 ] =(3.14)
1ly≥y0
(
1+C1
√
pi
2
e−mby
sinh(m · y)
)
+1ly0>y≥α∗−d
(
D1
√
2
pi
sinh(mby)
bsinh(m · y) +D2
√
pi
2
e−mby
sinh(m · y)
)
+1ly<α∗−dE1.
Due to the continuity of the solution and its first derivative at y0 and α∗−d, we obtain
E1 = ebm(α
∗−d−y0) csch(m · (α∗−d))(cosh(my0)+bsinh(my0))
b+ coth(m(α∗−d)) .
Note that α∗−d− y0 = 1σ ln( RRd ), so that y0 ≥ α∗−d corresponds to R≤ Rd . In view of (3.12), by letting y ↓ 0 in
(3.14), we have the result for R≤ Rd . Finally, let y0 <α∗−d. From the definition of ν in (2.9), Ey[1lX0τ≥y0 ] = 1. 
3.5. Estimation procedure. Fix any point in time t = 0 as the current time. The procedure outlined below esti-
mates the distribution of the loss given default using the information available up to time t.
Step 1: We need to check the value of V0B0 and fix an appropriate level 1 < α ≤
V0
B0
for the analysis. To obtain the
current value of V0, we use Merton’s geometric Brownian motion asset model which is different from our
specification (2.1) and (2.2). We estimate the diffusion parameter (we denote it by q) of Merton’s model
by implementing the option-theoretic approach as in Lehar (2005). We use, for the estimation, the market
capitalization of previous 130 days as well as interpolated daily debt values (the sum of short-term and one
half of long-term debt) from the quarterly balance sheet. Using the diffusion parameter q, current equity
and debt value B0, we retrieve the present asset value V0 from the Black-Scholes equation (see eq.(2) in
Lehar (2005)). If the current level of V0B0 is less than α , there is a possibility that Lα has already occurred
and the process will never return to α . To avoid this possibility, we choose α so that α ≤ V0B0 .
We check different levels of α and choose α in a way that the CDS spread implied by our model is
consistent with the market quoted CDS spread provided by Thomson Reuters. The market spread is said
to be calculated with the assumption of 40% recovery rate. In contrast, the value of the CDS spread
obtained from our model depends on the distributions of recovery rate and of default time. We calculate
the implied recovery rate IR (given that default would occur) using the result of Proposition 3.3:
(3.15) IR :=
∫
R
R ·P
(
Vξ
Bξ
∈ dR
∣∣∣∣VξBξ ≤ 1
)
.
We calculate two types of implied spreads:
(i) The first type is calculated using the recovery rate IR and default time distribution obtained from our
model.
(ii) The second type is calculated using 40% recovery rate and default time distribution obtained from our
model.
As mentioned above, the initial state of the company is represented by V0B0 which greatly depends on the
parameter q. As Step 2 describes, the estimated value of q is the lower bound for σ . Therefore, the current
company condition affects the implied recovery rate IR.
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We choose the level of α for which the second type of the implied spread is consistent with the quoted
spread. It is because the quoted spread is based on the 40% recovery assumption. We check the consistency
of implied and quoted CDS spreads for each set of estimated parameters (Step 4) for different levels of α .
For the steps below, we assume that α is fixed.
Step 2: In this step, we estimate the parameters µ and σ in (3.1). Note that these parameters µ and σ are associated
with the leverage process below level α . We use 5Y U.S. Treasury yield at current time 0 as the constant
rate r. By setting
Rd = 1+β |α−1| with 0 < β < 1,
we estimate the parameters µ , σ , β by minimizing the following function f :
f (µ,σ ,β ) = θ
(
∂E[e−γ(Tc−Lα )]
∂γ
∣∣∣∣
γ=0
− ∂E[e
−γτ ]
∂γ
∣∣∣∣
γ=0
)2
+(1−θ)
(
∂ 2E[e−γ(Tc−Lα )]
∂γ2
∣∣∣∣
γ=0
− ∂
2E[e−γτ ]
∂γ2
∣∣∣∣
γ=0
)2
.
(3.16)
See (3.9) and (3.11). Here θ ∈ (0,1) denotes the relative weight of the two terms and must be specified
before the minimization. The minimization of f corresponds to finding the parameters µ,σ ,β such that
(2.15) is satisfied approximately. For minimization of f , we set the following constraint:
µ− 1
2
σ2 < 0, σ ≥ qˆ,
where qˆ denotes the estimated diffusion parameter in Merton’s model (see Step 1). Note that the first
condition ensures that the left boundary 0 is attracting and the right boundary +∞ is non-attracting and
the second condition comes from the fact that the company in financial distress has a larger volatility than
under normal business conditions.
Step 3: As we mentioned in the paragraph following (2.5), we use Tc in (2.5) for this and the next step since the
credit market data used here are associated with the standard firm-value approach. We estimate the param-
eter µ0 in a way that the 5-year default probability is consistent with the 5-year default probability provided
by Thomson Reuters. Specifically, we use iteration. We simulate asset paths using the estimated param-
eters in Step 2 together with some fixed level of µ0 to obtain Tc and calculate 5-year default probability.
Note that we simulate the path of the leverage process for 20 years ahead to obtain Lα . For computational
simplicity, we assume that σ0 = σ . As µ0 decreases, the associated 5-year default probability increases.
Using iterative procedure by changing the level of µ0, we choose an appropriate level of µ0 that provides
5-year default probability consistent with the default probability from Thomson Reuters.
Step 4: We check the validity of α and the estimated parameters by calculating 5-year CDS spread based on our
model and comparing it to the quoted CDS spread in the market. In general, the underlying credit risk
behind CDS refers to the risk of the whole company, not a particular debt obligation. We calculate the
CDS spread in the following way. We assume the spread payments are made quarterly and simulate Tc.
We set the principal amount to $1. Using the constant rate r as the discount factor, we calculate the present
value of spread payments until Tc or maturity, whichever is earlier and the present value of the payment
of $(1−0.4) (the recovery rate is assumed to be 40%) at the default time if it happens until maturity. We
estimate the CDS spread so that these two present values are equal.
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Step 5: Using the estimated parameters above, we find the distribution of VξBξ according to Proposition 3.3. This
provides the distribution of the loss given default as in (2.14). We also obtain the Laplace transform of the
time τ from Proposition 3.2.
Step 6: For further illustration, we also display the distribution of pre-default value of a corporate zero-coupon
bond. Let D(s,T ) denote the price of a zero-coupon bond with maturity T at each point in time s for
0 ≤ s ≤ T . We find the values of D(s,T ) using zero-yield data of the company at current time t = 0.
Specifically, we calculate implied forward rates and find the future values of a zero-coupon bond D(s,T )
with maturity T = 5 years by simply discounting the face value of $1. We simulate Tc and pick the values
D(Tc−,T ). This gives the distribution of the value of the zero-coupon bond right before default.
4. EXAMPLE OF CAMPBELL SOUP COMPANY
Let us estimate the loss-given-default distribution for Campbell Soup, hereafter denoted shortly as Campbell.
For this, we choose February 28, 2020 as the current time and use the information available up to this time. We
use the 5Y U.S. Treasury yield curve rate 0.89% (of February 28, 2020) as the constant rate r. The quoted 5-year
CDS spread for Campbell is 60.2 bps.
We obtain the current value of V0 using the method described in Step 1 in Section 3.5. For the estimation, we
defined the debt as the sum of the following items: “Capitalized Leases - Current Portion”, “Short-term borrow-
ings”, “Short-term borrowings - Balancing value”, “Operating Lease Liabilities - Curr/ST”, and one half of the
long-term debt. We used the sum of “Capital Lease Obligations”, “Long-term debt - Balancing value”, “Total
Long Term Debt & Lease - Balancing”, “Long-term debt”, and “Operating Lease Liabilities - Long-Term” as the
long-term debt. We obtained the diffusion parameter qˆ = 0.1996 with a standard error of 0.0212. Using qˆ, current
equity and debt values, we retrieve the present asset value V0 from the Black-Scholes equation as described in Step
1. We obtain V0B0 = 4.8645. We then estimate parameters for different values of α , starting at 1/0.3 ≈ 3.33 <
V0
B0
and increasing the denominator by 0.1 step. We set θ = 0.6 and minimize the function f in (3.16), obtaining the
parameters µ , σ and β as in Table 2. We selected the parameter vector that provides the lowest value of f as long
as it has reasonably small standard errors. The estimated values of µ0 reported in Table 2 were calculated by the
iteration as explained in Step 3 in Section 3.5. We conducted simulation 10,000 times for Steps 3, 4, and 6.
Figure 1 displays the Laplace transform of the time τ provided in Proposition 3.2. Figures 2 and 3 display
the cumulative distribution function P
(
Vξ
Bξ
≤ R
)
and the conditional density function
P
(
Vξ
Bξ
∈(R−∆R,R],R≤1
)
P
(
Vξ
Bξ
≤1
) with
∆R = 0.001 for different levels of R. Figures 2 and 3 are produced using Proposition 3.3. Recall that B represents
the sum of short-term debt and one half of the long-term debt and note that there is a possibility for VξBξ > 1. Finally,
Figure 4 shows the distribution of the zero-coupon bond with $1 face value and the maturity of 5 years (issued at
current time) right before the time Tc. The calculation for Figure 4 is carried out according to Step 6 in Section 3.5.
According to Table 2, the model-implied spreads (both Type I and Type II) do not change monotonically in
relation to the level α since the spreads are also influenced by other parameters µ,µ0,σ , and β . As compared to
the quoted CDS spread of 60.2 bps on that day, our model provides for a higher spread (Type II) of around 80
bps for each α . While further calibrations of α could produce spreads closer to 60.2 bps, the difference of these
numbers is not significant based on the fact that we are working with a long-term credit spreads. More importantly,
the arbitrarily fixed recovery rate of 40% (used in the convention) may distort appropriate formation of credit
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Table 2 Estimated parameters, implied spreads, and expected recovery rate IR together with quantiles
of
Vξ
Bξ
distribution for each α . Standard errors are given in parentheses. 5Y DP denotes 5-year default prob-
ability obtained from our model. 5-year default probability obtained from Thomson Reuters is 7.2329%.
α 1/0.3 1/0.4 1/0.5 1/0.6 1/0.7 1/0.8 1/0.9
µˆ -0.0176 (0.0696) 0.0027 (0.0620) -0.0517 (0.0597) 0.0190 (0.0074) 0.0197 (0.0014) 0.0165 (0.0017) 0.0197 (0.0096)
σˆ 0.2318 (0.0747) 0.3121 (0.0775) 0.2332 (0.0354) 0.1997 (0.0292) 0.1996 (0.0528) 0.1996 (0.0017) 0.1998 (0.0096)
βˆ 0.0957 (0.0493) 0.2525 (0.1175) 0.2832 (0.1044) 0.3707 (0.0171) 0.9740 (0.2394) 0.9947 (0.0094) 0.9882 (0.1326)
f 0.0047 0.0002 0.0012 0.0002 0.0727 1.4398 2.0750
5Y DP 0.0682 (0.0025) 0.0684 (0.0025) 0.0708 (0.0026) 0.0700 (0.0026) 0.0675 (0.0025) 0.0727 (0.0026) 0.0727 (0.0026)
Spread (Type I) 22.4006 29.3855 25.5339 20.5790 20.7938 24.0221 26.9921
Spread (Type II) 81.7808 82.3820 84.6746 83.7432 80.6935 86.8502 87.0352
IR 0.8357 0.7860 0.8191 0.8526 0.8454 0.8340 0.8139
25% quantile 0.7610 0.6850 0.7360 0.7860 0.7750 0.7590 0.7320
50% quantile 0.8720 0.8260 0.8570 0.8840 0.8770 0.8640 0.8410
75% quantile 0.9440 0.9230 0.9370 0.9490 0.9450 0.9380 0.9220
µˆ0 -0.9820 -0.0800 -0.1600 -0.3220 -0.2800 -0.2610 -0.2700
spread. In fact, recovery rates should differ from company to company and this predetermined 40% recovery rate
is an eyesore in rather efficient CDS markets. In the calibration we use the information available both in the stock
and credit markets and the estimated recovery rate turns out to be higher: IR in (3.15) is around 80%. Accordingly,
for each α , the implied spread of Type I (which uses our recovery distribution) indicates much lower credit spreads.
We see from Table 2 that for α ranging from 1/0.7 to 1/0.9, βˆ is very close to c = 1 and σˆ is close to its lower
bound qˆ (note that the parameters are displayed up to 4 decimal points). The occupation time of YB in such a small
interval (with a reasonably large σ ) is not meaningful; therefore, α ranging from 1/0.7 to 1/0.9 is not appropriate
for risk management purposes. It is practical to choose α in the range of 1/0.3∼ 1/0.6.
One could use the loss-given-default distribution from our model (see (2.14) and Figures 2 and 3) for the purpose
of credit risk management. One example of practical applications is to estimate loan-loss reserves in the banking
industry which should reflect current conditions of the credit market. However, it is a standard practice to assume
40% recovery rate in the CDS market. Therefore, it is important to have a model that provides the loss-given-
default distribution that well reflects the credit market. The model in this paper aims to fill the gap between what
is available and what is required.
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(a) α = 1/0.3 (b) α = 1/0.4
(c) α = 1/0.5 (d) α = 1/0.6
(e) α = 1/0.7 (f) α = 1/0.8 (g) α = 1/0.9
Fig. 1. The Laplace transform of τ for each level of α . The graphs were produced based
on the result of Proposition 3.2 and the estimated parameters in Table 2.
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(a) α = 1/0.3 (b) α = 1/0.4
(c) α = 1/0.5 (d) α = 1/0.6
(e) α = 1/0.7 (f) α = 1/0.8 (g) α = 1/0.9
Fig. 2. The cumulative distribution function of VξBξ for each level of α . The graphs dis-
play P(VξBξ ≤ R) for different levels of R based on the result of Proposition 3.3 and the
parameters in Table 2. Note that P(VξBξ ≤ Rd) = 1.
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(a) α = 1/0.3 (b) α = 1/0.4
(c) α = 1/0.5 (d) α = 1/0.6
(e) α = 1/0.7 (f) α = 1/0.8 (g) α = 1/0.9
Fig. 3. The conditional probability density function P
(
Vξ
Bξ
∈ dR
∣∣∣VξBξ ≤ 1) of VξBξ for differ-
ent levels of α . This density is used for the calculation of the implied recovery rate IR in
(3.15). The graphs display
P
(
Vξ
Bξ
∈(R−∆R,R],R≤1
)
P
(
Vξ
Bξ
≤1
) with ∆R = 0.001 for different levels of R,
based on the result of Proposition 3.3 and the parameters in Table 2.
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(a) α = 1/0.3 (b) α = 1/0.4
(c) α = 1/0.5 (d) α = 1/0.6
(e) α = 1/0.7 (f) α = 1/0.8 (g) α = 1/0.9
Fig. 4. Distribution of the value of the zero-coupon bond D with 5-year maturity right be-
fore default for each level of α . The left panels display the values of D(s,5) for 0≤ s≤ 5
obtained from the zero-yield curve of Campbell. The right panels display the distribution
of D(Tc−,5) using the parameters in Table 2.
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