Multi-objective design of Water Distribution Systems (WDSs) has received considerable attention in the past. Multi-objective evolutionary algorithms (MOEAs) are popular in tackling this problem due to their ability to approach the true Pareto-optimal front (PF) in a single run. Recently, several hybrid metaheuristics based on MOEAs have been proposed and validated on test problems. Among these algorithms, AMALGAM and MOHO are two noteworthy representatives which mix their constituent algorithms in contrasting fashion. In this paper, they are employed to solve a wide range of benchmark design problems against another state-of-the-art algorithm, namely NSGA-II. The design task is formulated as a bi-objective optimisation problem taking cost and network resilience into account. The performance of three algorithms is assessed via normalised hypervolume indicator. The results demonstrate that AMALGAM is superior to MOHO and NSGA-II in terms of convergence and diversity on the networks of small-to-medium size; however, for larger networks, the performance of hybrid algorithms deteriorates as they lose their adaptive capabilities. Future improvement and/or redesign on hybrid algorithms should not only adopt the strategies of adaptive portfolios of subalgorithms and global information sharing, but also prevent the deterioration mainly caused by imbalance of constituent algorithms.
INTRODUCTION
The primary goal of the MOEA is to generate a trade-off between the total cost and system benefits, while meeting consumer demands and other system constraints (e.g. pressure, velocity, etc.). As combinatorial optimisation problems with Non-deterministic Polynomial-time hard (NP-hard) feature (Papadimitriou & Steiglitz ) , it is challenging to tackle the design of a real-world WDS as it often incurs expensive computational efforts, especially when extended period simulations are required for objective evaluations (Keedwell & Khu ) . MOEAs are suitable and popular for this task due to their ability to approach the true Pareto-optimal front (PF) in a single run (Zitzler & Thiele ; Farmani et al. a). In order to yield acceptable near optimal solutions and reduce the overall number of hydraulic evaluations, Keedwell & Khu () investigated the possibility of combining NSGA-II with a neighbour search to solve the multi-objective design of the New York tunnels network.
Results showed an encouraging improvement of the hybrid algorithm given a budget of model simulations. Later on, they tried to combine a novel cellular automaton-based initialisation technique with a Genetic Algorithm (GA) to solve the least cost design of a WDS (Keedwell & Khu ) . The applications to two large networks from industry highlighted the benefits of using this approach to discover better results in a fixed time span.
Besides integrating a local search strategy with current Most of the previous work tests several MOEAs (often built on different concepts) on quite a few benchmark and/or real-world WDS design problems, therefore, the conclusions might be biased since it is impossible for a specific optimisation algorithm to be effective on a wide range of problems.
Hybrid algorithms arise with an attempt to overcome this difficulty by combining the power of different methods.
However, many such schemes proposed for WDS design often require the parameters to be fine-tuned, hence the lack of adaptability, robustness and popularity.
In this paper, we applied two recently-proposed hybrid algorithms, i.e. AMALGAM and Multi-Objective Hybrid Optimisation (MOHO), to solve the multi-objective design of a WDS. More specifically, we tested the strength of two different hybrid schemes (Talbi ) , namely high-level teamwork hybrid (HTH) and high-level relay hybrid (HRH), by conducting the bi-objective optimal design on a wide range of benchmark models collected from the literature, including the Anytown network which is regarded as one of the challenging benchmarks receiving less attention in the past (Prasad & Tanyimboh ) . The problem was formulated to minimise the total cost and to maximise the network resilience, as defined by Prasad & Park () . In order to compare the performance of hybrid algorithms with state-of-the-art MOEAs in the domain, we used NSGA-II to solve the aforementioned problem as well. In addition, with an attempt to clearly evaluate the performance of each algorithm, we employed a well-established indicator, i.e. hypervolume (Deb ) , to assess the quality of final solutions. Multiple independent optimisation runs were carried out on each problem, which served to generate unbiased evaluation based on statistics. The main contributions of this paper are the investigation of the capability of hybrid metaheuristics to perform multi-objective design of a WDS and comparison of their performance with that of modern MOEAs by extensive testing. Therefore, this work aims to uncover the reasons for success and/or failure of the two algorithms, and in turn, to establish how the hybrid algorithms could benefit from further improvements.
The remainder of this paper is organised as follows: first, multi-objective design of a WDS is briefly introduced followed by the mechanisms of AMALGAM and MOHO in more detail. Then, the benchmark problems used in this paper are summarised and the performance metric is given. After comparing the results obtained from each algorithm, conclusions are drawn at the end.
MULTI-OBJECTIVE DESIGN OF WDSs
The design of a WDS always involves optimising multiple and usually conflicting objectives at the same time, such as, total cost, system reliability and water quality. The goal of multi-objective design of a WDS is to get as close as possible to the true trade-off between cost and benefit, which offers a range of alternatives for the decision making process. A typical WDS design problem consists of providing cost-effective specification of various components, i.e. pipes, pumps, valves tanks, etc., within the network given the system layout. In a more narrow sense, various investigators considered the design task to be the specification of the best combination of pipe sizes from within a discrete range of commercial diameters that meets the water demand and other system requirements. Herein, we focus on this narrow definition of the problem using bi-objective optimisation to minimise the total capital cost and maximise the performance benefits of the network. The value of the latter objective is calculated based on hydraulic simulation through the EPANET2.0 package (Rossman ) . Given the above and the fact that this paper focuses on the comparison of hybrid metaheuristics for the WDS design, the optimisation methodology presented here is based on the conventional WDS design driven by the trade-off between the WDS design cost and performance, the latter being evaluated by using the network resilience metric.
HYBRID METAHEURISTICS
Unlike the self-contained algorithms, hybrid metaheuristics combine two or more different mechanisms (usually built on population-based evolutionary algorithms) to facilitate the efficiency of the search towards the global optima. In an attempt to classify hybrid algorithms using common terminology, Talbi As most low-level hybrid schemes commonly combine various local search strategies or a mechanism different from population-based techniques into the structure of evolutionary algorithms, they turn out to be tailored to cope with specific problems. This is most often done by experimenting with a rule that determines when to switch from one algorithm to another. However, this makes such a hybrid less flexible as it would generally fail to adapt to other applications. On the other hand, few of these low-level hybrid algorithms are designed for multi-objective optimisation except Creaco & Franchini () . Since the main concern of this paper is about multi-objective design of a WDS, 
CASE STUDIES Benchmark problems
To well compare the performance of AMALGAM and MOHO against NSGA-II, 12 WDS networks were collected from the literature and served as benchmarks for optimisation tests. The number of pipes in these models ranges from eight to 454, which, together with various design criteria, provide a wide range of problems and search spaces with the number of candidate solutions ranging between 10 7 and 10 454 . The name of benchmark models, number of pipes, diameter options and relevant design criteria are summarised in Table 2 .
It is worth mentioning that four benchmark models, BLA, FOS, PES and MOD, adopted from Bragalli et al. 
Performance indicator
It should be emphasised here that there is no ideal indicator which can give consistent and definite evaluation of both convergence and diversity of multi-objective optimisation.
Among the various metrics which are designed to measure the achievement of MOEAs, it is established that hypervolume (HV) is a single metric which can assess the performance of both aspects in a combined sense (Deb ) . In order to remove the bias caused by the magnitude Equations (1) and (2), respectively:
where v i is the hypercube constructed with a reference point (normally a vector of worst objective values) and the solution i as the diagonal corners; Q is the non-dominated solutions obtained by an algorithm and P* is the solutions in the true PF.
Since we do not have a theoretical true PF for each benchmark problem, to assist the evaluation of performance, a quasi-true Pareto-Optimal front (quasi-PF) was generated for each problem. This was achieved by applying a non-dominated sorting procedure to the aggregated Pareto fronts obtained by all three algorithms through multiple runs.
RESULTS AND DISCUSSION
The benchmark networks adopted in this paper encompass a wide range of network sizes, with up to several hundreds of pipes. Hence, various computational budgets (Table 3) were tested to make sure each algorithm converged well before their performance could be compared. It is worth noting that these budgets (i.e. population size and number of generations for each benchmark problem) are kept the same for all three algorithms. As such, the number of function evaluations via EPANET2.0 (Rossman ) varied from 25,000 to 500,000.
Because each algorithm produces a first generation in a different way, multiple runs are implemented to eliminate the Note: For TRN network, three of eight pipes are existing pipes which have three options including 'do nothing', cleaning or duplication; for ANT network, although there are only 43 pipes to be considered, its formulation contains up to 112 decision variables, which makes it the most challenging problem in the list. The numbers of population size and generation (except ANT) are decided based on trial runs in order to ensure the convergence of NSGA-II given the specified computational budgets. The number of generation on the ANT problem follows the same setting chosen by Farmani et al. (2005b) .
influence of the initial population, and the statistical results of HVR are used to assess their performance. Thirty independent runs were carried out for all cases except ANT, which was run for 10 times as it requires many more generations to ensure convergence and thus is extremely time-consuming. Note: The maximum contribution to each problem is shown in boldface. were carried out on each test cases and the HVR metric was adopted to assess their performance in terms of convergence and diversity.
The results clearly reveal that AMALGAM (HTH scheme) is superior to NSGA-II on the networks of smallto-medium size, which indicates that this achievement benefits from the strategies of adaptive multi-method search and global information sharing. On the other hand, the HTH scheme has potential to achieve better performance compared to the HRH scheme through taking full advantage of each sub-algorithm more efficiently. However, on larger networks, the behaviour of hybrid algorithms gradually deteriorated or completely failed. The underlying reason why hybrid metaheuristics perform worse on larger networks was also investigated by monitoring the evolutionary process of its sub-algorithms in detail. The failure is attributed to the loss of effectiveness in terms of proactive adaptation. Actually, it is observed that, on the ANT problem, AMALGAM performed nearly the same as NSGA-II because GA dominated other sub-algorithms completely most of the time.
Admittedly, there is still a lack of theoretical analysis in the literature about the impact of problem characteristics on the performance of metaheuristics, which makes them and In addition, with the development of both hardware and software in computer technology, the computational capacity of modern PCs has been significantly improved; hence, we suggest that any newly-developed hybrid frameworks or
MOEAs should be tested on a wide range of benchmark networks as shown in this work. Furthermore, considerable attention should be focused on the networks of medium-tolarge size which give sufficient consideration to the requirements of real-world cases. On the other hand, there are additional concerns other than cost and reliability (e.g.
water quality issues) in real cases. The multi-objective design of a WDS may need to adapt to a many-objective (more than three objectives) design process (Fu et al. b) .
Thus, the future development of hybrid metaheuristics should cope with the expansion of dimensionality in both objective function space and decision variable space.
