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Abstract
Guo (Approx. Theory Appl. 4 (1988) 9–18) introduced the integral modification of Meyer-Konig
and Zeller operators Mˆn and studied the rate of convergence for functions of bounded variation. In
this paper we introduce the Bézier variant of these integrated MKZ operators and study the rate of
convergence by means of the decomposition technique of functions of bounded variation together
with some results of probability theory and the exact bound of MKZ basis functions. Recently, Zeng
(J. Math. Anal. Appl. 219 (1998) 364–376) claimed to improve the results of Guo and Gupta (Ap-
prox. Theory Appl. 11 (1995) 106–107), but there is a major mistake in the paper of Zeng. For
special case our main theorem gives the correct estimate on the rate of convergence, over the result
of Zeng.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
For a function defined on the interval [0,1], the Meyer-Konig and Zeller (MKZ) opera-
tors Mn, n ∈N [11] are defined by
Mn(f,x)=
∞∑
k=0
pn,k(x)f
(
k
n+ k
)
, x ∈ [0,1],
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pn,k(x)=
(
n+ k − 1
k
)
xk(1− x)n.
Maier [10] introduced the Kantorovitch type integral modification of the operators Mn
and studied some direct results. The rate of convergence for the Kantorovitch type mod-
ification of the operators Mn on functions of bounded variation was initially studied by
Guo [4]. Several other corrections and improvements of the Guo’s [4] work can be found
in [6,7,9,12] etc. Recently, Zeng [13] estimated the rate of convergence of the Bézier vari-
ant of the Meyer-Konig and Zeller operators and its Kantorovitch modification.
Guo [3] also introduced the Durrmeyer [2] type integral modification of the Meyer-
Konig and Zeller operators as
Mˆn(f, x)=
∞∑
k=1
pn,k+1(x)
(n+ k − 2)(n+ k − 3)
(n− 2)
1∫
0
pn−2,k−1(t)f (t) dt,
x ∈ [0,1], (1)
where pn,k(x) is as defined above.
For a function f ∈ L1[0,1], n ∈ N and α  1, we propose the Bézier variant of these
integrated Meyer-Konig and Zeller operators (1) as
Mˆn,α(f, x)=
∞∑
k=1
Q
(α)
n,k+1(x)
(n+ k − 2)(n+ k − 3)
(n− 2)
1∫
0
pn−2,k−1(t)f (t) dt,
x ∈ [0,1], (2)
whereQ(α)n,k(x)= J (α)n,k (x)−J (α)n,k+1(x) and Jn,k(x)=
∑∞
j=k pn,k(x). It is easily verified that
Mˆn,α(1, x)= 1 and the operators Mˆn,α(f, x) defined by (2) are linear positive operators.
In the special case α = 1, our operators Mˆn,α(f, x) reduce to the operators Mˆn(f, x) ≡
Mˆn,1(f, x). For further properties of Q(α)n,k(x), we refer the readers to [13].
Very recently Gupta [6] and Gupta and Abel [8] introduced some other Durrmeyer type
integral modification of MKZ operators and estimated the rate of convergence of functions
of bounded variation.
Bézier basis functions play an important role in computer aided geometric design. This
along with the exact bound of the MKZ basis functions due to Zeng [12], motivated us
to study further on the Bézier variant of the MKZ operators defined by (2). In the present
paper we estimate the rate of convergence for the operators Mˆn,α(f, x) by means of the
decomposition technique of functions of bounded variation. In [12], Zeng claimed to im-
prove the results of Guo [3] and Gupta [5], but there is a major mistake in the paper of
Zeng [12]. We remark the mistake of Zeng [12] in the end, for special case α = 1, of our
main theorem gives the correct estimate over the result of Zeng [12].
2. Auxiliary results
In this section we give certain results, which are necessary to prove our main result.
294 V. Gupta / J. Math. Anal. Appl. 289 (2004) 292–300Lemma 1 [9]. Let X1,X2, . . . ,Xn be n independent and identically distributed random
variables with zero mean and a finite absolute third moment. If ρ2 =E(X21) > 0, then
sup
x∈R
∣∣Fn(x)− φ(x)∣∣ (0.409)3,n,
where Fn(x) and φ(x) are the distribution functions of (X1,X2, . . . ,Xn)/√nρ2 and the
standard normal distribution, respectively, and 3,n is the Liapunov ratio given by
3,n = ρ3
ρ
3/2
2 n
1/2
, ρ3 =E
(|X1|3).
Lemma 2 [9]. If {ξi}, i = 1,2, . . . , are independent random variables with the same geo-
metric distribution
P(ξi = k)= xk(1− x), x ∈ (0,1), i = 1,2, . . . ,
then
E(ξi)= x1− x , ρ2 =E
(
ξi −E(ξi)
)2 = x
(1− x)2 ,
and ηn =∑ni=1 ξi is a random variable with distribution
P(ηn = k)=
(
n+ k − 1
k
)
xk(1− x)n. (3)
Lemma 3. For k  1, x ∈ (0,1) and n sufficiently large, we have∣∣J αn,k(x)− J αn−1,k+1(x)∣∣ 3α√nx3/2 (4)
and ∣∣J αn,k(x)− J αn−1,k(x)∣∣ 3α√nx3/2 . (5)
Proof. By (3), we have
pn,k(x)= P(ηn = k)= P(k − 1 < ηn  k)
= P
(
k − 1− nx/(1− x)√
nx/(1− x) <
ηn − nx/(1− x)√
nx/(1− x) 
k − nx/(1− x)√
nx/(1− x)
)
.
Using Lemma 1, we obtain
∣∣∣∣∣P(ηn = k)− 1√2π
k−nx/(1−x)√
nx/(1−x)∫
k−1−nx/(1−x)√
nx/(1−x)
e−t2/2 dt
∣∣∣∣∣< 2(0.409)ρ3√nρ3/22 . (6)
Next we estimate ρ3. For Tr(x)=∑∞k=0 krxk(1− x), we have by an easy computation
T0(x)= 1, T1(x)= x , T2(x)= x(1+ x)2 , T3(x)=
x3 + 4x2 + x
31− x (1− x) (1− x)
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T4(x)= x
4 + 11x3 + 11x2 + x
(1− x)4 .
Also if
Mr(x)=
∞∑
k=0
(
k − x
1− x
)r
xk(1− x)
stands for the central moment of order r about the mean x/(1− x), it is easily checked by
using the above that
M2(x)=
2∑
j=0
(
2
j
)
(−1)jT2−j (x)
(
T1(x)
)j = x
(1− x)2 ,
M4(x)=
4∑
j=0
(
4
j
)
(−1)jT4−j (x)
(
T1(x)
)j = x3 + 7x2 + x
(1− x)4 .
Thus using the inequality ρ3  (M2(x)M4(x))1/2, we have
ρ3 
(
x
(1− x)2
x3 + 7x2 + x
(1− x)4
)1/2
 3
(1− x)3 , x ∈ (0,1).
So the right hand side of (6) is less than 2.454/(√nx3/2), i.e., 5/(2√nx3/2).
Again by Lemma 1, we have
∣∣∣∣∣
k∑
j=0
pn,j (x)−
k∑
j=0
pn−1j (x)
∣∣∣∣∣
∣∣∣∣∣
k∑
j=0
pn,j (x)− 1√
2π
k−nx/(1−x)√
nx/(1−x)∫
−∞
e−t2/2 dt
∣∣∣∣∣
+
∣∣∣∣∣
k∑
j=0
pn−1,j (x)− 1√
2π
k−(n−1)x/(1−x)√
(n−1)x/(1−x)∫
−∞
e−t2/2 dt
∣∣∣∣∣
+ 1√
2π
∫
Ik
e−t2/2 dt,
where
In,k =
[
k − 1− nx/(1− x)√
nx/(1− x) ,
k − nx/(1− x)√
nx/(1− x)
]
.
Hence for n sufficiently large, we have∣∣∣∣∣
k∑
j=0
pn,j (x)−
k∑
j=0
pn−1,j (x)
∣∣∣∣∣< 54√nx3/2 + 54√nx3/2 + 1√2π
∫
In,k
e−t2/2 dt
<
5
2
√
nx3/2
+ 1− x√
2πnx
<
5
2
√
nx3/2
+ 1
2
√
nx3/2
= 3√ 3/2 .nx
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The proof of (5) is similar. ✷
Lemma 4 [3]. For k  1, x ∈ (0,1) and n > 2, we have
k−1∑
j=0
pn−1,j (x)= (n+ k − 2)(n+ k − 3)
(n− 2)
1∫
x
pn−2,k−1(t) dt .
Lemma 5 [3]. For every x ∈ (0,1) and n sufficiently large, we have
Mˆn
(
(t − x)2, x)= 2x(1− x)2
(n− 2) + o(n
−2) < µx(1− x)
2
n
,
where µ> 2.
Lemma 6. Let
Kn,α(x, t)=
∞∑
k=1
(n+ k − 2)(n+ k− 3)
(n− 2) Q
(α)
n,k+1(x)pn−2,k−1(t).
Then for n sufficiently large and µ> 2, we have
λn,α(x, y)=
y∫
0
Kn,α(x, t) dt 
αµx(1− x)2
n(x − y)2 , 0 y < x, (7)
1− λn,α(x, z)=
1∫
z
Kn,α(x, t) dt 
αµx(1− x)2
n(z− x)2 , x < z 1. (8)
Proof. We first prove (7) as follows:
y∫
0
Kn,α(x, t) dt 
y∫
0
Kn,α(x, t)
(x − t)2
(x − y)2 dt 
1
(x − y)2 Mˆn,α
(
(t − x)2, x)
 αMˆn,1((t − x)
2, x)
(x − y)2 
αµx(1− x)2
n(x − y)2 ,
by Lemma 5. The proof of (8) is similar. ✷
3. Main result
In this section we prove the following main theorem:
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every x ∈ (0,1) and n sufficiently large, we have∣∣∣∣Mˆn,α(f, x)−
[
1
α + 1f (x+)+
α
α + 1f (x−)
]∣∣∣∣
 3α√
nx3/2
∣∣f (x+)− f (x−)∣∣+ (2µα + x)
nx
n∑
k=1
V
x+(1−x)/√k
x−x/√k (gx),
where
gx(t)=
{
f (t)− f (x−), 0 t < x,
0, t = x,
f (t)− f (x+), x < t  1,
and V ba (gx) is the total variation of gx on [a, b].
Proof. Clearly∣∣∣∣Mˆn,α(f, x)−
[
1
α + 1f (x+)+
α
α + 1f (x−)
]∣∣∣∣

∣∣∣∣Mˆn,α(sign(t − x), x)+ (α − 1)(α + 1)
∣∣∣∣ |f (x+)− f (x−)|2 +
∣∣Mˆn,α(gx, x)∣∣. (9)
First, we have
Mˆn,α
(
sign(t − x), x)
=
1∫
x
Kn,α(x, t) dt −
x∫
0
Kn,α(x, t) dt = 1− 2
x∫
0
Kn,α(x, t) dt
= 1− 2
∞∑
k=1
Q
(α)
n,k+1(x)
(n+ k − 2)(n+ k− 3)
(n− 2)
x∫
0
pn−2,k−1(t) dt.
Using Lemma 4, we have
Mˆn,α
(
sign(t − x), x)= 1− 2 ∞∑
k=1
Q
(α)
n,k+1(x)
(
1−
k−1∑
j=0
pn−1,j (x)
)
=−1+ 2
∞∑
j=0
pn−1,j (x)
∞∑
k=j
Q
(α)
n,k+1(x)
=−1+ 2
∞∑
j=0
pn−1,j (x)J αn,j+1(x).
Therefore
Mˆn,α
(
sign(t − x), x)+ α − 1
α + 1 = 2
∞∑
pn−1,j (x)J αn,j+1(x)−
2
α + 1
∞∑
Q
(α+1)
n−1,j (x),j=0 j=0
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∑∞
j=0 Q
(α)
n,j (x)= 1. Therefore by the mean value theorem it follows
Q
(α+1)
n−1,j (x)= J α+1n−1,j (x)− J α+1n−1,j+1(x)= (α + 1)pn−1,j (x)γ αn,j (x),
where Jn−1,j+1(x) < γn,j (x) < Jn−1,j (x). Hence
Mˆn,α
(
sign(t − x), x)+ α − 1
α + 1 = 2
∞∑
j=0
pn−1,j (x)
(
J αn,j (x)− γ αn,j (x)
)
,
where
J αn,j (x)− J αn−1,j (x) < Jαn,j (x)− γ αn,j (x) < Jαn,j (x)− J αn−1,j+1(x).
Using Lemma 3, we get∣∣∣∣Mˆn,α(sign(t − x), x)+ α − 1α + 1
∣∣∣∣ 6α√nx3/2 , for x ∈ (0,1). (10)
Next we estimate Mˆn,α(gx, x). By Lebesgue–Stieltjes integral representation, we have
Mˆn,α(gx, x)=
1∫
0
Kn,α(x, t)gx(t) dt =
(∫
I1
+
∫
I2
+
∫
I3
)
Kn,α(x, t)gx(t) dt
=E1 +E2 +E3, say, (11)
where I1 = [0, x−x/√n], I2 = [x−x/√n,x+(1−x)/√n ] and I3 = [x+(1−x)/√n,1].
We first estimate E1. Writing y = x − x/√n and using Lebesgue–Stieltjes integration by
parts with λn,α(x, t)=
∫ t
0 Kn,α(x,u) du, we have
E1 =
y∫
0
gx(t) dt
(
λn,α(x, t)
)= gx(y+)λn,α(x, y)−
y∫
0
λn,α(x, t) dt
(
gx(t)
)
.
Since |gx(y+)| V xy+(gx), it follows that
|E1| V xy+(gx)λn,α(x, y)+
y∫
0
λn,α(x, t) dt
(−V xt (gx)).
By using (7) of Lemma 6, we get
|E1| V xy+(gx)
αµx(1− x)2
n(x − y)2 +
αµx(1− x)2
n
y∫
0
1
(x − t)2 dt
(−V xt (gx)).
Integrating by parts the last term and replacing the variable y in the last integral by x −
x/
√
u, after simple computation we obtain
|E1| αµ(1− x)
2
nx
[
V x0 (gx)+
n∑
k=1
V x
x−x/√k(gx)
]
 2µα(1− x)
2
nx
n∑
V x
x−x/√k(gx)
2αµ
nx
n∑
V x
x−x/√k(gx). (12)k=1 k=1
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|E3| 2αµ
nx
n∑
k=1
V
x+(1−x)/√k
x (gx). (13)
Finally we estimate E2. For t ∈ [x − x/√n,x + (1− x)/√n ], we have∣∣gx(t)∣∣= ∣∣gx(t)− gx(x)∣∣ V x+(1−x)/√nx−x/√n (gx)
and therefore
|E2| V x+(1−x)/
√
n
x−x/√n (gx)
x+(1−x)/√n∫
x−x/√n
dt
(
λn,α(x, t)
)
.
Since
∫ b
a dt(λn,α(x, t)) 1 for (a, b)⊂ [0,1], therefore
|E2| V x+(1−x)/
√
n
x−x/√n (gx)
1
n
n∑
k=1
V
x+(1−x)/√k
x−x/√k (gx). (14)
Finally collecting the estimates (11)–(14), we obtain
∣∣Mˆn,α(gx, x)∣∣ (2αµ+ x)
nx
n∑
k=1
V
x+(1−x)/√k
x−x/√k (gx). (15)
Combining (9), (10) and (15), our theorem follows. ✷
Remark 1. Recently, Zeng [12] gave the exact bound for Meyer-Konig and Zeller basis
functions and claimed to obtain the sharp estimate over the results of Guo [3] and Gupta [5].
Although the bound obtained in [12] is optimum, but the main estimate given by Zeng [12]
for the operators Mˆn(f, x) is not correct. Zeng [12] obtained the following:
Theorem A. Let f be a function of bounded variation on [0,1]. Then for every x ∈ (0,1)
and n sufficiently large, we have∣∣∣∣Mˆn(f, x)− 12
{
f (x+)+ f (x−)}∣∣∣∣
 7
nx
n∑
k=1
V
x+(1−x)/√k
x−x/√k (gx)+
3√
8ex3/2
∣∣f (x+)− f (x−)∣∣.
We may remark here that the Theorem A obtained by Zeng [12] has a major mistake, be-
cause the right hand side does not converge to zero for sufficiently large n. Also the remark
given before [12, Theorem 4.3] is contradictory to the main theorem [12, Theorem 4.3].
This motivated us to give the correct estimate for these operators and for particular value
α = 1, our Theorem 1 gives the correct estimate on the rate of convergence for the operators
Mˆn(f, x).
300 V. Gupta / J. Math. Anal. Appl. 289 (2004) 292–300Remark 2. For particular value α = 1, our Theorem 1 improves the main result of Guo [1]
and Gupta [3], i.e., the terms
50√
nx3/2
∣∣f (x+)− f (x−)∣∣ and 114
15
√
nx3/2
∣∣f (x+)− f (x−)∣∣,
given in these papers, respectively, can be improved to
3√
nx3/2
∣∣f (x+)− f (x−)∣∣.
Remark 3. We may also remark here that there is also a misprint in [3, p. 9], namely
M.M. Durrmeyer should be read as J.L. Durrmeyer. Actually, the Bernstein–Durrmeyer
operators were introduced by Durrmeyer [2] and studied first by Derriennic [1].
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