The M/GI/m/n queueing system under the assumption that λ = mµ is considered, where λ is the rate of arrivals, µ is the reciprocal of the expected service times, m is the number of servers and n is the maximally possible queue-length. It is proved that the expectation of the number of losses during a busy period is equal to m m /m! for all n ≥ 0. This result is an extension of the corresponding result for the M/GI/1/n queueing system established originally by the author.
Introduction
In several recent works (e.g. Abramov (1991a Abramov ( , 1991b Abramov ( , 1997 , Righter (1999) , Wolff (2002) ) it is shown that for the M/GI/1/n queueing system, under mutually equal expectations of interarrival and service time, the expectation of the number of losses during a busy period is equal to 1 for all n ≥ 0. Extensions of this result to queues with batch arrivals is studied in Abramov (2001a) , Wolff (2002) and Peköz et al (2002) . Stochastic inequalities for the GI/M/1/n queues are given in Abramov (2001b) and for the GI/GI/1/n queues in Wolff (2002) . Analysis of lost messages in communication systems and development of the above result associated with M/GI/1/n queue to some special model of loss systems is given in Abramov (2004) .
Characterization problems associated with losses in the GI/M/1/n queue and properties of losses in the M/M/m/n and M X /M/m/n queueing systems are studied in Peköz et al (2002) . One of the results of the paper of Peköz et al (2002) , related to the M/M/m/n queue (n is the maximally possible queue-length), states that if the load of the system is equal to 1, then the expectation of the number of losses during a busy period is equal to m m /m! for all n ≥ 0.
It is established in this paper that the same result is true for the M/GI/m/n queue. We prove that under the assumption λ = mµ (i.e. ρ = λ/(mµ)=1), where λ is the rate of arrivals, µ is the reciprocal of the expected service times, m is the number of servers and n is the maximally possible queue-length, the expectation of the number of losses during a busy period is equal to m m /m! for all n ≥ 0.
Throughout the paper it is assumed that m ≥ 2. This assumption is made in order to avoid some technical details in the discussions and proofs. However, sometimes the case m = 1 is not excluded.
The paper is organized as follows. It consists of 5 sections. Section 1 is an introduction. In Section 2 we study the Markovian variant of the system, the M/M/m/n queue, by upand down-crossing method (the details of the method for Markovian queueing systems can be found in Abramov (1991a) , (2001c)). In Section 3 we introduce and prove the property of conditional insensitivity for the M/GI/m/n queueing system. The conditional insensitivity property for the M/GI/m/n queue is an analogue of the well-known insensitivity property of the M/GI/m/0 queueing system. The property is crucial to prove then the main result of the paper in Section 4. In Section 5 we discuss a possible development of the results for the M X /GI/m/n queueing system with batch arrivals.
The M/M/m/n queueing system
In this section we study the Markovian M/M/m/n loss queueing system with the aid of upand down-crossings approach to establish some interesting properties for this queueing system. Those properties are then developed for M/GI/m/n queueing system in the following sections.
Let f (j), 1 ≤ j ≤ n + m + 1, denote the number of customers arriving during a busy period who, upon their arrival, meet j − 1 customers in the system. It is clear that f (1) = 1 with probability 1. Let t j,1 , t j,2 ,. . . , t j,f (j) be the instants of arrival of these f (j) customers, and let s j,1 , s j,2 ,. . . , s j,f (j) be the instants of the corresponding service completions at which there remain only j − 1 customers in the system. Notice, that t n+m+1,k = s n+m+1,k for all k = 1, 2, . . . , f (n + m + 1).
For 1 ≤ j ≤ n + m let us consider the intervals
Then, by incrementing index j we have the following intervals
Delete the intervals of (2) from those of (1) and connect the ends, that is each point t j+1,k with the corresponding point s j+1,k , k = 1, 2, ..., f (j + 1). Then f (j) has the following properties. According to the property of a lack of memory of exponential distribution, the residual service time, after the procedure of deleting the interval and connecting the end as it is indicated above, remains exponentially distributed with parameter µj. Therefore, the number of inserted points within the given interval (t j,1 , s j,1 ] coincides in distribution with the number of arrivals of the Poisson process with rate λ during an exponentially distributed service time with parameter µj. Namely, for 1 ≤ j ≤ m − 1 we obtain
Considering now a random number f (j) of intervals (1) we have
Analogously, for m ≤ j ≤ m + n
The value ρ = λ/(µm) is called load of the system. It follows from (3) and (4) that for
and for m ≤ j ≤ m + n
For example, when ρ = 1 from (6) we obtain the special case of the result of Peköz et al (2002) : EL m,n =Ef (n + m + 1) = m m /m! for all n ≥ 0, where L m,n denotes the number of losses during a busy period of the M/M/m/n queueing system.
Next, let B(j) be the period of time during a busy period of the M/M/m/n queueing system when there are j customers in the system. For 1 ≤ j ≤ m − 1 we have
and for m ≤ j ≤ m + n we have
Let us now introduce the following notation. Let T m,n denote a busy period of the M/M/m/n queueing system, let T m,0 denote a busy period of the M/M/m/0 queueing system with the same arrival and service rates as in the initial M/M/m/n queueing system, and let ζ n denote a busy period of M/M/1/n queueing system with the arrival rate λ and service rate µm. From (5)- (8) for the expectation of a busy period of the M/M/m/n queueing system we have the following relation
In turn, for the expectation of a busy period of the M/M/m/0 queueing system we have
where (10) is the special case of (9) where n = 0. It is clear that a busy period T m,n contains one busy period T m−1,0 , where the subscript m − 1 underlines that there are m − 1 servers, and a random number of independent busy periods, which will be called orbital busy periods. Denote an orbital busy period by ζ n . (It is assumed that an orbital busy period ζ n starts at instant when an arriving customer finds m − 1 servers busy and occupies the mth server, and it finishes at instant when after a service completion there remain only m − 1 busy servers. The term orbital busy period is closely related to the term orbit in the theory of retrial queues.) Therefore, denoting the independent sequence of identically distributed orbital busy periods by ζ
where κ is the random number of the abovementioned orbital busy periods. It follows from (9), (10) and (11)
On the other hand, the expectation of an orbital busy period ζ n is Eζ n = (mµ) −1 n j=0 ρ j (this can be easily checked, for example, by the up-and down-crossings method and the Wald's identity; see Abramov (1991a) ), and we obtain
Thus, Eκ coincides with the expectation of the number of losses during a busy period in the M/M/m/0 queueing system. In the case where ρ = 1 we have Eκ = m m /m!.
3 Conditional insensitivity of the M/GI/m/n queueing system
In this section we study insensitivity of the M/GI/m/n queueing system closely related to insensitivity of the M/GI/m/0 queueing system. Recall that insensitivity of the M/GI/m/0 queueing system, that is the fact, that the stationary probabilities for the number of busy servers are expressed via the expectation of a service time and, therefore, are insensitive to the explicit representation of the probability distribution function of a service time, was originally proved by Sevastyanov (1957) . The concept of insensitivity is widely exploited in the theory of queues (see Bonald and Proutiére (2002) , Burman (1981) , Burman et al (1984) , Economou and Fakinos (1999) , Henderson (1983) , Kelly (1991) , Miyazawa (1993) , Schassberger (1978 Schassberger ( , 1986 , Whittle (1985) and many others). By conditional insensitivity for the M/GI/m/n queueing system we mean the following. Consider two queueing systems: M/GI/m − 1/0 and M/GI/m/n both having the same arrival rate and probability distribution function of a service time. Let Q m,n (t) denote the number of customers in the system M/GI/m/n in time t, and let Q m−1,0 (t) denote the number of occupied servers in the M/GI/m − 1/0 queueing system in time t. Then, the property (14) is called conditional insensitivity. Property (14) says that conditional stationary probabilities of the M/GI/m/n queueing system coincide with corresponding stationary probabilities of the M/GI/m − 1/0 queueing system, and therefore, they are insensitive to the explicit representation for the probability distribution function of a service time.
The main result of this section is the following lemma.
Lemma 3.1. The limiting stationary probabilities of the M/GI/m/n queueing system satisfy (14).
The method of the proof of this lemma is based on the construction offered by Pechinkin (1986) in his proof of the Erlang-Sevastyanov formulae and their extension. We adapt the method of Pechinkin (1986) to the case of the considered M/GI/m/n queueing system in order to reduce the consideration to the known case of the M/GI/m/0 queueing system. It is worth noting that the main advantage of the method offered by Pechinkin (1986) is that his proof does not use the explicit equations for the stationary Markov process as it was done in the original proof of Sevastyanov (1957) . Furthermore, Pechinkin (1986) proved the more general result which will be mentioned later.
Proof of Lemma 3.1. The proof of the lemma is relatively long and has several steps. Therefore, in order to make this proof readable we provide the plan of the proof.
• Step 1. We introduce m independent stationary renewal processes with renewal periods all having the probability distribution G(x) (denoted below x m (t)).
• Step 2. We introduce stationary Markov processes y m,n (t) corresponding to the M/GI/m/n queueing system. Then we use a special construction of deleting the intervals and connecting the ends. By this construction the time scale is changed, and we build the stationary processes y m−1,n (t) and y m−1,0 (t) in new time scale.
• Step 3. We prove that some conditional distributions associated with the stationary processes y m−1,n (t) and y m−1,0 (t) in the new time scale are the same. (This result is formulated in form of separate lemma.) The proof of this result uses the properties of stationary processes and constructions associated with time scaling. Specifically, we establish connections between the above processes y m−1,n (t) and y m−1,0 (t) and the processes x i (t), 1 ≤ i ≤ m − 1, independent i copies of the stationary renewal process x 1 (t).
• Step 4. This specific step proves that using the time scaling, as it is exactly defined in the proofs of step 3, one can conclude that the statement of this lemma indeed holds. For this purpose we prove that the number of inserted points at each level has the same distribution for the both processes y m−1,n (t) and y m−1,0 (t). Now we are starting to prove the lemma. Consider the M/GI/m/n queueing system denoting the arrival rate by λ, the probability distribution function of a service time by G(x), and
Consider m independent stationary (in strict sense) renewal processes all having the probability distribution function of the renewal period G(x). Now, let us consider the stationary m-dimensional Markov process x m (t) = {ξ 1 (t), ξ 2 (t), . . . , ξ m (t)} the coordinates ξ k (t), k = 1, 2, . . . , m of which are the residual times in time t to the next renewal times given in ascending order.
According to well-known results of the renewal theory (e.g. Karlin and Taylor (1975) , Ross (1996) ) and theory of order statistics (e.g. David (1981) ), the probability density function of the process x m (t) is
Let us now consider two m-dimensional stationary Markov processes corresponding to the M/GI/m/n and M/GI/m/0 queues. These stationary processes y m,n (t) and y m,0 (t) are constructed as follows. Let Q m,n (t) denote the stationary process of the number of customers in the M/GI/m/n queue, and let Q m,0 (t) denote the stationary process corresponding to the M/GI/m/0 queue. Next, let ν m,n (t) = min{ Q m,n (t), m} be a cut stationary process of Q m,n (t), and let ν m,0 (t) = Q m,0 (t). Now we define
where η
are the residual service times of ν m,n (t) customers being in service in time t given in ascending order, and η
m−νm,n(t) (t) are zeros. Analogously we define the process
only replacing the index n with 0.
Our next step is to build the processes of dimension m − 1. Taking the process (16) we delete all intervals where η (m,n) 1
is not equal to 0 and connect the ends. The same procedure we make with the process (17). Then both new processes are considered in the new time scale. These processes are the following:
Since we changed the values of the original processes in the inserted points, the new vector processes and their components are provided by tilde. The both processes defined by (18) and (19) have sample paths when only there are not greater than m − 1 customers in the system. Denote ν m,n (t) the number of customers in the system in the new time scale. We have the following lemma.
Lemma 3.2. We have
Proof. The proof is based on the following simple idea. Let ξ(t) be a stationary process (in the strict sense). Then the probability distributions of the random variables ξ(t 1 ) and ξ(t 2 ), given for this process in different points t 1 and t 2 , are the same. The same property is obviously correct for a multi-dimensional process, generated by m independent copies of one dimensional stationary process.
Recall that if ξ(t) is a stationary process, then for any h and t 0 the probability distributions of ξ(t 0 ) and ξ(t 0 + h) are the same. The result remains correct (due to the total probability formula) if h is replaced by random variable ϑ with some given probability distribution. That is, ξ(t 0 ) and ξ(t 0 + ϑ) have the same distribution. Now, let ξ(t) be a stationary process, let t 1 be an arbitrary point, and let ϑ 1 be a random variable with some given probability distribution. Let us build a new process ξ (1) (t) as follows. Put ξ (1) (t) = ξ(t) for all t < t 1 , and ξ (1) (t) = ξ(t + ϑ 1 ) for all t ≥ t 1 . Since the probability distribution of ξ(t) and ξ(t + ϑ 1 ) is the same for all t ≥ t 1 , then the processes ξ(t) and ξ (1) (t) have the same distributions, and ξ (1) (t) is a stationary process as well. With a new point t 2 and a random variable ϑ 2 by the same manner one can build a new stationary process ξ (2) (t), having the same distribution as the process ξ (1) (t) and therefore, as the initial process ξ(t). Specifically, ξ (2) (t) = ξ (1) (t) for all t < t 2 , and ξ (2) (t) = ξ (1) (t + ϑ 2 ) for all t ≥ t 2 . The procedure can be infinitely continued, and one can obtain an infinite family of equivalent stationary processes, having the same distribution.
Below this idea is used to prove this lemma. In order to prove the lemma let us introduce an auxiliary process as follows. Taking the process y m,n (t) corresponding to the M/GI/m/n queue, we delete all time intervals where the number of busy servers is less than m − 1 and greater than m − 1 and connect the corresponding ends. Then we get some stationary process y m−1,n (t) in the new time scale. Let us now consider the stationary process x m−1 (t) generated by m − 1 independent stationary renewal processes. We prove that the distribution of these both processes is the same.
For this purpose we develop the following proof of Pechinkin (1986) , who showed by induction, that P{x m (t) ∈ B m }=P{y m,0 (t) ∈ B m | ν m,0 (t) = m} for any Borel set B m ⊂ R m . Indeed, for m = 1 the statement is trivial. As the idle periods are deleted and the ends are connected, we get a usual stationary renewal process. This is correct for the process y 1,n (t) in general, and therefore P{x 1 (t) ∈ B 1 }=P{y 1,n (t) ∈ B 1 | ν 1,n (t) = 1} for all n. For m > 1 it is used the fact that if a stationary one-dimensional Markov process ξ(t) is stopped in time T changing the value from ξ(T ) to ξ(T * ) = ξ (1) (T ), then after this time moment the probability characteristics of both these processes ξ(T ) and ξ (1) (T ) are the same.
For example, if m = 2, then we have the two-dimensional stationary process y 2,n (t) = {η (2,n) 1 (t), η (2,n) 2 (t)} consisting of two one-dimensional stationary processes η (2,n) 1 (t) and η (2,n) 2 (t). In order to simplify the explanation in the case m = 2 let us consider two auxiliary stationary one-dimensional processes ζ 1,n (t) and ζ 2,n (t). The first process describes a residual service time in the first server, and the second one describes a residual service time in the second server. If the ith server (i = 1, 2) is free in time t, then it is put ζ i,n (t) = 0. The stationary processes ζ 1,n (t) and ζ 2,n (t) are assumed to be equivalent in the sense that if at the moment of arrival of a customer both servers are free, then each of servers can be chosen with the equal probability. Let us delete the idle intervals of the process ζ 1,n (t) and connect the ends. Then instead of this process we get a stationary renewal process as in the above case m = 1. After deleting the intervals of the first process ζ 1,n (t) the second stationary process ζ 2,n (t) will be transformed as follows. Let t * be a moment of Poisson arrival at which a customer occupies the first server. (Recall that owing to known properties of Poisson process, the stream of arrival to the each of ith servers (i=1,2) is Poissonian.) Then, according to the PASTA property (see Wolff (1982) ) ζ 2,n (t * ) = ζ 2,n (t) in distribution. Therefore after deleting all the idle intervals of the first server and connecting the ends we obtain some new process which coincides in distribution with the initial process ζ 2,n (t). Then we have the two-dimensional process the first component of which is x 1 (t) and the second one is the version of ζ 2,n (t). For our convenience this first component is provided with upper index, and the two-dimensional vector looks now as {x (1) 1 (t), ζ 2,n (t)}. Deleting the idle intervals of the second server and connecting the ends we get the process being equivalent in distribution to the stationary renewal process x 1 (t) and denoted now x 1 (t) is transformed as follows. Now, let t * * be a moment of Poisson arrival at which a customer occupies the second server. Applying the PASTA property once again, for the first component of the process we obtain that x 1 (t) are independent of each other. Indeed, in each point of Poisson arrival where one process changes its value, the other process has the same distribution as x 1 (t), and then in arbitrary point t each of the processes has the same distribution as x 1 (t) independently of one another, specifically
The first equality of (20) is a consequence of the PASTA property given from the above construction. The second equality of (20) is a consequence of existing of the limiting stationary distribution of the processes x 1 (t): the point t * * can be chosen far enough from point t. The last equality of (20) is, again, a consequence of the PASTA property.
Thus, returning to the initial process y 2,n (t) one can conclude that P{x 2 (t) ∈ B 2 } = P{y 2,n (t) ∈ B 2 | ν 2,n (t) = 2} for all n, and in general P{x m (t) ∈ B m } = P{y m,n (t) ∈ B m | ν m,n (t) = m} for any m ≥ 1 and n ≥ 0. This result follows due to induction.
From the above construction by using the same arguments to the processes of (18) and (19) one can also prove that
for any m ≥ 2, n ≥ 0 and i = 1, 2, . . . , m − 1. Lemma 3.2 is proved. ♦
The last results, obtained in the proof of Lemma 3.2, enable us to claim that the processes y m,n (t), x m (t) and x m−1 (t) can be considered on the same probability space. The parts of sample paths of the processes y m,n (t) and x m (t) are equivalent in distribution when ν m,n (t) = m, and the parts of sample paths of the processes y m,n (t) and x m−1 (t) are equivalent in distribution when ν m,n (t) = m − 1.
It follows from Lemma 3.2 that the distributions of the processes y m−1,n (t) and x m−1 (t) coincide for all n, and therefore the distributions of the processes y m−1,n (t) all are the same for all n. Recall that the stationary m − 1-dimensional process y m−1,n (t) is obtained from the stationary process y m,n (t) by deleting all intervals when the number of busy server is less than m−1 and greater than m−1 and connecting the corresponding ends. Clearly, that the version of process y m−1,n (t) can be also obtained from the process y m−1,n (t) by deleting the intervals where the number of occupied servers is less than m − 1 and connecting the corresponding ends.
Let us now study the lengths of busy periods associated with two stationary processes y m,n (t) and y m,0 (t). More accurately, we interest in functionals on busy periods associated with the processes (18) and (19) in the new time scale defined above. That is, we consider the processes y m−1,n (t) and y m−1,0 (t) and associated with them number of level crossings i, 1 ≤ i ≤ m − 1, during a busy period. Specifically, we prove that the number of the above level crossings i has the same distribution for the both processes y m−1,n (t) and y m−1,0 (t). Indeed, for m = 2 using the above construction we have the trivial result. We have two stationary processes y 1,n (t) and y 1,0 (t) being equivalent versions of x 1 (t) in distribution.
Therefore in the both cases we have the same distributions of the number of Poisson arrivals during a single service time. If m > 2, then by induction we have the same distribution as well. At each level i, 1 ≤ i ≤ m − 1 we have random numbers of random service epochs associated with the paths of y i,n (t) and y i,0 (t), and these random numbers have the same distribution for the both processes. (The processes y i,n (t), n ≥ 0, are assumed to be obtained from the original processes y m,n (t) by deleting the intervals where there are more than i and less than i customers in the system and connecting the corresponding ends, and the distribution of these processes coincides with the distribution of the process x i (t).) During each random number of service epochs we have a random number of Poisson arrivals, having again the same distribution. This finishes the proof of Lemma 3.1, since by application of renewal arguments one can conclude, that the stationary probabilities of the both sides of (14) are determined by the same formula and they must be equivalent. Lemma 3.1 is proved. ♦ Note. Using the coupling of Markov processes Pechinkin (1986) proved that the stationary distribution
Then, the arguments of the proof of Lemmas 3.1 and 3.2 enables us to conclude that the conditional stationary distribution
has the similar density
4 Theorem on losses in the M/GI/m/n queueing system
The conditional insensitivity, proved in the previous section, enables us to establish the property of losses similar to that of the M/M/m/n queueing system. Namely, for the stationary busy period T m,n we have the same representation as in the case of the M/M/m/n queueing system
where the used notation is as in Section 2. According to conditional insensitivity, similarly to Section 2 we also have Eκ = λ m /(m!µ m ).
Indeed, similarly to the case of the M/M/m/n queue, for the M/GI/m/n queue we have the following. For 0 ≤ j ≤ m − 1 Ef (j + 1) = λ j j!µ j , and for 1 ≤ j ≤ m − 1 we have EB(j) = 1 µj Ef (j + 1).
Therefore, for the expectation of a busy period of the M/GI/m/n queueing system we have
The first term of the right-hand side of (22) coincides with ET m−1,0 . The second term of the right-hand side of (22) is the expectation of a random number of independent busy periods. More precisely, f (m + 1) is the number of losses during a busy period of the M/GI/m − 1/0 queue or, in other words, the number of arrivals during B(m − 1), the period of time when m − 1 servers are busy. ζ
n is the ith period of time starting from the moment, when an arriving customer meets all m − 1 servers busy and finishing at the moment, when after a sequential service completion there remain only m − 1 busy servers. Hence we have (21).
According to the Wald's identity
Thus Eκ = Ef (m + 1) = λ m /(m!µ m ). In the case where ρ = λ/(µm) = 1 we have Eκ = m m /m!. However, it is worth noting the following. Whereas T m,n and T m−1,0 are busy periods of the M/GI/m/n and M/GI/m − 1/0 queueing systems, ζ n can not be considered as an orbital busy period of the M/GI/1/n queueing systems, since the service times (the times between consecutive departures in m independent renewal processes) are not independent identically distributed random variables. That is, it is an orbital busy period associated with some special M/G/1/n queueing system with dependent service times. Nevertheless, below we show that under ρ = 1 the expectation of the number of losses during a busy period ζ n is equal to 1. In order to prove this, we develop the arguments of Abramov (2001a) .
Let L n and ν n denote the number of lost and served customers respectively during an orbital busy period ζ n . ζ n is a busy period of some M/G/1/n with dependent service times. Therefore, neither renewal reward theorem of Ross (1996) nor the Wald's identity can be straightforwardly applied. In order to apply the renewal reward theorem nevertheless, we use the following construction. Consider the stationary M/GI/m/n queueing system, and as above let us delete all intervals, when the number of busy servers is less than m, and connect the corresponding ends. Then we get the stationary output process, which according to the construction given in the proof of Lemma 3.2, coincides in distribution with the stationary process x m (t). The stationary departure process, together with arrival Poisson process of rate λ and the number of waiting places n describes the stationary M/G/1/n queue-length process. As soon as a busy period is finished, a system immediately starts a new busy period by attaching a new customer to the system. This unusual situation arises because of the construction of the process. There is no idle period, and all servers are continuously busy.
Let T be a large period of time, and during that time the system contains K(T ) busy periods. Let L(T ) and ν(T ) denote the number of lost and served customers during time T . Now, the renewal arguments enables us to write the following relation lim T →∞
EK(T ) EL(T ) + Eν(T ) = lim
T →∞
EK(T )
λT + EK(T ) .
In fact the renewal arguments are used as follows. We use the fact that there are m independent copies of stationary renewal process x 1 (t) and apply renewal theorem to each of these processes. Thus the fact that the times between departures are dependent can be bypassed, and the renewal reward theorem is applied by usual manner, like in the case of independent times between departures.
Relationship (23) 
From (23) and (24) we have the equations:
EL n + Eν n = λEζ n + 1,
Eν n = mµEζ n .
Substitution λ = mµ for the system of equations (25) and (26) yields EL n = 1. Then, applying the Wald's identity, for the expectation of the number of losses during a busy period of the M/GI/m/n system, EL m,n , we obtain EL m,n = EκEL n , and therefore, in the case of ρ = 1 EL m,n = m m m! .
Thus, we proved the following theorem.
Theorem 4.1. Under the assumption ρ = 1 the expectation of the number of losses during a busy period of the M/GI/m/n queueing system is equal to m m /m! for all n ≥ 0.
Batch arrivals
The case of batch arrivals is completely analogous to the case of ordinary (non-batch) arrivals. In the case of Markovian M X /M/m/n queueing system one can also apply the up-and down-crossing method to obtain then equations analogous to (5)-(13). Next, the insensitivity for the M X /GI/m/0 queueing system and its application to more general models is also known in the queueing theory (e.g. Borovkov (1976) , Kelly (1991) , Ross (1995) ), and the proof of the conditional insensitivity, analogous to that in Section 3, can be also given by the method of Section 3. The rest part is completely analogous to consideration of Section 4 as well. Thus, the condition λβ = µm, where β is the expected batch size, leads to the same results as for Markovian batch queueing system M X /M/m/n in Peköz et al (2003) .
