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Abstract
Poincare´ maps are an integral aspect to our understanding and analysis of nonlinear dynamical
systems. Despite this fact, the construction of these maps remains elusive and is primarily left to simple
motivating examples. In this manuscript we propose a method of data-driven discovery of Poincare´ maps
based upon sparse regression techniques, specifically the sparse identification of nonlinear dynamics
(SINDy) algorithm. This work can be used to determine the dynamics on and near invariant manifolds
of a given dynamical system, as well as provide long-time forecasting of the coarse-grained dynamics of
multiscale systems. Moreover, the method provides a mathematical formalism for determining nonlinear
Floquet theory for the stability of nonlinear periodic orbits. The methods are applied to a range of
examples including both ordinary and partial differential equations that exhibit periodic, quasi-periodic,
and chaotic behavior.
1 Introduction
At the turn of the 20th century, Henri Poincare´ laid the foundations of what would become modern dy-
namical systems [28]. It was particularly his consideration of the three-body problem that led to our first
understanding of deterministic chaos. He also proposed the first recurrence map, or Poincare´ map, char-
acterizing the intersection of a periodic orbit in the state space of a continuous dynamical systems with
a lower-dimensional, and transverse to the flow, subspace called the Poincare´ section. The Poincare´ map
produces a discrete dynamical system with a state space one dimension lower than the original continuous
dynamical system. The dynamics on the Poincare´ map preserves many of the periodic and quasi-periodic
orbits of the original system, and due to its dimensionality reduced form, it is often simpler to analyze than
the original system. This was especially true for celestial mechanics which was ideally suited for analysis via
Poincare´ maps [28].
In practice Poincare´ maps can be difficult to define explicitly as there are no general methods for their
construction, but the advent of data-driven modeling techniques provide a suite of regression techniques,
broadly falling under the aegis of machine learning, that can discover and/or fit dynamical models to time-
series measurements of a dynamical system [1]. Principled methods for modeling multiscale dynamical
systems must overcome the unique challenge of disambiguating between distinct spatial and/or temporal
scales and Poincare´ maps are a foundational aspect of dynamical systems that can be exploited for achieving
this task and discovering multiscale physics. Indeed, recent sampling strategies have already been shown to be
effective for extracting multiscale temporal dynamics and the underlying micro-to-macro scale couplings [3].
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Poincare´ maps provide a time scale separation by producing snapshots of the dynamics on the sampling
scale of the map period. The recently developed sparse identification of nonlinear dynamics (SINDy) [2]
algorithm can then be used to discover governing equations of the map dynamics themselves, thus giving a
macro-scale timescale description of the nonlinear dynamics. Therefore, in this manuscript we demonstrate
the integration of SINDy and Poincare´ Maps on a diverse set of example problems from ordinary and
partial differential equations and show that the decomposition provides a robust method for the discovery
of multiscale nonlinear dynamics.
Our objective is to leverage the dimensionality reduction afforded by the Poincare´ map in order to discover the
nonlinear dynamics of the return map, or more precisely, the nonlinear dynamics of the slow scale dynamics.
Linear models of the Poincare´ dynamics can be constructed using Floquet theory [8, 13, 19] which is typically
used to characterize the stability of periodic solutions. Floquet theory can alternatively be interpreted as
giving linear, exponential solutions for the dynamics, much like the dynamic mode decomposition [20].
Instead of pursuing such linear methods, we modify the SINDy algorithm to discover the nonlinear dynamics
that characterize the return map, thus providing a generalization of Floquet theory, or nonlinear Floquet
theory, and a more accurate representation of the underlying nonlinear dynamics. Indeed, the method can
be used as a general architecture to evaluate the nonlinear stability of periodic orbits and invariant manifolds
which go far beyond the simple perturbative frameworks of traditional dynamical systems analysis. Here
we are able to demonstrate the integration of SINDy, Poincare´ maps and Floquet theory on a diverse range
of examples. The method highlights how the Poincare´ map can be used to disambiguate and discover
multiscale temporal dynamics, specifically the slow scale (or coarse-grained) dynamics which results from
fast scale nonlinear dynamics.
The SINDy algorithm has been widely applied to identify models for fluid flows [23], optical systems [35],
chemical reaction dynamics [14], convection in a plasma [6], structural modeling [22], and for model predictive
control [16]. There are also a number of theoretical extensions to the SINDy framework, including for
identifying partial differential equations [29, 31], and models with rational function nonlinearities [24]. It can
incorporate partially known physics and constraints [23]. The algorithm can also be reformulated to include
integral terms for noisy data [30] or handle incomplete or limited data [32, 37]. The selected modes can also
be evaluated using information criteria for model selection [25]. These diverse mathematical developments
provide a mature framework for broadening the applicability of the model discovery method.
Modeling multiscale physics phenomenon remains difficult for modern day mathematical and computational
methods. Indeed, many complex systems exhibit diverse behaviors across multiple time and spatial scales,
which poses unique challenges for characterizing and predicting their behavior. Coarse-graining techniques
attempt to imbue macroscale dynamics, either in time or space, with the dominant features observed at
the microscale. This can be particularly effective if the time or space scales can be clearly disambiguated
in a principled way. There is a significant body of research focused on modeling multiscale systems: no-
tably the heterogeneous multiscale modeling (HMM) framework and equation-free methods for linking scales
[18, 38, 39]. Additional work has focused on testing for the presence of multiscale dynamics so that ana-
lyzing and simulating multiscale systems is more computationally efficient [9, 10]. Many of the same issues
that make modeling multiscale systems difficult can also present challenges for model discovery and system
identification. This motivates the development of specialized methods for the discovery of coarse-grained
models subject to multiple time scales.
Recently, a number of data-driven strategies for discovering nonlinear multiscale dynamical systems and their
embeddings from data have been developed [3]. These methods apply in two canonical cases: (i) systems
for which full measurements of the governing variables are available, and (ii) systems for which there are
incomplete measurements. The present framework falls into the first case as we assume here that numerical
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or observational trajectories of a given dynamical system have already been generated and can be used to
extract data in the Poincare´ section. For systems with incomplete observations, the Hankel alternative view
of Koopman (HAVOK) method, based on time-delay embedding coordinates, can be used to obtain a linear
model and Koopman invariant measurement system that nearly perfectly captures the dynamics of nonlinear
quasiperiodic systems. Hence, future investigations could combine the HAVOK method with our method
herein to provide a suite of mathematical strategies for reducing the data required to discover and model
nonlinear multiscale systems.
This paper is laid out as follows. In Section 2 we present all background and methods that will be used
throughout this manuscript. This includes a discussion of the SINDy method as it was developed for ordinary
differential equations in § 2.1, followed by our augmentation of the method to deal with iterative procedures
in § 2.2. In § 2.3 we provide an overview of Floquet theory and its limitations as well as describe how our
method can be applied to develop what we have termed nonlinear Floquet theory. Following the theoretical
expositions in Section 2, we come to Section 3 which provides a number of applications of our method.
These applications range from simple equations to check that the methods produce equations which align
with exact analytical calculations to the fully chaotic regimes of the Ro¨ssler differential equation. We then
conclude in Section 4 with a discussion of our findings as well as highlight avenues for future applications
and extensions of our method.
2 Methods
In this section we provide a description of our methods used to discover nonlinear Poincare´ maps from data.
We begin in § 2.1 with an overview of the SINDy method for ordinary differential equations. In § 2.2 we
provide a complete description of our algorithm which extends the SINDy method to aid in the discovery
of discrete dynamical systems such as Poincare´ maps. We then conclude this section with a discussion of
Floquet theory, its relation to Poincare´ maps, and the extensions that our work provides to these theoretical
dynamical systems tools.
2.1 SINDy for Ordinary Differential Equations
Here we will briefly go over the SINDy method for ordinary differential equations, as presented in [2], since
it informs our application of the method to maps in the following subsection. SINDy is a sparse regression
model that allows one to construct nonlinear dynamical models from data. SINDy extracts parsimonious
dynamics from time-series data by taking snapshot data x(t) ∈ Rn and attempting to discover a best-fit
dynamical system with as few terms as possible:
x˙(t) = f(x(t)), (2.1)
where f : Rd → Rd is smooth. That is, the state of the system x evolves in time t, with dynamics constrained
by the function f . We seek a parsimonious model for the dynamics, resulting in a function f that contains
only a few active terms: it is sparse in a basis of possible functions. This is consistent with our extensive
knowledge of a diverse set of evolution equations used throughout the physical, engineering and biological
sciences. Thus, the types of functions that comprise f are typically known from modeling experience.
SINDy frames model discovery as a sparse regression problem. If snapshot derivatives are available, or
can be calculated from data, the snapshots are stacked to form data matrices X =
[
x1 x2 · · · xm
]T
and X˙ =
[
x˙1 x˙2 · · · x˙m
]T
with X, X˙ ∈ Rm×d. Although f is unknown, we can construct an extensive
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library of p candidate functions Θ(X) = [θ1(X) · · ·θp(X)] ∈ Rm×p, where each θj is a candidate model
term. We assume m  p so the number of data snapshots is larger than the number of library functions;
it may be necessary to sample transients and multiple initial conditions to improve the condition number of
Θ. The choice of basis functions typically reflects some knowledge about the system of interest: a common
choice is polynomials in x as these are elements of many canonical models. The library is used to formulate
an overdetermined linear system
X˙ = Θ(X)Ξ
where the unknown matrix Ξ = [ξ1 ξ2 · · · ξn] ∈ Rp×d is the set of coefficients that determine the active
terms from Θ(X) in the dynamics f . Sparsity-promoting regression is used to solve for Ξ that result in
parsimonious models, ensuring that Ξ, or more precisely each ξj , is sparse and only a few columns of Θ(X)
are selected. For high-dimensional systems, the goal is to identify a low-dimensional state z = ϕ(x) with
dynamics z˙ = g(z). The standard SINDy approach uses a sequentially thresholded least squares algorithm
to find the coefficients [2], which is a proxy for `0 optimization [42] and has convergence guarantees [41].
Small et al. [34] and Yao and Bollt [40] previously formulated system identification as a similar linear inverse
problem without including sparsity, resulting in models that included all terms in Θ. In either case, an
appealing aspect of this model discovery formulation is that it results in an overdetermined linear system for
which many regularized solution techniques exist. Thus, it provides a computationally efficient counterpart
to other model discovery frameworks [33].
2.2 SINDy for Maps
Having now summarized how the SINDy algorithm can be used to discover ordinary differential equations,
we now turn to its application to discovering iterative schemes defined by nonlinear mappings which will be
used throughout the remainder of this manuscript. We begin by considering an iterative scheme for which
given any initial condition x0 ∈ Rd we may define an infinite sequence {x0,x1,x2, . . . } governed by the
mapping
xn+1 = Π(xn), (2.2)
for some smooth function Π : Rd → Rd. In our present context the function Π will be unknown and
therefore our goal in this manuscript is to determine accurate approximations of Π provided we are given
a finite segment of a sequence known to be governed by (2.2). Through the following paragraphs we will
describe how to apply this technique to our present situation.
We assume that we are given a finite sequence {x0,x1, . . . ,xm}, m ≥ 1, which are assumed to satisfy
(2.2). As before, we construct a library of functions Θ(x) consisting of candidate functions for which our
approximation of Π, written Π˜, is such that Π˜(x) is a linear combination of functions in Θ(x). That is,
writing Θ(x) = {θ1(x), . . . ,θp(x)} with θi : Rd → R we construct Π˜ so that
Π˜(x) =

ξ1,1θ1(x) + · · ·+ ξp,1θp(x)
ξ1,2θ1(x) + · · ·+ ξp,2θp(x)
...
ξ1,dθ1(x) + · · ·+ ξp,dθp(x)

for all x ∈ Rd and seek to identify the fixed matrix Ξ = [ξi,j ] ∈ Rp×d which gives Π˜ to be the best
approximation of the known dynamics of Π. To determine Ξ we are then left to solve the system of linear
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systems given by
xn+1 =

ξ1,1θ1(xn) + · · ·+ ξp,1θp(xn)
ξ1,2θ1(xn) + · · ·+ ξp,2θp(xn)
...
ξ1,dθ1(xn) + · · ·+ ξp,dθp(xn)
 =: Π˜(xn),
for each n ∈ {0, . . . ,m− 1}. We can write this compactly for all n in matrix-vector form as
X2 = Θ(X1)Ξ, (2.3)
where X1 = {x0, . . . ,xm−1}, X2 = {x1, . . . ,xm} ∈ Rm×d and
Θ(X1) =

θ1(x0) θ2(x0) · · · θp(x0)
θ1(x1) θ2(x1) · · · θp(x1)
...
...
. . .
...
θ1(xm−1) θ2(xm−1) · · · θp(xm−1)

belonging to Rm×p.
As discussed in the context of ordinary differential equations in the previous subsection, in practice we expect
to have the overdetermined system m p because there are more data samples than functions in the library.
Since (2.3) typically has more equations than variables, we determine the pseudoinverse of Θ(X1) to solve
for Ξ initially. To determine the pseudoinverse we first note that we can always find matrices U,Σ,V such
that [1]
Θ(X1) = UΣV
∗
where U is an m×m unitary matrix, Σ is an m×p rectangular diagonal matrix with nonnegative coefficients,
and V is a p × p unitary matrix so that UΣV∗ is the singular value decomposition of Θ(X1). Then, the
pseudoinverse of Θ(X1), denoted Θ(X1)
†, is given by
Θ(X1)
† = VΣ†U∗,
where Σ† is the pseudoinverse of Σ obtained by replacing every non-zero diagonal entry by its reciprocal and
transposing the resulting matrix. This gives that Ξ can be approximated using the matrix multiplication
Ξ = Θ(X1)
†X2, (2.4)
which gives a simple least-squares approximation of the solution to the linear system of equations (2.3).
It is possible that our solution for Ξ given in (2.4) contains a number of very small nonzero terms which could
simply be numerical artifacts. To rectify this issue we promote sparsity of our solution Ξ by introducing a
sparsity threshold parameter λ > 0 and defining a new unknown matrix Ξ˜ = [ξ˜i,j ] ∈ Rp×d with fixed ξ˜i,j = 0
if |ξi,j | ≤ λ for all 1 ≤ i ≤ p and 1 ≤ j ≤ d [2]. We note that the matrix Ξ˜ potentially has fewer degrees of
freedom than Ξ, depending on the value of λ. We then replace Ξ with Ξ˜ in the above and solve the linear
system
X2 = Θ(X1)Ξ˜
with the additional constraint that some of the values in Ξ˜ may be fixed at zero based upon the sparsity
parameter λ. This is again obtained using the pseudoinverse of Θ(X1).
The result of the above algorithm is a function Π˜(x) ∈ span{Θ(x)} which approximates the dynamics of the
unknown function Π with as few terms as possible from the library. We comment on the fact that there are
two major factors, or hyper-parameters, which must be considered when applying this method: the choice of
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functions in the library and the value of the sparsity parameter. As is pointed out in [2] and its subsequent
investigations, these two pieces of the method are intimately related. That is, one may attempt to use only
polynomial functions to approximate a purely trigonometric Π(x). In this case one will not obtain a sparse
relation since no finite linear combination of polynomial functions can be used to describe a trigonometric
function. Choosing appropriate functions for the library can be a very difficult task and in this manuscript
we do not attempt to provide general statements to guide the users choice of library functions.
2.3 Nonlinear Floquet Theory
In the recent multiscale SINDy architecture of Champion et al [3], sampling strategies are introduced for
learning slow scale dynamics which are disambiguated from the fast scale physics. In this work, an alternative
sampling is proposed based upon Poincare´ maps on the scale of the slow dynamics. This provides a principled
architecture for evaluating the evolution of the coarse-grained variables and discovering their slow-scale
physics.
Poincare´ maps are intimately related to Floquet theory and the computation of the stability of periodic
orbits. This is accomplished by linearizing an ordinary differential equation about a periodic orbit, resulting
in a variational equation of the form
x˙ = A(t)x (2.5)
where the matrix A is a square continuous function such that A(t+T ) = A(t) is periodic with period T > 0.
Then, Floquet theory dictates that any fundamental matrix Φ(t) of this system may be decomposed as [12]
Φ(t) = Φˆ(t) exp(Rt) (2.6)
where Φˆ(t) = Φˆ(t + T ) is nonsingular for all t and R is a constant matrix. The eigenvalues of the matrix
R are the Floquet exponents which determine the stability of the periodic solutions. Specifically, if the
real part of any eigenvalue is positive, solutions will blow up as t → ∞. For purely imaginary eigenvalues,
the solutions are bounded for all time. Floquet theory is also known as monodromy theory (Hamiltonian
systems, etc.) or Bloch theory (solid state physics, etc.), where in the latter case the Floquet exponent is
often referred to as the quasi-momentum. Note further that the form of the solution decomposition (2.6)
resembles the dynamic mode decomposition (DMD) [20] which regresses nonlinear dynamical systems to their
best-fit (least-squares) resembling the Floquet decomposition.
A linear Poincare´ map can be constructed from (2.5) using the fundamental matrix (2.6) by tracking the
solutions at integer multiples of the temporal period, T > 0. Through this, Floquet theory is widely used
for characterizing linear systems with periodic time or space coefficients. However, nonlinear systems are
difficult since the decomposition form (2.6) does not hold and so what is required is a method for considering
the nonlinear dynamics of the evolution of the Poincare´ map. This provides a natural application for our
method in this manuscript.
Consider a general continuous time dynamical system
x˙ = f(x), (2.7)
where x = x(t) ∈ Rd+1 and f : Rd+1 → Rd+1 is smooth. Given a trajectory of (2.7), x(t), we may define a
d-dimensional section S ⊂ Rd+1 and simply track the values of x(t) at each time it transversely intersects
this section. We then define the sequence
{xn := x(tn)| x(tn) ∈ S, tn > tn−1}
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and consider the iterative scheme which takes xn 7→ xn+1. This iterative scheme defines a Poincare´ map
that can be used to determine the existence and stability of periodic orbits and invariant manifolds as well
as providing a dimensional reduction of chaotic dynamics. We see that in this more general context such
a Poincare´ map generalizes Floquet theory to a range of dynamical systems which are neither linear nor
periodic in the independent variable.
In practice a mapping which takes xn 7→ xn+1 can rarely be found explicitly, especially away from the
neighborhood of a known solution such as a periodic orbit. Presently we are left to inspect simplified
models which can explain certain nonlinear phenomena, but cannot forecast dynamics of specific dynamical
systems. This problem can now potentially be overcome by using the SINDy method for maps. That is,
we may numerically integrate (2.7) and generate a sequence of training data by constructing a sequence of
iterates which lie in the prescribed section at successive times. In this case we arrive at an unknown mapping
(2.2) which we wish to discover via the SINDy method. In the following section we will provide a number of
examples for which we can apply this method to dynamical systems which exhibit both simple and complex
dynamical behavior.
3 Applications of the Method
In this section we go through some important examples of how our methods can be applied. Throughout we
will use a library containing only constant functions and polynomial terms up to degree five. More precisely,
we take
Θ(x) = {1,X,XP2 ,XP3 ,XP4 ,XP5}.
Here we have used the notation XPi to denote the homogeneous ith degree polynomials in x ∈ Rd. For
example, the linear terms are given by
X = {x1, . . . ,xd},
and the quadratic polynomials are given by
XP2 = {x21,x1x2, · · · ,x22, · · · ,x2d}.
The specific value of d ≥ 1 will vary between examples and will be clear from the context.
3.1 RC Circuit
We consider the simple example presented in [36, Example 8.7.2] for which a Poincare´ map can be determined
analytically. An RC circuit is modeled in dimensionless form by the non-autonomous ordinary differential
equation
x˙ = sin(2pit)− x. (3.1)
Since the forcing term is 1-periodic, a natural Poincare´ map is obtained by mapping x(0) to x(1). Solving
(3.1) exactly leads to the Poincare´ mapping given by
Π(x) = e−1x− 2pi(e− 1)
e(1 + 4pi2)
, (3.2)
which is linear and exhibits a globally attracting fixed point at x∗ = −2pi/(1 + 4pi2), corresponding to a
globally attracting periodic orbit of (3.1).
To apply our method we obtain five solutions to the differential equation (3.1) with random initial conditions
at t = 0. Then, tracking the values of these solutions at integer values of the independent variable t we are
able to generate the data required to apply our method. Our results are summarized in Table 1.
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Sparsity Parameter (λ) Poincare´ Map (Π˜(x))
0.1 0.80631x− 0.11349x2
0.05 −0.0859941 + 0.36326x
0.01 −0.0859941 + 0.36326x
0.005 −0.0859941 + 0.36326x
0.001 −0.0998351 + 0.30203x+ 0.17043x2 − 0.12645x3 + 0.034729x4 − 0.0031777x5
Table 1: Summary of results on the RC differential equation (3.1).
We can see from this table that the value of λ is very influential on the mapping which we obtain via
our method. We see that it is possible to lose the constant term by taking λ too large, thus providing
a quadratic mapping Π˜ which bears little resemblance to the true map (3.2). Similarly, taking λ small
introduces unnecessary terms that increase the polynomial order of the obtained Poincare´ map, but add
little to the qualitative dynamics of the mapping. Hence, when applying this method one should be careful
since the specific tuning of the parameter λ can be problem dependent. The process of tuning λ can
potentially be automated by considering models near the Pareto frontier along with information criteria for
model selection [1].
3.2 Hopf Normal Form
We now consider a simple autonomous system whose Poincare´ mapping can again be computed explicitly.
We consider the normal form of a supercritical Hopf bifurcation truncated at cubic order given by
x˙ = x− ωy − x(x2 + y2),
y˙ = ωx+ y − y(x2 + y2),
(3.3)
where ω ∈ R \ {0} is taken to be a constant. Here we take the positive x-axis to be a Poincare´ section, for
which in this case we can explicitly determine the the associated Poincare´ mapping is given by
Π(x) = [1 + e−4pi/ω(x−2 − 1)]− 12 . (3.4)
In this case we have exactly two fixed points: the trivial point x = 0 corresponding the equilibrium at the
origin, and a fixed point at x = 1 corresponding to the unique stable limit cycle of (3.3). Moreover, any
positive initial condition provided to the map (3.4) iterates monotonically to the stable fixed point at x = 1,
thus indicating the global stability of the limit cycle.
Although this Poincare´ map is known explicitly, our methods will be unlikely to discover it since one would
require the exact right-hand-side of (3.4) to be in the library. Nonetheless, we may apply our method to
obtain Poincare´ mappings that qualitatively capture the dynamics of the map (3.4). To illustrate this, we
again seed our mapping with data from five trajectories obtained with random initial conditions and recall
that we are using a library containing the constant functions and polynomials in x up to the fifth degree.
Using a sparsity parameter value of λ = 0.1 results in the quadratic approximation of (3.4), given by
Π˜(x) = 1.3143x− 0.31465x2,
which has fixed points at x = 0 (unstable) and x = 0.9990 (stable). Although this mapping is not an exact
representation of (3.4), it very nicely captures the qualitative dynamics of the true Poincare´ mapping in
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Figure 1: Numerical integration of (3.5) with ε = 0.1 showing trajectories converging to a stable limit cycle.
that initial conditions taken between the roots of the polynomial will monotonically converge to the stable
fixed point after at most one iteration. One may decrease the value of the sparsity parameter to obtain
increasingly better approximations which use more and more polynomial values. For example, repeating the
above with λ = 0.01 gives a quintic approximation of (3.4), given by
Π˜(x) = 1.2392x− 0.107x2 − 0.15203x3 + 0.019308x5.
Here we see that we have increased the number of fixed points, but again we find one that is stable and
positive at x = 0.9984. Furthermore, the quintic map now provides monotonic convergence of any positive
initial condition below the rightmost unstable equilibrium to the stable equilibrium. Therefore, we see that
even with a limited library of polynomial terms our method is able to provide a qualitative approximation
of the true Poincare´ map.
3.3 Singular Perturbations and Averaging
The methods of this work can also be applied to differential equations which exhibit multiple time scales.
To illustrate this point we focus on a singularly perturbed logistic function with seasonal fluctuations. The
model is given by
x˙ = εx(1 + sin(2pit)− x), (3.5)
where ε > 0 is taken to be a small parameter in the system. Since (3.5) is 1-periodic in t, one can apply
the method of averaging (see [12, Section 4.1]) to find that the system exhibits an unstable equilibrium at
x = 0 and a stable periodic orbit which attracts all solutions with positive initial condition. This scenario is
exemplified in Figure 1 where we present a numerical integration of the equation (3.5) with ε = 0.1.
As in the first example, our Poincare´ map is obtained by tracking the value of the numerically integrated
solution at integer values of t since the differential equation (3.5) is 1-periodic. We apply our method to
(3.5) with ε = 0.1 to show that the resulting Poincare´ map informs the global structure described above by
the method of averaging. As in the previous examples, we seed our numerical integration with five randomly
chosen initial conditions. A sparsity parameter of λ = 0.01 results in the approximated Poincare´ map
Π˜(x) = 1.0903x− 0.091639x2.
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Figure 2: Numerical integration (left) and Poincare´ section data (right) of the forced Brusselator system
(3.6) with initial condition (x(0), y(0)) = (0, 0). The parameters are taken to be (a, b, α) = (0.4, 1.2, 0.1).
We can see that our map Π˜ has exactly two fixed points, x = 0 and x = 0.9855, with the former being
unstable and the latter stable.
3.4 Driven Brusselator
Up to this point we have only focussed on constructing Poincare´ maps for systems whose training data reveals
only the existence of fixed points. With this example we apply our methods to illustrate that systems which
exhibit quasi-periodic attractors can be constructed from training data. We will focus on the two-dimensional
non-autonomous driven Brusselator, given by
x˙ = a+ α sin(2pit)− (b+ 1)x+ x2y
y˙ = bx− x2y,
(3.6)
where a, b, α ∈ R are parameters. This system models a theoretical chemical reaction with a periodically
supplied reactant, represented by the sin(2pit) term. When α = 0 it is well-known that there exists a
connected, open set of parameter values for which the system (3.6) falls into a periodic orbit [36]. Hence,
in this parameter range one would expect that slowly introducing α > 0 will cause the system to fall into a
quasi-periodic attractor. This is exemplified in Figure 2 where we have provided a numerical integration of
(3.6) with initial condition (x(0), y(0)) = (0, 0) and parameter values (a, b, α) = (0.4, 1.2, 0.1). On the right
in Figure 2 we provide the data used to generate the Poincare´ map which is obtained by tracking the value
of the solutions (x(t), y(t)) at t = n ∈ Z.
On the left of Figure 3 we present a plot of solutions of the approximated Poincare´ map, denoted (x˜(n), y˜(n)),
generated using our method with the sparsity parameter λ = 0.01. Our initial conditions are taken to be the
same as the initial conditions of the input data, and hence we can see how well our approximate mapping
follows the true Poincare´ data by comparing with Figure 2. In particular, on the right of Figure 2 we
provide a plot of the error at each iteration of the true data versus the approximate data generated with
our mapping. As one can see, the error remains on the order of 10−3, one full order of magnitude below the
sparsity parameter λ. Furthermore, the error in x(n)− x˜(n) appears to remain confined to a region near zero,
whereas the error in y(n)− y˜(n) appears to be growing as the number of iterations increases. This growth in
the error can be attributed to the approximate Poincare´ mapping not completely capturing the microscopic
dynamics on the attractor, and hence y˜(n) appears to fall behind or jump ahead of the training data y(n).
In Figure 4 we provide time series for (x˜(n), y˜(n)) with n running from 0 to 500. Here it is apparent that
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Figure 3: Trajectories of the approximate Poincare´ map (left), denoted (x˜(n), y˜(n)), and their error against
the original training data (right). Here we have used the data from the right of Figure 2 to apply our method
and obtain an approximate Poincare´ mapping for the system (3.6).
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Figure 4: Longer time trajectories of the approximate Poincare´ map associated to the forced Brusselator
(3.6). Presented are the time series (left) and iterations in the (x˜, y˜)-plane (right), both showing convergence
to a quasi-periodic attractor.
the dynamics of the approximated Poincare´ map does indeed rapidly converge to a quasi-periodic attractor,
as is expected from the preceding discussion. This boundedness of y˜(n) further implies that the error in
y(n)− y˜(n) is bounded and likely quasi-periodic as well.
3.5 Ro¨ssler System
We now focus on determining approximate Poincare´ maps for a system which can exhibit chaotic behavior.
We use the Ro¨ssler system as our motivating example, given by
x˙ = −y − z
y˙ = x+ ay
z˙ = b+ z(x− c),
(3.7)
where a, b, c ∈ R are taken to be parameters. Throughout this section we will fix a = b = 0.1 and vary c.
The Ro¨ssler equations have the property that a solution crosses the plane x = 0 when z = 0. Therefore we
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take the x = 0 plane as our Poincare´ section so that we are able to restrict ourselves to one-dimensional
Poincare´ maps which track the value of y as x crosses 0 with positive slope.
Our discussion begins with describing the dynamics of (3.7) at four particular parameter values of c which
will be the focus of this example. At c = 6 the attractor intersects the x = 0 plane at exactly two points,
giving an attracting 2-cycle in the Poincare´ map. At c = 9 the attractor is chaotic and exhibits two distinct
‘bands’ which are apparent in the Poincare´ section. At c = 12.6 the attractor intersections the Poincare´
section at exactly six points, giving an attracting 6-cycle in the Poincare´ map. Finally, at c = 13 the attractor
is again chaotic, but now exhibits three ‘bands’ which are again apparent in the Poincare´ section. In Figure 5
we provide visualizations of the attractor in the (x, y)-plane at these parameter values on the left and the
numerically obtained training data from the Poincare´ section on the right in red.
On the right of Figure 5 we further provide long-time dynamics of the sparse Poincare´ mapping (given in
blue) obtained by applying our methods with a sparsity parameter of λ = 0.01. We can see that in the cases
of c ∈ {6, 12.6} where the attractor gives a cycle in the Poincare´ section our method produces a mapping
with a nearly identical attractor. In the cases when c ∈ {9, 13} and the attractor is chaotic, we do not
expect that our mapping would be able to completely reproduce the chaotic dynamics, but we do point
out that it almost perfectly captures the banding phenomenon which the Ro¨ssler attractor is known for.
Furthermore, the defining characteristic of chaos, sensitivity to initial data, implies that one would be met
with a lot of difficultly completely reproducing the dynamics of the training data. Hence, the fact that our
sparse mapping is able to completely replicate the banded chaos is much more important that completely
reproducing the dynamics of the training data.
In Figure 6 we provide different visualizations of the sensitivity of the method with respect to the sparsity
parameter, λ. On the left we give log-log plots of the sparsity parameter against the `2 distance between
each iteration of the training data and the data generated by our mapping. On the right we provide a
visualization of the values of the sparsity parameter which must be chosen to add each element of the
library to the mapping, along with the error at each parameter value. As expected, decreasing the sparsity
parameter overall decreases the error as well. Moreover, one can see that in the chaotic parameter regimes
the error remains relatively large. We point out that this is again due to the fact that the mapping does
not perfectly reproduce the chaotic dynamics but only obtains a seemingly chaotic attractor with the same
banding structure.
3.6 Spiral Waves
We now describe how our method can be applied to forecast solution behavior of partial differential equations.
To illustrate this aspect of our method we consider a λ− ω reaction-diffusion system [26]
ut = D∆u+ λ(A)u− ω(A)v,
vt = D∆u+ ω(A)u− λ(A)v,
(3.8)
where A = u2 + v2, λ(A) = 1 − A2, ω(A) = −βA2, and D,β ≥ 0 are system parameters. Throughout this
subsection we will fix D = 0.1 and β = 1 for illustration.
Reaction-diffusion systems of the type (3.8) are well-known to exhibit rigidly rotating spiral waves [4, 7, 11,
15]. In Figure 7 we present a numerically obtained spiral wave solution of (3.8) on the domain x ∈ [−10, 10]
and y ∈ [−10, 10] with periodic boundary conditions. It was demonstrated in [21] that performing a space-
time singular value decomposition on the numerically obtained solution data results in two dominant singular
values for both u and v whose associated left-singular vectors simply oscillate sinusoidally in the temporal
variable. This temporal oscillation of the dominant left-singular vectors gives the effect that the spiral wave
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Figure 5: The Ro¨ssler attractor in the (x, y)-plane (left) and its simulated Poincare´ map (right) for varying
parameter values c and a fixed sparsity parameter λ = 0.01. On the right we provide the training data in the
Poincare´ section (red) along with long time simulated dynamics of the Poincare´ mapping using the methods
of this manuscript (blue). Parameter values are given from top to bottom by c = 6 (2-cycle), 9 (chaos), 12.6
(6-cycle), and 13 (chaos), respectively.
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Figure 6: Error and sparsity of the obtained Poincare´ mapping as a function of the sparsity parameter λ.
(left) A log-log plot of the `2 error between the training data and the simulated data with the same initial
condition. (right) A visual depiction of the sparsity of the right-hand-side as a function of λ, along with the
resulting error. 14
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Figure 7: A spiral wave solution of (3.8) with D = 0.1 and β = 1 along with its spatio-temporal singular
value decomposition. (a) The u component of the spiral wave solution of (3.8) on the domain x ∈ [−10, 10]
and y ∈ [−10, 10] with periodic boundary conditions. There are two dominant singular values associated to u
with left-singular vectors (b) and (c) associated to them. The temporal evolution of these left-singular vectors
are nearly sinusoidal, with time series given in (d). The blue curve is associated to left-singular vector (b)
whereas the orange curve is associated to left-singular vector (c).
is rotating about a single fixed point in space. These associated left-singular vectors are shown in Figure 7
along with the oscillatory right-singular vector associated to their temporal evolution.
Due to the computational complexity of simulating accurate solutions to partial differential equations, we
now propose that our work in this manuscript can be extended to provide accurate forecasting of nonlinear
dynamics at a significantly decreased computational cost. In the context of the present example, we can
imagine asking for accurate representations of the spiral wave long into the future without numerically
integrating (3.8) for a long time. To do this, we simulate the PDE on a short time interval with a small
temporal step size and then reduce to the low-rank approximation coming from the spatio-temporal singular
value decomposition. We may then extract snapshots of the temporal evolution from the right-singular
vectors at regular time intervals to generate training data for our method. Upon applying our method with
this training data, we will obtain a mapping which can be used to forecast snapshots of the spiral wave
dynamics long into the future at regular time intervals. Our method would therefore take data about the
current snapshot and provide a prediction of the following snapshot.
To demonstrate this method, we simulated (3.8) on the temporal domain t ∈ [0, 20] with a step-size dt = 0.05.
Our snapshots are taken for each t ∈ 14Z which corresponds to every fifth time-step. We note that the spiral
wave dynamics are periodic in t, but unless the period of oscillation is commensurate with an element of 14Z
we would expect the training data to appear quasi-periodic. This is exactly what we see in Figure 8, where
the large colored dots of blue and red represent the resulting SINDy map iterations with initial conditions
taken to be the initial value of the temporal evolution of the left-singular vectors presented in Figure 7(d).
Here we again use the notation (x˜(n), y˜(n)) for the iterations of the SINDy map corresponding to the blue and
orange curves of Figure 8, respectively. It follows that we may use this mapping to generate computationally
cheap, accurate approximations of the spiral wave dynamics well beyond our limited timeframe t ∈ [0, 20] by
simply iterating the map for as long as desired and using these generated values to form linear combinations
of the dominant left-singular vectors. This in turn almost completely recovers the numerical spiral wave
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Figure 8: The first 50 iterations of the SINDy map resulting from sampling the time series Figure 7(d) with
t ∈ 1
4
Z ∩ [0, 20]. Solutions converge quickly to a quasi-periodic attractor corresponding to the oscillation of
the two dominant left-singular vectors in the spatio-temporal singular value decomposition of the spiral wave
solution to (3.8). Plotted on each of the images are also 1860 other trajectories (black) with random initial
conditions.
solution for arbitrarily large t ≥ 0.
We draw the readers attention to the similarity of this method to diffusion maps [5, 27], but note that
our method presents both simulations on a dimensionally reduced manifold and a way of mapping these
solutions on the manifold back (approximately) to the full solutions of the differential equation. In this way
we are able to perform computationally cheap simulations of long-time dynamics of numerical solutions to
partial differential equations. This is especially useful for multiscale systems where the fast scale can be
parametrized by the Poincare´ map and its discovered SINDy model. Furthermore, this method allows one to
analyze the effect of small deviations from initial conditions with ease using the obtained SINDy mapping,
i.e. Monte-Carlo simulations can easily be done from a distribution of initial conditions. To exemplify this,
in Figure 8 we also present the evolution of 1860 other bounded trajectories of our obtained SINDy map
with random initial conditions. This dimensional reduction therefore leads to a simple method of uncertainty
quantification (UQ) that can be performed in an efficient manner that does not require simulating the full
partial differential equation. Indeed, one can compute the probability distribution on the Poincare´ section
from a given initial distribution to produce a proxy UQ metric at a substantial computational savings.
4 Discussion
In this manuscript we have seen the application of the SINDy method to discover Poincare´ maps from data.
Our methods were tested against a range of examples that included both ordinary and partial differential
equations. As demonstrated in Section 3, these methods can be applied to provide long-time forecasting of
the dynamics on and near invariant manifolds of differential equations. These methods have highlighted how
the Poincare´ map can be used to disambiguate and discover multiscale temporal dynamics, specifically the
coarse-grained dynamics which results from fast-scale nonlinear dynamics.
Potentially the most important aspect of applying this method is choosing the set of functions Θ appropri-
ately. In this work we simply took Θ to contain polynomial functions of the state variables, but this is most
likely not optimal. The reason for this is that even simple polynomial mappings can exhibit very complicated
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behavior on a set of measure zero while trajectories that remain in the complement of this set diverge. This
can be observed in the simple quadratic mapping
xn+1 = x
2
n − µ, µ > 2,
since almost every initial condition diverges but there is a Cantor set for which chaotic dynamics can be
found. The simplicity of the quadratic mapping provides a warning that even simple one-dimensional non-
linear mappings can generate extremely complicated behavior for which forecasting of the related differential
equation cannot be achieved.
A potential avenue for future work could come from building in specific features of the approximate mapping
Π˜, as was recently done for constructing continuous time conservation laws from data [17]. For example,
Poincare´ mappings coming from dynamical systems with a conserved quantity would be expected to be
measure preserving. Since minute perturbations can destroy a mappings measure-preserving property, it
would not be expected that our method should provide a measure-preserving map due to potential numerical
error introduced at each step in the method. Hence, augmenting the method herein to build in constraints
would make the method more robust moving forward. Additionally, for multiscale physics problems with a
multitude of well separated time scales, one can imagine using the Poincare´ map recursively to extract proxy
models that parametrize each scale in a recursive and principled manner.
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