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We consider a class of nonlinear evolution systems, namely the
Rayleigh–Benard equations. This system arises from the coupling
between a Navier–Stokes equation for the velocity and the pressure
and a total energy equation in spatial dimension N = 3. We
give a few existence results of solutions under suitable conditions
in the right-hand side of the momentum equation, the forcing
term depending on the temperature. To this end, we begin to
solve an approximated problem, namely the Boussinesq system
resulting from the Rayleigh–Benard equations through a ﬁxed-
point argument. Next, by a linear combination, we construct a
new equivalent system. Finally, we give a priori estimates and
compactness results before passing to the limit in the equivalent
system.
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1. Introduction
Let us consider a class of nonlinear Boussinesq systems of the type:
∂u
∂t
+ (u · ∇)u − 2div(μ(θ)Du)+ ∇p = F (θ) in Q , (1)
∂b(θ)
∂t
+ u · ∇b(θ) − θ = 2μ(θ)|Du|2 in Q , (2)
where Ω is an open, Lipschitz and bounded subset of RN (N = 2 or N = 3), with boundary ∂Ω , T > 0
and Q = Ω × (0, T ). Eqs. (1) and (2) are completed with standard boundary and initial conditions.
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temperature ﬁeld. The ﬁeld Du = 12 (∇u+ (∇u)t) is the so-called rate-deformation tensor ﬁeld. Eq. (1)
is the conservation equation of momentum. In this equation, quantities μ and p respectively denote
the kinematic viscosity and the pressure of the ﬂuid so that the stress tensor in the incompress-
ible ﬂuid is given by the usual relation σ = −pId + 2μ(θ)Du. The right-hand side of Eq. (1) is the
function F (θ), where F is a force of gravity proportional to variations of density which depend on
the temperature. The function μ is assumed to be continuous and bounded on R. The function F is
continuous from R into RN . The data u(t = 0) = u0 belongs to (L2(Ω))N with null divergence and
u0.n = 0 on ∂Ω . Eq. (2) is the energy conservation equation, in which the right-hand side μ(θ)|Du|2
is the dissipation energy. For this equation, the real-valued function b is assumed to be a strictly in-
creasing C1-function deﬁned on R, b(0) = 0 and b′(r)  α′ ∀r ∈ R, for a constant α′ > 0. The initial
data b(θ)(t = 0) = b(θ0) belongs to L1(Ω). The Boussinesq system (1), (2) of hydrodynamics equations
[10] arises from the coupling between a Navier–Stokes equation for the velocity and the pressure and
an additional transport-diffusion equation for the temperature [22]. Nonlinear systems similar to (1),
(2) but with a constant right-hand side (compared to θ ) and b(θ) = θ have been in particular inves-
tigated in [11,12] and [21]. In the particular case where the dissipation energy is null, existence and
uniqueness result of a weak solution for system (1), (2) (i.e. in the distribution meaning) has been
established in [14] for N = 2. Density gradients in a ﬂuid are induced, for example, by temperature
variations resulting from the non-uniform heating of the ﬂuid. One will ﬁnd, for example, a presenta-
tion of assumptions, which make it possible to justify the Boussinesq model in [3]. Let us emphasize
that in simpler models, the function F is assumed to be linear (or even bounded) because of the
linearization of the dependence of the density gradients with respect to the temperature. When the
analysis is restricted to the two-dimensional case, the uniqueness of solution of the Navier–Stokes
equation and the stability of the dissipation energy in L1(Q ) with respect to approximations allowed
to show the existence of solutions of the system (1), (2) in [1,2]. In the three-dimensional case, the
uniqueness of solution of the Navier–Stokes equation (1) and the stability of the dissipation energy are
open problems if u0 belongs only to (L2(Ω))3. However, in the particular case where u0 ∈ (H10(Ω))3,
and F is a continuous function from R into R3 such that ‖u0‖H10(Ω) +‖F‖L∞(R)  η, with η is a small
enough constant, there exists a solution of system (1), (2) (see [1,2]). The originality of the present
work is to study a system formally equivalent to (1), (2) in the three-dimensional case. Indeed, a for-
mal transformation is performed on the problem (1), (2) (which is the same to the one performed in
[21] for the Rayleigh–Benard’s equations). Multiplying (1) by u and adding the result to (2), we obtain
the formally equivalent problem:
∂u
∂t
+ (u · ∇)u − 2div(μ(θ)Du)+ ∇p = F (θ) in Q , (3)
∂
∂t
( |u|2
2
+ b(θ)
)
+ div
{
u
( |u|2
2
+ b(θ) + p
)}
−
3∑
j=1
∂
∂x j
{
μ(θ)
∂
∂x j
( |u|2
2
)}
− θ
= F (θ) · u +
3∑
i, j=1
∂iu j ∂ j
(
μ(θ)ui
)
in Q , (4)
divu = 0 in Q , (5)
u = 0 and θ = 0 on ΣT , (6)
u(t = 0) = u0 and b(θ)(t = 0) = b0 in Ω, (7)
where ΣT = ∂Ω × (0, T ). Eq. (4) is nothing but the total energy conservation equation: kinetic energy
and internal energy. It should be noticed that in the thermodynamic modeling of coupling speed-
temperature for the continuous mediums, we start in fact by studying Eq. (4) (ﬁrst principle of
thermodynamic). Eq. (2) is deduced by combining (1) multiplied by u and (4). It is thus legitimate to
investigate the system (3)–(7). The advantage lies in the fact that Eq. (4) has stability properties with
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solution of the Navier–Stokes equation (3). It is known that if F (θ) ∈ L2(Q ), then the Navier–Stokes
equation (3) regularized as in [21] (see Section 3.4) has a unique strong solution for u0 ∈ (H10(Ω))3
and the dissipation energy μ(θ)|Du|2 belongs to L1(Q ) with respect to approximations. The energy
conservation equation (2) is thus considered naturally within the L1 framework. There are many
works on parabolic equations with L1 data (see, e.g. [5,6,13,23]). To guarantee the uniqueness of the
solution of (2), we use the framework of renormalized solutions which have this property contrary to
the weak solutions. This notion has been introduced by R.J. DiPerna and P.L. Lions in [16] and [17] for
the study of Boltzmann equations (see also P.L. Lions [21] for applications to ﬂuid mechanics models).
It was then adapted to parabolic version for equations of type (2) with L1 data (see, e.g. [4,7]). Under
the assumptions adopted on b, the renormalized solutions of Eq. (2) satisfy:
θ ∈ L∞(0, T , L1(Ω)), ∀k > 0,
T∫
0
∫
Ω
∣∣DTk(θ)∣∣2 dxdt  Ck,
with Tk(r) = min(k,max(r,−k)) ∀r ∈ R. Then, from a work of [8], we obtain θ ∈ Lp(Q ) for all
1 p < N+2N . This estimate on θ prompts us to state the following growth assumption on F :
∀r ∈ R, ∣∣F (r)∣∣ a + M|r|α,
with a  0, M  0 and 2α ∈ [0, 53 [, in order that F (θ) ∈ L2(Q ) so that the regularized Navier–Stokes
equation could be solved. Thanks to approximations of b and ﬁxed-points methods, we show that an
approximate system of (1), (2) admits a strong–weak solution. By a linear combination, we obtain a
new equivalent system in which we pass to the limit to conclude the existence of weak solution of
the coupled system (3)–(7). In the particular framework where F and μ do not depend on θ and
where b(θ) = θ , a nonlinear evolution system similar to (3)–(7) has been investigated by P.L. Lions
in [21]. The model studied in this paper is more general, indeed:
– the viscosity coeﬃcient and the external forcing term are temperature-dependent (with nonlinear
dependence);
– the internal energy is also assumed to be nonlinear with respect to the temperature and this
affects the time derivative term in the temperature equation;
– there is a right-hand side in the energy conservation equation which is quadratic in the spatial
gradient of the velocity ﬁeld.
The organization of the paper is the following. Section 2 introduces the usual Navier–Stokes func-
tional setting (according to the variational formulation introduced by Leray [19] within framework of
free divergence functional spaces), presents the assumptions on b, F ,μ,u0, θ0 and b(θ0) needed in
the present study and gives the deﬁnition of a weak solution of (3)–(7). In Section 3, we describe
the arguments used to prove existence of such a solution. In Section 4, we investigate the existence,
uniqueness and stability of the solution of the parabolic problem (39)–(41) resulting from the Boussi-
nesq system (1), (2). We assume in this section that u is given in L2(0, T ; H10(Ω)) ∩ L∞(0, T ; L2(Ω))
with divu = 0 in Q and we will mainly used the results of [7]. In Section 5 (Theorem 5.1), we es-
tablish the existence of a solution of (3)–(7) for N = 3. We distinguish three cases according to the
values of α. In each case, we split the argument into three steps. In the ﬁrst one, we introduce an
approximate system associated to the Boussinesq system (1), (2). Next, in Step 2, we construct a new
equivalent system starting from the above approximate system. Finally, in the third step, we show
a priori estimates and classical compactness results to pass to the limit and build solutions of the
Rayleigh–Benard equations (3)–(7).
4594 A. Attaoui / J. Differential Equations 246 (2009) 4591–46172. Assumptions and deﬁnitions
Throughout the paper, we assume that the following assumptions hold true: Ω is an open, Lips-
chitz and bounded subset of R3 with boundary ∂Ω , T > 0 is given and we set Q = Ω × (0, T ) and
ΣT = ∂Ω × (0, T ).
We introduce the usual Navier–Stokes functional setting:
C∞σ (Ω) =
{
u ∈ C∞0
(
Ω;R3); divu = 0},
Lqσ (Ω) = closure of C∞σ (Ω) in Lq
(
Ω;R3),
H1σ (Ω) = closure of C∞σ (Ω) in H10
(
Ω;R3),
Lqσ (Q ) = Lq
(
0, T ; Lqσ (Ω)
)
,
when q 1. We will need the following assumptions:
b is a strictly increasing C1-function deﬁned on R such that b(0) = 0, (8)
the function b is Lipschitz continuous, (9)
b′(r) α′, ∀r ∈ R, for a constant α′ > 0, (10)
μ is continuous on R, such that m0 μ(s)m1, ∀s ∈ R, with 0 <m0 m1, (11)
F is continuous from R into R3, and satisﬁes the growth assumption:
∀r ∈ R, ∣∣F (r)∣∣ a + M|r|α with a 0, M  0 and 0 2α < 5
3
, (12)
u0 ∈
(
H10(Ω)
)3
, divu0 = 0 in Q , and u0 · n = 0 on ∂Ω, (13)
θ0 is a measurable function deﬁned on Ω such that b(θ0) ∈ L1(Ω). (14)
Deﬁnition 2.1 (Renormalized solution). We assume that u ∈ L2(0, T ; H1σ (Ω)) ∩ L∞(0, T ; L2σ (Ω)). Let G
be a function in L1(Q ) and θ0 be a measurable function such that b(θ0) belongs to L1(Ω). A measur-
able function θ deﬁned on Q is a renormalized solution of the problem:
P1(G, θ0)
⎧⎪⎪⎨
⎪⎪⎩
∂b(θ)
∂t
+ u · ∇b(θ) − θ = G in Q ,
θ = 0 on ΣT ,
b(θ)(t = 0) = b(θ0) in Ω,
if
b(θ) ∈ L∞(0, T ; L1(Ω)), (15)
TK (θ) ∈ L2
(
0, T ; H10(Ω)
)
for any K  0, (16)∫
{(x,t)∈Q ;n|b(θ)(x,t)|n+1}
b′(θ)|∇θ |2 dxdt → 0 as n → +∞, (17)
∀S ∈ C∞(R) such that S ′ has a compact support, we have
∂ S(b(θ)) + div(uS(b(θ)))− div(S ′(b(θ))Dθ)+ S ′′(b(θ))b′(θ)|Dθ |2 = GS ′(b(θ)) in D′(Q ) (18)∂t
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S
(
b(θ)
)
(t = 0) = S(b(θ0)) in Ω. (19)
We are now in a position to deﬁne a solution of system (3)–(7).
Deﬁnition 2.2. A couple of functions (u, θ) deﬁned on Ω × (0, T ) is called a weak solution of system
(3)–(7) if u and θ satisfy:
u ∈ L2(0, T ; Lq(Ω))∩ Lp(0, T ; L2(Ω)), ∀q < 6 and ∀p < ∞, (20)
∇p ∈ L 54 (Ω × (0, T )), (21)
θ ∈ Lp(Ω × (0, T )), ∀p < 5
3
, (22)
b(θ) ∈ L1(0, T ; Lm(Ω))∩ Lr(0, T ; L1(Ω)), ∀m < 3 and ∀r < ∞, (23)
u is a weak solution of (3) (i.e. in the distribution meaning) (24)
and for any function φ ∈ C∞0 (Ω¯ × [0, T )), we have
∫
Ω
dx
T∫
0
dt
{( |u|2
2
+ b(θ)
)
∂φ
∂t
+ u
( |u|2
2
+ b(θ) + p
)
· ∇φ −
3∑
j=1
(
μ(θ)
∂
∂x j
( |u|2
2
))
∂φ
∂x j
+ θφ + F (θ) · uφ +
3∑
i, j=1
∂iu j ∂ j
(
μ(θ)ui
)
φ
}
−
∫
Ω
dx
{ |u0|2
2
+ b(θ0)
}
φ(x,0) = 0. (25)
Remark 2.1. If F (θ) ∈ L2(0, T ; H−1(Ω)), the term ub(θ) is well deﬁned. Indeed, we now that
u ∈ L∞(0, T ; L2(Ω))∩ L2(0, T ; L6(Ω)) (Sobolev’s embedding). Since N = 3, we thus obtain u ∈ L 103 (Q ).
However, b(θ) ∈ Lq(Q ), ∀q < 53 (see, e.g. [9]). We deduce that u b(θ) ∈ L1(Q ).
3. Description of the arguments
Before proving the existence of a solution of the system (3)–(7), we show initially that there exists
a strong-renormalized solution of a Boussinesq approximate system. We begin to describe the (stan-
dard) method used to prove existence of such a solution through a ﬁxed-point argument with respect
to the unknown θ .
Let L be a Lebesgue’s space of the type L = Lr(Q ) (r  1). For a ﬁxed θ ∈ L, let us consider the
Navier–Stokes equations for ε > 0:
uεt + (uε · ∇)uε − 2div
(
μεDu
ε
)+ ∇pε = F ε in Q , (26)
divuε = 0 in Q , (27)
uε = 0 on ΣT , (28)
uε(t = 0) = uε0 in Ω, (29)
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precise the deﬁnitions of uε , με and F ε . Let με be a sequence of C∞(R)-functions bounded and such
that με converges to μ uniformly on R as ε tends to 0.
We set
μ˜ε(θ) =
{
με(θ) in Ω,
1 in Ωc,
and deﬁne
με = μ˜ε(θ) ∗ ρε|Ω.
Let Ωε be deﬁned by
Ωε =
{
x ∈ Ω, d(x, ∂Ω) > ε}.
If, for example, uε ∈ L2(0, T ; H10(Ω)), we set u¯ε to be the truncation in Ωε of uε (extended by 0
to Ω) and we deﬁne uε by
uε = u¯ε ∗ ρ ε
2
.
Then, uε vanishes near ∂Ω , is smooth in x and satisﬁes divuε = 0 in RN . Finally, we set
F ε = ζε
(
F (θ)χ(d(x,∂Ω)>2ε)
) ∗ ρε,
where ζε ∈ C∞([0, T ]), ζε(t) = 1 if t  2ε, 0 ζε(t) 1 if t ∈ [0, T ], ζε(t) = 0 if t  ε.
Suppose that (26)–(29) admit a unique strong solution uε ∈ C2(Ω¯ ×[0, T ]). Indeed, this is the case
if F (θ) ∈ L2(Q ).
Remark 3.1. The regularization procedure we are using is introduced by P.L. Lions in [21] and inspired
by J. Leray in [20].
Let bε be a sequence of C2-approximations of b such that b′ε(r) > 0,∀r ∈ R, bε(0) = 0, and such
that bε and b′ε converge to b and b′ uniformly on R as ε tends to 0. Then, we consider the parabolic
problem:
bε
(
θˆ ε
)
t + uε · ∇bε
(
θˆ ε
)− θˆε = 2με∣∣Duε∣∣2 in Q , (30)
θˆ ε = 0 on ΣT , (31)
bε
(
θˆ ε
)
(t = 0) = bε
(
θε0
)
in Ω, (32)
where θε0 ∈ D(Ω) so that bε(θε0 ) → b(θ0) strongly in L1(Ω) as ε tends to zero. Assume that the
assumptions on the data insure that (30)–(32) admit a unique renormalized solution θˆ ε (the reader
is refereed to Section 4 for the proof). In order to apply a ﬁxed-point argument, it is ﬁrst necessary
to have θˆ ε ∈ L so that we can consider the mapping
ψε : θ → θˆ ε
from L into L.
As a consequence, the value of α must be such that the regularity of the renormalized solution
of (30)–(32) implies F (θ) ∈ L2(Q ). This leads to different choices of L depending of the range of α.
Secondly, we use the stability of renormalized solution with respect to the data and the stability
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continuous and compact. At last, in order to show that there exists a ball B of L such that ψε(B) ⊂ B ,
we distinguish two cases: if 0  2α  1, this is proved for any data satisfying (13), (14), while if
1 < 2α < 53 , we are lead to assume that a, ‖b(θ0)‖L1(Ω) , ‖u0‖L2(Ω) and ε are small enough.
Schauder’s ﬁxed-point theorem allows us to construct approximated strong-renormalized solutions
of the approximated system (for ε > 0 and small enough):
uεt + (uε · ∇)uε − 2div
(
μεDu
ε
)+ ∇pε = F ε in Q , (33)
bε
(
θε
)
t + uε · ∇bε
(
θε
)− θε = 2με∣∣Duε∣∣2 in Q , (34)
divuε = 0 in Q , (35)
uε = 0 and θε = 0 on ΣT , (36)
uε(t = 0) = uε0 and bε
(
θε
)
(t = 0) = bε
(
θε0
)
in Ω. (37)
Let us recall from [21]: if |uε|θε ∈ L1loc and θε is a renormalized solution of (30)–(32), then θε satisﬁes
(30)–(32) in the sense of distributions. Combining (26) and (30), we obtain
∂
∂t
( |uε|2
2
+ bε
(
θε
))+ div{uε
( |uε|2
2
+ bε
(
θε
))+ uεpε}− 3∑
j=1
∂
∂x j
{
με
∂
∂x j
( |uε|2
2
)}
− θε
= F ε · uε +
3∑
i, j=1
∂iu
ε
j ∂ j
(
μεu
ε
i
)
in Q . (38)
We observe that ∂iuεj ∂ j(μεu
ε
i ) = ∂i(με(uε · ∇)uεi ). Then, we use a priori estimates and classical com-
pactness theorems to pass to the limit in (26), (38) and build solutions of the coupled system (3)–(7).
4. The parabolic problem
In this section, we investigate the existence, uniqueness and stability of the solution of the follow-
ing problem:
b(θˆ )t + u · ∇b(θˆ ) − θˆ = 2μ(θ)|Du|2 in Q , (39)
θˆ = 0 on ΣT , (40)
b(θˆ )(t = 0) = b(θ0) in Ω. (41)
There are now a large number of papers on the properties of renormalized (or entropic) solutions for
this type of problems [5–7,13,21,23,24] and we will mainly used the results of [7]. We assume in this
section that u is given in L2(0, T ; H10(Ω)) ∩ L∞(0, T ; L2(Ω)) with divu = 0. Moreover the function
θ is given in a Lebesgue space L so that assumption (12) implies that f = 2μ(θ)|Du|2 ∈ L1(Q ). We
prove the following two lemmas (most of the results being standard).
Lemma 4.1. Under the assumptions (8), (10), (11) and (14), the problem (39)–(41) admits at least a renormal-
ized solution. If b′ is locally Lipschitz continuous, the solution of (39)–(41) is unique. Let f ε be a sequence of
L1(Q ). Let us denote by θˆ ε the unique renormalized solution of (39)–(41) with bε and f ε in place of b and
2μ(θ)|Du|2 . Then:
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θˆ ε → v a.e. in Q , (42)
TK
(
θˆ ε
)
⇀ TK (v) weakly in L
2(0, T ; H10(Ω)), (43)
as ε tends to 0, for any K > 0, where v is a measurable function deﬁned on Q ;
– if f ε strongly converges to f in L1(Q ), then there exists a subsequence of θˆ ε such that
θˆ ε → θˆ a.e. in Q , (44)
TK
(
θˆ ε
)→ TK (θˆ ) strongly in L2(0, T ; H10(Ω)), (45)
as ε tends to 0, for any K > 0, and θˆ is a renormalized solution of (39)–(41).
The following lemma gives regularity results of renormalized solution of (39)–(41) for N  1.
Lemma 4.2. Under the assumptions (8), (10), (11) and (14), any renormalized solution θˆ of (39)–(41) satisﬁes
the following estimate:
– for N  1 and all p ∈ [1, N+2N [, there exists a constant C (depending only on p, N, Ω , and T ) such that
‖θˆ‖Lp(Q )  C
(∥∥μ(θ)|Du|2∥∥L1(Q ) + ∥∥b(θ0)∥∥L1(Ω)).
Proof of Lemma 4.1. The proof is almost identical of the one given in, e.g. [7] where the result is
established for u ≡ 0 and we just sketch the arguments involving the term uDb(θˆ ). Loosely speaking,
this term does not affect the estimates on b(θˆ ) and θˆ since its contribution against test functions
of the type φ(θˆ) is equal to zero because divu = 0 and of the boundary condition of u. Indeed,
the proof of Lemma 4.1 is performed through approximation and passage to the limit. The functions
μ(θ)|Du|2 and θ0 are approximated by smooth functions. The function b is suppose to be Lipschitz on
R and, as in [14], the function u is approximated in L2(Q ) by a sequence u j ∈ L∞(Q ) ∩ L2σ (Q ) (then
divu j = 0 in Q ). The corresponding problem indeed admits a weak solution θ j ∈ L2(0, T ; H10(Ω))
with b(θ j) ∈ L∞(0, T ; L2(Ω)). To pass to the limit in the term u j Db(θ j) with respect to j is easy
because (by standard argument) b(θ j) ⇀ b(θ) weakly in L2(Q ) (recall that b is also supposed to be
Lipschitz continuous on R), and u j → u strongly in L2(Q ). It follows that the approximate problem
with respect of b, θ0 and μ(θ)|Du|2 admits at least a weak solution θˆ ε ∈ L2(0, T ; H10(Ω)) with b(θˆε) ∈
L2(0, T ; H10(Ω)). As mentioned above, we can repeat exactly the same procedure as in [7] to show
that (for a subsequence):
θˆ ε → θˆ a.e. in Q , (46)
TK
(
θˆ ε
)→ TK (θˆ ) strongly in L2(0, T ; H10(Ω)), (47)
as ε tends to zero, for any K > 0, because the convection term uDb(θˆ ) never contributes in all the
derivations of [7] (see Lemma 1 and Theorem 1 of that paper). As a consequence, all we have to
show here is ﬁrstly that the “renormalized” term uDS(b(θˆε)) passes to the limit as ε tends to 0 for
any function S ∈ C∞(R) such that S ′ has a compact support and secondly that the initial condition
S(b(θˆ ))(t = 0) = S(b(θ0)) holds true. Indeed, we have uDS(b(θˆε)) = uS ′(b(Tk(θˆε)))b′(Tk(θˆε))DTk(θˆε)
for some k since S ′ has a compact support and b′(r) α′ ∀r ∈ R (see (10)). Due to (46) and (47), the
sequence uDS(b(θˆε)) strongly converges in L1(Q ) to uDS(b(θˆ )). To recover the initial condition (41),
we proceed again as in [7] upon remarking that the term uDS(b(θˆε)) is compact in L1(Q ). 
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[7]) ∫
Q
∣∣DTK (θˆ)∣∣2 dxdt  K (∥∥μ(θ)|Du|2∥∥L1(Q ) + ∥∥b(θ0)∥∥L1(Ω)) (48)
and
∥∥b(θˆ )∥∥L∞(0,T ;L1(Ω))  ∥∥μ(θ)|Du|2∥∥L1(Q ) + ∥∥b(θ0)∥∥L1(Ω). (49)
Estimate (48) and Lemma 1 of [4] gives that for any p ∈ [1, N+2N [, there exists a constant C (depending
only on p, N , Ω , and T ) such that
‖θˆ‖Lp(Q )  C
(∥∥μ(θ)|Du|2∥∥L1(Q ) + ∥∥b(θ0)∥∥L1(Ω)) NN+2 ‖θˆ‖ 2N+2L∞(0,T ;L1(Ω)). (50)
Now, assumption (10) and estimate (49) give
‖θˆ‖L∞(0,T ;L1(Ω)) 
1
α′
(∥∥μ(θ)|Du|2∥∥L1(Q ) + ∥∥b(θ0)∥∥L1(Ω)). (51)
Lemma 4.2 follows directly from (50) and (51). 
5. Existence of a weak solution of the Rayleigh–Benard equations
This section is devoted to establish the following existence theorem:
Theorem 5.1. Assume that the assumptions (8)–(14) on the data hold true. Then:
– if 0 2α  1, there exists at least a weak solution of system (3)–(7) (in the sense of Deﬁnition 2.2);
– if 1 < 2α < 53 , there exists a real positive number η such that if a + ‖u0‖L2(Ω) + ‖b(θ0)‖L1(Ω)  η, then
there exists at least a weak solution of system (3)–(7) (in the sense of Deﬁnition 2.2).
Proof. We distinguish three cases according to the values of α. In each case, we split the argument
into three steps. In the ﬁrst one, we show that there exists a solution of an approximate system
associated to the Boussinesq system (1), (2). Next, in Step 2, we construct a new system starting
from the above approximate system. Finally, in the third step, we use the a priori estimates and the
classical compactness results to pass to the limit and build solutions of the Rayleigh–Benard equations
(3)–(7).
Case 1. α = 0.
Step 1. Our goal here is to construct solutions of the following approximate system introduced in
Section 3:
uεt + (uε · ∇)uε − 2div
(
μεDu
ε
)+ ∇pε = F ε in Q , (52)
bε
(
θε
)
t + uε · ∇bε
(
θε
)− θε = 2με∣∣Duε∣∣2 in Q , (53)
divuε = 0 in Q , (54)
uε = 0 and θε = 0 on ΣT , (55)
uε(t = 0) = uε0 and bε
(
θε
)
(t = 0) = bε
(
θε0
)
in Ω. (56)
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Deﬁnition 5.1. For a ﬁxed ε > 0, a couple of functions (θε,uε) deﬁned on Ω × (0, T ) is called a
strong-renormalized solution of system (52)–(56) if uε and θε satisfy:
uε ∈ C2(Ω¯ × [0, T ]), (57)
TK
(
θε
) ∈ L2(0, T ; H10(Ω)) for any K  0 and bε(θε) ∈ L∞(0, T ; L1(Ω)), (58)∫
{(x,t)∈Q ;n|bε(θε)(x,t)|n+1}
b′ε(θε)
∣∣Dθε∣∣2 dxdt → 0 as n → +∞, (59)
uε is a strong solution of the Navier–Stokes equation (52), (60)
uε(t = 0) = uε0 in Ω, (61)
∀S ∈ C∞(R) such that S ′ has a compact support, we have
∂ S(bε(θε))
∂t
+ div(uε S(bε(θε)))− div (S ′(bε(θε))Dθε)+ S ′′(bε(θε))b′ε(θε)∣∣Dθε∣∣2
= 2με
∣∣Duε∣∣2S ′(bε(θε)) in D′(Q ) (62)
and
S
(
bε
(
θε
))
(t = 0) = S(bε(θε0 )) in Ω. (63)
Lemma 5.2. For any ε < ε0 , where ε0 > 0 is a small enough constant, there exists a strong-renormalized
solution (θε,uε) of (52)–(56).
Proof. For a ﬁxed θ ∈ L1(Q ), since F is bounded (α = 0), we denote by uε the unique strong solution
of (26)–(29) in C2(Ω¯ × [0, T ]) (see, e.g. [21]). Next, for a ﬁxed ε > 0 small enough, we denote by θˆ ε
(see Lemma 4.1) the unique renormalized solution of (30)–(32). The regularity of θˆ ε (see Lemma 4.2)
indeed implies that θˆ ε ∈ L1(Q ). As a consequence we can take L = L1(Q ) in Section 3.
For a ﬁxed ε > 0 small enough, we deﬁne the mapping:
ψε1 : L
1(Q ) → L1(Q )
θ → ψε1 (θ) = θˆ ε.
The mapping ψε1 is well deﬁned. In the sequel, we will show that ψ
ε
1 is compact, continuous and that
there exists a ball B of L1(Q ) such that ψε1 (B) ⊂ B .
(i) ψε1 is compact. Let us consider a sequence θn , which is bounded in L
1(Q ) and deﬁne the se-
quence θˆ εn by
ψε1 (θn) = θˆ εn .
By deﬁnition of ψε1 , for a ﬁxed n  1, the functions uεn and θˆ εn are the unique solutions of the two
problems:
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∂t
+ (unε · ∇)uεn − 2div(μnεDuεn)+ ∇pε = F εn in Q , (64)
uεn ∈ C2
(
Ω¯ × [0, T ]), divuεn = 0 in Q , (65)
uεn(t = 0) = uε0 in Ω, uεn = 0 on ΣT , (66)
and
bε
(
θˆ εn
)
t + unε · ∇bε
(
θˆ εn
)− θˆεn = 2μnε∣∣Duεn∣∣2 in Q , (67)
θˆ εn = 0 on ΣT , (68)
bε
(
θˆ εn
)
(t = 0) = bε
(
θε0
)
in Ω. (69)
(uεn is the usual strong solution of the Navier–Stokes equations (64)–(66) and θˆ
ε
n is the unique renor-
malized solution of (67)–(69) given by Lemma 4.1.)
Recalling the usual energy equation on the Navier–Stokes equations (64)–(66) (which is obtained
through using uεn as a test function in these equations) gives
1
2
∫
Ω
∣∣uεn(t)∣∣2 dx+ 12
T∫
0
∫
Ω
μnε
∣∣Duεn∣∣2 dxdt =
T∫
0
∫
Ω
F εn · uεn dxdt +
1
2
∫
Ω
∣∣uε0∣∣2 dx. (70)
Using assumption (11), Poincaré’s inequality and Korn’s inequality then lead to
∫
Ω
∣∣uεn(t)∣∣2 dx+
T∫
0
∫
Ω
∣∣∇uεn∣∣2 dxdt  C(∥∥F εn∥∥2L2(Q ) + ∥∥uε0∥∥2L2(Ω)), (71)
where C is a constant independent of n (the real number ε being kept ﬁxed).
Due to the bounded character of F (α = 0), the sequence F (θn) is bounded in L∞(Q ) and by
deﬁnition of F εn , we have ∥∥F εn∥∥L∞(Q )  C∥∥F (θn)∥∥L∞(Q ).
We obtain the usual estimates (see, e.g. [14,26,27]):
uεn is bounded in L
∞(0, T ; L2σ (Ω))∩ L2(0, T ; H1σ (Ω)), (72)
∂uεn
∂t
is bounded in L2
(
0, T ; (H1σ (Ω))′). (73)
In view of estimates (72) and (73), we can extract a subsequence (still indexed by n) such that
uεn ⇀ v
ε weakly in L2
(
0, T ; H1σ (Ω)
)
, (74)
uεn → vε strongly in L2σ (Q ), (75)
∂uεn
∂t
⇀
∂vε
∂t
weakly in L2
(
0, T ; (H1σ )′(Ω)), (76)
as n tends to +∞ for ﬁxed ε > 0, where vε is a function of L∞(0, T ; L2σ (Ω)) ∩ L2(0, T ; H1σ (Ω)).
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μnε
∣∣Duεn∣∣2 is bounded in L1(Q ). (77)
In view of (77) and Lemma 4.2, we obtain
θˆ εn is bounded in L
p(Q ), ∀p ∈
[
1,
5
3
[
. (78)
Estimate (77) and Lemma 4.1 imply that, for a subsequence still indexed by n, there exists a measur-
able function χε such that
θˆ εn → χε almost everywhere in Q , (79)
b
(
θˆ εn
)→ b(χε) almost everywhere in Q , (80)
TK
(
θˆ εn
)
⇀ TK
(
χε
)
in L2
(
0, T ; H10(Ω)
)
, (81)
as n tends to +∞ for any K  0 and for any ε > 0. In view of (78) and (79), we conclude that
θˆ εn belongs to a compact set of L
p(Q ), (82)
for every p such that 1 p < 53 , so that ψ
ε
1 : L1(Q ) → L1(Q ) is a compact mapping.
(ii) ψε1 is continuous. Let us consider a sequence θn , which belongs to L
1(Q ) such that
θn → θ (83)
strongly in L1(Q ) as n tends to +∞, where θ is a function of L1(Q ). Let θˆ εn and θˆ ε be deﬁned by
ψε1 (θn) = θˆ εn and ψε1 (θ) = θˆ ε.
The sequence uεn is deﬁned as in step (i) and the function v
ε is the limit deﬁned in (74)–(75). Since,
due to (83), we easily check according to the traditional results of functional analysis that
μnε → με in Lp(Q ), ∀p < ∞, (84)
uεn → v¯ε ∗ ρ ε2 in L2σ (Q ), (85)
F εn → F ε in L1(Q ), (86)
and n tends to +∞, for any ε > 0, we can pass to the limit in (64)–(66) and vε is indeed a weak
solution of (26)–(29). However, problem (26)–(29) admits a unique strong solution uε , which implies
(see [21, Chapter 2, §2.5]) vε = uε almost everywhere in Q . Furthermore, it is well known that, since
uε is smooth, we have the following energy equation
1
2
∫ ∣∣uε(t)∣∣2 dx+ 1
2
T∫ ∫
με
∣∣Duε∣∣2 dxdt =
T∫ ∫
F ε · uε dxdt + 1
2
∫ ∣∣uε0∣∣2 dx. (87)
Ω 0 Ω 0 Ω Ω
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fact that uεn is compact in L
2(Q ))
uεn → uε strongly in L2
(
0, T ; H1σ (Ω)
)
, (88)
as n tends to +∞, for any ε > 0. Then
μnε
∣∣Duεn∣∣2 → με∣∣Duε∣∣2 strongly in L1(Q ), (89)
as n tends to +∞. With the help of Lemma 4.1, we conclude that
θˆ εn → θˆ ε a.e. in Q , (90)
TK
(
θˆ εn
)→ TK (θˆ ε) in L2(0, T ; H10(Ω)), (91)
as n tends to +∞ for ﬁxed ε > 0 and for any K > 0, where θˆ ε is the unique renormalized solution of
(30)–(32). In view of (78) and (90), we have
θˆ εn → θˆ ε (92)
strongly in Lp(Q ), for all p such that 1 p < 53 , as a consequence
θˆ εn → θˆ ε (93)
strongly in L1(Q ) as n tends to +∞ for ﬁxed ε > 0.
We deduce that ψε1 : L1(Q ) → L1(Q ) is a continuous mapping.
(iii) There exists a ball B of L1(Q ) such that ψε1 (B) ⊂ B . We show that there exists a real positive
number R such that
ψε1
(
L1(Q )
)⊂ BL1(Q )(0, R).
Let θ be in L1(Q ) and uε ∈ L2(0, T ; H1σ (Ω)) ∩ L∞(0, T ; L2σ (Ω)) be the unique solution of (26)–(29).
We have as in step (ii)
T∫
0
∫
Ω
∣∣Duε∣∣2 dxdt  C(∥∥F ε∥∥2L2(Q ) + ∥∥uε0∥∥2L2(Ω)), (94)
where C is a generic constant independent of θ (ε being kept ﬁxed).
By deﬁnition of F ε , we have
∥∥F ε∥∥L2(Q )  C∥∥F (θ)∥∥L2(Q ).
Since F and μ are bounded, there exists a constant C independent of θ such that
∥∥με∣∣Duε∣∣2∥∥L1(Q )  C .
It follows from Lemma 4.2 that there exists a constant C independent of θ such that
∥∥θˆ ε∥∥ 1  C .L (Q )
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to conclude that there exists a strong-renormalized solution (θε,uε) of the approximate system (52)–
(56). 
Step 2. According to Remark 2.1, |u|b(θ) ∈ L1(Q ) and since θ is a renormalized solution of (53), we
deduce from [21] that θ satisﬁes (53) in the sense of distributions. Next, multiplying (52) by uε and
adding the result to (53), we obtain the equivalent problem:
uεt + (uε · ∇)uε − 2div
(
μεDu
ε
)+ ∇pε = F ε in Q , (95)
∂
∂t
( |uε|2
2
+ bε
(
θε
))+ div{uε
( |uε|2
2
+ bε
(
θε
))+ uεpε}− 3∑
j=1
∂
∂x j
{
με
∂
∂x j
( |uε|2
2
)}
− θε
= F ε · uε +
3∑
i, j=1
∂iu
ε
j ∂ j
(
μεu
ε
i
)
in Q , (96)
divuε = 0 in Q , (97)
uε = 0 and θε = 0 on ΣT , (98)
uε(t = 0) = uε0 and bε
(
θε
)
(t = 0) = bε
(
θε0
)
in Ω, (99)
for any ε < ε0, where ε0 > 0 is a small enough constant.
Step 3. In this third and last step, we pass to the limit in the approximate system (95)–(99). To this
end, we initially show a few a priori estimates and convergence results.
Lemma 5.3. bε(θε) is bounded in L∞(0, T ; L1(Ω)) ∩ L1(0, T ; Lq(Ω)) ∀q < 3 and ∇bε(θε) is bounded in
Lr(Ω × (0, T )) ∀r < 54 .
Proof. According to Step 1, there exists a strong-renormalized solution (θε,uε) of the approximate
system (52)–(56) such that θε is bounded in L1(Q ) for ε > 0 small enough. By deﬁnitions of F and F ε ,
it is clear that F ε is bounded in L∞(Q ) so that uε is bounded in L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H10(Ω)).
Since με is bounded, the right-hand side of (53) is bounded in L1(Q ). The initial data bε(θε0 ) is also
bounded in L1(Ω), then bε(θε) is bounded in L∞(0, T ; L1(Ω)).
Furthermore, it is well known that, since θε is a renormalized solution of (53), θε satisﬁes the
following energy condition:
∫
{K|bε(θε)|<K+1}
b′ε
(
θε
)∣∣Dθε∣∣2 dxds C, (100)
where C is a constant.
We set
BK =
{
(x, t) ∈ Q , K  ∣∣bε(θε)∣∣< K + 1}.
Since b is a Lipschitz continuous function, we have
∥∥bε(θε)∥∥L∞(0,T ;L1(Ω))  C, (101)∫
B
∣∣∇bε(θε)∣∣2 dxds C, ∀K ∈ N. (102)
K
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bε
(
θε
)
is bounded in Lr
(
0, T ;W 1,q0 (Ω)
)
for every pair (q, r) such that
1 q <min
{
N
N − 1 ,2
}
, 1 r < 2,
2
r
+ N
q
> N + 1.
In particular
bε
(
θε
)
is bounded in L1
(
0, T ;W 1,q0 (Ω)
)
,
for every q satisfying 1 q < NN−1 if N > 2. Then
bε
(
θε
)
is bounded in L1
(
0, T ;W 1,q0 (Ω)
)
,
for every q satisfying 1 q < 32 . However W
1,q
0 (Ω) ⊂ Lq

(Ω), with 1q = 1q − 1N , which implies
bε
(
θε
)
is bounded in L1
(
0, T ; Lq(Ω)),
for every q satisfying 1 q < 3. We also have
bε
(
θε
)
is bounded in Lq
(
0, T ;W 1,q0 (Ω)
)
,
for every q satisfying 1 q < N+2N+1 , as a consequence:
∇bε
(
θε
)
is bounded in Lr
(
Ω × (0, T )),
for every r satisfying 1 r < 54 . 
Lemma 5.4. There exists a function u deﬁned on Q such that uε strongly converges to u as ε goes to 0 in
L2(0, T ; Lq(Ω)), ∀q ∈ [1,6[ and in Lr(0, T ; L2(Ω)), ∀r ∈ [1,∞[, for a subsequence still indexed by ε.
Proof. Let us recall that uε is bounded in L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H10(Ω)). According to Sobolev’s
embedding theorem for N = 3, the term uε · ∇uε is bounded in L 54 (Q ). We now that F ε is bounded
in L
5
4 (Q ), then ∇pε is also bounded in the same space (see [21]). We deduce that
∂uε
∂t
is bounded in L1
(
0, T ; L1(Ω))+ L2(0, T ; H−1(Ω)).
Next, we have
H10(Ω) ⊂ Lq(Ω) ⊂ W−1,s(Ω).
The ﬁrst embedding is compact with s < inf(2, NN−1 ) for every q satisfying 1 q < 2 = 6. Then
∂uε
is bounded in L1
(
0, T ;W−1,s(Ω)),∂t
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uε lies in a compact set of L2
(
0, T ; Lq(Ω)),
for every q satisfying 1 q < 6. As a consequence, there exists a function u deﬁned on Q such that
uε strongly converges to u in L2
(
0, T ; Lq(Ω)), ∀q ∈ [1,6[,
for a subsequence still indexed by ε as ε goes to 0.
It remains to show the second part of Lemma 5.4. To this end, ﬁrstly recall that
uε is bounded in L∞
(
0, T ; L2(Ω))∩ L2(0, T ; H10(Ω)),
∂uε
∂t
is bounded in L1
(
0, T ;W−1,s(Ω)),
with s < inf(2, NN−1 ). Secondly, we have
H10(Ω) ⊂ L2(Ω) ⊂ W−1,s(Ω).
The ﬁrst embedding is compact with s < inf(2, NN−1 ). An Aubin’s type lemma (see, e.g. [25, Corol-
lary 6]) implies that
uε lies in a compact set of Lr
(
0, T ; L2(Ω)),
for every r satisfying 1 r < ∞. We conclude that
uε strongly converges to u in Lr
(
0, T ; L2(Ω)), ∀r ∈ [1,∞[,
for a subsequence still indexed by ε as ε goes to 0. 
Remark 5.5. |u
ε |2
2 is bounded in L
∞(0, T ; L1(Ω)) ∩ L1(0, T ; Lq(Ω)), ∀q ∈ [1,3[.
Using the classical compactness theorems, we show the following lemma.
Lemma 5.6. |u
ε |2
2 + bε(θε) strongly converges to |u|
2
2 + b(θ) in L1(0, T ; Lq(Ω)) ∩ Lr(0, T ; L1(Ω)), ∀r ∈[1,∞[ and ∀q ∈ [1,3[, as ε tends to 0.
Proof. In all that follows, we set
Gε = |u
ε|2
2
+ bε
(
θε
)
.
We show that each term in (96) is bounded. Indeed, according to Lemma 5.3 and Remark 5.5, we
obtain
Gε is bounded in L∞
(
0, T ; L1(Ω))∩ L1(0, T ; Lq(Ω)) (for all 1 q < 3).
∇Gε is bounded in Lr(Q )
(
for all 1 r < 5
4
)
,
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Gε is bounded in Lr
(
0, T ;W 1,r0 (Ω)
) (
for all 1 r < 5
4
)
.
We set
T1 = div
(
uε · Gε
)
.
Since uε is bounded in L∞(0, T ; L2(Ω)) and Gε is bounded in L1(0, T ; Lq(Ω)) (for all 2 < q < 3), we
deduce
T1 is bounded in L
1(0, T ;W−1,r(Ω)) (for all 1 < r < 6
5
)
.
We set
T2 =
3∑
j=1
∂
∂x j
{
με
∂
∂x j
( |uε|2
2
)}
.
We now that με and ∂∂x j (
|uε |2
2 ) are respectively bounded in L
∞(Q ) and L 54 (Q ), then
T2 is bounded in L
1(0, T ;W−1,r(Ω)) (for all 1 < r < 5
4
)
.
We set
T3 = θε.
According to (10) and Lemma 5.3, we obtain
T3 is bounded in L
1(0, T ;W−1,r(Ω)) (for all 1 < r < 5
4
)
.
We set
T4 = F ε · uε.
Knowing that F ε is in particular bounded in L2(Q ) and uε is bounded in L∞(0, T ; L2(Ω)), we deduce
T4 is bounded in L
1(Q ).
We set
T5 =
3∑
i, j=1
∂iu
ε
j ∂ j
(
μεu
ε
i
)
.
We show that this term can be rewritten in another form. For simplicity of notation, we drop the
index ε. Let A = μ(u · ∇)u, then
A = μ
3∑
(ui∂i)u = μ
3∑
ui · ∂iu.
i=1 i=1
4608 A. Attaoui / J. Differential Equations 246 (2009) 4591–4617Which implies that
div A =
3∑
i, j=1
∂ j(μui · ∂iu j),
and
div A =
3∑
i, j=1
∂ j(μui)∂iu j + μ
3∑
i, j=1
ui∂ j∂iu j .
The second member in the right-hand side of the above equality is null because divu = 0. We deduce
that
T5 = div
[
με
(
uε · ∇)uε].
The same reasoning applied to T2 gives
T5 is bounded in L
1(0, T ;W−1,r(Ω)) (for all 1< r < 5
4
)
.
We set
T6 = div
(
uε · pε).
Without loss of generality, we may assume that div F ε = 0 in Q . Recall also that we have u0 ∈
(H10(Ω))
3 such that divu0 = 0 in Q and u0 ·n = 0 on ∂Ω . Since με is bounded in L∞(Q ), we appeal
to Theorem 3.1 of [18], we thus obtain
∇pε is bounded in L 54 (Q )
and
pε is bounded in L2
(
0, T ; Lq(Ω)) (for all q < 3
2
)
. (103)
From the above estimate and Lemma 5.4, we conclude that
uε · pε is bounded in L1(0, T ; Lr(Ω)) (for all 1< r < 6
5
)
.
As a consequence:
T6 is bounded in L
1(0, T ;W−1,r(Ω)) (for all 1< r < 6
5
)
.
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Gε is bounded in L1
(
0, T ;W 1,r0 (Ω)
) (
for all 1 < r <
6
5
)
(104)
(
and in L∞
(
0, T ; L1(Ω))∩ L1(0, T ; Lq(Ω)) for all 1 q < 3),
∂Gε
∂t
is bounded in L1
(
0, T ; L1(Ω))+ L1(0, T ;W−1,r(Ω)) (for all 1 < r < 6
5
)
. (105)
Let us observe that
W 1,r0 (Ω) ⊂ L1(Ω) ⊂ W−1,s(Ω). ()
The ﬁrst embedding is compact with 1 < r < 65 . We assume s < inf(r,
N
N−1 ) so that () holds true (it
is suﬃcient to take s < r). Next, we deduce from (104) and (105) that we have
Gε is bounded in L1
(
0, T ;W 1,r0 (Ω)
) (
for all 1 < r <
6
5
)
,
∂Gε
∂t
is bounded in L1
(
0, T ;W−1,s(Ω)),
with s < r. An Aubin’s type lemma (Simon [25]) implies that
Gε lies in a compact set of L1(Q ).
Therefore, there exists a function G deﬁned on Q such that
Gε strongly converges to G in L1(Q ), (106)
for a subsequence still indexed by ε, as ε tends to 0.
By interpolation, we deduce from (104) the following estimate:
Gε is bounded in Lp1
(
0, T ; Lq1 (Ω)), (107)
for any couple (p1,q1) such that 1 < p1 < +∞ and 1 < q1 < 3. We deduce from (106) and (107) that
we have
Gε → G strongly in L1(0, T ; Lq(Ω)), (108)
for any 1 q < 3, as ε tends to 0.
Now, let us observe the following embeddings:
W 1,r0 (Ω) ⊂ L1(Ω) ⊂ W−1,s(Ω). ()
The ﬁrst embedding is compact with 1 < r < 65 . We assume s < inf(r,
N
N−1 ) so that () holds true (it
is suﬃcient to take s < r). In view of (104) and (105), we have
Gε is bounded in L∞
(
0, T ; L1(Ω))∩ L1(0, T ;W 1,r0 (Ω))
(
for all 1< r <
6
5
)
,
∂Gε
is bounded in L1
(
0, T ;W−1,s(Ω)),∂t
4610 A. Attaoui / J. Differential Equations 246 (2009) 4591–4617with s < r. An Aubin’s type lemma (Simon [25, Corollary 6]) implies that
Gε lies in a compact set of Lr
(
0, T ; L1(Ω)), (109)
for all 1 r < ∞.
Thanks to Lemma 5.4, we have
|uε|2
2
strongly converges to
|u|2
2
(110)
in L1(0, T ; Lq(Ω))∩ Lr(0, T ; L1(Ω)), ∀r ∈ [1,∞[, ∀q ∈ [1,3[, as ε tends to 0. From (108) and (109), we
also obtain
|uε|2
2
+ bε
(
θε
)
strongly converges to G (111)
in L1(0, T ; Lq(Ω)) ∩ Lr(0, T ; L1(Ω)), ∀r ∈ [1,∞[, ∀q ∈ [1,3[, as ε tends to 0. Due to (110) and (111),
we deduce that
bε
(
θε
)
strongly converges to G − |u|
2
2
(112)
in L1(0, T ; Lq(Ω)) ∩ Lr(0, T ; L1(Ω)), ∀r ∈ [1,∞[, ∀q ∈ [1,3[, as ε tends to 0.
Recalling that the right-hand side of (53) is bounded in L1(Q ). Then, we can apply the usual
techniques of renormalized solutions to this equation to show that for a subsequence still indexed
by ε, there exists a measurable function θ deﬁned on Q such that
θε converges to θ (113)
and
bε
(
θε
)
converges to b(θ) (114)
almost everywhere in Q , as ε tends to 0. We get from (112) and (114):
b(θ) = G − |u|
2
2
almost everywhere in Q .
Hence, estimates (111) and (112) imply that
bε
(
θε
)
strongly converges to b(θ) (115)
and
|uε|2
2
+ bε
(
θε
)
strongly converges to
|u|2
2
+ b(θ) (116)
in L1(0, T ; Lq(Ω)) ∩ Lr(0, T ; L1(Ω)), ∀r ∈ [1,∞[, ∀q ∈ [1,3[, as ε tends to 0. The proof of Lemma 5.6
is then complete. 
We now turn back to the proof of Theorem 5.1. Firstly, we show that θε strongly converges to θ
in L1(Q ).
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θε is bounded in Lp(Q ),
with 1 < p < 53 . Taking into account the convergence result (113), we deduce that
θε strongly converges to θ
in Lq(Q ) for any q such that 1 q < p, which implies in particular:
θε strongly converges to θ (117)
in L1(Q ) as ε tends to zero.
In the following lemma, we investigate the convergence of με .
Lemma 5.7. με strongly converges to μ(θ) in Lp(Q ), for all 1 p < +∞, as ε tends to zero.
Proof. We denote by Th the function deﬁned by
Th g(x) =
{
g(x+ h, t) if (x+ h, t) ∈ Q ,
0 if not,
where g is a function deﬁned on Q . We set f = μ˜(θ) and fε = μ˜ε(θε) where
μ˜(θ) =
{
μ(θ) in Q ,
1 if not.
We use the same deﬁnition for μ˜ε(θε).
Due to the bounded character of με and estimate (113), we easily check that
fε strongly converges to f (118)
in Lp(RN+1) as ε tends to 0, for all 1 p < ∞.
We have
‖ρε ∗ fε − f ‖Lp(RN+1) = ‖ρε ∗ fε − fε + fε − f ‖Lp(RN+1)
 ‖ρε ∗ fε − fε‖Lp(RN+1) + ‖ fε − f ‖Lp(RN+1). (119)
Initially, we show that
‖ρε ∗ fε − fε‖Lp(RN+1)  sup|η|<ε ‖Tη fε − fε‖Lp(RN+1).
We shall give a proof based on DiBenedetto’s method (see [15, Lemma 21.1]). Indeed, we have
∣∣(ρε ∗ fε)(x, t) − fε(x, t)∣∣=
∣∣∣∣
∫
RN
ρε(x− y)
[
fε(y, t) − fε(x, t)
]
dy
∣∣∣∣

∫
|η|<ε
ρε(η)
∣∣ fε(x+ η, t) − fε(x, t)∣∣dη,
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∣∣(ρε ∗ fε)(x, t) − fε(x, t)∣∣
( ∫
RN
ρε(η)dη
) 1
q
·
( ∫
RN
ρε(η)
∣∣ fε(x+ η, t) − fε(x, t)∣∣p dη
) 1
p
,
where 1p + 1q = 1. Thanks to Fubini’s theorem, we deduce that
∫
R
∫
RN
∣∣(ρε ∗ fε)(x, t) − fε(x, t)∣∣p dxdt

∫
R
( ∫
RN
( ∫
RN
ρε(η)
∣∣ fε(x+ η, t) − fε(x, t)∣∣p dη
)
dx
)
dt

∫
R
( ∫
RN
(
ρε(η)
∫
RN
∣∣ fε(x+ η, t) − fε(x, t)∣∣p dx
)
dη
)
dt.
We again apply Fubini’s theorem to obtain
∫
R
∫
RN
∣∣(ρε ∗ fε)(x, t) − fε(x, t)∣∣p dxdt

∫
RN
ρε(η)
(∫
R
( ∫
RN
∣∣ fε(x+ η, t) − fε(x, t)∣∣p dx
)
dt
)
dη

∫
RN
ρε(η)‖Tη fε − fε‖pLp(RN+1)(η)dη

∫
|η|<ε
ρε(η)‖Tη fε − fε‖pLp(RN+1)(η)dη
 sup
|η|<ε
‖Tη fε − fε‖pLp(RN+1).
As a consequence:
‖ρε ∗ fε − fε‖Lp(RN+1)  sup|η|<ε ‖Tη fε − fε‖Lp(RN+1). (120)
In view of (119) and (120), we have
‖ρε ∗ fε − f ‖Lp(RN+1)  sup|η|<ε ‖Tη fε − fε‖Lp(RN+1) + ‖ fε − f ‖Lp(RN+1)
 sup
|η|<ε
‖Tη fε − fε − Tη f + f ‖Lp(RN+1)
+ sup
|η|<ε
‖Tη f − f ‖Lp(RN+1) + ‖ fε − f ‖Lp(RN+1)
 sup
|η|<ε
∥∥Tη( fε − f ) − ( fε − f )∥∥Lp(RN+1)
+ sup
|η|<ε
‖Tη f − f ‖Lp(RN+1) + ‖ fε − f ‖Lp(RN+1)
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|η|<ε
∥∥Tη( fε − f )∥∥Lp(RN+1) + sup|η|<ε ‖Tη f − f ‖Lp(RN+1) + 2‖ fε − f ‖Lp(RN+1)
 3
∥∥( fε − f )∥∥Lp(RN+1) + sup|η|<ε ‖Tη f − f ‖Lp(RN+1).
Due to estimate (118), the ﬁrst term in the right-hand side of the last inequality tends to 0 as ε tends
to 0. Moreover, the second term in the right-hand side of the last inequality tends to 0 (see, [15,
Lemma 21.1]). Hence
‖ρε ∗ fε − f ‖Lp(RN+1) tends to 0,
as ε tends to 0. Then
‖ρε ∗ fε − f ‖Lp(Q ) tends to 0,
as ε tends to 0. In other words:
∥∥με − μ(θ)∥∥Lp(Q ) tends to 0,
as ε tends to 0 for all 1 p < +∞, what completes the proof of Lemma 5.7. 
Remark 5.8. By the same arguments used in the proof of the previous lemma, we easily check the
following convergence result:
F ε strongly converges to F (θ) in Lp(Q ), (121)
for all 1 p < +∞, as ε tends to 0.
So, we have in particular:
με
(
uε · ∇)uεi ⇀ μ(θ)(u · ∇)ui in L1(Q ), (122)
as ε tends to 0. Next, let us pass to the limit in div(uε · pε) as ε tends to 0. Estimate (103) permits
us to extract a subsequence still indexed by ε such that
pε ⇀ p weakly in L2
(
0, T ; Lq(Ω)),
∀q < 32 , where p is a function of L2(0, T ; Lq(Ω)). In addition, we know that
uε → u strongly in L2(0, T ; Lq(Ω)), ∀q ∈ [1,6[.
By the convergence results of pε and uε , we can ensure that
uεpε ⇀ up weakly in L1
(
0, T ; Lr(Ω)),
∀r < 65 . In particular,
uεpε ⇀ up weakly in L1(Q ),
and as a consequence:
div
(
uεpε
)
⇀ div(up) in the sense of distributions. (123)
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(110), (115), (117), (121), (122) and (123), we are in a position to pass to the limit as ε tends to 0
in Eqs. (95) and (96) to conclude that there exists a weak solution of system (3)–(7) in the sense of
Deﬁnition 2.2.
Case 2. 0 < 2α  1.
Let us proceed by approximation and passage to the limit. We replace the function F by F ◦ T 1
ε
,
for ε > 0, and we consider the following approximate problem:
uεt + (uε · ∇)uε − 2div
(
μεDu
ε
)+ ∇pε = F ε in Q , (124)
bε
(
θε
)
t + uε · ∇bε
(
θε
)− θε = 2με∣∣Duε∣∣2 in Q , (125)
divuε = 0 in Q , (126)
uε = 0 and θε = 0 on ΣT , (127)
uε(t = 0) = uε0 and bε
(
θε
)
(t = 0) = bε
(
θε0
)
in Ω. (128)
The sequence F ε is deﬁned by
F ε = ζε
(
F ◦ T 1
ε
(θ)χ(d(x,∂Ω)>2ε)
) ∗ ρε.
The function F ε being continuous and bounded for a ﬁxed ε > 0, we apply the result of Case 1, so
that there exists a strong-renormalized solution (θε,uε) of the approximate system (124)–(128) for
any ε < ε0, where ε0 > 0 is a small enough constant. Using estimate (51) for θε , we have∫
Ω
∣∣θε∣∣(t)dx 1
α
(∥∥μ(θε)∣∣Duε∣∣2∥∥L1(Q ) + ∥∥bε(θε0 )∥∥L1(Ω)).
Now, estimate (94) for uε gives
T∫
0
∫
Ω
∣∣Duε∣∣2 dxdt  C(∥∥F ε∥∥2L2(Q ) + ∥∥uε0∥∥2L2(Ω)),
where C is a constant independent of ε. Since με is bounded, using the growth condition (12) on F
implies that
∫
Ω
∣∣θε∣∣(t)dx c1
t∫
0
∫
Ω
∣∣θε∣∣2α dxdt + c2, (129)
where c1 and c2 are two constants which do not depend on ε.
Since 0 < 2α  1, Gronwall’s lemma shows that (θε)ε>0 is bounded in L∞(0, T ; L1(Ω)) and as
a consequence (F ε)ε>0 is bounded in L2(Q ). Next, we proceed as in Step 2 of Case 1, we consider
a new approximate system identical to (95)–(99). Finally, we argue again as in Step 3 of Case 1 to
establish the same a priori estimates and convergence results except the convergence of F ε . Indeed,
the bounded character of F ε in L2(Q ) permits us to deduce that
F ε strongly converges to F (θ) in Lp(Q ), (130)
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conclude that there exists a weak solution of system (3)–(7) in the sense of Deﬁnition 2.2.
Case 3. 1 < 2α < 53 .
The proof is almost identical of the one given in Case 1 where the result is established for α = 0
and we just sketch the new arguments to be taken into account.
Lemma 5.9. For any ε < ε0 , where ε0 > 0 is a small enough constant, there exists a strong-renormalized
solution (θε,uε) of (52)–(56) for small initial data.
Proof. For a ﬁxed θ ∈ L2α(Q ) and due to the growth assumption (12) on F , we obtain F (θ) ∈ L2(Q ).
So, we denote by uε the unique strong solution of (26)–(29) in C2(Ω¯ × [0, T ]) (see, e.g. [21]). Next,
for a ﬁxed ε > 0 small enough, we denote by θˆ ε (see Lemma 4.1) the unique renormalized solution
of (30)–(32). The regularity of θˆ ε (see Lemma 4.2) indeed implies that θˆ ε ∈ L2α(Q ). As a consequence
we can take L = L2α(Q ) in the ﬁxed-point argument of Section 3.
For a ﬁxed ε > 0 small enough, we deﬁne the mapping:
ψε3 : L
2α(Q ) → L2α(Q )
θ → ψε3 (θ) = θˆ ε.
The mapping ψε3 is well deﬁned. By the same arguments used in Case 1, we easily check that ψ
ε
3 is
compact and continuous. It remains to show that there exists a ball B of L2α(Q ) such that ψε3 (B) ⊂ B .
Let R be a positive real number. We will show that if the data are small enough, there exists
R0 > 0 such that
ψε3
(
BL2α(Q )(0, R0)
)⊂ BL2α(Q )(0, R0).
We assume that θ belongs to BL2α(Q )(0, R). In what follows, C denotes a generic constant which
depends on Ω , T , m1 and m0.
We have as in step (iii) of the ﬁrst case (see (94))
T∫
0
∫
Ω
∣∣Duε∣∣2 dxdt  C(∥∥F ε∥∥2L2(Q ) + ∥∥uε0∥∥2L2(Ω)). (131)
In view of Lemma 4.2 and the estimate above, we obtain
∥∥θˆ ε∥∥Lp(Q )  C[∥∥F ε∥∥2L2(Q ) + ∥∥uε0∥∥2L2(Ω) + ∥∥bε(θε0 )∥∥L1(Ω)], (132)
for all p such that 1 p < 53 . By the growth assumption on F , we have
∣∣F (θ)∣∣2  2(a2 + M2|θ |2α) a.e. in Q ,
and then
∥∥F (θ)∥∥2L2(Q )  2a2 meas(Ω)T + 2M2‖θ‖2αL2α(Q ). (133)
It follows that from (132) and (133):
∥∥θˆ ε∥∥ p  C[a2 meas(Ω)T + M2‖θ‖2α2α + C∥∥uε0∥∥22 + ∥∥bε(θε0 )∥∥ 1 ],L (Q ) L (Q ) L (Ω) L (Ω)
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5
3 , we deduce that
∥∥θˆ ε∥∥L2α(Q )  C[a2 + M2‖θ‖2αL2α(Q ) + ∥∥uε0∥∥2L2(Ω) + ∥∥bε(θε0 )∥∥L1(Ω)].
Since the sequence bε(θε0 ) converges to b(θ0) in L
1(Ω) as ε tends to 0, it follows that for example
∥∥θˆ ε∥∥L2α(Q )  C[a2 + M2‖θ‖2αL2α(Q ) + ‖u0‖2L2(Ω) + 2∥∥b(θ0)∥∥L1(Ω)], (134)
for ε small enough.
Now there exist a positive real number η > 0 and a positive real number R(η) > 0, which do not
depend upon ε, such that if
a2 + ‖u0‖2L2(Ω) +
∥∥b(θ0)∥∥L1(Ω)  η, (135)
then
C
[
a2 + M2R2α(η) + ‖u0‖2L2(Ω) + 2
∥∥b(θ0)∥∥L1(Ω)] R(η).
As a consequence of (134), we conclude that if (135) holds true then
ψε3
(
BL2α(Q )
(
0, R(η)
))⊂ BL2α(Q )(0, R(η)).
Schauder’s ﬁxed-point theorem and the deﬁnition of ψε3 imply that under the condition (135) and
for ε small enough, there exists a strong-renormalized solution (θε,uε) of the approximate system
(52)–(56) such that
∥∥θε∥∥L2α(Q )  R(η).
Due to (12) and from the above estimate the sequence F ε is bounded in L2(Q ). We now proceed
as in Step 2 of Case 1 and we consider a new approximate system identical to (95)–(99). At last, we
argue again as in Step 3 of Case 1 to establish the same a priori estimates and convergence results.
We have in particular:
F ε strongly converges to F (θ) in Lp(Q ),
∀p < 2, as ε tends to 0. So, we are in a position to pass to the limit with respect to ε in (95)–(99).
We conclude that there exists a weak solution of system (3)–(7) in the sense of Deﬁnition 2.2.
This achieves the proof of Theorem 5.1. 
References
[1] A. Attaoui, Existence de solutions pour une classe de systèmes non linéaires de Boussinesq, C. R. Acad. Sci. Paris Ser. I 346
(2008) 515–520.
[2] A. Attaoui, D. Blanchard, O. Guibé, Weak-renormalized solution for a nonlinear Boussinesq system, Adv. Differential Equa-
tions, in press.
[3] C. Bernardi, B. Métivet, B. Pernaud-Thomas, Couplage des équations de Navier–Stokes et de la chaleur : le modèle et son
approximation par éléments ﬁnis, RAIRO Modél. Math. Anal. Numér. 29 (7) (1995) 871–921.
[4] D. Blanchard, O. Guibé, Existence of solution for a nonlinear system in thermoviscoelasticity, Adv. Differential Equations 5
(2000) 1221–1252.
[5] D. Blanchard, F. Murat, Renormalized solution for nonlinear parabolic problems with L1 data: Existence and uniqueness,
Proc. Roy. Soc. Edinburgh Sect. A 127 (1997) 1137–1152.
[6] D. Blanchard, F. Murat, H. Redwane, Existence and uniqueness of a renormalized solution for a fairly general class of
nonlinear parabolic problems, J. Differential Equations 177 (2001) 331–374.
A. Attaoui / J. Differential Equations 246 (2009) 4591–4617 4617[7] D. Blanchard, H. Redwane, Renormalized solutions for a class of nonlinear parabolic evolution problems, J. Math. Pures
Appl. 77 (1998) 117–151.
[8] L. Boccardo, A. Dall’Aglio, T. Gallouët, L. Orsina, Nonlinear parabolic equations with measure data, J. Funct. Anal. 147 (1)
(1997) 237–258.
[9] L. Boccardo, T. Gallouët, On some nonlinear elliptic and parabolic equations involving measure data, J. Funct. Anal. 87
(1989) 149–169.
[10] J. Boussinesq, Théorie analytique de la chaleur, Gauthier–Villars, Paris, 1903.
[11] B. Climent, E. Fernández-Cara, Existence and uniqueness results for a coupled problem related to the stationary Navier–
Stokes system, J. Math. Pures Appl. 76 (4) (1997) 307–319.
[12] B. Climent, E. Fernández-Cara, Some existence and uniqueness results for a time-dependent coupled problem of the Navier–
Stokes kind, Math. Models Methods Appl. Sci. 8 (4) (1998) 603–622.
[13] A. Dall’Aglio, L. Orsina, Nonlinear parabolic equations with natural growth conditions and L1 data, Nonlinear Anal. 27
(1986) 59–73.
[14] J.-I. Diaz, G. Galiano, Existence and uniqueness of solutions of the Boussinesq system with nonlinear thermal diffusion,
Topol. Methods Nonlinear Anal. 11 (1) (1998) 59–82.
[15] E. DiBenedetto, Real Analysis, Birkhäuser Advanced Texts: Basler Lehrbücher, Birkhäuser, Boston, MA, 2002.
[16] R.J. DiPerna, P.L. Lions, On the Cauchy problem for Boltzmann equations: Global existence and weak stability, Ann. of
Math. 130 (1) (1989) 321–366.
[17] R.J. DiPerna, P.L. Lions, Ordinary differential equations, Sobolev spaces and transport theory, Invent. Math. 98 (1989) 511–
547.
[18] Y. Giga, H. Sohr, Abstract Lp estimates for the Cauchy problem with applications to the Navier–Stokes equations in exterior
domains, J. Funct. Anal. 102 (1991) 72–94.
[19] J. Leray, Etude de diverses équations intégrales non linéaires et de quelques problèmes que pose l’hydrodynamique, J. Math.
Pures Appl. 12 (1933) 1–82.
[20] J. Leray, Essai sur les mouvements plans d’un liquide visqueux que limitent des parois, J. Math. Pures Appl. 13 (1934)
331–418.
[21] P.L. Lions, Mathematical Topics in Fluid Mechanics, vol. 1: Incompressible Models, Oxford Lecture Ser. Math. Appl., vol. 3,
Oxford Univ. Press, Oxford, UK, 1996.
[22] J.M. Milhaljan, A rigorous exposition of the Boussinesq approximations applicable to a thin layer of ﬂuid, Astronom. J. 136
(1962) 1126–1133.
[23] A. Porretta, Existence results for nonlinear parabolic equations via strong convergence of truncations, Ann. Mat. Pura Appl.
(4) 177 (1999) 143–172.
[24] S. Segura de León, J. Toledo, Regularity for entropy solutions of parabolic p-Laplacian type equations, Publ. Mat. 43 (1999)
665–683.
[25] J. Simon, Compact sets in the space Lp(0, T ; B), Ann. Mat. Pura Appl. 146 (1987) 65–96.
[26] L. Tartar, Topics in Nonlinear Analysis, Publications Mathématiques d’Orsay, 1982.
[27] R. Temam, Navier–Stokes equations, Theory and Numerical Analysis, third revised ed., North-Holland, Amsterdam, 1984.
