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ABSTRACT 
Affective dysregulation characterizes both clinical and subclinical bipolar spectrum 
psychopathology. However, little is known about whether affective dysregulation is present 
across multiple timescales and contexts. Our preliminary studies suggested that bipolar spectrum 
psychopathology is associated with altered affective dynamics across seven days. Expanding on 
this work, we examined the association of bipolar spectrum psychopathology, as measured by 
the Hypomanic Personality Scale (HPS), with affective dynamics within- and between-days, 
across 14 days. Furthermore, we examined whether bipolar spectrum psychopathology is 
associated with disrupted meta-emotion (emotional clarity, granularity, attention) and whether 
this interacts with bipolar spectrum psychopathology to predict affective dynamics. Young-
adults (n=233) oversampled for high HPS scores completed self-report questionnaires and 14 
days of experience sampling questionnaires assessing emotional valence and arousal. 
Computational approaches examined the time-series of each participant. Bipolar spectrum 
psychopathology was associated with hyper-reactivity, variability, and instability of high-arousal 
negative and positive affect both within- and between-days, indicating that micro-level dynamics 
are disrupted across multiple timescales. The results held after accounting for mean-levels of 
affect, depression, and neuroticism. Bipolar spectrum psychopathology was associated with low 
emotional clarity and granularity. The combination of low attention to emotion and high scores 
on the HPS produced the highest level of negative affect instability. Examining affective 
dynamics in bipolar spectrum psychopathology should enhance understanding of risk for bipolar 
spectrum disorders and facilitate development of mood-monitoring interventions.  
Keywords: Bipolar, Emotion, Affect, Dynamics, Experience Sampling Methodology, Time 
Series Analysis, Meta-emotion 
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CHAPTER 1: INTRODUCTION 
“Treat individual differences as signal not noise. It is essential for understanding vulnerability 
and resilience”(Akil, 2019). 
Affective dysregulation is present in bipolar disorders (Johnson, Tharp, Peckham, & 
McMaster, 2016) and in subclinical manifestations of bipolar psychopathology (Hofmann & 
Meyer, 2006; Lovejoy & Steuerwald, 1995). However, it is unknown the extent to which bipolar 
spectrum psychopathology is associated with individual differences in affective dynamics – 
affective reactivity, inertia, variability, and instability. The present study examines associations 
between bipolar spectrum psychopathology and affective dynamics in daily life. Examining these 
associations in daily life should enhance our understanding of risk factors for the development of 
bipolar disorders and of affective processing outside of the context of mood episodes. 
Additionally, a better understanding of the measurement of affective dynamics in bipolar 
spectrum psychopathology should aid in the development of more sophisticated mood-
monitoring intervention applications for use by patients with bipolar disorders.  
1.1 CLASSIFICATION OF BIPOLAR DISORDERS 
Current classification systems such as the Diagnostic and Statistical Manual of Mental 
Disorders (DSM-5; American Psychiatric Association, 2013) and the International Classification 
of Disorders (ICD-10; World Health Organization, 1992) include categorical bipolar disorder 
diagnoses. Bipolar disorders are typically characterized by alternating distinct episodes of 
elevated, expansive, or irritable mood (e.g., hypomanic or manic episodes) and depressed mood. 
Hypomanic and manic episodes involve changes in affect such as abnormally elevated positive 
affect (PA) or irritability, changes in cognitions such as inflated self-esteem, racing thoughts, and 
distractibility, and changes in behaviors including decreased sleep, pressured speech, increased 
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goal-directed activities, and impulsive and reckless actions. These disorders are estimated to 
affect approximately 4% of the population (Merikangas et al., 2007) and account for more than 
150 billion dollars in direct and indirect costs in the US annually (Dilsaver, 2011). Bipolar 
disorders are associated with severe role impairment, extensive use of health and social services 
(Merikangas et al., 2007), and premature mortality (Roshanaei-Moghaddam & Katon, 2009).  
Increasing evidence suggests that bipolar disorders may be better represented by a 
spectrum of symptoms and impairment rather than discrete categorical diagnoses. Akiskal (2004) 
expanded DSM bipolar diagnoses to include people who experience depressive episodes with 
cyclothymia (bipolar II-1/2), depressive episodes with hypomania induced by somatic therapies 
(bipolar III), and depressive episodes with hyperthymic temperament (bipolar IV). In addition to 
the broad bipolar spectrum disorders proposed by Akiskal, evidence suggests that up to 9% of 
the population experience bipolar symptoms that do not meet full diagnostic criteria (Angst, 
Gamma, Benazzi, et al., 2003), typically comprised of dysthymia, minor depression, or minor 
depression associated with “hypomanic syndrome,” hyperthymic temperament, or hypomanic 
symptoms. These subclinical bipolar symptoms are often associated with impaired functioning 
and poor psychological outcomes (Judd & Akiskal, 2003; Merikangas et al., 2007), risk for 
suicide attempts (Angst, 1998), and heightened risk for developing bipolar disorder (Angst & 
Cassano, 2005). Furthermore, longitudinal studies report that individuals experiencing 
subthreshold bipolar spectrum psychopathology experience higher rates of hypomanic episodes 
and conversion to bipolar spectrum disorders than those low in bipolar spectrum 
psychopathology (Kwapil et al., 2000; Walsh, DeGeorge, Barrantes-Vidal, & Kwapil, 2015).  
These findings are consistent with taxometric studies that suggest that bipolar 
psychopathology may be better represented as a continuum or spectrum, rather than by 
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categorical diagnoses. Ahmed, Green, Clark, Stahl, & McFarland (2011) completed a taxometric 
analysis of mood disorders and reported that a) mania has both taxonic and dimensional elements 
with severity being an important within-taxon characteristic, and b) a high proportion of 
individuals land close to taxonic boundaries (e.g., high scorers that do not belong to a taxonic 
group) and should not be ignored as they experience impairment. More recently, Prisciandaro 
and Tolliver (2015) employed taxometric methods, information-theoretical latent distribution 
modeling (ITLDM), and structural equation mixture modeling (SEMM) to examine the 
continuity/discontinuity of mania. Taxometric MAXCOV models, ITLDM, and SEMM all 
suggested that manic symptoms were better represented continuously rather than as a categorical 
taxon, as there was no clear discontinuity in any of these analyses. 
Thus, current models increasingly conceptualize bipolar psychopathology as a dynamic 
spectrum, ranging from subclinical expression to full-blown mania and depression. Bipolar 
spectrum psychopathology herein will reference symptoms and impairment that comprise both 
clinical and subclinical manifestations of bipolar psychopathology. This spectrum includes both 
trait-like and episodic disruptions of affect, cognitions, and behaviors typically seen in mania and 
hypomania. Adoption of a spectrum model should facilitate our understanding of risk, resilience, 
and treatment for bipolar psychopathology, consistent with continuum models proposed in 
psychosis (Kwapil & Barrantes-Vidal, 2015; Van Os, Hanssen, Bijl, & Ravelli, 2000).  
1.2 AFFECTIVE DYSREGULATION IN BIPOLAR SPECTRUM PSYCHOPATHOLOGY 
Disruptions in affect have been proposed as a core feature of bipolar spectrum disorders; 
however, our nuanced understanding of the nature of these disruptions tends to be limited 
(Johnson et al., 2016). Studies of affective dysregulation in bipolar spectrum disorders have 
primarily concentrated on one timescale (mood) and one characteristic of the emotional 
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experience (valence). Studies have largely ignored understanding affective experiences across 
different timescales (e.g., emotion à mood à temperament) and across multiple characteristics 
(e.g., valence and arousal).  Thus, it is unclear whether individuals on the bipolar spectrum 
experience disruptions in affective experiences across valence of emotions (e.g., positive vs. 
negative), arousal of emotions (e.g., high arousal vs. low arousal), or as assessed across different 
timescales (e.g., within-day, between-day, across weeks, months, or years).  
Our limited understanding of affective disruptions in bipolar spectrum psychopathology 
may be due to an over-reliance on using emotion-eliciting paradigms in the laboratory. Although 
informative, evidence suggests that emotion inductions in the lab do not resemble emotion-
eliciting conditions outside of the lab (Koval et al., 2015) and may not fully capture the true 
dynamics of affect in the real world (Schimmack, 2003). This likely reflects that laboratory and 
daily life assessments differ in time-scale of the measurements and that emotion-eliciting stimuli 
in the lab may not evoke the same salience as events in daily life (Johnson et al., 2016).  
The extant literature has primarily examined levels of PA during episodes of hypomania 
or mania and negative affect (NA) during episodes of depression (Johnson et al., 2016). This 
approach has two limitations. First, it concentrates solely on categorical diagnoses of bipolar 
disorder and one specific timescale (mood episode). However, there is evidence that at the trait 
level, individuals experiencing subclinical and clinical manifestations of bipolar 
psychopathology display fluctuations in affect (Hofmann & Meyer, 2006; Lovejoy & 
Steuerwald, 1995) that predict impaired functioning and symptoms (Henry et al., 2001, 2008). 
Second, this work is built on outdated views of affective science. Specifically, simply studying 
mean levels of affect focuses on the experience of affect as a state rather than a fluctuating and 
dynamic phenomenon (Kuppens, Stouten, & Mesquita, 2009; Scherer, 2000). Although 
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traditional emotion research suggests that people can be meaningfully characterized by mean 
levels of affect (Watson & Tellegen, 1985) and that mean levels of affect are associated with 
psychopathology and personality (Kuppens, Van Mechelen, Nezlek, Dossche, & Timmermans, 
2007; Larsen & Diener, 1985; Rusting & Larsen, 1997), modern theories of emotion argue that 
examining the variability of one’s affect around their mean provides context relevant information 
and may be an important individual difference variable to consider in psychopathology research 
(Jahng, Wood, & Trull, 2008; Kuppens, Oravecz, & Tuerlinckx, 2010).  
1.3 MODERN ASSESSMENT OF AFFECTIVE DYNAMICS 
In the last decade, there has been a paradigm shift such that affective scientists have 
transitioned from studying affect simply as a static characteristic to studying the experience of 
affect as a dynamic process (Davidson, 2015; Larsen, Augustine, & Prizmic, 2009; Lewis, 2005; 
Scherer, 2009b). The study of affective dynamics refers to examining time-dependent 
fluctuations in affect (Kuppens, Allen, & Sheeber, 2010). Specifically, research suggests that 
individual differences exist in the temporal variability of affect that are distinct from mean levels 
of affect (Eaton & Funder, 2001; Kuppens et al., 2007; Larsen, 1987; Penner, Shiffman, Paty, & 
Fritzsche, 1994) and that are separate from aspects of personality (Eid & Diener, 1999). 
Furthermore, affective dynamics have been proposed to precede and prospectively predict 
psychopathology and functioning both in the short and long term, over-and-above mean levels of 
affect (Kuppens et al., 2012; van de Leemput et al., 2014). Affective reactivity, variability, 
instability, and inertia are affective dynamics widely measured to study psychopathology (e.g., 
major depressive disorder, borderline personality disorder).   
In general, the extant literature on affective dynamics in bipolar spectrum 
psychopathology is limited and has concentrated on affective reactivity and variability in 
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laboratory experiments or examined long-term changes in symptoms of depression and mania 
rather than moment-to-moment dynamics.  For example, studies examining the statistical 
patterns of depressive and manic symptoms over time reported that bipolar I disorder was 
characterized by highly non-linear time-series (Bonsall, Wallace-Hadrill, Geddes, Goodwin, & 
Holmes, 2012; Cochran, McInnis, & Forger, 2016; Steinacher & Wright, 2013). Specifically, 
weekly depression scores across 220 weeks were highly variable and could not be predicted by 
the prior week’s symptoms (Bonsall et al., 2012). Furthermore, hidden Markov modeling 
identified a “mixed” group of bipolar patients that experienced more temporally unstable mood 
and negative outcomes (e.g., psychosis, substance use, rapid cycling; Prisciandaro, Tolliver, & 
DeSantis, 2018). These studies provided preliminary evidence that bipolar I disorder may be 
characterized by altered affective dynamics; however, no studies to our knowledge have 
examined the full characterization of short-term affective dynamics using comprehensive time-
series analysis across the bipolar spectrum.   
1.3.1 Affective reactivity 
Affective reactivity is conceptualized as the intensity of affect experienced in response to 
an internal or external emotion-eliciting stimulus (Thompson et al., 2012). For healthy 
individuals, it is expected that the magnitude of the change in affect corresponds to the 
magnitude of the event experienced; however, those who are hyper-reactive and hypo-reactive 
tend to experience affect that is incongruent with the magnitude of the event experienced (Larsen 
& Diener, 1987).  
Evidence suggests that bipolar disorder is characterized by hyper-reactivity during 
specific mood episodes. However, it is not clear under which conditions individuals on the 
bipolar spectrum display hyper-reactivity. For example, Henry et al. (2003) found that bipolar 
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disorder was associated with affective hyper-reactivity specifically during mania, whereas 
Johnson (2005) found that bipolar disorder was also associated with affective hyper-reactivity 
during euthymia. Furthermore, some research suggests that bipolar disorder is only associated 
with affective hyper-reactivity in those who have a history of major depressive episodes (Henry, 
M’Bailara, Lépine, Lajnef, & Leboyer, 2010). Contradictory evidence also suggests that 
affective hyper-reactivity is only displayed in certain types of emotion-eliciting situations. For 
example, Cuellar, Johnson, & Ruggero (2009) found that bipolar disorder was associated with 
hyper-reactivity in response to positive but not negative events, whereas Myin‐Germeys et al. 
(2003) found that bipolar disorder was also associated with hyper-reactivity in the context of 
stressful negative events. Furthermore, M’Bailara et al. (2009) found that patients with bipolar 
disorder displayed hyper-reactivity to neutral situations in the laboratory. Evidence also supports 
that bipolar spectrum psychopathology is associated with hyper-reactivity of PA specifically in 
the context of goal-attainment events, rather than in reaction to general positive stimuli (Johnson, 
2005; Johnson, Cueller, et al., 2008; Johnson et al., 2000). Studies have also found contradictory 
evidence that hyper-reactivity depends on both valence of emotions and arousal levels. For 
example, M’Bailara et al. (2009) found that patients with bipolar disorder displayed hyper-
reactivity in terms of both arousal and valence levels whereas Gruber, Harvey, and Purcell, 
(2011) reported no difference in arousal levels in bipolar I disorder after viewing emotion-
eliciting films. In terms of the broader bipolar spectrum, some evidence suggests that those at 
risk for bipolar disorder experience hyper-reactivity to stressful events (Alloy, Abramson, 
Walshaw, Keyser, & Gerstein, 2006), whereas Henry et al. (2001) found that those with 
subthreshold bipolar spectrum psychopathology had no difference in the intensity of emotions 
they experienced compared to healthy control participants. Note that the majority of studies 
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examining affective hyper-reactivity in bipolar spectrum psychopathology rely on emotion-
eliciting tasks in the laboratory and do not capture dynamics relating to intensity and reactivity in 
the real world. Thus, there is a need to clarify whether the bipolar spectrum is defined by hyper-
reactivity (in terms of both valence and arousal) to positive and negative events in daily life and 
whether this is dependent on level of bipolar spectrum psychopathology.  
1.3.2 Affective variability 
Affective variability reflects the extent to which an individual’s affect deviates from their 
mean levels. Essentially, variability reflects the dispersion of an individual’s affect ratings 
around their personal baseline. An individual who experiences high affective variability, shows 
larger (more intense) deviations from their mean. Variability reflects the amplitude of affective 
experiences (Eid & Diener, 1999). However, indices of variability have been criticized as they 
only take into account the amplitude of an individual’s affect over time but do not account for 
the pattern of variability across time (Jahng et al., 2008).  
 Much of the extant literature has concentrated on variability as an index of fluctuations in 
affect. Similar to affective reactivity, there is contradictory evidence that bipolar spectrum 
psychopathology is characterized by variability in regard to valence (PA vs. NA), arousal (high 
vs. low arousal states), and whether it is episode-contingent (during mania vs. euthymia vs. 
depression), as well as related to the severity of such episodes. Bipolar I disorder has been 
associated with variability of NA (Johnson et al., 2016), PA and NA during euthymia (Henry et 
al., 2008), and shifts between PA and NA (Henry et al., 2001; Reich, Zanarini, & Fitzmaurice, 
2012). Furthermore, those at risk for bipolar disorder (Hofmann & Meyer, 2006) and those with 
subclinical bipolar spectrum psychopathology (Lovejoy & Steuerwald, 1995) experienced 
increased variability of both PA and NA. In fact, Angst, Gamma, and Endrass (2003) found that 
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variability of affect, both in terms of valence and levels of arousal, was a risk factor for the 
development of bipolar spectrum disorders. Thus, there is evidence that the bipolar spectrum is, 
in general, characterized by variability of affect, but little is understood about the time-dependent 
patterns of variability.  
1.3.3 Affective instability 
In reaction to the limitations of affective variability as a measure, affective instability was 
proposed as a more promising index of fluctuations of affect. Affective instability refers to both 
fluctuations in affect and temporal dependency. Put another way, affective instability reflects the 
extent to which an individual experiences frequent and intense fluctuations in affect over time 
(Thompson et al., 2012) and measures both the amplitude, frequency, and temporal dependency 
of fluctuations in affect (Jahng et al., 2008). Jahng et al. (2008) purport that affective instability, 
over-and-above variability, provides context relevant information about the characteristics of 
affective processing given that it accounts for the temporal sequence of fluctuations.  
Few studies have examined affective instability in bipolar spectrum psychopathology. 
Note that although many studies refer to affective instability, they are often simply measuring 
variability, not instability. Bonsall, Geddes, Goodwin, and Holmes (2015) and Bonsall et al. 
(2012) examined fluctuations in depressive scores measured via autocorrelation models (one 
statistical measure of instability) in two different groups of bipolar patients. They found that 
instability of depressive symptoms over one week predicted current mood in a “stable” group of 
bipolar patients, whereas two weeks of mood instability predicted current mood in the “unstable” 
group of bipolar patients. Additionally, they found that there were both qualitative and 
quantitative individual differences in instability of patients with bipolar disorder in terms of 
predicting treatment outcomes. Thus, there is a dearth of research investigating the individual 
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differences in the temporal dynamics of instability across the bipolar spectrum and no research to 
date examining this in terms of specific emotions (e.g., PA and NA).  
1.3.4 Affective inertia 
Affective inertia traditionally refers to the extent to which affect is resistant to change 
(Thompson et al., 2012). Theoretically, affective inertia should be negatively associated with 
affective reactivity and instability, as one’s affect would be resistant to change even when 
experiencing emotion-eliciting events (Kuppens, Allen, et al., 2010). However, Koval et al. 
(2015) argue that there is another form of inertia. One might experience hyper-reactivity but fail 
to down-regulate and return to baseline thereby increasing the persistence of that affective 
experience. Thus, one conceptualization of inertia would be negatively associated with reactivity 
whereas another would be positively associated with reactivity.   
Affective inertia, as traditionally conceptualized, has primarily been studied as a 
component of major depression; however, some evidence suggests that bipolar disorder may be 
characterized by affective inertia in terms of persistence of affect. For example, bipolar disorder 
has been associated with a tendency to maintain levels of NA and PA following reactivity 
(Johnson, McKenzie, & McMurrich, 2008), sustained change in affect following stressful daily 
events (Goplerud & Depue, 1985), and trouble returning to baseline affect especially in terms of 
PA (Farmer et al., 2006). However, Gruber et al. (2011) reported no differences in affect 
recovery. Importantly, traditional conceptualizations of affective inertia often assess long time-
periods, in that individuals with major depression in general are resistant to reactivity; however, 
evidence examining persistence of affect assesses shorter time-periods in the context of response 
or reactivity to a change in one’s internal or external environment. Thus, there is preliminary but 
contradictory evidence that the bipolar spectrum is characterized by affective inertia or poor 
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affective recovery specifically in the context of short-time series following reactivity, consistent 
with Koval et al. (2015) conceptualization, but less evidence that it would be associated with 
affect that is resistant to change over longer periods of time. 
1.3.5 Assessment of affective dynamics 
Although affective reactivity, inertia, variability, and instability can be measured in the 
laboratory using emotion-eliciting paradigms or self-report questionnaires, the dynamics and 
time-dependent characteristics of these constructs are best measured repeatedly in one’s natural 
environment (Jahng et al., 2008; Trull, Lane, Koval, & Ebner-Priemer, 2015). Despite this, the 
examination of affect as a dynamic process has been understudied (Ebner-Priemer & Trull, 
2012), especially in the context of bipolar spectrum psychopathology (Ebner-Priemer & Trull, 
2009). Within-person affective dynamics can be meaningfully measured using ambulatory 
assessment methods such as experience sampling methodology (ESM; also referred to as 
ecological momentary assessment). ESM is a daily diary method that repeatedly assesses affect, 
cognition, and behavior. ESM offers the advantages of enhanced ecological validity through 
repeatedly assessing individuals in their real-world environments, minimizing retrospective bias 
by assessing individuals’ experiences in the moment, and allowing the examination of the 
context of these experiences (Csikszentmihalyi & Larson, 1987; Mehl & Conner, 2012; 
Oorschot, Kwapil, Delespaul, & Myin-Germeys, 2009). Importantly, the study of affective 
dynamics necessitates precise and time-sensitive assessment and requires data collection based 
on specific timescales to be able to answer relevant questions (e.g., does a person experience 
within-day instability or between-day instability; Trull et al., 2015). Advances in both 
technology and statistical computation have enabled ESM to capture affective reactivity, inertia, 
variability, and instability over time (Jahng et al., 2008).  
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In terms of affective reactivity, investigators can examine whether a participant reports 
elevated NA or PA following a stressful/unpleasant/pleasant internal or external event (Myin‐
Germeys et al., 2003). Of note, some have argued that in order to be able to examine reactivity 
researchers must use event-contingent sampling (ask the participant to complete a questionnaire 
when they notice experiencing an important emotion-eliciting event rather than random-time 
sampling); however, Scollon, Prieto, and Diener (2009) note that people may begin looking for 
internal and external events in their daily life and evaluating them as important even though in 
their normative daily life, those events did not hold much salience. Thus, not only may event-
contingent sampling cause people to highlight non-important events, it may lead to behavioral 
change in anticipation of searching for events to report on. Thus, researchers have primarily 
relied on randomized time-sampling with ESM and asking about reactivity moment to moment.  
ESM especially lends itself to the study of affective inertia, or the persistence of an 
affective state. The goal of examining affective inertia using ESM is to draw conclusions about 
individual differences in the extent to which affect is correlated over time (Jahng et al., 2008; 
Koval et al., 2015). Specifically, within ESM, researchers can examine whether affect at one 
moment is correlated with additional affective reports across the day and longer periods of time 
(week, month, year), using a method called autocorrelation or autoregressive slope modeling.   
Affective variability and instability can both be assessed using ESM data in multiple 
ways. Variability is commonly measured by examining the dispersion of an individual’s ratings 
of their affect around their mean (within-person variance; Eid & Diener, 1999), but as mentioned 
does not adequately capture the temporal ordering of affect ratings. Compared to affective 
variability, affective instability requires more complex calculations that must account for 
temporal dependency in several different ways. Multiple analytic strategies are available to 
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compute affective instability. Although autocorrelation is typically used as a measure of affective 
inertia, some have proposed that a low autocorrelation indicates a high temporal dependency; 
however, this method does not account for the amplitude differences in a time series (Ebner-
Priemer & Trull, 2012). In addition, hierarchical diffusion models, dampened oscillator models, 
dynamic factor analysis, fractal dimension, power spectral density, mixture distribution models, 
mixture distribution latent state-trait analysis, sequence analysis, and the Euclidean distance 
between successive differences in two dimensional space have all been proposed as methods for 
determining affective instability with various benefits and criticisms (see Ebner-Priemer & Trull, 
2012 for review of the pros and cons of these methods). One promising method for calculating 
instability using ESM data that assesses amplitude, frequency, and temporal dependency of 
affect is the mean squared successive differences index (MSSD; Ebner-Priemer & Trull, 2009; 
Ebner-Priemer & Trull, 2012; Jahng et al., 2008). This analytical method allows for the 
examination of adjusted squared successive differences based on detrending random-time 
sampling (which is necessary for proper characterization of instability). This method has 
increasingly been used to examine instability in various psychopathological disorders including 
major depression, generalized anxiety, and borderline personality disorder (Ebner-Priemer & 
Trull, 2009; Thompson et al., 2012; Trull et al., 2015, 2008). 
Most measures of instability are insensitive to the degree to which changes in affect from 
one moment to the next are statistically meaningful or directional. Probability of acute change 
(PAC) can be calculated to examine whether an individual’s instability is characterized by 
meaningful, dramatic, or statistically significant changes in affect or a particular direction of 
change (e.g., low NA to high NA, low PA to high PA; Jahng et al., 2008). For example, 
researchers investigating borderline personality disorder have been interested in large changes in 
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NA (from low NA to high NA) and have used PAC to determine how much an individual is 
characterized by acute increases in NA (Trull et al., 2008).  
1.4 META-EMOTION AND ITS ROLE IN AFFECTIVE DYNAMICS 
The affective dynamics outlined above likely involve meta-emotional and attentional 
processes. For example, Gohm and Clore (2000) argue that the outcome of affective experiences 
are driven by emotional awareness which involves attention to emotion, the extent to which an 
individual is able to notice, think about, and monitor their emotions (Thompson, Dizén, & 
Berenbaum, 2009), and emotional clarity, the extent to which one is able to perceive and judge 
their emotions (Thompson et al., 2009). Attention to emotion and emotional clarity have been 
proposed to be individual differences that represent distinct, modestly correlated phenomena that 
are relevant when examining emotional outcomes (Boden & Thompson, 2017). Although 
emotional clarity involves perceptions or judgments of one’s own emotions, emotional 
granularity, refers to the extent to which one is able to distinguish between fine-grained aspects 
of emotions both at the level of valence and arousal (Barrett, Gross, Christensen, & Benvenuto, 
2001), such that an individual high in granularity would be able to make distinctions about their 
emotions in the moment (Kashdan, Ferssizidis, Collins, & Muraven, 2010; Tugade, Fredrickson, 
& Feldman Barrett, 2004). Emotional clarity is viewed as a meta-emotional construct whereas 
emotional granularity is proposed to be a skill (Boden, Thompson, Dizén, Berenbaum, & Baker, 
2013). 
 It has been proposed that those high in attention to emotions are likely to be high in 
affective intensity and reactivity given that high attention to emotion has been associated with 
poor emotion regulation (Gohm & Clore, 2002). Thompson et al. (2009) found that attention to 
emotions did in fact predict higher levels of affective intensity. Few studies have examined 
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attention to emotion in bipolar spectrum psychopathology. One study found no differences 
between individuals with bipolar I disorder and healthy control participants on the awareness 
subscale of the Difficulties in Emotion Regulation Scale (DERS; Gratz & Roemer, 2004) a 
subscale purported to measure attention to emotion (Van Rheenen, Murray, & Rossell, 2015). 
However, there is evidence that attentional biases are associated with bipolar spectrum 
psychopathology, such that those with bipolar disorder have an attentional bias towards both 
negative and positive stimuli independent of mood-episodes (Alloy et al., 2006; García-Blanco, 
Salmerón, Perea, & Livianos, 2014). 
Emotional clarity on the other hand is proposed to be associated with antecedent-focused 
emotion regulation skills (Gross, 1998) such that clarity of emotions may be tied to goal-pursuit 
and success (Carver & Scheier, 1990). Thus, Thompson et al. (2009) hypothesized that 
emotional clarity is inversely associated with emotional variability. Their data supported this 
hypothesis, even after accounting for neuroticism and gender. One published study to date has 
examined clarity of emotions in bipolar spectrum psychopathology. Van Rheenen et al. (2015) 
found that individuals with bipolar I disorder displayed lower emotional clarity than healthy 
controls. Although they did not specifically study bipolar disorder, Thompson et al. (2015) found 
that low emotional clarity was associated with both depression and neuroticism, psychological 
and personality constructs related to the experience of bipolar spectrum disorders. Furthermore, 
Vine and Aldao (2014) suggested that low emotional clarity is a transdiagnostic individual 
difference that predicts psychopathology and maladaptive emotion regulation.  
 Emotional granularity has not been widely studied in terms of affective dynamics. 
However, Boden et al. (2013) found that emotional granularity predicted unique patterns of 
affective responding in both the laboratory and daily life. They reported that emotional 
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granularity was inversely associated with affective intensity and reactivity both in terms of trait-
level self-report and affect ratings in daily life using ESM. In contrast, emotional clarity was 
inversely associated with variability, but not intensity, in daily life supporting evidence that 
clarity and granularity are unique constructs. No studies to date have examined emotional 
granularity in bipolar spectrum psychopathology.  
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CHAPTER 2: PRELIMINARY STUDIES 
Multiple studies have examined bipolar spectrum psychopathology in daily life using 
ESM (Kwapil et al., 2011; Sperry, Barrantes-Vidal, & Kwapil, 2018; Sperry & Kwapil, 2017; 
Walsh, Brown, Barrantes-Vidal, & Kwapil, 2013; Walsh, Royal, Brown, Barrantes-Vidal, & 
Kwapil, 2012). Across these studies, bipolar spectrum psychopathology was associated with 
elevated intensity of NA and energetic-enthusiasm (PA) as well as variability of NA and PA. 
However, these studies did not specifically aim to study affective processes, had a limited 
number of items assessing NA and PA across levels of valence and arousal, and did not examine 
variability in the context of time (e.g., instability). In order to provide a preliminary examination 
of feasibility of assessing affective dynamics using ESM in an unselected sample of college 
students Sperry and Kwapil (2019a,b) assessed 147 individuals (n=135 with usable data) on 
measures of personality, emotion, bipolar spectrum psychopathology, and a seven day ESM 
protocol. Note that these data provided the basis for Monte Carlo simulations to assess power for 
the present study (see power analysis section below).  
2.1 DECONSTRUCTING AFFECT INTENSITY AND VARIABILITY: AN EXPERIENCE 
SAMPLING STUDY OF AFFECTIVE DYNAMICS1  
The goal of this preliminary study was to examine the feasibility of assessing indices of 
affective dynamics in an unselected sample of college students. In order to do so, we created an 
ESM protocol using affect items from the PANAS (Watson, Clark, & Tellegen, 1988), as well as 
low-arousal items from previous studies (Kwapil et al., 2011; Sperry & Kwapil, 2017) that 
covered the full affective circumplex (Posner, Russell, & Peterson, 2005; Russell, 1980). The 
                                               
1 Sperry, S.H., & Kwapil, T.R. (2019b). Deconstructing affect intensity and variability: An experience sampling 
study of affective dynamics. Under Review. 
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affective circumplex model of emotions purports that emotions are not only experienced in terms 
of level of valence (e.g., negative or positive, unpleasant or pleasant) but also arousal (e.g., low 
arousal and high arousal) and that emotions fall within a two-dimensional space influenced by 
both cognitive and physiological planes (Russell, 1980). Thus, four indices were assessed in 
daily life: high arousal NA, low arousal NA, high arousal PA, low arousal PA. In addition, the 
study used three event related items, “Since the last beep, the most important thing that happened 
was negative”, “Since the last beep, the most important thing that happened was positive”, and 
“Right now my situation is stressful.” Additionally, we asked participants the extent to which 
they felt that their “emotions were out of control” and “mood was going up and down” in daily 
life. Participants completed measures assessing trait affect intensity (Affect Intensity Measure 
[AIM]) and trait affect lability (Affect Lability Scale [ALS]).  
Participants completed an average of 38.5 ESM questionnaires (SD=11.0), consistent 
with previous studies from our laboratory. This response rate ensured enough data to apply time-
series analysis to extract the affective dynamic processes of interest based on guidelines and 
recommendations by Jahng et al. (2008) and Ebner-Priemer and Trull (2012). Six affective 
dynamics were successfully computed based on time-series data collected via ESM: Intensity, 
variability (WPV), instability (MSSD, PAC), inertia (AR[1]), and reactivity. We hypothesized 
that trait-based affect intensity (AIM) would be associated with intensity and reactivity of NA 
and PA in daily life whereas trait-based affect lability (ALS) would be associated with variability 
and instability of NA and PA in daily life. We found that the ALS was associated with elevated 
intensity (high and low arousal NA, low arousal PA), variability (high and low arousal NA 
WPV), and instability (high arousal NA MSSD and PAC), and low levels of inertia (high and 
low arousal NA and PA AR[1]). In contrast, the AIM was associated with elevated variability 
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(high arousal NA and PA WPV) and instability (high arousal NA and PA MSSD), as well as low 
levels of inertia (low arousal PA AR[1]). Consistent with our hypothesis, the AIM was 
associated with hyper-reactivity of NA in response to negative and stressful life events. These 
findings provided support for current approaches in affective science and suggest that in addition 
to measuring trait-based individual differences in the experience of emotion, researchers should 
model indices of affective dynamics to better understand momentary experiences of emotions 
across levels of valence and arousal.  
2.2 AFFECTIVE DYNAMICS IN BIPOLAR SPECTRUM PSYCHOPATHOLOGY: 
MODELING VARIABILITY, REACTIVITY, INSTABILITY, AND INERTIA IN DAILY 
LIFE2  
 This preliminary study examined whether bipolar spectrum psychopathology, as 
measured by the Hypomanic Personality Scale (HPS; Eckblad & Chapman, 1986) was associated 
with affective dynamics computed in Sperry and Kwapil (2019a). Note that the HPS is a widely 
used measure that assesses bipolar spectrum psychopathology and risk of developing bipolar 
disorders (Eckblad & Chapman, 1986; Kwapil et al., 2000; Walsh et al., 2015). It also is 
associated with bipolar characteristics in daily life in non-clinically ascertained young adults 
(Kwapil et al., 2011; Walsh et al., 2012; Sperry & Kwapil, 2017). Although the study did not 
over-sample for high HPS scorers, the sample contained participants scoring across the range of 
the scale (with 11% of the total sample scoring at least 1.5 standard deviations above the mean 
based on scale norms). Given the limited literature examining affective dynamics in bipolar 
spectrum psychopathology, this study was largely exploratory. 
                                               
2 Sperry, S.H., & Kwapil, T.R. (2019a). Affective dynamics in bipolar spectrum psychopathology: Modeling 
variability, reactivity, instability, and inertia in daily life. Journal of Affective Disorders, 251, 195-204. 
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 In terms of affective intensity, HPS scores were associated with increased reports of high 
and low arousal NA, but not high or low arousal PA. HPS scores were associated with increased 
reports of experiencing important negative/stressful events in the moment, but not important 
positive events. In terms of affective reactivity, when participants reported experiencing an 
important negative event, they experienced more NA in the moment, and this was moderated by 
the HPS. In other words, the association of intense NA while experiencing a negative event is 
stronger for those who are high in bipolar spectrum psychopathology compared to those who are 
low in the trait. Additionally, when experiencing a negative event or stressful situation, those 
high in bipolar spectrum psychopathology were more likely to report feeling that their emotions 
felt out of control and mood was going up and down.  
HPS scores were associated with increased variability (WPV) of high arousal NA, low 
arousal NA, and high arousal PA, but not low arousal PA, indicating that in general, bipolar 
spectrum psychopathology was associated with more dispersion in terms of affect ratings 
throughout the day; however, high variability does not mean that individuals are experiencing 
variability over the day, or across days, it simply reflects that those high in bipolar spectrum 
psychopathology had a larger standard deviation in terms of their high and low NA ratings and 
high PA ratings across the one-week assessment period. In addition, HPS scores were 
significantly associated with instability (MSSD) of all levels of valence and arousal, which 
indicated that individuals high in bipolar spectrum psychopathology were experiencing frequent 
changes in their affect across the seven days. Traditional measurement of affective instability 
with time-series data is sensitive to all changes in affect; however, PAC can further define 
whether changes in affect are big or small in a certain direction (Jahng et al., 2008). Thus, to 
complement these findings, we computed PAC for high and low arousal NA and PA (number of 
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acute changes divided by the total number of changes) and found that HPS scores were 
associated with the acute increases (at least 1.5 SD above the sample mean) in both NA and PA, 
suggesting that bipolar spectrum psychopathology was associated with large increases in NA and 
PA in daily life. HPS scores were not associated with inertia of either NA or PA across 7 days, 
which is expected given that the sample was largely characterized by instability and reactivity.  
 This study provided initial evidence that bipolar spectrum psychopathology was 
associated with affective dynamics in daily life, despite not oversampling for high scorers on the 
HPS. Most notably, despite not experiencing high mean levels of PA, those high in bipolar 
spectrum psychopathology experienced more variability and instability of PA. Importantly, all 
associations between HPS scores and affective dynamics remained significant after accounting 
for mean levels of affect. However, there were several limitations to this preliminary study. First, 
we did not examine the extent to which participants endorsed having a pleasant/positive 
experience in the present moment – we only asked, “Since the last beep, the most important thing 
that happened was positive”. This may have limited our ability to see reactivity of PA in the 
moment. Second, we did not have a large enough sample size or power to examine within- 
versus between-day measures of affective dynamics. This is especially important for examining 
within-day inertia versus between-day inertia and how inertia may be both positively and 
negatively correlated with levels of reactivity. Lastly, this study did not explore whether any 
important meta-emotional or attentional processes may contribute to these maladaptive affective 
dynamics in daily life or whether bipolar spectrum psychopathology is associated with affective 
dysregulation above-and-beyond neuroticism or depression.  
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2.3 EMOTION DYNAMICS CONCURRENTLY AND PROSPECTIVELY PREDICT 
BIPOLAR, DEPRESSIVE, AND BORDERLINE PSYCHOPATHOLOGY 3 
 Sperry and Kwapil (2019a) demonstrated that scores on a questionnaire measure of 
bipolar spectrum psychopathology were associated with affective dynamics in daily life. 
Following these findings, Sperry, Walsh, & Kwapil (2019) examined the extent to which altered 
affective dynamics predicted symptoms and diagnoses of bipolar spectrum disorders. In a 
previously collected three-year longitudinal sample of young adults (e.g., Walsh et al., 2012; 
2015), we examined whether affective variability, instability, and/or inertia predicted bipolar 
spectrum psychopathology concurrently and prospectively three-years later. Specifically, we 
were interested in whether variability, instability, and inertia predicted (1) categorical and 
continuous measures of bipolar psychopathology at baseline and three-years later, and (2) the 
development of new bipolar spectrum disorders at the follow-up. We hypothesized that 
variability and instability of NA and PA, but not inertia of NA or PA, would be associated with 
DSM-IV-TR (American Psychiatric Association, 2000) bipolar disorders (bipolar I disorder, 
bipolar II disorder, cyclothymia, and bipolar not otherwise specified), broad bipolar diagnoses 
(bipolar II-½, bipolar III, bipolar IV, hyperthymic temperament; Akiskal, 2004), history of 
hypomanic episodes or current hyperthymia, and continuous measures of bipolar spectrum 
psychopathology (HPS; hyperthymic temperament) both concurrently and three-years later. 
Furthermore, we hypothesized that instability of NA and PA would predict development of new 
bipolar spectrum diagnoses. 
Consistent with our hypotheses, bipolar spectrum disorders (broad bipolar disorders, 
history of hypomania, hyperthymic temperament) were associated both concurrently and 
                                               
3 Sperry, S.H., Walsh, M.A., & Kwapil, T.R. (2019). Emotion dynamics concurrently and prospectively predict 
bipolar, depressive, and borderline psychopathology. Under Review. 
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prospectively with variability, instability, and probability of acute increases in NA and PA. 
These findings indicate that broader bipolar phenotypes with more persistent and cyclical courses 
(e.g., hyperthymic temperament, bipolar II ½) may be characterized by more moment-to-moment 
affective lability than more episodic courses (e.g., bipolar I disorder, bipolar II disorder). Note 
that variability of NA was the only affective dynamic that predicted DSM bipolar diagnoses. 
However, it is unclear whether the lack of associations between other altered affective dynamics 
and DSM bipolar diagnoses was due to absence of association or lack of power. Note that 28 
participants (25% of the sample) met criteria for broadly defined bipolar disorders, whereas only 
12 participants (11%) were diagnosed with a DSM bipolar disorder (which was not surprising 
given the young age of the sample and the fact that it contained participants who scored across 
the entire range on our measure of risk for bipolar psychopathology). Future studies should 
include both patient and high-risk samples. Nevertheless, the finding of associations of affective 
dynamics with bipolar symptoms and disorders in a non-clinically ascertained sample 
demonstrates that these dynamics are identifiable in non-disordered individuals and relevant to 
the development of such disorders. Notably, the present findings directly replicated those of 
Sperry and Kwapil (2019a) – HPS scores were associated with WPV, MSSD, and PAC of both 
NA and PA. This provides further support for a model of bipolar spectrum psychopathology in 
which both subsyndromal and clinical manifestations are associated with symptoms and 
impairment in daily life.  
Not only did variability and instability of NA and PA predict bipolar psychopathology at 
baseline and the three-year follow-up, these dynamics predicted development of new broad 
bipolar diagnoses and hypomanic episodes. These findings are especially promising as a) 
affective instability may be a unique risk factor for the development of bipolar spectrum 
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psychopathology and b) real-world momentary assessments of affect are associated with 
symptoms and impairment three-years later. Taken together, this suggests that assessment of 
affective instability may facilitate identification of individuals at risk for bipolar disorders and 
provide a prophylactic treatment target that can be easily monitored using electronic devices.  
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CHAPTER 3: GOALS AND HYPOTHESES 
Bipolar spectrum psychopathology is associated with a complex affective profile that has 
been largely understudied and based on outdated views and measurement of affective 
experiences. The overall goal of the present study was to characterize affective dynamics in 
bipolar spectrum psychopathology in daily life by incorporating modern affective theory and 
computations. Specifically, the study examined whether bipolar spectrum psychopathology was 
associated with affective reactivity, inertia, variability, and instability in daily life (Aim 1) and 
whether trait meta-emotional processes moderated the association of bipolar spectrum 
psychopathology and affective dynamics in daily life (Aim 2). The present study built upon and 
addressed limitations of preliminary work (Sperry & Kwapil, 2019a,b) by oversampling for 
people high in bipolar spectrum psychopathology, examining a broader range of affective 
dynamics over a longer time period (two weeks), and examining how emotional awareness 
contributes to the measurement of affective dynamics in daily life. Study hypotheses, methods, 
and data analysis plan were pre-registered at Open Science Framework 
(https://osf.io/xjnfd/?view_only=924fdfb2de4f4350a634acc9b7f6217b). 
Aim 1 examined the extent to which bipolar spectrum psychopathology was 
characterized by affective reactivity, inertia, variability and instability. Note that we examined 
these affective dynamics across the affective circumplex (high arousal NA; low arousal NA; high 
arousal PA; low arousal PA) and within-day and between-days to examine two timescales of 
affective dynamics. Specific hypotheses are outlined below:  
Hypothesis 1.1. Bipolar spectrum psychopathology, as measured by the HPS, will be 
associated with increased affective reactivity to unpleasant and pleasant experiences in daily life. 
Specifically, it is predicted that the HPS will moderate the association of experiencing an 
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unpleasant or stressful event and levels of NA such that those high in bipolar spectrum 
psychopathology will report higher NA in the face of unpleasant or stressful events compared to 
those low in bipolar spectrum psychopathology. Furthermore, it is predicted that the HPS will 
moderate the association of experiencing a pleasant event and levels of reward-related PA (e.g., 
proud, determined, confident) in the same direction.  
Hypothesis 1.2. Bipolar spectrum psychopathology, as measured by the HPS, will be 
associated with inertia (persistence of PA). Of note, it is predicted that the HPS will moderate the 
lagged association of PAt and PAt+1 only within-day not between-days (suggesting a shorter 
time-limited persistence of PA). It is not predicted that the HPS will be associated with affective 
inertia of NA.  
Hypothesis 1.3. Bipolar spectrum psychopathology, as measured by the HPS, will be 
associated with increased variability of both PA and NA both within- and between-days.   
Hypothesis 1.4. Bipolar spectrum psychopathology, as measured by the HPS, will be 
associated with increased affective instability for both PA and NA. Note that we will examine 
patterns within-day and between-days. No a priori hypotheses are stated about time-trends given 
the limited theoretical and empirical evidence on measures of affective instability in bipolar 
spectrum psychopathology, so within-days versus between-days analyses will be conducted in an 
exploratory fashion.  
Hypothesis 1.5.  It is predicted that HPS scores will be positively associated with 
probability of acute change in both NA and PA. Specifically, we hypothesize that the HPS will 
be associated with acute increases in NA and PA in daily life across 14 days. Within- versus 
between-day associations will be exploratory.  
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Hypothesis 1.6. Associations between the HPS and affective dynamics in daily life will 
remain after accounting for levels of neuroticism.  
Exploratory Hypothesis 1.7. Given evidence that individuals with both hypomanic and 
depressive symptoms are especially at risk for experiencing affective reactivity in terms of NA, 
inertia, and instability, we will re-examine hypothesis 1.1, 1.2, and 1.4 examining whether the 
association of bipolar spectrum psychopathology and these affective dynamics remain after 
accounting for current levels of depression.  
Aim 2 examined whether trait meta-emotional processes moderated the association of 
bipolar spectrum psychopathology and affective dynamics in daily life. Based on evidence that 
affective dynamics may be associated with emotional awareness, the present study examined 
whether attention to emotions, emotional clarity, and emotional granularity were associated with 
affective dynamics in daily life. Specific hypotheses are outline below:  
Hypothesis 2.1. Bipolar spectrum psychopathology, as measured by the HPS, will be 
associated with high attention to emotion, low clarity of emotions, and low emotional 
granularity.  
Hypothesis 2.2. The interaction of the HPS and attention to emotion will significantly 
predict affective reactivity and instability in daily life. First, a cross-level interaction is predicted 
whereby the slope between an unpleasant/stressful experience and NA will be significantly 
greater for those high in attention to emotion compared to those low in attention to emotion. 
Furthermore, it is predicted that the HPS will moderate this cross-level interaction such that the 
combination of being high in bipolar spectrum psychopathology and attention to emotion will 
predict more affective reactivity. Additionally, it is predicted that those high in attention to 
 28 
 
 
emotion will display greater affective instability, and that this will be especially true for those 
high in bipolar spectrum psychopathology. 
Hypothesis 2.3.  The interaction of the HPS and emotional clarity will predict increased 
affective instability, but will not be associated with affective reactivity. Specifically, it is 
predicted that low emotional clarity will predict higher affective instability. Furthermore, it is 
predicted that the HPS will moderate this association such that the association of low emotional 
clarity and higher affective instability of NA will be stronger for those high in bipolar spectrum 
psychopathology compared to those low in bipolar spectrum psychopathology.   
Hypothesis 2.4. The interaction of the HPS and emotional granularity will significantly 
predict affective reactivity. First, a cross-level interaction is predicted whereby the slope between 
an unpleasant/stressful experience and NA will be significantly greater for those low in 
emotional granularity compared to those high in emotional granularity. Furthermore, it is 
predicted that the HPS will moderate this cross-level interaction such that the combination of 
being high in bipolar spectrum psychopathology and low in emotional granularity will predict 
more affective reactivity. The same hypothesis is predicted for PA with pleasant events in daily 
life. 
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CHAPTER 4: METHODS 
4.1 POWER ANALYSIS 
Determination of power and sample sizes in multilevel designs is complicated because 
the design ostensibly has two sample sizes: the number of within-person observations and the 
number of between-person observations. Monte Carlo Simulation is the most suitable method for 
determining power in multilevel data but generally relies on previous data to produce population 
estimates (Heck & Thomas, 2015; Muthén & Muthén, 2010). Using 135 participants from 
preliminary findings (Sperry & Kwapil, 2019a,b), I completed Monte Carlo Simulations, 
estimating two models using assumed population values (produced by saving model estimations 
based on 135 participants), entering all parameters, and specifying 500 replications in order to 
obtain power estimates. Based on 500 replications, power was 0.80 for examining a direct effect 
between a Level 2 measure (HPS) and a Level 1 measure (e.g., ESM negative affect). Power was 
also computed via Monte Carlo simulation for cross-level interactions. Specifically, we 
examined 500 replications of the cross-level interaction between the HPS and the slope of stress 
and NA which was an a priori hypothesis of the pilot study. Power was estimated to be .69 based 
on 135 individuals. 
To generate sample sizes for Pearson correlations and multiple regressions, we computed 
power in G*Power (Faul, Erdfelder, Lang, & Buchner, 2007). For a bivariate normal correlation, 
a sample size of 193 individuals was sufficient to detect small effects with 80% power. 
Furthermore, we calculated sample size for a linear multiple regression based on R2 increase in a 
three-step model with three predictors (HPS, AIM, HPSxAIM interaction). We computed this 
based on R2 differences between step 2 and step 3 (adding the HPSxAIM interaction) observed in 
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the pilot data. Sample size was calculated based on a <.05 and power = .80. Suggested sample 
size for multiple regression analyses was 247.  
Based on the pilot study and previous ESM studies in the lab, we anticipated having to 
drop roughly 10% of the sample (Sperry & Kwapil, 2017; Sperry & Kwapil, 2019a,b). First, 
participants were excluded if they endorsed more than two items on the Chapman infrequency 
scale for invalid responders (Chapman & Chapman, 1983) which was intermixed with survey 
measures administered prior to the ESM assessment. Second, participants who failed to complete 
at least 20 surveys each week (40 total) were excluded from analyses based on guidelines by Hox 
(2002). In addition, Ebner-Priemer and Trull (2012) discuss that minimal missing data is 
important for instability calculations due to the assessment of successive differences. Given that 
both within-day and between-day trends were examined, it was determined that each week of 
participation should have the same cutoff. Thus, in order to ensure adequate power for both 
direct and cross level analyses, correlations and multiple regressions, and 10% attrition, the goal 
was to recruit a minimum of 274 participants into the study. 
4.2 PARTICIPANTS 
 A total of 352 undergraduate students at a large midwestern university were enrolled into 
the study via two methods. First, any participants in the course credit subject pool were able to 
sign up for the study. Second, participants who scored at least 1.5 standard deviations above the 
mean on the HPS screening items that were included in the departmental pre-screening 
questionnaire were invited to participate. This recruitment method has been successfully used 
before (e.g., Kemp, Bathery, Barrantes-Vidal, & Kwapil, 2019) to ensure adequate inclusion of 
high scoring participants. Undergraduates have been widely used in studies of bipolar spectrum 
psychopathology and are appropriate in that they are just entering into the period of greatest risk 
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for developing bipolar disorders. Additionally, college students with elevated scores on the HPS 
report bipolar symptoms and have elevated risk for bipolar disorders (Kwapil et al., 2000; Walsh 
et al., 2015). The final sample included 233 participants with usable data. Participants were 
excluded from analyses (n = 119) for the following reasons: technical difficulties with ESM data 
collection (n = 49), too few ESM questionnaires (<20 per week; n = 61), withdrawal due to time 
constraints (n = 5), and invalid responding (n = 4). Demographics and descriptive statistics for 
the sample are presented in Table 1. This was a larger rate of exclusions than initially estimated. 
However, this rate appears to be driven by two factors. First, the application used for ESM, 
Expimetrics, failed to work on smartphones purchased outside of the United States. This was 
unknown to both Expimetrics and its users at the time of the study. Had we known this in 
advance, we would have excluded participants with smartphones purchased outside of the United 
States, thus avoiding a large proportion of excluded participants. The second issue arose from a 
decline in completed questionnaires during the second week of participation. However, there 
were no significant differences between those included and those excluded on any lab measures, 
except that participants who were excluded from final analyses were more likely to be non-native 
English speakers and, among non-native speakers to have spent less time living in the United 
States (presumably directly related to the international smartphone issue). Expanded information 
on those excluded are provided in Supplementary Table 1 in Appendix B. Participants received 
course credit for participating in the study. In addition, those who completed at least 70% of the 
ESM questionnaires were entered into a drawing for a $100 gift card. The study was approved by 
the Institutional Review Board and all participants signed informed consent.  
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4.3 PROCEDURES AND MATERIALS 
 Participants first completed a one-hour information session in the laboratory during 
which they were administered trait-level measures of bipolar spectrum psychopathology, 
emotional awareness, affective lability and intensity, neuroticism, depression, and a demographic 
questionnaire. Participants were instructed how to complete experience sampling protocols on 
their personal smartphones using the ESM application Expimetrics during the information 
session and they completed a full practice trial before leaving the lab (which was not included in 
the analyses). Participants then completed ESM questionnaires for 14 days in their normal daily 
environment. Participants were prompted 8 times per day between the hours of 10am and 10pm 
at random times within stratified intervals of 90 minutes. Participants were instructed that they 
must begin the surveys within 10 minutes of the signal, after which the link to the survey 
expired, ensuring that participants could not skip questionnaires and complete them at a later 
time. The ESM questionnaire required approximately two minutes to complete. Participants 
returned to the lab for two follow-up sessions, mid-way through each week of participation. 
These follow-up sessions are a standard part of our ESM procedures and are meant to motivate 
participation, ensure appropriate practices, and troubleshoot any problems.  
4.3.1 Bipolar Spectrum Psychopathology  
The HPS was used to assess bipolar spectrum psychopathology. This self-report scale 
consists of 48 true-false items, including, “I consider myself to be pretty much an average kind 
of person (reverse scored)”, “Sometimes ideas and insights come to me so fast that I cannot 
express them at all”, “There are often times when I am so restless that it is impossible for me to 
sit still.” The HPS has good internal consistency (coefficient alpha = .87) and test-retest 
reliability (r=.81; Eckblad & Chapman, 1986). The HPS was intermixed with a 13-item 
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infrequency scale (Chapman & Chapman, 1983) designed to detect invalid protocols. Following 
Chapman and Chapman, participants who endorsed more than two infrequency items were 
excluded from the analyses.  
4.3.2. Trait affective lability 
The short form of the Affective Lability Scale (ALS; Harvey, Greenberg, & Serper, 
2006) was used to assess trait affective lability (ALS-SF; Oliver & Simons, 2004). The ALS-SF 
consists of 18-items rated on a 4-point Likert scale ranging from “0: Very uncharacteristic of 
me” to “3: Very characteristic of me.” The ALS-SF has good internal consistency (coefficient 
alpha = .90), test-retest reliability (r=.73), and is highly correlated with the full 54-item ALS 
(r=.94; Oliver & Simons, 2004) in a non-clinical sample.  
4.3.3 Trait affective intensity  
The Affect Intensity Measure (AIM; Larsen, 1987) was used to assess trait affective 
intensity. The AIM is a 40-item measure rated on a 6-point Likert scale ranging from “Never” to 
“Always.” The AIM has good internal consistency (coefficient alpha = .84) and criterion and 
discriminant validity (Flett & Hewitt, 1995).  
 4.3.4 Emotional clarity and attention to emotion  
Emotional clarity and attention to emotion were measured by the clarity and attention 
subscales of the Trait Meta-Mood Scale (TMMS; Salovey, Mayer, Goldman, Turvey, & Palfai, 
1995). Participants reported responses on a Likert scale ranging from “1: Strongly disagree” to 
“5: Strongly agree.” The clarity subscale contains 11 items and the attention subscale includes 13 
items. In three samples, the internal consistency of the TMMS: attention subscale (coefficient 
alpha = .85, .87, and .82) and the TMMS: clarity subscale (coefficient alpha =.85, .87, .87) was 
good (Thompson et al., 2009). 
 34 
 
 
4.3.5 Anhedonic Depression 
Current levels of depressive symptoms were measured using the 8-item version of the 
anhedonic depression subscale from the Mood and Anxiety Symptoms Questionnaire (MASQ-
AD; Watson, Clark, et al., 1995; Watson, Weber, et al., 1995). The 8-item MASQ-AD taps 
depressed mood, lack of motivation, and other symptoms of depressive disorders (Nitschke, 
Heller, Imig, McDonald, & Miller, 2001; Watson, Clark, et al., 1995; Watson, Weber, et al., 
1995). Participants rated how much they experienced each symptom in the previous week from 
“1: Not at all” to “5: Extremely”. Internal consistency is good for the 7-item version (coefficient 
alpha=.94; Bredemeier et al., 2010). We used a revised 7-item version of the 8-item scale which 
exdcluded the item assessing for current suicidality.  
4.3.6 Neuroticism 
The 12-item Neuroticism subscale of the NEO-Five Factor Inventory (McCrae & Costa, 
2010) was administered to measure neuroticism. The internal consistency of the neuroticism 
scale is good (coefficient alpha = .82-.86; (McCrae & Costa Jr, 2004) and the scale is correlated 
with the full NEO-FFI neuroticism subscale (r = .75).  
4.3.7 Experience sampling methodology 
The ESM protocol included 24 items that tapped emotions, daily events and experiences, 
and cognitive and behavioral manifestations of bipolar spectrum psychopathology (see Table 2). 
Affect items were drawn from the affective circumplex (Russell, 1980) and Positive and 
Negative Affect Scale (Watson, Clark, & Tellegen, 1988) to include high and low arousal NA 
and high and low arousal PA items. Unpleasant and pleasant experience items were based on 
previous research examining affective reactivity using ESM (Myin‐Germeys et al., 2003; Pishva 
et al., 2014). All items were scored on a 7-point Likert scale ranging from “1: Not at all” to “7: 
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Very much.” We created five indices using the ESM data: high arousal NA, low arousal NA, 
high arousal PA, low arousal PA, impulsivity (see Table 2 for details and reliabilities).  
4.3.8 Emotional granularity 
Emotional granularity was computed based on ESM affect ratings. Following Tugade et 
al. (2004), average intraclass correlations (ICCs) with absolute agreement (Shrout & Fleiss, 
1979) were calculated across affect ratings for each individual over the 14-day ESM protocol. 
Higher ICCs indicate low emotional granularity such that different emotions are used 
interchangeably whereas smaller ICCs reflect that different emotions are used in distinct ways 
(Tugade et al., 2004). ICCs were calculated for both valence levels (NA and PA) but arousal 
levels (low and high) were collapsed, resulting in ICCs computed for PA granularity and NA 
granularity. 
4.4 STATISTICAL ANALYSES  
ESM data has a hierarchical structure in which ratings in daily life (level 1 data) are 
nested within participants (level 2 data). In some cases, ESM data have three levels (ESM ratings 
nested within days nested within participants). Hierarchical linear modeling is recommended for 
ESM data as it provides a more appropriate method of analyzing nested data than conventional 
unilevel analyses (Nezlek, 2012). In two-level models, level 1 predictors were group mean 
centered and level 2 predictors were grand mean centered. In three-level models, levels 1 and 2 
predictors were group mean centered (day, individual) and level 3 predictors were grand mean 
centered. The specific analyses for each hypothesis are listed below: 
Hypothesis 1.1. In order to examine affective reactivity, cross-level interactions or 
slopes-as-outcomes were conducted. Cross level interactions tested whether the level 2 predictor 
(HPS) was associated with the slope of the level 1 predictor and criterion (e.g., the slope of 
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situation unpleasant predicting intensity of NA in the moment) controlling for the level 1 
criterion at the prior moment. Four models were estimated examining high and low arousal NA 
reactivity and high and low arousal PA reactivity.  
Hypothesis 1.2. In order to examine inertia, a lag variable was created which represented 
Pat+1.  An autoregressive slope model was then used to examine whether HPS scores predicted 
the slope between Pat and Pat+1.  
Hypothesis 1.3. Affective variability of NA and PA was computed using within-person 
variance (WPV) which involves taking the standard deviation of an individual’s PA and NA 
items within the day and across days (Eid & Diener, 1999; Jahng et al., 2008). WPV will be 
calculated via the following formula:  
WPV =		&'()* − )̅)./ − 11*23  
We also calculated WPV between-days by using the above formula where i = days. Within-day 
WPV (where i = total observations), was correlated with HPS scores. To examine between-day 
WPV (where I = days), we ran a multilevel model with HPS scores predicting the WPV scores 
(one for each day).   
Hypothesis 1.4. Calculating affective instability is significantly more complex than 
computing variability. Three steps were taken to compute affective instability. First, lag variables 
were created for PA, NA, and time between signals (ESM questionnaires sent). Second, we 
calculated the square of successive differences (SSD) of PA and NA, which examined the 
squared differences between time i and time i+1. The Mean Square of Successive Differences 
(MSSD) captures both variability and temporal dependency. Importantly, SSD assumes that the 
occasions are equally spaced in terms of time such that timei – timei+1 is the same for all is, 
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where timei is the time at occasion I (Jahng et al., 2008). However, the interpretation of MSSD is 
predicated on equal time intervals. In the present study, the occasions or daily life surveys were 
presented at semi-random time intervals across the day and were not equal across signals or 
individuals. Given that some participants had significantly longer lags than others, we set any lag 
greater than 6 hours to missing. Then, based on Jahng et al. (2008), we adjusted SSDs to create 
adjusted successive difference (ASD) by dividing the successive differences by [(ti+1 – 
ti)/Mdn(ti+1 –ti)]λ where Mdn(ti+1-ti) was the median of the time intervals for all is for each 
individual. Lambda (λ) was chosen to make the differences between each successive difference 
as constant as possible. Then, ASD’s were used in the equation for calculating mean square of 
successive differences (MSSD). We examined whether Level 2 measures (HPS) predict within-
day ASD’s (NA and PA) and between-day ASD’s (NA and PA). MSSD was computed for PA 
and NA using the following formula:  
MSSD = 	 1/ − 1'()*73 − )*).183*23  
Of note, to examine short-term and long-term instability we ran two separate analyses. Short-
term MSSD (ST-MSSD) measured instability within-days using a three-level model (accounting 
for the fact that surveys are nested within-days). We computed ST-MSSD using the following 
formula (Jahng et al., 2008):  
	ST	MSSD = 1/ − :' '()(*73); − )*;).<=83*23
>
;23  
Where J represented day and N represented the number of units within each unit j (days). Long-
term MSSD (LT-MSSD) was calculated via the following formula (Jahng et al., 2008):  
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LT	MSSD = 	 1: − 1'()̅;73 − )̅;).>83;23  
where J represented the number of days (14).  
Hypothesis 1.5. The probability of acute change (PAC) represents temporal instability, 
but is influenced by the number of acute changes divided by the number of total changes across 
occasions (Jahng et al., 2008). PAC enabled us to examine the likelihood of a successive increase 
in NA or PA. PAC was calculated via the following formula:  
PAC = 	 1/ − 1'AC*73183*23  
where Aci+1 ACi+1 =1, if xi+1 – xi ≥ c and ACi+1 =0, if xi+1 – xi ≤c.  Note that c represents a 
predetermined cutoff that can be determined theoretically or statistically. Given that there is no 
empirical basis for choosing c in relation to bipolar spectrum psychopathology, we drew from 
studies of borderline personality disorder that often use c cutoffs at the 90th percentile (Jahng et 
al., 2008; Sperry & Kwapil, 2019a,b). Once PAC was calculated for each individual, we 
examined the correlation between the HPS and PAC for NA and PA. Of note, we followed the 
same procedure employed to assess affective instability within-days (using a three-level model) 
and between days with the following formulas (Jahng et al., 2008): 
ST	PAC = 	 1/ − :' ' AC(*73);<=83*23
>
;23 															LT	PAC = 1: − 1'AC(;73)
>83
;23  
Hypothesis 1.6. We re-ran all analyses entering neuroticism (NEO-FFI) at Level 2 to see 
whether the effects remained between the HPS and affective dynamics after accounting for 
neuroticism.  
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Exploratory Hypothesis 1.7. Analyses from hypothesis 1.1, 1.2, and 1.4 were re-run 
entering both depression (MASQ score) and bipolar spectrum psychopathology (HPS) as level 2 
variables predicting affective dynamics to examine whether bipolar spectrum psychopathology 
predicted affective reactivity, inertia, or instability over-and-above current levels of depression.  
Hypothesis 2.1. Total scores on attention to emotion and emotional clarity were 
computed from trait self-report measures. Emotional granularity was computed based on the 
statistics provided in the method section (e.g., ICCs will be calculated for the PA items and also 
for the NA items). Therefore, each participant had two ICC’s to be used as level 2 
measurements. Pearson correlations examined associations between bipolar spectrum 
psychopathology, attention to emotion, emotional clarity, and PA and NA emotional granularity.  
Hypothesis 2.2. We re-ran three-step models for both affective reactivity and instability 
hypotheses. First, to examine affective reactivity, we re-ran a cross-level interaction with 
attention to emotion (TMSS: attention) scores predicting the slope of an unpleasant/stressful 
event and intensity of NA in daily life. Second, we entered HPS into the model with 
TMSS:Attention. Third, we entered the interaction of TMSS:attention and HPS scores to predict 
the slope. To examine affective instability, we first entered TMSS:Attention to predict ASDs 
(Adjusted Successive Differences) for NA in daily life. At step 2, we entered HPS into the model 
with TMSS:Attention. Third, we entered the interaction of TMSS:attention and HPS scores to 
predict ASD’s of NA in daily life.  
Hypothesis 2.3-2.4.  We followed the same procedures in hypothesis 2.2 but replaced 
TMSS: Attention with TMSS: Clarity for hypothesis 2.3. For hypothesis 2.4 we entered HPS at 
step 1, ICC of NA or PA at step 2, and the interaction of HPSxICC of NA or PA at step 3 in 
predicting affective reactivity. 
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4.5 TABLES 
 
Table 1. Demographic Characteristics and Descriptive Statistics.  
 Included  (n = 233) 
Dropped  
(n = 119) Test Statistic p-value 
Demographics     
Age (years) 18.81 (1.04) 18.95 (1.08) t(350) = -1.20 .23 
Time in US 15.11 (6.24) 10.82 (7.06) t(83) = 2.91** .005 
Native English speaker (%) 87% 76% χ.(1)= 6.82 .009 
Race(%) 
    Black 
    Asian 
    White 
    American Indian 
    Native Hawaiian 
    Multiracial 
 
13% 
22% 
52% 
1% 
1% 
11% 
 
7% 
31% 
49% 
1% 
1% 
11% 
χ.(5)= 5.93 .31 
Ethnicity (%) 
    Hispanic/Latin(x) 
 
18% 
 
18% χ.(1)= .01 .93 
Sex (%) 
    Female 
    Male 
 
71% 
29% 
 
69% 
31% 
χ.(1)= .14 .71 
     
Self-Report Measures     
HPS 21.02 (7.84) 21.34 (9.09) t(350) = -.35 .73 
AIM 152.61 (20.60) 152.17 (18.37) t(350) = .20 .84 
ALS 25.06 (9.22) 25.57 (9.05) t(350) = -.50 .62 
TMMS_Clarity 33.87 (7.59) 33.45 (7.41) t(350) = .50 .62 
TMMS_Attention 49.57 (7.97) 49.56 (7.77) t(350) = .01 .99 
MASQ 20.03 (6.39) 19.52 (6.48) t(346) = .70 .49 
Neuroticism 39.93 (8.59) 39.34 (8.37) t(350) = .62 .54 
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Table 2. ESM Protocol and Reliabilities 
 
Item Item 
Within-Person 
Reliability (C)4 Between-Person-Reliability (C) 
High Arousal Negative Affect 
   Right now I feel angry 
   Right now I feel nervous 
   Right now I feel irritable 
 
7 
8 
15 
.61 .86 
Low Arousal Negative Affect 
   Right now I feel sad 
   Right now I feel bored 
   Right now I feel sluggish 
 
5 
6 
11 
.50 .80 
High Arousal Positive Affect 
   Right now I feel enthusiastic 
   Right now I feel determined  
   Right now I feel proud  
   Right now I feel excited 
 
4 
10 
13 
14 
.71 .93 
Low Arousal Positive Affect 
   Right now I feel content 
   Right now I feel calm 
 
3 
9 
.65 .90 
Impulsivity Index 
   I am doing something right now that I may regret later 
   Since the last beep, I acted without thinking 
 
20 
21 
.61 .92 
Non-index items 
   Right now my situation is pleasant 
 
1  
 
   Right now my situation is stressful 2   
   Since the last beep, my experiences have been 
pleasant 16  
 
   Since the last beep, my experiences have been 
unpleasant 17  
 
   Right now my emotions feel out of control 18   
   Right now I feel confident 19   
   Right now my thoughts are racing 22   
   Right now I am having trouble concentrating 23   
   Right now I enjoy my current activity 24   
All items were rated on a scale from 0: Not at all to 7: Very much 
 
 
                                               
4 Within- and Between-person reliabilities were calculated based on recommendations by Geldhof, Preacher, and 
Zyphur (2014) for calculating multilevel reliabilities. Both within- and between-person reliabilities were estimated 
using multilevel confirmatory factor analysis.  
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CHAPTER 5: RESULTS 
5.1 SAMPLE CHARACTERISTICS 
 Participants retained for the analyses completed an average of 35 usable ESM protocols 
(SD = 7.11, range = 20 – 52) during the first week and 34 during the second week (SD = 8.12, 
range = 20 – 53). Total number of completed ESM questionnaires was unassociated with HPS 
scores (r = 0.04, p =.60), emotional clarity (r = -.03, p = .65), attention to emotion (r = -.02, p = 
.71), anhedonic depression (r = -.03, p = .65), or neuroticism  (r = -.02, p = .80) indicating that 
there were no systematic differences in amount of missing protocols. Descriptive statistics and 
internal reliability for all level 2 variables are presented in Table 3. Descriptive statistics and 
correlations of affective dynamics are presented in Table 4. Direct effects between HPS scores 
and ESM items are presented in Table 5. In order to visually display the high level of variability 
in participants time-series (see Figure 1 & 2), we plotted high arousal NA and PA across 14 days 
in a subset of participants who completed at least 75% of total ESM questionnaires sent (>= 85 
questionnaires; range 85-112 questionnaires). Lastly, Figure 3 displays a randomly chosen 
participant who experienced both high within-day and between-day instability. 
5.2 AIM 1 
 The goal of Aim 1 was to examine both within- and between-day affective dynamics and 
their association with bipolar spectrum psychopathology over-and-above: a) mean levels of 
affect, b) neuroticism, and c) levels of depression. Affective reactivity, inertia, variability, and 
instability were modeled.  
5.2.1 Affective reactivity  
 In general, participants were reactive to their normal daily environments. Specifically, 
when experiencing a situation as stressful or unpleasant, participants experienced higher levels of 
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high and low arousal NA and feeling like their emotions were out of control. In addition, when 
experiencing a pleasant or enjoyable event, participants endorsed higher levels of high arousal 
PA. These relationships were further moderated by bipolar spectrum psychopathology, as 
measured by the HPS. As hypothesized, HPS scores were associated with hyper-reactivity when 
experiencing stressful or unpleasant events (see Table 6; hypothesis 1.1). Specifically, when 
experiencing a stressful situation, those high on the HPS were more likely to report high arousal 
NA and feel like their emotions were out of control compared to those low on the HPS (see 
Figure 4) after controlling for affect at the prior time point. Furthermore, when reporting that 
they were enjoying their activity, those high on the HPS were more likely to experience high 
arousal PA compared to those low on the HPS (see Figure 5).  
5.2.2 Affective inertia 
 Bipolar spectrum psychopathology was unassociated with PA inertia. Specifically, HPS 
scores did not moderate the lagged association of high arousal PAt and high arousal PAt-1 
(Υ=.002, SE = .015, p = .88; hypothesis 1.2).  
5.2.3 Affective variability (WPV) 
 Associations between bipolar spectrum psychopathology, as measured by the HPS, and 
affective variability in daily life are presented in Table 7. HPS scores were associated with 
variability of high and low arousal NA and high arousal PA at both the short-term (within-day) 
and long-term level (between-day; hypothesis 1.3) over-and-above mean levels. These results 
remained after accounting for neuroticism (hypothesis 1.6) and anhedonic depression (Table 8; 
hypothesis 1.7).  
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5.2.4 Affective instability (MSSD & PAC) 
Associations between bipolar spectrum psychopathology, as measured by the HPS, and 
affective instability in daily life are presented in Table 9. First, we examined whether bipolar 
spectrum psychopathology was associated with affective instability (hypothesis 1.4) over-and-
above mean levels. HPS scores were significantly associated with instability of high and low 
arousal NA and high arousal PA both within- and between-days. These results remained after 
accounting for neuroticism (Table 9; hypothesis 1.6) and anhedonic depression (Table 10; 
hypothesis 1.7). Second, we examined whether bipolar spectrum psychopathology was 
associated with large fluctuations in affect, as measured by PAC (hypothesis 1.5). HPS scores 
were associated with large fluctuations in high and low arousal NA within-days and low arousal 
NA between days over-and-above mean levels. When accounting for neuroticism, HPS scores 
were no longer associated with high arousal NA PAC, but continued to be associated with low 
arousal NA PAC (hypothesis 1.6). All results remained when accounting for anhedonic 
depression (hypothesis 1.7).  
5.3 AIM 2 
 The goal of Aim 2 was to examine whether emotional clarity, attention to emotion, and 
emotional granularity interacted with the HPS to predict differential patterns of affective 
dynamics in daily life. As seen in Table 3, bipolar spectrum psychopathology, as measured by 
the HPS, was associated with low levels of emotional clarity, less NA granularity (Figure 6), less 
PA granularity (Figure 6), and was unassociated with attention to emotion (hypothesis 2.1).  
 Contrary to our hypothesis, attention to emotion generally did not predict hyper-reactivity 
of affect in daily life. Furthermore, the HPSxAttention interaction did not moderate the 
association of negative events/stress and NA in daily life nor pleasant/enjoyment and PA in daily 
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life (see Table 11). In contrast, the HPSxAttention interaction significantly predicted NA 
instability in daily life (see Table 12). Specifically, when individuals were low in attention to 
emotion, they were significantly more likely to experience NA instability in daily life if they 
were high in bipolar spectrum psychopathology. When high in attention to emotion, level of 
bipolar spectrum psychopathology was irrelevant in predicting NA instability in daily life (see 
Figure 7; hypothesis 2.2). The interaction of HPSxClarity did not predict instability in daily life 
(see Table 13; hypothesis 2.3). Note that higher levels of bipolar spectrum psychopathology and 
lower levels of emotional clarity predicted higher levels of NA instability; however, this was in 
an additive rather than synergistic fashion.  
 Next, we examined whether emotional granularity (ICC) was associated with affective 
reactivity and whether this was moderated by bipolar spectrum psychopathology. Note that 
higher ICC values indicate lower emotional granularity. Affective reactivity both in response to 
pleasant and unpleasant/stressful events was associated with lower levels of emotional 
granularity (see Table 14). The interaction of HPSxgranularity was not a significant predictor in 
any of the reactivity models (hypothesis 2.4).  
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5.4 TABLES AND FIGURES 
Table 3. Descriptive Statistics and Correlations  
Level 2 Variable Mean (SD) 
Coefficient 
Alpha HPS Clarity Attention Neuroticism Depression NA granularity 
HPS 21.02 (7.84) .85 -- -- -- --   
Clarity 33.87 (7.59) .88 -.22*** -- -- --   
Attention 49.57 (7.97) .84 -.02 .12 -- --   
Neuroticism 39.93 (8.59) .82 .12 -.37*** .12 --   
Depression 20.03 (6.39) .84 -.08 -.44*** -.16* .48***   
NA granularity .15 (.15) -- .21** .00 -.01 -.05 -.05  
PA granularity .19 (.16) -- .17** .03 .11 -.08 -.08 .51*** 
Medium effect sizes are italicized, and large effect sizes are bolded. 
* p < .05 **p <.01 ***p < .001 
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Table 4. Descriptive Statistics and Correlations of Affective Dynamics 
 Mean (SD) 1 2 3 4 5 6 7 8 9 10 11 
1. WPVhigh arousal NA .93 (.35)            
2. WPVlow arousal NA 1.00 (.28) .71           
3. WPVhigh arousal PA 1.01 (.34) .41 .49          
4. WPVlow arousal PA 1.19 (.35) .59 .61 .61         
5. MSSDhigh arousal NA 1.26 (.90) .82 .61 .39 .53        
6. MSSDlow arousal NA 1.42 (.80) .62 .83 .47 .59 .75       
7. MSSDhigh arousal PA 1.45 (1.03) .33 .42 .83 .50 .46 .55      
8. MSSDlow arousal PA 2.10 (1.29) .50 .52 .49 .84 .62 .62 .52     
9. PAChigh arousal NA .10 (.07) .71 .50 .19* .38 .84 .62 .27 .48    
10. PAClow arousal NA .10 (.06) .54 .76 .40 .50 .61 .88 .48 .49 .58   
11. PAChigh arousal PA .10 (.07) .35 .42 .78 .49 .45 .52 .86 .48 .28 .46  
12. PAClow arousal PA .10 (.07) .44 .48 .47 .73 55 .57 .49 .85 .45 .44 .49 
Between-person correlations of affective dynamics were computed in SPSS using a unilevel index of each (MSSD = mean of all adjusted 
successive differences; PAC = # of acute increases/total # of changes; WPV = SD of affect ratings).  
All associations except those indicated were significant at the p <.001 level.  
Medium effect sizes are italicized, and large effect sizes are bolded. 
*p <.01 
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Table 5. Direct Effects Between HPS and ESM Items and Indices 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
* p < .05 **p <.01 ***p < .001 
 
 
 
 
Level 2 Predictor 
γ01 (df =231)  
Level 1 criterion HPS 
Affect  
   NA high arousal .145 (.053)** 
   NA low arousal .058 (.053) 
   PA high arousal .286 (.059)*** 
   PA low arousal -.025 (.056) 
   Emotions out of control .259 (.056)*** 
Situation  
   Current situation is stressful .110 (.064) 
   Experience pleasant -.029 (.058) 
   Since last beep, experiences unpleasant .121 (.056)* 
   Since last beep, experiences pleasant -.104 (.065) 
   Enjoying current activity -.012 (.056) 
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Table 6. Cross-level Interaction Examining Affective Reactivity in Daily Life 
 Level 1 predictor Level 2 predictor 
 
Level 1 criterion !10 (df =230) HPS !11 (df = 230) 
NA high arousal Situation Stressful .265 (.010)*** .023 (.011)* 
NA low arousal  Situation Stressful .147 (.010)*** .018 (.010) 
Emotion out of control Situation Stressful .186 (.012)*** .036 (.014)** 
NA high arousal Event Unpleasant .293 (.011)*** .019 (.011) 
NA low arousal  Event Unpleasant .218 (.010)*** .008 (.010) 
Emotion out of control Event Unpleasant .243 (.014)*** .033 (.015)* 
PA high arousal Event Pleasant .245 (.012)*** .023 (.012) 
PA high arousal Enjoy Activity .202 (.010)*** .021 (.009)* 
Note. All analyses controlled for the Level 1 criterion at the previous time point.  
* p < .05 **p <.01 ***p < .001 
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Table 7. Association of HPS and Affective Variability in Daily Life Controlling for Neuroticism 
 
a All analyses controlled for mean level of affect. 
b For WPV, within-day coefficients are standardized regression coefficients, for MSSD and PAC, they are 
raw multilevel regression coefficients.  
* p < .05 **p <.01 ***p < .001 
 
 
 Step 1a Step 2a 
 HPS HPS Neuroticism 
Level 1 criterion !01 (df = 231) !01 (df = 230) !02 (df = 230) 
Within-Dayb    
   WPVHigh arousal NA .220*** .191** .245*** 
   WPVLow arousal NA .163* .129* .283*** 
   WPVHigh arousal PA .152* .153* -.006 
   WPVLow arousal PA .029 .010 .155* 
Between-Day    
   WPVHigh arousal NA .060 (.019)*** .50 (.018)** .086 (.017)*** 
   WPVLow arousal NA .045 (.016)** .038 (.015)* .061 (.016)*** 
   WPVHigh arousal PA .049 (.019)** .051 (.019)** -.017 (.019) 
   WPVLow arousal PA .004 (.020) -.002 (.020) .053 (.022)* 
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Table 8. Association of HPS and Affective Variability in Daily Life Controlling for Anhedonic 
Depression 
a All analyses controlled for mean level of affect. 
b For WPV, within-day coefficients are standardized regression coefficients, for MSSD and PAC, they are 
raw multilevel regression coefficients.  
* p < .05 **p <.01 ***p < .001 
 
 
 
 Step 1a Step 2a 
 HPS HPS Anhedonic Depression 
Level 1 criterion !01 (df = 231) !01 (df = 230) !02 (df = 230) 
Within-Dayb    
   WPVHigh arousal NA .220*** .234*** .208** 
   WPVLow arousal NA .163* .176** .191** 
   WPVHigh arousal PA .152* .136* -.077 
   WPVLow arousal PA .029 .051 .103 
Between-Day    
   WPVHigh arousal NA .060 (.019)*** .065 (.019)*** .069 (.017)*** 
   WPVLow arousal NA .045 (.016)** .049 (.016)** .042 (.015)** 
   WPVHigh arousal PA .049 (.019)** .046 (.019)* -.020 (.019) 
   WPVLow arousal PA .004 (.020) .013 (.020) .040 (.021) 
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Table 9. Association of HPS and Affective Instability in Daily Life Controlling for Neuroticism 
 Step 1a Step 2a 
 HPS HPS Neuroticism 
Level 1 criterion !01 (df = 231) !01 (df = 230) !02 (df = 230) 
Within-Day    
   MSSDHigh arousal NA .176 (.057)** .154 (.057)** .183 (.057)*** 
   MSSDLow arousal NA .151 (.053)** .134 (.053)* .141 (.050)** 
   MSSDHigh arousal PA .168 (.067)* .177 (.068)** -.074 (.065) 
   MSSDLow arousal PA .013 (.081) -.011 (.080) .194 (.089)* 
   PACHigh arousal NA .114 (.056)* .092 (.054) .227 (.055)*** 
   PACLow arousal NA .149 (.054)** .134 (.052)** .132 (.051)** 
   PACHigh arousal PA .100 (.057) .099 (.057) .014 (.057) 
   PACLow arousal PA -.034 (.056) -.052 (.055) .146 (.057)* 
Between-Day    
   MSSDHigh arousal NA .180 (.058)** .156 (.058)** .196 (.056)*** 
   MSSDLow arousal NA .153 (.053)** .137 (.052)** .139 (.051)** 
   MSSDHigh arousal PA .158 (.066)* .167 (.066)* -.079 (.065) 
   MSSDLow arousal PA .002 (.085) -.021 (.083) .189 (.090)* 
   PACHigh arousal NA .008 (.005) .007 (.005) .014 (.004)*** 
   PACLow arousal NA .012 (.004)** .011 (.004)* .009 (.004)* 
   PACHigh arousal PA .009 (.005) .009 (.005) -.001 (.005) 
   PACLow arousal PA -.001 (.005) -.002 (.005) .009 (.005) 
a All analyses controlled for mean level of affect. 
* p < .05 **p <.01 ***p < .001 
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Table 10. Association of HPS and Affective Instability in Daily Life Controlling for Anhedonic 
Depression 
 Step 1a Step 2a 
 HPS HPS Anhedonic Depression 
Level 1 criterion !01 (df = 231) !01 (df = 230) !02 (df = 230) 
Within-Day    
   MSSDHigh arousal NA .176 (.057)** .194 (.059)*** .201 (.053)*** 
   MSSDLow arousal NA .151 (.053)** .163 (.053)** .104 (.047)* 
   MSSDHigh arousal PA .168 (.067)* .149 (.067)* -.037 (.072) 
   MSSDLow arousal PA .013 (.081) .042 (.079) .127 (.089) 
   PACHigh arousal NA .114 (.056)* .124 (.057)* .173 (.051)*** 
   PACLow arousal NA .149 (.054)** .163 (.055)** .077 (.046) 
   PACHigh arousal PA .100 (.057) .094 (.058) -.055 (.053) 
   PACLow arousal PA -.034 (.056) -.025 (.057) .102 (.051) 
Between-Day    
   MSSDHigh arousal NA .180 (.058)** .189 (.058)*** .197 (.053)*** 
   MSSDLow arousal NA .153 (.053)** .160 (.054)** .117 (.049)* 
   MSSDHigh arousal PA .158 (.066)* .157 (.068)* -.043 (.071) 
   MSSDLow arousal PA .002 (.085) .038 (.079) .114 (.091) 
   PACHigh arousal NA .008 (.005) .009 (.005)* .011 (.004)* 
   PACLow arousal NA .012 (.004)** .012 (.004)** .005 (.004) 
   PACHigh arousal PA .009 (.005) .009 (.005) -.004 (.005) 
   PACLow arousal PA -.001 (.005) .000 (.005) .010 (.005)* 
a All analyses controlled for mean level of affect.  
* p < .05 **p <.01 ***p < .001 
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Table 11. Interaction of HPS and Attention to Emotion Predicting Reactivity in Daily Life 
 Level 1 predictor Level 2 predictor 
  Step 1 Step 2 Step 3 
 
Level 1 criterion !10 (df =230) HPS !11 (df = 230) HPS !11 (df = 229) Attention !12 (df = 229) HPSxAttention !13 (df = 228) 
NA high arousal Situation Stress .265 (.010)*** .023 (.011)* .023 (.012)* -.002 (.012) -.010 (.010) 
NA low arousal Situation Stress .147 (.010)*** .018 (.010) .023 (.011)* -.004 (.011) -.004 (.010) 
Emotion out of control Situation Stress .186 (.012)*** .036 (.014)** .044(.015)** .006 (.016) -.002 (.013) 
NA high arousal Event Unpleasant .293 (.011)*** .019 (.011) .024 (.013) .005 (.013) -.008 (.014) 
NA low arousal Event Unpleasant .218 (.010)*** .008 (.010) .017 (.011) .013 (.011) -.018 (.011) 
Emotion out of control Event Unpleasant .243 (.014)*** .033 (.015)* .041 (.017)* .021 (.020) .006 (.021) 
PA high arousal Event Pleasant .245 (.012)*** .023 (.012) .027 (.014) .030 (.016) .005 (.022) 
PA high arousal Enjoy Activity .202 (.010)*** .021 (.009)* .028 (.011)* .023 (.012)* .015 (.015) 
* p < .05 **p <.01 ***p < .001 
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Table 12. Interaction of HPS and Attention to Emotion Predicting Instability 
* p < .05 **p <.01 ***p < .001 
 
 
 
 Step 1  Step 2 
 HPS (df =230) Attention (df =230)  HPSxAttention (df =229) 
Level 1 criterion !01 95% CI !02 95% CI  !03 95% CI 
MSSDHigh arousal NA .176 (.057)** [.081 , .270] .015 (.058) [-.080 , .110]  -.143 (.051)*** [-.226, -.059] 
MSSDLow arousal NA .151 (.053)** [.065 , .239] .016 (.054) [-.073 , .106]  -.133 (.049)** [-.213 , -.053] 
MSSDHigh arousal PA .168 (.067)* [.058 , .278] .004 (.037) [-.117 , .125]  -.134 (.077) [-.261 , -.007] 
MSSDLow arousal PA .015 (.081) [-.118 , .149] .165 (.078)* [.037 , .293]  -.128 (.085) [-.268 , .011] 
  56 
 
 
Table 13.  Interaction of HPS and Emotional Clarity Predicting Instability 
* p < .05 **p <.01 ***p < .001 
 
 
 
 
 
 
 
 
 
 
 Step 1  Step 2 
 HPS (df =230) Clarity (df =230)  HPSxClarity (df =229) 
Level 1 criterion !01 95% CI !02 95% CI  !03 95% CI 
MSSDHigh arousal NA .142 (.058)* [.046 , .239] -.147 (.054)** [-.236 , -.059]  .069 (.064) [-.036, .175] 
MSSDLow arousal NA .129 (.052)* [.043 , .215] -.098 (.050)* [-.180 , -.016]  -.014 (.058) [-.11 , .081] 
MSSDHigh arousal PA .187 (.068)** [.075 , .299] .085 (.073) [-.035 , .204]  -.004 (.085) [-.144 , .135] 
MSSDLow arousal PA .013 (.082) [-.122 , .148] .003 (.086) [-.139 , .144]  .034 (.091) [-.116 , .184] 
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Table 14. Interaction of HPS and Emotional Granularity Predicting Reactivity  
 Level 1 predictor Level 2 predictor 
  Step 1 Step 2 Step 3 
 
Level 1 criterion !10 (df =230) HPS !11 (df = 230) HPS !11 (df = 229) Granularitya !12 (df = 229) HPSxGranularity !13 (df = 228) 
NA high arousal Situation Stressful .265 (.010)*** .023 (.011)* .003 (.009) .095 (.009)*** -.001 (.007) 
NA low arousal Situation Stressful .147 (.010)*** .018 (.010) .000 (.008) .113 (.008)*** .002 (.006) 
Emotion out of control Situation Stressful .186 (.012)*** .036 (.014)** .032 (.015)* .054 (.016)*** -.015 (.014) 
NA high arousal Event Unpleasant .293 (.011)*** .019 (.011) .006 (.011) .089 (.011)*** .003 (.009) 
NA low arousal Event Unpleasant .218 (.010)*** .008 (.010) -.001 (.009) .091 (.009)*** .011 (.007) 
Emotion out of control Event Unpleasant .243 (.014)*** .033 (.015)* .027 (.016) .067 (.018)*** -.091 (.056) 
PA high arousal Event Pleasant .245 (.012)*** .023 (.012) .001 (.010) .140 (.010)*** .016 (.009) 
PA high arousal Enjoy Activity .202 (.010)*** .021 (.009)* .006 (.008) .121 (.010)*** .013 (.008) 
a Granularity either represents ICC of NA or ICC of PA. For NA reactivity, ICC_NA was used. For PA reactivity, ICC_PA was used. 
* p < .05 **p <.01 ***p < .001 
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Figure 1. High Arousal NA Plotted by Random Selection of Participants 
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Figure 2. High Arousal PA Plotted by Random Selection of Participants 
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Figure 3. Example of Both Within- and Between-Day Instability  
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Figure 4. Negative Affect Hyper-Reactivity in Daily Life 
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Figure 5. Positive Affect Hyper-Reactivity in Daily Life 
 
                                     
0
2
4
6
−4 −2 0 2 4
Enjoying Activity (centered)
Hi
gh
 A
ro
us
al 
PA
  63 
 
 
Figure 6. Scatter Plot of Positive and Negative Emotional Granularity by HPS Score 
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Figure 7. Interaction of HPS and Attention to Emotion Predicting Instability in Daily Life 
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CHAPTER 6: DISCUSSION 
 
Previous studies suggest that bipolar spectrum psychopathology is characterized by 
elevated mean levels of energetic-enthusiasm, dysphoria, and irritability in daily life (Kwapil et 
al., 2011; Walsh et al., 2012; Sperry & Kwapil, 2017) and that higher mean NA is associated 
with maladaptive behaviors such as impulsivity (Sperry & Kwapil, 2017). However, those high 
on bipolar spectrum psychopathology also subjectively report that their emotions feel out of 
control and that their mood fluctuates “up and down” (Sperry & Kwapil, 2017; Sperry & Kwapil, 
2019a). Thus, high mean levels of NA or PA may not tell the whole story about the affective 
experience of those high in bipolar spectrum psychopathology. The modeling of affective 
dynamics, or the patterns and fluctuations of people’s affect over time, provides a powerful 
method for characterizing affective experience in real-time, ecologically-valid contexts. The 
present study was the first to our knowledge to comprehensively examine affective dynamics 
across two timescales (within-day and between-days across 14 days) in a sample characterized 
by a broad range of bipolar spectrum psychopathology.  
6.1 AFFECTIVE DYNAMICS IN BIPOLAR SPECTRUM PSYCHOPATHOLOGY 
 Psychopathology can be characterized by short-term changes in affect, behavior, and 
thoughts (e.g., borderline personality disorder) or more cyclical and long-term changes in mood, 
behavior, and cognitions (e.g., major depressive disorder). Given that bipolar disorders are 
diagnosed based on longer-term cyclical mood-episodes, prior studies interested in instability 
have concentrated on mood episode fluctuations over time. For example, over longer periods 
(e.g., months, years), bipolar I disorder is associated with non-linear or chaotic patterns of 
depressive and manic symptoms (Bonsall et al., 2012; Cochran et al., 2016; Steinacher & 
Wright, 2013). These long-term perturbations in mood are associated with more severe bipolar 
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psychopathology, such as the presence of psychotic symptoms and comorbid substance use 
(Prisciandaro et al., 2018). However, it is unclear whether individuals with or at risk for bipolar 
disorders have disruptions in shorter-term, moment-to-moment or day-to-day changes in affect. 
For example, bipolar spectrum psychopathology may be associated with affective instability 
within-days but not between-days (within a day, a person shows significant moment-to-moment 
fluctuations in affect but typically shows that same pattern each day), between days but not 
within-days (within-days, they are consistent, but across days, they experience highly fluctuating 
levels of  affect), both within- and between-days (they experience fluctuations within a day, and 
each day is also highly variable), or none of these patterns. Micro-level dynamics capture 
changes in affect on much shorter time-scales, such as moment-to-moment within a day, or 
across several days and can clarify these patterns.  
Sperry and Kwapil (2019a) were the first to examine whether bipolar spectrum 
psychopathology, as measured by the HPS, was associated with altered micro-level dynamics. 
Preliminary evidence suggested that even in a non-clinical sample, bipolar spectrum 
psychopathology was associated with high variability, instability, and large fluctuations of NA 
and PA in daily life across seven days (Sperry & Kwapil, 2019a; Sperry, Walsh, & Kwapil, 
2019). In a follow-up study, Sperry, Walsh, and Kwapil (2019) examined whether altered 
affective dynamics were associated with symptoms and diagnoses of bipolar disorders in a three-
year longitudinal study. Instability of NA and PA at baseline predicted bipolar spectrum 
diagnoses and symptoms at the three-year follow-up and predicted the development of new cases 
of bipolar spectrum disorders. These preliminary studies revealed that instability of NA and PA 
in daily life may be an important indicator of risk for the development of bipolar spectrum 
disorders that is measurable in daily life prior to the onset of the disorder. However, these studies 
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concentrated on understanding patterns of affect across days and were unable to draw 
conclusions about whether bipolar spectrum psychopathology is associated with different 
affective dynamics across differing time-scales (within-day vs. between-day). Thus, the present 
study examined whether bipolar spectrum psychopathology was associated with differential 
patterns of affective dynamics within-days and between-days across two weeks.  
 Consistent with previous studies (Sperry & Kwapil, 2019a; Sperry, Walsh, & Kwapil, 
2019), bipolar spectrum psychopathology was associated with hyper-reactivity, variability, 
instability, and a high probability of large increases in NA over-and-above mean levels of affect 
and depression. Notably, HPS scores were associated with similar patterns of affective dynamics 
both within- and between-days. This is consistent with prior longer-term studies which reported 
non-linearity in mood symptoms in those with bipolar I disorder (Bonsall et al., 2012). These 
findings suggest that individuals high in bipolar spectrum psychopathology experience frequent 
shifts in high arousal NA across multiple timescales and contexts. Furthermore, within-day, they 
experience large increases in high and low arousal NA, whereas between-day they only display 
large fluctuations in low arousal NA (sad, bored, sluggish). Coupled with elevated reactivity to 
stressful and unpleasant events, those at risk for the development of bipolar spectrum disorders 
appear likely to experience large increases in NA that may lead to maladaptive outcomes. 
Importantly, it is clear that the association between bipolar spectrum psychopathology and 
affective dysregulation is not just a proxy for neuroticism. First, HPS scores were unassociated 
with neuroticism. Second, the association between HPS scores and all affective dynamics 
remained after accounting for levels of neuroticism.  
Although previous studies suggested that bipolar disorders are characterized by persistent 
and elevated levels of PA (e.g., Goplerud & Depue, 1985; Farmer et al., 2006), especially in 
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reaction to positive and rewarding events (Cuellar et al., 2009; Johnson, 2005; Johnson, 
McKenzie, et al., 2008), daily life studies of bipolar spectrum psychopathology and PA have 
been inconsistent. The present study did not find an association between HPS scores and high PA 
inertia, which suggests that individuals high in bipolar spectrum psychopathology are not 
characterized by a tendency to dwell on or persist in terms of PA. This finding is consistent with 
a study that reported no differences in affective recovery following negative or positive events 
(Gruber et al., 2011). Rather, in the present sample, bipolar spectrum psychopathology was 
associated, both within- and between-days, with high mean levels of high arousal PA, high 
arousal PA hyper-reactivity in response to enjoyable activities, and high variability and 
instability of PA. This indicates that, from moment-to-moment, individuals at risk for developing 
bipolar spectrum disorders experience fluctuations in high arousal PA that deviate significantly 
from their “core” or mean affect. Furthermore, their “core” or mean high arousal PA is higher at 
baseline. Importantly, instability in PA within- and between-days has been associated with 
decreased life satisfaction, global functioning, subjective happiness, as well as depression and 
anxiety (Gruber, Kogan, Quoidbach, & Mauss, 2013).  
Micro-level dynamics have been proposed to reflect how individuals experience their 
environment and how they regulate their affect in response to real-world events (Houben, Van 
Den Noortgate, & Kuppens, 2015; Larsen, 2000). A meta-analysis of studies examining affective 
dynamics in daily life suggested that distinct profiles of affective dynamics can reflect 
adaptive/maladaptive or flexible/inflexible affective responses to one’s environment (Houben et 
al., 2015). For example, high levels of variability, instability, and inertia were associated with 
worse psychological well-being, whereas low variability, instability, and inertia were associated 
with better psychological well-being and less psychopathology (Houben et al., 2015). 
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Importantly, this meta-analysis highlighted that the least adaptive pattern of short-term affective 
dynamics was characterized by large deviations from one’s mean level on a moment-to-moment 
basis (high instability) coupled with high levels of inertia, which reflect that following reactivity, 
individuals were slower to recover or to return to their core affect. The present findings indicated 
that those at risk for the development of bipolar spectrum psychopathology displayed 
maladaptive patterns of NA and PA instability in daily life, but low levels of inertia (indicating 
that they successfully down-regulated to core affect following reactivity). Understanding the 
time-scale of these patterns of affective dynamics may be particularly important for intervention 
– especially for bipolar spectrum disorders in which changes in social rhythms within a day may 
increase risk for onset of a mood episode (Alloy, Boland, Ng, Whitehouse, & Abramson, 2015; 
Meyer & Maier, 2006). 
Prominent theoretical models of emotion may help elucidate the connection between 
altered affective dynamics and bipolar spectrum psychopathology. The DynAffect Model, 
proposed by Kuppens, Oravecz, and Tuerlinckx (2010), posits that affective dynamics reflect 
three primary processes that are unique to each individual: attractor home base, attractor 
strength, and variability. Attractor home base represents “core” affect or a set point/baseline 
affect. This system is proposed to keep individuals balanced by pulling affect back to baseline 
following reactivity. Attractor strength represents the extent to which the individual deviates 
away from their home-base. For example, an individual who has low attractor strength may 
deviate far from their home base and fail to return to baseline due to poor regulatory processes 
whereas an individual with high attractor strength has regulatory skills that keep them from 
deviating far from their home base. Lastly, individuals experience many internal and external 
events that are represented by stochastic variability in the shifts to and away from the attractor 
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home base. Importantly, these three processes can function differently across levels of valence 
and arousal.  
In light of this theoretical model, the present findings raise three issues regarding 
affective dynamics in bipolar spectrum psychopathology. First, bipolar spectrum 
psychopathology may be represented by two distinct attractor home bases – one that is high 
negative valence and high arousal and the other that is high positive valence and high arousal. 
This is evidenced by both high mean levels of high arousal (but not low arousal) NA and PA in 
daily life. It is unclear whether these home bases are simultaneously activated or whether they 
switch on and off depending on context. This would be important to understand as several 
studies suggest that experiencing relatively more positive than negative emotions is important to 
psychological adjustment (Diener, Oishi, & Lucas, 2003; Fredrickson & Losada, 2005) and 
emotional stability (Kuppens et al., 2007). Studies on affective bipolarity, or the extent to which 
an individual experiences NA and PA as orthogonal or opposite ends of one spectrum 
(Dejonckheere et al., 2018), may help elucidate how these two potential home-bases function 
together or separately. Second, bipolar spectrum psychopathology may be characterized by 
aspects of low attractor strength. This is represented by high variability (WPV) of NA and PA as 
individuals tend to deviate significantly from their home base and are hyper-reactive to stressful 
and pleasant events. However, in this sample, participants were not characterized by inertia 
which indicates that they are able to return to their home base despite large deviations and 
reactivity in PA. It would be important to establish whether those with severe bipolar spectrum 
psychopathology, as manifested by bipolar I disorder, have very low attractor strength in which 
they have large deviations from their home base with those extremes persisting during mood 
episodes. It may be that what separates euthymia from mood episodes for people with bipolar 
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spectrum psychopathology is the ability of the individual to return back to home base following 
perturbations in affect. Lastly, bipolar spectrum psychopathology is characterized by high 
variability – individuals are deviating from their home base frequently. This aspect of the 
DynAffect model can be represented by instability (MSSD) as it reflects some temporal 
dependency. Over time and in response to internal and external events related to their goals and 
motivations, individuals deviate and fluctuate away from their home base.  
Having a high positive valence/high arousal attractor home base in combination with low 
attractor strength and high instability may be particularly problematic for individuals at risk for 
the development of bipolar spectrum disorders. An attractor home base characterized by slight 
positive valence and arousal is proposed to help motivate people to approach, learn, and explore 
(Cacioppo & Gardner, 1999). Individuals with bipolar disorder may experience “faulty” home 
base systems whereby they experience extreme values of valence and arousal that impair other 
aspects of affective functioning (i.e., may result in reactivity and instability) and produce 
excessive approach behaviors or poor constraint (resulting in impulsivity characteristic of bipolar 
spectrum psychopathology; Sperry, 2016; Urosević, Abramson, Harmon-Jones, & Alloy, 2008). 
This thinking is in line with several prominent theories of emotion that suggest that: a) emotions 
are elicited when something relevant happens and are associated with needs, goals, and values, 
b) emotions prepare the individual to deal with events and have a strong motivational 
component, c) emotions involve both psychological, somatovisceral, and motor systems, and d) 
emotions can influence and control behavior and experience (Frijda & Scherer, 2009; Scherer, 
2009a). Furthermore, dynamic systems theories may help clarify the pathway between affective 
dynamics and a disrupted attractor home base, attractor strength, and variability. Dynamic 
systems theory posits that people experience an event, appraise the event, and have motivational 
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change or action tendencies that lead to physiological response patterns and motor expressions. 
Subsequently, people label or categorize their emotion or feeling state (see Scherer, 2009a for 
review). This pathway functions as a feedback loop with bidirectional relationships between 
appraisals, motivation, physiology, and labeling. Thus, when individuals high in bipolar 
spectrum psychopathology experience an internal or external event and have an appraisal of the 
situation, they may have: a) disruptions in motivation (disrupted reward sensitivity) or hyper-
active action tendencies, and b) high arousal physiological response patterns and motor 
expression that lead to the pleasant or unpleasant feelings (e.g., energetic-enthusiasm, irritability, 
etc.) that can subsequently influence future action tendencies. Altered affective dynamics (high 
instability, variability, and probability of acute increases), especially in the positive valence 
domain, may reflect a breakdown of this feedback system.  
Notably, the extent to which altered affective dynamics represent state versus trait 
characteristics of the emotional system is not yet clear. Few longitudinal studies have repeatedly 
measured affective dynamics and examined their stability over time. Recently, Wendt et al. 
(2019) examined the structure of several affective dynamics and their association with trait 
personality measures. Mean levels of NA and PA, as well as PA variability, had the highest test-
retest reliability (from one week to the next) suggesting that these dynamics may be best 
characterized as traits even though measured at the daily level. In contrast, inertia and 
NA/hostility synchrony (the network density between NA and hostility) had low test-retest 
reliability over two weeks suggesting that they may represent more transient or state-like aspects 
of the emotional system. Future research should examine the extent to which specific affective 
dynamics are stable or fluctuate as a result of context, especially in episodic conditions like 
bipolar spectrum disorders. 
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6.2 META-EMOTION AND AFFECTIVE DYNAMICS 
 Although the DynAffect model proposes mechanisms underlying affective dynamics, it 
does not consider meta-emotion. In contrast, other theories discussed, such as appraisal and 
dynamic systems theory attempt to incorporate aspects of emotional awareness and recognition 
into their models. However, few studies have examined the extent to which meta-emotion may 
play a role in affective dynamics and psychopathology. In the present study, bipolar spectrum 
psychopathology was associated with low emotional granularity and clarity, but not attention to 
emotion. Low emotional granularity indicates that individuals at risk for the development of 
bipolar spectrum disorders experience same-valence emotions in a less fine-grained manner. 
Specifically, they may experience frustration, irritability, and anger all as one valence and 
intensity, whereas others experience them as distinct emotions that have different intensities, and 
possibly different patterns of response. Furthermore, low emotional clarity indicates that 
individuals on the bipolar spectrum may have difficulty identifying and being clear about the 
emotions that they feel.  
We hypothesized that meta-emotional abilities would moderate the relationship between 
bipolar spectrum psychopathology and affective instability and reactivity such that HPS scores 
would be associated with instability and reactivity, but especially so for those low on emotional 
clarity, attention to emotion, and granularity. These hypotheses were largely unsupported – meta-
emotion was associated with HPS scores and instability in an additive rather than synergistic 
fashion. Although low emotional clarity was associated with affective instability, it did not 
moderate the association between HPS scores and instability. Similarly, low granularity was 
robustly associated with higher affective reactivity; however, it did not interact with HPS scores 
to predict more reactivity. Interestingly, attention to emotion (which did not have a main effect 
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with HPS scores or instability) interacted with the HPS to predict instability. Specifically, for 
individuals high in bipolar spectrum psychopathology, being low in attention to emotion 
predicted higher levels of high arousal NA instability. It is possible that our hypothesized models 
were misspecified and that alternative pathways can help explain the relationship between 
affective dynamics, meta-emotion, and bipolar spectrum psychopathology.  
Some theoretical models posit that affective lability may actually cause disruptions in 
emotional awareness which in turn may increase risk for psychopathology (Crowell, Beauchaine, 
& Linehan, 2009; Gratz & Roemer, 2004). In thinking about these models, mediation may have 
been a more appropriate approach to understanding the relationships between awareness and 
expression of psychopathology. In fact, preliminary evidence suggests that low emotional clarity 
may actually mediate the relationship between affective instability and psychopathology (Sperry 
& Eckland, 2019). If this were the case, future interventions targeting affective instability in 
bipolar spectrum disorders should explicitly attempt to increase emotional awareness (clarity, 
granularity, and attention to emotion). Therapies such as emotion-focused therapy (Greenberg, 
2004) and the unified protocol for the treatment of emotional disorders (Barlow et al., 2011) 
have modules that aim to increase emotional awareness and can be incorporated into existing 
cognitive behavioral therapy or interpersonal and social rhythm therapy protocols. In fact, a 
study even examined the feasibility of improving emotional awareness through a mood-
monitoring app that provided feedback to clients (Morris et al., 2010). 
6.3 LIMITATIONS AND FUTURE DIRECTIONS  
 Although initial studies suggested that affective dynamics provide useful and unique 
information about affect in daily life, their measurement has increasingly been criticized. Most 
notably, studies have largely failed to examine affective dynamics over-and-above mean levels 
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of affect. However, in both preliminary studies (Sperry & Kwapil, 2019a,b) and the current 
study, HPS scores were associated with affective dynamics over-and-above mean affect with 
little attenuation in their effects. This is a key finding in light of concerns that the mathematical 
computations of affective dynamics are conflated or redundant with mean levels of affect (Baird, 
Le, & Lucas, 2006; Dejonckheere et al., 2019). Furthermore, a recent study found that when 
entering all dynamics simultaneously as predictors of psychological well-being, individual 
dynamics provided little added value over-and-above the mean and standard deviation of affect 
(WPV; Dejonckheere et al., 2019). The authors concluded that many indices of affective 
dynamics are highly related and that not all dynamics need to be measured to have the best 
predictive model of psychopathology. Note that in the present study, we also found high 
correlations among each same-valence, same-arousal affective dynamics. Furthermore, we did 
not see much differentiation in patterns of associations with affective dynamics – bipolar 
spectrum psychopathology was associated with elevated mean levels, WPV, MSSD, and PAC, 
but not inertia. Thus, future studies may be able to measure fewer affective dynamics with the 
same amount of predictive power. Importantly, Dejonckheere et al. (2019) do note that the most 
“important” dynamic assessed may differ between disorders. For example, depression is most 
highly associated with high mean levels of NA whereas borderline personality disorder is most 
highly associated with high variability of NA. Of note, in Sperry, Walsh, and Kwapil (2019), 
instability (MSSD) of NA and PA was the strongest predictor of symptoms and diagnoses three-
years later. This highlights that the relative predictive contribution of dynamics, over-and-above 
mean levels, may depend both on the type of psychopathology of interest and whether dynamics 
and symptoms are measured cross-sectionally or longitudinally.  
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The computation of affective dynamics relies on many time points. Missing data can be 
highly problematic for the modeling of indices of affective dynamics that account for temporal 
dependency (Ebner-Priemer & Trull, 2012). If too many ESM questionnaires are missed, 
successive differences cannot be meaningfully computed, and parameter estimates may be 
biased. Thus, a high number of participants had to be excluded if they did not have a sufficient 
amount of ESM questionnaires completed each day in order to adequately measure successive 
differences. Compliance did decrease in the second week of participation such that a large 
number of participants were dropped who had adequate compliance in the first week but not in 
the second week. Future studies need to weigh the pros and cons of how frequently to sample 
participants based on the phenomenon of interest, the expected burden of how many 
questionnaires and how long the study runs, and how to build appropriate incentives for 
consistent participation. Given that bipolar spectrum psychopathology is characterized by 
episodic fluctuations in mood, it will be important to complete longer studies (e.g., a month or 
longer), or repeated shorter assessments, to fully capture the stability of affective dynamics in 
daily life and to determine the feasibility of long-term mood-monitoring to capture these 
dynamics. Furthermore, understanding different time-scales of affective dynamics is essential for 
understanding the frequency with which clinicians and researchers should be monitoring mood in 
those at risk for a bipolar disorder or for predicting the onset of new episodes in those with the 
disorder. Thus, important future considerations should include how frequently individuals report 
on their emotions, how many emotion items are included, and what dynamics the researcher or 
clinician wants to model. For example, if interested in emotional granularity, it is necessary to 
have multiple emotion items with varying degrees of same-valence intensity. Researchers should 
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also keep in mind that it simply may not be possible to adequately measure all of these domains 
in a single study. 
The present study is based on participants with a broad range of scores on the HPS, 
presumably representing a range of bipolar spectrum psychopathology. Two issues should be 
considered. First of all, it is likely that some of the participants already have experienced 
diagnosable bipolar disorders, despite their relatively young age (although this was not assessed 
in the present study). Eckblad and Chapman (1986) reported that 78% of their high HPS-scoring 
college students met criteria for a hypomanic episode (although not all of them had diagnosable 
bipolar disorders). In Walsh et al.’s, (2012) cross-sectional study of college students, 22% of 
participants scoring at least 1.5 SD above the mean on the HPS met criteria for DSM bipolar 
disorders and 35% met criteria for broad bipolar spectrum disorders. Thus, the likelihood exists 
that some of the participants had already experienced manic or hypomanic episodes, or possibly 
were in such states during the study.  
Conversely it is worth considering that not all of the high scorers on the HPS are 
expected to develop bipolar spectrum disorders. However, note that in a three-year follow-up 
assessment, Walsh et al. (2015) reported that among their upper quartile of HPS scorers, 27% 
met criteria for a DSM-IV-TR bipolar disorder, 58% met criteria for a broad bipolar spectrum 
disorder, and 81% met criteria for hyperthymic temperament or a hypomanic episode, although 
they did not have elevated rates of unipolar depressive disorders. Nevertheless, it is unclear the 
extent to which these dynamics generalize to clinically diagnosed patients. Thus, studying those 
high on the HPS appears to be a useful measure for identifying people with bipolar symptoms 
and heightened risk for bipolar disorders. However, future studies should examine affective 
dynamics across the entire bipolar spectrum, including those high on the HPS and those with 
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diagnosed bipolar disorders to determine whether a) affective dynamics are stable over time or 
change episodically and b) whether patterns of affective dynamics or the intensity of the 
disruptions differ based on severity of psychopathology. Note that preliminary studies showed 
that affective dynamics predicted symptoms and diagnoses of bipolar spectrum disorders three-
years later indicating that they may encompass some trait like features (Sperry, Walsh, & 
Kwapil, 2019).  
Lastly, within-day and between-day perturbations in NA and PA may be linked to other 
aspects of bipolar spectrum psychopathology. Specifically, bipolar spectrum disorders are 
characterized by dysregulated sleep as well as circadian and social rhythms (Alloy, Boland, et 
al., 2015; Alloy, Nusslock, & Boland, 2015; Jones, 2001; Melo, Abreu, Linhares Neto, de Bruin, 
& de Bruin, 2017). There is likely an interaction between affective dynamics and these biological 
rhythms that should be explored in future research. Temporal precedence has not yet been 
established between affective dynamics and disrupted rhythms in bipolar disorder, but this is a 
worthy future area of research, especially for thinking about the role that interpersonal and social 
rhythm therapy could play in reducing affective instability.  
6.4 CONCLUSIONS 
The examination of affective dynamics in real-world contexts should enhance our 
understanding of affective dysregulation across subclinical and clinical bipolar spectrum 
psychopathology. Specifically, understanding short- and long-term affective dynamics may 
provide context-relevant information about the course and trajectory of bipolar spectrum 
psychopathology and should facilitate the use of ambulatory assessment methods to study and 
intervene in mood lability in patients with bipolar disorders. For example, if instability of PA or 
NA are associated with negative behavioral outcomes (e.g., lack of sleep, impulsive behaviors, 
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transition into hypomanic or manic episodes), mood monitoring applications can disseminate 
individualized interventions based on algorithms developed to flag risk based on MSSD or send 
a message to providers or family members indicating that the individual may be at risk. 
Furthermore, psychosocial interventions such as Dialectical Behavior Therapy or Interpersonal 
and Social Rhythms Therapy, combined with emotional awareness training, should be 
implemented to target affective reactivity and instability present across the bipolar spectrum.  
Current models of psychopathology are moving away from narrow categorical models to 
focus on dimensional models of symptoms and impairment as well as cross-cutting or 
transdiagnostic mechanisms. We believe that our model of bipolar spectrum psychopathology 
fits in well with these modern models and with the development, expression, and course of 
bipolar psychopathology. Furthermore, the study of affective dynamics appears to be an 
especially promising area of inquiry for understanding the etiology, expression, and maintenance 
of bipolar spectrum psychopathology. This study provides an important application of modern 
affective dynamics to the broader construct of bipolar spectrum psychopathology.  
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APPENDIX B: SUPPLEMENTAL TABLE 
 
Supplementary Table 1.  
Reason for Drop Number of Participants Dropped 
Withdrew from study 5 
Technical Difficulties  
      App was not compatible with phone 
      Data did not upload to cloud-based server 
      Lost phone during participation 
      Technical difficulties post app update 
      Phone broke during participation 
 
35 
1 
2 
9 
2 
Completed too few questionnaires (<20 each week) 71 
Invalid Responding at initial assessment 4 
 
 
