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Abstract
Computational e+cient methods for updating seemingly unrelated regressions models with new observations
are proposed. A recursive algorithm to solve a series of updating problems is developed. The algorithm is based
on orthogonal transformations and has as main computational tool the updated generalized QR decomposition
(UGQRD). Strategies to compute the orthogonal factorizations by exploiting the block-sparse structure of
the matrices are designed. The problems of adding and deleting exogenous variables from the seemingly
unrelated regressions model have also been investigated. The solution of these problems utilize the strategies
for computing the UGQRD.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the seemingly unrelated regressions (SUR) model that comprises the G regression
equations
yi = Xii + ui; i = 1; : : : ; G; (1)
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where the yi ∈RT are the response vectors, the Xi ∈RT×ki are the exogenous matrices with full
column ranks, the i ∈Rki are the coe+cients, and the ui ∈RT are the disturbance terms [15,28–31].
The basic assumptions underlying the disturbances of the SUR model in (1) are E(ui;) = 0;
E(ui; uj;) = i; j and E(ui; uj;) = 0 if  =  (i; j = 1; : : : ; G and ;  = 1; : : : ; T ). This implies that
the disturbances are contemporaneously correlated and can be equivalently expressed as E(ui) = 0
and E(ui uTj ) = i; jIT (i; j = 1; : : : ; G).
In compact form the SUR model can be written as
vec(Y ) =
(
G⊕
i
Xi
)
vec({i}G) + vec(U ); (2)
where Y = (y1 · · ·yG), U = (u1 · · · uG), ⊕Gi Xi = diag(X1; : : : ; XG); {i}G denotes the set of vectors
1; 2; : : : ; G and vec is the vector operator which stacks the columns of a matrix or a set of
vectors. The disturbance vector vec(U ) has zero mean and variance–covariance matrix  ⊗ IT , i.e.
vec(U ) ∼ (0; ⊗ IT ), where = [i; j] is a G × G positive deInite matrix.
Notice that if A=[ai; j]∈Rm×n, B=[bi; j]∈Rp×q and C=[ci; j]∈Rq×n, then the Kronecker product
A⊗ B and the vector operation vec(C) are given, respectively, by the mp× nq matrix
A⊗ B=

a1;1B; : : : a1; nB
...
...
am;1B; : : : am;nB

and the qn-element vector
vec(C) =

C:;1
...
C:; n
 ;
where
C:; i =

c1; i
...
cq; i
 (i = 1; : : : ; n):
Furthermore, (A⊗ B) vec(C) = vec(BCAT). The direct sum of matrices ⊕Gi Xi is deIned as
G⊕
i
Xi = X1 ⊕ · · · ⊕ XG =

X1
. . .
XG

and vec({i}G) = (T1 : : : TG)T, such that (⊕Gi Xi) vec({i}G) = (T1X T1 : : : TGX TG )T [1,11,25,26]. Here-
after, for notational convenience ⊕Gi and {·}G are abbreviated to ⊕i and {·}, respectively.
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The best linear unbiased estimator (BLUE) of the SUR model comes from the solution of the
generalized linear least-squares problem (GLLSP)
argmin
V;{i}
‖V‖2F subject to vec(Y ) =
(⊕
i
Xi
)
vec({i}) + vec(VCT); (3)
where  = CCT, the random V ∈RT×G is deIned as VCT = U which implies vec(V ) ∼ (0; IGT ),
and ‖ · ‖F denotes Frobenius norm, i.e. ‖V‖2F =
∑T
i=1
∑G
j=1 V
2
i; j. The formulation of the SUR model
(2) as the GLLSP (3) has been initially discussed within the context of solving the general linear
model [15,20,22]. Although this formulation allows C to be non-full rank, it will be assumed that
 is non-singular and C ∈RG×G is the upper triangular Cholesky factor [15].
For the solution of (3), consider the generalized QR decomposition (GQRD) of ⊕i Xi and C⊗ IT :
QT
(⊕
i
Xi
)
=

⊕
i
Ri
0
 K
GT − K
(4a)
and
QT (C ⊗ IT )P =W ≡
K GT − K(
W11 W12
0 W22
)
K
GT − K
; (4b)
where K =
∑G
i=1 ki, Q∈RGT×GT and P ∈RGT×GT are orthogonal, and the upper triangular W and
⊕i Ri are of order GT and K , respectively. Here Ri ∈Rki×ki is the triangular factor of the QRD of
Xi [18,23,24]. That is,
QTi Xi =
(
Ri
0
)
ki
T − ki
with QTi =
(
QTAi
QTBi
)
ki
T − ki
(i = 1; : : : ; G); (5)
where QT×Ti is orthogonal. Furthermore, Q in (4) is deIned by
Q =
(⊕
i
QAi
⊕
i
QBi
)
=

QA1 QB1
. . . . . .
QAG QBG
 :
Now, since PPT = IGT and ‖V‖2F = ‖PT vec(V )‖2, the GLLSP (3) can be written as
argmin
V;{i}
‖PT vec(V )‖2 subject to
QT vec(Y ) = QT
(⊕
i
Xi
)
vec({i}) + QT (C ⊗ IT )PPT vec(V );
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where ‖ · ‖ denotes Eucledian norm. Using (4) it follows that the latter is equivalent to
argmin
{v˜i};{vˆi};{i}
G∑
i=1
(‖v˜i‖2 + ‖vˆi‖2) subject to
(
vec({y˜i})
vec({yˆi})
)
=

⊕
i
Ri
0
 vec({i}) +
(
W11 W12
0 W22
)(
vec({v˜i})
vec({vˆi})
)
; (6)
where y˜i = QTAiyi, yˆi = Q
T
Biyi,
PT vec(V ) =
(
vec({v˜i})
vec({vˆi})
)
K
GT − K ;
y˜i; v˜i ∈Rki and yˆi; vˆi ∈RT−ki . From the constraints in (6) it follows that vec({vˆi}) can be computed
by
vec({vˆi}) =W−122 vec({yˆi}): (7)
Thus, the GLLSP (6) is reduced to
argmin
{v˜i};{i}
G∑
i=1
‖v˜i‖2 subject to vec({ ˜˜yi}) =
⊕
i
Ri vec({i}) +W11 vec({v˜i}); (8)
where
vec({ ˜˜yi}) = vec({y˜i})−W12 vec({vˆi}): (9)
In order to minimize the objective function of (8) the vector v˜i is set to zero. That is, v˜i = 0 (i =
1; : : : ; G) and the BLUE of the SUR model is given by(⊕
i
Ri
)
vec({̂i}) = vec({ ˜˜yi})
which is equivalent in solving the triangular systems
Riˆi = ˜˜yi; i = 1; : : : ; G: (10)
The re-estimation of a model after observations or variables have been added or deleted is often re-
quired [4,5,12,13,27]. Numerically stable methods have been designed to re-compute the least-squares
solution of the modiIed standard and general linear models [2,10,15–17,21]. The purpose of this
work is to present a computationally e+cient method for updating SUR models with new observa-
tions and up- or down-dating the SUR model by exogenous variables.
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In the next section, the updating of the SUR model with new observations using the GQRD is
considered. A recursive algorithm for solving a series of updated SUR models is presented. Section
3 investigates the numerical solution of the SUR model after exogenous variables have been added
or deleted. Finally, conclusions and future research are presented in Section 4.
2. Updating the SUR model with new observations
The updated-observations SUR (UO-SUR) model estimation problem is the solution of the SUR
model(
yi
y(s)i
)
=
(
Xi
X (s)i
)
i +
(
ui
u(s)i
)
; i = 1; : : : ; G; (11)
after (1) has been solved. The new observations added to the original SUR model (2) are denoted
by
vec(Y (s)) =
(⊕
i
X (s)i
)
vec({(s)i }) + vec(U (s)); (12)
where vec(U (s)) and vec(U ) are not correlated, vec(U (s)) ∼ (0; (s) ⊗ IT (s)), (s) ∈RG×G is non-
singular, and T (s) is the number of observations added at each regression. The UO-SUR model can
be written as
(
vec(Y )
vec(Y (s))
)
=

⊕
i
Xi⊕
i
X (s)i
 vec({(s)i }) +
(
vec(U )
vec(U (s))
)
(13)
with (
vec(U )
vec(U (s))
)
∼
(
0;
(
⊗ IT 0
0 (s) ⊗ IT (s)
))
:
Thus, the corresponding GLLSP (UO-GLLSP) of the UO-SUR model is given by
argmin
V;V (s) ;{(s)1 }
‖V‖F + ‖V (s)‖F subject to
(
vec(Y )
vec(Y (s))
)
=

⊕
i
Xi⊕
i
X (s)i
 vec({(s)i }) +
(
C ⊗ IT 0
0 C(s) ⊗ IT (s)
)(
vec(V )
vec(V (s))
)
; (14)
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where (s) = C(s)(C(s))T , C(s) ∈RG×G is of full rank and V (s)(C(s))T = U (s). Using the GQRD (4)
the latter becomes
argmin
{vˆi};{v˜i};
V (s) ;{i}
G∑
i=1
(‖v˜i‖2 + ‖vˆi‖2) + ‖V (s)‖F subject to

vec({y˜i})
vec({yˆi})
vec(Y (s))
=

⊕
i
Ri
0⊕
i
X (s)i
 vec({(s)i }) +

W11 W12 0
0 W22 0
0 0 C(s) ⊗ IT (s)


vec({v˜i})
vec({vˆi})
vec(V (s))

and from (8) it follows that the UO-GLLSP is reduced to
argmin
{v˜i};V (s) ;{i}
(
G∑
i=1
‖v˜i‖2
)
+ ‖V (s)‖F subject to
(
vec({ ˜˜yi})
vec(Y (s))
)
=

⊕
i
Ri⊕
i
X (s)i
 vec({(s)i }) +
(
W11 0
0 C(s) ⊗ IT (s)
)(
vec({v˜i})
vec(V (s))
)
: (15)
The solution of (15) can be obtained as in the case of the GLLSP (3). The main diNerence is that
in place of (4) an updated GQRD (UGQRD) is required:
QT(s)

⊕
i
Ri⊕
i
X (s)i
=

⊕
i
R(s)i
0
 (16a)
and
QT(s)
(
W11 0
0 C(s) ⊗ IT (s)
)
P(s) =
(
W (s)11 W
(s)
12
0 W (s)22
)
: (16b)
The recursive Algorithm 1 shows in detail the solution of a series of UO-SUR model estimation
problems. The computationally most expensive operation in this recursive procedure is the UGQRD
at Step 7.
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Algorithm 1. Recursive estimation of UO-SUR models.
1: Let s= 0.
2: Compute the GQRD:
QT(s)
(⊕
i
Xi vec(Y )
)
=

⊕
i
R(s)i vec({y˜(s)i })
0 vec({yˆ(s)i })

and
QT(s)(C ⊗ IT )P =
(
W (s)11 W
(s)
12
0 W (s)22
)
:
3: Solve the triangular system: W (s)22 vec({vˆ(s)i }) = vec({yˆ(s)i }).
4: Compute: vec({ ˜˜y(s)i }) = vec({y˜(s)i })−W (s)12 vec({vˆ(s)i }).
5: Solve the triangular systems: R(s)i ˆ
(s)
i = ˜˜y
(s)
i ; i = 1; : : : ; G.
6: for s= 1; 2; : : :, do
7: Compute the UGQRD:
QT(s)

⊕
i
R(s−1)i vec({ ˜˜y(s−1)i })⊕
i
X (s)i vec(Y
(s))
=

⊕
i
R(s)i vec({y˜(s)i })
0 vec({yˆ(s)i })

and
QT(s)
(
W (s−1)11 0
0 C(s) ⊗ IT (s)
)
P(s) =
(
W (s)11 W
(s)
12
0 W (s)22
)
.
8: Repeat steps 3–5.
9: end for
The estimation of the UO-SUR model, when not all of the regressions are updated, can be obtained
in a similar way. Assume, without loss of generality, that the Irst p (16p¡G) regressions are
updated. The UO-GLLSP (15) is equivalent to
argmin
{v˜i};V (s) ;{(s)i }
(
G∑
i=1
‖v˜i‖2
)
+ ‖V (s)‖F subject to
(
vec({ ˜˜yi})
vec(Y (s))
)
=

⊕
i
Ri
p⊕
i
X (s)i 0
 vec({(s)i }) +
(
W11 0
0 C(s) ⊗ IT (s)
)(
vec({v˜i})
vec(V (s))
)
; (17)
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where C(s) ∈Rp×p and Y (s); V (s) ∈RT (s)×p. Notice that the QRD of the UGQRD (16) now
becomes
QT(s)

⊕
i
Ri
p⊕
i
X (s)i 0
=

p⊕
i
R(s)i 0
0
G−p⊕
i
Rp+i
0 0

:
2.1. Computing the UGQRD
The computation of the UGQRD (16) is divided into two stages. The Irst stage computes the
updated QRDs (UQRDs)
QTi
(
R(s−1)i
X (s)i
)
=
(
R(s)i
0
)
ki
T (s)
and QTi
(
˜˜y(s−1)i
y(s)i
)
=
(
y˜(s)i
yˆ(s)i
)
ki
T (s)
; (18)
where R(s)i ∈Rki×ki is upper triangular and Qi ∈R(ki+T
(s))×(ki+T (s)) is orthogonal (i=1; : : : ; G). Consider
partitioning Qi as
Qi=
ki T (s)(
Q(1;1)i Q
(1;2)
i
Q(2;1)i Q
(2;2)
i
)
ki
T (s)
:
The orthogonal matrix Q(s) in (16) is given by
Q(s) =

⊕
i
Q(1;1)i
⊕
i
Q(1;2)i⊕
i
Q(2;1)i
⊕
i
Q(2;2)i
 ≡

Q(1;1)1 Q
(1;2)
1
. . . . . .
Q(1;1)G Q
(1;2)
G
Q(2;1)1 Q
(2;2)
1
. . . . . .
Q(2;1)G Q
(2;2)
G

: (19)
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Thus,
QT(s)
(
W (s−1)11 0
0 C(s) ⊗ IT (s)
)
=
k1 : : : kG T (s) : : : T (s)
W (1;0)1;1 : : : W
(1;0)
1;G W
(2;0)
1;1 : : : W
(2;0)
1;G
...
...
...
...
W (1;0)G;1 : : : W
(1;0)
G;G W
(2;0)
G;1 : : : W
(2;0)
G;G
W (3;0)1;1 : : : W
(3;0)
1;G W
(3;0)
1;1 : : : W
(3;0)
1;G
...
...
...
...
W (3;0)G;1 : : : W
(3;0)
G;G W
(3;0)
G;1 : : : W
(3;0)
G;G

k1
...
kG
T (s)
...
T (s)
≡
K GT (s)(
W (1;0) W (2;0)
W (3;0) W (4;0)
)
K
GT (s)
; (20)
where W (i;0) (i=1; 2; 3; 4) is block upper triangular, i.e. if p¿q, then W (i;0)p;q =0 for p; q=1; : : : ; G.
The second stage applies orthogonal transformations from the right of (20) to annihilate W (3;0)
and triangularize W (4;0). That is, it computes the factorization
(
W (1;0) W (2;0)
W (3;0) W (4;0)
)
P(s)=
K GT (s)(
W (s)11 W
(s)
12
0 W (s)22
)
K
GT (s)
; (21)
where P(s) ∈R(K+GT (s))×(K+GT (s)) is orthogonal, W (s)22 is upper triangular and W (s)11 is block upper
triangular. Factorization (21) is divided in G steps. The ith (i= 1; : : : ; G) step annihilates the block
super-diagonal of W (3;0) by preserving the triangular structures of W (1;0) and W (4;0). SpeciIcally, it
computes the RQDs

W (1; i−1)1; i+j−1 W
(2; i−1)
1; j
...
...
W (1; i−1)i+j−1; i+j−1 W
(2; i−1)
i+j−1; j
W (3; i−1)1; i+j−1 W
(4; i−1)
1; j
...
...
W (3; i−1)j; i+j−1 W
(4; i−1)
j; j

Pi;j =
ki T (s)
W (1; i)1; i+j−1 W
(2; i)
1; j
...
...
W (1; i)i+j−1; i+j−1 W
(2; i)
i+j−1; j
W (3; i)1; i+j−1 W
(4; i)
1; j
...
...
W (3; i)j; i+j−1 W
(4; i)
j; j

ki
...
ki+j−1
T (s)
...
T (s)
; (22)
where W (3; i)j; i+j−1 = 0; W
(4; i)
j; j is upper triangular, W
(2; i−1)
i+j−1; j = 0 when i¿ 1 and W
(2; i)
i+j−1; j is non-zero
(j = 1; : : : ; G − i + 1).
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Fig. 1. Computing the UGQRD (16), where G = 4.
The process of computing the UGQRD (16) is illustrated by Fig. 1. An arc denotes an UQRD
(stage 1) or a RQD (stage 2). Notice that Q(s) in (19) is not explicitly computed. The orthogonal
matrix QTi (i = 1; : : : ; G) is applied from the left of the aNected ith and (G + i)th block-rows
of diag(W (s−1)11 ; C
(s) ⊗ IT (s)) and results the Ill-ins W (j;0)i;p , where j = 2; 3; 4 and p = i; : : : ; G. The
computation of the UGQRD is intrinsically parallel. As shown in Fig. 1, at stage 1 the UQRDs (18)
and at each step of stage 2 the RQDs (21) can be computed simultaneously.
3. Adding and deleting variables
Consider the case where new exogenous variables are added to the regressions. The updated-variable
SUR (UV-SUR) model is given by
yi =
(
Xi X ∗i
)( i
∗i
)
+ ui; i = 1; : : : ; G
and in compact form can be written as
vec(Y ) =
(⊕
i
Xi
⊕
i
X ∗i
)( vec({i})
vec({∗i })
)
+ vec(U ); (23)
where X ∗i ∈RT×k
∗
i and ∗i ∈Rk
∗
i are the data matrix and coe+cients corresponding to k∗i new ex-
ogenous variables. The BLUE of (23) comes from the solution of the UV-GLLSP
argmin
V;{i};{∗i }
‖V‖F subject to vec(Y ) =
(⊕
i
Xi
⊕
i
X ∗i
)( vec({i})
vec({∗i })
)
+ vec(VCT):
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From (5) and (6) it follows that the latter is equivalent to
argmin
{v˜i};{vˆi};
{i};{∗i }
G∑
i=1
(‖v˜i‖2 + ‖vˆi‖2) subject to
(
vec({y˜i})
vec({yˆi})
)
=

⊕
i
Ri
⊕
i
X˜ i
0
⊕
i
Xˆ i

(
vec({i})
vec({∗i })
)
+
(
W11 W12
0 W22
)(
vec({v˜i})
vec({vˆi})
)
; (24)
where X˜ i = QTAiX
∗
i ∈Rki×k
∗
i and Xˆ i = QTBiX
∗
i ∈R(T−ki)×k
∗
i .
Now, consider the GQRD of ⊕i Xˆ i and W22
QˆT
(⊕
i
Xˆ i
)
=

⊕
i
R∗i
0
 K∗
GT − K − K∗
with Qˆ =
(⊕
i
QˆAi
⊕
i
QˆBi
)
(25a)
and
(QˆTW22)P=
K∗ GT − K − K∗(
W ∗11 W
∗
12
0 W ∗22
)
K∗
GT − K − K∗
with PT =
(
PTA
PTB
)
K∗
GT − K − K∗ ; (25b)
where K∗ =
∑G
i=1 k
∗
i and the QRD of Xˆ i is given by
QˆTi Xˆ i =
(
R∗i
0
)
k∗i
T − ki − k∗i
with QˆTi =
(
QˆTAi
QˆTBi
)
k∗i
T − ki − k∗i
: (26)
Let y˜∗i = QˆTAiyˆi, yˆ∗i = QˆTBiyˆi, vec({v˜∗i }) = PTA vec({vˆi}), vec({vˆ∗i }) = PTB vec({vˆi}) and
W12P=
K∗ GT − K − K∗(
W ∗12 W
∗
13
)
:
Thus, the UV-GLLSP (24) is equivalent to
argmin
{v˜i};{v˜∗i };
{vˆ∗i };{i};{∗i }
G∑
i=1
(‖v˜i‖2 + ‖v˜∗i ‖2 + ‖vˆ∗i ‖2) subject to

vec({y˜i})
vec({y˜∗i })
vec({yˆ∗i })
=

⊕
i
Ri
⊕
i
X˜ ∗i
0
⊕
i
R∗i
0 0

(
vec({i})
vec({∗i })
)
+

W11 W ∗12 W
∗
13
0 W ∗22 W
∗
23
0 0 W ∗33


vec({v˜i})
vec({v˜∗i })
vec({vˆ∗i })

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and has solution(
Ri X˜ i
0 R∗i
)(
ˆi
ˆ∗i
)
=
(
˜˜yi
˜˜y∗i
)
; i = 1; : : : ; G; (27)
where v˜i = 0; v˜∗i = 0,
vec({vˆ∗i }) = (W ∗33)−1 vec({yˆ∗i })
and (
˜˜yi
˜˜y∗i
)
=
(
y˜i
y˜∗i
)
−
(
W ∗13
W ∗23
)
vec({vˆ∗i }):
The computation of the QRDs (25a) can derive using the methods to compute the QRDs (4a)
of the conventional SUR model [15,18]. The RQD (25b) is computed in two stages. Initially the
permutation
(QˆTW22)(=
K∗ T − K − K∗(
W (1;0) W (2;0)
W (3;0) W (4;0)
)
K∗
T − K − K∗
;
is computed, where (T = (⊕i (Ik∗i 0)T ⊕i (0 IT−ki−k∗i )T) and W (i;0) (i = 1; 2; 3; 4) is block upper
triangular. The second stage computes the orthogonal factorization(
W (1;0) W (2;0)
W (3;0) W (4;0)
)
Pˆ =
(
W ∗11 W
∗
12
0 W ∗22
)
(28)
using the same strategy which has been employed to compute (21). Here Pˆ ∈R(T−K)×(T−K) is
orthogonal and P in (25b) is deIned by P =(Pˆ.
3.1. Deleting variables
The deleting-variables SUR (DV-SUR) model can be written as
vec(Y ) =
(⊕
i
X ∗i
)
vec({∗i }) + vec(U ); (29)
where X ∗i ∈RT×k
∗
i and ∗i ∈Rk
∗
i are the data matrix and coe+cients corresponding to the remaining
exogenous variables of the ith (i = 1; : : : ; G) regression. Thus, X ∗i = XiSi, where Si ∈Rki×k
∗
i is a
selection matrix. From (6) it follows that (29) is equivalent to the DV-GLLSP
argmin
{v˜i};{∗i }
G∑
i
‖v˜i‖2 subject to vec({ ˜˜yi}) =
(⊕
i
RiSi
)
vec({∗i }) +W11 vec({v˜i}): (30)
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Consider the GQRD
Q˜T
(⊕
i
RiSi
)
=

⊕
i
R∗i
0
 K∗
K − K∗ (31a)
and
(Q˜TW11)(P˜ =
(
W (1;0) W (2;0)
W (3;0) W (4;0)
)
P˜=
K∗ K − K∗(
W ∗11 W
∗
12
0 W ∗22
)
K∗
K − K∗
; (31b)
where W (j;0) (j = 1; 2; 3; 4) is block upper triangular, P˜ is orthogonal and the permutation matrix
( is deIned by ( = (⊕i (Ik∗i 0)T ⊕i (0 Iki−k∗i )T). The orthogonal Q˜ = (⊕i Q˜Ai ⊕i Q˜Bi), where the
QRD of RiSi (i = 1; : : : ; G) is given by
Q˜Ti RiSi =
(
R∗i
0
)
k∗i
ki − k∗i
with Q˜Ti =
(
Q˜TAi
Q˜TBi
)
k∗i
ki − k∗i
: (32)
Thus, the solution of (30) is obtained from solving the triangular system
⊕
i
R∗i W
∗
12
0 W ∗22
( vec({ˆ∗i })
vec({vˆ∗i })
)
=
(
vec({Q˜TAi ˜˜yi})
vec({Q˜TBi ˜˜yi})
)
; (33)
where
P˜T(T vec({v˜i}) =
(
vec({v˜∗i })
vec({vˆ∗i })
)
K∗
K − K∗
and v˜∗i = 0. The QRD (32) has been considered within the context of solving SUR models with
common regressors [14,15]. The computation of the RQD (31b)—following the permutation—is
identical to that of (21).
4. Conclusions
The numerical solution of SUR models after it has been updated with new observations has been
investigated. A recursive algorithm to solve SUR models following a series of updatings has been
designed. The algorithm which utilizes previous derived computations has as main tool the updated
generalized QR decomposition (UGQRD) (16). The UGQRD consists of a series of UQRDs and
a computationally expensive RQ decomposition (RQD) of a structured matrix. A strategy which
computes the RQD by exploiting the non-dense structure of the matrix has been developed. The
same RQD strategy has been used in the solution of SUR models after exogenous variables have
been added or deleted.
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The algorithms can be used as a basis for developing e+cient strategies to solve other related
SUR model estimation problems [29]. The computation of an UGQRD has also been considered
within the context of estimating SUR models with autoregressive disturbances [8]. In this case
diNerent factorization strategies have been used in order to exploit the particular structure of the
matrices involved in the UQRD (16a). SpeciIcally, in (16a) the block-triangular ⊕i Ri is updated
by a structured, but non block-diagonal, matrix.
Algorithm 1 can be used to compute recursively the BLUE of a SUR model [3,6,7]. The com-
putational e+ciency of this estimation strategy merits investigation. The strategies for deleting and
adding exogenous variables can be used in model selection techniques [9]. The nonstraightforward
problem of deleting observations from the SUR model (downdating) has not been discussed. The
downdating needs to be treated separately with special attention be given in the numerical stability
of the algorithms [19]. Within the framework of investigating inQuential data, various methods to
solve the SUR model after unequal number of observations have been added or deleted from some
of the regressions are currently considered.
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