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Abstract
We analyze the stability of Maxwell equations in bounded domains
taking into account electric and magnetization effects. Well-posedness of
the model is obtained by means of semigroup theory. A passitivity assump-
tion guarantees the boundedness of the associated semigroup. Further the
exponential or polynomial decay of the energy is proved under suitable
sufficient conditions. Finally, several illustrative examples are presented.
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1 Introduction
In this paper we analyze the stability of Maxwell equations with a general class
of dispersion law in a bounded domain Ω of R3 with a Lipschitz boundary Γ.
More precisely, the Maxwell equations in Ω are given by
(1.1)
 Dt − curlH = 0 in Q := Ω× (0,+∞),Bt + curlE = 0 in Q,
where E and H are respectively the electric and magnetic fields, while D and B
are respectively the electric and magnetic flux densities. But in case of electric
and magnetization effects, these last ones take the form
D(x, t) = ε(x)E(x, t) + P (x, t),(1.2)
B(x, t) = µ(x)H(x, t) +M(x, t),(1.3)
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where ε (resp. µ) is the permittivity (resp. permeability) of the medium, while
P (resp. M) is the retarded electric polarization (resp. magnetization) that in
most applications (see [14],[23, Chapter 11], [7]) are of integral form
P (x, t) =
∫ t
0
νE(t− s, x)E(x, s) ds,(1.4)
M(x, t) =
∫ t
0
νH(t− s, x)H(x, s) ds,(1.5)
where νE(t, x) (resp. νH(t, x)) is the electric (resp. magnetic) susceptibility
kernel. Some particular models (corresponding to particular kernels), like De-
bye, Lorentz or Drude models, can be reduced to a system coupling Maxwell’s
equations to a finite number of differential equations, see [21]. In such a case
semigroup theory can be applied to obtain existence and decay behavior of the
solutions. Our goal is to analyze the general system (1.1) supplemented with
the electric boundary conditions
(1.6) E × n = 0, H · n = 0 on Γ = ∂Ω,
and initial conditions
(1.7) E(·, 0) = E0, H(·, 0) = H0 in Ω,
and find sufficient conditions that guarantee exponential or polynomial decay
(at infinity) of the solutions.
In [12] existence and uniqueness of solutions for problem (1.1)-(1.7) are stud-
ied by transforming the system in a Volterra integral equation. We use here a
different approach based on semigroup theory as in [8, 9, 10, 18].
In [5] the propagation of waves in unbounded dispersive media is studied by
using the so-called Perfectly Matched Layers technique in order to realise artifi-
cial absorbing conditions. For dispersive isotropic Maxwell equations necessary
and sufficient conditions for stability of the PML are given.
In this paper we restrict ourselves to the case when the permittivity and
the permeability are positive constants, while the kernels are real valued and do
not depend on the space variable, namely we assume that νE(t, x) = νE(t) and
νH(t, x) = νH(t), this already corresponds to a large class of physical examples,
see for instance [23, 14]. We further assume that νE , νH ∈ K, where K is the
set of kernels ν ∈ C2([0,∞)), that satisfy
(1.8) lim
t→∞
ν′(t) = 0,
and that there exists two positive constants C and δ (depending on ν) such that
(1.9) |ν′′(t)| ≤ Ce−δt, ∀t ≥ 0.
Again these assumptions cover a large class of physical models, see section
6 for some illustrative examples.
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For shortness, we define the function w by
w(t) = Ce−δt, ∀t ≥ 0.
The paper is organized as follows. In section 2 we study the well-posedness
of the model in an appropriate Hilbert setting by means of semigroup theory. In
section 3 we show, under the passitivity assumption (see (3.1) below), that the
semigroup associated to the model is bounded. Sections 4 and 5 are devoted to
the exponential or polynomial decay of the energy under appropriate sufficient
conditions. Finally, in section 6 we give several illustrative examples.
Let us finish this introduction with some notation used in the paper:
The L2(Ω)-inner product (resp. norm) will be denoted by (·, ·) (resp. ‖ ·‖). The
usual norm and semi-norm of Hs(Ω) (s ≥ 0) are denoted by ‖ · ‖s,Ω and | · |s,Ω,
respectively. For s = 0 we drop the index s. By a . b, we mean that there
exists a constant C > 0 independent of a, b and the time t, such that a ≤ Cb.
2 Well-posedness result
Even if existence result for problem (1.1)-(1.7) can be obtained using Volterra
integral equation method (see for instance [12]), we here prefer to use a first
order past history framework (see [18, 10, 8] for second order framework and [9]
for first order one) in order to formulate our system into a semigroup context
(useful for the stability analysis). First we notice that using the expressions
(1.2) to (1.5) into (1.1), we obtain the integro-differential system
(2.1)
 εEt + νE(0)E +
∫ t
0 ν
′
E(t− s)E(·, s) ds− curlH = 0 in Q,
µHt + νH(0)H +
∫ t
0 ν
′
H(t− s)H(·, s) ds+ curlE = 0 in Q.
Assuming for the moment that the solution (E,H) of (2.1) with boundary
conditions (1.6) and initial conditions (1.7) exists, then for all (t, s) ∈ [0,∞)×
(0,∞) we introduce the summed past histories
ηtE(·, s) =
∫ min{s,t}
0
E(·, t− y) dy,(2.2)
ηtH(·, s) =
∫ min{s,t}
0
H(·, t− y) dy,(2.3)
that respectively satisfy the transport equation
∂tη
t
E(·, s) = −∂sηtE(·, s) + E(·, t),(2.4)
∂tη
t
H(·, s) = −∂sηtH(·, s) +H(·, t),(2.5)
the boundary condition
(2.6) lim
s→0
ηtE(·, s) = lim
s→0
ηtH(·, s) = 0,
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and the initial condition
(2.7) η0E(·, s) = η0H(·, s) = 0.
Since formal integration by parts yields the identities∫ t
0
ν′E(t− s)E(·, s) ds = −
∫ ∞
0
ν′′E(s)η
t
E(·, s) ds,∫ t
0
ν′H(t− s)H(·, s) ds = −
∫ ∞
0
ν′′H(s)η
t
H(·, s) ds,
system (2.1) is (formally) equivalent to
(2.8)
 εEt + νE(0)E −
∫∞
0
ν′′E(s)η
t
E(·, s) ds− curlH = 0 in Q,
µHt + νH(0)H −
∫∞
0 ν
′′
H(s)η
t
H((·, s) ds + curlE = 0 in Q,
All together by setting
U =

E
H
ηE
ηH
 ,
we obtain the Cauchy problem
(2.9)
{
Ut = AU,
U(0) = U0,
where
(2.10) A

E
H
ηE
ηH
 =

ε−1(−νE(0)E +
∫∞
0
ν′′E(s)ηE(·, s) ds+ curlH)
µ−1(−νH(0)H +
∫∞
0 ν
′′
H(s)ηH(·, s) ds− curlE)
−∂sηE(·, s) + E
−∂sηH(·, s) +H
 ,
and
U0 = (E0, H0, 0, 0)
⊤.
The existence of a solution to (2.9) is obtained by using semigroup theory
in the appropriate Hilbert setting described here below: First we introduce the
Hilbert spaces
J(Ω) = {χ ∈ L2(Ω)3|divχ = 0},
Jˆ(Ω) = {χ ∈ J(Ω)|χ · ν = 0 on Γ},
and recall that for an Hilbert space X with inner product (·, ·)X and induced
norm ‖ · ‖X , L2w((0,∞);X) is the Hilbert space made of functions η defined on
(0,∞) with values in X such that∫ ∞
0
‖η(s)‖2Xw(s) ds <∞,
4
with the natural inner product∫ ∞
0
(η(s), η′(s))Xw(s) ds, ∀η, η′ ∈ L2w((0,∞);X).
Now we introduce the Hilbert space
H = J(Ω)× Jˆ(Ω)× L2w((0,∞); J(Ω)) × L2w((0,∞); Jˆ(Ω)),
with the inner product
((E,H, ηE , ηH)
⊤, (E′, H ′, η′E , η
′
H)
⊤)H :=
∫
Ω
(εE · E¯′ + µH · H¯ ′) dx
+
∫ ∞
0
∫
Ω
(ηE(x, s) · η¯′E(x, s) + ηH(x, s) · η¯′H(x, s)) dxw(s) ds,
for all (E,H, ηE , ηH)
⊤, (E′, H ′, η′E , η
′
H)
⊤ ∈ H.
We then define the operator A as follows:
D(A) = {(E,H, ηE , ηH)⊤∈ H| curlE, curlH∈ L2(Ω)3, E × n = 0 on Γ,(2.11)
∂sηE ∈ L2w((0,∞); J(Ω)), ∂sηH ∈ L2w((0,∞); Jˆ(Ω))
and ηE(0) = ηH(0) = 0} ,
and for all U = (E,H, ηE , ηH)
⊤ ∈ D(A), AU is given by (2.10).
We now check that A generates a C0-semigroup on H.
Theorem 2.1 The operator A defined by (2.10) with domain (2.11) generates
a C0-semigroup (T (t))t≥0 on H. Therefore for all U0 ∈ H, problem (2.9) has
a weak solution U ∈ C([0,∞),H) given by U(t) = T (t)U0, for all t ≥ 0. If
moreover U0 ∈ D(Ak), with k ∈ N∗, problem (2.9) has a strong solution U ∈
C([0,∞), D(Ak)) ∩ C1([0,∞), D(Ak−1)).
Proof. It suffices to show that A − κI is a maximal dissipative operator for
some κ ≥ 0; then by Lumer-Phillips’ theorem it generates a C0-semigroup of
contractions on H and consequently A generates a C0-semigroup on H.
Let us first show the dissipativeness. Let U = (E,H, ηE , ηH)
⊤ ∈ D(A) be
fixed. Then by the definition of A, we have
(AU,U)H =
∫
Ω
(
(−νE(0)E +
∫ ∞
0
ν′′E(s)ηE(·, s) ds+ curlH) · E¯
+ (−νH(0)H +
∫ ∞
0
ν′′H(s)ηH(·, s) ds− curlE) · H¯
)
dx
+
∫ ∞
0
∫
Ω
((−∂sηE(·, s) + E) · η¯E + (−∂sηH(·, s) +H) · η¯H) dxw(s) ds.
Note that by the density of D(Ω) into {E ∈ H(curl,Ω) : E × n = 0 on Γ}, the
next Green’s formula holds
(2.12)
∫
Ω
(
curlE · H¯ − E · curl H¯) dx = 0;
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furthermore by integration by parts we have∫ ∞
0
∫
Ω
∂sηE(·, s) · η¯E dxw(s) ds =
−
∫ ∞
0
∫
Ω
ηE(·, s) · ∂sη¯E dx−
∫ ∞
0
∫
Ω
|ηE(·, s)|2 dxw′(s) ds.
Using these identities we find
ℜ(AU,U)H = −
∫
Ω
(νE(0)|E|2 + νH(0)|H |2) dx
+ ℜ
∫
Ω
(∫ ∞
0
ν′′E(s)ηE(·, s) ds · E¯ +
∫ ∞
0
ν′′H(s)ηH(·, s) ds · H¯
)
dx
+
1
2
∫ ∞
0
∫
Ω
(|ηE(·, s)|2 + (|ηH(·, s)|2) dxw′(s) ds
+ ℜ
∫ ∞
0
∫
Ω
(E · η¯E +H · η¯H) dxw(s) ds.
As w′(s) ≤ 0, we deduce that
ℜ(AU,U)H ≤ −
∫
Ω
(νE(0)|E|2 + νH(0)|H |2) dx
+ ℜ
∫
Ω
(∫ ∞
0
ν′′E(s)ηE(·, s) ds · E¯ +
∫ ∞
0
ν′′H(s)ηH(·, s) ds · H¯
)
dx
+ ℜ
∫ ∞
0
∫
Ω
(E · η¯E +H · η¯H) dxw(s) ds.
Now using the assumption (1.9), the definition of w and Cauchy-Scharz’s
inequality, we find that there exists a positive constant κ such that
ℜ(AU,U)H ≤ κ ‖U‖2H.
This shows that A− κI is dissipative.
Let us go on with the maximality. Let λ > 0 be fixed. For (F,G,R, S)⊤ ∈ H,
we look for U = (E,H, ηE , ηH)
⊤ ∈ D(A) such that
(2.13) (λI −A)U = (F,G,R, S)⊤.
According to (2.10) this is equivalent to
ǫλE + νE(0)E −
∫ ∞
0
ν′′E(s)ηE(·, s) ds− curlH = ǫF,(2.14)
µλH + νH(0)E −
∫ ∞
0
ν′′H(s)ηH(·, s) ds+ curlE = µG,(2.15)
ληE + ∂sηE(·, s)− E = R,(2.16)
ληH + ∂sηH(·, s)−H = S.(2.17)
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Assume for the moment that U exists. Then the two last equations allow to
eliminate ηE and ηH since they are equivalent to
ηE(s) =
1− e−λs
λ
E +
∫ s
0
e−λ(s−y)R(y) dy,(2.18)
ηH(s) =
1− e−λs
λ
H +
∫ s
0
e−λ(s−y)S(y) dy.(2.19)
Thus inserting these expressions in (2.14) and (2.15), we find that
ǫλE +
(
νE(0)− 1
λ
∫ ∞
0
ν′′E(s)(1 − e−λs) ds
)
E − curlH = ǫF + r(λ),(2.20)
µλH +
(
νH(0)− 1
λ
∫ ∞
0
ν′′H(s)(1 − e−λs) ds
)
H + curlE = µG+ s(λ),(2.21)
where
r(λ) =
∫ ∞
0
ν′′E(s)
∫ s
0
e−λ(s−y)R(y) dy ds,(2.22)
s(λ) =
∫ ∞
0
ν′′H(s)
∫ s
0
e−λ(s−y)S(y) dy ds,(2.23)
that have the regularity r ∈ J(Ω) and s ∈ Jˆ(Ω). But two integrations by parts
allow to show that (see section A)
νE(0)− 1
λ
∫ ∞
0
ν′′E(s)(1 − e−λs) ds = νE(0) +
1
λ
(ν′E(0) + Lν′′E(λ)) = λLνE(λ),
where we recall that LνE is the Laplace transform of νE , see (A.5) below. Hence
the previous identities (2.20) and (2.21) may be equivalently written as
λ (ǫ+ LνE(λ))E − curlH = ǫF + r(λ),(2.24)
λ (µ+ LνH(λ))H + curlE = µG+ s(λ).(2.25)
Owing to (A.8), for λ large enough, we will have
ǫ+ LνE(λ) > 0 as well as µ+ LνH(λ) > 0.
Therefore for λ large enough the system (2.24)-(2.25) enters in a standard frame-
work (see for instance [20, Lemma 3.1]) and a unique solution (E,H) exists with
the regularity
E ∈ XN(Ω) = {U ∈ J(Ω) : curlU ∈ L2(Ω)3 and U × n = 0 on Γ},
H ∈ XT (Ω) = {U ∈ Jˆ(Ω) : curlU ∈ L2(Ω)3},
because ǫF + r (resp. µG+ s) belongs to J(Ω) (resp. Jˆ(Ω)).
The surjectivity of λI − A for λ large enough finally holds because once
E and H are given, we obtain ηE and ηH with the help of (2.18) and (2.19)
respectively and easily check their right requested regularity.
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3 Boundedness of the semigroup
In order to apply standard results on the decay of semigroups (see Lemmas
4.1, 5.1 and 5.2 below), the first step is to show that the semigroup (T (t))t≥0
generated byA is bounded. This property is based on the passitivity assumption
(or equivalently the assumption that the material is passive, see [7, Definition
2.5] and [19, (2.15)]), that says that (see (A.10))
(3.1) ℜ (iωLνE(iω)) ≥ 0, ℜ (iωLνH(iω)) ≥ 0, ∀ω ∈ R.
Note that this property is equivalent to
(3.2) ωℑLνE(iω) ≤ 0, ωℑLνH(iω) ≤ 0, ∀ω ∈ R.
Lemma 3.1 Under the additional assumption (3.1), there exists a positive con-
stant M such that
(3.3) ‖T (t)‖ ≤M, ∀t ≥ 0.
Proof. Take U0 = (E0, H0, η
0
E , η
0
H) ∈ D(A) and let U(t) = (E(t), H(t), ηtE , ηtH) =
T (t)U0, for all t ≥ 0. Then by Theorem 2.1, U ∈ C([0,∞), D(A))∩C1([0,∞),H)
is a strong solution of problem (2.9), which means that (2.4)-(2.5) and (2.8) hold
for all t > 0.
But we notice that
ηtE(·, s) = η˜0E(·, s− t) +
∫ min{s,t}
0
E(·, t− y) dy,(3.4)
ηtH(·, s) = η˜0H(·, s− t) +
∫ min{s,t}
0
H(·, t− y) dy,(3.5)
where η˜0E is the extension of η
0
E by zero on (−∞, 0). Inserting these expressions
in (2.8), we find that
(3.6)
 εEt + νE(0)E +
∫ t
0
ν′E(t− s)E(·, s) ds− curlH = F (t) in Q,
µHt + νH(0)H +
∫∞
0 ν
′
H(s)H((·, s) ds + curlE = G(t) in Q,
where
F (t) :=
∫ ∞
0
ν′′E(s)η˜
0
E(·, s− t) ds =
∫ ∞
t
ν′′E(s)η
0
E(·, s− t) ds,
G(t) :=
∫ ∞
0
ν′′H(s)η˜
0
H(·, s− t) ds =
∫ ∞
t
ν′′H(s)η
0
H(·, s− t) ds.
Now we remark that
νE(0)E +
∫ t
0
ν′E(t− s)E(·, s) ds =
d
dt
(∫ t
0
νE(t− s)E(·, s) ds
)
,
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and therefore system (3.6) is equivalent to
(3.7)

εEt +
d
dt
(∫ t
0 νE(t− s)E(·, s) ds
)
− curlH = F (t) in Q,
µHt +
d
dt
(∫ t
0 νH(t− s)H(·, s) ds
)
+ curlE = G(t) in Q.
Now we adapt an argument used in the proof of Theorem 3.1 from [19]. For
a fixed T > 0, if we multiply the first identity by E¯(t) and the second one by
H¯(t), integrate both in Ω× (0, T ) and take the sum, we find that∫ T
0
∫
Ω
((
εEt +
d
dt
(∫ t
0
νE(t− s)E(·, s) ds
)
− curlH(t)
)
· E¯(t)
+
(
µHt +
d
dt
(∫ t
0
νH(t− s)H(·, s) ds
)
+ curlE(t)
)
· H¯(t)
)
dxdt
=
∫ T
0
∫
Ω
(F (t) · E¯(t) +G(t) · H¯(t))dxdt.
Taking the real part of this identity and applying Green’s formula (2.12), we
get
ℜ
∫ T
0
∫
Ω
((
εEt +
d
dt
(∫ t
0
νE(t− s)E(·, s) ds
))
· E¯(t)
+
(
µHt +
d
dt
(∫ t
0
νH(t− s)H(·, s) ds
))
· H¯(t)
)
dxdt
= ℜ
∫ T
0
∫
Ω
(F (t) · E¯(t) +G(t) · H¯(t))dxdt.
Now if we define E˜T (and similarly for H˜T ) by
E˜T (·, t) =
{
E(·, t) if t ∈ (0, T ),
0 else,
the previous identity can be written as
ℜ
∫ T
0
∫
Ω
(
εEt · E¯(t) + µHt · H¯(t)
)
dxdt(3.8)
= −ℜ
∫
R
∫
Ω
(
d
dt
(ν˜E ⋆t E˜T )(t) · E˜T (t) + d
dt
(ν˜H ⋆t H˜T )(t) · H˜T (t)
)
dxdt
+ℜ
∫ T
0
∫
Ω
(F (t) · E¯(t) +G(t) · H¯(t))dxdt,
where f ⋆t g means the convolution in R, namely
(f ⋆t g)(t) =
∫
R
f(t− s)g(s) ds, ∀t ∈ R.
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Now by Parseval’s identity, we have∫
R
∫
Ω
(
d
dt
(ν˜E ⋆t E˜T )(t) · E¯T (t) + d
dt
(ν˜H ⋆t H˜T )(t) · H¯T (t)
)
dxdt
=
∫
Ω
∫
R
iω
(
F((ν˜E)(iω)|(F((E˜T )(iω)|2 + F((ν˜H)(iω)|(F((H˜T )(iω)|2
)
dωdx.
By our passivity assumption (3.1), we deduce that
ℜ
∫
R
∫
Ω
(
d
dt
(ν˜E ⋆t E˜T )(t) · E¯T (t) + d
dt
(ν˜H ⋆t H˜T )(t) · H¯T (t)
)
dxdt ≥ 0.
This estimate in the identity (3.8) leads to∫
Ω
(
ε|E(x, T )|2 + µ|H(x, T )|2) dx ≤ ∫
Ω
(
εE0(x)|2 + µ|H0(x)|2
)
dx(3.9)
+2ℜ
∫ T
0
∫
Ω
(F (t) · E¯(t) +G(t) · H¯(t))dxdt.
By setting
E(t) = 1
2
∫
Ω
(
ε|E(x, t)|2 + µ|H(x, t)|2) dx, ∀t ≥ 0,
by using Cauchy-Schwarz’s inequality in the last estimate, we obtain
E(T ) ≤ E(0) +
√
2
∫ T
0
(∫
Ω
(|F (x, t)|2 + |G(x, t)|2dx
) 1
2
E(t) 12 dt, ∀T > 0.
By Gronwall’s inequality (see for instance [19, Lemma 3.1]), we deduce that
(3.10)
E(t) ≤
(
E(0) 12 +
√
2
2
∫ t
0
(∫
Ω
(|F (x, s)|2 + |G(x, s)|2)dx
) 1
2
ds
)2
, ∀t > 0.
Now we need to estimate the term∫ t
0
(∫
Ω
(|F (x, s)|2 + |G(x, s)|2)dx
) 1
2
ds.
But using the definition of F and G, the assumption (1.9) and Cauchy-Schwarz’s
inequality, we see that∫ t
0
(∫
Ω
(|F (x, s)|2 + |G(x, s)|2)dx
) 1
2
ds
.
(∫ t
0
e−δsds
)
(‖η0E‖L2w((0,∞);J(Ω)) + ‖η0H‖L2w((0,∞);Jˆ(Ω))),
and therefore∫ t
0
(∫
Ω
(|F (x, s)|2 + |G(x, s)|2)dx
) 1
2
ds . ‖η0E‖L2w((0,∞);J(Ω))+‖η0H‖L2w((0,∞);Jˆ(Ω)).
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Using this estimate in (3.10) we have obtained that
(3.11) E(t) . ‖U0‖2H.
Now we come back to (3.4) and (3.5) to estimate the norm of ηtE and η
t
H .
Let us perform the estimation for ηtE . By (3.4), we have
‖ηtE(·, s)‖2L2w((0,∞);J(Ω)) ≤ 2
∫ ∞
0
w(s)
∫
Ω
|η˜0E(x, s− t)|2dxds
+ 2
∫ ∞
0
w(s)
∫
Ω
∣∣∣∣∣
∫ min{s,t}
0
E(x, t− y) dy
∣∣∣∣∣
2
dxds.
The first term is easily estimated because a change of variable and the property
w(s+ t) = e−δtw(s), valid for all s, t ≥ 0, yield∫ ∞
0
w(s)
∫
Ω
|η˜0E(x, s− t)|2dxds =
∫ ∞
t
w(s)
∫
Ω
|η0E(x, s− t)|2dxds
=
∫ ∞
0
w(s+ t)
∫
Ω
|η0E(x, s)|2dxds
≤ e−δt
∫ ∞
0
w(s)
∫
Ω
|η0E(x, s)|2dxds.
This means that
(3.12) ‖η˜0E(x, · − t)‖L2w((0,∞;J(Ω)) ≤ e−
δt
2 ‖η0E‖L2w((0,∞;J(Ω)).
For the second term, by Cauchy-Schwarz’s inequality and Fubini’s theorem, we
have ∫ ∞
0
w(s)
∫
Ω
∣∣∣∣∣
∫ min{s,t}
0
E(x, t− y) dy
∣∣∣∣∣
2
dxds
≤
∫ ∞
0
w(s)
∫
Ω
s
∫ min{s,t}
0
|E(x, t− y)|2 dydxds
≤ 2
∫ ∞
0
sw(s)
∫ min{s,t}
0
E(t− y) dyds.
Hence using the estimate (3.11), we find
∫ ∞
0
w(s)
∫
Ω
∣∣∣∣∣
∫ min{s,t}
0
E(x, t− y) dy
∣∣∣∣∣
2
dxds . ‖U0‖2H
∫ ∞
0
w(s)s2ds . ‖U0‖2H.
These last estimates show that
‖ηtE(·, s)‖2L2w((0,∞);J(Ω)) . ‖U0‖
2
H.
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Since the same arguments yield
‖ηtH(·, s)‖2L2w((0,∞);Jˆ(Ω)) . ‖U0‖
2
H,
the combination of these two estimates with (3.11) leads to
‖U(t)‖2H . ‖U0‖2H, ∀t > 0.
Since D(A) is dense in H, we conclude that
‖T (t)U0‖2H . ‖U0‖2H, ∀t > 0, U0 ∈ H,
which is the claim.
Corollary 3.2 Under the additional assumption (3.1), then the resolvent set
ρ(A) of A contains the right-half plane, namely
{λ ∈ C : ℜλ > 0} ⊂ ρ(A).
Proof. Direct consequence of Lemma 3.1 and of Theorem 5.2.1 of [3].
4 Strong stability
One simple way to prove the strong stability of (2.9) is to use the following
theorem due to Arendt–Batty and Lyubich–Vu˜ (see [2, 17]).
Theorem 4.1 (Arendt–Batty/Lyubich–Vu˜) Let X be a reflexive Banach
space and (T (t))t≥0 be a bounded C0 semigroup generated by A on X. Assume
that (T (t))t≥0 is bounded and that no eigenvalues of A lie on the imaginary axis.
If σ(A) ∩ iR is countable, then (T (t))t≥0 is stable.
We now want to take advantage of this Theorem. Since the resolvent of
our operator is not compact, we have to analyze the full spectrum of A on the
imaginary axis. For that purpose, we actually need a stronger assumption than
the passivity, namely in addition to (3.1), we need that
(4.1) ℜ (iωLνE(iω)) + ℜ (iωLνH(iω)) > 0, ∀ω ∈ R∗ = R \ {0}.
As before this property is equivalent to
(4.2) ωℑLνE(iω) + ωℑLνH(iω) < 0, ∀ω ∈ R∗.
We first prove a preliminary result related to a family of operators defined
in H1 := J(Ω) × Jˆ(Ω). First let us consider the unbounded operator B from
H1 := J(Ω)× Jˆ(Ω) into itself with domain
D(B) := {(E,H) ∈ H1| curlE, curlH ∈ L2(Ω)3, and E × n = 0 on Γ},
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defined by
B((E,H)) = (ǫE − curlH,µH + curlE).
As said before B is an isomorphism fromD(B) intoH1, with a compact resolvent.
Consequently for any ω ∈ R, the operator
Bω((E,H)) = (iω (ǫ+ LνE(iω))E − curlH, iω (µ+ LνH(iω))H + curlE),
with the same domain as B is a compact perturbation of B. Hence for all ω, Bω
is a Fredholm operator of index 0. Hence it will be an isomorphism if and only
if it is injective. This is proved in the next lemma.
Lemma 4.2 Under the additional assumptions (3.1) and (4.1), and if Ω is
simply connected and its boundary connected, then the operator Bω is an iso-
morphism from D(B) into H1.
Proof. Let (E,H) ∈ kerBω, then we have
0 = (Bω(E,H), (E,H))H1
=
∫
Ω
((iω (ǫ+ LνE(iω))E − curlH) · E¯
+(iω (µ+ LνH(iω))H + curlE) · H¯) dx.
Hence applying Green’s formula and taking the real part of the identity, we find
that
0 =
∫
Ω
(ℜ(iω (ǫ+ LνE(iω)) |E|2 + ℜ(iω (µ+ LνH(iω))H)|H |2) dx.
By our assumptions (3.1) and (4.1), we may distinguish three cases:
1. If ℜ(iω (ǫ+ LνE(iω)) > 0, we deduce that E = 0 and by the definition of
Bω, we deduce that curlH = 0. This property added to the fact that H ∈ Jˆ(Ω)
allows to conclude that H = 0 owing to Proposition 3.14 of [1].
2. If ℜ(iω (ǫ+ LνH(iω)) > 0, we deduce that H = 0 and by the definition of Bω,
we deduce that curlE = 0. This property added to the fact that E is divergence
free and satisfies
E × n = 0 on Γ,
allows to conclude that E = 0 owing to Proposition 3.18 of [1].
3. If ℜ(iω (LνE(iω) + LνH(iω)) = 0 at ω = 0, then we directly deduce that
curlE = 0 = curlH = 0, and we conclude that E = H = 0 with the help of
Propositions 3.14 and 3.18 of [1].
Remark 4.3 Obviously the assumption that Ω is simply connected and that
its boundary is connected can be weakened if (4.1) can be replaced by a stronger
assumption.
Lemma 4.4 Under the assumptions of Lemma 4.2,
iR ≡{iβ ∣∣ β ∈ R} ⊂ ρ(A).
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Proof. The proof is similar to the proof of the maximality of A. Indeed fix
ω ∈ R and let (F,G,R, S)⊤ ∈ H. Then we look for U = (E,H, ηE , ηH)⊤ ∈ D(A)
such that
(4.3) (iωI −A)U = (F,G,R, S)⊤.
Arguing as in the proof of the maximality, this means that we first look for
(E,H) solution of (2.24)-(2.25) with λ = iω, or equivalently solution of
(4.4) Bω(E,H) = (ǫF + r(iω), µG+ s(iω)).
Note that r(iω) (resp. s(iω)) belongs to J(Ω) (resp. Jˆ(Ω)) because by Fubini’s
theorem and Cauchy-Schwarz’s inequality we have
‖r(iω)‖Ω ≤
∫ ∞
0
|ν′′E(s)|
∫ s
0
‖R(·, y)‖Ω dy ds
.
∫ ∞
0
w(s)
∫ s
0
‖R(·, y)‖Ω dy ds
.
∫ ∞
0
‖R(·, y)‖Ωw(y) dy
. (
∫ ∞
0
w(y) dy)
1
2 ‖R‖L2w(0,∞);J(Ω)).
By Lemma 4.2, there exists a unique solution (E,H) ∈ D(B) to (4.4). As
before, we obtain ηE and ηH with the help of (2.18) and (2.19) respectively
(with λ = iω) and easily check their right requested regularity.
As a direct consequence of this Lemma and Theorem 4.1, we obtain the
following result.
Lemma 4.5 Under the assumptions of Lemma 4.2, (T (t))t≥0 is stable, in other
words
T (t)U0 → 0 in H, as t→∞, ∀U0 ∈ H.
In particular the solution (E(t), H(t)) of (2.1), (1.6) and (1.7) satisfies
‖E(t)‖Ω + ‖H(t)‖Ω → 0 as t→∞, ∀(E0, H0) ∈ H1.
5 Stability results
Our stability results are based on a frequency domain approach, namely for the
exponential decay of the energy we use the following result (see [22] or [11]):
Lemma 5.1 Let (etL)t≥0 be a bounded C0 semigroup on a Hilbert space H.
Then it is exponentially stable, i.e., it satisfies
||etLU0|| ≤ C e−ωt||U0||H , ∀U0 ∈ H, ∀t ≥ 0,
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for some positive constants C and ω if and only if
(5.1) iR ⊂ ρ(L),
and
(5.2) sup
β∈R
‖(iβ − L)−1‖ <∞.
On the contrary the polynomial decay of the energy is based on the following
result stated in Theorem 2.4 of [6] (see also [4, 16] for weaker variants).
Lemma 5.2 Let (etL)t≥0 be a bounded C0 semigroup on a Hilbert space H such
that its generator L satisfies (5.1) and let ℓ be a fixed positive real number. Then
the following properties are equivalent
||etLU0|| ≤ C t− 1ℓ ||U0||D(L), ∀U0 ∈ D(L), ∀t > 1,
||etLU0|| ≤ C t−1||U0||D(Lℓ), ∀U0 ∈ D(Lℓ), ∀t > 1,
sup
β∈R
1
1 + |β|ℓ ‖(iβ − L)
−1‖ <∞.(5.3)
As Lemma 4.4 guarantees that the assumption (5.1) holds, it remains to
check whether (5.2) or (5.3) is valid. This is possible by improving the assump-
tion (4.1) with a precise behavior of ℜ (iωLνE(iω)) and of ℜ (iωLνH(iω)) at
infinity. More precisely, we suppose that there exist four non negative constants
σE , σH , ω0, and m with σE + σH > 0 such that
ℜ (iωLνE(iω)) |X |2 + ℜ (iωLνH(iω)) |Y |2(5.4)
≥ |ω|−m(σE |X |2 + σH |Y |2), ∀X,Y ∈ C3, ω ∈ R : |ω| ≥ ω0.
Lemma 5.3 In addition to the assumptions of Lemma 4.2, assume that (5.4)
holds. Then the operator A satisfies (5.3) with ℓ = m.
Proof. We use a contradiction argument, namely suppose that (5.3) is false.
Then there exist a sequence of real numbers βn → +∞ and a sequence of vectors
zn = (En, Hn, ηE,n, ηH,n)
⊤ in D(A) with
(5.5) ‖zn‖H = 1,
satisfying
βℓn
(
ǫiβnEn + νE(0)En(5.6)
−
∫ ∞
0
ν′′E(s)ηE,n(·, s) ds− curlHn
)
= ǫFn → 0 in J(Ω),
βℓn
(
µiβnHn + νH(0)E(5.7)
−
∫ ∞
0
ν′′H(s)ηH,n(·, s) ds+ curlEn
)
= µGn → 0 in Jˆ(Ω),
βℓn (iβnηE,n + ∂sηE,n(·, s)− En) = Rn → 0 in L2w((0,∞); J(Ω)),(5.8)
βℓn (iβnηH,n + ∂sηH,n(·, s)−Hn) = Sn → 0 in L2w((0,∞); Jˆ(Ω)).(5.9)
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By these two last identities, ηE,n and ηH,n are given by (see (2.18)-(2.19))
ηE,n(s) =
1− e−iβns
iβn
En + β
−ℓ
n
∫ s
0
e−iβn(s−y)Rn(y) dy,(5.10)
ηH,n(s) =
1− e−iβns
iβn
Hn + β
−ℓ
n
∫ s
0
e−iβn(s−y)Sn(y) dy.(5.11)
Thus inserting these expressions in (5.6) and (5.7), we find that (compare with
(2.20)-(2.21) and (2.24)-(2.25))
βℓn (iβn (ǫ + LνE(iβn))En − curlHn) = ǫFn + rn(iβn),(5.12)
βℓn (iβn (µ+ LνH(iβn))Hn + curlEn) = µGn + sn(iβn),(5.13)
where
rn(iβn) =
∫ ∞
0
ν′′E(s)
∫ s
0
e−iβn(s−y)Rn(y) dy ds,(5.14)
sn(iβn) =
∫ ∞
0
ν′′H(s)
∫ s
0
e−iβn(s−y)Sn(y) dy ds,(5.15)
that have the regularity rn ∈ J(Ω) and sn ∈ Jˆ(Ω) with
(5.16)
‖rn(iβn)‖Ω + ‖sn(iβn)‖Ω . ‖Rn‖L2w((0,∞);J(Ω)) + ‖Sn‖L2w((0,∞);Jˆ(Ω)) = o(1).
Now multiplying (5.12) (resp. (5.13)) by E¯n (resp. H¯n), integrating in Ω,
and summing the two identities we get
βℓn
∫
Ω
(
(iβn (ǫ+ LνE(iβn))En − curlHn) · E¯n
+ (iβn (µ+ LνH(iβn))Hn + curlEn) · H¯n
)
dx
=
∫
Ω
(
(ǫFn + rn(iβn)) · E¯n + (µGn + sn(iβn)) · H¯n
)
dx.
Again by Green’s formula (2.12), and taking the real part, we find
βℓnℜ
∫
Ω
(
iβn (ǫ+ LνE(iβn)) |En|2 + iβn (µ+ LνH(iβn)) |Hn|2
)
dx
= ℜ
∫
Ω
(
(ǫFn + rn(iβn)) · E¯n + (µGn + sn(iβn)) · H¯n
)
dx.
Owing to (5.5), (5.6), (5.7), and (5.16), this right-hand side tends to zero as n
goes to infinity, in other words, we have
(5.17)
βℓnℜ
∫
Ω
(
iβn (ǫ + LνE(iβn)) |En|2 + iβn (µ+ LνH(iβn)) |Hn|2
)
dx = o(1).
Taking into account our assumption (5.4), for n large enough, the previous
property implies that
βℓ−mn
∫
Ω
(
σE |En|2 + σH |Hn|2
)
dx = o(1).
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Hence taking ℓ = m, we find that
(5.18)
∫
Ω
(
σE |En|2 + σH |Hn|2
)
dx = o(1).
We then distinguish between three cases:
1) If σE and σH are both positive, then (5.18) directly guarantees that
(5.19) ‖En‖Ω + ‖Hn‖Ω = o(1).
Once this property holds, we come back to (5.10) and (5.11) to get a contradic-
tion with (5.5), since we will show that
‖ηE,n‖L2w((0,∞);J(Ω)) + ‖ηH,n‖L2w((0,∞);Jˆ(Ω)) = o(1).
Let us check this property for ηE,n (the treatment of ηH,n is fully similar and is
left to the reader), namely we will show that
(5.20) ‖ηE,n‖L2w((0,∞);J(Ω)) . ‖Rn‖L2w((0,∞);J(Ω)) + ‖En‖Ω
which by (5.8) and (5.19) leads to
‖ηE,n‖L2w((0,∞);J(Ω)) = o(1).
The first step is to show that ηE,n belongs to L
2
w((0,∞); J(Ω)). Indeed the
first term of the right-hand side of (5.10) clearly belongs to L2w((0,∞); J(Ω)),
so let us concentrate on the second term. Namely let us set
Ψn(s, ·) =
∫ s
0
e−iβn(s−y)Rn(y, ·) dy, ∀s ≥ 0.
Then we easily see that Ψn(0, ·) = 0 and Ψn satisfies the transport equation
∂sΨn(s, ·) + iβnΨn(s, ·) = Rn(s, ·), ∀s > 0.
Hence multiplying this identity by Ψ¯nw(s), and integrating in Ω and in s ∈ (0, y)
for any y > 0, we find that∫
Ω
∫ y
0
(
∂sΨn(s, x) + iβnΨn(s, x)) · Ψ¯n(s, x)
)
w(s) dsdx
=
∫
Ω
∫ y
0
Rn(s, x) · Ψ¯n(s, x)w(s) dsdx.
Taking the real part of this identity, we find
1
2
∫
Ω
∫ y
0
∂s(|Ψn(s, x)|2)w(s) dsdx = ℜ
∫
Ω
∫ y
0
Rn(s, x) · Ψ¯n(s, x)w(s) dsdx.
By an integration by parts in this left-hand side, we obtain
δ
∫
Ω
∫ y
0
|Ψn(s, x)|2w(s) dsdx +
∫
Ω
|Ψn(s, y)|2w(y)
= 2ℜ
∫
Ω
∫ y
0
Rn(s, x) · Ψ¯n(s, x)w(s) dsdx.
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Hence Cauchy-Scwharz’s inequality leads to
δ
( ∫
Ω
∫ y
0
|Ψn(s, x)|2w(s) dsdx
) 1
2 ≤ 2( ∫
Ω
∫ y
0
|Rn(s, x)|2w(s) dsdx
) 1
2 .
Passing to the limit in y tending to infinity we deduce thatΨn ∈ L2w((0,∞); J(Ω))
with
(5.21) ‖Ψn‖L2w((0,∞);J(Ω)) . ‖Rn‖L2w((0,∞);J(Ω)).
Coming back to (5.10), we then have
‖ηE,n‖L2w((0,∞);J(Ω)) ≤ ‖
1− e−iβn·
iβn
En‖L2w((0,∞);J(Ω))(5.22)
+ β−ℓn ‖Ψn‖L2w((0,∞);J(Ω)).
Let us then estimate the first term of this right-hand side. First we notice that
‖1− e
−iβn·
iβn
En‖2L2w((0,∞);J(Ω)) = (
∫
Ω
|En(x)|2 dx)
(∫ ∞
0
|1− e
−iβns
iβn
|2w(s) ds
)
≤ 4
β2n
(∫ ∞
0
w(s) ds
)
‖En‖2Ω.
Hence for n large enough, we have
‖1− e
−iβn·
iβn
En‖L2w((0,∞);J(Ω)) . ‖En‖Ω.
Using this estimate and (5.21) into (5.22) leads to (5.20).
2) If σE is positive, then (5.18) only yields
(5.23) ‖En‖Ω = o(1).
Hence, to obtain a contradiction, it remains to show that
(5.24) ‖Hn‖Ω = o(1).
To do so, we first multiply (5.13) by H¯n and integrate in Ω to get
(µ+ LνH(iβn))
∫
Ω
|Hn|2 dx+ 1
iβn
∫
Ω
curlEn · H¯n dx = o(1).
Then using Green’s formula (2.12), we get
(µ+ LνH(iβn))
∫
Ω
|Hn|2 dx+ 1
iβn
∫
Ω
En · curl H¯n dx = o(1).
Now we use (5.12) to get
(5.25) (µ+ LνH(iβn))
∫
Ω
|Hn|2 dx−
(
ǫ+ LνE(iβn)
) ∫
Ω
|En|2 dx = o(1).
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But we notice that (A.10) guarantees that
|LνE(iβn)|+ |LνH(iβn)| = o(1).
This property combined with (5.5) allows to transform (5.25) into
µ
∫
Ω
|Hn|2 dx − ǫ
∫
Ω
|En|2 dx = o(1).
Therefore (5.24) holds owing to (5.23).
3) If σH is positive, then (5.18) only yields (5.24) but the previous argument
shows that then (5.23) holds.
The proof is then complete.
Remark 5.4 The estimate (5.21) is in accordance with (3.12) because this last
one combined with Lemma 5.1 shows that the resolvent of the transport operator
is bounded (in the L2w-norm) in the imaginary axis.
This Lemma and Lemma 5.1 (resp. 5.2) directly yield the
Corollary 5.5 In addition to the assumptions of Lemma 4.2, assume that (5.4)
holds with m = 0. Then the semigroup (etA)t≥0 is exponentially stable, in
particular the solution (E(t), H(t)) of (2.1), (1.6) and (1.7) tends exponentially
to zero in H1.
Corollary 5.6 In addition to the assumptions of Lemma 4.2, assume that (5.4)
holds with m > 0. Then the semigroup (etA)t≥0 is polynomially stable, i.e.
‖etLU0‖ . t− 1m ‖U0‖D(A), ∀U0 ∈ D(A), ∀t > 1.
In particular the solution (E(t), H(t)) of (2.1), (1.6) and (1.7) satisfies
‖(E(t), H(t)‖H1 . t−
1
m ‖(E0, H0)‖D(B), ∀(E0, H0) ∈ D(B), ∀t > 1.
6 Some illustrative examples
6.1 Some dispersive models
All physical examples of dispersive models that we found in the literature (see
[13], [15], [23, §11.2], [7], [5], and [19]) enter in the following example.
Let J be a positive integer and for all j ∈ {1, · · · , J}, let pj, qj be real-valued
polynomial (of one variable). Let zj be a complex number with ℜzj = xj < 0
and define
(6.1) νE(t) =
J∑
j=1
(pj(t) cos(yjt) + qj(t) sin(yjt))e
xjt,
where yj = ℑzj. Define similarly νH by taking other polynomials pj , qj and
other complex numbers zj with negative real parts. For simplicity we only
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examinate the case of νE , when it will be necessary we will add the index E or
H .
First it is easy to check that νE satisfies (1.8) and (1.9). Furthermore by
rewritting νE in the equivalent form
(6.2) νE(t) =
J∑
j=1
Pj(t)e
zjt,
where Pj is a (complex-valued) polynomial of degree dj , we see that
LνE(λ) =
J∑
j=1
dj∑
ℓ=0
P
(ℓ)
j (0)
(λ− zj)ℓ+1 ,
where P
(ℓ)
j denotes the derivative of Pj of order ℓ. This means that iωLνE(iω)
is a rational fraction in ω, more precisely
(6.3) iωLνE(iω) = Pr(ω)
Qr(ω)
+ i
Pi(ω)
Qi(ω)
,
where Pr, Qr, Pi, Qi are real-valued polynomials such that
degPr ≤ degQr and degPi ≤ degQi.
This means that (3.1) holds if and only if
(6.4)
PE,r(ω)
QE,r(ω)
≥ 0 and PH,r(ω)
QH,r(ω)
≥ 0, ∀ω ∈ R.
Similarly, (4.1) is valid if and only if R(ω) =
PE,r(ω)
QE,r(ω)
+
PH,r(ω)
QH,r(ω)
satisfies
(6.5) R(ω) > 0, ∀ω ∈ R∗.
By writing
(6.6) R(ω) =
∑N1
n=0 anω
n∑N2
n=0 bnω
n
,
with N1 ≤ N2, aN1 6= 0 and aN2 6= 0, we notice that two necessary conditions
for (6.5) are
(6.7) N2 −N1 even and aN1
bN2
> 0.
Finally, the last passivity assumption (5.4) is obviously related to the behav-
ior at infinity of R(ω). Using (6.6), we deduce that (5.4) holds withm = N2−N1
if and only if (6.7) holds.
Let us finish this subsection by some particular cases.
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Example 6.1 The Debye model [23, §11.2.1] corresponds to the choice νH(t) =
0 and νE(t) = βe
− t
τ , with β and τ two positive real numbers. Hence
LνE(λ) = βτ
τλ+ 1
,
and we find
R(ω) =
βτ2ω2
1 + τ2ω2
.
This means that (3.1) and (4.1) hold and that (5.4) is valid with m = 0. Hence
by Corollary 5.5 we deduce the exponential decay of the energy if Ω is simply
connected and its boundary connected (see [21, Theorem 4.12], where the first
assumption is missing).
Example 6.2 The Lorentz model [23, §11.2.2] corresponds to the choice νH(t) =
0 and
νE(t) = β sin(ν0t)e
− νt
2 ,
with β, ν and ν0 three positive real numbers. Hence
LνE(λ) = βν0
ω20 + λ
2 + νλ
,
with ω20 = ν
2
0 + ν
2/4. Then we easily check that (3.1) and (4.1) hold and that
(5.4) is valid with m = 2. Hence by Corollary 5.6 we deduce a decay of the
energy in t−1 if Ω is simply connected and its boundary connected (see [21,
Theorem 4.12], where the first assumption is missing).
Example 6.3 The Drude model [23, §11.2.3] (also called lossy Drude model)
corresponds to the choice νH(t) = 0 and
νE(t) = β(1− e−νt),
with β and ν two positive real numbers. Hence
LνE(λ) = βν
νλ + λ2
.
Then we easily check that (3.1) and (4.1) hold and that (5.4) is valid with m = 2.
Again we deduce a decay of the energy in t−1 if Ω is simply connected and its
boundary connected.
The other examples from [23, §11.2] enter into our framework, we let the
details to the reader.
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6.2 A more academic example
For all j ∈ N∗, let zj be a complex number with ℜzj = xj < 0 and let aj , bj be
real-valued numbers such that
∞∑
j=1
(|aj |+ |bj |) <∞.
Then we can define
(6.8) νE(t) =
∞∑
j=1
(aj cos(yjt) + bj sin(yjt))e
xjt,
where yj = ℑzj . For simplicity take νH = 0.
Assuming that there exists ξ > 0 such that
xj ≤ −ξ, ∀j ∈ N∗,
then we directly check that (1.8) and (1.9) hold.
Furthermore by rewritting νE in the equivalent form
(6.9) νE(t) =
∞∑
j=1
Aje
zjt,
where Aj is a complex number such that
∞∑
j=1
|Aj | <∞,
we see that
LνE(λ) =
∞∑
j=1
Aj
λ− zj .
Now simple calculations show that for all ω ∈ R∗, we have
ℜ(iωLνE(iω) = ω2
∞∑
j=1
αj
x2j + (ω − yj)2
+ ω
∞∑
j=1
xjβj − yjαj
x2j + (ω − yj)2
,
when Aj = αj + iβj , with αj , βj ∈ R.
For the sake of simplicity, we now treat two different particular cases for
which the second term of this right-hand side is zero.
1. Assume that yj = βj = 0, for all j; then
ℜ(iωLνE(iω) = ω2
∞∑
j=1
αj
x2j + ω
2
.
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Hence assuming further that
(6.10) xj ≥ −Ξ, ∀j ∈ N,
for some positive real number Ξ, we find that
ξ2 + ω2 ≤ x2j + ω2 ≤ Ξ2 + ω2, ∀j ∈ N,
and consequently
ℜ(iωLνE(iω) ≥ ω2 a
Ξ2 + ω2
+
b
ξ2 + ω2
=
ω2
(
(a+ b)ω2 + aξ2 + bΞ2
)
(Ξ2 + ω2)(ξ2 + ω2)
,
where
a =
∑
j:αj>0
αj , b =
∑
j:αj<0
αj .
This means that the assumptions
a+ b =
∞∑
j=1
αj > 0 and aξ
2 + bΞ2 ≥ 0
guarantee that (5.4) holds with m = 0 and hence an exponential decay of the
energy (under the same assumptions on Ω and its boundary as before). On the
contrary, if we assume that
a+ b =
∞∑
j=1
αj = 0 and aξ
2 + bΞ2 > 0,
then (5.4) is valid with m = 2 and again we deduce a decay of the energy in
t−1.
2. Assume that xjβj − yjαj = 0, for all j; then
ℜ(iωLνE(iω) = ω2
∑
j:αj 6=0
αj
x2j +
(
ω − xjβjαj
)2 .
As before assuming further that (6.10) holds as well as
β2j
α2j
≤ Λ, ∀j : αj 6= 0,
for some positive real number Λ, one can show that there exist four positive
constants c, C, θ,Θ, with c < 1 < C, such that
c(θ2 + ω2) ≤ x2j +
(
ω − xjβj
αj
)2
≤ C(Θ2 + ω2), ∀j ∈ N : αj 6= 0,
Therefore
ℜ(iωLνE(iω) ≥ ω2 a
C(Θ2 + ω2)
+
b
c(θ2 + ω2)
≥ ω
2
(
(ac+ bC)ω2 + acθ2 + bCΘ2
)
cC(Ξ2 + ω2)(ξ2 + ω2)
.
Thus the assumptions
ac+ bC > 0 and acθ2 + bCΘ2 ≥ 0
guarantee an exponential decay of the energy, while the conditions
ac+ bC = 0 and acθ2 + bCΘ2 > 0,
yield a decay of the energy in t−1.
6.3 Another academic example
Take νH = 0 and
νE(t) = e
−t2 , ∀t ≥ 0.
Then we easily check that (1.8) and (1.9) hold. Furthermore by Cauchy’s theo-
rem, one sees that
iωL(νE)(iω) = e−ω
2
4 (i
√
π
2
ω + |ω|I|ω|), ∀ω ∈ R∗,
as
∫∞
0 e
−t2 dt =
√
π
2 and
Iω =
∫ ω/2
0
ey
2
dy, ∀ω > 0.
Hence
ℜ(iωL(νE)(iω)) = e−ω
2
4 |ω|I|ω|,
which means that (3.1) and (4.1) hold. On the other hand, as
I|ω| →∞ as |ω| → ∞,
by L’Hôpital’s rule, we have
lim
ω→∞
Iω
ω−1e
ω2
4
= lim
ω→∞
1
1
2 − 1ω2
= 2
and we deduce that
I|ω| ∼ |ω|−1e
ω2
4 , ∀ |ω| large .
Hence for ω large enough, one deduces that
ℜ(iωL(νE)(iω)) & 1,
which means that again (5.4) is valid with m = 0 and by Corollary 5.5 we
deduce the exponential decay of the energy.
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A Some properties of the Laplace transform
In this section, we state some results for the Laplace transform of kernels in K
Lemma A.1 Let ν ∈ K, then we have
(A.1) ν′(t) = −
∫ ∞
t
ν′′(y) dy.
Proof. First we notice that (1.8) is equivalent to the identity
(A.2) ν′(0) +
∫ ∞
0
ν′′(y) dy = 0,
simply because Lebesque’s bounded convergence theorem guarantees that∫ ∞
0
ν′′(y) dy = lim
R→∞
∫ R
0
ν′′(y) dy.
As ν is twice differentiable, we may write
ν′(t) = ν′(0) +
∫ t
0
ν′′(y) dy
and by (A.2), we get (A.1).
Corollary A.2 Let ν ∈ K, then we have
(A.3) |ν′(t)| . e−δt, ∀t ≥ 0,
as well as
(A.4) |ν(t)| . 1 + e−δt, ∀t ≥ 0.
Proof. The estimate (A.3) directly follows from (A.1) and the assumption (1.9).
For the second estimate we again may write
ν(t) = ν(0) +
∫ t
0
ν′(y) dy,
and we conclude by (A.3).
The previous results allow to give a meaning of the Fourier-Laplace transform
of ν ∈ K defined by
(A.5) Lν(λ) =
∫ ∞
0
e−λsν(s) ds,
for all λ ∈ C such that ℜλ > 0. Furthermore, the following identities will be
valid
λLν(λ) = ν(0) + Lν′(λ),(A.6)
λLν(λ) = ν(0) + 1
λ
(ν′(0) + Lν′′(λ)),(A.7)
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for all λ ∈ C such that ℜλ > 0.
As the estimate (A.3) guarantees that ν′ is integrable, by Lebesgue’s bounded
convergence theorem we deduce that
Lν′(λ)→ 0 as ℜλ→∞;
by (A.6), we then deduce that
(A.8) Lν(λ)→ 0 as ℜλ→∞.
Finally, since for ν ∈ K its derivative is exponentially decaying at infin-
ity (see (A.3)), the Fourier-Laplace transform of ν′ is also well-defined on the
imaginary axis and the mapping
R→ C : ω → Lν′(iω)
is continous and bounded. In view to (A.6), we then have (in the distributional
sense)
(A.9) iωLν(iω) = ν(0) + Lν′(iω), ∀ω ∈ R,
and consequently the mapping
(A.10) ω → iωLν(iω) is continuous on R and bounded.
Note also that for ν ∈ K, and any ω ∈ R, Lν′(iω) corresponds to the Fourier
transform of ν˜′, the extension by zero of ν′ in (−∞, 0), as
Lν′(iω) =
∫ ∞
0
e−iωsν′(s) ds =
∫ ∞
−∞
e−iωsν˜′(s) ds.
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