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BOUNDARY VALUE PROBLEM FOR A MULTIDIMENSIONAL
SYSTEM OF EQUATION WITH RIEMANN-LIOUVILLE
DERIVATIVES
M.O. Mamchuev
In the paper boundary-value problem for a multidimensional system of par-
tial differential equations with fractional derivatives in Riemann-Liouville sense
with constant coefficients is studied in a rectangular domain. The existence and
uniqueness theorem for the solution of the boundary value problem is proved.
The solution is constructed in explicit form in terms of the Wright function of
the matrix argument.
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1 Introduction
Consider the system of equations
m∑
i=1
AiD
αi
0xi
u(x) = Bu(x) + f(x), 0 < αi < 1, (1.1)
in the domain Ω = {x = (x1, ..., xm) : 0 < xi < ai ≤ ∞, i = 1,m}, where
f(x) = ||f1(x), ..., fn(x)|| and u(x) = ||u1(x), ..., un(x)|| are the given and re-
quired n-dimensional vectors, respectively, Ai, B are given constant square ma-
trices of order n, Dνay is the operator of fractional integro-differentiation in
Riemann-Liouville sense of order ν.
Operator Dνay is determined for ν < 0 by the following formula [1, p. 9]:
Dνayg(y) =
sgn(y − a)
Γ(−ν)
y∫
a
g(s)ds
|y − s|ν+1
,
and for ν ≥ 0 can be determined with the help of following recursive relation
Dνayg(y) = sign(y − a)
d
dy
Dν−1ay g(y),
Γ(z) is a Eullers gamma-function.
Let all the eigenvalues of matrices Ai i = 1,m are positive. Without loss of
generality, we assume that A1 = I is the identity matrix of order n.
We formulate the boundary value problem for the system (1.1).
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Problem 1. Find the solution u(x) of the system (1.1) satisfying the fol-
lowing boundary conditions
lim
xi→0
Dαi−10xi u = ϕi(x(i)), x(i) ∈ Ω
i, i = 1,m, (1.2)
where x(i)=(x1, ..., xi−1, xi+1, ..., xm),Ω
i=ωa1 × ...× ωai−1 × ωai+1 × ...× ωam ,
ωaj = {xj : 0 < xj < aj}, ϕi(x(i)) are given n-dimensional vectors.
Let us review the works associated with the investigation of the system (1.1)
including in the scalar case n = 1. In paper [2] for the equation
Dα0x(u− h1(y)) +D
β
0y(u− h2(x)) = f, 0 < α, β < 1, x, y ≥ 0, (1.3)
the solvability of the boundary value problem is studied in a class of Helder’s
continuous functions with the initial conditions u(0, y) = h1(y), u(x, 0) = h2(x)
and the right hand side f(x, y). The fundamental solution of the equation (1.3)
was rewriten in the form
ψα,β(x, y) =
∞∫
0
τ−
1
α
− 1
βϕα
(
xτ−
1
α
)
ϕβ
(
yτ−
1
β
)
dτ, (1.4)
where
ϕµ(t) =
1
pi
∞∑
k=1
(−1)k+1
k!
sin(piµk)Γ(µk + 1)t−µk−1.
Using the equality Γ(1 − z)Γ(z) sin(piz) = pi, the function ϕµ(t) can be repre-
sented in the form
ϕµ(t) =
1
t
φ(−µ, 0;−t−µ),
where φ(ρ, µ; z) =
∞∑
k=0
zk
k!Γ(ρk+µ) is the Wright’s function [3], [4]. From the last
relation and (1.4) we get the following representation
ψα,β(x, y) =
1
xy
∞∫
0
φ(−α, 0;−τx−α)φ(−β, 0;−τy−β)dτ.
Holder’s smuthness of the following equation’s solution
Dα0x(u − u0) + c(x, y)uy(t, x) = f(x, y), x, y > 0,
satisfaing the boundary conditions u(0, y) = u0(y) and u(x, 0) = u1(x), was
studied in paper [5].
In the papers [6], [7], the theorems of uniquiness and existence of regular
solution are prooved for a boundary value problem in a rectangular domain for
the equation
Dα0xu(x, y) + λD
β
0yu(x, y) + µu(x, y) = f(x, y), 0 < α, β < 1, λ > 0, x, y > 0.
(1.5)
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When λ = 1 the fundamental solution has the form
w(x, y) =
1
xy
∞∫
0
e−µτφ(−α, 0;−τx−α)φ(−β, 0;−τy−β)dτ,
and when µ = 0 it has the form
w(x, y) =
xα−1
y
eα,0α,β
(
−λ
xα
yβ
)
,
where
eµ,να,β(z) =
∞∑
k=0
zk
Γ(µ+ αk)Γ(ν − βk)
is the Wrihgt type function [7]. In the case α = 1, µ = 0, a boundary value
problem with negative coefficient λ < 0 was studied for the equation (1.5).
The equation (1.5) with variable coefficients λ ≡ λ(x) and µ ≡ µ(x), when
α = 1 and λ(x) can have a zero of order m ≥ 0 at the point x = 0 was
investigated in the papers [8], [9], [10]. It’s fundamental solution
w(x, y; t, s) =
exp(Λ(x, t))
y − s
φ
(
−β, 0;−M(x, t)(y − s)−β
)
,
where Λ(x, t) =
x∫
t
λ(ξ)dξ, M(x, t) =
x∫
t
µ(ξ)dξ, was constracted, and the exis-
tence and uniqueness theorems for the solutions of the boundary-value problem
in a rectangular domain and the Cauchy problem were proved.
In [11] the unique solvability of the analogue of problem 1 for the equation
(1.5) with the Dzhrbashyan-Nersesyan fractional differentiation operators was
investigated in the case n = 1, Ai = λi > 0 (i = 1,m), B = λ0, and the
fundamental solution
w(x) =
∞∫
0
e−λ0τ
m∏
i=1
1
xi
φ
(
−αi, 0;−λiτx
−αi
i
)
dτ
of this equation was constracted.
For two-dimensional system
Dα0xu(x, y) +AD
β
0yu(x, y) = Bu(x, y) + f(x, y), (1.6)
the problem 1 was solved in explicite form in [12], when A was an identity
matrix and in [13], when A was positive defined matrix. In the paper [13] the
fundamental solution of the system (1.6) was constracted in the terms of the
introdused Wright’s function of the matrix argument.
In present paper we will use similar approuch for the solving of problem 1
in multidimensional case.
3
2 Wright’s function
Wright function [3], [4] is called an entiere function, which is depended from
two parameters ρ and µ, and representad by the series
φ(ρ, µ; z) =
∞∑
k=0
zk
k!Γ(ρk + µ)
, ρ > −1, µ ∈ C.
It is easy to see that
φ(ρ, µ; z)
∣∣
z=0
=
1
Γ(µ)
. (2.1)
The following differentiation formulas hold [4], [7]
d
dz
φ(ρ, µ; z) = φ(ρ, µ+ ρ; z), (2.2)
Dν0yy
µ−1φ(ρ, µ;−λyρ) = yρ−ν−1φ(ρ, ρ− ν;−λyρ), (2.3)
λ > 0, ρ > −1, µ, ν ∈ R. From the relations (2.2) and (2.3) follow(
d
dz
+ λDβ0y
)
yµ−1φ(−β, µ;−λzy−β) = 0, β < 1, λ > 0. (2.4)
For the Wright function following estimates are hold [7]
|yµ−1φ(−β, µ;−τy−β)| ≤ Cτ−θyµ+βθ−1, τ > 0, y > 0, (2.5)
where β ∈ (0, 1) and θ ≥ 0 if µ 6= 0,−1,−2, ..., and θ ≥ −1 if µ = 0,−1,−2, ...,
|φ(−β, µ;−z)| ≤ C exp
(
−σz
1
1−β
)
, z ≥ 0, (2.6)
where β ∈ (0, 1), ε ∈ R, σ < (1 − β)β
β
1−β , here and below C is a pozitive
constant.
In paper [14] following relation
∞∫
0
tnφ(−β, µ;−t)dt =
n!
Γ(µ+ (n+ 1)β)
, n = 0, 1, ... (2.7)
was obtained. In particular for n = 0, we have
∞∫
0
φ(−β, µ;−z)dz =
1
Γ(µ+ β)
. (2.8)
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3 Wright’s function of the matrix argument
1. Let A be a square matrix of order n. In view of the function φ(ρ, µ; z) is
analytic everywhere in C, following series
φ(ρ, µ;A) =
∞∑
k=0
Ak
k!Γ(ρk + µ)
, ρ > −1, µ ∈ C
is convegence for eny matrix A given given over the field of complex numbers
C, and determine the Wright’s function of the matrix argument.
Let the matrix H leads the matrix A to Jordan normal form J(λ), i.e.
A = HJ(λ)H−1,
where J(λ) = diag[J1(λ1), ..., Jp(λp)] is the quasydiagonal matrix with the cells
of the form
Jk ≡ Jk(λk) =
∥∥∥∥∥∥∥∥∥
λk 1 . . . 0
λk . . . 0
0
. . .
...
λk
∥∥∥∥∥∥∥∥∥
, k = 1, ..., p,
λ1, ..., λp are eigenvalue numbers of the matrix A, and Jk(λk) are the square
matrices of order rk + 1,
p∑
k=1
rk + p = n. Then the function φ(ρ, µ;Az) can be
represented in the form
φ(ρ, µ;Az) = Hφ(ρ, µ; J(λ)z)H−1, (3.1)
where
φ(ρ, µ; J(λ)z) = diag[φ(ρ, µ; J1(λ1)z), ..., φ(ρ, µ; Jp(λp)z)],
φ(ρ, µ; Jk(λk)z) =
∥∥∥∥∥∥∥∥∥
φ0ρ,µ(λkz) φ
1
ρ,µ(λkz) . . . φ
rk
ρ,µ(λkz)
φ0ρ,µ(λkz) . . . φ
rk−1
ρ,µ (λiz)
0
. . .
...
φ0ρ,µ(λkz)
∥∥∥∥∥∥∥∥∥
,
φmρ,µ(λz) =
1
m!
∂m
∂λm
φ(ρ, µ;λz) =
zm
m!
φ(ρ, µ+ ρm;λz).
2. By using the representation (3.1) and the equality (2.1), we obtain
φ(ρ, µ;Az)
∣∣
z=0
=
1
Γ(µ)
I, (3.2)
where I is a identity matrix of order n.
3. Following differentiation formula holds
d
dz
φ(ρ, µ;Az) = Aφ(ρ, ρ+ µ;Az). (3.3)
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Indeed, by virtue of equality (2.2) we get
d
dz
φmρ,µ(λz) = λ
zm
m!
φ(ρ, µ+ ρ+ ρm;λz) +
zm−1
(m− 1)!
φ(ρ, µ+ ρm;λz) =
= λφmρ,µ+ρ(λz) + φ
m−1
ρ,µ+ρ(λz).
Whence, in turn, we have
d
dz
φ(ρ, µ; J(λ)z) = J(λ)φ(ρ, ρ + µ; J(λ)z). (3.4)
From (3.4), by taking into account following equality
H
d
dz
φ(ρ, µ; J(λ)z)H−1 = HJ(λ)H−1Hφ(ρ, ρ+ µ; J(λ)z)H−1,
we obtain (3.3).
4. Let all of the eigenvalues of the matrix A are positive. Consider the
functon
yµ−1φ(−β, µ;−Aτy−β) = Hyµ−1φ(−β, µ;−J(λ)τy−β)H−1.
Denoting
wm ≡ w
µ
m(τ, y) =
yµ−1
m!
(
−
τ
yβ
)m
φ(−β, µ−mβ;−λkτy
−β), m = 0, ..., rk,
we can wright
yµ−1φ(−β, µ;−Jk(λk)τy
−β) =
∥∥∥∥∥∥∥∥∥
w0 w1 . . . wrk
w0 . . . wrk−1
0
. . .
...
w0
∥∥∥∥∥∥∥∥∥
, k = 1, ..., p.
In view of (2.3) we get the relation
Dδ0yw
µ
m(τ, y) =
(−τ)m
m!
yµ−δ−βm−1φ(−β, µ− δ − βm;−λτy−β) = wµ−δm (τ, y).
From this relation, similarly as we obtained the equality (3.3), we obtain the
equality
Dδ0yy
µ−1φ(−β, µ;−Aτy−β) = yµ−δ−1φ(−β, µ− δ;−Aτy−β). (3.5)
5. It follows from (3.3) and (3.5) that(
∂
∂τ
+ADβ0y
)
yµ−1φ(−β, µ;−Aτy−β) = 0. (3.6)
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6. Let all the eigenvalues of the matrix A be positive, then the following
equality holds
∞∫
0
φ(−β, µ;−Az)dz =
1
Γ(µ+ β)
A−1. (3.7)
Indeed, in view of (2.7) we get
∞∫
0
(−z)m
m!
φ(−β, µ− βm;−λz)dz =
1
Γ(µ+ β)
(−1)m
λm+1
. (3.8)
From (3.8) we obtain
∞∫
0
φ(−β, µ;−Jkz)dz =
1
Γ(µ+ β)
∥∥∥∥∥∥∥∥∥∥∥
1
λk
− 1
λ2
k
1
λ3
k
. . . (−1)
rk
λ
rk+1
k
1
λk
− 1
λ2
k
. . . (−1)
rk−1
λ
rk
k
0
. . .
...
1
λk
∥∥∥∥∥∥∥∥∥∥∥
=
=
1
Γ(µ+ β)
J−1k . (3.9)
From (3.9), (3.1) and equality
J−1(λ) = diag
[
J−11 (λ1), ..., J
−1
p (λp)
]
follows (3.7).
7. We denote by |A(x)|∗ the scalar function that takes at each point x the
largest of the values of the moduli of the elements of the matrix A(x) = ‖aij(x)‖,
that is |A(x)|∗ = max
i,j
|aij(x)|. Similarly, for the vector b(x) with components
bi(x) we denote |b(x)|∗ = max
i
|bi(x)|.
From the estimate (2.5) follows that
|wµm(τ, y)| ≤
∣∣∣∣τmm! yµ−βm−1φ(−β, µ− βm;−λτy−β)
∣∣∣∣ ≤
≤ Cτm−θyµ−β(m−θ)−1 = Cτ−θ1yµ+βθ1−1,
where θ1 ≥ −m, µ− βm 6= 0,−1,−2, ..., θ1 ≥ −m− 1, µ−βm = 0,−1,−2, ....
Thus
|yµ−1φ(−β, µ;−Aτy−β)|∗ ≤ Cτ
−θyµ+βθ−1, τ > 0, y > 0, (3.10)
β ∈ (0, 1) θ ≥ 0 µ 6= 0,−1,−2, ..., θ ≥ −1 µ = 0,−1,−2, ... .
8. From (2.6) and (3.1) follows the estimate
|φ(−β, µ;−Az)|∗ ≤ C exp
(
−σz
1
1−β
)
, z ≥ 0, (3.11)
where β ∈ (0, 1), µ ∈ R, σ < (1 − β)
(
λββ
) 1
1−β , λ = min
1≤i≤p
{λi}, λ1, ..., λp are
eigenvalues of the matrix A.
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4 Main results
Consider following function
Φδα(x) =
∞∫
0
eBτ
m∏
i=1
hδii (xi, τ)dτ, h
δi
i (xi, τ) = x
δi−1
i φ(−αi, δi;−Aiτx
−αi
i ),
where α = (α1, ..., αm), δ = (δ1, ..., δm).
From the estimates (3.10), (3.11) and
|exp(Bτ)|∗ ≤ Ce
γτ , γ = max
1≤i≤q
{|Reγi|}. (4.1)
where γ1, ..., γq are eigenvalues of matrix B, the convergence of the integral
Φδα(x) follows for all αi, δi ∈ R, i = 1,m.
A regular solution of system (1.1) in domain Ω is defined as a vector function
u = u(x) satisfying system (1.1) at all points x ∈ Ω, such that Dαi0xiu ∈ C(Ω),
m∏
i=1
x1−µii u(x) ∈ C(Ω¯), for some positive numbers µ1, µ2, ..., µm.
Theorem 1. Let all the eigenvalues of the matrices Ai be positive, AiB =
BAi, µi < αi, i = 1,m,
m∏
i=1
i6=j
x1−µii ϕj(x(j)) ∈ C(Ω
j), j = 1,m, (4.2)
m∏
i=1
x1−µii f(x) ∈ C(Ω), (4.3)
f(x) satisfies the Holder condition. Then there exists a unique regular solution
of the problem (1.1), (1.2), which can be represented as
u(x) =
∫
Ωx
G(x − t)f(t)dt+
m∑
i=1
∫
Ωix
AiG(x− t
i)ϕi(t(i))dt(i), (4.4)
where G(x) = Φ0α(x), Ωx = ωx1 × ωx2 × ... × ωxm , Ω
i
x = ωx1 × ... × ωxi−1 ×
ωxi+1 × ...× ωxm , ωxj = {tj : 0 < tj < xj}, t
i = (t1, ..., ti−1, 0, ti+1, ..., tm).
5 Auxiliary assertions
Let us prove some assertions that we need in the proof of Theorem 5.1.
5.1 Properties of the function Φδ
α
(x)
Lemma 1. The estimate
∣∣Φδα(x)∣∣∗ ≤ C
m∏
i=1
xδi+αiθi−1i ,
m∑
i=1
θi = 1, (5.1)
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holds for all x1 ∈ [0, x10], where θi > 0, for δi 6= 0, and θi > −1, for δi = 0; and
constant C depends on x10.
Proof. In view of (3.10) and (4.1) we get
∣∣Φδα(x)∣∣∗ ≤ C
m∏
i=2
xδi+αiθi−1i
∞∫
0
eγττθ1−1xδ1−11 φ
(
−α1, δ1;−τx
−α1
1
)
dτ.
After replacing τ = xα11 z, we obtain
∣∣Φδα(x)∣∣∗ ≤ C
m∏
i=1
xδi+αiθi−1i
∞∫
0
eγx
α1
1
zzθ1−1φ(−α1, δ1;−z)dz. (5.2)
We represented the integral on the right-hand side (5.2) as following sum
J1(x) + J2(x) =

 z0∫
0
+
∞∫
z0

 z−θeγxα11 zφ(−α1, µ;−z)dz. (5.3)
In view of the boundedness of the function φ(−α1, µ;−z) on any finite interval
[0, z0], we obtain that
|J1(x)| ≤ Ce
γx
α1
10
z0
z0∫
0
z−θdz = C1e
γx
α1
10
z0 . (5.4)
Using the estimate (2.6), we have
|J2(x)| ≤ Cz
−θ
0
∞∫
z0
exp(γxα110 z − ρ0z
ε)dz,
where ρ0 ≤ α
α1/(1−α1)
1 (1−α1), ε = 1/(1−α1) > 1. Note that γx
α1
10 z−ρ0z
ε ≤ −z
for z ≥ z0 = ((γx
α1
10 z + 1)/ρ0)
(1−α1)/α1 > 1. Therefore
|J2(x)| ≤ C2z
−θ
0 e
−z0 . (5.5)
From (5.3), (5.4), (5.5) and (5.2) the estimate (5.1) follows, where
C ≡ C(x10) = C1e
γx
α1
10
z0 + C2z
−θ
0 e
−z0 .
Lemma 1 is proved.
Remark. From the equalities (3.3) and (3.5), it is easy to see that formula
Dν0xiΦ
δ
α(x) = Φ
(δ1,...,δi−ν,...,δm
α (x) (5.6)
is valid for ν = 0 and ν ∈ N. In other cases it is required that the function Φδα(x)
has an integrable singularity for xi = 0. As follows from the estimate (5.1), for
this is sufficient δi + αi > 0.
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Lemma 2. Let AiB = BAi, δi + αi > 0 (i = 1,m), then the equality(
m∑
i=1
AiD
αi
0xi
−B
)
Φδα(x) =
m∏
i=1
xδi−1i
Γ(δi)
I, (5.7)
holds for all x ∈ Ω, where I is identity matrix.
Proof. By virtue of (3.5) we obtain the expression
Dαk0xkΦ
δ
α(x) =
∞∫
0
eBτDαk0xkh
δk
k (xk, τ)
m∏
i=1
i6=k
hδii (xi, τ)dτ, k = 1, ...,m (5.8)
for the derivatives with respect to xk. We transform the previous formula for
k = 1. Using the equation (3.6), by the formula of integration by parts, and the
relations (3.2) and (3.11), we obtain
Dα10x1Φ
δ
α(x) = −
∞∫
0
eBτ
[
∂
∂τ
hδ11 (x1, τ)
] m∏
i=2
hδii (xi, τ)dτ =
= −eBτ
m∏
i=1
hδii (xi, τ)
∣∣∣τ=∞
τ=0
+
∞∫
0
hδ11 (x1, τ)
∂
∂τ
[
eBτ
m∏
i=2
hδii (xi, τ)
]
dτ =
=
m∏
i=1
xδi−1i
Γ(δi)
I +BΦδα(x) +
∞∫
0
hδ11 (x1, τ)e
Bτ ∂
∂τ
m∏
i=2
hδii (xi, τ)dτ =
=
m∏
i=1
xδi−1i
Γ(δi)
I +BΦδα(x) +
m∑
k=2
∞∫
0
eBτ
[
∂
∂τ
hδkk (xk, τ)
] m∏
i=1
i6=k
hδii (xi, τ)dτ. (5.9)
From the relations (5.8) and (5.9) follows that(
m∑
k=1
AkD
αk
0xk
−B
)
Φδα(x) =
m∏
i=1
xδi−1i
Γ(δi)
I+
+
m∑
k=2
∞∫
0
eBτ
m∏
i=1
i6=k
hδii (xi, τ)
[
∂
∂τ
+AkD
αk
0xk
]
hδkk (xk, τ)dτ.
From this, taking into account (3.6), we obtain (5.7). Lemma 2 is proved.
5.2 Representation of the solution
Lemma 3. Let AiB = BAi, then any regular in the domain Ω solution u(x) of
the problem (1.1) - (1.2) can be represented as (4.4).
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Proof. Let the matrix V (x) be a solution of equation
m∑
i=1
Dαi0xiV (x)Ai = V (x)B + I, (5.10)
satisfying conditions
V (xi) = 0, i = 1, n, (5.11)
where I is the identity matrix of order n. In view of Lemma 2 the function
V (x) =
∫
Ωx
G(t)dt = Φ(1,...,1)α (x),
is a solution of equation
m∑
i=1
AiD
αi
0xi
V (x) = BV (x) + I. (5.12)
Hence, taking into account the fact that the matrix Φδα(x) commutes with the
matrices Ai and B, we obtain that V (x) is a solution of the equation (5.10).
It follows from (5.1) that the estimate
|V (x)|∗ ≤ C
m∏
i=1
xαiθii , θi > 0,
from which, in turn, follows (5.11). That is, V (x) is the solution of the problem
(5.10), (5.11).
By virtue of the integration by parts formula and (5.11), we obtain∫
Ωx\Ωε
V (x − t)
m∑
i=1
AiD
αi
0ti
u(t)dt = −
m∑
i=1
∫
Ωx\Ωε
[
∂
∂ti
V (x− t)
]
AiD
αi−1
0ti
u(t)dt−
−
m∑
i=1
∫
Ωix\Ω
i
ε
V (x− t)
∣∣
ti=εi
AiD
αi−1
0εi
u(t)dt(i), i = 1, ...,m,
where Ωε = ωε1 × ...× ωεn , Ω
i
ε = ωε1 × ...×ωεi−1 ×ωεi+1 × ...×ωεn , ωεj = {tj :
0 < tj < εj}, ε = (ε1, ..., εn). Passing in the last equality to the limit as εi → 0,
taking into account (1.1), (1.2), (5.10) and equality [1, p. 34]
x∫
0
v1(t)D
ν
0tv2(t)dt =
x∫
0
[Dνxtv1(t)] v2(t)dt, ν < 0,
we obtain∫
Ωx
u(t)dt =
∫
Ωx
V (x − t)f(t)dt+
m∑
i=1
∫
Ωix
V (x− ti)Aiϕi(t(i))dt(i). (5.13)
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Differentiating the equality (5.13) over all xi and taken into account (5.11), we
obtain
u(x) =
∫
Ωx
Vx1...xm(x − t)f(t)dt+
m∑
i=1
∫
Ωix
Vx1...xm(x− t
i)Aiϕi(t(i))dt(i). (5.14)
From (5.14), and the equality Vx1...xm(x) = G(x), we get (4.4). Lemma 3 is
proved.
5.3 Properties of the fundamental solution
Lemma 4. The following estimates hold
|G(x)|∗ ≤ C
m∏
i=1
xαiθi−1i ,
m∑
i=1
θi = 1, θi > −1; (5.15)
|Dαs−10xs G(x)|∗ ≤ Cx
1−αs
s
m∏
i=1
xαiθi−1i ,
m∑
i=1
θi = 1, θi >
{
0, i = s,
−1, i 6= s;
(5.16)
|Dαs0xsG(x)|∗ ≤ Cx
−αs
s
m∏
i=1
xαiθi−1i ,
m∑
i=1
θi = 1, θi > −1, (5.17)
where C is the positive constant.
Lemma 5. The equality
m∑
i=1
Dαi0xiG(x) = BG(x).
holds for all x ∈ Ω.
Lemmas 4 and 5 follow from Lemmas 1 and 2 and the formula (5.6).
Lemma 6. Let the conditions of Theorem 1 be fulfilled, then the function
u(x) defined by the equality (4.4) is a solution of the equation (1.1), such that
Dαi0xiu ∈ C(Ω).
Proof. Denote
uf(x) =
∫
Ωx
G(x − t)f(t)dt, ui(x) = Ai
∫
Ωix
G(x − ti)ϕi(t(i))dt(i), i = 1, ...,m.
From (5.17) we obtain
|DαsxstsG(x − t
i)|∗ < Cx
αiθi−1
i (xs − ts)
−αs
∏
j=1
j 6=i
(xj − tj)
αjθj−1, s 6= i, (5.18)
|Dαs0tsG(x− t
s)|∗ < Cx
αsθs−αs−1
s
∏
j=1
j 6=i
(xj − tj)
αjθj−1, (5.19)
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where θi >
{
1, i = s,
−1, i 6= s,
n∑
i=1
θi = 1.
By virtue of formula [15, c. 99]
Dν0x
x∫
0
v1(x− t)v2(t)dt =
x∫
0
v1(x − t)D
ν
0tv2(t)dt+
+v1(x) lim
x→0
Dν−10x v2(t), 0 < ν < 1,
and estimates (5.18) and (5.19), the inclusions
Dαs0xsu
i(x) = Ai
∫
Ωix
[DαsxstsG(x− t
i)]ϕi(t(i))dt(i) ∈ C(Ω), i 6= s, (5.20)
Dαs0xsu
s(x) = As
∫
Ωsx
[Dαs0xsG(x− t
s)]ϕs(t(s))dt(s) ∈ C(Ω). (5.21)
and equalities
m∑
j=1
AjD
αj
0xj
ui(x) = Bui(x), i = 1, ...,m (5.22)
are valid.
Consider following integrals
J(x, t(k)) =
xk∫
0
[Dαk−1xktk G(x − t)]f(t)dtk,
Jε(x, t(k)) =
xk−ε∫
0
[Dαk−1xktk G(x − t)]f(t)dtk.
It is obvious that lim
ε→0
Jε(x, t(k)) = J(x, t(k)). By (5.17), and the fact that f(x)
satisfies the Holder condition, we obtain∣∣DαkxktkG(x− t)[f(tk, t(k))− f(xk, t(k))]∣∣∗ ≤
≤ C(xk − tk)
q+αk(θk−1)−1
n∏
j=1
j 6=k
t
µj−1
j (xj − tj)
αjθj−1,
here θk > 1 −
q
αk
,
n∑
j=1
θj = 1. Hence it is easy to see that the integral on the
right-hand side of
∂
∂xk
Jε(x, t(k)) =
xk−ε∫
0
[
∂
∂xk
Dαk−1xktk G(x − t)
]
[f(tk, t(k))− f(xk, t(k))]dtk−
13
−Dαk−1xktk G(x− t)|
tk=xk−ε
tk=0
f(xk, t(k)) + [D
αk−1
xk,xk−ε
G(x− t)]f(xk − ε, t(k))
converges uniformly on the set Ω× Ωkx for all q ∈ (0, 1]. Therefore
lim
ε→0
∂
∂xk
Jε(x, t(k)) =
∂
∂xk
J(x, t(k)) =
[
Dαk−1xktk G(x− t)|tk=0
]
f(xk, t(k))+
+
xk∫
0
[DαkxktkG(x− t)][f(tk, t(k))− f(xk, t(k))]dtk.
From the latter, taking into account
∣∣∣ ∂
∂xk
Jε(x, t(k))
∣∣∣
∗
≤ Cxq−αk+αkθkk
n∏
j=1
j 6=k
t
µj−1
j (xj − tj)
αjθj−1,
we get
Dαk0xkuf(x) =
∂
∂xk
∫
Ωx
[Dαk−1xktk G(x− t)]f(t)dt =
∫
Ωx
∂
∂xk
J(x, t(k))dt(k) ∈ C(Ω).
(5.23)
In veiw of (5.12), we have
∫
Ωx
[
m∑
k=1
AkD
αk
0tk
−B
]
uf (t)dt =
∫
Ωx
[
m∑
k=1
AkD
αk
xktk
−B
]
V (x−t)f(t)dt =
∫
Ωx
f(t)dt.
Which implies that
m∑
k=1
AkD
αk
0xk
uf (x)−Buf (x) = f(x). (5.24)
The validity of the lemma 6 follows from (5.20) - (5.24). Lemma 6 is proved.
Lemma 7. Let the function ϕj(x(j)) satisfies the condition (4.2), then the
following relations
lim
xs→0
Dαs−10xs
∫
Ωjx
G(x − tj)ϕj(t(j))dt(j) = 0, s 6= j, x(s) ∈ Ω
s \ Ωsε, (5.25)
lim
xs→0
Dαs−10xs
∫
Ωsx
G(x− ts)ϕs(t(s))dt(s) = ϕs(x(s)), x(s) ∈ Ω
s \ Ωsε (5.26)
hold, and the limits are uniform on any closed subset of the domain Ωs.
Proof. In view of (5.16) we have the estimate∣∣Dαs−10xs ui(x)∣∣∗ ≤ Cxαsθs+µsj−αss , s 6= j, (5.27)
for x(s) ∈ Ω
s \ Ωsε. From this estimate follows (5.25).
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Consider the integral
Dαs−10xs u
s(x) = AsD
αs−1
0xs
∫
Ωsx
G(x− ts)ϕs(t(s))dt(s) =
= As

∫
Ωsε
+
∫
Ωsx\Ω
s
ε

Dαs−10xs G(xs, t(s))ϕs(x(s) − t(s))dt(s), (5.28)
where G(xs, t(s)) = G(t)|ts=xs , Ω
i
ε = ωε1 × ...× ωεi−1 × ωεi+1 × ...× ωεn , ωεj =
{tj : 0 < tj < εj}, ε = (ε1, ..., εn). The limit of the second integral for xs → 0 is
zero, due to the estimate∣∣Dαs−10xs G(xs, t(s))∣∣ ≤ Cxαsθs , 0 < θ ≤ 1, x(s) ∈ Ωs \ Ωsε,
and the boundedness of the integral
∫
Ωsx\Ω
s
ε
ϕs(x(s) − t(s))dt(s). We denote the
first integral I1(x), then
I1(x) = As
∫
Ωsε
Dαs−10xs G(xs, t(s))
[
ϕs(x(s) − t(s))− ϕs(x(s))
]
dt(s)+
+As

∫
Ωsε
Dαs−10xs G(xs, t(s))dt(s)

ϕs(x(s)) =
= As
∫
Ωsε


∞∫
0
eBτh1−αss (xs, τ)
m∏
i=1
i6=s
h0i (ti, τ)dτ

 [ϕs(x(s) − t(s))− ϕs(x(s))] dt(s)+
+As


∞∫
0
eBτh1−αss (xs, τ)dτ
∫
Ωsε
m∏
i=1
i6=s
h0i (ti, τ)dt(s)

ϕs(x(s)). (5.29)
Using the fact that by virtue of (3.5)
εi∫
0
1
ti
φ
(
−αi, 0;−Aiτt
−αi
i
)
dti = φ
(
−αi, 1;−Aiτε
−αi
i
)
,
and then replacing the integration variable, we transform the integral
∞∫
0
eBτh1−αss (xs, τ)dτ
∫
Ωsε
m∏
i=1
i6=s
h0i (ti, τ)dt(s) =
∞∫
0
eBτh1−αss (xs, τ)
m∏
i=1
i6=s
h1i (εi, τ)dτ =
15
=∞∫
0
φ(−αs, 1− αs;−Asz)F (xs, z)dz. (5.30)
where F (xs, z) = e
Bxαss z
n∏
i=1
i6=s
φ
(
−αi, 1;−Aiε
−αi
i x
αs
s z
)
.
It follows from the estimate (2.5) that there exists a uniform limit for all
z ∈ [0, z0] z0 <∞
lim
xs→0
F (xs, z) = I, (5.31)
and, that |F (xs, z)|∗ ≤ exp(γx
αs
s0 z), for each finite xs ≤ xs0. It follows from the
latter that the integral (5.30) converges uniformly in all xs ∈ [0, xs0]. Passing
to the limit in the integral (5.30) as xs → 0, by taking into account (5.31) and
the formula (3.7), we get
lim
xs→0
∞∫
0
eBτh1−αss (xs, τ)dτ
∫
Ωsε
m∏
i=1
i6=s
h0i (ti, τ)dt(s) =
=
∞∫
0
φ(−αs, 1− αs;−Asz)dz = A
−1
s . (5.32)
The function ϕs(t(s)) is continuous on [x− ε, x], therefore
ω(ε) = sup |ϕs(x(s) − t(s))− ϕs(x(s))| → 0
for ε→ 0. Because of the arbitrariness of the choice of ε and (5.32), for xs → 0
the first term in (5.29) tends to zero, and the second to ϕs(x(s)). Thus
lim
xs→0
I1(x) = ϕs(x(s)).
From the latter together with (5.28) it follows (5.26). Lemma 7 is proved.
6 Proof of Theorem 1
Proof. Taking into account that f∗(x) =
m∏
i=1
x1−µii f(x) ∈ C(Ω) and using (4.3)
and (5.15) we get
|uf (x)|∗ ≤ C
m∏
i=1
xµi+αiθi−1i , θi > 0,
m∑
i=1
θi = 1. (6.1)
It follow from (6.1) that
lim
xs→0
Dαs−10xs uf (x) = 0.
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From Lemma 7 and the last relation, the fulfillment of the boundary conditions
(1.2) follows. From the estimate (6.1) it also follows that
n∏
i=1
x1−µii uf ∈ C(Ω).
Using (4.2) and (5.15) give
|uk(x)|∗ ≤ Cx
αkθk−1
k
m∏
i=1
i6=k
xαiθi+µi−1i .
From the last inequality it follows that
m∏
i=1
x1−µii (u−uf) ∈ C(Ω). The foregoing,
together with Lemma 6 proves the existence of a regular solution of the problem
(1.1) – (1.2). The uniqueness of the solution of the problem follows from Lemma
5. Theorem 1 is proved.
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