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ACCURATE DIFFERENCE METHODS FOR LINEAR ORDINARY
DIFFERENTIAL SYSTEMS SUBJECT TO LINEAR CONSTRAINTS*
HERBERT B. KELLERS"
1. Introduction. We consider the general system of n first order linear
ordinary differential equations
(1.1) y’(t) A(t)y(t) + g(t), a < < b,
subject to "boundary" conditions, or rather linear constraints, of the form
N
(1.2) By(z)= .
Here y(t), g(t) and II are n-vectors and A(t), Bx,..., BN are n x n matrices. The
N distinct points {rv} lie in [a, b] and we only require N >= 1. Thus as special cases
initial value problems, N 1, are included as well as the general 2-point boundary
value problem, N 2, with r a, vz b. (More general linear constraints are
also studied, see (5.1) and (5.17).)
To include many other important practical applications we allow the co-
efficients A(t) and inhomogeneous data g(t) to be piecewise smooth. More
precisely we say that a function b(t) e PCm[a, b] ifand only ifqS(t), 41)(t), ---, dt)(m)(t)
are piecewise continuous on [a, b] with at most a finite number of jump discon-
tinuities there. Thus left and right limits exist at the points of discontinuity.
In any particular problem the fixed finite set of points of discontinuity will be
assumed to be a subset of the points {zv} employed in (1.2). Of course if such
a point is not intended to enter as a "boundary" point we simply set the corres-
ponding B--0. This is strictly a device of notational convenience. We shall
say that a matrix A(t) PCm[a, b] if and only if this is true for each of its com-
ponents.
In 2 we show that a unique continuous solution, with piecewise smooth
derivatives, of the problem (1.1)-(1.2) exists if and only if a specific matrix is
nonsingular. Then we present some sufficient conditions, which may be of practical
utility, to insure the nonsingularity of this matrix. In 3 a very simple difference
scheme approximating (1.1), (1.2) on a nonuniform net is shown to have a solu-
tion, given explicitly, whenever the boundary value problem has a unique
solution and the mesh is sufficiently fine. This scheme furnishes O(h2) accurate
numerical solutions if A(t) and g(t)e PCz[a b]. We show, in 4, that O(h2M+ 1)
accuracy can be obtained by h 0 extrapolation if A(t) and g(t)e PC2t + l[a, b].
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In 5 we show how all of the above results apply to more general (integral)
boundary conditions or constraints. Most of our results go over without difficulty
to nonlinear systems of differential equations and even nonlinear boundary
conditions. However we only present the linear theory here as it forms the basis
for these other applications and is of independent interest. An account of some
of the current work is contained in [7].
High order accurate approximations to solutions of boundary value prob-
lems with only piecewise smooth data and solutions do not seem to have been
previously considered. However such problems occur frequently, and so we
briefly discuss their formulation in the form (1.1), (1.2). The simplest and most
familiar example consists in a self-adjoint equation, say
(p(x)u,), q(x)u f(x),
where p(x) has a point of discontinuity at which it is required that p(x)u’(x) be
continuous. To replace this equation by a first order system we introduce the
variables
to obtain
y(x)
-= (x)! p(x)u (x)!
0 lip(x)’
yl
q(x) 0 Y+
0
The jump condition is now insured by simply requiring y(x) to be continuous.
Unfortunately the above device is not always applicable. To illustrate the
general case we consider a 2-point boundary value problem for a first order
system of n-equations:
(1.3a) u’= P(t)u + q(t), Dxu(a) + D2u(b) t,
subject to the jump condition, at some point c (a, b),
(1.3b) Exu(c 0) + EzU( -k 0) 7.
Here D, E, P(t) are n x n matrices, u(t), q(t),0t,, are n-vectors. The idea now
is to consider two systems of differential equations of the above form, say one
for v(t) on [a, c], the other for w(t) on (c, hi, and to determine conditions such that
with u(t) =_ v(t) on [a, c) and u(t) w(t) on (c, b] the function u(t) satisfies (1.3).
The simplest way to formulate such a procedure is to extend each subinterval to
[a, b] and introduce the 2n-dimensional vectors and 2n x n order matrices
(1.4)
y(t)
w(t)/’ g(t) q(t)]
0
P(t) 0
0 P(t)
0
E2
02
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Then (1.3) is equivalent to (1.1)-(1.2) with N 3, 171 a, T 2 -’-C, I73 --b. Of
course the values of v(t) (w(t)) are not required on (c,b] ([a, c)) and this can
simplify some of the work in carrying out the numerical solution.
Another, perhaps preferable, procedure is to introduce a new independent
variable s on each subinterval by
t-a t-c
s= t[a,c] s= t[c,b].
c-a b -c
Now for s [0, 1] we introduce the vectors and matrices
y(s)
w(s)/’ g(s)
q([c a]s + a)) ()q([b-c]s+c) [1=_
A(s) P([c a]s + a) 0 (D O0 P([b-c]s+c) B1 =- E
Then problem (1.1)-(1.2) with s on [a, b] [0, 1] and N 2, 171 0, 172 1
is equivalent to (1.3). The solution of (1.3) is given in terms of y(s), the solution
of (1.1)-(1.2) as
u(t)=v te[a,c[; u(t)=w b te[c,b].C
Our rescaling procedure does not introduce any new "boundary" points, but it
again doubles the order of the system to be solved. However, since A(s) is again
block diagonal, the numerical computations simplify, for the most part, as in the
treatment of systems of only n equations. The generalization to more than one
point of discontinuity is clear. It should be mentioned that this device is quite
useful in treating delay-differential equation problems, but we do not go into
the details of such applications here.
2. Existence theory. The existence and uniqueness theory for linear multi-
point boundary value problems of the form (1.1)-(1.2) is more or less standard.
We first present the basic result in the form most useful for our work. Then we
present a sequence of sufficient conditions which are more practical for veri-
fication in particular cases.
THEOREM 2.1. Let A(t) PC,,[a, b] .for some integer tn >__ O. For any 17o [a, b]
define the (n-th order matrix)fundamental solution Y(t, 17o) by
(2.1) Y’-- A(t)Y, Y(17o, 17o)= I.
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Then for each g(t) PC,,[a,b] and [ the problem (1.1)-(1.2) has a unique con-
tinuous solution y(t) PCm + [a, b] if and only if the n-th order matrix Q, defined by
N
(2.2) Q =- BY(zv, Zo),
is nonsingular.
Proof By the standard uniqueness theorem for linear initial value problems
and the variation of parameters formula it follows that a vector y(t) C[a, b],
which takes on the value y(Zo) ,, is a solution of the differential equation (1.1)
if and only if
(2.I y(t Y(t, oI{ + g(t, Ig(rt &.
o
However this function satisfies the boundary conditions (1.2) if and only if
(2.4) Q ]1- B Y(z, z)g(z)dz.
v=l
Thus it follows that problem (1.1)-(1.2) has a unique continuous solution for
each [I and g(t) if and only if the linear system (2.4) has a unique solution ,
for each ] and g(t). But this is just equivalent to the nonsingularity of Q.
Finally we observe that if (1.1) has a continuous solution, then, by differ-
entiation of the equation, this solution has one more piecewise continuous
derivative on [a, b] than do the data A(t) and g(t). This completes the proof.
An equivalent, perhaps more familiar, formulation of the above necessary
and sufficient condition is that the homogeneous problem corresponding to
(1.1)-(1.2) has only the trivial solution y(t)--0. Clearly this yields, from (2.4)
with [ g(t) 0, the homogeneous linear system Q, 0, and the same result
follows. In this form the result is well known for the case N 2; see [1, pp. 295].
The statement in Theorem 2.1 yields, in principle, a specific test for the
unique solvability of the boundary value problem. However it is usually not
practical to determine the nonsingularity of the matrix Q directly. Thus we
turn to the consideration of sufficient conditions which are more easily applied.
For example, if the matrix Qo
-1 B is nonsingular, then we claim that Q
is nonsingular provided Ib al is sufficiently small. In fact we define a sequence
of matrices {Q,,} which are such that if Qt is nonsingular and Ib al is sufficiently
small then so are Qm for all m > M and Q limm- Qm is also nonsingular.
The allowed interval lengths Ib- al increase with m. Specifically we have the
following theorem.
THEOREM 2.2. Let A(t) PCo[a, b and define, for each m--0, 1,2,..., the
matrix
N
(2.5a) Q, =__ BY,,,(’r, Zo),
(2.5b) Yo(z, o) =- I, Ym(Z, 0) I + A(s)Y,,_ (s, o) ds, m 1, 2,...
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Define k(t) IIA(t)II. For some 2 in 0 <= 2 < 1 and integer M >_ 0 let Qt be non-
singular and satisfy
(2.6)
II’B,II exp k(s)ds
v=l
1 + k(s) ds + + k(s) ds -<2.0
Then the matrices Q,, for all m > M and the matrix Q defined by (2.1)-(2.2) are
nonsingular.
Let To (a + b)/2, K =_ maxa_<,_<b k(t) and suppose QM satisfies
l(Klb-al) t+leKlb-a[/2(2.7) (M + 1)
Then (2.6) is satisfied.
Proof Since Qt is nonsingular, by hypothesis, we can write QM +, for any
r= 1,2, as
(2.8) Qu +, Qta I + QtXB[Yta +(z,, To) YM(v, "O)]
=1
From the definition (2.5b) we get
(2.9a)
M+r
/=M+I
k(tx) k(t2) k(tu) dtu dt
exp
The final right-hand side above is independent of r and since the fundamental
solution Y(r,t) has the convergent series representation (i.e., the Matrizant,
see [5, pp. 408-411 ])
Y0:, t) lim Y,,0:, t),
we obtain, on letting r
-
in (2.9a),
(2.9b) I1Y(*-, t) Yt(r, t) exp
Using (2.9) and (2.6) we obtain
Qt By[ Yu + (’c, "Co) Yt(’, *o)] -<_ 2
v=l
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and
N
Qt’B[Y(z’, o) Y(%, ro)] 2.
Since/t < and QM is nonsingular we conclude from (2.8) and the Banach lemma
that Qt+ is nonsingular for all r 1, 2, Similarly from (2.2) and the above
it follows that Q is nonsingular.
Finally the inequality (2.7) implies (2.6) since 1- ol <= ]b- all2 when
o (a + b)/2,
and for any z _>_ 0,
KIb al
2
e
-
+z + + <(M + 1)!
This completes the proof.
It should be observed that the choice ro :v for some particular v > 0
results in the elimination of the term containing the factor IIQIBvl] from the
sum in (2.8). Thus, in particular, for two-point boundary value problems, N 2,
we find that (2.6) is satisfied if
2(2.10) (m + 1)! (Klb al)4+ leKIb-al
-
-0’ 0 =- min (IQBIII, IIQB211),
and o has the appropriate value ro a or To b. For pure initial value problems,
N 1, the condition is automatically satisfied by the obvious choice o zl.
As an example of the use and limitations of Theorem 2.2 we consider briefly
the general second order two-point boundary value problem with separated
(or "unmixed") end conditions:
alp"= p dp + q c/) + r(2.11)
aodp(a) + alb’(a) a2, bodp(b) + b lb’(b) b2.
An equivalent first order system of the form (1.1)--(1.2) is obtained by means of
the definitions:
(2.12a)
(2.12b)
0
A(t) =_
p(t)
B2 =_0
q(t
0 0
bo bl
(0)g(t) -= r(t)
b
From (2.5) we find that in this case
a0 al
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and hence it is nonsingular if and only if aobl : abo. Thus, for instance, if 4
(or ’) is specified at both endpoints, Qo is singular. (In general Qo is nonsingular
if the boundary conditions are linearly independent when applied at the same
point.). In the next order approximation we find with Zo z a and z2 b
that
Thus
ao al
bo / b p(t)dt bo(b-a) / b 1 / q(Odt
det Q1 det Qo + aobo(b a) + aobl q(t) dt abx p(t) dt,
and clearly Q may be nonsingular when det Qo 0. In fact with a b 0,
aobo 4: O, which corresponds to specifying @ at the endpoints, Q is nonsingular.
Then condition (2.10) becomes
KZlb al erlb-al <_ 2 < 1,2
where K =-max<_<_b(Ip(t)l + Iq(t)l,1). Of course the problem (2.11) has a
unique solution under much weaker conditions than the above.
Finally we point out that the least restrictions we can impose on the matrices
B in order to maintain uniqueness of solutions of (1.1)-(1.2) is that the n boundary
conditions in (1.2) should be linearly independent. Their independence is easily
shown to be equivalent to the assertion that
rank (B, BE, Bs) n,
where (B, BE,..- Bv is the n x nN order matrix whose columns are those
of the B. However a matrix of this form has rank n if and only if there exist nth
order matrices C such that = BC is nonsingular. Thus from Theorem 2.1it follows that the above independence condition is necessary for uniqueness.
3. Finite difference approximations. On the interval [a, b] we place a net
of points {t} with
(3.1a) to a, t1 tj_ + hj, j 1, 2, ..., J, tj b.
The mesh widths hi are to be chosen so that all the special points z, v 1, 2, -.., N,
at which the data A(t) and g(t) or their derivatives have jump discontinuities or
at which "boundary" conditions are imposed are points of the net. Thus J _>_ N
and in particular for any such net we denote these special net points as
(3.1b) tjv zv, v 1, 2, ..., N.
Our analysis usually refers to a family of such nets in which J c while
maxj h 0. For each net in any such family we further require that for some
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fixed positive number 2 >= 1,
(3. l c) h max h _< 2 min hk.
At each point of a fixed net we seek a vector u which is to approximate
y(t0), the solution of (1.1), (1.2). The approximating net function {u0} is defined
by the finite difference equations
(3.2) Lhu hi-l(u uo_ x) 1/2A(to-1/2)(uo + uo-1) g(to-x/z), j 1, 2,-.-, J,
and the boundary conditions
N
(3.3) Bvuov .
v=l
Here we have used the notation
to-1/2 to- 1/2ho to-1 .ql_ 1/2hi, j 1,2,--.,J.
The difference scheme in (3.2) is frequently called the "centered difference"
method or, in analogy with quadrature schemes, we shall call it the "midpoint
rule." An obvious alternative would seem to be the "centered Euler" scheme,
analogous to the trapezoidal rule, in which the zero order term is approximated
by
1/2[A(to)u -F A(tj_ 1)Uj_
However we do not employ this choice, as the treatment of discontinuous co-
efficients then requires special care.
The stability of the midpoint rule for initial value problems is straight-
forward. But since this result is basic for our work we present it in the following
lemma.
LEMMA 3.1. Let K max,_<,_<bllA(t)[[. Then for any net (3.1) with
h <_ ho < 2/K andfor any netfunction {qo} on this net,
(3.4) IIjll -< ezg*l’-’l 11o11 + l_<i_<jmax Ilghzll
where
j= 0,1,--.,J,
are nonsingular. Then from the definition (3.2) of Lh and with
(3.5b) Po =- [I 1/2hoA(to_ 1/2)]-[I + 1/2hoA(to_ /2)], j 1,2,..-, J,
K
1 hoK/2"
Proof It follows from the hypothesis and the Banach lemma that the
matrices
(3.5a) R =_ I 1/2hoA(to_ 1/2), j 1, 2, ..-, d,
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we have the identities
(3.6a) lj Pit,j_ + hjR; 1LhCj j= 1,2,-.-, J.
By induction this yields
Oj
---
(PP-,". P,),o
(3.6b)
+ hjR-’LhOj -t- (PjPj_, Pi+,)h,R’LhO, j 1,2, ..., J.
i=1
Taking norms above and employing the inequalities, valid for h _< ho,
1(3.6c) IIR; < hK/2’ IIPjll <
1 + hK/2 < eh,
1 hK/2
we sum the resulting geometric progression and obtain (3.4) since
jh <= 2 hi= 2ltj- tol.
i=1
This completes the proof.
The solution to the finite difference boundary value problem (3.2)-(3.3)
can be given explicitly for sufficiently small net spacing. This is most easily done
by factoring the coefficient matrix into a product of block upper triangular by
lower triangular matrices. The details and justification are contained in the
proof of the following lemma.
LEMMA 3.2. Define the n-th order matrices Cj and Sj by:
j-f j,, v= 1,2,...,N,
(3.7a) Cj By, j=j, v= 1,2,...,N;
(3.7b) Sj =- Cs, Sj_ Cj_ -Jr- SjPj, j J,J 1, ..., 1.
Then if A(t)e PCo[a,b] and the boundary value problem (1.1)-(1.2) has a unique
solution, the matrix So is nonsingular for h sufficiently small. In this case the finite
difference boundary value problem (3.2)-(3.3) also has a unique solution and it is
given by
(3.8a)
(3.8b) Uj Pjuj_ + hiRe- g(tj_ /2), j 1, 2, ..., J.
Proof Using (3.5) we can write (3.2) in an equivalent form which is just
(3.8b). Then the coefficient matrix of the system consisting of (3.3) and (3.8b)
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can be written in block form and factored, using the definitions (3.7), as follows:
Co C Cj
--P1 I 0 0
-P2
(3.9) So
I P1 0
0 0
I
I 0
The solvability of the system (3.2)-(3.3) and the explicit form of the solution given
in (3.8) clearly follow from the above factorization if the matrix So is nonsingular.
We can write the matrix So in the form
(3.10a) So-- CjZj,
j=O
where the matrices Zj are defined by the recursions
(3.10b) Zo I, Z PjZj_I, j 1,2,..., J.
Note, by (3.5), that Zj is the solution of the difference problem
(3.11a) LhZj O, j 1,2,..., J, Zo I.
Thus the Zj may be approximations on the net to the fundamental solution
(3.11b) Z’(t)-- A(t)Z(t), Z(a)-- I.
Since A(t) PCo[a, b] it follows that Z(t) PCI[a, b] and satisfies
(3.11c) LhZ(t) at, j 1,2, ..., J, Z(to) I.
Here a are the local truncation errors and IIjII O(co(h/2)), where o91(6) is
the modulus of continuity of Z’(t) over any interval of continuity on [a, b]. From
(3.11a), (3.11c) and Lemma 3.1, assuming h < 2/K, we obtain
IlZ(tj)- ZjI[ <__ O([[O’j[[), j 1,-.., J.
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Since Z(t) and Y(t, o) defined in (2.1) are fundamental solutions of the same
system, it follows that
Z(t) Y(t, o) Y- ’(to, o),
and thus from the above estimate
Zj Y(tj, ro) Y- 1(to, to) + O(aj).
Recalling the definitions in (3.7) and (2.2) we find that
(3.12) So Q Y-(to,Zo) + O( j=Cjaj).
But by Theorem 2.1 the matrix Q is nonsingular since (1.1)-(1.2) is assumed to
have a unique solution. Further since at most N (independent of J) of the matrices
Cj are nonzero and the local truncation errors aj can be made arbitrarily small
as h 0, it follows from the Banach lemma that So is nonsingular for sufficiently
small h. This completes the proof.
It should be noted that the terms 0(09(h/2)) in the above proof can be re-
placed by terms which are O(h2) if A(t)e PCz[a, b]. The formulas (3.8) for the
solution of the difference problem may not be the most appropriate to employ
in actual calculations. Specifically suppose N 2 and the two-point conditions
are not mixed, a very common case. Then, by placing those conditions in (3.3)
that occur at a first and those at q7 2 b last, the coefficient matrix of the
system replacing (3.2)-(3.3) becomes a band matrix (that is with all nonzero
elements clustered about the diagonal). The resulting system can frequently be
solved by the familiar band-matrix factoring procedure which is actually Gauss
elimination accounting for zero elements. Note that this is not the procedure
employed in (3.9). In fact, when applicable, the present procedure may be some-
what more accurate than that in (3.9) as regards the growth of roundoff and
possible loss in accuracy due to cancellation of leading digits. Of course, for exact
arithmetic there is no difference between the two procedures. (In evaluating So
and Uo from (3.7) and (3.8) the inverses R)-1 should usually be avoided and the
corresponding systems of order n solved by elimination instead.)
We may now employ the solution algorithm in Lemma 3.2 to demonstrate
the stability of the centered difference boundary value scheme (3.2)-(3.3). This is
to be contrasted to the stability result in Lemma 3.1 for the centered difference
initial value scheme (3.2) with Uo given.
LEMMA 3.3. Let A(t) PCo[a, b], define K =- max a<t<b [[A(t)[I and let h be so
small that Lemmas 3.1-3.2 hold. Then there exist constants ho, K1 and K2 inde-
pendent of J such that on all nets (3.1) with h <= ho any net function {} satisfies
(3.13) IIjI =< K, B max LhdPi j 0, 1,"’, J.
liJ
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Proof From the result in Lemma 3.2 and with the identity (3.6a) we have
the identity
and thus
It follows from (3.7b) that
b a
rnax ISll" IILh(Djll -].hK/2
Sj C.i + Cj+xPj+I +"" + Cj(PjPj__I... Pj+),
Then using (3.6c) and (3.7a), we have
,I
IISll _-< IIGII e*’-’
k=j
(3.14b) N
<-eK*lb-"l IIBII.
v-----1
j= 0,1,-..,J- 1.
From (3.12) we get, since h is sufficiently small and Y(to, zo)ll =< eKI‘-l,
(3.14c) IIS6 all <
Combining (3.14a)-(3.14c) with (3.4) we obtain (3.13) with
eK*(Ib al + Ito sol)
where 6o 1- hoK/2, K*= K/6o and 11---0(o91(ho/2)). This completes the
proof.
Now we present the basic convergence theorem and error estimate for the
finite difference approximation to the solution of the boundary value problem.
THEOREM 3.1. Let A(t) PCp[a, b] for some integer p >= 0 and be such that
the multipoint boundary value problem (1.1)-(1.2) with g(t) Cp[a,b] has a unique
solution y(t). Then with the constants ho, K and K2 of Lemma 3.3, the solution
{u} ofthe centered difference multipoint boundary value problem (3.2)-(3.3) satisfies,
on all nets (3.1) with h _<__ ho
+K if p>=2,
(3.15) !!Y(t,i) u.ill K2 + h if p 1,
K2 091 -+- K------h if p O.
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Here My maxa_<_,_<b Ily(V)(t)l} jbr v 2, 3 and o9(6) is the modulus of continuity
of y()(t) on every interval of continuity in [a, hi.
Proof Since y(t) and {uj} satisfy the same boundary conditions (1.2) and
(3.3), we have, on applying Lemma 3.3 to the net function j y(t;) u; and
using (3.2) and (1.1),
Ily(t) usll <_- K2 max IlLhY(ti)-- g(ti-x/2)ll
lAiJ
K2 max IILhy(ti) Ly(ti- /2)11
liJ
K max y(ti)- y(ti.-1)_ y’(ti
liJ h
+ K[ Y(t)+y(ti-1)2 y(ti-
To estimate the right-hand side above we apply Taylor’s theorem on each interval
Its_ , t], 1,2, ..., J. But by the requirement (3.1b) and Theorem 2.1 it follows
that y(t) Cp+ [t_ , t] for each 1, 2, ..., J. Thus (3.15) easily follows.
4. Higher order accurate approximations. Perhaps the simplest method for
obtaining high order accurate numerical approximations is to apply Richardson’s
deferred approach to the limit or as it is also termed" h 0 extrapolation. Cur-
rent work on such methods includes the extension of Romberg integration for
nonlinear initial value problems [3] and generalizations of Fox’s difference
correction technique [9] for boundary value problems. The treatments to date
have not noted the applicability to problems with only piecewise smooth solu-
tions and have usually required uniform nets. We shall first develop the theory
for uniform spacing
b-a(4.1) h h j 1 2,-.- J.
This places an obvious restriction on the allowed spacing of points of discontinuity
and boundary points {r} which we assume to hold. Then in the next subsection
we show that the severe restriction (4.1) can be removed and of course the spacing
of the z is then unrestricted.
First we present the theoretical basis for higher order accurate approxima-
tions, which is an asymptotic expansion for the error u y(t) in powers of h.
Then we discuss the computation of the improved or higher order accurate
solution.
To 4.1. For some integer M 1 let A(t), g(t)PC+[a,b] and
problem (1.1 -(1.2) have a unique solution. Let the boundary and discontinuity points
() saisyy (3.1)ana (4.)yor some sequence uniform nets with J 2, . For
(t) PC+ a, b] define the differential T{(t)) PCo[a, b)
(4.2) Z{(t)) (2m)r _’
For quadrature the integrand may be piecewise smooth. See 5 where this is employed.
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With y(t) the solution of(1.1)-(1.2) define the principal error jhnctions e,,(t) as the
solutions of the multipoint boundary value problems"
N
(4.3a) Lea(t) T{y(t)}, Be(z)= 0;
(4.3b)
L%(t) Tm{y(t)} + T{em-k(t)}, Bvem(%)= 0,
k=l v=l
m 2,3,..-, Mo
Then, if {uj} is the solution of the finite difference boundary value problem (3.2)-
(3.3) on the net (3.1), (4.1),
(4.4) uj y(tj) %(t) + O(h2+’), j 0, 1,..., d.
Proof By Theorem 2.1 it follows that y(t)6PC2u+2[a,b]. Then applying
Taylor’s theorem to y(tj_ /2 h/2) on [t._, tj] we obtain, using (i.1), (3.2) and
(4.2):
(4.5)
LZuj- y(tj)] Ly(tj_ /2)- Ly(tj)
Z 7;,{y(t_ 1/2)} -I- O(h2t+ 1),
m=l
j 1,2,...,J.
If (t) e PC2r+ tea, b] and s :<__ r, then rs{(t)} e PC2(r_s)[a, b]. Thus an induc-
tion employing Theorem 2.1 yields the fact that the era(t) defined in (4.3) satisfy
em(t)e PC(,u-m)+2[a,b] for m 1,2, ..-, M. Again applying Taylor’s theorem
on [tj_ ,, tj] yields as above"
Lhem(ti) Lem(tj- 1/2) + ELhe,,(tj) Lem(tj-
(4.6a) Lem(ti-/2)
and
Ts{em(tj-1/2)}
--
O(h2(M-m)+ 1),
m 1,2,--.,M-- 1,
(4.6b) .LheMt) Le(tj_ /2) + O(h).
Using the differential equations in (4.3) and (4.6a), (4.6b), we obtain
Z Lhem(tj)= Tm{y(tj-,/2)} + Z
m=2
m-1
Z Tk{em-k(tj 1/2)}
k=l
(4.6c) Mlm:l ()2m MLms:l ;{em(t)-1/2)} + O(h2M+ ’)
Tm{Y(O- ,/2)} + O(h2u + 1),
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since the last two sums are found to be identical when like powers of h are com-
pared. Thus (4.5) and (4.6c) yield
(4.7a) Lh u y(t.) em(t) O(hTM+), j 1,2,..., J.
The boundary conditions in (4.3) and (3.3) yield
(4.7b) B
-
y(ti)- 2 e,() 0.
Now apply the stability result of Lemma 3.3, with
and (4.4) follows. This completes the proof.
It should be pointed out that the residual term in (4.4) is O(h?:+) if the
data A(t) and g(t) are in PC+ [a, b].
There are two general ways in which the asymptotic expansions (4.4) can be
employed to justify computing higher order accuracy approximations. First
suppose that we can determine net functions {E,} such that on the net
]]em(tj)- E.,,II O(h2M-m)+ 1),
Then it clearly follows from (4.4) that
U u
m:l
satisfies
2m
IIUj.- y(tj)ll O(h22u+ 1).
m-- 1,2,.-., M.
This is the basis for Fox’s difference correction method [2] in which the inhomo-
geneous terms in (4.2) and (4.3) are approximated by difference quotients (of
decreasing order of accuracy as m increases). Then corresponding difference prob-
lems are solved for the {Em,.}. There are special difficulties near the endpoints
where either external points must be introduced or noncentered differences must
be used. A number of recent studies have justified these procedures in special
cases [4], [8] and generalized them in various ways [9]. However if, as in the
present case, we allow discontinuous data, the endpoint difficulties occur also
in the interior. We are not aware of any justification for difference corrections in
such cases but it seems clear that this could easily be done.
The other alternative is h
-
0 extrapolation in which there is no difficulty
caused by nonsmooth data when the present difl’erence scheme is employed.
Specifically we consider a sequence of nets with uniform spacings h
-=- h, > 0
satisfying (3.1), (4.1) and
(4.8) h,+l < h,, g 0, 1,2,
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Let be any fixed point common to all the nets specified above. Then on the ttth
net we introduce the integer
t-- to(4.9a) j(t, It) hu
so that tjt, t. The corresponding net function satisfying (3.2)-(3.3) on the
th net has a value at this net point which we denote by
(4.9b) ut,, v(t,/t).
In terms of this notation the asymptotic error estimate (4.4) applied for j j(t, )
on the/th net yields
(4.10) v(t, it)= y(t)+ era(t) + O(h2u t+ ), t O, 1, 2,....
With calculations performed on the nets corresponding to tt 0, 1, 2, ..., M
we can obtain approximations which are O(h)M+ 1) accurate by using iterative
interpolation. That is we define
(4.11)
v(t;tt, tt + 1) =-
v(t;U, tt + 1,it + 2)-=
It follows from (4.10) that
v(t; #, # + l) y(t) O(h),
v(t; tt, tt + 1, + 2) y(t) O(h6),
tt =0,1,.-.,M- 1,
t/= 0,1,.-., M- 2,
(4.2)
v(t; O, l, ..-, M) y(t) O(h) + 1).
The final error will be O(hM+2), as expected, if the data A(t) and g(t) are in
PCzM + 2[a, b]. The scheme (4.11) is just Neville’s iterated interpolation see [3]
or [6, pp. 258-260]. In actually performing the calculations in (4.11) there may
be less danger of cancellation of leading digits and hence less loss in significance
if we actually employ the forms
A#+
v(t;tt, tt + 1) v(t;# + 1) + [v(t;tt + 1) v(t;#)],A A, +
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and so on. Of course the results (4.12) apply for each point common to the
M + 1 nets employed. A rather obvious choice for the spacings h, is to take
hu (1/2)"ho. Then at all points on the initial net, with spacing ho, the high order
accuracy approximations can be determined. More general refinements of the
spacing are briefly considered in [3] and in references given there, as are alternative
rational fraction extrapolations. (The successive halving indicated above is not
the most efficient way to reduce the net spacing.)
4.1. h-, 0 extrapolation with nonuniform nets. In place of the family of
uniform nets defined by (4.1) we shall now consider specific sequences of non-
uniform nets for which (3.1) is satisfied with no restriction on the points z. Let {t}
be any net with, say, J + 1 points on [a, b] satisfying
(4.13a) to a, ts b, t > t_x, j 1, 2, .-., J,
(4.13b) {} {t}.
We call {tj} a basic net and in terms of it define"
ho max (tj t_);
(4.14)
O(t) ho tj_
< < tj, j 1 2, J.
Now we define a sequence of nets {t,,j},/ 0, 1, 2, ..., by
(4.15a) h, 2-"ho, t,,o a;
(4.15b) t.. t,,g_ + h.., hu. = O(tu,
_
+ O)hu, j 1, 2,..., J. =_ 2"J.
It easily follows that tu,j. b and {z} c {t.,} for each p 1,2,.... Note that
O(t) defined in (4.14) is piecewise constant and satisfies
(4.16) 0 < 2- __< O(t) <= 1, e [a, b],
where 2
_
maxj. (t tj_ )/(t t_ ). Thus each net (4.15) satisfies the condi-
tions (3.1). In addition, after the h..j have been defined as in (4.15) we can write
(4.17) h..j O(tu.
_
-J- 1/2hu.j)h..
Finally we point out that the possible points of (jump)discontinuity of O(t)are
in the basic net {t} and hence are included in all of the nets (4.15).
Now define in place of (4.3) the principal error functions era(t) as solutions of
the multipoint boundary value problems
N
(4.18a) Let(t) 02(t)T{y(t)}, Be(z)= 0,
Lgm(l) ozm(t)Tm{y(t)} at- Z 02k(t)T{gm-(t)}
k:l(4.18b)
N
B,(z) O, rn 2, 3,..., M.
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If {u,,j} is the solution of the finite difference boundary value problem (3.2)-(3.3)
on the net {t,,j} in (4.15), then
(4.19) u.,g y(tud) y
=1
2m
gm(t..j) + O(h2.M+’), j O, 1, J..
We assume here that A(t), g(t)ePC2t+l[a,b] and problem (1.1)-(1.2) has a
unique solution. The proof of the above result is almost exactly that of Theorem
4.1 with appropriate replacements of h by hu,j as represented in (4.17), tj by
and t_ 1/2 by t,, hu,j. However the left-hand side of (4.6c) is now formed as
Le(t..j),
m=l
and evaluated using the analogue of (4.6) with (4.18) in place of (4.3).
Since (4.19) is established, as above, for all/ 0, 1, we can apply iterative
interpolation as in (4.11) to obtain higher order accuracy solutions on the basic
net {@, which has arbitrary spacing. Our procedure for nonuniform nets can
also be applied to the more general boundary conditions or integral constraints
of 5. The details should be fairly clear and hence are omitted. But we point out
that these applications show that h 0 extrapolation or Romberg quadrature
can be employed to get high order accuracy integral approximations with non-
uniform nets and piecewise smooth integrands.
5. Integral constraints. In place of the multipoint boundary conditions (1.2)
we consider (1.1) subject to integral constraints for the form
(5.1) B(t)y(t) dt
Here the rows of the n n matrix B(t) are assumed to be linearly independent
vectors in PCq[a, b]. (We discuss later the more general case of Stieltjes integrals
with piecewise continuously differentiable integrators.)
The existence and uniqueness Theorem 2.1 applies to the problem (1.1),
(5.1) if, in place of (2.2), we now define
(5.2) Q =- B(z) Y(z, "Co) dr,.
The sufficiency conditions of Theorem 2.2 employ (2.5b) and
(5.3) Qm B(z) Y,,(z, to)dr, m 0, 1,
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Then (5.2) is nonsingular and the Qm for all rn > M are nonsingular if QM is non-
singular and, for some 2 < 1,
+ k(s) ds + + k(s) ds dz <=/t.
To approximate the solution of (1.1), (5.1) we use the net (3.1), where now
the z include all discontinuity points of A(t), B(t) and g(t). The difference equations
(3.2) are retained and in place of (3.3) we use a trapezoidal rule approximation
to (5.1):
J
(5.5a) Cu
j=0
with
Co =- 1/2h B(to), Cj =- 1/2hjB(tj),(5.5b)
C=1/2[hB(t-O)+h+,B(t+O)], j= 1,2...,J- 1.
See (5.16) for alternative coefficients which are simpler in applications.
If we define So by (3.7b) using the C above, rather than (3.7a), then as in the
proof of Lemma 3.2 we find
o
But since the trapezoidal rule converges for continuous integrands (see proof
of Theorem 5.1 below) it follows that, with Q defined in (5.2),
Q- CY(t, Zo)
j=O
can be made arbitrarily small as h 0. Thus, by the Banach lemma, So is non-
singular provided Q is nonsingular and h is suciently small. Lemma 3.2 now
gives, in (3.8), the solution of the difference system (3.2), (5.5) provided the
modified S and C are used and Q in (5.2) is nonsingular.
The stability result (3.13) becomes, under the obvious modified hypothesis
of Lemma 3.3,
(5.6) IIjll N K G + Ka max llLhll, j 0, 1,..., J,
where in place of Kz we employ
[ Klb-al max IIB(01lK3 =ea*l-"l + 1
-fi ,
Now we have the following theorem.
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THEOREM 5.1. Let A(t) and g(t) PCp[a, b] and B(t) PCq[a, b] for some non-
negative integers p, q. Let the generalized boundary value problem (1.1), (5.1) have a
unique solution y(t). Then the difference equations (3.2), (5.5) have a unique solution
{u3} for all nets (3.1) with h sufficiently small and
O(h2) if p >_ 2, q >= 2,
O(hco2(h)) if p 1, q >= 2,(5.7) Ily(tj) ujll
O(h) if p>_ 1, q= 1,
O(coa(h) + f(h)) if p q O.
Here Cov(h) is the modulus of continuity of y(V)(t) and f(h) that of B(t)y(t) over any
interval of continuity on [a, hi.
Proof From (5.6) with j y(t) uj, (5.1) and (5.5) we obtain
Ily(tk) Ukll <--_ g
-[B(tj_ + 0)y(tj_ x) + B(tj 0)y(tj)] B(t)y(t) dtj:l
+ K3 max IlLhy(ti) Ly(ti_ x/2)ll, k 0, 1,-.-, J.
<i<_J
By Theorem 2.1, or rather its extension to the present case, and the choice of the
net it follows that the integrand B(y)y(t) above has r min (p + 1, q) continuous
derivatives on each interval [t_ 1, t]. Thus if r >= 1 we can use partial integration
(Taylor’s theorem) on each such interval to get
hEj
-
[B(tj-1 + 0)y(t_ ) + B(tj 0)y(tj)] B(t)y(t) at
j-1
hj/2
[B(tj__ 1/2
--
0)y(ts- 1/2 -1- 0)]’0 dO.
d-hj/2
Clearly Ilgjll-<_ .Ml(hj/2)2, where M 1/2maxvj_,tj]ll[B(t)y(t)]’ll in the above
case. If r _>_ 2, so that another integration by parts is valid, we find that
IIEjII- O(hf). If r- 0, so that the integrand is only continuous, we easily
get IIEjII--O(hj(h)), where f(6) is the modulus of continuity of B(t)y(t) on
[tj_ 1, tj]. From these results and the expansions in the proof of Theorem 3.1
the estimates in (5.7) follow. This completes the proof.
To obtain higher order accuracy approximations by h-. 0 extrapolation
we again specialize to uniformly spaced nets (for simplicity of presentation only).
In analogy with Theorem 4.1 we now have the following theorem.
THEOREM 5.2. For some integer M >= 1 let A(t), B(t), g(t) 6 PCEM + l[a, b]
and problem (1.1), (5.1) have a unique solution. Let the possible discontinuity
points {zv} satisfy (3.1) and (4.1)for some sequence of nets with J Ju .
Define Tm{(t)} as in (4.2) andfor (t) PCEta- l[a, b] define the (sum) operator"
(5.8) S,{(t)} (2m)! B2m [B(t)(t)](2-dt, m= 1,2, ,M,
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where B2,, is the 2m-th Bernoulli number. With y(t) the solution of(1.1), (5.1) define
the principal errorfunctions fro(t) as the solutions of
(5.9a)
Lf(t) T (y(t)),
S{y(t))dt
(5.9b)
m-1
Lfm(t) Tm{y(t)} + T{fm-(t)},
m-1
B(t)fm(t)dt S,,{y(t)} + S{fm-(t)},
k=l
m= 1,2,...,M,
m 1,2,..., M.
Then {uj}, the solution of the.finite difference problem (3.2), (5.5) on the net (3.1),
(4.1), satisfies:
(5.10) uj y(tj) f,,(t) + O(h2M+ ), j O, 1,..., J.
m:l
Proof From the modified form of Theorem 2.1 which applies to problem
(1.1), (5.1) it follows that y(t)PCzM+2[a,b]. Thus the development in (4.5)
also holds for the present uj and y(t.i). We also see that the relations (4.6a) and
(4.6b) apply if the em(t) are replaced by the fro(t) defined in (5.9) since only
appropriate smoothness properties of these solutions are required and, clearly,
fm(t). PC2tM-m)+ 2[a, b]. The result in (4.6c) is also valid with the era(t) replaced
by the fro(t) since the differential equations in (4.3) and (5.9) are formally identical.
Thus we have, exactly as in the derivation of (4.7a), the relations
M
(5.11) L u- y(t))- fm(tj O(hTM + 1), j 1,2,.--,J.
From (5.1) and (5.5) we have, employing the Euler-Maclaurin sum formula
on [tj_ 1, t], where B(t)y(t) C2M + l[tj-1, tj] for j 1, 2, -.., J
Cj[y(tj) Uj] [B(tj_l 4- O)y(tj_ 1) "- B(tj O)y(/j)] B(t)y(t) dtj=-O j=l j-t
-{ () 2rn22’n )’(5.12)
-"
-(r.B2m[B(t)y(t)](2"- + O(h2M+2)
m=l tj--
Sm{y(t)} + O(hTM +’).
m=l
In the final step above we have interchanged orders of summation and used
the fact that jump discontinuities of [B(t)y(t)](m) occur, if at all, at points Zv tj
of the net. Similarly from (5.5b) and the Euler-Maclaurin formula we obtain,
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since B(t)fm(t) PC2(M--m)+ 2[a, b]:
Cfm(t) B(t)f(t) dt
j=O
(5.13a)
+ [B(t_ + O)fm(t) + B(t) O)fm(tj)] B(t)f(t) d
-X -1
j=l j-1
M
B(t)fm(t) dt Z
k=l
2k
O(h2(M-m)+Sk{fm(t)} + ),
m= 1,2,...,M-1.
For m M we have B(t)fM(t) PCz[a, b] and so
(5.13b) C)fu(tj) B(t)fM(t) dt + O(h).
Using the integral conditions from (5.9) in (5.13) yields, after rearranging some
sums,
(5.13c) Cj 2 fm(tj E Sm{r(t)} / O(h2M+ 1).
j=O m=l m=l
Thus (5.12) and the above yield
(5.14) +/- ]Cj Ilj- y(tj)- fm(tj) O(h2M+ 1).j=O =1
With i [ui y(t) M= l(h/2)2mfm(tj)] in the stability result (5.6) we
obtain (5.10) by means of (5.11) and (5.14). This completes the proof.
To actually employ this theorem for computing higher order accuracy
approximations to the solution of (1.1), (5.1) we proceed as in (4.8)-(4.12) but use
the difference problem (3.2), (5.5).
We point out that our problem (1.1), (5.1)could have been replaced by the
following two-point boundary value problem:
y’(t)-- A(t)y(t) + g(t),
z’(t) B(t)y(t), z(a) O, z(b) I.
The difference method of 3 applied to this problem involves systems of order 2n,
which are avoided in our direct approach. However the "midpoint" scheme
applicable to (5.15) avoids the need for special care in treating the discontinuities
of B(t) as in (5.5b). This in fact can also be done in our direct treatment by using
in (5.5a), in place of (5.5b), the coefficients:
(5.16) CO 1/2hlB(t1_l/2) C.,
_
1/2hjB(tj_l/2),
C) 1/2[h)B(t)_ 1/2) + hi+ 1B(ti+ j=l,2,...,J- 1.
30 HERBERT Bo KELLER
We have not employed these coefficients as the analysis becomes rather lengthy
since the Euler-Maclaurin formula is no longer relevant. But the error estimates
and h 0 extrapolation procedure remain valid.
Finally we observe that the procedures and analysis of 3 and 5 can easily
be combined to treat (1.1) subject to constraints of the form
(5.17)
In fact the only change in the numerical method is simply to replace the Cj by
the sum of those Cj defined in (5.5b) or (5.16) to those defined in (3.7a). Constraints
of the form (5.17) can be represented by Stieltjes integrals with piecewise con-
tinuously differentiable integrators. The most general linear constraint applied
to continuous y(t) (i.e., a linear functional on Cola, b]) is given by a Stieltjes integral
with integrator of bounded variation. We cannot hope to treat this most general
constraint by numerical methods of high order accuracy.
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