In ultrasound inverse problems, the integral equation can be nonlinear, ill-posed, and computationally expensive. One approach to solving such problems is the conjugate gradient (CG) method. A key parameter in the CG method is the conjugate gradient direction. In this paper, we investigate the CG directions proposed by Polyak et al. (PPR), Hestenes and Stiefel (HS), Fletcher and Reeves (FR), Dai and Yuan (YD), and the two-parameter family generalization proposed by Nazareth (TPF). Each direction is applied to three test cases with different contrasts and phase shifts. Test case 1 has low contrast with a phase shift of 0.2π. Reconstruction of the object is obtained for all directions. The performances of the PPR, HS, YD, and TPF directions are comparable, while the FR direction gives the poorest performance. Test case 2 has medium contrast with a phase shift of 0.75π. Reconstruction is obtained for all but the FR direction. The PPR, HS, YD, and TPF directions have similar mean square error; the YD direction takes the least amount of CPU time. Test case 3 has the highest contrast with a phase shift of 1.003π. Only the YD direction gives reasonably accurate results.
Introduction
Many ultrasound problems of interest involve strong scatterers, and these problems have motivated research on full-wave inversion techniques which make no assumptions about the object. A number of studies have investigated full-wave reconstruction algorithms. [1] [2] [3] [4] [5] However, most of these algorithms are not robust to noise. Over the past several years, a conjugate-gradient (CG) based optimization approach has gained attention because of its insensitivity to noise. A key parameter in the CG method is the conjugate gradient direction which has a significant impact on its performance. The three traditional conjugate gradient directions proposed in the field of nonlinear optimization are the HS (proposed by Hestenes and Stiefel 6 ), FR (proposed by Fletcher and Reeves 7 ), and PPR (proposed by Polyak-Polak-Ribiere 8,9 ) CG directions. Recently, a new conjugate gradient direction was proposed by Dai and Yuan 10 (the YD direction), which possesses good convergence properties. Nazareth generalized these four conjugate gradient directions, obtaining a twoparameter family (TPF) of conjugate gradient directions of which the four are members. 11 Theoretical and numerical studies of the TPF have yet to be performed.
Since the performance of the CG method depends on the choice of the CG direction, it is worthwhile to investigate which conjugate gradient direction works best for the problem of interest. For electromagnetic inverse imaging, Harada et al. 12 have reconstructed strongly scattering objects using the CG method with the PPR direction. Pichot et al. have successfully applied the conjugate gradient method to two experimental Ipswich data sets for a metallic circular cylinder and for a metallic strip. 13 They showed that the CG method with the PPR direction works better than two other choices, namely gradient directions and backpropagation of the error. Kleinman et al. proposed a modified gradient method in which the need to solve the direct scattering problem at each step of the iteration is avoided. 14, 15 This significantly reduces the computational requirements. In Ref. 14, they showed that the PPR direction works better than the FR direction. Thus far, researchers have not examined the HS, YD, and two-parameter family conjugate gradient directions for inverse scattering problems. The purpose of this paper is to investigate and compare the TPF, YD, HS, FR, and PPR directions for an ultrasound inverse problem.
One of the main challenges of the inverse scattering problem is obtaining accurate results for large phase shifts which occur when an object is large or its contrast is high. For phase shifts exceeding π, perturbation solutions to the inverse scattering problem fail as shown in Ref. 16 . In this paper, we apply the CG method with different CG directions to three test cases with different phase shifts. The size of the problem for each case is 4λ × 4λ, where λ is the wavelength in the background medium. The frequency is chosen to be 400 kHz, and the initial value for all examples is set to zero. For phase shifts up to 0.75π all but the FR CG direction result in reconstruction of the object. Test case 1 has low contrast with a phase shift of 0.2π. Reconstruction of the object is obtained for all directions. The FR direction gives the largest mean square error and requires the greatest amount of CPU time. The performances of the PPR, HS, YD, and TPF directions are comparable in terms of accuracy and CPU time. Test case 2 has medium contrast with a phase shift of 0.75π. The FR direction fails, but the PPR, HS, YD, and TPF directions work well. The mean square error is similar for all four directions, but the YD direction takes the least CPU time. Test case 3 has the highest contrast with a phase shift of 1.003π. The FR, PPR, HS, and TPF directions do not work well for this case, but reconstruction is reasonably accurate using the YD direction.
In the next section, the conjugate gradient method is reviewed, and the different directions are explained. In Sec. 3 numerical results are presented and discussed. Conclusions are given in Sec. 4. 
Theory and Formulation
The scattering geometry for the imaging problem is shown in Fig. 1 . The object to be reconstructed is labeled S and its physical properties are represented by a vector-valued function o(ρ) with ρ = (x, y). Imaging is accomplished by insonifying the object using transducers distributed around it. The scattered ultrasound field is then measured around the object at the receiver locations indicated by R. The acoustic wave equation in two dimensions is expressed in integral form as 17
where S is the surface of the object to be imaged in the background medium, ρ = (x, y) and ρ = (x , y ) are the coordinates of the observation point and source point, respectively, u(ρ) is the total acoustic pressure field at ρ, u inc (ρ) is the incident field at ρ, o(ρ) is the object function to be reconstructed, and g(ρ − ρ ) is the Green's function in two dimensions given by
where H
0 is the Hankel function of the second kind, k 0 = ω/c 0 is the acoustic wavenumber in the background medium, c 0 is the sound speed of the background medium, and ω is the angular frequency. Equation (2.1) is linear in u but nonlinear in o. The total field u is the sum of the incident and scattered fields. Thus from Eq. (2.1) we see that the scattered field at a receiver located at ρ is given by
3)
The object function satisfies the relationship
is called the contrast of the object function. k(ρ) is the wavenumber at ρ and is related to the frequency f , attenuation α, and sound speed c by 18
The goal of inverse imaging is to solve for the object o using knowledge from the scattered field u s measured at the receivers. When the object function o is given, the total field u can be uniquely determined from Eq. (2.1); this is the forward scattering problem. However, Eq. (2.3) is ill-posed and has no unique solution when both the scattered field u s and the total field u are given; this is the inverse scattering problem. Direct solution of Eq. (2.3) for o is impossible; instead optimization is used. First, we cast Eqs. (2.1) and (2.3) in matrix form using the method of moments with pulse basis functions and point matching 19 to obtain: 6) respectively. Γ is an N × N matrix and K is an M × N matrix; u inc is the incident field vector of length N ; u and o are the two unknown vectors of length N ; u s is a vector of length M ; O and U are N × N diagonal matrices containing o and u, respectively -i.e., O ii = o i and U ii = u i ; N is the total number of cells into which the object is discretized; and M is the total number of receivers per view. The elements in Γ and K are given by
where ρ is defined over the entire domain of the object, and
where ρ is defined only at the receivers. S j is the area of the jth cell. In this paper, Eq. (2.5) is solved using the Bi-CGSTAB-FFT method. Conjugate gradient based optimization 15 is used to solve Eq. (2.6). The Bi-CGSTAB method is a variant of the Bi-CG method and has been widely used to solve nonsingular, nonsymmetric linear systems. The computational effort required by the Bi-CGSTAB method is of the same order as required by the Bi-CG method, but its convergence rate is up to twice as fast. It has been shown that for a large number of test cases the Bi-CGSTAB method converges more smoothly than other Bi-CG variants such as the CG-S method. 20, 21 For Eq. (2.1), the discretization grid is rectangular and, thus, the matrices Γ and K are simply functions of the shifts of the ith and jth cells. This allows the sum in Eq. (2.1) to be efficiently computed via the convolution theorem and the two-dimensional FFT algorithm.
The conjugate gradient method
The conjugate gradient method 15, 12, 20, 22 is an iterative technique that can be used to solve optimization problems by making successive approximations to obtain more accurate results at each iteration. It is a nonstationary method which means computations involve information that changes at each iteration. In the CG method, the solution to an optimization problem involves minimization of a cost function. Here the cost function is given by:
where · is the Euclidean norm, L is the total number of source positions or views, u s (l) is the calculated scattered field, and u m (l) is the measured scattered field for illumination by the lth source. The functional Φ is a measure of the discrepancy between the measured and calculated scattered data due to estimation of the object. As proposed in Ref. 15 , the weight w is defined by
where summation is over all the sources. This choice ensures that the amplitude of the incident field has no impact on the functional since u s and u m are linear in u, which in turn is linear in u inc . The CG method involves several key updating equations:
where d k is the updating direction vector for the object at the kth iteration, γ k is chosen to ensure that the direction vector is conjugate to all previous directions, and g k is the gradient of the cost function at the kth iteration. o 1 is the initial guess, chosen to be zero for all the examples shown in this paper, and d 1 = −g 1 . Thus, we use the steepest descent direction to start the iteration. The gradient of the cost function is obtained from:
where
, K † is the conjugate transpose of the matrix K defined in Eq. (2.6), r k l is the difference between the measured and calculated scattered data at the kth iteration when the object is illuminated by the lth source, and t k is the step size taken along the direction d k which in this work is found using a onedimensional inexact line search with Wolfe conditions as termination criteria. For details on Wolfe conditions, see Ref. 23 .
In Eq. (2.7), Φ(o) is to be minimized. This is accomplished iteratively. At each iteration, the vector o is updated by computing the minimizing direction based on information from the previous iteration. The relative residue error (RRE) is then calculated for the new vector o using
where summation is over all the sources, and the superscript k indicates the kth iteration.
Iterations are performed until some predetermined value for RRE has been reached. This value is chosen empirically.
Conjugate gradient directions
The conjugate gradient directions of interest are obtained from
where · denotes the inner product. When the CG method is applied to a quadratic function and an exact line search is used, 24 In this case, the four CG directions reduce to each other, and the solution can be found in at most n steps, where n is the dimension of the problem. However, when the line search is not exact, the four equations are no longer equivalent. In general, when the algorithms are applied to a nonquadratic function and an inexact line search is used, the CG directions differ and lead to different results. 25 No particular CG direction is superior to the others for all practical problems -that is, the best direction depends on the application.
The two-parameter family (TPF) for the CG direction is given by 11
where λ ∈ [0, 1] and µ ∈ [0, 1] are parameters. It is easy to see that the FR (λ = 1, µ = 1), HS (λ = 0, µ = 0), PPR (λ = 0, µ = 1), and YD (λ = 1, µ = 0) directions are just special cases of this family. It is possible that other choices of λ and µ may lead to better results for nonlinear optimization problems. A thorough theoretical and numerical analysis of Eq. (2.12) is beyond the scope of this paper, but in addition to examining the performance of the four standard directions, several other choices were made for the TPF parameters as described below. A number of publications explain why the PPR direction usually outperforms the FR direction. 14, 22 For the PPR method, suppose at a particular iteration step o k+1 o k , then g k+1 g k and from the definition of γ PPR k we have γ PPR k 0. Thus, from Eq. (2.9), d k+1 = −g k+1 . This means that the new search direction will turn toward the steepest descent direction causing the PPR method to restart itself and recover from this unfavorable situation. However, for the same situation, the FR method would cycle indefinitely and no progress would be made. 22 The self-correction of the PPR direction motivated our choice of the first three directions for the TPF given in Table 1 . λ was chosen to be min( g k+1 −g k , 1), ensuring that γ k is approximately 0 when g k+1 g k . The fourth direction in Table 1 was chosen for comparison purposes. Table 1 . Parameter values for four TPF directions.
Numerical Results
In this section, we apply the different conjugate gradient directions under consideration to synthetic scattered data for several examples. In these examples, the object to be imaged is defined inside a square domain, as shown in Fig. 1 , with dimensions 4λ × 4λ where λ is the wavelength in the background medium, here water. The domain is discretized into 16 × 16 cells and successively illuminated by L = 16 plane waves equally spaced around the four sides. Measurements are made around the domain at M = 64 receivers. The forward scattering problem is solved using the Bi-CGSTAB-FFT method. For some examples, performance of the different directions both with and without noise is examined. By noise, we mean that Gaussian white noise is added to the synthetic scattered data. The signal-to-noise ratio (SNR) is defined by
where the Euclidean norm of the exact measured data u m is obtained after a summation over receivers and sources, and u m is the scattered field given by Eq. (2.6) with the actual object parameters; n denotes the random noise and n 2 = 2LM σ 2 , where σ 2 is the variance used to generate the Gaussian white noise. L is the total number of sources, and M is the total number of receivers per source.
To quantitatively assess our reconstruction results, we introduce the relative mean square error (MSE) for the reconstructed contrast of the object profile:
where o t is the true contrast and o n is the estimated object profile at the nth iteration. In practical applications, the MSE is unknown since o t is unknown. For all the examples, the initial guess is chosen to be zero. Simulations are performed on an HP9000 workstation with 256 MB of memory.
Test case 1
In the first configuration, the object to be reconstructed consists of two cylinders as shown in For the noiseless case, all CG directions give acceptable results. The reconstructed images at the 150th iteration are shown in Fig. 3 for the HS direction. The reconstructed (dashed line) and true (solid line) values are compared along a slice through the center of the inner cylinder and agree well. Results using the YD, PPR, and TPF directions (not shown) are similar in image quality to that of the HS direction. However, the reconstructed images using the FR direction are very noisy.
In Table 2 , we list the CPU time, RRE values, and MSE values at the 150th iteration for test case 1 without noise for the eight directions considered. The FR direction took the longest time and had the worst RRE and MSE values. The HS direction seems to be the best direction since it took the shortest time and resulted in the smallest RRE and MSE values. The performances of the YD, PPR, and TPF directions are very similar.
To test the performance of the different directions with noise, we added white Gaussian noise to the synthetic scattered data with an SNR = 50 dB. All the directions gave reasonable reconstructions of the object. The reconstructed images using the HS direction are shown in Fig. 4 , again with a comparison of the reconstructed and true values along a slice through the middle of the inner cylinder. The results using the FR direction are very noisy, and the quality is almost unacceptable. The reconstructed images from the other directions are quite good and are comparable to each other. The CPU time, RRE values, and MSE values are listed in Table 3 . The HS direction seems to work best for this noisy situation. 
Test case 2
For test case 2, the object also consists of two cylinders, one enclosing the other. The contrast for the outer cylinder is (−0.2103, −0.2126) and for the inner cylinder (−0.435, −0.650). The true object is shown in Fig. 5 . The phase shift for this object is 0.75π, and the relatively high contrast makes the problem more ill-posed. The termination conditions are the same as for test case 1. All the directions gave successful reconstructions of the object. The reconstructed images using the YD direction are shown in Fig. 6 . The reconstructed and true values are in good agreement. The reconstructed images for the other directions revealed the same high quality as for the YD direction. Not surprisingly, the reconstructed images using the FR direction are very noisy and marginally acceptable. In Table 4 , we list the CPU times, RRE values, and MSE values. From this table, it appears that Choice 3 works slightly better than the HS, PPR, YD, Choice 1, Choice 2 and Choice 4 directions in terms of convergence to the RRE and MSE values. Interestingly, the YD direction took much less CPU time than the other directions. In fact, for test case 2, the YD direction took only 1.6% more CPU time than it took for test case 1, whereas the other directions took approximately 300% more CPU time. In part, this is because it takes less time to find the step size t k for every CG iteration with the YD direction than it takes for other directions. For purposes of comparison, the YD results were run until an RRE of 3 × 10 −3 was reached. This required a CPU time of 2431.2 s, still appreciably smaller than for the other directions. The numbers in Table 4 are significantly larger than those in Table 2 because test case 2 is more difficult to solve than test case 1. For an SNR of 50 dB, the reconstructed images using the YD direction are shown in Fig.  7 with the reconstructed value along a line through the center of the inner cylinder and the true value along the same line; the reconstructed value matches the true value very well. The other directions also led to successful reconstruction of the object as shown in Fig. 8 . In Table 5 , we list the CPU times, RRE values, and MSE values. Except for the FR direction, Notice that when the object is of high contrast, a small RRE does not guarantee a small MSE. This is understandable because the problem is inherently ill-posed. For example, in Table 5 , the Choice 2 direction has RRE = 4.6268 × 10 −3 and MSE = 1.6897 × 10 −2 while Choice 4 has a larger RRE = 4.8221 × 10 −3 and smaller MSE = 1.6634 × 10 −2 . Ideally, the goal of quantitative inverse imaging is to reduce both the MSE and RRE values, but in the real world, the MSE value is unavailable. Regularization terms in the cost functional (for example, as proposed in Ref. 13 ) can be used to minimize this problem.
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Test case 3
For test case 3, the phase shift of the object is 1.003π. The contrast of the outer cylinder is (−0.365, −0.191) and of the inner (−0.1656, −0.16973). The true object is shown in Fig. 9 .
Real Part
Imaginary Part Fig. 9 . True contrast for test case 3. The algorithm terminates when either the RRE is less than 1.0 × 10 −6 or 250 iterations are reached.
For the noiseless scattered data, the reconstructed images using the YD direction are shown in Fig. 10 . The two cylinders are noticeable in both the imaginary and real parts of the reconstructed images. Comparison of Fig. 6 with Fig. 10 shows the quality of reconstruction for test case 3 has degraded seriously due to the higher phase shift and contrast. The reconstructed images for the other directions are shown in Fig. 11 . For these directions, reconstruction of the real image is partially successful, but reconstruction of the imaginary image fails. The high contrast and large phase shift of test case 3 prevents a good quantitative reconstruction of the object even for the noiseless situation.
Conclusions
It is well-known that the choice of a conjugate gradient direction has a significant impact on the performance of the CG method when applied to a specific problem. In this paper, we considered eight conjugate gradient directions, all variations of the two-parameter family, for an ultrasound inverse problem. The numerical performance for three test cases with small to large phase shifts was investigated. Initial guesses for all the examples were set to zero.
It was found that the FR direction works poorly for all the examples in terms of the quality of the reconstructed images. For a phase shift of about 0.2π, the other directions work well for reconstruction of the object, but the HS direction is slightly better. For a phase shift of about 0.75π, again all but the FR direction work well at reconstructing the real and imaginary parts of the contrast function. The YD direction is the fastest with quantitatively good reconstruction images; the reason for the speed of the YD direction is still under investigation. As the phase shift increases, the CG method begins to break down. Using an inexact line search with Wolfe conditions, it is possible to reconstruct objects with phase shifts up to 0.85π. However, reconstructing an object with a phase shift of 1.003π poses some difficulty; this is consistent with the findings in Ref. 16 . Since the initial guess for the contrast function was zero, it is expected that better choice of an initial guess will significantly improve the phase shift limitation. For an object with a phase shift less than π (test cases 1 and 2) the CG method was found to be robust for an SNR of 50 dB. For objects with a phase shift much larger than π, multi-frequency techniques such as those proposed in Ref. 26 must be exploited to reduce the ill-posedness.
Our numerical experiments show that the PPR direction is not the best choice for the problem of interest. Depending on the phase shift of the object to be imaged, different methods have different merits. For an object with low contrast and a small phase shift, the HS direction works best in terms of the quality of the reconstructed images, RRE value, MSE value, and CPU time. For an object with high contrast and a large phase shift, the YD direction seems to be the best choice with respect to the CPU time. When the phase shift of the object is unknown, the YD direction is recommended. Depending on the problem and whether the emphasis is on the rate of convergence or on the CPU time, one can try different choices for the two parameters λ and µ. With the introduction of the two-parameter family of conjugate gradient directions, one has more freedom than ever before. We are aware that a large but low contrast object can have phase shifts larger than π. Due to the limitations of our computer resources, we did not investigate this problem here. It is the topic of future research.
