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Successful variable-rate applications of agricultural inputs such as lime rely on the 
quality of input data. Systematic grid soil sampling is the most common method used for 
creating variable rate prescription maps. The insufficient number of point measurements 
usually obtained using this method has been primarily responsible for the typical 
inaccuracies seen in lime prescription maps. To increase sampling density, on-the-go 
sensing technology was developed for the mapping of soil pH and other relevant 
attributes. In this study, five fields in eastern Nebraska were mapped using both on-the-
go sensing technology and systematic grid sampling. Ten calibration points per field were 
selected to relate sensor data and laboratory test results (soil pH and buffer pH). Also, at 
least nine validation points per field were used to compare soil pH, buffer pH, and lime 
requirement estimates predicted using different mapping strategies and those derived 
from the laboratory measurements. The data collected were used to compare three soil 
acidity management scenarios: 1) uniform rate liming; 2) variable rate liming based on 
systematic grid sampling, and 3) variable rate liming prescribed using sensor-based 
mapping. In general, sensor-based maps were better predictors of soil pH, buffer pH, and 
lime requirement than field average or grid-based maps. Because the individual 
calibration points play an important role in the liming requirement outcomes, an analysis 
of these sites was conducted comparing three sizes of calibration sets.  
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Sustainability and profitability of agricultural production are major challenges faced by 
farmers today. Due to growing global demand for agricultural produce, rising fertilizer 
prices, and mounting environmental concerns, farmers must optimize their production 
through informed decision-making processes (Gebbers and Adamchuk, 2010). Precision 
agriculture offers an opportunity to reduce production costs while increasing yield and 
protecting the environment by treating agricultural land according to local needs.  
  
The most widespread practice used to prescribe variable rate agricultural inputs has been 
grid sampling (Wollenhaupt, et al., 1997). Typically, soil samples are analyzed by a 
testing laboratory, with each sample representing at least 1 ha of land area. As one 
sample per hectare can be insensitive to short-range soil variability, researchers have 
explored opportunities to economically map soil properties at a denser scale.  
While dense data may be obtained on-the-go, the soil properties measured by sensors are 
not necessarily related to crop input needs following a 1:1 relationship. In these cases, 
sensor data must be related to the property of interest by calibrating with laboratory 
samples. Sensor data is of limited use until it can be adjusted in this way. Further, the 
2samples selected for calibration may have an effect on the final prescription maps 
generated by on-the-go sensors, and, as such, are worthy of examination.  
! "### $% 	&'
Evaluated in this study, on-the-go sensing using the Veris® Mobile Sensing Platform 
(MSP, Veris Technologies, Inc., Salina, KS) enables soil pH to be measured at a density 
of 20-30 samples/ha along with apparent (present in the field, as opposed a stratified lab 
assay) soil electrical conductivity (ECa). Adamchuk et al. (2007) has shown that soil pH 
maps produced from data collected by on-the-go sensing are more accurate than those 
obtained using traditional grid sampling methods.  
Denser data as measured by sensors such as the Veris® MSP has the benefit of improved 
scale, but it has the disadvantage of less accurate measurements than those attainable in a 
lab setting. Fortunately, a majority of the error incurred in sensor measurements is 
systematic. With proper calibration techniques, systematic error can be greatly reduced. 
The calibration process assumes selection of a small number (e.g., 10 or fewer) of 
calibration points, which are subjected to conventional sampling and laboratory analysis. 
Using these calibration data, mathematical equations for translating raw sensor data into 
useful soil property estimates may be developed. Applying these equations across the 
entire field, the sensor data become substitutes for the traditional maps produced using 
systematic sampling techniques.  
3As a widely-practiced precision agriculture technique, variable rate liming makes an 
excellent case for the principles of site-specific adjustment of sensor-based 
measurements.  Lime is prescribed according to laboratory measurements of buffer pH, a 
property strongly linked with pH as measured by the Veris® sensor. However, the site-
specific adjustment modeled in the pH/lime case might be applicable across many soil 
properties and agricultural inputs.  
( )*#+%
The objectives of this study are: 1) to generate lime requirement maps using different 
mapping approaches, including average application rate, 1-ha grid sampling, and on-the-
go sensor mapping; 2) to compare these maps in terms of the accuracy of soil pH, buffer 
pH, and lime requirement predictions; and 3) to evaluate the effectiveness of calibration 
sites using a simulation analysis of site selection.  
4! 			"	
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As the value of information about soils becomes apparent, more and more farmers have 
adopted soil sampling techniques to improve their profitability, yields, and sustainability.  
Random soil sampling, systematic grid sampling, and adaptive sampling (which targets 
known soil types, elevation characteristics, and other available data, aspiring to provide 
representative samples throughout the field) have all been used (Wollenhaupt, et al., 
1997).  Manual sampling can give an understanding of the spatial variability of soils, but 
is labor intensive, and can become prohibitively costly when the desired data density 
must be larger for precision management. As shown by Bianchini and Mallarino (2002), 
the data density must be much finer than grid sampling’s typical 100 m x 100 m square 
grids, for differences of up to 2 pH units have been observed over 12 meter spans in some 
fields.  
As an alternative to systematic grid sampling, a management zone technique is being 
developed (Luchiari et al., 2000) in which readily available high-density data layers are 
the basis for field delineations. However, the correlations between pH or buffer pH and 
these layers are not always strong (McBratney, et al., 2003).  Geospatial statistical 
methods have also been developed, but remain reliant on manual soil sampling (Brus and 
Heuvelink, 2006).  
5To collect useful, dense soil data affordably, promising on-the-go sensors have been 
explored and developed into commercial systems (Adamchuk et al., 2004).  Each of 
several classes of sensors is suited to collect important agronomic data, and each presents 
its own challenges in data interpretation. Electric and electromagnetic sensors measure 
the soil’s ability to conduct current, which is strongly correlated with soil texture, but is 
also sensitive to soil moisture, salinity, and inorganic mineral content. Because many 
directly measurable soil properties respond to each other as a system, sensor suites are 
commonly used to enable calibration by providing a fuller understanding of the system. 
For example, capacitors, which measure water content, are frequently coupled with 
coulter electrodes, which measure apparent soil conductivity (ECa) (Fan et al., 2001; Lee 
et al., 2002). Optical sensors operating below the soil surface have been shown to 
correlate well with organic matter, as well as soil moisture, clay content, and some 
chemical properties such as nitrate content and pH (Fystro, 2002; Hummel, et al., 2001; 
Viscarra Rossel and McBratney, 1998). Mechanical sensors have been shown to give 
good results in soil compaction analysis, especially when paired with moisture sensors. 
Electrochemical sensors make use of the same ion-sensitive electrodes used in laboratory 
analyses to gather information about soil chemical properties such as pH, K+ and NO3-.
While the measurements of on-the-go sensors are geo-referenced to provide site 
specificity, due to the 10-15 seconds necessary for ion-sensitive electrode readings to 
equilibrate, real-time variable rate applications are not possible with electrochemical 
sensors. Thus the generation of prescription maps is necessary in these cases.  
6The Veris® MSP, is a particularly effective on-the-go sensor which combines 
electrochemical and electrical capabilities in measuring ECa and soil pH. Studies have 
been conducted quantifying the quality of soil pH maps, and have shown improvements 
in map quality when compared with conventional sampling methods (Adamchuk et al., 
2007).  
Data collection using the Veris® MSP is accomplished by towing the sensor traveling 12
to 17 km/h through a field. The position of the sensor in the field, and thus the location of 
each individual sample, is tracked using a global navigation satellite system (GNSS) 
receiver. As the sensor system is moved through the field, a soil core is obtained and 
brought up to a pair of antimony ion-sensitive electrodes (Adamchuk and Lund, 2008).
The millivolt reading from the sensors is allowed to stabilize before recording; the 
sensors are rinsed, and another core is taken. At the same time, ECa is measured using a 
galvanic conduct resistivity approach with three pairs of coulters configured as two 
Warner arrays. Thus, shallow (0-30 cm) and deep (0-90 cm) ECa values are obtained 
(Colin et al., 2004). Typical travel speeds result in 13 to 35 pH samples per ha and 150 to 
400 shallow and deep ECa measurements per ha.
!! "##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Variable rate liming is one of the most promising precision agriculture technologies due 
to the long-term nature of the application, the high rates of lime required to effect a 
change in pH, and its influence on nutrient uptake and herbicide effectiveness (Fig. 2.1), 
as discussed by Bongiovanni and Lowenberg-DeBoer  (2000). However, the quality of 
7conventional variable rate lime prescription maps remains one of the main considerations 
when it comes to non-uniform treatments of fields with spatially variable soil acidity 
(Bianchini and Mallarino, 2002; Viscarra Rossel and Walter, 2004; Brouder et al., 2005). 
#$.!/ # %-#'0 %#'1 2+###34'  .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Acidity in the soil can be thought of as having two forms: active and reserve. The active 
acidity consists of free-moving hydrogen ions, which quickly bond with any available 
bases. Reserve acidity consists of hydrogen ions which are bound only loosely. When 
active acidity is neutralized by reacting with a small amount of base, these loosely-bound 
hydrogen ions break their bonds and become active, preserving an acidic equilibrium. 
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8Since soil pH (measured in a soil-water solution) relates only to active acidity, more 
information is needed to determine a soil’s lime requirement (Van Lierop, 1990). 
Lime requirement (LR) is the amount of lime to be added to a soil to neutralize the act ive 
acidity as well as a significant portion of the reserve acidity. The reserve acidity can be 
influenced by the presence of organic matter, exchangeable aluminum, clay content, 
weathering, parent material, metallic oxides, etc. (Carter, 1993). While the active soil pH 
is easily measurable on-the-go, due to the multivariate nature of reserve acidity, its 
overall hydrogen content must be tested for each specific situation. Conventionally, when 
grid-based soil samples are analyzed, a buffer pH test is performed. A soil’s buffer pH
(BpH) is determined by adding measured quantities of a base to the soil solution (e.g., 
Woodruff, 1948).  
The LR derived from a buffer pH test can also vary due to cultivation depth and with the 
nature of the liming material applied. Therefore, it is important to adjust LR according to 
the depth of sampling and tillage practice (in this study, a depth of 17.5 cm is used).
Other properties to consider are the neutralizing capacity, the calcium carbonate 
equivalent (CCE), and the physical state of the limestone (Nathan et al., 2006; Ferguson, 
2006). For example, the University of Nebraska-Lincoln lime requirement algorithm 
(Ferguson et al. 2006; Mamo et al., 2009) can be expressed as: 
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LR   (2.1) 
9where LR is 60% CCE (AgLime) lime requirement (Mg/ha) and BpH is Woodruff buffer 
pH test (Woodruff, 1948). 
According to Adamchuk et al. (2007), the Veris® MSP has been able to increase the 
accuracy of pH maps for production fields. However, the accuracy of liming 
recommendation maps has yet to be explored, and this study seeks to quantify the 
differences among liming maps generated by the on-the-go sensor, a grid sampling 
scheme, and the field average.  
10
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To evaluate maps of soil pH, buffer pH (BpH) and lime requirement (LR), five Nebraska 
fields were mapped using field average, grid-based, and sensor-based approaches. Each 
field was located in eastern Nebraska and managed using corn-soybean rotation (Fig. 
3.1). The fields represented a wide range of the level of in-field variability and liming 
needs (Table 3.2 and Fig. 3.6).  
#$.(%*-4#2%# % %9
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Andersen field (23.8 ha) in Clay County, Nebraska, varies between ideal farmland and 
poorly drained areas (Fig. 3.2). The Butler and Crete silt loams (fine, smectitic, mesic 
11
Vertic Argiaquolls, and fine, smectitic, mesic Pachic Argiustolls) which dominate the 
field have typical upper 20 cm pH levels of 5.8 and 6.1, respectively. The poorly drained 
Scott and Fillmore silt loams (fine, smectitic, mesic Vertic Argialbolls, and fine, 
smectitic, mesic Vertic Argialbolls), skirting the field’s northeast boundary, and in the far 
southwest corner, also have typical pH values in the 5.8 range; however, due to 
management practices these soils are likely to have developed differently than their well-
drained counterparts. 
#$.(!'%4%#%#%#  2% 4#258 2%-05:,(:*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Lunz field (57.7 ha), in Wayne County, Nebraska, displays pH variability along its 
central ridge (Fig. 3.3). From the southeast corner to the northwest corner of the field 
runs high ground composed of Belfore, Belfore-Moody, and Nora-Moody silty clay 
loams (fine, smectitic, mesic Udic Haplustolls; fine-silty, mixed, superactive, mesic Udic 
Haplustolls; fine-silty, mixed, superactive, mesic Udic Haplustolls). In the northeast and 
southwest corners are low-lying Judson silt loams (fine-silty, mixed, superactive, mesic 
Cumulic Hapludolls), which are less well-drained than the higher-ground soils. The 
sloped interfaces are in the northeast Moody silty clay loams and Nora silt loams and in 
the southwest eroded Crofton silt loams (fine-silty, mixed, superactive, calcareous, mesic 
(b)(a)
12
Udic Ustorthents). The lower reaches of the field contrast sharply with the higher
elevation center band of the field. All soils in Lunz field are classified as prime farmland 
or farmland of statewide importance, with the exception of the Crofton silt loams. The 
typical soil pH of the upper 20 cm is 6.5 for Belfore, Belfore-Moody, Moody, Judson, 
and Nora soils. Nora-Moody silty clay loams on the extreme eastern edge of the field 
have a typical upper 20 cm pH of 6.7, while the typical upper 20 cm pH of Crofton soils 
is 7.9.  The actual pH values of this field prove to be lower than the “typical” values 
expected by the NRCS soil resource report. 
#$.(('%4%#%#%# . ;4#258 2%-05:,(:*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Strnad field (47.6 ha), in Nance County, Nebraska, consists mainly of gently sloping 
Moody silty clay loam (fine-silty, mixed, superactive, mesic Udic Haplustolls), an 
excellent farming soil with a typical topsoil pH between 5.6 and 7.3. In the northern and 
southwest parts of the field there is highly sloped, highly eroded Crofton silt loam (fine-
silty, mixed, superactive, calcareous, mesic Udic Ustorthents), with a typical pH in the 
(a) (b)
13
range of 7.4 to 8.4 near the surface (Fig. 3.3). Toward the northeast, the field descends to 
meet the southern branch of Skeedee Creek, along which Crofton silt loam is the primary 
soil. In the transition areas, severely eroded Nora silt loam (fine-silty, mixed, superactive, 
mesic Udic Haplustolls) with moderate slopes is found. Nora silt loam typically exhibits a 
soil pH between 5.6 and 7.3 in the upper 15 cm. Though these eroded soils play an 
important role in drainage patterns in the field, they are minimally represented in the 
study area.  
#$.(<'%4%#%#%#  24#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Just south of the Platte River in Saunders County, Williams field (20.2 ha) is chiefly 
composed of three moderately eroded soil classes: Pohocco silty clay loam (fine-silty, 
mixed, superactive, mesic Typic Eutrudepts) on the western half, with Yutan eroded 
Judson complex and Yutan eroded Aksarben silty clay loams (fine-silty, mixed, 
superactive, mesic Mollic Hapludalfs) on the eastern half (Fig. 3.4). Each of these soils is 
(a) (b)
14
susceptible to erosion. The typical pH of Yutan soils is 6.0 in the upper 20 cm of soil, 
while the pH of the Pohocco loam is typically around 7.2. 
#$.(='%4%#%#%# ##%4#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In Dodge county, just north of the Platte River, Gross-Rhode field (30.1 ha) is comprised 
of Nora variant (fine-silty, mixed, superactive, mesic Udic Haplustolls) and Belfore silty 
clay loams (fine, smectitic, mesic Udic Haplustolls) in the north, and Judson (fine-silty, 
mixed, superactive, mesic Cumulic Hapludolls) and Kennebec silt loams (fine-silty, 
mixed, superactive, mesic Cumulic Hapludolls) in the lower-lying southern end of the 
field. (Fig. 3.5) All of the soils are categorized as prime farmland or farmland of 
statewide importance. The typical upper 20 cm pH for each of the soils in Gross-Rhode 
field is 6.5, therefore the field will be of interest as a non-variable case study. 
(a) (b)
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In this study, traditional grid sampling was represented by collecting one composite 
sample (consisting of 5 to 6 20-cm deep cores obtained with a manual probe) in each 1-ha 
square grid cell from around the center of the grid within a 3 x 3 m area. All samples 
collected manually were analyzed by Ward Laboratories, Inc. (Kearney, NE) for a variety 
of soil attributes, including soil pH (1:1 soil-water solution) and Woodruff buffer pH 
(Woodruff, 1948). 
In each field, sensor data collection was performed using Veris® MSP (Fig.3.7), which 
employs antimony ion-sensitive electrodes and measures active acidity. Soil pH was 
measured 10-15 cm deep with an average of 10 s between samples, while mapping at 4 to 
8 km/h travel speed using an approximate 15-m width between passes. In addition, ECa
measurements relating to the soil’s ability to conduct electrical charge were obtained. In 
many instances, ECa depends on soil texture, moisture, and metallic ion content, among 
(a) (b)
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other properties, and can be used to distinguish soil classes within a field (Mulla and 
McBratney, 2000). Soil pH and ECa maps combined are therefore expected to be useful 
in predicting buffer pH, which is directly related to the lime requirement. The Manifold®
System (Manifold Net Ltd, Carson City, Nevada, USA) software package was used to 
process spatial data. 
#$.(?"#%@'.2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In addition to 1-ha center-point square grid sampling, samples were collected for sensor 
calibration (10 samples) as well as for validation purposes, totaling 20 from Andersen 
field, 20 from Lunz field, 24 from Strnad field, 25 from Williams field, and 22 from 
Gross-Rhode field. While locations for calibration samples were manually established 
following Adamchuk et al. (2008), locations for validation samples were established 
randomly. Tables 3.1 and 3.2 summarize the number of independent measurements 
GNSS receiver 
Ion-sensitive electrodes 
(measure pH) 
ECa coulters 
17
obtained in each field, and figure 3.8 displays the ranges of pH found throughout the five 
fields. 
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Measurement Andersen Lunz Strnad Williams
Gross-
Rhode
Sensor pH
Mean(St. Dev.) 5.6 (0.13) 6.2 (0.43) 5.8 (0.44) 6.5 (0.46) 6.2 (0.29)
Min - Max 5.4 - 5.9 5.4 - 7.0 5.0 - 6.9 6.0 - 7.4 5.3 - 6.6
Shallow ECa
Mean(St. Dev.) 10.7 (5.3) 11.3 (2.1) 7.9 (2.9) 10.6 (4.4) 8.7 (2.9)
Min - Max 3.3 – 19.4 6.9 - 18.6 4.3 - 14.2 5.3 - 28.4 4.3 - 17.1
Lab pH
Mean(St. Dev.) 5.5 (0.26) 6.3 (1.05) 5.9 (0.71) 6.8 (0.93) 5.2 (0.16)
Min - Max 5.0 – 6.0 5.0 - 8.1 5.0 - 8.1 5.6 - 8.4 4.8 - 5.6
Buffer pH
Mean(St. Dev.) 6.3 (0.19) 6.6 (0.45) 6.5 (0.56) 7.2 (0.71) 6.3 (0.12)
Min - Max 5.9 - 6.8 5.8 - 7.3 5.7 - 8.3 6.2 - 8.4 6.0 - 6.6
Sampling/measuring Andersen 
field
Lunz 
field
Strnad 
field
Williams 
field
Gross-
Rhode 
field
Grid-based samples (1-ha) 25 61 50 24 31
Calibration samples 10 10 10 10 10
Validation samples 9 12 14 15 10
On-the-go soil pH msmts 670 1125 1698 610 414
On-the-go ECa measurements 7648 13069 19717 7024 5352
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As with any sampling-based soil map, a lime prescription map shows a 2-D array 
(surface) of lime requirement values predicted in each field location. This process 
typically involves interpolation (Brouder et al., 2005), which means that lime requirement 
values obtained with a non-continuous function (e.g., equation 2.1) cannot be used. One 
way to address the issue is to interpolate the buffer pH instead of the lime requirement 
and then apply equation 2.1. Unfortunately, commercial laboratories typically do not 
measure the buffer pH if the soil pH is found to be greater than 6.5, as no lime is needed. 
As this was the case with Williams and Strnad fields, to predict the buffer pH for neutral 
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and alkaline soils (pH > 6.5), a continuation of the linear relationship between soil and 
buffer pH was assumed:  
pHaaBpH  10     (3.1) 
where pH is soil pH in a 1:1 soil-water solution; a0 and a1 are regression parameters. 
In addition to this “no-constraints” model (equation 3.1), it was assumed that 7.0 BpH (a 
critical value for equation 2.1) corresponds to pH of 6.5 (one constraint): 
     5.60.7 *  pHaBpH     (3.2) 
Another constraint was added to assume that when pH is equal to 8.0, BpH = 8.0 as well: 
    pHBpH 67.07.2      (3.3) 
Once BpH was predicted (or measured, in the case of Andersen, Lunz, and Gross-Rhode 
fields), Lab pH and Lab BpH values corresponding to grid sampling locations were 
interpolated to the extent of field boundaries, using ordinary kriging interpolation with all 
points involved and a spherical semivariogram with automatically defined parameters to 
obtain a 5 x 5 m pixel size surface. Similarly, Sensor pH and ECa measurements were 
interpolated with only 10 neighbor points involved (Manifold software default setting).
The four surfaces were used to find interpolated values corresponding to calibration and 
validation sampling locations. The ten calibration samples for each field were used to 
define the relationships between Sensor pH and Lab pH (equation 3.4) as well as between 
Sensor pH integrated with ECa and Lab BpH (equation 3.5).
20
pHSensorbbpHLab  10    (3.4) 
aa ECpHSensorcECcpHSensorccBpHLab  3210  (3.5) 
For each field, four partial cases were considered to include for pH: 1) b0 = 0 and b1 = 1 –
original data; 2) b0 ≠ 0 and b1 = 1 – data shift; 3) b0 = 0 and b1 ≠ 1 – data scale; and 4) b0
≠ 0 and b1 ≠ 1 – linear regression; and five for buffer pH:  1) c1 = 1, co = c2 = c3 = 0 – raw 
data 2) co ≠ 0, c1 = 1, c2 = c3 = 0 – data shift; 3) co ≠ 0, c1 ≠1, c2 = c3 = 0 – linear 
regression without ECa; and 4) c1 ≠1, co ≠ c2 ≠ 0, c3 = 0 – linear regression with ECa but 
without the product of sensor pH and ECa; and 5) c1 ≠1, co ≠ c2 ≠ c3 ≠ 0 – full regression.
An appropriate model was selected as the one providing the lowest root mean squared 
error (RMSE) with the fewest parameters. Thus, when regression parameters were not 
significantly different from either 1 (multiplier of a significant variable) or 0 (intercept or 
multiplier of a non-significant variable) at  = 0.05, they were omitted from further 
regression analysis.  
Once the best site-specific model for predicting Lab pH and Lab BpH using on-the-go 
sensor data was defined, interpolated surfaces of sensor data were transformed to obtain 
the corrected Sensor pH and Sensor BpH maps. Later, all BpH maps were translated into 
LR maps using equation 2.1. 
Additionally, field average estimates were calculated by averaging all grid pH points for 
pH, all grid BpH points for BpH, and applying equation 2.1 to the averaged BpH value to 
obtain LR. For Williams field, the field average estimate resulted in zero lime 
requirement. Therefore, the field was split in two halves (eastern and western) and the 
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average liming prescription was calculated for each half separately, as only the eastern 
half had acidic and slightly acidic soils.  
Having developed full Lab pH, Lab BpH, and LR maps from each of the three main 
sampling schemes, validation locations were used to compare corresponding values from 
1) field average estimate; 2) interpolated grid-based map; and 3) sensor-based map with 
laboratory values. The accuracy of maps was evaluated both by the mean absolute error 
(MAE) and the coefficient of determination (R2) for linear relationships between the 
estimated map values and the measured lab values. A test of differences of least squares 
means was performed on the MAE using SAS (SAS Institute, Cary, NC) Each of these 
metrics has been computed for the calibration data sets, as the basis for selecting the best 
mathematical relationship for the properties, and for the validation data sets, as an 
unbiased evaluation tool.  
(( #.# 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The calibration points by which the prediction equations are established appear to be of 
importance to the prescription process. To establish exactly how important the calibration 
locations are, an analysis of site selection was conducted.  Fields were simulated using 
MatLab (Mathworks, Inc., Natick, MA) to have buffer pH characteristics with the same 
variability parameters as true fields (Appendix A.1.). Errors were likewise generated with 
the same variability parameters as the differences between lab BpH and sensor-predicted 
BpH for the validation samples in the true fields analyzed. The variability characteristics 
of the five production fields were analyzed using ArcMAP Geostatistical Analyst (ESRI, 
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Redlands, CA). Semivariograms model the spatial variability of a property by expressing 
information about the range of influence of a sampling point on surrounding soils, the 
variance of the property (sill), and the error which cannot be explained spatially (nugget). 
The spherical model used throughout this study is described in equation 3.6. 
  for ?
  for    (3.6) 
  for  
Here  is the value of variogram, h is the distance from the sampled point, C0 is the 
nugget (non-spatial error), C0+C1 is the sill (variance), and a is the range across which 
the influence of a point is observed.  
From the ‘true buffer pH’ layer, using the inverse of calculations used to arrive at BpH 
given sensor pH data in section 3.2, a pH layer was back-solved for. The generated errors 
were added to this layer, resulting in a complete layer of simulated sensor pH data 
(Appendix A.2.). 
For each simulated sensor field, five sets of ten, five, and three calibration points were 
chosen at random using Excel (Microsoft Corporation, Redmond, WA). The ten 
calibration points were used to mimic the procedure used in field studies, and the five and 
three were used to test a case in which fewer calibration sites might be chosen. Each 
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selected calibration point was treated as though it had been the site of a soil sample, sent 
to a lab, and so a ‘true BpH’ was ‘known’. Therefore, the adjustment technique from the 
true field was applied to the simulated pH layer without combining the error layer. Now, 
the calculations described in 3.2 were carried out between the simulated sensor data (pH 
+ error) and the ‘true BpH’ at each calibration point. A data shift and a full linear 
regression were performed (Appendix A.4.) and then applied to the entire sensor field for 
validation. The results of the different numbers of randomly selected calibration points 
were compared (Appendix A.5), and the MAE among the methods were computed.  
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When combining all data together, corresponding raw on-the-go Sensor pH and Lab 
BpH measurements were correlated with R2 = 0.47 for Andersen field, R2 = 0.92 for 
Lunz field, R2 = 0.85 for Strnad field and R2 = 0.96 for Williams field, but R2 =0.23 
for Gross-Rhode field. Using only the 10 calibration samples, Sensor pH values had 
high correlation with both Lab pH and Lab BpH for all fields (for example, R2=0.91 
for Lab pH and R2=0.96 for Lab BpH in Williams field). The addition of ECa
increased the R2 for the calibration samples, but frequently resulted in overfitting 
when checked with validation samples. For example, BpH model 4 (linear regression 
containing ECa) exhibited R2 = 0.94 when the calibration samples for Lunz field were 
examined, but R2 = 0.49 for the validation samples.  Therefore addition of ECa
measurements in the regression model was not beneficial. The root mean squared 
error (RMSE) values estimated for each partial case of equations 3.4 and 3.5 are 
summarized in Table 4.1. For each field, the partial case selected was that which had 
relatively low RMSE and as few parameters as possible. The parameters used to 
predict Lab pH and Lab BpH values using Sensor pH for each field are given in 
Table 4.2. Unfortunately, none of the five fields showed significant RMSE reduction 
when using ECa to predict Lab BpH. This was primarily due to the already high 
correlation between Sensor pH and Lab BpH.
25

:	+.%44.2#44 '1'2#*# 2% 24#+
2#44 '1'2#*# 2%
Field Data Set
pH Partial Case BpH Partial Case
1 2 3 4 1 2 3 4 5
Andersen
calibration 0.29 :!: 0.20 0.19 0.72 : 0.10 0.08 0.06
validation 0.17 0.23 0.23 0.21 0.69 0.19 0.22 0.22 0.25
Lunz
calibration 0.81 0.59 0.54 :(!  0.56 :7 0.16 0.13 0.12
validation 0.93 0.82 0.81 0.78  0.63 0.34 0.32 0.38 0.39
Strnad
calibration 0.49 :<! 0.40 0.36 0.84 :!= 0.24 0.27 0.22
validation 0.47 0.52 0.53 0.52 0.79 0.41 0.41 0.42 0.44
Williams
calibration 0.52 0.50 0.49 :!7  0.61 0.30 :> 0.16 0.16
validation 0.64 0.62 0.61 0.46  0.77 0.37 0.33 0.34 0.42
Gross- calibration 0.98 :(< 0.29 0.08 0.39 :( 0.08 0.08 0.06
Rhode validation 1.06 0.33 0.29 0.20 0.25 0.31 0.11 0.12 0.44
1 b0 = 0 and b1 = 1 (raw data)
pH 2 b0 ≠ 0 and b1 = 1 (data shift)
3 b0 = 0 and b1 ≠ 1 (data scale)
4 b0 ≠ 0 and b1 ≠ 1 (linear regression)
1 c0 = 0, c1 = 1, c2 = 0, and c3 = 0 (raw data)
BpH 2 c0 ≠ 0, c1 = 1, c2 = 0, and c3 = 0 (data shift)
3 c0 ≠ 0, c1 ≠ 1, c2 = 0, and c3 = 0 (sensor regression)
4 c0 ≠ 0, c1 ≠ 1, c2 ≠ 0, and c3 = 0 (sensor + ECa regression)
5 c0 ≠ 0, c1 ≠ 1, c2 ≠ 0, and c3 ≠ 0 (full regression)
**Bold values indicate the model selected. 
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pH BpH
Field slope intercept slope intercept
Andersen 1.00 -0.21 1.00 0.71
Lunz 1.80 -4.48 1.00 0.52
Strnad 1.00 0.27 1.00 0.80
Williams 1.82 -5.27 1.50 -2.78
Gross-Rhode 1.00 -0.92 1.00 0.24
Maps of pH obtained from grid-based and sensor-based measurements are shown in 
Figs. 4.1-4.4, which reveal many similarities in spatial field patterns. Maps of Lab 
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BpH obtained from interpolated grid-based measurements, predicted using the sensor 
measurements, and an average of grid-based measurements were converted into LR 
maps using equation 2.1 (Figs. 4.6. – 4.10.). Once again, overall spatial patterns were 
shown to be similar in all fields. However, each of the fields studied had some areas 
of discrepancy between the two variable rate liming maps. This is shown by the maps 
of the difference between LR predicted using grid-based and sensor-based approaches 
(Fig. 4.11.).  
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Comparing pH, BpH, and LR estimations from sensor-based, grid-based, and average-
based maps using R2 and MAE (Tables 4.3. and 4.4. and Figs. 4.12-4.26) showed
pronounced success for the sensor-based maps. Nearly across the board in Andersen and 
Lunz fields, the sensor-based maps had higher R2 and lower MAE for pH, BpH, and LR 
(a)
(b) (c)
(d) (e)
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than grid-based or average approaches (using both calibration and validation locations).
In Williams and Strnad fields, sensor-based maps again had higher R2 relationships than 
grid-based or average across all three properties of interest. The MAE for Williams and 
Strnad was lower for the sensor-based approach for the calibration points, but 
insignificantly lower errors compared with more traditional methods for validation 
samples. Sensor-based data layers still had the lowest LR MAE. Furthermore, sensor-
based maps were more frequently significantly different (α=0.05) from grid-based and 
average-based maps than the other two were from each other. Gross-Rhode field 
represented a failure of both sensor-based and grid-based maps to outperform the field 
average in calibration, but had success for the sensor for LR. Although consistent in 
nature, MAE reduction due to intensive mapping was not significant in many instances. 
Even when MAE estimated using calibration locations was reduced two times, the 
difference was insignificant using validation locations. 
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Map Dataset Andersen Lunz
Strnad Williams Gross-Rhode
Grid Sensor Grid Sensor Grid Sensor Grid Sensor Grid Sensor
Lab 
pH
Calibration 0.14 0.57* 0.47 0.92* 0.62* 0.81* 0.91* 0.91* 0.04 0.00
Validation 0.02 0.78* 0.50* 0.52* 0.05 0.58* 0.37 0.79* 0.21 0.03
Lab 
BpH
Calibration 0.16 0.47 0.61* 0.91* 0.65* 0.85* 0.90* 0.96* 0.28 0.12
Validation 0.00 0.71* 0.67* 0.60* 0.15 0.50* 0.54* 0.84* 0.47 0.04
LR
Calibration 0.17 0.52* 0.55* 0.97* 0.45 0.75* 0.73* 0.87* 0.07 0.12
Validation 0.12 0.55* 0.75* 0.61* 0.03 0.64* 0.36 0.46 0.18 0.00
* - significant relationships with R2 > 0.5. 
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Calibration Validation
Sensor Grid Average Sensor Grid Average
pH :>= 0.267a 0.270a 0.217a :7? 0.210a
Andersen BpH ::77 0.099a 0.110a :=A 0.237a 0.220a
LR :!< 0.306a 0.350a :!A 0.537a 0.500a
pH :!=< 0.824b 1.280b :=:> 0.533a 0.970a
Lunz BpH :>: 0.390b 0.580c :!!7 0.231a 0.460b
LR :<< 0.914ab 1.800b :(7= 0.503a 1.700b
pH :<:! 0.700a 0.810a 0.560a :<A? 0.580a
Strnad BpH :(:7 0.524a 0.642a 0.398a :(=7 0.378a
LR :<!: 1.007ab 1.500b (A 1.332a 1.150a
pH :7< 0.244b 0.650b 0.422a 0.398a :(7
Williams BpH !==! 2.713a 2.709a 0.840a 0.889a :A(<
LR A!< 2.277a 2.550a ?? 1.522a 1.450a
pH 0.254b 0.123a ::A:  0.268b :=( 0.200a
Gross-Rhode BpH 0.226b 0.125a :::  0.259b :A 0.170a
LR 0.541b 0.257ab :=:  :A7 0.192a 0.350a
pH :!=< 0.432b 0.618c :<:: 0.404a 0.530a
All Fields BpH :>>7 0.770a 0.828a :>?7 0.710a 0.743a
Combined LR :>(< 0.952b 1.270c :A 1.131a 1.311a
* Superscripts indicate statistically significant differences (α=0.05) in the MAE among 
measurement types in each field.  
** Bold values indicate the lowest MAE estimates 

Most of the uncertainties can be attributed to systematic differences between Sensor pH 
and Lab pH/BpH and, to an even greater extent, are the result of the spatial soil 
variability at short ranges, as corresponding sensor measurements and grid soil sampling 
may have occurred more than 10 m apart. 
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In addition, it is important to note that the LR recommendation used in this study relies 
on the prescription rate varying in a relatively short range of BpH values (6.3 to 7.0). 
This means that either direct estimation or prediction errors typically observed with any 
mapping strategy result in a significant LR estimation error (1.1 Mg/ha per 0.1 pH). The 
fixed application rate over the 18-24 m swath of a lime applicator with equipment 
application error creates an additional level of uncertainty. That is why a variable rate 
liming prescription mechanism is expected to rely on a smoothing factor to allow a larger 
array of unbiased measurements to define LR. As shown in this study, with a 
significantly greater number of such measurements using on-the-go sensing technology, 
it is feasible to bring the level of LR prediction uncertainty to a spatial scale less than or 
equal to the width of fixed rate application. Dealing with both types of uncertainties is a 
logical next step in variable rate liming research. 
In addition to the overall comparison, two points in each field (A and B in Andersen 
field, C and D in Lunz field, E and F in Strnad field, G and H  in Williams field, and I 
and J in Gross-Rhode field) were identified in the areas with greatest discrepancy 
between grid-based and sensor-based maps (Figure 4.11, Figs. 4.12.-4.26.). In each case, 
smaller Soil pH, BpH and LR prediction errors were found when using sensor-based 
maps versus either field average, or grid-based maps. These errors, summarized in 
Table 4.5, show negative values when the map in question applied more lime than the lab 
deemed sufficient, and positive values when the map prescribed less lime than the lab 
deemed necessary. These figures and table demonstrate the ability of sensor-based maps 
to far outperform grid and average maps in locations of strong disagreement. 
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Point Map
Sensor-
based value 
Error
Grid-based 
value Error
Average-
based value 
Error
A pH 0.192 -0.229 ,:::
(calibration) BpH 0.172 -0.095 ::::
LR ,::: 1.062 0.000
B pH :(<: 0.543 0.467
(validation) BpH ::!: 0.365 0.300
LR ,:!(: -3.370 -3.360
C pH :!? 1.999 1.884
(calibration) BpH ,::! 0.749 0.762
LR :::: -5.025 -5.178
D pH ,:?( 0.948 1.784
(validation) BpH ,:(:< 0.423 0.662
LR :::: -2.495 -5.178
E pH :::< 0.785 0.914
(calibration) BpH ,::?( 0.649 0.740
LR :::: -5.523 -6.538
F pH -0.476 0.534 :(<
(validation) BpH ,::7 0.647 0.584
LR :::: -7.243 -6.538
G pH ,:(=< -0.179 -1.593
(calibration) BpH ::?! -0.304 -1.362
LR ,::: 3.406 7.840
H pH -0.180 -0.277 ,:::
(validation) BpH :(< -0.425 -0.304
LR ,(: 4.762 3.400
I pH ::< 0.158 0.087
(calibration) BpH ::=< 0.385 1.287
LR ,:>:! -2.250 -2.250
J pH :!> 0.332 0.387
(validation) BpH ::=> 0.269 1.387
LR ,:>!A -3.012 -3.370
* Bold values indicate the lowest squared error. 
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The parameters of the semivariograms of known information for the five fields of the 
study are summarized in Table 4.6, along with the parameters of the simulated fields. 
Table 4.7 summarizes the mean absolute error incurred for each field. Cases are 
displayed for 10, 5, and 3 randomly selected calibration sites.  
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'14.4#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-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.24#2%%2 -%'%
Field ID Semi-
variogram
Sensor Buffer pH Error
Nugget Sill Range Nugget Sill Range
Andersen input* 0.002 0.007 819 0.025 0.034 283
Field1A Actual** 0.002 0.002 97 0.023 0.027 97
Lunz input 0 0.152 457 0.065 0.066 239
Field2L actual 0 0.203 50 0.064 0.066 99
Strnad input 0.204 0.306 870 0.104 0.158 696
Field3S actual 0.197 0.205 92 0.104 0.112 97
Williams input 0 0.393 385 0.080 0.085 581
Field4W actual 0 0.225 97 0.078 0.080 99
Gross-
Rhode input 0 < 0.001 436 0.014 0.024 266
Field5G actual 0 < 0.001 97 0.014 0.016 97
* - parameter estimated from actual fields. 
** - parameters estimated for the modeled fields. 
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	4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.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4#2%
# of No  Shift Regression
Sites Correction max min max min
Field 10 0.60 0.16 0.16 0.06 0.06
1A 5 0.60 0.16 0.16 ::= ::=
3 0.60 0.24 0.24 0.08 0.08
Field 10 0.55 0.22 0.21 :: ::7
2L 5 0.55 0.22 0.21 0.11 0.09
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3 0.55 0.22 0.21 0.16 0.10
Field 10 0.72 0.30 0.26 :!= :!!
3S 5 0.72 0.29 0.26 0.31 0.22
3 0.72 0.39 0.26 0.45 0.25
Field 10 0.40 0.28 0.25 :( :!=
4W 5 0.40 0.29 0.27 0.44 0.27
3 0.40 0.38 0.26 0.68 0.25
Field 10 0.28 0.12 0.10 :: ::
5G 5 0.28 0.13 0.10 0.01 0.01
3 0.28 0.12 0.10 0.02 0.01
*Bold values reflect the lowest MAE. 
As one would anticipate, using a full regression model for calibration purposes provided 
the lowest MAE estimates. However, in variable fields (3S and 4W) the difference was 
minor. Similarly, the number of calibration points did not matter for relatively uniform 
fields. However, from fields 3S and 4W, it is clear that 10 calibration points reduced the 
chance of selecting points that did not produce a representative calibration equation. 
Using subjectively selected points to assure full coverage of the range of sensor 
measurements and avoid highly variable field locations may help reduce maximum MAE 
with a lower number of calibration points. Development of a robust algorithm to identify 
the most appropriate calibration points for a given sensor of sensor-based maps is an area 
of research that needs to be performed in the future. 
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In this study, the quality of soil pH, buffer pH, and lime requirement maps was compared 
for three mapping methods: grid-based sampling, on-the-go sensing, and field average. In 
five Nebraska production fields, it was shown that lime application maps based on sensor 
data with ten calibration points provided better delineation of acidic soil areas that needed 
lime than grid sampling or field average methods. After following the overall statistics as 
well as individual field locations, it appeared that agreement between actual laboratory 
measurements and corresponding map values was improved when spatial structure was 
recognized using a greater number of measurements, such as when using an on-the-go 
soil sensing approach. When defining a site-specific relationship between corresponding 
Sensor pH and Lab pH/BpH measurements, it is not always necessary to adjust each 
parameter of a corresponding regression model because the slope of response and/or the 
average of all corresponding measurements may not differ significantly. Use of ECa in 
addition to Sensor pH to predict Lab BpH was not justifiable by the experimental data as 
the correlation between Sensor pH and Lab BpH was relatively high.
To ascertain the benefit of the number of calibration points used, simulated fields of 
sensor pH were generated and buffer pH error was compared for batches of ten, five, and 
three randomly selected calibration sites. Using a regression method to arrive at buffer 
pH minimized the mean absolute error of the system. The use of more (five or ten as 
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opposed to three) calibration points was beneficial in fields with high variability. Future 
research in this area should result in an automated calibration sites selection algorithm 
that would minimize pH, BpH and LR errors with as few calibration sites as possible. 
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% zfield.m - Field simulation algorithm  
% By Viacheslav Adamchuk  
% Modified: 11/07/01  
clear all;  
 
% Input Data  
% --------------------------------------------------------------------- 
 fname = input('Enter the name of output file: ','s');        
 lname = fname; 
 tname = fname; 
 fname(length(fname)+1:length(fname)+4) = '.mtx'     % Output file name 
 lname(length(lname)+1:length(lname)+4) = '.log';    % Log file name 
 tname(length(tname)+1:length(tname)+4) = '.txt';    % Log file name 
  
 avg = []; 
 while isempty(avg);  
    avg = input('Enter the field average: ')         % Average value 
 end 
  
 ranges = []; 
 while isempty(ranges) 
     ranges = input('Enter the semivariogram range (m): ')% Range of 
the semivariogram, m 
 end 
  
 nugget = []; 
 while isempty(nugget) 
     nugget = input('Enter the semivariogram Nugget: ') % Nugget effect 
 end 
  
 sill = []; 
 while isempty(sill) 
     sill = input('Enter the semivariogram sill: ')  % Sill of the 
semivariogram  
 end 
  
    row = input('Enter the number of elements in a row/column: ');      
% Number of rows 
    col = row;                                     % Number of columns 
  
inc = input('Enter the distance between two consecutive elements: ');   
% Increment, m  
% Computation 
% --------------------------------------------------------------------- 
'Filling the matrix'  
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for i=1:1:row*col    
  for j=1:1:row*col  
    i1=1+floor((i-1)/col);  
    j1=i-floor((i-1)/col)*col;  
    i2=1+floor((j-1)/row);  
    j2=j-floor((j-1)/row)*row;  
    dist=sqrt(((i1-i2)*inc)^2+((j1-j2)*inc)^2);  
    if dist==0  
      sigma(i,j)=0;  
    else if dist<=ranges   
        sigma(i,j)=nugget+(sill-nugget)*(1.5*dist/ranges-
0.5*(dist/ranges)^3);  
      else sigma(i,j)=sill;  
      end     
    end  
  end  
end 
  
'Processing' 
sigma1=sill-sigma;  
sigma2=(sigma1)^(1/2);  
z=normrnd(0,1,1,row*col);  
dif=z*sigma2;  
 
'Final computation'  
for i=1:row  
  for j=1:col  
    field(i,j)=avg+dif((i-1)*col+j);  
  end  
end  
% File Output 
 % --------------------------------------------------------------------  
'Output'  
file = fopen(fname,'w');  
  for i=1:row  
    for j=1:col  
      fprintf(file,'%5.3f\t',field(i,j));  
    end  
    fprintf(file,'\n');  
  end  
fclose(file);  
  
file = fopen(lname,'w');  
  fprintf(file,'File name: %s\n',lname);  
  fprintf(file,'Date of run: %s\n',date);  
  fprintf(file,'Number of rows: %i\n',row);  
  fprintf(file,'Number of columns: %i\n',col);  
  fprintf(file,'Increment: %i\n',inc);  
  fprintf(file,'Range of the semivariogram: %i\n',ranges);  
  fprintf(file,'Nugget effect: %3.2f\n',nugget);  
  fprintf(file,'Sill of the semivariogram: %3.2f\n',sill);  
  fprintf(file,'Average value: %2.1f\n',avg);  
fclose(file); 
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file = fopen(tname,'w');  
for i=1:row  
  for j=1:col  
    fprintf(file,'%i\t%i\t%5.3f\n',j*inc,i*inc,field(i,j));  
  end  
end  
fclose(file); 
  
   
graphy=input('Would you like to view the graph (y/n): ','s');  
if graphy == 'y'  
    x=1:col;  
    y=1:row;  
    pcolor(x*inc,y*inc,field(y,x));               
    tit=['Map of the Virtual Field: ' fname];     
    title(tit);  
    xlabel('Distance, m');                    
    ylabel('Distance, m');  
    colorbar;                         
end    
  
'Done' 
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% bph2msp.m - Deriving possible MSP sensor data from BpH 
% By Allison Jonjak 
% Modified: 06/06/10 
  
close all; clear all; clc; 
  
% Input Data 
% ---------------------------------------------------------------------
- 
bname = 'Field1A.txt';  % input file name (BpH) 
ename = 'FError1A.txt';  % input file name (error) 
mname = 'mspF1A.csv';   % Output file name 
int = 0.7;          % regression intercept 
slope=1.0;          % regression slope 
row = 50;              % number of rows in field 
col = row;              % number of columns in field 
inc = 2; 
  
% Transformation 
% ---------------------------------------------------------------------
-  
bfield=load(bname); % Source data (BpH) 
  bx=bfield(:,1); 
  by=bfield(:,2); 
  BpH=bfield(:,3); 
  
efield=load(ename); % Source data (error) 
  ex=efield(:,1); 
  ey=efield(:,2); 
  err=efield(:,3); 
  
msp=BpH*(1/slope)-int+err; 
  
id=(1:row*col); 
id=id'; 
  
xlswrite(mname,id,'a1:a2500'); 
xlswrite(mname,bx,'b1:b2500'); 
xlswrite(mname,by,'c1:c2500'); 
xlswrite(mname,BpH,'d1:d2500'); 
xlswrite(mname,msp,'e1:e2500'); 
  
  
msg='end' 
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% Calibpoints.m - calibration point generator 
% By Allison Jonjak 
% Modified: 12/15/2010 
  
close all; clc; clear all; 
  
% Input Data 
% ---------------------------------------------------------------------
- 
fname = 'calibptsF1A.xls';      % Output file name  
row = 50;           % Number of rows in field 
col = 50;           % Number of columns in field 
nmpts = 30;         % Number of calibration points desired 
inc = 2;            % Increment, m 
  
% Computation 
% ---------------------------------------------------------------------
-  
    
   file = fopen(fname,'w'); 
  
for i=1:nmpts 
    
   x = inc*round(rand(1)*row); 
   y = inc*round(rand(1)*col); 
    
   fprintf(file,'%i\t%i\n',x,y); 
    
   x=0; 
   y=0; 
end 
  
fclose(file);  
  
msg =  'end' 
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% lab.m - Determining true values for calibration points 
% By Allison Jonjak 
% Modified: 12/16/10 
  
close all; clear all; clc; 
  
% Input Data 
% ---------------------------------------------------------------------
- 
fname = 'calibpts.xls'; % input file name (calibration points) 
sname = 'calibptsF1A' ;       % sheet of input file 
p     = 25 ;            % number of calibration points 
qname = 'mspF1A.csv' ;   % input file name (BpH and msp) 
inc   = 1 ;             % increment 
oname = 'calib.xls';    % output file name 
osname= 'F1A';          % output file sheet 
% Transformation 
% ---------------------------------------------------------------------
- 
  
pts = xlsread(fname,sname); 
pid = pts(:,1); 
pxl  = pts(:,2); 
px = round(pxl); 
pyl = pts(:,3); 
py = round(pyl); 
  
qdata= xlsread(qname); 
did = qdata(:,1); 
dx = qdata(:,2); 
dy = qdata(:,3); 
bph = qdata(:,4); 
msp = qdata(:,5); 
  
rid = (px-1)*10+py; 
param = zeros(20,5); 
  
for i=1:p 
     
    param(i,:) = qdata(rid(i),:); 
  
end 
 
xlswrite(oname,pid,osname,'a1:a25'); 
xlswrite(oname,px,osname,'b1:b25'); 
xlswrite(oname,py,osname,'c1:c25'); 
xlswrite(oname,param(:,4),osname,'d1:d25'); 
xlswrite(oname,param(:,5),osname,'e1:e25'); 
  
msg = 'end' 
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% caliberror.m - calculating error (MAE) for fields.  
% By Allison Jonjak 
% Modified: 12/15/10 
  
close all; clear all; clc; 
  
% Input Data 
% ---------------------------------------------------------------------
- 
fname = 'calib.xls';  % input file name (calibration points) 
sname = 'F5G' ;       % input sheet name (points and regression)      
truname = 'mspF5G.csv';  % field 
row   = 50; 
col   = row; 
oname = 'MAerror.xls';  % output file name 
osname= 'F5G';        % sheet of output file 
% Calculation 
% ---------------------------------------------------------------------
- 
  
points = xlsread(fname,sname); 
R5pts  = xlsread(fname,sname,'a1:e5'); 
R10pts = xlsread(fname,sname,'a6:e15');    
H5pts  = xlsread(fname,sname,'a16:e21'); 
H10pts = xlsread(fname,sname,'a16:e25'); 
  
trudata= xlsread(truname); 
id = trudata(:,1); 
x = trudata(:,2); 
y = trudata(:,3); 
bph = trudata(:,4); 
msp = trudata(:,5); 
  
% Calculating shift 
  
R5bphavg = mean(R5pts(1:5,4)); 
R5mspavg = mean(R5pts(1:5,5)); 
  
H5bphavg = mean(H5pts(1:5,4)); 
H5mspavg = mean(H5pts(1:5,5)); 
  
R10bphavg = mean(R10pts(1:10,4)); 
R10mspavg = mean(R10pts(1:10,5)); 
  
H10bphavg = mean(H10pts(1:10,4)); 
H10mspavg = mean(H10pts(1:10,5)); 
  
R5shift = -R5mspavg+R5bphavg; 
H5shift = -H5mspavg+H5bphavg; 
  
R10shift = -R10mspavg+R10bphavg; 
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H10shift = -H10mspavg+H10bphavg; 
  
%"Calculating" slope 
  
R5slopeint= xlsread(fname,sname,'h17'); 
R5slopea  = xlsread(fname,sname,'h18'); 
  
H5slopeint= xlsread(fname,sname,'h55'); 
H5slopea  = xlsread(fname,sname,'h56'); 
  
R10slopeint= xlsread(fname,sname,'h36'); 
R10slopea  = xlsread(fname,sname,'h37'); 
  
H10slopeint= xlsread(fname,sname,'h74'); 
H10slopea  = xlsread(fname,sname,'h75'); 
  
%"Calculating" regression 
  
R5regint= xlsread(fname,sname,'r17'); 
R5rega  = xlsread(fname,sname,'r18'); 
  
H5regint= xlsread(fname,sname,'r55'); 
H5rega  = xlsread(fname,sname,'r56'); 
  
R10regint= xlsread(fname,sname,'r36'); 
R10rega  = xlsread(fname,sname,'r37'); 
  
H10regint= xlsread(fname,sname,'r74'); 
H10rega  = xlsread(fname,sname,'r75'); 
  
for i=1:row*col 
    % Shift Error 
    R5shiftmsp(i) = (trudata(i,5)+R5shift); 
    R5shifterr(i) = abs((R5shiftmsp(i)-bph(i))); 
     
    H5shiftmsp(i) = (trudata(i,5)+H5shift); 
    H5shifterr(i) = abs((H5shiftmsp(i)-bph(i))); 
       
    R10shiftmsp(i)= (trudata(i,5)+R10shift); 
    R10shifterr(i)= abs((R10shiftmsp(i)-bph(i))); 
     
    H10shiftmsp(i)= (trudata(i,5)+H10shift); 
    H10shifterr(i)= abs((H10shiftmsp(i)-bph(i))); 
     
    %Slope Error 
    R5slopemsp(i) = ((trudata(i,5)*R5slopea+R5slopeint)); 
    R5slopeerr(i) = abs((R5slopemsp(i)-bph(i))); 
     
    H5slopemsp(i) = (trudata(i,5)*H5slopea+H5slopeint); 
    H5slopeerr(i) = abs((H5slopemsp(i)-bph(i))); 
      
    R10slopemsp(i)= (trudata(i,5)*R10slopea+R10slopeint); 
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    R10slopeerr(i)= abs((R10slopemsp(i)-bph(i))); 
    
    H10slopemsp(i)= (trudata(i,5)*H10slopea+H10slopeint); 
    H10slopeerr(i)= abs((H10slopemsp(i)-bph(i))); 
     
    %Regression Error 
    R5regmsp(i)   = ((trudata(i,5)*R5rega+R5regint)); 
    R5regerr(i)   = abs((R5regmsp(i)-bph(i))); 
     
    H5regmsp(i)   = (trudata(i,5)*H5rega+H5regint); 
    H5regerr(i)   = abs((H5regmsp(i)-bph(i))); 
      
    R10regmsp(i)  = (trudata(i,5)*R10rega+R10regint); 
    R10regerr(i)  = abs((R10regmsp(i)-bph(i))); 
     
    H10regmsp(i)  = (trudata(i,5)*H10rega+H10regint); 
    H10regerr(i)  = abs((H10regmsp(i)-bph(i))); 
end 
  
%Mean Absolute Error Calculation 
R5shiftMAE  = mean(R5shifterr); 
H5shiftMAE  = mean(H5shifterr); 
R10shiftMAE = mean(R10shifterr); 
H10shiftMAE = mean(H10shifterr); 
  
R5slopeMAE  = mean(R5slopeerr); 
H5slopeMAE  = mean(H5slopeerr); 
R10slopeMAE = mean(R10slopeerr); 
H10slopeMAE = mean(H10slopeerr); 
  
R5regMAE  = mean(R5regerr); 
H5regMAE  = mean(H5regerr); 
R10regMAE = mean(R10regerr); 
H10regMAE = mean(H10regerr); 
  
xlswrite(oname,R5shiftMAE,osname,'b2'); 
xlswrite(oname,H5shiftMAE,osname,'b3'); 
xlswrite(oname,R10shiftMAE,osname,'b4'); 
xlswrite(oname,H10shiftMAE,osname,'b5'); 
  
xlswrite(oname,R5slopeMAE,osname,'c2'); 
xlswrite(oname,H5slopeMAE,osname,'c3'); 
xlswrite(oname,R10slopeMAE,osname,'c4'); 
xlswrite(oname,H10slopeMAE,osname,'c5'); 
  
xlswrite(oname,R5regMAE,osname,'d2'); 
xlswrite(oname,H5regMAE,osname,'d3'); 
xlswrite(oname,R10regMAE,osname,'d4'); 
xlswrite(oname,H10regMAE,osname,'d5'); 
  
msg='end' 
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Sample 
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based 
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH
Bp
H
LR, 
Mg/ha pH
LR, 
Mg/ha
Bp
H
T01 5.41 4.2 5.4 6.3 6.3 7.8 5.6 6.4 6.8 5.2 6.1 7.8
T02 5.41 3.3 5 6.2 6.2 7.9 5.4 6.2 7.8 5.2 6.1 7.8
T03 5.57 4.9 5.2 6.1 6.1 7.9 5.5 6.3 7.8 5.4 6.3 7.8
T04 5.88 13 5.8 6.5 6.5 5.6 5.4 6.2 7.8 5.7 6.6 4.6
T05 5.63 13 5.4 6.3 6.3 7.8 5.4 6.3 7.8 5.4 6.3 7.4
T06 5.81 16 5.7 6.4 6.4 6.7 5.6 6.3 7.8 5.6 6.5 5.4
T07 5.66 17 5.3 6.5 6.5 5.6 5.7 6.4 7.2 5.4 6.4 7.1
T08 5.57 15 5.1 6.3 6.3 7.8 5.6 6.3 7.5 5.4 6.3 7.8
T09 5.53 5.1 5.3 6.2 6.2 7.9 5.6 6.3 7.8 5.3 6.2 7.8
T10 5.69 19 5.9 6.5 6.5 5.6 5.8 6.4 6.2 5.5 6.4 6.7
V01 5.75 17 5.6 6.4 6.4 6.7 5.5 6.2 7.8 5.5 6.5 6.0
V02 5.75 7.9 6 6.8 6.8 2.2 5.8 6.4 6.2 5.5 6.5 6.1
V03 5.87 18 6 6.6 6.6 4.5 5.5 6.2 7.8 5.7 6.6 4.7
V04 5.51 6 5.5 6.1 6.1 7.9 5.6 6.4 7.1 5.3 6.2 7.8
V05 5.56 5 5.4 6 6 7.9 5.6 6.3 7.8 5.3 6.3 7.8
V06 5.57 6 5.4 6.1 6.1 7.9 5.5 6.3 7.8 5.4 6.3 7.8
V08 5.42 3.9 5.1 5.9 5.9 7.9 5.7 6.4 6.9 5.2 6.1 7.8
V09 5.57 12 5.6 6.4 6.4 6.7 5.6 6.3 7.4 5.4 6.3 7.8
V10 5.62 18 5.6 6.3 6.3 7.8 5.7 6.4 6.7 5.4 6.3 7.5
G01 5.62 4.9 5.9 6.5 6.5 5.6 5.8 6.4 6.2 5.4 6.3 7.5
G02 5.72 4.7 5.9 6.6 6.6 4.5 5.7 6.4 6.7 5.5 6.4 6.4
G03 5.82 16 5.4 6.2 6.2 7.9 5.5 6.3 7.8 5.6 6.5 5.3
G04 5.85 17 5.1 5.9 5.9 7.9 5.3 6.2 7.8 5.6 6.6 4.9
G05 5.74 17 5.7 6.4 6.4 6.7 5.6 6.3 7.8 5.5 6.4 6.2
G06 5.69 8.7 5.5 6.3 6.3 7.8 5.5 6.3 7.8 5.5 6.4 6.7
G07 5.57 5.6 5.4 6 6 7.9 5.5 6.3 7.8 5.4 6.3 7.8
G08 5.62 7.8 5.6 6.4 6.4 6.7 5.7 6.4 6.9 5.4 6.3 7.5
G09 5.7 15 6 6.6 6.6 4.5 5.8 6.5 6.1 5.5 6.4 6.6
G10 5.53 4.3 5.7 6.4 6.4 6.7 5.7 6.4 6.5 5.3 6.2 7.8
G11 5.53 12 5.7 6.4 6.4 6.7 5.7 6.4 6.9 5.3 6.2 7.8
G12 5.57 12 5.8 6.4 6.4 6.7 5.7 6.4 7.2 5.4 6.3 7.8
G13 5.56 9.8 5.6 6.5 6.5 5.6 5.6 6.3 7.3 5.3 6.3 7.8
G14 5.54 8.9 5.7 6.2 6.2 7.9 5.6 6.3 7.8 5.3 6.2 7.8
G15 5.63 19 5.4 6.3 6.3 7.8 5.5 6.3 7.8 5.4 6.3 7.4
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Sample ID
Sensor 
measurements
Lab 
measurements
Lab-based
estimates
Grid-based
predictions
Sensor-based
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR,
Mg/ha pH
LR, 
Mg/ha BpH
G16 5.68 15 5.7 6.3 6.3 7.8 5.5 6.2 7.8 5.5 6.4 6.8
G17 5.7 17 5.2 6.1 6.1 7.9 5.4 6.2 7.8 5.5 6.4 6.6
G18 5.4 3.4 5.5 6.1 6.1 7.9 5.4 6.2 7.8 5.2 6.1 7.8
G19 5.44 12 5.3 6.3 6.3 7.8 5.4 6.3 7.8 5.2 6.2 7.8
G20 5.64 14 5.4 6.3 6.3 7.8 5.4 6.3 7.8 5.4 6.4 7.2
G21 5.53 4.8 5.4 6.4 6.4 6.7 5.5 6.3 7.4 5.3 6.2 7.8
G22 5.51 5.3 5.5 6.4 6.4 6.7 5.6 6.4 7.1 5.3 6.2 7.8
G23 5.54 9.1 5.8 6.4 6.4 6.7 5.7 6.4 6.9 5.3 6.3 7.8
G24 5.41 7.8 5.6 6.4 6.4 6.7 5.6 6.4 6.8 5.2 6.1 7.8
G25 5.52 13 5.4 6.3 6.3 7.8 5.6 6.4 6.9 5.3 6.2 7.8

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Sample
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based
predictions
Sensor-based
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR,
Mg/ha BpH
LR, 
Mg/ha BpH
T01 5.4 10 5.3 6 6 7.9 5.5 6.3 3.5 5.3 6.1 3.5
T02 7 14 7.7 7.2 7.2 0 7.2 6.9 0.6 8.1 7.4 0
T03 6.7 18.6 7.8 7.3 7.3 0 7.2 6.9 0.3 7.6 7.2 0
T04 6.8 11.9 8 7.3 7.3 0 6 6.6 2.2 7.7 7.2 0
T05 5.5 10.9 5.4 6.2 6.2 7.9 5.5 6.3 3.5 5.3 6.1 3.5
T06 6.3 11.5 7.6 7.2 7.2 0 5.4 6.3 3.5 6.9 6.8 0.8
T07 7 14.5 7.8 7.3 7.3 0 6.2 6.7 1.5 8.1 7.4 0
T08 6.9 12.9 8 7.3 7.3 0 7.2 7 0.1 8 7.3 0
T09 5.8 11.9 5.8 6.5 6.5 5.6 5.7 6.3 3.4 6 6.4 2.8
T10 5.7 9.4 5.4 6.1 6.1 7.9 5.5 6.2 3.5 5.7 6.3 3.4
V01 5.5 10.1 5.2 5.9 5.9 7.9 5.4 6.3 3.5 5.4 6.2 3.5
V02 6.4 11.2 7.8 7.2 7.2 0 6.8 6.8 1 7 6.9 0.5
V03 6.7 13.3 7.8 7.2 7.2 0 6.6 6.8 0.9 7.5 7.1 0
V04 5.7 9.8 5.6 6.4 6.4 6.7 5.4 6.3 3.5 5.8 6.3 3.4
V05 7 13.5 7.9 7.2 7.2 0 7 6.8 1.1 8.1 7.4 0
V06 6.2 10.4 5.7 6.3 6.3 7.8 5.7 6.3 3.5 6.7 6.8 1.2
V07 6.9 13.2 6.9 7.1 7.1 0 7.2 6.9 0.6 7.9 7.3 0
V08 5.5 9.5 5.7 6.3 6.3 7.8 5.5 6.3 3.5 5.4 6.2 3.5
V09 5.9 9.3 5.4 6.1 6.1 7.9 5.5 6.4 3.1 6.2 6.5 2.5
V10 6.1 15.9 6.1 6.7 6.7 3.4 6.7 6.7 1.6 6.6 6.7 1.5
V11 6.9 11.8 7.8 7.3 7.3 0 7 6.9 0.4 7.9 7.3 0
V12 5.9 12.1 8.1 7.3 7.3 0 5.8 6.4 2.9 6.2 6.5 2.3
G01 6.6 15.4 6.5 6.8 6.8 2.2 6.5 6.8 1.1 7.4 7.1 0
G02 6.4 13.6 6.7 6.8 6.8 2.2 6.7 6.8 0.8 7.1 6.9 0.3
G03 6.4 14.7 7.8 7.2 7.2 0 7.2 7 0.2 7.1 6.9 0.4
G04 6.2 13 5.5 6.1 6.1 7.9 6.6 6.7 1.7 6.7 6.7 1.3
G05 6.1 13.7 7.8 7.2 7.2 0 6.8 6.7 1.3 6.5 6.6 1.8
G06 5.9 15.3 5.8 6.4 6.4 6.7 6 6.5 2.6 6.2 6.5 2.4
G07 5.9 11.9 5.8 6.6 6.6 4.5 5.9 6.5 2.3 6.2 6.5 2.5
G08 6.8 14.7 6.5 6.9 6.9 1.1 6.3 6.8 1.2 7.7 7.2 0
G09 6.8 11.4 6.5 6.8 6.8 2.2 6.6 6.8 1 7.7 7.2 0
G10 6.7 12.5 8.1 7.2 7.2 0 7.4 6.9 0.3 7.6 7.2 0
G11 6.5 14.9 8.1 7.2 7.2 0 7.2 6.8 1.1 7.1 7 0.2
G12 6.1 11.6 5.7 6.3 6.3 7.8 6 6.4 2.9 6.4 6.6 1.8
G13 5.8 11.1 5 5.9 5.9 7.9 5.5 6.2 3.5 5.9 6.4 3.1
G14 6 6.9 6 6.6 6.6 4.5 5.9 6.5 2.6 6.2 6.5 2.3
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Sample
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based 
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR,
Mg/ha BpH
G15 6.5 10.1 5.8 6.5 6.5 5.6 5.8 6.6 2.1 7.2 7 0.1
G16 6.6 13.1 6 6.7 6.7 3.4 6 6.7 1.7 7.3 7 0
G17 6.1 11.3 6.4 6.8 6.8 2.2 6.2 6.6 1.8 6.5 6.7 1.6
G18 5.9 12.3 5.4 6.2 6.2 7.9 5.8 6.4 3.1 6.1 6.5 2.7
G19 5.8 11 5.4 6.2 6.2 7.9 5.5 6.2 3.5 5.9 6.4 3
G20 5.6 9.1 5.2 5.9 5.9 7.9 5.5 6.2 3.5 5.6 6.3 3.5
G21 5.8 12.2 6.3 6.6 6.6 4.5 6 6.5 2.7 6 6.4 2.8
G22 6.6 11.3 5.6 6.4 6.4 6.7 6.1 6.6 1.9 7.4 7.1 0
G23 6.4 9.7 5.7 6.6 6.6 4.5 6 6.6 1.9 7 6.9 0.6
G24 6 8.9 5 5.8 5.8 7.9 5.7 6.4 3.2 6.4 6.6 1.9
G25 6.1 10.1 5.1 6.2 6.2 7.9 5.4 6.3 3.5 6.6 6.7 1.5
G26 5.8 10.3 5.6 6.2 6.2 7.9 5.4 6.2 3.5 5.9 6.4 3
G27 6.1 9.2 5.4 6.4 6.4 6.7 5.6 6.4 3.2 6.4 6.6 1.8
G28 6.5 10.2 6.1 6.6 6.6 4.5 6.1 6.5 2.4 7.2 7 0.1
G29 6 9.8 5.8 6.4 6.4 6.7 5.9 6.5 2.7 6.2 6.5 2.3
G30 6.9 12.5 7.7 7.1 7.1 0 7.2 6.9 0.5 8 7.3 0
G31 6.9 12.7 8 7.2 7.2 0 7.2 6.9 0.6 7.9 7.3 0
G32 6.7 12.8 8.1 7.2 7.2 0 6.9 6.7 1.3 7.5 7.1 0
G33 6.2 12.3 5.7 6.6 6.6 4.5 5.8 6.4 2.8 6.7 6.7 1.3
G34 5.9 7.9 5.1 6.1 6.1 7.9 5.4 6.3 3.5 6.2 6.5 2.5
G35 6.3 11.4 5.6 6.7 6.7 3.4 5.7 6.5 2.4 6.9 6.8 0.8
G36 6.7 11.2 7.1 7 7 0 6.3 6.6 1.8 7.6 7.2 0
G37 6.4 8.4 5.2 6 6 7.9 5.7 6.4 3.1 7 6.9 0.6
G38 6.9 13.3 8 7.2 7.2 0 7.1 6.8 0.8 8 7.3 0
G39 6.5 10 5.8 6.5 6.5 5.6 6.4 6.6 1.8 7.3 7 0
G40 6.2 11.3 5.5 6.2 6.2 7.9 6.1 6.5 2.6 6.6 6.7 1.4
G41 6 8.3 5.7 6.4 6.4 6.7 5.7 6.3 3.3 6.4 6.6 1.9
G42 6 8.3 5.4 6.2 6.2 7.9 5.4 6.3 3.5 6.3 6.6 2.1
G43 6.2 9.7 5.3 6.2 6.2 7.9 5.6 6.4 2.9 6.8 6.8 1.1
G44 6.6 9.1 5.8 6.5 6.5 5.6 6.1 6.6 2 7.5 7.1 0
G45 6.3 10.2 5.8 6.6 6.6 4.5 6 6.6 2 6.8 6.8 1
G46 5.9 11.4 5.5 6.3 6.3 7.8 5.8 6.4 2.9 6.2 6.5 2.4
G47 5.7 9 5.4 6.1 6.1 7.9 5.6 6.3 3.4 5.7 6.3 3.4
G48 5.7 10.4 5.7 6.3 6.3 7.8 5.6 6.3 3.5 5.8 6.3 3.3
G49 6 8.3 5.5 6.1 6.1 7.9 5.5 6.2 3.5 6.4 6.6 2
G50 6 10.5 5.5 6.2 6.2 7.9 5.5 6.2 3.5 6.3 6.6 2.2
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Sample
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based 
predictions
Sensor-based
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR, 
Mg/ha BpH
G51 6.1 10.4 5.6 6.4 6.4 6.7 6 6.5 2.4 6.4 6.6 1.9
G52 6.7 12.4 7.9 7.1 7.1 0 7.1 6.9 0.7 7.5 7.1 0
G53 6.7 9.1 6.7 6.9 6.9 1.1 6.8 6.9 0.7 7.6 7.2 0
G54 5.6 10.1 5.1 6 6 7.9 5.4 6.2 3.5 5.6 6.2 3.5
G55 5.6 10 5.4 6.3 6.3 7.8 5.4 6.3 3.5 5.6 6.2 3.5
G56 5.8 9.7 5.6 6.4 6.4 6.7 5.6 6.3 3.5 5.9 6.4 3.1
G57 6 11.5 5.4 6.2 6.2 7.9 5.6 6.3 3.5 6.3 6.6 2.2
G58 6 9.8 5.2 6 6 7.9 5.6 6.3 3.5 6.3 6.6 2
G59 6.4 11.4 7.1 7.1 7.1 0 6.6 6.8 1.2 7 6.9 0.4
G60 6.4 9.4 7.2 7 7 0 7.1 6.9 0.3 7 6.9 0.5
G61 6.9 13.3 7.9 7.2 7.2 0 7.3 7 0.1 7.9 7.3 0

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Sample
ID
Sensor
measurements
Lab 
measurements
Lab-based
estimates
Grid-based 
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR,
Mg/ha BpH
T01 6.9 11.2 8 8.2 0 6.6 7.2 0 6.9 8 0
T02 5.8 14.2 6.2 6.8 6.8 2.2 5.7 6.5 5.9 5.8 6.7 3.4
T03 6.4 7.1 6.7 7.2 0 5.9 6.5 5.5 6.4 7.4 0
T04 5 4.7 5.3 6 6 7.9 5.7 6.4 6.7 5 5.7 7.9
T05 6.3 9.8 7.9 8.1 0 6 6.6 4.4 6.3 7.3 0
T06 5.4 5.7 5.2 5.9 5.9 7.9 5.3 6 7.9 5.4 6.2 7.9
T07 5.5 13.4 5.8 6.4 6.4 6.7 5.4 6.1 7.9 5.5 6.3 7.9
T08 5.4 4.8 5.2 6 6 7.9 5.9 6.5 5.3 5.4 6.2 7.9
T09 6.1 12.6 5.7 6.5 6.5 5.6 5.5 6.3 7.9 6.1 7 0
T10 6.2 7.9 6.5 6.8 6.8 2.2 6.1 6.6 4.2 6.2 7.1 0
V01 6 5.9 6.1 6.4 6.4 6.7 5.9 6.5 5.4 6 7 0.5
V02 6.3 7 6.6 7.1 0 6.1 6.6 4.4 6.3 7.2 0
V03 5.4 7.2 5.2 5.9 5.9 7.9 5.3 6 7.9 5.4 6.2 7.9
V04 5.2 4.7 5.3 5.9 5.9 7.9 5.4 6 7.9 5.2 5.9 7.9
V05 5.6 4.5 5.4 6 6 7.9 5.8 6.4 6.2 5.6 6.4 6.3
V06 5.9 5.6 5.7 6.3 6.3 7.8 5.7 6.3 7.4 5.9 6.8 2.2
V07 5.8 7 6.5 6.7 6.7 3.4 5.9 6.5 5.9 5.8 6.7 3.1
V08 6.9 9.7 6.1 6.3 6.3 7.8 6.4 7 0 6.9 8 0
V09 6.1 12.6 5.9 6.8 6.8 2.2 5.6 6.3 7.4 6.1 7 0.1
V10 5.7 9.6 5.5 6.3 6.3 7.8 5.7 6.5 6.1 5.7 6.6 4.7
A01 6.4 7.4 6.1 6.6 6.6 4.5 5.9 6.5 5.4 6.4 7.4 0
A02 6.3 12.9 6.1 7 7 0 5.6 6.4 7.2 6.3 7.3 0
A03 6.5 6.9 6.4 6.8 6.8 2.2 6.1 6.6 4.4 6.5 7.5 0
A04 5.5 12 5.6 6.7 6.7 3.4 5.6 6.4 6.9 5.5 6.4 6.9
A05 5.3 12.4 5.1 6.4 6.4 6.7 6.5 7.1 0 5.3 6.1 7.9
A06 5.4 10 7 7.2 7.4 0 6.4 7 0.5 5.4 6.2 7.9
A07 5.7 5.9 5.8 6.6 6.6 4.5 6.1 6.6 4.4 5.7 6.5 5.4
G01 6.2 11.1 5.7 6.6 6.6 4.5 5.7 6.5 5.8 6.2 7.2 0
G02 5.5 10 5.4 6.4 6.4 6.7 5.7 6.4 6.2 5.5 6.4 6.9
G03 5.9 5.3 5.6 6.3 6.3 7.8 5.8 6.4 6.5 5.9 6.8 2.8
G04 5.8 6.1 5.8 6.4 6.4 6.7 5.9 6.5 6.1 5.8 6.7 3.4
G05 6.1 6.4 6.4 6.7 6.7 3.4 5.9 6.5 5.6 6.1 7 0
G06 5.7 6.8 5.4 6.2 6.2 7.9 5.8 6.4 6.2 5.7 6.6 4.9
G07 5.8 6.9 5.6 6.3 6.3 7.8 5.8 6.5 5.8 5.8 6.7 3.1
G08 5.8 11.1 5.5 6.2 6.2 7.9 5.9 6.5 5.2 5.8 6.7 3.7
G09 6.2 10.8 6.2 6.8 6.8 2.2 5.7 6.5 5.9 6.2 7.1 0
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Sample
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR, 
Mg/ha BpH
G10 5.8 12.9 5.9 6.6 6.6 4.5 5.7 6.4 6.2 5.8 6.7 3
G11 5.8 6.1 5.6 6.2 6.2 7.9 5.8 6.4 6.4 5.8 6.7 3.6
G12 6.1 5.5 6.2 6.6 6.6 4.5 6 6.5 5.3 6.1 7 0
G13 6.3 7 6.3 6.7 6.7 3.4 6 6.6 4.8 6.3 7.2 0
G14 5.5 5.8 5.3 6.1 6.1 7.9 5.9 6.5 5.1 5.5 6.4 6.9
G15 5.6 12.3 5.9 6.7 6.7 3.4 6.1 6.7 3.3 5.6 6.5 5.8
G16 5.8 12 5.4 6.3 6.3 7.8 6.1 6.8 2.8 5.8 6.7 3.8
G17 5.9 10.7 5.4 6.3 6.3 7.8 5.6 6.4 7 5.9 6.8 1.9
G18 5.2 4.7 5.2 5.9 5.9 7.9 5.6 6.4 7.1 5.2 6 7.9
G19 6 6.4 5.8 6.5 6.5 5.6 5.8 6.5 5.9 6 6.9 1.1
G20 6.2 6.6 6.3 6.7 6.7 3.4 6 6.6 4.7 6.2 7.2 0
G21 6.3 7.3 6.5 6.8 6.8 2.2 6.1 6.6 4.1 6.3 7.3 0
G22 5.6 10.4 5.8 6.7 6.7 3.4 6.1 6.7 3.3 5.6 6.5 6
G23 6.8 8.3 7.6 7.9 0 6.4 7 0 6.8 7.9 0
G24 6.3 4.7 7.3 7.6 0 6.5 7.1 0 6.3 7.3 0
G25 5.9 8.4 5.6 6.5 6.5 5.6 5.5 6.3 7.6 5.9 6.8 2.2
G27 6.1 6.3 6 6.5 6.5 5.6 5.9 6.5 5.8 6 7 0.3
G28 6 6.2 6 6.6 6.6 4.5 6 6.6 4.6 6 6.9 1.5
G29 6.3 5.3 6.3 6.7 6.7 3.4 6.1 6.6 4.4 6.3 7.3 0
G30 5.1 5.6 5.3 5.9 5.9 7.9 6 6.6 4.6 5.1 5.9 7.9
G31 6 11.5 5.8 6.7 6.7 3.4 6.3 6.9 1 6 6.9 1.4
G32 6.7 10.5 8.1 8.3 0 6.7 7.3 0 6.7 7.7 0
G33 6.1 10.7 5.7 6.4 6.4 6.7 5.5 6.2 7.9 6.1 7 0
G34 5.1 4.6 5 5.8 5.8 7.9 5.5 6.2 7.9 5.1 5.9 7.9
G35 6 6.1 6.2 6.6 6.6 4.5 5.8 6.4 6.4 6 6.9 1.3
G36 5.7 7.7 6.6 7.1 0 6 6.6 4.5 5.7 6.6 5
G37 6.3 6.1 6.5 6.8 6.8 2.2 6.1 6.6 4.5 6.3 7.2 0
G38 5.5 5.3 5.3 5.8 5.8 7.9 5.4 6 7.9 5.5 6.3 7.6
G39 5.1 4.5 5 5.7 5.7 7.9 5.5 6.1 7.9 5.1 5.9 7.9
G40 6.1 5.3 5.7 6.3 6.3 7.8 5.7 6.3 7.9 6.1 7 0
G41 5.2 4.3 5 5.8 5.8 7.9 5.3 6 7.9 5.2 6 7.9
G42 5.3 5.1 5.2 5.8 5.8 7.9 5.5 6.1 7.9 5.3 6.1 7.9
G43 5.5 5.1 5.1 5.8 5.8 7.9 5.3 6 7.9 5.5 6.3 7.9
G44 6.3 10.3 6.5 6.9 6.9 1.1 5.5 6.2 7.9 6.3 7.2 0
G45 5.5 4.7 5.1 5.8 5.8 7.9 5.3 5.9 7.9 5.5 6.3 7.9
G46 5.3 6.1 5.1 5.9 5.9 7.9 5.4 6.1 7.9 5.3 6.1 7.9
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Sample
ID
Sensor
measurements
Lab 
measurements
Lab-based
estimates
Grid-based 
predictions
Sensor-based
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR,
Mg/ha pH
LR, 
Mg/ha BpH
G47 5.6 5 5.1 5.8 5.8 7.9 5.3 5.9 7.9 5.6 6.4 6.7
G48 5.8 12.9 5.4 6 6 7.9 5.4 6 7.9 5.8 6.7 3.8
G49 5.4 5.4 5.3 6 6 7.9 5.3 6 7.9 5.4 6.2 7.9
G50 5.6 12.3 5.3 6.1 6.1 7.9 5.4 6.1 7.9 5.6 6.4 6.3
G51 5.3 6.4 5 5.8 5.8 7.9 6 6.5 5.1 5.3 6.1 7.9
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Sample
ID
Sensor
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based
predictions
Sensor-based
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR,
Mg/ha BpH
T01 6 15.3 5.8 6.3 6.3 7.8 6 6.6 4.4 6 6.6 4.8
T02 6 15.3 5.7 6.2 6.2 7.9 6 6.6 4.4 6 6.6 4.8
T03 7.3 9.2 8.1 8.2 0 8.2 8.3 0 7.3 8.1 0
T04 6.9 7.1 7.2 7.5 0 7.8 7.9 0 6.9 7.7 0
T05 7.2 9.4 8.2 8.3 0 8 8.1 0 7.2 8 0
T06 7.3 9.9 7.9 8 0 7.9 8 0 7.3 8.1 0
T07 6 7.1 6 6.4 6.4 6.7 6.3 6.8 2 6 6.6 4.5
T08 6 6 5.9 6.3 6.3 7.8 5.8 6.5 6 6 6.6 4.7
T09 6.5 9.9 6.3 6.7 6.7 3.4 6.1 6.7 3.7 6.5 7.2 0
T10 6.4 10.2 6.6 7.1 0 6.1 6.7 3.5 6.4 7 0
V01 6.3 28.4 5.6 6.4 6.4 6.7 5.8 6.5 5.6 6.3 6.9 1
V02 6.3 20.5 6.4 7 7 0 6.3 6.8 1.9 6.3 6.9 1.1
V03 6.8 5.3 7.6 7.8 0 7.7 7.9 0 6.8 7.5 0
V04 6.4 10.1 6.8 7.2 0 6.2 6.8 2.6 6.4 7.1 0
V05 6.2 10.1 6.8 7.2 0 6.2 6.7 2.8 6.2 6.8 1.8
V06 6.5 10.3 6.6 7.1 0 6.6 7.1 0 6.5 7.1 0
V07 7.4 22.7 8.3 8.3 0 8.3 8.4 0 7.4 8.2 0
V08 6.9 7.3 8.3 8.3 0 7.3 7.6 0 6.9 7.6 0
V09 6.3 7.5 6.8 7.2 0 6.2 6.8 2.4 6.3 6.9 0.6
V10 7 8.8 7.9 8 0 7.7 7.9 0 7 7.8 0
A01 6.3 7.6 5.7 6.9 6.9 1.1 7.5 7.7 0 6.3 6.9 1.2
A02 6.4 6.9 6.1 6.7 6.7 3.4 5.9 6.5 5.5 6.4 7.1 0
A03 6.4 8 5.9 6.9 6.9 1.1 7.1 7.4 0 6.4 7 0
A04 6.5 9.6 5.9 6.8 6.8 2.2 6.2 6.8 2.6 6.5 7.2 0
A05 6.3 8.7 5.8 6.8 6.8 2.2 7.3 7.6 0 6.3 6.9 1.3
A06 6.4 15.2 6.1 6.8 6.8 2.2 6 6.6 4.1 6.4 7 0
G01 7.2 9.9 8.2 8.3 0 8.2 8.2 0 7.2 8 0
G02 7.2 18.7 7.8 8 0 7.8 8 0 7.2 8.1 0
G03 7.3 12.8 8.2 8.3 0 8.2 8.2 0 7.3 8.2 0
G04 7.3 12.9 8.1 8.2 0 8.1 8.2 0 7.3 8.2 0
G05 7.3 15 8.4 8.4 0 8.4 8.4 0 7.3 8.2 0
G06 7.3 10.7 8.2 8.3 0 8.1 8.2 0 7.3 8.1 0
G07 6.1 8.7 6.1 6.4 6.4 6.7 6.1 6.7 3.5 6.1 6.7 3.3
G08 6.2 8.3 6.3 6.8 6.8 2.2 6.3 6.9 1.4 6.2 6.8 2.5
G09 6.5 10.8 8.1 8.2 0 8.1 8.1 0 6.5 7.1 0
G10 6.3 8.6 6.4 6.9 6.9 1.1 6.4 6.9 1 6.3 6.9 1.2

71
<##%4#2%.% 2% %25* # .28
Sample
ID
Sensor 
measurements
Lab 
measurements
Lab-based 
estimates
Grid-based
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR,
Mg/ha BpH
G11 6.4 8 7.1 7.4 0 7.1 7.4 0 6.4 7.1 0
G12 7.1 11.5 7.8 8 0 7.7 7.9 0 7.1 7.9 0
G13 6.6 10.4 6.7 7.1 0 6.7 7.1 0 6.6 7.3 0
G14 6.6 6.3 6.1 6.5 6.5 5.6 6.1 6.7 3.5 6.6 7.3 0
G15 6.2 13.1 6.5 6.8 6.8 2.2 6.5 7 0.3 6.2 6.8 2.5
G16 6.1 9.7 6.2 6.7 6.7 3.4 6.2 6.7 2.8 6.1 6.7 3.5
G17 6 10.3 5.7 6.3 6.3 7.8 5.7 6.4 6.6 6 6.6 4.3
G18 6 9.7 5.7 6.3 6.3 7.8 5.7 6.4 6.7 6 6.5 5.1
G19 6.2 9.9 6.1 6.8 6.8 2.2 6.1 6.7 3.4 6.2 6.8 2.1
G20 6.2 6.7 5.8 6.4 6.4 6.7 5.8 6.5 5.8 6.2 6.8 2.6
G21 6.2 8.9 6.3 6.9 6.9 1.1 6.3 6.9 1.7 6.2 6.8 1.7
G22 6.3 10.2 6.6 7.1 0 6.6 7 0 6.3 7 0.5
G23 6.1 9 6.1 6.7 6.7 3.4 6.1 6.7 3.3 6.1 6.7 3.6
G24 6.2 5.4 6 6.5 6.5 5.6 6 6.6 4.2 6.2 6.8 2.7
72
=%%,-24#2%.% 2% %2
Sample 
ID
Sensor 
measurements
Lab
measurements
Lab-based
estimates
Grid-based 
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR, 
Mg/ha pH
LR, 
Mg/ha BpH
T01 5.3 5.9 5.2 6.3 6.3 7.8 5.3 6.4 3.5 5.1 6.2 3.5
T02 6.2 15.3 5.3 6.5 6.5 5.6 5.1 6.1 3.5 5.1 6.3 3.4
T03 5.7 6.3 5.1 6.2 6.2 7.9 5.2 6.3 3.5 5.1 6.3 3.5
T04 6.3 9.4 5.1 6.3 6.3 7.8 5.3 6.4 3.5 5.1 6.3 3.4
T05 6.1 6.1 5 6.3 6.3 7.8 5.1 6.3 3.5 5.1 6.3 3.5
T06 6.4 8.2 5.2 6.4 6.4 6.7 5.2 6.2 3.5 5.1 6.3 3.3
T07 6.1 6.3 5.1 6.3 6.3 7.8 5.2 6.2 3.5 5.1 6.3 3.5
T08 5.9 7 5.1 6.2 6.2 7.9 5.1 6.2 3.5 5.1 6.3 3.5
T09 6.4 6.5 5.1 6.3 6.3 7.8 5.4 6.2 3.5 5.1 6.3 3.4
T10 6.2 12.7 5.2 6.2 6.2 7.9 5.4 6.3 3.5 5.1 6.3 3.4
V01 5.9 9.2 5.4 6.3 6.3 7.8 5.3 6.2 3.5 5.1 6.3 3.5
V02 6 5.6 5 6.2 6.2 7.9 4.9 6.1 3.5 5.1 6.3 3.5
V03 6 6.1 5.4 6.4 6.4 6.7 5.1 6.3 3.5 5.1 6.3 3.5
V04 6.3 7.8 5.2 6.2 6.2 7.9 5.1 6.2 3.5 5.1 6.3 3.4
V05 6.5 10.9 5.2 6.3 6.3 7.8 5.3 6.2 3.5 5.1 6.3 3.3
V06 6.5 6.7 5.1 6.3 6.3 7.8 5.2 6.1 3.5 5.1 6.3 3.3
V07 6.6 17.1 5.2 6.4 6.4 6.7 5.4 6.4 3.5 5.1 6.4 3.2
V08 6.3 7 5.6 6.6 6.6 4.5 5.3 6.3 3.5 5.1 6.3 3.4
V09 6.2 7.9 5.1 6.2 6.2 7.9 5.1 6.2 3.5 5.1 6.3 3.4
V10 6.4 8.6 5.3 6.3 6.3 7.8 5.2 6.2 3.5 5.1 6.3 3.3
G01 5.7 4.7 5.6 6.7 6.7 3.4 5.6 6.5 3.5 5.1 6.3 3.5
G02 5.7 5.8 5.1 6.4 6.4 6.7 5.1 6.4 3.5 5.1 6.3 3.5
G03 6.4 6.3 5.2 6.3 6.3 7.8 5.2 6.3 3.5 5.1 6.3 3.4
G04 6.5 6 5.1 6.4 6.4 6.7 5.1 6.4 3.5 5.1 6.3 3.3
G05 6.5 7 5.4 6.4 6.4 6.7 5.4 6.4 3.5 5.1 6.3 3.3
G06 6.6 13.1 5.5 6.6 6.6 4.5 5.5 6.5 3.5 5.1 6.4 3.2
G07 5.4 8.7 5.3 6.3 6.3 7.8 5.3 6.3 3.5 5.1 6.2 3.5
G08 6 6.9 5.4 6.3 6.3 7.8 5.4 6.3 3.5 5.1 6.3 3.5
G09 6 6.1 5 6.1 6.1 7.9 5 6.2 3.5 5.1 6.3 3.5
G10 6.1 8.2 5.5 6.5 6.5 5.6 5.5 6.3 3.5 5.1 6.3 3.5
G11 6.1 4.3 5.2 6.3 6.3 7.8 5.2 6.2 3.5 5.1 6.3 3.5
G12 6 6.8 4.8 6 6 7.9 4.8 6.2 3.5 5.1 6.3 3.5
G13 6.1 11.1 5.4 6.4 6.4 6.7 5.4 6.3 3.5 5.1 6.3 3.5
G14 6.1 10.2 5.3 6.3 6.3 7.8 5.3 6.3 3.5 5.1 6.3 3.5
G15 5.7 5.7 5.2 6.1 6.1 7.9 5.2 6.2 3.5 5.1 6.3 3.5
G16 5.9 6.8 4.8 6 6 7.9 4.8 6.1 3.5 5.1 6.3 3.5
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Sample
ID
Sensor 
measurements
Lab
measurements
Lab-based
estimates
Grid-based
predictions
Sensor-based 
predictions
pH ECa,mS/m pH BpH BpH LR pH BpH
LR,
Mg/ha pH
LR, 
Mg/ha BpH
G17 6.1 7.8 5 6.2 6.2 7.9 5 6.2 3.5 5.1 6.3 3.5
G18 6.2 7.1 5.1 6 6 7.9 5.1 6.1 3.5 5.1 6.3 3.4
G19 6.2 5.8 4.9 6.1 6.1 7.9 4.9 6.1 3.5 5.1 6.3 3.4
G20 6.1 8.4 4.9 6 6 7.9 4.9 6.1 3.5 5.1 6.3 3.5
G21 6.2 15.1 5.2 6.2 6.2 7.9 5.2 6.2 3.5 5.1 6.3 3.4
G22 6.3 9.2 5.1 6.2 6.2 7.9 5.1 6.2 3.5 5.1 6.3 3.4
G23 6.1 6.7 5.4 6.2 6.2 7.9 5.4 6.2 3.5 5.1 6.3 3.5
G24 6.4 10.1 5.2 6.3 6.3 7.8 5.2 6.2 3.5 5.1 6.3 3.3
G25 6.4 11.5 5.3 6.2 6.2 7.9 5.3 6.2 3.5 5.1 6.3 3.3
G26 6.5 9 5.3 6.2 6.2 7.9 5.3 6.2 3.5 5.1 6.3 3.3
G27 6.5 7.7 5.3 6.2 6.2 7.9 5.3 6.2 3.5 5.1 6.3 3.3
G28 6.2 14.2 5.3 6.2 6.2 7.9 5.3 6.1 3.5 5.1 6.3 3.4
G29 6.4 11.1 5.1 6 6 7.9 5.1 6.1 3.5 5.1 6.3 3.4
G30 6.5 10.4 5.3 6.2 6.2 7.9 5.3 6.2 3.5 5.1 6.3 3.3
G31 6.3 9.9 5.4 6.2 6.2 7.9 5.4 6.2 3.5 5.1 6.3 3.4
