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Resumen
En este trabajo estudiamos dos de las soluciones más representativas del problema de la palabra
de Gauss. La primera, que utiliza herramientas de la topología moderna, dada por G. Cairns
y D. Elton, quienes resuelven una modi…cación del problema de la palabra de Gauss, que se
conoce como el problema de la palabra signada de Gauss. Ellos encuentran una condición que,
junto con la de Gauss, dan una caracterización completa para saber cuando una palabra es la
palabra de Gauss de una curva normal cerrada plana. La segunda, que es independiente del
trabajo de Gauss, dada por R. C. Read y P. Rosenstiehl, quienes modi…can el trabajo de M.
Dehn y encuentran un algoritmo para saber cuando una palabra es la palabra de Gauss de una
curva normal cerrada plana. También estudiamos el problema de la frase signada de Gauss.
Para ello nos apoyamos en el trabajo de Carter y la solución del problema de la palabra signada
de Gauss. Encontramos condiciones su…cientes para el problema de la frase signada de Gauss
de 2 componentes.
Por último, aplicamos la solución del problema de la palabra signada de Gauss al problema
de la clasi…cación de nudos.
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Introducción
La teoría de nudos se originó con los trabajos de C. F. Gauss y sus alumnos sobre curvas
normales planas. Gauss [8] estudió sucesiones …nitas de letras con la propiedad que cada letra
de la sucesión aparecía exactamente dos veces. A estas sucesiones se les llama palabras de
Gauss. El encontró que si se enumeran los cruces de la proyección de un nudo en el plano,
al recorrer dicha proyección, se construye una sucesión con tales características. Por tanto, se
preocupó por encontrar condiciones necesarias y su…cientes para decir si dada una palabra de
Gauss ésta corresponde a la palabra de Gauss de una proyección de un nudo en el plano. Este
problema se conoce como el problema de la palabra de Gauss.
Posteriormente H. Whitney [17], en la primera mitad del siglo XX, introdujo el concepto de
curva normal y como caso particular de las curvas normales están las proyecciones de un nudo
en el plano. La Figura 1(a) muestra un ejemplo de una curva normal plana y su palabra de
Gauss. Si la curva normal tiene varias componentes a su palabra de Gauss se le llama frase de
Gauss. La Figura 1(b) muestra una curva normal de dos componentes y su frase de Gauss.
a1a2a4a3a2a1a3a4 fa1a2; a1a2g
Figura 1
J. S. Carter [4] en 1991 hace una clasi…cación de las curvas normales a partir de la palabra
de Gauss.
En términos de curva normal, el problema ahora es: ¿Qué condiciones debe cumplir una
palabra de Gauss para ser la palabra de Gauss de una curva normal plana? Gauss en su intento
por resolver este problema sólo dio condiciones necesarias, ver Teorema 1.1.1. En el año de
1936, M. Dehn [5] encuentra la primera solución general del problema, dando un algoritmo
sencillo, para determinar cuándo una palabra de Gauss w es la palabra de Gauss de una curva
normal plana. Además, en caso de que w sea realizable, el algoritmo genera una curva normal
plana ° con palabra de Gauss w. Esta solución no tiene el carácter combinatorio del trabajo
iniciado por Gauss. Antes de la solución de Dehn, J. Sz-Nagy [13] en 1927, da una solución
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parcial al problema. L. R. Treybig [16] en 1968, a diferencia de la solución de Dehn, encuentra
una caracterización bastante complicada sobre la palabra de Gauss. A. Bouchet [1] en 1972,
basándose en el trabajo de Dehn, encuentra un algoritmo para determinar cuándo una palabra
de Gauss es la palabra de Gauss de una curva normal plana, pero este algoritmo no genera
curvas. R. C. Read y P. Rosenstiehl [11] en 1976, modi…can el trabajo de Dehn y, con algunas
caracterizaciones de grafos bipartidos, hacen un algoritmo para resolver el problema de la
palabra de Gauss. Existen otras soluciones en [6], [14] y [17].
En el intento por resolver el problema de la palabra de Gauss no sólo se han usado métodos
algorítmicos, sino herramientas topológicas, como en el trabajo de G. Cairns y D. Elton [3],
quienes, basándose en el trabajo de J. S. Carter [4], resuelven una modi…cación del problema
de la palabra de Gauss, que se conoce como el problema de la palabra signada de Gauss, ver [2]
y con esta solución resuelven el problema de la palabra de Gauss.
Apoyándose en la teoría de grafos, M. L. Marx [10] en 1972 da una solución sencilla del
problema de la palabra de Gauss.
El primer objetivo de este trabajo es estudiar dos de las soluciones más representativas del
problema de la palabra de Gauss. La primera, que es de tipo topológico, dada por G. Cairns y
D. Elton, quienes resuelven una modi…cación del problema de la palabra de Gauss para luego
enfrentar el problema de la palabra de Gauss. La segunda, que es de tipo algorítmico, dada
por R. C. Read y P. Rosenstiehl, que se apoya en el trabajo de M. Dehn y algunos resultados
de grafos bipartidos, ver [11].
Como segundo objetivo, estudiaremos el problema de la frase signada de Gauss para curvas
normales de varias componentes. Para ello nos apoyamos en el trabajo de Carter y en la solución
del problema de la palabra signada de Gauss [2]. Este estudio lo haremos en el Capítulo 3. La
solución que damos al problema no es de caracter combinatorio como la solución del problema
de la palabra signada de Gauss. El estudio hecho en este capítulo es original y dejaremos
algunas inquietudes.
Como tercer objetivo, haremos una pequeña aplicación de la solución del problema de la
palabra signada de Gauss en el problema de clasi…cación de nudos (ver [12]). Este trabajo, al
igual que del Capítulo 3, es original.
El trabajo está organizado de la siguiente manera: En el primer capítulo estudiaremos los
resultados de G. Cairns y D. Elton sobre el problema de la palabra signada de Gauss, ver [2],
que se basan en el trabajo de Carter sobre la clasi…cación de curvas inmersas en super…cies
orientables. Carter asigna a una palabra signada w una super…cie conexa, compacta, orientable
y sin frontera Mw, que se conoce como super…cie de Carter, la cual tiene inmersa una curva
normal °, cuya palabra signada de Gauss es w. Con esta construcción, Carter hace una clasi-
…cación de curvas inmersas en super…cies compactas orientables. Con este trabajo y el hecho
de que si H1(Mw;Z) = 0, entonces Mw es homeomorfa a una esfera, Cairns y Elton encuentran
una condición, que junto con la condición original de Gauss, dan solución al problema de la
palabra signada de Gauss.
En la primera parte se estudiarán condiciones en H1(Mw;Z). En la segunda parte, ha-
ciendo las adaptaciones de los resultados de la primera parte, se encontrarán condiciones en
H1(Mw; Z2).
En el Capítulo 2 estudiaremos el problema de la palabra de Gauss, en la primera parte
estudiaremos los resultados de G. Cairns y D. Elton, quienes dan una condición necesaria y
su…ciente al problema de la palabra de Gauss a partir de la solución del problema de la palabra
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signada de Gauss de la siguiente manera: dada una palabra de Gauss w y ws una signación de
w, entonces w es la palabra de Gauss de una curva normal cerrada plana si y sólo si existe ws, tal
que ws es la palabra signada de Gauss de una curva normal cerrada plana. Para mostrar si existe
o no tal signación, Cairns y Elton de…nieron el grafo entrelazado Iw y sobre este construyeron
una 1¡cocadena, B(w): Modi…cando una de las condiciones sobre la palabra signada de Gauss
y estudiando B(w) lograron encontrar condiciones necesarias y su…cientes sobre la palabra de
Gauss.
En la segunda parte estudiaremos una modi…cación de la solución de Dehn debida a R.
Read y P. Rosenstiehl, quienes se basan en condiciones sobre grafos bipartidos y encuentran
un algoritmo para determinar si una palabra de Gauss es la palabra de Gauss de una curva
normal plana. De…nen la operación split sobre la palabra de Gauss. A partir de esta operación
crean sucesiones split y para cada sucesión split construyen el grafo entrelazado. Se muestra
que la propiedad que el grafo entrelazado es bipartido no depende de la sucesión split que se
tome. Con esta propiedad y otra condición sobre la palabra de Gauss, Read y Rosenstiehl dan
solución al problema de la palabra de Gauss.
En el Capítulo 3 extenderemos el problema de la palabra signada de Gauss a curvas normales
de m¡ componentes, para ello de…niremos el concepto de frase signada deGauss. Construiremos
la super…cie de Carter para frases signadas de Gauss, la cual es análoga a la hecha en el Capítulo
1. De…niremos la suma conexa entre componentes de una curva y mostraremos como cambia
la super…cie de Carter bajo esta operación.
Read y Rosenstiehl [11] hacen un estudio de estas curvas pero de un modo poco riguroso.
De…nen una operación entre las componente de una curva y a…rman que bajo esta operación y
la solución del problema de la palabra de Gauss se resuelve el problema de la frase de Gauss.
Nosotros mostramos, por medio de ejemplos, que el problema es más sutil. En este trabajo
damos una solución al problema, mostrando un análisis detallado de como cambia el género
de la super…cie de Carter a partir de la suma conexa. Tanto el concepto de suma conexa
entre componentes de una curva como los resultados que obtuvimos sobre la caracterización de
curvas normales de 2¡componentes son originales. Por ello las pruebas las escribimos en forma
detallada. Al …nal del capítulo dejamos una pregunta abierta sobre este tema.
Puesto que la proyección de un nudo en el plano es una curva normal plana, haremos una
pequeña aplicación del problema de la palabra signada de Gauss en la clasi…cación de nudos.
Este tema se había estudiado en la tesis de pregrado de matemáticas [12], donde se hizo la
clasi…cación de nudos orientados hasta 6 cruces. Para poder enfrentar este problema se tuvo
la necesidad de introducir el concepto de código nudal, es decir, a un nudo cualquiera se le
asignó un código, que guarda información de éste. La pregunta ahora es: ¿cuándo un código es
el código nudal de un nudo orientado en S3? Para resolver este interrogante, nos basaremos
en el hecho de que la proyección de un nudo en el plano es una curva normal cerrada plana, y
con la solución del problema de la palabra signada de Gauss, daremos condiciones necesarias y
su…cientes sobre el código nudal. Para ver las aplicaciones del código nudal en la clasi…cación
de nudos orientados, consultar [15] y [12].
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Capítulo 1
La palabra signada de Gauss
En este capítulo estudiaremos los resultados de G. Cairns y D. Elton sobre el problema de la
palabra signada de Gauss, ver [2], que se basan en el trabajo de Carter sobre la clasi…cación de
curvas inmersas en super…cies orientables. Carter asigna a una palabra signada w una super…cie
conexa, compacta, orientable y sin frontera Mw, que se conoce como super…cie de Carter, la cual
tiene inmersa una curva normal ° cuya palabra signada de Gauss es w. Con esta construcción,
Carter hace una clasi…cación de curvas inmersas, ver Sección 1.2. Con este trabajo y el hecho
de que si H1(Mw;Z) = 0, entonces Mw es homeomorfa a una esfera, Cairns y Elton encuentran
una condición, que junto con la condición original de Gauss, dan solución al problema de la
palabra signada de Gauss.
En la primera parte se estudiaran condiciones en H1(Mw;Z). En la segunda parte, ha-
ciendo las adaptaciones de los resultados de la primera parte, se encontraran condiciones en
H1(Mw; Z2). La aplicación de estas condiciones se hará en el Capítulo 2.
1.1 Preliminares
En esta sección daremos algunos conceptos básicos para introducirnos en el tema de nuestro
interés, como son: curva cerrada de m componentes, la palabra signada de Gauss y palabra de
Gauss.
Una curva cerrada ° :
ma
j=1
Sj ! M, de m componentes, es una función continua de la unión
disjunta
ma
j=1
Sj en una super…cie orientable M, donde Sj es el círculo, para todo j = 1; :::;m.
Una curva cerrada se dice normal si tiene sólo un número …nito de intersecciones consigo misma,
las cuales son transversales en los puntos de intersección. Y una curva normal cerrada se dice
planar si M es homeomorfo a S2. A los puntos de intersección los llamaremos cruces.
En este capítulo nos centraremos en curvas normales de una componente. Más adelante,
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en el Capítulo 3, se estudiará el caso para curvas de m componentes, con m ¸ 2. La …gura
siguiente muestra un ejemplo de una curva normal cerrada plana de una componente
Figura 1-1
Antes de continuar de…niremos los conceptos de: palabra signada de Gauss y palabra de Gauss
para curvas normales.
Sea ° una curva normal, nombremos sus cruces con las letras ai, i = 1; :::k, donde k es el
número de cruces de °. Ahora escojamos una orientación de ° y recorrámosla iniciando en un
punto cualquiera sobre ella. Dado un cruce diremos que el cruce se recorre en forma
positiva si es recorrido a partir del punto b y se recorre en forma negativa si es recorrido a
partir del punto a. Construyamos una sucesión de la siguiente manera: cuando pasamos por el
cruce i escribimos ai; si el cruce es recorrido de forma positiva, o a¡1i ; si el cruce es recorrido
de forma negativa. La sucesión que construimos se llama la palabra signada de Gauss para °.
Para la Figura 1-1, nombrando los cruces con las letras ai, i = 1; 2; 3;4, y recorriendola a partir
de ¤, tenemos la siguiente palabra signada de Gauss: a1a¡12 a¡14 a3a2a¡11 a¡13 a4. Si no se le asigna
signo a los cruces, la palabra que se obtiene se llama simplemente palabra de Gauss para °.
Estas fueron las palabras que Gauss estudió originalmente. La palabra de Gauss del ejemplo
anterior es a1a2a4a3a2a1a3a4. Note que cada letra ocurre dos veces en cada palabra.
Diremos que dos palabras signadas de Gauss ! y r son equivalentes, si y sólo si una se puede
llevar a la otra por medio de un número …nito de permutaciones cíclicas o por reenumeración
de los cruces.
El problema que queremos estudiar es el siguiente: ¿qué condiciones debe cumplir una
palabra para que ésta sea la palabra de Gauss de una curva normal plana? Gauss encontró una
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condición necesaria, que en términos de las palabras signadas se puede enunciar como: sea w
la palabra signada de Gauss de una curva normal cerrada plana, entonces para toda letra ai de
w, hay un número par de letras entre ai y a¡1i . Esta condición no es su…ciente. Por ejemplo; la
palabra w = a¡11 a¡12 a3a1a¡14 a¡13 a5a4a2a¡15 satisface la condición anterior, pero no corresponde
a ninguna palabra de Gauss de una curva normal cerrada plana. Este hecho lo probaremos más
tarde.
Puesto que estamos buscando condiciones necesarias y su…cientes para que una palabra
signada sea la palabra signada de Gauss de una curva normal cerrada plana, podemos suponer
que las letras de cada palabra signada ocurren dos veces, una vez con exponente positivo y otra
con exponente negativo.
Sea w = aj1i1a
j2
i2 :::a
j2k
i2k , donde ir 2 f1; :::; kg y jr 2 f1; ¡1g, una palabra signada de Gauss.
Por permutación cíclica de las letras de w podemos suponer sin pérdida de generalidad que ai
ocurre en w primero que a¡1i . Consideremos los siguientes conjuntos: Si formado por las letras
de w que están entre ai y a¡1i y el conjunto Si = Si [ fai; a¡1i g. Sea ahora ®i(w) la suma de
todos los superíndices de los elementos de Si.
Por ejemplo, para w = a¡11 a¡12 a3a1a¡14 a¡13 a5a4a2a¡15 se tiene:
S1 = fa¡14 ; a¡13 ; a5; a4; a2; a¡15 g, S1 = fa1; a¡14 ; a¡13 ; a5; a4; a2; a¡15 ; a¡11 g; ®1(w) = 0.
S2 = fa¡15 ; a¡11 g, S2 = fa2; a¡15 ; a¡11 ; a¡12 g, ®2(w) = ¡2.
S3 = fa1; a¡14 g, S3 = fa3; a1; a¡14 ; a¡13 g; ®3(w) = 0.
S4 = fa2; a¡15 ; a¡11 ; a¡12 ; a3; a1g, S4 = fa4; a2; a¡15 ; a¡11 ; a¡12 ; a3; a1; a¡14 g; ®4(w) = 0.
S5 = fa4; a2g, S5 = fa5; a4; a2; a¡15 g, ®5(w) = 2.
A continuación enunciaremos los dos teoremas centrales de este capítulo. El primero es un
reenunciado de la condición encontrada por Gauss. El segundo teorema resume los resultados
de Grant Cairns y Daniel Elton. La prueba de estos teoremas se hará más adelante.
Teorema 1.1.1 (Teorema de Gauss) Si w = aj1i1a
j2
i2 :::a
j2k
i2k es la palabra signada de Gauss de
una curva normal cerrada plana, entonces ®i(w) ´ 0(mod 2), para todo i = 1; :::; k.
Como ya habíamos notado, esta condición no es su…ciente. De…namos S¡1i como el conjunto
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obtenido de Si cambiando el signo de los superíndices de todas las letras de Si. Sean i; j 2
f1; :::; kg y ¯ij(w) la suma de todos los superíndices de las letras de la intersección Si \ S¡1j .
Con base en esta notación tenemos el siguiente teorema, el cual da una condición necesaria y
su…ciente para que una palabra signada de Gauss sea la palabra signada de Gauss de una curva
normal cerrada plana.
Teorema 1.1.2 Sea w = aj1i1a
j2
i2 :::a
j2k
i2k una palabra signada de Gauss. Entonces w es la palabra
signada de Gauss de una curva normal cerrada plana si y sólo si ®i(w) = 0 y ¯ij(w) = 0 para
todo i; j 2 f1; :::; kg.
Por ejemplo, w = a¡11 a¡12 a3a1a¡14 a¡13 a5a4a2a¡15 satisface la condición del Teorema de Gauss,
pues ®1(w) = 0, ®2(w) = ¡2 ´ 0(mod 2), ®3(w) = 0, ®4(w) = 0 y ®5(w) = 2 ´ 0(mod2),
pero, S1 \ S¡14 = fa5; a1; a2; a¡13 ; a¡11 g, por tanto, ¯14(w) = 1. En virtud del teorema anterior,
concluimos que dicha palabra no corresponde a ninguna palabra signada de Gauss de una curva
normal cerrada plana.
1.2 Super…cie de Carter
En esta sección estudiaremos el trabajo de J. Scott Carter [4] sobre curvas inmersas. Carter
construyó una super…cie orientable y sin frontera a partir de una palabra signada de Gauss,
es decir, dada una palabra signada de Gauss w, se construye una super…cie Mw, tal que Mw
contiene una curva normal cuya palabra de Gauss es w. La super…cie Mw se conoce con el
nombre de super…cie de Carter.
Mostraremos que existe una correspondencia 1 ¡ 1 entre las clases de geotopía estable de
curvas normales y las clases de equivalencia de palabras signadas de Gauss, es decir, las curvas
normales están completamente determinadas por las palabras de Gauss. A partir de este hecho,
la clasi…cación de palabras de Gauss se corresponde con la clasi…cación de curvas normales.
Iniciaremos nuestro estudio con la siguiente de…nición.
De…nición 1.2.1 Dos curvas normales °1 y °2, sobre super…cies orientables compactas M1 y
M2 respectivamente, se llaman geotópicas si existe un homeomor…smo Á de M1 a M2 tal que
Á(°1) = °2.
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°1 y °2 se llaman geotopicamente estables si se puede remover un número …nito de 2 asas
de los complementos de las curvas, M1 ¡°1 y M2 ¡ °2, tales que las curvas queden geotópicas
sobre las super…cies resultantes.
Ilustremos por medio de un ejemplo esta de…nición.
Ejemplo 1.2.1 Sea °1 : S1 ! T, donde T es el toro, la curva representada en la Figura 1-2(a)
y °2 : S1 ! S2 la curva representada en la Figura 1-2(b).
a b
Figura 1-2
°1 y °2 no son geotópicas, ya que el toro y S2 no son homeomorfos. Pero si removemos una 2
asa de T , como se muestra en la …gura siguiente,
Figura 1-3
las curvas quedan geotópicas sobre las super…cies resultantes.
A partir de la de…nición anterior tenemos el siguiente teorema.
Teorema 1.2.1 Toda palabra signada de Gauss es la palabra de Gauss de alguna curva normal.
Además existe una correspondencia 1 ¡ 1 entre las clases de geotopía estable y las clases de
equivalencias de palabras signadas de Gauss.
Prueba. Sea w = aj1i1a
j2
i2 :::a
j2k
i2k donde j1; :::; j2k 2 f§1g y i1; :::; i2k 2 f1; :::; kg, una palabra
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signada de Gauss. Ahora construyamos una super…cie Mw orientable, compacta y sin frontera
que contenga una curva normal cuya palabra de Gauss sea w. En efecto:
Consideremos el 2¡complejo Mw cuyos vértices están nombrados con las letras a1; :::; ak.
Los lados están dados por las parejas de vértices consecutivos de w, o sea, [aj1i1; a
j2
i2 ], [a
j2
i2 ; a
j3
i3 ],
[aj3i3; a
j4
i4 ], ..., [a
j2k¡1
i2k¡1 ; a
j2k
i2k ], [a
j2k
i2k ; a
j1
i1 ], sería la enumeración de los diferentes lados del complejo.
No hay ambigüedad en la de…nición de los lados de Mw, pues, al hacer movimientos cíclicos de
las letras de w las parejas de vértices consecutivos de w no se alteran. De lo anterior diremos
que los lados así de…nidos están orientados positivamente, y si se recorre el lado [ajtit ; a
jt+1
it+1 ] de
ajt+1it+1 hasta a
jt
it se dice que el lado se está recorriendo en la dirección negativa y se denotará por
¡[ajtit ; ajt+1it+1 ].
Las caras son polígonos cuyas fronteras están formadas por lados que cumplen la sigui-
ente regla: si estamos recorriendo el lado [ajtit ; ait+1] al llegar al vértice ait+1 seguimos por
¡[ajsis ; a¡1it+1], (ver Figura 1-4(a)). Ahora, si recorremos el lado [ajtit ; a¡1it+1 ] al llegar al vértice
ait+1seguimos por [ait+1; a
jp
ip ], (ver Figura 1-4(b)).
Figura 1-4
Si recorremos el lado ¡[ait; ajt+1it+1 ] al llegar al vértice ait seguimos por [a¡1it ; ajnin ], (ver Figura
1-5(a)) y si recorremos el lado ¡[a¡1it ; ajt+1it+1 ] al llegar al vértice ait seguimos por ¡[ajmim; ait ], (ver
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Figura 1-5(b)).
Figura 1-5
Por la construcción anterior las caras del complejo simplicial Mw se intersectan únicamente
en los lados de…nidos, por tanto, Mw es en efecto una super…cie. Además Mw es un complejo
simplicial que usa un número …nito de polígonos y tiene una sola componente, por tanto Mw
es una super…cie compacta y conexa, [9, Teoremas 4.12 y 4.13].
Debido a que cada lado lo recorremos dos veces, en sentido contrario, obtenemos una su-
per…cie que no tiene frontera.
La orientación de las caras es inducida por la orientación de su frontera, la cual está dada
por la construcción anterior.
Sean f1; :::; fn todas las caras de Mw. Por la forma en que están construidas las caras y su
orientación, al calcular @(f1 + ::: + fn) los lados comunes a dos caras se cancelan entre sí, y
puesto que todos los lados son comunes a dos caras, se tiene @(f1 + ::: +fn) = 0, con lo que Mw
es orientable.
Sea ° = [aj1i1 ; a
j2
i2 ]+[a
j2
i2 ; a
j3
i3 ]+[a
j3
i3 ; a
j4
i4 ]+ :::+[a
j2k¡1
i2k¡1 ; a
j2k
i2k ]+[a
j2k
i2k ; a
j1
i1 ]. ° es una curva normal
sobre Mw y por su misma de…nición su palabra signada de Gauss es w. Hemos probado entonces
que toda palabra signada de Gauss es la palabra signada de una curva normal cerrada inmersa
en una super…cie orientable.
Para la segunda parte consideremos dos curvas °1 y °2 geotópicamente estables, con palabras
de Gauss w1 = aj1i1a
j2
i2 :::a
j2k
i2k y w2 = b
m1
n1 b
m2
n2 :::b
m2l
n2l , respectivamente. Por de…nición, existen
super…cies orientables compactas M1 y M2 y Á : M1 ! M2 homeomor…smo que preserva
orientación tal que Á(°1) = °2. Por la continuidad de Á, si ai es un cruce de °1, Á(ai) también
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es un cruce de °2. Recíprocamente, si bj es un cruce de °2, Á¡1(bj) también es un cruce de °1 y
puesto que Á es una biyección, se tiene que k = l. Tomemos la reenumeración para w1 tal que a
Á(ai) = bj . Ahora bien, puesto que Á preserva orientación, al recorrer ai en la dirección positiva
(negativa), Á(ai) también es recorrido en la dirección positiva (negativa). Analogamente, puesto
que Á¡1 es un homeomor…smo, si bj es recorrido en la dirección positiva (negativa) ai = Á¡1(bj)
también es recorrido en la dirección positiva (negativa), ver Figura 1-6. De lo anterior w1 y w2
están en la misma clase de equivalencia.
Figura 1-6
De la construcción de Mw, la elección de vértices y caras no se afecta por reenumeración ni
movimientos cíclicos.
Veamos un ejemplo de la construcción de una super…cie de Carter
Ejemplo 1.2.2 Para la palabra signada de Gauss w = a¡11 a¡12 a3a1a¡14 a¡13 a5a4a2a¡15 . Los vér-
tices de Mw están nombrados por a1, a2, a3, a4, a5; los lados por [a¡11 ; a¡12 ], [a¡12 ; a3], [a3; a1],
[a1; a¡14 ], [a¡14 ; a¡13 ], [a¡13 ; a5], [a5; a4], [a4; a2], [a2; a¡15 ], [a¡15 ; a¡11 ] y las fronteras de las caras
@f1 = [a¡12 ; a3] ¡ [a¡14 ; a¡13 ] ¡ [a5; a4] + [a¡15 ; a¡11 ] + [a1; a¡14 ] + [a4; a2] ¡ [a¡11 ; a¡12 ] ¡
[a3; a1] + [a¡13 ; a5] ¡ [a2; a¡15 ],
@f2 = [a¡11 ; a
¡1
2 ] + [a2; a
¡1
5 ] + [a5; a4] ¡ [a1; a¡14 ],
@f3 = [a3; a1] ¡ [a¡15 ; a¡11 ] ¡ [a¡13 ; a5] ¡ [a¡12 ; a3] ¡ [a4; a2] + [a¡14 ; a¡13 ].
1.2.1 Propiedades de la super…cie Mw
Veamos algunas propiedades de la super…cie de Carter Mw.
Sean w una palabra signada de Gauss, Mw su super…cie de Carter y ° su curva normal
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asociada, para cada i 2 f1; :::; kg asociemos al conjunto Si una curva cerrada °i en Mw, obtenida
al recorrer ° desde el vértice ai hasta el vértice a¡1i . Sea °0i = °¡°i, es decir, la curva obtenida
al recorrer ° desde el vértice a¡1i hasta el vértice ai.
Lema 1.2.2 Las curvas °; °1; :::; °k pueden ser vistas como 1¡ciclos sobre Mw.
Prueba. Como ° es de la forma
° = [aj1i1 ; a
j2
i2 ] + [a
j2
i2 ; a
j3
i3 ] + [a
j3
i3 ; a
j4
i4 ] + ::: + [a
j2k¡1
i2k¡1 ; a
j2k
i2k ] + [a
j2k
i2k ; a
j1
i1 ]
se tiene que
@(°) = ¡aj1i1 + aj2i2 ¡ aj2i2 +aj3i3 ¡aj3i3 + aj4i4 ¡ ::: ¡ aj2k¡1i2k¡1 + aj2ki2k ¡ aj2ki2k +aj1i1 = 0:
Por otro lado, para t 2 f1; :::; kg; °t por de…nición es una curva cerrada formada por
segmentos de °, así, °t en la forma de 1¡ cadenas queda expresado como:
°t = [at1; a
j2
t2] + [a
j2
t2 ; a
j3
t3 ] + [a
j3
t3 ; a
j4
t4 ] + ::: +[a
j2s¡1
t2s¡1 ; a
j2s
t2s ] + [a
j2s
t2s ; a
¡1
t1
] + [a¡1
t1
; at1]
con lo que
@(°t) = ¡at1 +aj2t2 ¡aj2t2 +aj3t3 ¡aj3t3 +aj4t4 ¡ ::: ¡aj2s¡1t2s¡1 +aj2st2s ¡aj2st2s +a¡1t1 = ¡a¡1t1 +at1 = 0.
Lema 1.2.3 Sea C un 1-ciclo en Mw, entonces C puede ser escrito de la siguiente manera:
§[aj1n1 ; aj2n2] § [aj2n2; aj3n3 ]§; :::;§[ajsns ; aj1n1 ].
donde los [aj1n1; a
j2
n2 ]; [a
j2
n2; a
j3
n3]; :::; [a
js
ns ; aj1n1 ] son algunos segmentos de °
Prueba. Sea C un ciclo sobre el complejo Mw. Consideremos las caras fn del complejo
tales que fn \ C 6= Á y sea Cn la sección de C en la cara fn. Por la construcción de Mw los
lados de @fn cumplen la relación descrita en la prueba del Teorema 1.2.1
Ahora bien, puesto que cada fn es homeomorfo a un disco, entonces fn es simplemente
conexo, así Cn puede ser deformado hacia alguno de los lados de fn de tal manera que tenga la
forma siguiente
Cn = §[ajini ; aji+1ni+1] § ::: § [ajrnr ; ajini ],
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Puesto que C = [Cn, entonces C puede ser deformado continuamente en el ciclo [aj1n1; aj2n2] +
[aj2n2; a
j3
n3]+; :::;+[a
js
ns ; aj1n1].
A partir de ahora podemos suponer sin pérdida de generalidad que todo 1¡ciclo C es de la
forma descrita en el lema.
Recordemos que dada una palabra signada de Gauss existe una curva normal °, tal que w
es la palabra signada de Gauss para °, y para cada i 2 f1; :::; kg al conjunto Si se le asignó una
curva cerrada °i en Mw obtenida al recorrer ° desde el vértice ai hasta el vértice a
¡1
i .
Lema 1.2.4 Sea w una palabra signada de Gauss de longitud 2k, entonces, H1(Mw; Z) es
generado por °;°1; :::; °k.
Prueba. Probemos primero que si f es una cara de Mw entonces @f es combinación lineal
de °; °1; :::; °k. En efecto, tomemos un punto x sobre @f que no sea vértice y recorramos @f
en la dirección dada por su construcción. Podemos suponer sin perdida de generalidad que
iniciamos el recorrido en el lado [ajtit ; a
jt+1
it+1 ], ahora, si ningún lado de @f se puede recorrer en
forma positiva, se toma ¡@f . Al llegar al vértice ait+1 , @f tienen dos posibilidades:
(a) Continuar por ¡[ajsis ; a¡1it+1], si jt+1 = 1.
(b) Continuar [ait+1; a
jt+2
it+2 ], si jt+1 = ¡1, (ver …guras 1-4(a), (b)).
Sea ® la curva dada por:
® = @f + °it+1 si estamos en la situación (a),
® = @f + °0it+1 si estamos en la situación (b).
Ahora bien, si continuamos por ¡[ajsis ; a¡1it+1] al llegar al vértice ais , @f tiene dos posibilidades,
continuar por [a¡1is ; a
jp
ip ] si js = 1 o por ¡[ajnin ; ais ] si js = ¡1, (ver Figuras 1-5(a), (b)). En este
caso
®0 = ® ¡° 0is , si js = 1
®0 = ® ¡° is , si js = ¡1
Se repite el proceso anterior hasta volver nuevamente al punto x; es decir, se recorre @f y en
cada vértice de @f se suma (o resta) ° i (o °0i) de acuerdo a la regla descrita. Así, se construye
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una curva cerrada
¯ = @f +
X
im2A
° im +
X
ir2B
°0ir ¡
X
is2C
°is ¡
X
it2D
° 0it, donde A; B;C;D ½ f1; :::; kg, (1.1)
la cual se va a recorrer de la siguiente manera: se recorre @f a partir del punto x, al llegar al
vértice, digamos an, no se continua por @f , sino que se continua por el ciclo que se le sumó
a @f en dicho vértice, esto se hace en todos los vértices por los cuales pasa @f, hasta volver
nuevamente al punto x. ¯ tiene dos posibilidades: (i) que exista n 2 Z, tal que ¯ = n°; (ii)
que ¯ 6= n° para todo n 2 Z.
Ahora bien,
(i) Si existe n 2 Z, tal que ¯ = n°, entonces
@f +
X
im2A
° im +
X
ir2B
°0ir ¡
X
is2C
°is ¡
X
it2D
°0it = n°.
(ii) Supongamos ¯ 6= n° para todo n 2 Z. Note que la expresión 1.1 puede ser reescrita de
la siguiente forma:
¯ = @f +
X
i2I
ai°i +
X
j2J
bj°0j , donde ai; bj 2 Z y J; I ½ f1; :::; kg.
Puesto que ¯ 6= n°, existen ri; si 2 Z, con ri 6= si, tales que al recorrer ¯ los ciclos °i y °0i son
recorridos ri; si respectivamente. Por otro lado ° i+ °0i = °, así, podemos adicionar un número
apropiado de ciclos ° i, ° 0i a ¯ y obtener un multiplo entero de °; es decir, existen enteros qi; ti
y n tales que
¯ +
X
i
qi°0i +
X
j
tj°j = n°.
En cualquiera de los dos casos @f es combinación lineal de los ciclos °; °1; :::; °k. Sea ahora
C un ciclo en Mw, por Lema 1.2.3, C es una 1¡cadena cerrada formada por segmentos de °,
[7, Lema 6.9],
C = n1@f1 + ::: + nj@fj ,
De (i) y (ii) @ft es combinación lineal de los ciclos °; °1; :::; °k, para t = 1; :::; j, por tanto existen
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rtj , mti y n 2 Z, tales que C = Ptj2T rtj°tj +Psj2Smsj° 0sj +n°, donde T;S 2 f1; :::; kg.
Por ejemplo,.....
Lema 1.2.5 Sea w una palabra signada de Gauss de longitud 2k. Entonces w es la palabra
de Gauss de una curva normal cerrada plana si y solo si las curvas °; °1; :::; °k son todas
nulhomólogas en H1(Mw;Z).
Prueba. Supongamos que w una palabra de Gauss de una curva normal plana, entonces °
es realizable en el plano, así, puesto que la construcción de Mw depende de °, se sigue que Mw es
una super…cie plana, además es compacta, conexa y sin frontera, por tanto Mw es homeomorfa
a la esfera, con lo que H1(Mw; Z) = (0) y por tanto las curvas °, °1; :::; °k son nulhomólogas.
Recíprocamente, supongamos que las curvas °; °1; :::; °k son nulhomólogas. Por Lema 1.2.4,
H1(Mw; Z) es generado por estas curvas, así que H1(Mw; Z) = 0, lo que equivale a que el género
de Mw sea cero y como es una super…cie orientable, compacta y sin frontera, Mw es homeomorfa
a S2.
1.2.2 Numeración de Alexander
En esta sección de…niremos el concepto de numeración de Alexander para curvas normales y
aplicaremos esta propiedad para saber cuando la curva ° es nulhomóloga sobre la super…cie
Mw, donde w es la palabra signada de Gauss de °.
Antes de continuar con nuestro estudio, consideremos lo siguiente: la curva ° divide la
super…cie Mw, digamos, en t caras. Ahora bien, si la curva es plana, es decir, si w es una
palabra de Gauss plana, entonces el número de caras es n + 2, donde n es el número de cruces
de °. La prueba de este hecho es inmediata, ya que si ° es plana, entonces Mw tiene género
cero, por tanto Â(Mw) = 2, además, de la prueba del Teorema 1.2.1 se puede concluir que
#(lados) = 2#(v¶ertices), con lo que
2 = #(v¶ertices) ¡#(lados) +#(caras) = #(caras) ¡#(v¶ertices).
Ahora diremos que ° tiene numeración de Alexander si a cada cara le podemos asignar un
entero con la siguiente convención:
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Al recorrer la curva °, el número de la cara a la derecha es 1 menos que el número de la
cara inmediatamente a la izquierda. A este entero lo llamaremos índice de cara. Note que
la existencia de una numeración debe ser independiente de la escogencia de los índices que se
empleen. Originalmente Alexander empleó enteros no negativos. En la Figura 1-7a mostramos
un ejemplo de una numeración de Alexander.
a b
Figura 1-7
De lo anterior podemos enunciar el siguiente lema.
Lema 1.2.6 Sea ° una curva normal cerrada y w su palabra de Gauss asociada, la curva °
admite una numeración de Alexander si y sólo si ° es nulhomóloga en H1(Mw; Z).
Prueba. Supongamos que ° es nulhomóloga y denotemos las caras de Mw por f1; :::; fn.
Puesto que ° es nulhomóloga, existen enteros b1; :::; bn tales que ° = @(b1f1+:::+bnfn). A la cara
fi asignémosle el entero bi, para i = 1; :::n, y veamos que esta asignación es una numeración de
Alexander. En efecto: consideremos el segmento [ajtit ; a
jt+1
it+1] y supongamos que dicho segmento
es parte de la frontera de f1 y f2 (aquí no hay pérdida de generalidad ya que la numeración es
arbitraria), como se muestra en la Figura 1-7b.
Supongamos que la cara f2 está a la derecha de [ajtit ; a
jt+1
it+1 ] y la cara f1 está a la izquierda
de [ajtit ; a
jt+1
it+1 ]. Por tanto al recorrer @f2, b2 veces, se está recorriendo el segmento [a
jt
it; a
jt+1
it+1 ], b2
veces y como f1 está a la derecha de [ajtit ; a
jt+1
it+1 ], su orientación está al contrario del segmento
[ajtit; a
jt+1
it+1 ], por tanto al recorrer @f1, b1 veces, se recorre b1 veces el segmento ¡[ajtit; ajt+1it+1 ] .
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Puesto que en total, ° recorre una vez cada segmento, entonces
b1[ajtit ; a
jt+1
it+1 ] ¡ b2[ajtit ; ajt+1it+1 ] = 1[ajtit ; ajt+1it+1 ],
por tanto b2 ¡ b1 = 1, y esto es válido para cualquier lado [ajtit ; ajt+1it+1 ].
Recíprocamente, si existe una numeración de Alexander b1; :::; bn asignada a las caras
f1; :::; fn, respectivamente, tomemos la curva ° 0 = @(b1f1 + ::: + bnfn) y probemos que °0 = °.
En efecto, por el argumento anterior, °0 recorre el segmento [ajtit ; a
jt+1
it+1 ] (bk¡ br) veces, donde br
es el índice de la cara que está a la derecha de [ajtit; a
jt+1
it+1 ] y bk es el índice de la cara inmediata-
mente a la izquierda. Por hipótesis bk ¡ br = 1, por tanto, ° 0 recorre cada segmento una vez,
de aquí que ° 0 = °.
Consideremos la siguiente construcción. Para cada cara f de Mw, escojamos un punto pf
en el interior de f y tracemos rectas de pf a cada vértice de f , estas rectas se deben tomar
mutuamente disjuntas excepto en el punto pf . Hemos dividido a f en un número de regiones
triangulares, cada una de las cuales tiene a pf como vértice y un segmento de ° como base. Ver
…gura siguiente.
a b
Figura 1-8
Numeremos los triángulos con la siguiente regla: escojamos un punto x sobre ° que no sea
vértice, podemos suponer, sin pérdida de generalidad, que x está sobre el segmento [ajtit ; a
jt+1
it+1 ] y
un entero k0; numeremos los dos triángulos vecinos de x de la siguiente forma: al triángulo de
la izquierda lo numeramos con k0 y el de la derecha con k0 ¡ 1. Recorramos ° en la dirección
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positiva, al atravezar el vértice ait+1 se continua por el segmento [a
jt+1
it+1 ; a
jt+2
it+2 ] y cambiamos el
número k0 por k0 + jt+1, es decir, si atravezamos un cruce negativo, cambiamos k0 por k0 ¡ 1
y si atravezamos un cruce positivo, cambiamos k0 por k0 + 1 y reenumeramos los triángulos
adyasentes a [ajt+1it+1 ; a
jt+2
it+2 ] con la misma regla. El proceso se repite hasta volver nuevamente al
punto x: La existencia de tal numeración no depende del número k0, además, al regresar al
triángulo inicial el número que le asignemos, al terminar la numeración, debe coincidir con el
número inicial. A la numeración anterior la llamaremos numeración triangular de Alexander.
La Figura 1-8(b) muestra un ejemplo de una numeración triangular de Alexander.
Lema 1.2.7 ° tiene numeración de Alexander si y sólo si la numeración triangular de Alexan-
der cumple que en cada cara de Mw todos los triángulos tienen asignado el mismo número.
Prueba. Supongamos que ° tiene numeración de Alexander, entonces cada cara fi de Mw
tiene asignada un índice de cara bi. Ahora numeremos todos los triángulos de fi con bi, como
se muestra en la siguiente …gura.
Figura 1-9
Consideremos los siguientes dos casos:
1. Si estamos atravesando el cruce ai en la dirección positiva, puesto que los bi forman una
numeración de Alexander, entonces b1 = b3¡1 y b2 = b4¡1, con lo que b3 = b1+1 y b4 = b2+1.
2. Si estamos atravesando el cruce ai en la dirección negativa, razonando de manera análoga
que en el caso anterior, los bi cumplen: b2 = b1 ¡ 1 y b4 = b3 ¡ 1.
De estos dos casos se concluye que la numeración anterior es una numeración triangular de
Alexander.
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Recíprocamente, supongamos que todos los triángulos de una misma cara fi tienen asignados
el mismo número bi, entonces a la cara fi la numeramos con el entero bi. Por la construcción
de los triángulos, esta asignación es una numeración de Alexander, pues los bi de triángulos
opuestos por un segmento de ° di…eren en 1.
1.3 Solución combinatoria del problema de la palabra signada
de Gauss
En esta sección daremos la solución al problema ¿Qué condiciones debe cumplir una palabra
signada de Gauss para que ésta sea la palabra signada de Gauss de una curva normal cerrada
plana? En particular, probaremos los Teoremas 1.1.1 y 1.1.2.
Recordemos que para una palabra signada de Gauss w, ®i(w) es la suma de los superíndices
de las letras que ocurren en w entre ai y a¡1i .
Lema 1.3.1 Sea w una palabra signada de Gauss, entonces, ° es nulhomóloga si y sólo si
®i(w) = 0 para todo i = 1; :::; k.
Prueba. Supongamos que ° es nulhomóloga. Por Lema 1.2.6 ° admite una numeración de
Alexander y por Lema 1.2.7 una numeración triangular de Alexander tal que en cada cara de
Mw todos los triángulos tienen asignado el mismo número.
Sea ai un cruce arbitrario, T1 y T2 dos triángulos en una misma cara f de Mw cuyo vértice
común es ai.
Figura 1-10
Supongamos que T1 está numerado con b, ahora bien: consideremos los siguientes dos casos:
i: Si recorremos la sección ° i de ° (como se muestra en la Figura 1-10(a)), por la regla de
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numeración de los triángulos, al atravezar cada cruce ait de ° i, b se cambia por b + jt, luego,
al recorrer completamente °i se tiene que a T2 le corresponde en entero b +
P
t jt, donde jt es
superíndice de las letras de w que están entre ai y a¡1i , es decir, b +®i(w): Por hipótesis, T1 y
T2 tienen asignado el mismo número, con lo que, en este caso, ®i(w) = 0.
ii: Si recorremos la sección ° 0i de ° (como se muestra en la Figura 1-10(b)) y razonando
de forma similar al caso anterior, a T2 le corresponde b +
P
t jt, donde jt es superíndice de las
letras de w que están entre a¡1t y at, por hipótesis, T1 y T2 tienen asignado el mismo número,
por tanto
P
t jt = 0. Puesto que w es una palabra signada de Gauss la suma de todos los
superíndices de las letras de w es cero, por ende, en este caso, ®i(w) = 0.
Recíprocamente, si ®i(w) = 0, de lo anterior el número de T2 es b + ®i(w), con lo que T1 y
T2 tienen asignado el mismo número, por los Lemas 1.2.6 y 1.2.7 ° es nulhomóloga.
Recordemos que ¯ij(w) es la suma de todos los superíndices de las letras de la intersección
Si \ S¡1j . De…namos wi como la palabra signada de Gauss de °i, por la de…nición de °i
wi = aiaj1t1:::a
jn
tna
¡1
i .
Lema 1.3.2 Si ° es nulhomóloga, entonces, para cada i = 1; :::; k, °i es nulhomóloga si y sólo
si ¯ij(w) = 0, para j = 1; :::; k.
Prueba. Supongamos que ° es nulhomóloga y sea i 2 f1; :::; kg. Utilizaremos la numeración
triangular de Alexander restringida a la curva ° i en el siguiente sentido: escojamos un punto
x sobre °i sobre el segmento [ai; a
jt
it ] y un entero k; numeremos los dos triángulos vecinos de
x de la siguiente forma: al triángulo de la izquierda lo numeramos con k0 y el de la derecha
con k0 ¡ 1. Recorramos ° i en la dirección positiva, al atravezar el vértice ait se continua por
el segmento [ajtit ; a
jt+1
it+1 ] y cambiamos el número k0 por k0 + jt, es decir, si atravezamos un cruce
negativo, cambiamos k0 por k0 ¡1 y si atravezamos un cruce positivo, cambiamos k0 por k0+1
y reenumeramos los triángulos adyasentes a [ajtit ; a
jt+1
it+1 ] con la misma regla. El proceso se repite
hasta recorrer todos los cruces de ° i.
Tomando a °i como una curva normal cerrada, entonces. Por el Lema 1.2.6, ° i es nul-
homóloga si y sólo si °i tiene numeración de Alexander, por Lema 1.2.7, si y sólo si la nu-
meración de las triángulos es la misma y por Lema 1.3.1 esto equivale a que ®j(wi) = 0, donde
wi es la palabra signada de Gauss de ° i. Sea Si;j las letras que ocurren en wi que están entre
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aj y a¡1j con respecto a ° i. Sea ®j(wi) la suma de todos los superíndices de los elementos de
Si;j . Ahora bien, ®j(wi) = 0 si y sólo si la suma de todos los superíndices de los elementos de
S¡1i;j es cero, si y sólo si la suma de todos los superíndices de Si \S¡1j con respecto a ° es cero,
pero puesto que este hecho no se afecta al adicionar a Si \ S¡1j el conjunto fai; a¡1i g, se tiene
que ¯ij(w) = 0, para todo j = 1; :::; k.
Teorema 1.3.3 Sea w una palabra signada de Gauss con k cruces. Entonces w es la palabra
signada de Gauss de un curva normal cerrada plana si y sólo si ®i(w) = 0 y ¯ij(w) = 0, para
todo i; j 2 f1; :::; kg.
Prueba. Por Lema 1.2.5, w es la palabra signada de Gauss de una curva normal plana si y
sólo si las curvas °; °1; :::; °k son todas nulhomólogas y por los Lemas 1.3.1 y 1.3.2 esto equivale
a que ®i(w) = 0, para todo i = 1; :::; k y ¯ij(w) = 0, para todo i; j 2 f1; :::; kg.
1.4 Modi…cación del Teorema 1.3.3 (mod 2)
En la prueba del Teorema 1.3.3, el primer grupo de homología de la super…cie de Carter Mw,
tiene coe…cientes en Z. Ahora bien, si tomamos coe…cientes en Z2, el teorema tiene la siguiente
variación.
Teorema 1.4.1 Sea w una palabra signada de Gauss con k cruces. Entonces w es la palabra
signada de Gauss de un curva normal cerrada plana si y solo si ®i(w) ´ 0(mod 2) y ¯ij(w) ´
0(mod2), para todo i; j 2 f1; :::; kg.
La prueba es análoga a la hecha en la Sección 1.3 por tanto omitiremos la mayoría de los
detalles.
Consideremos lo siguiente: sea w una palabra signada, Mw su super…cie de Carter y ° su
curva normal asociada. Si f1; :::; fn son las distintas caras de Mw, entonces, por Lema 1.2.6, °
es nulhomóloga sobre Mw si y sólo si existe una numeración de Alexander de las cara de Mw.
Supongamos que a la cara fj se le asignó el entero bj , entonces ° = @(b1f1 + ::: + bnfn).
Sea b0j = bj(mod2), con bj 2 f0; 1g, j = 1; :::; n y asignemos a la cara fj el entero b0j .
Probemos que esta asignación también es una numeración de Alexander, en Z2, para las caras
de Mw.
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Lema 1.4.2 Los b0j descritos anteriormente son una numeración de Alexander, en Z2, para °.
Prueba. Sean fj y fk dos caras de Mw y [a
jt
it ; a
jt+1
it+1 ] un lado común. Supongamos fj está
a la derecha de [ajtit ; a
jt+1
it+1] y fk está a la izquierda. Puesto que b1; :::; bn son una numeración de
Alexander, entonces bk ¡ bj = 1. Así, (bk ¡ bj)(mod2) = 1, por tanto b0k ¡ b0j = 1.
Por ejemplo, La …gura siguiente muestra la numeración de Alexander en Z2 obtenida a
partir de numeración de Alexander dada en la Figura 1-7a:
Figura 1-11
Del lema anterior y el Lema 1.2.6 se prueba el siguiente lema.
Lema 1.4.3 Sea w una palabra signada de Gauss y ° una curva normal con palabra de Gauss
w, entonces ° es nulhomóloga sobre Mw si y sólo si existen b01; :::; b0n 2 Z2, tales que b01; :::; b0n
determinan una numeración de Alexander para °.
Consideremos la numeración triangular de Alexander en Z2, descrita en la sección anterior,
es decir, escojamos un punto x sobre ° que no sea vértice y numeremos el triángulo de la derecha
con 0 y el de la izquierda con 1. Recorramos ° en la dirección positiva, al atravezar el vértice
ait+1 se continua por el segmento [a
jt+1
it+1 ; a
jt+2
it+2 ]. Ahora reenumeremos los triángulos adyasentes
a [ajt+1it+1 ; a
jt+2
it+2 ] con la siguiente regla: al triángulo de la derecha con 0 + 1 y al triángulo de la
izquierda con 1 +1 ´ 0(mod 2): El proceso continua hasta volver nuevamente al punto x. A la
numeración anterior la llamaremos numeración triangular de Alexander en Z2.
Lema 1.4.4 ° tiene numeración de Alexander en Z2 si y sólo si los números asignados a los
triángulos en una misma cara de Mw están en la misma clase de equivalencia módulo 2.
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Prueba. La prueba de este hecho es análoga a la prueba del Lema 1.2.7.
El siguiente lema es una modi…cación del Lema 1.3.1.
Lema 1.4.5 Sea w una palabra signada de Gauss, entonces, ° es nulhomóloga en H1(Mw;Z2)
si y sólo si ®i(w) ´ 0(mod 2), para todo i = 1; :::; k.
Prueba. Supongase que ° es nulhomóloga en H1(Mw;Z2). Por Lema 1.4.3 ° admite una
numeración de Alexander en Z2 y por Lema 1.4.4 los números asignados a los triángulos en una
misma cara de Mw están en la misma clase de equivalencia módulo 2.
Sea ai un cruce arbitrario, T1 y T2 dos triángulos en una misma cara f de Mw cuyo vértice
común es ai. Supongamos que T1 está numerado con b, ahora bien: consideremos los siguientes
dos casos:
i: Con el argumento dado en (i) de la prueba del Lema 1.3.1, a T2 le corresponde en entero
b + ®i(w): Por hipótesis, T1 y T2 tienen asignado el mismo número, con lo que, en este caso,
®i(w) = 0.
ii: Con el argumento dado en (ii) de la prueba del Lema 1.3.1 a T2 le corresponde b+
P
t jt,
donde jt es superíndice de las letras de w que están entre a¡1t y at, por hipótesis, T1 y T2 tienen
asignado el mismo número, por tanto
P
t jt = 0. Puesto que w es una palabra signada de Gauss
la suma de todos los superíndices de las letras de w es cero, por ende, en este caso, ®i(w) = 0.
Recíprocamente, supongamos que T1 está numerado con b1 y T2 está numerado con b2. Si
®i(w) ´ 0(mod 2), entonces Pt jt ´ 0(mod2), donde jt es superíndice de las letras de w que
están entre a¡1t y at: Por (i) y (ii), b1 ´ b2(mod2), por Lema 1.4.4, ° tiene numeración de
Alexander en Z2 y por Lema 1.4.3, ° es nulhomóloga en H1(Mw; Z2).
Una modi…cación de Lema 1.3.2 se muestra a continuación, cuya prueba es análoga.
Lema 1.4.6 Si ° es nulhomóloga, entonces, para cada i = 1; :::; k, °i es nulhomóloga si y sólo
si ¯ji(w) ´ 0(mod2) para j = 1; :::; k.
El teorema siguiente se utilizará en la solución del problema de la palabra de Gauss.
Teorema 1.4.7 Sea w una palabra signada de Gauss con k cruces. Entonces w es la palabra
signada de Gauss de una curva normal cerrada plana si y sólo si ®i(w) ´ 0(mod 2) y ¯ij(w) ´
0(mod2), para todo i; j 2 f1; :::; kg.
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Prueba. Si w es la palabra signada de Gauss de alguna curva normal plana, entonces por
el Teorema 1.3.3, ®i(w) = 0 y ¯ij(w) = 0 para todo i; j, por tanto lo son módulo 2.
Supongamos que ®i(w) ´ 0(mod2) y ¯ij(w) ´ 0(mod2) para todo i; j, entonces por los
Lemas 1.4.4 y 1.4.6, °;°1; :::; °k son nulhomólogas y por Lema 1.2.5 w es la palabra signada de
Gauss de una curva normal cerrada plana.
21
Capítulo 2
El problema de la palabra de Gauss
En este capítulo nos centraremos en el problema de la palabra de Gauss. En la primera parte
estudiaremos los resultados de G. Cairns y D. Elton, ver [2], los cuales dan una condición
necesaria y su…ciente para resolver el problema de la palabra de Gauss, a partir de la solución
del problema de la palabra signada de Gauss. En la segunda parte estudiaremos la solución de
R. Read y P. Rosenstiehl, (ver [11]) que se basa en la solución que dio M. Denh en 1936. Esta
solución, a diferencia de la solución de Cairns y Elton, es algorítmica, y no tiene el caracter
combinatorio del trabajo iniciado por Gauss.
2.1 Solución topológica del problema de la palabra de Gauss
Recordemos que si ° es una curva normal y aj1i1 :::a
j2k
i2k
su palabra signada de Gauss, entonces la
palabra de Gauss de ° es w = ai1:::ai2k. Ahora bien, si ° es una curva normal y w su palabra de
Gauss, podemos construir palabras signadas de Gauss, ws, asignándole signos j1; :::; j2k 2 f§1g,
a las letras de w, con la condición que ws sea en efecto una palabra signada de Gauss. Si
w = ai1:::ai2k es una palabra de Gauss, diremos que ws = a
j1
i1 :::a
j2k
i2k , donde j1; :::; j2k 2 f§1g,
es una signación de w, si en ws están las dos ocurrencias, ajii y a
¡ji
i , para todo i = 1; :::; k.
De lo anterior tenemos, una palabra w es la palabra de Gauss de una curva normal plana si y
sólo si existe ws una signación de w tal que ws sea la palabra signada de Gauss de una curva
normal plana. Este resultado da condiciones sobre las palabras de Gauss, pero ¿como encontrar
una signación adecuada?, es decir: dada una palabra w ¿como encontrar una signación ws que
corresponda a la palabra signada de Gauss de una curva normal plana? G. Cairns y D. Elton
resuelven este interrogante basándose en parte en las condiciones que hay sobre la palabra
signada de Gauss y en algunos resultados de álgebra homológica referentes a las cocadenas y
cofronteras, para una profundización de este tema, ver [7].
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2.1.1 Algunas propiedades de ¯ij y ®i
Sea w una palabra de Gauss y ws una signación de w. Si ws corresponde a una palabra signada
de Gauss de una curva normal plana °, se tiene por el Teorema de Gauss, ver Teorema 1.1.1,
que ®i(ws) ´ 0(mod 2), para todo i 2 f1; :::; kg, donde k es el número de cruces de °. El lema
a continuación muestra que ®i(ws) ´ 0(mod 2) no depende de la signación de w.
Lema 2.1.1 Sea w una palabra de Gauss. Si existe ws signación de w tal que ®i(ws) ´
0(mod2), entonces ®i(ws0) ´ 0(mod 2) para cualquier signación ws0 de w.
Prueba. Supongamos que existe ws signación de w tal que ®i(ws) ´ 0(mod 2): Puesto que
1 ´ ¡1(mod2), se tiene que entre las dos ocurrencias de ai en w hay un número par de letras.
Así, para cualquier signación ws0 de w, jSij es par, con lo que ®i(ws0) ´ 0(mod2).
El siguiente ejemplo nos muestra que la situación para los ¯ij es diferente. Sea w =
a1a2a3a4a5a1a6a5a2a3a4a6, consideremos las siguientes dos signaciones
ws = a1a2a¡13 a4a¡15 a¡11 a6a5a¡12 a3a¡14 a¡16 y
ws0 = a¡11 a2a¡13 a4a¡15 a1a¡16 a5a¡12 a3a¡14 a6.
Para ws se tiene ¯12(ws) = 0, pero para ws0 , ¯16(ws0) = 1. De lo anterior podemos concluir,
que si w es una palabra y ws una signación de w, entonces ¯ij(ws)(mod2) si depende de la
signación ws.
De…nición 2.1.1 Sea w = ai1:::ai2k, decimos que ai y aj están entrelazados si ai y aj ocurren
en w de la siguiente forma
ai1:::ai:::aj :::ai:::aj :::ai2k .
Con esta de…nición podemos enunciar el siguiente lema, que nos dice que en algunos casos
¯ij(ws) no depende de la signación que se le de a w. Este lema es muy importante, pues nos
va a dar una caracterización sobre las palabras de Gauss.
Lema 2.1.2 Sea w una palabra de Gauss, ws y ws0 dos signaciones de w. Si ai y aj no están
entrelazados, entonces ¯ij(ws) ´ ¯ij(ws0)(mod2).
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Prueba. Sea w = ai1ai2:::ai2k una palabra de Gauss tal que ®i(w)(mod 2) = 0, para todo
i 2 f1; :::; kg. Por hipótesis ai y aj no están entrelazadas, por tanto, podemos suponer que
w = ai1:::ai:::aj :::aj :::ai:::ai2k .
De lo contrario, hacemos movimientos cíclicos sobre w. Sean
ws = am1i1 :::a
mi
i :::a
mj
j :::a
¡mj
j :::a
¡mi
i :::a
m2k
i2k
ws0 = an1i1 :::a
ni
i :::a
nj
j :::a
¡nj
j :::a
¡ni
i :::a
n2k
i2k ,
dos signaciones de w. Podemos suponer que ws y ws0 di…eren sólo en el signo de una de las
letras, y haciendo inducción sobre las letras de w, se puede extender a cualquier signación.
Consideremos los siguientes casos:
1: Supongamos que ws y ws0 di…eren sólo en el signo de aj , o sea,
ws = am1i1 :::a
mr¡1
ir¡1 aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
j a
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
mi2k
i2k
ws0 = am1i1 :::a
mr¡1
ir¡1 aia
mr+1
ir+1 :::a
mp¡1
ip¡1 a
¡1
j a
mp+1
ip+1 :::a
mt¡1
it¡1 aja
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
mi2k
i2k .
Para ws, Si = fai; amr+1ir+1 ; :::; amp¡1ip¡1 ; aj ; amp+1ip+1 ; :::; amt¡1it¡1 ; a¡1j ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g y para ws0,
Si
0 = fai; amr+1ir+1 ; :::; amp¡1ip¡1 ; a¡1j ; amp+1ip+1 ; :::; amt¡1it¡1 ; aj ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g. Como se puede obser-
var Si = Si
0. Ahora bien, para ws, Sj = famp+1ip+1 :::amt¡1it¡1 g mientas que para ws0 ,
S0j = famt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i ; :::; a
mi2k
i2k ; a
m1
i1 ; :::; a
mr¡1
ir¡1 ; ai; a
mr+1
ir+1 ; :::; a
mp¡1
ip¡1 g, puesto que Sj y S0j se
complementan y Si = Si
0, se tiene:
(Si \ S¡1j ) \ (Si0 \ (S0j)¡1) = Si \ (S¡1j \ (S0j)¡1) = Si \ Á = Á.
Por otro lado,
(Si \ S¡1j ) [ (Si 0 \ (S0j)¡1) = (Si \ S¡1j ) [ (Si \ (S0j)¡1) = Si \ (S¡1j [ (S0j)¡1 = Si:
Puesto que Si tiene un número par de letras, se tiene que: (Si \ S¡1j ) y (Si0 \ (S0j)¡1) tienen
ambos un número impar de letras o (Si \ S¡1j ) y (Si 0 \ (S0j)¡1) tienen ambos un número
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par de letras, con lo que ¯ij(ws) ´ ¯ij(ws0)(mod 2). El caso en que di…eren en el signo de
ai es similar, porque haciendo movimientos cíclicos sobre w, se puede suponer también que
w = ai1:::aj :::ai:::ai:::aj :::ai2k .
En los siguientes casos supondremos que ws y ws0 di…eren sólo en el signo de az, con
z =2 fi; jg.
2: Si az no está entrelazada ni con ai ni con aj
ws = am1i1 :::az :::a
¡1
z :::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
j a
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
m2k
i2k
ws0 = am1i1 :::a
¡1
z :::az :::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
j a
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
m2k
i2k .
En este caso Si = Si
0 y Sj = S0j , con lo que ¯ij(ws) + ¯ij(ws0) ´ 0(mod2).
3: Si az esta entrelazado con ai, pero no con aj
ws = a
mi1
i1 :::az:::ai:::a
¡1
z :::a
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
j a
mi+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
m2k
i2k
ws0 = a
mi1
i1 :::a
¡1
z :::ai:::az :::a
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
j a
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
mi2k
i2k
,
Para ws,
Si = fai; :::; a¡1z ; :::; amr+1ir+1 ; :::; amp¡1ip¡1 ; amjj ; amp+1ip+1 ; :::; amt¡1it¡1 ; a¡mjj ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g y para
ws0,
Si
0 = fai; :::; az ; :::amr+1ir+1 ; :::; amzz ; :::; amp¡1ip¡1 ; amjj ; amp+1ip+1 ; :::; amt¡1it¡1 ; a¡mjj ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g.
Por otro lado, Sj = S0j = famp+1ip+1 ; :::; amt¡1it¡1 g. Por hipótesis az no está entrelazado con aj ,
entonces ni a¡1z ni az están en Si \ S¡1j ni en Si0 \ S¡1j , y puesto que ws y ws0 di…eren sólo en
el signo de az, se concluye que ¯ij(ws0) ´ ¯ij(ws)(mod 2).
4: Si az está entrelazado con aj pero no con ai. La prueba es similar a la anterior.
5: Si az está entrelazado con ai y aj , es decir, w = ai1:::az:::ai:::aj :::az:::ai:::aj :::ai2k. En-
tonces
ws = a
mi1
i1 :::az:::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
¡1
z :::a
mt¡1
it¡1 a
¡1
j a
mi+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
m2k
i2k
ws0 = a
mi1
i1 :::a
¡1
z :::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::az:::a
mt¡1
it¡1 a
¡1
j a
mi+1
it+1 :::a
me¡1
ie¡1 a
¡1
i :::a
m2k
i2k
.
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Para ws, Si = fai; amr+1ir+1 ; :::; amp¡1ip¡1 ; aj ; amp+1ip+1 ; :::; a¡1z ; :::; amt¡1it¡1 ; a¡1j ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g y para
ws0, Si
0 = fai; amr+1ir+1 :::; amp¡1ip¡1 ; aj; amp+1ip+1 ; :::; az:::; amt¡1it¡1 ; a¡1j ; amt+1it+1 ; :::; ame¡1ie¡1 ; a¡1i g. Por otro lado,
Sj = famp+1ip+1 ; :::; a¡1z ; :::; amt¡1it¡1 g, S0j = famp+1ip+1 ; :::; az; :::; amt¡1it¡1 g. De lo anterior a¡1z 2 Si \ S¡1j y
az 2 Si0 \ (Sj)¡1. Puesto que 1 ´ ¡1(mod2) y ws y ws0 di…eren sólo en el signo de az , se tiene
que ¯ij(ws0) ´ ¯ij(ws)(mod 2).
2.1.2 El grafo entrelazado
En esta sección de…niremos un grafo que se construye a partir de una palabra de Gauss. Este
grafo se conoce como grafo entrelazado o grafo de entrelazamiento. Utilizaremos algunos resul-
tados de cohomología, para una profundización ver [7]. En la segunda parte del capítulo, cuando
estudiemos la solución de Read y Rosenstiehl veremos una aplicación del grafo entrelazado al
problema de la palabra de Gauss.
De…nición 2.1.2 (Grafo entrelazado) Sea w = ai1:::ai2k una palabra de Gauss, construyamos
el grafo cuyos vértices son ai1; :::; ai2k , los lados son segmentos que unen vértices, ai y aj si
y sólo si ai y aj están entrelazados, es decir, si ai y aj ocurren en w de la siguiente forma:
ai1:::ai:::aj :::ai:::aj :::ai2k . A este grafo lo llamaremos el grafo entrelazado asociado a w, y lo
denotaremos por Iw.
Ilustremos por medio de un ejemplo la construcción de este grafo.
Ejemplo 2.1.1 Consideremos la palabra de Gauss w = a1a2a4a3a2a5a6a1a6a5a3a4, Iw se
muestra en la …gura siguiente
Figura 2-1
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Denotemos por eij el lado de Iw que une los vértices ai con aj , si i < j.
Recordemos que el grupo de las 0¡cadenas, C0 (para Iw) es generado libremente sobre Z2,
por a1; :::; ak, el grupo de las 1¡cadenas, C1, es generado libremente sobre Z2, por todos los eij
y
@ : C1 ! C0, es tal que @(eij) = aj ¡ai, 8eij ,
es el operador frontera. A partir de los conjuntos anteriores se de…nen: C¤0 = ff : C0 ! Z2=f
es funcional linealg, como el conjunto de las 0¡cocadenas y C¤1 : fg : C1 ! Z2=g es funcional
linealg, como el conjunto de las 1¡cocadenas. Con estas de…niciones, el operador @ induce un
homomor…smo d : C¤0 ! C¤1 , de…nido por
d(f) : C1 ! Z2, tal que d(f)(eij) = f(@(eij)) = f(aj ¡ ai) = f(aj) ¡ f(ai).
Denotaremos f(aj) por f(j).
Dada una signación ws de w a continuación de…niremos una 1¡cocadena, que denotaremos
por B(ws). La aplicación de B(ws) en el problema de la palabra de Gauss la haremos más
adelante.
De…nición 2.1.3 Sea w una palabra de Gauss y ws una signación de w. Para P =
X
i<j
nijeij 2
C1 de…namos
B(ws) : C1 ! Z2, donde B(ws)P =
X
i;j
nij¯ij(ws)(mod 2).
Por de…nición, B(ws) 2 C¤1, es decir, B(ws) es una 1¡cocadena sobre Iw.
De…nición 2.1.4 Diremos que f 2 C¤1 es cerrado en Iw si para cualquier 1¡cadena cerrada
P =
X
i<j
nijeij en Iw, donde nij 2 Z2, se tiene que
f(P) ´ 0(mod2).
El lema siguiente es una caracterización de las 1¡cocadenas cerradas. Para más detalles,
ver [7], prueba de la Proposición 16.10 .
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Lema 2.1.3 Sea c 2 C¤1 un 1¡cociclo en una super…cie X . Si c es cerrado, entonces existe
f 2 C¤0 tal que c = df .
Para más información sobre este tema, ver [7].
Mostremos que la condición de que B(ws) es cerrado no depende de la signación ws de w.
Pero antes probemos el siguiente lema.
Lema 2.1.4 Sea w una palabra de Gauss y ws una signación de w. Sea ws0 otra signación de
w obtenida de ws al cambiar sólo los signos de las dos ocurrencias ajrr y a¡jrr .
1: Si r =2 fi; jg, entonces ¯ij(ws) ´ ¯ij(ws0)(mod 2).
2. Si r = j ó r = i, entonces tenemos
¯ij(ws0) ´
8<: ¯ij(ws)(mod2); si ai y aj no se entrelazan(¯ij(ws) +1)(mod2); si ai y aj están entrelazados.
Prueba. Sea w = ai1:::ai2k: Si ai y aj no se entrelazan, por Lema 2.1.2, tenemos ¯ij(ws0) ´
¯ij(ws)(mod2).
Supongamos que ai y aj están entrelazados:
1: Si r =2 fi; jg, se tienen los siguientes casos:
a: Las dos ocurrencias de ar no se entrelazan ni con ai ni aj .
b: Si ar se entrelaza con ai, pero no con aj.
c: Si ar se entrelaza con aj pero no con ai.
d: Si ar se entrelaza con ai y aj .
Estos casos son similares a los Casos 2; 3;4 y 5 de la prueba del Lema 2.1.2. En cada caso
se mostró que ¯ij(ws) ´ ¯ij(ws0 )(mod2).
2: Supongamos que r = j,
ws = am1i1 :::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 aja
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
i a
mt+1
it+1 :::a
me¡1
ie¡1 a
¡1
j a
me+1
ie+1 :::a
m2k
i2k ,
ws0 = am1i1 :::aia
mr+1
ir+1 :::a
mp¡1
ip¡1 a
¡1
j a
mp+1
ip+1 :::a
mt¡1
it¡1 a
¡1
i a
mt+1
it+1 :::a
me¡1
ie¡1 aja
me+1
ie+1 :::a
m2k
i2k ,
Sj = famp+1ip+1 ; :::; amt¡1it¡1 ; ai; amt+1it+1 ; :::; ame¡1ie¡1 g,
S0j = fame+1ie+1 ; :::; amt¡1i2k ; am1i1 ; :::; a¡1i ; amr+1ir+1 ; :::; amp¡1ip¡1 g. Por otro lado Si = fai; amr+1ir+1 ; :::; amp¡1ip¡1 ;
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aj ; a
mp+1
ip+1 ; :::; a
mt¡1
it¡1 ; a
¡1
i g y S0i = fai; amr+1ir+1 ; :::; a
mp¡1
ip¡1 ; a
¡1
j ; a
mp+1
ip+1 ; :::; a
mt¡1
it¡1 ; a
¡1
i g. Nótese que
Sj es el complemento de S0j . Así,
(Si \ S¡1j ) [ (S0i \ S0¡1j ) = faj; a¡1j g [ ((Sinfajg) \ S¡1j ) [ ((Sinfa¡1j g) \ (S0j)¡1)),
pero Sinfajg = Si0nfa¡1j g, de aquí que
(Si \ S¡1j ) [ (S0i \ S0¡1j ) = faj ; a¡1j g [ (Sinfajg) \ (S¡1j [ (S0j)¡1).
Puesto que Sj es el complemento de S0j , entonces faj ; a¡1j g [ S¡1j [ (S0j)¡1 son todas las letras
de ws, por tanto
(Si \ S¡1j ) [ (S0i \ S0¡1j ) = (Sinfajg) \ (faj ; a¡1j g [ (S¡1j [ (S0j)¡1) = (Sinfajg).
Por hipótesis, Si tiene un número par de letras, luego, (Si\S¡1j )[ (S0i \S0¡1j ), tiene un número
impar de letras, con lo que ¯ij(ws0) + ¯ij(ws) ´ 1(mod 2).
El caso r = i es similar:
Lema 2.1.5 La condición que B(ws) es cerrado no depende de la signación que se le dé a w.
Prueba. Sea w una palabra de Gauss, ws una signación de w tal que B(w) es cerrado. Sea
ws0 otra signación de w. Podemos suponer que ws y ws0 di…eren sólo en el signo de la letra az,
pues, haciendo inducción sobre las letras de w, se puede extender a cualquier signación. Veamos
que B(ws0) es cerrado. En efecto, sea P =
X
i<j
nijeij , para nij 2 Z, una 1¡cadena cerrada en
Iw, consideremos los siguientes dos casos:
1: Si P no pasa por az , entonces niz = nzj = 0, para todo i < z, z < j. Además, por Lema 2.1.4,
¯ij(ws) ´ ¯ij(ws0)(mod 2), para i < j, tales que nij 6= 0; por esta razón B(ws0)P = B(ws)P .
Puesto que B(ws) es cerrado, se tiene que B(ws0)P ´ 0(mod 2):
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2: Si P pasa por az , tome los vértices ai en P que estén conectados con az en Iw, por Lema
2.1.4
¯iz(ws0 ) ´ (¯iz(ws) +1)(mod2), para i < z;
¯zj(ws0 ) ´ (¯zj(ws) + 1)(mod 2), para z < j;
¯ij(ws0 ) ´ ¯ij(ws)(mod 2), para i; j 6= z.
De lo anterior tenemos,
B(ws0)(P) =
X
i<j
nij¯ij(ws0 ) =
X
i;j 6=z
nij¯ij(ws0) +
X
i<z
niz¯iz(ws0) +
X
z<j
nzj¯zj(ws0)
´ (X
i;j 6=z
nij¯ij(ws) +
X
i<z
niz(¯iz(ws) +1) +
X
z<j
nzj(¯zj(ws) +1))(mod2)
´ (X
i;j 6=z
nij¯ij(ws) +
X
i<z
(niz¯iz(ws) +niz) +
X
z<j
(nzj¯zj(ws) +nzj))(mod 2)
´ (X
i;j 6=z
nij¯ij(ws) +
X
i<z
niz¯iz(ws) +
X
z<j
nzj¯zj(ws) +
X
i<z
niz +
X
z<j
nzj)(mod 2)
´ (B(w)(P) + X
i<z
niz +
X
z<j
nzj)(mod2).
Puesto que B(ws) es cerrado, se tiene B(w)(P ) ´ 0(mod 2), así
B(ws0 )(P) ´ (
X
i<z
niz +
X
z<j
nzj)(mod 2),
es decir, B(ws0)(P ) ´ (número de lados de P que tienen en común el vértice az)(mod 2). Por
propiedades de grafos, si P es un camino cerrado en Iw, al recorrer cada lado eiz ó ezj de P , al
llegar al vértice az se continúa, necesariamente, por algún lado erz ó ezt de P . Así, el número
de lados de P que tienen en común el vértice az es par, por tanto, B(ws0)(P ) ´ 0(mod 2).
Del lema anterior podemos hacer la siguiente de…nición.
De…nición 2.1.5 Sea w una palabra de Gauss y ws una signación de w. Para P =
X
i<j
nijeij 2
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C1 de…namos
B(w) = B(ws) : C1 ! Z2, donde B(w)P =
X
i;j
nij¯ij(ws)(mod 2).
Diremos que B(w) es cerrado, si para cualquier signación de ws de w; B(ws) es cerrado.
Lema 2.1.6 Si B(w) es cerrado, entonces existe una signación w0 de w tal que ¯ij(w0) ´
0(mod2), para todo i; j tales que ai y aj estén entrelazados.
Prueba. Supongamos que B(w) es cerrado. Sea ws una signación de w, entonces, por
Lema 2.1.3, existe f 2 C¤0, tal que df ´ B(ws). Puesto que C1 es generado libremente sobre
Z2, por todos los eij ; se tiene:
df(eij) = f(@(eij) ´ B(ws)(eij),
o lo que es equivalente
f(aj) ¡ f(ai) ´ ¯ij(ws)(mod2).
Consideremos la siguiente signación: Sea i = 1; :::; k, cambiamos los signos de a¡1i y ai si
f(ai) ´ 1(mod2) y se dejan iguales si f(ai) ´ 0(mod 2), denotemos esta nueva signación por
w0. Veamos que ¯ij(w0) ´ 0(mod 2), para todo i; j, tales que ai y aj estén entrelazados. En
efecto,
1: Si f(ai) ´ 1(mod2) y f(aj) ´ 0(mod2), por Lema 2.1.4, ¯ij(w0) ´ (¯ij(ws)+1)(mod2), pero
f(aj) ¡ f(ai) ´ ¯ij(ws)(mod 2), es decir, 1 ´ ¯ij(ws)(mod2), así, ¯ij(w0) ´ (¯ij(ws) + 1) ´
(1 + 1) ´ 0(mod2).
2: El caso f(ai) ´ 0(mod2) y f(aj) ´ 1(mod 2), es análogo al anterior.
3: Si f(ai) ´ 0(mod 2) y f(aj) ´ 0(mod2), por Lema 2.1.4, ¯ij(w0) ´ ¯ij(ws) ´ (f(aj) ¡
f(ai)) ´ 0(mod2).
2.1.3 Solución topológica
El problema de la palabra de Gauss fué expuesto por C. F. Gauss alrededor de 1810. Un siglo
despues M. Dehn da la primera solución general del problema, la cual no tenía el caracter
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combinatorio del trabajo iniciado por Gauss. Con el avance de la Topología Algebraica, Cairns
y Elton, continúan el trabajo de Gauss, y encuentran nuevas condiciones, que junto con la
condición original de Gauss, dan condiciones necesarias y su…cientes para decir cuando una
palabra es la palabra de Gauss de una curva normal cerrada plana.
Usando las propiedades de las secciones anteriores mostraremos la solución de Carter y
Elton que enunciamos en el siguiente teorema.
Teorema 2.1.7 Una palabra de Gauss w es la palabra de Gauss de una curva normal plana si
y sólo si para cualquier signación, ws de w,
a: ®i(ws) ´ 0(mod 2), para i = 1; :::; k.
b: ¯ij(ws) ´ 0(mod 2), para i; j, tales que ai y aj no están entrelazados.
c: B(w) es cerrado.
Prueba. Sea ws una signación de w tal que
®i(ws) ´ 0(mod 2), para i = 1; :::; k.
b: ¯ij(ws) ´ 0(mod 2), para i; j, tales que ai y aj no están entrelazados.
c: B(w) es cerrado.
Puesto que B(w) es cerrado, por Lema 2.1.6, existe una signación w0 de w, tal que ¯ij(w0) ´
0(mod2), siempre y cuando ai, aj estén entrelazadas. De la construcción de w0 y por el Lema
2.1.4, ¯ij(w0) ´ ¯ij(ws)(mod2) ´ 0(mod 2). Por otro lado, ®i(w0) ´ 0(mod 2), para i = 1; :::; k,
pues, habíamos supuesto que toda signación de w cumple esta propiedad. Así, por Teorema
1.4.7, w0 es la palabra signada de Gauss de una curva normal cerrada plana, luego, w es la
palabra de Gauss de una curva normal cerrada plana.
Recíprocamente, si w es la palabra de Gauss de una curva normal plana, existe una signación
w0 de w, tal que: ®i(w0) ´ 0(mod) y ¯ij(w0) ´ 0(mod 2), para todo i; j 2 f1; :::; kg. Sea ws
una signación de w, por Lema 2.1.2, ¯ij(ws) ´ ¯ij(w0)(mod2), siempre que ai; aj no estén
entrelazados, con lo que ¯ij(ws) ´ 0(mod 2), para i; j, tales que ai y aj no están entrelazados.
Por otro lado, con la signación w0 de…nimos
B(w)P ´ X
i;j
nij¯ij(w0)(mod2), para P =
X
i<j
nijeij 2 C1.
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Puesto que ¯ij(w0) ´ 0(mod2), entonces B(w)P ´ 0(mod 2), para cualquier P 2 C1, con lo que
B(w) es cerrado. Por Lema 2.1.5, la condición que B(w) es cerrado no depende de la signación
que se le dé a w, así, para cualquier signación de w, B(w) es cerrado.
2.2 Solución algorítmica del problema de la palabra de Gauss
M. Dehn, en el año de 1936, dio un algoritmo para saber cuando una palabra de Gauss es la
palabra de una curva normal cerrada plana.
En esta sección estudiaremos una modi…cación de la solución de Dehn debida a R. Read y P.
Rosenstiehl, quienes se basan en condiciones sobre grafos bipartidos y encuentran un algoritmo
para determinar si una palabra de Gauss es la palabra de Gauss de una curva normal plana.
2.2.1 Construcción de sucesiones “split”
En esta sección de…niremos la operación split sobre la palabra de Gauss. A partir de esta
operación construiremos sucesiones split asociadas a una palabra de Gauss. En la sección
siguiente, haremos una clasi…cación de las sucesiones split, empleando el grafo entrelazado.
Sea ° una curva normal y w = ai1ai2:::ai2k, donde ir 2 f1; :::; kg, su palabra de Gauss
asociada. Escojamos un cruce, digamos air , sobre °, por permutaciones cíclicas o por reenu-
meración de las letras de w podemos suponer, sin perdida de generalidad, que dicho cruce es
a1. Puesto que a1 ocurre en w dos veces, w puede se escrito de la forma: w = a1®a1¯ donde ®
y ¯ son subsucesiones en w. Ahora de…namos sobre w la siguiente operación, que llamaremos
split, la cual aplicada sobre a1®a1¯ produce la palabra a01®¡1a01¯, donde ®¡1 denota la sucesión
® tomada en el sentido contrario. La explicación geométrica de como dicha operación actúa
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sobre la curva ° se muestra en la …gura siguiente.
Figura 2-2
La notación a01 indica que la operación fue realizada en el cruce a1. a01®¡1a01¯ representa una
curva normal con un cruce menos que ° y dos puntos sobre esta, los a01’s, que no son cruces si no
puntos que indican que allí había un cruce. Esta notación se hace para no perder información
de la curva original y poderla reconstruir nuevamente a partir de a01®¡1a01¯.
Para una mejor comprensión consideremos el siguiente ejemplo.
Ejemplo 2.2.1 Sea ° la curva representada en la Figura 2-3 y w = a1a2a3a4a2a5a6a1a4a3a5a6
su palabra de Gauss asociada.
Figura 2-3
Si tomamos: ® = a2a3a4a2a5a6 y ¯ = a4a3a5a6, se tiene que w tiene la forma a1®a1¯. Así, al
aplicar la operación split sobre w se produce la sucesión a01®¡1a0¯, la cual representa una curva
normal con un cruce menos que ° y dos puntos sobre ésta que no son cruces, como se muestra
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en la …gura siguiente.
Figura 2-4
Repitiendo el proceso anterior sobre los diferentes cruces de °, se construye una curva normal
°0 que no tiene intersecciones consigo misma. A este tipo de curvas las llamaremos simples, y
al hacer todos los split, tenemos una sucesión w0 de puntos sobre esta, denotados por a0ir . Para
el ejemplo anterior, si hacemos las operaciones en el orden: a1; a6; a5; a2; a3 y a4, obtenemos la
sucesión w0 = a01a02a04a03a02a05a06a01a06a05a03a04 y la curva ° 0 se muestra en la Figura 2-5(a).
a b c
Figura 2-5
Ahora bien, si realizamos el proceso en el orden: a2; a3; a5; a6; a1 y a4, obtenemos la sucesión
a01a06a05a03a02a05a06a01a02a04a03a04. En este caso la curva °0 se muestra en la Figura 2-5(b). Si se hace
el proceso en el orden: a3; a4; a6; a5; a2; a1, obtenemos la sucesión a01a06a01a02a04a03a02a05a06a05a03a04,
la curva en este caso se muestra en la Figura 2-5(c). Claramente la sucesión w0 depende del
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orden en el que la operación split es realizada sobre los cruces de °, de aquí que puedan haber
varias secuencias w0 para w. A cualquiera de tales sucesiones se le llamará “sucesión split” de
w, y se denotará por w0. Mas adelante veremos que, para nuestro trabajo, no hay ambigüedad
en esta de…nición.
Una vez construida la sucesión split, unamos, por medio de segmentos las letras semejantes
que aparecen en °0, como se muestra en la …gura siguiente.
Figura 2-6
Puesto que estas conexiones son locales, estos segmentos no se interceptan entre sí. Para nuestro
ejemplo, la …gura siguiente muestra los segmentos.
a b c
Figura 2-7
Ahora bien, °0 es una curva simple cerrada, por tanto existe un homeomor…smo del plano que
transforma ° 0 en un círculo, digamos C, así, los puntos de la sucesión w0 pueden ser ubicados,
en su respectivo orden, sobre C y están unidos por segmentos disjuntos. Para el Ejemplo 2.2.1,
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en la …gura siguiente se muestran los segmentos.
a b c
Figura 2-8
A cualquiera de tales diagramas se le llamara “diagrama círculo” de w y lo denotaremos por
D(w).
2.2.2 Clasi…cación de las sucesiones split
En esta sección de…niremos lo que es una sucesión split mixta. A partir de esta de…nición
clasi…caremos las sucesiones split en sucesiones mixtas o no. A partir del grafo entrelazado
daremos una condición necesaria y su…ciente para decir si una sucesión es mixta o no.
Por el teorema de la curva cerrada de Jordan, C divide al plano en dos regiones; una acotada,
que llamaremos el interior de C, y la otra no acotada, que llamaremos el exterior de C.
Con la notación anterior tenemos el siguiente lema.
Lema 2.2.1 Si ds y dj son segmentos, en el interior de C, que unen a0s con a0s, y a0j con a0j,
respectivamente, entonces, as y aj no están entrelazadas si y sólo si ds y dj no se interceptan.
Prueba. Supongamos que as y aj están entrelazadas. Por permutaciones cíclicas podemos
suponer, sin pérdida de generalidad, que as ocurre primero en w. Esto equivale a que
w = asar:::alajam:::an| {z }
®
asat:::apajaq:::avai2k| {z }
¯
= as®as¯.
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O sea, uno de los aj hace parte de la sucesión ® y el otro de la sucesión ¯, por tanto al hacer
la operación split, a0s y aj ocurren en a0s®¡1a0s¯ en el orden
a0san:::amajal:::ar| {z }
®¡1
a0sat:::apajaq:::avai2k| {z }
¯
.
Si rotamos la sucesión a0s®¡1a0s¯ de tal forma que uno de los aj aparezca primero, como se
muestra a continuación:
ajal :::ara0sat:::ap| {z }
®
ajaq:::avai2ka
0
san:::am| {z }
¯
.
Al aplicar nuevamente la operación split, sobre esta sucesión, en el cruce aj se tiene
a0jap:::ata0sar:::al| {z }
®¡1
a0jaq:::avai2ka0san:::am| {z }
¯
.
Ahora bien, al trazar el segmento ds, el interior de C queda dividido en dos regiones, como se
muestra en la …gura siguiente.
Figura 2-9
Así, cualquier segmento en el interior de C que una a0j con a0j debe interceptarse con ds.
Recíprocamente, si ds y dj se interceptan, entonces a0j y a0s están entrelazadas, por el argumento
anterior, aj y as están entrelazadas en w.
Lema 2.2.2 Si ds y dj son segmentos en el exterior de C, que unen a0s con a0s, y a0j con a0j
respectivamente, entonces, as y aj no están entrelazadas si y sólo si ds y dj no se interceptan.
Prueba. Por el Principio de Re‡exión de Schwartz en el círculo, existe un homeomor…smo
Á del plano que deja invariante al círculo que envía al interior en el exterior, exterior en el
38
interior y rectas que se cruzan en arcos que se cruzan. Por el lema anterior se tiene el resultado.
A sucesiones split cuyas letras no se entrelazan las llamaremos “palabras de Dyck o suce-
siones de Dyck”. Diremos que una sucesión es mixta si se le puede extraer una palabra
Dyck, tal que la sucesión resultante es también una palabra de Dyck. Por ejemplo, la suce-
sión w0 = a01a02a04a03a02a05a06a01a06a05a03a04, es mixta, pues si extraemos de w la subsucesión U =
a04a03a05a06a06a05a03a04 la palabra resultante es V = a01a02a02a01. U y V son sucesiones de Dyck.
Con esta notación tenemos el siguiente teorema:
Teorema 2.2.3 Si w es la palabra de Gauss de una curva normal cerrada plana, entonces
cualquiera de sus sucesiones split, w0, es una sucesión mixta.
Prueba. Sea w una palabra de Gauss de una curva normal cerrada plana °. A partir de w,
con la operación split, podemos construir el diagrama círculo D(w0). Tomemos las letras de w0
correspondientes a los segmentos en el interior de C; denotemos esta sucesión por U . De forma
análoga, tomemos las letras correspondientes a los segmentos en el exterior de C , y denotemos
esta sucesión por V . Puesto que los segmentos que hacen parte de D(w0) en el interior (exterior)
son disjuntos, entonces por los Lemas 2.2.1 y 2.2.2, U y V son sucesiones Dyck, por tanto w0
es una sucesión mixta.
2.2.3 Construcción de curvas a partir de las sucesiones split
En esta sección vamos a hacer una construcción grá…ca, para producir un dibujo de una curva
normal cerrada plana a partir de una sucesión split mixta
De la construcción hecha en la Sección 2.2.1 podemos suponer, sin pérdida de generali-
dad, que dada una palabra de Gauss w siempre podemos construir las sucesiones split w0.
Recordemos que cada letra de w ocurre exactamente dos veces (en caso contrario w no podría
ser la palabra de Gauss de alguna curva normal).
Sea w una palabra de Gauss tal que cualquiera de sus sucesiones split w0 sea mixta. Las
letras de w0 pueden ser divididas en dos subsucesiones de Dyck, U y V . Ubiquemos las letras
de w0, en su respectivo orden, sobre un círculo C; unamos las letras semejantes de U por medio
de segmentos en el interior de C y las letras semejantes de V por segmentos en el exterior de C.
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Por los Lemas 2.2.1 y 2.2.2 estos segmentos son disjuntos. Ahora reemplacemos cada segmento
por un par de rectas paralelas y borremos los arcos de C entre los extremos de estas, como se
muestra en la Figura 2-10(a), (b) y (c). Con estas dos rectas paralelas construyamos un cruce,
como se muestra en la Figura 2-10(d).
Figura 2-10
Si el resultado es una curva normal, w es su palabra de Gauss asociada. Pero, puede pasar
que el resultado sean varias curvas normales. Para el Ejemplo 2.2.1, la solución para la sucesión
split, de la Figura 2-5(a), se muestra en la Figura 2-11(a). Para w = a1a5a4a3a5a2a3a4a1a2
D(w0) induce dos curvas normales, como se muestra el la Figura 2-11(b).
Figura 2-11
Diremos que w0 es realizable si D(w0) da lugar a una única curva normal cerrada plana cuya
palabra de Gauss es w.
El lema a continuación muestra que ser realizable no depende de la sucesión split que se
tome.
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Lema 2.2.4 Sea w una palabra de Gauss, entonces:
1: Si existe w0 realizable, entonces cualquier sucesión split de w es realizable.
2: Si existe w0 que no es realizable, entonces ninguna sucesión split de w es realizable.
Prueba. 1: Si existe w0 sucesión split de w realizable, entonces D(w0) da lugar a una curva
normal cerrada plana ° cuya palabra de Gauss es w. Puesto que ° es una curva plana, al aplicar
la operación split sobre todos los cruces de °, en cualquier orden, la sucesión split resultante,
es siempre realizable.
2: La prueba de esta parte es inmediata de 1 por reducción al absurdo.
El lema anterior se enuncia así, pues es computacionalmente apropiado.
2.2.4 Solución algorítmica
Iniciaremos esta sección enunciando la solución de R. Read y P. Rosenstiehl al problema de la
palabra de Gauss. La prueba de este teorema es inmediata a partir de los resultados de las
secciones anteriores, por lo que no haremos la prueba.
Teorema 2.2.5 Una condición necesaria y su…ciente para que una palabra de Gauss w sea la
palabra de Gauss de una curva normal cerrada plana es que exista una sucesión split w0 sea
mixta y realizable.
Una de las condiciones del Teorema 2.2.5 para que una palabra de Gauss w sea la palabra
de Gauss de una curva normal cerrada plana es que la sucesión split sea mixta, por tanto nos
vemos en la obligación de encontrar condiciones para saber cuando una sucesión split es mixta,
o equivalentemente, si las letras de w0 pueden se divididas en dos subsucesiones de Dyck, U y
V . En esta sección daremos una condición su…ciente para saber si una sucesión es mixta o no.
Ahora bien, si as y aj están entrelazadas en w, entonces las sucesiones U y V deben ser
tomadas de tal manera que as esté en U y aj esté en V , de lo contrario alguna de las dos
sucesiones, U o V , no sería una sucesión Dyck.
Para poder dar una caracterización de sucesiones mixtas, de…niremos grafo bipartido.
De…nición 2.2.1 (grafo bipartido) Un grafo L se dice bipartido si y sólo si sus vértices se
pueden dividir en dos subconjuntos disjuntos U y V tales que: los vértices en V están conectados
con los vértices de U y los vértices de cada subconjunto no estén conectados entre sí.
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Por ejemplo, el grafo de la Figura 2-1 no es bipartido, pues a6 sólo está conectado con a1.
La …gura a continuación muestra un ejemplo de un grafo bipartido.
Figura 2-12
En efecto, tome U = fa01; a04; a05; a06g y V = fa02; a03g.
Con la de…nición anterior podemos enunciar el siguiente lema.
Lema 2.2.6 Sea w una palabra de Gauss, entonces cualquier sucesión split w0 es una sucesión
mixta si y sólo si el grafo entrelazado Iw0 es bipartido.
Prueba. Sea w una palabra de Gauss y w0 una sucesión split de w. Supongamos que w0 es
una sucesión mixta, entonces existen subsucesiones U y V de w0 tales que las letras que ocurren
en U están entrelazadas con las letras que ocurren en V y las letras de cada subsucesión no
están entrelazadas, de aquí que Iw es un grafo bipartido.
Recíprocamente, supongamos que Iw es bipartido, entonces sus vértices se pueden dividir
en dos subconjuntos disjuntos U^ y V^ tales que: Los vértices en V^ estén conectados con los
vértices de U^ y los vértices de cada subconjunto no estén conectados entre sí. De lo anterior,
los conjutos U^ y V^ determinan sucesiones Dyck en w0. Por tanto al extraer de w0 la palabra de
Dyck determinada por U^, la sucesión resultante V^ es también una palabra de Dyck, con lo que
w0 es una sucesión mixta.
El lema siguiente muestra que si w es una palabra de Gauss y existe w0 sucesión split mixta,
entonces cualquier sucesión split de w es una sucesión mixta, es decir, que ser Iw bipartido no
depende de la sucesión split que se tome.
Antes de hacer la prueba de este hecho probaremos el siguiente lema
Lema 2.2.7 Sean w una palabra de Gauss, w0 una sucesión split de w y a0i; a0j dos vértices de
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Iw0, entonces:
1: Si a0i; a0j no ocurren entrelazadamente en w0, entonces, ai y aj no ocurren entrelazada-
mente en w:
2: Si a0i; a0j ocurren entrelazadamente en w0, entonces ai y aj ocurren entrelazadamente en
w
Prueba. 1: Si a0i; a0j no ocurren entrelazadamente en w0, entonces, por la prueba del Lema
2.2.1, ai y aj no ocurren entrelazadamente en w:
2: Supongamos que a0i y a0j están entrelazadas en w0 y que as y aj no están entrelazadas.
Por permutaciones cíclicas podemos suponer, sin pérdida de generalidad, que ai ocurre primero
en w. Esto equivale a que
w = aiar:::alajam:::apajaq:::an| {z }
®
aias:::avai2k| {z }
¯
= ai®ai¯.
Al hacer la operación split en el cruce ai se tiene:
a0ian:::aqajap:::amajal:::ar| {z }
®¡1
a0ias:::avai2k| {z }
¯
.
Si rotamos la sucesión a0i®¡1a0i¯ de tal forma que uno de los aj aparezca primero, como se
muestra a continuación:
ajal:::ara0ias:::avai2ka
0
ian:::aq| {z }
®
ajap:::am| {z }
¯
.
Al aplicar nuevamente la operación split en el cruce aj se tiene
a0jaq:::ana0iai2kav:::asa0iar:::al| {z }
®¡1
a0jap:::am| {z }
¯
.
Con lo que a0i y a0j no ocurren entrelazadamente.
De lo anterior se prueba el siguiente lema.
Lema 2.2.8 Sea w una palabra de Gauss. Si existe w0 sucesión split mixta de w, entonces
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cualquier sucesión split w00 de w es una sucesión mixta.
Note la importancia de este lema, que junto con el Lema 2.2.4 nos dice que podemos con-
siderar cualquier sucesión split.
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Capítulo 3
El problema de la palabra signada de Gauss
para curvas de m componentes
En este capítulo extenderemos el problema de la palabra signada de Gauss a curvas normales de
m componentes, para ello de…niremos el concepto de frase signada de Gauss. Construiremos la
super…cie de Carter para frases signadas de Gauss, la cual es análoga a la hecha en el Capítulo
1.
Dada una curva normal ° de 2 componentes, digamos °1 y °2, de…niremos la suma conexa
entre °1 y °2; la cual es una curva normal de una componente.
Daremos una solución al problema: ¿qué condiciones debe cumplir una frase signada de
Gauss de m palabras para que ésta sea la frase signada de Gauss de una curva normal plana
de m componentes? Mostrando un análisis detallado de como cambia el género de la super…cie
de Carter a partir de la suma conexa y con los resultados del Capítulo 1 damos una solución al
problema.
Cabe aclarar que tanto el concepto de suma conexa entre componentes de una curva como
los resultados que obtuvimos sobre la caracterización de curvas normales de 2 componentes son
originales. Por ello las pruebas las escribimos en forma detallada. Parte de este estudio está
resumido en la prueba del Teorema 3.3.1.
3.1 Conceptos básicos
Para abordar el problema de la frase signada de Gauss para curvas de m componentes, a partir
de los resultados dados en el Capítulo 1, de…niremos la suma conexa entre dos componentes de
una curva.
Sea ° :
mY
j=1
Sj ! G una curva normal, sean °1; °2; :::; °m las m componentes de °. La …gura
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a continuación muestra un ejemplo de una curva normal cerrada de 2 componentes.
Figura 3-1
Nombremos los cruces de ° con las letras ai, i = 1; :::;n, donde n es el número de cruces
de °. Ahora escojamos una orientación para cada una de las componentes °1; °2; :::; °m, y
recorramos cada componente de ° iniciando en un punto cualquiera sobre ellas y construyamos
sus respectivas palabras signadas. Denotemos estas palabras por !1; :::; !m. Al conjunto ! =
f!1; :::;!mg lo llamaremos la frase signada de Gauss de m palabras para °.
Para la curva de la Figura 3-1, nombrando los cruces con las letras ai, i = 1; :::; 12 y
recorriendo cada curva a partir del ¤ respectivo, tenemos la frase signada de Gauss:
fa12a¡11 a¡12 a3a¡14 a5a¡16 a7a1a¡18 a¡13 a¡19 a10a6; a¡15 a¡110 a11a2a8a¡112 a¡17 a¡111 a9a4g.
Si no se le asigna signo a los cruces, la frase que se obtiene se llama simplemente la frase de
Gauss para °. La frase de Gauss del ejemplo anterior es
fa12a1a2a3a4a5a6a7a1a8a3a9a10a6; a5a10a11a2a8a12a7a11a9a4g.
Si la curva normal tiene k componentes, entonces la frase de Gauss es de k palabras.
El problema ahora es: ¿qué condiciones debe cumplir una frase de m palabras para que ésta
sea la frase signada de Gauss de una curva normal cerrada plana de m componentes? Para
46
resolver este interrogante nos basaremos en los resultados dados en los capítulos anteriores.
En este capítulo centraremos el problema para curvas normales de 2 componentes, el caso
general se hace con un argumento de inducción.
Antes de continuar con nuestro estudio haremos las siguientes observaciones: las curvas
normales van a ser de 2 componentes, y se denotarán ° = °1 [°2 y a ! = f!1; !2g se le llamará
frase signada de Gauss de °. A continuación daremos algunas condiciones necesarias más no
su…cientes, para que una frase signada de Gauss sea la frase signada de Gauss de una curva
normal cerrada plana de 2¡componentes, tomemos los siguientes conjuntos: !1 = fajii : ajii
ocurre en !1g, !2 = fajii : ajii ocurre en !2g.
Lema 3.1.1 Si !1 \ !2 = Á, entonces: ! es la frase signada de Gauss de una curva normal
cerrada plana de 2 componentes si y sólo si !1 y !2 son palabras de Gauss de curvas normales
cerradas planas.
Prueba. Si !1 \ !2 = Á, entonces !1 y !2 son palabras signadas de Gauss. Aplicando el
Teorema 1.3.3 a cada palabra por separado, se tiene el resultado.
El lema anterior resuelve el caso para frases de Gauss cuyas palabras asociadas sean disjun-
tas. Por tanto supondremos, de ahora en adelante, que !1 \ !2 6= Á.
El lema a continuación da una condición necesaria, pero no su…ciente, para que una frase
signada sea la frase signada de Gauss de una curva normal cerrada plana de 2¡ componentes.
Lema 3.1.2 Si ! es la frase signada de Gauss de una curva normal cerrada plana de 2¡componen-
tes, entonces, el cardinal de !1 \ !2 debe ser par.
Prueba. Por hipótesis existe una curva normal cerrada plana ° = °1 [ °2, cuya frase
signada es !. Por el Teorema de la curva cerrada de Jordan, °1 divide al plano en un número
…nito de regiones acotadas, C1; :::; Ck y una no acotada Ck+1 = C. Sean °2r = °2 \ Cr , puesto
que °2 es una curva continua, por una consecuencia del Teorema de la curva cerrada de Jordan,
°2r restringida a @Cr tiene dos elementos, con lo que el cardinal de
[
r
¡
°2 \ @Cr¢ es par.
Una consecuencia del lema anterior es
Lema 3.1.3 Si ! = f!1;!2g es la frase signada de Gauss de una curva normal cerrada plana
de 2 componentes, entonces !1 y !2 tienen un número par de letras.
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Prueba. Consideremos las palabras signadas: !^1 obtenida al suprimir de !1 las letras de
!1 \!2 y !^2 obtenida al suprimir de !2 todas las letras de !1 \!2. Puesto que ° es una curva
normal cerrada plana, entonces las curvas °1 y °2; obtenidas al suprimir de ° las curvas °1
y °2 respectivamente, son normales cerradas planas con palabras signadas de Gauss !^1 y !^2,
respectivamente. Con lo que !^1 y !^2 tienen un número par de letras. Puesto que
¯¯
!1
¯¯
= j!1 \ !2j + ¯¯!^1¯¯ , ¯¯!2¯¯ = j!1 \ !2j + ¯¯!^2¯¯ ,
y por el lema anterior
¯¯
!1
¯¯
,
¯¯
!2
¯¯
son pares.
Diremos que dos frases signadas de Gauss ! = f!1;!2g y r = fr1; r2g son equivalentes, si
y sólo si !i puede se llevado a rj por medio de permutaciones cíclicas o por reenumeración de
las letras de !i, para i; j = 1; 2..
3.2 La super…cie de Carter para frases signadas de Gauss
En esta sección extenderemos de la construcción de super…cie de Carter para frases signadas
de Gauss de 2 componentes, es decir, extenderemos el Teorema 1.2.1, a frases signadas de 2
palabras. En forma similar el resultado puede se extendido a frases signadas de m componentes.
Para la construcción de la super…cie de Carter se va a adoptar el mismo razonamiento hecho
en el Capítulo 1, por lo que sólo se darán ideas básicas
Teorema 3.2.1 Toda frase signada ! = f!1 = aj1i1aj2i2aj3i3 :::aj2pi2p ;!2 = ar1n1ar2n2ar3n3:::ar2sn2sg es la
frase signada de Gauss de alguna curva normal de dos componentes inmersa en una super…cie
compacta, conexa y orientable. Además existe una correspondencia 1 ¡ 1 entre las clases de
geotopía estable y las clases de equivalencia de frases signadas de Gauss.
Prueba. Sea ! = f!1 = aj1i1aj2i2aj3i3 :::aj2pi2p ; !2 = ar1n1ar2n2ar3n3:::ar2sn2sg, donde j1; :::; j2p; r1; :::; r2s 2
f§1g e i1; :::; i2p;n1; :::; n2s 2 f1; :::; kg, una frase signada de Gauss. La super…cie de Carter
para !, que denotaremos por M!, es el complejo simplicial cuyos vértices están nombrados con
las letras a1; :::; ak.
Los lados están dados por las parejas de vértices consecutivos tanto de !1 como de !2,
o sea que, [aj1i1; a
j2
i2 ]; [a
j2
i2 ; a
j3
i3 ]; :::; [a
j2p¡1
i2p¡1 ; a
j2p
i2p ]; [a
j2p
i2p ; a
j1
i1 ]; [a
r1
n1; a
r2
n2]; :::; [a
j2s¡1
r2s¡1; ar2sn2s ]; [a
r2s
n2s ; a
r1
n1], es
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la enumeración de los diferentes lados del complejo. Nuevamente no hay ambigüedad en la
de…nición de los lados de M!, pues, al hacer movimientos cíclicos de las letras de !1 y !2 las
parejas de vértices consecutivos en !1 y !2 no se altera. De lo anterior diremos que los lados
así de…nidos están orientados positivamente, y si se recorre el lado [ajtit ; a
jt+1
it+1 ] de a
jt+1
it+1 hasta a
jt
it
se dice que el lado se está recorriendo en la dirección negativa y se denotará por ¡[ajtit ; ajt+1it+1 ].
En forma análoga a la construcción de la super…cie de Carter para una palabra signada,
las caras de M! son polígonos cuyas fronteras están formadas por lados que cumplen la regla
descrita en el Teorema 1.2.1. Puesto que estamos bajo el supuesto que !1 y !2 no son disjuntos,
entonces M! es una super…cie conexa. Además, análogo que a la prueba del Teorema 1.2.1, M!
es orientable y compacta.
Sean °1 = [aj1i1 ; a
j2
i2 ]+[a
j2
i2 ; a
j3
i3 ]+:::+[a
j2p¡1
i2p¡1 ; a
j2p
i2p ], °
2 = [ar1n1; a
r2
n2 ]+[a
r2
n2; a
r3
n3 ]+:::+[a
j2s¡1
r2s¡1; ar2sn2s ]
y tome ° = °1 [ °2. ° es una curva normal de dos componentes sobre M! y por su misma
de…nición su frase signada de Gauss es !. Hemos probado entonces que toda palabra signada
de Gauss es la palabra signada de una curva normal cerrada en una cierta super…cie orientable.
La segunda parte del teorema es similar a la hecha en el Teorema 1.2.1.
Veamos un ejemplo que ilustre la construcción anterior.
Ejemplo 3.2.1 Para la frase signada de Gauss ! = f!1 = a¡11 a2a¡13 a¡12 ; !2 = a1a2g, los
vértices de M! están nombrados por a1, a2, a3; los lados por [a¡11 ; a2], [a2; a¡13 ], [a¡13 ; a¡12 ],
[a¡12 ; a¡11 ], [a1; a2], [a2; a1], y las fronteras de las caras son:
@f1 = [a¡11 ; a2] ¡ [a¡13 ; a¡12 ] ¡ [a1; a3],
@f2 = ¡[a¡11 ; a2] ¡ [a3; a1] + [a¡13 ; a¡12 ] + [a2; a¡13 ] + [a3; a1] ¡ [a¡12 ; a¡11 ],
@f3 = ¡[a2; a¡13 ] + [a¡12 ; a¡11 ] + [a1; a3].
A partir del Teorema 3.2.1 y los resultados del Capítulo 1, tenemos la siguiente propiedad
de la super…cie de Carter.
Teorema 3.2.2 Sea ! = f!1;!2g una frase signada y M! su super…cie de Carter. Entonces,
el género de M!, que denotaremos por gen(Mw), es 0 si y sólo si ! es la frase signada de Gauss
de una curva normal cerrada plana de dos componentes.
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Para la frase del ejemplo anterior, M! tenemos: #(vértices) = 3, #(lados) = 6 y #(caras) =
3: Así, género de Mw es 2+#(v¶ertices)¡#(lados)+#(caras)2 = 1, por tanto, ! no es la frase signada
de Gauss de una curva normal cerrada plana.
3.3 Suma conexa de una curva normal de dos componentes
Para aplicar los resultados del Capítulo 1 de…niremos una operación entre las componentes
de una curva normal, que llamaremos suma conexa. Mediante esta operación, transformamos
la frase signada de Gauss en una palabra signada de Gauss. Nuestro objetivo es utilizar la
caracterización de la palabra de Gauss, dada en el Capítulo 1; para resolver el problema de la
frase signada de Gauss.
Sea ° = °1 [ °2 y ! = f!1;!2g su frase signada de Gauss. Sea air un cruce común de °1
y °2. Podemos suponer sin perdida de generalidad que dicho cruce es a1. Ahora supongamos
que ! = f!1 = a1aj2i2 :::ajpip ;!2 = ajnin :::ajsisa¡11 ajtit :::ajmimg. La suma conexa de °1 y °2 en a1, esta
dada por la siguiente palabra signada de Gauss
aj2i2 :::a
jp
ipa1a
¡1
1 a
jt
it :::a
js
is ,
que denotaremos por w#a1 . La explicación geométrica de cómo actúa la suma conexa sobre la
curva ° se muestra en la siguiente …gura
Figura 3-2
Para nuestro ejemplo,
w#a5 = a
¡1
6 a7a1a
¡1
8 a
¡1
3 a
¡1
9 a10a6a12a
¡1
1 a
¡1
2 a3a
¡1
4 a5a
¡1
5 a
¡1
10 a11a2a8a
¡1
12 a
¡1
7 a
¡1
11 a9a4
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y su curva normal cerrada asociada se muestra en la …gura siguiente.
Figura 3-3
Consideremos ahora la curva dada por la …gura siguiente
Figura 3-4
°1#a4°2 y °1#a3°2 se muestran en las Figuras 3-5 y 3-6 respectivamente.
Figura 3-5
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Figura 3-6
El lector puede veri…car, usando el Teorema 3.2.2 que °1#a4°2 es una curva normal plana
mientras que °1#a3°2 no es plana, por tanto podemos a…rmar que la suma conexa depende del
cruce donde es efectuada la operación.
Por comodidad denotaremos a °1#ai°2 por °1#i°2 y a w#ai por w#i .
Por el Teorema 3.2.1, toda frase signada ! = f!1; !2g es la frase signada de Gauss de una
curva normal de 2 componentes, ° = °1 [ °2, la cual está inmersa en una super…cie conexa,
compacta y orientable M!. De lo anterior, el problema de la frase signada de Gauss se reduce
al problema: ¿cuándo gen(M!) = 0?.
Un interrogante es: Sea air un cruce común de °1 y °2. Si w#ir es la palabra signada
de Gauss de una curva normal cerrada plana, ¿es ! la frase de Gauss de una curva normal
cerrada plana de 2 componentes? Resulta que no es cierto. Es posible que w#ir sea la palabra
signada de Gauss de una curva normal cerrada plana sin que ! sea la frase signada de Gauss
de una curva normal cerrada plana de 2 componentes, el siguiente ejemplo ilustra este hecho.
Ejemplo 3.3.1 Sea ° = °1 [ °2 la curva representada en la Figura 3-7a
a b
Figura 3-7
Esta curva tiene frase de Gauss ! = f!1 = a¡11 a¡12 ;!2 = a1a2g, los vértices de M! están
nombrados por a1; a2; los lados por [a¡11 ; a¡12 ]; [a¡12 ; a¡11 ]; [a1; a2]; [a2; a1] y las fronteras de las
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caras por
@f1 = [a¡11 ; a¡12 ] + [a2; a1] ¡ [a¡12 ; a¡11 ] ¡ [a1; a2],
@f2 = ¡[a¡11 ; a¡12 ] ¡ [a2; a1] + [a¡12 ; a¡11 ] + [a1; a2].
Por tanto Â(M!) = 2 ¡ 4 + 2 = 0, con lo que gen(M!) = Â(M!)+22 = 1. En virtud del Lema
3.2.2, ! no es la frase signada de Gauss de una curva normal cerrada plana. Pero °1#2°2, que
es la curva representada en la Figura 3.6b, tiene como palabra de Gauss w#2 = a1a2a
¡1
2 a
¡1
1 .
Ahora bien:
®1(w#2) ´ 0(mod2), ®2(w#2) ´ 0(mod2).
Por otro lado: S1 = fa2; a¡12 g, S1 = fa1; a2; a¡12 ; a¡11 g, S2 = © y S2 = fa2; a¡12 g.
De aquí que ¯ij(w#2) ´ 0(mod 2), para i; j = 1; 2. Por el Teorema 1.4.7, w#2 es la palabra
de Gauss de una curva normal cerrada plana.
Pero no todo está perdido, pues: si w#ir no es la palabra signada de Gauss de una curva
normal cerrada plana, entonces ! no es la frase signada de Gauss de una curva normal cerrada
plana de 2 componentes.
Antes de iniciar la prueba de este hecho consideremos lo siguiente: Sea ! = f!1; !2g una
palabra signada de Gauss y ° = °1 [ °2 una curva normal asociada. Puesto que M! es una
2¡variedad, existe V , vecindad de a1; tal que aj =2 V para j 6= 1 y la región de M! en el interior
de V puede ser representada en el plano, ver Figura 3-8a. Denotemos las caras de M! que
tienen en común el vértice a1 por f1; f2; f3 y f4. Puesto que sólo conocemos el comportamiento
de las caras en el interior de V , de la Figura 3-8a,
@f1 = ::: + [ajsis ; a
¡1
1 ] + [a1; a
jm
im ] § :::,
@f2 = ::: ¡ [a1; ajmim ] + [a¡11 ; ajtit ] § :::,
@f3 = ::: + [a
jp
ip ; a1] ¡ [ajsis ; a¡11 ] § :::,
@f4 = ::: ¡ [a¡11 ; ajtit] ¡ [ajpip ; a1] § :::
Los puntos suspensivos se ponen con el objetivo de indicar que desconocemos el comportamiento
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de las caras f1; f2; f3 y f4 por fuera de V , y podría suceder que, eventualmente, dos o más de
estas caras sean las mismas.
Figura 3-8
Por ejemplo: si f1 = f2, entonces @f1 = @f2, es decir
@f1 = @f2 = [a1; ajmim ] § ::: ¡ [a1; ajmim ] + [a¡11 ; ajtit ] § ::: +[ajsis ; a¡11 ].
La Figura 3.8b muestra como la suma conexa afecta la parte de M! que está en el interior de
V mientras que la parte de M! que esta en el exterior de V la deja igual. Además, al hacer
la suma conexa, en el vértice a1, los lados [a
js
is ; a
¡1
1 ]; [a1; a
jm
im ] de M! son deformados en los
lados [ajsis ; a
jm
im ]; [a1; a
¡1
1 ] de Mw#1 , puesto que la suma conexa sólo afecta la parte que está en el
interior de V , se tiene que el número de lados de M! y Mw#1 son el mismo. Además, el número
de vértices tampoco es afectado por la suma conexa.
Denotemos las caras de Mw#1 que tienen en común el vértice a1 por f
0; f01; f 03;2; f 02;3 y f04,
puesto que sólo conocemos el comportamiento de las caras en el interior de V , de la Figura 3-8b
@f0 = [a1; a¡11 ],
@f01 = ::: + [a
js
is ; a
jm
im ] § :::,
@f 02;3 = ::: ¡ [ajsis ; ajmim ] § :::,
@f 03;2 = ::: + [a
jp
ip ; a1] ¡ [a1; a¡11 ] + [a¡11 ; ajtit ] § :::,
@f04 = ::: ¡ [a¡11 ; ajtit ] ¡ [ajpip ; a1] § :::
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Notemos, de la Figura 3-8(b) que la cara f 0 es diferente de las restantes caras.
En el teorema siguiente mostraremos como cambia el número de caras de Mw#i1 respecto
al número de caras de M! .
Teorema 3.3.1 Sean ! = f!1;!2g una frase signada de Gauss, ai una letra común de !1,
!2 y w#i la palabra signada de Gauss correspondiente a la suma conexa hecha en el cruce ai.
Entonces:
#(caras de Mw#i ) =
8>><>>:
#(caras de M!)
ó
#(caras de M!) + 2
Prueba. Podemos suponer sin perdida de generalidad que ai = a1. Haremos el análisis de
acuerdo al número de caras de M! que tienen en común el vértice a1.
1. Número de caras de M! que tienen en común el vértice a1 es 4.
Si f1; f2; f3 y f4 son caras distintas, entonces sus fronteras pueden ser expresadas de la
siguiente forma:
@f1 = [a1; a
jm
im] +¸1 + [a
js
is ; a
¡1
1 ],
@f2 = [a¡11 ; a
jt
it ] +¸2 + [a1; a
jm
im ],
@f3 = ¡[ajsis ; a¡11 ] +¸3 + [ajpip ; a1],
@f4 = ¡[ajpip ; a1] + ¸4 + [a¡11 ; ajtit ].
Donde las curvas i¸; i = 1;2; 3; 4 son partes de frontera de las caras fi; i = 1; 2;3;4; respectiva-
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mente, como se muestra en la Figura 3-9a.
Figura 3-9
De la Figura 3-9a, se observa que
@f 0 = [a1; a¡11 ],
@f 03;2 = @f02;3 = ¡[a1; a¡11 ] + [a¡11 ; ajtit] +¸2 ¡ [ajsis ; ajmim ] + ¸3 +[ajpip ; a1],
@f 01 = [ajsis ; a
jm
im ] + ¸1,
@f 04 = @f4.
Puesto que las caras f1; f2; f3 y f4 son diferentes, se tiene que i¸ 6= ¸j , para i 6= j, así, las caras
f 03;2; @f 01; @f04 y f0 deMw#1 son diferentes. Con lo que, en este caso, #(caras de Mw#i ) = #(caras
de M!).
2. Número de caras de M! que tienen en común el vértice a1 es 3.
Se tienen los siguientes casos:
2:1: Si f2 = f3 y fi 6= fj , para i 6= j con i; j = 1; 2; 4. De la Figura 3-10a; sus fronteras
pueden ser expresadas como sigue
@f2 = @f3 = ¡[ajsis ; a¡11 ] +¸3 ¡ [a1; ajmim ] + [a¡11 ; ajtit ] + ¸2 +[ajpip ; a1],
@f1 = [a1; ajmim ] + ¸1 +[a
js
is ; a
¡1
1 ],
@f4 = ¡[ajpip ; a1] +¸4 +[a¡11 ; ajtit ].
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Figura 3-10
De la Figura 3-10b se obsera que
@f 0 = [a1; a¡11 ],
@f 03;2 = ¡[a1; a¡11 ] + [a¡11 ; ajtit ] +¸2 + [ajpip ; a1] ¡ [ajsis ; a¡11 ],
@f 04 = ¡[ajpip ; a1] + ¸4 +[a¡11 ; ajtit ],
@f 02;3 = ¡[ajsis ; ajmim ] +¸3,
@f 01 = [a
js
is ; a
jm
im] +¸1.
Puesto que ¸i 6= j¸ , para i 6= j, se concluye que las caras f01; f0; @f 03;2; @f 02;3 y f 04 son diferentes.
En este caso #(caras de Mw#i ) = #(caras de M!) + 2.
2:2: Si f1 = f2 y fi 6= fj , para i 6= j con i; j = 1; 3; 4: De la Figura 3-11a
@f1 = @f2 = [a1; a
jm
im ] + ¸1 ¡ [a1; ajmim] + [a¡11 ; ajtit ] + ¸2 +[ajsis ; a¡11 ],
@f3 = ¡[ajsis ; a¡11 ] + ¸3 +[ajpip ; a1],
@f4 = ¡[ajpip ; a1] +¸4 + [a¡11 ; ajtit ].
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Figura 3-11
De la Figura 3-11b
@f 0 = [a1; a¡11 ],
@f03;2 = @f 02;3 = @f 01 = ¡[a1; a¡11 ] + [a¡11 ; ajtit ] + ¸2 + [ajsis ; ajmim ] +¸1 ¡ [ajsis ; ajmim ] + ¸3 +[ajpip ; a1],
@f 04 = ¡[ajpip ; a1] + ¸4 + [a¡11 ; ajtit ].
Así, f 03;2; f 04 y f 0 son caras diferentes. Con lo que, en este caso, #(caras de Mw#i ) = #(caras
de M!).
El los casos siguientes el número de caras no varía y el análisis es similar al Caso 2:2, por
tanto, no hacemos la prueba.
2:3: Si f1 = f3 y fi 6= fj , para i 6= j con i; j = 1; 2; 4.
2:4: Si f1 = f4 y fi 6= fj , para i 6= j con i; j = 1; 2; 3.
2:5: Si f2 = f4 y fi 6= fj , para i 6= j con i; j = 1; 2; 3.
2:6: Si f3 = f4 y fi 6= fj , para i 6= j con i; j = 1; 2; 3.
3. Número de caras de M! que tienen en común el vértice a1 es 2.
3:1: Si f2 = f3, f1 = f4 y f1 6= f2. Entonces, de la Figura 3-12a; sus fronteras se pueden
expresar de la siguiente forma
@f2 = @f3 = ¡[ajsis ; a¡11 ] +¸2 ¡ [a1; ajmim ] + [a¡11 ; ajtit ] + ¸3 +[ajpip ; a1],
@f1 = @f4 = [a1; ajmim] +¸1 ¡ [a¡11 ; ajtit] ¡ [ajpip ; a1] +¸4 + [ajsis ; a¡11 ].
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Figura 3-12
De la Figura 3-12b se observa que
@f0 = ¡[a1; a¡11 ],
@f01 = @f04 = ¡[ajpip ; a1] + ¸4 +[ajsis ; ajmim] +¸1 ¡ [a¡11 ; ajtit],
@f 02;3 = ¡[ajsis ; ajmim] +¸2,
@f3;2 = ¡[a1; a¡11 ] + [a¡11 ; ajtit ] + ¸3.
Con lo que f 01; f 0; @f 03;2; @f 02;3 son diferentes. En este caso #(caras de Mw#i) = #(caras de
M!) + 2.
Haciendo un análisis similar al hecho en los casos anteriores se puede mostrar que en los
siguientes casos el número de caras no varía
3:2: Si f1 = f2, f3 = f4 y f1 6= f3.
3:3: Si f1 = f3, f2 = f4 y f1 6= f2.
4. Número de caras de M! que tienen en común el vértice a1 es 1.
Si f1 = f2 = f3 = f4; se tiene, de Figura 3-13a que su frontera se puede expresar de la
siguiente manera
@f3 = @f2 = @f1 = @f4 = ¡[ajsis ; a¡11 ] + ¸3 +[ajsis ; a¡11 ] + [a1; ajmim] +¸1 ¡ [a1; ajmim] + [a¡11 ; ajtit ] +
¸2 ¡ [a¡11 ; ajtit ] ¡ [ajpip ; a1] + ¸4 +[ajpip ; a1].
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Figura 3-13
De la Figura 3-13b
@f 0 = ¡[a1; a¡11 ],
@f 03;2 = @f04 = ¡[a1; a¡11 ] + [a¡11 ; ajtit ] +¸2 ¡ [a¡11 ; ajtit ] ¡ [ajpip ; a1] + ¸4 +[ajpip ; a1],
@f 01 = @f02;3 = [a
js
is ; a
jm
im] +¸1 ¡ [ajsis ; ajmim ] + ¸3.
De lo anterior, f03;2; f 02;3 y f 0 son difeentes, por tanto, en este caso, #(caras de Mw#i ) = #(caras
de M!)+ 2.
En resumen:
Si f2 = f3, entonces #(caras de Mw#i ) = #(caras de M!) + 2.
Si f2 6= f3, entonces #(caras de Mw#i ) = #(caras de M!).
Como corolario del teorema anterior tenemos
Lema 3.3.2 Sean ! = f!1;!2g una frase signada de Gauss, ai una letra común de !1, !2
y w#i la palabra signada de Gauss correspondiente a la suma conexa hecha en el cruce ai.
Entonces:
gen(Mw#i ) =
8>><>>:
gen(M!)
ó
gen(M!) ¡ 1
Prueba. Por el teorema anterior #(caras de Mw#i ) = #(caras de M!) ó #(caras de
Mw#i ) = #(caras de M!) + 2. Puesto que el número de vértices y lados de M! y Mw#1 son el
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mismo, entonces Â(Mw#i) = Â(M!) ó Â(Mw#i) = Â(M!)+2. Con lo que gen(Mw#i) = gen(M!)
ó gen(Mw#i) = gen(M!) + 1.
Teorema 3.3.3 Si w#ir no es la palabra signada de Gauss de una curva normal cerrada
plana, entonces ! no es la frase signada de Gauss de una curva normal cerrada plana de
2¡componentes.
Prueba. Si w#ir no es la palabra signada de Gauss de una curva normal cerrada plana,
entonces gen(Mw#ir ) > 1, luego, por Teorema 3.2.2, ! no es la frase signada de Gauss de una
curva normal plana de 2¡componentes.
En la prueba del Teorema 3.3.1 mostramos los casos de como varía el número de caras de
M! bajo la suma conexa, con la notación de la Figura 3-8, resumimos los casos así:
a: Si f2 = f3, entonces, #(caras de Mw#i ) = #(caras de M!)+2, por lo que gen(Mw#i)+1 =
gen(M!).
b: Si f2 6= f3, entonces, #(caras de Mw#i ) = #(caras de M!), por lo que gen(Mw#i ) =
gen(M!).
Los casos anteriores muestran el siguiente teorema que es el resultado principal de este
capítulo y que es una caracterización de frases signadas de Gauss.
Teorema 3.3.4 Sean ! = f!1;!2g una frase signada de Gauss, ai una letra común de !1, !2
y w#i la palabra signada de Gauss correspondiente a la suma conexa hecha en el cruce ai. Con
la notación de la Figura 3-8,
1: Si f2 = f3, entonces, ! no es realizable.
2: Si f2 6= f3, entonces: ! es realizable si y sólo si w#i es realizable.
En este punto queda el interrogante ¿es posible encontrar condiciones, del tipo hecho en el
Capítulo 1, sobre una frase signada para que ésta sea la frase signada de Gauss de una curva
normal de varias componentes?
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Capítulo 4
Aplicación a la teoría de nudos
En este capítulo haremos una pequeña aplicación del problema de la palabra signada de Gauss
en la clasi…cación de nudos. Para enfrentar este problema introduciremos el concepto de código
nudal, es decir, a un nudo cualquiera le asignaremos un código, que guarda información sobre
éste. La pregunta ahora es: ¿cuándo un código es el código nudal de un nudo orientado en S3?
Para resolver este interrogante, nos basaremos en el hecho de que la proyección de un nudo
en el plano es una curva normal cerrada plana, y con la solución del problema de la palabra
signada de Gauss daremos condiciones necesarias y su…cientes sobre el código nudal. Para ver
las aplicaciones del código nudal en la clasi…cación de nudos orientados, consultar [15] y [12].
4.1 Código nudal
En esta sección explicaremos, por medio de un ejemplo, el concepto de código nudal. Sea K un
nudo orientado, nombremos sus cruces con los número 1; :::; k, donde k es el número de cruces
de K. Ahora escojamos una orientación de K y recorrámoslo iniciando en un punto cualquiera
sobre ella. Construyamos una sucesión de la siguiente manera: cuando pasamos por el cruce
i, escribimos ¡i, si pasamos por debajo del nudo o i, si pasamos por encima. La sucesión que
construimos se llama “la palabra nudal” para K. Consideremos el nudo de la …gura siguiente.
Figura 4-2
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Nombrando los cruces con los números 1; 2; 3;4;5 y recorriendo el nudo a partir del punto ²,
tenemos la siguiente palabra nudal f1; ¡2; 3;¡5;4;¡1;2;¡4;5; ¡3g.
Dado un cruce, i, diremos que el cruce es positivo si tiene la forma y negativo
si es de la forma . Con esta convención, consideremos el conjunto que contiene la
palabra nudal y otra nueva conformada por los signos de los cruces: Se coloca 1 (respectivamente
¡1) en la posición n, (esta posición corresponde al número del cruce) si el cruce es positivo
(respectivamente negativo). Para el nudo de la Figura 4 ¡ 1, el conjunto queda:
ff1; ¡2; 3; ¡5; 4;¡1;2;¡4;5;¡3g;f¡1; ¡1; ¡1; ¡1; ¡1gg .
Al conjunto anterior lo llamaremos código nudal de K y lo denotaremos por nK.
Diremos que dos códigos nudales w y r son equivalentes, si y sólo si sus palabras nudales
se pueden llevar la una en la otra por medio de un número …nito de permutaciones circulares o
por reenumeración de los cruces. De esta forma el código nudal no depende del punto ² ni de
la numeración escogida.
El siguiente teorema muestra la unicidad del código nudal, para la prueba, [12, Teorema
4.1.1].
Teorema 4.1.1 (Teorema de unicidad) Si el código nudal descrito anteriormente representa
un nudo, este nudo es único.
4.2 Proyección planar de un nudo en un plano
En la sección anterior de…nimos el código nudal para un nudo K. En esta sección estudiaremos
el siguiente problema: ¿qué condiciones debe cumplir un código para que éste sea el código nudal
un nudo orientado? Para abordar este problema a partir del problema de la palabra signada
de Gauss, mostraremos una relación entre nudos y curvas normales.
Sea K un nudo y sea i un cruce cualquiera de K, la proyección planar de K en cada uno
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de sus cruces, que denotaremos por PK, está dada por la siguiente …gura.
Figura 4-3
La proyección planar del nudo de la Figura 4-2, se muestra el la …gura siguiente
Figura 4-4
Como podemos observar si K es un nudo en S3 entonces PK es una curva normal plana, y
reciprocamente, cualquier curva normal plana es la proyección de un nudo en S2, de hecho, este
nudo no es único.
4.3 Relación entre el código nudal de un nudo K y la palabra
signada de Gauss de PK
En esta sección mostraremos como construir la palabra signada de Gauss de PK a partir de un
código nudal de K y como construir un nudo y su código nudal a partir de una curva normal
cerrada plana.
Sea K un nudo orientado y sea i un cruce cualquiera de este.
Sea nk = ffm1; m2; :::; m2kg; fe1; :::; ekgg, donde fm1; ::::; m2kg ½ f§1; :::;§kg y ej 2 f§1g,
j = 1; :::; k, un código nudal.
A continuación daremos un algoritmo para construir una palabra signada de Gauss de PK
a partir de un código nudal de K
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1: Para ei = ¡1; se tiene:
a) Si mj = i, la palabra signada de Gauss tiene en la correspondiente posición la letra ai.
b) Si mj = ¡i, la palabra signada de Gauss tiene en la correspondiente posición la letra a¡1i .
2: Para ei = 1; se tiene:
a) Si mj = i, la palabra signada de Gauss tiene en la correspondiente posición la letra a¡1i .
b) Si mj = ¡i, la palabra signada de Gauss tiene en la correspondiente posición la letra ai.
A esta palabra signada de Gauss la denotaremos por wK.
Mostraremos por medio de un ejemplo como trabaja el algoritmo anterior.
Ejemplo 4.3.1 Sea ff¡1;2; ¡3; 1; ¡4; 3;¡5;4;¡2;5g ; f1; 1;1;1; 1gg un código nudal, entonces,
la palabra signada de Gauss correspondiente es wK = a1a¡12 a3a¡11 a4a¡13 a5a¡14 a2a¡15 .
S1 = fa1; a¡12 ; a3; a¡11 g,
S2 = fa¡15 ; a1g, S¡12 = fa5; a¡11 g.
S1 \ S¡12 = fa¡11 g. Con lo que ¯12(w) = ¡1. en virtud del teorema 1.4.7, concluimos que
dicha palabra no corresponde a ninguna palabra signada de Gauss de una curva normal cerrada
plana.
Sea ahora ° una curva normal cerrada plana y w una palabra signada de Gauss para °.
Tomemos un cruce ai de ° y hagamos sobre este cruce las operaciones mostradas en la …gura
siguiente
a b
Figura 4-5
El resultado de combinar estas dos operaciones sobre todos los cruces de ° es un nudo
orientado.
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El teorema a continuación da una condición necesaria y su…ciente para que un código nudal
sea el código nudal de un nudo orientado en S3.
Teorema 4.3.1 Sea nk un código nudal y wk su correspondiente palabra signada de Gauss,
entonces, nk es el código nudal de un nudo orientado si y sólo si wk es la palabra signada de
Gauss de alguna curva normal cerrada plana.
Prueba. Sabemos de la construcción que si nk es el código nudal de un nudo orientado K
entonces wk es la palabra signada de Gauss de PK, que es una curva normal plana.
Para el recíproco, sea wk = a
j1
i1 :::a
j2k
i2k donde i1; :::; i2k 2 f1; :::; kg, j1; :::; j2k 2 f§1g, la
palabra signada de Gauss de una curva normal cerrada plana °, y supongamos que nk =
ffm1;m2; :::;m2kg;fe1; :::; ekgg, donde fm1; ::::; m2kg ½ f§1; :::;§kg y ej 2 f§1g, j = 1; :::; k,
es el código nudal correspondiente con wk.
1: Si ei = ¡1, entonces la operación correspondiente en el cruce ai es
Figura 4-6
2: Si ei = 1, entonces la operación correspondiente en el cruce ai es
Figura 4-7
El resultado de las operaciones anteriores sobre todos los correspondientes cruces de ° es un
nudo orientado cuyo código nudal es nk.
En virtud del teorema anterior el código nudal del Ejemplo 4.3.1 no es el código nudal de
un nudo orientado.
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Conclusiones
En los dos primeros capítulos estudiamos dos soluciones del problema de la palabra de Gauss.
En este estudio modi…camos y extendimos las pruebas con el …n de hacer una exposición clara,
coherente y autocontenida.
En el tercer capítulo resolvimos el problema de la frase signada de Gauss para curvas
normales de varias componentes. Para ello nos apoyamos en el trabajo de Carter y en la
solución del problema de la palabra signada de Gauss [2]. La solución que dimos al problema
no es de carácter combinatorio como la solución del problema de la palabra signada de Gauss.
Por lo tanto dejamos la inquietud de sí es posible encontrar condiciones necesarias y su…cientes
del tipo dado en el Capítulo 1:
Por último, en el Capítulo 4, hicimos una aplicación de la solución del problema de la palabra
signada de Gauss en el problema de clasi…cación de nudos. Este tema se había estudiado en
la tesis de pregrado de matemáticas [12], donde se hizo la clasi…cación de nudos orientados
hasta 6 cruces. Ahora bien, para enfrentar este problema se introdujo el concepto de código
nudal, es decir, a un nudo cualquiera se le asignó un código, que guarda información de éste.
La pregunta era: ¿cuándo un código es el código nudal de un nudo orientado en S3? Este
interrogante se resolvió basándonos en el hecho de que la proyección de un nudo en el plano
es una curva normal cerrada plana, y con la solución del problema de la palabra signada de
Gauss, encontramos condiciones necesarias y su…cientes sobre el código nudal. Nuestra idea
era modi…car las condiciones sobre la palabra signada de Gauss, dadas en el Capítulo 1, para
encontrar condiciones necesarias y su…cientes, de tipo combinatorio, sobre el código nudal.
Un interrogante que surgió fue: ¿es posible encontrar un algoritmo, a partir de la solución
de R. C. Read y P. Rosenstiehl, para determinar cuándo un código nudal nK es el código nudal
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de un nudo orientado K en S3, y en el caso de que el código nudal represente un nudo en
S3, el algoritmo genere dicho nudo? Esta es una pregunta para la cual aún no conocemos su
respuesta.
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