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Abstract
Non-orthogonal multiple access (NOMA) is an emerging technology for massive connectivity in
machine-type communications (MTC). In code-domain NOMA, non-orthogonal spreading sequences are
uniquely assigned to all devices, where active ones attempt a grant-free access to a system. In this paper,
we study a set of user-specific, non-orthogonal, binary spreading sequences for uplink grant-free NOMA.
Based on Golay complementary sequences, each spreading sequence provides the peak-to-average power
ratio (PAPR) of at most 3 dB for multicarrier transmission. Exploiting the theoretical connection to Reed-
Muller codes, we conduct a probabilistic analysis to search for a permutation set for Golay sequences,
which presents theoretically bounded low coherence for the spreading matrix. Simulation results confirm
that the PAPR of transmitted multicarrier signals via the spreading sequences is significantly lower than
those for random bipolar, Gaussian, and Zadoff-Chu (ZC) sequences. Also, thanks to the low coherence,
the performance of compressed sensing (CS) based joint channel estimation (CE) and multiuser detection
(MUD) using the spreading sequences turns out to be superior or comparable to those for the other
ones. Unlike ZC sequences, the binary Golay spreading sequences have only two phases regardless of
the sequence length, which can be suitable for low cost MTC devices.
Index Terms
Compressed sensing, Golay complementary sequences, machine-type communications, non-orthogonal
multiple access, peak-to-average power ratio, Reed-Muller codes.
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2I. INTRODUCTION
Massive connectivity of wireless devices is a key feature of machine-type communications
(MTC) [1], which provides a platform for the Internet of Things (IoT). Unlike human-type
communications (HTC), it is essential that MTC support a massive number of devices with
low control overhead, low latency, and low power consumption for delay-sensitive and energy
efficient communications.
Non-orthogonal multiple access (NOMA) [2], [3] has been of interest for massive connectivity
of devices in 5G wireless systems. In code-domain NOMA, user-specific and non-orthogonal
spreading sequences are assigned to all devices, where active ones can reduce signaling over-
head via uplink grant-free access. Allowing multiple devices to share common resources non-
orthogonally with no scheduling, uplink grant-free NOMA can be a promising technology for
massive connectivity with low latency and high energy efficiency.
In uplink grant-free NOMA, we assume that transmitted signals of active devices are spread
onto multiple subcarriers by their own spreading sequences, and superimposed synchronously at a
base station (BS) receiver. Then, the BS needs to identify active devices with no grant procedure
and detect their own data from the non-orthogonal multiplexing. In this paper, we apply the
principle of compressed sensing (CS) [4] for multiuser detection, assuming that many devices are
present, but only a few of them are active at a time. Exploiting the sparse activity, the BS employs
a CS-based detector for activity detection, channel estimation, and/or data detection [5]−[11].
In CS-based detection, we consider a spreading matrix containing all spreading sequences as its
columns. Then, the coherence [4] of the spreading matrix should be as low as possible for a CS-
based detector to be able to carry out the missions successfully. Therefore, it is essential to design
spreading sequences carefully such that the corresponding spreading matrix has theoretically
bounded low coherence, which ultimately guarantees reliable performance for CS-based joint
channel estimation (CE) and multiuser detection (MUD) in uplink grant-free NOMA.
When the signals of active devices are spread onto multiple subcarriers by spreading sequences,
the high peak-to-average power ratio (PAPR) will cause signal distortion due to the non-linearity
of power amplifiers [12], which may deteriorate all potential benefits of multicarrier communica-
tions [13]. Indeed, the PAPR of transmitted signals has been an important research topic in uplink
multicarrier transmission and various reduction techniques [13], [14] have been proposed for
mitigating it. In this regard, spreading sequence design for uplink NOMA has another requirement
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3that each spreading sequence should have low PAPR for multicarrier transmission, in addition to
low coherence of the spreading matrix. As a consequence, we believe that theoretically bounded
low coherence and low PAPR of spreading sequences are essential for the success of CS-based
joint CE and MUD in uplink grant-free NOMA.
In literature, many researchers have studied a variety of pilot or spreading sequences for non-
orthogonal multiple access. Based on algebraic codes, quasi-orthogonal sequences [15] have been
introduced to increase the system capacity of code-division multiple access (CDMA). Random
sequences, where each element is taken from the Gaussian distribution, have been employed
in [16]−[20] to theoretically guarantee reliable CS-based joint CE and MUD for uplink access.
In addition, pseudonoise (PN) and random QAM sequences have been used for CE and/or
MUD in uplink access [9], [21]−[23]. Although these sequences allow multiple access with
low interference, their PAPR properties have not been discussed rigorously in the articles for
multicarrier transmission.
To obtain sequences with low PAPR, one can make a coding-theoretic approach. Golay
complementary sequences and sets [24]−[26] exhibit theoretically bounded low PAPR for mul-
ticarrier transmission. Other complementary sequences have been also studied in [27]−[31] for
PAPR reduction. Although they have desirable PAPR properties, Golay and other complementary
sequences have never been investigated for CS-based joint CE and MUD in uplink grant-free
NOMA. Zadoff-Chu (ZC) sequences [32], known as constant amplitude and zero autocorrelation
(CAZAC) sequences, also provide low PAPR for multicarrier transmission. In 3GPP-LTE [33],
ZC sequences have been adopted as preambles for random access. However, the number of
phases of ZC sequences gets larger as the sequence length increases, which may require high
implementation complexity in practice. Therefore, it is worth studying binary spreading se-
quences offering a low implementation cost for MTC devices, as well as providing low PAPR
and reliable CS-based joint CE and MUD for uplink grant-free NOMA.
In this paper, we study a set of binary Golay spreading sequences for uplink grant-free NOMA.
The non-sparse and non-orthogonal spreading sequences of length M = 2m can be uniquely
assigned to overloaded devices for grant-free access. Based on Golay complementary sequences,
each spreading sequence provides the PAPR of at most 3 dB for multicarrier transmission. From
the perspective of coding theory, each sequence is a coset of the first-order Reed-Muller (RM)
codes [34] in which the coset representative is associated to a second-order Boolean function,
defined by a permutation pattern [25], [26]. Exploiting the theoretical connection, we randomly
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4search for a set of permutations that ultimately presents theoretically bounded low coherence
for the spreading matrix. In this search, we conduct a probabilistic analysis to determine the
minimum number of random trials that produce the spreading matrix with optimum or sub-
optimum coherence. This analysis reveals that the coherence of the spreading matrix can be
O
(√
1
M
)
if the overloading factor is not too high.
Simulation results demonstrate that transmitted signals of active devices, spread onto multiple
subcarriers by the binary Golay spreading sequences, have the PAPR of at most 3 dB, which
turns out to be significantly lower than those for random bipolar, random Gaussian, and ZC
spreading sequences. Thanks to the low coherence, the corresponding spreading matrix also
exhibits reliable performance of CS-based joint activity detection, channel estimation, and data
detection for uplink grant-free NOMA. While the number of phases of ZC sequences increases
as the sequence length, the binary Golay sequences keep only two phases, regardless of the
length. Thus, they can offer a complexity benefit in implementation, which can be suitable for
low cost MTC devices.
This paper is organized as follows. In Section II, we present fundamentals and backgrounds for
understanding the rest of this paper. Section III describes the system model of uplink grant-free
NOMA and formulates the mathematical problem of CS-based joint CE and MUD. In Section
IV, we present a general framework for binary Golay spreading sequences and investigate the
coherence of the spreading matrix theoretically. We also conduct a probabilistic analysis to
determine the minimum number of random trials for a permutation set guaranteeing optimum or
sub-optimum coherence. Section V presents simulation results to demonstrate the performance of
CS-based joint CE and MUD in uplink grant-free NOMA employing the binary Golay spreading
sequences. Finally, concluding remarks will be given in Section VI.
II. BACKGROUND
Throughout this paper, we use the following notations and concepts.
− Z2 = {0, 1} and Zm2 is an m-dimensional vector space with each element of Z2.
− In Boolean functions, quadratic, and symplectic matrices, ‘+’ denotes the addition over Z2,
or modulo-2 addition. Elsewhere, it means the conventional addition.
− A matrix (or vector) is represented by a bold-face upper (or lower) case letter.
− (·)T denotes the transpose of a matrix (or vector).
− X(:, t) denotes the tth column vector of a matrix X.
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5− XS and xS denote a sub-row matrix of X and a subvector of x, respectively, indexed by
an index set S.
− rank(X) is the rank of a matrix X, or the largest number of linearly independent columns
of X. rank2(X) is the rank of X over Z2.
− I is an identity matrix, where the dimension is determined in the context.
− diag(h) is a diagonal matrix whose diagonal entries are from a vector h.
− The inner product of vectors x and y is denoted by 〈x,y〉.
− The lp-norm of x = (x1, · · · , xN) is denoted by ||x||p =
(∑N
k=1 |xk|p
) 1
p
for 1 ≤ p < ∞.
||x||0 = |supp(x)| is the number of nonzero elements of x, where supp(x) = {i | xi 6=
0, i = 1, · · · , N} is the support of x.
− A vector h ∼ CN (m,Σ) is a circularly symmetric complex Gaussian random vector with
mean m and covariance Σ.
− B(n, p) denotes the binomial distribution of n independent Bernoulli trials with each success
probability p.
A. Boolean Functions
Let x = (x1, · · · , xm) be a binary vector with m ≥ 1, where xl ∈ Z2 for 1 ≤ l ≤ m. A
Boolean function [34] is defined by a mapping f : Zm2 → Z2, i.e.,
f(x) = f(x1, · · · , xm) =
2m−1∑
i=0
ci
m∏
l=1
xill , ci ∈ Z2, (1)
where il ∈ Z2 is a coefficient of the binary representation of i =
∑m
l=1 il2
l−1. In (1), the
maximum value of
∑m
l=1 il with nonzero ci is called the degree of f . Associated to the Boolean
function f , we define a binary vector a = (a0, · · · , a2m−1)T , denoted by a ↔ f , where ai =
f(i1, · · · , im) ∈ Z2 for i = 0, · · · , 2m − 1.
B. Reed-Muller Codes
The rth order Reed-Muller (RM) code of length 2m, denoted by R(r,m), is a set of all
binary vectors a ↔ f , where f is a Boolean function of degree at most r, 0 ≤ r ≤ m. For
x = (x1, · · · , xm), a codeword of the first-order RM code R(1,m) is associated to f(x) =
v · xT + e = ∑mr=1 vrxr + e for a given v = (v1, · · · , vm) ∈ Zm2 and e ∈ Z2.
Each codeword of the second-order RM code R(2,m) is associated to
f(x) = xQxT +
m∑
r=1
vrxr + e, vr, e ∈ Z2,
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6TABLE I
A BINARY GOLAY COMPLEMENTARY SEQUENCE OF LENGTH 8
x3 x2 x1 x2x1 x1x3 Qpi(x1, x2, x3) f(x1, x2, x3)
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 1 0 0 0 0 1
0 1 1 1 0 1 0
1 0 0 0 0 0 1
1 0 1 0 1 1 0
1 1 0 0 0 0 0
1 1 1 1 1 0 0
where Q is an m×m binary upper triangular matrix that defines the second-order terms of f [34],
called a quadratic matrix in this paper. While v1, · · · , vm and e run through all possible values
for a fixed Q, the quadratic Boolean function f creates a coset [34] of R(1,m) in R(2,m),
where the quadratic form Q(x) = xQxT corresponds to the coset representative. Associated
with Q, the symplectic matrix is defined by B = Q + QT [34], which characterizes the coset.
C. Golay Complementary Sequences
Consider a Boolean function of quadratic form
Qpi(x) =
m−1∑
r=1
xpi(r)xpi(r+1), (2)
where pi is a permutation in {1, · · · ,m}. Note that there are m!
2
valid permutations [25] for
distinct quadratic forms of (2). With the quadratic form, the Boolean function of
f(x) = Qpi(x) +
m∑
r=1
vrxr + e, vr, e ∈ Z2, (3)
gives a standard-form Golay complementary sequence a of length 2m [25], i.e., a ↔ f . For a
given pi, it is clear from (3) that the Golay complementary sequences are a second-order coset
of the first-order RM code R(1,m) [26].
Example 1: For m = 3, let pi = {2, 1, 3} be a permutation in {1, 2, 3}. Then, the quadratic form
of (2) is Qpi(x1, x2, x3) = x2x1 +x1x3. If (v1, v2, v3) = (0, 1, 1) and e = 0, the Boolean function
of (3) is f(x1, x2, x3) = x2x1 + x1x3 + x2 + x3, which yields a binary Golay complementary
sequence of length 8, or a = (0, 0, 1, 0, 1, 0, 0, 0)T .
Table I describes this example.
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7D. Peak-to-Average Power Ratio (PAPR)
Let a = (a0, · · · , aM−1)T be a binary sequence of length M , where ai ∈ Z2. Then, its
modulated sequence is given by b = ψ(a) = (b0, · · · , bM−1)T , where bi = (−1)ai . When the
modulated sequence b is transmitted through M subcarriers, the peak-to-average power ratio
(PAPR) of its OFDM signal is defined by [12]
PAPR(b) = max
t∈[0,1)
∣∣∣∑M−1i=0 biej2piit∣∣∣2
M
. (4)
In (4), the computation of peak power containing a continuous-time signal can be approximated
using the discrete Fourier transform (DFT) of the oversampled, discrete signal [12], [35]. It is
well known that the modulated Golay complementary sequence has the PAPR of at most 2 [25].
E. Compressed Sensing (CS)
Compressed sensing (CS) [4] is to recover a sparse signal from the far fewer measurements
than the signal dimension. A signal x ∈ CN is called K-sparse if it has at most K nonzero
elements, where K  N . In CS, the sparse signal x is measured by
y = Φx + n, (5)
where Φ is an M × N measurement matrix with M < N and n is the measurement noise.
If Φ obeys the restricted isometry property (RIP) [36], stable and robust reconstruction of x
is guaranteed from y. The CS reconstruction is accomplished by solving an l1-minimization
problem with convex optimization or greedy algorithms.
If Φ is a random Gaussian or Bernoulli matrix, the RIP analysis presents a theoretical guarantee
for CS recovery [4]. However, the RIP analysis of Φ is NP-hard [37] if it is a deterministic
matrix. In this case, we can present a theoretical recovery guarantee using the coherence, defined
by
µ(Φ) = max
1≤j1 6=j2≤N
∣∣〈φj1 ,φj2〉∣∣
||φj1||2||φj2 ||2
, (6)
where φj is the jth column vector of Φ. From [4], we have
spark(Φ) > 1 + µ−1 (Φ) , (7)
where spark(Φ) is the smallest number of columns of Φ that are linearly dependent. Since
unique reconstruction of a K-sparse signal is guaranteed if and only if K < spark(Φ)
2
[4], (7)
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8implies that the coherence of Φ should be as low as possible for unique CS recovery with larger
K.
If multiple signals of interest are acquired by Φ, the single measurement vector (SMV) problem
of (5) can be extended to a multiple measurement vector (MMV) problem of Y = ΦX + W,
where X ∈ CN×J is a collection of J signals of interest and W is the measurement noise.
In some applications, X can be jointly K-sparse, which means that the columns of X have a
common support S with |S| = K. Then, a necessary and sufficient condition [38], [39] for
unique recovery of jointly K-sparse signal X from Y = ΦX is
K <
spark (Φ)− 1 + rank (X)
2
.
Again, the lower coherence of Φ yielding the higher spark (Φ) ultimately guarantees unique
reconstruction of a jointly K-sparse signal with larger K.
III. SYSTEM MODEL
In uplink grant-free NOMA, we assume that a base station (BS) equipped with a single antenna
accommodates total N devices each of which transmits with a single antenna. We also assume
that devices are synchronized in a frame structure of J time slots, where the activity of each
device remains unchanged during an entire frame. For massive connectivity, N is large, but the
number of active devices in a frame is assumed to be far less than N . Each active device sends
a pilot symbol for channel estimation in the first slot of a frame, and subsequently sends data
symbols for the next J − 1 slots [10]. Figure 1 illustrates the system model, where J = 7.
At a time slot t of a frame, the transmitted symbol u(t)n of active device n is spread onto
M subcarriers using a unique spreading sequence sn = (s0,n, · · · , sM−1,n)T , where M < N in
NOMA. We assume that the spread symbols are transmitted through a flat fading channel, which
is static, keeping the channel gain unchanged during an entire frame. Then, the received signal
of BS is represented by
y(t) =
N∑
n=1
hnsnu
(t)
n + w
(t) = Sdiag (h) u(t) + w(t), (8)
where 1 ≤ t ≤ J . In (8), S = [s1, · · · , sN ] ∈ CM×N is the spreading matrix, h = (h1, · · · , hN)T ∼
CN (0, I), where hn is a channel gain between device n and BS, and w(t) ∼ CN (0, σ2nI) is the
complex Gaussian noise vector. Also, u(t) = (u(t)1 , · · · , u(t)N )T ∈ CN is a modulated symbol
vector from all N devices at a time slot t, where u(t)n = 0 if device n is inactive. At t = 1, active
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9Fig. 1. System model for uplink grant-free NOMA.
device n transmits a pilot symbol, which is assumed to be u(1)n = 1 for simplicity. Finally, if K
( N ) devices are active, u(t) is K-sparse.
In Figure 1, the system model assumes that a set of active devices remains unchanged over a
frame of J time slots. Under this assumption, we achieve the frame-wise joint sparsity, formulated
by
supp(u(1)) = supp(u(2)) = · · · = supp(u(J)) , S,
where S is a set of active devices with |S| = K. Under a static channel over a frame, we have
a multiple measurement vector (MMV) model of Y = SX + W, where Y = [y(1), · · · ,y(J)],
X = diag(h) · [u(1), · · · ,u(J)], and W = [w(1), · · · ,w(J)], respectively. Then, one can apply
a joint sparse recovery algorithm to obtain an estimate of XS , or X̂Ŝ , by solving the MMV
problem, where Ŝ is an estimate of S. Since u(1)n = 1 for active device n, the channel gain
vector of active devices can be estimated by
ĥŜ = X̂
Ŝ (:, 1) , (9)
and ĥŜc = 0 for Ŝc = {1, · · · , N} \ Ŝ. With ĥŜ , data symbols of active devices can be detected
by
û
(t)
Ŝ =
(
diag(ĥŜ)
)−1
· X̂Ŝ (:, t) , t = 2, · · · , J, (10)
and û(t)Ŝc = 0. Finally, (9) and (10) complete CS-based joint channel estimation (CE) and multiuser
detection (MUD) for uplink grant-free NOMA.
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IV. BINARY GOLAY SPREADING SEQUENCES
A. Framework
Let x = (x1, · · · , xm) for a positive integer m ≥ 1. Define a linear Boolean function by
Lc(x) =
m∑
r=1
vrxr, vr ∈ Z2,
where c =
∑m
r=1 vr2
r−1. Clearly, c runs through 0 to 2m − 1 while v = (v1, · · · , vm) takes all
possible vectors of Zm2 . Then, Lc generates a subcode Om ⊂ R(1,m) while 0 ≤ c ≤ 2m − 1,
where all the codewords are mutually orthogonal [34].
With the quadratic form Qpi(x) of (2), a Boolean function f (c)pi (x) = Qpi(x) + Lc(x) is
associated to a binary Golay complementary sequence of length 2m for any pi and c. While c
runs through 0 to 2m − 1 for a given pi, f (c)pi (x) generates a coset of Om in R(2,m) with the
coset representative Qpi. When each codeword of the coset is arranged as a column, it creates
a 2m × 2m matrix, where a pair of distinct columns are mutually orthogonal. Equivalently, we
obtain 2m orthogonal spreading sequences each of which has the length 2m.
To obtain non-orthogonal spreading sequences, we expand the matrix by employing more per-
mutations. In what follows, we present a framework of non-orthogonal, binary Golay spreading
sequences for uplink grant-free NOMA.
Definition 1: Let M and N be the length and the number of spreading sequences, respectively,
where M = 2m for m ≥ 1. Consider L distinct permutations pi1, · · · , piL in {1, · · · ,m}, where
L = dN
M
e. Let f (c)pik (x) = Qpik(x)+Lc(x), where a(c)pik ↔ f (c)pik and b(c)pik = ψ(a(c)pik ) for 0 ≤ c ≤ 2m−1
and 1 ≤ k ≤ L. For a given pik, we construct an M ×M orthogonal matrix of
Φk =
[
b(0)pik , b
(1)
pik
, · · · , b(M−1)pik
]
. (11)
With L permutations, we then generate an M × LM spreading matrix of
Φ =
1√
M
[Φ1, · · · ,ΦL]. (12)
Finally, choosing the first N columns from Φ, we construct the spreading matrix S of (8), where
each column can be a spreading sequence of length M = 2m. Since each spreading sequence is
a binary Golay complementary sequence, it is obvious that its PAPR is at most 2, or equivalently
3 dB.
Remark 1: In Definition 1, it is clear that the modulated sequences associated to Lc(x) form
the Walsh-Hadamard matrix H of ±1 elements while c runs through 0 to 2m − 1. Then, if
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qk ↔ Qpik(x) and pk = ψ(qk), it is readily checked that the submatrix Φk of (11) is equivalently
generated by
Φk = diag(pk) ·H. (13)
Thus, the spreading matrix Φ can be easily generated by the matrix operations of (12) and (13).
In Definition 1, a(c)pik is a binary spreading sequence of each element 0 or 1, whereas b
(c)
pik is
its modulated, ±1-sequence. Throughout this paper, we equivalently use a(c)pik and b(c)pik to denote
a spreading sequence. In next subsection, we investigate the coherence of Φ, which depends on
a selection of L permutations pi1, · · · , piL.
B. Coherence Analysis
As discussed in Section II.E, a collection of all spreading sequences, or spreading matrix
must have low coherence to guarantee reliable performance for CS-based joint CE and MUD in
uplink grant-free NOMA. For simplicity, we assume that N is a multiple of M , or S = Φ in
this paper, which leads to µ (S) = µ (Φ). From (6), the coherence of Φ in Definition 1 is given
by
µ(Φ) = max
1≤k1,k2≤L
0≤c1,c2≤M−1
∣∣∣〈b(c1)pik1 ,b(c2)pik2 〉∣∣∣
M
, (14)
where c1 6= c2 if k1 = k2.
In what follows, we show that the coherence of Φ is determined by the rank information of
a symplectic matrix corresponding to a pair of permutations.
Lemma 1: In Definition 1, let pik1 and pik2 be a pair of permutations with k1 6= k2, and
Φk1,k2 =
1√
M
[Φk1 ,Φk2 ]. Let Qk1 and Qk2 be the quadratic matrices corresponding to their
quadratic forms Qpik1 and Qpik2 , respectively. Define a symplectic matrix Bk1,k2 = Qk1,k2+QTk1,k2 ,
where Qk1,k2 = Qk1 + Qk2 . Then, if rank2 (Bk1,k2) = r,
µ(Φk1,k2) =
1√
2r
. (15)
Proof: From (14),
µ(Φk1,k2) = max
0≤c1,c2≤M−1
∣∣∣〈b(c1)pij1 ,b(c2)pij2 〉∣∣∣
M
, (16)
where (j1, j2) = (k1, k1), (k1, k2), or (k2, k2), and c1 6= c2 if j1 = j2. In (16), if j1 = j2,〈
b
(c1)
pij1
,b
(c2)
pij2
〉
= 0 with c1 6= c2, as they are the column vectors of the orthogonal matrix Φj1 .
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Meanwhile, if (j1, j2) = (k1, k2), then a
(c1)
pik1
(or a(c2)pik2 ) is a codeword of a coset of Om in
R(2,m) with the coset representative Qpik1 (or Qpik2 ). Also, a
(c1)
pik1
+a
(c2)
pik2
is a codeword of a coset
of Om in R(2,m), which is characterized by the symplectic matrix Bk1,k2 . Since the Hamming
weight w of a(c1)pik1 + a
(c2)
pik2
corresponds to the inner product 2m− 2w of b(c1)pik1 and b
(c2)
pik2
, the result
of Theorem 5 of Ch. 15 [34] can be translated in terms of inner product. In other words, the
theorem says
〈
b
(c1)
pik1
,b
(c2)
pik2
〉
= 0 or ±2m−h if rank2 (Bk1,k2) = 2h. Thus, if r = rank2 (Bk1,k2),
(15) is obvious from the rank information and (16). 2
Theorem 1: From Lemma 1, recall Φk1,k2 =
1√
M
[Φk1 ,Φk2 ] and the symplectic matrix Bk1,k2
corresponding to the permutation pair pik1 and pik2 , respectively, where k1 6= k2. Then, if
rmin = min
1≤k1 6=k2≤L
rank2 (Bk1,k2) , (17)
the coherence of Φ in Definition 1 is given by
µ(Φ) =
1√
2rmin
. (18)
Proof: From Lemma 1, it is readily checked that
µ(Φ) = max
1≤k1 6=k2≤L
µ (Φk1,k2) = max
1≤k1 6=k2≤L
1√
2r
, (19)
where r = rank2 (Bk1,k2). Obviously, (18) is obtained from (19) with rmin of (17). 2
From Theorem 1, the following corollary is straightforward.
Corollary 1: In Definition 1, the coherence of Φ satisfies
µ (Φ) ≥

√
2
M
, if m is odd,√
1
M
, if m is even,
where M = 2m.
Proof : From [34], Theorem 2 of Ch. 15 implies that the rank of an m ×m symplectic matrix
is an even number between 0 and m. Thus, if m is odd, rmin of Theorem 1 is at most m − 1,
which yields µ (Φ) ≥ 1√
2m−1
=
√
2
M
. Similarly, if m is even, rmin is at most m, where µ (Φ) ≥
1√
2m
=
√
1
M
. 2
Corollary 1 shows that the optimum coherence of Φ is µ(odd)opt (Φ) =
√
2
M
for odd m, and
µ
(even)
opt (Φ) =
√
1
M
for even m, respectively. From the proofs of Theorem 1 and Corollary 1, it
is obvious that the sub-optimum coherence is twice of the optimum.
To obtain the spreading matrix Φ with low coherence, Theorem 1 suggests that one has to find
a set of L permutations in which the symplectic matrix Bk1,k2 corresponding to any permutation
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pair pik1 and pik2 has the largest possible rank. In next subsection, we discuss how to find such
permutations.
C. Permutation Search
Let Γ = {pi1, · · · , piL} be a set of L permutations in Definition 1, where pik is a permutation for
the submatrix Φk, 1 ≤ k ≤ L. For any permutation pair pik1 and pik2 in Γ, where 1 ≤ k1 6= k2 ≤ L,
each one of a(c1)pik1 and a
(c2)
pik2
should be a codeword of the Kerdock code [34], to present a maximum
possible rank for Bk1,k2 . Equivalently, the quadratic forms Qpik1 and Qpik2 should belong to those
of a Kerdock code for any permutation pair in Γ. In [25], it has been reported that the quadratic
forms corresponding to some permutations may be those of a Kerdock code, but others are not.
Similarly, Tables III-V of [15] showed that some quadratic forms of a Kerdock code do not
correspond to those of permutations. Therefore, it is important to identify a permutation set Γ
in which the quadratic forms of any permutation pair belong to those of a Kerdock code, which
results in the optimum coherence of Φ. To the best of our knowledge, however, there is no
constructive way to find such permutations. As an alternative, we can search for L permutations
exhaustively, but it requires
(
m!/2
L
)
trials1, which is computationally infeasible for large m and
L.
In this paper, we make a probabilistic approach to find a set of L permutations that presents
the optimum or sub-optimum coherence for Φ. We begin with an experimental result for the
probability that a symplectic matrix is of a particular rank. In this experiment, we choose a pair
of permutations pik1 and pik2 randomly from all possible ones, and then compute the rank of
the symplectic matrix Bk1,k2 corresponding to the quadratic forms Qpik1 and Qpik2 . Repeating
with different pik1 and pik2 , we can empirically compute the probability pr of rank2 (Bk1,k2) = r.
In terms of coherence, we can say that µ (Φk1,k2) =
1√
2r
with probability pr, where Φk1,k2 =
1√
M
[Φk1 ,Φk2 ].
Table II shows the experimental probability pr of µ (Φk1,k2) =
1√
2r
in accordance with
rank2 (Bk1,k2) = r for 5 ≤ m ≤ 10, where the permutation pair pik1 and pik2 are chosen randomly
at each of total 107 random trials. Note that r is an even integer for 2 ≤ r ≤ m, which cannot be
0 due to k1 6= k2. Table II demonstrates that if m is odd, one can choose a permutation pair that
1We can reduce the search space by exploiting the fact that the first row of Bk1,k2 should be nonzero [40]. However, it also
requires at least (2(m− 3)!)L trials, which can be enormous for large m and L.
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TABLE II
EXPERIMENTAL PROBABILITY OF COHERENCE OF Φk1,k2
m M r µ(Φk1,k2 ) pr m M r µ(Φk1,k2 ) pr
5 32 2 0.5 2.543926× 10−1 6 64 2 0.5 5.856820× 10−2
4 0.25 7.456074× 10−1 4 0.25 5.848499× 10−1
6 0.125 3.565819× 10−1
7 128 2 0.5 1.310750× 10−2 8 256 2 0.5 2.218900× 10−3
4 0.25 2.214437× 10−1 4 0.25 5.931190× 10−2
6 0.125 7.654488× 10−1 6 0.125 5.814335× 10−1
8 0.0625 3.570357× 10−1
9 512 2 0.5 3.352000× 10−4 10 1024 2 0.5 4.190000× 10−5
4 0.25 1.153890× 10−2 4 0.25 1.914300× 10−3
6 0.125 2.285468× 10−1 6 0.125 5.557250× 10−2
8 0.0625 7.595791× 10−1 8 0.0625 5.863399× 10−1
10 0.03125 3.561314× 10−1
gives the optimum coherence 1√
2m−1
=
√
2
M
for Φk1,k2 with the highest probability. However,
if one randomly chooses a permutation pair for even m, the most probable coherence of Φk1,k2
will be 1√
2m−2
= 2√
M
, which is sub-optimum, or twice of the optimum coherence in Corollary 1.
Exploiting the experimental result of pr, we can determine the coherence of the spreading
matrix Φ stochastically.
Theorem 2: In Definition 1, assume that one chooses a permutation set Γ = {pi1, · · · , piL}
randomly for the spreading matrix Φ. Let Bk1,k2 be the symplectic matrix corresponding to
a permutation pair pik1 and pik2 in the set Γ, where k1 6= k2, and pr be the probability of
rank2 (Bk1,k2) = r, where r is an even integer for 0 ≤ r ≤ bm2 c. Then, µ (Φ) = 1√2r with
probability
Pr =
bm/2c∑
h=r/2
p2h

L(L−1)
2
−
 bm/2c∑
h=r/2+1
p2h

L(L−1)
2
.
Proof : In order to achieve µ (Φ) = 1√
2r
, Theorem 1 requires rank2 (Bk1,k2) ≥ r for any
permutation pair pik1 and pik2 in Γ. Let r1, · · · , rτ be the ranks of Bk1,k2 corresponding to all
possible choices of (pik1 , pik2) from Γ, where τ =
(
L
2
)
= L(L−1)
2
. Then,
Pr [ri ≥ r] =
bm/2c∑
h=r/2
p2h, i = 1, · · · , τ. (20)
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Fig. 2. Probabilities of µ (Φ) = 1√
2r
for M = 2m with m = 7 and 8, when L permutations are randomly chosen for Φ.
Under a mild assumption that (20) is independent for each i, we have
Pr [r1 ≥ r, · · · rτ ≥ r] =
τ∏
i=1
Pr [ri ≥ r] . (21)
Finally, the probability of rmin = r at Theorem 1 is
Pr [rmin = r] = Pr [r1 ≥ r, · · · rτ ≥ r]− Pr [r1 ≥ r + 2, · · · rτ ≥ r + 2] ,
which yields Pr from (20) and (21). 2
Corollary 2: If m is odd, a random trial gives Φ of µ(odd)opt (Φ) =
√
2
M
with probability
Pm−1 = (pm−1)
L(L−1)
2 .
Meanwhile, if m is even, the probability that we obtain Φ with µ(even)opt (Φ) =
√
1
M
through a
random selection is
Pm = (pm)
L(L−1)
2 .
Figure 2 displays the probabilities of µ (Φ) = 1√
2r
for various r with respect to the overloading
factor L, 2 ≤ L ≤ 8, where M = 2m with m = 7 and 8. In the figure, we computed the theoretical
Pr of Theorem 2 using the experimental pr of Table II, whereas the experimental Pr was obtained
through 107 random selections of Γ. Figure 2 demonstrates that the result of Theorem 2 well
predicts the experimental counterpart, based on pr of Table II. It also reveals that if m = 8, the
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probability Pm of µ
(even)
opt (Φ) =
√
1
M
becomes extremely low when the overloading factor L is
large. Through further experiments, we made a similar observation that if L is large for even m,
a random search is highly unlikely to find a permutation set resulting in the optimum coherence.
Next, we investigate the minimum number of random trials to find the spreading matrix Φ
with the optimum coherence.
Theorem 3: When the overloading factor L is given, assume that we search for a permutation
set Γ through random trials. Then, for a small  > 0, the number of trials Tr should be
Tr ≥ log 
log (1− Pr) (22)
to achieve Φ of µ (Φ) = 1√
2r
with probability exceeding 1− , where Pr is from Theorem 2. In
particular, if the number of random trials is
Topt ≥ log 
log
(
1− p
L(L−1)
2
opt
) , (23)
then Φ of µ(odd)opt (Φ) (or µ
(even)
opt (Φ)) can be found with probability exceeding 1−  for a small
 > 0, where popt = pm−1 for odd m, and popt = pm for even m, respectively.
Proof : Theorem 2 implies that if Γ is chosen by a single random trial, we can achieve µ (Φ) =
1√
2r
with probability Pr. Assuming Tr independent trials, we can consider the binomial distri-
bution B(Tr, Pr), where Pr is the probability of µ (Φ) = 1√2r at each trial. Then, one can find
a permutation set Γ that yields Φ of µ (Φ) = 1√
2r
at least once with probability
P1 = 1− (1− Pr)Tr .
Thus, (22) is straightforward from P1 ≥ 1−. Also, (23) is immediate from (22) and Corollary 2.
2
Figure 3 displays the minimum number of random trials of Theorem 3 to find Φ with optimum
and sub-optimum coherence, where  = 0.01. In the figure, ‘opt’ means the number of random
trials for the optimum coherence, while ‘sub-opt’ is the number for the sub-optimum coherence
µ (Φ) = 2√
M
for even m. The figure shows that if L ≤ 10 for m = 7 and 9, about 106 random
trials can find a permutation set Γ with 99% probability that gives the optimum coherence of Φ.
However, if m = 6 and 8, the number of random trials increases dramatically as the overloading
factor L gets larger. For example, if L ≥ 8, the number of random trials to find Φ with the
optimum coherence is tremendously large. Instead, it seems relatively easy to obtain Φ with the
April 15, 2020 DRAFT
17
2 4 6 8 10 12 14 16
100
102
104
106
108
1010
1012
1014
Overloading factor, L
M
in
im
um
 N
um
be
r o
f R
an
do
m
 T
ria
ls
 
 
m = 6 (opt)
m = 8 (opt)
m = 6 (sub−opt)
m = 8 (sub−opt)
m = 7 (opt)
m = 9 (opt)
Fig. 3. Minimum number of random trials to obtain Φ of optimum and sub-optimum coherence with 99% probability.
sub-optimum coherence for m = 6 and 8, since about 104 random trials can find such Φ with
99% probability even for L = 16.
Remark 2: Figure 3 shows that if the overloading factor L is large for even m, it is less likely
to find a permutation set that provides Φ with the optimum coherence, whereas a permutation set
presenting the sub-optimum coherence can be found with high probability. Taking into account
this guideline, it is reasonable that we use a permutation set that gives for moderate L, say
L ≤ 8,
µ (Φ) =

√
2
M
, if m is odd and 2 ≤ L ≤ 8,
1√
M
, if m is even and 2 ≤ L ≤ 5,
2√
M
, if m is even and 6 ≤ L ≤ 8,
(24)
where 5 ≤ m ≤ 10. Table III presents such permutation sets that give (24), found by 106 random
trials, where 2 ≤ L ≤ 8. For odd m, if one chooses an arbitrary set of L permutations out of
8 ones in the table, the optimum coherence of Φ is guaranteed. For even m, if L ≤ 5, an
arbitrary L selection out of 5 ones provides the optimum coherence for Φ, but if 6 ≤ L ≤ 8, the
sub-optimum coherence can be obtained by an arbitrary L selection out of 8 ones in the table.
When L ≥ 6 for even m, it is clear that the permutations do not correspond to the quadratic
forms of a Kerdock code.
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TABLE III
PERMUTATION SETS FOR Φ
m M Overloading factor Coherence Permutation set Γ
5 32 2 ≤ L ≤ 8 0.25 (5, 4, 3, 2, 1), (3, 4, 2, 5, 1), (4, 2, 5, 3, 1), (4, 3, 5, 1, 2), (4, 5, 1, 3, 2), (5, 3, 1, 4, 2),
(5, 4, 2, 1, 3), (4, 1, 2, 5, 3).
6 64 2 ≤ L ≤ 5 0.125 (3, 4, 5, 2, 6, 1), (6, 3, 2, 4, 1, 5), (4, 1, 6, 5, 2, 3), (6, 5, 3, 1, 2, 4), (5, 3, 2, 1, 6, 4).
6 ≤ L ≤ 8 0.25 (3, 4, 5, 2, 6, 1), (6, 4, 2, 1, 5, 3), (6, 1, 4, 3, 2, 5), (4, 1, 5, 6, 2, 3), (4, 2, 1, 5, 6, 3),
(6, 5, 3, 1, 4, 2), (6, 1, 5, 3, 4, 2), (6, 2, 3, 1, 5, 4).
7 128 2 ≤ L ≤ 8 0.125 (4, 5, 1, 3, 6, 7, 2), (4, 2, 5, 1, 6, 7, 3), (6, 7, 1, 2, 3, 5, 4), (5, 3, 6, 4, 1, 7, 2),
(6, 4, 7, 3, 1, 5, 2), (4, 3, 6, 7, 5, 2, 1), (6, 1, 3, 2, 7, 4, 5), (6, 7, 5, 1, 4, 3, 2).
8 256 2 ≤ L ≤ 5 0.0625 (4, 5, 6, 1, 3, 7, 8, 2), (7, 6, 8, 2, 3, 1, 4, 5), (7, 1, 8, 6, 4, 3, 5, 2), (6, 7, 2, 3, 8, 4, 1, 5),
(8, 3, 1, 5, 2, 7, 4, 6).
6 ≤ L ≤ 8 0.125 (5, 7, 4, 3, 2, 8, 6, 1), (5, 7, 8, 4, 6, 2, 1, 3), (5, 6, 2, 7, 8, 3, 4, 1), (5, 3, 1, 6, 8, 7, 2, 4),
(8, 3, 1, 7, 6, 2, 4, 5), (6, 1, 3, 7, 2, 8, 4, 5), (5, 1, 8, 6, 7, 2, 3, 4), (8, 1, 4, 6, 7, 5, 2, 3).
9 512 2 ≤ L ≤ 8 0.0625 (8, 3, 7, 4, 9, 2, 5, 1, 6), (8, 4, 3, 7, 2, 6, 1, 9, 5), (9, 5, 4, 1, 6, 8, 3, 7, 2),
(6, 5, 8, 7, 9, 3, 4, 2, 1), (4, 1, 7, 6, 8, 9, 2, 5, 3), (4, 8, 2, 6, 9, 7, 5, 3, 1),
(5, 3, 7, 8, 2, 1, 6, 9, 4), (5, 6, 9, 3, 7, 1, 8, 2, 4).
10 1024 2 ≤ L ≤ 5 0.03125 (9, 1, 6, 3, 2, 8, 5, 4, 10, 7), (5, 1, 9, 8, 2, 10, 6, 3, 7, 4), (6, 3, 8, 10, 9, 7, 1, 5, 4, 2),
(7, 6, 8, 1, 3, 2, 10, 9, 4, 5), (9, 5, 3, 2, 4, 8, 6, 10, 7, 1).
6 ≤ L ≤ 8 0.0625 (5, 4, 8, 1, 7, 9, 10, 6, 2, 3), (8, 9, 3, 4, 10, 1, 6, 2, 5, 7), (6, 2, 7, 8, 5, 4, 3, 9, 10, 1),
(9, 10, 8, 3, 4, 1, 7, 2, 6, 5), (5, 8, 4, 7, 9, 10, 3, 6, 2, 1), (6, 4, 8, 2, 7, 10, 5, 9, 1, 3),
(3, 6, 10, 4, 1, 8, 9, 5, 7, 2), (8, 5, 7, 2, 10, 1, 6, 9, 3, 4).
V. SIMULATION RESULTS
In this section, we examine the performance of binary Golay spreading sequences for CS-
based joint CE and MUD in uplink grant-free NOMA. For comparison, we test with random
bipolar and Gaussian sequences of length M = 2m. The random bipolar sequences take the
elements of ± 1√
M
uniformly at random, while each element of the random Gaussian sequences
follows the normal distribution with zero mean and variance 1
M
. Also, we test with Zadoff-Chu
(ZC) sequences, where the sequence length is set as MZC, a prime number closest to M . The
corresponding spreading matrix is then obtained by all cyclic shifts of the ZC sequences with
L randomly chosen, distinct roots. In simulations, we set M = 128 and 256 for random bipolar,
Gaussian, and binary Golay sequences, while MZC = 127 and 257 for ZC sequences. Finally,
we assume that a BS accommodates N = ML overloaded devices with the overloading factor
L, where 2 ≤ L ≤ 8.
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Fig. 4. Maximum PAPR of transmitted OFDM signals via various spreading sequences. (a) M = 128 (MZC = 127), (b)
M = 256 (MZC = 257).
A. PAPR and Coherence
Figure 4 shows the maximum PAPR of transmitted OFDM signals, where QPSK modulated
data is spread by various spreading sequences. In case of random bipolar and Gaussian sequences,
we sketched the smallest values among 100 random trials for the maximum PAPR. As affirmed
by Definition 1, the PAPR of the binary Golay sequences is at most 3 dB, which turns out to
be significantly lower than those for random bipolar, Gaussian, and ZC sequences. Thus, the
binary Golay spreading sequences allow MTC devices to be equipped with cost-effective power
amplifiers in uplink grant-free NOMA.
Figure 5 displays the coherence of Φ for various spreading sequences. Similar to Figure 4,
we sketched the smallest coherence among 100 random trials for random bipolar and Gaus-
sian spreading sequences. Using the permutation sets of Table III, Figure 5 confirms that the
theoretical values of the table are identical to the coherence for the binary Golay sequences
in the experiment. The coherence for ZC sequences is 1√
MZC
from the cross-correlation of ZC
sequences with distinct roots [41]. The figure suggests that the performance of CS-based joint CE
and MUD for the binary Golay sequences might be worse than that for ZC sequences, due to the
slightly higher coherence. But, simulation results in next subsection show that the performance
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Fig. 5. Coherence of spreading matrix Φ. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
gap is negligible if the overloading factor is moderate, e.g., L ≤ 6.
B. Performance of CS-based Joint CE and MUD
In uplink grant-free NOMA, we assume that device activity is uniformly distributed over all
N devices. The data symbol of an active device is QPSK modulated at each time slot. A frame
consists of J = 7 continuous time slots for which the device activity remains unchanged. To
exploit the frame-wise joint sparsity in MMV recovery, we use the simultaneous orthogonal
matching pursuit (SOMP) [42] for CS-based joint CE and MUD. Note that the true or average
number of active devices in a frame is unknown to BS, which requires the SOMP to be sparsity-
blind2 with no prior knowledge of the number. In simulations, the signal-to-noise ratio (SNR)
per device is set as 1
K
·
∑J
t=1 ||y(t)||22
JMσ2n
, where K is the true number of active devices in a frame.
To evaluate the performance of CS-based joint CE and MUD, we examine activity error rates
(AER) for activity detection, normalized mean squared errors (NMSE) for channel estimation,
and symbol error rates (SER) for data detection, respectively, over 104 frames. Figures 6−8
depict the AER, NMSE, and SER over SNR per device, where the activity rate is pa = 0.1 and
2In simulations, we empirically stop the iteration of this sparsity-blind SOMP if the maximum of the residual norm is less
than
√
3σ2nJ .
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Fig. 6. Activity error rates (AER) of CS-based joint CE and MUD over SNR per device, where L = 4, J = 7, and pa = 0.1.
(a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
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Fig. 7. Normalized mean squared errors (NMSE) of CS-based joint CE and MUD over SNR per device, where L = 4, J = 7,
and pa = 0.1. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
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Fig. 8. Symbol error rates (SER) of CS-based joint CE and MUD over SNR per device, where L = 4, J = 7, and pa = 0.1.
(a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
the overloading factor is L = 4. For example, if M = 256 and L = 4 with pa = 0.1, there are
total N = ML = 1024 devices and bpaNc = 102 ones among them are active on average in a
frame. In activity detection of Figure 6, both undetected and false-alarmed devices are treated as
errors. In Figure 7, the channel estimation errors are measured by the normalized mean squared
errors (NMSE), i.e., the average of ||h
S−ĥS ||22
||hS ||22 , where h
S and ĥS are true and estimated channel
vectors, respectively, for truly active devices. In Figure 8, symbol errors are counted if either
a symbol error occurs from a detected device or the device activity fails to be detected. As a
benchmark, we sketch the NMSE and SER of oracle least squares (LS) for the binary Golay
sequences, where the true support set S is known a priori. Note that the benchmark can be
considered as the best achievable performance for the binary Golay sequences, regardless of
CS recovery algorithms. Figures 6−8 demonstrate that the binary Golay sequences outperform
random bipolar and Gaussian sequences in AER, NMSE, and SER, and exhibit the performance
similar to those of ZC sequences.
Figures 9−11 sketch the AER, NMSE, and SER over the overloading factor L, where pa = 0.1
and SNR = 15 dB per device. The figures demonstrate that the performance of the binary Golay
spreading sequences is superior to those of random bipolar and Gaussian sequences. Compared
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Fig. 9. Activity error rates (AER) of CS-based joint CE and MUD over the overloading factor L, where SNR = 15 dB, J = 7,
and pa = 0.1. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
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Fig. 10. Normalized mean-squared errors (NMSE) of CS-based joint CE and MUD over the overloading factor L, where
SNR = 15 dB, J = 7, and pa = 0.1. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
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Fig. 11. Symbol error rates (SER) of CS-based joint CE and MUD over the overloading factor L, where SNR = 15 dB, J = 7,
and pa = 0.1. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
to ZC sequences, the binary Golay sequences exhibit the similar performance if the overloading
factor is low or moderate, e.g., L ≤ 6. However, if L > 6, we observe that the binary Golay
sequences have a slight performance degradation compared to ZC sequences, which is due to
the higher coherence for large L, as shown in Figure 5.
Figures 12−14 depict the AER, NMSE, and SER over the activity rate pa, where L = 4 and
SNR = 15 dB per device. Similar to Figures 9−11, the figures demonstrate that the binary Golay
sequences outperform random bipolar and Gaussian sequences. Compared to ZC sequences, they
show the similar performance for pa ≤ 0.15, but if the activity rate is high (pa = 0.2), the binary
Golay sequences have a performance degradation at M = 128, which however seems to be
mitigated at M = 256. It is known that the activity rate of mobile traffic does not exceed 10%
even in busy hours [43]. Therefore, Figures 12−14 demonstrate that the binary Golay spreading
sequences are sufficiently effective for CS-based joint CE and MUD in uplink grant-free NOMA.
VI. CONCLUSION
In this paper, we have studied a set of binary Golay spreading sequences to be uniquely as-
signed to overloaded MTC devices for uplink grant-free NOMA. Based on Golay complementary
April 15, 2020 DRAFT
25
0.05 0.1 0.15 0.2
10−4
10−3
10−2
10−1
100
(a) M = 128
Activity rate, p
a
Ac
tiv
ity
 E
rro
r R
at
e 
(A
ER
)
 
 
random bipolar
random Gaussian
Zadoff−Chu (ZC)
binary Golay
0.05 0.1 0.15 0.2
10−4
10−3
10−2
10−1
100
Activity rate, p
a
(b) M = 256
 
 
random bipolar
random Gaussian
Zadoff−Chu (ZC)
binary Golay
Fig. 12. Activity error rates (AER) of CS-based joint CE and MUD over the activity rate pa, where SNR = 15 dB, J = 7,
and L = 4. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
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Fig. 14. Symbol error rates (SER) of CS-based joint CE and MUD over the activity rate pa, where SNR = 15 dB, J = 7, and
L = 4. (a) M = 128 (MZC = 127), (b) M = 256 (MZC = 257).
sequences, each spreading sequence of length M = 2m provides the PAPR of at most 3 dB for
multicarrier transmission. From the perspective of coding theory, each sequence is a second-order
coset of the first-order Reed-Muller (RM) codes, where the coset representative is determined by
a permutation pattern. Exploiting the theoretical connection, we randomly searched for a set of
permutations that provides the corresponding spreading matrix with theoretically bounded low
coherence. We conducted a probabilistic analysis to find the minimum number of random trials
to obtain the spreading matrix with optimum or sub-optimum coherence. Through this analysis,
the coherence of the spreading matrix turned out to be O
(√
1
M
)
if the overloading factor is
not too high.
Simulation results demonstrated that transmitted multicarrier signals spread by the binary
Golay sequences have the PAPR of at most 3 dB, which turned out to be significantly lower
than those for random bipolar, random Gaussian, and ZC spreading sequences. It is expected
that the low PAPR will provide MTC devices with high power efficiency. Moreover, thanks to
the low coherence, the binary Golay sequences also exhibited reliable performance of CS-based
joint activity detection, channel estimation, and data detection for uplink grant-free NOMA. The
sequences outperform random bipolar and Gaussian sequences in terms of AER, NMSE, and
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SER, respectively. They also showed the similar performance to ZC sequences for moderate
overloading factors and activity rates. In practical implementation, the binary Golay spreading
sequences have an advantage over ZC sequences by keeping only two phases regardless of the
sequence length, which can be suitable for low cost devices in MTC.
While we successfully presented the binary Golay spreading sequences through random trials, a
further research will be fruitful for finding the permutation set in a constructive way. In theory and
practice, a constructive solution can make a significant contribution to non-orthogonal spreading
sequences for uplink grant-free NOMA. Meanwhile, we may replace a CS-based detector with
the technique of deep learning (DL) [44] for joint CE and MUD. Employing the binary Golay
spreading sequences, we can train deep neural networks for a DL-based detector, as in other
research works [45]−[49], which is our ongoing research topic.
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