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Abstract
Many applications require recovering a ground truth low-rank matrix from noisy observations of the entries,
which in practice is typically formulated as a weighted low-rank approximation problem and solved by non-convex
optimization heuristics such as alternating minimization. In this paper, we provide provable recovery guarantee of
weighted low-rank via a simple alternating minimization algorithm. In particular, for a natural class of matrices and
weights and without any assumption on the noise, we bound the spectral norm of the difference between the recovered
matrix and the ground truth, by the spectral norm of the weighted noise plus an additive error that decreases exponen-
tially with the number of rounds of alternating minimization, from either initialization by SVD or, more importantly,
random initialization. These provide the first theoretical results for weighted low-rank via alternating minimization
with non-binary deterministic weights, significantly generalizing those for matrix completion, the special case with
binary weights, since our assumptions are similar or weaker than those made in existing works. Furthermore, this is
achieved by a very simple algorithm that improves the vanilla alternating minimization with a simple clipping step.
The key technical challenge is that under non-binary deterministic weights, naı¨ve alternating steps will destroy the
incoherence and spectral properties of the intermediate solutions, which are needed for making progress towards the
ground truth. We show that the properties only need to hold in an average sense and can be achieved by the clipping
step.
We further provide an alternating algorithm that uses a whitening step that keeps the properties via SDP and
Rademacher rounding and thus requires weaker assumptions. This technique can potentially be applied in some other
applications and is of independent interest.
1 Introduction
Recovery of low-rank matrices has been a recurring theme in recent years in machine learning, signal processing,
and numerical linear algebra, since in many applications, the data is a noisy observation of a low-rank ground truth
matrix. Typically, the noise on different entries is not identically distributed, which naturally leads to a weighted
low-rank approximation problem: given the noisy observation M, one tries to recover the ground truth by finding
M˜ that minimizes ‖M − M˜‖2W =
∑
ijWi,j(Mi,j − M˜i,j)2 where the weight matrix W is chosen according to
prior knowledge about the noise. For example, the co-occurrence matrix for words in natural language processing
applications [Pennington et al., 2014, Arora et al., 2016] is such that the noise is larger when the co-occurrence of two
words is rarer. When doing low-rank approximation on the co-occurrence matrix to get word embeddings, it has been
observed empirically that a simple weighting can lead to much better performance than the unweighted formulation
(see, e.g., [Levy and Goldberg, 2014]). In biology applications, it is often the case that the variance of the noise is
different for each entry of a data matrix, due to various reasons such as different properties of different measuring
devices. A natural approach to recover the ground truth matrix is to solve a weighted low-rank approximation problem
where the weights are inversely proportional to the variance in the entries [Gadian, 1982, Wentzell et al., 1997]. Even
for collaborative filtering, which is typically modeled as a matrix completion problem that assigns weight 1 on sampled
entries and 0 on non-sampled entries, one can achieve better results when allowing non-binary weights [Srebro and
Jaakkola, 2003].
∗Department of Computer Science, Princeton University. Email:yuanzhil@cs.princeton.edu
†Department of Computer Science, Princeton University. Email: yingyul@cs.princeton.edu
‡Department of Computer Science, Princeton University. Email:risteski@cs.princeton.edu
1
In practice, the weighted low-rank approximation is typically solved by non-convex optimization heuristics. One
of the most frequently used is alternating minimization, which sets M˜ to be the product of two low-rank matrices
and alternates between updating the two matrices. Although it is a natural heuristic to employ and also an interesting
theoretical question to study, to the best of our knowledge there is no guarantee for alternating minimization for
weighted low-rank approximation. Moreover, general weighted low-rank approximation is NP-hard, even when the
ground truth is a rank-1 matrix [Gillis and Glineur, 2011].
A special case of weighted low-rank approximation is matrix completion, where the weights are binary. Most
methods proposed for solving this problem rely on the assumptions that the observed entries are sampled uniformly
at random, and additionally often the observations need to be re-sampled across different iterations of the algorithm.
This is inherently infeasible for the more general weighted low-rank approximation, and thus their analysis is not
portable to the more general problem. The few exceptions that work with deterministic weights are [Heiman et al.,
2014, Lee and Shraibman, 2013, Bhojanapalli and Jain, 2014]. In this line of work the state-of-the-art is [Bhojanapalli
and Jain, 2014], who proved recovery guarantees under the assumptions that the ground truth has a strong version
of incoherence and the weight matrix has a sufficiently large spectral gap. However, their results still only work for
binary weights, use a nuclear norm convex relaxation and do not consider noise on the observed entries.
In this paper, we provide the first theoretical guarantee for weighted low-rank approximation via alternating min-
imization, under assumptions generalizing those in [Bhojanapalli and Jain, 2014]. In particular, assuming that the
ground truth has a strong version of incoherence and the weight matrix has a sufficiently large spectral gap, we show
that the spectral norm of the difference between the recovered matrix and the ground truth matrix is bounded by
the spectral norm of the weighted noise plus an additive error term that decreases exponentially with the number of
rounds of alternating minimization, from either initialization by SVD or, more importantly, random initialization. We
emphasize that the bounds hold without any assumption on the noise, which is particularly important for handling
complicated noise models. Since uniform sampling can satisfy our assumptions, our guarantee naturally generalizes
those in previous works on matrix completion. See Section 4.1 for a detailed comparison.
The guarantee is proved by showing that the distance between the intermediate solution and the ground truth
is improved at each iteration, which in spirit is similar to the framework in previous works. However, the lack of
randomness in the weights and the exclusion of re-sampling (i.e., using independent samples at each iteration) lead
to several technical obstacles that need to be addressed. Our proof of the improvement is then significantly different
(and more general) from previous ones. In particular, showing improvement after each step is only possible when the
intermediate solution has some additional special properties in terms of incoherence and spectrum. Prior works ensure
such properties by using re-sampling (and sometimes assumptions about the noise), which are not available in our
setting. We address this by showing that the spectral property only needs to hold in an average sense, which can be
achieved by a simple clipping step. This results in a very simple algorithm that almost matches the practical heuristics,
and thus provides explanation for them and also suggests potential improvement of the heuristics.
Further results The above results build on the insight that the spectral property only need to hold in an average
sense. However, we can even make sure that the spectral property holds at each step strictly by a whitening step.
More precisely, the clipping step is replaced by a whitening step using SDP and Rademacher rounding, which ensures
that the intermediate solutions are incoherent and have the desired spectral property (the smallest eigenvalues of some
related matrices are bounded). The technique of maintaining the smallest eigenvalues may be applicable to some other
non-convex problems, and thus is of independent interest. The details are presented in Appendix C.
Furthermore, combining our insight that the spectral property only need to hold in an average sense with the
framework in [Sun and Luo, 2015], one can show provable guarantees for the family of algorithms analyzed there,
including stochastic gradient descent. We will demonstrate this by including the proof details for stochastic gradient
descent in a future version.
2 Related work
Being a common practical problem (e.g., [Lu et al., 1997, Srebro and Jaakkola, 2003, Li et al., 2010, Eriksson and
van den Hengel, 2012]), multiple heuristics for non-convex optimization such as alternating minimization have been
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developed, but they come with no guarantees. On the other hand, weighted low-rank approximation is NP-hard in the
worst case, even when the ground truth is a rank-1 matrix [Gillis and Glineur, 2011].
On the theoretical side, the only result we know of is [Razenshteyn et al., 2016], who provide a fixed-parameter
tractability result when additionally the weight matrix is low-rank. Namely, when the weight matrix has rank r,
they provide an algorithm for outputting a matrix M˜ which approximates the optimization objective up to a 1 + ǫ
multiplicative factor, and runs in time nO(k2r/ǫ).
A special case of weighted low rank approximation is matrix completion, where the goal is to recover a low-
rank matrix from a subset of the matrix entries and corresponds to the case when the weights are in {0, 1}. For this
special case much more is known theoretically. It is known that matrix completion is NP-hard in the case when the
k = 3 [Peeters, 1996]. Assuming that the matrix is incoherent and the observed entries are chosen uniformly at
random, Cande`s and Recht [2009] showed that nuclear norm convex relation can recover an n×n rank-k matrix using
m = O(n1.2k log(n)) entries. The sample size is improved to O(nk log(n)) in subsequent papers [Cande`s and Tao,
2010, Recht, 2011, Gross, 2011]. Candes and Plan [2010] relaxed the assumption to tolerate noise and showed the
nuclear norm convex relaxation can lead to a solution such that the Frobenius norm of the error matrix is bounded
by O(
√
n3/m) times that of the noise matrix. However, all these results are for the restricted case with uniformly
random binary weight matrices.
The only relaxations to random sampling to the best of our knowledge are in [Heiman et al., 2014, Lee and
Shraibman, 2013, Bhojanapalli and Jain, 2014]. In this line the state-of-the-art is [Bhojanapalli and Jain, 2014], where
the support of the observation is a d-regular expander such that the weight matrix has a sufficiently large spectral gap.
However, it only works for binary weights, and is for a nuclear norm convex relaxation and does not incorporate noise.
Recently, there is an increasing interest in analyzing non-convex optimization techniques for matrix completion. In
two seminal papers [Jain et al., 2013, Hardt, 2014], it was shown that with an appropriate SVD-based initialization, the
alternating minimization algorithm (with a few modifications) recovers the ground-truth. These results are for random
binary weight matrix and crucially rely on re-sampling (i.e., using independent samples at each iteration), which is
inherently not possible for the setting studied in this paper. More recently, Sun and Luo [2015] proved recovery
guarantees for a family of algorithms including alternating minimization on matrix completion without re-sampling.
However, the result is still for random binary weights and has not considered noise. More detailed comparison of our
result with prior work can be found in Section 4, and comments on whether their arguments can be applied in our
setting can be found in Section 5.
We also mention [Negahban and Wainwright, 2012] who consider random sampling, but one that is not uniformly
random across the entries. In particular, their sampling produces a rank-1 matrix. (Additionally, they require the
ground truth matrix to have nice properties such as low-rankness and spikiness.) The rank-1 assumption on the weight
matrix is typically not true for many applications that introduce the weights to battle the different noise across the
different entries of the matrix.
Finally, two related works are [Bhojanapalli et al., 2015a,b]. The former implements faster SVD decomposition via
weighted low rank approximation. However, here the weights in the weighted low rank problem come from leverage
scores, so have a very specific structure, specially designed for performing SVD decompositions. The latter concerns
optimization of strongly convex functions f(V) when V is in the set of positive-definite matrices. It does this in a
non-convex manner, by settingV = UU⊤ and using the entries ofU as variables. Our work focus on the recovery of
the ground truth under the generative model, rather than on the optimization.
3 Problem definition and assumptions
For a matrixA, letAi denote its i-th column,Aj denote its j-th row, andAi,j denote the element in i-th row and j-th
column. Let ⊙ denote the Hadamard product, i.e.,C = A⊙B meansCi,j = Ai,jBi,j .
Let M∗ ∈ Rn×n be a rank-k matrix. Given the observationM = M∗ +N where N is a noise matrix, we want
to recover the ground truth M∗ by solving the weighted low-rank approximation problem for M and a non-negative
weight matrixW:
min
M˜∈Rk
∥∥∥M˜−M∥∥∥2
W
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where Rk is the set of rank-k n by n matrices, and ‖A‖2W =
∑
i,jWi,jA
2
i,j is the weighted Frobenius norm. Our
goal is to specify conditions about M∗ and W, under which M∗ can be recovered up to small error by alternating
minimization, i.e., set M˜ = XY⊤ whereX and Y are n by k matrices, and then alternate between updating the two
matrices. Ideally, the recovery error should be bounded by ‖W ⊙N‖2, since this allows selecting weights according
to the noise to make the error bound small.
As mentioned before, the problem is NP-hard in general, so we will need to impose some conditions. We summa-
rize our assumptions as follows, and then discuss their necessity and the connections to existing ones.
(A1) Ground truth is incoherent: M∗ has SVDUΣV⊤, wheremaxni=1{||Ui||22, ||Vi||22} ≤ µkn .Additionally, assume
σmax(Σ) = Θ(1). (See discussion below.) Denote its condition number as τ = σmax(Σ)/σmin(Σ).
(A2) Weight matrix has a spectral gap: ||W −E||2 ≤ γn, where γ < 1 and E is the all-one matrix.
(A3) Weight is not degenerate: LetDi = Diag(Wi), i.e.,Di is a diagonal matrix whose diagonal entries are the i-th
row ofW. Then there are 0 < λ ≤ 1 ≤ λ:
λI  U⊤DiU  λI, and λI  V⊤DiV  λI(∀i ∈ [n]).
The incoherence assumption on the ground truth matrix is standard in the context of matrix completion. It is
known that this is necessarily required for recovering the ground truth matrix. The assumption that σmax(Σ) = Θ(1)
is without loss of generality: one can estimate σmax(Σ) up to a constant factor, scale the data and apply our results.
The full details are included in the appendix.
The spectrum assumption on the weight matrix is a natural generalization of the randomness assumption typically
made in matrix completion scenario (e.g., [Candes and Plan, 2010, Jain et al., 2013, Hardt, 2014]). In that case,W is
a matrix with d = Ω(logn)-nonzeros in each row chosen uniformly at random, which corresponds to γ = O
(
1√
d
)
in (A2). Our assumption is also a generalization of the one in [Bhojanapalli and Jain, 2014], which requiresW to be
d-regular expander-like (i.e., to have a spectral gap) but is concerned only with matrix completion where the entries of
W can be 0 or 1 only.
The final assumption (A3) is a generalization of the assumption A2 in [Bhojanapalli and Jain, 2014] that, intu-
itively, requires the singular vectors to satisfy RIP (restricted isometry property). This is because when the weights are
binary,U⊤DiU =
∑
j∈S(U
k)(Uk)⊤ where S is the support ofWi, so after proper scaling the assumption is a strict
weakening of theirs. They viewed it as a stronger version of incoherence, discussed the necessity and showed that
it is implied by the strong incoherence property assumed in [Cande`s and Tao, 2010]. In the context of more general
weights, the necessity of (A3) is even more clear, as elaborated below.
Note that since (A2) does not require W to be random or d-regular, it does not a-priori exclude the degenerate
case that W has one all-zero column. In that case, clearly one cannot hope to recover the corresponding column
of M∗. So, we need to make a third, non-degeneracy assumption about W, saying that it is “correlated” with M∗.
The assumption is actually quite weak in the sense that when W is chosen uniformly at random, this assumption is
true automatically: in those cases, E[Di] = I and thus E[U⊤DiU] = I since U is orthogonal. A standard matrix
concentration bound can then show that our assumption (A3) holds with high probability. Therefore, it is only needed
when considering a deterministicW. Intuitively, this means that the weights should cover the singular vectors ofM∗.
This prevents the aforementioned degenerate case when Wi = 0 for some i, and also some other degenerate cases.
For example, consider the case whenN = 0, all rows ofM∗ are the same vector with first Θ(logn) entries being zero
and the rest being one, and in one row of M∗ the non-zeros entries all have zero weight. In this case, there is also no
hope to recoverM∗, which should be excluded by our assumption.
4 Algorithm and results
We prove guarantees for the vanilla alternating minimization with a simple clipping step, from either SVD initial-
ization or random initialization. The algorithm is specified in Algorithm 1. Overall, it follows the usual alternating
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Algorithm 1 Main Algorithm (ALT)
Input: Noisy observationM, weight matrixW, number of iterations T
1: InitializeY1 using eitherY1 = SVDINITIAL(M,W) orY1 = RANDINITIAL
2: for t = 1, 2, ..., T do
3: X˜t+1 = argminX∈Rn×k
∥∥M−XY⊤t ∥∥W
4: Xt+1 = CLIP(X˜t+1)
5: Xt+1 = QR(Xt+1)
6: Y˜t+1 = argminY∈Rn×k
∥∥M−Xt+1Y⊤∥∥W
7: Yt+1 = CLIP(Y˜t+1)
8: Yt+1 = QR(Yt+1)
9: end for
Output: M˜ = XT+1YT
Algorithm 2 Clipping (CLIP)
Input: matrix X˜
Output: matrixX with
X
i
=
{
X˜i if ‖X˜i‖22 ≤ ξ := 2µkn
0 otherwise.
Algorithm 3 SVD Initialization (SVDINITIAL)
Input: observationM, weightW
1: (X˜,Σ, Y˜) = rank-k SVD(W ⊙M), i.e., the columns of Y˜ are the top k right singular vectors ofW ⊙M
2: Y = CLIP(Y˜),Y = QR(Y)
Output: Y
Algorithm 4 Random Initialization (RANDINITIAL)
1: LetY ∈ Rn×k generated asYi,j = bi,j 1√n , where bi,j’s are independent uniform from {−1, 1}
Output: Y
minimization framework: it keeps two working matrices X and Y, and alternates between updating them. In an X
update step, it first updates X to be the minimizer of the weighted low rank objective while fixing Y, which can be
done efficiently since now the optimization is convex. Then it performs a “clipping” step which zeros out rows of the
matrix with too large norm,1 and then make it orthogonal by QR-factorization.2 At the end, the algorithm computes a
final solution M˜ from the two iterates.
The two iterates can be initialized by performing SVD on the weighted observation (Algorithm 3), which is a
weighted version of SVD initialization typically used in matrix completion. Moreover, we show that the algorithm
works with random initialization (Algorithm 4), which is a simple and widely used heuristic in practice but rarely
understood well.
We are now ready to state our main results. Theorem 1 describes our guarantee for the algorithm with SVD
initialization, and Theorem 3 is for random initialization.
1The clipping step zeros out rows with square ℓ2 norm twice larger than the upper bound µk/n imposed by our incoherence assumption (A1).
One can choose the threshold to be cµk/n where c ≥ 2 is a constant and can choose to shrink the row to have norm no greater than µk/n, and our
analysis still holds. The current choices are only for ease of presentation.
2The QR-factorization step is not necessary for our analysis. But since it is widely used in practice for numerical stability, we prefer to analyze
the algorithm with QR.
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Theorem 1 (Main, SVD initialization). SupposeM∗,W satisfy assumptions (A1)-(A3) with
γ = O
(
min
{√
n
D1
λ
τµ3/2k2
,
λ
τ3/2µk2
})
,
where D1 = maxi∈[n] ‖Wi‖1. Then after O(log(1/ǫ)) rounds of Algorithm 1 with initialization from Algorithm 3
outputs a matrix M˜ that satisfies
‖M˜−M∗‖2 ≤ O
(
kτ
λ
)
‖W ⊙N‖2 + ǫ.
The running time is polynomial in n and log(1/ǫ).
The theorem is stated in its full generality. To emphasize the dependence on the matrix size n, the rank k and
the incoherence µ, we can consider a specific range of parameter values where the other parameters (the spectral
bounds, condition number, D1/n) are constants. Also, these parameter values are typical in matrix completion, which
facilitates our comparison in the next subsection.
Corollary 2. Suppose λ, λ and τ are all constants, D1 = Θ(n), and T = O(log(1/ǫ)). Furthermore,
γ = O
(
1
µ3/2k2
)
.
Then Algorithm 1 with initialization from Algorithm 3 outputs a matrix M˜ that satisfies
‖M˜−M∗‖2 ≤ O (k) ‖W ⊙N‖2 + ǫ.
Remarks The theorem bounds the spectral norm of the error matrix by the spectral norm of the weighted noise plus
an additive error term that decreases exponentially with the number of rounds of alternating minimization. We empha-
size that our guarantee holds for anyM∗,W satisfying our deterministic assumptions; the high success probability is
with respect to the execution of the algorithm, not to the input. This ensures the freedom in choosing the weights to
battle the noise. We also emphasize that the bounds hold without any assumption on the noise, which is particularly
important here since weighted low rank is typically applied to complicated noise models.
Bounding the error by ‖W ⊙ N‖2 is particularly useful when the noise is not uniform across the entries: prior
knowledge about the noise (e.g., the different variances of noise on different entries) can be taken into account by
setting up a reasonable weight matrix3, such that ‖W ⊙ N‖2 can be significantly smaller than ‖N‖2. Also, in
recovering the ground truth, a spectral norm bound is more preferred than a Frobenius norm bound, since typically the
Frobenius norm is
√
n larger than the spectral norm.
Furthermore, when ‖W ⊙ N‖2 = 0 (as in matrix completion without noise), the ground truth is recovered in a
geometric rate.
Finally, in matrix completion with uniform random sampled observations, the term D1 concentrates around n, so
D1
n disappears in this case.
Theorem 3 (Main, random initialization). SupposeM∗,W satisfy assumptions (A1)-(A3) with
γ = O
(
min
{√
n
D1
λ
τµ2k5/2
,
λ
τ3/2µ3/2k5/2
})
,
‖W‖∞ = O
(
λn
k2µ log2 n
)
,
3Note that W cannot be made arbitrarily small since it should satisfy our assumptions. Roughly speaking, W has spectral norm n and is flexible
to take into account the prior knowledge about the noise. In particular, it can be set to the all one matrix, reducing to the unweighted case.
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weight determin. tolerate alter. order of γ
values weights noise min. (spectral gap) Bound on ∆ = M˜−M∗
(1) 0-1 no yes no 1
µk1/2poly(logn) ‖∆‖F = O(
√
n3
m ‖NΩ‖F )
(2) 0-1 no yes no
√
1
µk log n ‖∆‖F = O(n
2
√
k
m ‖NΩ‖2)
(3) 0-1 yes no no 1µk exact recovery
(4) 0-1 no yes yes 1
kǫ
√
µ logn
‖∆‖F ≤ ǫ‖M∗ +N‖F
(5) 0-1 no no yes 1
max{√kµ logn,µk3.5} exact recovery
ours (SVD init) real yes yes yes 1
µ3/2k2
‖∆‖2 = O (k) ‖W ⊙N‖2 + ǫ
ours (random init) real yes yes yes 1
µ2k5/2
‖∆‖2 = O (k) ‖W ⊙N‖2 + ǫ
Table 1: Comparison with related work on matrix completion: (1) [Candes and Plan, 2010]; (2) [Keshavan et al.,
2009]; (3) [Bhojanapalli and Jain, 2014]; (4) [Hardt, 2014]. (5) [Sun and Luo, 2015]. Technical details are ignored.
Especially, parameters other than the matrix size n, the rank k and the incoherence µ are regarded as constants.
where D1 = maxi∈[n] ‖Wi‖1. Then after O(log(1/ǫ)) rounds Algorithm 1 with initialization from Algorithm 3
outputs a matrix M˜ that with probability at least 1− 1n2 satisfies
‖M˜−M∗‖2 ≤ O
(
kτ
λ
)
‖W ⊙N‖2 + ǫ.
The running time is polynomial in n and log(1/ǫ).
Remarks Compared to SVD initialization, we need slightly stronger assumptions for random initialization to work.
There is an extra 1/(µ1/2k1/2) in the requirement of the spectral parameter γ. We note that the same error bound is
obtained when using random initialization. Roughly speaking, this is because our analysis shows that the updates can
make improvement under rather weak requirements that random initialization can satisfy, and after the first step the
rest updates make the same progress as in the case using SVD initialization.
4.1 Comparison with prior work
For the sake of completeness, we will give a more detailed comparison with representative prior work on matrix com-
pletion from Section 2, emphasizing the dependence on n, k and µ and regarding the other parameters as constants. We
first note that when the m observed entries are sampled uniformly at random from an n by n matrix, the corresponding
binary weight matrix will have a spectral gap γ = O(
√
n
m ) (see, e.g., [Feige and Ofek, 2005]). Converting the sample
bounds in the prior work to the spectral gap, we see that in general our result has worse dependence on parameters like
the rank than those by convex relaxations, but has slightly better dependence than those by alternating minimization.
The comparison is summarized in Table 1.
The seminal paper [Cande`s and Recht, 2009] showed that a nuclear norm convex relaxation approach can recover
the ground truth matrix usingm = O(n1.2k log2 n) entries chosen uniformly at random and without noise. The sample
size was improved to O(nk log6 n) in [Cande`s and Tao, 2010] and then O(nk logn) in subsequent papers. Candes
and Plan [2010] generalized the result to the case with noise: the same convex program using m = O(nk log6 n)
entries recovers a matrix M˜ s.t. ‖M˜−M∗‖F ≤ (2 + 4
√
(2 + p)n/p)‖NΩ‖F where p = m/n2 andNΩ is the noise
projected on the observed entries.
Keshavan et al. [2009] showed that withm = O(nµk logn), one can recover a matrix M˜ such that
∥∥∥M∗ − M˜∥∥∥
F
=
O
(
n2
√
k
m ‖NΩ‖2
)
by an optimization over a Grassmanian manifold.
Bhojanapalli and Jain [2014] relaxed the assumption that the entries are randomly sampled. They showed that
the nuclear norm relaxation recovers the ground truth, assuming that the support Ω of the observed matrix forms a
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d-regular expander graph (or alike), i.e., |Ω| = dn, σ1(Ω) = d and σ2(Ω) ≤ c
√
d and d ≥ c2µ2k2. This would
correspond to a parameter γ = O( 1µk ) for us. They did not consider the robustness to noise.
Hardt [2014] showed that with an appropriate initialization alternating minimization recovers the ground truth
approximately. Precisely, they assumed N satisfies: (1). µ(N) . σmin(M∗)2;(2). ‖N‖∞ ≤ µn‖M∗‖F . Then, he
shows that log(nǫ logn) alternating minimization steps recover a matrix M˜ such that ‖M˜−M∗‖F ≤ ǫ‖M‖F provided
that pn ≥ k(k + log(n/ǫ))µ ×
(
‖M∗‖F+‖N‖F /ǫ
σk
)2 (
1− σk+1σk
)5
where σk is the k-th singular value of the ground-
truth matrix. The parameter γ corresponding to the case considered there would be roughly O( 1
k
√
µ logn
). While their
algorithm has a good tolerance to noise, N is assumed to have special structure for him that we do not assume in our
setting.
Sun and Luo [2015] proved recovery guarantees for a family of algorithms including alternating minimization on
matrix completion. They showed that by using m = O(nkmax{µ logn, µ2k6}) randomly sampled entries without
noise, the ground truth can be recovered in a geometric rate. This corresponds to a spectral gap ofO
(
1
max{√kµ log n,µk3.5}
)
.
Our result is more general and also handles noise. When specialized to their setting, we also have a geometric rate
with a slightly better dependence on the rank k but a slightly worse dependence on the incoherence µ.
5 Proof sketch
Before going into our analysis, we first discuss whether arguments in prior work can be applied. Most of the work
on matrix completion uses convex optimization and thus their analysis is not applicable in our setting. There indeed
exists some other work that analyzes non-convex optimization for matrix completion, and it is tempting to adopt their
arguments. However, there exist fundamental difficulties in porting their arguments. All of them crucially rely on
the randomness in sampling the observed entries. Keshavan et al. [2009] analyzed optimization over a Grassmanian
manifold, which uses the fact that E[W ⊙ S] = S for any matrix S. In [Jain et al., 2013, Hardt, 2014], re-sampling
of new observed entries in different iterations was used to get around the dependency of the iterates on the sample
set, a common difficulty in analyzing alternating minimization. The subtlety and the drawback of re-sampling were
discussed in detail in [Bhojanapalli and Jain, 2014, Candes et al., 2015, Sun and Luo, 2015]. We note that [Sun and
Luo, 2015] only needs sampling before the algorithm starts and does not need re-sampling in different iterations, but
still relies on the randomness in the sampled entries. In particular, in all the aforementioned work, the randomness
guarantees that the iterates X,Y stay incoherent and have good spectrum properties. Given these, alternating mini-
mization can make progress towards the ground truth in each iteration. Nevertheless, since we focus on deterministic
weights, such randomness is inherently infeasible in our setting. In this case, after just one iteration, it is unclear if
the iterates can have incoherence and good spectrum properties required to progress towards the ground truth, even
under our current assumptions. The whole algorithm thus breaks down. To address this, we show that it is sufficient
to ensure the spectral property in an average sense and then introduce our clipping step to achieve that, arriving at our
current algorithm.
Here for simplicity, we drop the subscription t in all iterates, and we only focus on important factors, dropping
other factors and the big-O notation. We only consider the case when W ⊙ N = 0, so as to emphasize the main
technical challenges.
On a high level, our analysis of the algorithm maintains potential functions distc(X,U) and distc(Y,V) between
our working matricesX,Y and the ground truthU,V (recall thatM∗ = UΣV⊤):
distc(X,U) = min
Q∈Ok×k
‖XQ−U‖2
and
distc(Y,V) = min
Q∈Ok×k
‖YQ−V‖2,
where Ok×k are the set of k × k rotation matrices. The key is to show that they decrease after each update step, so X
and Y get closer to the ground truth.4 The strategy of maintaining certain potential function measuring the distance
4Note that we also need a good initialization, which can be done by SVD. Since our analysis requires rather weak warm start, we are able to
show that simple random initialization is also sufficient (at the cost of slightly worse bounds).
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between the iterates and the ground truth is also used in prior work [Bhojanapalli and Jain, 2014, Candes et al., 2015,
Sun and Luo, 2015]. We will point out below the key technical difficulties that are not encountered in prior work and
make our analysis substantially different. The complete proofs are provided in the appendix due to space limitation.
5.1 Update
We would like to show that after anX update, the new matrix X˜ satisfies distc(X,U) ≤ distc(Y,V)/2+ c for some
small c (similarly for aY update).
Consider the update step
X˜← argminA∈Rn×k
∥∥M−AY⊤∥∥
W
.
By setting the gradient to 0 and with some algebraic manipulation, we have X˜−UΣV⊤Y =G where
Gi := UiΣV⊤Y⊥Y⊤⊥DiY(Y
⊤DiY)−1.
where Di = Diag(Wi). Since X˜ is the value prior to performing QR decomposition, we want to show that X˜ is
close to UiΣV⊤Y, i.e., the error term G on right hand side is small. In the ideal case when the error term is 0, then
X˜ = UΣV⊤Y and thus distc(X,U) = 0, meaning that with one update X˜ already hits into the correct subspace. So
we would like to show that it is small so that the iterate still makes progress. Let
Pi = V
⊤Y⊥Y⊤⊥DiY and Oi = (Y⊤DiY)−1,
so thatGi = UiΣPiOi. Now the two challenges are to boundPi andOi.
Let us first consider the simpler case of matrix completion, where the entries of the matrix are randomly sampled
by probability p. Then Di is a random diagonal matrix with E[Di] = I and E[D2i ] = 1pI. Furthermore, for n × k
orthogonal matricesY,Oi = (Y⊤DiY)−1 concentrates around I. Then in expectation, ||Pi|| is about ||V⊤Y⊥||/√p
and ‖Oi‖ is about 1, so ‖Gi‖ is as small as µk||V⊤Y⊥||/(√pn) = µksin θ(V,Y)/(√pn). High probability can
then be established by the trick of re-sampling.
However, in our setting, we have to deal with two major technical obstacles due to deterministic weights.
1. There is no expectation for Di. Since ‖Di‖2∞ can be as large as n
2
poly(logn) , ‖Pi‖ can potentially be as large
as sin θ(Y,V) npoly(logn) , which is almost a factor n larger than the bound for random Di. This is clearly
insufficient to show the progress.
2. A priori the norm ofOi = (Y⊤DiY)−1 may be large. Especially, in the algorithmY is given by the alternating
minimization steps and giving an upper bound on ‖Oi‖ at all steps seems hard.
The first issue For this, we exploit the incoherence of Y and the spectral property of the weight matrix. If Di
is the identity matrix, then Pi = 0 which, intuitively, means that there are cancellations between negative part and
positive parts. When W is expander-like, it will put roughly equal weights on the negative part and the positive part.
If furthermore we have that Y is incoherent (i.e., the negative and positive parts are spread out), then W can mix the
terms and lead to a cancellation similar to that when Di = I. More precisely, consider the (j, j′)-th element in Pi.
Define a new vector x ∈ Rn such that
xi = (V˜j)i(Yj′ )i, where V˜ = V⊤Y⊥Y⊤⊥ .
Then we have the cancellation in the form of
∑
i xi = 0. WhenDi = I, we simply get (Pi)j,j′ =
∑
i xi = 0. When
Di 6= I, we have (Pi)j,j′ =
∑
s∈[n](Di)sx
j,j′
s . Now mix over all i, we have
∑
i∈[n]
((Pi)j,j′)
2 =
∑
s∈[n]
(Di)sxs
2 = ‖Wx‖2
= ‖(W −E)x‖2 (since Ex = 0)
≤ γ2n2‖x‖2
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where in the last step we use the expander-like property of W (Assumption (A2)) to gain the cancellation. Further-
more, if ‖Yj′‖∞ is small, by definition ‖x‖2 is also small, so we can get an upper bound on
∑
i∈[n] ‖Pi‖2F .
Then the problem reduces to maintaining the incoherence of Y. This is taken care of by our clipping step (Algo-
rithm 2), which sets to 0 the rows of Y that are too large. Of course, we have to show that this will not increase the
distance of the clippedY andV. The intuition is that we clip only when ‖Yi‖ ≥ 2µk/n. But ‖Vi‖ ≤ µk/n, so after
clipping,Yi only gets closer to Vi.
The second issue This is the more difficult technical obstacle, i.e., ‖Oi‖ = ‖(Y⊤DiY)−1‖ can be large. Our key
idea is that although individual ‖Oi‖ can indeed be large, this cannot be the case on average. We show that there can
just be a few i’s such that ‖Oi‖ is large, and they will not contribute much to ‖G‖, so the update can make progress.
To be more formal, we wish to bound the number of indices i such that σmin
(
Y⊤DiY
) ≤ λ4 . Consider an
arbitrary unit vector a. Then,
aY⊤DiYa =
∑
j
aY⊤(Di)jYa =
∑
j
(Di)j〈a,Yj〉2.
We know thatY is close toV, so we rewrite the above using some algebraic manipulation as∑
j
(Di)j〈a, (Yj −Vj) +Vj〉2
≥ 1
4
∑
j
(Di)j〈a,Vj〉2 − 1
3
∑
j
(Di)j〈a,Yj −Vj〉2
For j’s such thatYj is close toVj (denote these j’s as Sg), then the terms can be easily bounded sinceV⊤DiV ≥
λI by assumption. So we only need to consider j’s such thatYj is far fromVj . Since we have incoherence, we know
that ‖Yj −Vj‖ is still bounded in the order of µk/n. So aY⊤DiYa can be small only when
∑
j 6∈Sg (Di)j is large.
Let S denote those bad i’s. Let uS be the indicator vector for S and ug be the indicator vector for [n− Sg].∑
i∈S
∑
j 6∈Sg
(Di)j = u
⊤
SWug
≤ |S|(n − |Sg|) + γn
√
|S|(n− |Sg|)
where the last step is due to the spectral property ofW. Therefore, there can be only a few i’s with large
∑
j 6∈Sg (Di)j .
5.2 Proofs of main results
We only need to show that we can get an initialization close enough to the ground truth so that we can apply the above
analysis for the update. For SVD initialization,
[X,Σ,Y] = rank-k SVD(W ⊙M∗ +W ⊙N).
Since ||W ⊙N||2 ≤ δ can be regarded as small, the idea is to show that W ⊙M∗ is close to M∗ in spectral norm
and then apply Wedin’s theorem [Wedin, 1972]. We show this by the spectral gap property ofW and the incoherence
property ofU,V.
For random initialization, the proof is only a slight modification of that for SVD initialization, because the update
requires rather mild conditions on the initialization such that even the random initialization is sufficient (with slightly
worse parameters).
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6 Conclusion
In this paper we presented the first recovery guarantee of weighted low-rank matrix approximation via alternating
minimization. Our work generalized prior work on matrix completion, and revealed technical obstacles in analyzing
alternating minimization, i.e., the incoherence and spectral properties of the intermediate iterates need to be preserved.
We addressed the obstacles by a simple clipping step, which resulted in a very simple algorithm that almost matches
the practical heuristics.
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A Preliminaries about subspace distance
Before delving into the proofs, we will prove a few simple preliminaries about subspace angles/distances.
Definition (Distance, Principle angle). Denote the principle angle ofY,V ∈ Rn×k as θ(Y,V). Then for orthogonal
matrixY (i.e.,Y⊤Y = I),
tan θ(Y,V) = ‖Y⊤⊥V(Y⊤V)−1‖2.
For orthogonal matricesY,V,
cos θ(Y,V) = σmin(Y
⊤V),
sin θ(Y,V) = ‖(I−YY⊤)V‖2 = ‖Y⊥Y⊤⊥V‖2 = ‖Y⊤⊥V‖2,
distc(Y,V) = min
Q∈Ok×k
‖YQ−V‖2
where Ok×k is the set of k × k orthogonal matrices.
Lemma 4 (Equivalence of distance). LetY, V ∈ Rn×k be two orthogonal matrices, then we have:
sin θ(Y,V) ≤ distc(Y,V) ≤ sin θ(Y,V) + 1− cos θ(Y,V)
cos θ(Y,V)
≤ 2tan θ(Y,V).
Proof of Lemma 4. Suppose
Q∗ = argminQ∈Ok×k‖YQ−V‖2.
Let’s writeV = YQ∗ +R, then distc(Y,V) = ‖R‖2. We have
sin θ(Y,V) = ‖(I−YY⊤)V‖2 = ‖Y⊥Y⊤⊥R‖2 ≤ ‖R‖2
On the other hand, suppose ADB⊤ = SVD(Y⊤V), we know that σmin(D) = σmin(Y⊤V) = cos θ(Y,V).
Therefore, byA = Y⊤VBD−1,AB⊤ ∈ Ok×k we have:
distc(Y,V) ≤ ‖YAB⊤ −V‖2 = ‖YY⊤VBD−1B⊤ −V‖2
≤ ‖YY⊤VBD−1B⊤ −YY⊤V‖2 + ‖YY⊤V −V‖2
≤ ‖BD−1B⊤ − I‖2 + sin θ(Y,V) = ‖D−1 − I‖2 + sin θ(Y,V)
= sin θ(Y,V) +
1− cos θ(Y,V)
cos θ(Y,V)
.
Finally, sin θ(Y,V) ≤ tan θ(Y,V) and 1−cos θ(Y,V)cos θ(Y,V) ≤ tan θ(Y,V) can be verified by definition, so the last
inequality follows.
For convenience in our proofs we will also use the following generalization of incoherence:
Definition (Generalized incoherence). For a matrixA ∈ Rn×k, the generalized incoherence ρ(A) is defined as:
ρ(A) = max
i∈[n]
{n
k
‖Ai‖22
}
We call it generalized incoherence for obvious reasons: whenA is an orthogonal matrix, then ρ(A) = µ(A).
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B Proofs for alternating minimization with clipping
We will show in this section the results for our algorithm based on alternating minimization with a clipping step. The
organization is as follows. In Section B.1 we will present the necessary lemmas for the initialization, in Section B.3 we
show the decrease of the potential function after one update step, and in Section B.4 we will put everything together,
and prove our main theorem.
Before starting with the proofs, we will make a remark which will simplify the exposition.
Without loss of generality, we may assume that
δ = ‖W ⊙N‖2 ≤ λσmin(M
∗)
200k
(B.1)
Otherwise, we can output the 0 matrix, and the guarantee of all our theorems would be satisfied vacuously.
B.1 SVD-based initialization
We want to show that after initialization, the matrices X,Y are close to the ground truth matrix U,V. Observe that
[X,Σ,Y] = SVD(W ⊙M) = SVD(W ⊙ (M∗ +N)) = SVD(W ⊙M∗ +W ⊙N). By our assumptions we
know that ||W ⊙N||2 ≤ δ which we are thinking of as small, so the idea is to show thatW ⊙M∗ is close to M∗ in
spectral norm, then by Wedin’s theorem [Wedin, 1972] we will haveX,Y are close toU,V. We show thatW⊙M∗
is close to M∗ by the spectral gap property ofW and the incoherence property ofU,V.
Lemma 5 (Spectral lemma). Let W be an (entry wise non-negative) matrix in Rn×n with a spectral gap, i.e. W =
E+ γnJΣWK
⊤
, where J,K are n× n (column) orthogonal matrices, with ||ΣW||2 = 1, γ < 1. Furthermore, for
every matrixH ∈ Rn×n such thatH = AΣB⊤ (A,B not necessarily orthogonal,Σ ∈ Rk×k is diagonal) we have
‖(W −E)⊙H‖2 ≤ γkσmax(Σ)
√
ρ(A)ρ(B)
where E is the all one matrix.
Proof of Lemma 5. We know that for any unit vectors x, y ∈ Rn,
x⊤ ((W −E)⊙H) y =
k∑
r=1
σrx
T
(
(W −E)⊙ArB⊤r
)
y
= γn
k∑
r=1
σr(Ar ⊙ x)⊤JΣWK⊤(Br ⊙ y)
≤ γn
k∑
r=1
σr||Ar ⊙ x||2||JΣWK⊤||2||Br ⊙ y||2
≤ γn
k∑
r=1
σr||Ar ⊙ x||2||Br ⊙ y||2
≤ γnσmax(Σ)
√√√√ k∑
r=1
||Ar ⊙ x||22
√√√√ k∑
r=1
||Br ⊙ y||22
≤ γnσmax(Σ)
√√√√ n∑
i=1
x2i ||Ai||22
√√√√ n∑
i=1
y2i ||Bi||22
≤ γnσmax(Σ)
√√√√k
n
ρ(A)
(
n∑
i=1
x2i
)√√√√k
n
ρ(B)
(
n∑
i=1
y2i
)
≤ γσmax(Σ)k
√
ρ(A)ρ(B).
14
The lemma follows from the definition of the operator norm.
The spectral lemma can be used to prove the initialization condition, when combined with Wedin’s theorem.
Lemma 6 (Wedin’s Theorem [Wedin, 1972]). Let M∗, M˜ be two matrices whose singular values are σ1, ..., σn and
σ˜1, ..., σ˜n, let U,V and X,Y be the first k singular vectors (left and right) of M∗, M˜ respectively. If ∃α > 0 such
that maxnr=k+1 σ˜r ≤ minki=1 σi − α, then
max {sin θ(U,X), sin θ(V,Y)} ≤ ||M˜−M
∗||2
α
.
Lemma 7. SupposeM∗,W satisfy all the assumptions, then for (X,Σ,Y) = rank-k SVD(W ⊙M), we have
max{tan θ(X,U), tan θ(Y,V)} ≤ 4(γµk + δ)
σmin(M∗)
Proof of Lemma 7. We know that
‖W ⊙M−M∗‖2 ≤ ||W ⊙M∗ −M∗||2 + ||W ⊙N||2 ≤ γµkσmax(M∗) + δ.
Therefore, by Weyl’s theorem,
max{σr(W ⊙M) : k + 1 ≤ r ≤ n} ≤ γµk + δ ≤ 1
2
σmin(M
∗).
where the last inequality holds because of B.1 and the assumption on γ in the theorem statement.
Now, by Wedin’s theorem with α = 12σmin(M
∗), for (X,Σ,Y) = rank-k SVD(W ⊙M),
max {sin θ(U,X), sin θ(V,Y)} ≤ 2(γµk + δ)
σmin(M∗)
Since γ and δ are small enough, so sinθ ≤ 1/2. In this case, we have tanθ ≤ 2sinθ, then the lemma follows.
Finally, this gives us the following guarantee on the initialization:
Lemma 8 (SVD initialization). SupposeM∗,W satisfy all the assumptions.
distc(V,Y1) ≤ 8k∆1, ρ(Y1) ≤ 2µ
1− k∆1
where ∆1 = 8(γµk+δ)σmin(M∗) .
Proof of Lemma 8. First, consider Y˜1. By Lemma 7 and 4, we get that
distc(Y˜1,V) ≤ ∆1
which means that ∃Q ∈ Ok×k, s.t.
‖Y˜1Q−V‖2 ≤ ∆1
hence
‖Y˜1Q−V‖F ≤ k∆1 ≤ 1
4
where the last inequality follows since γ and δ are small enough.
Next, considerY1. In the clipping step, if ‖Y˜i1‖ ≥ ξ = 2µkn , then ‖Y˜i1 −Vi‖ ≥ µkn , and ‖Y
i
1 −Vi‖ = ‖Vi‖ =
µk
n . Otherwise,Y
i
= Y˜i. So
‖Y1Q−V‖F ≤ ‖Y˜1Q−V‖F ≤ 1
4
.
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Finally, we can argue thatY1 is close toV. Let’s assume thatY1 = Y1R−1, for an upper-triangularR.
sin θ(V,Y1) = ‖V⊤⊥Y1‖2 = ‖V⊤⊥(Y1 −VQ−1)R−1‖2 ≤ ‖Y1Q−V‖2‖R−1‖2 ≤
1
σmin(Y1)
‖Y1Q−V‖F
where the second inequality follows because the singular values ofR andY1 are the same. Note that
σmin(Y1) ≥ σmin(V)− ‖Y1 −V‖F ≥ σmin(V)− k∆1 = 1− k∆1 ≥ 1
2
So
sin θ(V,Y1) ≤ 2‖Y1Q−V‖F ≤ 1
2
.
In this case, we have tan θ(V,Y1) ≤ 2sin θ(V,Y1) and thus
distc(V,Y1) ≤ 2tan θ(V,Y1) ≤ 4sin θ(V,Y1) ≤ 8‖Y1Q−V‖2 ≤ 8‖Y1Q−V‖F ≤ 8k∆1.
For ρ(Y1), observe thatYi1 = Y
i
R−1, so
‖Yi1‖ ≤ ‖Y
i
1‖‖R−1‖2 ≤
ξ
σmin(Y1)
≤ ξ
1− k∆1
which leads to the bound.
B.2 Random initialization
With respect to the random initialization, the lemma we will need is the following one:
Lemma 9 (Random initialization). Let Y be a random matrix in Rn×k generated as Yi,j = bi,j 1√n , where bi,j are
independent, uniform {−1, 1} variables. Furthermore, let ‖W‖∞ ≤ λnk2µ log2 n . Then, with probability at least 1− 1n2
over the draw ofY,
∀i, σmin
(
Y⊤DiY
) ≥ 1
4
λ
kµ
.
Proof of Lemma 9. Notice that Y⊤DiY =
∑
j(Y
j)⊤(Di)jYj , and each of the terms (Yj)⊤(Di)jYj is indepen-
dent. Furthermore, it’s easy to see that E[(Yj)⊤(Di)j(Yj)] = 1n (Di)j , ∀j. By linearity of expectation it follows that
E[
∑
j(Y
j)⊤(Di)jYj ] = 1n
∑
j(Di)j .
Now, we claim
∑
j(Di)j ≥ λnkµ . Indeed, by Assumption (A3) we have for any vector a ∈ Rn
a⊤V⊤DiVa =
∑
j
(Di)j〈Vj , a〉2 ≥ λ.
On the other hand, however, by incoherence of V,
∑
j(Di)j〈Vj , a〉2 ≤
∑
j(Di)j
µk
n . Hence,
∑
j(Di)j ≥ λ nkµ .
Putting things together, we get
E[
∑
j
(Yj)⊤(Di)jYj ] ≥ λ
kµ
Denote
B := ‖(Yj)⊤(Di)jYj‖2 ≤ k
n
(Di)j ≤ λ
kµ log2 n
where the first inequality follows from our sampling procedure, and the last inequality by the assumption that ‖W‖∞ ≤
λn
k2µ log2 n
.
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Since all the random variables (Yj)⊤(Di)jYj are independent, applying Matrix Chernoff we get that
Pr
∑
j
(Yj)⊤(Di)j(Yj) ≤ (1 − δ) λ
kµ
 ≤ n( e−δ
(1− δ)(1−δ)
) λ
kµB
≤ n
(
e−δ
(1 − δ)(1−δ)
)log2 n
Picking δ = 34 , and union bounding over all i, with probability at least 1− 1n2 , for all i,
σmin
(
Y⊤DiY
) ≥ 1
4
λ
kµ
as needed.
B.3 Update
We now prove the two key technical lemmas (Lemma 10 and Lemma 11) and then use them to prove that the updates
make progress towards the ground truth. We prove them forYt and use them to showXt improves, while completely
analogous arguments also hold when switching the role of the two iterates. Note that we measure the distance between
Yt and V by distc(Yt,V) = minQ∈Ok×k ‖YtQ − V‖ where Ok×k is the set of k × k orthogonal matrices. For
simplicity of notations, in these two lemmas, we letYo = YtQ∗ whereQ∗ = argminQ∈Ok×k‖YtQ−V‖.
We first show that there can only be a few i’s such that the spectral property of Y⊤o DiYo can be bad, whenYo is
close to V. Let (Di)j be the j-th diagonal entry inDi, that is, (Di)j =Wi,j .
Lemma 10. Let Yo be a (column) orthogonal matrix in Rn×k, and ǫ ∈ (0, 1). If ‖Yo − V‖2F ≤ ǫ
3λ2n
128µkD1
for
D1 = maxi∈[n]
∑
j(Di)j , then∣∣{i ∈ [n] ∣∣σmin(Y⊤o DiYo) ≤ (1− ǫ)λ}∣∣ ≤ 1024µ2k2γ2D1
ǫ4λ3
‖V−Yo‖2F .
Proof of Lemma 10. For a value g > 0 which we will specify shortly, we call j ∈ [n] “good” if ‖Yjo −Vj‖2 ≤ g2.
Denote the set of “good” j’s as Sg .
Then for every unit vector a ∈ Rk,
a⊤Y⊤o DiYoa =
∑
j∈[n]
(Di)j〈a,Yjo〉2
≥
∑
j∈Sg
(Di)j〈a,Yjo〉2
=
∑
j∈Sg
(Di)j
(〈a,Vj〉+ 〈a,Yjo −Vj〉)2
≥ (1− ǫ
4
)
∑
j∈Sg
(Di)j〈a,Vj〉2 − 4− ǫ
ǫ
∑
j∈Sg
(Di)j〈a,Yjo −Vj〉2
(Using the fact ∀x, y ∈ R : (x+ y)2 ≥ (1− ǫ0)x2 − 1− ǫ0
ǫ0
y2)
≥ (1− ǫ
4
)
∑
j∈Sg
(Di)j〈a,Vj〉2 − 4− ǫ
ǫ
g2
∑
j∈[n]
(Di)j
≥ (1− ǫ
4
)
∑
j∈[n]
(Di)j〈a,Vj〉2 − µk
n
∑
j∈[n]−Sg
(Di)j − 4− ǫ
ǫ
g2
∑
j∈[n]
(Di)j
By Assumption (A3), we know that∑
j∈[n]
(Di)j〈a,Vj〉2 = aTV⊤DiVa ≥ σmin(V⊤DiV) ≥ λ
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Moreover, recall D1 = maxi∈[n]
∑
j(Di)j , so when g2 ≤ ǫ
2λ
16D1
,
4− ǫ
ǫ
g2
∑
j∈[n]
(Di)j ≤ ǫλ
4
Let us consider now
∑
j∈[n]−Sg (Di)j . Define:
S =
i ∈ [n]
∣∣∣∣∣∣µkn
∑
j∈[n]−Sg
(Di)j ≥ ǫλ
4

Then it is sufficient to bound |S|.
For Sg , observe that ∑
j
‖Vj −Yjo‖22 = ‖V−Yo‖2F
Which implies that
|[n]− Sg| = size ([n]− Sg) ≤ ‖V−Yo‖
2
F
g2
Let uS be the indicator vector of S, and ug be the indicator vector of [n]− Sg, we know that
u⊤SWug =
∑
i∈S
∑
j∈[n]−Sg
(Di)j
≥ ǫλn
4µk
|S|
On the other hand,
u⊤SWug = u
⊤
SEug + u
⊤
S (W −E)ug
≤ |S||[n]− Sg|+ γn
√
|S||[n]− Sg|
Putting these two inequalities together, we have
|[n]− Sg|+ γn
√
|[n]− Sg|
|S| ≥
ǫλn
4µk
Which implies when |[n]− Sg| ≤ ǫλn8µk , we have:
|S| ≤ 64µ
2k2γ2|[n]− Sg|
ǫ2λ2
≤ 64µ
2k2γ2‖V −Yo‖2F
ǫ2λ2g2
Then, setting g2 = ǫ
2λ
16D1
, we have:
∣∣{i ∈ [n] ∣∣σmin(Y⊤o DiYo) ≤ (1− ǫ)λ}∣∣ ≤ |S| ≤ 1024µ2k2γ2D1
ǫ4λ3
‖V−Yo‖2F
which is what we need.
Lemma 11. LetYo be a (column) orthogonal matrix in Rn×k. Then we have∑
i∈[n]
‖V⊤Y⊥Y⊤⊥DiYo‖22 ≤ γ2ρ(Yo)nk3‖Yo −V‖22
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Proof of Lemma 11. We want to bound the spectral norm of V⊤Y⊥Y⊤⊥DiYo, for a fixed j ∈ [k], let Yj be the j-th
column ofYo and V˜j be the j-th column ofY⊥Y⊤⊥V.
For fixed j, j′ ∈ [k], consider a new vector xj,j′ ∈ Rn such that xj,j′i = (V˜j)i(Yj′ )i.
Note that 〈V˜j ,Yj′ 〉 = 0, which implies that
∑
i x
j,j′
i = 0.
Let us considerV⊤j Y⊥Y⊤⊥DiYj′ , we know that
V⊤j Y⊥Y
⊤
⊥DiYj′ =
∑
s∈[n]
(Di)s(V˜j)s(Yj′ )s
=
∑
s∈[n]
(Di)sx
j,j′
s
Which implies that
∑
i∈[n]
∑
s∈[n]
(Di)sx
j,j′
s
2 = ‖Wxj,j′‖22
= ‖(W −E)xj,j′‖22 (since Exj,j
′
= 0)
≤ γ2n2‖xj,j′‖22
Observe that
‖xj,j′‖22 =
∑
i∈[n]
(xj,j
′
i )
2
=
∑
i∈[n]
(V˜j)
2
i (Yj′ )
2
i
≤ ρ(Yo)k
n
∑
i∈[n]
(V˜j)
2
i
=
ρ(Yo)k
n
‖V˜j‖22
≤ ρ(Yo)k
n
‖Y⊥Y⊤⊥V‖22
=
ρ(Yo)k
n
‖Y⊥Y⊤⊥(Yo −V)‖22
≤ ρ(Yo)k
n
‖Yo −V‖22.
Which implies ∑
i∈[n]
∑
s∈[n]
(Di)sx
j,j′
s
2 ≤ γ2ρ(Yo)nk‖Yo −V‖22
Now we are ready to boundV⊤Y⊥Y⊤⊥DiYo. Note that
‖V⊤Y⊥Y⊤⊥DiYo‖22 ≤ ‖V⊤Y⊥Y⊤⊥DiYo‖2F
≤
∑
j,j′∈[k]
(
V⊤j Y⊥Y
⊤
⊥DiYj′
)2
=
∑
j,j′∈[k]
∑
s∈[n]
(Di)sx
j,j′
s
2 .
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This implies that
∑
i∈[n]
‖V⊤Y⊥Y⊤⊥DiYo‖22 ≤
∑
i∈[n]
∑
j,j′∈[k]
∑
s∈[n]
(Di)sx
j,j′
s
2 ≤ γ2ρ(Yo)nk3‖Yo −V‖22.
as needed.
We now use the two technical lemmas to prove the guarantees for the iterate after one update step.
Lemma 12 (Update, main). LetY be a (column) orthogonal matrix in Rn×k, and dist2c(Y,V) ≤ min{ 12 , λ
2n
384µk2D1
}
for D1 = maxi∈[n]
∑
j(Di)j .
Define X˜← argminX∈Rn×k
∥∥M−XY⊤∥∥
W
. LetX a n× k matrix such that for each row:
X
i
=
{
X˜i if ‖X˜i‖22 ≤ ξ = 2µkn
0 otherwise.
SupposeX has QR decompositionX = XR. Then
(1) ‖X−UΣV⊤Y‖2F ≤ ∆2u :=
(
108ξµ2k3γ2D1
λ2
+ 160γ
2µρ(Y)k4
λ2
)
distc(Y,V)2 + 160kλ2 ‖W ⊙N‖22.
(2) If ∆u ≤ 18σmin(M∗), then
distc(U,X) ≤ 8
σmin(M∗)− 2∆u∆u and ρ(X) ≤
4µ
σmin(M∗)− 2∆u .
Proof of Lemma 12. (1) By KKT condition, we know that for orthogonalY, the optimal X˜ satisfies(
W ⊙
[
M− X˜Y⊤
])
Y = 0
which implies that the i-th row X˜i of X˜ is given by
X˜i =MiDiY
(
Y⊤DiY
)−1
= (M∗)iDiY
(
Y⊤DiY
)−1
+NiDiY
(
Y⊤DiY
)−1
.
Let us consider the first term, byM∗ = UΣV⊤, we know that
(M∗)iDiY
(
Y⊤DiY
)−1
= UiΣV⊤DiY
(
Y⊤DiY
)−1
= UiΣV⊤(YY⊤ +Y⊥Y⊤⊥)DiY
(
Y⊤DiY
)−1
= UiΣV⊤Y +UiΣV⊤Y⊥Y⊤⊥DiY
(
Y⊤DiY
)−1
which implies that
X˜i −UiΣV⊤Y = UiΣV⊤Y⊥Y⊤⊥DiY
(
Y⊤DiY
)−1
+NiDiY
(
Y⊤DiY
)−1
Let us consider set
S1 =
{
i ∈ [n]
∣∣∣∣σmin(Y⊤DiY) ≤ λ4
}
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Now we have:∑
i/∈S1
∥∥∥X˜i −UiΣV⊤Y∥∥∥2
2
≤ 16
λ2
∑
i/∈S1
(
2‖UiΣV⊤Y⊥Y⊤⊥DiY‖22 + 2‖NiDiY‖22
)
≤ 32µk‖Σ‖
2
2
nλ2
∑
i/∈S1
‖V⊤Y⊥Y⊤⊥DiY‖22 +
32
λ2
∑
i∈[n]
‖NiDiY‖22
≤ 32µk‖Σ‖
2
2
nλ2
∑
i∈[n]
‖V⊤Y⊥Y⊤⊥DiY‖22 +
32
λ2
‖(W ⊙N)Y‖2F
≤ ∆g := 32γ
2µρ(Y)k4
λ2
distc(Y,V)2 +
32k
λ2
‖(W ⊙N)‖22.
where the last inequality is due to Lemma 11. Note that since ξ = 2µkn ≥ 2‖UiΣV⊤Y‖22, this implies∣∣∣{i ∈ [n]− S1 ∣∣∣‖X˜i‖22 ≥ ξ}∣∣∣ ≤ ∣∣∣∣{i ∈ [n]− S1 ∣∣∣∣‖X˜i −UiΣV⊤Y‖22 ≥ ξ2
}∣∣∣∣ ≤ 2∆gξ .
Let S2 =
{
i ∈ [n]− S1
∣∣∣‖X˜i‖22 ≥ ξ}, we have:
∥∥X−UΣV⊤Y∥∥2
F
=
n∑
i=1
∥∥∥Xi −UiΣV⊤Y∥∥∥2
2
(because ‖Xi‖22 ≤ ξ and ‖UiΣV⊤Y‖22 ≤ ξ)
≤
∑
i∈S1∪S2
2ξ +
∑
i6∈S1∪S2
∥∥∥X˜i −UiΣV⊤Y∥∥∥2
2
≤ 2ξ(|S1|+ |S2|) +
∑
i6∈S1∪S2
∥∥∥X˜i −UiΣV⊤Y∥∥∥2
2
≤ 2ξ|S1|+ 4∆g +∆g.
By Lemma 10, we know that |S1| ≤ 54µ
2k3γ2D1
λ2
‖V−Y‖22. Further plugging in ∆g , we have∥∥X−UΣV⊤Y∥∥2
F
≤ 2ξ 54µ
2k3γ2D1
λ2
‖V−Y‖22 +
160γ2µρ(Y)k4
λ2
‖Y −V‖22 +
160k
λ2
‖(W ⊙N)‖22
=
(
108ξµ2k3γ2D1
λ2
+
160γ2µρ(Y)k4
λ2
)
‖Y −V‖22 +
160k
λ2
‖(W ⊙N)‖22.
(2) DenoteB = ΣV⊤Y. Then,
sin θ(U,X) = ‖U⊤⊥X‖2 = ‖U⊤⊥(X−UB)R−1‖2 ≤ ‖X−UB‖2‖R−1‖2 =
1
σmin(X)
‖X−UB‖2
Since ‖X−UB‖2 ≤ ∆u, we have
σmin(X) ≥ σmin(UB)−∆u = σmin(ΣV⊤Y)−∆u ≥ σmin(M∗)cos θ(Y,V) −∆u.
By the assumption cos θ(Y,V) ≥ 1/2, so
sin θ(U,X) ≤ 2
σmin(M∗)− 2∆u∆u.
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When ∆u ≤ 18σmin(M∗), the right hand side is smaller than 1/3, so cos θ(U,X) ≥ 1/2, and thus tan θ(U,X) ≤
2sin θ(U,X). Then the statement on distc(U,X) follows from distc(U,X) ≤ 2tan θ(U,X) ≤ 4sin θ(U,X).
Finally, observe thatXi = XiR−1, so
‖Xi‖2 ≤ ‖Xi‖2‖R−1‖2 ≤ ξ
σmin(X)
which leads to the bound.
B.4 Putting everything together: proofs of the main theorems
Finally, in this section we put things together and prove the main theorems.
We first proceed to the SVD-initialization based algorithm:
Theorem 1. IfM∗,W satisfy assumptions (A1)-(A3), and
γ = O
(
min
{√
n
D1
λ
τµ3/2k2
,
λ
τ3/2µk2
})
,
then after O(log(1/ǫ)) rounds Algorithm 1 with initialization from Algorithm 3 outputs a matrix M˜ that satisfies
||M˜−M∗||2 ≤ O
(
kτ
λ
)
||W ⊙N||2 + ǫ.
The running time is polynomial in n and log(1/ǫ).
Proof of Theorem 1. We first show by induction distc(Xt,U) ≤ 12t + 70 kλσmin(M∗)δ for t > 1, and distc(Yt,U) ≤
1
2t + 70
k
λσmin(M∗)
δ for t ≥ 1.
First, by Lemma 8,Y1 satisfies
distc(V,Y1) ≤ 8k∆1 = 64k(γµk + δ)
σmin(M∗)
.
Since γ = O
(
1
τk2µ
)
, the base case follows. Now proceed to the inductive step and prove the statement for t + 1
assuming it is true for t. Now we can apply Lemma 12. By taking the constants within the O(·) notation for γ
sufficiently small and by the inductive hypothesis, we have(
108ξµ2k3γ2D1
λ2
+
160γ2µρ(Y1)k
4
λ2
)
≤ 1
100
σ2min(M
∗)
and
∆u ≤ 1
8
σmin(M
∗).
By Lemma 12, we get
distc(U,Xt+1) ≤ 2
σmin(M∗)− 2∆u∆u ≤
8
3σmin(M∗)
∆u
=
8
3σmin(M∗)
√(
108ξµ2k3γ2D1
λ2
+
160γ2µρ(Y1)k4
λ2
)
dist2c(U,Xt) +
160k
λ2
δ2
≤ 8
3σmin(M∗)
(√(
108ξµ2k3γ2D1
λ2
+
160γ2µρ(Y1)k4
λ2
)
dist2c(Yt,V) +
√
160k
λ2
δ2
)
(using √a+ b ≤ √a+√b)
≤ 1
2
distc(Yt,V) +
35
√
k
λσmin(M∗)
δ
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so the statement also holds for t+ 1. This completes the proof for bounding distc(Xt,U) and distc(Yt,V).
Given the bounds on distc(Xt,U) and distc(Yt,V), we are now ready to prove the theorem statement. For
simplicity, letX denoteXT+1 andY denoteYT , so the algorithm outputs M˜ = XY.
By Lemma 12,
‖X−UΣV⊤Y‖2F ≤ ∆2u :=
(
108ξµ2k3γ2D1
λ2
+
160γ2µρ(Y)k4
λ2
)
distc(Y,V)2 +
160k
λ2
‖W ⊙N‖22.
Plugging the choice of γ and noting ξ = 2µkn and ρ(Y) = O(µ/σmin(M
∗)), we have
‖X−UΣV⊤Y‖2F ≤ ∆2u = O
(
distc(Y,V)2
)
+
160k
λ2
‖W⊙N‖22
which leads to
‖X−UΣV⊤Y‖F ≤ ∆u ≤ O (distc(Y,V)) + 16
√
k
λ
‖W ⊙N‖2.
Now consider ‖M∗−M˜‖2 = ‖M∗−XY⊤‖2. By definition, we know that there existsQ such thatY = VQ+∆y
where ‖∆y‖2 = O(distc(Y,V)). Also, letR = X−UΣV⊤Y.
M˜−M∗ = [UΣV⊤(VQ+∆y) +R] (VQ+∆y)⊤ −UΣV⊤
= UΣQ∆⊤y +UΣV
⊤∆y(VQ+∆y)⊤ +R(VQ+∆y)⊤
= UΣQ∆⊤y +UΣV
⊤∆yY⊤ +RY⊤.
Therefore,
‖M˜−M∗‖2 ≤ ‖UΣ‖2‖Q‖2‖∆y‖2 + ‖UΣV⊤‖2‖∆y‖2‖Y‖2 + ‖R‖2‖Y‖2
≤ 2‖∆y‖2 + ‖R‖2
≤ O (distc(Y,V)) + 16
√
k
λ
‖W ⊙N‖2.
Combining this with the bound on distc(YT ,V), the theorem then follows.
Next, we show the main theorem for random initialization:
Theorem 3 (Main, random initialization). SupposeM∗,W satisfy assumptions (A1)-(A3) with
γ = O
(
min
{√
n
D1
λ
τµ2k5/2
,
λ
τ3/2µ3/2k5/2
})
,
‖W‖∞ = O
(
λn
k2µ log2 n
)
,
where D1 = maxi∈[n] ‖Wi‖1. Then after O(log(1/ǫ)) rounds Algorithm 1 using initialization from Algorithm 4
outputs a matrix M˜ that with probability at least 1− 1/n2 satisfies
‖M˜−M∗‖2 ≤ O
(
kτ
λ
)
‖W ⊙N‖2 + ǫ.
The running time is polynomial in n and log(1/ǫ).
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Proof of Theorem 3. Let Y be initialized using the random initialization algorithm 4. Consider applying the proof in
Lemma 12, with S1 being modified to be
S1 =
{
i ∈ [n]
∣∣∣∣σmin(Y⊤DiY) ≤ λ4µk
}
But with this modification, S1 = ∅, with high probability. Then the same calculation from Lemma 12 (which now
doesn’t need to use Lemma 10 at all since S1 = ∅) gives∥∥X−UΣV⊤Y∥∥2
F
≤ ∆gµk
But following part (2) of the same Lemma, we get that if ∆gµk < 18σmin(M∗),
distc(U,X) ≤ 2
σmin(M∗)− 2∆gµk∆gµk
So, in order to argue by induction in 1 exactly as before, we only need to check that after the update step for X,
distc(U,X) is small enough to apply Lemma 12 for later steps. Indeed, we have:
distc(U,X) ≤ 2
σmin(M∗)− 2∆gµk∆gµk ≤
√
min
{
1
2
,
λ2n
384µk2D1
}
Noticing that ∆g has a quadratic dependency on γ, we see that if
γ = O
(
min
{√
n
D1
λσmin(M
∗)
µ2k5/2
,
λσ
3/2
min(M
∗)
µ3/2k5/2
})
,
the inequality is indeed satisfied.
With that, the theorem statement follows.
B.5 Estimating σmax(M∗)
Finally, we show that we can estimate σmax(M∗) up to a very good accuracy, so that we can apply our main theorems
to matrices with arbitrary σmax(M∗). This is quite easy: the estimate of it is just ‖W ⊙M‖2. Then, the following
lemma holds:
Lemma 13. It γ = o( 1kµ ) and δ = ‖W ⊙N‖2 = o(σmax(M∗)) then ‖W ⊙M‖2 = (1± o(1))(σmax(M∗))
Proof. We proceed separately for the upper and lower bound.
For the upper bound, we have
‖W ⊙M‖2 = ‖W ⊙M∗ +W ⊙N‖2 ≤ ‖W ⊙M∗‖2 + ‖W ⊙N‖2
≤ ‖(W −E)⊙M∗‖2 + ‖E⊙M∗‖2 + ‖W ⊙N‖2
≤ γkµσmax(M∗) + σmax(M∗) + δ ≤ (1 + o(1))σmax(M∗). (by Lemma 5)
For the lower bound, completely analogously we have
‖W ⊙M‖2 = ‖W ⊙M∗ +W ⊙N‖2 ≥ ‖W ⊙M∗‖2 − ‖W ⊙N‖2
≥ ‖E⊙M∗‖2 − ‖(W −E)⊙M∗‖2 − ‖W ⊙N‖2
≥ σmax(M∗)− γkµσmax(M∗)− δ ≥ (1− o(1))σmax(M∗) (by Lemma 5)
which finishes the proof.
Given this, the reduction to the case σmax(M∗) ≤ 1 is obvious: first, we scale the matrixM down by our estimate
of σmax(M∗) and run our algorithm with, say, four times as many rounds. After this, we rescale the resulting matrix
M˜ by our estimate of σmax(M∗), after which the claim of Theorems 1 and 3 follows.
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Algorithm 5 Main Algorithm (ALT)
Input: Noisy observationM, weight matrixW, rank k, number of iterations T
1: (X1,Y1) = SVDINITIAL(M,W), d1 = 18k√log n +
64
√
kδ
λσmin(M∗)
2: Y1 ← WHITENING(Y1,W, d1, λ, λ, µ, k)
3: for t = 1, 2, ..., T do
4: dt+1 =
1
2t+1
1
8k
√
logn
+ 64
√
k
λσmin(M∗)
δ
5: Xt+1 ← argminX∈Rn×k
∥∥∥M−XY⊤t ∥∥∥
W
6: X˜t+1 ← QR(Xt+1)
7: Xt+1 ← WHITENING(X˜t+1,W, dt+1, λ, λ, µ, k)
8: Yt+1 ← argminY∈Rn×k
∥∥M −Xt+1Y⊤∥∥W
9: Y˜t+1 ← QR(Yt+1)
10: Yt+1 ← WHITENING(Y˜t+1,W, dt+1, λ, λ, µ, k)
11: end for
12: Σ← argminΣ‖W ⊙ (M −XT+1ΣY
⊤
T+1)‖2
Output: M˜ = XT+1ΣY
⊤
T+1
Algorithm 6 Whitening (WHITENING)
Input: orthogonal matrix X˜ ∈ Rn×k, weightW, distance d, spectral barriers λ, λ, incoherency µ, rank k.
1: Solve the following convex programing on the matricesR ∈ Rn×k and {Ar ∈ Rk×k}nr=1:
||R − X˜||2 ≤ d
||X˜⊤(R− X˜) + (R− X˜)⊤X˜||2 ≤ d2
||X˜⊤⊥R||2 ≤ d
(Rr)⊤Rr  Ar, ∀r ∈ [n]
Tr(Ar) ≤ µk
n
, ∀r ∈ [n]
n∑
r=1
Ar = I
λI 
n∑
r=1
Wi,rAr  λI, ∀i ∈ [n]
2: ∀r ∈ [n],Xr ∼ Rademacher(Rr,Ar − (Rr)⊤Rr).
3: X = QR(X),X ∈ Rn×k whose rows areXr.
Output: X. (may need O(log(1/α)) runs to succeed with probability 1− α; see text)
C An alternative approach: alternating minimization with SDP whitening
Our main results build on the insight that the spectral property only need to hold in an average sense. However, we
can even make sure that the spectral property holds at each step in a strict sense by a whitening step using SDP and
Rademacher rounding. This is presented a previous version of the paper, and we keep this result here since potentially
it can be applied in some other applications where similar spectral properties are needed and is thus of independent
interest.
The whitening step (see Algorithm 6) is a convex (actually semidefinite) relaxation followed by a randomized
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rounding procedure. We explain each of the constraints in the semidefinite program in turn. The first three constraints
control the spectral distance between X and X˜. The next two constraints control the incoherency, and the rest are
for the spectral ratio. The solution of the relaxation is then used to specify the mean and variance of a Rademacher
(random) vector, from which the final output of the whitening step is drawn. Here a Rademacher vector is defined as:
Definition (Rademacher random vector). A random vector x ∈ Rk is a Rademacher random vector with mean µ and
variance Σ  0 (denoted as x ∼ Rademacher(µ,Σ)), if x = µ+ Sσ where S is a k × k symmetric matrix such that
S2 = Σ, σ ∈ Rk is a vector where each entry is i.i.d Rademacher random variable.
We use this type of random vector to ensure that if x ∼ Rademacher(µ,Σ), then E[x] = µ,E[xx⊤] = µµ⊤+Σ.
Since the desired properties of the output of whitening can be tested (see Lemma 17), we can repeat the whitening
step O(log(1/α)) times to get high probability 1 − α. In the rest of the paper, we will just assume that it is repeated
sufficiently many times (polynomial in n and log(1/ǫ)) so that Algorithm 5 succeeds with probability 1− 1/n.
We now present the analysis for this algorithm. The SVD initialization has been analyzed, so we focus on the
update step and the whitening step.
Note Since our algorithm will output matrix M˜ such that ||M˜−M∗||2 ≈ O
(
k3/2
√
logn
λσmin(M∗)
)
||W⊙N||2 and ||M∗||2 =
1, λ ≤ 1, therefore, without lose of generality we can assume that ||W ⊙N||2 ≤ λσmin(M
∗)
k3/2
√
logn
, otherwise we can just
output zero matrix.
C.1 Update
We want to show that after every round of ALT, we move our current matrices X,Y closer to the optimum. We will
show that X˜ ← argminX∈Rn×k
∥∥M−XY⊤∥∥
W
is a noisy power method update: X˜ = M∗Y +G where ||G||2 is
small.
For intuition, note that if ||G||2 = 0, that is, X˜ = M∗Y, then we know that tan θ(X˜,U) = 0, so within one
step of update we will be already hit into the correct subspace. We will show when ||G||2 is small we still have that
tan θ(X˜,U) is progressively decreasing. Then, in order to show ||G||2 is small, we need to make sure we start from
a goodY as assumed in Lemma 16.
First, we show that whenG is small, then tan θ(X˜,U) is small.
Lemma 14 (Distance from OPT). LetM∗ = UΣVT ∈ Rn×n be the singular value decomposition of a rank-k matrix
M∗, letY ∈ Rn×k be an orthogonal matrix, X˜ =M∗Y +G, then we have
tan θ(X˜,U) ≤ ||G||2
cos θ(Y,V)σmin(Σ)− ||G||2 .
Proof of Lemma 14. By definition,
tan θ(X˜,U) = ||U⊤⊥X˜(U⊤X˜)−1||2
= ||U⊤⊥(M∗Y +G)(U⊤(M∗Y +G))−1||2
≤ ||U⊤⊥G(ΣV⊤Y +U⊤G)−1||2
≤ ||U⊤⊥G||2||(ΣV⊤Y +U⊤G)−1||2
≤ ||U⊤⊥G||2||(V⊤Y)−1||2||(Σ+U⊤G(V⊤Y)−1)−1||2
≤ ||U⊤⊥G||2
1
cos θ(Y,V)
σ−1min
(
Σ+U⊤G(V⊤Y)−1
)
.
For the last term, we have
σmin(Σ+U
⊤G(V⊤Y)−1) ≥ σmin(Σ)− σmax
(
U⊤G(V⊤Y)−1
) ≥ σmin(Σ)− ||U⊤G||2
cos θ(Y,V)
.
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Therefore,
tan θ(X˜,U) ≤ ||U
⊤
⊥G||2
cos θ(Y,V)
(
σmin(Σ)− ||U⊤G||2cos θ(Y,V)
)
=
||U⊤⊥G||2
cos θ(Y,V)σmin(Σ)− ||U⊤G||2
≤ ||G||2
cos θ(Y,V)σmin(Σ)− ||G||2
completing the proof.
Now we show that ifY has nice properties as stated in Lemma 16, thenG is small. Recall the following notation:
for a matrixA, let ρ(A) be defined as maxi{nk ||Ai||22}.
Lemma 15 (Bounding ||G||2). Let M∗ = UΣV⊤ ∈ Rn×n be the singular value decomposition of a rank-k matrix
M∗, M = M∗ +N be the noisy observation, and let W,M∗ satisfy the conditions of Theorem 20. Let Y ∈ Rn×k
be an orthogonal matrix. For
X˜ = argminX||M−XY⊤||W
we have X˜ =M∗Y +G where
||G||2 ≤ max
i∈[n]
{
γk3/2
√
ρ(U)ρ(Y)
σmin(Y⊤DiY)
sin θ(Y,V) +
√
k||W ⊙N||2
σmin(Y⊤DiY)
}
.
Proof of Lemma 15. By taking the derivatives of ||M − XY⊤||W w.r.t. X, we know that the optimal solution X˜
satisfies (W ⊙ [M − X˜Y⊤])Y = 0. Plugging in X˜ =M∗Y +G, we get
(W ⊙ [M −M∗YY⊤])Y = (W ⊙ [GY⊤])Y.
SinceM =M∗ +N and I = YY⊤ +Y⊥Y⊤⊥ , the above equation is
(W ⊙ [GY⊤])Y = (W ⊙ [M∗Y⊥Y⊤⊥ ])Y + (W ⊙N)Y.
So for any i ∈ [n] (recall that [·]i is the i-th row)
[(W ⊙ [GY⊤])Y]i = [(W ⊙ [M∗Y⊥Y⊤⊥ ])Y]i + [(W ⊙N)Y]i. (C.1)
Note that for every matrix S ∈ Rn×n, forDi = Diag(Wi) we have
[W ⊙ S]i = SiDi.
Applying this to (C.1) leads to
GiY⊤DiY = (M∗)iY⊥Y⊤⊥DiY + [(W ⊙N)]iY.
Since (M∗)iY⊥Y⊤⊥IY = 0,
GiY⊤DiY = (M∗)iY⊥Y⊤⊥(Di − I)Y + [(W ⊙N)]iY.
This gives us
Gi = (M∗)iY⊥Y⊤⊥(Di − I)Y(Y⊤DiY)−1 + [(W ⊙N)]iY(Y⊤DiY)−1. (C.2)
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Now we turn to bound the operator norm of G. By definition, it suffices to bound ||a⊤Gb||2 for any two unit
vectors a ∈ Rn×1, b ∈ Rk×1 (note that for a scalar s, ||s||2 = |s|). By (C.2),
||a⊤Gb||2 =
∥∥∥∥∥
n∑
i=1
ai(M
∗)iY⊥Y⊤⊥(Di − I)Y(Y⊤DiY)−1b+
n∑
i=1
ai[(W ⊙N)]iY(Y⊤DiY)−1b
∥∥∥∥∥
2
≤
∥∥∥∥∥
n∑
i=1
ai(M
∗)iY⊥Y⊤⊥(Di − I)Y(Y⊤DiY)−1b
∥∥∥∥∥
2︸ ︷︷ ︸
T1
+
∥∥∥∥∥
n∑
i=1
ai[(W ⊙N)]iY(Y⊤DiY)−1b
∥∥∥∥∥
2︸ ︷︷ ︸
T2
.
In the following, we bound the two terms T 1 and T 2 respectively.
(Bounding T 1) LetQ = ΣV⊤Y⊥Y⊤⊥ . We have
(M∗)iY⊥Y⊤⊥ = U
iQ and ||Q||2 ≤ ||V⊤Y⊥||2 = sin θ(Y,V).
Also letB denote the matrix whose i-th column is Bi = (Y⊤DiY)−1b. Then T 1 becomes
T 1 =
∥∥∥∥∥
n∑
i=1
ai(M
∗)iY⊥Y⊤⊥(Di − I)Y(Y⊤DiY)−1b
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
aiU
iQ(Di − I)YBi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
k∑
r=1
(aiUi,r)Q
r(Di − I)YBi
∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
r=1
n∑
i=1
(aiUi,r)Q
r(Di − I)YBi
∥∥∥∥∥
2
=
∥∥∥∥∥∥
k∑
r=1
n∑
i,j=1
(aiUi,r)(Wi,j − 1)Qr,jYjBi
∥∥∥∥∥∥
2
where the last equality is becauseQr(Di − I)Y =
∑n
j=1(Wi,j − 1)Qr,jYj .
Now denote αi,r = aiUi,r and αr = (α1,r, ..., αn,r)⊤.
T 1 =
∥∥∥∥∥∥
k∑
r=1
n∑
i,j=1
(aiUi,r)(Wi,j − 1)Qr,jYjBi
∥∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
r=1
α⊤r [(W −E)⊙ (B⊤Y⊤)]Qr
∥∥∥∥∥
2
≤
k∑
r=1
∥∥α⊤r [(W −E)⊙ (B⊤Y⊤)]Qr∥∥2
=
k∑
r=1
‖αr‖2
∥∥(W −E)⊙ (B⊤Y⊤)∥∥
2
‖Qr‖2 .
Clearly, for ‖Qr‖2 we have
‖Qr‖2 ≤ ‖Q‖2 ≤ sin θ(Y,V).
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For ‖αr‖2, we have
k∑
r=1
||αr||2 ≤
√
k
√√√√ k∑
r=1
||αr||22
=
√
k
√√√√ k∑
r=1
n∑
i=1
a2iU
2
i,r
=
√
k
√√√√ n∑
i=1
(
a2i
(
k∑
r=1
U2i,r
))
≤
√
k
√√√√kρ(U)
n
(
n∑
i=1
a2i
)
= k
√
ρ(U)
n
.
For
∥∥(W −E)⊙ (B⊤Y⊤)∥∥
2
, we can apply the spectral lemma (Lemma 5) to get∥∥(W −E)⊙ (B⊤Y⊤)∥∥
2
≤ γk
√
ρ(B⊤)ρ(Y).
We have ||Bi||2 = ||(Y⊤DiY)−1b||2 ≤ 1σmin(Y⊤DiY) , so
ρ(B⊤) ≤ max
i∈[n]
{
n/k
σ2min(Y
⊤DiY)
}
and ∥∥(W −E)⊙ (B⊤Y⊤)∥∥
2
≤ max
i∈[n]
{
γ
√
knρ(Y)
σmin(Y⊤DiY)
}
.
Putting together, we have
T 1 ≤ k
√
ρ(U)
n
×max
i∈[n]
{
γ
√
knρ(Y)
σmin(Y⊤DiY)
}
× sin θ(Y,V)
≤ max
i∈[n]
{
γk3/2
√
ρ(Y)ρ(U)
σmin(Y⊤DiY)
sin θ(Y,V)
}
. (C.3)
(Bounding T 2) Recall thatB denote the matrix whose i-th column is Bi = (Y⊤DiY)−1b.
T 2 =
∥∥∥∥∥
n∑
i=1
ai[(W ⊙N)]iY(Y⊤DiY)−1b
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
ai[(W ⊙N)]iYBi
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
ai[(W ⊙N)]i
k∑
r=1
YrBr,i
∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
r=1
n∑
i=1
ai[(W ⊙N)]iYrBr,i
∥∥∥∥∥
2
.
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Now denote βi,r = aiBr,i and βr = (βr,1, βr,2, . . . , βr,n)⊤.
T 2 =
∥∥∥∥∥
k∑
r=1
n∑
i=1
ai[(W ⊙N)]iYrBr,i
∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
r=1
n∑
i=1
βi,r[(W ⊙N)]iYr
∥∥∥∥∥
2
=
∥∥∥∥∥
k∑
r=1
β⊤r (W ⊙N)Yr
∥∥∥∥∥
2
≤
k∑
r=1
∥∥β⊤r (W ⊙N)Yr∥∥2
≤
k∑
r=1
‖βr‖2 ‖W ⊙N‖2 ‖Yr‖2 .
We have ‖Yr‖2 = 1. For ‖βr‖2, we have
k∑
r=1
‖βr‖2 ≤
√
k
√√√√ k∑
r=1
||βr||22
=
√
k
√√√√ k∑
r=1
n∑
i=1
(
a2iB
2
r,i
)
=
√
k
√√√√ n∑
i=1
a2i
k∑
r=1
B2r,i
=
√
k
√√√√ n∑
i=1
a2i ||Bi||22.
We have ||Bi||2 = ||(Y⊤DiY)−1b||2 ≤ 1σmin(Y⊤DiY) and
∑n
i=1 a
2
i = 1, so
k∑
r=1
‖βr‖2 ≤
√
k
√√√√ n∑
i=1
a2i ||Bi||22
≤ max
i∈[n]
{ √
k
σmin(Y⊤DiY)
}
.
Putting together, we have
T 2 ≤ max
i∈[n]
{ √
k
σmin(Y⊤DiY)
‖W ⊙N‖2
}
. (C.4)
The lemma follows from combining (C.3) and (C.4).
Now we have all the ingredients to prove the update lemma.
Lemma 16. SupposeM∗,W satisfy all the assumptions, column orthogonal matrixY ∈ Rn×k is (5kµ)-incoherent,
and for all i ∈ [n],Di = Diag(Wi) satisfies
1
4
λI  Y⊤DiY  4λI.
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Then X˜← argminX∈Rn×k
∥∥M−XY⊤∥∥
W
satisfies
tan θ(X˜,U) ≤ 1
16k
√
logn
tan θ(Y,V) +
16kδ
λσmin(M∗)
.
Proof of Lemma 16. By Lemma 14 and Lemma 15, we have
tan θ(X˜,U) ≤ ||G||2
cos θ(Y,V)σmin(M∗)− ||G||2 , (C.5)
||G||2 ≤ max
i∈[n]
{
γk3/2
√
ρ(U)ρ(Y)
σmin(Y⊤DiY)
sin θ(Y,V) +
√
k||W ⊙N||2
σmin(Y⊤DiY)
}
. (C.6)
By the assumptionsY⊤DiY  λ4 I, ρ(U) ≤ µ, ρ(Y) ≤ 5kµ, in (C.6) we have:
||G||2 ≤ 4
√
5γk2µ
λ
sin θ(Y,V) +
4
√
kδ
λ
.
Plugging this in (C.5), and noting that
γ ≤ λ
128
√
5k3µ
√
logn
, ||G||2 ≤ 1
4
σmin(M
∗), cos θ(Y,V) ≥ 1
2
,
we get
tan θ(X˜,U) ≤ 2 ||G||2
cos θ(Y,V)σmin(M∗)
≤ 1
16k
√
logn
tan θ(Y,V) +
16
√
kδ
λσmin(M∗)
as needed.
C.2 Whitening
What remains is to show that the whitening step can make sure that Y has good incoherency and Oi has the desired
spectral property. Recall that the whitening step consists of a SDP relaxation and a new rounding scheme to fix Y
whenever Y⊤DiY having very small singular values. Intuitively, we want to get through the SDP relaxation, an R
close to V and Ar ≈ (Vr)⊤Vr ∈ Rk×k, so that we’d have the incoherency of R is close to µ(V) which is bounded
by µ, and
∑n
r=1Wi,rAr ≈ V⊤DiV  λI. (Note one can not simply say when tan θ(Y,U) ≤ d, then Y⊤DiY is
close to V⊤DiV. This is because ||Di||2 can be as large as npoly(logn) in our case, however, ||V⊤DiV||2 = O(1).)
The key observation is that our randomized rounding outputs a n × k random matrix X such that E[Xr] = Rr
(Xr is the i-th row ofX), E[(Xr)⊤(Xr)] = Ar, with the variance of (Xr) bounded byAr − (Rr)⊤Rr. Therefore,
E[Xr ] = Rr, E[X⊤DiX] =
n∑
r=1
Wi,rAr  λI
Thus, X is incoherent (Note ||Xr||22 = Tr[(Xr)⊤(Xr)]) and ||(X⊤DiX)−1||2 is small in expectation. we can
apply matrix concentration bound onX to show that the above values actually concentrate on the expectation, thus the
output matrixX = QR(X) will have the required properties.
Lemma 17 (Whitening). Suppose X˜ is µ-incoherent and satisfies tan θ(X˜,U) ≤ d2 where d ≤ 14k√logn . Then
X← WHITENING(X˜,W, d, λ, λ, µ, k) satisfies with high probability:
(1). 14λI  X
⊤
DiX  4λI;
(2). X is (5kµ)-incoherent;
(3). tan θ(X,U) ≤ 4dk√logn.
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As a preliminary to showing whitening works, we need to introduce a new type of random variables and a new
matrix concentration bound. Another natural distribution to use is a Gaussian random vector y ∼ N (µ,Σ). The
advantage of a Rademacher vector x is that ‖x‖2 is always bounded, which facillitates proving concentration bounds.
Lemma 18 (Matrix Concentration). Let {xi}ni=1 be independent Rademacher random vectors in Rk with xi ∼
Rademacher(ai,∆i), let Tr(∆)max = maxi∈[n]{Tr(∆i)}, (||a||22)max = maxi∈[n]{||ai||22}, ||
∑n
i=1∆i|| ≤ ∆,
then for every t ≥ 0,
Pr
[∥∥∥∥∥
n∑
i=1
xix
⊤
i − E
[
n∑
i=1
xix
⊤
i
]∥∥∥∥∥ ≥ t
]
≤ exp
{
− t
2
c1 + c2t
}
where
c1 = [2Tr(∆)max + (3 + k)(||a||22)max]∆,
c2 = (k + 1)Tr(∆)max + 2
√
k(||a||22)max∆.
Proof of Lemma 18. Let Si ∈ Rk×k be a matrix such that S2i =∆i, Note that
E[xix
⊤
i ] = E[(ai + Siσ)(ai + Siσ)
⊤] = aia⊤i + SiE[σσ
⊤]S⊤i = aia
⊤
i +∆i
We first move the random variable to center at zero: consider yi = xi − ai, define Yi = xix⊤i − E
[
xix
⊤
i
]
=
xix
⊤
i − (aia⊤i +∆i) = yiy⊤i + aiy⊤i + yia⊤i −∆i, we have: E[Yi] = 0. By yi and−yi being identically distributed,
we obtain
E[||yi||22yia⊤i ] = 0,E[〈ai, yi〉yiy⊤i ] = 0
Therefore, using the fact that E[yi] = 0, and E[yiy⊤i ] = ∆i, we can calculate that
E[Y2i ] = E[(yiy
⊤
i + aiy
⊤
i + yia
⊤
i −∆i)2]
= E[||yi||22yiy⊤i + 〈ai, yi〉yiy⊤i + ||yi||22yia⊤i − yiy⊤i ∆i
+||yi||22aiy⊤i + 〈ai, yi〉aiy⊤i + ||yi||22aia⊤i − aiy⊤i ∆i
+〈ai, yi〉yiy⊤i + ||ai||22yiy⊤i + 〈ai, yi〉yia⊤i − yia⊤i ∆i
−∆iyiy⊤i −∆iaiy⊤i −∆iyia⊤i +∆2i ]
= E[||yi||22yiy⊤i ] + aia⊤i E[||yi||22] + ||ai||22E[yiy⊤i ] + E[〈ai, yi〉(aiy⊤i + yia⊤i )]−∆2i
= E[||yi||22yiy⊤i ] +Tr(∆i)aia⊤i + ||ai||22∆i + aia⊤i ∆i +∆iaia⊤i −∆2i
Furthermore,
E[||yi||22yiy⊤i ] = E[(σ⊤∆iσ)Siσσ⊤S⊤i ]
= SiE[(σ
⊤∆iσ)σσ⊤]S⊤i
On the other hand, For u 6= v:
(E[(σ⊤∆iσ)σσ⊤])u,v = E
[∑
p,q
σp(∆i)p,qσqσuσv
]
=
∑
p,q
(∆i)p,qE[σpσqσuσv]
= 2(∆i)u,v
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For u = v:
(E[(σ⊤∆iσ)σσ⊤])u,u = E
[∑
p,q
σp(∆i)p,qσqσuσu
]
=
∑
p,q
(∆i)p,qE[σpσqσ
2
u]
=
∑
p
(∆i)p,p = Tr(∆i)
Therefore,
E[(σ⊤∆iσ)σσ⊤]  Tr(∆i)I+ 2∆i
E[||yi||22yiy⊤i ]  2∆2i +Tr(∆i)∆i
Therefore, by∆2i  Tr(∆i)∆i, aia⊤i ∆i +∆iaia⊤i  2||ai||22∆i, we obtain
n∑
i=1
E[Y2i ] 
n∑
i=1
(
∆2i +Tr(∆i)∆i +Tr(∆i)aia
⊤
i + ||ai||22∆i + aia⊤i ∆i +∆iaia⊤i
)
 [2Tr(∆)max + 3(||a||22)max]∆I+
n∑
i=1
Tr(∆i)aia
⊤
i
 [2Tr(∆)max + 3(||a||22)max]∆I+
n∑
i=1
||ai||22Tr(∆i)I
 [2Tr(∆)max + 3(||a||22)max]∆I+ (||a||22)maxTr
(
n∑
i=1
∆i
)
I
 [2Tr(∆)max + 3(||a||22)max]∆I+ k(||a||22)max∆I
Moreover,
||Yi||2 ≤ ||∆i||2 + ||yiy⊤i ||2 + ||aiy⊤i ||2 + ||yia⊤i ||2
= ||∆i||2 + 2||aiσ⊤S⊤i ||2 + ||SiσσS⊤i ||2
≤ ||∆i||2 + 2
√
k(||a||22)max∆+ k||∆i||2
≤ (k + 1)Tr(∆)max + 2
√
k(||a||22)max∆
where the last inequality is due to ||σσ⊤||2 ≤ k.
The lemma then follows by the matrix Bernstein inequality.
Now we are ready to prove the lemma for the whitening step.
Lemma 17. Suppose M∗,N,W satisfy all assumptions, µ-incoherent column orthogonal matrix X˜ ∈ Rn×k is
close to U: tan θ(X˜,U) ≤ d2 where d ≤ 14k√logn , then X ← WHITENING(X˜,W, d, λ, λ, µ, k) satisfies with high
probability: (1). For all i ∈ [n], let Di = Diag(Wi), then 14λI  X
⊤
DiX  4λI; (2). X is (5kµ)-incoherent; (3).
tan θ(X,U) ≤ 4dk√logn.
Proof of Lemma 17. Firstly we need to show that there is a feasible solution to our SDP relaxation, and then we need
to show that the output has the desired properties stated in the lemma.
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(Existence of a feasible solution) To be specific, we want to show that R = UQ, Ar = Q⊤(Ur)⊤UrQ is a
feasible solution to the SDP for some orthogonal matrixQ ∈ Rk×k .
Clearly, by settingR andAr as above, we automatically satisfy:
(Rr)⊤Rr  Ar
Tr(Ar) = ||Rr||22 = ||QUr||22 = ||Ur ||22 ≤
µk
n
n∑
r=1
Ar =
n∑
r=1
Q⊤(Ur)⊤UrQ = Q⊤U⊤UQ = I
λI 
n∑
r=1
Wi,rAr =
n∑
r=1
Wi,rQ
⊤(Ur)⊤UrQ = Q⊤
(
U⊤Diag(Wi)U
)
Q  λI
So we only need to show that there exists orthogonalQ thatUQ satisfies the distance constraints:
||X˜⊤⊥UQ||2 ≤ d,
||UQ− X˜||2 ≤ d,
||X˜⊤(UQ − X˜) + (UQ − X˜)⊤X˜||2 ≤ d2.
Note that sin θ(X˜,U) ≤ tan θ(X˜,U), so
||X˜⊤⊥UQ||2 = ||X˜⊤⊥U||2 = sin θ(X˜,U) ≤ tan θ(X˜,U) ≤ d/2 ≤ d.
Moreover, when tan θ(X˜,U) = d2 ≤ 12 ,
1− cos θ(X˜,U)
cos θ(X˜,U)
≤ sin θ(X˜,U),
and thus by Lemma 4, distc(X˜,U) ≤ 2sin θ(X˜,U). By definition, there exits an orthogonal matrixQ such that
||UQ − X˜||2 ≤ 2sin θ(X˜,U) ≤ d.
Finally, since X˜ andUQ are orthogonal, we know that
X˜⊤(UQ − X˜) + (UQ − X˜)⊤X˜ = −(UQ− X˜)⊤(UQ − X˜)
which implies
||X˜⊤(UQ − X˜) + (UQ − X˜)⊤X˜||2 = ||(UQ − X˜)⊤(UQ − X˜)||2 ≤ ||(UQ − X˜)⊤(UQ − X˜)||22 ≤ d2.
This shows that the solution to our SDP exists.
(Desired properties) Now we show that the randomly rounded solution has the required properties with high prob-
ability. We first prove some nice properties ofX, and then use them to prove the properties ofX.
Claim 19. X satisfies the following properties.
(a). Orthogonality property.
Pr
[
||X⊤X− I||2 ≥ 1
4
]
≤ 1
8
.
(b). Spectral property.
Pr
[
∃i ∈ [n],
∥∥∥∥∥X⊤DiX−
n∑
r=1
Wi,rAr
∥∥∥∥∥
2
≥ λ
2
]
≤ 1
8
.
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(c). Distance property.
Pr
[
||X˜⊤⊥X||2 ≥ dk
√
logn
]
≤ 1
8
.
(d). Incoherent property.
∀r ∈ [n], (Xr)(Xr)⊤ ≤ µk(k + 1)
n
.
Proof of Claim 19. It is easy to verify that in expectation, the rounded solution satisfies the properties stated:
(a). Orthogonality property.
E[X⊤X] =
n∑
r=1
E[(Xr)⊤Xr] =
n∑
r=1
(
(Rr)⊤Rr + SrE[σ⊤σ]Sr
)
=
n∑
r=1
Ar = I
sinceXr = Rr + σSr where Sr is a PSD matrix with S2r = Ar − (Rr)⊤(Rr).
(b). Spectral property.
E[X⊤DiX] =
n∑
r=1
E[Wi,r(X
r)⊤(Xr)] =
n∑
r=1
Wi,rAr.
(c). Distance property.
E[X] = R, E[X˜⊤⊥X] = X˜
⊤
⊥R.
(d). Incoherent property.
E[(Xr)(Xr)⊤] = Tr(Ar).
Therefore, we just need to show that the random variables in (a), (b), (c), and (d) concentrate around their expectation.
First consider (a). We can apply the matrix concentration lemma (18), for which we need to bound ||∑nr=1∆r||2
where∆r = Ar−(Rr)⊤(Rr). Note that
∑n
r=1Ar = I, it suffices to bound σmin
(∑
r(R
r)⊤(Rr)
)
= σmin
(
R⊤R
)
.
SinceR = R+ X˜− X˜, we have
σmin
(
R⊤R
)
= σmin
(
X˜⊤X˜+ (R− X˜)⊤(R − X˜) + X˜⊤(R− X˜) + (R − X˜)⊤X˜
)
.
Then by ||R− X˜||2 ≤ d, ||X˜⊤(R − X˜) + (R − X˜)⊤X˜||2 ≤ d2 and X˜⊤X˜ = I, we get
σmin
(
R⊤R
) ≥ 1− ||(R− X˜)⊤(R− X˜)||2 − ||X˜⊤(R− X˜) + (R − X˜)⊤X˜||2 ≥ 1− 2d2.
Therefore, ∥∥∥∥∥
n∑
r=1
∆r
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
r=1
Ar −
n∑
r=1
(Rr)⊤(Rr)
∥∥∥∥∥
2
=
∥∥I−R⊤R∥∥
2
≤ 2d2.
Using the matrix concentration lemma (18) with ∆ = 2d2,Tr(∆)max ≤ µkn , (||a||22)max = µkn , t = 1/4, we obtain
that when n is sufficiently large:
Pr
[∥∥X⊤X− I∥∥
2
≥ 1
4
]
≤ 1
8
.
Next consider (b). We can also apply the matrix concentration lemma (18) for each i ∈ [n] and then take the union
bound. Here,∆r =Wi,r
(
Ar − (Rr)⊤(Rr)
)
, so∥∥∥∥∥
n∑
r=1
∆r
∥∥∥∥∥
2
≤
∥∥∥∥∥
n∑
r=1
Wi,rAr
∥∥∥∥∥
2
≤ λ.
Using the matrix concentration lemma (18) with ∆ = λ,Tr(∆)max = µkn ||W||∞, (||a||22)max = µkn ||W||∞, t = λ2 ,
we obtain that for any i ∈ [n], when
λ ≥
√
32k2µ||W||∞ logn
n
λ,
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we have
Pr
[∥∥∥∥∥X⊤DiX−
n∑
r=1
Wi,rAr
∥∥∥∥∥
2
≥ λ
2
]
≤ 1
8n
.
Taking the union bound leads to the desired property.
Now consider (c). By triangle inequality,
||X˜⊤⊥X||2 ≤ ||X˜⊤⊥R||2 + ||X˜⊤⊥(X−R)||2.
By the SDP, ||X˜⊤⊥R||2 ≤ d, so it suffices to bound X˜⊤⊥(X−R) =
∑n
r=1([X˜⊥]
r)⊤(X−R)r. LetZr = ([X˜⊥]r)⊤(X−
R)r, we have X˜⊤⊥(X−R) =
∑n
r=1Zr. Furthermore, E[Zr] = 0 with∥∥∥∥∥E[
n∑
r=1
ZrZ
⊤
r ]
∥∥∥∥∥
2
≤
∥∥∥∥∥E[
n∑
r=1
(X−R)r[(X−R)r]⊤]
∥∥∥∥∥
2
=
n∑
r=1
Tr(∆r) ≤ 3d2k,∥∥∥∥∥E[
n∑
r=1
Z⊤r Zr]
∥∥∥∥∥
2
≤
∥∥∥∥∥
n∑
r=1
∆r
∥∥∥∥∥
2
≤ 3d2,
||Zr||2 ≤ 2dk.
By Matrix Bernstein inequality, when n is sufficiently large,
Pr
[
||X˜⊤⊥(X−R)||2 ≥
1
2
dk
√
logn
]
≤ 1
8
.
The property then follows from the triangle inequality.
Finally, consider (d). We know that Xr = Rr + σSr where Sr is a PSD matrix with S2r = Ar − (Rr)⊤(Rr).
Therefore,
(Xr)(Xr)⊤ = (Rr)(Rr)⊤ + σS2rσ
⊤ ≤ Tr(Ar) +Tr(Ar)||σ||22 ≤
µk(k + 1)
n
.
This completes the proof of the claim.
We are now ready to prove the properties of X = QR(X), the final output of WHITENING. Assume none of the
bad events in Claim 19 happen. First, by the spectral property (b) ofX in the claim, we have that for any i ∈ [n],
λ
2
I  X⊤DiX  2λI.
Note that ||X⊤X− I|| ≤ 14 , which implies that σ2max(X) ≤ 54 , σ2min(X) ≥ 34 . Therefore, for any i ∈ [n],
X
⊤
DiX  1
σ2max(X)
X⊤DiX  λ
4
I
and
X
⊤
DiX  1
σ2min(X)
X⊤DiX  4λI.
Next, note that
sin θ(X, X˜) = ||X˜⊤⊥X||2 ≤
1
σmin(X)
||X˜⊤⊥X||2 ≤
3
2
||X˜⊤⊥X||2 ≤
3
2
dk
√
logn.
Since sin θ(X˜,U) ≤ tan θ(X˜,U) ≤ d2 , we have
sin θ(X,U) ≤ d
2
+
3
2
dk
√
logn ≤ 2dk
√
log n ≤ 1/2.
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When sinθ ≤ 1/2, tanθ ≤ 2sinθ. So
tan θ(X,U) ≤ 2sin θ(X,U) ≤ 4dk
√
logn.
Finally, for incoherence, we know that ρ(X) ≤ µ(k+1), σmin(X) ≥ 34 . Then the outputX satisfies ρ(X) ≤ 4ρ(X) ≤
5µk.
Note: since all the property of output X can be tested in polynomial time (for (3) we can test it using the
input matrix X˜ because tan θ(X˜,U) ≤ d2 ), we can run the whitening algorithm for O(log(1/α)) times (using fresh
randomness for the choice ofX) and we will have success probability 1− α.
C.3 Final result
Theorem 20. IfM∗,W satisfy assumptions (A1)-(A3), and
||W||∞ = O
(
λ2n
k2µλ logn
)
, γ = O
(
λσmin(M
∗)
k3µ
√
logn
)
,
then after O(log(1/ǫ)) rounds Algorithm 5 outputs a matrix M˜ that with probability ≥ 1− 1/n satisfies
||M˜−M∗||2 ≤ O
(
k3/2
√
logn
λσmin(M∗)
)
||W ⊙N||2 + ǫ.
The running time is polynomial in n and log(1/ǫ).
The theorem is stated in its full generality. To emphasize the dependence on the matrix size n, the rank k and
the incoherency µ, we can consider a specific range of parameter values where the other parameters (the lower/upper
spectral bound, the condition number of M∗) are constants, which gives a corollary which is easier to parse. Also,
these parameter values show that we can handle a wider range of parameters than the simple algorithm with the
clipping as a whitening step.
Corollary 21. Suppose λ, λ and σmin(M∗) are all constants, and T = O(log(1/ǫ)). Furthermore,
‖W‖∞ = O
(
n
k2µ logn
)
, γ = O
(
1
k3µ
√
logn
)
.
Then with probability ≥ 1− 1/n,
||M˜−M∗||2 ≤ O
(
k3/2
√
logn
)
||W ⊙N||2 + ǫ.
We now consider proving the theorem. After proving these lemmas, the proof is rather immediate. Define the
following two quantities:
val = 4k
√
logn, c =
64
√
k
λσmin(M∗)
val = 256k
3/2
√
logn
λσmin(M∗)
.
We just need to show that tan θ(Xt,U) ≤ 12t + cδ for every t ≥ 1, and tan θ(Yt,U) ≤ 12t + cδ for every t > 1. We
will prove it by induction.
(a). After initialization, by Lemma 8 and 17, we have
tan θ(Y1,V) ≤ 4kd1
√
logn = d1val =
1
2
+ cδ.
(b). Suppose tan θ(Xt,U) and tan θ(Yt,V) ≤ 12t + cδ is true for t, and consider the iterates at step t+ 1. Since
Yt is given by WHITENING, by Lemma 17, we know that 14λI  Y
⊤
t DiYt  4λI and Yt is (5kµ)-incoherent.
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Therefore, applying Lemma 16 we have
tan θ(X˜t+1,U) ≤ tan θ(Yt,V)
4val +
16
√
kδ
λσmin(M∗)
≤ 1
2t+2val +
(
c
4val +
16
√
k
λσmin(M∗)
)
δ
≤ 1
2t+2val +
32
√
k
λσmin(M∗)
δ.
Now, we know that tan θ(X˜t+1,U) ≤ dt+12 for dt+1 = 12t+1val + 64
√
k
λσmin(M∗)
δ. By Lemma 17,
tan θ(Xt+1,U) ≤ dt+1val
≤
(
1
2t+1val +
64
√
k
λσmin(M∗)
δ
)
val
≤ 1
2t+1
+ cδ.
Using exactly the same argument we can show that tan θ(Yt+1,V) ≤ 12t+1 + cδ.
Then the theorem follows by bounding ‖M∗ − M˜‖2 by tan θ(YT+1,V), tan θ(XT+1,U) using the triangle
inequality and the spectral property ofW. For simplicity, letX = XT+1 andY = YT+1.
By definition, we know that there exists Qx and Qy such that XQx = U + ∆x and XQy = V + ∆y where
‖∆x‖2 = O(tan θ(X,U)) and ‖∆y‖2 = O(tan θ(Y,V)).
‖W ⊙ (M −XΣY⊤)‖2 ≤ ‖W ⊙ (M−XQxΣQyY⊤)‖2
≤ ‖W ⊙ (M∗ +N−XQxΣQyY⊤)‖2
≤ ‖W ⊙ (M∗ +−XQxΣQyY⊤)‖2 + ‖W ⊙N‖2
≤ ‖W ⊙ (M∗ +−XQxΣQyY⊤)‖2 + ‖W ⊙N‖2.
On the other hand,
‖W ⊙ (M−XΣY⊤)‖2 ≥ ‖W ⊙ (M∗ −XΣY⊤)‖2 − ‖W ⊙N‖2.
Therefore,
‖W ⊙ (M∗ −XΣY⊤)‖2 ≤ ‖W ⊙ (M∗ −XQxΣQyY⊤)‖2 + 2‖W⊙N‖2
= O(tan θ(X,U) + tan θ(Y,V)) +O(‖W ⊙N‖2).
Define ∆ =M∗ −XΣY⊤ and ∆′ = XQxΣQ⊤y Y⊤ −XΣY⊤, and note that the difference between the two is
O(tan θ(X,U) + tan θ(Y,V)).
‖∆‖2 ≤ ‖W ⊙∆‖2 + ‖(W −E)⊙∆‖2
≤ ‖W ⊙∆‖2 + ‖(W −E)⊙∆′‖2 +O(tan θ(X,U) + tan θ(Y,V)).
So now it is sufficient to show that ‖(W − E) ⊙∆′‖2 ≤ c‖∆‖2 for a small c < 1/2. Now we apply Lemma 5.
Let Z = QxΣQ⊤y −Σ.
‖(W −E)⊙∆′‖2 = ‖(W −E)⊙ (XQxΣQ⊤yY⊤ −XΣY⊤)‖2
= ‖(W −E)⊙ (XZY⊤)‖2
≤ c‖Z‖2
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Figure 1: Spectral gap of the weight matrix for word embeddings on two corpora. x-axis: number of words (size of
the matrix); y-axis: the spectral gap ‖W −E‖2 where E is the all-one matrix.
for some small c < 1/2, since γ is small and X and Y are incoherent. Note that X and Y are projections, so
‖Z‖2 = ‖XZY⊤‖2, then
‖(W −E)⊙∆′‖2 ≤ c‖∆‖2.
Combining all things we have ‖∆‖2 = O(tan θ(X,U) + tan θ(Y,V)) + O(‖W ⊙ N‖2) = O(tan θ(X,U) +
tan θ(Y,V)), which completes the proof.
D Empirical verification of the spectral gap property
Experiments on the performance of the alternating minimization can be found in related work (e.g., [Lu et al., 1997,
Srebro and Jaakkola, 2003]). Therefore, we focus on verifying the key assumption, i.e., the spectral gap property of
the weight matrix (Assumption (A2)).
Here we consider the application of computing word embeddings by factorizing the co-occurrence matrix between
the words, which is one of the state-of-the-art techniques for mapping words to low-dimensional vectors (about 300
dimension) in natural language processing. There are many variants (e.g., [Levy and Goldberg, 2014, Pennington
et al., 2014, Arora et al., 2016]); we consider the following simple approach. Let X be the co-occurrence matrix,
whereXi,j is the number of times that word i and word j appear together within a window of small size (we use size
10 here) in the given corpus. Then the word embedding by weighted low rank problem is
min
V
∑
i,j
f(Xi,j)
(
log
(
Xi,j
X
)
− 〈Vi,Vj〉
)2
where X =
∑
i,jXi,j , Vi’s are the vectors for the words, and f(x) = max{Xi,j , 100} for a large corpus and
f(x) = max{Xi,j , 10} for a small corpus.
We focus on the weight matrix Wi,j = f(Xi,j). It has been observed that using Xi,j as weights is roughly the
maximum likelihood estimator under certain probabilistic model and is better than using uniform weights. It has also
been verified that using the truncated weight f(Xi,j) is better than using Xi,j . Our experiments suggest that f(Xi,j)
is better partially due to the requirement that the weight matrix should have the spectral gap property for the algorithm
to succeed.
We consider two large corpora (Wikipedia corpus [Wikimedia, 2012], about 3G tokens; a subset of Commoncrawl
corpus [Buck et al., 2014], about 20G tokens). For each corpus, we pick the top n words (n = 500, 1000, . . . , 5000)
and compute the spectral gap ‖W − E‖2 where W is the weight matrix corresponding to the words, and E is the
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all-one matrix. Note that a scaling of W does not affect the problem, so we enumerate different scaling of W (from
2−20 to 210) and plot the best spectral gap. We compare the two variants: with threshold (Wi,j = f(Xi,j)), and
without threshold (Wi,j = Xi,j ).
The results are shown in Figure 1. Without threshold, there is almost no spectral gap. With threshold, there is a
decent gap, though with the increase of the matrix size, the gap become smaller because larger vocabulary includes
more uneven co-occurrence entries and thus more noise. This suggests that thresholding can make the weight matrix
nicer for the algorithm, and thus leads to better performance.
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