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We reanalyze the problem of spontaneous photon emission in collapse models. We show
that the extra term found by Bassi and Du¨rr is present for non-white (colored) noise, but its
coefficient is proportional to the zero frequency Fourier component of the noise. This leads
one to suspect that the extra term is an artifact. When the calculation is repeated with the
final electron in a wave packet and with the noise confined to a bounded region, the extra
term vanishes in the limit of continuum state normalization. The result obtained by Fu and
by Adler and Ramazanogˇlu from application of the Golden Rule is then recovered.
I. INTRODUCTION
In a previous series of articles [1–3], the problem of the spontaneous emission of radiation from
charged particles, as predicted by collapse models, was analyzed in detail. The interest in this
kind of problem arises from the fact that it currently sets the strongest upper bound on these
models [4, 5]. The analysis of [1, 2] has been done by using the CSL model [6]; since the equations
cannot be solved analytically, a master formula has been derived to the first perturbative order
with respect to the collapse parameter γ. In [3], the same type of analysis has been done within
the QMUPL model [7]; since this model is mathematically simpler than the CSL model, making
only the dipole approximation the equations can be solved explicitly. In this second case [3], the
radiation rate for a free charged particle, when expanded to first order in γ, turns out to be twice
as large as that of [1, 2].
On the other hand, the CSL model for a single particle (or a system of distinguishable particles)
reduces to the QMUPL model at the statistical level, in the limit of small distances. Since the
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2radiation formulas do not change under this limit, one would then expect to obtain the same formula
whether using the CSL model or the QMUPL model, at the appropriate perturbative order. This
discrepancy is the motivation behind this work. As we will discuss in the next Sections, a careful
analysis of the origin of this factor of 2 difference, using the CSL model, shows that the difference
arises because some matrix elements, which vanish under standard QFT approximations, give
instead a finite contribution. While this contribution simply doubles the answer in the free particle
case with a white noise, it gives rise to awkward, energy non-conserving terms (not related to the
steady increase of particle kinetic energy, a common and well-known feature of collapse models) in
the case of a colored noise, leading one to suspect that the extra term is not physical.
In this paper we will discuss all these issues, in order to clarify some mathematical details
regarding the derivation of the radiation formula. We will work out in detail the perturbation
expansion and re-derive Feynman rules, carefully analyzing all approximations, which are standard
in quantum field theory and have been used in [1, 2]. As we will see, when one takes into account
that the final state of the out-going particle is a wave packet and not a plane wave, and when one
also takes into account that the noise is confined to a bounded region, the unexpected contribution
coming from the matrix elements vanishes, eliminating the doubling found in [3], and confirming
the answer of [1, 2].
II. THE CSL MODEL FOR CHARGED PARTICLES
In the CSL model, the standard Schro¨dinger equation is modified by adding nonlinear and
stochastic terms which cause the collapse of the wave function. In the Itoˆ formalism, it takes the
following form:
d|ψt〉 =
[
− i
~
Hdt+
√
γ
m0
∫
dx [M(x) − 〈M(x)〉t]dWt(x) − γ
2m20
∫
dx [M(x) − 〈M(x)〉t]2dt
]
|ψt〉;
(1)
here H is the standard quantum Hamiltonian of the system and the other two terms induce the
collapse. The massm0 is a reference mass, which is taken equal to that of a nucleon. The parameter
γ is a positive coupling constant which sets the strength of the collapse process, while M(x) is a
smeared mass density operator:
M (x) =
∑
j
mjNj (x) , Nj (x) =
∫
g (x− y)ψ†j (y)ψj (y) d3y, (2)
3ψ†j (y, s), ψj (y, s) being, respectively, the creation and annihilation operators of a particle of type
j at the space point y. The smearing function g(x) is taken equal to
g(x) =
1(√
2πrC
)3 e−x2/2r2C , (3)
where rC ∼ 10−5cm is the second new phenomenological constant of the model. This is the
correlation length of the noise, and Eq. (1) is such that spatial superpositions smaller than rC
are not suppressed, while spatial superpositions larger than rC are. Wt (x) is an ensemble of
independent Wiener processes, one for each point in space, which are responsible for the random
character of the evolution; the quantum average 〈M(x)〉t = 〈ψt|M(x)|ψt〉 is responsible for its
nonlinear character.
As shown e.g. in [1, 8], the averaged density matrix evolution associated to Eq. (1) can also be
derived from a standard Schro¨dinger equation with a random Hamiltonian. Such an equation does
not lead to the state vector reduction, because it is linear; nevertheless, since they both reproduce
the same noise averaged density matrix evolution, and since physical quantities like the photon
emission rate can be computed from the noise averaged density matrix, the non-collapsing equation
can equally well be employed to compute such quantities. The advantage of this second approach
is that, being based on a linear (stochastic) Schro¨dinger equation, it is much simpler from the
computational point of view. In our case, the stochastic Hamiltonian is:
HTOT = H − ~√γ
∑
j
mj
m0
∫
N(y, t)ψ†j (y)ψj(y) d
3y (4)
where:
N(y, t) =
∫
g(y − x)ξt(x) d3x, (5)
and ξt(x) = dWt(x)/dt is a white noise field, with correlation function E[ξt(x)ξs(y)] = δ(t −
s)δ(x − y). As such, N(x, t) is a Gaussian noise field, with zero mean and correlation function:
E[N(x, t)N(y, s)] = δ(t− s)F (x− y), F (x) = 1
(
√
4πrC)3
e−x
2/4r2C . (6)
The purpose of this article is to reconsider the analysis of the emission of radiation from a free
charged particle, previously discussed in the literature. Accordingly, in the following we will be
interested only in one type of particle, so from now on we will drop the sum over j.
The Hamiltonian HTOT can be written in terms of an Hamiltonian density HTOT. For the
systems we are interested in studying, we can identify three terms in HTOT:
HTOT = HP +HR +HINT. (7)
4HP contains all terms involving the matter field, namely its kinetic term, possibly the interaction
with an external potential V , and the interaction with the collapsing-noise:
HP = ~
2
2m
∇ψ∗ ·∇ψ + V ψ∗ψ − ~√γ m
m0
Nψ∗ψ. (8)
HR contains the kinetic term for the electromagnetic field:
HR = 1
2
(
ε0E
2
⊥ +
B2
µ0
)
, (9)
where E⊥ is the transverse part of the electric component and B is the magnetic component.
Finally HINT contains the standard interaction between the quantized electromagnetic field and
the non-relativistic Schro¨dinger field:
HINT = i~e
m
ψ∗A ·∇ψ + e
2
2m
A2ψ∗ψ. (10)
The electromagnetic potential A(x, t) takes the form:
A(x, t) =
∑
p,λ
αp
[
ǫp,λ ape
i(p·x−ωpt) + ǫ∗p,λ a
†
pe
−i(p·x−ωpt)
]
, (11)
where αp =
√
~/2ε0ωpL3 and ωp = pc. We are quantizing fields in a cubical box of size L. We
work in the Coulomb gauge.
To analyze the problem of the emission rate, we will use a perturbative approach. We identify
the unperturbed Hamiltonian as that of the matter field (interaction with the noise excluded) plus
the kinetic term of the electromagnetic field:
H0 = ~
2
2m
∇ψ∗ ·∇ψ + V ψ∗ψ +HR, (12)
and we assume that its eigenstates and eigenvalues are known. In particular, we assume that the
matter part H0 is diagonalizable. The perturbed term then is:
H1 = i~e
m
ψ∗A ·∇ψ + e
2
2m
A2ψ∗ψ − ~√γ m
m0
Nψ∗ψ. (13)
Such a division of HTOT in H0 + H1 is justified by the fact that the effects of spontaneous col-
lapses driven by the noise field are very small at microscopic scales. This is also true for the
electromagnetic effects we are interested in computing.
III. FEYNMAN RULES
The Feynman diagrams for our model can be derived in a standard way, by means of the Dyson
series and Wick theorem. We will present Feynman rules in space-time, instead of the more familiar
5Feynman rules in momentum space, because in the following calculation a crucial role will be played
by integration over space, and by the large-time limit. They are:
1. External lines (the symbol • denotes the generic space-time vertex (x, t)):
= uk (x) e
− i
h¯
Ekt
= αp~ǫp,λe
i(p·x−ωpt)
= N (x, t)
= u∗k (x) e
i
h¯
Ekt
= αp~ǫ
∗
p,λe
−i(p·x−ωpt)
p, λ p, λ
k k
The functions uk(x) are the eigenstates of − ~22m∇2 + V , and Ek is the associated eigenvalue:[
− ~
2
2m
∇
2 + V
]
uk(x) = Ekuk(x).
Since the noise field N is treated classically, there is no distinction between incoming and outgoing
lines.
2. Internal lines. The propagators for the matter field and for the photons, are:
= F12 = P
lm
12
11 22
with 1 ≡ (x1, t1), 2 ≡ (x2, t2) and:
F12 ≡ F (x1, t1;x2, t2) = θ (t2 − t1)
∑
k
uk (x2)u
∗
k (x1) e
− i
~
Ek(t2−t1) (14)
P lm12 ≡ P lm(x1, t1;x2, t2) = θ (t1 − t2)
∑
k,λ
α2kǫ
l
k,λǫ
∗m
k,λe
i[k·(x1−x2)−ωk(t1−t2)]
+ θ (t2 − t1)
∑
k,λ
α2kǫ
m
k,λǫ
∗l
k,λe
i[k·(x2−x1)−ωk(t2−t1)]. (15)
3. Vertices. There are three types of vertices, corresponding to the three terms in the interaction
Hamiltonian H1:
= i h¯em
~∇, = e2m, = −h¯
√
γ mm0
.
In the first vertex, the derivative acts always on the incoming external line. In the second
vertex, e2/m appears in place of e2/2m (as one would naively expect by inspecting at Eq. (13)) in
6order to take properly into account the multiplicity of the diagrams. The same rule applies also to
the standard scalar QED (without the noise term).
4. One has to integrate over space and time in all vertices
1
(i~)n
n∏
j=1
∫ tf
ti
dtj
∫
L3
dxj
Note that there is no factorial term 1/n! coming from the Dyson’s series, because this is canceled
by the multiplicity of the diagram1. Only diagrams containing double photon propagators, like:
do not follow this rule. In such a case, one has to multiply by a factor 1/2 for each such loop.
IV. PHOTON EMISSION PROBABILITY AT FIRST PERTURBATIVE ORDER
At first order in
√
γ and e, the relevant contributions to the process of photon emission, coming
from the interaction of the free particle with the noise field, are:
2 1
i f
p, λ
2 1
i f
p, λ
According to the rules previously outlined, the contribution of the first diagram is:
− 1
~2
αp
(
i
~e
m
)(
−~√γ m
m0
)∑
k
∫ tf
ti
dt1
∫ t1
ti
dt2 e
iωpt1e−
i
~
Eit2e
i
~
Ef t1e−
i
~
Ek(t1−t2)
×
∫
L3
dx1
∫
L3
dx2 ui(x2)e
−ip·x1
ǫ
∗
p,λ · [∇uk(x1)]u∗k (x2) u∗f (x1)N(x2, t2), (16)
while the contribution of the second diagram is:
− 1
~2
αp
(
i
~e
m
)(
−~√γ m
m0
)∑
k
∫ tf
ti
dt1
∫ t1
ti
dt2 e
iωpt2e−
i
~
Eit2e
i
~
Ef t1e−
i
~
Ek(t1−t2)
×
∫
L3
dx1
∫
L3
dx2 uk(x1)u
∗
k(x2)e
−ip·x2
ǫ
∗
p,λ · [∇ui(x2)]u∗f (x1)N(x1, t1). (17)
1 More precisely, a diagram containing n vertices has a factor 1/n! in front, coming from thew Dyson’s expansion.
However, there are n! such identical diagrams, differing only in the way the vertices are numbered.
7Summing these two contributions, the transition amplitude Tfi becomes:
Tfi = − 1
~2
αp
(
i
~e
m
)(
−~√γ m
m0
)∑
k
∫ tf
ti
dt1
∫ t1
ti
dt2 e
i
~
(Ef−Ek)t1e
i
~
(Ek−Ei)t2
×
[
〈f | eiωpt1e−ip·xˆǫ∗p,λ ·∇ |k〉 〈k|N(xˆ, t2) |i〉+ 〈f |N(xˆ, t1) |k〉 〈k| eiωpt2e−ip·xˆǫ∗p,λ ·∇ |i〉
]
,(18)
where we have introduced the position operator xˆ. It is convenient to rewrite the above expression
in a more compact form. Since the correlation function (6) of the noise is a product of its time and
space components, as far as the average values are concerned we can replace N(x, t) with ξtN(x),
where ξt is a white noise in time, while N(x) is a Gaussian noise in space, with zero mean and
correlator F (x− y). We also introduce the following two operators:
Rp ≡ αp
(
i
~e
m
)
e−ip·xǫp,λ ·∇, N ≡ −~√γ m
m0
N(xˆ). (19)
The first operator refers to the radiative contribution (hence the symbol R), the second one to
the interaction with the noise (hence the symbol N ). Defining moreover the matrix elements
Rpki ≡ 〈k|Rp|i〉 and Nki ≡ 〈k|N |i〉, considering photons with linear polarization (ǫ∗p,λ = ǫp,λ), we
can write Eq. (18) in the following way:
Tfi = − 1
~2
∑
k
∫ tf
ti
dt1
∫ t1
ti
dt2 e
i
~
(Ef−Ek)t1e
i
~
t(Ek−Ei)t2
×
[
eiωpt1ξt2RpfkNki + eiωpt2ξt1NfkRpki
]
. (20)
This is the final expression of the first-order transition amplitude for a charged particle to emit a
photon, as a consequence of the interaction with the noise field. The particle might be free, as we
will consider in the next section, or interacting with an external potential.
V. EMISSION RATE FOR A FREE PARTICLE
In the case of a free charged particle, the initial and final states and the generic eigenstate of
HP are:
ui(x) =
1√
L3
, uf (x) =
eiq·x√
L3
, uk(x) =
eik·x√
L3
, (21)
and we have chosen the reference frame where the particle is initially at rest. The corresponding
eigenvalues are Ek = ~
2k2/2m, and similarly for Ei and Ef . The matrix elements for the radiative
8part can now be easily computed:
Rpfk = 〈f |Rp|k〉 =
1
L3
∫
L3
dx e−iq·x
[
αp
(
i
~e
m
)
e−ip·xǫp,λ ·∇
]
eik·x
= αp
(
−~e
m
)
(ǫp,λ · q) δk,q+p, (22)
Nki = −~
√
λ
m
m0
1
L3
∫
dxN(x)e−ik·x (23)
Rpki = 〈k|Rp|i〉 = 0, (24)
Nfk = −~
√
λ
m
m0
1
L3
∫
dxN(x)ei(k−q)·x (25)
As we see, the contribution given by the second Feynman diagram is null. Therefore, in squaring
Eq. (20), taking the average with respect to the noise, we obtain the relatively simple expression:
E|Tfi|2 = 1
~4
∑
k
∑
j
Rp∗fjRpfkE[N ∗jiNki] (26)
×
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4e
iat1eibt2eict3eidt4δ (t2 − t4) ,
where we have set ti = 0 and tf = t, and moreover we have defined the constants:
a ≡ 1
~
(Ef + ~ωp − Ek) , b ≡ 1
~
(Ek − Ei) , c ≡ −1
~
(Ef + ~ωp − Ej) , d ≡ −1
~
(Ej − Ei) ,
(27)
We focus the attention on the temporal part. We have:
T =
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4e
iat1eibt2eict3eidt4δ (t2 − t4)
=
∫ t
0
dt1
∫ t
0
dt2
∫ t
0
dt3
∫ t
0
dt4e
iat1eibt2eict3eidt4δ (t2 − t4) θ (t1 − t2) θ (t3 − t4)
=
∫ t
0
dt2
∫ t
t2
dt1
∫ t
t2
dt3e
iat1ei(b+d)t2eict3
=
1
ca
[
ei(c+a)t
1− eigt
ig
+ eiat
ei(g+c)t − 1
i (g + c)
+ eict
ei(g+a)t − 1
i (g + a)
+
1− ei(g+c+a)t
i (g + c+ a)
]
, (28)
where we have defined:
g ≡ b+ d = 1
~
(Ek − Ej) . (29)
Because of the relation a+ b+ c+ d = a+ c+ g = 0, Eq. (28) simplifies to:
T =
1
ac
[
e−igt − 1
ig
+
eiat − 1
ia
+
eict − 1
ic
− t
]
, (30)
We are now ready to replace the matrix elements Rp∗fj and Rpfk with the explicit expressions (22)
for the free particle. The indices k, j become vector indices k, j labeling the wave number, and the
9constraints given by the deltas in the R terms (see Eq. (22)) suppress the two sums in Eq. (26).
This moreover implies:
g = 0 (31)
a = −c = 1
~
(Ef + ~ωp − Eq+p) =
(
pc− ~p
2
2m
− ~q · p
m
)
, (32)
Then expression (30) for T simplifies to:
T =
2
a3
[at− sin (at)] , (33)
We now focus on the remaining part of Eq. (26):
1
~4
∑
k
∑
j
Rp∗fjRpfkE[N ∗jiNki] =
1
~4
α2p
(
~e
m
)2
(ǫp,λ · q)2 E[N ∗(p+q)iN(p+q)i], (34)
where we have taken into account the constraints coming from the Kronecker delta in Eq. (22).
The stochastic average gives:
E[N ∗(p+q)iN(p+q)i] = ~2γ
(
m
m0
)2 1
L6
∫
L3
dx1
∫
L3
dx2 e
i(p+q)·(x1−x2)F (x1 − x2) . (35)
We make the change of variable: x = x1 − x2 and y = x1 + x2 (the Jacobian is 1/8) and we use
the rule: ∫ +L
2
−L
2
dx1
∫ +L
2
−L
2
dx2f (x1, x2) =
1
2
∫ +L
0
dx
∫ +(L−x)
−(L−x)
dy [f (x, y) + f (−x, y)] , (36)
thus obtaining:
E[N ∗(p+q)iN(p+q)i] =
= ~2γ
(
m
m0
)2 1
8L6
3∏
i=1
∫ +L
0
dxi
∫ +(L−xi)
−(L−xi)
dyi
1√
4πrc
[
ei(p+q)ixi + e−i(p+q)ixi
]
e−x
2
i /4r
2
C . (37)
The integral over yi gives:
1
2L
∫ +(L−xi)
−(L−xi)
dyi = 1− xi
L
. (38)
The second term vanishes in the large L limit, so we can ignore it. We are left with:
E[N ∗(p+q)iN(p+q)i] = ~2γ
(
m
m0
)2 1
L3
∫ +L
−L
dxei(p+q)·xF (x) . (39)
In the large L limit, the integral gives the Fourier transform of the correlation function F . Taking
into account the form (6) of F , and collecting all pieces, we have:
E|Tfi|2 = Λ(ǫp,λ · q)2e−(q+p)
2r2
C
at− sin(at)
a3
, (40)
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where:
Λ = 2
1
~4
α2p
(
~e
m
)2
~
2γ
(
m
m0
)2 1
L3
=
1
L6
γ~e2
ε0cm20p
(41)
collects all constant terms.
The emission rate Γ(p) can be computed from the transition probability, by differentiating over
time, and by summing over the momentum q of the outgoing particle and the polarization λ of
the emitted photon, according to the formula:
dΓ
d3p
=
(
L
2π
)6 ∫
dq
∑
λ
∂
∂t
E|Tfi|2. (42)
Let us choose the axes so that p = (0, 0, p); in this way a, as given by Eq. (32), becomes a function
only of p and qz. The sum over polarizations then gives
∑
λ(ǫp,λ · q)2 = q2x + q2y. All factors L
cancel with each other, so we can take safely the limit L→ +∞. The sum over q then becomes a
triple integral. The two integrals over qx and qy can be easily computed, being Gaussian, and we
obtain:
dΓ
d3p
= 2Λ
(√
π
rC
)(√
π
2r3C
)∫
dqz e
−(qz+p)2r2C
1− cos(at)
a2
. (43)
The above integral can be rewritten in the following way:
∫
dqz e
−(qz+p)2r2C
1− cos(at)
a2
=
m
~p
∫
dz e−z
2β2 1− cos[(D − z)t]
(D − z)2 , (44)
where we have defined the following new quantities: z = ~p(qz + p)/m, D = pc + ~p
2/2m and
β = mrc/~p. Since β ≃ 10−13 s and D ≃ pc ≃ 1019 s−1 for a non relativistic electron and
for radiation in the KeV region, the Gaussian term in Eq. (43) is vanishing small in the region
where 1 − cos[(D − z)t]/(D − z)2 is most appreciably different from zero. Around the origin,
where the Gaussian is not negligible, the denominator varies slowly, and one can approximate
1/(D − z)2 ∼ 1/D2, and bring it out of the integral. What remains, apart the Gaussian term, is
1 − cos[(D − z)t]. The second term oscillates very rapidly and gives a negligible contribution to
the integral. Thus only the first term survives. When integrating moreover over all directions in
which the photon can be emitted, the emission rate becomes:
dΓ
dp
=
λ~e2
2π2ε0c3m20r
2
cp
, (45)
with λ ≡ γ/8π3/2r3C equal to the collapse rate first introduced in the GRW model [9]. In the above
expression, we have neglected the oscillating term, which averages to zero over typical experimental
11
times. The above result is expressed in SI units. The transformation to CGS units simply requires
the replacement ε0 → 1/4π, in which case we obtain twice the results of [1, 2].
The mathematical reason for such a difference lies in the type of approximations used to obtain
the final formula. Going back to Eq. (30), in [2] the following approximation was made:
1
ac
[
e−igt − 1
ig
+
eiat − 1
ia
+
eict − 1
ic
− t
]
≃ − t
ac
. (46)
While this is legitimate in general, it gives problems in the free particle case. Here, as we have seen,
g = 0, meaning that the oscillating term depending on g becomes linear in t. This contribution
sums with the other linear term, giving the factor of 2 difference. We also note that the remaining
two oscillating terms are mathematically important, though physically negligible. Since for a
free particle a = −c, they reduce to a cosine, which makes sure that the integral in Eq. (43) is
convergent. Without it, the pole at the denominator would produce a divergence.
VI. EMISSION RATE IN THE NON-WHITE NOISE CASE
To better understand the origin of the factor of 2 difference in the white-noise case, we generalize
now to the colored noise case, where we will find that the extra term which doubles the answer of
[1, 2] has a suspicious energy non-conserving form2, which is not related to the steady increase of
particle kinetic energy due to energy transfer from the noise to the particle during the collapse, a
well-known feature of these models. To see this, we now generalize Eq. (45) to the case where the
collapsing noise has a correlation function which is not white in time:
E[N(x, t)N(y, s)] = f(t− s)F (x− y). (47)
We can start from Eq. (26) for the average transition probability:
E|Tfi|2 = 1
~4
∑
k
∑
j
∫
L3
dz RpfkNki(z)Rp∗fjN ∗ji(z) (48)
×
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4e
iat1eibt2eict3eidt4f (t2 − t4) ,
where now f replaces the Dirac delta. The coefficients a, b, c and d are the same as in (27). The
only effect of the non-white noise is to modify the time dependent part of the transition probability,
2 Moreover, an unpublished calculation by S.L.A. shows that for an electron bound in a hydrogen atom, the extra
term leads to a suspicious orders of magnitude increase in the radiation rate, rather than just the doubling found
in the free particle case.
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which we consider separately:
T =
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt3
∫ t3
0
dt4 e
iat1eibt2eict3eidt4f(t2 − t4). (49)
This can be rewritten as follows:
T =
∫ t
0
dt2
∫ t
t2
dt1
∫ t
0
dt4
∫ t
t4
dt3 e
iat1eibt2eict3eidt4f (t2 − t4)
= − 1
ac
∫ t
0
dt2
∫ t
0
dt4
(
eiat − eiat2) (eict − eict4) eibt2eidt4f (t2 − t4) . (50)
There are four terms, which all have the following structure:
I ≡
∫ t
0
du
∫ t
0
dv eiαueiβvF (u− v) =
∫ t
0
du
∫ t
0
dv e
i
2
[(α+β)(u+v)+(α−β)(u−v)]f (u− v) . (51)
We perform the change of variable x = u − v and y = u + v. In these new variables, the integral
changes as follows:∫ t
0
du
∫ t
0
dv f(u, v) =
1
2
∫ t
0
dx
∫ 2t−x
x
dy [f(−x, y) + f(x, y)] . (52)
In our case, the integrating variables separate, and the integral over y can be easily performed,
giving: ∫ 2t−x
x
dy e
i
2
(α+β)y = 4
e
i
2
(α+β)t
(α+ β)
sin
1
2
(α+ β)(t− x). (53)
Then, taking into account that f(u− v) = f(x) = f(−x), the double integral I reduces to:
I = 4
e
i
2
(α+β)t
(α+ β)
∫ t
0
dx f(x) sin
1
2
(α+ β)(t− x) cos 1
2
(α− β)x. (54)
Going back to Eq. (50), taking into account the relation a+ b+ c+ d = 0, we can write:
T = − 4
ac
{
e−
i
2
gt
g
∫ t
0
dx f(x) sin
[
1
2
g(t− x)
]
cos
[
1
2
(b− d)x
]
−e
i
2
at
a
∫ t
0
dx f(x) sin
[
1
2
a(t− x)
]
cos
[
1
2
ax
]
−e
i
2
ct
c
∫ t
0
dx f(x) sin
[
1
2
c(t− x)
]
cos
[
1
2
cx
]
+
1
2
∫ t
0
dx f(x)(t− x) cos [(a+ b)x]
}
. (55)
Of course, in the white noise case f(x) = δ(x), the above equation reduces to Eq. (30).3 In
computing the matrix elements Rpij and Nij for the free particle, a further constraint comes from
3 Note that
∫ t
0
dxδ(x)g(x) = 1
2
g(0), for a general function g(x), must be used in the reduction to the white noise
case.
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the Kronecker delta of Eq. (22), which implies a = −c and g = 0. Accordingly, the expression for
T further simplifies to:
T =
2
a2
{∫ t
0
dx f(x)(t− x) [cos(bx) + cos[(a+ b)x]]
− 4
a
cos
(
1
2
at
)∫ t
0
dx f(x) sin
[
1
2
a(t− x)
]
cos
(
1
2
ax
)}
. (56)
The next step, in computing the emission rate, is to compute the time derivative. Differentiating
with respect to the upper limit of the integrals, produces terms proportional to f(t), which vanish
in the large time limit, as we assume that the correlation function has a finite correlation time.
The remaining terms coming from the second line produce oscillating terms, which average to zero.
Thus, the only significant term, in the large time limit, is:
∂T
∂t
−−−→
t ∞
1
a2
[
f˜(b) + f˜(a+ b)
]
, (57)
where we have defined the Fourier transform of the correlation function:
f˜(ω) ≡ 2
∫ +∞
0
dt f(t) cos(ωt) =
∫ +∞
−∞
dt f(t)eiωt. (58)
Finally, in computing the integral over the final momentum of the particle (see Eq. (43)), we have
approximated the Gaussian term by a Dirac delta, meaning that we are imposing q ≃ −p. This
implies:
a =
(
pc− ~p
2
2m
− ~p · q
m
)
−→
(
pc+
~p2
2m
)
≃ pc (59)
b =
~(q+ p)2
2m
−→ 0. (60)
Thus we have:
dΓ
dp
∣∣∣∣
NON-WHITE
=
1
2
[
f˜(0) + f˜(pc)
]
× dΓ
dp
∣∣∣∣
WHITE
. (61)
The second term is the expected one: the probability of emitting a photon with momentum p is
proportional to the weight of the Fourier component of the noise corresponding to the frequency
ωp = pc. The first term instead is independent of the photon’s momentum, and looks suspicious.
Precisely this term, in the white-noise limit, is responsible for the factor of 2 difference, as one can
easily check. In the remaining sections we analyze the origin of such an unexpected term.
VII. COMPUTATION USING A GENERIC FINAL STATE FOR THE CHARGED
PARTICLE
At the end of Section V we have discussed that the factor of 2 difference arises because g as
defined in Eq. (29) becomes 0, the reason being that the deltas in the R terms (see Eq. (22)) force
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Ek to be equal to Ej . One could then expect that by considering a generic final state for the
outgoing particle—in place of the more artificial plane wave—such a constraint is removed. We
discuss such a possibility in this Section4. So, instead of a final state for the particle with definite
momentum, let us now take a normalized wave packet:
ui (x) =
1√
L3
, uf (x) =
∑
∆
h (∆)
ei(q+∆)·x√
L3
, uk (x) =
eik·x√
L3
, (62)
where h (∆) normalizes the wave function:
1 =
∫
L3
dx |ψf |2 = 1
L3
∑
∆′
∑
∆
h∗
(
∆′
)
h (∆)
∫
L3
dxe−i(q+∆
′)·xei(q+∆)·x =
∑
∆
|h (∆)|2 . (63)
The matrix elements (22)–(25) now become:
Rpfk = 〈f |Rp| k〉 =
∑
∆
h∗ (∆) 〈f∆ |Rp| k〉 = αp
(
−e~
m
)∑
∆
h∗ (∆) [ǫp · (q+∆)] δk,q+∆+p. (64)
Nki = −~
√
λ
m
m0
1
L3
∫
dxN(x)e−ik·x (65)
Rpki = 〈k |Rp| i〉 = 0, (66)
Nfk = −~
√
λ
m
m0
1
L3
∑
∆
h (∆)
∫
dxN(x)ei(k−q−∆)·x (67)
Since also in this case Rpki = 0, the formula of E|Tfi|2 is still given by Eq. (26), where the temporal
part takes the same form as in (30):
E|Tfi|2 = 1
~4
∑
k
∑
j
Rp∗fjRpfk E[N ∗jiNki] T, (68)
with T given in Eq. (30). The two Kronecker deltas coming from Eq. (64) set: k = q+∆+ p and
j = q+∆′ + p. Accordingly, the coefficients a, c and g, defined in (27) and (29), become:
a =
(Ef + ~ωp − Eq+∆+p)
~
, c = −
(
Ef + ~ωp − Eq+∆′+p
)
~
, g =
Eq+∆+p − Eq+∆′+p
~
. (69)
Moreover, we have:
E[N ∗jiNki] = ~2γ
(
m
m0
)2 1
L6
∫
L3
dx1
∫
L3
dx2e
−i(p+q)·(x1−x2)e−i(∆·x1−∆
′·x2)F (x1 − x2). (70)
The two exponents can be rewritten as: −i(p+ q) ·(x1−x2)−(i/2)(∆−∆′) ·(x1−x2)−(i/2)(∆+
∆′) · (x1 + x2). We now make the change of variables: x = x1 − x2, y = x1 + x2, as we did after
4 In appendix B we review the formalism for computing the transition amplitude to a final wave packet state.
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Eq. (35). The integral over y produces L3δ∆,∆′ plus extra terms which vanish in the large L limit.
Thus, as in the previous section, a, c and g take the values:
a = −c = (Ef + ~ωp − Eq+∆+p)
~
, g = 0. (71)
The integral over x gives the Fourier transform of the correlator F ; accordingly, the transition
probability reduces to:
E|Tfi|2 = Λ
∑
∆
|h (∆)|2 [ǫp · (q+∆)]2e−(q+∆+p)
2r2
C
[
at− sin(at)
a3
]
, (72)
with Λ defined as in (41). As we see, the structure is minimally modified from that of Eq. (40),
and the answer of [3] for the reduction rate is still obtained.
VIII. COMPUTATION WITH A NOISE CONFINED IN SPACE
The calculation of the previous Section shows that the reason why g = 0 also for an outgoing
wave packet, is because a δ∆,∆′ appears, which arises from the integral over space with respect to
the variable y = x1 + x2. This suggests that the problem can be avoided by considering a noise
which is confined to a finite region of space. We analyze this case here.
Let us suppose that the correlation function of the noise is:
E[N(x, t)N(y, s)] = f(t− s)F (x− y)e−(x+y)2/ℓ2 , (73)
where ℓ is an appropriate cut off. We start from Eq. (68)
E|Tfi|2 = 1
~4
∑
k
∑
j
Rp∗fjRpfk E[N ∗jiNki]T, (74)
where the temporal part T is given by Eq. (55). The two Kronecker deltas coming from Eq. (64)
set: k = q+∆+ p and j = q+∆′ + p. In this case, Eq. (70) is replaced by:
E[N ∗jiNki] = ~2γ
(
m
m0
)2 1
L6
∫
L3
dx1
∫
L3
dx2e
−i(p+q)·(x1−x2)e−i(∆·x1−∆
′·x2)F (x1 − x2)e−(x+y)2/ℓ2 .
(75)
As before, we perform the change of variables: x = x1 − x2, y = x1 + x2. In integrating over the
new variables, we use the rule:
∫ +L
2
−L
2
dx1
∫ +L
2
−L
2
dx2f (x1, x2) =
1
2
∫ L
0
dx
∫ +(L−x)
−(L−x)
dy [f (x, y) + f (−x, y)] . (76)
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In our case:
f(x1,x2) = e
i(q+∆′+p)·x1e−i(q+∆+p)·x2F (x1 − x2)e−(x1+x2)2/l2 (77)
= e
i
(
q+∆
′
+∆
2
+p
)
·x
e
i
2
(∆′−∆)·yF (x)e−y
2/l2 =
3∏
i=1
fi(xi, yi), (78)
fi(xi, yi) = e
i
2
(j+k)ixie
i
2
(∆′−∆)iyi
1√
4πrC
e−x
2
i /4r
2
Ce−y
2
i /l
2
, (79)
where we have used the Kronecker delta constraints to replace q+ p + 12 (∆+∆
′) by 12 (j+ k).
Thus we arrive at the following expression:
E[N ∗jiNki] = ~2γ
(
m
m0
)2 1
8L6
3∏
i=1
∫ L
0
dxi
∫ +(L−xi)
−(L−xi)
dyi 2 cos
[
1
2
(j + k)ixi
]
× e i2 (∆′−∆)iyi 1√
4πrC
e−x
2
i /4r
2
C e−y
2
i /l
2
.
(80)
Since e−x
2
i /4r
2
C has a cutoff at |xi| ∼ rC ≪ L, xi never approaches L. So we can write (in the large
L limit):
E[N ∗jiNki] = ~2γ
(
m
m0
)2 1
L3
3∏
i=1
∫ L
0
dxi 2 cos
[
1
2
(j + k)ixi
]
1√
4πrC
e−x
2
i /4r
2
C
×
3∏
j=1
(
1
2L
∫ +L
−L
dyj
)
e
i
2
(∆′−∆)jyje−y
2
j /l
2
. (81)
To summarize, substituting Eq. (81) into Eq. (74) and noting the Kronecker delta in Rpfk, the
effect of having considered a final wave packet in place of a plane wave, and of having confined the
noise in space, is that the double Kronecker delta δk,q+pδj,q+p is replaced by:
Kjk =
∑
∆
∑
∆′
h∗(∆)h(∆′)δk,q+∆+pδj,q+∆′+p
3∏
j=1
(
1
2L
∫ +L
−L
dyj
)
e
i
2
(∆′−∆)·ye−y
2/l2 . (82)
One can easily check that when ℓ = ∞, the triple integral reduces to δ∆,∆′ . Kjk then becomes:∑
∆ |h(∆)|2δk,q+∆+pδj,q+∆+p, which implies j = k. The same happens when ℓ <∞, but h(∆) =
δ∆,0, i.e. when the final state is a plane wave. Thus both a final wave-packet state and a noise
confined in space are necessary in order to avoid the factor of 2 term.
Coming back to Eq. (74), we have:
E|Tfi|2 = γα2p
(
e
m0
)2 1
(2π)6
∫
dk
∫
d j h(j− q− p)h∗(k− q− p)(ǫp · j)(ǫp · k)
3∏
i=1
∫ ∞
0
dxi 2 cos
[
1
2
(j + k)ixi
]
1√
4πrC
e−x
2
i /4r
2
C
1
8
3∏
j=1
∫ +∞
−∞
dyje
i
2
(j−k)jyje−y
2
j /l
2
T, (83)
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where we have used the expression (64) for Rpfk (and we simplified the formula using the Kronecker
delta) and we have performed the large L limit. We can now compute both the integrals over xi
and over yj :
E|Tfi|2 = γα2p
(
e
m0
)2 1
(2π)6
∫
dk
∫
d j h(j− q− p)h∗(k− q− p)(ǫp · j)(ǫp · k)
e−(j+k)
2r2
C
/4
(√
πℓ
2
)3
e−(j−k)
2ℓ2/16 T, (84)
Since we can take ℓ arbitrarily large, according to the second Gaussian term, only those elements
with j ≃ k are relevant. We can therefore simplify the above expression as follows:
E|Tfi|2 = γα2p
(
e
m0
)2 1
(2π)6
∫
dk|h(k−q−p)|2(ǫp ·k)2e−k2r2C
(√
πℓ
2
)3 ∫
d j e−(j−k)
2ℓ2/16 T.
(85)
Here we have used the wave packet assumption that h is a smooth function of its arguments, and
not a delta function.
We now focus the attention on the last integral containing the time dependence, which generates
the factor of 2 problem when ℓ = ∞. We now show that the undesired term has a vanishing
contribution, for large times. For simplicity, we focus our attention to the white-noise expression
for T (see Eq. (30)), but the calculation can immediately be generalized also to the non-white-noise
case of Eq. (55) as well. Taking into consideration only the undesired term, the integral to compute
becomes:
J =
(√
πℓ
2
)3 ∫
dj e−(j−k)
2ℓ2/16 1
ac
e−igt − 1
ig
. (86)
According to Eq. (27), when j = k, then c = −a, and the dependence of c over j drops out.
According to Eq. (29), g = ~(k2 − j2)/2m ≃ ~k · (k − j)/m. Moreover we can re-write the
exponential term in integral form. We arrive at the following formula:
J =
(√
πℓ
2
)3
1
a2
∫ t
0
ds
∫
dj e−(j−k)
2ℓ2/16−i~k·(k−j)s/m
=
(2π)3
a2
∫ t
0
dse−4~
2k2s2/m2ℓ2 . (87)
As we see, if we take the limit ℓ→∞, the integral here above gives a linear increase in time, and
therefore contributes to the total rate, giving rise to the factor of 2 problem. On the other hand,
if we keep ℓ finite, we compute the rate (which corresponds to differentiating in time) and we take
the large time limit, such a term decays exponentially and does not contribute to the asymptotic
rate. All the conditions here above are consistent with typical experimental situations. In this
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regime, the extra term found in [3] is negligible, and the Golden Rule formula used as the basis for
the calculations of [1], [2] gives the entire answer.
We pose the question: If the calculation is repeated without a spatial cutoff on the noise, but
with the initial and final electron wave functions taking the interaction with the noise into account
(in analogy with the distorted wave Born approximation), will the extra term found in [3] then be
suppressed?
IX. AN ALTERNATIVE, SIMPLER CALCULATION
We give here an alternative calculation, that proceeds from the transition amplitude before
squaring and averaging over the noise. Focusing only on the time-dependent part of the transition
amplitude Tfi, we have
5:
Tfi ∝
∫ t
0
dt1
∫ t1
0
dt2 exp (iat1) exp (ibt2)ξt2
=
∫ t
0
dt2
∫ t
t2
dt1 exp (iat1) exp (ibt2)ξt2 ,
(88)
with ξt2 the temporal part of the noise. Let us now follow the treatment of first order time-
dependent perturbation theory given in the text of Schiff [10], and assume that the noise acts only
during the finite time interval between t = 0 and t = t0. So we take for ξt2 the form
ξt2 = θ(t2)θ(t0 − t2)
∫
dωN(ω) exp iωt2 , (89)
where we have expressed the noise amplitude in terms of its frequency Fourier transform. Substi-
tuting Eq. (89) into Eq. (88) we get
Tfi ∝
∫
dωN(ω)
∫ t0
0
dt2
∫ t
t2
dt1 exp (iat1) exp [i(ω + b)t2]
=
∫
dωN(ω)φ(ω, a, b) ,
(90)
with φ(ω, a, b) given by
φ(ω, a, b) = − exp (iat)exp [i(ω + b)t0]− 1
a(ω + b)
+
exp [i(a+ b+ ω)t0]− 1
a(a+ b+ ω)
. (91)
5 See Eq. (20), with Rpki = 0. For simplicity, we take ti = 0 and tf = t. The coefficients a and b are defined in
Eq. (27).
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Near ω = −(a + b), the function φ(ω, a, b) is dominated by the second term, which has squared
modulus
1
a2
sin2 [12(a+ b+ ω)t0]
[12(a+ b+ ω)]
2
(92)
which for large t0 is effectively
2πt0
a2
δ(ω + a+ b) . (93)
Similarly, near ω = −b, the function φ(ω, a, b) is dominated by the first term, which has squared
modulus
1
a2
sin2 [12 (b+ ω)t0]
[12(b+ ω)]
2
(94)
which for large t0 is effectively
2πt0
a2
δ(b+ ω) . (95)
So if we take the absolute value squared of Tfi and average over the noise amplitude N(ω) using
E[N(ω)N(ω′)] = δ(ω − ω′)f˜(ω), with f˜(ω) the power spectral function of the noise introduced
in Eq. (58), the second term contributes the energy conserving term found previously, while the
first term contributes the extra energy non-conserving term. However, as already noted, physical
measurements detect wave packet final states, not plane wave energy eigenstate final states. The
amplitude Tfi for transition to a wave packet final state is obtained by averaging with a weighting
function over a small interval of final state energies, peaked around the observed mean values. This
is equivalent to replacing φ(ω, a, b) by an average over a with a weight w(a) (which for convenience
we take to have unit integral
∫
daw(a) = 1)∫
daw(a)φ(ω, a, b) = −
[ ∫
daw(a) exp (iat)
]exp [i(ω + b¯)t0]− 1
a¯(ω + b¯)
+
exp [i(a¯+ b¯+ ω)t0]− 1
a¯(a¯+ b¯+ ω)
,
(96)
where a¯ ≃ pc is the expected value of a (see Eq. (59)) and b¯ the expected value of b. The second
term is unchanged by this averaging, but the first term now contains a factor[ ∫
daw(a) exp (iat)
]
, (97)
which approaches zero by the Riemann-Lebesgue lemma as t→∞ for fixed t0. So the energy non-
conserving term drops out of the large time amplitude for transition to a wave packet state, and
only the expected energy conserving term remains. Note that the two ingredients of the calculation
here, (i) use of a finite time cutoff for the noise, and (ii) use of wave packet final states, correspond
to the ingredients used in the calculation of the preceding section, where we assumed a spatially
bounded noise, and spatial wave packet final states.
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X. SPONTANEOUS EMISSION FROM THE VACUUM
The Feynman rules suggest that also the following process is possible:
p, λ
1 2
which corresponds to a photon emitted from the vacuum. The analytical expression for such a
process contains two internal particle’s propagators F12F21 ∝ θ(t2 − t1)θ(t1 − t2) (see Eq. (14)),
giving a zero contribution. Thus at the non-relativistic level there is no spontaneous photon
emission from the vacuum. However, such a process is expected not to vanish at the relativistic
level. We leave this computation for future research.
Acknowledgements
A.B. and S.D. acknowledge support from NANOQUESTFIT, the COST Action MP1006 and
INFN, Italy. A.B. wishes to acknowledge the hospitality of the Institute for Advanced Study in
Princeton, where part of this work has been done. S.L.A. acknowledges the hospitality of the
Abdus Salam International Centre for Theoretical Physics, where this work was completed. He
also acknowledges support of the Department of Energy under grant DE-FG02-90ER40642.
Appendix A: Noise in the box
Let us consider a Gaussian noise, with zero mean and correlation function:
E[N(x, t), N(y, s)] = δ(t − s)F (x− y). (98)
Writing it in Fourier components:
N(x, t) =
1
(2π)3
∫
dk eik·xN˜(k, t), (99)
we easily find the following relation for the correlation function in momentum space:
E[N˜(k, t), N˜ (k′, s)] = (2π)3δ(t− s)δ(k + k′)F˜ (k), (100)
where:
F˜ (k) ≡
∫
dx e−ik·xF (x) (101)
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is the Fourier transform of the spatial correlator. In placing the noise in a box of size L, we select
only the Fourier components with the correct boundary conditions. therefore we define:
NL(x, t) ≡ 1
L3
+∞∑
j=−∞
ei
2pi
L
j·xN˜L (j, t) , N˜L (j, t) ≡ N˜
(
2π
L
j, t
)
. (102)
From Eq. (100) on can write the correlation function of N˜L (j, t):
E[N˜L(j, t), N˜L(j
′, s)] = L3δ(t− s)δj,−j′F˜ (2π
L
j), (103)
from which one finds the following correlator for the noise in the box NL(x, t):
E[NL(x, t), NL(y, s)] = δ(t − s)FL(x− y′), (104)
with:
FL(x− y) ≡ 1
L3
+∞∑
j=−∞
ei
2pi
L
j·(x−x′)F˜ (
2π
L
j). (105)
One can easily prove that in the limit L→∞, the noise NL(x, t) as defined in Eq. (102), converges
to N(x, t), and the correlation function FL(x− y) as defined in Eq. (105), converges to F (x− y).
Appendix B: Transition Amplitude to a Wave Packet
We review here how to calculate the transition amplitude to a wave packet final state. We start
from:
|ψt〉 =U(t, t0)|ψ0〉
=exp (−iH0t/~)UI(t, t0) exp (iH0t/~)|ψ0〉 ,
(106)
with H0 the unperturbed Hamiltonian and UI(t, t0) the interaction picture time evolution operator.
Let us take the initial state |i〉 ≡ |ψ0〉 to be a single electron at rest, as in the text, so that
H0|ψ0〉 = 0. Multiplying on the left by a complete set of energy eigenstates 1 =
∑
n |En〉〈En| (with
the energy here including both final electron and photon energies) we get
|ψt〉 =
∑
n
〈En|U(t, t0)|i〉|En〉
=
∑
n
〈En|UI(t, t0)|i〉 exp (−iEnt/~)|En〉
=
∑
n
Tni exp (−iEnt/~)|En〉 ,
(107)
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with Tni = 〈En|UI(t, t0)|i〉 the transition amplitude as defined in the text. The modulus squared
|Tni|2 of this amplitude gives the probability of finding an outgoing energy eigenstate solution
exp (−iEnt/~)|En〉 of the unperturbed time dependent Schro¨dinger equation. However, in realistic
experiments, we measure not exact energy eigenstates, but instead wave packets that are super-
positions of energy eigenstates over a narrow energy range. We can form a complete set of such
wave packets by summing energy eigenstates with a suitable complete set of orthonormal weight-
ing coefficients 〈En|P 〉, with P the parameter set describing the wave packets, giving for the wave
packet basis
|P, t〉 =
∑
n
〈En|P 〉 exp (−iEnt/~)|En〉 . (108)
If we take the weighting coefficients 〈En|P 〉 to be time-independent, the members of this basis will
also be solutions of the unperturbed time dependent Schro¨dinger equation. The inverse transfor-
mation from wave packet basis to energy eigenstate is given by
exp (−iEnt/~)|En〉 =
∑
P
〈P |En〉|P, t〉 . (109)
Substituting Eq. (109) into Eq. (107) we get
|ψt〉 =
∑
P
(∑
n
Tni〈P |En〉
)
|P, t〉 , (110)
showing that the transition amplitude to the wave packet state |P, t〉 is the weighted sum over energy
eigenstates
∑
n Tni〈P |En〉. When the wave packet also has finite spatial extent, the analogous
transition amplitude to the wave packet state will be a weighted sum of Tni over final energies and
momenta. Equation (110), and its generalization to spatial wave packets, justifies the procedure
for calculating the transition amplitude to wave packets used in the text.
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