We study the symmetry group properties of the variable coefficient DaveyStewartson (vcDS) system. The Lie point symmetry algebra with a KacMoody-Virasoro (KMV) structure is shown to be isomorphic to that of the usual (constant coefficient) DS system if and only if the coefficients satisfy some conditions. These conditions turn out to coincide with those for the vcDS system to be transformable to the DS system by a point transformation.
Introduction
The Davey-Stewartson (DS) system iψ t + ψ xx + ǫ 1 ψ yy = ǫ 2 |ψ| 2 ψ + ψw, (1.1a) w xx + δ 1 w yy = δ 2 (|ψ| 2 ) yy , (1.1b) where ǫ 1 = ±1, ǫ 2 = ±1, δ 1 , δ 2 are constants and ψ is a complex and w a real function of t, x, y, first appeared in the context of water waves [1] . A brief rederivation of (1.1) can also be found in [2] . The Lie point symmetry algebra of the DS system is known to be infinite-dimensional with Kac-Moody-Virasoro structure only in the integrable case δ 1 = −ǫ 1 , namely, either in elliptic-hyperbolic (DS I) or hyperbolic-elliptic (DS II) case [3, 4] . In the non-integrable case the Virasoro part is absent in the entire symmetry algebra. Painlevé analysis and Hirota's bilinearization of the integrable DS system was performed in [5] . The complete integrability also implies the existence of infinite number of conservation laws and generalized symmetries. Some conservation laws (conservation of energy, mass and momentum) and a virial (or variance) identity, which plays a key role in proving existence of blow-ups in finite time 0 < T < ∞ for the focusing DS II system with a negative energy E(u) = E(u 0 ) < 0 in the virial space u ∈ H 1 ∩ {(x 2 + y 2 ) 1/2 |u| ∈ L 2 }, t ∈ [0, T ), were derived in [2] . In this article we are concerned with a study of Lie symmetry properties of a generalization of (1.1) obtained by including arbitrary time dependent coefficients. We consider variable coefficient Davey-Stewartson (vcDS) equations in the form iψ t + p 1 (t)ψ xx + p 2 (t)ψ yy = q 1 (t)|ψ| 2 ψ + q 2 (t)ψw, (1.2a) w xx + r 1 (t)w yy = r 2 (t)(|ψ| 2 ) yy , (1.2b) where all the coefficients are real non-zero arbitrary smooth functions of t. We wish to determine the coefficients under which (1.2) is invariant under an infinite-dimensional symmetry algebra which is isomorphic to that of (1.1). We also use the equivalence group of (1.2) to determine the subclasses when the vcDS system is locally equivalent to its constant coefficient counterpart. We establish that there is a close link between the existence of the KMV symmetry algebra structure and a point transformation taking (1.2) to the integrable DS system. It is also known that the 3-wave form of (1.1) which arose in a different context admits an isomorphic symmetry algebra [6, 7] . We note that a study of bilinear form, Baecklund transformation and Lax pair for (1.2) was given in Ref. [8] under some restriction of the coefficients. We do not find this restriction in agreement with any of the conditions in our framework.
The organization of the paper is as follows. In Section 2 the equivalence group G E of (1.2) is constructed. Transformation to some canonical form is achieved by use of G E . A discussion of the derivation of the symmetry group for the DS system from G E is also given. Section 3 is devoted to an analysis of Lie symmetry properties of (1.2). Section 4 discusses some solutions based on equivalence and symmetry groups. In particular, it is shown that how Ozawa's exact lump solutions [9] can be used in this context. Finally, the results obtained are summarized in Section 5.
Equivalence transformations
We wish to determine the conditions on the coefficients for the system (1.2) to be locally equivalent to its constant coefficient counterpart (1.1) under local point transformations. We will take advantage of the notion of equivalence transformations (or allowed transformations). We refer to [10] for a short summary of these transformations. They are defined to be locally invertible transformations preserving the form of the equations (1.2). Here we restrict to only fiber-preserving transformations t = T (t, x, y),x = X(t, x, y),ỹ = Y (t, x, y), ψ = Ψ(t, x, y,ψ), w = W (t, x, y,w), (2.1) whereψ andw are functions of the new coordinates (t,x,ỹ). The transformations (2.1) will transform (1.2) to iψt +p 1 (t)ψ xx +p 2 (t)ψỹỹ =q 1 (t)|ψ| 2ψ +q 2 (t)ψw, (2.2a)
Requiring that the derivativesψt,ψxx andψỹỹ be preserved linearly we obtain the linearity of Ψ inψ and W inw. The requirements that there are no termst tx andt ty and the nonlinearity of ψ be preserved imply that our equivalence transformations must have the formt
where Q is a complex-valued, L and H are real-valued functions. We also assume thaṫ T X x Y y = 0 and Q = 0, L = 0 for invertibility. The transformations (2.3) will keep the differential form of the system intact if we further impose the following conditions (coming from the necessity that the expressions proportional toψx,ψỹ andψ must vanish and no other new terms added to the system)
These transformations change the coefficients as follows:
5) where t, x, y must be expressed in terms of new variables in tildes from (2.3) by the inverse transformation. We introduce the modulus and the phase of Q in the form Q = Re iθ . The fact that the coefficients of the system depend only on a single variable t implies that X and Y must be linear in x and y, respectively: X = α(t)x + α 0 (t), Y = β(t)y + β 0 (t) and also |Q| = R(t), L = L(t). Using the first two equations of (2.4) we find 2p 1 αθ x +αx + α 0 = 0, 2p 2 βθ y +βy + β 0 = 0, from which we obtain
where θ 0 (t) is an arbitrary integration function. The third expression of (2.4) gives R(t) = κ(αβ) 1/2 , κ = 0, αβ > 0 (due to the fact that H is real) and
Solving this equation for H and putting in the last constraint of (2.4) and taking into account the vanishing derivatives θ xy = θ xyy = θ yyy = θ xxx = θ xxy = 0 we get the constraint
To summarize, the equivalence transformations consist of transformations
with θ given by (2.6), H by (2.7) and the constraint (2.8) satisfied. The set of equivalence transformations form a group. We call it equivalence group and denote by G E . Equivalence transformations mapping (1.2) to a constant coefficient DS system is obtained by setting the new coefficients written in tildes in (2.5) to constants.
Transformation to canonical form
We can choose the free functions α, β, L in (2.9) as II. p 2 + p 1 r 1 = 0 and {T ; t} = 0 or T is a Möbius transformation in t. In this casẽ r 1 = −1 (non-integrable case). The equivalence group G E contains 3 arbitrary functions (α 0 , β 0 , θ 0 ) of time. Then condition (2.12) reduces to the differential constraint between p 1 , p 2 and r 1
(2.14)
In order to find the conditions on the coefficients that map the system to a constant coefficient or standard DS equations we set all the transformed coefficients (p 1 ,p 2 , . . .) → constants and eliminate the arbitrary functions T , α, β, and L. This gives us the conditions
as in case I. These relations also implyṙ 1 /(q 1 r 1 ) = const. and (q 1 q 2 r 2 )/p 2 2 = const. The relevant equivalence transformation will take (1.2) to the one with the coefficients
(2.17)
In case II only the conditions (2.15) and (2.14) must be satisfied. r 1 cannot be transformed to a constant unless the expression (p 1 r 1 )/p 2 is a constant equal to −1.
The symmetry group of the DS equations
As a byproduct of the equivalence transformations of the vcDS equations we can obtain the full Lie symmetry group of the DS equations. Exponentiation of the Lie symmetry algebra of the system is often used to obtain the symmetry group in the literature. However, for systems in more than two spacial dimensions where the symmetry algebra turns out to be infinite-dimensional and depends on several arbitrary functions, this approach requires integrating elements of the algebra involving arbitrary functions which can be very tricky. This was indeed the case for the DS system and KP equation among others. Indeed, the authors of [3] made extra effort to put the symmetry transformations into a more manageable form by introducing new arbitrary functions.
Here we take a different approach to generate the symmetry transformations. We simply put
and solve the equations (2.5) for the arbitrary functions in the form
Note that this is the constant coefficient case and both the condition (2.13) and (2.14) are satisfied. We demand the system to be invariant under arbitrary time reparametrizations which occur only under the condition p 2 + p 1 r 1 = ε 1 + δ 1 = 0 (this condition actually ensures that the DS system is integrable). In this case we find that the symmetry group depends on four arbitrary functions T, α 0 , β 0 , θ 0 (case I) having the formt
where
These transformations have the property that whenever the pair (ψ,w) satisfies the DS equations, so does the pair (ψ, w).
We remark that if we have ε 1 + δ 1 = 0 (non-integrable case) then we have to weaken the symmetry group to a subgroup by restricting the transformation of T to Möbius one so that {T ; t} = 0. In this case we replace T and its derivatives using the formulas
In addition, choosing the arbitrary functions α 0 = β 0 = θ 0 = 0 (hence H vanishes identically) we recover the SL(2, R) group action on the solutions of the DS system
where a, b, c and d are real group parameters with the property ad−bc = 1. Note that this formula holds both integrable and nonintegrable cases. This special invariance (the so-called pseudo-conformal) was used for constructing exact blow-up solutions for the DS [9, 11] and the nonlinear Schrödinger equations [12, 13] . Putting T = t, α 0 = β 0 = 0 we obtain the gauge symmetry group (arbitrary time dependent phase change in ψ and a shift in w)
We note that a direct approach which does not rely on use of Lie symmetry algebra to the derivation of transformations (2.18a) and (2.19) was applied for a 3-wave component version of the DS system in [7] .
In order to illustrate the utility of the above-mentioned process the symmetry group of the KP (Kadomtsev-Petviashvili) equation will be re-derived. We first construct the equivalence group of the variable coefficient KP equation
We use the results of Ref. [14] and write the equivalence group in the form
The coefficients in the transformed equation satisfỹ
Moreover, the coefficients and the functions in the transformation (2.21) must satisfy some determining equations which we do not reproduce here. Now we setp = p = 1, q = q = 1,σ = σ = σ 0 = const. and solve (2.22) and the determining equations. This leads us to the symmetry group of the KP equation (in fact self-equivalence)
The symmetry group depends on three arbitrary functions T (t), δ(t), µ(t) and can be expressed as follows:
This formula again transforms solutions of the KP (Kadomtsev-Petviashvili) equation among each other and can be used to obtain new solutionũ involving three arbitrary functions of t from the trivial solution u or vice versa. In particular, restricting T (t) to Möbius transformation and putting δ(t) = µ(t) = 0 we obtain the SL(2, R) induced action on the solutions
.
(2.24)
We remark that the symmetry group transformations of the KP equation was first obtained in a different form (involving definite integrals of arbitrary functions) in [15] based on integrating the Lie algebra depending on whether τ is zero or nonzero (see Section 3).
Lie point symmetries
We shall use the usual Lie algorithm for determining the symmetry algebra L of the variable coefficient DS system (1.2). It is convenient to set ψ = u + iv and convert (1.2) to the following real system of equations:
A vector field of the form
on the jet space J 2 (t, x, y, u, v, w) will be an element of L if its second order prolongation Pr (2) V annihilates the system (3.1) on its solution surface:
Applying (3.3) with aid of the Mathematica program provides us with an overdetermined system of linear partial differential equations for τ , ξ, η and φ i , i = 1, 2, 3 (determining system). Solving the determining system (we skip intervening calculations) we find that the coefficients of the vector field V must have the form
and g(t), h(t) and m(t) are arbitrary smooth functions of t. The coefficients p 1 , p 2 , q 1 , q 2 , r 1 , r 2 and the function τ (t) must satisfy the remaining determining system 
6b)
6c)
We shall analyze the system of ODEs (3.5) for consistent solutions. There are two subcases.
(a) The case τ (t) = 0: Let τ remain free. We are then expected to detect the integrable subclasses. From (3.5d) it follows that we must have A 0 = A 1 = A 2 = A 3 = 0. From A 2 = A 3 = 0 we have p 2 = −p 1 r 1 . We observe that under the condition A 2 = 0 or A 3 = 0 we find that A 0 is a differential consequence of A 1 : A 0 =Ȧ 1 /2. If A 1 = 0, then A 0 = 0 is satisfied automatically. This means that A 0 = 0 is redundant. The remaining three determining equations of (3.5) arė
We eliminateṙ 1 between A 1 = 0 and A 2 = 0 using p 2 = −p 1 r 1 and find again (2.13)
From A 2 = 0 and the first relation of (3.7) we finḋ
Also from the rest of (3.7) using (3.9) we finḋ .16)). This gives us the classification of the coefficients required for the DS equations to admit a KMV loop algebra (see Tables 1-2 ). The existence of four constraints between the coefficients means that two of six arbitrary coefficients can be allowed to remain free (for example q 1 and q 2 ). The four relations obtained are exactly the same for the equation to be equivalent to the integrable DS equation by a local point transformation.
The main consequence of this observation is that we can pick out integrable VCDS equations from a general class of nonintegrable ones.
We give an example of an integrable variable coefficient DS equation with the coefficients defined by
The corresponding equivalence transformation taking this equation to its constant coefficient form is not unique and can be obtained from (2.9) choosing the free functions as T = t, α 0 = β 0 = θ 0 = 0:
The coefficients of the transformed equations will be
as can be read off from (2.17).
There is another classification of the coefficients if p 1 and q 2 are assumed to be free. In this setting the infinitesimal generator can be written as 
Here g(t), h(t) and m(t) are arbitrary functions and Φ is as follows
The above generators are formulated for the coefficients given in Table 1 . After some tedious computation we find that the commutation relations among the generators satisfy
(3.13)
They imply that the integrable vcDS symmetry algebra L admits a Levi-decomposition
where {X(τ )} is an infinite-dimensional simple algebra and {Y (g), Z(h), W (m)} is the nilradical of L.
In the special case where all coefficients are constants (the standard DS system)
15) an isomorphic Lie algebra is realized when α 1 γ 1 + α 2 = 0. The corresponding commutation relations can be extracted from (3.13) by choosing k 0 = 0 along with a suitable rearrangement of the constants k 1 , r 10 . The functions G 1 , G 2 , G 3 , G 4 of (3.13) simplify to
We summarize our results as theorems.
Theorem 3.1
The variable coefficient DS (vcDS) system (1.2) admits the (centerless) Virasoro algebra as a symmetry algebra if and only if the coefficients satisfy the relations of Table 1 or Table 2 .
Theorem 3.2 Under the conditions of Table 1 or Table 2 the symmetry algebra of the vcDS system is isomorphic to that of the integrable standard DS (sDS) system and a point transformation, a special case of the equivalence transformation (2.9), exists transforming among each other.
(b) We now let A 3 = p 2 + p 1 r 1 = 0 but ... τ = 0 (τ = τ 2 t 2 + τ 1 t + τ 0 , τ 2 , τ 1 , τ 0 not all zero). Then the Virasoro part of the symmetry algebra is reduced to the finite-dimensional algebra sl(2, R). In this case, instead of (2.13) (or (3.8)) we recover the relation (2.14) which results from eliminating the derivatives of r 1 between the relations A 1 = 0, A 2 = 0 (we discard A 0 ). In summary, the relations between the coefficients turn out to be less restrictive (only three relations). The original system can no longer be integrable.
The case τ (t) = 0: In this case the symmetry algebra is generated by
without any restriction on the coefficients p 1 , p 2 , q 1 , q 2 , r 1 , r 2 .
Remark 3.1 If we apply our results for the KMV invariance requirements to the canonical vcDS (cvcDS) equation in which p 1 = p 2 = q 2 = 1, and the other coefficients are arbitrary we find that cvcDS equation must be constant coefficient one.
Solutions of the vcDS system 4.1 Solutions from simple solutions
One can make use of the symmetry group (2.18a) to generate new solutions of the vcDS system from simple ones, for example stationary solutions, regardless of integrability. We looked for lump type stationary solutions which were first constructed and used by Ozawa in [9] to prove the existence of blow-up solutions to the focusing DS II system (related to (1.1) by the exchange x ↔ y and w ↔ w y ) based on SL(2, R) invariance (also called pseudo-conformal invariance). We found that the vcDS system also admits the lump-type solution ψ(x, y) = 1 1 + αx 2 + βy 2 , w = ∂ ∂y
where α, β, γ are arbitrary constants, if the coefficients of (1.2) satisfy
(4.2) These conditions fall into those for the DS to be integrable or transformable to the integrable standard DS. Namely, conditions (2.15)-(2.16) are satisfied.
The special choice α = β > 0, p 1 > 0 (then r 1 = 1, r 2 = 4αγ are necessarily constants and p 2 , q 1 , q 2 are proportional to an arbitrary p 1 ) corresponds to a focusing (q 1 < 0) integrable case (vcDS I or vcDS II). In this case an application of the symmetry group action (2.19) to the above-mentioned lump solutionψ = Ψ α (x, y)
depending on a parameter α can be used in exactly the same manner as in Ozawa's approach [9] to obtain exact blow up solution ψ α ∈ L 2 (R 2 ), but ψ α ∈ H 1 in finite time for a Cauchy problem with a special initial data ψ(0, x, y) for the vcDS system by an appropriate choice of the group parameters a, b, c.
We note that a numerical study of the long time behaviour and potential blowup solutions to the focusing DS II (hyperbolic-elliptic case) equation has recently appeared in [16] . Solutions obtained by transforming lump solutions through the symmetry transformations for the vcDS equations can be useful for testing numerical schemes for such equations.
On the other hand, the equivalence group (2.9) can also be used to transform the stationary solutions ψ(x, y) and w(x, y) to new solutions of the vcDS system depending on four arbitrary functions of time. The stationary DS system
is invariant under a four-dimensional solvable symmetry algebra with structure
Applying translational symmetry transformations x → x − a 1 /a 3 and y → y − a 2 /a 3 we can remove e 1 , e 2 from the general symmetry element V = a 1 e 1 +a 2 e 2 +a 3 e 3 +a 4 e 4 if a 1 , a 2 , a 3 = 0. So it is enough to look at reductions by V = e 3 +ae 4 , a ∈ R. However, the corresponding reduced ODE system (we do not spell out here) is too complicated to be tractable by known standard analytical techniques.
Symmetry reduction in the generic case
We will perform the symmetry reduction in the generic case in which the symmetry algebra is nilpotent (τ = 0), namely when generated by the vector field
In terms of the invariants t and ξ = h(t)x − g(t)y, the reduction formulas (invariant solutions) are given by
Substitution of (4.5) and (4.6) into (1.2) leads to the reduced system
Equation (4.8) can be integrated twice with respect to ξ to obtain
Here ν 0 (t) and ν 1 (t) are arbitrary functions. Substituting (4.9) into equation (4.7) we obtain a generalized nonlinear Schrödinger equation for Ψ with coefficients depending on ξ and time:
10) where
The equivalence transformation for (4.10) is given by Ψ(ξ, t) = R(t) exp[i(θ 2 (t)ξ 2 + θ 1 (t)ξ + θ 0 (t))]Ω(X, T ), (4.12a) X = X 1 (t)ξ + X 0 (t), T = T (t). If we furthermore set X 
Conclusions
The usual DS equations are known to allow an infinite dimensional symmetry algebra with a Kac-Moody-Virasoro structure when it is completely integrable. In the same spirit, we have analyzed the conditions on the coefficients of the variable coefficient DS equations when the symmetry algebra preserves the same loop structure. We have shown that under these conditions the corresponding system is equivalent to the integrable DS one by a local point transformation. Consequently, this special class of variable coefficient DS equations can be considered as completely integrable variable coefficient generalization. We have reproduced the symmetry group of the DS system by using the equivalence group of the vcDS system without having recourse to integrating the symmetry algebra. We have discussed how the equivalence group and the symmetry group can be used to generate solutions depending on four arbitrary functions from stationary solutions like lump solutions of Ozawa type. In the generic case we have presented reduction to the NLS equation.
Finally, we would like to emphasize that it would be of great interest to rework the derivation of the DS equations under different variable physical conditions. The individual variable coefficients figuring in the system would then make physical sense.
