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Abstract
We prove the existence of tempered and non-tempered pullback attractors for two
dimensional Navier-Stokes equations on unbounded domains satisfying Poincare´ in-
equality, for the case in which a forcing term involving memory effects appears. Our
proof uses an energy method and is valid for the autonomous and non-autonomous
cases.
Key words: Navier-Stokes equations, delays terms, unbounded domains,
asymptotic compactness, attractors.
1 Introduction
Navier-Stokes equations have received very much attention over the last decades
due to their importance in the understanding of fluid motion and turbulence.
No doubt at all, the asymptotic behaviour of general dynamical systems, and
particularly for the NS equations, is an interesting and challenging problem,
since it can provide useful information on the future evolution of the system
(see [5–7,9,11,18,19] amongst others).
Very recently, in [2–4] there started the research involving Navier-Stokes mod-
els in which the forcing term contains some hereditary features. These situa-
tions may appear, for instance, when we want to control the system by apply-
ing a force which takes into account not only the present state of the system
but the history of the solutions.
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After establishing some sufficient conditions ensuring the exponential behaviour
of solutions to a 2DNavier-Stokes delay model (essentially when the viscosity
is large, and every solution converges towards the unique stationary solution,
cf. [3] ), the attractor is the next interesting concept to study under more
relaxed assumptions.
More precisely, when the viscosity is small one can expect something similar
to what happens in the non-delay framework, i.e., the existence of a compact
invariant attracting set (a global attractor for the associated semigroup). But
on this framework, it is necessary to be careful with the analysis, concretely
with the phase space in order to consider the associated semigroup. In fact,
the dynamical system needs to be defined in a phase space of trajectories.
Although for some particular cases, the resulting abstract equation becomes
autonomous (e.g. for constant delays) and the standard techniques for au-
tonomous dynamical systems can be adapted to solve the problem, most cases
need a non-autonomous model to describe the system and, consequently, a
non-autonomous technique is necessary to handle the problem. Concretely, in
[4] the authors study the existence of pullback attractors for non-autonomous
systems (although other options are also valid, as kernel sections or skew-
product formalism).
However, a crucial point in this last work is that the process is compact (the
boundedness of the domain plays a crucial role for compact Sobolev embed-
ding). Autonomous and non-autonomous problems without the compactness
property and in a non-delay framework have been treated, for instance, in
[14,13,1]. Existence, uniqueness, and exponential stability of the stationary
solution in the case of some unbounded domains and with presence of delays
was studied in [8].
The purpose of this paper is to extend the above results on attractors to the
case where the domain Ω is not necessarily bounded, under more relaxed con-
ditions than in [8], by the way of proving an asymptotic compactness property.
Namely, we extend some of the results in [4] to the case of unbounded domains
satisfying Poincare´ inequality. In our proof there is no need of regularity of the
boundary of Ω. A crucial point is that we make use of the tempered frame-
work, which also allows us to ensure existence and some nice properties on
the attractor for the non-tempered case. Both situations have an immediate
translation into the autonomous case.
The contents of the rest of the paper are as follows. In Section 2 we will pose
the statement of the problem. Section 3 is devoted to recall some useful results
on dynamical systems and attractor theory, pointing out specially the benefit
of tempered framework. In Section 4 the construction of the process and the
main results are given. Namely, these are continuity properties of the process,
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existence of an absorbing set, and asymptotic compactness in a suitable uni-
verse, to conclude with the existence of tempered and non-tempered pullback
attractors.
2 Statement of the problem
Let Ω ⊂ R2 be an open set with boundary Γ. We do not suppose that Γ is
regular, and Ω is not necessarily bounded, but satisfies a Poincare´ inequality,
i.e., there exists λ1 > 0 such that∫
Ω
|φ|2dx ≤ 1
λ1
∫
Ω
|∇φ|2dx, for all φ ∈ H10 (Ω). (1)
We consider the following functional Navier-Stokes problem:

∂u
∂t
− ν∆u+∑2i=1 ui ∂u∂xi = f(t)−∇p+ g(t, ut) in (τ,+∞)× Ω,
div u = 0 in (τ, T )× Ω,
u = 0 on (τ,+∞)× Γ,
u(τ, x) = u0(x), x ∈ Ω,
u(t, x) = φ(t− τ, x), t ∈ (τ − h, τ) x ∈ Ω,
where ν > 0 is the kinematic viscosity, u is the velocity field of the fluid, p the
pressure, τ ∈ R the initial time, u0 the initial velocity field, f a nondelayed
external force field, g another external force with some hereditary character-
istics and φ the initial datum in the interval of time (−h, 0), where h is a
fixed positive number. We denote by ut the function defined on (−h, 0) by the
relation ut(s) = u(t+ s), s ∈ (−h, 0).
To set our problem in the abstract framework, we consider the usual abstract
spaces:
V =
{
u ∈ (C∞0 (Ω))2 : div u = 0
}
,
H = the closure of V in (L2(Ω))2 with the norm |·| , and inner product (·, ·)
where for u, v ∈ (L2(Ω))2,
(u, v) =
2∑
j=1
∫
Ω
uj(x)vj(x)dx,
V = the closure of V in (H10 (Ω))2 with the norm ‖·‖ associated to the inner
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product ((·, ·)), where for u, v ∈ (H10 (Ω))2,
((u, v)) =
2∑
i,j=1
∫
Ω
∂uj
∂xi
∂vj
∂xi
dx.
It follows that V ⊂ H ≡ H ′ ⊂ V ′, where the injections are dense and con-
tinuous. We will use ‖·‖∗ for the norm in V ′ and 〈·, ·〉 for the duality 〈V ′, V 〉 .
Now we define A : V → V ′ by 〈Au, v〉 = ((u, v)), and the trilinear form b on
V × V × V by
b(u, v, w) =
2∑
i,j=1
∫
Ω
ui
∂vj
∂xi
wjdx u, v, w ∈ V.
Let us denote B : V ×V → V ′ the operator given by 〈B(u, v), w〉 = b(u, v, w),
for all u, v, w ∈ V, and B(u) = B(u, u).
We remember that
b(u, v, w) = −b(u,w, v), for all u, v, w ∈ V,
and in particular
b(u, v, v) = 0, for all u, v ∈ V.
The following inequality holds (see [12]):
|b(u, v, u)| ≤ 2−1/2|u|‖u‖‖v‖, for all u, v ∈ V.
We denote CH = C
0([−h, 0];H), and L2X = L2(−h, 0;X) for X = H, V, V ′.
Now, we establish suitable hypotheses on the term containing the delay. Let
g : R× CH → (L2(Ω))2 satisfy the following assumptions:
(I) for all ξ ∈ CH , the function t ∈ R→ g(t, ξ) ∈ (L2(Ω))2 is measurable,
(II) g(t, 0) = 0, for all t ∈ R,
(III) there exists Lg > 0 such that for all t ∈ R, and for all ξ, η ∈ CH ,
|g(t, ξ)− g(t, η)| ≤ Lg‖ξ − η‖CH ,
(IV) there exists Cg > 0 such that for all τ ≤ t, and for all u, v ∈ C0([τ−h, t];H),∫ t
τ
|g(s, us)− g(s, vs)|2ds ≤ C2g
∫ t
τ−h
|u(s)− v(s)|2ds.
Observe that (I)-(III) imply that given u ∈ C0([τ − h, T ];H), the function
gu : t ∈ [τ, T ]→ (L2(Ω))2 defined by gu(t) = g(t, ut) ∀ t ∈ [τ, T ], is measurable
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and, in fact, belongs to L∞(τ, T ; (L2(Ω))2). Then, thanks to (IV), the mapping
G : u ∈ C0([τ − h, T ];H)→ gu ∈ L2(τ, T ; (L2(Ω))2)
has a unique extension to a mapping G˜ which is uniformly continuous from
L2(τ−h, T ;H) into L2(τ, T ; (L2(Ω))2). From now on, we will denote g(t, ut) =
G˜(u)(t) for each u ∈ L2(τ −h, T ;H), and thus property (IV) will also hold for
all u, v ∈ L2(τ − h, T ;H).
We will suppose that g also satisfies:
(V) if O is a bounded open subset of Ω, and the sequence {vm} ⊂ L2(τ−h, T ;H)
converges to v strongly in L2(τ − h, T ; (L2(O))2), with v ∈ L2(τ − h, T ;H),
then g(·, vm· ) converges weakly to g(·, v·) in L2(τ, T ; (L2(O))2).
Let us assume now that u0 ∈ H, φ ∈ L2H , f ∈ L2loc(R;V ′), and g : R× CH →
(L2(Ω))2 satisfies hypotheses (I)-(V). Examples of such operators g can be
found in [8, Sec.3].
For each τ ∈ R we consider the problem:

To find u ∈ L2(τ − h, T ;H) ∩ L2(τ, T ;V ) ∩ L∞(τ, T ;H) ∀T > τ,
d
dt
u(t) + νAu(t) +B(u(t)) = f(t) + g(t, ut) in D′(τ,+∞;V ′),
u(0) = u0, u(t) = φ(t− τ), for a.a. t ∈ (τ − h, τ).
(2)
The following result can be proved in the same manner as the existence and
uniqueness theorem proved in [8]:
Theorem 1 Let u0 ∈ H, φ ∈ L2(−h, 0;H), f ∈ L2loc(R;V ′), and assume that
g : R × CH → (L2(Ω))2 satisfies hypotheses (I)-(V). Then, for each τ ∈ R,
there exists a unique solution of (2), denoted u(t, τ, u0, φ), which, in addition,
belongs to C0([τ,+∞);H).
3 Preliminaries on attractors
Our goal is to study the asymptotic behaviour for solutions of the problem (2).
The possibly unbounded character of the domain and the lack of regularity
of its boundary do not allow us to apply directly the techniques of compact
semiflows and semiprocesses for this problem. Here we recall briefly some of
the essential concepts and results in order to state existence of attractor for
the dynamical system associated to (2) (see also [1,7,15] ).
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We make the exposition for non-autonomous dynamical systems, so the au-
tonomous case (which has neither been studied to our knowledge) will be a
particular case also valid from our treatment.
In order to start our discussion for the theory of pullback attractors for nonau-
tonomous dynamical systems, we need to modify the concept of semiflow, since
the initial time is just as important as the final time.
Instead of a family of one time-dependent maps S(t), we need to use a process
(also called a two-parameter semigroup) on a metric space (X, d). This is a
family of continuous mappings S(t, τ) : X → X, t ≥ τ, with the properties
S(t, t)x = x, and S(t2, t1)S(t1, t0) = S(t2, t0) for all t0 ≤ t1 ≤ t2.
The main ingredients to obtain an attractor without clear compactness con-
ditions are the following:
Let us denote P(X) the family of all nonempty subsets of X, and suppose D
is a nonempty class of parameterized sets D̂ = {D(t) : t ∈ R} ⊂ P(X).
Definition 2 The process S(t, τ) is said to be pullback D−asymptotically
compact if for any t ∈ R, any D̂ ∈ D, any sequence τn → −∞, and any
sequence xn ∈ D(τn), the sequence {S(t, τn)xn} is relatively compact in X.
Let us denote by dist(C1, C2) the Hausdorff semidistance between C1 and C2,
i.e.
dist(C1, C2) = sup
x∈C1
inf
y∈C2
d(x, y) for C1, C2 ⊂ X.
The property given in Definition 2 is enough to prove in a standard way the
following result:
Proposition 3 Let us assume that the process S(t, τ) is pullback D−asymptotically
compact. For each D̂ ∈ D, we define the omega-limit of D̂ at time t as the set
given by
Λ(t, D̂) =
⋂
τ≤t
⋃
s≤τ
S(t, s,D(s))
 .
This set is a non-empty compact subset of X, it attracts D̂ in the pullback
sense, i.e.:
lim
τ→−∞ dist(S(t, τ,D(τ)),Λ(t, D̂)) = 0,
and it is invariant for S, i.e.:
S(t, τ,Λ(τ, D̂)) = Λ(t, D̂) ∀t ≥ τ.
Definition 4 It is said that B̂ = {B(t) : t ∈ R} ∈ D is pullback D−absorbing
for the process S if for any t ∈ R and any D̂ ∈ D, there exists a τ0(t, D̂) ≤ t
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such that
S(t, τ)D(τ) ⊂ B(t) for all τ ≤ τ0(t, D̂).
Joining the concepts given in Definitions 2 and 4 we have the following result
(cf. [1]):
Theorem 5 Let us suppose that the process S is pullback D−asymptotically
compact, and that B̂ = {B(t) : t ∈ R} ∈ D is a family of pullback D−absorbing
sets for S. Then, the family A = {A(t) : t ∈ R} ⊂ P(X) defined by
A(t) = Λ(B̂, t), t ∈ R, (3)
has the following properties:
(1) the set A(t) is compact for any t ∈ R,
(2) A is pullback D−attracting, i.e.
lim
τ→−∞ dist(S(t, τ)D(τ),A(t)) = 0 for all D̂ ∈ D,
(3) A is invariant, i.e.
S(t, τ)A(τ) = A(t) for all τ ≤ t,
(4) and
A(t) = ⋃
D̂∈D
Λ(D̂, t) for t ∈ R.
The family A, called the global pullback D−attractor for the process S, is
minimal in the sense that if Ĉ = {C(t) : t ∈ R} ⊂ P(X) is a family of
closed sets such that
lim
τ→−∞ dist(S(t, τ)B(τ), C(t)) = 0,
then A(t) ⊂ C(t).
Remark 6 (i) If we assume that B(t) is closed for all t ∈ R, and the family
D is inclusion-closed (i.e. if D̂ ∈ D, and D̂′ = {D′(t) : t ∈ R} ⊂ P(X) with
D′(t) ⊂ D(t) for all t, then D̂′ ∈ D), then the pullback D−attractor A belongs
to D, and it is the unique family in D satisfying properties (1)–(3) above.
(ii) An important feature in the above result is that the attractor, as properly
claimed in the statement, is compact and invariant.
Without the assumption of existence of a pullback D−absorbing family for S,
from Proposition 3 one is only able to show that A(t) =
⋃
D∈D Λ(t,D) is a
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closed set, that attracts all elements from D, but it is only positively invari-
ant, i.e. A(t) ⊂ S(t, τ, A(τ)). To prove the other inclusion, a compactness
assumption on A(τ) would suffice.
This last assumption holds in the framework of the theorem, and also if one
considers a subclass E ⊂ D as universe, which will be used below to show the
existence of different kind of attractors. (cf. Corollary 21).
4 Construction of the process and main result
In order to apply the theory of the previous section, we need to construct a
process associated to problem (2).
We consider the Hilbert space M2H = H × L2H with the norm
‖(u0, ϕ)‖2M2H = |u
0|2 +
∫ 0
−h
|ϕ(s)|2ds.
Taking into account Theorem 1, we can consider the family of mappings
S(t, τ) :M2H →M2H given by
S(t, τ)(u0, ϕ) =
(
u(t, τ, u0, ϕ), ut(·, τ, u0, ϕ)
)
, (u0, ϕ) ∈M2H , t ≥ τ. (4)
For technical reasons it will also be convenient to consider the Hilbert space
M2V = H × L2V with the norm
‖(u0, ϕ)‖2M2V = |u
0|2 +
∫ 0
−h
‖ϕ(s)‖2ds.
Remark 7 Observe that when the elapsed time t− τ is bigger than h, S(t, τ)
maps M2H into M
2
V .
To check we have a properly continuous process, we give firstly the following
result:
Lemma 8 Let (u0, ϕ), (v0, ψ) ∈M2H , be two couples of initial data for problem
(2). Under the assumptions of Theorem 1, denote u(·) = u(·, τ, u0, ϕ) and
v(·) = v(·, τ, v0, ψ) the corresponding solutions to (2). Then,
|u(t)−v(t)|2 ≤
(
|u0 − v0|2 + ‖ϕ− ψ‖2L2H
)
exp
(∫ t
τ
(
1
2ν
‖u(s)‖2 + C2g + 1)ds
)
, ∀t ≥ τ,
(5)
and
ν
∫ t
τ
‖u(s)− v(s)‖2ds ≤
(
|u0 − v0|2 + ‖ϕ− ψ‖2L2H
)
× (6)
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×
[
1 +
(∫ t
τ
(
1
ν
‖u(s)‖2 + C2g + 1)ds
)
exp
(∫ t
τ
(
1
ν
‖u(s)‖2 + C2g + 1)ds
)]
, ∀t ≥ τ.
Proof. Writing the equation for the difference of u and v we have
d
dt
(u− v) + νA(u− v) +B(u)−B(v) = g(t, ut)− g(t, vt).
Let us denote w = u− v. Then, for any t > τ
1
2
d
dt
|w(t)|2 + ν‖w(t)‖2 + 〈B(u(t))−B(v(t)), w(t)〉 = (g(t, ut)− g(t, vt), w(t)).
Using that (B(u)−B(v), w) = b(w, u, w), and the estimate (non-optimal but
more clear) |b(w, u, w)| ≤ |w|‖u‖‖w‖, one has
d
dt
|w(t)|2 + 2ν‖w(t)‖2≤ 2|w(t)|‖u(t)‖‖w(t)‖
+2|g(t, ut)− g(t, vt)||w(t)|. (7)
Young inequality gives
2|w|‖u‖‖w‖ ≤ 1
2ν
|w|2‖u‖2 + 2ν‖w‖2 and
2|g(t, ut)− g(t, vt)||w(t)| ≤ 1
C2g
|g(t, ut)− g(t, vt)|2 + C2g |w|2.
Putting this in (7) and integrating in [τ, t] we obtain
|w(t)|2−|w(τ)|2 ≤
∫ t
τ
(
1
2ν
|w(s)|2‖u(s)‖2 + 1
C2g
|g(s, us)− g(s, vs)|2 + C2g |w(s)|2
)
ds.
Taking into account (IV) one has
∫ t
τ
|g(s, us)− g(s, vs)|2ds≤C2g
∫ t
τ−h
|u(s)− v(s)|2ds
=C2g‖ϕ− ψ‖2L2H + C
2
g
∫ t
τ
|w(s)|2ds.
Now we deduce
|w(t)|2 ≤ |u0−v0|2+‖ϕ−ψ‖2L2H+
∫ t
τ
(
1
2ν
‖u(s)‖2 + C2g + 1
)
|w(s)|2ds, ∀t ≥ τ.
(8)
Applying Gronwall lemma we obtain (5). Now, using (5) in (7) we deduce (6).
We are now able to establish, as an immediate consequence, the following
result.
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Theorem 9 Under the assumptions of Theorem 1, the family of maps S(·, ·)
defined in (4) is a process in M2H . In fact, S(t, τ) : M
2
H → M2H is locally
Lipschitz continuous, i.e. for any t ≥ τ and any bounded set B ⊂ M2H , there
exists a constant L(B, t, τ) > 0 such that for any couple (u0, φ), (v0, ψ) ∈ B
‖S(t, τ)(u0, φ)− S(t, τ)(v0, ψ)‖M2H ≤ L(B, t, τ)‖(u0, φ)− (v0, ψ)‖M2H .
Remark 10 Although it will not be useful here, let us observe that from esti-
mates in Lemma 8 we can also conclude that S defines a continuous process
on CH .
We will also need the following continuity result for S in a weak sense.
Proposition 11 Let us suppose that conditions from Theorem 1 hold. Then,
for any sequence such that
(u0,n, φ0,n)⇀ (u0, φ0) weakly in M2V (9)
and
dφ0,n
ds
⇀
dφ0
ds
weakly in L2V ′ , (10)
the following convergences hold for any t ≥ τ and any open bounded subset
O ⊂ Ω:
u(t, τ, u0,n, φ0,n)⇀u(t, τ, u0, φ0) weakly in H, (11)
u(·, τ, u0,n, φ0,n)⇀u(·, τ, u0, φ0) weakly in L2(τ − h, t;V ), (12)
ut(·, τ, u0,n, φ0,n)⇀ut(·, τ, u0, φ0) weakly in L2V , (13)
u(·, τ, u0,n, φ0,n)→u(·, τ, u0, φ0) strongly in L2(τ − h, t; (L2(O))2). (14)
Proof. Let us fix t > τ and a bounded open subset O ⊂ Ω. Denote for short
un(·) = u(·, τ, u0,n, φ0,n), and u(·) = u(·, τ, u0, φ0) the corresponding solutions
to problem (2). Observe that by Lemma 8 one has uniform bounds of un and u
in L∞(τ, t;H) and L2(τ, t;V ). Observe that un belongs to C([τ, t];H), so there
exists ξ ∈ H and v ∈ L2(τ, t;V ) such that, for a subsequence {un′} ⊂ {un},
un
′
(t)⇀ ξ weakly in H
and
un
′
⇀ v weakly in L2(τ, t;V ).
Observe also that analogously to [14,16,8] we have that φ0,n|O is relatively
compact in the strong topology of L2(−h, 0; (L2(O))2).
Proceeding similarly to the existence theorem in [8] we see that ξ = u(t) (in
order to prove it, take a continuous differentiable function ψ with ψ(t) 6= 0,
and compare the obtained equalities). This proves (11).
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Property (12) comes from the fact that un
′
⇀ v weakly in L2(τ, t;V ) and the
uniqueness of solution corresponding to initial data (u0, φ0). Therefore, v = u
over (τ, t). Now, (13) is a trivial consequence of (12). Reasoning as in Lemma
2.4 in [8] we can also obtain that from {un′} we can extract a subsequence
{un′′} satisfying (14). Finally, that (11)-(14) hold for the whole sequence can
be seen by a contradiction argument taking into account the uniqueness of u.
4.1 Existence of a bounded absorbing set
In order to obtain a bounded absorbing set for the dynamical system S in an
adequate universe, we have the following result.
Proposition 12 Let us suppose that assumptions in Theorem 1 and the in-
equality νλ1 > Cg hold. Assume also that there exists a valuem ∈ (0, 2νλ1 − 2Cg)
such that for every u ∈ L2(τ − h, t;H),∫ t
τ
ems|g(s, us)|2ds ≤ C2g
∫ t
τ−h
ems|u(s)|2ds, for any t ≥ τ. (15)
Then, if we fix β ∈ (0, 2ν − 2Cgλ−11 −mλ−11 ), and we denote
η := 2ν − 2Cgλ−11 −mλ−11 − β > 0, (16)
we have the inequality
|u(t, τ, u0, φ)|2 + ηe−mt
∫ t
τ
ems‖u(s, τ, u0, φ)‖2ds
≤ em(τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + β
−1e−mt
∫ t
τ
ems‖f(s)‖2∗ds (17)
for all t ≥ τ and any (u0, φ) ∈M2H .
Proof. Let us denote u(t) = u(t, τ, u0, φ). From the equation satisfied by u(t)
we have
d
dt
(
emt|u(t)|2
)
=memt|u(t)|2 − 2νemt‖u(t)‖2
+2emt〈f(t), u(t)〉+ 2emt(g(t, ut), u(t)).
By Young inequality, with constant β to be fixed later on,
2emt〈f(t), u(t)〉 ≤ β−1emt‖f(t)‖2∗ + emtβ‖u(t)‖2,
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and then, if we integrate in [τ, t], we obtain
emt|u(t)|2≤ emτ |u(τ)|2 +
(
m
λ1
− 2ν + β
) ∫ t
τ
ems‖u(s)‖2ds
+β−1
∫ t
τ
ems‖f(s)‖2∗ds+ 2
∫ t
τ
ems(g(s, us), u(s))ds.
Observe that thanks to (15) the last term can be majorized by
2
∫ t
τ
ems(g(s, us), u(s))ds≤ 2
(∫ t
τ
ems|g(s, us)|2ds
)1/2 (∫ t
τ
ems|u(s)|2ds
)1/2
≤ 2Cg
∫ t
τ−h
ems|u(s)|2ds
≤ 2Cgemτ‖φ‖2L2H + 2Cg
∫ t
τ
ems|u(s)|2ds.
Therefore, we conclude that
emt|u(t)|2≤ emτ |u(τ)|2 + 2Cgemτ‖φ‖2L2H
+
(
mλ−11 − 2ν + β + 2Cgλ−11
) ∫ t
τ
ems‖u(s)‖2ds
+β−1
∫ t
τ
ems‖f(s)‖2∗ds,
whence the result follows.
As a consequence of Proposition 12, we obtain the following estimate.
Corollary 13 Let us assume all the assumptions and notations in Proposition
12. Then, for any r > 0 and any τ ≤ t− r, we have
η
∫ t
t−r
‖u(s, τ, u0, φ)‖2ds≤ em(r+τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H
+β−1em(r−t)
∫ t
τ
ems‖f(s)‖2∗ds (18)
for any (u0, φ) ∈M2H , where η is given by (16)
Proof. Let us fix r > 0, τ ≤ t − r, (u0, φ) ∈ M2H , and denote u(·) =
u(·, τ, u0, φ).
From (17) we obtain in particular that
η
∫ t
τ
ems‖u(s)‖2ds ≤ emτ (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + β
−1
∫ t
τ
ems‖f(s)‖2∗ds. (19)
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But, as τ ≤ t− r,
∫ t
τ
ems‖u(s)‖2ds≥
∫ t
t−r
ems‖u(s)‖2ds
≥ em(t−r)
∫ t
t−r
‖u(s)‖2ds,
and consequently we obtain (18).
From now on, we will assume all the assumptions in Proposition 12, and
moreover that f satisfies∫ t
−∞
ems‖f(s)‖2∗ds < +∞ for all t ∈ R. (20)
We now define the universe Dm of tempered set we will use.
Definition 14 Let Rm be the set of all functions r : R→ (0,+∞) such that
lim
t→−∞ e
mtr2(t) = 0.
We will denote by Dm the class of all families D̂ = {D(t) : t ∈ R} ⊂ P(M2H)
such that D(t) ⊂ BM2H (0, rD̂(t)), for some rD̂ ∈ Rm, where BM2H (0, rD̂(t))
denotes the closed ball in M2H centered at zero with radius rD̂(t).
Observe that Dm is inclusion-closed. Now, we can state the main result in this
section, about the existence of an adequate Dm-pullback absorbing set for the
process S(·, ·) defined by (4). Although it is immediate from Proposition 12
that the family B˜m = {BM2H (0, R˜m(t))}t∈R, with
R˜2m(t) = β
−1 (1 + hemh) e−mt ∫ t
−∞
ems‖f(s)‖2∗ds+ 1,
verifies such condition, we will need, namely to apply Proposition 11, to obtain
a different Dm-pullback absorbing set.
Proposition 15 Under the assumptions and notation of Proposition 12, sup-
pose that f satisfies (20), and define
rm(t) = β
−1e−mt
∫ t
−∞
ems‖f(s)‖2∗ds.
Then, the family B̂m given by
Bm(t) =
(v0, ψ) ∈M2V : ‖(v0, ψ)‖M2V ≤ Rm(t),
∥∥∥∥∥dψds
∥∥∥∥∥
L2
V ′
≤ ρm(t)
 t ∈ R,
(21)
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with Rm(t) > 0 and ρm(t) > 0 defined respectively by
R2m(t)= 1 + (1 + η
−1emh)rm(t),
ρ2m(t)= 4
∫ t
t−h
‖f(s)‖2∗ds
+4η−1e2mhrm(t)(ν2 + C2gλ
−2
1 + rm(t)) + 1,
is pullback Dm−absorbing for the process S(·, ·) defined by (4).
Proof. Observe that for any t ∈ R,
Bm(t) ⊂
{
(v0, ψ) ∈M2H : ‖(v0, ψ)‖2M2H ≤ R
2
m(t)
}
,
with
lim
t→−∞R
2
m(t)e
mt = 0,
and therefore B̂m ∈ Dm.
Let us fix t ∈ R. The first part of the claim, that concerns the asymptotic
estimate using Rm(t), can be proved as follows.
From Corollary 13, taking r = h, we obtain that for any τ ≤ t− h, we have
‖ut(·, τ, u0, φ)‖2L2V ≤ η
−1em(h+τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H
+η−1β−1em(h−t)
∫ t
−∞
ems‖f(s)‖2∗ds (22)
for any (u0, φ) ∈M2H .
From this inequality, (17) and the definition of Rm(t), we obtain
‖S(t, τ)(u0, φ)‖2M2V ≤ (1 + η
−1emh)em(τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H +R
2
m(t)− 1
(23)
for all τ ≤ t− h and any (u0, φ) ∈M2H .
Now, for the second part of the claim, that concerns the asymptotic estimate
using ρm(t), let us suppose that τ ≤ t − 2h and denote u(t) = u(t, τ, u0, φ).
From the equation satisfied by u, we immediately have
∥∥∥∥∥du(s)ds
∥∥∥∥∥∗≤ ν‖u(s)‖+ ‖B(u(s))‖∗ + ‖f(s)‖∗ + ‖g(s, us)‖∗
≤ ν‖u(s)‖+ |u(s)|‖u(s)‖+ ‖f(s)‖∗ + λ−1/21 |g(s, us)|, s ≥ τ.
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Therefore,
∫ t
t−h
∥∥∥∥∥du(s)ds
∥∥∥∥∥
2
∗
ds≤
∫ t
t−h
(
4ν2‖u(s)‖2 + 4|u(s)|2‖u(s)‖2
+4‖f(s)‖2∗ + 4λ−11 |g(s, us)|2
)
ds. (24)
Observe that by (II) and (IV),∫ t
t−h
|g(s, us)|2ds ≤ C2gλ−11
∫ t
t−2h
‖u(s)‖2ds,
and thus, by (24) we have
∫ t
t−h
∥∥∥∥∥du(s)ds
∥∥∥∥∥
2
∗
ds≤ 4
∫ t
t−h
‖f(s)‖2∗ds+ 4
∫ t
t−h
|u(s)|2‖u(s)‖2ds
+4(ν2 + C2gλ
−2
1 )
∫ t
t−2h
‖u(s)‖2ds (25)
Now observe that by (17), for all s ∈ [t− h, t] one has
|u(s)|2≤ em(τ−s) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + β
−1e−ms
∫ s
τ
emr‖f(r)‖2∗dr
≤ emhem(τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + e
mhrm(t). (26)
Also, by Corollary 13 with r = 2h, we have∫ t
t−2h
‖u(s)‖2ds ≤ η−1e2mhem(τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + η
−1e2mhrm(t). (27)
Thus, if we denote
C(t, τ, u0, φ) = emhem(τ−t) (1 ∨ 2Cg) ‖(u0, φ)‖2M2H + e
mhrm(t),
we deduce from (22), (25), (26) and (27) that
∥∥∥∥∥ ddsut(s, τ, u0, φ)
∥∥∥∥∥
2
L2
V ′
≤ 4η−1C(t, τ, u0, φ)[emh(ν2 + C2gλ−21 ) + C(t, τ, u0, φ)]
+4
∫ t
t−h
‖f(s)‖2∗ds (28)
for all τ ≤ t− 2h and any (u0, φ) ∈M2H .
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Now, it is easy to see from (23), (28) and the definition of Dm, that the family
B̂m given by (21) is pullback Dm−absorbing for the process S(·, ·).
4.2 Asymptotic compactness
In this section we prove, under an additional assumption on g, that the pro-
cess S is pullback Dm−asymptotically compact. We will assume that g also
satisfies:
(VI) If (u¯0,n, φ¯n)⇀ (u¯0, φ¯) weakly in M2V and
dφ¯n
ds
⇀
dφ¯
ds
weakly in L2V ′ , then
lim
n→+∞
∫ b
a
(
g(s, us(·, a, u¯0,n, φ¯n)), u(s, a, u¯0,n, φ¯n)
)
ds
=
∫ b
a
(
g(s, us(·, a, u¯0, φ¯)), u(s, a, u¯0, φ¯)
)
ds,
for any a < b.
Remark 16 In our framework, condition (VI) is satisfied for instance if g
acts on a bounded set, that is, it contains as a multiplicative term the charac-
teristic function χO, with O a bounded set of Ω.
For example, when the function g is defined by g(t, ξ)(x) = χO(x)G(ξ(−ρ(t)(x))),
for a suitable differentiable delay function ρ and a globally Lipschitz contin-
uous mapping G : R2→ R2, all the assumptions above hold (see [2] for more
details and examples).
We will make use of the next simple auxiliary result:
Lemma 17 Suppose that vn converges to zero weakly in L2(a, b;V ) and strongly
in L2(a, b;V ′). Then, it also converges strongly to zero in L2(a, b;H).
Proof. It is immediate, taking into account that∫ b
a
|vn(s)|2ds =
∫ b
a
|〈vn(s), vn(s)〉|ds ≤ ‖vn‖L2(a,b;V ′)‖vn‖L2(a,b;V ).
Proposition 18 Suppose the assumptions in Proposition 15 and that g sat-
isfies (VI). Then, the process S defined by (4) is pullback Dm−asymptotically
compact.
Proof. Let t ∈ R, D̂ ∈ Dm, a sequence τn → −∞, and a sequence (u0,n, φn) ∈
D(τn), be fixed. We must prove that the sequence
S(t, τn)(u
0,n, φn) = (u(t, τn, (u
0,n, φn)), ut(·, τn, (u0,n, φn)))
16
is relatively compact in M2H . We proceed in two steps.
Step 1: We check similarly to [1] the asymptotic compactness in the first com-
ponent of S.
By Proposition 15 we know that B̂m defined by (21) is pullback Dm−absorbing
for S(·, ·) : M2H → M2H . So, for each integer k ≥ 0 there exists τD̂(k) ≤ t − k
such that
S(t− k, τ)D(τ) ⊂ Bm(t− k), ∀τ ≤ τD̂(k). (29)
From (29) and a diagonal argument, we can extract a subsequence {(u0,n′ , φn′)} ⊂
{(u0,n, φn)} such that for each integer k
S(t− k, τn′)(u0,n′ , φn′)⇀ (wk, ψk) weakly in M2V , (30)
d
ds
ut−k(s, τn′)(u0,n
′
, φn
′
)⇀
d
ds
ψk weakly in M2V ′ , (31)
with each (wk, ψk) ∈ Bm(t− k).
Now, we may apply Proposition 11 on each fixed interval [t − k, t] to deduce
that
(w0, φ0)=M2V − weak lim
n′→+∞
S(t, τn′)(u
0,n′ , φn
′
)
=M2V − weak lim
n′→+∞
S(t, t− k)S(t− k, τn′)(u0,n′ , φn′)
=S(t, t− k)[M2V − weak lim
n′→+∞
S(t− k, τn′)(u0,n′ , φn′)]
=S(t, t− k)(wk, ψk). (32)
From (30) with k = 0 we obtain in particular that
|w0| ≤ lim inf
n′→+∞
|u(t, τn′ , u0,n′ , φn′)|. (33)
We will prove now that lim supn′→+∞ |u(t, τn′ , u0,n′ , φn′)| ≤ |w0|, and therefore
conclude (with the weak limit) that the limit is in the strong topology of H.
After that, we will use it to prove that (30) holds (for another subsequence)
also in the strong sense and not only in a weak sense.
Following [14,1] we will denote here
[u]2 = ν‖u‖2 − m
2
|u|2,
which, taking into account that m < 2νλ1, is a Hilbert norm in V equivalent
to ‖u‖.
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From (2) we deduce that for an arbitrary solution u(·, τ, u¯0, φ¯) one has
|u(t, τ, u¯0, φ¯)|2=em(τ−t)|u¯0|2 + 2
∫ t
τ
em(s−t)
{
〈f(s), u(s, τ, u¯0, φ¯)〉 (34)
+(g(s, us(·, τ, u¯0, φ¯)), u(s, τ, u¯0, φ¯))− [u(s, τ, u¯0, φ¯)]2
}
ds.
Consider any fixed value k and so for all τn′ ≤ t− k, applying (34), one has
|u(t, τn′ , u0,n′ , φn′)|2= |u(t, t− k, S(t− k, τn′)(u0,n′ , φn′))|2 (35)
= e−mk|u(t− k, τn′ , u0,n′ , φn′)|2
+2
∫ t
t−k
em(s−t)〈f(s), u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))〉ds
+2
∫ t
t−k
em(s−t)
(
g(s, us(·, t− k, S(t− k, τn′)(u0,n′ , φn′))),
u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))
)
ds
−2
∫ t
t−k
em(s−t)
[
u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))
]2
ds.
Since S(t− k, τn′)(u0,n′ , φn′) ∈ Bm(t− k) for all τn′ ≤ τD˜(k) for all k ≥ 0, we
have that
lim sup
n′→+∞
‖S(t− k, τn′)(u0,n′ , φn′)‖2M2V ≤ R
2
m(t− k), ∀k ≥ 0. (36)
On other hand, by (30), (31) and Proposition 11 we deduce that
u(·, t−k, S(t−k, τn′)(u0,n′ , φn′))⇀ u(·, t−k, wk, ψk) weakly in L2(t− k, t;V ).
(37)
As em(·−t)f(·) ∈ L2(t− k, t;V ′), we deduce that
lim
n′→+∞
∫ t
t−k
em(s−t)〈f(s), u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))〉ds
=
∫ t
t−k
em(s−t)〈f(s), u(s, t− k, wk, ψk)〉ds. (38)
As
(∫ t
t−k e
m(s−t)[v(s)]2ds
)
defines an equivalent norm in L2(t − k, t;V ), we
deduce from (37) that
∫ t
t−k
em(s−t)[u(s, t− k, wk, ψk)]2ds
≤ lim inf
n′→+∞
∫ t
t−k
em(s−t)[u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))]2ds. (39)
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Finally, taking into account condition (VI) we obtain that
lim
n′→+∞
∫ t
t−k
em(s−t)
(
g(s, us(·, t− k, S(t− k, τn′)(u0,n′ , φn′))),
u(s, t− k, S(t− k, τn′)(u0,n′ , φn′))
)
ds
=
∫ t
t−k
em(s−t)
(
g(s, us(·, t− k, wk, ψk)), u(s, t− k, wk, ψk)
)
ds.
This equality, jointly with (35), (36), (38) and (39), give us that
lim sup
n′→+∞
|u(t, τn′ , u0,n′ , φn′)|2
≤ e−mkR2m(t− k) + 2
∫ t
t−k
em(s−t)〈f(s), u(s, t− k, wk, ψk)〉ds
+2
∫ t
t−k
em(s−t)
(
g(s, us(·, t− k, wk, ψk)), u(s, t− k, wk, ψk)
)
ds
−2
∫ t
t−k
em(s−t)[u(s, t− k, wk, ψk)]2ds. (40)
Now, if we write equality (34) for u(t, t − k, wk, ψk) = w0 (remind (32)) we
obtain
|w0|2 = |wk|2e−mk
+2
∫ t
t−k
em(s−t)
{
〈f(s), u(s, t− k, wk, ψk)〉
+(g(s, us(·, t− k, wk, ψk)), u(s, t− k, wk, ψk))
−[u(s, t− k, wk, ψk)]2
}
ds. (41)
Comparing (40) and (41) we deduce
lim sup
n′→+∞
|u(t, τn′ , u0,n′ , φn′)|2 ≤ e−mkR2m(t− k)− e−mk|wk|2 + |w0|2,
and then, taking into account that
lim
k→+∞
e−mkR2m(t− k) = 0,
we obtain
lim sup
n′→+∞
|u(t, τn′ , u0,n′ , φn′)|2 ≤ |w0|2.
From this inequality, jointly with (33) and the weak convergence of u(t, τn′ , u
0,n′ , φn
′
)
to w0 we deduce that
u(t, τn′ , u
0,n′ , φn
′
)→ w0 strongly in H.
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Step 2: Now, we prove the asymptotic compactness in the second component of
S. More exactly, having in mind (30), we will prove that {ut(·, τn′ , u0,n′ , φn′)}n′
has a subsequence that converges in L2H to ψ
0.
Let us denote {θj : j ≥ 0} the sequence of all rational numbers from the
interval [−h, 0]. Observe that reasoning as in Step 1, through a diagonal argu-
ment, we can obtain a subsequence, that we will continue denoting (u0,n
′
, φn
′
),
such that τn′ ≤ t− 2h and for all j there exists w¯j ∈ H such that
lim
n′→+∞
u(t+ θj, τn′ , u
0,n′ , φn
′
) = w¯j in H. (42)
We simply check now an equicontinuity property for the solutions {u(·, τn′ , u0,n′ , φn′)}
in the interval [t− h, t].
Denote un
′
(·) = u(·, τn′ , u0,n′ , φn′). Then, for any pair t1, t2 ∈ [t − h, t] with
t1 < t2 we have the equality in V
′ :
un
′
(t2)− un′(t1) =
∫ t2
t1
(
−νAun′(s)−B(un′(s)) + f(s) + g(s, un′s )
)
ds.
Therefore,
‖un′(t2)− un′(t1)‖∗ (43)
≤
∫ t2
t1
(
ν‖un′(s)‖+ |un′(s)|‖un′(s)‖+ ‖f(s)‖∗ + ‖g(s, un′s )‖∗
)
ds.
Now it is easy to deduce from (II) and (IV) that
∫ t2
t1
‖g(s, un′s )‖∗ds≤λ−1/21
∫ t2
t1
|g(s, un′s )|ds
≤Cgλ−1/21 (t2 − t1)1/2
(∫ t2
t1−h
|un′(s)|2ds
)1/2
≤Cgλ−11 (t2 − t1)1/2
(∫ t
t−2h
‖un′(s)‖2ds
)1/2
.
Similarly, one has
∫ t2
t1
‖f(s)‖∗ds ≤ (t2 − t1)1/2
(∫ t
t−h
‖f(s)‖2∗ds
)1/2
,
∫ t2
t1
‖un′(s)‖ds ≤ (t2 − t1)1/2
(∫ t2
t1
‖un′(s)‖2ds
)1/2
and∫ t2
t1
|un′(s)|‖un′(s)‖ds ≤ (t2 − t1)1/2 sup
[t−h,t]
|un′(s)|
(∫ t2
t1
‖un′(s)‖2ds
)1/2
.
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From these inequalities and (43) we deduce
‖un′(t2)− un′(t1)‖∗≤ (t2 − t1)1/2
[(∫ t
t−h
‖f(s)‖2∗ds
)1/2
(44)
+(ν + sup
[t−h,t]
|un′(s)|+ Cgλ−11 )
(∫ t
t−2h
‖un′(s)‖2ds
)1/2]
,
for all t1, t2 ∈ [t− h, t] with t1 < t2.
Now, observe that from (17) we obtain in particular
|un′(r)|2≤ em(τn′−r) (1 ∨ 2Cg) ‖(u0,n′ , φn′)‖2M2H
+β−1e−mr
∫ r
−∞
ems‖f(s)‖2∗ds
≤ em(h+τn′−t) (1 ∨ 2Cg) ‖(u0,n′ , φn′)‖2M2H (45)
+β−1em(h−t)
∫ t
−∞
ems‖f(s)‖2∗ds,
for all r ∈ [t− h, t].
Analogously, we obtain from Corollary 13
η
∫ t
t−2h
‖un′(s)‖2ds≤ em(2h+τn′−t) (1 ∨ 2Cg) ‖(u0,n′ , φn′)‖2M2H
+β−1em(2h−t)
∫ t
−∞
ems‖f(s)‖2∗ds. (46)
Taking into account that the sequence emτn′‖(u0,n′ , φn′)‖2M2H is in particular
bounded, we deduce from (44), (45) and (46), the equicontinuity in C([t −
h, t];V ′) of the sequence {un′}.
Similarly to the Ascoli-Arzela` Theorem we can obtain now pointwise conver-
gence: in order to show that for any r ∈ [t − h, t]\Q the sequence {un′(r)} is
a Cauchy sequence, observe that
‖un′(r)− um′(r)‖∗≤‖un′(r)− un′(t+ θj)‖∗ + ‖un′(t+ θj)− um′(t+ θj)‖∗
+‖um′(t+ θj)− um′(r)‖∗. (47)
The first and third terms in the right hand side can be as small as wished by
the equicontinuity property provided θj is suitably choosen. The second term
provides a Cauchy sequence, for this fixed t+ θj, thanks to (42).
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Thus, we have obtained that for all r ∈ [t− h, t] there exists
V ′ − lim
n′→+∞
un
′
(r) =: v(r).
Then, taking into account that by (45) and the continuous injection of H into
V ′, the sequence {un′} is uniformly bounded in C([t−h, t];V ′), we can ensure
by the Lebesgue Theorem that un
′
converges to v stronlgy in L2(t− h, t;V ′),
i.e.,
ut(·, τn′ , un′ , φn′)→ v(t+ ·) strongly in L2V ′ .
Recalling the weak convergence (30), we obtain
ut(·, τn′ , u0,n′ , φn′)→ φ0 strongly in L2V ′ . (48)
The proof finishes taking into account (30), (48), and Lemma 17.
Remark 19 Indeed, the convergence (48) in the above proof holds in C([−h, 0];V ′)
(to see this, observe that v is continuous, this is not difficult to check; and so
the equality v(t+ ·) = φ0 does hold pointwise, and not only a.e.).
Finally, we summarize the conclusions of the above sections and Theorem 5 in
our main result: the existence of tempered pullback attractor in the universe
Dm defined by (14).
Theorem 20 Let f ∈ L2loc(R;V ′), and g : R× CH → (L2(Ω))2 satisfying hy-
potheses (I)-(VI). Assume that νλ1 > Cg, and there exists m ∈ (0, 2νλ1 − 2Cg)
such that (15) and (20) are satisfied.
Then, there exists a unique global pullback Dm−attractor for the process S(·, ·)
belonging to Dm.
Taking into account Remark 6, we can establish the following interesting by-
product:
Corollary 21 Under the assumptions of Theorem 20, and denoting E = {D :
D bounded in R2}, there also exists a global pullback attractor for problem (2),
in the sense given in Theorem 5. Namely, AE(t) = ⋃D∈E Λ(D, t) is compact
for any t ∈ R, invariant, S(t, τ)AE(τ) = AE(t) for all τ ≤ t, and attracts
bounded sets in the pullback sense:
lim
τ→−∞ dist(S(t, τ)D,AE(t)) = 0 for all D ∈ E .
Remark 22 The above results can be immediately particularized to the au-
tonomous case (i.e. without explicit dependence on time of f and g) since
then global and pullback attractors are equivalent. Actually, (20) holds triv-
ially when f is independent of time.
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