Trygve Haavelmo's Probability Approach aimed to implement economic theories, but he later recognized their incompleteness. Although he did not explicitly consider model selection, we apply it when theory-relevant variables, {x t }, are retained without selection while selecting other candidate variables, {w t }. Under the null that the {w t } are irrelevant, by orthogonalizing with respect to the {x t }, the estimator distributions of the x t 's parameters are unaffected by selection even for more variables than observations and for endogenous variables. Under the alternative, when the joint model nests the generating process, an improved outcome results from selection. This implements Haavelmo's program relatively costlessly.
Introduction
Towards the end of his career, in conversations with the first author and Eilev Jansen, Trygve Haavelmo confessed himself dissatisfied with the implementation of his 'probability approach in econometrics' research program promulgated in Haavelmo (1944) . This was not because of his econometric and statistical proposals, which have withstood the test of time to such an extent that his then novel framework is now taken for granted. Rather, he felt that the available economic theory of the time was not up to the challenge envisaged, and had previously stated that view in his presidential address to the Econometric Society, published as Haavelmo (1958) . Implementing his view, he had spent much of the intervening * The first author was supported in part by grants from the Open Society Foundations and the Oxford Martin School, and the period on improving economic reasoning, mainly published in Norwegian: see e.g., Bjerkholt (2005) , Bjerkholt (2007) and Moene and Rødseth (1991) . To quote Haavelmo (1989) :
"The basis of econometrics, the economic theories that we had been led to believe in by our forefathers, were perhaps not good enough. It is quite obvious that if the theories we build to simulate actual economic life are not sufficiently realistic, that is, if the data we get to work on in practice are not produced the way that economic theories suggest, then it is rather meaningless to confront actual observations with relations that describe something else."
Cowles Commission research, exemplified by Koopmans (1950) and Hood and Koopmans (1953) , was also predicated on the assumption that complete and valid economic theory circumvented issues of data-based model choice by imposing correct restrictions on well-specified models. That viewpoint was embedded in the manifesto by Koopmans (1947) , albeit that Koopmans referred to economics as at a 'Newtonian' stage-long after Einstein's relativity theory had been confirmed: see Eddington (1928) . In a nutshell, economic analysis formulated the correct model and econometrics merely had the task of estimating its parameters of interest from the best available data, which set the scene for the prevailing orthodoxy still dominant today, where 'data-based' empirical models are readily dismissed as 'measurement without theory' despite the reply by Vining (1949) . Indeed, in Pagan (1987) , that dominant approach was not one of those criticized. The proposals in both Haavelmo (1944) and Koopmans (1947) share the methodology that economics proposes and evidence disposes, an early implementation of 'conjectures and refutations': see Popper (1963) . While certainly an aspect of the scientific enterprise, generating an endless sequence of rejected hypotheses does not seem an efficient route to knowledge acquisition, nor is it characteristic of much of scientific practice. Rather, the earlier 'logic of scientific discovery' in Popper (1959) (a serendipitous mis-translation of Popper's 1935 Logik der Forschung) suggests a more productive methodology, namely guiding empirical discovery by the best available theoretical ideas, but always being prepared to have those ideas rejected by sufficiently strong counter evidence.
As a technical body of knowledge, economic analysis has advanced greatly since the 1940s, ironically sowing the very seeds that destroyed empirical findings reliant on imposing earlier, and now defunct, theories on the data: see Hendry (2009) . Thus, Haavelmo was correct in the weakness he perceived.
However, the counter argument to not imposing a theory-based specification is the manifest inadequacy of short, dependent, aggregated, inaccurate and heterogeneous time-series data, often subject to extensive revision. Consequently, it seems essential to nest 'theory-driven' and 'data-driven' approaches in order to retain theory insights when exploring empirical inter-relations, while also evaluating both the theory and the data evidence: see Hendry (2011a) . An approach to doing so is the central theme of this paper.
Econometrics has developed almost out of recognition in the last 75 years or so, with a vast array of new problems tackled. Haavelmo (1944) provided no explicit treatment of 'model selection' in the modern sense of choosing one from a potentially large set of possible representations, nor of alternative approaches to doing so. Indeed, the words 'selection' and 'choice' refer to which theory model to adopt and what functions, variables and parameters it is to be specified in terms of. 'Testing' in Haavelmo's sense seems to include theory-model selection by checking the 'goodness' of the match of a theory model to the evidence, as well as hypothesis and mis-specification testing: for commentaries, see Krüger, Gigerenzer, and Morgan (1987) , Hendry, Spanos, and Ericsson (1989) , Spanos (1989) and Juselius (1993) .
Rather, Haavelmo (1944) was primarily concerned with what sort of measurement and inference methods follow from the views econometricians hold about the nature of the world represented in their theories and in the data, and what are the right tools (designs of experiments) to uncover economic structures. That in turn led Haavelmo to consider invariance, expressed as "elements of invariance in a relation between real phenomena". In Haavelmo (1944) , Ch.2, he distinguishes explicitly between the constancy of empirical relations and the autonomy of theoretical ones, initiated by Frisch (1938) : 1 see later contributions by Aldrich (1989) and Aldrich (1994) . Although expectations, a major concern of many economists after Lucas (1976) , only occur once in a supply function for savings, he discusses the various levels of autonomy in that theory model-to quote: "we cannot know how far this property of autonomy would in fact be true". Below, we address the issue of super exogeneity: see Engle, Hendry, and Richard (1983) , Engle and Hendry (1993) , and Hendry and Santos (2010) respectively.
The third major contribution of Haavelmo (1944) was formalizing economic forecasting, albeit under the assumption that the model in use was correct and constant, although he highlighted the key role of that last issue. 2 Surprisingly, he did not draw on the prescient work of Smith (1927) and Smith (1929) .
We will only briefly consider forecasting, once the orphan of econometrics, but now a topic of major research, with extensive treatments in four recent Handbooks: Clements and Hendry (2002) , Elliott, Granger, and Timmermann (2006) , Rapach and Wohar (2008) , and Clements and Hendry (2011) .
The unifying theme of this paper is that we are now ready to implement Haavelmo's program, not by imposing a specific subject-matter theory on the data, but via model selection from an initial general specification that tackles the whole gamut of empirical problems jointly, while retaining available theory insights: see Hendry (2011a) . We define a theory model to be complete and correct when there are no omitted variables that are relevant in the data generating process (DGP), and no included variables that are irrelevant in the DGP, and all included variables enter with the same functional forms as in the DGP. Almost all theories, including 'general equilibrium', require a multitude of (usually implicit) ceteris paribus statements, especially about the constancy of the theorized relationships, so are unlikely to coincide with the DGP. There are also several important translation issues, as most economic propositions are derived without a unique specification of time units or error terms, whereas statistical relations invariably come at some data frequency and with an error term attached (as expressed by Haavelmo, making "relations more elastic"). Thus, in addition to the deterministic theory postulates, an error {ǫ t } that is uncorrelated with all the included variables needs to be postulated. Finally, for empirical model 1 Frisch seems to have coined the term 'autonomy' as early as 1931, in a note meant to reach an audience, but which never did (personal communication from Olav Bjerkholt) . 2 The forecasting chapter was not in the 1941 version, and may have originated when submitting an abstract on prediction for the planned but cancelled December 1942 Econometric Society meeting: see Bjerkholt (2007) .
selection, {ǫ t } needs to be independent and identically distributed (IID), perhaps after including features for autocorrelation and heteroskedasticity. We show below that when the theory is complete and correct, such a statistical representation of the theory model can be retained after selection with parameter estimates that have the same distributions as when the model is directly estimated without selection. When the theory is incorrect or incomplete, that will be discovered in a sufficiently large sample when the initial general specification contains some of the functions of the omitted variables; and when the joint model nests the DGP, an improved outcome will result from selection.
The approach can allow for many potentially-relevant variables, perhaps at long lags, with possibly non-linear reactions, facing multiple location shifts and outliers: see Castle, Doornik, and Hendry (2011) (who provide bibliographic perspective), Nielsen (2009), and Hendry (2012) . The theory model is embedded in the general specification, but is not selected over, whereas other aspects are selected at tight significance levels, so are only retained when highly significant. The general model often has more candidate variables N than observations T , so block contracting and expanding searches are required, as implemented in Autometrics: see Doornik (2009), and Doornik (2007) . Once a feasibly estimable model is obtained with n << T , it is evaluated for congruence by a range of misspecification tests, and if not rejected, reduction continues till no insignificant variables remain, then that terminal model is checked by encompassing: see Doornik (2008) .
The structure of the paper is as follows. Section 2 briefly describes Trygve Haavelmo's legacy.
Section 3 discusses the problems of non-stationarity in economic time series where breaks and stochastic trends are ubiquitous. Section 4 considers empirical model discovery in that context, retaining theory insights while allowing a major role for evidence in modeling time series, as theory often abstracts from important sources of data variation due to breaks and stochastic trends. §4.1 shows that the distributions of the estimated coefficients of m exogenous variables x t are unaffected by model selection when the k irrelevant variables w t are orthogonalized with respect to x t , for (k + m) << T , so the general model is estimable. §4.3 establishes that the same results apply even when (k + m) > T , provided m << T . §4.4 extends the analysis to a valid theory with endogenous variables and §4.5 notes how to assess the validity of the instrumental variables. Section 5 provides a simulation illustration. Section 6 relates the selected model to the problems of economic forecasting; and section 7 concludes.
Trygve Haavelmo's legacy
What is Haavelmo's legacy? Hendry and Morgan (1995) devote a major section of their book to his many contributions, but here, the key aspect was his stressing the need for, and providing the ability to, formalize the joint probability distribution of the data, now called the Haavelmo distribution following Spanos (1989) . Morgan (1990) Ch. 8, presents evidence that most pre-1940 econometricians did not believe that probability could be applied to economic data because such data lacked independence (non-random sampling) and homogeneity (drawn from changing distributions), both seen as essential prerequisites for a viable statistical analysis. Keynes was among the most vociferous critics of the failure of such assump-tions in his review of Tinbergen (1939) : see Keynes (1939) , Keynes (1940) , and the retort in Marschak and Lange (1940) .
However, neither independence nor homogeneity are in fact required of data to develop a viable statistical analysis, as formalized by Doob (1953) . Let the set of stochastic variables to be analyzed be
, then their joint data density f X (·) conditional on the past and for parameters Λ 1 T = (λ 1 . . . λ T ) can be sequentially factorized as:
where Q 1 T = (q 1 . . . q T ) are deterministic terms, and X 0 = (. . . x 0 ). Let:
is a (possibly heteroskedastic) mean innovation process (MIP) against the appropriate filter, and a martingale difference sequence as
the log sequential densities in (2) provide a basis for laws of large numbers and central limit theorems.
Thus, the model specification problem is to characterize the sequential densities f xt (x t |·), as these are not estimable. The set of variables in {x t } is usually postulated by prior theoretical analysis, and there will also be theories of how their elements are connected in {λ t }. Haavelmo (1944) essentially formalized this approach for constant f x (x t |·), but still allowed for nonconstancy through changing λ or by location-shift dummies in Q 1 T . Indeed, estimation and inference only become viable once a model captures changes in f xt (x t |·) by such mean shifts, or models of its moments. Two important forms of non-stationarity have since received considerable attention, so we review those next.
The problems of non-stationarity
Stochastic trends, breaks and regime shifts are ubiquitous in economic time series, and were already widely recognized by the time of Haavelmo (1944) . From at least Hooker (1901) , through Yule (1926) , integrated time series were known to be problematic when analyzed by conventional statistical methods such as static regressions between levels. However, like most of his contemporaries, Haavelmo seems to have been unaware of the implications of the pioneering work of Smith (1926) , recently brought to light by Mills (2010) . Smith (1926) effectively solved the problem of nonsense regressions for I(1) time series by nesting levels and differences in what would now be recognized as an unrestricted equilibriumcorrection model (EqCM), although he in turn does not cite Yule (1926) , so seems to have been unaware of the distributional implications of I(1) data. Since then, integrated data have received considerable treatment via unit roots and cointegration: see among many others, Dickey and Fuller (1979) , Granger (1981) , Phillips (1986) , Engle and Granger (1987) , Johansen (1988) , Phillips (1991), and Johansen (1995) . Nevertheless, such developments are extensions of the Haavelmo framework, rather than replacements, even though the resulting statistical models and methods were not envisaged at the time. Sims, Stock, and Watson (1990) show that although t-and F-statistics have non-standard distributions even in correctlyspecified models fitted to I(1) data, conventional critical values are valid for most tests provided the model can be re-written in terms of stationary variables: see Toda and Phillips (1993) . The test for a reduction to I(0) always needs 'unit-root' critical values. Thus, model selection can be applied to most conditional specifications on the original data, as a test of a unit-root hypothesis in a level specification will almost never be insignificant. The one potentially problematic setting is when several lags of an irrelevant unmodeled I(1) variable are included: when all but one of the lags have been eliminated during selection, a t-test on the last one cannot be written in the way Sims, Stock, and Watson (1990) propose. Thus, slightly tighter critical values seem advisable if that is suspected. Omtzig (2002) , Kurcewicz and Mycielski (2003) and Liao and Phillips (2012) have analyzed algorithms for automatic selection of cointegration vectors, but we do not address that issue further here.
The other main non-stationarity comprises changes in distributions, including location shifts (changed means), breaks in unconditional variances and other moments; shape changes; shifts in parameters of relationships between variables, etc. Clements and Hendry (1998) and many other papers show that the most pernicious changes for forecasts are location shifts, which lead to systematic forecast failure for all members of the huge class of EqCMs, as such models correct back to the previous location whatever the new mean. Correspondingly, location shifts are relatively easy to detect, whereas many other (meanzero) changes can be difficult to detect till long after their occurrence. Thus, we will focus on handling location shifts in the context of model selection by including in the candidate variables a saturating set of impulse indicators 1 {j=t} t = 1, . . . , T (denoted IIS for impulse-indicator saturation). Johansen and Nielsen (2009) show that the split-half approach in Hendry, Johansen, and Santos (2008) can be generalized to dynamic regression models, and despite including T additional candidate indicators, the limiting distributions of the retained parameters of interest have the same characteristics as if IIS had not been undertaken, other than a small increase in the limiting variance dependent on the critical value used for selection.
When there are relevant variables, w t , excluded from the conditional DGP of a variable of interest, y t , but correlated with included variables, x t , a mean shift in the included variables' DGP alters intercepts in y t 's LDGP. To see this, let the conditional DGP of y t be:
where ǫ t ∼ IID[0, σ 2 ǫ ], β = 0, γ = 0, and ǫ t is independent of the strongly exogenous variables x t and w t which are linked in-sample by the projection:
when E [x t v ′ t ] = 0, and Ψ = 0. Let the variables included in the conditional model y t |x t have E [x t ] = δ 1 in-sample. When the relevant variables w t are excluded, the conditional LDGP of y t given x t derived from (3) and (4) becomes:
where we have separated out the means so that E [x t − δ 1 ] = 0 and hence
The model corresponding to a regression of y t on (1, x t ):
matches the conditional LDGP (5) with λ 0 = γ ′ ψ and λ 1 = β + Ψ ′ γ, so estimation thereof will deliver estimates of the parameters in (5).
When some x t are policy variables, changes in their means at time T + 1 would alter
The actual outcome from (3), even if E [w] does not also change-so (4) shiftswould be an average change in y of:
Using E M to denote an expectation based on (6), the shift in x would produce an average anticipated change of:
resulting in an unexpected location shift of γ ′ Ψ (δ 2 − δ 1 ), augmented by any concomitant changes in E [w T +1 ]. This could lead to an adverse effect of the policy, induced in (5) by the shift in x T interacting with the mis-specification of omitting a relevant correlated variable, so is a violation of the super exogeneity of x t : see Engle and Hendry (1993) . The solution of including {w t } is addressed in the next section. Here we note that similar shifts may have already occurred in-sample, so before policy changes are implemented, a prior test for the super exogeneity of x t is imperative to reveal such an impend- 
Empirical model discovery
Model selection, aka "Data Mining", has not been well regarded: see, among others, the criticisms in the discussion of Coen, Gomme, and Kendall (1969) , or the critical analyses in Bock, Yancey, and Judge (1973) , Leamer (1978) , Lovell (1983) , Chatfield (1995) and Leeb and Pötscher (2005) , who highlight excess retention of irrelevant variables and poor location of the DGP, with biased estimates after selection.
However, there are counter discussions in Sargan (2001) , Hoover and Perez (2000) and Hendry (2000) who accept that many methods of selection do not work well, especially 1-step expanding searches such as stepwise, but it is a non sequitur to conclude that no methods can work well: Anderson (1962) demonstrated the benefits of contracting over expanding searches. Moreover, most analytical and simulation results are for very different settings than the one that confronts empirical economics, namely assuming that only theory-based variables are relevant and provide a comprehensive specification, but nevertheless selection is undertaken. In practice, some of the key features driving data variability are absent from any theory, and require to be discovered empirically. Recent advances follow from the first generation of automatic selection methods in Hoover and Perez (1999) , then Hendry and Krolzig (2005) , leading to the third generation implemented in Autometrics as noted above.
There are many ways to judge the performance of such algorithms, but some basic requirements are that the null retention rate of irrelevant variables (gauge) is close to the nominal size, α, set for selection tests; the retention rate of relevant variables (potency) is not far below the corresponding power of the equivalent test in the relevant LDGP; and that the LDGP is located almost as often starting from the postulated initial general model as when starting from the LDGP itself: see Castle, Doornik, and Hendry (2011) . Gauge and potency differ from size and power respectively, not least because algorithms can retain variables whose estimated coefficients are insignificant on the selection statistic. Recent algorithms handle more variables, N , than observations, T , to tackle general non-linear approximations and multiple breaks using IIS. Once N > T , model selection is both essential and unavoidable without incredible claims to perfect a priori knowledge of the world. Analytical comparisons with other procedures are difficult, although operating characteristics such as gauge, potency and relative performance at locating the LDGP can be evaluated by simulation.
Economic theories are often fitted directly to data to avoid possible 'model-selection biases'. This is an excellent strategy when the theory is complete and correct, but less successful otherwise. We show that by embedding a theory model that specifies the correct set of m relevant exogenous variables, x t , within a larger set of m + k candidate variables, (x t , w t ), our approach to selecting over the second set by their statistical significance can be undertaken without affecting the theory parameters' estimator distributions. This strategy keeps the same theory-parameter estimates as direct fitting when the theory is correct, yet protects against the theory being under-specified when some w t are relevant.
Selection when retaining a valid theory
Consider a theory model which correctly matches the data-generating process (DGP) by specifying that:
where ǫ t ∼ IID[0, σ 2 ǫ ] over t = 1, . . . , T , and ǫ t is independent of the m strongly exogenous variables {x 1 , . . . , x t }, assumed to satisfy:
which is positive definite, and:
where β 0 is the constant population parameter.
However, an investigator may be willing to contemplate the possibility that an additional set of k exogenous variables w t also influences y t , so postulates the more general model:
although in fact γ 0 = 0. The w t can be variables known to be exogenous, functions of those, lagged variables in time series, and indicators for outliers or breaks, and we assume the same assumptions as above for {ǫ t , x t , w t }. The investigator regards the theory in (9) as correct and complete, so wishes to ensure that the x t are always retained and not selected over (called forced). The issue we address is the possible additional cost of searching over the candidate variables w t in (11) when retaining the x t , rather than directly estimating (9) when (k + m) << T .
As a generalization of Frisch and Waugh (1933) (see Davidson and MacKinnon (2004) ), x t and w t can be orthogonalized by first computing:
and defining the residuals u t by:
so that:
Using (13) in (11):
where β + = β + Γ ′ γ. Note that β 0+ = β 0 because γ 0 = 0. Consequently, as (9) is the DGP, by orthogonality from (14):
Thus, the estimator β + in (16) is identical to β in (10), independently of the inclusion or exclusion of any or all of the u t . Even after selection over the u t at significance level α, and corresponding critical value c α , say, by sequential t-tests on each γ i , the theory-parameter estimator is unaffected by retaining significant u t when γ 0 = 0. For a Gaussian distribution and fixed regressors, the estimator β + = β is statistically independent of the test statistics used to select, and therefore the distribution of β is unaffected by the selection over w t when in fact they are irrelevant.
The main cost of selection is the chance retention of some u i,t , which may mislead on the validity of the theory model. If all u i,t are irrelevant, then on average αk will be retained by chance, with estimated coefficient γ i , where:
Setting α = min [1/k, 1/T, 1%] is an appealing rule. When T = 100 and k = T /4 = 25, say, then because kα = 0.25, the probability of retaining more than one irrelevant variable is:
Moreover, under normality, for h > 2/c α then:
which is 0.01% at h = 1.5 and c 0.01 = 2.65. Thus, it is unlikely any t γ i =0 will be larger than 1.5c α . Thus, only reject a theory when more than one of the u i,t are retained, or when one is more significant than 1.5c α . In empirical applications, a simpler decision rule for rejecting the theory is that an (approximate) F-test on all the selected unforced variables is significant at α 2 , where α 2 < α 1 .
Also, under the null that γ 0 = 0, an unbiased estimated error variance is:
so that the estimated distribution of β + in (16) is correctly scaled, although under the alternative, (20) will be an overestimate. Estimates of γ i can be approximately bias corrected after their chance retention, as in Hendry and Krolzig (2005) , which markedly reduces their mean square errors.
Against these possible costs, the main benefits are that the theory model is tested simultaneously against the wide range of alternatives in w t ; and when the theory is incomplete, the selected model will be less mis-specified relative to direct estimation, as we now discuss.
Retaining an incomplete or invalid theory
Under the alternative that γ 0 = 0, directly fitting (9) will result in estimating the coefficient β 0 + Γ ′ γ 0 .
Even when (11) nests the DGP, from (15), β 0 + Γ ′ γ 0 will also be the coefficient of x t . However, when (11) does nest the DGP, selection can improve the final model relative to (9), as in Castle, Doornik, and Hendry (2011) . While retaining x t when selecting from (15) will then deliver an incorrect estimate of β 0 , relevant u i,t with large non-centralities will usually be retained, this time correctly, rejecting the validity of the theory model and providing a better approximation to the LDGP. With small non-centralities, no u i,t may be retained even when γ 0 = 0, so an incorrect selection results, matching the direct fit of the theory model. If desired, an estimate of β 0 could be derived from the estimated coefficient of x t in (15), namely:
using β 0 = β + − Γ ′ γ 0 since γ and Γ are known.
More candidate variables than observations
The analytic approach in Johansen and Nielsen (2009) to understanding IIS also applies under the null for k = T IID mutually-orthogonal candidate regressors. Add the first k/2 of the variables and select at significance level α = 1/T = 1/k. Record which are significant, then drop them. Now add the second block of k/2, again selecting at significance level α = 1/k, and record which are significant in that subset. Finally, combine the recorded variables from the two stages (if any), and select again at significance level α = 1/k. At both sub-steps, on average αk/2 = 1/2 a variable will be retained by chance, so on average αk = 1 will be retained from the combined stage. Under the null, one degree of freedom is lost on average. Instead of just the split-half approach, a combination of expanding and contracting multiple block searches is implemented in (e.g.) Autometrics as described in Doornik (2009) and Doornik and Hendry (2009) .
In the more important setting where the model also has theory-based relevant variables to be retained, so k + m = N > T , orthogonalize the relevant variables with respect to the other candidates as above, but in blocks. Under the null, doing so has no impact on the parameters of the retained variables, or their estimates. When N > T , divide the N variables into sub-blocks of smaller than T /4 (say), setting α = 1/N overall. The selected model retains the desired sub-set of m theory-based variables at every stage, and only selects over the putative irrelevant variables at a stringent significance level. The earlier criteria for rejecting the theory model can still be applied.
Retaining a valid theory with endogenous variables
When some of the right-hand side variables are potentially endogenous, the theory model is still:
where x t is m × 1, and ǫ t ∼ IID[0, σ 2 ǫ ], but now ǫ t is independent of the n ≥ m instrumental variables z 1 , . . . , z t where (m + n) < T . The partial DGP for the variables (y t , x t ) given z t has the form:
Then instrumental variables estimation of (21) coincides with two-stage least squares (2SLS) and delivers:
where we assume:
is positive definite. Let:
and define:
then a 2SLS reformulation that is algebraically convenient is:
where:
x t e t = plim
When an investigator includes an additional set of k candidate exogenous variables w t , consider the partial DGP:
x t = Πz t + ξ t where γ 0 = 0, and the x t are retained. Since γ 0 = 0, when the x t = Πz t and w t are orthogonalized as in (13), from (25):
When (21) is the DGP, by orthogonality from (13):
Thus, the estimator β + in (27) is again identical to the estimator β in (23), independently of the inclusion or exclusion of any or all of the u t , so is also unaffected by selecting significant u i,t .
While model selection for OLS and 2SLS, even with IIS, are simple cases, the idea of embedding a retained theory model in a set of orthogonalized variables is general, and could be extended to a wide range of settings, including systems. Under the null, there will be no impact on the estimated parameter distributions relative to direct estimation, and under the alternative that the extended model nests the DGP, improved results will be obtained.
Assessing the validity of the instrumental variables
When the equation is over-identified, the validity of the instrumental variables and any additional candidate regressors can be checked by the usual Durbin-Wu-Hausman test against the most reliable instruments as the baseline: see Durbin (1954) , Wu (1973), and Hausman (1978) . Alternatively, the least reliable instruments can be added to the theory-based equation: see Hendry (2011b) .
Artificial data allow us to apply the approach in a setting where the DGP is known and so can be judged relative to various assumed theory models. The regressors are stochastic across replications, and generated as mutually orthogonal in population by: 3
where ω ii = 1 and ω ij = 0, ∀i = j. Two conditional DGPs are considered: The initial general model is:
where N = 11, except when the indicators are included for IIS so N = T + 11. In case [A], the DGP is (29) where the relevant regressors are x 1,t and x 2,t so m = 2, and these are also the forced regressors in (31), thereby implementing a 'correct' theory as in §4.1, while searching over the intercept and x 3,t , . . . , x 10,t . In case [B] , the DGP is now (30), where the relevant regressors are x 1,t , . . . , x 4,t so m = 4, and the theory again specifies x 1,t and x 2,t to be forced, which is correct but is incomplete, mimicking §4.2. In case [C], the DGP is again (30) but the theory model specifies that x 1,t and x 5,t are relevant, and hence these are retained, whereas the other relevant variables x 2,t , . . . , x 4,t are searched over, so the theory is both incorrect (as x 5,t is irrelevant) and incomplete. Selection is undertaken at α 1 = 0.01, with diagnostic testing to represent standard usage, with the F-test of the theory model at α 2 = 0.005. T = 100, and M = 10, 000 replications are undertaken (M = 1, 000 for IIS).
Results are calculated excluding any selected indicators when IIS is used. We report the gauge (null retention frequency) for the irrelevant variables retained in the selected model, the potency (retention frequency for relevant variables, where a forced relevant variable has a potency of unity), and the average theory rejection frequency at α 2 (denoted ATRF), defined by:
where δ j,i denotes the OLS coefficient on x j,t in replication i if selected (zero otherwise), and 1 ( δ j,i =0) is the indicator variable, equal to unity when the argument is true and zero otherwise. In case [C] , however, gauge includes p 5 only when |t δ 5 =0 | > 1.5c α1 , so even though the incorrect theory forces x 5,t , m = 4 for calculating potency. Also, pF denotes the p-value of the F-statistic for testing the joint significance of the set of selected, but not forced, regressors in the final model. We also report the percentage of replications in which at least one unforced variable had |t δ j =0 | > 1.5c α 1 , the test in (17) , the theory is of course always retained, even for the non-centrality of unity, a setting where the relevant theory variables would rarely be significant on conventional t-tests even at 5%: see Leeb and Pötscher (2003) . The gauge remains close to α 1 = 0.01 throughout. Using |t δ i =0 | > 1.5c α 1 , the theory was rejected 0.2% of the time, somewhat larger than derived from (19), as against 3.5% on the simpler F-test. From the analysis in (18), when α 1 = 0.01 and k = 9, then kα 1 = 0.09, with p 1 ≃ 0.4%, which is smaller than 2UVS, whereas 100kα 1 = 9, so no irrelevant variables will be retained roughly 91% of the time, matching NUVS. In case [B] , where four variables are relevant, the costs of not forcing retention of two of these are shown by the lower potency, which is halved for ψ = 1, and the low rejection of the theory in that case. Conversely, when the theory is seriously wrong (ψ = 5), the rejection rates are high. In case [C] , so the theory is both incorrect and incomplete, and only one relevant variable is automatically retained, the potency remains high for ψ = 5, 3, as does the rejection of the theory, and the gauge remains low.
Despite adding T additional impulse indicators and needing a generalized search, Table 2 shows the results with IIS are close to those without, so the extra costs of search are negligible. Case [A] matches the analysis in Johansen and Nielsen (2009) , where the rises in NU and ATRF may be due to not bias correcting the error variance estimator for selected impulse indicators, whereas the drop in 2UVS
probably reflects the lower efficiency of the expanding search component of the algorithm.
[A]
[B]
[C] Table 2 : Selection with retained theory using IIS Overall, while a simple illustration, the findings are consistent with the earlier analysis and suggest that retaining theory while searching over orthogonalized candidate variables and allowing for the possibility of multiple breaks has low costs when the theory is correct and complete, and can reveal defects when it is not. The easily implemented F-test has a reasonable null rejection frequency and good power for both larger non-centralities when the theory is incomplete or incorrect.
The problems of economic forecasting
The theory of economic forecasting was developed by Haavelmo (1944) for when an econometric model coincided with a stationary DGP. Consider an n × 1 vector x t ∼ f x (x t |X t−1 , θ) for θ ∈ Θ ⊆R k , where
. . x t−1 ). A statistical forecast for x T +h is given by x T +h|T = g h (X T ) at a forecast origin T . The key issue concerns how to select g h (·), and both his-and the conventional answer-is the conditional expectation:
which is unbiased E[(x T +h − x T +h|T )|X T ] = 0 and has the smallest mean-square forecast-error matrix:
So why do forecasts fail so often?
One answer is that econometric models are poor approximations to the conditional expectation.
There are nine possible mistakes in a forecasting model, namely: (i) equilibrium-mean shifts; (ii) slope changes; (iii) equilibrium-mean mis-specifications; (iv) slope mis-specifications; (v) forecast-origin mismeasurements; (vi) equilibrium-mean mis-estimation; (vii) slope mis-estimation; (viii) omitted variables (including functional form mis-specification); and (ix) unobserved innovation errors. Although all contribute to worse forecast accuracy than would occur in their absence, in a stationary, ergodic world (so excluding (i) and (ii)), forecasts from least-squares estimated models unconditionally attain their expected forecast accuracy despite mis-specification, as shown by Miller (1978) . Consequently, (iii)-(ix)
would not in general induce forecast failure under stationarity. That suggests that non-stationarity is the culprit, and indeed few economic theories allow for unanticipated shifts, although these occur intermittently empirically, as stressed above.
If x t ∼ f xt (x t |X t−1 , θ) changes over T + 1, . . . , T + h, then the statement in (32) is not well based and for the conditional expectation to be unbiased, needs to be written as:
That:
is of little relevance when f x T +h (·) = f x T (·). In particular, as shown in Clements and Hendry (1998) inter alia, unanticipated location shifts are pernicious for forecasting as the mean forecast is centered on the incorrect value. While an unanticipatable event obviously cannot be forecast, once a shift has occurred, some models are, and others are not, robust. In particular, EqCMs fail systematically as forecasts continue to revert to the previous (and so incorrect) equilibrium mean: see Castle, Fawcett, and Hendry (2010) . However, the difference of an EqCM is robust once past a location shift: see Hendry (2006) .
Thus, even if location shifts occur just prior to the forecast period, the effort of building, selecting and evaluating a congruent and encompassing model of an LDGP, retaining the theory-based representation, is not wasted. Within sample breaks can be tackled by IIS, and the difference transform of the selected model can be used to avoid systematic forecast failure, yet retain all the policy implications, pre-checked for validity by the appropriate super exogeneity test.
Conclusion
Model selection has had numerous critics from 'data mining' in Lovell (1983) through Leeb and Pötscher (2005) . Yet the key implication of the above analysis is that it is almost costless to check large numbers of candidate exogenous variables when retaining a theory-based specification. The retention of the theory variables ensures that there is no selection over the parameters of interest, so that the distributions of their estimates are unaffected by selection over the orthogonalized set of candidates. Under the null that all those candidates are irrelevant, the parameters of interest are unaffected by the reparametrization and therefore by selection.
Conversely, there are substantial benefits if the initial specification is incorrect but the enlarged model nests the data generating process. Our procedure allows an investigator to discover what variables actually matter empirically in addition to those incorporated in the theory, even with endogenous variables and when there are more potential variables than observations, essentially pre-empting most seminar questions of the form 'did you try my favorite variable(s)?' while controlling the null rejection fre-quency. We have drawn heavily on Haavelmo's legacy in this variant of empirical model discovery to help achieve his aims.
