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The applicability and functionality of high frequency digital and millimetre wave
circuits can be enhanced by the integration of sensor elements into the circuits. It is
furthermore advantageous to utilise or modify the pre–existing fabrication process ﬂow
in creating this added functionality. This thesis describes a work on magnetic ﬁeld
sensors based on an InP/InGaAs heterojunction bipolar transistor (HBT) which has
been fabricated to be compatible with high frequency epilayer structure and processes.
In this work, the complete fabrication process for the HBT magnetic sensors has been
developed, using standard, transferrable process modules. Ohmic contact metallisations
were optimised and D.C. electrical characterisations are also reported upon. The eﬀects
of several surface treatments on device performance have been studied and characterised.
Surface passivation using two distinct sulphur containing compounds of diﬀerent phases
was shown to enhance performance and an ion bombardment process was developed
that degraded surface quality and increased surface leakage currents for enhanced sensor
performance.
In order to improve the sensitivity of an HBT to magnetic ﬁeld 3–dimensional mag-
netic structures were designed to be incorporated onto the surface of the extrinsic base.
This design process was informed by simulation of magnetic ﬁeld proﬁles of the mag-
netic elements and fabrication processes were created that would allow for arbitrary
3–dimensional structures.
The response to magnetic ﬁeld applied both parallel and perpendicular to the normal
of the wafer of an as–fabricated HBT was investigated. Two diﬀerent emitter structures
were compared, a simple square emitter and a multiple ﬁnger emitter, and the ability of
the devices to resolve applied ﬁeld angle was uncovered. The eﬀects of device bias on
the ﬁeld response was also looked at and the optimal bias conditions determined. An
analysis of the temperature variation of the magnetic ﬁeld response was conducted with
lower temperatures resulting in higher sensitivity to applied ﬁeld.
Finally, the response of an HBT with integrated 3–dimensional magnetic structures
was investigated. A passivated device was found to be less sensitive to applied magnetic
ﬁeld and a device treated with ion bombardment to be more sensitive to magnetic ﬁeld
applied parallel to the normal. The signal to noise ratio for an HBT with integrated
magnetic structures was 36:4dB with an equivalent noise of 0:002T. The maximum
magnetic ﬁeld strength sensitivity was 0:339T−1 and the maximum magnetic ﬁeld applied
angle sensitivity was 0:119rad−1. The maximum change in normalised D.C. current gain
was 0.019. A mathematical description of the change in current gain caused by a given
imagnetic ﬁeld applied at a given angle was also determined.
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xii1 Introduction
Sensors for magnetic ﬁelds have many existing and potential future applications. Small
solid state sensors are continuing to improve the performance of systems into which they
are embedded. This work shows that it is possible to utilise the basic technology of the
indium phosphide (InP) heterojunction bipolar transistor (HBT) and couple it with high
magnetic permeability thin ﬁlm materials to build a magnetic ﬁeld sensor. There is an
existing and growing market for such devices in motion sensing, such as rotary motion
sensors, and pattern sensing, as in magnetic card readers, as well as in other applications.
There follows in this chapter a discussion of the context of the work, including HBT
technologies and previous work on the physical phenomena that allowed magnetic ﬁeld
transduction. The second chapter deals with the underlying concepts of bipolar transistor
operation and the third describes the fabrication procedures employed and the results
of HBT electrical characterisation. The fourth and ﬁfth chapters detail some theory
and the experimental work which was carried out to research ways of enhancing the
operation of the magnetic ﬁeld sensors, with surface modiﬁcation treatments (Chapter 4)
and integration of 3–dimensional magnetic structures (Chapter 5). The two following
chapters contain the experimental results of the measurement of response to magnetic
ﬁeld, ﬁrstly of the native HBT in Chapter 6 and then of the surface treated, integrated,
HBT magnetic ﬁeld sensor in Chapter 7. The ﬁnal chapter contains some summary and
a discussion of future work that might be conducted.
1.1 History
Bardeen and Brattain invented the transistor in 1948. Made from a small block of
germanium, it was posited as a scalable and reliable replacement for the vacuum tubes
in use at the time[1]. The germanium was prepared in such a way that it was bulk doped
n–type. The authors theorised that p–type surface states at the collector and emitter
point contacts lead to minority carrier current transport through the bulk, which, in their
experimental arrangement, constituted the base. Both the collector–base and emitter–
base junctions were observed to form a diode, or rectiﬁer. Thus the modern electronic
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era was born. By the dawn of the twenty–ﬁrst century, annual transistor production was
of the order of 1017[2].
The same year transistors were invented,1 the concept of a wider bandgap emitter–
base junction in a transistor was proposed by Shockley in a US Patent: “a device...in
which one of the separated zones is of a semiconductive material having a wider energy
gap than that of the material in the other zones”[3]. However, the technology —in terms
of the ability to grow complex, lattice matched layer structures— did not exist to take
advantage of the proposed beneﬁts of heterostructures until the nineteen-seventies[4, 5].
Only at that time could the theoretical predictions of a marked increase in ¯dc values
be realised (studies have achieved DC current gains of the order 105[6]). Along with
increased gain, a decrease in base resistance and a smaller base–emitter capacitance was
possible through higher dopant concentrations in the base and lower concentrations in
the emitter. These devices employed liquid phase epitaxy (LPE) to grow the epilayer
structures[7, 8]. Early research showed that the low density of interface recombination
sites in epitaxially grown GaAs–AlGaAs heterojunctions made it the ideal material sys-
tem in which to fabricate heterojunction bipolar transistors (HBTs). It was also noted,
as device fabrication began to be realised, that HBTs held beneﬁts in terms of higher
power output capabilities[9]. It was predicted at that point (by the then–future Nobel
Laureate Herbert Kroemer) that the use of HBTs would become more widespread, and
that, as the cost of manufacture dropped, the number of applications where HBTs were
not used would also fall[10]. Kromer suggested that in the microwave industry, the in-
cumbent FET technology would eventually be superceded by RF HBT devices, a claim
borne out by the fabrication of HBTs with operating frequencies over 500GHz in recent
years[11, 12]. The advent of the growth technologies molecular beam epitaxy (MBE)
and metal organic chemical vapour deposition (MOCVD) caused research in the ﬁeld to
increase markedly[13]. MBE was developed at the end of the sixties to study surface ki-
netics, but within ten years was one of the most versatile tools in device fabrication[14].
MOCVD–grown HBTs were reported by 1979[15].
The majority of the focus of HBT research since this milestone has been on optimi-
sation for high speed applications, outwith the scope of this project, however, a brief
discussion of this important topic can be found below.
1The patent in question was actually ﬁled in 1948, although it wasn’t issued until 1951.
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1.2 The InP Material System
When MBE technology advanced suﬃciently to make HBT fabrication a realistic possi-
bility it was the III–V material system that was the ﬁrst choice. Not only is MBE growth
more easily achieved with III–Vs[16] but the potential performance increases were also
very signiﬁcant.
Indium phosphide substrates (and hence any epiwafers produced in the InP material
system) are more expensive than those of gallium arsenide and much more expensive
than silicon. Since GaAs–based materials were the original and established technology
for fabricating III–V HBTs and HBT–based circuits, the suitability of InP had to be
proven. The wafer size of InP production is also smaller than GaAs with 4inch wafers
being the norm (GaAs wafers are usually 6inches or larger). Gallium arsenide has also
been grown on silicon wafers with an eye on the integration of heterostructure and CMOS
devices and also cost reduction[17].
One of the main advantages oﬀered by InGaAs/InP and the associated InAlAs/InGaAs
heterostructures is the potential speed increases oﬀered by the higher electron velocities
therein. Electron mobility is high under equilibrium conditions and the saturation veloc-
ity at high ﬁelds is also large[18]. Although ballistic transport is possible through the base
of InGaAs/InP HBTs, it is only predicted to be the case for base lengths of ∼ 10nm[19].
In the case of real devices which have bases longer than this, the main form of transport
is diﬀusive, although the carriers are more energetic than thermalised electrons and are
strongly susceptible to scattering. The emitter injection eﬃciency of InGaAs/InP HBTs
is very high. The maximum current gain of abrupt emitter–base junctions and those with
undoped InGaAs spacers has been shown theoretically to be ≈ 105 with base dopant lev-
els of up to 1x1020cm−3. Experimental results which don’t match up to this are due to
base recombination currents[20]. Recombination at the InGaAs surface is signiﬁcantly
lower than in GaAs (1x103 cms−1 c.f. 1x106 cms−1). This also makes device (emitter)
scaling easier.
These factors are, in part, oﬀset by the lower breakdown voltages caused by the
smaller bandgap in InGaAs compared to GaAs[21]. Since it has a low thermal conduc-
tivity, the InGaAs collector leads to high thermal resistance as well as low breakdown
voltages[22]. Gallium arsenide wafers are also both mechanically and thermally more
stable. The small bandgap of InGaAs makes it an ideal material for the base of an
HBT: formation of low resistance contacts is readily achievable and doping need not be
high, thus reducing recombination. Or, alternatively, high dopant concentrations can be
employed to reduce sheet resistance without greatly aﬀecting contact formation. The
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Physical quantity In0:53Ga0:47As GaAs Si
Eg/eV 0.75 (direct) 1.42 (direct) 1.12 (indirect)
¹n/ cm2 V−1 s−1 7000 4000 800
m∗
e=m0 0.041 0.067 0.26
EΓ−L=eV 0.55 0.28 —
Àsat/cms−1 7x106 8x106 8x106
s/cms−1 1x103 1x106 1x103
kth/Wcm−1K−1
(substrate)
0.68 0.46 1.5
Table 1.1: Properties of common semiconductor material systems (at room temperature).
Electron mobility values are given for moderately doped (ND = 1x1017cm−3) n–
type material and the substrate material quoted for the In0:53Ga0:47As thermal
conductivity is InP. (Adapted from [23].)
small bandgap also reduces the required forward voltage for switching in digital appli-
cations and hence the power consumption[18]. The high substrate thermal conductivity
would help reduce self–heating in high speed circuits (see Table 1.1) and the fraction of
the bandgap oﬀset which forms an oﬀset in the valence bands between the (wide gap)
emitter and the base is also in its favour (see Table 2.1 in §2).
The energy of the direct bandgap of InGaAs is perfectly suited for the radiation in
the range of 1:3 − 1:5¹m used in optical ﬁbres for communications and in optoelectronic
integrated circuits (OEICs). This means that a photon which is emitted or absorded
does not need momentum to be transferred to or from the lattice in order that the total
momentum of the event is conserved. Also, the favourable band line–up in InP–system
heterojunctions can be used to impart a high kinetic energy to electrons entering the base
which will reduce the base transit time and serve to increase the maximum frequency of
operation[18].
1.3 Advantages of HBTs
Advantages over Silicon BJTs
In a BJT a proportion of holes will be back injected into the emitter from the base due
to the forward bias of the emitter–base junction. These holes contribute a component
of the base current, Ib which is deleterious to device performance as it reduces emitter
injection eﬃciency[24]. By employing a heterojunction it is possible to deliberately intro-
duce conditions under forward bias which promote the injection of minority carriers into
the base while retarding the back injection of majority carriers with a potential barrier
(particularly in the Npn regime). For an Npn HBT this requires a larger bandgap dis-
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continuity in the valence band than the conduction band. Both the Al0:3Ga0:7As/GaAs
and In0:53Ga0:47As/InP lattice–matched regimes (amongst others) provide this. High
dopant concentrations in the emitter are thereby no longer necessary to limit back injec-
tion in the emitter–base junction.
Having relaxed constraints on dopant concentration it is then possible to design emit-
ter, base and collector doping to minimise parasitics. The base doping is increased as far
as possible; concentrations of 1x1020cm−3 have been demonstrated in InGaAs[25]. This
decreases the parasitic base resistance, Rb. Emitter doping is reduced, which in turn
reduces minority carrier storage and hence the emitter-base capacitance, Cbe.
Higher saturation velocities and higher electron mobilities are available in III–V ma-
terials than in silicon so base transit times are smaller (see Table 1.1). This leads to
devices with faster switching times and higher maximum frequencies of operation. The
semi-insulating III-V substrates also reduce the parasitic capacitances of bond pads and
on-wafer interconnects[26].
However, silicon holds advantages in the available wafer size and cost, planar (im-
plant) fabrication technologies and the quality of the native oxide–semiconductor surface
interface.
Bipolar versus Field-eﬀect Devices
Although planar III–V FET devices may be considered to be simpler in design, the
scaling required to reduce gate dimensions to the 50nm dimensions demonstrated in
this department[27] necessitates very costly lithographical tools to pattern the lateral
structures. They also incorporate complex epitaxial layer structures, albeit with a lower
overall MBE growth thickness requirement. Bipolar heterostructure devices have vertical
structures which can be grown simply by using MBE or (MO)CVD to achieve similar di-
mensions. They can be processed in a more cost-eﬀective manner using photolithography.
This relatively large feature size may be something of an encumbrance when it comes to
system-level integration but is a positive feature when it comes to power handling char-
acteristics. The whole area of the emitter will conduct and large current densities can
be achieved through the device. The heat generated in power applications is eﬃciently
dissipated by the high thermal conductivity of the substrate material, particularly in
the InP regime[26]. While CMOS is the natural choice for large scale integrated circuits
(ICs), bipolar devices are to be found in many specialist applications, including high
speed circuits, power ampliﬁers and precision analogue or mixed signal components[2].
Characteristics such as the turn–on voltage of HBT devices on a wafer are governed
by the built-in potential at junction boundaries and hence, in turn, by the dopant con-
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centrations of the bulk regions and the bandgap line–up of the heterointerface. This can
lead to an excellent degree of uniformity of devices across the wafer and allows fabrication
of paired or diﬀerential devices.
1.4 High Frequency HBTs
To maximise the potential of the heterostructure bipolar regime there are some consid-
erations to incorporate into the technology. The intrinsic speed of a device is determined
by the epilayer structure. Subsequent processing determines the lateral extent and the
associated parasitics[28].The device design must minimise the separation of base contacts
and the edge of the emitter mesa to minimise the base access resistance. The area of the
base–collector junction should also be minimised as the extrinsic base (the region of the
base which is not directly underneath the emitter mesa) and collector regions contribute
to a parasitic capacitance[18]. HBTs based on III–V materials are limited by the parasitic
capacitance of the base-collector junction which has a larger relative eﬀect as the emitter
size is scaled down[29]. The short base length which is advantageous for high frequency
operation comes with a requirement for shallow base contacts. This causes a high base
resistance so the minimum necessary dimensions of the base contacts becomes a factor.
Thin base layers also bring a high base–collector capacitance and a low punchthrough
voltage. These reduce the maximum frequency of operation and operating voltage range.
Control over semiconductor material composition oﬀers another degree of freedom
in device design. Quasi–electric ﬁelds can be created to exert forces on the charge
carriers[13]. However, the conduction band discontinuity will tend to cancel the im-
provement in the ratio ∆Ev=∆Ec so integral to the HBT. This discontinuity can be
eliminated by appropriately grading the composition of the emitter–base junction. Dig-
ital applications beneﬁt from the low turn on voltage which results from this although
ballistic electron transport in the base no longer occurs. The electron quasi–ballistic
range in III–V materials is of the order of a few hundred Angstroms. This is longer in
InP– than GaAs–based transistors[30]. Recombination and minority carrier storage in
the vicinity of the graded region tends to increase[31]. Gradual changes in semiconductor
composition can be achieved by growing short period superlattices in which the compo-
sition is alternated over a few monolayers. It is also possible by compositionally grading
the base to produce an eﬀective electric ﬁeld for minority electrons which accelerates the
electrons towards the collector[31].
By employing a wide bandgap collector it is possible to increase the base–collector
breakdown voltage caused by impact ionisation in the collector[32] (in a similar way,
the emitter–base heterojunction reduces the number of holes injected into the emitter).
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Compositional grading can eliminate the discontinuity in the conduction band that would
act as an impediment to electron ﬂow[31].
The applications driving HBT research are wideband high resolution ADCs and
DACs, along with 40 and 160GBs−1 digital communications. Monolithic millimetre–
wave integrated circuits (MMICs) are another area where HBTs are proving useful in
building transmitters, receivers and preamps for radio frequency (RF) applications with
the end goal of useful gain over the full 3 - 300 GHz RF range[33]. The desirable higher
bitrates in digital applications require collector thickness to be reduced (to reduce switch-
ing time) which in turn means higher current densities and higher temperatures due to
the extra dissipated power[22]. Screening of ﬁeld in the space–charge region of the base–
collector junction (the Kirk eﬀect) by electrons sets an upper limit to the current densities
that are available. HBTs are also often used as ultra–responsive photodetectors in data
transmission applications[34].
Selective regrowth of the emitter region has been incorporated and allows a further
degree of freedom to design devices which minimise the various parasitics inhibiting high
frequency operation[35]. A transferred substrate process allows complete elimination
of extrinsic parasitic capacitances since both junction etches are self–aligned[36]. The
emitter mesa and the base and collector mesa (device isolation mesa) are ﬁrst etched and
contacts are made to the emitter using an airbridge. The devices are then encapsulated,
planarised, ﬂipped and ﬁnally bonded to a carrier wafer. The substrate can be etched
back to reveal the collector and contacts formed. This technology has matured in recent
years to allow high yield, high frequency circuits to be realised[37].
Recent advances in HBT technology have been made in InP/GaAsSb/InP double het-
erostructure devices[38]. These oﬀer an excellent alternative material to the InP/InGaAs/InP
scheme because the valence band oﬀset is very large while the conduction band oﬀset is
small. This allows for an abrupt collector–base junction which does not suﬀer due to
a conduction band spike. Electrons are instead launched into the collector with high
velocities. The lattice matched GaAs0:5Sb0:5 layer can be grown on InP with MOVPE.
Furthermore, studies have been conducted into using a metamorphic buﬀer to encorpo-
rate InP–based HBT devices onto GaAs wafers (so–called MHBTs)[39]. While this holds
many advantages in terms of large scale production, cost and ease of processing the per-
formance of devices has been shown to be dependent on the quality of the metamorphic
barrier layer growth[40].
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Figure 1.1: The Lorentz force on a charged particle moving in a magnetic ﬁeld is perpen-
dicular to both the ﬁeld and the direction of travel. Positively charged particles
obey a right-hand rule.
1.5 Sensor Technologies
The compass was the ﬁrst magnetosensor. In 1820 Oersted observed that a magnetic
needle was deﬂected in the presence of a current carrying wire while in the same period
Faraday was completing his work on magnetic induction which ultimately led to Faraday’s
Law. This paved the way for Edwin Hall to discover the famous eﬀect whereby a lateral
voltage is produced in a gold plate conducting current in an orthogonal magnetic ﬁeld
in 1879. The so–called Hall voltage VH was proportional to the applied ﬁeld such that
VH ∝ BI. The force on the charge carriers exerted by the magnetic ﬁeld is orthogonal to
the directions of travel and the ﬁeld, i.e.
F = qv × B; (1.1)
often called the Lorentz force after the Dutch Nobel Prize winning physicist. In a tran-
sistor the charge carrier is an electron (or a hole) and the drift or diﬀusion velocities are
considered, as appropriate.
The Hall eﬀect is essential in characterising material (particularly semiconductor)
transport and mobility properties in the form of Hall bars[41]. First demonstrated in
semiconducting germanium as a small and reliable magnetic ﬁeld meter in 1948[42], Hall
bars then progressed to be integrated into CMOS for on-chip sensing of Hall signal[43]
twenty years ago.
Since then the increase in III–V and complex heterostructure band engineering for
high speed and optoelectronic devices has brought its own challenges in Hall eﬀect mate-
rial characterisation[44, 45] and heterostructure III–V Hall bar sensors have found many
and varied uses[46]. It is worth noting, however, that little work has been carried out
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Figure 1.2: Typical arrangements of the emitter (E), base (B, Bi) and collector (Ci) con-
tacts in planar silicon BJT orthogonal ﬁeld technologies using the Hall eﬀect
for magnetic transduction. The device (a) is fabricated from a block of silicon,
much like a Hall bar. The device (b) has a planar design in silicon, similar to
a stadard Si BJT. (Adapted from [41, 50].)
to integrate magnetic ﬁeld sensors into HBT technologies or the epilayer structure of
wafers typical to HBT fabrication. Hall sensors, although linear in response, have a low
transduction eﬃciency and a highly temperature dependent oﬀset[47]. Advanced materi-
als and layer structures such as GaAs based quantum well superlattices have led to Hall
bar magnetic ﬁeld sensors with sensitivities of 18VT−1 able to detect ﬁelds well below
1nT[48]. The ability only to resolve out–of–plane ﬁeld component was circumvented in
Hall sensors by utilising ion implantation to isolate the current and voltage contacts in a
planar device instead of requiring that they be on diﬀerent facets of a sensing ‘block’[49].
No signiﬁcant loss of sensitivity was measured using this technique.
Suggested in a patent by Hudson in 1969[51] the original bipolar magnetic transis-
tor (BMT) employed a dual collector structure to detect non–equilibrium current ﬂow.
Figure 1.2 shows the layout of two typical BMTs and Figure 1.1 the ﬁeld eﬀect on the
carriers. Several eﬀects have been reported to allow the detection of magnetic ﬁelds with
a BMT: Lorentz deﬂection of carriers as they transit the device, Hall eﬀect in each of the
device regions, modulation of emitter injection and modulation of carrier concentrations;
all of which are due to the action of the Lorentz force[41, 43]. Figure 1.2(a) shows a BMT
in which the Hall eﬀect dominates and Figure 1.2(b) a device in which emitter injections
dominates.
These multiple eﬀects which are diﬃcult to isolate for independent study make deter-
mining the magnetoresponse of a transistor a complex problem involving the chemical and
metallurgcal aspects of the device formation, the spatial distribution of doping impuri-
ties and defects in the crystal lattice as well as their interaction[47]. However, simulation
of device operation has been reported and seen to be in agreement with experimental
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Type Output Sensitivity/
%T−1
Equivalent
noise/T
Linear
range/T
Reference
Orthogonal ¯eld BMT sensor
npn diﬀer. 56 5x10−5 ±0:2 [53]
pnp diﬀer. 7 2x10−5 ±0:3 [54]
pnp diﬀer. 0.6 — ±1 [55]
Parallel ¯eld BMT sensor
npn diﬀer. 5 1x10−5 ±1 [56]
npn diﬀer. 3050 ±0:03 [57]
npn single 3000 — — [58]
Table 1.2: Figures of merit for several silicon bipolar magnetotransistors whose layouts are
given in Figure 1.2. All of the sensors use carrier deﬂection as the transduction
mechanism except for [56] which utilises emitter injection modulation. (Adapted
from [47].)
results[52].
Magnetic ﬁeld sensors integrated into electronic circuits have found uses in process
control, automotive control, avionics, scientiﬁc instrumentation, nondestructive testing,
biomedicine and consumer electronics and for contactless switches in the home and oﬃce,
and position sensors in brushless motors[52, 59]. The properties of some BMTs are given
in Table 1.2.
In a BMT where emitter injection modulation dominates, the applied magnetic ﬁeld
causes a voltage variation along the base–emitter junction and results in nonuniform
carrier injection into the base[50]. This is detectable as unequal currents at the collector
electrodes. BMTs are fabricated out of non–magnetic materials so that the magnetic ﬁeld
inﬂuences only the charge carriers as they travel through the device. Thus modulation of
the current output can be viewed as a result of the eﬀect of the ﬁeld. With appropriate
circuit integration, the current modulation in such a transistor can eﬀect a change in
output that can easily exceed that of a Hall sensor or magnetodiode[47]. BMTs can also
resolve applied ﬁeld direction.
Pure Lorentz deﬂection of minority carriers in the base and majority carriers in the
collector is a mechanism for detecting magnetic ﬁeld in a device with long unconﬁned base
region. This is because there is no possibility of a Hall ﬁeld in the base and ﬁeld strength
is determined by the relative sizes of the currents in two or more spatially separated
collector contacts. Another mechanism is using a Hall ﬁeld created in the base by the
majority carriers under the inﬂuence of the magnetic ﬁeld. Thirdly, at high levels of
emitter injection the magnetic ﬁeld can cause an asymmetrical carrier distribution in the
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base depending on to which side the Lorentz force deﬂects the carriers and on the surface
recombination rates at these locations[47].
Thus it can be seen that there exists a range of mature technologies in the ﬁelds
of heterojunction bipolar transistors and in bipolar magnetic sensors. Having explored
these technologies in this introductory chapter, a discussion of the background theory
now follows.
112 The Bipolar Junction Transistor
This chapter contains a discussion of the physical and electrical considerations of bipolar
transistor operation. It starts with the component part, the p–n junction diode, both
at equilibrium and its characteristics under the diﬀerent bias conditions. The current
components of the BJT are analysed along with their physical origin. The chapter goes
on to look at heterojunctions and heterojunction bipolar transistors.
A brief discussion of the Hall eﬀect in semiconductors precedes the section on the
theory proposed in studies to date of the eﬀects of magnetic ﬁeld on HBTs. The ﬁnal
section outlines of some ﬁgures of merit for transistor magnetic sensors.
2.1 P–n Junctions
A p–n step homojunction is a metallurgical junction of a single (compound or elemental)
semiconductor that has diﬀerent dopant types on each side. Considered below is a one-
dimensional step junction with uniformly doped p– and n– regions and perfect ohmic
contacts to each far from the junction itself.
In considering a one–dimensional device similar to that shown in Figure 2.1(b) some
basic physical relationships can be established. If it is uniformly doped to a concentration
NA and ND in the p–type and n–type regions, respectively. Since the junction is described
as metallurgical it is well deﬁned and abrupt at x = 0. A system of this type is often
referred to as a p–n junction diode.
Thermal Equilibrium
Under the equilibrium conditions of no thermal gradient, no applied bias (VA = 0) no
incident light and no applied electric or magnetic ﬁelds the carrier concentration in the
region of the junction will be diﬀerent to the dopant concentrations. Diﬀusion of majority
carriers across the junction will occur since there is a relatively small concentration
of (thermally excited) minority carriers on both sides. This eﬀect can be described
energetically by the necessity of alignment of the Fermi levels on each side of the junction:
since the Fermi level is higher in the n–type than in the p–type some electrons must ﬂow
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Figure 2.1: Dopant concentration (a) and schematic (b) of a 1–dimensional p–n junction.
(Adapted from [60].)
out of the n–type semiconductor. An example of carrier concentration at a p–n junction
is shown in Figure 2.2(a). A region of charged dopant ions is then left unquenched which
retards further diﬀusion and there is a space–charge region on either side of the junction.
This net charge density per unit length by Gauss’s law results in an electric ﬁeld which
in turn leads to a potential diﬀerence as shown in Figure 2.2(b–c).
The electric ﬁeld E (Vcm−1) is given by
E(x) =
1
Ks"0
∫ x
−∞
½(x)dx (2.1)
where KS is the relative dielectric constant of the semiconductor and "0 = 8:854 Fcm−1
is the permittivity of free space. The net charge density ½(x) (Ccm−1) is
½(x) = q (p − n + ND − NA) (2.2)
The space–charge region shown in Figure 2.2 is called the depletion region because the
majority carrier concentration on each side has been depleted. Since
E = −∇V (x) (2.3)
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+
- -xp
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Electric field, E
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Vbi
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Figure 2.2: Charge density (a), electric ﬁeld (b) and potential (c) for a 1–D p–n junction.
(Adapted from [60].)
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Figure 2.3: Energy bands of a 1–D p–n junction. (Adapted from [60].)
the electric ﬁeld gives rise to a potential gradient according to
V (x) = −
∫ x
−∞
E(x)dx (2.4)
where V(−∞) = 0. Figure 2.3 shows the energy bands for the junction with the relative
positions calculated from the fact that the Fermi level EF must be constant throughout
at thermal equilibrium.
The energy gap Eg is also ﬁxed everywhere in a homojunction and in the bulk ma-
terials the conduction band minimum Ec and the valence band maximum Ev are ﬁxed
with respect to the Fermi level. From these constraints band bending such as that shown
in Figure 2.3 arises. From the deﬁnition of the Fermi level
EF − Ei = kT ln
[
nn=ni
]
= kT ln
[
ND=ni
]
ND   NA;ni (2.5)
Ei − EF = kT ln
[
pp=ni
]
= kT ln
[
NA=ni
]
NA   ND;ni (2.6)
where Boltzmann’s constant k = 1:381x10−23JK−1. The built in potential can be shown
to be
Vbi =
kT
q
ln
[
nnpp
n2
i
]
: (2.7)
Furthermore, by considering zero net current ﬂow in thermal equilibrium, i.e.
JN = JN|drift + JN|diﬀusion = q¹nnE + qDN
dn
dx
= 0; (2.8)
15The Bipolar Junction Transistor P–n Junctions
it is possible to dervive the equivalent result,
Vbi =
kT
q
ln
[
NDNA
n2
i
]
: (2.9)
In (2.8) ¹n and DN are the electron mobility and diﬀusion coeﬃcient in the n–type
material, respectively. The potential hill gives rise to the drift (JN;P|drift) of minority
carriers and the density gradient gives rise to the diﬀusion (JN;P|diﬀusion) of majority
carriers across the junction.
The width, W, of the depletion region is given under equilibrium conditions by xn + xp
where the relation
xp =
[
ND
NA
]
xn (2.10)
holds and implies that the depletion region extends further into the more lightly doped
region. The width will decrease under forward bias and increase under reverse bias
according to the relation
W =
[
2KS"0
q
(Vbi − VA)
(
NA + ND
NAND
)]1=2
(2.11)
where W is the total depletion region width and KS is the relative dielectric constant of
the semiconductor material.
Forward Bias
In applying a forward bias to a p–n junction diode (that is a positive bias to the p–type
side, with respect to the n–type side) the diﬀerence in potential over the junction is
reduced to q(Vbi − VA). This occurs since energy E (eV) is proportional to potential
according to
E = −qV (2.12)
and referring to (2.4) and Figure 2.2 it can be seen that the n–type bulk material under
thermal equilibrium is at a higher potential than the p–type.
Figure 2.4 exempliﬁes the physical situation of a diode under forward bias. As the
potential barrier for the minority carriers is lowered they will diﬀuse across the junction,
according to the density gradient and diﬀusion coeﬃcent. (It is worthwhile to note the
Einstein relationship for the diﬀusion coeﬃcient D (cm2 s−1),
DN;P =
¹n;pkT
q
; (2.13)
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Figure 2.4: A p–n junction under forward bias. (Adapted from [60].)
where the coeﬃcient for holes and electrons will be diﬀerent in both n– and p–type
materials.) In thermal equilibrium the drift and diﬀusion currents (for both electrons
and holes) are equal and opposite. The increase in diﬀusion under forward bias is not
countered by any increase in drift as drift is limited by minority carrier generation in the
p–type region near the junction. The majority carrier occupancy levels are determined
by the product of the Fermi function f(E) and the density of states g(E) given by
f(E) =
1
1 + e(E−EF)=kT (2.14)
and
gc(E) =
m∗
n
√
2m∗
n(Ec − E)
¼2~3 E ≥ Ec (2.15)
gv(E) =
m∗
p
√
2m∗
p(E − Ev)
¼2~3 E ≤ Ev (2.16)
where gc(E) and gv(E) are the conduction and valence band densities of states, respec-
tively. The product leads to a carrier distribution that decreases exponentially with
increasing energy (for electrons, decreasing energy for holes) and so, as the forward bias
increases until it is equal to Vbi, the forward current will also increase exponentially. In
fact the ideal diode equation (or sometimes the Shockley diode equation) gives the diode
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current to be
I = I0(eqVA=kT − 1) (2.17)
where the magnitude of the reverse saturation current (see below) is
I0 = qA
[
DN
LN
n2
i
NA
+
DP
LP
n2
i
ND
]
: (2.18)
In (2.18) A (cm2) is the junction area, LN;P (cm) is the minority carrier diﬀusion length
and is equal to
√
DN;P¿n;p with ¿n;p (s) the average time to recombination of a minority
carrier. The ideal diode equation is derived using the assumption that the net recombi-
nation and generation1 in the depletion region is zero.
Reverse Bias
In applying a reverse bias to a p–n junction diode (that is a positive bias to the n–type
side, with respect to the p–type side) the diﬀerence in potential over the junction is
increased to q(Vbi − VA). The diﬀusion of majority carriers is reduced as fewer have the
energy required to traverse the potential barrier as shown in Figure 2.5. The drift current
of minority carriers is unchanged from its small, generation–limited thermal equilibrium
value.
Since the electron current is from left to right and the hole current is from right to
left the reverse bias saturation current is negative as well as small and quickly becomes
saturated under increasing reverse bias.
Figure 2.6(a) shows a typical (ideal) diode current–voltage characteristic and (b)
shows the real case.
Diode Breakdown Mechanisms
If the electric ﬁeld in the depletion region is high it will accelerate drifting electrons to a
large velocity. At a certain critical value of electric ﬁeld Ecr the average velocity will be
high enough that each collision of electron into a lattice atom will create an electron–hole
pair. These will then be accelerated by the electric ﬁeld and will create more electron–hole
pairs, and so on. This is avalanche breakdown and leads to an exponentially increasing
reverse current with applied reverse bias. Zener breakdown occurs when a reverse bias
brings the top of the valence band in the p–type material below the bottom of the
conduction band in the n–type material. If the barrier is thin enough (< 100˚ A) electrons
1i.e. electrons being thermally excited from the valence band into the conduction band, creating an
electron hole pair.
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Figure 2.5: A p–n junction under reverse bias. (Adapted from [60].)
I or J
-I0
VA
(a) (b)
VA
ln(I0)
ldeal
Slope =
q
nkT
Slope =
q
2kT
ln(I)
Figure 2.6: Current against applied bias for a p–n junction diode in the ideal (a) and
non–ideal (b) cases. (Adapted from [60].)
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can tunnel from the highly populated p–type side to the relatively empty n–type side. As
the bias increases still further more occupied states will have the opportunity to tunnel
across.
Recombination–Generation in the Depletion Region
The ideal diode equation is derived using an assumption that the net recombination and
generation in the depletion region is zero. In practice, however, this is not the case; under
reverse bias conditions generation dominates since carrier concentrations therein are less
than at equilibrium. Any electrons or holes generated in this way will be accelerated by
the electric ﬁeld and will add to the respective drift current, hence increasing the reverse
saturation current. It is approximately constant throughout the depletion region and
its contribution increases monotonically with the depletion width. Conversely, at small
values of forward bias, the excess of both holes and electrons in the depletion region leads
to an increase in recombination2 which will reduce the forward current.
2.2 Bipolar Junction Transistors
A bipolar junction transistor (BJT) consists of two p–n homojunctions fabricated so
that the central region is shared between both junctions. Since the electron mobility
in semiconductors is higher, npn is the prevalent system (rather than pnp) in circuit
applications.
The region of p–type semiconductor, sandwiched between two n-type regions, is the
base and is short compared to its minority carrier diﬀusion length. The other regions, the
emitter and the collector, are so named because of the functions they perform (see below).
The emitter has a much larger dopant concentration than the base, this is signalled by
the ‘+’ in n+pn3. In a BJT the active region has a forward bias in the emitter–base (E–
B) junction and a reverse bias in the collector–base (C–B) junction. The forward bias in
the E–B junction leads to a decrease in the barrier height which the majority electrons
in the (very heavily doped) emitter must surmount to get to the base. Thus electrons
are injected into the base. As the base length is shorter than the diﬀusion length for
electrons in the p–type material, few electrons will recombine with a hole here. Most
will diﬀuse across the base and be accelerated down the potential hill into the collector.
Hence the decreasing dopant concentration from emitter to base is primarily to restrict
back injection from base to emitter.
2Electrons can drop from the conduction band to ﬁll a hole in the valence band. This often happens
via an intermediate midgap (impurity) state.
3In fact, the ‘+’ means that the material is degenerate, i.e. its (dopant concentration dependent)
Fermi level is within » 3kT of relevant band edge, here Ec
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Figure 2.7: Energy bands (a) and schematic showing the current components (b) of a 1–D
bipolar junction transistor. (Adapted from [24].)
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Electrons drifting into the collector from the base will have an excess kinetic energy
equivalent to the diﬀerence between the conduction band edge in the base and that in the
collector. These will scatter oﬀ the crystal lattice ions and this deceleration mechanism
results in the generation of lattice phonons and causes heating.
Figure 2.7(b) shows the current components in a BJT. In the emitter Ien is the
component from majority electrons diﬀusing into the base and Iep is the component from
back injected holes from the base. In the collector Icn is the component from electrons
drifting down the potential hill from the base and Icp is the component from minority
holes drifting up the potential hill into the base.
The base current components labelled on the diagram: Ib1 is the current arising from
holes back injected into the emitter and is equivalent to Iep. Ib2 is the current that must
enter the base (from the external circuit) to compensate for holes that recombine with
electrons injected from the emitter. Ib3 is the base current arising from minority holes
that are generated within one diﬀusion length of the C–B depletion region edge and drift
down the potential hill into the base, it is equivalent to Icp.
The equations for the currents at the metal contact to each region are, at the emitter
contact
Ie = Ien + Iep; (2.19)
at the collector contact
Ic = Icn + Icp (2.20)
and at the base contact
Ib = Ie + Ic = Ib1 + Ib2 + Ib3: (2.21)
For a bipolar transistor, the ratio of the electrons leaving the base to the electrons entering
the base is termed the base transport factor. The base transport factor, ®T, should be as
close to one as possible, it is largely aﬀected by the thickness of the base, as well as its
dopant concentration.
®T =
Icn
Ien
(2.22)
It is also useful to deﬁne the ratio of the emitter injected electron current to the total
emitter current as the emitter injection eﬃciency, °,
° =
Ien
Ie
=
Ien
Ien + Iep
(2.23)
This is also ideally very close to one.
The dc alpha factor, or ®dc, is given by the ratio of the terms deﬁned in 2.19 and
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2.20:
®dc =
Ic
Ie
=
Icn + Icp
Ien + Iep
; (2.24)
i.e., the ratio of collector to emitter currents. Since, while the E–B junction is forward
biased and the C–B junction is reverse biased, Icn   Icp, this simpliﬁes to
®dc =
Icn
Ien + Iep
(2.25)
and hence
®dc = °®T: (2.26)
The other current ratio of interest is deﬁned as ¯dc,
¯dc =
Ic
Ib
=
Icn + Icp
Ib1 + Ib2 + Ib3
: (2.27)
And from Equation 2.24,
¯dc =
Ic
Ib
=
Ic
Ie − Ic
=
®dc
1 − ®dc
(2.28)
The ﬁgure ¯dc is a useful current gain parameter with which to characterise a device[24].
It is the ratio of the DC collector current to the DC base current, in a transistor operating
in the active region. The theoretical maximum value of ¯max is given by the case of
negligible recombination currents,
¯max =
Icn
Ib1
=
Ien
Iep
: (2.29)
From Figure 2.7 the energy barrier for electrons is En and for holes Ep. If the doping
levels in the emitter and base are Ne and Nb, respectively, then the injection current
densities at the E–B junction are
Jn = Neºnb exp
[
−En
kT
]
(2.30a)
Jp = Nbºpe exp
[
−Ep
kT
]
(2.30b)
where ºnb and ºpe are material dependant quantities termed the eﬀective velocities of
electrons in the base and holes in the emitter, respectively. If there has been no bandgap
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Figure 2.8: Common emitter (a) and common base (b) conﬁgurations for an npn bipolar
transistor.
narrowing due to degeneracy then En and Ep can be considered equal, hence
¯max ≈
Neºnb
Nbºpe
(2.31)
As discussed above, to ensure a high current gain in a homojunction bipolar transistor
the dopant levels in the emitter must be signiﬁcantly higher than that of the base. This
is not necessarily the case in a heterojunction bipolar transistor, as will be seen below.
2.2.1 Ideal Operational Characteristics
In circuit applications BJTs are often used in the common–emitter conﬁguration as shown
in Figure 2.8(a) or in the common–base conﬁguration as shown in Figure 2.8(b).
For an ideal pnp bipolar transistor it can be shown by solving the minority carrier
diﬀusion equations that
Ie = qAn2
i
[
De
LeNe
+
Db
WNb
]
(eqVbe=kT − 1) − qAn2
i
[
Db
WNb
]
(eqVcb=kT − 1) (2.32)
where Le is the minority carrier diﬀusion length in the emitter, Le is the minority carrier
diﬀusion constants in the emitter and Ne, Nb are the emitter and base dopant densities.
The length of the neutral base region is W (this is the distance the minority carriers must
traverse to be collected) and the intrinsic device area is A. (For a full treatment of the
ideal bipolar transistor see, for example, [24].) The collector current can be given as
Ic = qAn2
i
[
Db
WNb
]
(eqVbe=kT − 1) − qAn2
i
[
Dc
LcNc
+
Db
WNb
]
(eqVcb=kT − 1) (2.33)
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where Lc, Dc and Nc are for the collector. The base current can then be calculated
from Kirkoﬀ’s Current Law as
Ib = qAn2
i
De
LeNe
(eqVbe=kT − 1) + qAn2
i
Dc
LcNc
(eqVcb=kT − 1): (2.34)
In the active region of operation there is a forward bias on the base–emitter junction
and a reverse bias on the base–collector junction. This gives
exp
(
qVcb
kT
)
  1 (2.35)
and
exp
(
qVbe
kT
)
  1 (2.36)
for biases of a few tenths of a Volt since q/kT at room temperature. This leads to the
current components in the active region
Ie ∼ = qAn2
i
[
De
LeNe
+
Db
WNb
]
eqVbe=kT; (2.37)
Ic ∼ = qAn2
i
Db
WNb
eqVbe=kT (2.38)
and
Ib ∼ = qAn2
i
De
LeNe
eqVbe=kT: (2.39)
Thus, given suﬃcient reverse bias on the base–collector junction, the current in the active
region is governed by the forward bias on the base–emitter junction.
Other modes of operation of a BJT are the saturation, cut–oﬀ and inverted regions.
In the saturation region both junctions are forward biased so injected majority carriers
from the collector reduce the emitter current and many more majority carriers from the
base are injected into the collector. This latter eﬀect serves to increase the base current.
In the cut–oﬀ region both the junctions are reverse biased. In this case only thermally
generated carriers in the vicinity of the space–charge region are available and will drift
into the base.
The reverse saturation current in the base–collector junction is Icb0. This is measured
with the emitter open–circuited (Ie = 0). The current ﬂowing from the emitter to the
collector with the base open–circuited is Ice0.
If the base–collector junction is forward biased either inverted active or inverted
saturation operation occurs, depending on whether the emitter–base region is reverse or
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forward biased. Figures of merit for this region can be deﬁned as °R, ®dcR and ¯dcR and
are lower than in normal operation[24].
The common base, active region gain4 is determined by Ic/Ie, i.e. ®dc, and can be
shown[24] to be
®dc =
1
1 +
DeNbW
DbNeLE
(2.40)
which sets limits for the design of high gain devices, for example W   Le. The common
emitter current gain is given by Ic/Ib and can be shown to be
¯dc =
DbNeLe
DeNbW
: (2.41)
Thus by increasing the emitter doping over the base doping and reducing the base region
dimension a high gain can be achieved.
2.2.2 Deviations from Ideal
The ideal current output determined by the equations given above is not observed in real
devices. Several physical processes account for this. The ideal case does not account for
recombination in the base region. A quasi–ideal solution can be derived from assuming
a low rate of base recombination and a linear fall–oﬀ in minority carrier concentration in
the base[24] in a device with W   0:1Lb or less (valid for most real devices). This gives
a base current of
Ib = qAn2
i
[
De
LeNe
×
W
2Lb
]
(eqVbe=kT − 1) + qAn2
i
[
Dc
LcNc
×
W
2Lb
]
(eqVcb=kT − 1) (2.42)
which gives an increase in the base current proportional to W=2Lb.
Another eﬀect seen in real devices is base width modulation, where the applied bias
on the junction changes their depletion width according to (2.11). With the small base
widths used by necessity in real devices, the changes in W caused by this eﬀect have a
noticeable eﬀect on the output characteristics. The eﬀects of base width modulation on
the common emitter output characteristics are shown in Figure 2.9. In the real case,
the output current increases with increasing bias. This eﬀect, called the Early eﬀect is
pronounced in this conﬁguration. In the active region, as described by (2.37), (2.38) and
(2.39), a constant base current implies constant Vbe. However, the collector current of
4The base transport factor for an ideal device is unity, so according to (2.26), we have simply ®dc = °
with ° the emitter injection eﬃciency.
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Figure 2.9: A representation of ideal (a) and real (b) BJT common base output character-
istics. (Adapted from [24].)
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Figure 2.10: A representation of ideal (a) and real (b) BJT common base output charac-
teristics. (Adapted from [24].)
(2.38), repeated here
Ic ∼ = qAn2
i
Db
WNb
eqVbe=kT; (2.43)
for a ﬁxed Vbe but increasing Vcb will see a decreasing value of W and hence Ic will
increase.
Figure 2.10 is a representation of ideal (a) and real (b) device common base I–V
characteristics. This can be rationalised as a decrease in eﬀective base width which was
seen above to lead to a higher device gain. For a given value of Ie the increasing reverse
bias at the base–collector junction increases the depletion region there. This eﬀect is
ameliorated in the common base conﬁguration as the ﬁxed value of Ie requires that Vbe
decreases with W, thus less carriers are injected and Ic cannot rise.
Further increases in Ic are caused by carriers generated in the base–collector space–
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charge region[24]. This extra current un–accounted for in the discussions above leads to
a greater slope in the common emitter output I–V characteristic.
If the base width modulation eﬀect leads to a zero base width then the emitter and
collector regions are electrostatically coupled. This is called punch–through. Increas-
ing the reverse bias on the base–collector junction past the punch–through point will
cause the potential hill at the base–emitter junction to decrease[24]. This leads to an
exponential increase in Ic for small change in applied voltage.
Another high current eﬀect is avalanching, where the large base–collector junction
reverse bias imparts enough energy into the carriers which ﬂow through it that they ionise
atoms in the collector on collision. These ionisations create electron–hole pairs and a large
current ﬂows through the junction. The high current characteristics in BJTs are caused
by whichever eﬀect occurs at the lowest voltage. The collector–to–base breakdown voltage
BVcb0 is the point of rapidly increasing current in the common base conﬁguration with
Ie = 0 (open circuited). The collector–to–emitter breakdown voltage BVce0 is the point
of rapidly increasing current in the common emitter conﬁguration with Ib = 0. It can
be seen in Figure 2.10 and Figure 2.9 that there is some avalanching throughout the
active region of the common emitter conﬁguration as majority carriers are created in
the junction and drift into the emitter as minority carriers. This causes an increase in
forward injection from emitter to base. The numerical value of BVce0 is less than that
of BVcb0. A resistance placed between the base and emitter would reduce this eﬀect by
“absorbing” some of the avalanching carriers.
It is also the case that the voltages applied to the device are not the voltages at
the device junctions. There is a ﬁnite resistance between the metal contact and the
bulk material as the electrons must pass through a non–zero potential barrier dependent
on the physical properties of the metal and the bulk material and the interface formed
between the two. Thus a voltage drop occurs attributable to the contacts. A further
resistance is introduced by the bulk material as the carriers must traverse through this
from the contacts to the intrinsic device region (or in the reverse direction). This has a
large eﬀect on the emitter as Ie is exponentially dependent on the forward bias.
A forward biased diode will have excess recombination in its depletion region[24].
A reverse biased diode will have excess generation in its recombination region. The
generation in the reverse biased diode will provide extra carriers for injection into the
base and then back injection into the emitter. This will increase both Icb0 and Ice0 from
ideal. The recombination current in the emitter–base junction will have a more noticeable
eﬀect on the device current gain ¯dc at lower values of Ic and will be overcome at higher
levels of injection.
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Figure 2.11: An example of the band structure of the emitter–base junction of a hetero-
junction bipolar transistor.
2.3 Heterojunctions
If the two sides of the p–n junction are made from diﬀerent semiconductor materials it is
said to be a heterojunction. Diﬀerent materials will not necessarily have the same value
of Eg, the bandgap, nor work function, Á, electron aﬃnity Â or dielectric constant, "r.
The work function, Á, of a solid state material is the diﬀerence in energy between that
of an electron at inﬁnity (with respect to the material surface), at rest in a vacuum and
the Fermi level of the material surface:
Á = Evac − EF: (2.44)
Similarly the electron aﬃnity is deﬁned as
Â = Evac − Ec; (2.45)
the energy required to remove an electron from the edge of the conduction band to the
vacuum level. The position of the Fermi levels with respect to the band edges in any
given material system will depend on the dopant type and concentration (and hence so
will the work function). With epitaxial growth it is possible to make the change between
materials within one or two atomic layers.
Figure 2.11 represents the band structure of the two materials of a p–N hetero-
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Physical quantity InP/
In0:53Ga0:47As
Al0:3Ga0:7As/
GaAs
Si/Si0:8Ge0:2
∆Eg=eV 0.60 0.37 Unstrained:0.078
Strained:0.165
∆Ec=eV 0.23 0.24
∆Ev=eV 0.37 0.13
Table 2.1: Bandgap oﬀsets of selected heterojunctions at room temperature. (Adapted
from [23].)
junction5. At the interface of an abrupt heterojunction there is a change in the crystal
potential and electronic structure[61, 62]. Chemical bonds form between the adjacent
atoms of the diﬀerent materials and surface dipoles then arise. The chemistry of the junc-
tion determines the ratio of ∆Ec to ∆Eb where and their sum is equal to the diﬀerence
in bandgap, ∆Eg. Table 2.1 shows the band oﬀsets in several common heterogeneous
material systems. Figure 2.11 is representative of the band structure of the junctions
described in Table 2.1. The spike in the conduction band is a feature of heterojunctions
of this type and is attributable to the chemical bond interface dipoles. Careful design and
growth of compositionally graded junctions can eliminate the spike which is a barrier to
electron injection across the junction (although it also ﬁnds uses as a means to ‘launch’
electrons into the base with excess kinetic energy).
2.4 Heterojunction Bipolar Transistors
Heterojunctions have applications in many areas of semiconductor device engineering;
however, in terms of the improvement of bipolar junction transistor performance by
incorporating heterostructures the most important of these is the restricting of base–
emitter back injection by the large valence band oﬀset ∆Ev (in an npn device).
Further consideration of (2.29) and (2.30) for an HBT gives
¯max =
Neºnb
Nbºpe
exp
[
∆Ev
kT
]
: (2.46)
which is the maximum value of current gain achievable considering the typical HBT
band structure shown in Figure 2.11, discounting eﬀects not directly related to the band
line–up.
5It is customary to represent the larger bandgap material in a heterojunction with a capital P or N,
whichever is appropriate. Further, a heterojunction between two materials with diﬀering dopant types,
as in this case, is said to be anisotype
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Similarly to the discussion in §2.2.1 above, for an npn transistor it is possible to show
from the minority carrier diﬀusion equations that
Ibp =
qADpe
We
n2
ie
Ne
exp
(
qVbe
kT
)
(2.47)
and
Ic =
qADnb
Wb
n2
ib
Nb
exp
(
qVbe
kT
)
(2.48)
where Dpe, Dnb, We, Wb are the minority hole diﬀusion constant in the emitter, the
minority electron diﬀusion coeﬃcient in the base, the emitter thickness and the base
thickness, respectively. The back–injection current Ibp is the dominant component of the
base current in silicon BJTs[23]. If the diﬀusion constants are taken to be approximately
equal, as well as the physical lengths, a higher doping is required in the emitter than
in the base to achieve a high gain. However, a high base doping allows a transistor
to have low base resistance which is useful for a higher power gain and a low emitter
doping reduces the base–emitter junction capacitance which is useful for high frequency
performance[23]. High base doping reduces the base access resistance Rb. Increased
dopant concentration in the base also reduces the width of the base–collector depletion
region in the base which defers punch–through breakdown to a larger bias.
In considering (2.9), (2.47) and (2.48), for an HBT with no conduction band spike
there is
Ic
Ibp
=
DnbWeNe
DpeWbNb
n2
ib
n2
ie
=
DnbWeNe
DpeWbNb
exp
(
∆Eg
kT
)
; (2.49)
which is equivalent to (2.46). For an abrupt HBT this becomes
Ic
Ibp
=
DnbWeNe
DpeWbNb
exp
(
∆Ev
kT
)
: (2.50)
In both cases gain is possible regardless of the relative dopant concentrations in the base
and emitter.
Hence, HBTs fabricated in a combinatory material system that has a large valence
band oﬀset can exhibit signiﬁcant increases in ¯max over homojunction devices.
Furthermore, the conduction band spike can serve to impart extra kinetic energy to
electrons diﬀusing from emitter into base and allow minority carrier velocities in the
base higher than thermal values[20]. The base transit time is reduced and the device can
operate faster (i.e. at higher frequencies).
Some holes will be back injected into the emitter from the base, due to the forward
bias of the emitter–base junction. This is Ibp, a component of the base current, Ib. Since
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many HBTs are not planar technologies like silicon BJTs there must be a mesa structure.
The intrinsic device region is located under the area of the emitter–base region in such
a device. The exposed extrinsic base surface then adds a surface recombination current
component to the base current, Ib;surf. This has particular relevance to the topic of
this thesis. The physical processes involved in this are discussed further in Chapter 4.
Other components of the base current are the interface recombination current at the base
contact, Ib;cont, the bulk recombination current in the base, Ib;bulk, and the space–charge
recombination current in the emitter–base junction depletion region, Ib;scr[23]. Due to
the inherently statistical nature of recombination currents, and the fact they can be a
limiting factor on device performance (see below), they are a signiﬁcant contributor to
device noise in an HBT.
Surface recombination in the depleted base region of the emitter–base junction will
reduce the base transport factor, ®T. Since InGaAs has a surface recombination velocity
(a form of recombination rate, see Chapter 4) three orders of magnitude smaller than
GaAs it is a better choice of material for the base of an HBT. The surface recomination
current contribution to the base current, Ib;surf is a function of the emitter perimeter to
area ratio and so has a larger relative aﬀect in smaller devices. Thus smaller devices can
be achieved in InGaAs/InP allowing for lower current operation and reducing parasitic
capacitances. The noise created by recombination events is also reduced.
The recombination velocity of metal–semiconductor junctions is estimated to be
2x107 cms−1[23]. While this is considerably higher than even an un–passivated GaAs
surface the contribution of this to overall base current is much smaller, since the contacts
are likely to be fabricated in a location removed from the intrinsic device area. The excess
carrier concentration decreases rapidly with distance from the emitter–base junction.
The bulk recombination current Ib;bulk is determined by the recombination rates per
unit volume of the three major recombinative processes. Radiative recombination (rate,
Urad) is the process by which an electron and hole pair recombine directly with energy
and momentum conserved through the emission of a photon. This is far more common in
materials with direct bandgaps (e.g. III–V semiconductors) than indirect bandgaps (e.g.
silicon). Shockley–Read–Hall (SRH) recombination (rate, USRH) is the process by which
an electron jumps from the conduction to valence bands via an intermediary state within
the bandgap arising from a discontinuity or impurity in the lattice. The energy and
momentum are conserved by the creation of a phonon. Auger recombination (rate, UA)
is the process by which an electron recombines and transfers its energy to other electrons
in the conduction band. This is most common in situations like the base of an Npn HBT
where dopant concentrations are very high. Expressions for these recombination rates
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can be given as
Urad =
∆n
¿rad
; (2.51)
USRH =
∆n
¿SRH
(2.52)
and
UA =
∆n
¿A
; (2.53)
where ¿rad, ¿SRHand ¿Aare the eﬀective lifetimes of the three processes and ∆n is the
excess carrier concentration. Thus an eﬀective electron minority carrier lifetime in the
base ¿n can be deﬁned in the equation for the total recombination rate
U = Urad + USRH + UA =
∆n
¿n
(2.54)
and from (2.51), (2.52) and (2.53)
¿n =
(
1
¿rad
+
1
¿SRH
+
1
¿A
)−1
: (2.55)
This can be considered the average time between electron recombination events in the
bulk device. If Ib;bulk is the dominant component of Ib then it is possible to write
¯ =
Ic
Ib;bulk
=
¿n
¿b
(2.56)
where ¿b is the minority carrier transit time across the base. Typical values of ¿n and ¿b
for an AlGaAs/GaAs HBT are of the order of 1ns and 0:01ns, respectively[23].
2.5 The Hall Eﬀect in Semiconductors
The Lorentz force was discussed in Chapter 1. This phenomenon can be used to great ad-
vantage in semiconductor materials to measure the carrier concentration. The resistivity
½ is given by
E = ½J; (2.57)
the reciprocal, conductivity, is ¾ = 1=½, and also
ºd = ¹n;pE; (2.58)
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Figure 2.12: Hall eﬀect in an n–type semiconductor (adapted from [63])
J = nqºd (2.59)
where ºd is the drift velocity, E is the electric ﬁeld and J is the current density. It can
then be shown that
½ =
1
¾
=
1
q(¹nn + ¹pp)
(2.60)
Thus, if n   p,
½  
1
q¹nn
: (2.61)
A typical setup for measuring mobility is shown in Figure 2.12. The bias applied to
the block of n–type semiconductor material causes an electric ﬁeld along the x–direction,
Ex. The external magnetic ﬁeld applied to the block along the z–axis, Bz, causes a
component of electric ﬁeld Ey as the electrons collect at the bottom side of the block.
This electric ﬁeld is the Hall ﬁeld and it exactly balances the Lorentz force (according to
F = qE)[63]. Thus
Ey =
(
VH=W
)
= RHJxBz (2.62)
where VH is the Hall voltage and RH is the (material dependent) Hall coeﬃcient. The
Hall mobility is deﬁned as the product of the Hall coeﬃcient and the conductivity,
¹H = |¾RH|: (2.63)
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2.6 Figures of Merit for Transistor Magnetic Sensors
The critical ﬁgure of merit for all sensors is the transduction eﬃciency. In a BMT this
is the magnetosensitivity, S. Deﬁned as the ratio of the change in output signal to the
change in applied ﬁeld, this gives
SI
A =
 
 
   
@Ic(B)
@B
 
 
    [AT−1] (2.64)
for the absolute current magnetosensitivity and
SI
R =
 
   
 
1
Ic(0)
@Ic(B)
@B
 
   
  [T−1] (2.65)
for the relative current sensitivity at ﬁelds B → 0. The voltage sensitivities are dependent
on the values of the collector resistors such that SV
(A;R) = RCSI
(A;R) [VT−1] although a high
output resistance would render voltage and current sensitivities numerically equivalent.
The minimum ﬁeld detectable by a BMT is determined by the device noise power spectral
density. The magnetic ﬁeld which is equivalent to the noise in the frequency range ∆f is
Beq = N=S (2.66)
where N is the current or voltage noise and S is the relevant magnetosensitivity[47]. At
this point the signal–to–noise ratio is unity. Another ﬁgure of merit is the oﬀset. This is
the static output current when the applied ﬁeld is zero.
In this work the change in ¯dc was used in analogy to earlier work[64] instead of Ic.
This is equivalent to a sensitivity in Ic, since Ic is linearly proportional to ¯dc.
The dynamic range of a sensor is a measure of the smallest unit that can be detected
compared to the largest. In this work the signal–to-noise ratio was calculated as a measure
of this. This is given by
SNR(dB) = 20log10
(
Asignal
Anoise
)
(2.67)
where Asignal is the amplitude of the maximum transduction (the maximum relative
change in normalised ¯dc) and Anoise is the equivalent amplitude of the noise.
2.7 Charge Transport and Magnetic Field
The uses of Hall bars to study material properties has already been mentioned[44, 45].
Magnetotransport is also often used to study charge transport phenomena in semicon-
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ductors, such as boundary scattering[65], as well as spin–based eﬀects[66]. In early work
the eﬀects of magnetic ﬁeld on current transport in HBTs were used to conﬁrm the results
of a hot electron spectroscopy technique in AlGaAs/GaAs[67, 68]. Further studies into
the electron eﬀective mass in InP/InGaAs HBTs at liquid helium temperatures (4:2K)
were also carried out using magnetic techniques[69].
A study was conducted on the eﬀects of applied magnetic ﬁeld on the current transport
properties of InAlAs/InGaAs HBTs[64]. It was noted that there is a distinction between
nonequilibrium transport of electrons with excess kinetic energy through the base (where
the base width is less than the nonequilibrium electron mean free path) and drift–diﬀusion
transport where carriers scatter as they traverse the base. With a series of small emitter
width devices with multiple base widths it was shown that as a magnetic ﬁeld applied
perpendicular to the main current transport direction (i.e. the direction normal to the
semiconductor surface) is increased the current gain of the device decreases. This can
be attributed to the increased path length caused by Lorentz deﬂection of the carriers in
the base. All electrons travelling through the base were accelerated in a circular path in
the x–z plane of the device, as shown in Figure 2.13. The current transport regime was
thus changed from quasi–ballistic to drift–diﬀusion and recombination rates increased by
applying a ﬁeld of up to 8T. This had a deleterious eﬀect on the current gain of the
device.
The cyclotron radius for a electron moving in a magnetic ﬁeld is given by
r = m∗À=eB⊥ (2.68)
where m∗ is the electron eﬀective mass, À is its velocity and B⊥ is the applied ﬁeld
perpendicular to the direction of motion. If either the ﬁeld was increased or the base
length suﬃciently increased that the cyclotron radius became comparable with the base
length, the carriers could then only exit the base by scattering events and the current
gain dropped to almost zero. To produce this eﬀect with a hot electron (À = 108 cms−1
and m∗ = 0:041m0) in a device of base length 50nm a ﬁeld of 4T was applied. A related
decrease in average excess kinetic energy caused by increased scattering was also seen to
increase the transistor breakdown voltage as fewer had energy above the threshold for
impact ionisation.
Furthermore, a ﬁeld applied parallel to the direction of current transport was seen
to improve current gain. Recombination in the extrinsic base is a source of base current
which is detrimental to transistor current gain and electrons which scatter in the intrinsic
device may then travel out of it. It was suggested that the scattering angle was oﬀset
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Figure 2.13: Electrons in an HBT accelerated in a circular path by an applied magnetic
ﬁeld perpendicular to the normal.
by the parallel magnetic ﬁeld. It kept the electrons in a smaller volume because of the
helical path ensuing from the new (post–scatter) perpendicular component of the velocity.
Thus electrons that would normally have scattered into the extrinsic device region and
recombined were collected. All of the experiments described above were carried out at a
temperature of 4:2K[64].
The mobility of minority electrons in the base of an InGaAs/InP HBT was also studied
using the eﬀects of a perpindicular applied magnetic ﬁeld[70, 71]. Magnetotransport in
a npn HBT is described by the modiﬁed drift–diﬀusion equations
Je = qDe∇n − ¹eJe × B + q¹enE (2.69a)
Jh = −qDh∇p + ¹hJh × B + q¹hpE (2.69b)
(see also (2.8), the 1–dimensional equivalent) where Je, Jh, De, ¹e, Dh and ¹h are the
electron and hole current densities, the electron diﬀusion constant and mobility and
the hole diﬀusion constant and mobility, respectively, n is the electron minority carrier
concentration, p is the hole majority carrier concentration and q is the electronic charge.
The vector magnetic ﬁeld B was applied along the x–direction and E is the electric ﬁeld.
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In a base without any conﬁnement in the lateral directions and a length which was long
compared to the momentum relaxation mean free path (in this case, 400nm) it was shown
that the current density in the z–direction Jez is
Jez = q
De + (¹en=¹hp)Dh
1 + ¹2
eB2
@n
@z
= qD∗(B)
@n
@z
: (2.70)
This is equivalent to the diﬀusion current without magnetic ﬁeld but with a ﬁeld de-
pendent diﬀusion constant. Assuming that the emitter injection eﬃciency is high in an
InP/InGaAs HBT (which the authors had shown in earlier work[20]) and that the base
current is predominantly due to recombination, it was shown that
∆Ib(B)
Ib(B = 0)
= ¹ 2B2 (2.71)
where ∆Ib(B) is the change in base current induced by the magnetic ﬁeld, Ib(B = 0) is
the base current when the applied ﬁeld is zero and ¹  is the magnetotransport mobility
of electrons in the base. Thus the gradient of a plot of the normalised change in base
current against applied ﬁeld strength gave the minority carrier mobility. An experiment
was carried out with an InP/InGaAs HBT with a 400nm base length with a magnetic
ﬁeld of up to 0:6T. The obtained value of 3300cm2 V−1 s−1 for NA = 3:1x1019cm−3
agreed well with results from the standard zero ﬁeld time of ﬂight technique which would
predict a result of just under 3300cm2 V−1 s−1[72] suggesting that the magnetotransport
mobility and electron minority carrier mobility were numerically similar.
This technique was used successfully to determine the minority carrier mobility in
p+GaAs doped with carbon at diﬀerent concentrations and to compare the results with
theoretically calculated values[73]. Furthermore, given the relation
¯ =
¿n
¿b
=
(
2¹ekT
eW2
b
)
¿n (2.72)
where ¯ is the DC current gain, ¿n is the minority electron lifetime in the base, ¿b is the
base transit time, k is Boltzmann’s constant, T is the absolute temperature and Wb is the
base length, it was possible to calculate the minority lifetime. Results agreed well with
values calculated by other means[74]. The mobility and lifetime measurements were used
to characterise Ga0:52In0:48P/AlxGa1−xAs/Ga0:52In0:48P DHBT devices in comparison
with a more typical AlGaInP/GaAs/GaInP DHBT structure[75]. The technique was also
used to measure the increase in bulk recombination (from the decrease in minority carrier
lifetime) in a carbon doped GaAs base layer annealed at 600 ◦C for various times[76].
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Signiﬁcant reductions in device performance were observed.
Studies into the surface recombination properties of AlGaAs/GaAs HBTs were con-
ducted by probing the devices with a magnetic ﬁeld applied along the normal of the
wafer surface (i.e. parallel to the primary direction of electron ﬂow)[77]. This allowed
for direct measurement of the surface recombination in as–fabricated devices. From the
continuity equations for a transistor in a magnetic ﬁeld[78], for an HBT with a parallel
ﬁeld (oriented along the z–direction) there is a diﬀusion equation
De
1 + (¹eBz)2
(
@2n
@x2 +
@2n
@y2
)
+ De
@2n
@z2 −
n
¿e
= 0: (2.73)
Thus the diﬀusion constant along the x– and y–directions was reduced by the applied
magnetic ﬁeld. For a device in which the emitter width in the y–direction is large
@2n
@˜ x2 +
@2n
@z2 −
n
De¿e
= 0; (2.74)
where D is the diﬀusion constant (at B = 0) and
˜ x =
√
1 + (¹eBz)2x (2.75)
which is the eﬀective scaling of the x–axis due to the eﬀect of the applied ﬁeld, Bz. The
current density in the x–direction, that is the current component which ﬂows from the
intrinsic base to the extrinsic base, is
Jx =
eDe √
1 + (¹2
eB2)
@n
@˜ x
: (2.76)
An AlGaAs/GaAs HBT was fabricated and the response to parallel applied magnetic
ﬁeld was measured. In the accompanying experiments the current gain of the device was
seen to increase with increasing ﬁeld in the z–direction and decrease with increasing ﬁeld
applied in the x–direction. Using an analytical model based on (2.74)–(2.76) and the
procedure outlined in previous studies[20] to obtain the mobility and the carrier lifetime
it was possible to determine a surface recombination velocity from the change in current
gain with applied ﬁeld strength. The minority carrier lifetime and velocity of surface
recombination events were found to be 40ps and 1x107 cms−1, respectively. Magnetic
ﬁelds of up to 5T were employed to observe these eﬀects.
Analytical descriptions of the diode, the bipolar transistor and the heterojunction
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bipolar transistor have been produced in this chapter. Furthermore, some consideration
has been given to the factors which cause non–ideal response in the measurement of real
devices. The eﬀect of the magnetic force on charge carriers has been described for a Hall
bar and studies into the eﬀect in HBTs have also been related. In addition, the ﬁgures
of merit for magnetic sensors have been introduced.
403 HBT Fabrication
This chapter details the fabrication of the InP/InGaAs single heterojunction bipolar
transistors (SHBTs) that were used to detect magnetic ﬁeld. The wafer structure and
band diagram is discussed in reference to the high frequency devices for which it was
designed. After this there is a general discussion of the fabrication processes used during
the course of the project.
The results of the ohmic contact optimisation are presented before the HBT fabrica-
tion process ﬂow is given. The design considerations for the device and wafer layouts are
considered. Presented at the end are the in–line and end–of–line testing schemes for the
fabricated HBTs and some results typical of the fabricated devices.
3.1 Wafer Epilayer Structure
The epilayer structure for the wafers used in the project, grown by metal organic vapour
phase epitaxy (MOVPE) for the fabrication of Npn InP/InGaAs single heterojunction
bipolar transistors are shown in Table 3.1. The topmost layer is the emitter cap which
provides a very low Schottky barrier for fabricating metal contacts to the emitter with
an ohmic response, utilising the smaller bandgap of InGaAs and very high dopant con-
centration. The second, more lightly doped cap layer decreases the access resistance of
the emitter by providing a smaller potential barrier step between upper cap layer and
emitter layer. The top layer of InP is highly doped to provide large numbers of electrons
for injection into the base. A secondary beneﬁt may be bandgap narrowing which al-
lows for a slight potential barrier reduction between the layer and the layer above. The
lower layer of InP is more lightly doped to reduce charge storage which leads to intrin-
sic base–emitter junction capacitances. Extraneous device capacitances and resistances
(parasitics) are detrimental to high frequency device performance. As this project was
undertaken to prove the operation of a magnetic ﬁeld sensor which could be integrated
into high speed circuitry with somewhat higher demands on native device performance,
the wafers were designed with this in mind.
The undoped InGaAs spacer layer is to reduce the posibility of diﬀusion of the base
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Table 3.1: Layer structure for InGaAs/InP HBT wafers. The wafers were grown from Fe
doped, semi–insulating, (100) oriented InP substrates using MOVPE by the
EPSRC National Centre for III–V Technologies at the University of Sheﬃeld.
Layer Dopant
Concentration/cm−3
Thickness/˚ A Type
n-In0:53Ga0:47As 3x1019:Si 750 Cap
n-In0:53Ga0:47As 2x1019:Si 2500 Cap
n-InP 1x1019:Si 800 Emitter
n-InP 3x1017:Si 2500 Emitter
i-In0:53Ga0:47As — 50 Spacer
p-In0:53Ga0:47As >1x1019:Zn 750 Base
n-In0:53Ga0:47As 2x1016:Si 3000 Collector
n-InP 1x1016:Si 300 Etch Stop
n-In0:53Ga0:47As 3x1019:Si 4000 Sub–collector
n-InP 1x1019:Si 2000 Buﬀer
dopant into the emitter region and may become p–type during the growth process. This
eﬀective series resistance between the emitter and the base can also increase the emitter
to collector breakdown voltage, BVce0, (see §2). Zinc, the p–type dopant for base layer is
a mobile species in III–V materials[79, 80]. The base is doped as highly as possible, which
with the technologies employed by the wafer grower, the EPSRC National Centre for III–
V Technologies at the University of Sheﬃeld, was at a concentration of 1x1019 cm−3. The
base layer thickness should be less than a tenth of the diﬀusion length of minority carriers
in the base (see §2), which for MOVPE InGaAs:Zn with dopant concentration 1x1019
is ∼2¹m[81]. The thinner the base, the higher is ®T. A higher dopant concentration
also aﬀects ®T by increasing the recombination and scattering rates in the base. In RF
devices maximum frequency of operation improvements can be realised both by scaling
the base thickness and reducing the base resistance.
The upper collector layer is lightly doped InGaAs as there is no requirement for high
carrier concentration. Thus the base–emitter capacitance is reduced. High concentrations
of carriers are unnecessary in the collector because the carriers are accelerated from the
base. The collector region will also be the dielectric in a capacitor between the base
metal contacts and the highly doped sub–collector so excess carriers are undesirable. A
secondary beneﬁt of this is the absence of any bandgap narrowing in the collector. The
breakdown voltages caused by ionisation discussed in §2 are determined by the bandgap
of the collector, amongst other parameters. The sub–collector layer is highly doped for
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Figure 3.1: Band diagram of the HBT layer structure shown in 3.1 as calculated using
Schr¨ odinger–Poisson self–consistent modelling.
the same reason as the emitter cap, to facilitate the formation of ohmic contacts. To
improve the quality of the active device layers grown on the InP substrate a 2000nm
buﬀer layer of InP is grown using the same growth conditions as the uppermost layers.
Figure 3.1 displays the band structure of the epilayers described above. A numeri-
cal modelling program for the self-consistent Schr¨ odinger–Poisson equations was used to
generate the data for the layer structure[82]. Written by Gregory Snider[83] the freeware
simulation program 1DPoisson allows for various compound and elemental material sys-
tems, including ternaries with arbitrary alloy composition fractions. Much of the data
in the materials speciﬁcation ﬁle used by the 1DPoisson program was provided by Karol
Kalna and others of the Device Modelling Group of the Department Electronics and
Electrical Engineering. For the material system of this project some of the physical
parameters were accessible from the ternary data for InGaAs on GaAs as provided in
the materials ﬁle with the composition fraction x = 0:53. The conduction band oﬀset of
lattice–matched In0:53Ga0:47As on InP (∆Ec = −0:250eV) was obtained from the rele-
vant literature[84].
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3.2 Fabrication Processes
Semiconductor device fabrication involves combinations of several basic techniques, or
variations on those techniques. The most important of such techniques is that of litho-
graphy as this is where device geometries are deﬁned for both metallisation and etching
(which are themselves further processes), amongst other things. Now follows a descrip-
tion of each process used in fabricating the large area HBTs used as the basis for the
project.
3.2.1 Sample Preparation
The relatively high cost of InP wafers with their requirement for multiple epilayers was
the main factor in determining that small sample pieces should be used for the project.
Coupled with the ability to complete more design iterations with more, smaller samples,
an optimum size of 10mm x 10mm was chosen. This allowed for fourteen pieces from a
single 50mm diameter wafer, plus some spare pieces for etch tests, etc. The wafer was
scribed using a diamond–tipped scribing tool (rather than a pen) to keep the size and
shape regular.
An ultrasonic cleaning bath was used to clean the samples through the mechanism
of cavitation. The small bubbles formed in the surface collapse at high speed providing
a physical mechanism for particulate and contaminant removal[85]. With its very high
solvency[86], acetone is the ideal solvent with which to clean organic contaminants from
semiconductor substrates. It is an organic solvent (propanone, CH3COCH3) and hence
will not react with any of the materials used in III–V device fabrication. Since acetone
may leave a residue when it evaporates, a transfer to isopropyl alcohol (IPA or propan-
2-ol, C3H8O)—similarly unreactive—was performed while limiting any opportunity for
evaporation. Further ultrasonic bathing in IPA and then a reverse osmosis (RO) water
rinse to remove any polar contaminants completed the procedure.
3.2.2 Lithography
The procedure for applying patterning a semiconductor wafer (or part–wafer sample) is
similar for both photo– and electron beam (ebeam) lithography. After cleaning, a polymer
based resist is applied to the sample. The sample, which is attached to a spinner in a
laminar air ﬂow (LAF) cabinet by means of a vacuum, is then rapidly accelerated to
a given rotational speed for a pre–determined time. The thickness of the now uniform
layer of resist is determined by spin speed and the ﬂuid properties of the resist[87]. For
small, rectangular samples, the discontinuous nature of the edges (particularly at the
corners) causes an increase in surface tension and hence there collects a thicker layer of
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resist. This edge bead generally renders the outer regions of the piece of semiconductor
unusable.
Following on from the spinning of resist, a pattern must be written into it using a
lithography tool. The pattern is then developed using a solvent to selectively remove
either the exposed (positive tone) or un–exposed (negative tone) areas of the thin ﬁlm.
A CAD application (here L-Edit, Tanner Research, Inc., California, USA) is used to
design the desired pattern. After rinsing away the solvent, any residual resist scum in
the developed areas can be removed using a barrel asher. This generates a low power
oxygen plasma in a barrel shaped chamber. The reactive oxygen ions etch the resist at
a rate insigniﬁcant to the remaining ﬁlm but which cleans oﬀ the scum. (See §4 for a
further discussion on plasma processing.)
Electron Beam Lithography
Electron beam lithography creates a pattern in resist with a focussed electron beam
using a source of electrons (the electron gun), an accelerating voltage and a system of
lenses, together with x– and y–deﬂection coils. The sample itself is clamped to a moving
stage with stepper motors (again for both x– and y–directions) and an attached back–
scatter detector for detecting alignment marks (see below). All of these are contained in
a vacuum chamber in an ebeam tool. In the initial stages of the project a Leica Electron
Beam Pattern Generator 5 (EBPG5) was used for the procedure although later a newer
Leica VB6 Ultra High Resolution Extremely Wide Field (UHR EWF) tool was employed
in the James Watt Nanofabrication Centre (JWNC) at the University of Glasgow.
After creating a pattern ﬁle in the CAD software proprietary format, it was exported
in the universal GDSII format. Another commercial application, CATS (Synopsys Inc.,
California, USA) then fractured the pattern into trapezia, as the format required by
the ebeam tool. Registration of the fractured pattern with a given sample size, dose,
beam size and resolution was handled by Belle, a bespoke software tool developed at the
University of Glasgow. It was also possible to align subsequent layers to the ﬁrst met-
allisation layer, provided appropriate metal markers were deposited in the ﬁrst instance.
This procedure was also handled by Belle and utilised the ebeam tool’s back–scatter
detector to locate the original markers. The Belle ﬁle contained information about the
relative position of, and allowed accurate registration of, the new pattern to the original
metal layer.
For this project the ebeam resist of choice was poly-methyl methacrylate (PMMA)
which is available in diﬀerent molecular weights and can be made in arbitrary solutions
with o-xylene (C8H10) to obtain diﬀering viscosities. Once spun, the thin ﬁlm must be
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baked to evaporate the solvent. When exposed to a calibrated dose of electrons (measured
in ¹C cm−2) the long chains of the polymer are broken. This allows the exposed regions
to be selectively developed by immersion in a solvent that preferentially dissolves the
short chain molecules. For PMMA, the developer is a solution of 4-methyl pentan-2-one
(methyl isobutyl ketone or MIBK, C6H12O) and IPA. To facilitate consistent and eﬀective
metal lift–oﬀ with PMMA two layers are spun and baked consecutively. The lower layer
is a higher concentration, lower molecular weight resist solution. This makes it both
thicker and more sensitive to ebeam dose. The upper layer is then both thinner and less
sensitive. The result is that for a given dose the lateral dimensions of the exposed region
of the lower layer will be larger than those of the upper region and the lower region will
be thicker than the upper. This gives the familiar lip and undercut of the resist lift–oﬀ
proﬁle.
The resist proﬁle is dependent on a combination of concentration and spin speed (i.e.
resist thickness), molecular weight (sensitivity to dose), ebeam dose, developer dilution
and development time.
Photolithography
Photolithography creates a pattern in resist using ultraviolet (UV) light. The polymer
in (positive tone) photoresists is broken down by the UV photons. Once the thin ﬁlm
has been spun onto a wafer, a pre–patterned mask is placed over the sample. When
the sample is correctly aligned to the pattern on the mask, the sample is brought into
contact1 with the mask and a UV lamp illuminates only those parts where the mask is
transparent. Thus a pattern of exposed and un–exposed areas is transferred to the resist.
The procedure was carried out on a Karl S¨ uss MA6 mask aligner housed in the JWNC.
The masks required for patterning the resist were made using the ebeam tool described
above. Technical staﬀ were responsible for the processing of masks beyond the CAD
design and ebeam job submission. The process consisted of patterning a quartz mask
with chrome on one surface and ebeam resist on top of the chrome. The chrome was
then etched away using a chemical wet etch and then the remaining resist removed in
a barrel asher leaving the original pattern transferred into the chrome. Multiple copies
of the chrome master could then be made using a photolithography technique and ferric
oxide (iron oxide, Fe2O3) coated quartz plates (ferric oxide being opaque to UV light).
The resist used for this project was Shipley S1818. This is a positive tone resist
which is photosensitive from 350nm to 450nm[88]. The thickness could be controlled
1This is not always true, as there exist enhanced resolution techniques which can involve further
lensing or immersion.
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by the spin speed. Since the proximity of the ferric oxide of mask to the surface of the
resist was paramount for faithful reproduction of the pattern in the resist (due both
to the divergence of the non–collimated light source and the fringing eﬀects of Fresnel
interference at the edges of the pattern’s shapes) the edge bead thickness had to be
kept to a minimum. Two methods employed to achieve this were to ensure as large
an acceleration up to the desired spin speed as possible and to remove as much excess
resist as possible with careful pipetting. The solvent in the resist was driven out using
a hotplate. After exposure to UV light at 365nm for a calibrated time the exposed
resist was then developed using Shipley Microposit Developer Concentrate (a metal ion
containing developer).
Obtaining a lift–oﬀ proﬁle in photoresist was attempted in two diﬀerent ways. Orig-
inally a lift–oﬀ resist was spun onto the sample before the photoresist. This resist
(Michrochem LOR-10A) was not photosensitive and an undercut could be developed
in it once the S1818 had been exposed, developed and then cured in an oven. This tech-
nique, however, produces the edge bead thickness of two distinct resist layers and leads to
poor pattern reproduction. Instead a soak in chlorobenzene (C6H5Cl) immediately after
exposure was employed. This caused a hardening of the upper layer of the un–exposed
polymer. Once developed the resist proﬁle exhibited a lip of hardened polymer and an
undercut created by an increased development time.
3.2.3 Metallisation
Depositing metal onto semiconductor wafers or samples can be carried out in several
diﬀerent ways including thermal or electron beam evaporation and sputtering. Electron
beam evaporation was the method employed in this project, using both a Plassys MEB
450 Electron Beam Evaporator (Plassys I) and a Plassys MEB 550S (Plassys II). Firstly
a sample appropriately processed was clamped to the holder speciﬁc to the evaporation
tool required. Once loaded upside down into the vented loadlock and then pumped down
to the process pressure (in all cases below 2x10−6 Torr) the desired metal (according to
the recipe chosen on the PC control software) was selected and its crucible was heated past
melting point by a beam of electrons. Once a steady deposition rate had been attained,
the shutter that blanks the holder and sample was opened. The metal evaporated up
onto the wafer where it condenses. Metal is thus deposited on the wafer regions without
resist (as deﬁned by lithography and then development), where it should adhere. The
resist covered regions were not metallised as the lift–oﬀ proﬁle allowed for the resist to
be easily and consistently dissolved in acetone, removing the unwanted metal.
Plassys I is an older model with a base pressure of 1x10−7 Torr maintained by a
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diﬀusion pump where Plassys II has a lower base pressure by a factor of 10, as generated
by its cryogenic vacuum pump. The metals available for deposition by evaporation were
Al, Au, Ge, Ni, Pd, Pt, Ti and NiCr.
The JWNC facility also houses a modiﬁed thermal evaporator into which small boats
of any metal can be placed. These boats are then evaporated using resistive heating with
a manually controlled applied voltage. Although this method was tried for other metals,
it was found to be comparatively unreliable and inconsistent.
Since the metal contacts to the semiconductor in this project were all intended to have
an optimised resistance a de–oxidation step was performed before metal deposition. The
native oxide layer which can be found on the surface of III–V semiconductors presents
a barrier to electrons as they pass from metal to semiconductor and should be removed.
A standard process of a short dip in a dilute solution of hydrochloric acid (HCl) in RO
water was employed for this purpose[89].
To facilitate the bonding of wires (see below) to access the device, bond pads were
also deposited. These consisted of an adhesion layer of 50nm of Ti and then 300nm of
Au.
3.2.4 Etching
III–V semiconductors can be etched using either dry or wet etching. Dry etching uses a
plasma to remove any material that is un–masked2. Ions in the plasma are accelerated
towards the surface using the DC self–bias in the system or, in the case of remote plasmas,
by an applied bias to the sample and platen. A full description of plasma processing is
given in Chapter 4. Dry etch processes are a combination of a physical process, whereby
the actual bombardment of the semiconductor by ions etches the semiconductor away,
and a reactive process, where the chemical reactivity of the ion removes the material
at the surface. Depending on the process conditions, the plasma constituents and the
material, one process may dominate. The particles that are etched away are prevented
from redeposition by the low process pressure in the chamber. Dry etching can be
isotropic or anisotropic and varyingly crystallographic, depending on the chemistry and
plasma chamber conditions. Most commonly they are directional and can be used to
fabricate nearly vertical sidewalls over large ∼ 2¹m scales, with high aspect ratios[90].
Wet etching III–V materials involves liquid chemical etchants, usually acid solutions
in water. An oxidising agent creates an oxide layer at the material surface and then a
complexing agent removes the oxide in a reduction reaction[91]. Oxides of GaAs derived
alloys are amphoteric, meaning that either a base or an acid can be used to remove
2Masking can be achieved using a plasma resistant resist or with a deposited and patterned dielectric.
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them[92]. Once the oxide has been formed it is dissolved by the complexing agent in
a continous process and the ratio can be adjusted to give the desired dissolution rate.
It should be noted that an oxide layer measuring ∼ 5nm remains on the surface after
removal from the etchant[92]. The favoured crystallographic directions and the resulting
etch proﬁles have been investigated in InGaAs[93] and InP[94]. An important consid-
eration when employing a wet etch process is then that the sample surface must see
constantly replenished etchant to avoid a diﬀusion–rate limited etch. Agitation of the
sample in the etchant is a must. Wet etching was preferred for this project because of
a desire both to eliminate as far as possible any damage to the mesa surfaces as may
be caused by the physical element of dry etching processes and for selectivity between
the In0:53Ga0:47As and InP epilayers. Dry etch chemistries that selectively etch between
indium containing alloys are not common[95].
The selectivity needed to consistently and accurately achieve the correct etch depth in
the InP/In0:53Ga0:47As HBT structure given in Table 3.1 was available with a orthophos-
phoric acid (H3PO4), hydrogen peroxide (H2O2) and water etchant for InGaAs and an
orthophosphoric acid and hydrochloric acid etchant for InP. High selectivities have been
reported for both[96].
3.2.5 Thin Film Deposition
Chemical vapour deposition (CVD) is a process by which a solid material can be de-
posited on the surface of a semiconductor. Reactant gases (precursors) are ﬂowed into
a reaction chamber which contains the (heated) semiconductor substrate and a chemical
reaction takes place at the surface. The product of this reaction is a solid material which
is useful for fabricating semiconductor devices, most commonly silicon dioxide (SiO2) or
silicon nitride (Si3N4 or SiNx) which are desired for their dielectric, resistive and passi-
vating properties. Films deposited in this way are highly conformal over varying device
topography. The diﬀerent types of CVD employed in research into semiconductor devices
include low pressure CVD (LP–CVD), which takes place in a reaction chamber in which
the process pressure is low, ultra high vacuum CVD (UHV–CVD) and plasma enhanced
CVD (PE–CVD), where the precursors are excited into a plasma in the chamber to assist
the reaction.
For the purposes of this project, an insulating layer of Si3N4 was used to access the
device from the bond pads. The dry etch facility in the James Watt Nanofabrication
Centre operates an Oxford Instruments Plasmalab System 100 ICP180 Si3N4 ICP–CVD
system. ICP–CVD is inductively coupled plasma CVD. A dense, remote plasma was
generated in the chamber using a coil with an RF power supply. The reaction of precursor
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gases to form silicon nitride is given in (3.1).
3SiH4 + 4NH3 − − → Si3N4 + 12H2 (3.1)
This can lead to the incorporation of hydrogen into the dielectric[97] which is detrimental
to device performance by causing extraneous surface traps[98]. A low hydrogen–content,
room temperature Si3N4 ICP–CVD deposition process had been developed by Zhou and
co–workers at the University of Glasgow[99]. Whereas high temperature processes (e.g.
PE–CVD) cause any resist on the sample to deform, low temperature deposition of
Si3N4 allowed for patterning using standard lithographical lift–oﬀ techniques. Since the
deposition process is highly conformal, lift–oﬀ without a very large lower resist layer
is prone to failure or at least inconsistency. Large lower layers are simple to achieve
in photoresist, such as the process described above, but diﬃcult in ebeam resists. The
solution to this problem was found to be the spinning of a further layer of resist after
the Si3N4 was deposited. If this was baked in an oven at 120 ◦C for 30min there was an
increase in the stress in the Si3N4 ﬁlm. Where there was resist both above and below
the dielectric layer the stress caused it to crack. This cracking did not occur where the
dielectric was deposited on the exposed semiconductor. The cracks facilitated consistent
lift–oﬀ for ﬁlms up to 250nm in thickness. This process, developed in the department
for other purposes, was further optimised in the completion of this work.
3.2.6 Bonding
Once fabricated, a semiconductor device must either have its operational parameters
analysed (see below) or be incorporated into an external circuit. The normal method
of building an external circuit in low volumes is using a lithographically deﬁned, copper
tracked printed circuit board (PCB) such as those made in the Electronics Workshop in
the Department of Electronics and Electrical Engineering. To attach a device (or a set of
devices) to the PCB it must ﬁrst be ﬁxed to a chip carrier (package) with an adhesive such
as superglue or silver–DAG. The chip carrier can then either be soldered onto the PCB
or inserted into a socket that is soldered onto the PCB. To connect terminals of a device
to the leads of a chip carrier a wire bonding process is employed. A thin (20¹m) gold
wire is welded onto a gold pad on the package using a combination of heat and ultrasonic
energy. This thermosonic bonding involves a hard metal wedge with a hole from the
back through to the base into which the wire is fed from a small drum and, ultimately,
a clamp. A small tail of wire allows for the ﬁrst bond to be made to the package by the
wedge, which presses the wire down and applies the heat and ultrasound. This is known
as bonding in the reverse direction. The forward direction can also be employed and, in
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Figure 3.2: An optical micrograph of an ohmic contact TLM metallisation. The contacts
pads measured 150¹m x 150¹m.
fact, is less prone to short–circuiting at the device pads[100]. The motion of the wedge
as it withdraws from the ﬁrst bond and the package is moved underneath it creates a
loop of wire between the contacts. To break the wire after the bonding is complete the
clamp closes and the wedge withdraws.
The bonding required for this project was carried out on a K&S Micro-Swiss ther-
mosonic wire bonder. For much of the device testing and measurement where external
circuits were necessary an 18-pin ceramic leadless chip carrier (LCC) was a satisfactory
package. This allowed the use of a PCB socket to attach to the circuit.
3.3 Ohmic Contacts
Optimisation of the ohmic contacts to the device took place by ﬁrst deﬁning the metal
pattern required using ebeam lithography. For the n–InGaAs layers the patterns could
be deﬁned on the emitter cap alone as this had the same alloy and dopant concentration
as the sub–collector (where the collector ohmic contacts would be deposited). For the
p–InGaAs base it was necessary to ﬁrst etch down to the base layer. This was done
using exactly the same etch that would deﬁne the emitter mesa (see below). The contact
scheme used for the n–type material was Au/Ge based as used, for example, in [101] but
optimised in the Department to Au/Ge/Au/Ge/Au/Ni/Au. Germanium is an n–type
dopant in InGaAs. Figure 3.2 shows the ohmic metal transmission line measurement
(TLM) metalisation as used to calculate the speciﬁc contact resistance Rc of both n–type
and p–type contacts. Figure 3.3 shows the pattern used to measure the leakage current
Il due to diﬀusion of the p–type contacts through the thin base layer into the collector.
Anneal tests were carried out in a rapid thermal annealer (RTA). This process in-
volved using an Jipelec, Jet First Processor RTA to quickly heat the sample to a given
temperature for 60s in an inert nitrogen environment. In annealing, the individual layers
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Figure 3.3: An optical micrograph of the p–type contact leakage current measurement
patterns. The contacts pads measured 150¹m x 150¹m and their separation
was 20¹m.
of the contact alloy together and diﬀuse into the semiconductor, creating a low speciﬁc
resistance contact.
The p–type contact metallisation is more demanding in an HBT. No dopant is used
since the thin base could easily be shorted by dopant diﬀusion into the collector. Several
contact schemes have been studied, including Mn/Au/Ti/Au and Ti/Pt/Au[102, 103].
The lowest contact resistance and least diﬀusion were found to be in Ti/Pt/Au where Ti
is used for its adhesive properties and Pt acts as a diﬀusion barrier. Anneal tests were
run on the p–type material for this metallisation scheme, as deposited using Plassys II.
The results of the anneal tests for the n– and p–type materials are shown in Figures 3.4
and 3.5, respectively. For a complete discussion of the method for extracting contact
resistance from a TLM pattern see, for example [91]. The leakage currents in between
the two isolated p–type contact structures were calculated using a four probe technique
where a voltage was applied between the two contacts and the current which ﬂowed was
then measured at a particular bias, in this case, 1V. The results are shown in Figure 3.6.
The performance of the n–type contacts, while showing a minimum Rc at an anneal
temperature of 280 ◦C, was relatively independent of the temperature for all temperatures
of 400 ◦C and below. There is a large increase in the contact resistance at the 440 ◦C data
point. This was caused by the physical decomposition of the stack of metals. The high
temperature was likely to cause one or more of the metals to react with the InGaAs[104].
The intermixing which occurs in this case cause compounds such as InAu to form[105].
These compounds create a highly resistive barrier at the surface.
The p–type contact resistances showed a minimum at 240 ◦C and increase with higher
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Figure 3.4: Speciﬁc contact resistance against anneal temperature for the n–type ohmic
contact metallisation to InGaAs.
 0.2
 0.3
 0.4
 0.5
 0.6
 200  240  280  320  360  400
R
c
/
Ω
 
m
m
Anneal temperature/C
Figure 3.5: Speciﬁc contact resistance against anneal temperature for the p–type ohmic
contact metallisation to InGaAs.
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Figure 3.6: Leakage current at VA = 1V against anneal temperature for the isolated p–
type ohmic contact metallisation to InGaAs.
temperatures. The contact resistance showed an a decrease at moderate annealing tem-
peratures and a subsequent increase as the temperatures were increased towards 400 ◦C
consistent with previous studies[103]. In order to minimise the contact resistance, there
is an optimum depth of interfacial reaction (and intermixing of the component elements).
This depth varies with annealing temperature.
The non–annealed contact resistance was 0:31Ωmm so only anneal temperatures of
280 ◦C and below showed an improvement. The leakage currents showed a marked drop
at an aneal temperature of 360 ◦C. This may have been due to the high temperature
annealing some of the defects in the base layer which could serve as current paths for
leakage currents into the collector. Similarly, the longer diﬀusion lengths of the alloying
process at higher temperature may have allowed some of the metal species to interact
with the defects in a way which reduced the unwanted carrier ﬂow. The non–annealed
value of Il was 16:5mA so there was only an improvement for anneal temperatures of
over 280 ◦C.
Since the n–type contact resistance was both low and temperature insensitive, the
choice of anneal temperature was made with a trade–oﬀ between p–type contact resis-
tance and leakage current. By calculating the product of the two dependent variables
and selecting the minimum, the optimum temperature was determined to be 280 ◦C. An-
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nealing of both types of contact was carried out in a single step once all the metals had
been deposited.
3.4 HBT Process Flow
This section describes the entire fabrication process for the large area HBTs used in this
project. Although the initial process development took place in both the Ultra-small
Structures Laboratory (USSL) and the departmental clean room in the Department, the
main body of the research was carried out in the James Watt Nanofabrication Centre, a
new interdisciplinary research facility run by the Department of Electronics and Electrical
Engineering at the University of Glasgow. The centre houses a class 1000 cleanroom with
32 laminar air ﬂow cabinets (class 100) and a full compliment of processing and analysis
tools, including those mentioned above.
Before each step in the process the sample was thoroughly cleaned. This process
consisted of 5min in an ultrasonic bath in a beaker (plastic, as glass was found to transfer
too much of the ultrasonic power to the sample and could cause it to fracture) containing
ﬁrst acetone and then IPA. Care was taken when transferring from one solution to the
other that no opportunity arose for the sample to dry and any particulate in the solution
to adhere to its surface. A rigourous RO water rinse was then carried out for 2min, in
the beaker and then directly under the running tap. Failure to complete an adequate
rinse in RO water would have a deleterious eﬀect on the adhesion of metal and dielectric
to the semiconductor.
The ﬁrst stage of fabrication was to deﬁne the emitter metal layer using ebeam litho-
graphy. This was the stage where accurate pattern transfer was most important as the
photolithography and ebeam markers (see Figure 3.7) must be accurately reproduced
to ensure that the alignment of subsequent layers is correct. A faithful reproduction of
the size and shape of the alignment markers for both ebeam and photolithography was
important for later steps, so the accuracy of the ebeam process was preferred for this
step. The resolution of the electron beam exposure employed for the patterning was
25nm with a beam diameter of ∼ 33nm. Care was taken at this stage to mitigate any
stitching errors[106] arising from tilt in the sample during pattern writing, by cleaning
any traces of resist residing on the back surface after spinning. These could lead to the
alignment markers being misplaced with respect to the centre of the pattern.
Following the lithography, a de–oxidation of the semiconductor surface was carried
out. The emitter metal was then deposited using one of the evaporation tools discussed
above.
Photolithography was then used to deﬁne the emitter mesa structure. As this step re-
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Figure 3.7: An optical micrograph showing ebeam lithography and photolithography align-
ment markers. The ebeam alignment used twelve squares of metal (a), one at
each corner of the pattern, and photolithography used a set of Vernier marks
(b) at each corner. It was possible to align eight subsequent layers to the ﬁrst
with these photolithography marks and 12 with the ebeam markers.
quired etching, the resist was used as a mask to protect regions where no etching should
take place, for example around the alignment markers and other assorted identifying
marks of the pattern. The emitter metal was covered for most of the device designs to
maintain a separation between the edge of the etched mesa and the edge of the metal.
One of the later design iterations used the emitter metal as the mask for the etch, how-
ever. The etchants prefer one crystal direction over the others[93, 107] so an anisotropic,
crystallographic etch proﬁle was achieved. This etch to the base layer required that the
InGaAs emitter cap be etched ﬁrst, using a 1:1:100 H2O2:H3PO4:H2O etchant which
etched at a rate of ∼35nmmin−1. Here H2O2 was the oxidising agent and H3PO4 the
complexing agent.
After etching through the InGaAs emitter cap, the selectivity of the etchant on InP
meant that it must be changed for another to remove the InP emitter. The etchant used
for InP was 1:3 HCl:H3PO4. This etched at a rate of ∼100nmmin−1.
The next step was to use photolithography to deﬁne the base metal pattern. After
deﬁning this pattern metal could be evaporated and then the base mesa was deﬁned.
The etch process for the base mesa was similar to that of the emitter. The InGaAs
collector was ﬁrst etched to the InP etch stop layer and then the etch stop was removed.
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Figure 3.8: An optical micrograph of the metal contacts for the emitter, base and collector
and the mesa structure of the active device region. The central emitter mesa
measures 75¹m x 75¹m.
A further short etch into the InGaAs sub–collector was carried out. The collector metal
pattern was deﬁned using photolithography and then the metallisation was carried out.
Figure 3.8 shows the mesa and contact metallisation of the devices.
At this stage it was possible to anneal the ohmic contacts to improve the contact
resistance. The full procedure is discussed in §3.3.
Initially, wire bonding onto the ohmic contacts was attempted. The size of the con-
tacts was found to be restrictive, however, and the adhesion wasn’t always suﬃcient to
support this technique. To this end bond pads were accommodated into the design and
process ﬂow. Two methods were considered to achieve this. The ﬁrst was that the whole
mesa be isolated by etching down to the non–conducting InP buﬀer layer and depositing
the bond pads there. The second was to depositing an insulating layer on the collector
and then depositing the bond pads on top. Since it was desirable to leave the surface of
the devices exposed, a common RF device procedure[18] of spinning on a thick, planaris-
ing, dielectric layer such as polyimide was not useful. For both techniques, in order to
access the inner contacts (emitter, base) either an insulating layer must be deposited or
airbridges constructed. The most straightforward solution was to deposit an insulating
layer of 250nm room temperature Si3N4 (which could be patterned using lithography)
on to the collector and then the bond pads were deposited on top of the Si3N4. Tracks
were deposited from the bond pad to the device terminal.
The ﬁnished devices are shown in Figure 3.9. The full fabrication process is given in
the Appendix, complete with all resist processing parameters, etch times, etc.
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Figure 3.9: A scanning electron micrograph of a large area HBT fabricated in InGaAs/InP
complete with Si3N4 bond pad insulation and bond pads.
After cleaving and bonding the devices were ready to be used in conjunction with
an external circuit. Figure 3.10 shows a set of devices aﬃxed and bonded to an 18-pin
leadless ceramic chip–carrier (LCC) as used for testing. Three wire bonds are made to
each device to access the terminals.
3.5 Design Considerations
When creating the original CAD designs and transferring these into photolithography
masks for processing there was latitude at the beginning of the project to tailor geometry
and device scale not only to the application but also for ease of fabrication, testing
and post–processing. The devices went through several design iterations during the
natural progression of the project and as experience was accumulated through repeated
fabrication and testing. Figure 3.11 shows the layout of the devices of the ﬁnal iteration
(fabricated devices are shown in Figure 3.9).
The ﬁrst decision made was one of size. The emitter was chosen to be 75¹m x
75¹m to facilitate wire bonding without bond pads (although this was discovered to be
unreliable). Space was deliberately left on two opposite sides of the emitter to incorporate
magnetic elements at a later stage. Following on from this the base metal contacts were
made to be large. No p–type dopant was available for metal contacts to InGaAs so a
large metallised area was designed to reduce contact resistance.
The bond pads were designed around making the whole device square, to tile an array
across a square sample easily and the insulation tracks were made to keep as much of the
device surface accessible as possible.
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Figure 3.10: Four HBTs bonded into a ceramic LCC. (Image taken by Mr Peter McKenna
of the Department of Electronics and Electrical Engineering.)
Figure 3.11: A section of the layout ﬁle for HBT devices. The upper two devices are large
area HBTs. The lower two devices are multiple emitter ﬁnger devices.
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Figure 3.12: The layout of the design ﬁle used to fabricate in–line test structures for HBT
fabrication. The emitter, base and collector are indicated with ‘E’, ‘B’ and
‘C’, patterned in the metal pads, for ease of identiﬁcation.
Since the optimisation of native device performance was not a major goal of this
project there was little need to alter the design of the active device region from the
ﬁrst iteration to the last, although some changes in the emitter design are discussed in
Chapter 6 to improve the sensitivity to magnetic ﬁeld.
3.6 Device Testing
3.6.1 In–line Testing
To properly monitor the success of the various process steps some in–line testing was
carried out. This is on–wafer testing during the fabrication process, as opposed to end–
of–line testing (see below).
Figure 3.12 shows the in–line testing cell included in the designs for the masks, etc..
There is a very large HBT onto which it is straightforward to place probes (see below)
and various masked regions which result in replication of the mesa etch depths.
As the metal deposition process is monitored by the evaporator during deposition,
secondary testing is not carried out. It is also diﬃcult to verify the presence of the correct
constituents once further layers have been deposited on top, although the overall height
can be measured. Once the emitter mesa has been deﬁned, however, it is possible to
use either an atomic force microscope (AFM) or a surface proﬁlometer (the model of
the proﬁlometer in JWNC is a Veeco Dektak 6m and it is generally referred to as the
Dektak) to ensure the correct depth has been achieved.
The Dektak uses a diamond tipped probe to carry out contact proﬁlometry whereby it
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Figure 3.13: A surface proﬁlometer scan over the mesa of an HBT.
scans across a surface and measures vertical displacement with the results displayed on a
PC. A single line scan was used to measure the depth of the etch to base and compared to
the wafer speciﬁcation. For a more accurate measure of the etch depth or the thickness
of the metal contact the AFM was used. The AFM was also useful when calculating
etch rates where a better resolution was required while the Dektak is more robust and
needs less setting up. The contact proﬁlometer is quicker and can measure much larger
height diﬀerences (65¹m c.f. 1 − 2¹m for the AFM). The AFM in JWNC is a Digital
Instruments Dimension 3100 AFM. Atomic force microscopy works by reﬂecting a laser
beam from the top of the cantilever on the probe onto an array of four photodiodes.
The stage is controlled by stepper motors and moves the sample so that the tip of probe
is scanned over the sample according to the parameters set in the computer controlled
interface. The deﬂection of the tip as it moves over the topography of the sample is
calculated from the deﬂection of the reﬂected laser beam.
Figure 3.13 shows a Dektak scan over a device mesa.
Once the base metal had been deposited it was possible to measure the base–emitter
diode I–V characteristics using a probe station and a semiconductor parameter analyser
(SPA). A probe station consists of a stage, microscope and light source and a scaﬀold on
which sit up to four adjustable probe mounts with tungsten probes on the end of their
arms. The probes are ﬁne tipped with diameters that could range from 0:1¹m to 100¹m
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Figure 3.14: Current against forward applied voltage for the base–emitter junction diode
of a typical InP/InGaAs SHBT
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Figure 3.15: Current against forward applied voltage for the base–collector junction diode
of a typical InP/InGaAs SHBT
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Wafer Ideality factor
B–E B–C
MR2242 2.44 2.45
MR2244 1.49 1.29
TS0093 2.17 1.33
TS0117 2.06 1.36
Table 3.2: The base–emitter (B–E) and base–collector (B–C) diode ideality factors for the
four InP/InGaAs SHBT epi–wafers used during the project.
(and beyond) at the end. The probes can be raised or lowered onto the metal contacts
of a semiconductor sample on the stage, thus making electrical contact to the device.
An SPA connects to the probes and via its display allows for various bias conditions
and current sources to be applied to the device and for the resulting voltage or resulting
current to be measured. Using the various settings of an SPA such as an HP4155B it is
possible to measure any of the DC electrical parameters of a device.
Figure 3.14 shows a typical I–V characteristics of the emitter–base diode.
The base mesa etch can be measured in the same manner as the emitter mesa and
using a test structure from the in–line test cell. After the collector metal had been
deposited it was possible to measure the I–V characteristics of the base–collector diode.
Figure 3.15 shows a typical measurement. The diode ideality factor for both of these
junctions gave an indication of the success of the epilayer growth stage in terms of the
quality of metallurgical junction. For a well–formed abrupt heterojunction the diode
ideality factor should be unity plus a small positive factor which is dependent on the
material on each side[23]. When the ideality factor is near two it indicates a high level of
recombination at the junction. The ideality factors for both junctions is given for four of
the wafers used in the project in Table 3.2. The two letter preﬁx denotes the MOCVD
reactor used for the growth process. Fabrication began with wafer MR2242 and each
wafer was used up before moving on to the next. The work in the ﬁnal two chapters
relating to HBT sensors was carried out on wafer TS0117.
Figure 3.16 shows the common–emitter I–V characteristics of an HBT. This was used
to test for transistor action in the device after the deposition of the collector metal. A
device which was functioning correctly showed the quasi–saturation of Ic typical of all
bipolar transistors.
63HBT Fabrication Device Testing
 0
 5
 10
 15
 20
 0  1  2  3  4  5
I
c
/
m
A
Vce/V
BVce0
Figure 3.16: Collector current against collector–emitter bias for a typical InP/InGaAs
SHBT. The base current was varied from 0 to 500¹A in 100¹A steps.
3.6.2 End–of–line Testing
Once the bond pad metal was deposited the fabrication process could be considered
ﬁnished. This allowed end–of–line testing to be carried out.
The common emitter and common base I–V characteristics of a typical device are
shown in Figures 3.16 and 3.17, respectively. The devices under test were sensitive to
current spikes caused by breakdown. Figure 3.18 shows a single measurement sweep to
determince BVcb0, carried out individually to avoid irrecoverable device failure..
Further to the HBT I–V characteristics discussed above, the DC current gain ¯dc was
measured as a function of the collector current, Ic. Figure 3.19 shows the results of this
measurement.
The DC current gain was to be used to measure the transduction of applied magnetic
ﬁeld in the HBTs, as well as to measure the eﬃcacy of several surface treatments. To this
end, the device to device variation of the current gain was measured across a sample on
which fabrication had been completed. The values are shown in Table 3.3. The average
value is 12.02 with a standard error of 0.22 or 1.8%.
Analysis of the common–emitter characteristics allowed for the extraction of values
for Ice0 and BVce0 while ®dc, Icb0 and BVcb0 values were obtained from the common–base
characteristics.
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Figure 3.17: Collector current against collector–base bias for a typical InP/InGaAs SHBT.
The emitter current was varied from 0 to 5mA in 1mA steps.
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Figure 3.18: Collector current against collector–base bias for a typical InP/InGaAs SHBT,
showing BVcb0. The base current was ﬁxed at 0 for this measurement.
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Figure 3.19: DC current gain, ¯dc, against collector current, Ic, for a typical HBT.
Device ¯dc
2A 12.8
2B 11.6
2C 12.3
4A 10.3
6D 12.1
6E 12.0
7F 12.1
7H 12.5
8A 12.2
8C 12.0
Table 3.3: DC current gain for several InP/InGaAs SHBTs on a sample, fabricated from
wafer MR2254.
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Device Parameter Value
B–E diode ideality factor 2.06
B–C diode ideality factor 1.32
¯dc at Ic = 50mA 7.50
BVce0 4:0V
BVcb0 3:6V
Table 3.4: Values for each of the common device parameters of an InP/InGaAs single
heterojunction bipolar transistor fabricated from wafer TS0117.
Table 3.4 gives values for each of these parameters for a device fabricated from wafer
TS0117, a full DC electrical characterisation.
The general fabrication principles as well as the speciﬁcs of HBT fabrication as ap-
plied to the work on this project have been discussed. The process ﬂow and design
considerations for the InP/InGaAs SHBTs were presented.
Work was undertaken to optimise the ohmic contact recipes used by varying the
alloying temperature. An optimum temperature for rapid thermal annealing of 280 ◦C
was determined.
The procedure for device testing was also detailed. In determining the p–n junction
diode ideality factors, an insight into the quality of the material growth is available.
The values measured for all the wafers used in the project were high compared to the
literature, where ideality factors of 1.1[108] and 1.2[109] have been shown for the base–
emitter junction of InP/InGaAs SHBTs over wide ranges of bias. This may have an
eﬀect on the ability of the devices to sense magnetic ﬁeld, since poor quality interfaces
will contain traps and recombination–generation sites which will produce statistical noise.
This noise may drown out small changes in magnetic ﬁeld and will aﬀect the signal–to–
noise ratio of the sensor. The values for ¯dc were also considerably lower than those
reported in single heterojunction devices as early as 1988[110], though it should be noted
that demands on current gain are not necessarily high. For most applications a DC
current gain of around 20 is suﬃcient[111]. Since the transduction magnitude will be
measured using ¯dc, a smaller current gain may lead to a lower value at which ﬁeld can
be measured before the sensor saturates. While the device to device variation would
have to be closely controlled in sensors which were being mass–produced, the system of
normalisation used in the later stages of this project should limit the eﬀects of this on
the validity of the results.
While high breakdown voltages are important for RF and microwave power applications[111],
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the of operational biases used in this study were small. However, BVce0 values of over
5V and BVcb0 of over 11V are possible in InP/InGaAs SHBTs[112]. Collector to emitter
breakdown voltages of 7V can be realised in InP/InGaAs/InP DHBTs[113].
684 Semiconductor Surface Eﬀects and
Crystal Defects
This chapter explains the theoretical background behind interface eﬀects observed at
semiconductor surfaces. The origins of surface space–charge and surface states are dis-
cussed and then equilibrium and non–equilibrium conditions at the surface are intro-
duced.
Following this, plasma processing is discussed and plasma–induced surface damage is
considered and then the topic of passivation is covered.
There is a brief discussion of some of the lattice defects in common in bulk semi-
conductors and then the experimental results of plasma processing and passivation are
presented.
4.1 Semiconductor Surfaces
The derivation presented below loosely follows an argument which is available in more
detail in [114]
4.1.1 Work Function
Similarly to p–n interfaces and heterojunctions, semiconductor surfaces (semiconductor–
air interfaces, semiconductor–oxide interfaces, semiconductor–metal interfaces) may give
rise to space-charge regions1[114]. This is a distinguishing feature of semiconductors over
metals. A net excess of charge will give rise to an electric ﬁeld and hence a potential, in
accordance with Gauss’s law, and will induce band bending. In many cases the Fermi
level of the semiconductor surface will be ﬁxed with respect to the top of the valence
band, Ev, regardless of the dopant levels in the bulk material and this is referred to as
Fermi level pinning.
A key parameter in the discussion of surfaces of solid state materials is the work
1Non-degenerately doped semiconductors exhibit this property due to the low carrier densities therein.
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function, Á, as deﬁned in §2 as the diﬀerence in energy between that of an electron at
inﬁnity, at rest in a vacuum and the Fermi level of the material surface:
Á = Evac − EF: (4.1)
Other relevant quantities include the electron aﬃnity Â = Evac − Ecs and the ionisation
energy I = Evac − Ecs where Ecs and Evs are the conduction and valence band edges at
the surface respectively. Hence the work function can be written
Á = I − (EF − Evs): (4.2)
4.1.2 Surface Space–Charge
The change in potential resulting from the lattice discontinuity at the surface of semicon-
ductors may lead to a space–charge layer at equilibrium conditions. In order to analyse
this the electrostatic potential in the material must be deﬁned and Poisson’s equation
solved for the system. The position–dependent electrostatic potential is given by
V (z) =
1
q
[
Evb − Ev(z)
]
=
1
q
[
Ecb − Ec(z)
]
(4.3)
where z is the direction perpendicular to the plane of the interface and increases with
increasing distance into the semiconductor. Here Evb and Ecb refer to the bulk values for
the energy of the valence band maximum and conduction band minimum respectively (as
opposed to Evs and Ecs, same at surface). This is for a simple one–dimensional system for
a semi–inﬁnite semiconductor (in x and y) where V(z) → 0 in the bulk (i.e. for large z)
and edge eﬀects are not considered. When V(z) < 0 there is an excess of positive charge
and the bands bend up; conversely, downward bending results from a positive potential
due to excess negative charge.
The surface bending can be described by
qV = Evb − Evs = Ecb − Ecs (4.4)
The space charge per unit volume, %(z), is given by the sum of carriers and dopant ions
%(z) = q
[
N+
d − N−
a + p(z) − n(z)
]
(4.5)
and it is related to the potential by the Poisson equation
d2V=dz2 = −%(z)="b"0 (4.6)
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where "b and "0 are the relative dielectric constant of the bulk semiconductor and the
permittivity of free space respectively. By application of the density of states function
and the Fermi–Dirac distribution function to the conduction band electrons for a non–
degenerately doped semiconductor2 the electron density can be shown to be
n = Nc exp
[
−(Ec − EF)=kBT
]
(4.7)
and for the bulk semiconductor
nb = Nc exp
[
−(Ecb − EF)=kBT
]
= ni exp
[
−(Eib − EF)=kBT
]
(4.8)
where ni is the intrinsic carrier concentration in the bulk, Eib is the intrinsic Fermi
level and Nc is the eﬀective density of states in the conduction band and has its usual
deﬁnition as found, for example, in[115]. A similar result can be obtained for holes in the
valence band. Combining above equations (4.4), (4.7) and (4.8) for a semiconductor in
the exhaustion range (where all donors and acceptors are ionized) the electron and hole
densities can be shown to be
n(z) = nbev(z) = nieu(z) (4.9a)
p(z) = pbe−v(z) = pie−u(z) (4.9b)
using the following two reductions
v ≡ qV=kBT = (Eib − Ei)=kBT (4.10)
(note the relation between 4.10 and the band bending given in 4.4) and
u ≡ (EF − Ei)=kBT: (4.11)
Poisson’s equation then gives
dv=dz = ∓F=LD (4.12)
or,
z=LD =
∫ v
vs
(∓F)
−1 dv (4.13)
2i.e. a semiconductor to which Maxwell–Boltzmann statistics can be applied.
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where
F(ub;v) =
√
2
[
cosh(ub + v)=coshub − v · tanhub − 1
]1=2 : (4.14)
with the extrinsic Debye length, the depth to which the external ﬁeld penetrates before
it is screened by charge carriers,
L2
D = "b"0kBT=q2 (nb + pb): (4.15)
Applying Gauss’s law to the total charge per unit area at the surface, the space–charge
density Qsc, gives
Qsc = "b"0Es = "b"0
dV
dz
 
   
 
z=0
(4.16)
and incorporating (4.10), (4.15) and (4.12) gives
Qsc = ∓q(nb + pb)LDFs: (4.17)
In (4.17) the negative sign refers to the case where v > 0 and the positive sign refers to
v < 0; Fs is the space charge function F(vs) and Es is the electric ﬁeld strength, both
at the surface. Since ub is an expression of the shift of the bulk Fermi level from the
intrinsic value it describes the dopant concentration, where u > 0 implies n–type and
u < 0 implies p–type (u = 0 is the intrinsic semiconductor). Three separate regimes
emerge from analysis of (4.17) for an n–type semiconductor, vs > 0, −2ub < vs < 0
and vs < −2ub; in addition, vs = 0 is the speciﬁc case for ﬂat bands (i.e. no surface
space–charge).
For positive values of vs the bands bend down (Eib > Eis) and the conduction band
edge approaches the Fermi level. This leads to an increase in electron concentration
at the surface and is hence called an accumulation layer. The electron concentration
increases as F(vs) becomes more negative.
In the regime where −2ub < vs < 0 the reverse applies: the upward bending of the
bands increases the gap between the Fermi level and the conduction band minimum and
depletes the majority carrier (electron) concentration at the surface. This is a depletion
layer and its width can be shown to be
zdep = LD(2|vs|)1=2 = ±Qsc=qNd;a (4.18)
At vs ≈ −2ub, |Ecb − EF| = |Evs − EF| and so the concentration of majority and minority
carriers is equal. Hence for vs < −2ub the minority carrier concentration increases with
space–charge function and an inversion layer is formed. The mobile carriers at the
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surface of an n–doped semiconductor with an inversion layer would thus be holes. A
depletion layer will also be present between the inversion layer and the bulk.
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Figure 4.1: Inversion, depletion and accumulation band diagrams for n– and p–type semi-
conductors. (Adapted from [114]).
As a further note, it is worth pointing out that inversion and accumulation layers are
created by potential wells at the surface of the semiconductor and as such are conﬁned
to a two–dimensional region parallel to the surface. The width of the space–charge layer,
Lsc, can be shown to be
Lsc =
|vs|
Fs
LD (4.19)
In many cases LD for the system will be comparable to—or even less than—the de Broglie
wavelength of the carrier. This leads to quantum size eﬀects in the z-direction which will
create non–classical carrier distributions in z in the space–charge region.
4.1.3 Surface States
The existence of mid–gap states that occur purely because the lattice is not continuous
was ﬁrst theorised by Shockley[116], amongst others, in the 1930s. He showed how
the surface states arise from the complex band structure of the lattice. As the lattice
parameter is varied from a ﬁnite value to inﬁnity the well–deﬁned levels split and leave
a pair of states in the gap. These “virtual gap states” arise from solving Schr¨ odinger’s
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equation for the lattice and have a wavefunction that decays exponentially into both z
and −z. They are similar to those which occur at metal–semiconductor interfaces (metal
induced gap states) and cause the deviation of Schottky barrier heights from theoretical
values3.
Further gap states are introduced when an adatom forms a chemical bond with an
atom in the lattice. This can be considered to take place between the adatom and its
nearest neighbour alone and as such the interaction can be treated as an isolated, het-
eropolar molecule. By utilising the fact that covalent bonds are partially ionic adatoms,
these can be considered to introduce surface dipoles as well as creating gap states expo-
nentially decaying into both vacuum and solid in an analogous manner to the above. The
direction of the dipole moment is dependent on the character of the wavefunction tail,
either donor– or acceptor–like4. This can be analysed using the normal electronegativity
method for covalent bonding.
In the bulk region of elemental group–IV semiconductors and that of III–V and II–VI
compound semiconductors the crystal lattices are tetrahedrally coordinated. In binary
compound semiconductors with the zincblende lattice structure (e.g. GaAs or InP) each
atom forms four covalent bonds with its four nearest neighbours. At the {110} surface
of such a lattice each atom has only three neighbours and hence has one unsaturated
or dangling bond comprised of an electron[114]. The anion (e.g. Ga) and cation (e.g.
As) dangling bonds have diﬀerent binding energies; the anion dangling bonds are more
tightly bound than the cation dangling bonds. Furthermore, since the anion dangling
bonds are below the valence band maximum it is energetically favourable for those to
ﬁll with electrons from the cation. This charge redistribution leads to a reorganisation
of the structure of both the bonds at the surface and the atoms’ bonds with the second
monolayer further into the semiconductor. The relaxation of the crystal thus introduces
a surface strain which will oﬀset the energy gain from the charge redistribution and cause
changes to the lattice parameter and bonding angle at the surface. As will be seen later,
the addition of extra atoms or molecules to the surface by chemical treatment can redress
this eﬀect and partially return the semiconductor properties at the surface to those in
the bulk.
3In fact, the metal–induced gap states are regarded as the primary factor in determining barrier
heights[114].
4If the surface state is exactly at the branch point of the virtual gap states of the complex band
structure, as described in[116], no dipole moment would be observed.
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4.1.4 Equilibrium and Non-equilibrium Surface Carrier Conditions
Equilibrium Carrier Conditions
In order to maintain surface charge neutrality the condition
Qss + Qsc = 0; (4.20)
must be met where Qss and Qsc are the net charge in surface states and the space
charge per unit area respectively. The surface states take on an acceptor– or donor–
like character and, depending on their position with respect to the Fermi level, become
charged as such. As discussed in §4.1.2 above, this potential caused by the surface charge
will cause a space–charge region immediately below the surface and bend bending will
result.
If, for example, acceptor–type midgap states exist at a semiconductor surface, what
are the band bending conditions for charge neutrality? In a p–type semiconductor where
the acceptor surface states are above the Fermi level no band bending occurs since the
surface states do not become occupied. These states are neutral and need no compen-
sation by space charge. In this case downward band bending would mean the presence
of negative charge carriers which would violate charge neutrality, similarly with upward
band bending and an accumulation layer. When the bands bend in the presence of excess
charge the mid gap states will also move with respect to the Fermi level. This becomes
important when considering the same situation in n–doped material: mid gap acceptor–
like states will be below the Fermi level, will become full and lead to an excess negative
charge at the surface. To oﬀset this, there must be a region of positive space charge. As
the surface states move closer to the Fermi level because of the upward band bending
some of the states become unoccupied. An equilibrium is reached and charge neutrality
is obtained.
The same argument can be applied to the donor–like surface states with the result
that downward band bending will be observed in the p–type semiconductor and ﬂat
bands in the n–type.
If both acceptor– and donor–like mid gap states exists at the surface then the situation
where no band bending results does not occur; depletion layers will form to maintain
charge neutrality. Donor–type states in the valence band and acceptor–type states in the
conduction band do not cause any band bending.
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Non-equilibrium Carrier Conditions
Electron–hole pairs are created in a semiconductor when photons of energy greater than
the bandgap are incident on the surface. This eﬀect is larger at the surface than in the
bulk. Because of the band bending this injection of bipolar charge will be accelerated in z,
but in opposite directions and the ﬂattening of the bands that results is called the surface
photovoltage. Because of this the carrier density in the space–charge region under incident
light will deviate from thermal equilibrium values but (4.20) is not violated since equal
numbers of electrons and holes are generated. No surface photovoltage is expected for a
surface with ﬂat bands. A further eﬀect to consider in this system is the Dember eﬀect:
the diﬀerence in mobilities between holes and electrons leads, by Einstein’s relationship
Dp;n = (kBT=q)¹p;n; (4.21)
to a diﬀerence in diﬀusion coeﬃcients, Dp;n. Hence there must exist a small internal
electric ﬁeld to maintain the total current ﬂow to the surface at zero. This ﬁeld, known
as ED is usually negligible compared to the surface photovoltage.
From this it is possible to pursue an argument describing the excess surface charge
using the Shockley–Read–Hall recombination model[117] applied to surface states. One
useful deﬁnition from the calculation is that of surface recombination velocity, s,
s ≡ Us=∆ps (4.22)
where Us = Ucs = Uvs is the recombination rate per unit area which is equal to that of
electrons and holes and ∆ps is the carrier excess at the surface (given charge neutrality
this is equal for electrons and holes).
Carrier Transport at Semiconductor Surfaces
Carrier transport parallel to the surface can ocurr if there exists a surface excess of
carriers in the semiconductor. Quantities ∆N and ∆P are the number of mobile holes
and electrons per unit surface area such that
∆N =
∫ ∞
0
[
n(z) − nb
]
dz (4.23)
and
∆P =
∫ ∞
0
[
p(z) − pb
]
dz (4.24)
Accumulation and inversion layers lead to an increase in surface conductance due to
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the increase in mobile carriers compared to the bulk while depletion layers tend to lead
to a decrease. The change in conductance parallel to the surface is given by
∆½ = q(¹ns∆N + ¹ps∆P) (4.25)
where ¹ns and ¹ps are the surface mobilities of electrons and holes, respectively, and it
can also been shown that the minimum value of surface conductance ocurrs for a band
bending of
vmin
s = −2ub + ln(¹ps=¹ns): (4.26)
A simple model of the mobility of excess surface charge can be created by assuming
diﬀuse scattering at the surface and specular scattering at the inner boundary. Dif-
fuse scattering events cause a statistical re-orientation of velocity according to Maxwell–
Boltzmann statistics and these events hence cause a reduction in mobility. The space–
charge region relaxation time is then
¿s ≈ Lsc=cz (4.27)
where cz is the average (Maxwell–Boltzmann) velocity normal to the surface and ¿s
is taken as the time from specular scattering event at the inner boundary to diﬀuse
scattering at the surface.
One–dimensionally, the mean free path in the bulk Λb is related to the bulk relaxation
time ¿b by
Λb = cz · ¿b (4.28)
and combining the two (independent) rates to give an eﬀective collision rate ¿eﬀ
1=¿eﬀ = 1=¿b + 1=¿s (4.29)
The relaxation–time approximation of mobility gives the ratio of surface to bulk mobilities
as
¹s=¹b = (1 + Λb=Lsc)−1 (4.30)
although for a full treatment, which requires solving the Boltzmann transport equation
(see, for example, [118]), the result is
¹s=¹b = 1 − (1 − r)MsΛb=LD: (4.31)
Here r is the fraction of scattering events that are specular and Ms ≡ M(ub;vs) is the
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mobility function which accounts for the space–charge region carrier type.
These details had a bearing on the eﬀects of deliberately inducing damage to the
surface of a semiconductor. Below is detailed an experiment where the surface trans-
port properties were changed in the p–InGaAs base layer of an HBT and the electrical
characteristics of the base–emitter junction monitored.
4.2 Plasma Processing
Many diﬀerent processes involve exposing the surface of a semiconductor to ionised
species. These processes are as diverse as reactive ion etching[90, 95], ion implantation[119,
120] and surface cleaning[121].
Reactive ion etching (RIE) is a common tool used for processing semiconductors,
especially where the device is fabricated subtractively. As discussed in Chapter 3 it
carries advantages and disadvantages over wet etching, such as its anisotropy and its
resulting poorer surface quality. The starting point for RIE is a plasma, a ‘gas’5 contain-
ing positive particles (positive ions) and negative particles (electrons or negative ions)
in a vacuum chamber that also contains the substrate to be processed. This plasma is
created from a gas or mixture of gases at low pressure by ionising excitation (usually
RF radiation) coupled into the plasma and because a plasma is not a system at equilib-
rium this energy must be continuously fed in to maintain it in balance with the energy
loss due to particle recombination. Also, since the electromagnetic excitation is coupled
to the plasma by accelerating electrons, the eﬀective electron temperature (20 000K to
100 000K) will exceed the eﬀective ion temperature (300K to 20 000K) when considering
velocity distributions[122].
The fact that the electrons are hotter will lead to any isolated object in the plasma
rapidly gaining a negative charge from collecting many more fast electrons than slower,
heavier positive particles. The ensuing potential diﬀerence between the substrate and
the plasma will have several eﬀects. Firstly, a steady state will be reached where only as
many electrons as positive ions are aggregated by the substrate. Secondly, the repulsive
action of the negative potential will result in a plasma sheath, a dark region around
the substrate where no electrons reside and hence no light is emitted by recombination.
Lastly, and most importantly from a device fabrication point of view, the accelerating
potential for positive ions serves to collimate the heavy ions and facilitates the anisotropy
and high aspect ratio etches that are a common feature of RIE. The sheath potential, as
it is known, is a function of the electron temperature and the mass ratio of the electron
5Plasma is more regularly considered to be a fourth phase of matter, although it is akin to a gaseous
collection of charged and uncharged particles.
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to the ion.
The sheath potential is a source of DC self–bias but it is useful to control the ion
energy with applied bias separately to the RF excitation for ﬁner control over etch rate
and bombardment damage. To achieve this an external contact is added to the substrate
of the sample in the plasma chamber. Through this contact, coupled by a capacitor,
a bias is applied to the substrate. It is important to note that the ion current at the
device is limited not by the accelerating sheath potential (which in fact has a short
penetration distance due to the small —electronic— Debye length in the plasma) but by
the ion ﬂux. An AC source coupled by a capacitor is connected to the external contact
and the potential of the wafer varies with the source. The ion ﬂux does not increase to
compensate for the electron ﬂux into the substrate in the positive half–cycle, however,
so the average wafer bias becomes more negative. The steady state is that for which
the total ion ﬂux over the cycle is equal to the electron ﬂux over the positive half–cycle.
The DC bias magnitude is related to the AC bias magnitude and for large AC bias is
approximately half.
Plasma–Induced Surface Damage
Studies into the damage caused by the ion bombardment of GaAs[123] and InP[124, 125]
have shown that there is an energy threshold for ion energies below which damage free
plasma processes are possible. This is particularly important in alloyed III-V semicon-
ductor materials since the high temperature anneals used to recover damaged surfaces
in, for example, silicon are not feasible.
A defect density of 1012 − 1013 cm−2 on a semiconductor surface will signiﬁcantly
aﬀect its electrical characteristics. This can be characterised by measuring (or inferring)
the number of charges per unit surface area (i.e. Qsc=q) produced by a plasma process.
This number density may understate the actual number of surface states as it will not
account for donor–acceptor compensation (see above) or defect states with energy levels
outside the band gap.
Using spectroscopy techniques, defect centres have been resolved within the band gap
for both GaAs[123] and InP[124, 125]. These states will cause the Fermi level to be pulled
down in n–type material and pulled up in p–type material with respect to the valence
band maximum at the surface. Thus an accumulation of surface charge is created at the
surface.
4.3 Passivation of Semiconductor Surfaces
When deﬁning a large vertical mesa in, for example, an HBT, a considerable surface
area is exposed to the environment. Semiconductor surfaces produce gap states and
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(particularly in III–V compound semiconductors) oxidise readily. Semiconductor–oxide
interfaces are another source of gap states. Gap states increase recombination rates, and
hence degrade injection eﬃciencies and device performance. Carrier concentrations at the
surface are also aﬀected (see §4.1.3). In an HBT the base surface recombination current
Ib;surf is the component of the base current, Ib, due to the recombination of minority
carriers (i.e. electrons) in the base, at the exposed surface. Its magnitude is dependent
on the available surface area to recombine, so has a proportionally larger eﬀect on smaller
devices[9]. Furthermore, Ib;surf is dependent on the surface recombination velocity, s,
which is a characteristic value of material and surface processing, amongst other things.
Larger values of Ib;surf will tend to increase Ib and decrease Ic and ¯dc.
One of the most ﬂexible and eﬃcient methods of passivating the surface of a III–V
semiconductor is chalcogenide passivation[126–131]. Sulphide– (or selenide–) containing
solutions are used as a treatment agent, the device is exposed to sulphide ions in a so-
lution and a chemical reaction takes place at the surface. The treatment ﬁrsts results in
the removal of the native oxide layer of the material[132]. Electrons are then removed
from the semiconductor into the solution (i.e. there is oxidation) as bonding takes place
between the sulphur and semiconductor atoms. The resultant sulphidising of the semi-
conductor surfaces leads to a change in the electrical properties at the surface and a
decrease in surface recombination sites.
The initial electronic structure of the semiconductor and the energy state of the
sulphur ion (in solution) will have an eﬀect on the eﬃciency of the sulphidising that
takes place and the form of the semiconductor surface after treatment[131]. A chemical
bond is created between the sulphur ion in the solution when it comes into contact with
the surface and the surface semiconductor atoms in the crystal. This happens in the form
of an interaction between the outer electron shell of the (S2−) sulphur ion and the valence
electrons in the near-surface region of the material. If the separation is small enough the
wave functions of the two overlap and a chemical bond will form in a way as to reduce the
energy of the overall system. The sulphur atoms bridge the atoms on the semiconductor,
thus saturating the dangling bonds. Implicit in this argument is the fact that the initial
conditions of the sulphur ion in solution have an eﬀect on the eﬃcacy of the passivating
process[131]. In GaAs systems, the result is a bridging of adjacent As atoms by either
one or two S atoms[130], which leads to the growth of a surface terminating coating of
AsxSy approximately 1.5 monolayers thick[126]. This results in a dramatic reduction in
surface recombination velocity.
Diﬀerent solutions show diﬀerent passivating characteristics. Alcoholic solutions of
(NH4)2S and Na2S and other solutions with high sulphur reactivity (e.g. S2Cl2 + CCl4)
80Semiconductor Surface Eﬀects Passivation of Semiconductor Surfaces
have been shown to be the most eﬀective in reducing the surface barrier and increasing
photoluminescent yield[131]. These eﬀects result from a decrease in the number of surface
states.
Although it is true that <100> InGaAs has a low surface recombination velocity[9],
surface recombination can indeed be considerably reduced by sulphide passivation[133].
Surfaces passivated in this way have been found to deteriorate over time, especially if
they are exposed to light or oxygen[130]. To maintain the passivation eﬀects surfaces can
be covered with a ﬁlm of SiNx or SiO2. In this way semi-permanent improvements of
InGaAs/InP HBT current gain have been realised[133]. An alternative coating that has
become widespread in its use is polyimide[134]. Polyimide holds signiﬁcant advantages in
that current gain is seen across a far wider range of collector currents, it degrades much
more slowly and it can be spin-coated rather than requiring deposition.
Theoretical studies have suggested that passivation (of GaAs) with selenium rather
than sulphur - still a very similar process - will degrade more slowly over time[130].
Selenium will bond to both Ga and As atoms at the crystal surface but this process
requires there to be excess hydrogen present to be equally as eﬀective as sulphur in
reducing surface states.
Sulphur passivation treatment with ammonium sulphide solution ((NH4)2S) has been
shown to provide marked improvements on both InP[128] and GaAs[126] surface quality.
Amongst other devices, the treatment has found use in improving the performance of
AlGaAs/GaAs[135, 136] and InP/InGaAs[133, 137, 138] HBTs.
4.4 Lattice Defects
It has already been seen (§4.1.3) that lattice irregularities can cause mid–gap surface
states and even Fermi level pinning. While the latter is not likely in the bulk there exist
deep level traps caused by defects in a semiconductor crystal lattice.
4.4.1 Dislocations
Dislocations are often produced in a crystalline material during growth[139]. In the
case of an epitaxially grown semiconductor wafer there are a number of sources for
dislocations. These include relaxation of the heterostructure epi–layers and propagation
of point defects on the seed crystal through the substrate crystal (and their subsequent
propagation through the epi–layers as they are grown).
When the crystal solidiﬁes any lattice disorder is frozen in. The two basic forms of
crystal dislocation are the edge and screw[139]. An edge dislocation acts like an extra
plane inserted on one side of the dislocation. A screw dislocation is more complex but
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can be either right– or left–handed. Since the planes of crystals under stress will tend
to slip over each other as they begin to yield it is easy to visualise how a decrease in
dislocations can contribute greatly to the perceived strength of the crystal as a whole.
Dislocations may even be described as boundaries between regions of the crystal, one
of which has slipped by the dimension of one inter–atomic spacing with respect to the
other. Due to energy considerations, dislocations of more than one atomic spacing will
dissociate into multiple single spacing dislocations.
A dislocation line must terminate somewhere, be it at the surface, in a closed loop
or in a loop comprising of multiple dislocations. Dislocations of opposite slip direction
will attract one another and may annihilate if they are on the same slip plane, otherwise
they will combine to form a line of lattice vacancies or interstitial atoms (see below). The
combination of lattice vacancies and dislocation lines as they diﬀuse through the crystal
will produce jogs (steps) in the dislocation. It is possible for dislocations to be immobile,
however, which, along with some types of jogs can anchor other dislocations.
4.4.2 Point Defects
Point defects are either extra atoms in the crystal not situated at a lattice site or lattice
sites which contain no atom. While point defects such as lattice vacancies or interstitial
atoms can be produced by the methods described above they are also a common, stable
defect type. Although there is an associated energy of formation for a valence site, the
entropy increase involved in disordering the lattice is large enough that the energy of
the perfect crystal system is greater than that of the imperfect, disordered lattice (for
ﬁnite temperatures)[139]. The formation of a valence site necessitates the co-production
of an interstitial atom which has its own energy barrier. Phenomenologically, it is simple
to envisage a crystal losing an atom from its surface and the vacancy being ﬁlled from
below, and so on: with a surface present the formation of point defects can be considered
to have very little potential barrier. In this sense there is an energy of vacancy migration
and this is usually found to be less than the energy cost of forming the vacancy.
4.5 Experimental Results
After fabrication of HBTs several methods of investigating surface interactions were un-
dertaken. These included surface passivation by ammonium sulphide, (NH4)2S, and by
exposure to sulphur–containing gas (hydrogen sulphide, H2S) and surface bombardment
with argon ions. The eﬀect of surface passivation is to decrease the concentration of
surface states, while ion bombardment will cause damage that will increase the concen-
tration.
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Figure 4.2: DC current gain against collector current for an InP/InGaAs HBT passivated
with (NH4)2S.
4.5.1 Ammonium Sulphide
A commercial ammonium sulphide solution at 40% concentration was decanted into a
Petri dish at a suﬃcient volume (approximately 20ml) to fully submerge the LCC and
device. Immediately after de–oxidation (as described in Chapter 3), the device was placed
in the sulphide solution, covered and left for 20min at room temperature. Upon removal
from the solution, the sample was rinsed in RO water and then in isopropyl alcohol. The
sample was ﬁnally blown dry with N2.
The DC current gain of the device before and after treatment in (NH4)2S is shown
in Figure 4.2. A marked improvement in ¯dc can be seen immediately after passivation.
As discussed in §4.3, the passivating layer will deteriorate over time. To this end, the
eﬀects of passivation with (NH4)2S were studied over time. Figure 4.3 shows the time–
resolved eﬀect of treatment on the current gain of the device over a period of 45 days.
The partial return of ¯dc to pre–treatment values can be explained by the desorption of
sulphur atoms over time.
4.5.2 Gas Phase Sulphur
A further means to modify the surface electronic characteristics of a device such as a
III–V HBT is to expose it to a sulphur–containing gas, for example hydrogen sulphide,
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Figure 4.3: Time resolved plot of DC current gain for an InP/InGaAs HBT passivated
with (NH4)2S. The current gain was measured at Ic = 50mA.
H2S. The mechanisms of adsorption and desorption in such a regime have been studied
for GaAs[140, 141]. The eﬀects are well–understood and multiple cycles of H2S exposure
can be seen to saturate the surface so that the majority of dangling bonds are passivated.
In order to produce hydrogen sulphide and to study its passivating eﬀects, a few
grams of crystalline sodium sulphide were added to 200ml of RO water in a conical ﬂask.
A small volume (10ml) of HCl was added to the solution. This starts an eﬀervescent
reaction, generating gaseous H2S. The HBT to be treated was ﬁrst de–oxidised in HCl
solution order to remove any surface oxide and was then attached to a ﬂat lid and placed
at the mouth of the ﬂask, which loosely sealed it. The device was exposed to the H2S rich
environment for 20min following which it was rinsed in RO water and then in isopropyl
alcohol. The sample was ﬁnally blown dry with N2.
The DC current gain of the device before and after treatment in H2S is shown in Fig-
ure 4.4. An improvement in ¯dc can be seen immediately after passivation. This can be
attributed to the dissociative bonding of SH and H species to the In, Ga and As dangling
bonds[140, 141]. The base current is reduced as the surface of the extrinsic base region is
passivated, which leads to a decrease in surface conduction and a reduction in recombi-
nation. This eﬀect, here most pronounced at larger collector currents, deteriorated after
one day in a sealed sample box at room temperature due to thermal desorption of the
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Figure 4.4: DC current gain against collector current for an InP/InGaAs HBT passivated
with H2S.
passivating species. After a further week in the same conditions the treatment still had
a beneﬁcial eﬀect on device performance.
The eﬀects of passivation with (NH4)2S were studied over time. Figure 4.5 shows the
time–resolved eﬀect of treatment on the current gain of the device over a period of 45
days.
It is possible to conclude that the beneﬁcial eﬀects of passivation with ammonium
sulphide solution are greater than that with gas phase hydrogen sulphide treatment: a
numerical improvement in ¯dc of 0.80 at Ic = 50mA compared with 0.35 for the H2S
treatment. These correspond to fractional improvements of 11% and 5%, respectively,
and can be explained by the diﬀerent adsorption cross–sections of sulphur species from gas
and liquid phase sources. It is generally understood that saturation sulphur coverage can
be easily achieved with (NH4)2S liquid phase passivation[142] while multiple exposures
are required to saturate the surface with H2S. It can be seen from Figures 4.2 and 4.4
that the improvement in current gain after (NH4)2S passivation was proportional to Ic
but for the H2S passivation consisted of an additive component only. This can possibly
be attributed to the saturation of the passivating eﬀects of H2S at small Ic. Due to the
complete coverage of the passivating layer in the (NH4)2S experiment, the improvement in
current gain could still be proportional to the current distributed near the surface, which
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Figure 4.5: Time resolved plot of DC current gain for an InP/InGaAs HBT passivated
with H2S. The current gain was measured at Ic = 50mA.
would in turn be proportional to the magnitude of the collector and emitter currents.
The clear diﬀerence in passivation eﬃcacy from the two diﬀerent types of treatments
can be explained as follows. Sulphur atoms being less electronegative that oxygen atoms,
H2S has a smaller dipole moment than H2O. Due to its large electric dipole moment,
water can form extensive hydrogen bonded network structures and that explains why
water exists as a liquid at room temperature but hydrogen sulphide is a gas. The small
dipole moment of H2S is insuﬃcient to distribute it on mixed ionic-covalent surfaces of
compound semiconductors. In contrast, sulphide ions in solution carry a full unit negative
charge of 1:6x10−19 C and are strongly attracted to In sites. This holds true for most
narrow band gap semiconductors and thus we would see better passivation where sulphur
species come as ions rather than weakly polarized H2S molecules. This is in spite of the
fact that the concentration of H2S molecules in the gas phase is much higher than that of
S2− ions in the liquid phase. Furthermore, the polar nature of semiconductor surfaces will
aﬀect the degree of passivation with non–polar surfaces less prone to sulphide passivation
than polar surfaces.
After 45 days the improvement in current gain from treatment in H2S has eﬀectively
disappeared. This is supported by the thermal desorption arguments presented in the
literature.
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4.5.3 Ion Bombardment of Semiconductor Surface
In order to achieve the opposite eﬀect to passivation some method of increasing the
disorder of the surface of the HBTs had to be devised. In §4.2 there is a discussion of
the eﬀects of plasma ion bombardment on semiconductor surfaces.
An Ar+ treatment was developed using an STS Multiplex ICP dry etch machine for
this purpose. Argon is commonly used as a pre-treatment in RIE processes to remove
any deposits such as resist scum on surfaces that might hinder the etch chemistry; hence
it was readily available. Two other major beneﬁts of using an argon plasma are that it
is unreactive, being one of the Group VIII inert gases and that it is a heavy gas (atomic
number 18 c.f. oxygen, eight). The process involved creating an inductively coupled,
remote argon plasma with an RF power of 200W, a platen RF power of 5W and an
argon ﬂow rate of 10sccm. Using this equipment, the remote plasma required a voltage
to be applied to the sample platen to accelerate the charged species towards the sample.
By choosing a suitably low platen power, a low damage process was obtained. A sample
masked with photoresist was exposed to the argon plasma for 60min and subsequent
measurement of the etch depth revealed the etch rate to be 0:3nmmin−1. After small
piece sample loading the vacuum pump valve was fully opened to minimise the chamber
pressure and hence redeposition of any material removed by sputtering. This resulted in
a chamber pressure of <10mTorr. The process was conducted at ambient temperature.
Figure 4.6 shows the eﬀect of the Ar+ treatment on the reverse leakage current of
the emitter–base junction before argon treatment and the same device after successive
5min treatments. An increase in the current can be attributed to an increase in surface
conduction by accumulated surface charge caused by a deterioration of the condition of
the semiconductor surface. A change of two orders of magnitude was observed after two
5min exposures. There was only a small change after the third exposure, suggesting that
the eﬀect might have saturated.
The DC current gain of the device before and after Ar+ for 10min treatment is shown
in Figure 4.7. The device was also re–measured after a further de–oxidisation in HCl and
then after passivation in (NH4)2S (as described above). This was observed to restore
device performance in the regions of lower collector current. It must be considered,
however, that the device measurement taken before treatment incorporated the eﬀects
of a native oxide layer. These may have been deleterious to device performance and
would not have been present immediately after the second de–oxidation. This could have
falsely allowed the impression that the second de–oxidation restored device performance.
Subsequent passivation of the sample then improved device performance. Such large gains
in ¯dc observed in Figure 4.2 were not seen which suggests that the argon bombardment
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Figure 4.6: Reverse leakage current of an emitter–base junction of an InP/InGaAs HBT
before and after successive 5min exposures to Ar+ treatment
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Figure 4.7: DC current gain against collector current of an InP/InGaAs HBT before and
after a 10min exposure to Ar+ treatment, after an HCl de–oxidation and after
surface passivation in (NH4)2S.
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caused some damage below the surface of the device.
In this chapter, as well as outlining some of the physical phenomena determining
the electrical characteristics of semiconductor surfaces, the methodologies for using three
diﬀerent surface treatments to modify the surface of the extrinsic base region of HBTs
have been given. Of the two passivating treatments, the ammonium sulphide process was
shown to be the most eﬀective, with the improvement in current gain proportional to the
collector current throughout the measurement range. A maximum improvement of 11%
was realised with this technique. The treatment was also considerably more stable over
time.
A novel process which was designed to damage the surface of the base layer was
developed using argon ion bombardment. The eﬀects of this process were measured ﬁrstly
on the reverse leakage current of the emitter–base junction where a marked increase was
observed for the ﬁrst 10min of treatment. After this the eﬀect on the current gain was
measured where a decrease of the order of 3% was observed. Further investigation using
alternative chemical treatments revealed the damage not to be constrained to the surface.
The development of these processes was undertaken with the aim of enabling the
magnetic ﬁeld response of an untreated HBT to be compared with that of an HBT with
an ‘improved’ extrinsic base surface and one in which the surface had been ‘degraded’.
895 Magnetic Materials and Integrated
Magnetic Structures
This chapter introduces the subject of magnetism and magnetic materials. The diﬀerent
classes of magnetic materials are discussed. The origins of the magnetic eﬀects on a
microscopic level are explained along with their application to the phenomenon of mag-
netic domains. A brief review is presented of the uses magnetic materials ﬁnd in modern
electronic technology.
The application of magnetic materials to this work is in the integration of 3–dimensional
magnetic structures onto HBTs. The latter part of this chapter details how the structures
were designed with the aid of simulation and numerical analysis and also how they were
fabricated.
5.1 Magnetism
In discussing magnetic materials it is useful to deﬁne various quantities. As was stated
in §1 (equation (1.1)), the force on charge carriers moving through a magnetic ﬁeld is
orthogonal to the directions of motion and ﬁeld. The magnetic ﬁeld B (T) is created by
the fundamental laws of electromagnetism. The magnetic ﬁeld strength H (Am−1) in a
material is related to the magnetic ﬁeld through the equation
H =
B
¹
(5.1)
where ¹ is the permeability of the material. The permeability of free space ¹0 = 4¼ x10−7 Hm−1
(where H, henries, is equivalent to VsA−1).
A magnetic dipole has a magnetic moment m associated with it[143]. Thus the
magnetisation M can be deﬁned such that
M =
m
V
; (5.2)
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i.e. M is the magnetic moment per unit volume. The magnetisation and the magnetic
ﬁeld strength both contribute to the magnetic ﬁeld in a material so
B = ¹0(H + M): (5.3)
The magnetic ﬁeld in a material without any external ﬁeld can be given as B = ¹0M.
This is a result of the combination of the uncompensated electronic magnetic moments
within the material (see §5.3.1). Saturation magnetisation is achieved when all the mag-
netic moments are aligned parallel to an applied external magnetic ﬁeld.
In analogy to deﬁning the permeability as
¹ =
B
H
(5.4)
the susceptibility of a material can be deﬁned thus
Â =
M
H
(5.5)
and is the degree of magnetisation of a material in an external magnetic ﬁeld.
5.2 Classiﬁcation of Magnetic Materials
Three main types of magnetic materials exist and can be classiﬁed according to their bulk
susceptibility. The materials which ﬁrst prompted inquiry into magnetic properties1 were
ferromagnetic with a high susceptibility in the order 101 to 105[143].
The two other main categories of magnetic materials are diamagnetic and paramag-
netic. Diamagnetic materials have a small negative susceptibility of the order −10−5, so
they oppose an applied magnetic ﬁeld, and paramagnetic materials have a small positive
susceptibility of the order 10−3 to 10−5 and they weakly reinforce the applied ﬁeld.
All materials that are not ferromagnetic or paramagnetic display a diamagnetic char-
acteristic. There are also less common sub–types of ferromagnetic ordering; these include
ferrimagnetism and anti–ferromagnetism.
1An early record of awareness of magnetic materials comes from a dialogue of Plato’s circa 400 b.c.
although lodestones (naturally ocurring permanent magnets) would certainly have piqued the curiosity
of prehistoric and, particularly, iron age man[144].
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Figure 5.1: A typical hysteresis loop of a ferromagnetic material. The values for the rem-
anant induction, BR, and coercivity, HC, are shown.
5.2.1 Ferromagnetism
Ferromagnets have a high relative permeability, given by ¹r in
¹ = ¹0¹r: (5.6)
Since large magnetic inductions can then be generated from small applied ﬁelds, ferro-
magnetic materials (such as iron and nickel) have many practical applications as a means
of concentrating magnetic ﬂux. Ferromagnets can also retain their magnetisation after
the external ﬁeld has been removed.
A plot of magnetic ﬁeld against magnetic ﬁeld strength for a ferromagnet where
the applied ﬁeld is increased from zero to the point of saturation magnetisation in the
material, then decreased to saturation magnetisation in the opposite direction and then
increased to the original saturation point gives what is known as a hysteresis loop. An
example of a hysteresis loop is shown in Figure 5.1. Saturation magnetisation is achieved
when all the microscopic magnetic moments in the material have aligned in the direction
of the applied ﬁeld. The remanant induction BR of the bulk material is the induction
remaining after the applied ﬁeld has been reduced to zero. This relates to the remanant
magnetisation MR by
BR = ¹0MR: (5.7)
The remanance is the value of either BR or MR in the speciﬁc case where the material
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has ﬁrst been magnetised to saturation. It can be seen from the hysteresis loop that
the magnetic ﬂux can be reduced to zero by the application of a non–zero ﬁeld. This
ﬁeld is applied in the reverse direction to the magnetising ﬁeld and is called the coercive
ﬁeld and in the speciﬁc case of reducing the induction to zero from saturation is the
coercivity, HC. Remamance and coercivity are products of a persistence of the order
introduced by the applied ﬁeld. At a suitably high temperature the thermal energy of
the individual atoms (with their associated magnetic moments) ensures that the order is
not maintained. This temperature is called the Curie temperature.
5.2.2 Paramagnetism and Diamagnetism
Paramagnetism
While the eﬀects of ferromagnetism can be attributed in part to the interaction between
near neighbour atomic magnetic moments those of paramagnetism are due to magnetic
moments which do not interact with those around it. It follows from this that ferro-
magnets above their Curie temperature act as paramagnets, where the thermal energy
is greater than that of the interaction. It is often the result of an unpaired electron
spin or an electronic magnetic moment highly localised near the nucleus and eﬀectively
shielded by other electrons. A typical characteristic of some paramagnetic materials is
the dependence of susceptibility on temperature in what is known as the Curie law
Â =
C
T
(5.8)
where T is the temperature and C is the Curie constant. This does not hold for all
paramagnets: some exhibit a temperature independent susceptibility which arises from
a conduction band electronic magnetic moment model.
Diamagnetism
A material can consist of atoms with no net magnetic moment should it have ﬁlled elec-
tron shells and hence no uncompensated electronic magnetic moments (see §5.3.1). These
materials can not then exhibit ferro– or paramagnetism. The magnetic ﬁeld induced in
a diamagnetic material, as described by Lenz’s Law, must oppose the applied magnetic
ﬁeld. These leads to a small, negative, temperature independent susceptibility deter-
mined by, among other factors, the number of electrons per atom and the root mean
square atomic radius.
Where Faraday’s law states that a voltage (magnetically) induced in an electrical
circuit is proportional to the rate of change of magnetic ﬂux through the circuit, Lenz’s
law states that the induced voltage is in a direction which opposes the changing ﬂux that
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produces it. Lenz’s law is a consequence of conservation of energy. These are given by
V = −N
dΦ
dt
(5.9)
where Φ is the magnetic ﬂux passing through a coil of N turns and dΦ/dt is the rate of
change of ﬂux.
5.3 Origins of Magnetic Eﬀects
5.3.1 Microscopic Magnetism
Electrons are the principle cause of an atom’s magnetic moment. Classically this can be
considered a product of orbiting electrons as a charge in motion inducing magnetic ﬁeld.
There are two contributors to the electron magnetic moment, orbital magnetic moment
and spin magnetic moment. Classically, the orbital magnetic moment mo is given by
mo = −
(
e
2me
)
po (5.10)
where po is the orbital angular momentum, e is the electronic charge and me is the mass
of an electron.
This classical approach breaks down for electron spins due to the tangential velocities
as calculated using the Bohr magneton. (The Bohr magneton is the magnetic dipole
moment of an electron in a hydrogen atom and is so–called because of the Bohr model of
the atom.) As is to be expected, the quantum description of electronic magnetic moment
does not allow all values of po and ps. Bohr’s theory of the atom introduces a principle
quantum number, n, that relates to the energy En of an electron orbiting an atom, given
by the equation
En = −
Z2mee4
8n2h2"2
0
where n = 1;2;3;:::: (5.11)
Here Z is the atomic number and "0 is the permittivity of free space. The allowed
energy levels for electrons orbiting in atoms predicted by (5.11) are degenerate. The
orbital angular momentum quantum number l is used to measure this. It can take value
l = 0;1;2;3:::(n − 1) and relates to the eccentricity of the electron orbit and also to the
orbital angular momentum by
po = l
(
h
2¼
)
(5.12)
where h, Planck’s constant, is h = 6:626x10−34 Js. Two further quantum numbers are
deﬁned, the spin quantum number s, which has a value of 1/2 for an electron, with spin
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angular momentum given by
ps = s
(
h
2¼
)
; (5.13)
and the total angular momentum quantum number j, which has a value of l + s, the
vector sum.
The orientation of the spin and orbital angular momentum vectors when subjected
to an applied magnetic ﬁeld is also quantised with respect to the z axis of the coordinate
system and this gives rise to the quantum numbers ml and ms. The probabilistic wave
functions which arise from the combinations of these quantum numbers (under the re-
strictions of the Pauli exclusion principle) in turn give rise to the well recognised electron
orbital distributions (1s, 2p, 3d, etc.) and determine the bonding properties of the atom.
Just as the magnetic moment of the electron is determined by its angular momentum,
the magnetic moment of the atom is determined by the vector sum of the angular mo-
menta of its electrons. This is calculated either from the sum of j for each electron, giving
J, or from the vector sum of L and S, the individual sums of l and s. The two do not give
the same numerical answer if the spin and orbit magnetic moments are coupled. It is the
interaction of overlapping electron orbits in solids (the so–called exchange interaction)
and their eﬀect on the magnetic moments of adjacent atoms that give rise to the order
which is observed macroscopically as magnetism in materials (see [143] for a complete
description).
5.3.2 Magnetic Domains
If the magnetisation of a paramagnet or a ferromagnet is zero it is not unreasonable to
assume random distribution of atomic magnetic moments. While this is true of para-
magnetic materials, it is not the case with ferromagnets as localised regions of order
exist within the material[143]. These regions of aligned magnetic moments are called
domains. In a demagnetised state these domains have a moment that is random and
not aligned to any direction so that the net magnetisation is zero. The bulk properties
of ferromagnetic materials can be explained by invoking this, the Weiss domain the-
ory. The atomic moments of 1012 to 1018 atoms are aligned in parallel and although
some crystallographic directions are preferred (the ’magnetic easy axes’), the direction
of magnetisation is random. The theory added a mean ﬁeld term to the classical Boltz-
mann statistical thermodynamics used to explain paramagnetism by Langevin[143]. The
mean ﬁeld interatomic interaction causes adjacent atoms to align because the energy of
the (multi–particle) system is then lower. It follows from this that a single large domain
would be the lowest energy state for any given ferromagnetic structure. In fact the energy
is minimised by multiple small domains with two factors in consideration, maintaining
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the magnetic ﬂux within the material (i.e. providing for closing of the ﬂux loops within
the material), and the energy of the domain walls themselves.
The existence of domains leads to discrete changes in magnetic induction caused
when two or more domains merge together (magnetisation) or when a domain splits into
smaller domains (demagnetisation). This is known as the Barkhausen eﬀect and was one
of the ﬁrst, albeit indirect, observations of magnetic domains.
5.4 Applications of Magnetic Materials
The applications in which magnetic materials are employed are wide and varied. Ferro-
magnets can be further classiﬁed by their coercivity, whereby those with a high coercivity
are classed as hard and those with a low coercivity classed as soft. In general terms, a
material with a coercivity above 10kAm−1 is a hard magnetic material and below that
is soft. Certain iron alloys such as Nd-Fe-B and ferro–platinum are hard materials while
iron, nickel and some of their alloys specially designed for the purpose (such as permalloy,
Ni-Fe-Mo or Ni-Fe-Cu-Mo) are soft[143].
Soft magnetic materials have applications in electromagnets, motors, transformers
and relays where the ability to reverse the induction (or switch the direction) is important.
A high relative permeability is essential for electromagnets so that large inductances can
be generated while low conductivity steels are used for transformer cores to reduce eddy
currents. A relay requires low remanance as well as coercivity and is usually made of
unalloyed iron, Fe-Si or Fe-Ni.
Permanent magnets are made from hard magnetic materials. These are often made
from ferrites which can be also either hard or soft. Hard ferrites such as those made with
barium or strontium are found in motors, generators and loudspeakers, amongst other
things. Soft ferrites have a high electrical resistivity which can be important in high
frequency applications[143].
One of the most high proﬁle uses of magnetic materials is in magnetic recording media
and magnetic storage media. While this was originally in the form of magnetic tape (for
data and audio) modern storage media are almost exclusively magnetic disks in hard
disk drives. These require a high remanance and coercivity to ensure that the storage
bit is not demagnetised and data lost. The disks are usually made from aluminium and
coated in glass, with the medium itself a thin ﬁlm of a cobalt based alloy in the form of
crystallites with a grain size under 10nm and a magnetic easy axis in the plane of the
ﬁlm[145]. The individual bits must be written over several hundred grains in order that
the randomly aligned anisotropy can be overcome. More recently Co-Cr ﬁlms have been
used to manufacture perpendicular recording media which allows for a much higher data
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density[146].
Another technology that employs magnetic materials that of magnetic random access
memory (MRAM), touted as an alternative to static RAM implemented in CMOS for
ICs[147]. MRAM oﬀers several advantages including non–volatility, speed of access and
lifetime. It uses a device called a magnetic tunnel junction (MTJ) which consists of a thin
dielectric tunnel sandwiched between two layers of ferromagnetic material, one of which
is permanently magnetised in a speciﬁc direction and the other of which can be aligned
either parallel or anti–parallel[148]. Much research towards using the magnetic tunnel
junction as a randomly accessible storage bit in high bandwidth computing applications
has been done by IBM and others recently[149].
Another route to MRAM could be to use domain wall traps in which thin ﬁlms of
a high permeability material such as permalloy are patterned into speciﬁc geometries.
These geometries are designed so that the domain walls are trapped in one of two stable
positions and can be moved reproducibly between them by the application of a small
external ﬁeld[150].
In this work, magnetic materials were used for another purpose. As will be described,
3–dimensional structures fabricated in high permeability, soft magnetic materials were
designed to be incorporated into the device to improve the magnetic ﬁeld response of an
HBT, to make a novel integrated HBT magnetic ﬁeld sensor.
5.5 Design of 3–D Structures
Techniques to increase the transduction eﬀects of the native device were required to
enable fabrication of a magnetic ﬁeld sensor using an epilayer structure optimised for
high speed HBT applications. One such technique employed was to integrate three-
dimensional magnetic structures onto the extrinsic base region of the HBTs. In doing
this it was possible through appropriate design to focus the magnetic ﬁeld into the base
region (where the physical processes of transduction took place) to increase the sensitivity
of the sensor. A secondary beneﬁt may have been in partially shielding the emitter from
magnetic ﬁeld so that electrons were aﬀected less by the magnetic ﬁeld prior to injection
into the base.
The design of the magnetic structures would determine the eﬃcacy of the shielding
and focussing eﬀects. Thus a procedure of simulation and analysis was undertaken. To
optimise the design of the structures the simulations were carried out on a 2–D software
modelling tool called Vizimag (written by J. Beeteson). This allowed the ﬁeld shaping
eﬀect of various designs of magnetic element (fabricated in a ferromagnetic material) in
a uniform external ﬁeld to be studied. Figure 5.2 shows the intended placement of the
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Figure 5.2: Three dimensional model of the mesa of the integrated device. The magnetic
structures are placed on the extrinsic base surface. The z–axis scale is magni-
ﬁed ten times.
structure on the device. The plane in which the magnetic ﬁeld should be altered by the
structures was the plane in which the simulations were conducted and equates to the
x–z plane of the device in Figure 5.2. The x–y plane is the plane of the semiconductor
surface, as shown in the ﬁgure, and the z–direction is normal to this surface, increasing
out of the semiconductor. This is shown schematically in Figure 5.3 where the focussing
magnetic ﬁeld lines into the base and relative shielding of the emitter is depicted. In this
case the ﬁeld is applied perpendicular to the z–direction. The z–direciton is the primary
direction of electron velocity as the electron density gradient is aligned along the axis. It
is also the normal to the plane of the epiwafer surface. In further discussions of magnetic
ﬁeld the angle in which the external ﬁeld is applied is given with respect to this direction,
hence the ﬁeld applied in Figure 5.3 is said to be applied in the perpendicular direction.
5.5.1 Cross–sectional Design
Figure 5.4 shows the iterative design stages. The arbitrary starting point for the sim-
ulations was a single block of ferromagnetic material. This was the reference against
which to compare the more complex designs. A control simulation without magnetic
structure was also executed. The footprint of the block would be some 55¹m by 90¹m
reﬂecting the size of the extrinsic base ledge and the 75¹m emitter y–dimension (see 5.2).
The height (z–dimension) of the structure would be comparable to that of the emitter,
600nm.
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Figure 5.3: A schematic of the eﬀect of integrating a magnetic structure onto the base of
an HBT. The upper regions of the emitter mesa are shielded from the magnetic
ﬁeld which is focussed in the the base region.
The route taken from there was to break the symmetry in the z–direction. In order to
measure the eﬀect of the magnetic structure a line was taken through the cross–section
for each simulation and the magnetic ﬁeld in each element plotted along the line. The
line was co–located with the approximate edge of the emitter mesa on the device. The
ﬁeld lines were observed to relax more with increasing distance from the right hand edge
of the structure. This made it important to locate the structures as close to the side of
the emitter mesa as possible. A plot of all the designs was then able to show which was
the most eﬀective at focussing the ﬁeld. The structures in branch (1) of the simulations
were chosen to have no symmetries at all and in branch (2) some of the structures have
a 180◦ rotational symmetry.
The simulations were carried out with a mesh size of 400x400 where the x–axis scale
was 1:2 and the y–axis scale was 1:250. The large scale in the y–direction was necessi-
tated by the large aspect ratio in the structures discussed above. The applied ﬁeld was
0:615T reﬂecting the maximum ﬁeld of the experimental test apparatus. The relative
permeability of the structures was set initially at that of nickel (¹r   100) and then when
the optimum design was achieved a comparison with other materials was conducted. In
order to gauge the eﬃcacy of the diﬀerent structures the applied ﬁeld was aligned along
the x–axis. Figure 5.5 shows a simulation setup and its results including ﬂux contours
and ﬁeld lines.
Figure 5.6 shows the plot of the simulation output for several design candidates. The
positions of the upper surface and the bottom of the base layer are indicated as well as
the control simulation which contained no magnetic structures.
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Figure 5.4: Iterative design ﬂow for simulations of magnetic structures. Simulations were
carried out on diﬀerent x–z cross–sections of the 3–D structures. Branch (1)
involved breaking the symmetry in the y–direction and branch (2) was to break
the rotational symmetry. The grey regions indicate the location of a silicon
nitride scaﬀold.
100Magnetic Materials and Structures Design of 3–D Structures
150 um
20 um
Figure 5.5: Vizimag 2–D magnetic element simulation of a typical iterative step. A vertical
line has been added to indicate where the emitter mesa is positioned (according
to the design ﬁle). This is the line along which the data was extracted for
analysis and plotted in Figure 5.6.
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Figure 5.6: Position along the z–axis against magnetic ﬁeld strength for several magnetic
structure designs. The top and bottom of the base layer indicated with dashed
lines. Also shown is the control plot.
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Design Integrated ﬂux density/T-nm
Control 92.6
0 109.0
1(a) 126.7
1(b) 138.4
1(c) 127.2
1(d) 140.7
2(a) 112.8
2(b) 117.0
2(c) 123.2
2(d) 135.0
Table 5.1: The results of the simulation of each magnetic structure design, as determined
by the value of the magnetic ﬂux integrated over the width of the base.
Table 5.1 shows the values of the magnetic induction for each simulation, integrated
over part length of the line which describes the edge of the emitter (the part which
constitutes the base length). The integrated values of total magnetic ﬂux density are
quoted in Tesla nanometres. The design which best focusses the magnetic ﬁeld into the
base region is 1(d).
5.5.2 Material Choice
The magnetic material chosen for the 3–D magnetic structures would be dependent on
availability, compatibility with current InP HBT fabrication processes and, primarily,
eﬃcacy at focussing the ﬁeld in the base region. Once the optimum design for the
structure had been determined it was possible to simulate the eﬀect of using materials
with higher relative permeabilities. Figure 5.7 shows the plots for nickel (¹r   100),
permalloy (¹r   8000) and ¹–metal (¹r   20000). Little diﬀerence is observed between
the three plots.
The numerical integration described above was also carried out for the simulation
of the three diﬀerent materials. The results are shown in Table 5.2. The magnetic
ﬂux focussing eﬀect is seen to be far more strongly dependent on the topography of the
magnetic structure than on the magnetic material from which it is fabricated.
5.5.3 Base Volume Analysis
Placing a magnetic structure in close proximity to the intrinsic base would not only
increase the magnetic ﬂux in the base in the direction it was applied, the focussing
would also cause an increase in the component of the ﬁeld parallel to the normal of the
wafer surface. To analyse this from the simulations it was necessary to extract the ﬁeld
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Figure 5.7: Position along the z–axis against magnetic ﬁeld strength for three diﬀerent
magnetic materials designs. Also shown is the control plot.
Material ¹r Integrated ﬂux intensity/T-nm
Control 0 92.61
Nickel 100 140.72
Permalloy 8000 142.94
¹–metal 20000 142.95
Table 5.2: The results of the simulation of magnetic structure design 1(d) with materials
of diﬀering relative permeability. The value of the magnetic ﬂux integrated over
the width of the base is shown.
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Figure 5.8: Magnitude of the magnetic ﬁeld component perpendicular to the normal over
the x–z cross–sectional area of the base. An external ﬁeld applied perpendicular
to the normal and 3–D magnetic structures are present. The intrinsic base is
demarcated by lines.
magnitude and directional data from each mesh element that constituted the x–z cross–
sectional area of the base (hence this was actually a ‘base area analysis’ but was assumed
to be eﬀectively constant across the whole extent in the y–direction). Simulations were
carried out with applied magnetic ﬁeld perpendicular and parallel to the normal and with
the mesh extending over the whole region of interest, i.e. the emitter, the base and the
two magnetic structures on either side. In this simulation the mesh size was 200x200,
the x–axis scale 1:1 and the z–axis scale 1:250. The results for both simulations also
calculated and plotted in turn for both directional components are given in §5.5.3 and
§5.5.3.
Perpendicular Applied Field
The plots of magnetic ﬁeld strength for the base area are shown in Figures 5.8 and 5.9 for
the ﬁeld component perpendicular and parallel to the normal, respectively, in the case
of an applied ﬁeld perpendicular to the normal. Because there are two counteracting
physical processes the eﬀect of which is dependent on the magnitude of the ﬁeld in each
of these directions a numerical integration was performed over the base area for both.
In the case of the ﬁeld perpendicular to the normal it was shown in [77] by solving
the equations of state that the majority of the current transport is within the intrinsic
base region. It is then reasonable to assume that the physical proces governed by the
ﬁeld in this direction (described in Chapter 2) is dependent only on the integral of the
magnetic ﬁeld component in this region. The eﬀect of the ﬁeld parallel to the normal
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Figure 5.9: Magnitude of the magnetic ﬁeld component parallel to the normal over the
x–z cross–sectional area of the base. An external ﬁeld applied perpendicular
to the normal and 3–D magnetic structures are present. The intrinsic base is
demarcated by lines.
(of reducing the recombination rate by accelerating scattered electrons in a helical path)
could be considered to have an eﬀect through the whole, or part of, the extrinsic base
region. The contribution of the parallel ﬁeld to transport in the device would then be
a ﬁgure somewhere between the total magnetic ﬂux intensity in the intrinsic region and
the total magnetic ﬂux intensity of the whole (extrinsic and intrinsic) base. The parallel
ﬁeld eﬀect applies only to electrons which have velocities which are not aligned along
the direction of the carrier density gradient. Generally, this will only apply to electrons
which have scattered. The perpendicular ﬁeld eﬀect applies to all electrons travelling in
the primary diﬀusion direction. The maxima of magnetic ﬁeld strength correspond to
the locations of the corners of the 3–D magnetic element, where the focussing eﬀect is
strongest.
The total ﬂux densities are shown in Table 5.3 along with the total ﬂux density in the
direction perpendicular to the normal of the control simulation. The total ﬂux density
parallel to the normal of the control simulation is zero. It can be observed from the data
that the enhancement of the ﬁeld applied in the perpendicular direction (of ∼0:8T¹m2)
is somewhat oﬀset by the increased ﬂux density parallel to the normal. This is especially
true of the regions immediately ﬂanking the instrinsic base area, through which any
potential recombining electrons must pass.
The relative strengths of the eﬀects were then to be evaluated in isolation in a device
without magnetic structures. If the eﬀect of the parallel ﬁeld was active over a portion
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Field component Base region Total ﬂux density/T¹m2
Control (perp.) Intrinsic 3.899
Perpendicular Intrinsic 4.672
Parallel Intrinsic 0.648
Parallel Intrinsic + Extrinsic 3.009
Table 5.3: Total magnetic ﬂux density for the x–z cross–sectional area of the base for a
ﬁeld applied perpendicular to the normal. The ﬂux density in the intrinsic base
of the control simulation is also shown.
of the extrinsic base and the sensitivity of the device to the two counteracting processes
similar it was possible that any gains from incorporating 3–dimensional magnetic struc-
tures onto the base ledge would cancel each other. It should be noted that the eﬀect
of the parallel ﬁeld, while decreasing the scattering volume, will also increase the length
of an electron’s path before being collected and so will increase the eﬀective base length
and the probability of recombination.
Parallel Applied Field
The plots of magnetic ﬁeld strength for the base area are shown in Figures 5.10 and
5.11 for the ﬁeld component perpendicular and parallel to the normal, respectively in
the case of an applied ﬁeld perpendicular to the normal. There is a concentration of the
parallel ﬁeld component in the extrinsic base due to the focussing eﬀect of the magnetic
structures. An increase in the perpendicular component can also be observed at the edge
of the intrinsic base region.
There is an increase (from zero) in the perpendicular ﬁeld component in the intrinsic
base in this case. The parallel ﬁeld component is also increased in the extrinsic base. The
total ﬂux densities are shown in Table 5.4 along with the total ﬂux density in the direction
parallel to the normal of the control simulation. The total ﬂux density perpendicular to
the normal of the control simulation is zero. There is a slight increase in the parallel ﬁeld
component over the whole base but a decrease in the intrinsic base. More signiﬁcant is
likely to be the increase (from zero) in the perpendicular component in the intrinsic base.
5.6 Fabrication of 3–D Magnetic Structures
A fabrication process was required that could support each of the diﬀerent designs in the
simulation set. In order to fabricate the designs in branch (2) of the magnetic structure
simulations (see Figure 5.4) not only could diﬀerent depths of metal be needed but also
a scaﬀold of non–magnetic material would be incorporated. This scaﬀold would provide
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Figure 5.10: Magnitude of the magnetic ﬁeld component perpendicular to the normal over
the x–z cross–sectional area of the base. An external ﬁeld applied parallel to
the normal and 3–D magnetic structures are present.
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Figure 5.11: Magnitude of the magnetic ﬁeld component parallel to the normal over the
x–z cross–sectional area of the base. An external ﬁeld applied parallel to the
normal and 3–D magnetic structures are present.
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Field component Base region Total ﬂux density/T¹m2
Control (parallel) Intrinsic 3.895
Control (parallel) Intrinsic + Extrinsic 9.238
Perpendicular Intrinsic 0.840
Parallel Intrinsic 2.875
Parallel Intrinsic + Extrinsic 9.358
Table 5.4: Total magnetic ﬂux density for the x–z cross–sectional area of the base for a
ﬁeld applied parallel to the normal. The ﬂux density in the intrinsic base of the
control simulation is also shown.
a means to manufacture the asymmetric structures shown in the diagram.
The geometry of the metallisations was achieved through lithographical techniques.
In the initial development ebeam lithography was used but once a ﬁnal design was cho-
sen a photolithography mask was made. Photolithography is cheaper, simpler and faster.
The most readily available method to make the scaﬀold was a dielectric, deposited with
CVD. This is generally a high temperature process and so incompatible with lithography.
Patterning must be carried out using a lithography step and an etch after deposition,
which can be time consuming. The room temperature SiN process discussed in Chap-
ter 3 was considered the ideal solution as a single lithography and lift–oﬀ step would
suﬃce for each layer. Arbitrary scaﬀold geometries could then be constructed, at various
thicknesses, limited only by the consistency of lift–oﬀ as the thickness of the dielectric
increased towards the thickness of the lower resist layer. Silcon nitride thicknesses of up
to 250nm have been lifted oﬀ successfully.
Figure 5.12 shows one such device, fabricated from Si3N4 and nickel. As has been
seen above, the permeability of the material was relatively unimportant. Nickel has a
relative permeability of around 100 and was readily available to deposit using either of
the metal evaporation tools in JWNC.
The evidence of the simulations suggests that the more smoothly stepped the metalli-
sation layers of the magnetic structure, the better the focussing eﬀects. A compromise
had to be made, however, between fabrication time and eﬃcacy. A four layer structure,
similar to design 1(c), was fabricated as the optimal solution. Figure 5.13 shows a scan-
ning electron micrograph of the integrated device and Figure 5.14 shows the proﬁle of
the emitter mesa with the four layer structures on each side.
After discussing the background of magnetic materials and their applications, this
chapter detailed the design process for the 3–dimensional magnetic structures which
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Figure 5.12: An SEM image of a 3-dimensional magnetic structure, complete with SiN
scaﬀold.
Figure 5.13: An SEM image of a 3-dimensional magnetic structure, integrated onto an
HBT.
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Figure 5.14: A Dektak surface proﬁlometer scan of a 3–dimensional magnetic structure,
integrated onto the mesa of an HBT.
were to be integrated onto the extrinsic base region of the HBT magnetic ﬁeld sensor.
Firstly, the cross–sectional design was optimised given the initial design parameters. An
evenly stepped structure was found to be the most eﬀective in focussing the force in to
the base. A full analysis of the eﬀect of such a structure on the magnetic response of an
HBT was carried out, with reference to the increase in stray ﬁeld eﬀects. These would
cause a response of the device in which the parallel and perpendicular ﬁeld components
were intermixed. The overall increase in the perpendicular component of a magnetic ﬁeld
applied in the perpendicular direction of around 20% was oﬀset by an increase in the
parallel ﬁeld component.
For magnetic ﬁeld applied in the parallel direction there is a small increase in the
parallel ﬁeld component across the whole base region, although there is an increase of
the perpendicular component from zero, which will counteract this eﬀect.
The fabrication process was designed and the optimal 3–dimensional magnetic struc-
tures were integrated onto the device. These were simple four step structures fabricated
in four metal lift–oﬀ steps.
1106 Eﬀects of Applied Magnetic Field
on HBTs
This chapter discusses the investigation of the response of as–fabricated HBTs in an ex-
ternal applied magnetic ﬁeld. An investigation of the transport properties of the devices
was carried out to conﬁrm the ﬁndings of previous studies as well as to verify the exper-
imental procedure. Further low temperature measurements have also been carried out.
A discussion of the experimental setup precedes that of the response of an unmodiﬁed
device to magnetic ﬁeld applied parallel and perpendicular to the wafer growth (and
primary current) direction. A sweep of the angles between parallel and perpendicular
directions then highlights the angle response of the transistor.
Amongst other ﬁndings the existence of appropriate eﬀects on carrier transport for
sensing of magnetic ﬁeld using the particular band structure of the devices at a mea-
surable level is demonstrated. A discussion of the noise inherent in the devices is also
contained below, since the signal to noise ratio of a sensor is determined in part by this
metric.
6.1 Experimental Setup
The magnetic ﬁeld experiments were carried out in the Department of Physics at the
University of Glasgow. A Newport Electromagnet Type E electromagnet was used to
provide a uniform and highly directional ﬁeld. The HBT was mounted in an 18-pin
ceramic leadless chip carrier (LCC) which was inserted into the PCB socket designed to
accept the 18-pin LCC. The socket itself was attached to an arm of a jig which allowed
it to be inserted from above directly between the two poles of the magnet. Connections
were wired from the pins of the socket, through the arm of the jig to BNC connectors at
the head of the jig. Thus the appropriate bias and sense connections could be made to
the device under test. Figure 6.1 shows the arrangement of the equipment.
In keeping with the previous work on the eﬀects of magnetic ﬁeld on the transport
properties of HBTs[64, 70, 71, 73, 75, 77, 151] devices were biased in a common–base
111HBTs in Magnetic Field Experimental Setup
To bias and measurement
Bearing for rotation
Jig
LCC socket
Electromagnet poles Electromagnet coil
Figure 6.1: The experimental setup for applying an external magnetic ﬁeld to an HBT.
Shown is the jig and LCC socket, as well as the electromagnet and connections.
conﬁguration. This is advantageous in such an experiment because it is the base current
Ib that is of interest. Changes in Ib could not be inferred from, for example, the collector
current in a common–emitter conﬁguration, since Ib is held constant. Also, measuring
small changes in a small current directly is experimentally expedient. Thus the devices
were biased in the conﬁguration shown in Figure 6.2 using an HP 3245A Dual Channel
Universal Supply. The power supply provided seven voltage ranges between ±1V and
±10V with a 12-bit resolution and a 100¹s settling time and four current ranges with
the same resolution between 0:1mA and 100mA. In practice, the device could be in-
corporated into a circuit designed so that the small changes in currents caused by the
transduction mechanisms would be converted into, for example, a potential diﬀerence or
a shift in oscillatory frequency. Potential ciruit applications are discussed in Chapter 7.
A constant (reverse) voltage was applied to the base–collector junction and a constant
current to the emitter. The base current was measured using a Keithley 2000 6.5 Digit
Multimeter (resolution 10nA at 10mA scale) reading the current over a period of ten
power line cycles (PLC) and averaging a further ten of these readings for measuring the
response to applied magnetic ﬁeld and reading over one PLC without any averaging for
noise measurements. Reading errors in the multimeter were observed to be insigniﬁcant
when compared to the random error, which was created by the noise in the system. The
magnetic induction, B, was varied by varying the current supplied to the electromagnet
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Figure 6.2: The common–base conﬁguration as used to bias the HBT under test and to
measure the base current.
coils by an 8A constant current source1. The output was controlled by an HP 59501B
Power Supply Programmer. The direction of the ﬁeld was varied by rotating the electro-
magnet on its vertical axis. The electromagnet assembly incorporated a mechanism for
doing this and angle gradations were marked on the base at the appropriate points. The
gradations allowed for the accurate reading of angle to approximately ±0:1◦ of rotation.
Applying the appropriate bias conditions, sweeping the magnetic ﬁeld, the timing of
the measurements and the formatting and storage of the data were all carried out within
the National Instruments LabVIEW environment. This allows for straightforward inter-
facing with each of the control and measurement systems. The experimental routines
were designed to be completely automated. A simpliﬁed process ﬂow for the main Lab-
VIEW program which was written to carry out the measurements is shown in Figure 6.3.
The appropriate ﬁgures for analysing the devices under test are the relative change in
Ib, i.e.
(
Ib(B) − Ib0
)
=Ib0 where Ib0 ≡ Ib(0) and the relative change in DC current gain,
i.e. ¯=¯0 where ¯ ≡ ¯dc(B) and ¯0 ≡ ¯dc(0). As the electromagnet was constructed from
a core of ferromagnetic material with a non–zero remanence the magnetic ﬁeld intensity
at zero supply current was also non–zero. This necessitated that Ib0 was measured with
the device outwith the inﬂuence of the electromagnet. Furthermore, Ib was observed
to decrease in magnitude for the ﬁrst ∼120seconds after bias had been applied before
reaching a stable value. Hence a wait of 180seconds was incoporated into the LabVIEW
1Strictly this is in vector form, B, but the direction of the ﬁeld from the magnet was assumed to be
known and constant. This was a valid assumption as the two poles were ﬂat and parallel and they were
also large (approximately two orders of magnitude larger) both in comparison to their separation and to
the size of the device, situated close to the central axis.
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Figure 6.3: A simpliﬁed process ﬂow for the main LabVIEW program that controlled the
HBT bias and the sweep of the magnetic ﬁeld intensity.
code which biased the devices. The common–base equivalent current gain was calculated
by combining (2.21) and (2.27) to give
¯dc =
Ic
Ib
=
Ie − Ib
Ib
(6.1)
where Ie = Ien + Iep is the current applied to the emitter by the HP 3245A.
In order to measure the temperature dependence of magnetic ﬁeld applied parallel to
current ﬂow on the DC current gain of an HBT the device was placed in a custom–made
cryostat. This was attached to an arm that allowed it to be swung into a position where
the device was centrally located between the the two poles of the electromagnet. Since
the cryostat was designed to measure temperature dependent Hall voltages (with a ﬁeld
applied parallel to the normal) there was no ability to vary the angle using the bearing
which allowed rotation of the electromagnet.
The cryostat was cooled using a CTI–Cryogenics 8200 Compressor, a self–contained
helium cooling system, and the temperature stabilised using a resistive heater in the
cryostat which was controlled by an Oxford Intelligent Temperature Controller 502. Spe-
cially written LabVIEW code allowed the temperature to be stabilised at points between
10K and 300K.
6.2 Calibrating the Applied Magnetic Field Intensity
The interface to the HP 59501B allowed for an integer number of (arbitrary) current
units between zero and 999 to be speciﬁed to control the output of the supply to the
electromagnet. Assuming a linear relationship between programmer output and supply
output this corresponds to 8mA for each current unit. The relationship between current
control units and the supply current (as given by the digital indicator on the front panel
of the supply) is shown in Figure 6.4. It takes a linear form.
It was then necessary to calibrate the current control units with the magnetic ﬁeld
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Figure 6.4: Electromagnet supply current, Is, vs. the number of current control units
speciﬁed to the HP 59501B Power Supply Programmer. A linear relationship
can be observed in the ﬁt where the gradient is 0:00797A.
intensity between the poles of the electromagnet. A Bell Instruments 620 Gaussmeter
was positioned in the centre of the poles and its exact placement adjusted until the
maximum reading was obtained. Multiple readings were taken at known values of the
current control units and the ﬁeld intensity measured. This was carried out for both the
forward and backward current sweep directions, in order to obtain the hysteresis loop of
the electromagnet. The values were then incorporated into a LabVIEW program where a
built-in function calculated the coeﬃcients of an nth order polynomial regression ﬁt. The
program was designed to analyse the proximity to the measured data of the ﬁeld intensity
predicted by the ﬁtted curve and also to plot the ﬁrst derivative of the ﬁtted curve to
ensure a constant gradient. This was required because higher order polynomial ﬁts are
susceptible to oscillations between ﬁtted points. An 11th order polynomial was chosen
as it had a maximum error at any ﬁtted point of 0.6% and no extraneous oscillations.
The calibration data was supplied to the main LabVIEW bias and sweep program in a
text ﬁle and the coeﬃcients of the polynomial calculated before the sweep. The requisite
number of current control units was then calculated for any given value of B provided the
direction of the sweep was known. (It should be noted that the reverse calibration was
only valid if a forward sweep to maximum ﬁeld was completed immediately beforehand.)
Figure 6.5 shows the calibration curves ﬁtted to the data points and Figure 6.6 shows
the gradient of the ﬁtted curve as an oscillation test.
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Figure 6.5: The calibration data and 11th order polynomial regression ﬁt for forward and
reverse sweeps of the electromagnet.
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Figure 6.6: The ﬁrst derivative of the polynomial regression ﬁt for the forward sweep of
the electromagnet. No oscillations are observed between the data points.
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Current
units
Sweep number, B/T Change/%
First Second Third Fourth 1 − 2 2 − 3 3 − 4
0 0.01309 0.01302 0.01303 0.01302 0.488 0.020 0.079
111 0.08862 0.08905 0.08911 0.08909 0.487 0.061 0.024
222 0.16771 0.16802 0.16802 0.16800 0.185 0.004 0.014
333 0.24563 0.24583 0.24584 0.24580 0.083 0.004 0.017
444 0.33390 0.33411 0.33414 0.33409 0.062 0.010 0.017
555 0.40321 0.40339 0.40339 0.40334 0.043 0.001 0.012
666 0.46745 0.46759 0.46754 0.46753 0.029 0.010 0.002
777 0.52690 0.52703 0.52696 0.52694 0.024 0.012 0.004
888 0.58147 0.58158 0.58151 0.58150 0.018 0.011 0.002
999 0.63083 0.63090 0.63083 0.63082 0.012 0.011 0.003
Max 0.488 0.061 0.079
Table 6.1: The relative change (in percent) of the magnetic ﬁeld intensity of the electro-
magnet between the ﬁrst consecutive sweeps after several days without use.
It was also considered that the magnetic ﬁeld intensity may not be constant, depend-
ing on the usage history of the electromagnet. To test this assumption, the gaussmeter
was used to measure the electromagnet ﬁeld in consecutive sweeps after several days
without use. The results are shown in Table 6.1. These data show that the ﬁeld changes
by a maximum of ∼0:5% between the ﬁrst and second sweep but this change reduced by
an order of magnitude between the second and third sweeps to ∼0:06%. Thus the ﬁeld
could be considered stable by the second sweep and it was considered suﬃcient to do a
single ‘reset’ sweep before carrying out any experiments on a given day.
Finally the angle between the plane of the base of the LCC and the central axis had
to be determined once the jig had been inserted into the test position. It was assumed
that the plane of the device wafer surface would always be parallel to the plane of the
LCC base. To ensure that this was a reasonable assumption care was taken when ﬁxing
a sample to the LCC that the adhesive was of low viscosity and applied in as thin a layer
as possible. Either liquid (not gel) ‘super glue’ or silver DAG was used for this purpose.
Using a previously fabricated Hall bar (published in earlier work at the University of
Glasgow [45]) in an identical LCC in the socket with the jig in the test position, it was
possible to rotate the electromagnet on its bearing around the nominal zero position.
The Hall voltage was measured at each point and plotted against the angle. A curve of
the form acos(bµ + c) + d was ﬁtted to the points since the component of B parallel to
the plane of the wafer was B cosµ. The data and the ﬁtted curve are shown in Figure 6.7.
Thus when the jig was in the test position the angle of zero rotation of the LCC with
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Figure 6.7: The calibration data and cosine regression ﬁt for the angle of the LCC with
respect to the electromagnet rotation.
respect to the the gradations on the electromagnet base was determined to be 359:3◦.
6.3 Experimental Results
6.3.1 Measurement of Mobility
As discussed in Chapter 2 it is possible to measure an electron minority carrier mobility
¹ 
e in the base from a ﬁeld applied in the plane of the wafer. This mobility is obtained
from
Ib(B) − Ib0
Ib0
=
∆Ib
Ib0
= ¹ 
e
2B2 (6.2)
i.e. the gradient of the plot of ∆Ib=Ib0 against B2 is the square of the mobility. This plot
is shown for a large area (LA–) HBT (as described in Chapter 3) in Figure 6.10.
The magnetic ﬁeld intensity was varied from 0:0135T (the zero supply current mag-
netic ﬁeld intensity) to 0:615T (maximum ﬁeld) with the device positioned between the
poles of the electromagnet and biased with Vcb = 1:5V and Ie = 1mA. The change in
base current was recorded. The dependent variable is zero at zero ﬁeld so a line of the
form y = mx could be ﬁtted to the data. In practice, however, the noise induced variation
in Ib can lead to a non–zero y–axis intercept. In order that this should not introduce
an error to the calculated value for ¹ 
e a line of the form y = mx + c was ﬁtted instead.
The plot shows a gradient of 0.051 which corresponds to a mobility of 2260cm2 V−1 s−1.
This is lower than reported values using the same technique[70] and using the zero–
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Figure 6.8: The emitter of an LA–HBT was a 75¹m x 75¹m square.
Figure 6.9: The emitter of an MEF–HBT consisted of ﬁve 12¹m x 75¹m ‘ﬁngers’.
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Figure 6.10: The change in relative base current ∆Ib=Ib0 against B2 for an LA–HBT is
linear at high ﬁelds. The gradient of the line of best ﬁt is the square of the
magnetotransport mobility.
ﬁeld time of ﬂight technique[72] which reported values of 2900cm2 V−1 s−1 for p–InGaAs
doped to 9x1018cm−3. (Base layer doping for the HBTs was 1x1019cm−3). A multiple
emitter ﬁnger (MEF–) HBT biased under the same conditions also gave a mobility of
2260cm2 V−1 s−1. The eﬀect of varying Ie on the values of ¹ 
e obtained in such a device
is shown in Figure 6.11. The emitter conﬁguraion of an LA–HBT is shown in Figure 6.8.
An MEF–HBT is shown in Figure 6.9.
Values of ¹ 
e of 2260, 1970 and 1840cm2 V−1 s−1 were found for emitter currents of 1,
5 and 10mA, respectively. This suggests a decreasing mobility with increasing emitter
current. This could be explained with reference to (2.61) which can be written as
¾b   qn¹ 
e (6.3)
where ¾b is the base conductivity. This conductivity will be strongly dependent on
the eﬀective length of base and the dopant concentration in the base. By increasing
the emitter current (which involves increasing the junction forward bias) the value of n
in (6.3) increases. The depletion width of the E–B junction also decreases due to the
change in bias conditions. Thus the base conductivity may be decreased requiring an
eﬀective decrease in mobility. This result also contradicts earlier work [70] where the
mobility is claimed to be independent of emitter current. The low values of ¹ 
e in these
devices are indicative of the poor quality of the epitaxial layers highlighted through other
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Figure 6.11: The variation of magnetotransport mobility with Ie in an MEF–HBT.
characterisations (Chapter 3 and Chapter 4), most notably the low values of ¯dc and ®dc
and the high values of the junction diode ideality factors.
6.3.2 An LA–HBT in Magnetic Field
The response of a large area HBT to parallel and perpendicular magnetic ﬁelds are shown
in Figures 6.12 and 6.13.
The device was biased with Vcb = 1:5V and Ie = 1mA. The normalised current gain
(¯=¯0) has been plotted against magnetic ﬁeld intensity. A noise ﬁgure for the device
has also been obtained by biasing the device in exactly the same manner as during the
magnetic ﬁeld measurements but outwith the inﬂuence of the electromagnet, which was
also turned oﬀ. Multiple values of Ib were then measured over time, with regular intervals
of 100ms and the bias maintained between readings. This plot is shown in Figure 6.14
and the calculated r.m.s. noise2 of 0:102¹A has been applied to the normalised current
gain in Figures 6.12 and 6.13. The noise ﬁgure could not be solely attributed to the
intrinsic noise of the HBT, there is a contribution from the measurement apparatus,
from, for example, the impedance of the access cabling and variations in the output of
the current and voltage supplies. Variations in the magnetic ﬁeld during the experiment
would not be accounted for using this method. A measureable response can be seen in
Figure 6.13 but any change in ¯ in Figure 6.12 is completely obscured by the noise.
2This is the standard deviation of the Ib noise data around about the arithmetic mean for that data.
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Figure 6.12: Normalised common–base current gain for an LA–HBT with the magnetic
ﬁeld applied parallel to the normal of the semiconductor wafer.
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Figure 6.13: Normalised common–base current gain for an MEF–HBT with the magnetic
ﬁeld applied perpendicular to the normal of the semiconductor wafer.
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Figure 6.14: Base current against time measurement to determine the r.m.s. noise ampli-
tude of an LA–HBT where multiple readings of Ib were taken at intervals of
100ms and then the standard deviation of the data from the arithmetic mean
calculated.
The change in response of the device as the angle of the applied magnetic ﬁeld to
the normal of the wafer (µ) was varied is shown in Figure 6.15. A variation of change in
current gain can be seen as the angle changes. The magnetic ﬁeld intensity in the plane
of the wafer (i.e. the perpendicular direction) is B sinµ. Since in this conﬁguration there
is no observed eﬀect on current gain at µ = 0 it is likely that the change in magnitude
of the response varies with B sinµ. In this case it was expedient to assume that the
value of Ib(B) at the minimum ﬁeld of the magnet (0:0135T) was equivalent to the
zero–ﬁeld value, Ib0. While this was not necessarily the case it lent itself to a more
meaningful comparison between diﬀerent plots. As there was no method of measuring
the zero ﬁeld value in situ the random noise in the data was such that despite the best
eﬀorts to compensate there was always a signiﬁcant discontinuity between B = 0T and
B = 0:0135T. These data are described as re–normalised hereafter.
Figure 6.16 shows the re–normalised current gain plotted against µ and also a plot
of the function asinµ for B = 0:615T for each angle, with the constant a determined by
regression ﬁt. The quality of the ﬁt gives an indication of the interaction between the
processes governing the response to parallel and orthogonal ﬁeld directions. A better ﬁt
is given by removing the requirement that the period of the ﬁtted curve be 360◦. This is is
correct because the measured eﬀect on the scalar base current would have been similar for
123HBTs in Magnetic Field Experimental Results
 0.972
 0.976
 0.98
 0.984
 0.988
 0.992
 0.996
 1
 1.004
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7
β
/
β
0
B/T
0 degrees
15 degrees
30 degrees
45 degrees
60 degrees
75 degrees
90 degrees
Figure 6.15: Re–normalised plots of current gain against applied magnetic ﬁeld for ﬁeld
directions between zero and 90◦ for an LA–HBT.
−µ as for +µ and so the period (ingnoring interaction between the two diﬀerent physical
processes at µ = 0 and µ = 90◦) is likely to be 180◦. The second plot is a regression ﬁt
of the form bcos(cµ + d)+e which can be observed to ﬁt the data more accurately with
c ∼ 2.
6.3.3 An MEF–HBT in Magnetic Field
The response of a large area HBT to parallel and perpendicular magnetic ﬁelds are shown
in Figures 6.17 and 6.18.
The device was biased with Vcb = 1:5V and Ie = 1mA. The normalised current gain
(¯=¯0) has been plotted against magnetic ﬁeld intensity. A noise ﬁgure for the device
has also been obtained by biasing the device outwith any magnetic ﬁelds and measuring
multiple values of Ib over time. The calculated r.m.s. noise of 0:076¹A has been applied
to the normalised current gain in Figures 6.17 and 6.18. A measureable response can be
seen in Figure 6.18 but any change in ¯ in Figure 6.17 is completely obscured by the
noise.
The change in response of the device as the angle of the applied magnetic ﬁeld to the
normal of the wafer (µ) was varied is shown in Figure 6.19. A similar response to that of
an LA–HBT can be observed.
Figure 6.20 shows the normalised current gain plotted against µ and also a plot of
the function asinµ for B = 0:615T for each angle. Similarly to the LA–HBT there is a
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Figure 6.16: Response of an LA–HBT to an applied magnetic ﬁeld of 0:615T for ﬁeld
directions between zero and 90◦.
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Figure 6.17: Normalised common–base current gain for an MEF–HBT with the magnetic
ﬁeld applied parallel to the normal of the semiconductor wafer.
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Figure 6.18: Normalised common–base current gain for an MEF–HBT with the magnetic
ﬁeld applied perpendicular to the normal of the semiconductor wafer.
 0.976
 0.98
 0.984
 0.988
 0.992
 0.996
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7
β
/
β
0
B/T
0 degrees
15 degrees
15 degrees
45 degrees
60 degrees
75 degrees
90 degrees
Figure 6.19: Re–normalised plots of current gain against applied magnetic ﬁeld for ﬁeld
directions between zero and 90◦ for an MEF–HBT.
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Figure 6.20: Response of an MEF–HBT to an applied magnetic ﬁeld of 0:615T for ﬁeld
directions between zero and 90◦.
minimum close to µ = 0 and a maximum at µ = 90◦. A curve of the form cos2µ is the
most appropriate.
The noise ﬁgure was observed to decrease between LA– and MEF–HBTs with typ-
ical values given above of 0.102 and 0:076¹A, respectively. This suggested that the
emitter–base heterojunction noise dominated over the surface recombination noise since
the junction noise could be expected to vary with junction area (smaller in an MEF–HBT)
and surface recombination noise with perimeter to area ratio (larger in an MEF–HBT).
The device–to–device variation is shown in Figure 6.21. The response of both devices is
the same, within the bounds of the error deﬁned by the device noise.
6.3.4 Eﬀect of Bias Conditions
The value of Vcb, the reverse bias on the base–collector junction, aﬀects the width of the
depletion region at the junctions according to (2.11). It has been seen in earlier reported
results[64] that the base width has a rˆ ole to play in the magnetic response of the device.
The depletion width is a contributing factor to the base width over which an electron
must travel before being swept into the collector by the ﬁeld in the space–charge region.
The eﬀect of magnetic ﬁeld on current gain was measured at Vcb values of 0.25, 1.0, 1.5,
2.0 and 2:5V with a constant emitter current of 1mA.
The data in Figure 6.22 shows that the signal was more susceptible to noise at higher
bias voltages. There will be a higher probability of an electron undergoing punchthrough
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Figure 6.21: Response of two diﬀerent MEF–HBTs to an applied magnetic ﬁeld of direction
90◦.
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Figure 6.22: The normalised current gain against Vcb for an MEF–HBT, measured at
µ = 90◦.
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Figure 6.23: The normalised current gain against Ie for an MEF–HBT, measured at
µ = 90◦ and Vcb = 1:5V.
breakdown and traversing the base ballistically as the barrier size has been reduced. This
will create shot noise in the signal. Although decreasing the bias was not observed to
signiﬁcantly increase the sensitivity by increasing the eﬀective base width, it has increased
the signal to noise ratio of the device by decreasing the noise. The base of the HBT is
already thin, and the high dopant concentrations meant would restrict the variations in
base thickness.
The eﬀect of changing Ie on device response to perpendicular magnetic ﬁeld was also
measured. The results of applying Ie values of 1, 5 and 10mA with a constant Vcb of
1:5V with a perpendicular magnetic ﬁeld are shown in Figure 6.23.
Inspection of the plotted data reveals that the device is considerably less noisy with
increasing Ie. This indicates that the noise sources are saturated and have a lesser eﬀect
on the overall current transport as the input current is increased. There is also an increase
in shot noise at low values of Ie, where the measured value of Ib is seen to jump between
consecutive readings.
The eﬀect of changing Ie on device response to parallel magnetic ﬁeld was also mea-
sured. The results of applying Ie values of 1, 5 and 10mA with a constant Vcb of 1:5V
with a parallel magnetic ﬁeld are shown in Figure 6.24. For comparison a control plot of
current gain against B for a device measured outside the inﬂuence of the electromagnet
but under all the same conditions otherwise is shown.
Similar results obtained in earlier work[64, 77] have shown the type of trend visible
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Figure 6.24: The normalised current gain against the magnetic ﬁeld for diﬀerent values of
Ie for an MEF–HBT, measured at µ = 0 and Vcb = 1:5V.
in the Ie = 10mA and Ie = 5mA plots. The pattern of reduced recombination with
increasing ﬁeld reported in those works is observed. A slight device fade over the period
of the measurement can also be seen in the control plot and this will have detracted from
the measured reponse of the device to magnetic ﬁeld. It is evident from the plots that the
eﬀect on Ib of reducing the surface recombination is small compared to the magnitude of
the noise processes for Ie = 1mA but is detectable for the higher Ie values.
The DC r.m.s. noise is shown for each of the bias points described above in Table 6.2.
The data show that the device noise levels were strongly aﬀected by the base–collector
junction bias over the whole range: an order of magnitude increase in the noise came
with an order of magnitude increase in Vcb. The percentage noise value decreases by
a factor of ﬁve with a similar increase in Ie although any further gains with increasing
emitter current are minimal.
An HBT Sensor under Optimal Bias
The response of an MEF–HBT biased under optimal conditions of applied magnetic ﬁeld
is shown in Figure 6.25. Compared to the response of the device bias with a larger Vcb
and a smaller Ie (shown in Figure 6.19) it is observed to be less noisy. The low angle
data are more clearly deﬁned at the response to ﬁeld applied at 90◦ is larger than that
at 75◦. The error bars on the 90◦ plot are calculated from the D.C. r.m.s. noise for the
device which is 0:15¹A.
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Vcb/V Ie/mA Ib Noise/mA Ib Noise/%
0.25 1 3:04x10−5 0.02
1.0 1 1:11x10−4 0.08
1.5 1 1:77x10−4 0.15
2.0 1 3:06x10−4 0.30
2.5 1 2:96x10−4 0.36
1.5 5 2:50x10−4 0.03
1.5 10 2:50x10−4 0.02
Table 6.2: The DC r.m.s. noise amplitude for each diﬀerent bias point at which the mag-
netic ﬁeld response was measured.
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Figure 6.25: Re–normalised plots of current gain against applied magnetic ﬁeld for ﬁeld
directions between 0 and 90◦ for an MEF–HBT under optimal bias conditions
of Ie = 10mA and Vcb = 1V.
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Figure 6.26: Response of an MEF–HBT under optimum bias to an applied magnetic ﬁeld
of 0:615T for ﬁeld directions between zero and 90◦.
Figure 6.26 shows the re–normalised current gain plotted against µ and also a plot of
the function acos(bµ + c)+d for B = 0:615T. For this plot b = 1:88, suggesting a period
of around 180◦, as expected, and the x–axis translation c = −0:01◦ suggests a minimum
response very close to µ = 0.
6.3.5 Low Temperature Parallel Field Dependence
The bonded device in the cryostat was cooled from room temperature. Since no study of
the performance of the metal–semiconductor contacts at low temperatures had been made
it was unclear whether the device would still function at arbitrarily low temperatures.
In addition to this, diﬀerent thermal expansion rates of the materials constituting the
cryostat LCC mount, connections, etc., would not guarantee consistent operation over
the full range of temperatures. Thus the base current was monitored as the device was
cooled and an appropriate low temperature starting point was chosen. The values of Ib as
the temperature changed are shown in Figure 6.27. Device (or contact) failure occurred in
the region of 140K so the measurements were started at 160K. The increase in Ib at lower
temperatures could be attributed to a degradation of the quality of the base contacts at
lower temperatures resulting in a large increase in Ib;cont. The noise data are also plotted
in Figure 6.27. A decrease in the noise can be observed from 300K to 220K. This could
be attributed to a decrease in recombination–generation as there is less lattice scattering
at lower temperatures. Thus the electrons spend, on average, less time in the base and
are less likely to recombine. The increase in the noise at the lowest temperatures could be
attributed to the increase in noise from the metal–semiconductor interface recombination
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Figure 6.27: Measurements of Ib were taken as an MEF–HBT was cooled from room tem-
perature.
events. However, it is also possible that the temperature dependent eﬀects observed above
are caused by changes in the experimental setup caused by the lowering temperatures.
The plot of the magnetic response to parallel ﬁeld is shown for each temperature
point in Figure 6.28.
The steps that were taken to make an appropriate experimental setup were described
at the start of this chapter. A calibration curve was determined for the electromagnet in
order that a speciﬁed magnetic ﬁeld could be obtained by a known supply current. The
ﬁrst experiments to be carried out were to measure the minority carrier mobility in the
p–InGaAs base of the HBTs. At 2260cm2 V−1 s−1 this was found to be lower than the
values reported in the literature.
The response to magnetic ﬁeld of two designs of HBT was measured, in terms of the
change in current gain. The response to perpendicular applied ﬁeld was measured, as
was the response to parallel applied magnetic ﬁeld, and then the angle dependence of the
ﬁeld response. A combined noise ﬁgure for the HBT and the experimental apparatus was
determined and used to estimate the error on the sensor response. Since the magnitude
of the transduction eﬀect on the current was comparable the magnitude of the noise at
arbitrary bias, a study into the eﬀect of changing the bias conditions was carried out to
determine the optimal values. These were found to be Vcb = 1V and Ie = 10mA.
Further measurements were carried out to determine the temperature dependence of
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Figure 6.28: Normalised current gain against magnetic ﬁeld intensity for an MEF–HBT
at various temperatures.
the sensor’s electrical characteristics and the magnetic ﬁeld response. The magnitude of
the base current increased monotonically with decreasing temperature and the measure-
ment noise decreased as the temperature decreased to 200K. The response of the HBT to
magnetic ﬁeld applied parallel to the normal increased as the temperature decreased to
160K with a maximum change in normalised current gain of +0.007 compared to +0.003
at room temperature.
1347 HBTs as Magnetic Field Sensors
This chapter describes how the details of research in the earlier discussion of the work
have come together to create a working HBT magnetic ﬁeld sensor with integrated 3–
D magnetic structures. An analysis of the improvements in response to applied ﬁeld
with the structures incorporated is presented as well as the eﬀect of two diﬀerent surface
treatments. A characterisation of the devices as sensors is also given.
7.1 HBT Sensitivity
The sensitivity of an HBT magnetic sensor is its transduction eﬃciency as described in
(2.64) (absolute sensitivity) and (2.65) (relative sensitivity). These describe a device in
the common–emitter conﬁguration with Ic as the output current. To maintain consis-
tency with earlier work this discussion will continue to use DC current gain, ¯dc, as the
transduction ﬁgure. This ﬁgure is directly proportional to Ic and inversely proportional
to Ib. Thus the absolute magnetic ﬁeld sensitivity is given by
SB
A =
   
   
@¯(B)
@B
   
    [T−1] (7.1)
Furthermore, the sensors were used to resolve the angle of the applied ﬁeld for a
given magnetic ﬁeld strength. This gives rise to an absolute angle sensitivity for a known
magnetic ﬁeld where
S µ
A =
 
   
 
@¯(B)
@µ
 
   
  [rad−1]: (7.2)
The current gain magnetic ﬁeld sensitivity for an MEF–HBT biased at the optimum
conditions of Ie = 10mA and Vcb = 1V is given in Table 7.1. The response of the device
to magnetic ﬁeld can be seen in Figure 6.25. Since the device noise is demonstrably
lower in r.m.s. amplitude for the MEF–HBT and the sensor response comparable in
both device conﬁgurations, the MEF–HBT was used in the further studies presented in
this chapter.
It can be observed from Table 7.1 that at higher ﬁelds the sensitivity increases steadily
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µ=◦ Sensitivity/T−1
at 0:044T 0:615T
0 0.003 0.017
15 0.013 0.049
30 0.012 0.083
45 0.025 0.188
60 0.020 0.221
75 0.025 0.296
90 0.022 0.313
Table 7.1: Current gain magnetic ﬁeld sensitivity for an MEF–HBT.
µ=◦ Sensitivity/rad−1
at 0:075T 0:615T
0 5:2x10−4 0.038
15 8:7x10−3 0.066
30 1:5x10−3 0.090
45 8:6x10−4 0.098
60 1:3x10−4 0.073
75 1:2x10−3 0.028
90 1:2x10−3 0.028
Table 7.2: Magnetic ﬁeld angle sensitivity for an MEF–HBT.
as the angle increases. At low ﬁelds the sensitivity increases initially but levels out at
around µ = 45◦. This may be due to the interaction between the two opposite physical
processes at work. Since the two eﬀects are not independent, it is possible that the high
angle sensitivity at low angles is related to the strength of the perpendicular ﬁeld eﬀect
increasing rapidly from zero. The maximum quoted sensitivity of 0:313T−1 corresponds
to an increase in Ib of 2:0¹A.
The magnetic ﬁeld angle sensitivity for an MEF–HBT biased at the optimum condi-
tions of Ie = 10mA and Vcb = 1V is given in Table 7.2. The sensitivity to changes in
angle at high ﬁeld can be seen to increase up to a maximum at µ = 45◦ and then decrease
at higher angles. These results are consistent with the curve that was ﬁtted to the angle
response data in Figure 6.20. The change in current gain is positive for increasing ﬁeld
at µ = 0 while it is negative for all other angles. At low ﬁelds this trend is not apparent
which is due to the response being small compared to the noise.
The relative strengths of the parallel and perpendicular ﬁeld eﬀects can be also be
136HBTs as Magnetic Field Sensors HBT Sensitivity
µ=◦ ∆(¯=¯0)
at 0:044T 0:615T
0 1:4x10−5 1:0x10−3
90 1:1x10−4 1:6x10−2
Table 7.3: Total change aﬀected in ¯=¯0 for an MEF–HBT by a magnetic ﬁeld applied
parallel (µ = 0) and perpendicular (µ = 90◦) to the normal.
determined. Table 7.3 shows the change in ¯=¯0 at high and low ﬁeld. The perpendicular
ﬁeld eﬀect is an order of magnitude larger than the parallel ﬁeld eﬀect. The parallel ﬁeld
eﬀect may be less strong because, while it reduces the volume over which the charge car-
riers disperse, it also involves an increase in the eﬀective path through the base for those
electrons which scatter. The induced helical path is longer than the distance between
the edges of the two space–charge regions. Thus these carriers have an increased chance
of recombining in the bulk intrinsic base. Not only this, the eﬀect is only experienced
by carriers which have velocities with a perpendicular component, i.e. those that have
scattered. The perpendicular ﬁeld component is active on all carriers in the base, at all
times.1
7.2 Surface Treated Sensors
It has been discussed in Chapter 2 and shown to hold true in these devices (Chapter 4)
that the surface recombination velocity allows for the modiﬁcation of the electrical prop-
erties by a magnetic ﬁeld applied along the normal to the surface. In Chapter 4 several
ways to modify the surface recombinative properties of the HBTs were discussed. To
this end, the eﬀects of two diﬀerent surface treatments on the response of the devices
were investigated. Figure 7.1 shows the responses of a device which has been treated
with argon (as described in §4.5.3) to increase the surface recombination velocity before
and after treatment. There was an increase in response to magnetic ﬁeld throughout the
applied ﬁeld range with a maximum increase of ∼0:0006 at B = 0:615T.
Figure 7.2 shows the responses of a device which has been treated with ammonium
sulphide (as described in §4.5.1) to decrease the surface recombination velocity before
and after passivation. A decrease in sensitivity can be observed in the device, due to the
reduction in the number of available surface recombination sites. A scattered electron
was less likely to recombine instead of being collected so there was a smaller carrier
1Except for those whose velocity after a scattering event is exactly in line with the perpendicular
magnetic ﬁeld.
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Figure 7.1: Response of an MEF–HBT to applied magnetic ﬁeld parallel to the normal
before and after argon surface treatment.
Treatment Stage Ib Noise/mA Ib Noise/%
Argon Before 1:49x10−4 0.011
Argon After 1:81x10−4 0.013
Passivation Before 1:54x10−4 0.011
Passivation After 1:19x10−4 0.008
Table 7.4: D.C. r.m.s. noise for two MEF–HBTs, one before and after surface treatment
with argon ions and another before and after passivation with ammonium sul-
phide.
population whose transport could be modiﬁed to produce the sensing eﬀect. There is a
decrease in response to magnetic ﬁeld throughout the applied ﬁeld range with a maximum
decrease of ∼0:0005 at B = 0:615T
Since a portion of the intrinsic device noise must be due the recombination–generation
noise at the surface the r.m.s. noise before and after each treatment was also measured.
This is shown in Table 7.4. While the intrinsic device noise ﬁgure is similar for both
devices before treatment there is an increase in the noise of the device treated with argon
ions and a decrease in that which was treated with ammonium sulphide. The percentage
changes in both were similar, a fact which corresponds to the similar changes in magnetic
ﬁeld response. It is unlikely, however, that extrinsic surface recombination accounts for all
of the observed change, especially since there is still a measureable response to magnetic
ﬁeld in the device which has been passivated. Some recombination will occur in the
extrinsic bulk base and this will also have an eﬀect on response to applied ﬁeld.
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Figure 7.2: Response of an MEF–HBT to applied magnetic ﬁeld along the normal before
and after ammonium sulphide passivation.
The device response to magnetic ﬁeld which was engineered to be diﬀerent using
the two distinct surface treatments could be applied to a circuit such as a diﬀerential
pair. The output of such a circuit in the normal mode of operation is proportional to
the (usually small) diﬀerence in voltage between the two inputs, i.e. the base contacts
of the two matched transistors. However, if one transistor was a passivated HBT and
the other was an argon treated HBT (as described above) and the base contacts were
both grounded then an oﬀset voltage proportional to the applied magnetic ﬁeld strength
parallel to the normal would be measured between the two collector contacts. The circuit
conﬁguration is shown in Figure 7.3.
7.3 Integrated Magnetic Structures
The magnetic structures designed and modelled in Chapter 5 were fabricated on the
base ledge of the transistors. These served to increase the magnitude of the external
magnetic ﬁeld in the intrinsic base region and hence altered the response for a given ﬁeld
strength. For a typical MEF–HBT with integrated 3–dimensional magnetic structure the
D.C. r.m.s. noise was 0:13¹A which is lower than that for a device without structures
(0:15¹A). This may have been because of the diﬀerence in the interface at the intrinsic
base surface where the magnetic structures were fabricated, either in the number of
interface states or in the lifetime of the states. It was also the case that when the
measurements were being taken with the integrated structures the value of Ib took longer
to stabilise than without. This is also likely to be caused by the interface between
semiconductor and metal. The results for a device with magnetic structures and one
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+VCC
Voffset
Figure 7.3: A typical diﬀerential pair ampliﬁer consisting of two bipolar transistors. With
the inputs grounded the oﬀset voltage is the diﬀerence between the two collec-
tor voltages. (Adapted from [152].)
without where the ﬁeld is applied perpendicular to the normal are shown in Figure 7.4.
All the devices considered here were biased under the optimal conditions as described in
§6.
Figure 7.5 shows the percentage increase in device response to magnetic ﬁeld applied
perpendicular to the normal of an MEF–HBT with integrated 3–dimensional magnetic
structures compared to one without. An increase in sensitivity can be observed over
the full ﬁeld range, although it is particularly marked at higher ﬁelds. There is a direct
proportionality at higher ﬁelds and there is a maximum increase of just under 18% at
B = 0:615T. This correlates well with the numerical data from the simulations in §5 where
there was an increase of 20% in the perpendicular total ﬂux density. The discrepancy may
be accounted for by the increase in the parallel ﬁeld component caused by the focussing
eﬀects of the magnetic structures.
Figure 7.6 shows the re–normalised current gain plotted against µ and also a plot of
the function acos(bµ + c)+d for B = 0:615T. For this plot b = 1:77, suggesting a period
of greater than 180◦. This does not make sense physically as the eﬀect of magnetic ﬁeld
applied at +µ should be identical to that applied at −µ due to symmetry. It is reasonable
to assume that the presence of the high permeability magnetic material on the extrinsic
base interferes with the ﬁeld to cause this. The x–axis translation of c = 34:6◦ is also
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Figure 7.4: Response to magnetic ﬁeld applied perpendicular to the normal of an MEF–
HBT with integrated magnetic structures and one without.
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Figure 7.6: Response of an MEF–HBT with integrated magnetic structure under optimum
bias to an applied magnetic ﬁeld of 0:615T for ﬁeld directions between zero
and 90◦.
indicative of the same issue.
Similar to the discussion in §6 the eﬀect of varying the angle of the applied ﬁeld
to the normal between zero and 90◦ is shown in Figure 7.7. The response of a device
without integrated magnetic structures is also shown. The response to the ﬁeld applied
parallel to the normal (µ = 0) was smaller. This may have been because of the eﬀects of
the increased magnetic ﬂux density component perpendicular to the normal discussed in
§5. That there is any response at all could have been caused by an increase in surface
states at the metal–semiconductor interface of the magnetic structures. The decrease in
¯0 from ∼6 in a device without structures biased at the optimal conditions to ∼5:7 in a
device with structures is further evidence for this. At all other angles the response of the
device is seen to increase with the integration of 3–dimensional magnetic structures.
The ability to selectively change the magnetic ﬁeld response of individual devices is a
technology that would lend itself well to inclusion in a diﬀerential circuit such as a ring
oscillator (shown in Figure 7.8). Here small changes in the switching time of a single
stage could be introduced by integrating magnetic structures onto it. Thus the oscillating
frequency of the circuit, as governed by the equation
fosc =
1
2ntd
(7.3)
where fosc is the oscillation frequency of the ring oscillator circuit, n is the number of
transistors and td is the switching delay time of the (slowest) device, would be altered
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Figure 7.7: Angle response to magnetic ﬁeld of an MEF–HBT with integrated magnetic
structures and one without.
Output
0 V
Figure 7.8: A typical ring oscillator circuit for npn HBTs. (Adapted from [153].)
by the increased magnetic ﬁeld in the base region of the integrated device. In this
way small changes in magnetic ﬁeld can be converted into a phase diﬀerence compared
to a reference oscillator (of the same total number of devices but with no integrated
magnetic structures). Phase locking techniques would allow for very sensitive detection
of perpendicular magnetic ﬁeld with this setup.
7.4 Sensor Noise and Dynamic Range
The noise of the HBT sensors determined the minimum ﬁeld which could be successfully
detected. The ﬁeld value which equates to a change in Ib (or ¯, or ¯=¯0) given by the
noise ﬁgure is the equivalent noise, Beq. Since, as a general rule, the response of the
devices was not linear, this ﬁgure of merit would be diﬀerent for diﬀerent parts of the
response curve. For comparison with other devices the smallest available Beq is shown
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Device µ=◦ Beq/T
Max Min
MEF–HBT 0 0.257 0.018
MEF–HBT 45 0.031 0.004
MEF–HBT 90 0.017 0.002
Mag. struct.s 0 1.268 0.021
Mag. struct.s 45 0.043 0.003
Mag. struct.s 90 0.028 0.002
Table 7.5: Equivalent noise for various HBT magnetic sensors.
for various devices in Table 7.5. Because the strength of the response to magnetic ﬁeld
applied parallel to the normal is relatively small compared to the noise the variation
between the maximum and minimum values of Beq is quite large for this regime. (The
values of Beq were necessarily derived from the maximum and minimum gradients of
the Ib response, and noisy data makes the variation between these irregular.) There
is an order of magnitude diﬀerence both between the maximum and minimum eﬀects
and between the µ = 0 and µ = 90◦ regimes, data which correlates well with the relative
strengths of the eﬀects (see Table 7.3). That the values are larger than those seen for
magnetotransitors in Table 1.2 is indicative of the diﬀerence in sensing mechanism and
of the relatively large noise inherent in the devices caused by the quality of the epitaxial
growth. The desire to integrate the sensors into layer structures compatible with high
frequency devices (which feature short base lengths) also has an eﬀect; greater sensitivity
to magnetic ﬁeld was reported with longer bases in [64].
The signal–to–noise ratio was discussed in §2. It is shown for several devices in Ta-
ble 7.6 calculated from the device DC r.m.s. noise and the maximum measured response
(i.e. at B = 0:615T) although it should be observed that the full range of the sensitivity
of the device was not measured due to the maximum ﬁeld restrictions of the test appara-
tus. There is every probability that increasing magnetic ﬁeld to values of several Tesla,
as shown in [64, 77], would still lead to a measureable magnetic response.
7.5 HBT Sensor Calibration
In order to successfully utilise one of the HBTs discussed above to sense magnetic ﬁeld it
must have a calibration curve which allows a magnetic ﬁeld (or a magnetic ﬁeld angle) to
be calculated from a given change in DC current gain. Some discussion in §6 and in §7.3
above is given for dealing with the angle response of the devices which has been shown
to be accurately represented by a cosine curve. Figure 7.9 shows the data measured for
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Device µ=◦ SNR/dB
MEF–HBT 0 10.1
MEF–HBT 45 27.4
MEF–HBT 90 34.1
Mag. struct.s 0 4.5
Mag. struct.s 45 32.5
Mag. struct.s 90 36.4
Table 7.6: The signal–to–noise ratio for the various HBT magnetic sensors.
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Figure 7.9: Response of an MEF–HBT to magnetic ﬁeld applied perpendicular to the nor-
mal and the ﬁtted curve.
the response of an MEF–HBT biased under optimal conditions to magnetic ﬁeld applied
perpendicular to the normal. A regression ﬁt of the form y = ax2+c is also plotted since
the change in Ib varies with B2 (see the equation (2.71) and [70, 71]).
At all other angles the ﬁeld reponse was in part governed by the parallel ﬁeld eﬀect,
except µ = 0 when it was wholly governed by the parallel ﬁeld. It was suggested by the
linearity of the parallel ﬁeld response that a curve of the form y = ax2 + bx + c might
be appropriate for the rest of the angles and y = bx + c for µ = 0. The results of the
regression ﬁts are shown in Figure 7.10. The y–intercept was forced to be unity.
The polynomial coeﬃcients of the ﬁtted curves could be expected to vary with sinµ
for the ‘a’ coeﬃcient and cosµ for the ‘b’ coeﬃcient with only a multiplicitive factor to
set the scale. The ‘a’ and ‘b’ coeﬃcients are plotted in Figure 7.11 and ﬁtted with curves
of the form y = c1 sin(d1µ + e1) + f1 and y = c2 cos(d2µ + e2) + f2, respectively. The
simple variation was not observed. This may be due to the interaction between the two
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Figure 7.10: Response of an MEF–HBT to magnetic ﬁeld and the ﬁtted curves.
eﬀects.
The same analysis for an MEF–HBT with integrated magnetic structures is shown in
Figure 7.12. The dependence on the ‘b’ coeﬃcient was less pronounced, suggesting that
the parallel ﬁeld eﬀect was less prominent. There is further evidence for this in Figure 7.7
discussed above.
Thus it is possible to describe the HBT magnetic ﬁeld sensors mathematically. For
an MEF–HBT there is
¯
¯0
= a1B2 + b1B (7.4)
where
a1 = 0:021sin(−2:62µ + 125) − 0:024 (7.5)
and
b1 = −2:52cos(0:058µ − 2) + 2:52: (7.6)
And for and MEF–HBT with interated 3–dimensional magnetic structures there is
¯
¯0
= a2B2 + b2B (7.7)
where
a2 = 0:029sin(−1:6µ + 63) − 0:023 (7.8)
and
b2 = −2:53cos(0:049µ − 2) + 2:53: (7.9)
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Figure 7.11: The coeﬃcients of the polynomial ﬁt to the magnetic ﬁeld response against
applied magnetic ﬁeld angle for an MEF–HBT.
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Figure 7.12: The coeﬃcients of the polynomial ﬁt to the magnetic ﬁeld response against
applied magnetic ﬁeld angle for an MEF–HBT with integrated 3–D magnetic
structures.
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This would enable the sensors to be automatically calibrated, for example, by cir-
cuitry in the system into which they had been embedded. Numerical data could then
be extracted for magnetic ﬁeld amplitude, with a know ﬁeld direction, or magnetic ﬁeld
direction, given a known ﬁeld amplitude.
The sensitivities of HBTs as magnetic ﬁeld sensors were presented at the beginning
of this chapter. A maximum magnetic ﬁeld sensitivity of 0:313T−1 was observed in the
native MEF–HBT and a maximum angle sensitivity of 0:098rad−1 at 45◦. It was also
shown that the amplitude of the transduction eﬀect is an order of magnitude larger for
the perpendicular ﬁeld eﬀect than it is for the parallel ﬁeld eﬀect.
The surface modiﬁcation treatments were applied to an HBT magnetic sensor. The
argon treatment was shown to increase the relative change in current gain by 36%
at B = 0:615T. The ammonium sulphide passivation treatment decreased the relative
change in current gain by 50% at B = 0:615T. There was an increase in experimental
noise measured in an MEF–HBT which had been treated with argon and a decrease in
experimental noise measured in a device which had been passivated.
Integrating the 3–dimensional magnetic structures onto an HBT increased the re-
sponse to perpendicular magnetic ﬁeld by ∼ 18% at B = 0:615T. The sensor equivalent
noise was thus reduced in an integrated device, both because of the greater sensitivity to
magnetic ﬁeld and also because the experimental noise was lower. A maximum signal–
to–noise ratio of 36:4dB was measured for the integrated sensor, compared to 34:1dB
for an MEF–HBT. A methodology for determining the appropriate coeﬃcients for the
sensor calibration curves was given and the curves were calculated for both of the sensor
types.
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It has been seen that there exists a range of mature technologies in the ﬁelds of hetero-
junction bipolar transistors and in bipolar magnetic sensors. The analytical descriptions
of the diode, the bipolar transistor and the heterojunction bipolar transistor have been
discussed and, furthermore, some consideration has been given to the factors which cause
non–ideal response in the measurement of real devices. The eﬀect of the magnetic force on
charge carriers has been described for a Hall bar and studies into the eﬀect in HBTs have
also been related. In addition, the ﬁgures of merit for magnetic sensors were introduced.
The ﬁrst experimental stage of the project was to fabricate InP/InGaAs single hetero-
junction bipolar transistors. The general fabrication principles as well as the speciﬁcs
of HBT fabrication as applied to the work on this project were discussed. The process
ﬂow and design considerations for the InP/InGaAs SHBTs were presented. Work was
undertaken to optimise the ohmic contact recipes used by varying the alloying temper-
ature. An optimum temperature for rapid thermal annealing of 280 ◦C was determined.
The procedure for device testing was also described. In determining the p–n junction
diode ideality factors, an insight into the quality of the material growth is available. The
values measured for all the wafers used in the project were high compared to the litera-
ture, where ideality factors of 1.1[108] and 1.2[109] have been shown for the base–emitter
junction of InP/InGaAs SHBTs over wide ranges of bias. This may have had an eﬀect on
the ability of the devices to sense magnetic ﬁeld, since poor quality interfaces will contain
traps and recombination–generation sites which will produce statistical noise. This noise
may drown out small changes in magnetic ﬁeld and will aﬀect the signal–to–noise ratio of
the sensor. The values for ¯dc were also considerably lower than those reported in single
heterojunction devices as early as 1988[110], though it should be noted that demands on
current gain are not necessarily high. For most applications a DC current gain of around
20 is suﬃcient[111]. Since the transduction magnitude will be measured using ¯dc, a
smaller current gain may lead to a lower value at which ﬁeld can be measured before the
sensor saturates. While the device to device variation would have to be closely controlled
in sensors which were being mass–produced, the system of normalisation used in the later
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stages of this project should limit the eﬀects of this on the validity of the results. Although
high breakdown voltages are important for RF and microwave power applications[111],
the of operational biases used in this study were small. However, BVce0 values of over
5V and BVcb0 of over 11V are possible in InP/InGaAs SHBTs[112]. Collector to emitter
breakdown voltages of 7V can be realised in InP/InGaAs/InP DHBTs[113].
The fabricated HBTs were then used for further experiments. As well as outlining
some of the physical phenomena determining the electrical characteristics of semicon-
ductor surfaces, the methodologies for using three diﬀerent surface treatments to modify
the surface of the extrinsic base region of HBTs were given. Of the two passivating
treatments, the ammonium sulphide process was shown to be the most eﬀective, with
the improvement in current gain proportional to the collector current throughout the
measurement range. A maximum improvement of 11% was realised with this technique.
The treatment was also considerably more stable over time. A novel process which was
designed to damage the surface of the base layer was developed using argon ion bombard-
ment. The eﬀects of this process were measured ﬁrstly on the reverse leakage current of
the emitter–base junction where a marked increase was observed for the ﬁrst 10min of
treatment. After this the eﬀect on the current gain was measured where a decrease of the
order of 3% was observed. Further investigation using alternative chemical treatments
revealed the damage not to be constrained to the surface. The development of these
processes was undertaken with the aim of enabling the magnetic ﬁeld response of an
untreated HBT to be compared with that of an HBT with an ‘improved’ extrinsic base
surface and one in which the surface had been ‘degraded’.
To increase the response to applied magnetic ﬁeld, 3–dimensional magnetic structures
were to be integrated onto the extrinsic base region of the HBT magnetic ﬁeld sensor.
After discussing the background of magnetic materials and their applications, the design
process for the 3–dimensional magnetic structures was described. Firstly, the cross–
sectional design was optimised given the initial design parameters. An evenly stepped
structure was found to be the most eﬀective in focussing the force in to the base. A full
analysis of the eﬀect of such a structure on the magnetic response of an HBT was carried
out, with reference to the increase in stray ﬁeld eﬀects. These would cause a response
of the device in which the parallel and perpendicular ﬁeld components were intermixed.
The overall increase in the perpendicular component of a magnetic ﬁeld applied in the
perpendicular direction of around 20% was oﬀset by an increase in the parallel ﬁeld com-
ponent. For magnetic ﬁeld applied in the parallel direction there is a small increase in
the parallel ﬁeld component across the whole base region, although there is an increase
of the perpendicular component from zero, which will counteract this eﬀect. The fab-
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rication process was then designed and the optimal 3–dimensional magnetic structures
were integrated onto the device. These were simple four step structures fabricated in
four metal lift–oﬀ steps.
Since the technologies required to fabricate an integrated, surface treated HBT mag-
netic ﬁeld sensor had been demonstrated, the steps that were taken to make an appro-
priate experimental setup were described. A calibration curve was determined for the
electromagnet in order that a speciﬁed magnetic ﬁeld could be obtained by a known sup-
ply current. The ﬁrst experiments to be carried out were to measure the minority carrier
mobility in the p–InGaAs base of the HBTs. At 2260cm2 V−1 s−1 this was found to be
lower than the values reported in the literature. The response to magnetic ﬁeld of two
designs of HBT was measured, in terms of the change in current gain. The response to
perpendicular applied ﬁeld was measured, as was the response to parallel applied mag-
netic ﬁeld, and then the angle dependence of the ﬁeld response. A combined noise ﬁgure
for the HBT and the experimental apparatus was determined and used to estimate the
error on the sensor response. Since the magnitude of the transduction eﬀect on the cur-
rent was comparable the magnitude of the noise at arbitrary bias, a study into the eﬀect
of changing the bias conditions was carried out to determine the optimal values. These
were found to be Vcb = 1V and Ie = 10mA. Further measurements were carried out
to determine the temperature dependence of the sensor’s electrical characteristics and
the magnetic ﬁeld response. The magnitude of the base current increased monotonically
with decreasing temperature and the measurement noise decreased as the temperature
decreased to 200K. The response of the HBT to magnetic ﬁeld applied parallel to the
normal increased as the temperature decreased to 160K with a maximum change in
normalised current gain of +0.007 compared to +0.003 at room temperature.
A full characterisation of the sensors was then required, for integrated and surface
treated devices. The sensitivities of HBTs as magnetic ﬁeld sensors were presented. A
maximum magnetic ﬁeld sensitivity of 0:313T−1 was observed in the native MEF–HBT
and a maximum angle sensitivity of 0:098rad−1 at 45◦. It was also shown that the ampli-
tude of the transduction eﬀect is an order of magnitude larger for the perpendicular ﬁeld
eﬀect than it is for the parallel ﬁeld eﬀect. The surface modiﬁcation treatments were
applied to an HBT magnetic sensor. The argon treatment was shown to increase the
relative change in current gain by 36% at B = 0:615T. The ammonium sulphide passi-
vation treatment decreased the relative change in current gain by 50% at B = 0:615T.
There was an increase in experimental noise measured in an MEF–HBT which had been
treated with argon and a decrease in experimental noise measured in a device which
had been passivated. Integrating the 3–dimensional magnetic structures onto an HBT
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increased the response to perpendicular magnetic ﬁeld by ∼ 18% at B = 0:615T. The
sensor equivalent noise was thus reduced in an integrated device, both because of the
greater sensitivity to magnetic ﬁeld and also because the experimental noise was lower.
A maximum signal–to–noise ratio of 36:4dB was measured for the integrated sensor,
compared to 34:1dB for an MEF–HBT. A methodology for determining the appropriate
coeﬃcients for the sensor calibration curves was given and the curves were calculated for
both of the sensor types.
The ﬁrst purposefully designed heterojunction bipolar transistor magnetic ﬁeld sensor
has been presented in this thesis. While the operation of such a device has been proven,
the ﬁgures of merit are at least an order of magnitude poorer than incumbent silicon
technologies. The novel work on surface treatment to alter the magnetic ﬁeld response
and the integration of 3–dimensional magnetic structures increased the transduction ef-
ﬁciency of the sensors but further work is required to reduce the equivalent noise and
the signal–to–noise ratio, bringing the InGaAs/InP SHBT magnetic ﬁeld sensor on a par
with existing technologies.
The ﬁrst development that should be undertaken is to improve the performance of
the HBT that forms the basis of the sensor. Current gain could be increased by a factor
of ten or more with higher quality material and, in particular, heterojunction interfaces.
This would improve the intrinsic device noise and hence the signal–to–noise ratio.
If this was to be achieved then utilisation of the layer structure requirements of diﬀer-
ent HBT applications (e.g. digital circuits, RF circuits, high power circuits) in diﬀerent
material systems could be used to investigate the eﬀects of changing the electron injection
cross–section on the sensitivity to magnetic ﬁeld. This would allow the comparison of
sensors with highly non–equilibrium, diﬀusive and drift (using a base electric ﬁeld) base
transport regimes. Aggressively scaled devices in which surface recombination currents
contributed the dominant proportion of base current could be used to increase the sen-
sitivity and maximum ﬁeld handling capabilities of a sensor designed for ﬁeld applied
parallel to current ﬂow.
Scaled HBTs fabricated in high quality material schemes lend themselves well to high
frequency operation. Another interesting study would be the ability, or otherwise, of the
HBTs, when run at high frequencies, to continue to detect magnetic ﬁeld and what eﬀect
the external ﬁeld would have on operational characteristics.
Increasing the sensitivity of the sensor to ﬁelds applied perpendicular to the main
current ﬂow could be achieved by increasing the base length. This would have a deleteri-
ous eﬀect on the transistors fabricated as the active components of the main circuitry on
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any epiwafer, however. The current gain of all such devices would begin to suﬀer as the
base length increased towards the minority carrier diﬀusion length therein. A trade–oﬀ
would be made between the quality of the sensor and the appropriate operation of the
circuitry. Integration of the sensor into a system on the same wafer would allow for
automatic calibration of the device, temperature compensation, oﬀset compensation and
other methods of stabilising and improving sensor performance. The sensors could then
be incorporated into circuits such as a diﬀerential pair or a ring oscillator. This would
require an investigation into how to make the surface treatments permanent within the
restrictions of HBT MMIC fabrication such as planarisation and encapsulation.
Diﬀerent conﬁgurations of magnetic structure could also be integrated into the de-
vice. Building the structure without using the extrinsic base as a platform would allow
for much more careful engineering of the ﬁeld proﬁle in the base, although it would add
a considerable number of (non–subtractive) fabrication steps to the process. Further-
more, the use of higher magnetic permeability materials would provide an advantage. A
temperature sensor could be constructed using gadolinium as the material for the mag-
netic structure. Since it has a Curie temperature of ∼ 300K it loses its ferromagnetism
at around room temperature. Fluctuations in temperature could thus be monitored by
ﬂuctuations in magnetic ﬁeld induced current changes.
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154Fabrication Process
Sample cleaning process
Ultrasonic bath in acetone for 5min.
Ultrasonic bath in acetone for 5min.
Ultrasonic bath in acetone for 5min.
Rinse in RO water.
Blow dry with N2.
1. Alignment marks and emitter contacts
Clean sample.
Spin 12% PMMA 2010 at 5000rpm for 60s.
Bake on hotplate at ◦C.
Spin 4% PMMA 2041 at 5000rpm for 60s.
Submit to Leica VB6 UHR EWF with a dose of 320¹Ccm−2, a beam current of
64nA and a beam step size of 25nm.
Develop with 2:1 MIBK:IPA for 60s.
Rinse in IPA.
Blow dry with N2.
Ash at 40W for 1min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Blow dry with N2.
155Deposit n–type ohmic contact using electron beam metal evaporator.
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2.
2. Emitter mesa
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Develop with 1:1 Microposit Concentrate:H2O for 75s.
Rinse in RO water.
Blow dry with N2.
Bake resist at 120 ◦C for 30min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Agitate in 1:1:40 H2O2:H3PO4:H2O for 10min.
Rinse in RO water.
Agitate in 1:3 HCl:H3PO4 for 45s.
Rinse in RO water.
Agitate in 1:1:40 H2O2:H3PO4:H2O for 15s.
Rinse in RO water.
Blow dry in N2.
3. Base contacts
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
156Expose using MA6 for 5:0s.
Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Blow dry with N2.
Deposit p–type ohmic contact using electron beam metal evaporator.
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2.
4. Base and collector mesa
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Develop with 1:1 Microposit Concentrate:H2O for 75s.
Rinse in RO water.
Blow dry with N2.
Bake resist at 120 ◦C for 30min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Agitate in 1:1:40 H2O2:H3PO4:H2O for 19min.
Rinse in RO water.
Agitate in 1:3 HCl:H3PO4 for 45s.
Rinse in RO water.
157Agitate in 1:1:40 H2O2:H3PO4:H2O for 15s.
Rinse in RO water.
Blow dry in N2.
5. Collector contacts
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Blow dry with N2.
Deposit n–type ohmic contact using electron beam metal evaporator.
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2.
Anneal at 240 ◦C for 60s.
6. Insulation
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
158Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
Deposit 200nm of ICP–PECVD Si3N4.
Soak in acetone at 50 ◦C for 4hours.
Ultrasonic acetone for 10min.
Transfer to IPA.
Blow dry with N2.
7. Bond pads
Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
Deposit bond pad metal using electron beam metal evaporator.
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2.
8. 3{D magnetic structures
Clean sample.
159Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
De–oxidise in 4:1 H2O:HCl for 30s.
Rinse in RO water.
Blow dry with N2.
Deposit bottom magnetic structure metallisation.
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2.
* Clean sample.
Spin Microposit S1818 resist at 4000rpm for 30s.
Bake on hotplate at 90 ◦C for 90s.
Expose using MA6 for 5:0s.
Soak in chlorobenzene for 20min.
Develop with 1:1 Microposit Concentrate:H2O for 150s.
Rinse in RO water.
Blow dry with N2.
Ash at 40W for 1min.
Deposit upper magnetic structure metallisation .
Soak in acetone at 50 ◦C for 2hours.
Transfer to IPA.
Blow dry with N2. *
Repeat * ... * for two remaining magnetic structure metallisations.
160References
[1] J. Bardeen and W. H. Brattain (1948), The Transistor, A Semi-Conductor
Triode, Physics Review Letters, 74, 230.
[2] P. M. Asbeck and N. Tohru (2001), Bipolar Transistor Technology: Past and
Future Directions, IEEE Transactions on Electron Devices, 48(11), 2455.
[3] W. Shockley (1951), No. 2,569,347, US Patent.
[4] A. Cho and J. Casey, H.C. (1974), GaAs-AlxGa1−xAs double-heterostructure
lasers prepared by molecular beam epitaxy, Applied Physics Letters, 25(5), 288.
[5] H. Kroemer (1979), Heterojunction Transistors, Bulletin of the American Physi-
cal Society, 24(3), 230.
[6] T. Ohishi, Y. Abe, H. Sugimoto, K. Ohtsuka and T. Matsui (1990), Ultra-
high current gain InGaAsP/InP heterojunction bipolar transistor, Electronics Let-
ters, 26(6), 392.
[7] W. P. Dumke, J. M. Woodall and V. L. Rideout (1972), GaAs-GaAlAs
Heterojunction Transistor for High Frequency Operation, Solid-State Electronics,
15(12), 1339.
[8] M. Konagai and K. Takahashi (1975), (GaAl)As-GaAs heterojunction transis-
tors with high injection eﬃciency, Journal of Applied Physics, 46(5), 2120.
[9] W. Liu (1998), Handbook of III–V Heterojunction Bipolar Transistors, John Wiley
and Sons, New York.
[10] H. Kroemer (1978), Current Problems in Heterojunction Devices and their
Physics, IEEE Transactions on Electron Devices, 25(11), 1339.
[11] W. Hafez and M. Feng (2005), Experimental demonstration of pseudomorphic
heterojunction bipolar transistors with cutoﬀ frequencies above 600 GHz, Applied
Physics Letters, 86(152101), 1.
[12] W. Snodgrass, W. Bing-Ruey, W. Hafez, K. Y. Cheng and M. Feng
(2006), Performance enhancement of composition-graded-base type-II InP/GaAsSb
double-heterojunction bipolar transistors with fT > 500GHz, Applied Physics Let-
ters, 88(22), 222101.
161[13] H. Kroemer (1982), Heterostructure Bipolar Transistors and Integrated Circuits,
Proceedings of the IEEE, 70(1), 13.
[14] C. E. C. Wood (1980), Molecular Beam Epitaxy - A Review Of Recent Progress,
Annual Proceedings - Reliability Physics (Symposium), 1, 101.
[15] R. Milano, T. Windhorn, E. Anderson, G. Stillman, R. Dupuis and
P. Dapkus (1979), Al0:5Ga0:5As-GaAs heterojunction phototransistors grown by
metalorganic chemical vapor deposition, Applied Physics Letters, 34(9), 562.
[16] N. Moll (1985), Heterojunction bipolar transistors – a review, Cornell Conference
on Advanced Concepts in High Speed Semiconductor Devices and Circuits, Ithaca,
NY, USA, 35–44.
[17] A. Georgakilas, P. Panayotatos, J. Stoemenos, J.-L. Mourrain and
A. Christou (1992), Achievements and limitations in optimized GaAs ﬁlms grown
on Si by molecular-beam epitaxy, Journal of Applied Physics, 71(6), 2679.
[18] P. Asbeck, C. Farley, M. Chang, K. Wang and W. Ho (1990), InP-based
heterojunction bipolar transistors: performance status and circuit applications, 2nd
International Conference on Indium Phosphide and Related Materials, Denver,
USA, 2–5.
[19] P. Dodd and M. Lundstrom (1992), Minority electron transport in InP/InGaAs
heterojunction bipolar transistors, Applied Physics Letters, 61(4), 465.
[20] Y. Betser and D. Ritter (1995), High emitter eﬃciency in InP/GaInAs HBT’s
with ultra high base doping levels, Electron Device Letters, IEEE, 16(3), 97.
[21] F. Fiedler, K. Mause, G. Pitz, D. Fritzsche, E. Kuphal and H. Krautle
(1992), InP based HBTs-technology, performance and applications, 4th Interna-
tional Conference on Indium Phosphide and Related Materials, Newport, USA,
404–409.
[22] I. Harrison, M. Dahlstrom, S. Krishnan, Z. Griffith, Y. Kim and M. J.
Rodwell (2004), Thermal limitations of InP HBTs in 80– and 160–Gb ICs, IEEE
Transactions on Electron Devices, 51(4), 529.
[23] W. Liu (1999), Fundamentals of III–V Devices: HBTs, MESFETs, and
HFETs/HEMTs, 1st edition, Wiley–Interscience, New York.
[24] G. W. Neudeck (1989), Modular Series on Solid State Devices, Volume III: The
Bipolar Junction Transistor, Addison–Wesley, Reading, MA.
[25] A.-H. Xu, X.-J. Chen, M. Qi and F.-Y. Zhu (2004), Study on ultrahigh carbon-
doped p-type InGaAs grown by gas source molecular beam epitaxy, Journal of Func-
tional Materials and Devices, 10(4), 423.
162[26] J. Perkins (1996), Design and Fabrication Techniques for Indium Phosphide
HBTs, Ph.D. thesis, University of Leeds.
[27] K. Elgaid, H. McLelland, M. Holland, D. Moran, C. Stanley and
I. Thayne (2005), 50-nm T-gate metamorphic GaAs HEMTs with fT of 440 GHz
and noise ﬁgure of 0.7 dB at 26 GHz, IEEE Electron Device Letters, 26(11), 784.
[28] M.-C. Chang, P. Asbeck, K. Wang, G. Sullivan, N.-H. Sheng, J. Higgins
and D. Miller (1987), AlGaAs/GaAs heterojunction bipolar transistors fabricated
using a self-aligned dual-lift-oﬀ process, IEEE Electron Device Letters, ED-8(7),
303.
[29] T. Oka, K. Hirata, H. Suzuki, K. Ouchi, H. Uchiyama, T. Taniguchi,
K. Mochizuki and T. Nakamura (2001), High-speed small-scale InGaP/GaAs
HBT technology and its application to integrated circuits, IEEE Transactions on
Electron Devices, 8(11), 2625.
[30] T. Ishibashi (2001), Nonequilibrium electron transport in HBTs, IEEE Transac-
tions on Electron Devices, 48(11), 2595.
[31] P. Asbeck (1989), Heterojunction bipolar transistors: status and directions, Pro-
ceedings of the 1989 Bipolar Circuits and Technology Meeting, Minneapolis, MN,
USA, 65–9.
[32] K. Yang, J. Cowles, J. East and G. Haddad (1995), Theoretical and exper-
imental DC characterization of InGaAs-based abrupt emitter HBT’s, IEEE Trans-
actions on Electron Devices, 42(6), 1047.
[33] M. Rodwell, M. Urteaga, T. Mathew, D. Scott, D. Mensa, Q. Lee,
J. Guthrie, Y. Betser, S. Martin, R. Smith, S. Jaganathan, S. Krish-
nan, S. Long, R. Pullela, B. Agarwal, U. Bhattacharya, L. Samoska
and M. Dahlstrom (2001), Submicron scaling of HBTs, IEEE Transactions on
Electron Devices, 48(11), 2606.
[34] T. Carruthers, M. Frankel and C. Kyono (1993), Ultrafast photodetection
with an AlInAs/GaInAs heterojunction bipolar transistor, Applied Physics Letters,
63(14), 1921.
[35] S. Park, T. Chin, Q. Liu, S. Fu, T. Nakamura, P. Yu and P. Asbeck
(1998), Submicron self-aligned HBT’s by selective emitter regrowth, IEEE Electron
Device Letters, 19(4), 118.
[36] B. Agarwal, D. Mensa, R. Pullela, Q. Lee, U. Bhattacharya,
L. Samoska, J. Guthrie and M. Rodwell (1997), 277-GHz fmax transferred-
substrate heterojunction bipolar transistor, IEEE Electron Device Letters, 18(5),
228.
163[37] T. Kraemer, F. Lenk, A. Maassdorf, H. Wuerfl and G. Traenkle (2007),
High yield transferred substrate InP DHBT, 19th International Conference on In-
dium Phosphide and Related Materials, Matsue, Japan, 407–408.
[38] C. Bolognesi, M. Dvorak, P. Yeo, X. Xu and S. Watkins (2001),
InP/GaAsSb/InP double HBTs: a new alternative for InP-based DHBTs, IEEE
Transactions on Electron Devices, 48(11), 2631.
[39] Z. Griffith, M. J. W. Rodwell, X.-M. Fang, D. Loubychev, Y. Wu, J. M.
Fastenau and A. W. K. Liu (2005), In0:53Ga0:47As/InP Type-I DHBTs having
450 GHz fT and 490GHz fmax with Ccb=Ic ≈ 0:38ps=V , Conference Digest —
Device Research Conference, Santa Clara, USA, 265–266.
[40] Hong Yang, Hong Wang and K. Radhakrishnan (2004), Device stability of
metamorphic InP/InGaAs heterojunction bipolar transistors by optical and elec-
trical characterization, 16th International Conference on Indium Phosphide and
Related Materials, Kagoshima, Japan, 397–399.
[41] C. Roumenin (1995), Magnetic sensors continue to advance towards perfection,
Sensors and Actuators, A: Physical, 46(1-3 pt 3), 273.
[42] G. L. Pearson (1948), A magnetic ﬁeld meter employing the Hall eﬀect in ger-
manium, Review of Scientiﬁc Instruments, 19, 263.
[43] H. P. Baltes and R. S. Popovic (1986), Integrated semiconductor magnetic
ﬁeld sensors, Proceedings of the IEEE, 74(8), 1107.
[44] S. Gozu, T. Kita, Y. Sato, S. Yamada and M. Tomizawa (2001), Charac-
terization of high indium content metamorphic InGaAs/InAlAs modulation-doped
heterostructures, Journal of Crystal Growth, 227{228, 155.
[45] G. W. Paterson, J. A. Wilson, D. Moran, R. Hill, A. R. Long, I. Thayne,
M. Passlack and R. Droopad (2006), Gallium oxide (Ga2O3) on gallium ar-
senide - A low defect, high-K system for future devices, Materials Science and
Engineering B – Solid State Materials for Advanced Technology, 135(3), 277.
[46] Y. Abulafia, M. McElfresh, A. Shaulov, Y. Yeshurun, Y. Paltiel,
D. Majer, H. Shtrikman and E. Zeldov (1998), Measurement of the mag-
netic induction vector in superconductors using a double-layer Hall sensor array,
Applied Physics Letters, 72(22), 2891.
[47] C. Roumenin (1990), Bipolar magnetotransistor sensors. An invited review, Sen-
sors and Actuators A, 24(2), 83.
[48] Y. Sugiyama, H. Soga and M. Tacano (1989), Highly-sensitive Hall element
with quantum-well superlattice structures, Journal of Crystal Growth, 95(1-4), 394.
[49] R. Popovic (1984), The vertical Hall-eﬀect device, IEEE Electron Device Letters,
5(9), 357.
164[50] A. Vinal and N. Masnari (1984), Operating principles of bipolar transistor mag-
netic sensors, IEEE Transactions on Electron Devices, ED-31(10), 1486.
[51] E. Hudson (1969), No. 2,569,347, US Patent.
[52] R. D. Tikhonov (2005), Response mechanism of the base-in-well bipolar magneto-
transistor, Russian Microelectronics, 34(3), 160.
[53] A. Vinal (1981), A magnetic sensor utilizing an avalanching semiconductor device,
IBM Journal of Research and Development, 25(2-3), 196.
[54] L. Davies and M. Wells (1971), Magneto–transistor incorporated in an inte-
grated circuit, Proceedings of the Institution of Radio and Electronics Engineers,
Australia, 32(6), 235.
[55] G. Rekalova, D. Kozlov and T. Persiyanov (1981), Magnetic induction
transducers based on silicon planar transistors, IEEE Transactions on Magnetics,
17(6), 3373.
[56] V. Zieren and B. Duyndam (1982), Magnetic-ﬁeld-sensitive multicollector n-p-n
transistors, IEEE Transactions on Electron Devices, 29(1), 83.
[57] L. Ristic, T. Smy and H. P. Baltes (1989), Lateral magnetotransistor structure
with a linear response to the magnetic ﬁeld, IEEE Transactions on Electron Devices,
36(6), 1076.
[58] R. Popovic and H. Baltes (1983), Dual-collector magnetotransistor optimized
with respect to injection modulation, Sensors and Actuators, 4(2), 155.
[59] Y. Sugiyama (1995), Recent progress on magnetic sensors with nanostructures
and applications, Journal of Vacuum Science and Technology B: Microelectronics
Processing and Phenomena, 13(3), 1075.
[60] R. F. Pierret (1988), Modular Series on Solid State Devices, Volume II: The PN
Junction Diode, Addison–Wesley, Reading, MA.
[61] D. Morgan and R. Williams (editors) (1991), Physics and technology of hetero-
junction devices, Materials and Devices Series, IET.
[62] C. Matthai, J. Bass and M. Oloumi (1990), Band oﬀsets and electron local-
ization in semiconductor interfaces and superlattices, Journal of Vacuum Science
and Technology B (Microelectronics Processing and Phenomena), 8(4), 916.
[63] S. Sze (1981), Physics of Semiconductor Devices, 2nd edition, John Wiley and
Sons, London.
[64] R. N. Nottenburg, A. F. J. Levi, B. Jalali, D. Sivco, D. A. Humphrey
and A. Y. Cho (1990), Nonequilibrium electron transport in heterostructure bipo-
lar transistors probed by magnetic ﬁeld, Applied Physics Letters, 56(26), 2660.
165[65] F. Rahman, T. Thornton, B. Gallagher and R. Stradling (1999), Bound-
ary scattering in wet-etched InAs/GaSb heterostructure wires: with and without
magnetic ﬁeld, Semiconductor Science and Technology, 14(5), 478.
[66] V. Kubrak, A. Rushforth, A. Neumann, F. Rahman, B. Gallagher,
P. Main, M. Henini, C. Marrows and B. Hickey (2000), Transport of 2D elec-
trons through magnetic barriers, Physica E: Low-Dimensional Systems and Nanos-
tructures, 7(3), 997.
[67] J. Hayes and A. Levi (1986), Dynamics of extreme nonequilibrium electron trans-
port in GaAs, IEEE Journal of Quantum Electronics, 22(9), 1744.
[68] J. Hayes, A. Levi, A. Gossard and J. English (1986), Base transport dynam-
ics in a heterojunction bipolar transistor, Applied Physics Letters, 49(21), 1481.
[69] P. Houston, Y. Yang, M. Johnson and M. Hopkinson (1994), Magnetic
ﬁeld eﬀects on InP/InGaAs quasiballistic heterojunction bipolar transistors, Semi-
conductor Science and Technology, 9(5), 1153.
[70] Y. Betser, D. Ritter, G. Bahir, S. Cohen and J. Sperling (1995), Mea-
surement of the minority carrier mobility in the base of heterojunction bipolar tran-
sistors using a magnetotransport method, Applied Physics Letters, 67(13), 1883.
[71] Y. Betser and D. Ritter (1996), Electron transport in heavily doped bases of
InP/GaInAs HBT’s probed by magneto transport experiments, IEEE Transactions
on Electron Devices, 43(8), 1187.
[72] E. Harmon, M. Lovejoy, M. Melloch, M. Lundstrom, D. Ritter and
R. Hamm (1993), Minority-carrier mobility enhancement in p+–InGaAs lattice
matched to InP, Applied Physics Letters, 63(5), 636.
[73] B. Lye, H. Yow, P. Houston and C. Button (1996), Electron mobility en-
hancement in heavily doped GaAs:C heterojunction bipolar transistors, Electronics
Letters, 32(25), 2351.
[74] U. Strauss, A. Heberle, X. Zhou, W. Ruehle, T. Lauterbach, K. Bachem
and N. Haegel (1993), Minority-carrier lifetime in heavily doped GaAs:C,
Japanese Journal of Applied Physics, Part 1: Regular Papers and Short Notes,
32(1B), 495.
[75] B.-C. Lye, P. Houston, H.-K. Yow and C. Button (1998),
GaInP/AlGaAs/GaInP double heterojunction bipolar transistors with zero
conduction band spike at the collector, IEEE Transactions on Electron Devices,
45(12), 2417.
[76] Q. Yang, D. Scott, T. Chung and G. Stillman (2000), Minority carrier
lifetime degradation in carbon-doped base of InGaP/GaAs heterojunction bipolar
transistors grown by low-pressure metalorganic chemical vapor deposition, Applied
Physics Letters, 77(2), 271.
166[77] T. Nozu, T. Sugiyama, S. Hongo and K. Morizuka (1999), A new method for
evaluation of surface recombination in heterojunction bipolar transistors by magne-
totransport, Solid-State Electronics, 43, 1347.
[78] S. W. Kurnick and R. N. Zitter (1956), Photoconductive and photoelectromag-
netic eﬀects in InSb, Journal of Applied Physics, 27(3), 278.
[79] R. Nottenburg, Y. Chen, T. Tanbun-Ek, R. Logan and D. Humphrey
(1989), High performance InP/InGaAs heterostructure bipolar transistors grown by
metalorganic vapor phase epitaxy, Applied Physics Letters, 55(2), 171.
[80] A. W. Hanson, S. A. Stockman and G. E. Stillman (1992),
InP/In0:53Ga0:47As heterojunction bipolar transistors with a carbon–doped base
grown by MOCVD, IEEE Electron Device Letters, 13(10), 504.
[81] E. Kuphal, K. Mause, K. Miethe, A. Eisenbach, F. Fiedler and A. Cor-
bet (1995), Electron diﬀusion length in InGaAs:Zn derived from heterostructure
bipolar transistors, Solid-State Electronics, 38(4), 795.
[82] I. Tan, G. Snider, L. Chang and E. Hu (1990), A self-consistent solution
of Schrodinger-Poisson equations using a nonuniform mesh, Journal of Applied
Physics, 68(8), 4071.
[83] G. Snider (2006), WWW Homepage, http://www.nd.edu/∼gsnider/, accessed:
15th May 2006.
[84] S. Haywood, A. Lim, R. Gupta, S. Emery, J. Hogg, V. Hewer, P. Stavri-
nou, M. Hopkinson and G. Hill (2003), Demonstration of a blueshift in type
II asymmetric InP/InAsP/InGaAs multiple quantum wells, Journal of Applied
Physics, 94(5), 3222.
[85] B. Kanegsberg and E. Kanegsberg (2006), Parameters in ultrasonic cleaning
for implants and other critical devices, Journal of ASTM International, 3(4), 8.
[86] M. N. Stekol'shchikov, L. M. Krivtsova and M. I. Ratner (1987), Evalu-
ation of solvency of hydrocarbon solvents, Chemistry and Technology of Fuels and
Oils, 23(6), 292.
[87] R. Pethrick and K. Rankin (1999), Criteria for uniform thin ﬁlm formation for
polymeric materials, Journal of Materials Science: Materials in Electronics, 10(2),
141.
[88] Shipley (2005), Microposit S1800 Series Photoresists,
www.cnse.ucr.edu/capabilities/spin ﬁles/S1800seriesDataSheet.pdf, accessed:
24th January 2005.
[89] K. Min-Gu and P. Hyung-Ho (2002), Surface preparation and eﬀective contact
formation for GaAs surface, 2nd International Seminar on Semiconductor Surface
Passivation, volume 67 of Vacuum (UK), Elsevier, Ustron, Poland, 91.
167[90] H. Chong, W. Tan and A. Bryce (2007), Reﬂectivity of deep–etched InGaAs–
InP waveguide Bragg reﬂectors, Physica Status Solidi (C), 4, 1646.
[91] R. Williams (1990), Modern GaAs Processing Methods, Artech House, Boston,
MA.
[92] M. Brozel and C. Stillman (editors) (1996), Properties of Gallium Arsenide,
3rd edition, EMIS Datareviews, Inspec, London.
[93] A. Stano (1987), Chemical etching characteristics of InGaAs/InP and In-
AlAs/InP heterostructures, Journal of the Electrochemical Society, 134(2), 448.
[94] S. Uekusa, K. Oigawa and M. Tacano (1985), Preferential etching of InP for
submicron fabrication with HCl/H3PO4 solution, Journal of the Electrochemical
Society, 132(3), 671.
[95] S. Murad, S. Beaumont, M. Holland and C. Wilkinson (1995), Selective
reactive ion etching of InGaAs and InP over InAlAs in SiCl4/SiF4/HBr plasmas,
Journal of Vacuum Science and Technology B: Microelectronics Processing and
Phenomena, 13(6), 2344.
[96] P. Bhattacharya (editor) (1993), Properties of Lattice-Matched and Strained
Indium Gallium Arsenide, 1st edition, EMIS Datareviews, Inspec, London.
[97] G. Lucovsky, P. Richard, D. Tsu, S. Lin and R. Markunas (1986), De-
position of silicon dioxide and silicon nitride by remote plasma enhanced chemical
vapor deposition, Journal of Vacuum Science and Technology A (Vacuum, Surfaces,
and Films), 4(3), 681.
[98] B. Luo, F. Ren, C. Wu, S. Pearton, C. Abernathy and K. MacKen-
zie (2002), Inﬂuence of PECVD deuterated SiNx on GaAs MESFETs and
GaAs/AlGaAs HBTs, Solid-State Electronics, 46(9), 1359.
[99] H. Zhou, K. Elgaid, C. Wilkinson and I. Thayne (2006), Low-hydrogen-
content silicon nitride deposited at room temperature by inductively coupled plasma
deposition, Japanese Journal of Applied Physics, Part 1: Regular Papers and Short
Notes and Review Papers, 45(10 B), 8388.
[100] Nordic Packaging (2005), The Nordic Electronics Packaging Guideline,
http://extra.ivf.se/ngl/, accessed: 16th September 2005.
[101] J.-L. Lee, Y.-T. Kim and J. Y. Lee (1998), Microstructural evidence on direct
contact of Au/Ge/Ni/Au ohmic metals to InGaAs channel in pseudomorphic high
electron mobility transistor with undoped cap layer, Applied Physics Letters, 73(12),
1670.
[102] D. Caffin, C. Besombes, J. Bresse, P. Legay, G. Le Roux, G. Patriarche
and P. Launay (1997), Base metallization stability in InP/InGaAs heterojunction
168bipolar transistors and its inﬂuence on leakage currents, Journal of Vacuum Science
and Technology B (Microelectronics and Nanometer Structures), 15(4), 854.
[103] A. Katz, W. Dautremont-Smith, S. Chu, P. Thomas, L. Koszi, J. Lee,
V. Riggs, R. Brown, S. Napholtz, J. Zilko and A. Lahav (1989), Pt/Ti/p-
In0:53Ga0:47As low-resistance nonalloyed ohmic contact formed by rapid thermal
processing, Applied Physics Letters, 54(23), 2306.
[104] I.-H. Kim, S. H. Park, T.-W. Lee and M.-P. Park (1997), A study on
Au/Ni/Au/Ge/Pd ohmic contact and its application to AlGaAs/GaAs hetero-
junction bipolar transistors, Applied Physics Letters, 71(13), 1854.
[105] Y.-T. Lyu, K.-L. Jaw, C.-T. Lee, C.-D. Tsai, Y.-J. Lin and Y.-T.
Cherng (2000), Ohmic performance comparison for Ti/Ni/Au and Ti/Pt/Au on
InAs/graded InGaAs/GaAs layers, Materials Chemistry and Physics, 63(2), 122.
[106] S. Thoms and D. Macintyre (2007), Tilt-corrected stitching for electron beam
lithography, Microelectronic Engineering, 84(5–8), 793.
[107] N. Matine, M. Dvorak, J. Pelouard, F. Pardo and C. Bolognesi (1998),
InP in HBTs by vertical and lateral wet etching, 10th International Conference on
Indium Phosphide and Related Materials, Tsukuba, Jpn, 195–198.
[108] H. Schumacher, J. Hayes, R. Bhat and M. Koza (1987), OMCVD grown
InP/InGaAs heterojunction bipolar transistors, International Electron Devices
Meeting, New York, 852–853.
[109] R. Nottenburg, H. Temkin, M. Panish and R. Hamm (1986), High gain
InGaAs/InP heterostructure bipolar transistors grown by gas source molecular beam
epitaxy, Applied Physics Letters, 49(17), 1112.
[110] R. Nottenburg, Y.-K. Chen, M. Panish, R. Hamm and D. Humphrey
(1988), High-current-gain submicrometer InGaAs/InP heterostructure bipolar tran-
sistors, IEEE Electron Device Letters, 9(10), 524.
[111] W. Ho, M. Chang, N. Sheng, N. Wang, P. Asbeck, K. Wang, R. Nubling,
G. Sullivan and J. Higgins (1990), A multifunctional HBT technology, 12th
Annual GaAs IC Symposium Technical Digest 1990, New Orleans, LA, USA, 67–
70.
[112] T. Oka, T. Tanoue, H. Masuda, K. Ouchi and T. Mozume (1995),
InP/InGaAs heterojunction bipolar transistor with extremely high f&tau; over 200
GHz, Electronics Letters, 31(23), 2044.
[113] J. Zhi, S. Yong-Bo, C. Wei, L. Xin-Yu, X. An-Huai and Q. Ming (2008),
High-speed InGaAs/InP double heterostructure bipolar transistor with high break-
down voltage, Chinese Physics Letters, 25(7), 2683.
169[114] W. MÄ onch (2001), Semiconductor Surfaces and Interfaces, berlin edition, Surface
Sciences, Springer.
[115] R. F. Pierret (1988), Modular Series on Solid State Devices, Volume I: Semicon-
ductor Fundamentals, Addison–Wesley, Reading, MA.
[116] W. Shockley (1939), On the Surface States Associated with a Periodic Potential,
Physical Review, 56(4), 317.
[117] W. Shockley and W. T. Read (1952), Statistics of the Recombinations of Holes
and Electrons, Physical Review, 87(5), 835.
[118] R. Greene (1975), Carrier scattering at elemental and compound semiconductor
interfaces, Critical Reviews in Solid State and Materials Sciences, 5(3), 345.
[119] A. Dodabalapur, T. Chang, B. Tell and K. Brown-Goebeler (1992),
Growth of InAlAs/InGaAs and InGaAlAs/InGaAs heterojunction bipolar transis-
tors on Si-implanted InP substrates by molecular beam epitaxy, Journal of Applied
Physics, 71(5), 2449.
[120] S. Yamahata, K. Kurishima, T. Kobayashi and Y. Matsuoka (1995),
InP/InGaAs collector-up heterojunction bipolar transistors fabricated using Fe-ion-
implantation, Seventh International Conference on Indium Phosphide and Related
Materials, Hokkaido, Japan, 652–655.
[121] G. Walker and E. Conway (1972), Electrical Contacts to Ion Cleaned n–type
Gallium Arsenide, IEEE Transactions on Parts, Hybrids and Packaging, 8(4), 49.
[122] K. Cheung (2001), Plasma Charging Damage, 1st edition, Springer, New York.
[123] J.-Z. Yu, N. Masui, Y. Yuba, K. Gamo, S. Namba, T. Hara, M. Hamagaki
and Y. Aoyagi (1989), Induced defects in GaAs etched by low energy ions in
electron beam excited plasma (EBEP) system, Japanese Journal of Applied Physics,
Part 1 (Regular Papers and Short Notes), 28(11), 2391.
[124] Z. Deng, R. Kwok, W. Lau and L. Cao (1999), Band gap state formation in
InP (110) induced by 10 and 100 eV argon ion bombardment, Journal of Applied
Physics, 86(7), 3676.
[125] Q. Zhao, Z. Deng, R. Kwok and W. Lau (2000), Damage of InP (110) in-
duced by low energy Ar+ and He+ bombardment, Journal of Vacuum Science and
Technology A, 18(5), 2271.
[126] C. J. Sandroff, M. S. Hegde, L. A. Farrow, C. C. Chang and J. P.
Harbison (1989), Electronic passivation of GaAs surfaces through the formation
of arsenic-sulfur bonds, Applied Physics Letters, 54(4), 362.
170[127] M. Carpenter, M. Melloch, M. Lundstrom and S. Tobin (1988), Eﬀects of
Na2S and (NH4)2S edge passivation treatments on the dark current-voltage charac-
teristics of GaAs pn diodes, Applied Physics Letters, 52(25), 2157.
[128] R. Iyer, R. R. Chang and D. L. Lile (1988), Sulfur as a surface passivation
for InP, Applied Physics Letters, 53(2), 134.
[129] R. Iyer and D. L. Lile (1991), Role of polysulﬁdes in the passivation of the InP
surface, Applied Physics Letters, 59(4), 437.
[130] S. Gayen, W. C. Ermler and C. J. Sandroff (1991), Theoretical study of
GaAs surface passivation with Se, Journal of Chemical Physics, 94(1), 729.
[131] V. N. Bessolov, A. F. Ivankov and M. V. Lebedev (1995), Sulﬁde passivation
of III-V semiconductors: The starting electronic structure of a semiconductor as a
factor in the interaction between its valence electrons and the sulfur ion, Journal
of Vacuum Science and Technology B, 13(3), 1018.
[132] V. N. Bessolov, M. V. Lebedev, N. M. Binh, M. Friedrich and D. R. T.
Zahn (1998), Sulphide passivation of GaAs: the role of the sulphur chemical activ-
ity, Semiconductor Science and Technology, 13, 611.
[133] Zhi-Jin, W. Prost, S. Neumann and F. Tegude (2004), Sulfur and low-
temperature SiNx passivation of self-aligned graded-base InGaAs/InP heterostruc-
ture bipolar transistors, Journal of Vacuum Science and Technology B, 22(3), 1060.
[134] D. Caffin, L. Bricard, J. Courant, L. How Kee Chun, B. Lescaut,
A. Duchenois, M. Meghelli, J. L. Benchimol and P. Launay (1997), Passi-
vation of InP-Based HBTs for High Bit Rate Circuit Applications, 9th International
Conference on Indium Phosphide and Related Materials, IEEE, 637–640.
[135] C. Baek, T. Oh and B. Kang (2005), Eﬀect of surface treatment on electrical
properties of AlGaAs/GaAs heterojunction bipolar transistor, Solid-State Electron-
ics, 49(8), 1335.
[136] A. Kapila, V. Malhotra, L. Camnitz, K. Seaward and D. Mars (1995),
Passivation of GaAs surfaces and AlGaAs/GaAs heterojunction bipolar transis-
tors using sulﬁde solutions and SiNx overlayer, Journal of Vacuum Science and
Technology B (Microelectronics and Nanometer Structures), 13(1), 10.
[137] R. Driad, Z. H. Lu, S. Charbonneau, W. R. McKinnon, S. Laframboise,
P. J. Poole and S. P. McAlister (1998), Passivation of InGaAs surfaces and
InGaAs/InP heterojunction bipolar transistors by sulfur treatment, Applied Physics
Letters, 73(5), 665.
[138] Z. Jin, S. Neumann, W. Prost and F.-J. Tegude (2004), Surface recombina-
tion mechanism in graded-base InGaAs-InP HBTs, IEEE Transactions on Electron
Devices, 51(6), 1044.
171[139] H. Myers (1997), Introductory Solid State Physics, 2nd edition, Taylor and Fran-
cis, London.
[140] S. I. Yi, C.-H. Chung and W. H. Weinberg (1997), Dissociative adsorption
of hydrogen sulﬁde on GaAs(100)-(2×4) and GaAs(100)-(4×2) surfaces, Journal
of Vacuum Science and Technology A: Vacuum, Surfaces, and Films, 15(3 Pt 1),
1168.
[141] C.-H. Chung, S. Yi and W. Weinberg (1997), Adsorption state of hydrogen sul-
ﬁde on the GaAs (001)–(4×2) surface, Journal of Vacuum Science and Technology
A, 15(3), 1163.
[142] H. Oigawa, J. Fan, Y. Nannichi, K. Ando, K. Saiki and A. Koma (1988),
Stabilization of GaAs surface/interface by sulfur treatment, 20th (1988 Interna-
tional) Conference on Solid State Devices and Materials, Tokyo, Japan, 263–266.
[143] D. Jiles (1998), Introduction to Magnetism and Magnetic Materials, 2nd edition,
Chapman and Hall, London.
[144] J. D. Livingston (1996), Driving Force: The Natural Magic of Magnets, Harvard
University Press, Cambridge, Massachusetts.
[145] B. Terris and T. Thomson (2005), Nanofabricated and self-assembled magnetic
structures as data storage media, Journal of Physics D (Applied Physics), 38(12),
199.
[146] J. Howard (1985), Thin ﬁlms for magnetic recording technology: a review, Journal
of Vacuum Science and Technology A (Vacuum, Surfaces, and Films), 3(3), 657.
[147] R. Desikan, C. R. Lefurgy, S. W. Keckler and D. Burger (2002), On-chip
MRAM as a High-Bandwidth, Low-Latency Replacement for DRAM Physical Mem-
ories, Technical Report TR-02-47, Department of Computer Sciences, University
of Texas at Austin.
[148] T. M. Maffitt, J. K. DeBrosse, J. A. Gabric, E. T. Gow, M. C. Lam-
orey, J. S. Parenteau, D. R. Willmott, M. A. Wood and W. J. Gal-
lagher (2006), Design considerations for MRAM, IBM Journal of Research and
Development, 50(1), 25.
[149] W. J. Gallagher and S. S. P. Parkin (2006), Development of the magnetic
tunnel junction MRAM at IBM: From ﬁrst junctions to a 16-Mb MRAM demon-
strator chip, IBM Journal of Research and Development, 50(1), 5.
[150] C. Brownlie, S. McVitie, J. Chapman and C. Wilkinson (2006), Lorentz
microscopy studies of domain wall trap structures, Journal of Applied Physics,
100(3), 33902.
172[151] B. Lye, P. Houston, C. Button and J. David (1998), Electrical and optical
characterisation of heavily doped GaAs:C bases of heterojunction bipolar transis-
tors, Solid-State Electronics, 42(1), 115.
[152] A. S. Sedra and K. C. Smith (1998), Microelectronic Circuits, 4th edition,
Oxford University Press, New York.
[153] M. Kurata, R. Katoh and J. Yoshida (1985), Ring oscillator circuit simula-
tion with physical model for GaAs/GaAlAs heterojunction bipolar transistors, IEEE
Transactions on Electron Devices, 32(6), 1086.
173