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ABSTRACT 
 
Establishing the effect of regional clusters on 
entrepreneurial activity -- Evidence from the UK. 
Yasser Ahmad Bhatti 
Said Business School, University of Oxford. 
 
 
The impact of clusters on entrepreneurship has not been adequately and formally 
substantiated through empirical analysis. This dissertation looks at the effect of 
clusters on entrepreneurship at the regional level in the United Kingdom and a 
comparison is made with a similar study already carried out in  Germany. A 
combination of Global Entrepreneurship Monitor data with Eurostat, European 
Cluster Observatory, European Innovation Scoreboard, and the UK Office of 
National Statistics data is used on the UK’s 37 NUTS 2 EU structural fund assistance 
regions to test the hypotheses regarding entrepreneurship, clusters, and innovation. A 
logistic regression model result reinforced further by a Generalised Linear Latent and 
Mixed Model, and a random intercept logit model showed that there is a positive 
impact of clusters on entrepreneurship. Formalizing the relationship between clusters 
and entrepreneurship can help practitioners and policymakers to make informed 
choices, conduct better monitoring, and to make better forecast nascent clusters for 
potential success or failure in terms of propagating entrepreneurship. 
 
KEYWORDS: Entrepreneurship, clusters, innovation, United Kingdom, Germany. 
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1. INTRODUCTION 
The main objective of this MSc Dissertation is to study and analyse the relationship 
between clusters and entrepreneurship. The work is entirely quantitative in nature 
with data extracted and merged from four established secondary datasets, one of 
which is proprietary (authorization for use is documented).  The publicly available 
datasets were gathered from Eurostat, European Cluster Observatory, European 
Innovation Scoreboard, and the UK Office of National Statistics, while the 
proprietary dataset was made available by the UK team of the Global 
Entrepreneurship Monitor.1  
 Through the process of research and analysis for this dissertation, a paper on 
the findings and analyses embodied herein was accepted at the IVth International 
Workshop based on GEM Research in Cadiz, Spain (June 22-23, 2009) and the 
Academy of Innovation and Entrepreneurship conference in Beijing (July 16-18, 
2009).2 The latter conference proceedings will be embodied in the Index to Scientific 
& Technical Proceedings and will be available through the ISI Web of Knowledge. 
This thesis will also be cited by Dr Hector Rocha in his forthcoming paper to be 
presented at the Academy of Management Symposium on Positive Organisational 
Scholarship in August, 2009. Finally, a poster presentation on this work was peer 
evaluated and recognized for 2nd prize (runner up) in the Said Business School 
Management Research Poster Presentation held on June 4th, 2009.  
Rocha (2004) first looked at the mediating effect of clusters on 
entrepreneurship and development primarily from the theoretical perspective. 
Sternberg and Litzenberger (2004) and subsequently Rocha and Sternberg (2005) 
presented their empirical findings from Germany in support of the relationship 
between clusters and entrepreneurship. In terms of policy initiatives, a European 
Commission study (2008) investigated the role of clusters for the success of firms, 
                                                            
1 More information on these projects and datasets is available at:                                                                                         
Global Entrepreneurship Monitor:   www.gemconsortium.org;                                                                           
European Union Cluster Observatory:  www.clusterobservatory.eu;                                                                  
European Innovation Scoreboard:   www.proinno-europe.eu/metrics                                                      
Eurostat:     ec.europa.eu/eurostat                                                                                       
UK Office of National Statistics:   www.statistics.gov.uk                                                                                     
2 However, I was unable to travel and present to either conference due to lack of funding availability 
and lengthy visa processes. 
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especially small and medium enterprises (SMEs), as well as for regional and national 
growth and innovation. The report mentions that in many countries cluster efforts 
emerged out of SME policies and thus cluster efforts tend to focus on smaller 
companies and start-ups. Although the EC study presents an in-depth analysis of 
statistical findings on the economic impact that clusters can have on competitiveness, 
economic growth, productivity, innovation and employment, it does not directly 
establish a relationship between clusters and entrepreneurship, as alluded to in the 
report. 
 
1.1 Problem Statement 
The problems of low economic competitiveness and unbalanced regional 
development call out for governments to take serious measures in addressing these 
issues. Clusters are deemed important by many nations and multilateral organizations 
such as the World Bank, UNIDO, and OECD for improving economic development 
and therefore, country competitiveness. Similarly both talk and action is afforded to 
promoting entrepreneurship and innovation to alleviate problems of unemployment 
and poverty (OECD, 2005). Consequently, it is not new to link clusters to economic 
growth (See for example Marshall, 1966; Becattini, 1979; 1990; Sforzi, 1990; Cooke, 
2002; Cooke et al., 2007; Akundi, 2003; vom Hofe and Chen, 2006; European 
Commission, 2008) or to link entrepreneurship to economic growth (Casson, 1982; 
2003;  Storey, 1982, 1994; Baumol, 1990; Geroski, 1995; Acs and Audretsch, 2003; 
Parker, 2004; Reynolds et al., 2004a; Mueller, 2006).  
 In the midst of this two-way linkage, it is often assumed by policymakers and 
strategists that there exists a relationship between clusters and entrepreneurship. 
Although policymakers try to address both cluster formation and entrepreneurship 
growth at the same time, the impact of clusters on entrepreneurship and vice versa 
has not been formally substantiated (Rocha, 2004). Simply because A (clusters) => C 
(economic development) and B (entrepreneurship) => C (economic development), 
does it necessarily imply A (clusters) => B (entrepreneurship)? Thus, the common 
resurgence of interest in clusters and entrepreneurship elicits the need to empirically 
analyse any relationship between the two aspects; this works seeks to provide that. 
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Maylor and Blackmon advise that “because business and management is a 
professional, rather than an academic discipline, research needs to be relevant as well 
as academically rigorous.” (2005, p.6) Therefore, the following two sections present 
how this work is relevant both as a theoretical problem as well as a management 
problem thereby contributing to improving theoretical understanding as well as 
individual and organisational performance.  
 
1.2 Relevance as a Theoretical Problem 
From the theoretical perspective, an investigation into this problem will help 
academicians to come to agreement on the exact meanings of commonly used terms 
such as industrial districts, clusters, business parks, and agglomerations. The 
relationship between these phenomenon and entrepreneurship will provide insight 
into necessary pre-conditions, catalyst factors, and causation analysis. Further 
opportunities for theory development can arise for both clusters and entrepreneurship 
given that there exists no coherent analytical framework for defining and identifying 
clusters (Doeringer and Terkla, 1995; vom Hofe and Chen, 2006) and 
entrepreneurship is in a state of relative infancy as an emerging field of study or 
specialization in the management domain (Cooper, 2003; Kuratko, 2005; Rocha and 
Birkinshaw, 2007).  
 As part of future doctoral work, this dissertation will be expanded upon 
keeping in mind the distinctive contexts of the regional clusters under study and the 
context under which entrepreneurship is practiced in these clusters.3 Therefore, in 
line with Professor Shaker Zahra (2007), if the contextual nature is considered then 
insights can be generated to better understand entrepreneurship or even generate new 
theory.  
 
                                                            
3 According to Busenitz et al (2003), a contextual perspective of entrepreneurship acknowledges that 
the phenomenon of venture creation involves interaction between the environment and individuals. A 
socio-economic approach also acknowledges the cultural, economic or market factors that converge to 
create an environment that can either enhance or inhibit entrepreneurship.  
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1.3 Relevance as a Management Decision Problem 
From the management perspective, addressing and analyzing this problem can help 
policymakers to use the findings herein for better decision-making. This work can 
help provide a better understanding of how to translate knowledge on the relationship 
between clusters and entrepreneurship into cluster-based economic development 
policies. Not understanding the exact nature of cluster relationship with 
entrepreneurship can lead to incorrect assumptions and increase the chances of 
project inefficiencies and even worse, failure. Decision-makers who deal with cluster 
development and entrepreneurship promotion can better justify investments and 
allocate resources for maximum output. Among the alternative courses of action that 
management decision-makers and policy makers may deal with are: 
• Promote cluster development in anticipation that this would lead to 
entrepreneurial growth. 
• Promote entrepreneurship in anticipation that this would lead to regional 
development eventually transpiring to cluster formation. 
This work can also help decision-makers and policy makers to better manage 
expectations arising from their courses of action.  Assuming a relationship 
incorrectly or assuming too much of a relationship, can lead to disappointment and 
even embarrassing policy reversals.  
Therefore, a relationship discovery between clusters and entrepreneurship can 
help practitioners make informed choices, have better monitoring, and better forecast 
nascent clusters for potential success or failure. 
 
1.4 Research Objectives. 
This research in the MSc dissertation is a sub-component of a larger and extended 
study envisaged for a doctorate programme. From a broader perspective, I seek to 
reveal if there is a significant relationship between clusters and entrepreneurial 
growth; if so, then how can both these phenomena be nurtured and supported 
particularly in emerging economies.  
More specifically, the MSc dissertation research objectives are: 
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1. To understand the role of regional clusters and their effect on 
entrepreneurship. 
2. To determine if the relationship between recognized clusters and 
entrepreneurship are generalisable across national boundaries; specifically 
between Germany and the United Kingdom. 
Hence the above research objectives above converge around the following 
wider aims and objectives, which will be pursued as part of future doctoral work: 
1. To identify the role of high-tech clusters and their effect on entrepreneurship, 
and vice versa. 
2. To identify if there exists causation between cluster formation and increased 
entrepreneurship.  
3. To develop an understanding of the evolution of subcultures of regions which 
may be both technology rich and entrepreneurial in nature. 
4. To determine the transferability of traits across natural and cultural 
boundaries from benchmark or role-model clusters to emerging economies. 
5. To apply and possibly fine-tune entrepreneurial theories to the study of 
entrepreneurship in emerging economies. 
 
1.5 What to Expect. 
In this dissertation I expect to reinforce the German study findings by Rocha and 
Sternberg (2005) that there indeed exists a relationship between clusters and 
entrepreneurship by finding the same result through empirical analysis for the UK. 
This will help determine if the relationship can be generalised across national 
boundaries.4 The methodology employed for Germany by Rocha and Sternberg 
(2005) is adapted, modified and applied to the UK keeping in mind the geographic 
                                                            
4 Originally it was planned to carry out this study for the Malaysian context. However, due to low 
annual sample sizes of approximately 2000 respondents in the Malaysian GEM dataset and 
insufficient data for pooled years, the alternative strategy was pursued to choose the United Kingdom 
given my co-location in the host country, the UK’s phenomenally large GEM sample sizes, and fewer 
complications for comparing results with a fellow EU nation; i.e. Germany. 
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context and data differences. Permission has been obtained from Dr Hector Rocha to 
extend his methodology to another country (the permission is documented; cf. 
Design Document submitted in Michaelmas term, 2008).  
 This study uses hypothesis testing, multiple regression, and, while Rocha and 
Sternberg (2005) used a multiple regression OLS fixed effects model, this work uses 
logistic regression, Generalised Linear Latent and Mixed Model (GLLAM), and 
random intercept logit model to ensure that the interpreted results can be strongly 
defended. 
 Given that it is also popular to associate innovation with entrepreneurship as 
well as with clusters (European Commission, 2008), this study also attempts to test 
the role of increased innovation among clusters on entrepreneurship. For instance, for 
facilitating networking between clusters, the European Commission’s PRO INNO 
Europe initiative contributes to strengthening trans-national cooperation in the area 
of clusters and innovation. Initiatives by PRO INNO Europe deal with developing 
joint actions in the area of technology transfer, technology take up, and 
internationalisation, specifically for SMEs involved in clusters (European 
Commission, 2007). It can be noted therefore that there is a common theme of 
associating clusters, innovation, and entrepreneurship (more on the theoretical basis 
for this argument is presented in the literature review section). As a further addition 
to the original German study framework by Rocha and Sternberg (2005), this study 
introduces the inclusion of innovation in the analyses between clusters and 
entrepreneurship. 
In the next section, the literature review and conceptual framework, the 
relevant theoretical history, challenges, and reasons behind researching clusters and 
entrepreneurship and also innovation and how they conceptually flow together are 
presented. The research methodology used to conduct this study is then defended and 
compared with the benchmark study already published for the German context. In the 
results section, exploratory analysis and regression models are used to test the 
hypotheses for the UK context and it is presented how the results compare with 
Germany. Finally, a discussion of the results, possible explanations for any 
discrepant results, implications for theory, policy and practice, limitations of this 
study, and further steps to be taken to improve this research study are offered. 
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2. LITERATURE REVIEW and CONCEPTUAL FRAMEWORK 
Since the 1990s cluster research has enjoyed increased popularity among academics 
and policymakers (Rocha, 2004), and cluster policies have proliferated as an 
economic development strategy (vom Hofe and Chen, 2006). Akundi (2003) 
revealed that about 40 states in the US are engaged to some degree with industrial 
cluster analyses to promote economic development. Several countries around the 
world pursue some degree of cluster-related economic or development policies. 
Since the 1990s entrepreneurship research is also enjoying noticeable 
popularity. This popularity is personified by several authors and practitioners 
highlighting the importance of nurturing an entrepreneurial culture to foster 
economic development (Rocha, 2004; Cooke, 2002; Cooke et al., 2007). Other works 
(such as those by Casson, 1982; 2003; Storey, 1982, 1994; Baumol, 1990; Geroski, 
1995; Acs and Audretsch, 2003; and Parker, 2004) indicate that the economic role of 
entrepreneurship has dramatically increased since the late 1970s (Mueller, 2006).  
The rise of concentrated areas of economic activity and wealth creation such 
as Silicon Valley, Route 128, London, and Bangalore has drawn practitioners, 
policymakers and academicians to the potential economic benefits of industrial 
clusters. Briefly, clusters refer to groups of firms, businesses, and associated 
institutions that co-locate in geographic proximity in a specific region and that enjoy 
economic advantages through this co-location. Some examples where globally 
recognized clusters exist are:  
Table 2.1 Examples where Clusters Exist (source European Commission, 2008) 
TYPE CITIES / REGIONS 
Financial Services London City, New York
Film Hollywood and “Bollywood” 
Cars Detroit, Modena, Toyota City, 
Watches Switzerland and Japan 
Optical Equipment Tokyo 
Flowers The Netherlands and Colombia 
Computer Software Silicon Valley, Bangalore 
Marine Technology Southwest Norway 
Mobile Communication Stockholm and Helsinki 
Wine Barossa,Rioja,Bordeaux, Southern Chile & California 
Biotech & Medical Equipment Boston’s Route 128, BioValley 21, Medicon Valley 22 
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Despite the increasing popularity of cluster analysis there exists chaos, 
diffusion, and misinterpretation among practitioners and academicians on proper 
cluster definitions, appropriate cluster identification methodologies, and their 
translation into cluster-based economic development policies. Simply put, there 
exists no single correct definition of an industrial cluster and thus there also does not 
exist a single conceptual and analytical framework that helps in identifying regional 
industrial clusters (Doeringer and Terkla, 1995; vom Hofe and Chen, 2006). 
However, the common denominator among most of the cluster concepts is that 
industrial clusters refer to groups of firms, businesses, and associated institutions that 
co-locate in geographic proximity in a specific region and that enjoy economic 
advantages through this co-location.  
Vom Hofe and Chen (2006) offer an in-depth study of past and present 
approaches to industrial cluster analysis from different angles by systematically 
exploring the theoretical foundations and definitions used to explain the phenomena 
of co-location of firms and businesses and comparing and contrasting selected 
influential key cluster studies and the methods used to identify industrial clusters. 
Hence, this study is used as the main launching pad to understand the divergent 
concepts and definitions involved in cluster analysis.  
 
2.1 Conceptualisation of Clusters 
Some of the most influential contributors to understanding the underlying causes for 
firms to co-locate in geographic proximity are Marshall, Hoover, and more recently 
Porter. Marshall offered the underlying principles for cluster formation through his 
original idea of specialised ‘industrial districts’ (1890, 1966) defined through 
localization of industry – i.e. “concentration of small businesses of a similar 
character in particular localities” (Marshall, 1966, p. 230). I prefer to call the earlier 
notion of industrial districts as regional clusters, since that is how they are generally 
known in the management domain (Porter, 1998; Tallman et al, 2004).  
 Hoover extended Marshall’s work on agglomeration of firms. Beyond 
Marshall’s and Hoover’s cluster-studies, Porter’s (1990) book “The Competitive 
Advantage of Nations” contributed significantly to the revival of today’s cluster 
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theory and has helped trigger an avalanche of cluster studies (vom Hofe and Chen, 
2006). As part of the Diamond of Competitive Advantage model, Porter (1990) sees 
national competitive advantage as being built on factor conditions, mainly demand 
conditions; related and supporting industries; and firm strategy, structure, and rivalry. 
These factor conditions proposed by Porter widened the conceptual scope of cluster 
theory. 
In addition to the commonalities among most of the cluster concepts 
mentioned (i.e. groups of firms, businesses, and associated institutions that co-locate 
in geographic proximity and that enjoy advantages through this co-location), clusters 
also have three necessary or defining dimensions: geographical proximity, an inter-
firm network, and an inter-organisational or institutional network (Rocha, 2004). 
Identifying these three dimensions between clusters will be ultimately crucial to 
understanding the constraints highlighted in this study and the larger and extended 
part of the study proposed for future doctoral work. 
 
2.2 Development of Cluster Theory 
The primary concern regarding clusters has to do with some degree of geographical 
proximity and there are several theories that seek to explain this spatial notion. 
Cluster concepts revolve around localization theory, which has a long tradition in 
economic theory dealing with the relevance of geographic proximity between firms 
and to markets (agglomeration theory). One of the earliest approaches to spatial 
economics was proposed by von Thunen in 1826 in a conceptual model relating 
markets, productions, and transportation. Von Thunen looked at farmers who sought 
to maximize profits based on type of product and land use such as dairy versus 
livestock and their respective proximity to the market. Weber’s Theory of the 
Location of Industries (1909) recognized the value of location and proximity in the 
manufacturing sector. Yet Marshall is arguably the most influential and first to 
directly acknowledge that the proximity of agents to each other affects economic 
productivity.  
Three sources of agglomeration economies were identified by Marshall as 
engendering spatial cluster formation: (i) knowledge spillovers among firms, (ii) 
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labor market pooling, and (iii) cost advantages produced by the sharing of industry-
specific non-traded inputs. Noteworthy in Marshall’s principles is that all firms and 
businesses belong to the same industry sector and that proximity of firms in the same 
industry increases the innovation abilities of the whole industry in the locality (vom 
Hofe and Chen, 2006).  
Extending Marshall's work, Hoover (1948) explained that for individual firm 
success, agglomeration of firms of the same or different industries is a necessary 
factor. Hoover categorized agglomeration as (i) economies of localization (akin to 
Marshall's concepts), (ii) economies of urbanization, and (iii) internal returns to 
scale. This literature review will not go in-depth in explaining the three since 
McCann (2001) believes that depending on the definitions of establishments and 
industry sector, the differences between these three agglomeration forces can be 
rather blurry and overlapping. However, in the third concept of internal returns to 
scale, location becomes an important agglomeration force since more specialised 
quantities of investment and labor may lead to production cost benefits as well as 
technology improvement (vom Hofe and Chen, 2006).  
Isard et al (1956) came up with the term industrial complex and he looked at 
the association of inter-industry linkages with geographic proximity.  These inter-
industry relationships in clusters are often found in input-output analysis usually 
employed by regional science researchers. But according to vom Hofe and Chen 
(2006) overall, it was Marshall's and Hoover's insights in explaining geographic 
proximity that paved the way for cluster related economic development theories to 
emerge in the 1950s and 1960s. 
Perroux (1950) built upon Marshall's and Hoover's work and focused on 
innovations and investments as the driving forces behind industrial development. 
Perroux conceptualized the growth pole and development pole theories. In the 
former, large vital and prevailing firms diffuse positive economic influence onto 
smaller firms which are in geographic proximity i.e. spread effects. In 1988, Perroux 
extended his theory by adding a notion of time and stipulating that growth poles pass 
through two stages: first, firms cluster and second, growth spreads to other 
enterprises through the flow of goods, investment, and information.  
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Britton (2004) further expands on the notion of time and offers that path 
dependence also adds a time component to cluster theory; self-reinforcing and 
cumulative processes can elucidate innovations and investment decisions which in 
return directly form regional economic systems, industry sectors, and social and 
institutional structures. Therefore, industrial clusters evolve according to a path 
dependency and can thus be classified as emerging, existing, or even regressing (vom 
Hofe and Chen, 2006). Here though it is not clear whether the growth or regression 
can be quantified in terms of the entry-exit of existing firms or startup-closure of 
firms; thus hinting towards a relationship between cluster patterns and new firm 
growth, survival, and demise. It can be proposed that clusters gain their identity 
when a critical and sustainable mass of firms is achieved. One way this might be 
achieved is when founding rates exceed failure rates of firms. We shall see later how 
this might relate to entrepreneurship when it is defined as the formation of new firms 
and businesses.  
Further, Vernon's (1966) product cycle theory stipulates that firms go through 
a series of technological and geographical transition stages i.e. new products are 
designed and developed in advanced industrial clusters and more standardized 
production is transferred to developing regions. The point being that time and 
transition mean that clusters are dynamic structures and the maturity of the product 
according to the product cycle theory can dictate the stages of a cluster. It is not 
however clear to me what this may mean to new entrepreneurial firms which often 
amass and compete at the ferment stage of the product life cycle (Bodde, 2004).  
Some initial reference to cluster agglomeration and new firms was made by 
Chinitz (1961) based on observations of New York and Pittsburgh cities and this led 
Chinitz to conceive the incubator model. Chinitz explained that older established 
cities act as incubators to create new firms and economic opportunities since the 
level of diversification in industrial clusters around these cities provides a wide range 
of production factors and input markets.  Hence, for successful urban economic 
regeneration or continued development, incubation of new business activities 
becomes a significant ingredient for industrial expansion. Also noteworthy is that 
Chinitz believes that urbanization economies have a higher chance of successful 
economic development than localization economies since in urbanization economies 
firms and businesses locate in proximity to large markets.  
MSc Management Research Dissertation 
© Bhatti, Y. SBS Oxford 2009                              
 
12 
Many of the notable clusters around the world indeed do seem to be 
associated with large urban areas (please see table 2.1 above). It also seems there is a 
relationship being alluded to between attraction of new firms and the location 
characteristics. Empirical evidence can be called out for supporting the notion that 
industrial clusters around urbanized regions fare differently than non-clustered 
regions in attracting new firm growth. As we shall see, not enough data are available 
yet for me to perform this analysis at such fine detail and can be accommodated later 
as part of the doctoral study. 
 
2.3 Conceptual Challenges in Identifying Clusters 
As shown above, several cluster concepts exist which try to understand the way 
industrial clusters are defined, described, or explained. Hence, a challenge in 
performing cluster studies is that there is a wide variety of methodological 
approaches to identify clusters and therefore, a coherent method acknowledged by 
practitioners and scholars is missing. Chen (2005) attempted to group comparable 
cluster concepts and methods based primarily on similarities to their respective roots 
in agglomeration theories (vom Hofe and Chen, 2006):  
Table 2.2 Types of Industrial Clusters (adapted from vom Hofe and Chen, 2006) 
 CLUSTER TYPE DESCRIPTION EXHIBITED in the WORKS by 
1 Industrial clusters that emanate from 
Marshall's theoretical principles of localization 
economies. 
Rosenfeld (1995), Schmitz and 
Nadvi (1999), and Swann and 
Prevezer (1996) 
2 Industrial clusters that have been derived from 
inter-industry relationships. 
 
Czamanski (1974, 1979),               
Óhuallacháin (1984), Redman 
(1994), Roepke et al. (1974), and 
Bergman and Feser (1999, 2000) 
3 Industrial clusters that include a wide range of 
arguments on why firms co-locate in 
geographic proximity such as economies of 
localization and urbanization, internal returns 
to scale, value chain linkage, and technology 
innovation among others.  
Porter (1990, 1998) 
 
In the first group, a common translation of the idea of localization economies 
into a cluster concept is through regional industrial specialization. The works of 
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Becattini (1990) and Sforzi (1990), which reviewed the 1970s literature on Italian 
industrial districts, closely matches the first group of industrial clusters (Marshall’s), 
albeit with more focus on the social aspects. But the question of whether or not 
regional specialization adequately mirrors localization economies has repeatedly 
been brought up (vom Hofe and Chen, 2006). For instance on the one hand, based on 
the case of Silicon Valley, Rosenthal and Strange (2004) suggest that the high 
presence of computer-based businesses reflects regional specialization and is 
therefore, consistent with the ideas of localization economies. On the other hand 
however, vom Hofe and Chen (2006) exemplify how a regional specialization may 
not necessarily imply the existence of an industrial cluster. They give the example of 
Ithaca, New York which is a small college town with a large research university – 
Cornell. The area shows strong evidence of local specialization in education 
associated with the University, Ithaca College and the mandatory public school 
system, but with the exception of some copy and candy shops, there are no 
significant groupings of educational or supporting facilities. Hence, the existence of 
one dominant establishment in a place does not necessarily meet the requirements to 
be called an industrial cluster. They also cite the example of the biotech industry in 
New York City, where it is possible to have a large number of linked firms in an 
industry and yet not be specialised. 
 A commonly used approach for identifying regional specialization in the 
Marshallian tradition and thereby the first group of industrial clusters (see table 2.2 
above) is the use of location quotient.  But a large location quotient by itself cannot 
identify whether an industry sector consists of numerous firms and businesses of 
various sizes – an industrial cluster – or has only one large-scale enterprise as 
explained above in the example of Ithaca, New York.  As far as when the focus is on 
identifying regional specialization, Bergman and Feser (1999) see location quotients 
as efficient. However Bergman and Feser agree with the critiques of both Doeringer 
and Terkla (1995) and Rosenfeld (1997) by emphasizing that location quotients 
reveal no information on Isard's inter-industry relationships. Location quotient 
techniques therefore need to be supplemented by more sophisticated techniques such 
as input-output analysis (vom Hofe and Chen, 2006).  
In both the first and the second groups the industrial cluster concepts were 
related more to specific agglomeration economic theories, like Marshall’s 
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localization economies for the first and Isard’s industrial complex using inter-
industry linkages for the second group. For the third group, the broader scope of 
Porter's (1990) Diamond of Competitive Advantage cluster concept is more intuitive 
and grounded in logic and therefore encompasses previous agglomeration theories 
and also builds upon the first two types of cluster groupings (vom Hofe and Chen, 
2006).  In terms of vertical relationships, Porter's cluster concept reflects Isard’s 
industrial complex based on inter-industry transactions. In terms of horizontal 
relationships, it mirrors Hoover who recognized the importance of specialised factors 
of production, and the existence of large and diverse markets in addition to pure 
localization forces. To expand the concept further, Porter also includes social 
network characteristics as described in more detail by McCann and Sheppard (2003). 
Porter's uniqueness lies in the business philosophy of competition rather than just 
locational competitiveness and relies less on theoretical aspects and provides more 
practical business strategies and therefore resounds more favorably with 
policymakers and practitioners. 
Despite this resounding success with policymakers and practitioners to 
include cluster-based economic development analysis into the toolboxes of economic 
development strategists in the U.S. and Europe, “the bottom line for practitioners is 
that industrial cluster analysis still remains, at least to some extent, an indecipherable 
alternative for identifying economic development strategies difficult in its 
application” (vom Hofe and Chen, 2006, p.19). Feser and Bergman (2000) 
recognized that many cluster-based strategies are poorly specified to begin with and 
that applied industrial cluster analysis often boils down to little more than identifying 
regional specialization. This further supports the need to carry out this research that 
will be expanded for the doctorate programme.  
Rocha and Sternberg (2005) use a combination of location quotient 
techniques supplemented by other qualitative techniques to identify clusters in 
Germany. For identifying the second group of industrial cluster the methodologies 
are mainly based on the concept of inter-industry linkages and then are supplemented 
by spatial statistics to measure the spatial concentration of the grouped industries as 
exemplified by Feser et al’s (2001). For the third group type of industrial cluster, the 
sample study that attempts to identify this group is the Cluster Mapping Project by 
the Harvard Business School, carried out for all state / metropolitan areas across the 
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U.S.  Along with using quantitative techniques, it gathers supplementary information 
from specific industry knowledge, like expert opinions. Similarly Rocha and 
Sternberg (2005) supplement their location quotient based identification of clusters 
with surveys of experts. The use of surveys to improve this study is discussed in 
section 5.  
It is evident that cluster concepts, theories and methodologies to identify 
them are yet to convene towards a commonly acknowledged ontology. This suggests 
even more need to study the cluster phenomenon with many unanswered questions of 
which those relating clusters to entrepreneurship and vis-à-vis the creation of new 
firms will be sought to be addressed in this study.  
 
2.4 Conceptualisation of Entrepreneurship 
As in the case of clusters, entrepreneurship also faces active discussions regarding its 
definition and theoretical concepts. Some of the popular ways in which 
entrepreneurship has been conceptualized are as innovation either by new firms 
(Schumpeter, 1934) or large established firms (Nelson and Winter, 1982); 
entrepreneurship as the discovery, evaluation, and exploitation of opportunities 
(Venkataraman 1997; Shane and Venkataraman 2000, Eckhardt and Shane 2003) and 
entrepreneurship as the creation of new businesses (Drucker, 1985; Gartner, 1989; 
1993 and Reynolds and White, 1997).  
Since a greater challenge for this study is identifying clusters, this section will 
not address the definitions of entrepreneurship in as much detail. The Global 
Entrepreneurship Monitor makes it convenient to identify entrepreneurship indicators 
with respect to geographical areas and also measures the component of innovation as 
part of its entrepreneurial related factors. Several popular publications allude that 
researchers have demonstrated the suitability of using GEM data for theory testing 
purposes (Mueller, 2006), and particularly for this study as exemplified in the case of 
theories concerning the effects of agglomeration (Acs and Varga, 2005) and 
clustering (Rocha and Sternberg, 2005). 
Just as for the case of defining clusters, despite the growing body of research 
on entrepreneurship, a generally accepted definition of entrepreneurship does not yet 
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exist (Shane and Venkataraman, 2000; Mueller, 2006; Audretsch et al. 2006; Parker, 
2004). Klyver and Hindle (2007) believe the discussions regarding entrepreneurship 
can be divided into two perspectives; first, the opportunity perspective which focuses 
on discovery, evaluation, and exploitation of opportunities and second, the 
emergence view which focuses on ‘firm emergence’ or ‘firm creation’ (Drucker, 
1985; Gartner, 1990; 1993; and Reynolds and White, 1997). Gartner (1990) proposed 
eight themes that constitute the nature of entrepreneurship; mainly the entrepreneur, 
owner-manager, organization creation, innovation, uniqueness, creating value, 
growth, and for profit or non-profit. To consolidate these perspectives, 
entrepreneurship can be viewed upon as the discovery of opportunities, innovation to 
provide novel solutions, and creation of new firms or organisations in order to 
exploit these opportunities and thereby generate new economic activity. (However, 
for purposes of this research, data constraints call out for entrepreneurship to be 
regarded as associated with creating new organisations; i.e. the second perspective.) 
Instead of defining entrepreneurship, it remains important to assess the 
literature on some of the causes and effects of entrepreneurship. In the 
Schumpeterian tradition it is held that there are changes in the economic system 
triggered by entrepreneurs who seek to create profits through the process of creating 
new organisations that commercialise innovations and produce and distribute goods 
and services (Landstrom, 2005). In 1911, Schumpeter recognized entrepreneurial 
initiatives as a mechanism for creative destruction challenging and displacing less 
innovative incumbents, which consequently should lead to a higher degree of 
economic growth. However, despite this influential early work by Schumpeter on 
entrepreneurs, creative destruction and innovation, it can be argued that scholars and 
policy makers generally, at least up until the late 1980s and early 1990s, believed 
that employment, innovation and economic growth lay within the domain of large 
corporations (Mueller, 2006). As such most research was focused on market 
concentration, optimization of capacity and management performance of large scale 
production. Small companies and new market entrants were not widely regarded as 
agents of innovation, but rather were perceived as being responsible for making it 
more difficult to achieve optimal capacity due to increased market segmentation 
(Chandler, 1977; Weiss, 1964).  
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However, when Birch (1981) published the idea that small and young firms 
create most of the jobs, the trend began to shift away from large firms to small firms 
as the major source of new jobs in the United States (Greene, 1982; Davis et al., 
1996a, 1996b). Empirical evidence provided by other works such as those by Casson, 
1982; 2003; Storey, 1982, 1994; Baumol, 1990; Geroski, 1995; Acs and Audretsch, 
2003; and Parker, 2004 indicates that the economic role of entrepreneurship has 
dramatically increased since the late 1970s (Mueller, 2006). 
The importance of entrepreneurship and its spatial variation hinting towards 
clustering and agglomeration were addressed by three special issues of “Regional 
Studies” over 20 years (Mueller, 2006): “Small Firms and Regional Development” 
(1984), “Regional Variations in New Firm Formation” (1994), and 
“Entrepreneurship and Economic Development” (2004). The first issue empirically 
justified the relevance of new firms for economic prosperity, the second delved into 
explaining regional variations in new firm formation rates and the third explained 
employment change by new firm formation activity. Moreover, it has been 
demonstrated theoretically (Malecki, 1997) and empirically (Reynolds et al., 1994; 
Wagner and Sternberg, 2004) that entrepreneurship can be essentially a regional or 
local phenomenon, but these analyses did not explicitly consider clustered regional 
analysis. 
 Mueller (2006) proposes that empirical evidence indicates that 
entrepreneurial activity tends to cluster geographically and this might allude to 
cluster specialization because of the varied formation of firms between regions. 
Generally, lower transaction costs due to the economics of scale and scope as well as 
the availability of qualified labor and proximity to customers, suppliers, and 
competitors are identified as possible causes of spatial concentration of firms and the 
evolution of a cluster (Fujita et al., 1999; Fujita and Thisse, 2002; Feldman, 2001; 
Rocha and Sternberg, 2005; Minniti, 2005, Mueller, 2006).  
We can see that entrepreneurship has been associated with spatial variations, 
concentrations, agglomeration, and economic development, though not always 
explicitly. For instance, it is suggested that clusters provide entrepreneurs with 
resources that may not otherwise be available during the start-up process (Phan, 
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Siegel, & Wright, 2005). Therefore, empirical studies can be carried out to decipher 
any association between regional entrepreneurship phenomena and clustered regions.   
 
2.5 Relationship between Clusters and Entrepreneurship 
Industrial organisation economics and competitiveness theory provide arguments for 
a positive association between industrial clusters and entrepreneurship (Rocha and 
Sternberg, 2005).  
 Interestingly, Marshall who brought industrial districts to the limelight was 
also one of the few classical economists who retained an interest in entrepreneurship 
(Landstrom, 2005).  Landstrom quotes Marshall (1919, p. 249) on entrepreneurs as 
"the best educators of initiative and versatility, which are the chief sources of 
industrial progress." (2005, p.30) On clusters, Marshall (1966) proposes that 
geographically proximate firms within the same industry generate external 
economies of scale the benefits of which are available to all the firms in that cluster. 
 Stinchcombe  (1965) offers that industrial clusters help to overcome the 
‘‘liability of newness’’ that new firms face due to new roles to be learnt, unknown 
work force, lack of ties with customers and suppliers, and lack of other resources 
when compared to established firms. Porter (1990) stressed the importance of the 
competitive environment within industrial clusters and alluded to the lower entry and 
exit barriers due to reduced uncertainty in terms of price, cost, and other norms and 
practices of doing businesses. Krugman (1991) presents that external economies and 
the resulting demand effects within industrial clusters benefits the creation of new 
firms because proximate customers not only increases the likelihood of sales but also 
minimises transportation costs.  
 Likewise, the Californian School (Storper, 1997) offers that in terms of the 
whole value chain vertical disintegration increases transactions among firms leading 
to an increase in transaction costs. To overcome this, firms cluster geographically 
and put in place flexible production facilities that help minimize inter-firm 
transaction costs. Hence, vertical disintegration within the same region creates new 
demands and reduces transactions costs, therefore fostering the creation of businesses 
(Rocha and Sternberg, 2005). Both the Marshallian and Californian approaches to 
clusters, industrial organisation economics, and the new economic geography suggest 
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that industrial districts favorably affect entrepreneurship (Rocha and Sternberg, 
2005).  
 Cooke et al. (2007) posit that collective entrepreneurship by promotion of 
cooperative practices and collective activity among actors may give regions 
distinctive trajectories in regional economic development. Private and public sectors 
both contribute to a collective phenomenon for stimulating entrepreneurship. Given 
the co-location of firms in related industries from both the private and public sectors, 
clusters create the conditions for this collective entrepreneurship (Westlund and 
Bolton, 2003), which in turn has been empirically demonstrated as an important 
condition for the creation of individual businesses (Van de Ven, 1993).  
Let us assume that the combination of resource availability, lower entry and 
exit barriers, reduced transaction costs and relatively large market size within 
industrial clusters can positively affect the creation of firms. But these factors also 
generate more competition, leading to the depletion of the common resource base 
and therefore can also lead to a decrease in start-ups (Rocha and Sternberg, 2005). 
This argument is more apparent at lower levels of analysis, when industry density is 
analysed at the regional rather than the national level (Lomi, 1995).  But this 
argument is based on competition over the same resource-base without considering 
complementarities with other industries within the same region (Marshall, 1966) or 
the very existence of increasing returns generated by external economies that extends 
beyond a particular industrial agglomeration to reach the regional level (Rocha and 
Sternberg, 2005), hence we cannot be certain unless studies are carried out to 
decipher the effect of industrial clusters on entrepreneurship in terms of the creation 
of new firms. 
Therefore, given that resource availability, lower entry and exit barriers, 
reduced transaction costs and more attractive market size foster entrepreneurship and 
these aspects are more likely to be found within industrial clusters, we can test the 
hypothesis (H1) that the level of entrepreneurship of regions with clusters is higher 
than that of regions with fewer or no clusters. 
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2.6 Clusters, Networks, and Innovation  
Moving on to the role that networks may play in clusters, the European Commission 
report on clusters (2008) highlights the importance of networking by alluding that 
some countries may be in a more advantageous position due to their tendency to 
engage more intensively in networking, which allows the majority of cluster 
companies to actively participate in business networks. Rocha (2004) argues that in 
addition to the geographical agglomeration dimension, clusters contribute to 
entrepreneurship due to inter-firm networks and inter-organisational network 
dimensions.  
  Potential new firms face numerous uncertainties such as unknown work 
force, lack of ties with customers and suppliers, and lack of resources all of which 
may affect the degree of legitimacy before key stakeholders and therefore may 
dissuade potential entrepreneurs to start a business. Likewise, it can be argued that 
inter-firm and inter-organisational networks can increase awareness of opportunities, 
facilitate the transfer of necessary resources, and encourage potential entrepreneurs 
to start a new business. Also within inter-firm networks, role models can play an 
important role in spreading motivations to pursue opportunities (Rocha and 
Sternberg, 2005).   
 Nascent entrepreneurs are well established in their careers, life and perhaps 
more so importantly in their communities (Reynolds and White, 1997). Being 
established in one’s community indicates relational embeddedness and a form of 
social capital (Granovetter, 1985). Therefore, the network component of clusters 
embodies embeddedness and can help local entrepreneurship, because it assists the 
economic and non-economic resources to start and sustain a new business. For 
instance, the public nature of innovation diffusion or knowledge spillovers (Rocha 
and Sternberg, 2005) which can be viewed upon as part of the external economies 
mentioned by Marshall, can enrich the cluster environment with an important 
resource to help start businesses.  
More recently Whittington, Owen-Smith, and Powell (2009) offer that much 
of what makes industrial clusters region-like involves the structure of their internal 
networks and this regional agglomeration shapes the character of information and 
resource flows through networks. They show that for particularly research-intensive 
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fields such as biotechnology, geographic and network positions have both 
independent and contingent effects on organizational innovation. Perhaps the 
character of information and resource flows through cluster networks help to explain 
Lechner and Dowling’s (2003) findings from empirical evidence of 60 venture 
capital-financed firms that external relationships and in particular different types of 
networks are important for firm development and serve as source for the growth and 
competitiveness of entrepreneurial firms.  
Rocha and Sternberg (2005) tested the hypotheses that cluster with internal 
and external networks lead to higher entrepreneurship than those without networks. 
However, since I do not have data at this stage to differentiate between clusters with 
internal or external networks, I will try to test a related hypothesis using innovation 
data on clusters as a proxy for networks.  
The industrial district approaches (Becattini, 1979) and the cultural and 
institutional approaches (Saxenian, 1994) to cluster analysis bring to light the socio-
economic and institutional nature of business and community relationships in 
clusters. This reinforces Sengenberger’s and Pyke’s (1992) claims that customary 
ways of doing business are produced through personal and institutional networks that 
enable knowledge transfer, innovation and certain expectations of individuals.  
According to the European Commission report (2008, p.12), the “often 
unplanned – intense formal and informal contacts and exchange of business 
information, know-how, and technical expertise within clusters can lead to 
technological spill-overs and the development of new and often unexpected ideas and 
new creative designs, products, services and business concepts that improve the 
innovation performance of businesses.”   
There is strong support for the argument that innovation and inter-firm and 
external networks are interlinked. Powell (1990) put forward that sources of 
innovation do not reside exclusively inside firms, and are instead commonly found in 
the interstices between firms, universities, research laboratories, suppliers, and 
customers. Further, Levinthal and March (1994) offer that the degree to which firms 
learn about new opportunities and therefore innovate is a function of the extent of 
their participation in such linkage activities. As such, innovation is propagated 
through organisational networks and innovation often occurs at the interstices of 
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linkages and networks (Powell, Koput, and Smith-Doerr, 1996). Therefore, the level 
of innovativeness of a cluster, for which I have data available, may serve as a proxy 
for the degree to which the cluster has internal and external networks. 
We can therefore, test the hypothesis (H2) that the level of entrepreneurship 
of regions with more innovative clusters is higher than that of regions with less 
innovative clusters.  
 
2.7 Summary of Literature Review 
It is clear that clusters and entrepreneurship, though popular ideas among 
academicians, practitioners, and policymakers, do not enjoy consensus with regards 
to concepts, definitions, and theoretical models. The historical context and the debate 
surrounding particularly clusters have been appropriately summarized by vom Hofe 
and Chen (2006) and the relationship of entrepreneurship with clusters has been 
discussed by Rocha (2004).  
The effect of clusters on entrepreneurship, although generally taken for 
granted to be true, is not supported adequately due to lack of empirical studies and 
evidence. I therefore hope to have established that there is a significant opportunity 
in investigating this problem further for the benefit of academicians, practitioners 
and policy makers. The two hypotheses presented above are investigated by 
employing entrepreneurship data from the Global Entrepreneurship Monitor and 
cluster and innovation data from European Cluster Observatory and Pro-Inno Europe 
(European/regional Innovation Scoreboard).  
Before moving on to the methodology of this study, I shall in closing  explain 
the choice of the definitions of clusters and entrepreneurship in order to maintain 
coherency and to ensure the ability to compare results with previous similar studies, 
mainly the seminal study by Rocha and Sternberg (2005). For this study, I will use 
the extended definition of clusters:  
CLUSTER: A geographically proximate group of firms and associated 
 institutions in related industries (Porter, 1998) linked by economic and social 
 interdependencies (Rocha, 2002). 
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 For entrepreneurship, I will prefer to use the same definition as that used in 
the Rocha and Sternberg (2005) paper with which I am comparing this analysis and 
results even though Rocha improved the definition of entrepreneurship in a later 
work by integrating all the schools of thought at that moment (Rocha and 
Birkinshaw, 2007). Therefore, this work also uses Gartner’s simple definition of 
entrepreneurship that focuses on entrepreneurship in terms of the establishment of 
new firms:  
ENTREPRENEURSHIP: As “the creation of new organisations”       
 (Gartner, 1989, p.62; cf. Drucker, 1985; Reynolds and White, 1997) 
 Having identified the relevant literature on clusters and its relationship to 
entrepreneurship and defined the two concepts for this work, I next present the 
research methodology and describe the sources of empirical evidence analysed in 
support of the significant relationship between the two.         
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3. RESEARCH METHODOLOGY 
 
Overall I am following the positivist approach to the problem since this is not an 
exploratory study, but rather a conclusive study (at least in the MSc stage). I will 
though admit that the positivist research philosophy I employ here perhaps stems 
from my background as an engineer. If it is concluded that a relationship does indeed 
exist as part of the MSc dissertation (and indeed it does exist as shown in the results), 
then to help explain the existence and any causality, an ideographic approach can be 
employed as part of further doctoral work. To make things more clear of the 
approach I am employing, I indicate below in Table 3.1 the components of the 
research process I have adopted for this work. 
Table 3.1 Components of Research Process Adopted for this Study 
Research Process Adopted for this study Versus not adopted        
 
Research Philosophy Positivism Realism, Interpretivism
Research Approach Deductive Inductive 
Research Strategy Survey (based on secondary 
data conducted by GEM, 
Eurostat, ECO, ONS) 
Experiment, Case Study, 
Grounded Theory, 
Ethnography, Action 
Research 
Time Horizon Longitudinal Cross‐sectional 
Data Collection 
Method 
Secondary Data, Literature 
Review, (and later in doctoral 
work ethnographic 
observation and interviews) 
Sampling, Observation, 
Interviews 
        Adapted from Saunders, Lewis, and Thornhill (2003) 
Blaikie (2000, p. 25) posits that in the deductive research approach, “Should 
the data match the theory, some support will be provided for its continuing use, 
particularly if further tests produce similar results.” This is what this study seeks to 
accomplish. The research questions and the hypotheses put forth in section 2 indicate 
a notion regarding clusters and entrepreneurship, which this study tests as either 
being true or false as applied within a particular national context (for the UK). The 
existence of a relationship has already been empirically been documented by Rocha 
and Sternberg for Germany (2005). By carrying out further tests for the UK context, 
the findings of the German study can be re-inforced and may even be weakened. 
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Therefore, the type of research methodology employed is Conclusive and Causal as 
depicted below in figure 3.1. Please note that it is indicated that this is a longitudinal 
study because several years of data are combined in order to achieve maximum 
number of respondents in the dataset -- the data is pooled and the random effects 
logit model is applied as on panel data.  
                     Adapted from Malhotra (2002) 
Figure 3.1 Research Designs Offered Shown in Shaded Boxes 
 
3.1 Strategy Pursued 
Two parallel activities were initiated as part of the research strategy to gather the 
required information before analysis could be initiated. These two activities are 
described pictorially in fig 3.2.  
One activity required the identification of entrepreneurial indicators at the 
level of units of analysis. After much exploration and discussions with experts it was 
settled that the unit of analysis would be the NUTS 2 regions in the UK (more on this 
later) and the primary focus for the entrepreneurial indicator would be the Global 
Entrepreneurship Monitor calculated Total Entrepreneurial Activity index (TEA), 
which is described in detail in section 3.8.  
The second parallel activity involved identifying clusters in the UK. This was 
done with the aid of secondary literature review and while a preliminary list was 
Research Design 
Exploratory 
Research 
Conclusive 
Research 
Causal  
Research 
Descriptive 
Research 
Cross‐sectional
 Longitudinal     
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extracted from popular and credible literature, the final resource settled upon for this 
purpose was the European Commission’s Cluster Observatory (more on this in 
section 3.6).   
When sufficient data was gathered from the two activities above, statistical 
analysis was performed by applying techniques learned and developed as part of the 
Advanced Quantitative elective which was taken in Hilary Term 2009. Finally, the 
statistical computer package STATA (Special Edition version 10.1) was used to 
perform the analyses to explore any relationships along the lines of the hypotheses 
outlined in section 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2  Research Strategy 
 
Positivist 
Methodology
Identification of 
Entrep Indicators 
Regional    
Clusters 
Regional 
Entrepreneurship 
Identification of  
Clusters 
STATA
GEM Total 
Entrepreneurial 
Activity 
EU Cluster 
Observatory 
RELATIONSHIP ?
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3.2 Time-Line 
A Gantt chart was formulated to plan activities and tasks were arranged 
around four main stages of the research process as recommended by Maylor and 
Blackmon (2005): Defining; Designing; Doing; and Describing.  
A buffer of four weeks was incorporated for the month of July since the 
dissertation was due August 3rd. Hence, it may be noted that my deadlines were 
deliberately planned to be earlier than the Said School’s academic deadlines since I 
had wished to submit my findings as a paper to be presented at an international 
conference. While the paper was accepted at two conferences (one in Spain and the 
other in China), I was unable to travel and present to either conference due to lack of 
funding availability and visa difficulties.  
Regardless, I am happy to confirm that most of the activities were completed 
according to plan. The original Gantt chart for the MSc dissertation is presented 
below with tasks listed in sequence, some activities overlapping, and milestones 
shaded in black. The extended Gantt chart for furthering this work into the doctoral 
programme is shown in appendix A.5. 
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Figure 3.3 Dissertation Timeline of Tasks and Due Dates  
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3.3 Study Framework 
As endorsed by Aldrich et al (1994) I have extended other scholars’ concepts and 
findings by building up on the seminal works of Rocha, Sternberg, and Litzenberger. 
Rocha (2004) first looked at the mediating effect of clusters on entrepreneurship and 
development primarily from the theoretical perspective. Sternberg and Litzenberger 
(2004) and subsequently Rocha and Sternberg (2005) presented their empirical 
findings from Germany in support of the relationship between clusters and 
entrepreneurship. I am extending their methodology employed for Germany to the 
United Kingdom and thereby will determine if the findings hold true for a different 
national context which may in turn suggest that the results are generalisable to other 
parts of the world.  I expect to reinforce the German study findings that there indeed 
exists a relationship between clusters and entrepreneurship.  
The framework and hypotheses used by Rocha and Sternberg (2005) was 
based on a distinction between clusters and industrial agglomerations. Industrial 
agglomerations are broadly those clusters without networks. Further, clusters were 
identified for those with inter-firm networks and those with external networks. Rocha 
and Sternberg (2004) discovered that while clusters with either inter-firm networks 
or external networks do have a positive relationship with entrepreneurial activity, 
industrial agglomerations do not (although this latter result was not statistically 
significant). Their framework is as follows: 
 
Figure 3.4 Original German study framework (Rocha and Sternberg, 2005) 
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Due to geographical and contextual differences between Germany and the 
UK and also data availability,  I am not differentiating between clusters with inter-
firm or external networks at this stage.5 My revised and proposed framework tests 
the hypotheses: (H1) The level of entrepreneurship of regions with clusters is higher 
than that of regions with fewer or no clusters and (H2) the level of entrepreneurship 
of regions with more innovative clusters is higher than that of regions with less 
innovative clusters.6 
 
Figure 3.5 Revised framework for this UK study 
 
3.4 Unit of Analysis 
The unit of analysis was a challenging part to finalize. Rocha and Sternberg (2005) 
used German planning regions for their study. They chose planning regions as these 
areas are large enough to ensure adequate number of respondents in the GEM 
Germany dataset and small enough to encompass the natural and logical boundaries 
                                                            
5  To differentiate among clusters with no networks, internal networks, and external networks, the 
German study carried out a survey of 62 regional experts (Rocha and Sternberg, 2005). At this stage 
though such a UK wide survey has not been feasible given the limited timeframe of the MSc study 
period and secondary data to accomplish this differentiation has not been identified. 
 
6 The EU Cluster Observatory (www.clusterobservatory.eu) and the Pro-Inno project (www.proinno-
europe.eu) provide an assessment of innovation at the regional level in terms of level of innovation 
(low, medium, high) and also in terms of the Regional Innovation Scoreboard (EIS, 2006). 
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of clusters. For the UK case, I used NUTS 2 EU structural fund assistance regions for 
the unit of analysis as that seems to be the lowest level of analysis at which both 
GEM and cluster data are available.7  
 
 
 
Figure 3.6 Eurostat NUTS level 2 Map of the UK (source Eurostat, 2007) 
 
                                                            
7 NUTS: Nomenclature of Territorial Units for Statistics is a subdivision devised by Eurostat. 
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3.5 Units of Measurement  
While the unit of analysis is the NUTS 2 region, the units of measurement are made 
up of two large groups; (i) the Total Entrepreneurial Activity (TEA) measure derived 
by GEM and (ii) the number of cluster stars per region assigned by ECO. The TEA 
index and the numbers of stars allocated for each regional cluster are used for testing 
hypothesis 1. The regional clusters are further assigned a level of innovation and the 
TEA index also has a component of innovative TEA all of which are used in the 
analysis of hypothesis 2. These variables are explained in subsequent sections.  
 
Figure 3.7 Unit of Analysis and Measurement 
 
3.6 Sources of Secondary Data  
The Global Entrepreneurship Monitor is sponsored in part by the Kauffman 
Foundation for Entrepreneurship, Babson College, and London Business School 
among other current sponsors. Data collection began in 1999 for a handful of 
countries and GEM national teams are spread across approximately 60 countries. All 
GEM national teams carry out two types of surveys each year: Adult Population 
Survey (APS) and National Expert Survey (NES). I will primarily be accessing data 
collected for individuals and households through the Adult Population Survey. The 
GEM dataset contains indicators such as new firm rates, failure rates, degree of VC 
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and informal financing, cultural acceptability of entrepreneurship, fear of failure, and 
whether the entrepreneurial activity identified can be described as innovative or not. 
Detailed information on the GEM entrepreneurial model and collection methodology 
is available in Reynolds et al. (2005).   
 Cluster and innovation related regional data was extracted from the European 
Cluster Observatory (ECO, 2009) and European Innovation Scoreboard (EIS, 2006) 
and then the data was appended to the GEM UK pooled dataset using the common 
UK NUTS 2 regional level of analysis. The Cluster Mapping project awards cluster 
stars to each cluster based on several cluster-related strengths (ECO, 2009). Also, the 
observatory uses Regional Innovation Statistics to differentiate between regional 
clusters in high innovation environments from clusters in low innovation 
environments. Another measure of innovation comes from the European Innovation 
Scoreboard (also known as Regional Innovation Scoreboard) which measures 
innovation performance across Europe at the regional level and uses a wide range of 
composite and innovation indicators to summarize innovation performance. 
 Other regional level control variables such as income per capita, population 
density and unemployment rates were retrieved from ONS and Eurostat. 
 
3.7 Evaluation of Secondary Data 
The personal choice of pursuing this study based on secondary data from established 
organizations such as the Global Entrepreneurship Monitor and Eurostat was to 
realize the following benefits as explained by and adapted from Barron (2008): 
1. Low cost and maximum utilization of limited MSc dissertation time period. 
2. High-quality GEM data that has helped scholars to publish over 70 articles. 
3. Opportunity for longitudinal analysis. 
4. Possibility to perform subgroup or subset analysis as required by this study. 
5. Opportunity for cross-cultural analysis as that between Germany & the UK. 
6. Reanalysis to UK may offer new interpretations to findings of German study. 
GEM places a lot of emphasis on the quality and integrity of the data 
collected. Every GEM national team is carefully evaluated and trained before data 
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collection is sanctioned and all data is validated by GEM assigned experts before 
offering it for public use (Reynolds et al, 2005, Quill et al., 2006 and GEM, 2008). 
Extensive effort is applied by GEM to ensure the integrity of the data:  
“As GEM  grows  and  stabilizes, more  emphasis  is  being  put  on  the  quality  of  the 
data. As a  result,  several  changes are  introduced every year with  respect  to data 
collection procedures and, especially, sampling standards in order to improve on an 
ongoing basis the quality of the data.” (Quill, Bosma, and Minniti, 2006, p.8) 
 
According to GEM, each national team surveys anywhere from a minimum 
of 2000 to over 43000 adults using established sampling techniques (Quill, Bosma, 
and Minniti, 2006) and these are often adapted from the respective statistical and 
census government agency. Further, each country carries out exactly the same survey 
of its adult population at exactly the same time of the year using the same GEM 
tested and approved methodology. This ensures consistency across nations and 
allows for cross-national comparisons. The main publication that emerges is the 
GEM Annual Report compiled from all individual national surveys, which are 
painstakingly validated and harmonized into one master dataset (GEM, 2008). The 
work emanating from this study looks promising since over 70 scholarly publications 
have been churned out by researchers using these datasets (GEM, 2008). 
Probably little evidence is needed to justify the credibility and reliability of 
the European Commission related datasets from Eurostat as millions of Euros and 
valuable time of highly qualified personnel goes into planning, collecting, and 
validating such national datasets before they are made publicly available. But in 
support of using these datasets, the European Commission report (2008) claims that, 
for the first time, the European Cluster Observatory provides a quantitative analysis 
of European clusters based on a fully comparable and consistent methodology across 
all EU countries. This quantitative approach has the main advantage of enabling 
comparisons to be made between different countries and over time. Also, the 
statistical data obtained by this approach can be related to other statistical indicators, 
thus offering new insights into economic realities and dynamics of clusters 
(European Commission report (2008) -- exactly what is being attempted in a novel 
way through this dissertation study by using the UK NUTS 2 regional level as 
common unit of analysis between the different sources of datasets. 
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Of course with advantages also come weaknesses. One weakness of the EU 
Cluster Observatory quantitative approach of statistical cluster mapping is that it 
does not allow attributing the observed cluster performance to its underlying factors, 
thereby it is unable to reveal insights into causality. Another problem is the limited 
availability of statistical data across Europe. For instance, the regional level of 
analysis at NUTS 2 is based on administrative boundaries that may not reflect 
economic interactions and NUTS 2 across European regions differ significantly in 
geographic and population size (European Commission, 2008). However, I don’t 
perceive that this will be an issue in this study since I am performing statistical 
analyses across NUTS 2 regions within the same national context – that of the UK 
and not across other European regions.  
 
3.8 Operational Definitions 
3.8.1 Dependent Variable: Total Entrepreneurial Activity 
The TEA standardized indices measure entrepreneurial activity and are assessed and 
computed each year by national Global Entrepreneurship Monitor teams, and 
therefore can be used for cross-regional and cross-national comparisons. TEA 
combines an estimate of i) the proportion of the working age population (18-64) that 
are trying to start a new business for themselves, including self-employment, or for 
their employer (intrapreneur) which they will own in whole or in part (potential and 
nascent entrepreneurship), and ii) the proportion of the working age population that 
are managing their own new business that has been paying wages for at least three 
months but less than three and a half years (new business ownership). It is thus a 
good measure of propensity to engage in new business activity (Levie, 2007).8  
As in the German study it was necessary to choose a GEM national survey 
which had sufficient samples to perform regression analysis on a rare event as that of 
entrepreneurial activity and equally important, where observations could be 
identified at the regional level. While GEM’s minimum sample is 2,000 per country 
survey, the UK GEM samples are much larger and are identifiable at both the 
NUTS1 (English Government Office Regions plus Wales, Scotland and Northern 
                                                            
8 I thank Dr Jonathan Levie, Director of Hunter Centre for Entrepreneurship, University of Strathclyde 
and Dr Mark Hart, Aston Business School for providing the GEM UK dataset and for valuable advice 
that made this study possible. 
MSc Management Research Dissertation 
© Bhatti, Y. SBS Oxford 2009                              
 
36 
Ireland) and NUTS 2 level (EU structural fund assistance regions). A pooled dataset 
spanning 2002 to 2005 is used here with a total of 72,313 respondents while the 
German study’s pooled dataset was about 30,000 (Rocha and Sternberg, 2005, 
p.276). However, since some belief variables are missing, the final sample size for 
the UK used for regression is 41,220. Since sampling within each region was 
dependent on available funding rather than population size, the samples vary from 
1,000 to 5,000 between regions (Levie, 2007). The TEA for each UK NUTS 2 
regions is shown below. Note that Inner London has a much higher TEA value and 
the fact that this might resemble an outlier has been addressed in the analysis.  
 
Figure 3.8 TEA estimates and 95% confidence intervals for NUTS 2 regions of the UK 
for pooled 2002-2008 (source Levie, Hart, and Anyadike-Danes, 2009)                                                     
Note: Figure used with permission, please see figure in landscape / sideways 
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Figure 3.9 TEA rates of NUTS 2 regions in the UK, pooled 2002-2008                          
      (source Levie and Hart, GEM UK Report 2008)           
 Note: Figure used with permission. 
 
3.8.2 Independent Variables: Cluster Stars and Innovation Level / RIS 
The European Cluster Observatory identifies clusters by NUTS 2 regions for Europe 
including the UK and awards cluster stars to each cluster based on several cluster-
related strengths (ECO, 2009). The observatory’s approach builds on an implicit 
definition of clusters based on the concept of co-location of industries as explained in 
Section 2.  
 Essentially, the cluster mapping project exercise combines two dimensions of 
geography and industry to statistically trace regional agglomerations of primarily 
employment, defined as statistical regional clusters. It identifies clusters based on 
employment data collected from EUROSTAT and national or regional statistical 
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sources. Subsequently, by employing measures of three factors vis-à-vis size, 
specialisation and focus, the Observatory assigns each cluster 0, 1, 2 or 3 “stars” 
depending on how many of the three factors measure. This 3-star cluster 
classification system measures the relative and not the absolute strength of clusters, 
but this is acceptable since in this study I am not quantifying absolute measurements 
but rather analysing and comparing regional differences.  
 The number of cluster stars assigned for different industries in each region 
was aggregated as a measure of the number and strength of each regional cluster. In 
the same dataset, each cluster per region was awarded a qualitative and categorical 
measure of the innovation per cluster. For the UK, this level is only dichotomous 
between medium and high innovation level. The Regional Innovation Scoreboard 
reports another measure of the level of innovation on a continuous scale index per 
NUTS 2 region (EIS, 2006) which was also experimented with.  
 
 
Figure 3.10 Examples of Prominent Clusters in the UK (source Cooke, 2002) 
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3.8.3 Control Variables 
The procedure outlined by Hosmer and Lemeshow (2000) for selecting the 
explanatory variables was followed and the independent variables were first selected 
based on substantive and theoretical relevance as already laid out above and then 
these were further short-listed based on p-values< 0.30 as per the correlation table 
3.3 below.9 We can see from the correlation matrix that most variables have a 
significance of correlation of less than 0.3.10 For pairs where the correlation 
coefficient exceeded 0.50 stepwise backward regression automatically removed these 
variables from the model due to insignificance as expected. A summary of all the 
variables experimented with and their inclusion in or exclusion from the model is 
shown in appendix table A.1. 
Many of the control variables considered were readily available in the GEM 
UK dataset such as age, gender, and work status which have all been shown to affect 
propensity to engage in new business activity with TEA as the chosen measure 
(Harding, 2004; Reynolds et al., 2004a, b). Some regional level control variables 
such as income per capita, population density and unemployment rates were 
retrieved from ONS and Eurostat. Other control variables included in GEM are 
related to individual beliefs such as entrepreneurial skills self-perception and fear of 
failure as they have also been shown to be associated with propensity to engage in 
new business activity (Arenius and Minniti, 2005; Harding, 2004; Reynolds et al., 
2004a, b). Since prior business or management experience has been shown to predict 
nascent entrepreneurship (Delmar and Davidsson, 2002; Mesch and Czamanski, 
1997), the closest match to this variable in GEM was used: Whether the individual 
knew a start-up entrepreneur. As can be seen in the correlation table 3.3, these items 
do not correlate highly with each other, but collectively provide some control for 
propensity for new business activity. 
                                                            
9  Please note, that most of the results output was extracted directly from STATA and the variable 
names were shortened by STATA in the output tables. A legend is provided in table 3.2 for reference 
before discussing any STATA output. 
10  Pairwise deletion was used since STATA allows for significance levels to be used with pwcorr 
command while significance is not possible to be used with the listwise corr command. Additionally, 
STATA automatically uses the Spearman correlation coefficient for ordinal data as it is recognized as 
more appropriate for ordinal data than the Pearson correlation coefficient.   
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Surprisingly, population density, income per capita, and unemployment were 
all included by Rocha and Sternberg (2005) in their model(s) while all three were 
eventually dropped by the regression analysis as they were not found to be 
significant. Other than unemployment rate, both population density and income per 
capita seemed to be highly correlated with cluster stars (r=0.62).  
Although not initially considered, both age and age squared were later used in 
regression runs. The support for using age squared comes from Harding (2004) who 
shows an inverted U-shaped relationship between TEA and age. Indeed, it was 
discovered that age squared increased the relevance of the model. 
 
Table 3.2 Legend of STATA names 
 
Entrepreneurship Related          
(source GEM UK) 
 
STATA variable name 
Total Entrepreneurial Activity (nascent 
or new entrepreneurs)  
TEA02030405060708  
 
TEA average for each UK NUTS 2 
region in % 
TEAUKNUTS2 
Innovative Total Entrepreneurial Activity 
(nascent or new entrepreneurs) 
TEAInnov0208 
 
Have skills to start a business in sample 
rebalanced for attitudes       
suskill0208rebal 
 
Know an entrepreneur in sample 
rebalanced for attitudes         
knowent0208rebal 
 
Fear failure if start a business in sample 
rebalanced for attitudes        
fearfail0208rebal  
 
Gender gender1  
 
Age: exact age at time of interview in 
years 
age 
UK occupation standardized UKoccup02030405060708 
 
Cluster Related        
(source EU Cluster Observatory) 
 
Sum of cluster stars allocated for all 
clusters in each UK NUTS 2 region. 
clusterstarsEU  
No. of persons per km square. (Source: 
Eurostat) 
PopDens2004   
No. of employees in all clusters in each 
UK NUTS 2 region. 
Employees 
Unemployment rate in 2005 (%). 
(Source: Eurostat) 
Unempl2005 
Disposable income, by UK NUTS 2 
region, 2004 (Euro per person) 
incpercapita 
Innovation level InnovlevelEU  
 
Regional Innovation Scoreboard awarded 
by EU in 2006 
RIS2006  
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Interaction terms between the variables where tested briefly and were not 
found to be significant. This is corroborated by Delmar and Davidsson (2002) who 
found that interaction terms lacked significance in predicting nascent 
entrepreneurship and this was further supported by Levie (2007).  
Through the process of testing for multicollinearity (appendix table A.3), 
employees was removed from the onset before running any regression.11  
Table 3.3 Correlation matrix with significance 
              
                 0.0000   0.0000   0.0000   0.0000   0.0000
UKoccup020~8    -0.0396  -0.0461  -0.0510   0.1164  -0.1174   1.0000 
              
                 0.0160   0.0018   0.0039   0.0009
     gender1     0.0090   0.0116   0.0107   0.0123   1.0000 
              
                 0.0000   0.0003   0.3574
         age    -0.0638   0.0135  -0.0034   1.0000 
              
                 0.0000   0.0000
InnovlevelEU     0.4282   0.8062   1.0000 
              
                 0.0000
     RIS2006     0.3735   1.0000 
              
              
clustersta~U     1.0000 
                                                                    
               cluste~U  RIS2006 Innovl~U      age  gender1 UKoccu~8
              
                 0.0000   0.4710   0.0000   0.0000   0.0000   0.0000   0.0000
UKoccup020~8    -0.0700  -0.0027  -0.1335  -0.0859  -0.0299  -0.0445   0.0376 
              
                 0.0000   0.0090   0.0000   0.0000   0.0000   0.0063   0.5420
     gender1     0.0906   0.0097   0.2096   0.1050  -0.0378   0.0102   0.0023 
              
                 0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000
         age    -0.0328  -0.0651   0.0371  -0.1111  -0.0850  -0.0268  -0.0495 
              
                 0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000
InnovlevelEU     0.0256   0.3314   0.0505   0.0221  -0.0331   0.5749  -0.2262 
              
                 0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000
     RIS2006     0.0291   0.2081   0.0539   0.0228  -0.0389   0.7344  -0.2611 
              
                 0.0000   0.0000   0.0000   0.0000   0.7543   0.0000   0.0000
clustersta~U     0.0248   0.6258   0.0317   0.0367   0.0015   0.6465   0.1926 
              
                 0.0002   0.0000   0.0000   0.0186   0.0001   0.0000
  Unempl2005    -0.0136   0.5591  -0.0362  -0.0116   0.0188  -0.1023   1.0000 
              
                 0.0000   0.0000   0.0000   0.0000   0.0000
incpercapita     0.0376   0.5018   0.0577   0.0434  -0.0223   1.0000 
              
                 0.0000   0.6736   0.0000   0.0000
fearfail02~l    -0.0852  -0.0021  -0.1524  -0.0216   1.0000 
              
                 0.0000   0.0000   0.0000
knowent020~l     0.1655   0.0265   0.2119   1.0000 
              
                 0.0000   0.0000
suskill020~l     0.2112   0.0252   1.0000 
              
                 0.0000
 PopDens2004     0.0222   1.0000 
              
              
TEA0203040~8     1.0000 
                                                                             
               TEA020~8 Pop~2004 suskil~l knowen~l fearfa~l incper~a Une~2005
>  gender1  UKoccup02030405060708, sig
> fail0208rebal incpercapita Unempl2005 clusterstarsEU RIS2006 InnovlevelEU age
. pwcorr TEA02030405060708 PopDens2004  suskill0208rebal knowent0208rebal  fear
 
                                                            
11  The user defined collin function in STATA SE 10.1 was used to determine possible sources of 
multicollinearity. As a general rule, Variance Inflation Factor (VIF) of less than 10 and/or tolerance 
level greater than 0.01 indicates the variable is not causing multicollinearity. Since this condition was 
not met for employees, it was removed from the onset before running any regression, and as expected, 
stepwise backward regression automatically removed many of the other variables with high VIF. 
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3.9 Statistical Models 
The German study (Rocha and Sternberg, 2005) primarily used OLS fixed effects 
regression. Although this method was initially explored, it was deemed that logistic 
regression would be more appropriate for the UK study, primarily because in contrast 
to the 97 planning regions used in the German study, the GEM UK dataset allows 
analysis for 37 NUTS 2 level regions. Additionally, the total number of clusters in 
the UK identified were 143 in contrast to the more than 237 clusters identified in 
Germany (Rocha and Sternberg, 2005, p.276).   
Levie (2007) used logistic regression to predict the propensity of 
entrepreneurial behavior – dependent TEA variable given ethnic origins and 
migration factors. The statistical modeling framework of Levie was adapted for this 
dissertation to predict the propensity of entrepreneurial behavior – dependent TEA 
variable given the existence of regional clusters. In choosing between logistic 
regression and probit regression, the choice was to go with the former since logistic 
regression is based on the assumption that the categorical dependent reflects a 
qualitative variable TEA which identifies the propensity to engage in new business 
activity. Logistic regression uses the binomial distribution as each individual 
observation of TEA is marked as a binary outcome. In contrast, probit regression 
assumes the categorical dependent reflects a quantitative variable and therefore uses 
the cumulative normal distribution (Levie, 2007). 
However, there are concerns with logistic regression on predicting 
entrepreneurial activity since TEA are ‘‘rare events’’ (King and Zeng, 2001a, b) and 
there are only about 5-6 cases of TEA per 100 working age adults sampled in the 
UK. Binary logistic regression on the reduced sample cannot accurately predict the 
instances of TEA because instances of zeros are overestimated. But for this study’s 
purpose, we can neglect trying to accurately estimate the magnitude of the effect of 
clusters on the odds of new business activity, and instead focus on establishing 
whether clusters have an independent effect or not on entrepreneurship. Therefore 
along the approach of Levie (2007), this study only tests for an effect and the 
direction of that effect, rather than the magnitude of the effect. 
Another concern with logistic regression is the lack of acceptable methods of 
estimating goodness-of-fit. To overcome this, the same refined and transformed 
dataset used by Levie (2007) was employed in this study6. Levie (2007) posits that 
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the most practical solution was to rebalance the sample and perform logistic 
regression on the unweighted, rebalanced sample, and varying the proportions of 
ones and zeros to ensure the stableness of logit model slope coefficients.12  
Again, a problem with this approach is that it cannot be concluded that the 
results are representative of the magnitude of relationships between the dependent 
and independent variables. Hence, measuring the magnitude of the relationship has 
been set aside for the time being.  
A comparison the methodological approaches between the German study and 
this UK study are summarised as follows:  
 
Table 3.4 Comparison of Germany and UK Methodological Approaches 
 GERMANY UNITED KINGDOM 
Population 82,329,758  (July 2009 est.)  61,113,205  (July 2009 est.)  
Unit of Analysis 97 German planning regions 37 UK NUTS 2 EU structural fund assistance regions 
No. of Clusters 237 (Rocha & Sternberg, 2005, p.276)  
143  
(European Cluster Observatory) 
No. of 
Respondents 29,633 (2001-2003) 
41,220 (all non-missing cases)13 
Original 72,313 (2002-2005) 
Total 
Entrepreneurial 
Activity (TEA) 
4.5 (2004) 
5.4 (2005)  
4.2 (2006) 
6.3 (2004) 
6.2 (2005) 
5.8 (2006) 
Cluster 
Identification 
Differentiates between industrial 
districts, clusters with inter-firm 
networks, and clusters with 
external networks. Clusters 
identified using location quotients 
and expert surveys. 
Such differentiation was not feasible 
at this stage -- will be looked at as 
part of DPhil study. However, 
clusters in general were identified 
using established and reputed 
European Cluster Observatory data.  
Statistical 
models 
Bi-variate and multiple regression 
OLS fixed effects 
Bi-variate, multiple regression and 
mainly logistic regression, but also 
GLLAMM and random intercept 
logit model 
 
                                                            
12 Subsequently though Rare Events Logit model, hierarchical-multilevel model using GLLAMM and 
the random intercept logit model were all tested as is shown in the results section. 
13 The difference in the number of total cases and those used in the regression models originates from 
missing values, which occurred if respondents did not answer all survey questions. The logistic model 
rejects all observations even if one of the variables is missing. 
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4. RESULTS 
The main results emanating from this study and how they compare with the German 
results are summarised below. This section presents step-by-step how the final 
results were arrived at. 
 
Table 4.1 Comparison of Germany and UK Results                 
 GERMANY UNITED KINGDOM 
Results 
Clusters & Entrepreneurship 
Relationship in Germany:  
Highly Significant 
Clusters & Entrepreneurship 
Relationship in the UK: 
Highly Significant*** 
 
 
H1: The level of entrepreneurship 
is lower in regions with industrial 
agglomerations. (t=-0.01; 
p<t=0.50; not significant); 
 
H2: The level of entrepreneurship 
is higher in regions with clusters 
as compared to entrepreneurship 
in regions with industrial 
agglomerations.                 
(t=2.25; p<t=0.013); 
 
H3: Entrepreneurship in regions 
with clusters with external 
networks is higher than 
entrepreneurship in regions 
without clusters with external 
networks.    (t=2.67; p<t=0.004). 
 
Rocha and Sternberg (2004) 
 
H1: The level of entrepreneurship of 
regions with clusters is higher than 
that of regions with fewer or no 
clusters. 
UK: A one unit increase in the 
number of cluster-stars leads to a 
1.03 increase in the log-odds of 
Total Entrepreneurial Activity 
(p<t=0.001) 
 
H2: The level of entrepreneurship of 
regions with more innovative clusters 
is higher than that of regions with 
less innovative clusters. 
 
UK: Neither the Innovation 
variable or the Regional Innovation 
Score were significant to TEA 
(p<t=0.287)  
 
 Summary descriptive statistics are shown below for both GEM based 
entrepreneurial variables and the cluster related variables. Although the pooled 
dataset was 72,313 strong for which the dependent variable TEA was available, most 
regression analyses were performed on 41,220 respondents for which all explanatory 
variables such as belief variables were available. The difference in the number of 
cases between the descriptive statistics and the regression models presented below 
originates from missing values, which occurred if respondents did not answer all 
survey questions. The logistic model rejects all observations even if one of the 
variables is missing.  
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(Before proceeding, you may wish to refer to table 3.2 for the legend to STATA 
variable names.)  
 
Table 4.2 Descriptive Statistics        
Entrepreneurial GEM variables of interest: 
UKoccup020~8       71907    2.102341    1.675716          1          7
     gender1       72313    .4078381    .4914362          0          1
         age       72313    42.13993    12.23672         18         64
                                                                      
fearfail02~l       41464    .3490498    .4766755          0          1
knowent020~l       41464    .2413419    .4279023          0          1
suskill020~l       41464    .4714692    .4991914          0          1
  TEAUKNuts2       72282    .0542746    .0098768     .03525     .09406
TEA0203040~8       72313    .0522174    .2224668          0          1
                                                                      
    Variable         Obs        Mean    Std. Dev.       Min        Max
> arfail0208rebal  age gender1 UKoccup02030405060708
. summarize TEA02030405060708  TEAUKNuts2 suskill0208rebal knowent0208rebal  fe
 
Cluster related UK NUTS 2 variables of interest 
InnovlevelEU       72282    .4872444    .4998407          0          1
     RIS2006       72313    .5255251    .0891288        .41        .72
                                                                      
  Unempl2005       72282     4.62921    1.039381        2.4   7.764856
incpercapita       72282    16823.89    1847.887   15074.49   23382.77
   Employees       72282      128480      123618      22326     826093
 PopDens2004       72282    625.8008    1377.345          8   9210.368
clustersta~U       72282    6.321173    2.848122          2         16
                                                                      
    Variable         Obs        Mean    Std. Dev.       Min        Max
> 006 InnovlevelEU
. summarize clusterstarsEU PopDens2004   Employees incpercapita Unempl2005 RIS2
. * Cluster related regional variables
 
4.1 Exploratory Analysis 
The average TEA at UK NUTS 2 regional level against the number of cluster stars 
for each UK NUTS 2 region indicates a linear regression model (fig 4.1), but there 
are only 37 regions to perform regression analysis. Hence, to increase the number of 
observations, each case of Total Entrepreneurial Activity is taken individually using 
the binary outcome variable TEA. However, the binary nature of the TEA variable 
indicates application of logistic regression as explained in section 3.9.  
In exploring the relationship between TEA and innovation level of regions, 
although the box plot (fig 4.3) indicates that the number of cluster stars for each 
region was on average higher for regions with high level of innovation, no model 
was identified where innovation could be shown to be significant to TEA.  
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Figure 4.1 Scatter plot of average TEA for UK NUTS 2 vs no. of cluster stars 
 
Bivariate analyses using t-tests, ANOVA, and Mann-Whitney on the 
hypotheses revealed there is a significant difference between cluster stars and TEA 
and also there is a significant difference between innovation level and TEA (see 
appendix table A.2). However, only the former could be substantiated through 
logistic regression.   
OLS regression was experimented with by using the continuous TEAUK 
NUTS 2 independent variable (appendix table A.4). Given that only 37 regions in the 
UK account for the independent variable, this method of OLS analysis was not 
pursued to be conclusive. Nevertheless, we see that clusterstars are significant but in 
the negative direction. That is, the more the cluster stars, the less the TEA at UK 
NUTS 2 level. This goes against our hypothesis that clusters help increase TEA but 
is in line with Rocha and Sternberg’s (2005) indications that industrial 
agglomerations (clusters without networks) have a negative impact on 
entrepreneurship. 
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4.2 Hypothesis 1- Effect of Clusters – Main model 
Logistic regression was carried out using stepwise backwards likelihood regression 
with TEA as the dependent variable, the control variables, and the independent 
variables of interest. Several trials through manual and automatic stepwise backward 
logistic regression revealed the final logistic model where clusterstars are highly 
significant to predicting TEA at the 0.1% level (table 4.3). Subsequently, occupation 
and age-squared were also added as control variables which increased the likelihood 
of the model. 
Table 4.3 Logistic Regression Main model for H1 
. estimates store withagesquared
                                                                              
_IUKoccup0~7     1.029133   .1227367     0.24   0.810     .8146204    1.300133
_IUKoccup0~6     .6077912   .0983317    -3.08   0.002     .4426317    .8345768
_IUKoccup0~5     .5453548   .1143966    -2.89   0.004     .3615152    .8226816
_IUKoccup0~4     .2075421   .0437158    -7.47   0.000      .137345    .3136171
_IUKoccup0~3        .4958   .0716765    -4.85   0.000     .3734655    .6582071
_IUKoccup0~2     1.597856   .0973046     7.70   0.000     1.418084    1.800417
clustersta~U     1.033407   .0075396     4.50   0.000     1.018735     1.04829
  agesquared     .9987348   .0001789    -7.07   0.000     .9983842    .9990855
         age     1.100825   .0163153     6.48   0.000     1.069308    1.133271
     gender1     1.585818   .0787082     9.29   0.000     1.438818    1.747836
fearfail02~l     .5009508   .0278981   -12.41   0.000       .44915    .5587257
knowent020~l      2.44929   .1100042    19.95   0.000     2.242902    2.674668
suskill020~l     7.207049    .501223    28.40   0.000     6.288682     8.25953
                                                                              
TEA0203040~8   Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood = -7542.9584                       Pseudo R2       =     0.1731
                                                  Prob > chi2     =     0.0000
                                                  LR chi2(13)     =    3158.84
Logistic regression                               Number of obs   =      41220
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 08rebal gender1 age  agesquared clusterstarsEU i.UKoccup02030405060708
. xi: logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail02
 
• Nagelkerke R squared = .206  
• Hosmer & Lemeshow test statistic Chi‐square = 8.94, p = 0.3477 
• Overall percentage predicted correctly = 79.7 % 
 
In the above model, the chi2 = 8.94 and P = 0.3477 values measured by 
Hosmer and Lemeshow's test indicate a good fit. The Nagelkerke R-squared = 0.206 
hints that the model explains a moderate amount of variance in the sample. In the 
linktest (appendix A.4) if the model is properly specified, we should not be able to 
find any additional predictors that are statistically significant except by chance (Chen 
et al, 2009). Since the P value of _hatsq was greater than 0.05, it was a positive 
outcome in that our model has taken into account the main predictors.  
To remove possible heteroscedasticity, the robust option was used to recreate 
the model and the significance of the independent variables remained the same while 
the standard errors changed only slightly. Three statistics, Pearson residual, deviance 
residual and Pregibon leverage are considered to be three basic building blocks for 
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logistic regression diagnostics (Chen et al, 2009) and help to identify possible 
outliers that may heavily influence the model.14 All three tests were carried out for 
this model and they did not reveal any concerns. All these detailed diagnostic tests 
are in appendix A.4. 
A histogram of the predicted probabilites is shown in fig 4.2 below. Although 
the chart is illegible beyond a probablility of 0.3, very few observations enjoy a 
probability of up to 0.44. This corroborates the low cutoff point necessary for 
creating meaningful  classifications. It is difficult to settle on a decent cutoff point 
but the cutoff of 0.1 achieves about 3.7% for TEA. The overall percentage predicted 
correctly at this cutoff was close to 80% (appendix table A.6). 
 
Figure 4.2 Histogram of Predicted Probabilities 
Since there are only about 5-6 positive cases out of a hundred, the 
entrepreneurial activity is a rare event and the application of rare events relogit 
STATA method by Gary King and Zeng (2001a, b) was investigated (appendix table 
A.5). It did not reveal marked difference in coefficients while the standard errors 
increased slighted. Therefore standard logistic method was retained. 
                                                            
14 In some charts the TEA value of one of the 37 UK NUTS 2 regions seems to an outlier. However, 
this value is of Inner London and indeed this region’s TEA value of approximately 9 is exceptionally 
higher than all other regions in the UK.  
MSc Management Research Dissertation 
© Bhatti, Y. SBS Oxford 2009                              
 
49 
4.2.1 Generalised Linear Latent and Mixed Model – GLLAMM for H1 
It should be noted that I am coding all respondents with individual TEA values in a 
NUTS 2 region with the same group level cluster variables.  The main statistical 
concern here is possible lack of independence. When I treat each level 1 case (of 
TEA) as providing completely independent information, the assumption I make is 
that there exists independence among the individual observations. It is possible that 
each individual level 1 observation is not independent across groups and that there 
exists a higher degree of similarity among individuals within level 2 groups than 
between (Barron, 2009). Accordingly, Dr Jonathan Levie (Director of Hunter Centre 
for Entrepreneurship at the University of Strathclyde) suggested that the logistic 
regression analysis is not taking into account correlation of residuals.  This may 
result in inflation of the standard errors of the individual variables and in a reduction 
of the standard errors of the group variables.  
Therefore, as there are two levels of data, one at the regional NUTS 2 level, 
and then at the individual level (ranging in the thousands) within the 37 regions, it 
has been suggested by Dr Levie that multilevel / hierarchical data analysis tools 
should rather be applied. For instance, the Generalised Linear Latent and Mixed 
Model (GLLAMM) programme in STATA has been suggested.  
A review of GLLAMM by Grilli and Rampichini (2005) indicates that this is 
a class of multilevel latent variable models for multivariate responses of mixed type 
including continuous responses, counts, duration/survival data, ordered and 
unordered categorical responses and rankings, and most importantly for my analysis, 
also for dichotomous responses.  
Grilli and Rampichini caution that the program can be very slow when there 
are many latent variables in the model, many parameters to be estimated and many 
observations. They claim the reason for this is that numerical integration is used to 
evaluate the marginal log-likelihood and numerical derivatives are used to maximize 
the log-likelihood. Indeed, since my pooled dataset has over 40,000 cases, it took 
STATA Special Edition 10.1 almost 2 hours to complete the computational process. 
However, the results seem promising in that the effect of clusterstars on TEA 
remains highly significant: 
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Table 4.4 GLLAMM logistic model for H1 
 
------------------------------------------------------------------------------
    var(1): .0461535 (2.8641963)
 
***level 2 (NUTS2CODE)
 
------------------------------------------------------------------------------
Variances and covariances of random effects
 
  .05073528 (.0003534)
------------------------------------------------------------------------------
Variance at level 1
 
                                                                              
       _cons     .0395976   3.593449     0.01   0.991    -7.003434    7.082629
_IUKoccup0~7       .00047   .0055859     0.08   0.933    -.0104781    .0114182
_IUKoccup0~6    -.0166137   .0062317    -2.67   0.008    -.0288275   -.0043999
_IUKoccup0~5     -.018833   .0072946    -2.58   0.010    -.0331301   -.0045359
_IUKoccup0~4    -.0238635   .0050191    -4.75   0.000    -.0337006   -.0140263
_IUKoccup0~3    -.0169406   .0045783    -3.70   0.000    -.0259139   -.0079673
_IUKoccup0~2      .020939   .0032079     6.53   0.000     .0146516    .0272264
clustersta~U     .0018356   .0003892     4.72   0.000     .0010729    .0025984
  agesquared    -.0000562   8.31e-06    -6.77   0.000    -.0000725   -.0000399
         age     .0043003   .0006895     6.24   0.000     .0029489    .0056517
     gender1     .0234625   .0024754     9.48   0.000     .0186109    .0283142
fearfail02~l    -.0305968   .0023693   -12.91   0.000    -.0352405   -.0259531
knowent020~l     .0640944   .0026819    23.90   0.000     .0588379    .0693509
suskill020~l     .0753823   .0023694    31.81   0.000     .0707382    .0800263
                                                                              
TEA0203040~8        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
 
log likelihood = 2916.0346
 
gllamm model
 
Condition Number = 14866538
 
number of level 2 units = 37
number of level 1 units = 41220
 
Iteration 10:  log likelihood =  2916.0346  
Iteration 9:   log likelihood =  2916.0346  (not concave)
Iteration 8:   log likelihood =  2916.0346  (not concave)
Iteration 7:   log likelihood =  2916.0346  (not concave)
Iteration 6:   log likelihood =  2916.0346  (not concave)
Iteration 5:   log likelihood =  2915.8185  
Iteration 4:   log likelihood =  2848.3181  
Iteration 3:   log likelihood =   2704.208  
Iteration 2:   log likelihood =  2293.1999  (not concave)
Iteration 1:   log likelihood =  -1082.184  (not concave)
Iteration 0:   log likelihood = -25302.672  (not concave)
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> esquared clusterstarsEU i.UKoccup02030405060708, i( NUTS2CODE)
. xi: gllamm TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail0208rebal gender1 age ag
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4.2.2 Random Intercept Logit Model for H1 
Further discussions with Professor David Barron (University Reader Said Business 
School and Jesus College) revealed that the random effects model is essentially the 
same as the multilevel model with random intercepts (as the simplest form of 
multilevel models). In contrast to the statistical concern raised above regarding the 
assumption of independence between the cases, the random effects assumption 
(made in a random effects model) is that the individual specific effects are 
uncorrelated with the independent variables.  
 Grilli and Rampichini (2005) offer that for random effects modelling STATA 
has other commands, other than the user-defined GLLAMM, for fitting specifically 
two-level models. For instance, for panel data the suite of commands beginning with 
the prefix xt, such as xtreg for the random intercept linear model and xtlogit for the 
random intercept logit model can be used for random effects modelling.  
Hence I tried xtlogit by first using xtset to mark the data as panel data based 
on the NUTS 2 regions (note the regions remain the same but the individuals 
surveyed within regions do not remain the same from one year of pooled data to 
another). With the random effects xtlogit, I get the same significance output as logit 
(or logistic with odds ratios) except with larger standard errors and smaller z values.  
Nevertheless, the clusterstars variable is still highly significant at the 0.1% 
level to the independent variable of interest – TEA and the log odds ratio is the same 
at 1.03 (table 4.5). Therefore, this only reinforces the findings that clusters do have a 
positive effect on entrepreneurship. 
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Table 4.5 Random Intercept Logit Model for H1 with Odds Ratios 
Iteration 3:   log likelihood = -7541.6949  
Iteration 2:   log likelihood = -7541.6951  
Iteration 1:   log likelihood =   -7541.75  
Iteration 0:   log likelihood =  -7552.822  
tau =  0.1     log likelihood = -7554.0085
tau =  0.0     log likelihood = -7542.9584
Fitting full model:
Iteration 6:   log likelihood = -7542.9584
Iteration 5:   log likelihood = -7542.9584
Iteration 4:   log likelihood = -7542.9703
Iteration 3:   log likelihood = -7544.4152
Iteration 2:   log likelihood = -7578.9268
Iteration 1:   log likelihood = -8006.1858
Iteration 0:   log likelihood = -9122.3807
Fitting comparison model:
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> gesquared clusterstarsEU i.UKoccup02030405060708, re or
. xi: xtlogit TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail0208rebal gender1 age a
 
 
Likelihood-ratio test of rho=0: chibar2(01) =     2.53 Prob >= chibar2 = 0.056
                                                                              
         rho     .0027315   .0023478                      .0005056    .0146155
     sigma_u     .0949264   .0409064                      .0407926    .2208986
                                                                              
    /lnsig2u    -4.709306   .8618542                     -6.398509   -3.020103
                                                                              
_IUKoccup0~7     1.029368    .122938     0.24   0.808     .8145381    1.300859
_IUKoccup0~6     .6083998   .0984742    -3.07   0.002      .443012     .835531
_IUKoccup0~5     .5436513    .114084    -2.90   0.004     .3603278    .8202441
_IUKoccup0~4     .2079362   .0438049    -7.46   0.000     .1375978    .3142307
_IUKoccup0~3     .4953712   .0716466    -4.86   0.000     .3730952    .6577212
_IUKoccup0~2     1.599048   .0974637     7.70   0.000     1.418991    1.801951
clustersta~U     1.034629   .0096526     3.65   0.000     1.015882    1.053722
  agesquared     .9987301   .0001791    -7.09   0.000     .9983792    .9990812
         age     1.101084   .0163391     6.49   0.000     1.069521    1.133578
     gender1     1.590458   .0790399     9.34   0.000     1.442848    1.753169
fearfail02~l     .5015835   .0279631   -12.38   0.000      .449665    .5594965
knowent020~l     2.446407   .1099799    19.90   0.000     2.240074    2.671746
suskill020~l     7.178688   .4996218    28.32   0.000       6.2633    8.227861
                                                                              
TEA0203040~8           OR   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood  = -7541.6949                    Prob > chi2        =    0.0000
                                                Wald chi2(13)      =   2068.58
                                                               max =      6034
                                                               avg =    1114.1
Random effects u_i ~ Gaussian                   Obs per group: min =       165
Group variable: NUTS2CODE                       Number of groups   =        37
Random-effects logistic regression              Number of obs      =     41220
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4.3 Hypothesis 2 - Effect of Innovative Clusters (Not conclusive) 
For hypothesis 2, although the exploratory box plot (fig 4.3) indicates visible 
difference in cluster stars and innovation across regions and the ANOVA test (table 
A.2) between the two was significant, the logistic regression shown in table 4.6 
reveals that innovation is not significant at p=0.287 to the TEA dependent variable. 
Even when the Regional Innovation Scoreboard RIS2006 was used (appendix A.3), it 
was found not to be significant at p=0.257. This could have been expected as the two 
are highly correlated at r=0.8062.  
It should be reiterated here that the measure of innovation by the European 
Commission study is not entirely reliable. According to the European Commission 
report (2008), the Regional Innovation Scoreboard measure does not offer 
information of sufficient detail and reliability, due to missing up-to-date data from 
many regions.  Hence, according to the report, a systematic link between clusters and 
innovation performance is difficult to establish. Unfortunately however, this was the 
most reliable data which was available at the time of analysis.  
 
 
     Figure 4.3 Box plot of cluster stars by innovation level 
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Table 4.6 Effect of adding innovation level 
 
. * Unfortunately InnovlevelEU is not significant to the model
                                                                              
InnovlevelEU     1.054531   .0525586     1.07   0.287     .9563897    1.162744
_IUKoccup0~7     1.032788   .1232253     0.27   0.787     .8174319    1.304881
_IUKoccup0~6     .6083968   .0984453    -3.07   0.002     .4430504    .8354506
_IUKoccup0~5      .544594   .1142508    -2.90   0.004     .3609929    .8215747
_IUKoccup0~4     .2078492   .0437807    -7.46   0.000     .1375478    .3140818
_IUKoccup0~3      .495286   .0716086    -4.86   0.000      .373069    .6575411
_IUKoccup0~2     1.597014   .0972669     7.69   0.000     1.417313    1.799498
clustersta~U     1.029265   .0084459     3.52   0.000     1.012844    1.045953
  agesquared     .9987344   .0001789    -7.07   0.000     .9983838    .9990851
         age     1.100788   .0163154     6.48   0.000     1.069271    1.133235
     gender1     1.586315   .0787455     9.30   0.000     1.439247    1.748411
fearfail02~l       .50175   .0279528   -12.38   0.000     .4498487    .5596394
knowent020~l      2.44993   .1100377    19.95   0.000     2.243481    2.675378
suskill020~l     7.198755   .5006967    28.38   0.000     6.281359    8.250138
                                                                              
TEA0203040~8   Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood = -7542.3914                       Pseudo R2       =     0.1732
                                                  Prob > chi2     =     0.0000
                                                  LR chi2(14)     =    3159.98
Logistic regression                               Number of obs   =      41220
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> velEU
> 08rebal gender1 age agesquared clusterstarsEU i.UKoccup02030405060708 Innovle
. xi: logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail02
 
 
It was also tested whether innovation was significant in predicting the 
Innovative Total Entrepreneurial Activity variable measured by GEM 
(TEAInnov0208) which indicates whether the Total Entrepreneurial Activity is 
innovative and therefore new to all or some of it customers and/or competitors. 
Unfortunately, again a significant model was not achieved probably because 
Innovative TEA is an even rarer event than general TEA.  
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5 DISCUSSION and CONCLUSION 
Both objectives of this study laid out in the introduction have been achieved, namely 
that the effect of regional clusters on entrepreneurship in the United Kingdom has 
been investigated and further, it has been empirically determined that the relationship 
between clusters and entrepreneurship discovered in Germany are indeed 
generalisable across to the United Kingdom, which suggests that this relationship is 
generalisable across other national boundaries. 
 For hypothesis 1on the effect of clusters on entrepreneurship, on the one 
hand, when OLS regression (appendix table A.4) was experimented with by using 
the continuous average Total Entrepreneurial Activity measured in percentage per 
region (TEAUKNUTS2) as the independent variable, it was discovered that the 
number of cluster stars (clusterstars) is significant but in the negative direction. That 
is, the more the cluster stars, the less the TEA at UK NUTS 2 level. This goes against 
our hypothesis that clusters help increase TEA.  However, OLS regression analysis 
could not be relied upon due to the low number of cases (37 UK regions). 
On the other hand, several trials through manual and automatic stepwise 
backward logistic regression on the binary TEA independent variable for each 
individual observation revealed that the number of cluster stars is highly significant 
at the 0.1% level (p<0.001) to the logistic model shown in table 4.3 (also in appendix 
table A.5 using rare events logit model). This means that for a one-unit increase in 
clusterstars we expect a 1.033 increase in the log-odds of the dependent variable 
Total Entrepreneurial Activity, while holding all other independent variables 
constant. As explained earlier, the magnitude of this increase is not important, rather 
the significance and direction of the change is being emphasised.  
The discrepancy in the results of the two analytical approaches between 
multiple regression and logistic regression might be explained for by the fact that the 
cluster star rating by EU may not have differentiated between industrial 
agglomerations versus clusters with networks as discovered by Rocha and Sternberg 
(2005). Rocha and Sternberg established in terms of high statistical significance that 
while clusters with networks have a positive relationship with entrepreneurship, 
industrial agglomerations (i.e. clusters without networks) have a negative 
relationship with entrepreneurship (though not statistically significant); and this is 
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something hinted to in the multiple regression analysis (shown in appendix table 
A.4). Hence, the two types of clusters may both be reflected within the EU data 
(without apparent distinction) and they might be neutralising each others effects on 
entrepreneurship. This might explain the low predictability of TEA when using the 
logistic model as revealed in the log odds of 1.033 in this study.  
Adding the innovation level variable (InnovLevel) for hypothesis 2 that the 
cluster regions with higher innovation level will have more TEA revealed that it was 
not significant to the TEA dependent variable. Even the Regional Innovation Score 
variable (RIS2006) was not found to be significant. This insignificance is in contrast 
to the results of the bivariate hypothesis tests shown in appendix table A.2. This calls 
out for further research and analysis on determining the effect of innovation levels 
among clusters on entrepreneurship. 
 
5.1 Implications for Theory, Policy, and Practice 
For academicians this work is a small step towards helping to understand the exact 
meanings of commonly used terms such as industrial districts, agglomerations, and 
clusters. The relationship discovery between these phenomena and entrepreneurship 
helps to validate the commonly held notion that they both affect each other and 
thereby helps to pave the path for more theoretical retrospection for understanding 
the conditions, reasons, and factors for this occurrence. Further, this study creatively 
merges different publicly available datasets with a proprietary dataset to empirically 
determine these findings.  
 For policy makers and practitioners this study goes in the right direction to 
generalise across national boundaries that a positive relationship between clusters 
and entrepreneurship exists and this can help practitioners make informed choices. 
One informed choice that policy makers and decision makers can consider is that 
planning and allocation of resources for both cluster development and promoting 
entrepreneurship should go hand in hand to maximise both outcomes. However, at 
this stage this study is inadequate to suggest robustly whether policy makers should 
promote cluster development to achieve entrepreneurial growth, or to promote 
entrepreneurship to achieve regional development and cluster formation.  
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 As stated earlier, this dissertation will be expanded for doctoral study by 
investigating the distinctive contextual natures of the regional clusters under study so 
that insights can be generated to better understand cluster formation and 
entrepreneurship or even generate new theory (Zahra, 2007). 
 
5.2 Study Limitations, Constraints, and Future Research 
The research work presented herein might have experienced some limitations that 
could have affected the accuracy of the results. Some sources of the potential error 
are broken down between sampling and non-sampling errors. 
Random sampling errors occur due to the particular sample selected being an 
imperfect representation of the population. It includes respondent errors. To reduce 
random sampling errors, GEM, the main source of the secondary data relied upon, 
uses a large sample in each nation which is randomly selected according to best 
practices (Reynolds et al, 2005; Quill et al, 2006; GEM, 2008). The UK GEM dataset 
is the largest GEM sample of any GEM survey conducted and the pooled dataset 
from 2002 to 2005 used in the regression models had over 40 thousand cases.  
Non-sampling errors are attributable to errors other than sampling. It can 
include errors caused by the improper administration or execution of the research 
task. To reduce such non-sampling errors, including interviewer and respondent 
errors, GEM has in place careful procedures for the selection, training, and 
supervision of the interviewers who conduct the Adult Population Survey in each 
nation.  
Similarly, other datasets such as those sourced from Eurostat and the UK 
Office of National Statistics would have minimal issues with regards to both random 
sampling and non-sampling errors given the large amount of money and effort that is 
invested into creating these national datasets. The few issues, where they were 
known particularly for innovation related measurements, are highlighted in the body 
of the report (e.g. see section 4.3) and prudence is called for before digesting the 
result of insignificance revealed in the test for hypothesis 2. Further research with 
more reliable measurements of innovation that resonate better with relevant theory is 
recommended.  
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There may be non-sampling errors attributable to the execution of this work. 
For example, there is a possibility that partial inaccessibility to a valuable dataset of 
which I am unaware of may result in lower accuracy of the results, but this can be 
remedied once a more reliable dataset is made available. Also, the regional 
demarcations at the NUTS 2 level chosen for the UK may not be analogous to those 
of the German planning regions used by Rocha and Sternberg (2005). This may have 
affected the way clusters were identified by Rocha and Sternberg for Germany 
versus how clusters were identified in the UK by the European Cluster Observatory. 
Ultimately, if the regional demarcations for the UK are significantly inconsistent 
with those used in Germany, it may lower the reliability of generalisations proposed 
and comparisons made in this report. To overcome this issue, the most ideal remedy 
would be to use the EU Cluster Observatory data for Germany and re-perform the 
analysis for Germany using the same years of pooled data as was used for the UK. 
However, this would have been out of the scope of the limited timeframe of this 
dissertation work. But it is something I can pursue at the doctoral level.  
Another step for this study would be to identify which of the clusters in the 
UK are indeed industrial agglomerations versus clusters with either inter-firm or 
external networks. This may consolidate the discrepant results from the different 
statistical models and help to establish the effect of different types of clusters on 
entrepreneurship. Again, I plan to conduct a survey of experts to gather this 
distinction among cluster types in the UK as part of future doctoral work.  
Additionally, as indicated in section 2.2, empirical evidence can be called out 
for supporting the notion that clusters in and around urbanised regions fair better than 
non-urbanised clustered regions in positively affecting entrepreneurship. However, 
the 37 NUTS 2 level cases for the UK are insufficient to perform this finer type of 
analysis. Perhaps this can be possible if NUTS 2 level regional data was pooled 
together for several European countries and this will be considered at a later 
opportunity. 
To sum up, there was concern with the multilevel / hierarchical nature (two 
levels) of the pooled dataset used in this study. To overcome any potential 
inconsistencies in interpreting the results, analyses were performed with not only 
logistic regression, but also with Generalised Linear Latent and Mixed Model 
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(GLLAM) and with random effects modelling using random intercept logit. 
Although the standard errors were different, the significance of clusters to 
entrepreneurship remained positive and highly significant.   
Therefore, in ending, the United Kingdom empirical study presented in this 
report helps to fortify the original German findings that in general, regional clusters 
have a positive relationship with entrepreneurship. 
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APPENDICES 
A.1 DETAILED MISCELLANEOUS ANALYSES 
Table A.1 Description of variables and outcome of analysis  
Entrepreneurship Related   
(source GEM UK) 
STATA variable 
names 
Inclusion / Exclusion in 
Model 
Total Entrepreneurial Activity 
(nascent or new entrepreneurs)  
TEA02030405060708  
No activity=0;  
Yes activity=1 
Dependent variable used in 
Logistic Regression (main 
analysis) 
TEA average for each UK 
NUTS 2 region in % 
TEAUKNUTS2 Dependent variable used briefly 
to explore Multiple Regression 
(not conclusive) 
Innovative Total 
Entrepreneurial Activity 
(nascent or new entrepreneurs) 
TEAInnov0208 
No activity=0;  
Yes activity=1 
Dependent variable used briefly 
to explore H2 (not conclusive; 
extremely rare event) 
Have skills to start a business in 
sample rebalanced for attitudes    
suskill0208rebal 
No =0; Yes =1 
Included; significant 
Know an entrepreneur in 
sample rebalanced for attitudes    
knowent0208rebal 
No =0; Yes =1 
Included; significant 
Fear failure if start a business in 
sample rebalanced for attitudes    
fearfail0208rebal  
No =0; Yes =1 
Included; significant 
Gender gender1  
Female = 0 Male = 1 
Included; significant 
Age: exact age at time of 
interview in years 
age Included + its squared 
transformation; both significant 
UK occupation standardized UKoccup02030405060708 
Categorical 
Included; significant 
Cluster Related        
(source E. Cluster 
Oservatory) 
  
Sum of cluster stars allocated 
for all clusters in each UK 
NUTS 2 region. 
clusterstarsEU  Most important independent 
variable. Included and found to 
be marginally significant 
No. of persons per km square. 
(Source: Eurostat) 
PopDens2004   Excluded due to insignificance 
or led to insignificance of 
clusterstars 
No. of employees in all clusters 
in each UK NUTS 2 region. 
Employees Excluded due to 
multicollinearity (see section 
below) 
Unemployment rate in 2005 
(%). (Source: Eurostat) 
Unempl2005 Excluded due to insignificance 
or led to insignificance of 
clusterstars 
Disposable income, by UK 
NUTS 2 region, 2004 (Euro per 
person) 
incpercapita Excluded due to insignificance 
or led to insignificance of 
clusterstars 
Innovation level InnovlevelEU  
Medium=0 High=1 
Excluded due to insignificance 
or led to insignificance of 
clusterstars 
Regional Innovation 
Scoreboard awarded by EU in 
2006 
RIS2006  Excluded due to insignificance 
or led to insignificance of 
clusterstars 
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TEAUKNuts2
PopDens2004
incpercapita
Unempl2005
Employees
clusterstarsEU
RIS2006
InnovlevelEU
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Correlation matrices 
 
Figure A.1 Correlation matrix for cluster variables 
 
Please note that in some charts the TEA value of one of the 37 UK NUTS 2 regions seems to 
an outlier. However, this value  is of  Inner London and  indeed this region’s TEA measured 
value  of  approximately  9  is  exceptionally  higher  than  all  other  regions  in  the  United 
Kingdom. Diagnostics tests revealed that this high value was not something of concern to 
the overall model.  
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Bivariate hypothesis tests  
 
Tests hint regions with clusters have significantly different TEA. 
 
Table A.2 Bivariate hypothesis tests 
 Pr(T < t) = 0.0000         Pr(|T| > |t|) = 0.0000          Pr(T > t) = 1.0000
    Ha: diff < 0                 Ha: diff != 0                 Ha: diff > 0
Ho: diff = 0                                     degrees of freedom =    72280
    diff = mean(0) - mean(1)                                      t =  -6.6587
                                                                              
    diff             -.3170003    .0476071               -.4103101   -.2236905
                                                                              
combined     72282    6.321173    .0105936    2.848122    6.300409    6.341936
                                                                              
       1      3774    6.621622    .0506471    3.111399    6.522323     6.72092
       0     68508    6.304621    .0108199    2.832006    6.283414    6.325828
                                                                              
   Group       Obs        Mean    Std. Err.   Std. Dev.   [95% Conf. Interval]
                                                                              
Two-sample t test with equal variances
. ttest   clusterstarsEU, by( TEA02030405060708)
 
          Pearson chi2(1) =  47.5502   Pr = 0.000
     Total      37,063     35,219      72,282 
                                             
         1       1,729      2,045       3,774 
         0      35,334     33,174      68,508 
                                             
5,06,07,08      medium       high       Total
02,03,04,0      EU Innov level
      urs)  
entreprene  
    or new  
  (nascent  
       TEA  
. tabulate  TEA02030405060708 InnovlevelEU, chi2
 
 
. *Even when not assuming normal distributions for cluster stars, differences are significant 
 
    Prob > |z| =   0.0000
             z =  -4.878
Ho: cluste~U(TEA020~8==0) = cluste~U(TEA020~8==1)
adjusted variance     1.529e+12
                               
adjustment for ties  -2.790e+10
unadjusted variance   1.557e+12
    combined      72282   2.612e+09   2.612e+09
                                               
           1       3774   1.424e+08   1.364e+08
           0      68508   2.470e+09   2.476e+09
                                               
TEA0203040~8        obs    rank sum    expected
Two-sample Wilcoxon rank-sum (Mann-Whitney) test
. ranksum   clusterstarsEU, by( TEA02030405060708)
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Multicollinearity  
After  removing employees: none of  the variables used  in  the  final model have VIF>10 or 
tolerance < 0.0              
 
Table A.3 Multicollinearity VIF and tolerance analysis  
  Mean VIF      2.39
----------------------------------------------------
UKoccup02030405060708      1.05    1.02    0.9524      0.0476
   gender1      1.06    1.03    0.9420      0.0580
       age      1.04    1.02    0.9602      0.0398
InnovlevelEU      4.15    2.04    0.2410      0.7590
   RIS2006      5.92    2.43    0.1689      0.8311
clusterstarsEU      2.34    1.53    0.4275      0.5725
Unempl2005      2.43    1.56    0.4122      0.5878
incpercapita      4.99    2.23    0.2002      0.7998
fearfail0208rebal      1.04    1.02    0.9641      0.0359
knowent0208rebal      1.08    1.04    0.9220      0.0780
suskill0208rebal      1.16    1.08    0.8625      0.1375
PopDens2004      3.78    1.94    0.2649      0.7351
TEA02030405060708      1.07    1.04    0.9330      0.0670
----------------------------------------------------
  Variable      VIF     VIF    Tolerance    Squared
                        SQRT                   R-
  Collinearity Diagnostics
>  gender1  UKoccup02030405060708
> fail0208rebal incpercapita Unempl2005 clusterstarsEU RIS2006 InnovlevelEU age
. collin TEA02030405060708 PopDens2004  suskill0208rebal knowent0208rebal  fear
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Multiple regression  
Multiple regression indicates a negative effect of clusters on entrepreneurship. 
 
Table A.4 Multiple regression analysis 
 
> dicate marginal -ve odds and are significant
. *regardless of whether RIS and Innovlevel remains or not, clusterstars now in
                                                                              
       _cons     .0374002   .0004396    85.07   0.000     .0365385    .0382618
     gender1    -.0001127    .000055    -2.05   0.040    -.0002205   -4.88e-06
clustersta~U    -.0006722   .0000137   -49.04   0.000    -.0006991   -.0006454
  Unempl2005     -.004997   .0000356  -140.34   0.000    -.0050668   -.0049272
incpercapita     2.42e-06   2.14e-08   112.98   0.000     2.38e-06    2.46e-06
         age     8.48e-06   2.18e-06     3.89   0.000     4.21e-06    .0000128
knowent020~l     .0002151   .0000639     3.37   0.001     .0000898    .0003403
suskill020~l     .0002914   .0000555     5.25   0.000     .0001827    .0004002
 PopDens2004     4.81e-06   3.30e-08   146.05   0.000     4.75e-06    4.88e-06
                                                                              
  TEAUKNuts2        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    4.07917184 41219  .000098963           Root MSE      =  .00537
                                                       Adj R-squared =  0.7084
    Residual    1.18916115 41211  .000028855           R-squared     =  0.7085
       Model    2.89001069     8  .361251337           Prob > F      =  0.0000
                                                       F(  8, 41211) =12519.35
      Source         SS       df       MS              Number of obs =   41220
p = 0.1386 >= 0.0600  removing _IUKoccup02_7
p = 0.1580 >= 0.0600  removing fearfail0208rebal
p = 0.2645 >= 0.0600  removing _IUKoccup02_4
p = 0.5228 >= 0.0600  removing _IUKoccup02_3
p = 0.6126 >= 0.0600  removing _IUKoccup02_2
p = 0.6748 >= 0.0600  removing _IUKoccup02_6
p = 0.7980 >= 0.0600  removing _IUKoccup02_5
                      begin with full model
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 2030405060708, pr(.06)
> arfail0208rebal incpercapita Unempl2005 clusterstarsEU gender1 age i.UKoccup0
. xi: sw regress  TEAUKNuts2 PopDens2004  suskill0208rebal knowent0208rebal  fe
                                                                              
       _cons     .0382587   .0004411    86.73   0.000     .0373941    .0391233
     gender1    -.0001188   .0000547    -2.17   0.030     -.000226   -.0000117
InnovlevelEU     .0006604   .0001072     6.16   0.000     .0004502    .0008705
     RIS2006     .0062349   .0007031     8.87   0.000     .0048568    .0076131
clustersta~U    -.0006657   .0000141   -47.33   0.000    -.0006933   -.0006382
  Unempl2005    -.0048197    .000039  -123.58   0.000    -.0048962   -.0047433
incpercapita     2.11e-06   3.12e-08    67.61   0.000     2.05e-06    2.17e-06
         age     7.56e-06   2.17e-06     3.49   0.000     3.31e-06    .0000118
knowent020~l     .0002346   .0000636     3.69   0.000       .00011    .0003592
suskill020~l     .0002776   .0000552     5.03   0.000     .0001695    .0003858
 PopDens2004     4.78e-06   3.71e-08   129.06   0.000     4.71e-06    4.86e-06
                                                                              
  TEAUKNuts2        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                                                                              
       Total    4.07917184 41219  .000098963           Root MSE      =  .00534
                                                       Adj R-squared =  0.7117
    Residual    1.17589036 41209  .000028535           R-squared     =  0.7117
       Model    2.90328149    10  .290328149           Prob > F      =  0.0000
                                                       F( 10, 41209) =10174.53
      Source         SS       df       MS              Number of obs =   41220
p = 0.2879 >= 0.0600  removing _IUKoccup02_7
p = 0.3835 >= 0.0600  removing fearfail0208rebal
p = 0.3910 >= 0.0600  removing _IUKoccup02_4
p = 0.5038 >= 0.0600  removing _IUKoccup02_3
p = 0.5026 >= 0.0600  removing _IUKoccup02_6
p = 0.8351 >= 0.0600  removing _IUKoccup02_2
p = 0.8992 >= 0.0600  removing _IUKoccup02_5
                      begin with full model
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> ender1 age i.UKoccup02030405060708, pr(.06)
> arfail0208rebal incpercapita Unempl2005 clusterstarsEU RIS2006 InnovlevelEU g
. xi: sw regress  TEAUKNuts2 PopDens2004  suskill0208rebal knowent0208rebal  fe
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A.2 HYPOTHESIS 1- EFFECT OF CLUSTERS 
Significance of i.UKOccupation as a whole to the model 
It was  later  realized  that work  status  also  affects  entrepreneurial  activity  and  this work 
status  was  measured  as  UKoccupation  variable.  Note  that  the  last  category  of 
UKoccupation  is not significant, but when tested for the significance of UKoccupation as a 
whole, we see that it is indeed significant.  
 
 
         Prob > chi2 =    0.0000
           chi2(  6) =  184.25
 ( 6)  _IUKoccup_7 = 0
 ( 5)  _IUKoccup_6 = 0
 ( 4)  _IUKoccup_5 = 0
 ( 3)  _IUKoccup_4 = 0
 ( 2)  _IUKoccup_3 = 0
 ( 1)  _IUKoccup_2 = 0
. test _IUKoccup_2 _IUKoccup_3 _IUKoccup_4 _IUKoccup_5 _IUKoccup_6 _IUKoccup_7
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Comparison with Relogit Rare Events 
Apparently there is not that much improvement using rare events relogit by King and Zeng. 
The Z value of cluster stars is 4.56 vs 4.45, significance is still at p=0.0 and log odds remains 
close to 1.03. 
 
 
Table A.5 Rare events RELOGIT comparison 
                                                                              
       _cons    -4.433084   .1202775   -36.86   0.000    -4.668823   -4.197344
_IUKoccup0~7    -.0005299   .1171986    -0.00   0.996     -.230235    .2291752
_IUKoccup0~6    -.5097746   .1599252    -3.19   0.001    -.8232223   -.1963269
_IUKoccup0~5    -.8388614   .2073594    -4.05   0.000    -1.245278   -.4324445
_IUKoccup0~4    -1.823995   .2072714    -8.80   0.000    -2.230239    -1.41775
_IUKoccup0~3    -.6815125   .1440542    -4.73   0.000    -.9638537   -.3991714
_IUKoccup0~2     .4380884   .0619154     7.08   0.000     .3167365    .5594403
clustersta~U     .0332857   .0074775     4.45   0.000       .01863    .0479413
         age    -.0075696   .0019341    -3.91   0.000    -.0113604   -.0037789
     gender1     .4329401   .0506312     8.55   0.000     .3337048    .5321755
fearfail02~l    -.6742792    .055282   -12.20   0.000      -.78263   -.5659285
knowent020~l     .9010131   .0450074    20.02   0.000     .8128002     .989226
suskill020~l     1.994199   .0692864    28.78   0.000     1.858401    2.129998
                                                                              
TEA0203040~8        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
Corrected logit estimates                             Number of obs =    41220
(31093 missing values generated)
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 8rebal gender1 age  clusterstarsEU i.UKoccup02030405060708
. xi: relogit TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail020
. * Now compare with relogit
                                                                              
_IUKoccup0~7     .9945912   .1183091    -0.05   0.964     .7877567    1.255733
_IUKoccup0~6     .5943725   .0960057    -3.22   0.001     .4330806     .815734
_IUKoccup0~5     .4245578   .0878674    -4.14   0.000     .2829895    .6369471
_IUKoccup0~4     .1583049   .0327866    -8.90   0.000     .1054877    .2375676
_IUKoccup0~3     .5018178   .0724722    -4.77   0.000     .3781083    .6660027
_IUKoccup0~2     1.549322   .0935781     7.25   0.000     1.376352    1.744029
clustersta~U     1.033822   .0075354     4.56   0.000     1.019158    1.048698
         age     .9924542   .0020078    -3.74   0.000     .9885268    .9963972
     gender1     1.542388    .075821     8.82   0.000     1.400716    1.698389
fearfail02~l     .5090106    .028309   -12.14   0.000      .456443    .5676322
knowent020~l     2.463203   .1105332    20.09   0.000     2.255816    2.689657
suskill020~l     7.362407   .5116287    28.73   0.000     6.424926     8.43668
                                                                              
TEA0203040~8   Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood = -7569.2492                       Pseudo R2       =     0.1703
                                                  Prob > chi2     =     0.0000
                                                  LR chi2(12)     =    3106.26
Logistic regression                               Number of obs   =      41220
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 08rebal gender1 age  clusterstarsEU i.UKoccup02030405060708
. xi: logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail02
r(198);
i:  operator invalid
> bal gender1 age  clusterstarsEU i.UKoccup02030405060708
. logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail0208re
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Classification tables at different cut-off values 
A reasonable classification cutoff seems to be 0.1 which predicts close to 5% positive TEA 
cases correctly.   
Table A.6 Classification tables at various cutoff probabilities 
                                                  
Correctly classified                        94.20%
                                                  
False - rate for classified -   Pr( D| -)    5.80%
False + rate for classified +   Pr(~D| +)  100.00%
False - rate for true D         Pr( -| D)  100.00%
False + rate for true ~D        Pr( +|~D)    0.01%
                                                  
Negative predictive value       Pr(~D| -)   94.20%
Positive predictive value       Pr( D| +)    0.00%
Specificity                     Pr( -|~D)   99.99%
Sensitivity                     Pr( +| D)    0.00%
                                                  
True D defined as TEA02030405060708 != 0
Classified + if predicted Pr(D) >= .4
   Total          2389         38831         41220
                                                  
     -            2389         38829         41218
     +               0             2             2
                                                  
Classified           D            ~D         Total
                       True         
Logistic model for TEA02030405060708
. lstat, cutoff(0.4)
 
                                                  
Correctly classified                        90.75%
                                                  
False - rate for classified -   Pr( D| -)    4.51%
False + rate for classified +   Pr(~D| +)   76.05%
False - rate for true D         Pr( -| D)   72.58%
False + rate for true ~D        Pr( +|~D)    5.36%
                                                  
Negative predictive value       Pr(~D| -)   95.49%
Positive predictive value       Pr( D| +)   23.95%
Specificity                     Pr( -|~D)   94.64%
Sensitivity                     Pr( +| D)   27.42%
                                                  
True D defined as TEA02030405060708 != 0
Classified + if predicted Pr(D) >= .2
   Total          2389         38831         41220
                                                  
     -            1734         36751         38485
     +             655          2080          2735
                                                  
Classified           D            ~D         Total
                       True         
Logistic model for TEA02030405060708
. lstat, cutoff(0.2)
 
                                                  
Correctly classified                        79.65%
                                                  
False - rate for classified -   Pr( D| -)    2.58%
False + rate for classified +   Pr(~D| +)   82.88%
False - rate for true D         Pr( -| D)   34.62%
False + rate for true ~D        Pr( +|~D)   19.48%
                                                  
Negative predictive value       Pr(~D| -)   97.42%
Positive predictive value       Pr( D| +)   17.12%
Specificity                     Pr( -|~D)   80.52%
Sensitivity                     Pr( +| D)   65.38%
                                                  
True D defined as TEA02030405060708 != 0
Classified + if predicted Pr(D) >= .1
   Total          2389         38831         41220
                                                  
     -             827         31268         32095
     +            1562          7563          9125
                                                  
Classified           D            ~D         Total
                       True         
Logistic model for TEA02030405060708
. lstat, cutoff(0.1)
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A.3 HYPOTHESIS 2 - EFFECT OF INNOVATIVE CLUSTERS  
Let us try the Regional Innovation Scoreboard variable: RIS2006. 
 
*Even interaction term of RIS2006 and Innovlevel was not significant 
 
*Determining TEA_Innovation model revealed no significance for Innovlevel even when 
using RELOGIT.  
 
Probably because it is an even rarer event than TEA. 
 
Table A.7 Effect of adding Regional Innovation Scoreboard 
 
InnovlevelEU     0.8062   1.0000
     RIS2006     1.0000
                                
                RIS2006 Innovl~U
(obs=72282)
. corr RIS2006 InnovlevelEU
> hly correlated
. * Same thing RIS2006 is not significant, seems RIS2006 and Innovlevel are hig
                                                                              
     RIS2006     1.340429   .3466239     1.13   0.257     .8074772    2.225141
_IUKoccup0~7     1.032149   .1231312     0.27   0.791     .8169535    1.304029
_IUKoccup0~6     .6089367   .0985317    -3.07   0.002      .443445    .8361891
_IUKoccup0~5     .5442476   .1141848    -2.90   0.004     .3607545    .8210719
_IUKoccup0~4     .2079556   .0438043    -7.46   0.000     .1376168    .3142462
_IUKoccup0~3     .4951165   .0715841    -4.86   0.000     .3729413    .6573162
_IUKoccup0~2     1.597076   .0972716     7.69   0.000     1.417367    1.799571
clustersta~U     1.029622   .0082196     3.66   0.000     1.013637    1.045858
  agesquared     .9987372   .0001789    -7.05   0.000     .9983866    .9990879
         age     1.100465   .0163126     6.46   0.000     1.068953    1.132906
     gender1     1.586314   .0787475     9.29   0.000     1.439242    1.748414
fearfail02~l     .5018645   .0279609   -12.37   0.000     .4499483    .5597709
knowent020~l      2.44883   .1099883    19.94   0.000     2.242473    2.674177
suskill020~l     7.197206   .5006171    28.38   0.000     6.279959    8.248426
                                                                              
TEA0203040~8   Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood = -7542.3185                       Pseudo R2       =     0.1732
                                                  Prob > chi2     =     0.0000
                                                  LR chi2(14)     =    3160.12
Logistic regression                               Number of obs   =      41220
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 6
> 08rebal gender1 age agesquared clusterstarsEU i.UKoccup02030405060708  RIS200
. xi: logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail02
. * Let us try RIS2006
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A.4 DIAGNOSTICS 
Robust logistics regression for removing heteroscedasticity 
Not that much change in standard errors or significance therefore robust option not 
deemed to be necessary. 
 
                                                                              
_IUKoccup0~7     .9945912   .1166015    -0.05   0.963      .790412    1.251514
_IUKoccup0~6     .5943725   .0950851    -3.25   0.001     .4343973    .8132615
_IUKoccup0~5     .4245578   .0880638    -4.13   0.000      .282733    .6375249
_IUKoccup0~4     .1583049   .0328224    -8.89   0.000     .1054409     .237673
_IUKoccup0~3     .5018178   .0723118    -4.79   0.000     .3783452    .6655856
_IUKoccup0~2     1.549322   .0959571     7.07   0.000     1.372216    1.749286
clustersta~U     1.033822   .0077329     4.45   0.000     1.018777     1.04909
         age     .9924542   .0019201    -3.92   0.000      .988698    .9962247
     gender1     1.542388   .0781176     8.56   0.000     1.396635    1.703353
fearfail02~l     .5090106    .028148   -12.21   0.000     .4567261    .5672804
knowent020~l     2.463203   .1108974    20.02   0.000     2.255162    2.690436
suskill020~l     7.362407   .5102754    28.80   0.000     6.427241    8.433641
                                                                              
TEA0203040~8   Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
Log pseudolikelihood = -7569.2492                 Pseudo R2       =     0.1703
                                                  Prob > chi2     =     0.0000
                                                  Wald chi2(12)   =    2037.06
Logistic regression                               Number of obs   =      41220
i.UKoccup0203~8   _IUKoccup02_1-7     (naturally coded; _IUKoccup02_1 omitted)
> 08rebal gender1 age  clusterstarsEU i.UKoccup02030405060708, robust
. xi: logistic TEA02030405060708 suskill0208rebal  knowent0208rebal  fearfail02
 
Linktest 
In  the  linktest  if  the  model  is  properly  specified,  we  should  not  be  able  to  find  any 
additional predictors  that are  statistically  significant except by chance  (Chen et al, 2009). 
Since the P value of _hatsq  is much greater than 0.05,  it  is a positive outcome  in that we 
have taken into account the main predictors. 
. * Positive outcome in that _hatsq is not significant
                                                                              
       _cons     .0311655   .1097818     0.28   0.776    -.1840028    .2463338
      _hatsq     .0050691    .015689     0.32   0.747    -.0256807    .0358189
        _hat     1.027765   .0887592    11.58   0.000     .8538004     1.20173
                                                                              
TEA0203040~8        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood = -7542.9065                       Pseudo R2       =     0.1731
                                                  Prob > chi2     =     0.0000
                                                  LR chi2(2)      =    3158.95
Logistic regression                               Number of obs   =      41220
Iteration 6:   log likelihood = -7542.9065
Iteration 5:   log likelihood = -7542.9065
Iteration 4:   log likelihood = -7542.9965
Iteration 3:   log likelihood = -7547.8024
Iteration 2:   log likelihood = -7591.5234
Iteration 1:   log likelihood = -8417.0853
Iteration 0:   log likelihood = -9122.3807
. linktest
 
Hosmer and Lemeshow's goodness-of-fit test 
In our base model, the chi2 = 8.94 and P = 0.3477 values indicate a good fit. The Nagelkerke 
R‐squared  =  0.206  hints  that  the model  explains  a moderate  amount  of  variance  in  the 
sample.  
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Nagelkerke Rsquared: 
BIC used by Stata:           15234.690   AIC used by Stata:           15113.917
BIC:                       -422797.012   BIC':                        -3020.698
AIC:                             0.367   AIC*n:                       15113.917
Count R2:                        0.942   Adj Count R2:                    0.000
Variance of y*:                  5.492   Variance of error:               3.290
McKelvey & Zavoina's R2:         0.401   Efron's R2:                      0.089
ML (Cox-Snell) R2:               0.074   Cragg-Uhler(Nagelkerke) R2:      0.206
McFadden's R2:                   0.173   McFadden's Adj R2:               0.172
                                         Prob > LR:                       0.000
D(41206):                    15085.917   LR(13):                       3158.845
Log-Lik Intercept Only:      -9122.381   Log-Lik Full Model:          -7542.958
Measures of Fit for logistic of TEA02030405060708
. fitstat
 
> it test indicates that our model fits the data well.
. * With a p-value of .347, we can say that Hosmer and Lemeshow's goodness-of-f
                  Prob > chi2 =         0.3477
      Hosmer-Lemeshow chi2(8) =         8.94
             number of groups =        10
       number of observations =     41220
                                                             
       10   0.4357     929   926.2    3192   3194.8    4121  
        9   0.1575     528   527.5    3595   3595.5    4123  
        8   0.1094     381   367.7    3732   3745.3    4113  
        7   0.0730     241   244.3    3889   3885.7    4130  
        6   0.0443     119   131.1    4003   3990.9    4122  
                                                             
        5   0.0208      58    72.0    4064   4050.0    4122  
        4   0.0142      46    49.0    4077   4074.0    4123  
        3   0.0101      48    36.4    4073   4084.6    4121  
        2   0.0072      27    24.3    4096   4098.7    4123  
        1   0.0047      12    10.5    4110   4111.5    4122  
                                                             
    Group     Prob   Obs_1   Exp_1   Obs_0    Exp_0   Total  
                                                             
  (Table collapsed on quantiles of estimated probabilities)
Logistic model for TEA02030405060708, goodness-of-fit test
. lfit, group(10) table
 
Test for Influential Observations -- Pearson Residuals 
Pearson  residuals  are  defined  to  be  the  standardized  difference  between  the  observed 
frequency  and  the predicted  frequency  (Chen  et  al, 2009).  In  essence, Pearson  residuals 
help to determine the relative deviations between the observed and fitted values. 
. predict p        (option pr assumed; Pr(TEA02030405060708)) 
. predict stdres, rstand 
. scatter stdres p, ylab(‐4(2) 16) yline(0) 
. gen id=_n 
. scatter stdres id, ylab(‐4(2) 16) yline(0) 
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Test for Influential Observations -- Deviance Residuals 
The deviance  residuals measure  the disagreement between  the maxima of  the observed 
and the fitted log likelihood functions. The goal in logistic regression is to minimize the sum 
of the deviance residuals and in OLS regression the goal is to minimize the sum of squared 
residuals.  This  residual  can  be  thought  of  as  being  parallel  to  the  raw  residual  in  OLS 
regression(Chen et al, 2009). Only a handful of observations have a residual of more than 4.  
 
. predict dev, deviance 
. scatter dev p, yline(0) 
. scatter dev id 
Test for Influential Observations – Pregibon / Hat diagonal 
The Pregibon or Hat diagonal measures the leverage of an observation.  
. predict hat, hat                                   
. scatter hat p, yline(0) 
. scatter hat id, yline(0) 
Other tests for Influential Observations 
The dx2 and dd statistics help to know how much change in either the chi‐square fit statistic 
or  in the deviance statistic a single observation would cause (Tardanico, 2009). dx2 stands 
for the difference of chi‐squares and dd stands for the difference of deviances. 
. predict dx2, dx2 
. predict dd, dd 
. scatter dx2 id 
. scatter dx2 id, mlab(id) 
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. * the same obs 43486 and 68631 do not seem to affect both ds2 and dd 
Pregibon DBETA 
Pregibon’s Dbeta provides  summary  information of  influence on parameter  estimates of 
each individual observation or in other words each covariate pattern. Dbeta is very similar 
to Cook's D in ordinary linear regression (Tardanico, 2009). 
. predict dbeta, dbeta 
. scatter dbeta id, mlab(id) 
 
 
 
The Pregibon’s db  is  considered a principal  indicator of whether deleting an observation 
would  change  the  model's  fit  or  not  and  a  'db'>1  value  suggests  that  an  outlier  has 
influence  (Tardanico,  2009). But  since  the  command  ‘>  list  n  if  db>1 &  db<.’  reveals  no 
observations, the outliers don't seem to cause any problems for 'db'. 
 
This concludes the diagnostic tests on the logistic regression model indicating that 
our main model (table 4.3) is a good fit and can be relied upon to make conclusions 
regarding hypothesis 1. 
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A.5 GANTT CHART OF EXTENDING THIS WORK FOR THE DPHIL  
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