In this paper, we show that 1) additive energy is not appropriate for discussing the validity of Tsallis or Rényi statistics for nonextensive systems at equilibrium; 2) equilibrium N -body systems with nonadditive energy or entropy should be described by generalized statistics whose nature is prescribed by the existence of thermodynamic equilibrium. The nonextensive statistics may be Tsallis or Rényi one which is naturally associated with nonadditive energy; 3) the equivalence of Tsallis and Rényi entropies at equilibrium is not true in general. , 
Introduction
Although scientists apply Boltzmann-Gibbs statistics (BGS), or its logarithmic microcanonical entropy S = ln W (W is the phase space volume, Boltzmann constant k = 1) and exponential probability distributions p ∝ exp(−βH) (H is Hamiltonian), to systems having long range interaction or finite size [1, 2, 3, 4, 5, 6, 7] , this classical statistical theory, from the usual point of view, remains an additive theory in the thermodynamic limits, i.e., the extensive thermodynamic quantities are proportional to its volume or to the number of its elements. However, the systems having finite size or containing long range interaction may have nonextensive and nonadditive energy or entropy 1 . Hence the applications of BGS to these systems have led to a belief that S = ln W or exp(−βH) is universal, at least for systems at thermodynamic equilibrium [9] . To tell whether this belief is true or not is not a easy affaire. Each point of view has its plausible arguments. It seems to us that, for the moment, any definite affirmation would be premature.
During the last years, the development of a nonextensive statistics mechanics (NSM) proposed by Tsallis [10] intensified this debate. On the one hand, polemics take place within NSM to decide whether or not one should use nonadditive energy with nonadditive entropy and whether a nonextensive theory should be based on the independence of subsystems of N-body systems [11, 12, 14, 15, 16, 17, 18, 19, 20] . The reader will find that these problematics are tightly related to the self-consistence and validity of the theory for systems at equilibrium. On the other hand, the new nonextensive statistics has met resistance and reticence among many physicists, just partially due to the flaws, sometimes fundamental, of the theory during its development.
Very recently, arguments [9] have been forwarded to say that Tsallis entropy should be rebuffed for equilibrium nonextensive systems. This affirmation is based on, among others, the work [11, 12] using additive energy to define equilibrium and temperature within the third version of Tsallis or Rényi statistics. In this paper, I will try to show that : 1) additive energy is not appropriate for discussing the validity of Tsallis statistics for nonextensive systems at equilibrium; 2) equilibrium N-body systems with nonadditive energy or entropy should be described by generalized statistics whose nature is prescribed by the existence of thermodynamic equilibrium. The nonextensive statistics may be Tsallis or Rényi one which is naturally associated with nonadditive energy.
Additive energy : how does Tsallis entropy seem useless
Additive energy formalism of NSM appeared with the discussion of thermodynamic equilibrium and of zeroth law [11, 12, 14] with the third version of NSM using escort probability [21] . This formalism is actually more and more accepted in NSM, even for the fundamental derivation of Tsallis statistics from first principles [22] . One of the important arguments for rejecting Tsallis entropy[10]
from the study of microcanonical systems at equilibrium is based on the results obtained for NSM by using additive energy E(A + B) = E(A) + E(B) for two noninteracting subsystems A and B of a composite system A + B satisfying joint probability p(
for microcanonical ensemble) (as in BGS, this additivity seems justified by the product joint probability which implies independence of A and B). Only under this condition, one gets an explicit entropy nonadditivity
Then, if A + B is isolated, thermal equilibrium can be reached with β(A) = β(B) [11] . Here the inverse temperature β is given by
Toral et al [12, 13] indicated that this temperature was identical to that within Boltzmann thermo-statistics, i.e.
for microcanonical ensemble. So in this case, the physically significant entropy is the Boltzmann one instead of Tsallis one. Eq. (1) and (2) turn out to be useless, as noticed by Gross [9] .
Toral's result can be extended to canonical ensemble [23] with
satisfying Eq.(2) [10] , where p i is the probability that the system is at the state labelled by i. We can see :
where
is Rényi entropy [24] which is additive
if the product joint probability holds. So it seems that, for equilibrium canonical systems, Tsallis nonadditive entropy is equivalent to Rényi additive one [25] . In addition, for microcanonical ensemble, if we suppose complete probability distribution with
where w is the total number of states of the system. So Rényi entropy and Boltzmann one are equivalent for microcanonical ensemble. This is consistent with the reduction of Tsallis entropy to Boltzmann one for microcanonical ensemble.
There are other examples of this self-reduction of Tsallis nonadditive statistics to additive statistics due to additive energy, e.g. the study of ideal gas [26] within the third version of NSM, the internal energy U q is defined by
, where
is the generalized canonical distribution and E i is the energy of the state i. This generalized internal energy of a, say, nonextensive ideal gas turns out to be [26] additive :
which is identical to the Boltzmann ideal gas and completely independent of the nonadditivity q. Now the question is whether or not this self-reduction of NSM to NGS due to additive energy arises systematically in all applications? In one of our recent paper [16] , through a general analysis of the third version of NSM, it was shown that, through a series theoretical anomalies, Tsallis statistics might be mathematically self-consistent only when q = 1 with the temperature defined in Eq.(3) with additive energy.
Tsallis and Rényi entropies with additive energy
As a matter of fact, this equivalence of S q with S R or S is not true. This equivalence has been established on the basis of the nonadditivity of S T in Eq.(2) and the additivity of S R given by S R (A + B) = S R (A) + S R (B). However, with additive energy, these relationships are no more valid. Let us see this first for Tsallis entropy.
S T is associated with the q-exponential distributions. For complete distribution [10] (the following calculation is also valid for other formalisms of NSM), the probability of A + B for a joint state ij is :
1/(1−q) is the probability for A to be at the state i and
is a kind of conditional probability for B to be at a state j with energy
A is at i with energy E i (A). In this case, the total entropy is given by
. This relationship is totally different from Eq.(2). With Eq.(12), the discussion of thermodynamic equilibrium and of zeroth law and the definition of the temperature in Eq.(3) are impossible. So there is no equivalence between S T and S R here. In fact, is we note
, the total Tsallis entropy is additive since S T (A + B) = S T (A) + S T (B)! In the same way, it can be shown that Rényi entropy is not additive. So that the definition of the temperature β = ∂S R ∂E does not exist. As a matter of fact, using the q-exponential distribution associated with S R [27] , it can be shown that, within the complete probability formalism, S R is additive if and only if :
which is also necessary for the nonadditivity of S T given by Eq.(2). So we see that the condition of additive energy of noninteracting systems is not appropriate for nonextensive systems implying interacting subsystems and described by Tsallis or Rényi entropies. If the subsystems are independent, one should simply return to additive statistics.
However, a paradox seems to arises because, from usual point of view, dependent subsystems and nonadditive energy do not allow the product joint probability. Without this joint probability, the N-body distribution cannot be related to one-body distribution and the explicit nonadditivity Eq.(2) of Tsallis entropy will disappear. In what follows, I we will try to explain how to establish a coherent nonextensive statistics on the basis of Tsallis entropy for systems having nonadditive energy.
How to proceed with nonextensive systems at equilibrium
It is well known that the total hamiltonian is not the sum of the Hamiltonians of subsystems if there is interaction between A and B or if the system has finite size. We should write
In general, if the nonadditive term f H (A, B) is not known, no exact physical treatment will be possible. But there exist many effective approach for solving the problem with empirical parameters. In fact, the approach of NSM concerning f H (A, B) is a little special.
Tsallis statistics
In our opinion, the starting point of NSM is to suppose f Q (A,
where Q is certain physical quantity, f λ Q is a function depending on a constant λ Q for Q. In other words, the nonextensive term of the quantity depends on the same quantity of each subsystem. This choice is not yet sufficient to solve the problem. The functional form of f λ Q has to be determined An interesting method [28] to determine f λ Q is to consider the thermodynamic equilibrium as a constraint on the form of f λ Q , i.e., one looks at systems at equilibrium. It is shown [28, 17] that for the equilibrium to take place, we can have
, where h(A) or h(B) is the factor depending on A or B in the derivative
or
∂Q(A+B) ∂Q(A)
. For entropy S [28] , this leads to
And for energy [17] , we get
Now let us see microcanonical ensemble. From Eqs. (15) related to entropy, if we want that the nonadditive entropy is an extension of Boltzmann one, i.e., it recovers ln W whenever λ S = 0, then the simplest choice is h = W λ S giving Eq.(1), i.e., Tsallis entropy with λ S = 1 − q. This leads to W (A + B) = W (A)W (B), the product joint probability, without supposing the independence of subsystems A and B.
For canonical ensemble, we require that h be a trace form function of p i and that S recover Boltzmann-Gibbs-Shannon entropy S = i p i ln(1/p i ) for λ S = 0, then a simple choice is S T = i p i
. This is Tsallis entropy with λ S = 1 − q. This leads to p ij (A + B) = p i (A)p j (B) without supposing noninteracting system and additive energy, as discussed in [18, 19, 20] . Then the following formal systems of NSM are well known. We can establish NSM in a coherent way with either the complete distribution i p i = 1 [10] or the incomplete distribution i p q i = 1 [16, 29] with well defined temperature and forces [19] according to the nonadditive energy Eq.(17). Here we indicate only that the temperature should be defined by
where Z is the partition function associated with the q-exponential distribution exp q (−βE) = [1 − (1 − q)βE] 1/(1−q) ("1-q" may be "q-1" depending on the normalization process).
Rényi statistics
Above approach also applies for Rényi statistics for interacting systems with nonadditive energy [27] . We consider a more general pseudo-additivity required by thermodynamic equilibrium [28] 
where H is certain differentiable function satisfying H(0) = 0. For Rényi statistics, let us put
which assures the additivity of Rényi entropy
. This means that S R satisfies the requirement of the existence of equilibrium. The concomitant statistics with nonadditive energy in Eq. (17) is discussed in detail in [27] . The temperature within this nonextensive statistics is given by
Since [1 + (1 − q)βE] is always positive (q-exponential probability cutoff), β has always the same sign as
. We see that this temperature has nothing to do with the one defined with S T . The equivalence between these two entropies is not true.
Nonadditive Boltzmann statistics?
Boltzmann entropy is additive. There is no doubt on this point. But can this entropy can be applied to nonextensive systems with nonadditive energy? We think that this is possible for microcanonical ensemble, as claimed by Gross [7, 9] who and coworkers have treated many systems with long range interaction or finite size with Boltzmann entropy. This viewpoint is theoretically supported by Rényi nonextensive statistical mechanics [27] constructed for systems having nonadditive energy. Since Rényi entropy is identical to Boltzmann one for microcanonical ensemble, Rényi statistics is reduced to Boltzmann one for whatever energy, so that the latter may continue to apply for nonextensive systems.
So the statement that Boltzmann statistics is an extensive theory is not exact.
Conclusion
Two points have been discussed. 1) Additive energy should not be used for Tsallis or Rényi statistics for nonextensive systems at equilibrium. With additive energy, Tsallis entropy may become additive and Rényi entropy nonadditive. So the equivalence of Tsallis and Rényi entropies established on this basis is not true. 2) equilibrium N-body systems with nonadditive energy or entropy should be described by generalized statistics whose nature is prescribed by the existence of thermodynamic equilibrium. The nonextensive statistics may be Tsallis or Rényi one which is naturally associated with nonadditive energy. Another interesting point is that Rényi statistics for nonextensive systems becomes Boltzmann one for microcanonical systems. So Boltzmann entropy is not necessarily associated with extensive systems and additive energy.
