Using phenomenological models for forecasting the 2015 Ebola challenge  by Pell, Bruce et al.
EU
c
B
a
b
c
d
a
A
R
R
A
A
K
L
R
G
E
1
p
t
a
B
W
h
1
0ARTICLE IN PRESSG ModelPIDEM-227; No. of Pages 9
Epidemics xxx (2016) xxx–xxx
Contents lists available at ScienceDirect
Epidemics
journa l homepage: www.e lsev ier .com/ locate /ep idemics
sing  phenomenological  models  for  forecasting  the  2015  Ebola
hallenge
ruce  Pell a,d,∗, Yang  Kuanga,  Cecile  Viboudc, Gerardo  Chowellb,c
School of Mathematical and Statistical Sciences, Arizona State University, AZ, USA
School of Public Health, Georgia State University, Atlanta, GA, USA
Division of International Epidemiology and Population Studies, Fogarty International Center, National Institutes of Health, Bethesda, MD,  USA
Department of Mathematics, Statistics, and Computer Science, St. Olaf College, MN, USA
 r  t  i  c  l  e  i  n  f  o
rticle history:
eceived 30 June 2016
eceived in revised form 1 November 2016
ccepted 15 November 2016
vailable online xxx
eywords:
ogistic growth model
ichards model
eneralized Richards model
bola challenge
a  b  s  t  r  a  c  t
Background:  The  rising  number  of  novel  pathogens  threatening  the  human  population  has  motivated  the
application  of  mathematical  modeling  for forecasting  the  trajectory  and  size  of  epidemics.
Materials  and  methods:  We  summarize  the  real-time  forecasting  results  of  the  logistic  equation  during
the 2015  Ebola  challenge  focused  on  predicting  synthetic  data  derived  from  a detailed  individual-based
model of Ebola  transmission  dynamics  and  control.  We  also  carry  out a post-challenge  comparison  of  two
simple phenomenological  models.  In particular,  we  systematically  compare  the  logistic  growth  model  and
a  recently  introduced  generalized  Richards  model  (GRM)  that captures  a range  of early  epidemic  growth
proﬁles ranging  from  sub-exponential  to exponential  growth.  Speciﬁcally,  we  assess  the  performance
of  each  model  for estimating  the reproduction  number,  generate  short-term  forecasts  of the epidemic
trajectory,  and  predict  the  ﬁnal  epidemic  size.
Results: During  the  challenge  the logistic  equation  consistently  underestimated  the  ﬁnal  epidemic  size,
peak  timing  and  the  number  of  cases  at peak  timing  with  an  average  mean  absolute  percentage  error
(MAPE)  of  0.49,  0.36  and 0.40,  respectively.  Post-challenge,  the  GRM  which  has  the  ﬂexibility  to reproduce
a  range  of epidemic  growth  proﬁles  ranging  from  early  sub-exponential  to  exponential  growth  dynamics
outperformed  the  logistic  growth  model  in  ascertaining  the  ﬁnal  epidemic  size as  more  incidence  data
was  made  available,  while  the  logistic  model  underestimated  the  ﬁnal  epidemic  even  with  an  increasing
amount  of  data  of  the evolving  epidemic.  Incidence  forecasts  provided  by  the generalized  Richards  model
performed better  across  all scenarios  and  time  points  than  the  logistic  growth  model  with  mean  RMS
decreasing  from  78.00  (logistic)  to 60.80  (GRM).  Both  models  provided  reasonable  predictions  of  the
effective  reproduction  number,  but the  GRM  slightly  outperformed  the  logistic  growth  model  with  a
MAPE  of  0.08  compared  to 0.10, averaged  across  all scenarios  and  time  points.
Conclusions:  Our  ﬁndings  further  support  the  consideration  of  transmission  models  that incorporate  ﬂex-
ible early  epidemic  growth  proﬁles  in the  forecasting  toolkit.  Such  models  are  particularly  useful for
quickly  evaluating  a developing  infectious  disease  outbreak  using  only  case  incidence  time  series  of  the
us  dis
ublisearly  phase  of  an  infectio
© 2016  The  Authors.  P
. Introduction
The rising number of novel pathogens with transmission
otential threatening the human population has motivated
he development of mathematical and computational modelingPlease cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
pproaches for forecasting epidemic impact (Colizza et al., 2006;
alcan et al., 2009; Merler et al., 2015; Chretien et al., 2015).
hile epidemic models of disease spread have been used for
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ttp://dx.doi.org/10.1016/j.epidem.2016.11.002
755-4365/© 2016 The Authors. Published by Elsevier B.V. This is an open access article 
/).ease  outbreak.
hed  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
decades primarily with the goal of gaining insight into the transmis-
sion dynamics and potential effect of different control strategies,
researchers have only recently started to harness available com-
putational power to simulate, calibrate, and generate forecasts of
epidemic spread using a variety of epidemic models ranging from
classic compartmental models to detailed agent-based models. Yet,
besides signiﬁcant increases in computational power, detailed epi-
demic data about the transmission characteristics and theoretical
advances are needed in order to more realistically account for trans-ical models for forecasting the 2015 Ebola challenge. Epidemics
mission and control mechanisms for different disease and social
contexts.
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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Because epidemics associated with infectious diseases of rapid
issemination typically comprise only a few disease generations
f transmission, epidemic assessment using forecasting models is
rucial during the early epidemic growth phase in order assess
he potential disease burden posed by the infectious agent and
pproximate the scale of interventions needed to achieve epidemic
ontainment. Unfortunately, the availability of detailed epidemi-
logical data particularly during the early epidemic stages of an
volving epidemic outbreak is hindered by delays in detecting the
rst transmission events or releasing data to the public, or the
articular characteristics of the surveillance system. For instance,
uring the 2014–15 Ebola epidemic in West Africa, publicly avail-
ble epidemiological data from the World Health Organization
WHO) was not available during the ﬁrst weeks during which the
irus was to gain a solid foothold in populations of Guinea, Liberia
nd Sierra Leone. Moreover, data was largely limited to aggre-
ated weekly Ebola case counts at the country level, which was
he primary publicly available dataset documenting the Ebola epi-
emic in West Africa. Case count data at the subnational level (e.g.
ounty/district levels) that later become available revealed sub-
tantial spatial heterogeneity in transmission patterns across the
ffected areas in West Africa, which could have inﬂuenced epidemic
orecasts and assessments of the transmission potential (Chowell
t al., 2015).
In this article we summarize the forecasting results from using
he logistic equation to forecast the 2015 Ebola challenge. After
ummarizing these results, we present the results of a post-
hallenge systematic comparative analysis of the logistic growth
odel, which assumes an early exponential growth phase (chowell
nd Viboud, 2016), and the generalized Richards model (GRM)
Chowell et al., 2016a), which incorporates a ﬂexible range of
arly epidemic growth proﬁles including early sub-exponential and
xponential growth epidemics. We  compare the performance of
hese models in the context of the 2015 Ebola challenge based on
ynthetic data derived from a detailed individual-based model of
bola transmission. Speciﬁcally, we analyze the reproduction num-
er, forecasts of the epidemic trajectory and the ﬁnal epidemic
ize. In addition to model comparison, we compare two uncertainty
ethods of the best ﬁt solutions to the synthetic data.
. Materials and methods
.1. Model description
The well-known logistic growth model was  previously
mployed for epidemic forecasting the 2015 Ebola epidemic
Chowell et al., 2014), and was the model originally employed by
he Arizona State Team (BP & YK) during the 2015 Ebola Challenge.
his simple model is given by the following differential equation:
′ = rC
(
1 − C
K
)
(1)
here C’ (t) models the rate of change in the number of new cases
t week t. The logistic model relies on two parameters, the intrinsic
nfection rate, r, and the ﬁnal epidemic size K.
For comparative purposes, we also analyzed the performance
f the recently introduced generalized Richards model (GRM)
Chowell et al., 2016a), which has been recently devised in order to
apture the possibility of early sub-exponential growth epidemics
nd is given by:
′ = rCp
(
1 −
(
C
)a)
(2)Please cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
K
The GRM is an enhanced version of the Richards model (Wang
t al., 2012) by integrating the generalized-growth model (GGM;
′ = rCp(t)) (Viboud et al., 2016). Speciﬁcally, the GRM incorporates PRESS
xx (2016) xxx–xxx
a deceleration of growth parameter p to model a range of early
epidemic growth proﬁles ranging from constant incidence (p = 0),
polynomial (0 < p < 1) and exponential growth dynamics (p = 1). The
GRM model was recently employed to generate forecasts of the
Zika epidemic in Antioquia, Colombia (Chowell et al., 2016a). All
parameter values are positive: r is the growth rate, K is the ﬁnal
epidemic size, and a is a parameter that modulates the peak timing.
2.2. Data
The Research and Policy for Infectious Disease Dynamics
(RAPIDD) Ebola Challenge was  designed to test the forecasting abil-
ity of mathematical models during an epidemic in real-time (Ebola
Challenge website, 2016). The challenge was  motivated by the need
to develop and test an ensemble of mathematical models for use
in forecasting developing infectious disease epidemics and to fos-
ter collaborations across different scientiﬁc domains. Goals of the
contest included:
1. Improving predictive capabilities for future emergencies
2. Guiding the implementation of control measures
3. Illustrating how data quality and availability affect prediction
accuracy
In this spirit, synthetic epidemic data was generated by a mod-
iﬁed version of the model published by Merler et al. that was
calibrated for an EVD outbreak in Liberia (Merler et al., 2015). Syn-
thetic epidemic data was released at ﬁve different time points with
a test release on Sept. 18, 2015. Model predictions were due two
weeks later after each time point. For model calibration, we only
used the country level incidence time series data for predictions.
Contained in each of the ﬁve batches of released data,
four scenarios representing different epidemiological conditions,
behavioral changes, intervention measures and data availability
were prepared for use in forecasting the epidemic (chowell and
Viboud, 2016). In addition, each scenario dataset contained out-
break situation reports, transmission tree data and weekly reported
new EVD cases at the county and country level. New EVD cases were
forecasted at one, two, three and four weeks past each time point,
see Fig. S1.
2.3. The generation time
The generation time is deﬁned as the time elapsed between
infection in an index case patient and infection in a patient infected
by that index case (Chowell et al., 2006). We used transmission
tree data (Ebola Challenge website, 2016) that was made avail-
able as part of the challenge for scenarios 1, 3 and 4 to derive their
generation time distributions, respectively. For scenario 2 we  used
estimations from scenario 1.
2.4. The effective reproduction number
The effective reproduction number, Re(t), is deﬁned as the
average number of new infections generated by one infectious indi-
vidual in the population at time t (Nishiura and Chowell, 2009).
Re(t) was  numerically evaluated by training each model on an
increasing amount of data (Chowell et al., 2016a,b) using the dis-
cretized renewal equation (Nishiura and Chowell, 2009; Chowell
et al., 2016b; Fraser, 2007):
Iiical models for forecasting the 2015 Ebola challenge. Epidemics
Re (ti) = ∑i
j=0Ii−jj
(3)
where Ii denotes incidence at time ti, j denotes the discre-
tised probability distribution of the generation interval, which we
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ssumed to be gamma distributed with a mean of 16 days (Team
HOER, 2014) and the denominator represents the total number of
ases that contribute (as primary cases) to generating new cases Ii
as secondary cases) (Nishiura and Chowell, 2009). We  estimate the
ffective reproduction number using the 2-step approach described
n Chowell et al. (2016b). In step 1) we use nonlinear least squares
o ﬁt the phenomenological model to the synthetic data in order
o estimate the model parameters. The initial number of cases C0
s ﬁxed according to the ﬁrst observation in the data. Nominal 95%
onﬁdence intervals for parameter estimates are generated by sim-
lating 200 best-ﬁt curves C ′(t) using parametric bootstrap with a
oisson error structure, as in prior studies (Chowell et al., 2006). In
tep 2), we employ the uncertainty in model ﬁt generated in step 1
nd apply Eq. (7) to the each of the curves comprising the ensemble
ncertainty time series data.
.5. Performance metrics and epidemiological forecasting targets
All teams that participated in the challenge had their models
ssessed according to a predeﬁned set of performance metrics,
hich were used to systematically compare forecasting perfor-
ance across the participating models. All metrics were calculated
sing model predicted incidences and observed incidences (syn-
hetic incidence data). Performance metrics included: Pearson’s
orrelation coefﬁcient, mean square error (MSE), root mean square
rror (RMSE), mean absolute error (MAE) and the mean absolute
ercentage error (MAPE). In addition to these, the coefﬁcient of
etermination, R2, was calculated using the formula R2 = 1 − SSRSST ,
here SSR is the sum of squared residuals and SST is the total sum
f squares.
Incidence targets consisted of incidence predictions (new EVD
ases) at 1, 2, 3 and 4 weeks after the last observed time point for a
iven scenario. The challenge assessed each team’s model perfor-
ance by comparing incidence targets and nonincidence targets
sing the metrics above. Nonincidence targets consisted of effec-
ive reproduction number, peak time, incidence at peak time and
nal epidemic size.
.6. Uncertainty method 1
During the Ebola challenge, incidence targets, effective repro-
uction number, ﬁnal epidemic size and peak timing predictions
ere generated by employing MATLAB’s (The Mathworks, Inc.)
uilt-in function, LSQCURVEFIT, with the Levenberg-Marquardt
ption to ﬁnd optimized parameter values for the best ﬁt solution
f the logistic model to the cumulative reported EVD cases (Moré,
978; Marquardt, 1963).
During the challenge we consistently employed a residual boot-
trapping method to obtain the 25th and 75th percentiles for
arameter estimates that is described in Pell et al. (2016). In short,
e ﬁt the model once and randomly added the residuals back into
he original incidence data to create a new data set. A new opti-
ized parameter set was then obtained by ﬁtting the logistic model
o this new data set and then the process was repeated 2000 times.
.7. Uncertainty method 2
For model comparison, Eqs. (1) and (2) were ﬁtted to the
eported incidence data using the built-in MATLAB function
SQCURVEFIT (The Mathworks, Inc.). With this method, conﬁdence
ntervals for model parameters and epidemiological forecasting
argets were constructed as in prior studies (Chowell et al., 2016a,Please cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
006) by simulating 200 realizations of the best-ﬁt curve using
arametric bootstrap with a Poisson error structure. The 95%
onﬁdence intervals were calculated by taking the 2.5 and 97.5
ercentiles from the generated parameter distributions. PRESS
xx (2016) xxx–xxx 3
Incidence forecast estimations were generated by extending the
200 realizations of the best-ﬁt trajectory of a model 4 weeks into the
future after the forecasting time point. The 95% conﬁdence bands
for the incidence targets were constructed with the distributions
of incidence predictions at each time point.
3. Results
3.1. Challenge results
During the challenge the logistic equation coupled with Uncer-
tainty Method 1 consistently underestimated the ﬁnal epidemic
size, peak timing and the number of cases at peak timing with an
average MAPE of 0.49, 0.36 and 0.40 respectively. Fig. S3 of the Sup-
plemental material illustrates the underestimations of these key
quantities across all scenarios and time points. Estimations of the
effective reproduction number showed similar behavior with an
average MAPE across all scenarios of 0.22 (Fig. S4; Supplemental
material). In contrast, averages of Pearson’s R were 0.72, 0.58, 0.55
and −0.24 for scenarios 1, 2, 3, and 4 respectively. This indicates that
model incidence forecasting trajectories for scenarios 1–3 approxi-
mately followed the same trend as the data. Although, three of these
averages of Pearson’s R are positive, there is room for improve-
ment so that they are closer to 1 (a Pearson’s R score closer to
1 means better agreement with the trend of the incidence data).
Fig. S5 of the Supplemental material presents epidemic forecast-
ing plots that were generated during the challenge. In this ﬁgure, a
comparison between ﬁtted model trajectories to cumulative cases
are presented side by side with the resulting incidence predictions.
We would like to point out the consistent underestimation of the
new cases and cumulative cases.
Because of a misunderstanding during the challenge, estima-
tions were submitted for the basic reproduction number instead of
the effective reproduction number. Consequently, this led to incor-
rect predictions of the effective reproduction number during the
challenge. Here we provide corrected results using Eq. (3) (Fig. S4,
left column) and summarize the rest of the predictions made by
the logistic model during the challenge in Table S1 and Fig. S3 (left
column).
3.2. Motivation for post-challenge model iteration
The results discussed above suggest that our modeling method
can beneﬁt from changes in two particular areas: model selection
and uncertainty estimation. In particular, the underestimation of
the ﬁnal epidemic size, peak timing and the number of cases at peak
timing motivate the use of a more realistic model of uncertainty
that will capture more of the uncertainty in the model best ﬁt and
therefore allow for broader and more realistic conﬁdence intervals
of these key quantities. In addition to this, the incidence trajecto-
ries from the logistic equation are always symmetric, something
that is not necessarily true for real-world epidemic data. Hence, we
decided to employ a model that incorporates two additional param-
eters in the logistic equation that modulate the ﬁnal epidemic size
and the initial epidemic growth proﬁle (Chowell et al., 2016a).
We compared our results with those obtained using Uncertainty
Method 2 and the GRM.
3.3. Post-challenge model and uncertainty method comparison
analysis
In contrast to the results during the challenge, quantitativeical models for forecasting the 2015 Ebola challenge. Epidemics
improvements were seen with the logistic model by using Uncer-
tainty Method 2 (Fig. S4; Supplement material). For instance, the
mean MAPE across all scenarios and time points of the effective
reproduction number decreased to 0.10 with Uncertainty Method
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. Similarly, across all scenarios, incidence target RMS  decreased
rom 177.83 to 78.00 using Uncertainty Method 1 and Uncertainty
ethod 2, respectively (see Table S1 of Supplemental material
nd Table 1 of main text). Performance statistics for the logistic
odel using Uncertainty Method 1 are reported in Table S1 of the
upplement material and should be compared with results from
ncertainty Method 2 in Table 1 of the main text.
Post-challenge incidence forecasting performance metrics are
ummarized in Table 1 and post-challenge incidence forecast tra-
ectories are illustrated for all scenarios in Fig. 1. Using Uncertainty
ethod 2, the GRM model provided improved incidence target
orecasts compared to the logistic model when the models were
alibrated on an increasing set of incidence data. In particular, the
RM had lower mean RMS  values in every scenario than the logistic
odel (see Table 1). For example, mean RMS  decreased from 66.80
logistic) to 48.39 (GRM) in scenario 2. Furthermore, the GRM per-
ormed better across all scenarios and time points than the logistic
odel. In particular, RMS  averaged across all scenarios decreased
rom 78.00 (logistic) to 60.80 (GRM) (Table 1). Similar improve-
ents were seen when taking the mean across all scenarios and
ime points for Pearson’s R score and the mean absolute percent-
ge error; Pearson’s R score increased from 0.15 (logistic) to 0.36
GRM) and the MAPE decreased from 0.38 (logistic) to 0.32 (GRM).
The GRM slightly outperformed the logistic model in scenario 1
ith incidence RMS  decreasing by 1.01% when averaging across all
ime points (Table 1). Additionally, the GRM had better agreement
ith the trend of incidence targets with the higher Pearson R score
f 0.55 than the logistic model’s 0.33 (Table 1).
In scenario 2, the GRM displayed better performance than the
ogistic model with incidence RMS  decreasing by 27.56% when
veraging across all time points. As in scenario 1, the GRM showed
etter agreement with the trend of incidence targets with a higherPlease cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
earson R score (GRM: 0.51, logistic: 0.47) (Table 1).
Once again, the GRM displayed better performance in scenario
 than the logistic model with incidence RMS  decreasing by 11.68%
able 1
ncidence performance statistics for the logistic growth model and generalized Richards e
Logistic 
Pearson’s R RMS  
Scenario 1
Time point 1 −0.13 38.43 
Time  point 2 −0.79 105.02 
Time  point 3 0.76 73.27 
Time  point 4 0.97 80.44 
Time  point 5 0.84 31.21 
Scenario mean 0.33 65.67 
Scenario 2
Time point 1 0.98 17.16 
Time  point 2 −0.83 107.98 
Time  point 3 0.58 143.75 
Time  point 4 0.72 51.79 
Time  point 5 0.91 13.37 
Scenario mean 0.47 66.81 
Scenario 3
Time point 1 −0.89 21.16 
Time  point 2 −0.97 77.11 
Time  point 3 −0.46 76.43 
Time  point 4 0.91 18.14 
Time  point 5 0.87 10.38 
Scenario mean −0.11 40.64 
Scenario 4
Time point 1 0.98 61.12 
Time  point 2 0.57 73.15 
Time  point 3 −0.13 89.53 
Time  point 4 −0.94 171.94 
Time  point 5 −0.90 298.75 
Scenario Mean −0.08 138.90 
Mean  across all scenarios 0.15 78.01  PRESS
xx (2016) xxx–xxx
when averaging across all time points. The GRM showed better
agreement with the incidence targets with a higher Pearson R score
than the logistic (GRM: 0.31, logistic: −0.10) (Table 1).
Scenario 4 displayed the biggest difference in incidence fore-
casting with the GRM outperforming the logistic model with a
32.36% decrease in incidence RMS  when averaging across all time
points. Again, the GRM showed better agreement with the inci-
dence targets with a Pearson R score of 0.36 compare to the logistic
model’s −0.08 (Table 1).
We  did not include time point 1 in our analysis for ﬁnal epidemic
size predictions, because of an insufﬁcient amount of data for model
calibration that did not constrain estimations of K in scenario 4.
Considering time points 2–5 and scenarios 1–4, the overall uncer-
tainty in the predicted epidemic size was reduced as more data was
made available for model calibration, but the GRM achieved better
coverage of the observed ﬁnal epidemic size than the logistic. In
particular, Fig. 2 shows that 95% conﬁdence bars of ﬁnal epidemic
size predictions provided by the GRM contained the true epidemic
size 8 out of 16 times (50% success rate) and had an average MAPE of
0.30 across all scenarios. In contrast, the logistic model consistently
underestimated the ﬁnal epidemic size in all scenarios during time
points 2–5 with an average MAPE of 0.31 across all scenarios and
95% conﬁdence bars that never contained the epidemic size, see
Fig. 2.
Estimations of the generation interval assuming a gamma  dis-
tribution yielded reasonably good ﬁts, with mean generation
times in the range of 11.9–17.1 days and variance in the range of
8.3–42.3 days across scenarios 1, 3 and 4 (Fig. S2).
Using the estimated mean generation time and variances from
transmission tree data from scenario 1, 3 and 4 to calculate
the effective reproduction number yielded overestimates. Most
notable are the estimations by both models in scenario 4, where theical models for forecasting the 2015 Ebola challenge. Epidemics
variance was the largest at 23.7 days. Across all scenarios, the GRM
performed better that the logistic with an MAPE of 2.37, while the
logistic model had an MAPE value of 2.64. In contrast, estimates of
quation.
Generalized Richards
MAPE Pearson’s R RMS  MAPE
0.32 0.65 45.17 0.40
0.28 0.95 80.95 0.22
0.29 −0.65 140.61 0.56
0.64 0.97 51.08 0.40
0.78 0.85 7.24 0.16
0.46 0.55 65.01 0.35
0.11 0.98 34.62 0.24
0.46 −0.85 78.89 0.33
0.49 0.81 28.14 0.09
0.28 0.75 80.90 0.52
0.44 0.90 19.41 0.64
0.36 0.52 48.39 0.36
0.51 0.89 19.48 0.45
0.48 −0.97 62.15 0.41
0.28 0.38 17.86 0.05
0.08 0.93 69.41 0.41
0.23 0.88 10.56 0.24
0.31 0.42 35.89 0.31
0.48 0.98 31.34 0.28
0.23 0.83 93.54 0.31
0.21 −0.13 73.05 0.17
0.40 −0.96 90.24 0.18
0.61 −0.87 181.53 0.37
0.39 −0.03 93.94 0.26
0.38 0.37 60.81 0.32
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Fig. 1. Epidemic forecasts based on the logistic (Eq. (1); left column) and the generalized Richards model (Eq. (3); right column) calibrated on epidemic data up from all 5
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eime  points for scenarios 1, 2, 3 and 4, respectively. The mean (solid black line), 95
00  forecasting ensembles are displayed along with the synthetic epidemic data (r
eferred to the web  version of this article.)
he effective reproduction number provided reasonable predictions
nder the assumption of a gamma  distributed generation interval
ith a mean of 16 days and variance of 8 days, see Fig. 3 and Sup-
lemental Table S2. In particular, the GRM again outperformed the
ogistic model with an MAPE of 0.08 compared to 0.10, averaged
cross all scenarios and time points.
Mean estimates of the deceleration of growth parameter (p)
uring the early growth phase derived by ﬁtting the GGM to the
rst 6, 8 and 10 weeks of the epidemic ranged from 0.45-0.54, 0.5-
.74, 0.38-0.5 and 0.37-0.51 for scenarios 1, 2, 3 and 4 respectively
Fig. 4). The ranges of p across all scenarios support sub-exponential
rowth proﬁles with substantial uncertainty.
. Discussion
To gain a better understanding of the impact of model assump-
ions during real-time forecasting of epidemics, we  have assessedPlease cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
he forecasting performance of two relatively simple phenomeno-
ogical models using data from the 2015 Ebola Challenge. During
he competition, we employed the logistic equation to provide
stimates of epidemic size, peak timing and the effective repro-rediction cone (shaded gray area with dashed border) for the calibrated model of
). (For interpretation of the references to colour in this ﬁgure legend, the reader is
duction number using Uncertainty Method 1. The simplicity of this
approach allowed us to rapidly provide estimates, but produced
poor forecasting estimates when coupled with Uncertainty Method
1 because it failed to capture the uncertainty associated with the
best ﬁt to data. Our retrospective analysis indicates that improved
uncertainty measures can be obtained using parametric bootstrap
with Poisson error structure (Uncertainty Method 2) (Chowell et al.,
2006). We  compared the performance of the logistic model and
the generalized Richards model calibrated with varying amount
of epidemic data. By changing the method used to model error in
the best ﬁt to data, we improved the performance of the logistic
model’s ability to estimate the effective reproduction number. This
highlights the sensitivity the impact of the calibration process on
the ability of the model to estimate key quantities. Although, the
logistic model coupled with Uncertainty Method 2 was  an improve-
ment, we saw an even further improvement when using the GRM
incorporating ﬂexible early epidemic growth proﬁles. In particular,
GRM obtained closer ﬁnal epidemic size estimations with less dataical models for forecasting the 2015 Ebola challenge. Epidemics
than the logistic. Finally, the logistic equation and the GRM pro-
vided similar estimates of the reproduction number and provided
reasonably accurate results given their phenomenological nature.
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Fig. 2. Comparison of ﬁnal epidemic size predictions derived using the logistic growth and generalized Richards models. The Generalized Richards model (Eq. (2); right
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(
folumn) provided improved forecasts over the logistic model (Eq. (1); left column) 
nd  5. The mean and 95% conﬁdence bounds (vertical bars) for each prediction time
cenario. (For interpretation of the references to colour in this ﬁgure legend, the rea
Inclusion of the parameter p in the GRM is motivated by stud-
es that have recently shown support for the presence of early
ub-exponential growth dynamics (Chowell et al., 2016a; Viboud
t al., 2016). In particular previous studies have hypothesized that
ub-exponential growth patterns could manifest from spatially
onstrained contact structures, control interventions and popula-
ion behavior changes (Chowell et al., 2016a; Viboud et al., 2016).
uture work in this direction could include an analysis of the sensi-
ivity of p with respect to spatially constrained contact structures.
n addition, the logistic model and GRM both assume that as more
ases accumulate, the susceptible population is depleted. How-
ver, this phenomenological saturation effect in these models only
ecomes important during the later stages of the epidemic and
ould capture behavior changes, public health interventions and
ther disease prevention strategies that may  take place during an
volving epidemic.
Our mean “synthetic” estimates of the reproduction number
uring the early epidemic growth phase are in broad agreementPlease cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
ith published estimates of the reproduction number derived from
eal Ebola epidemics including for past outbreaks in Central Africa
Chowell et al., 2004; Legrand et al., 2007) and estimates derived
or the 2014-15 Ebola in West Africa (Chowell and Nishiura, 2014;expected epidemic size using data of the evolving epidemic at time points 1, 2, 3, 4
 are shown. The red dashed horizontal line shows the actual epidemic size for each
 referred to the web version of this article.)
Althaus, 2014; Towers et al., 2016; Nishiura and Chowell, 2014;
Fisman et al., 2014) or estimates based transmission tree data (Faye
et al., 2015; Cleaton et al., 2015). Moreover, it is worth noting that
our estimates of the effective reproduction number follow a declin-
ing trend during the early growth phase, a pattern that is in line with
polynomial rather than exponential early epidemic growth dynam-
ics (Chowell et al., 2015, 2016b; Viboud et al., 2016). Polynomial
epidemic growth could result from a number of factors including
contact network characteristics (Salathe and Jones, 2010) and reac-
tive behavior changes that gradually mitigate the transmission rate
(Chowell et al., 2015). Future work could perform sensitivity anal-
ysis of this estimation method with respect to the length of the
generation interval as was  done in Chowell et al. (2016a) with the
recent analysis a Zika virus outbreak in Antioquia, Colombia.
Although we  are not aware of a way to directly obtain the effec-
tive reproduction number or the basic reproduction number for the
generalized Richards model, a formula for the basic reproduction
number was derived for the Richards equation in Wang et al. (2012).ical models for forecasting the 2015 Ebola challenge. Epidemics
Their derivation is based on the fact that the growth rate should be
r/a instead of r in the Richards model.
Simple phenomenological models composed of a small number
of equations and parameters have shown promise in generating
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Fig. 3. Mean estimates of the effective reproduction number from the logistic growth model (Eq. (1); left column) and the generalized Richards model (Eq. (2); right column)
d ws). P
i ing Eq
8
f
(
2
m
u
s
a
t
r
e
a
G
g
e
b
a
Z
terived from Eq. (3). Models provided reasonable forecasts among all scenarios (ro
ncreasing amount of epidemic data: time points 1, 2, 3, 4 and 5 respectively and us
 days.
orecasts of epidemic impact based on early outbreak data (e.g.,
Chowell et al., 2014; Nishiura and Chowell, 2014; Fisman et al.,
013; Hsieh et al., 2004)). For instance, the well-known logistic
odel provides a simple description of a single epidemic outbreak
sing only two parameters: the growth rate r and the ﬁnal epidemic
ize K. However, a limitation of this and other models is the rigid
ssumption of early exponential growth dynamics. Using the logis-
ic model, the exponential growth assumption was shown to work
elatively well to describe and generate forecasts of the 2014 Ebola
pidemic in Liberia (Chowell et al., 2014), but it failed to provide
 good ﬁt to the early epidemic phase of the Ebola epidemics in
uinea and Sierra Leone (Chowell et al., 2014) where polynomial
rowth better characterized the early epidemic growth phase of the
pidemic in those countries (Chowell et al., 2015). Our work here
ased on synthetic Ebola epidemic data derived from a detailed
gent-based model (Merler et al., 2015) and a recent analysis of aPlease cite this article in press as: Pell, B., et al., Using phenomenolog
(2016), http://dx.doi.org/10.1016/j.epidem.2016.11.002
ika epidemic in Antioquia, Colombia (Chowell et al., 2016a) fur-
her emphasize the importance of designing models that reliablyredictions for each scenario are obtained by ﬁtting the corresponding model to an
. (3) with a gamma distributed generation time with mean 16 days and variance of
capture the epidemic growth phase of epidemic outbreaks in order
to generate improved disease forecasts.
Reliably assessing a developing infectious disease outbreak as
quickly as possible allows for policy makers to make swift and
well informed decisions on the type and intensity of interven-
tions that would be needed to ensure epidemic control. When
substantial uncertainty surrounds the transmission, clinical, or epi-
demiological characteristics of the infectious agent encumbers the
development of mechanistic transmission models that incorpo-
rate details about transmission modes, epidemiological stages, and
effects of interventions, phenomenological models (e.g. (Chowell
et al., 2014; Fisman et al., 2013; Hsieh and Cheng, 2006)) based on a
few number of equation and parameters have the potential for pro-
viding a starting point to forecast epidemic impact (e.g. epidemic
size), assess the early growth phase during the ﬁrst few disease gen-
erations, and characterize the reproduction number, and representical models for forecasting the 2015 Ebola challenge. Epidemics
a starting point towards a “ﬁrst response” suite of mathematical
models for addressing emerging infectious disease outbreaks.
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Fig. 4. (left column) Short-term epidemic forecasts based on the generalized-growth model calibrated using an increasing amount of epidemic data (red line): 6, 8, and 10
epidemic weeks into each scenario. The mean (black solid line) and 95% conﬁdence prediction cone (shaded gray area with dashed border) of 200 forecasting ensembles
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Ere  shown. At 6, 8 and 10 weeks, the model was trained on all previous data and fo
onﬁdence intervals of the deceleration of growth parameter, p, derived using the g
0  epidemic weeks. (For interpretation of the references to colour in this ﬁgure leg
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Appendix A. Supplementary data
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.epidem.2016.11.
002.
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