In digital signal processing, we often use higher radix system to achieve high-speed computation. In such cases, we require radix converters. This paper considers the design of LUT cascades that convert Ô-nary numbers to Õ-nary numbers. In particular, we derive several upper bounds on the column multiplicities of decomposition charts that represent radix converters. From these, we can estimate the size of LUT cascades to realize radix converters. These results are useful to design compact radix converters, since these bounds show strategies to partition the outputs into groups.
Introduction
Most digital systems use binary arithmetic. However, some digital signal processing systems use Ö-nary numberś Ö ¾µ for high-speed operations. In such cases, a special circuit is required for the conversion between binary numbers and Ö-nary numbers [4, 7] . Various methods exist to convert Ô-nary numbers into Õ-nary numbers. In general, the computational complexity is large. In particular, a combinational logic circuit that converts radix tends to be complex [5] . Radix conversion can be done by table lookup. The radix conversion using memory is very fast, but the size of the table tends to be large: The size increases exponentially with the number of inputs.
A function whose multiplicity of the decomposition chart for is small, can be efficiently implemented by an LUT cascade [10] . The LUT cascade has a regular structure and is easy to design and modify. To implement a radix converter, we use several LUT cascades, because implementing an entire radix converter by a single cascade requires a very large LUT, and is often impractical.
In this paper, we derive upper bounds on the column multiplicities of decomposition charts for radix converters. With these, we can estimate the size of an LUT cascade that represents consecutive digits in a radix converter. Experimental results show that the bound is tight, and we can efficiently design radix converters with LUT cascades. Note that in an ordinary decomposition chart, the partitions of variables and the order of labels in the columns and rows are arbitrary. However, in the standard decomposition chart, the labels of the rows are in increasing order of Ü À Ǘ Ò ½ Ü Ò ¾ Ü µ, and the labels of the columns are in increasing order of Ü Ä Ǘ ½ Ü ¾ Ü ¼ µ.
Lemma 2.2 Let the number of runs of the integer function
´ Üµ be ´ µ. Then, the column multiplicity of the standard decomposition chart for ´ Üµ is at most ´ µ.
(Proof) In the standard decomposition chart for , when we move from the left to the right, the column pattern changes only when the value of the function changes. Thus, the column multiplicity is at most ´ µ. ¾ In the decomposition chart, the same numbers appear Õ times consecutively, and then the numbers increase by 1 mod Õ. In this case, the top Õ ¾ rows of the column pattern can be represented as follows:
In this case, the column pattern is uniquely specified by the values of and ½ . Since the values are computed mod Õ ¾ , the number of different column patterns is at most Õ ¾ . Therefore, the column multiplicity of the standard decomposition chart is at most Õ ¾ . The next three theorems give upper bounds on the column multiplicity for the consecutive digits of a radix converter. A radix converter usually has many outputs. If it is implemented as one circuit, then it will be very large. However, if we partition the outputs into groups, and implement each group separately, then each circuit is reasonably small. The following theorem are useful for such realization. By modifying the left-hand side of the equation (2.1) of Definition 2.1, we have
3.

½:
In this case, the value of the first term is fixed if we fix the column, and the value of the second term is fixed if we fix the row.
When we consider the column multiplicity of the standard decomposition chart, the first term can be considered as a constant. (Proof) In the decomposition chart, when we scan from left to right, and from top to bottom, the same numbers occur Õ times consecutively, and then increase by one with mod Õ . Thus, the number of runs is Ô Ò Õ . From Lemma 2.2, we can see that the column multiplicity of the standard decomposition chart is at most Ô Ò Õ . Tables 2.2 From these tables, we can observe that when the radix is a prime number, theorems give values that are the same as the experimental values. On the other hand, when the radix is ½¼, the differences of UB and the experimental values are large.
¾
Experimental Results
In these tables, the orderings of the variables are fixed to Ü À ´Ü Ò ½ Ü Ò ¾ Ü µ and Ü Ä ´Ü ½ Ü ¾ Ü ¼ µ. However, in the general decomposition chart, the partition of the variables need not be restricted as above. So, for some functions, a different partition can yield decomposition charts with smaller column multiplicities. Thus, these tables just show upper bounds on the column multiplicities of the decomposition charts, and give upper bounds on the sizes of LUT cascades (to be explained later).
These tables also show that the column multiplicities for the middle digits are large, while the column multiplicities for the least significant digits and the most significant digits are small.
Design of Radix Converters using LUT Cascades
LUT Cascade [10, 11, 6]
An arbitrary logic function can be implemented by a single memory. However, with the increase of the number of input variables, the size of the memory increases exponentially.
In general, practical functions often have decomposition charts with small column multiplicities. Ò When the number of signal lines that connect two blocks is smaller than the number of variables in Ü , we can often reduce the size of memory to implement the function. This technique is functional decomposition [1, 8, 9] .
By applying functional decomposition repeatedly to the given function, we have the LUT cascade shown in Fig. 3 .2. ¾ From here, we will consider design of binary-to-ternary converters, ternary-to-binary converters, binary-to-decimal converters, and decimal-to-binary converters.
Binary-to-Ternary Converters
Let Ý Ý Ñ ½ Ý Ñ ¾ Ý ¼ µ be the outputs of the converter, where Ý ¾ ¼ ½ ¾ . Then Ý , in general, depends on all the inputs Ü ´ ¼ ½ Ò ½µ. Thus, the network will be quite complex. 
, which is much smaller than the single-memory realization. parts. However, we can often reduce the column multiplicities by considering the assignment to don't cares. ,7,8,9,10) (i=4) (i=5) 
Ternary-to-Binary Converter
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Binary-to-Decimal Converter
Decimal arithmetic circuits are often used in pocket calculators. Thus, various binary to decimal converters have been designed [5] . Unfortunately, the upper bounds obtained by Theorems are not so tight. This is because ½¼ is a non-prime number. (i=6, 7, 8, 9, 10, 11, 12) -digit ternary to ½¿-digit binary converter. 10 7 x15 x5 z18 z17 z16 z15 z14 z13 z12 z0 x4 x3 x2 x1 x0 Fig. 3 .5 [11] .
Decimal-to-Binary Converter
When decimal numbers are represented by binary numbers such as BCD code, many don't care's occur. Fig. 3.6 . To design this converter, we used the new tool [6] . With an appropriate assignment of don't cares, we can reduce the number of dependent variables [13] , and we may reduce the size of cascade.
Conclusion
This paper has derived the upper bounds on the column multiplicity for the standard decomposition chart that converts a Ô-nary representation into a Õ-nary representation. It has also shown methods to design radix converters by using LUT cascades. This paper has shown only the upper bounds on the column multiplicity of the standard decomposition chart. Remaining challenging problems are to derive lower bounds on the column multiplicities, and to derive column multiplicities for ordinary decomposition charts. Similar technique can also be used to design radix converters for residue number systems [4] .
