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ON CONNECTED COMPONENT DECOMPOSITIONS OF
QUANDLES
YUSUKE IIJIMA AND TOMO MURAO
Abstract. We give a formula of the connected component decomposition
of the Alexander quandle: Z[t±1]/(f1(t), . . . , fk(t)) =
⊔a−1
i=0 Orb(i), where
a = gcd(f1(1), . . . , fk(1)). We show that the connected component Orb(i)
is isomorphic to Z[t±1]/J with an explicit ideal J . By using this, we see
how a quandle is decomposed into connected components for some Alexander
quandles. We introduce a decomposition of a quandle into the disjoint union
of maximal connected subquandles. In some cases, this decomposition is ob-
tained by iterating a connected component decomposition. We also discuss
the maximal connected sub-multiple conjugation quandle decomposition.
1. Introduction
A quandle [5, 6] is an algebraic structure whose axioms are derived from the
Reidemeister moves on oriented link diagrams. An inner automorphism group of a
quandle has an action to the quandle naturally. We call an orbit of the quandle by
the action its connected component, which is a subquandle. A quandle is said to
be connected if the action is transitive. It is known that all connected quandles of
prime square order are Alexander quandles [2].
Any connected component of an Alexander quandle M is isomorphic to (1−t)M .
S. Nelson [7] proved that two finite Alexander quandles M and N of the same
cardinality are isomorphic if and only if (1 − t)M and (1 − t)N are isomorphic as
modules, and showed connectivity of some Alexander quandles. The numbers of
Alexander quandles and connected ones are listed up to order 16 in [7, 8]. In this
paper, for any f1(t), . . . , fk(t) ∈ Z[t±1], we show that the connected component
decomposition of the Alexander quandle Z[t±1]/(f1(t), . . . , fk(t)) is
⊔a−1
i=0 Orb(i)
and that Orb(i) is isomorphic to Z[t±1]/J with an explicit ideal J , where a =
gcd(f1(1), . . . , fk(1)).
A connected subquandle has played an important roll in colorings of a knot
diagram. However a connected component of a quandle is not a connected quandle
in general. In this paper, we introduce a decomposition of a quandle into the disjoint
union of maximal connected subquandles, and show that it is obtained by iterating a
connected component decomposition when the quandle is finite, where we note that
the decomposition of a finite quandle obtained by iterating a connected component
decomposition was introduced in [1, 9]. We also give examples of the decompositions
of some quandles. For example, we concretely determine the decompositions of the
Alexander quandle Z[t±1]/(n0, t+ a) for any n0 ∈ Z>0 and a ∈ Z and the dihedral
quandle Rm for any m ∈ Z≥0.
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2 Y. IIJIMA AND T. MURAO
We also discuss the similar decomposition of a multiple conjugation quandle,
which is an algebraic structure whose axioms are derived from the Reidemeister
moves on diagrams of spatial trivalent graphs and handlebody-links.
This paper is organized as follows. In Section 2, we recall the definition of a
quandle and its connected components. In Section 3, we determine the connected
component decomposition of the Alexander quandle Z[t±1]/(f1(t), . . . , fk(t)). In
Section 4, we introduce a decomposition of a quandle into the disjoint union of
maximal connected subquandles and show that it is obtained by iterating a con-
nected component decomposition when the quandle is finite. In Section 5, we give
examples of the maximal connected subquandle decompositions of some quandles.
In Section 6, we recall the definition of a multiple conjugation quandle and in-
troduce its properties we use in Section 7. In Section 7, we discuss the similar
decomposition of a multiple conjugation quandle.
2. A quandle
A quandle X is a non-empty set with a binary operation ∗ : X × X → X
satisfying the following axioms.
• For any a ∈ X, a ∗ a = a.
• For any a ∈ X, the map Sa : X → X defined by Sa(x) = x∗a is a bijection.
• For any a, b, c ∈ X, (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
We give some examples of quandles. Let G be a group. We define a binary
operation ∗ : G ×G → G by a ∗ b = b−1ab for any a, b ∈ G. Then G is a quandle,
which is called a conjugation quandle and denoted by Conj(G). The second example
is obtained from a Z[t±1]-module M . We define a binary operation ∗ : M×M →M
by a ∗ b = ta+ (1− t)b for any a, b ∈M . Then M is a quandle, which is called an
Alexander quandle. The third example is a dihedral quandle Rm := Z/mZ for any
m ∈ Z≥0. We define a binary operation ∗ : Rm × Rm → Rm by a ∗ b = 2b − a for
any a, b ∈ Rm. Then Rm is a quandle.
Let (X, ∗) be a quandle. In this paper, we write a1∗a2∗· · ·∗an for (· · · ((a1∗a2)∗
a3) ∗ · · · ∗ an) simply. For any a ∈ X and n ∈ Z≥0, Sna : X → X and S−na : X → X
are n-th functional powers of Sa and S
−1
a respectively. For any a, b ∈ X and n ∈ Z,
we define a binary operation ∗n : X × X → X by a ∗n b = Snb (a). Then (X, ∗n)
is also a quandle. We define the type of X by the minimal number of n satisfying
a ∗n b = a for any a, b ∈ X.
Let (X, ∗X) and (Y, ∗Y ) be quandles. A homomorphism φ : X → Y is a map from
X to Y satisfying φ(x ∗X y) = φ(x) ∗Y φ(y) for any x, y ∈ X. We call a bijective
homomorphism an isomorphism. X and Y are isomorphic, denoted X ∼= Y , if
there exists an isomorphism from X to Y . We call an isomorphism from X to X
an automorphism of X. For any a ∈ X and n ∈ Z, the map Sna : X → X is an
automorphism of X.
Let (X, ∗) be a quandle. A non-empty subset Y of X is called a subquandle of
X if Y itself is a quandle under ∗. For any subset Y of X, Y is a subquandle of X
if and only if a ∗ b, a ∗−1 b ∈ Y for any a, b ∈ Y .
For any subset A of X, the minimal subquandle of X including A, denoted by
〈A〉, is called the subquandle generated by A, that is,
〈A〉 = {a ∗k1 x1 ∗k2 · · · ∗kn xn ∈ X | a, x1, . . . , xn ∈ A, k1, k2, . . . , kn ∈ Z}.
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Let X be a quandle. All automorphisms of X form a group under composition
of morphisms: f · g := g ◦ f . This group is called the automorphism group of X
and denoted by Aut(X). For a subset A of X, we denote by Inn(A) a subgroup
of Aut(X) generated by {Sa | a ∈ A}. In particular, Inn(X) is called the inner
automorphism group of X. For any a ∈ X and g ∈ Inn(A), we define an action
of Inn(A) on X by a · g = g(a). We say that X is a connected quandle when the
action is transitive. In general, an orbit of X by the action is called a connected
component of X or an orbit of X simply, and X =
⊔
i∈I Xi is called the connected
component decomposition of X when Xi is a connected component of X for any
i ∈ I. In general, a connected component of X is a subquandle of X. We denote
by OrbX(a) or Orb(a) the orbit of X containing a.
Example 1. For any group G, a connected component of Conj(G) coincides with
one of conjugacy classes of G.
In the following, we give a well-known fact with a proof.
Lemma 1. Let M be an Alexander quandle. Then any connected component of M
is isomorphic to (1− t)M .
Proof. Since 0 ∗ x = (1 − t)x for any x ∈ M , it follows that (1 − t)M ⊂ Orb(0).
On the other hand, for any z ∈ Orb(0), there exist y1, . . . , yn ∈ M such that
z = 0 ∗ y1 ∗ y2 ∗ · · · ∗ yn = (1 − t)y1 ∗ y2 ∗ · · · ∗ yn. Since for any x, y ∈ M ,
(1 − t)x ∗ y = t(1 − t)x + (1 − t)y = (1 − t)(tx + y), we have z ∈ (1 − t)M ,
that is, (1 − t)M ⊃ Orb(0). Therefore (1 − t)M = Orb(0). Next, we define
the map φa : Orb(0) → Orb(a) by φa(x) = x + a for any a ∈ M . For any
(1− t)x ∈ Orb(0) and a ∈ M , φa((1− t)x) = (1− t)x+ a = ta+ (1− t)(x+ a) =
a ∗ (x+ a) ∈ Orb(a). Hence φa is well-defined. For any x, y ∈ Orb(0) and a ∈ M ,
φa(x ∗ y) = (tx + (1 − t)y) + a = t(x + a) + (1 − t)(y + a) = φa(x) ∗ φa(y).
Hence φa is a homomorphism. Similarly, the map ψa : Orb(a) → Orb(0) defined
by ψa(x) = x − a is a homomorphism for any a ∈ M . Since φa ◦ ψa = idOrb(a)
and ψa ◦ φa = idOrb(0), φa is an isomorphism. Therefore Orb(0) and Orb(a) are
isomorphic for any a ∈M . 
3. The connected component decomposition of an Alexander quandle
In this section, we show that the connected component decomposition of the
Alexander quandle Z[t±1]/(f1(t), f2(t), . . . , fk(t)) is
⊔a−1
i=0 Orb(i), where (f1(t), f2(t), . . . , fk(t))
is an ideal of Z[t±1] generated by Laurent polynomials f1(t), f2(t), . . . , fk(t) ∈
Z[t±1], and a = gcd(f1(1), f2(1), . . . , fk(1)). Furthermore, we determine the form
of all connected components of Z[t±1]/(f1(t), f2(t), . . . , fk(t)).
For any α(t) ∈ Z[t±1], we define Cα(t) by
Cα(t) = {α(t) + a1f1(t) + a2f2(t) + · · ·+ akfk(t) | a1, a2, . . . , ak ∈ Z[t±1]} ⊂ Z[t±1].
Then for any [α(t)] ∈ Z[t±1]/(f1(t), f2(t), . . . , fk(t)), C[α(t)] := Cα(t) is well-defined.
In this paper, we often write α(t) for [α(t)] ∈ Z[t±1]/(f1(t), f2(t), . . . , fk(t)) simply.
For any D ⊂ Z[t±1], we define D(1) by D(1) = {g(1) | g(t) ∈ D} ⊂ Z. It is easy to
see that
C[α(t)](1) = {α(1) + a1f1(1) + a2f2(1) + · · ·+ akfk(1) | a1, a2, . . . , ak ∈ Z}
for any [α(t)] ∈ Z[t±1]/(f1(t), f2(t), . . . , fk(t)).
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Lemma 2. For any elements [α(t)] and [β(t)] of the Alexander quandle Z[t±1]/(f1(t), f2(t), . . . , fk(t)),
it follows that C[α(t)]∗[β(t)](1) = C[α(t)](1).
Proof. Since [α(t)] ∗ [β(t)] = [tα(t) + (1− t)β(t)], we have
C[α(t)]∗[β(t)](1) = {1 · α(1) + (1− 1)β(1) + a1f1(1) + · · ·+ akfk(1) | a1, a2, . . . , ak ∈ Z}(1)
= {α(1) + 0 · β(1) + a1f1(1) + · · ·+ akfk(1) | a1, a2, . . . , ak ∈ Z}(2)
= C[α(t)](1).

Lemma 3. For any elements [α(t)] and [β(t)] of the Alexander quandle Z[t±1]/(f1(t), f2(t), . . . , fk(t)),
it follows that C[α(t)](1) = C[β(t)](1) if and only if Orb([α(t)]) = Orb([β(t)]).
Proof. Suppose that C[α(t)](1) = C[β(t)](1). Then we have
{α(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}(3)
= C[α(t)](1)(4)
= C[β(t)](1)(5)
= {β(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}.
Hence there exist l1, l2, . . . , lk ∈ Z such that α(1) = β(1) + l1f1(1) + l2f2(1) +
· · · + lkfk(1). We put α˜(t) and β˜(t) by α(t) = (1 − t)α˜(t) + α(1) and β(t) =
(1−t)β˜(t)+β(1) respectively. We also put f˜i(t) by fi(t) = (1−t)f˜i(t)+fi(1) for any
i = 1, 2, . . . , k and γ(t) := β˜(t)+β(1)−tα˜(t)+∑ki=1 litf˜i(t). Since [∑ki=1 litfi(t)] =
[0] in Z[t±1]/(f1(t), f2(t), . . . , fk(t)), we have
[(1− t)γ(t)](6)
= [(1− t)(β˜(t) + β(1)− tα˜(t) +
k∑
i=1
litf˜i(t))](7)
= [(1− t)β˜(t) + (1− t)β(1)− t(1− t)α˜(t) +
k∑
i=1
lit(1− t)f˜i(t)](8)
= [(1− t)β˜(t) + (1− t)β(1)− t(1− t)α˜(t) +
k∑
i=1
lit(1− t)f˜i(t)−
k∑
i=1
litfi(t)](9)
= [(1− t)β˜(t) + β(1)− tβ(1)− t(1− t)α˜(t) +
k∑
i=1
lit((1− t)f˜i(t)− fi(t))](10)
= [β(t)− t(1− t)α˜(t)− tβ(1) +
k∑
i=1
lit(−fi(1))](11)
= [β(t)− t(1− t)α˜(t)− tα(1)](12)
= [β(t)− tα(t)].
Hence [α(t)] ∗ [γ(t)] = [tα(t) + (1 − t)γ(t)] = [β(t)], which implies Orb([α(t)]) =
Orb([β(t)]). Next, suppose that Orb([α(t)]) = Orb([β(t)]). There exist [γ1(t)], [γ2(t)], . . . , [γl(t)] ∈
Z[t±1]/(f1(t), f2(t), . . . , fk(t)) and 1, 2, . . . , l ∈ Z such that [α(t)] ∗1 [γ1(t)] ∗2
· · · ∗l [γl(t)] = [β(t)]. By Lemma 2, we have C[α(t)](1) = C[β(t)](1). 
Then we have the following lemma.
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Lemma 4. For any elements [α(t)] and [β(t)] of the Alexander quandle Z[t±1]/(f1(t), f2(t), . . . , fk(t)),
it follows that Orb([α(t)]) = Orb([β(t)]) if and only if α(1) ≡ β(1) mod a, where
a = gcd(f1(1), f2(1), . . . , fk(1)).
Proof. Suppose that Orb([α(t)]) = Orb([β(t)]). By Lemma 3, C[α(t)](1) = C[β(t)](1).
Since f1(1)Z+ f2(1)Z+ · · ·+ fk(1)Z = aZ, we have
{α(1) + la | l ∈ Z} = {α(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}(13)
= C[α(t)](1)(14)
= C[β(t)](1)(15)
= {β(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}(16)
= {β(1) + la | l ∈ Z}.
Hence we obtain α(1) ≡ β(1) mod a. On the other hand, suppose that α(1) ≡ β(1)
mod a. Since f1(1)Z+ f2(1)Z+ · · ·+ fk(1)Z = aZ, we have
C[α(t)](1) = {α(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}(17)
= {α(1) + la | l ∈ Z}(18)
= {β(1) + la | l ∈ Z}(19)
= {β(1) + l1f1(1) + l2f2(1) + · · ·+ lkfk(1) | l1, l2, . . . , lk ∈ Z}(20)
= C[β(t)](1).
By Lemma 3, we obtain Orb([α(t)]) = Orb([β(t)]). 
Then we have the following theorem.
Theorem 1. Let M be the Alexander quandle Z[t±1]/(f1(t), f2(t), . . . , fk(t)) and
let a = gcd(f1(1), f2(1), . . . , fk(1)). Then the following hold.
(1) The connected component decomposition of M is given by
M =
a−1⊔
i=0
Orb(i),
where
Orb(i) = {[g(t)] | g(t) ∈ Z[t±1], g(1) ≡ i mod a}
= {[i+ (1− t)g(t) + aj] | g(t) ∈ Z[t±1], j ∈ Z}.
(2) For any j = 0, 1, . . . , a− 1, it follows that
Orb(j) ∼= Z[t±1]/((f1(t), f2(t), . . . , fk(t)) + I),
where we define f˜i(t) by fi(t) = (1− t)f˜i(t) + fi(1) for any i = 1, 2, . . . , k,
and I = {∑ki=1 aif˜i(t) | ai ∈ Z[t±1], ∑ki=1 aifi(1) = 0}.
Proof. (1) By Lemma 4, M =
⊔a−1
i=0 Orb(i) is the connected component de-
composition of M , and we have Orb(i) = {[g(t)] | g(t) ∈ Z[t±1], g(1) ≡ i
mod a} immediately. There exist g˜(t) ∈ Z[t±1] and j ∈ Z such that
g(t) = g(1)+(1− t)g˜(t) = i+(1− t)g˜(t)+aj if and only if g(1) ≡ i mod a.
Hence we have Orb(i) = {[i+ (1− t)g(t) + aj] | g(t) ∈ Z[t±1], j ∈ Z}.
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(2) Let J = (f1(t), f2(t), . . . , fk(t)). We define the Z[t±1]-homomorphism φ :
Z[t±1]→ (1− t)M by φ(x) = (1− t)x+ J . It is clear that J ⊂ ker(φ). For
any
∑k
i=1 aif˜i(t) ∈ I, we have
φ(
k∑
i=1
aif˜i(t)) = (1− t)
k∑
i=1
aif˜i(t) + J(21)
=
k∑
i=1
ai(1− t)f˜i(t) +
k∑
i=1
aifi(1) + J(22)
=
k∑
i=1
ai((1− t)f˜i(t) + fi(1)) + J(23)
=
k∑
i=1
aifi(t) + J,
which implies that I ⊂ ker(φ). Hence we obtain J + I ⊂ ker(φ). On the
other hand, let g(t) ∈ ker(φ). Since φ(g(t)) = (1 − t)g(t) + J = J , there
exist h1(t), h2(t), . . . , hk(t) ∈ Z[t±1] such that (1− t)g(t) =
∑k
i=1 hi(t)fi(t).
When we put t = 1, we have 0 =
∑k
i=1 hi(1)fi(1). For any i = 1, 2, . . . , k,
we define h˜i(t) by hi(t) = (1 − t)h˜i(t) + hi(1). Since
∑k
i=1 hi(1)fi(1) = 0,
we have
(1− t)g(t) =
k∑
i=1
hi(t)fi(t)(24)
=
k∑
i=1
((1− t)h˜i(t)fi(t) + (1− t)hi(1)f˜i(t) + hi(1)fi(1))(25)
= (1− t)
k∑
i=1
h˜i(t)fi(t) + (1− t)
k∑
i=1
hi(1)f˜i(t) +
k∑
i=1
hi(1)fi(1)(26)
= (1− t)
k∑
i=1
h˜i(t)fi(t) + (1− t)
k∑
i=1
hi(1)f˜i(t).
Hence we have g(t) =
∑k
i=1 h˜i(t)fi(t)+
∑k
i=1 hi(1)f˜i(t). Since
∑k
i=1 hi(1)fi(1) =
0, we have
∑k
i=1 hi(1)f˜i(t) ∈ I, that is, g(t) ∈ J + I. Hence we obtain
J + I ⊃ ker(φ). Obviously, φ is a surjection. By the homomorphism
theorem, φ˜ : Z[t±1]/(J + I) → (1 − t)M is a Z[t±1]-isomorphism, which
is an isomorphism as quandles. By Lemma 1, it follows that Orb(j) ∼=
Z[t±1]/((f1(t), f2(t), . . . , fk(t)) + I) for any j = 0, 1, . . . , a− 1.

By Theorem 1, we obtain the following corollaries, where we note that the dihe-
dral quandle Rm is isomorphic to the Alexander quandle Z[t±1]/(m, t+ 1) for any
m ∈ Z≥0.
Corollary 1. For any m ∈ Z>0, Rm is a connected dihedral quandle if and
only if m is an odd number. Furthermore, when m is an even number, Rm =
Orb(0)unionsqOrb(1) = {0, 2, . . . ,m− 2} unionsq {1, 3, . . . ,m− 1} is the connected component
decomposition of Rm.
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Corollary 2. Let f1(t), f2(t), . . . , fk(t) ∈ Z[t±1]. Then the Alexander quandle
Z[t±1]/(f1(t), f2(t), . . . , fk(t)) is connected if and only if gcd(f1(1), f2(1), . . . , fk(1)) =
1.
For example, the tetrahedral quandle Z[t±1]/(2, t2 + t+1) is connected by Corol-
lary 2.
Corollary 3. Let a,m ∈ Z and let n = m/ gcd(m, 1 + a). Then any connected
component of the Alexander quandle Z[t±1]/(m, t+a) is isomorphic to Z[t±1]/(n, t+
a).
Proof. By Theorem 1, any connected component of Z[t±1]/(m, t+ a) is isomorphic
to Z[t±1]/((m, t+a)+I), where I = {−a2 | a1, a2 ∈ Z[t±1], a1m+a2(1+a) = 0}. For
any −x2 ∈ I, there exists x1 ∈ Z[t±1] such that x1m+x2(1+a) = 0. Then we have
x1n+x2(1 +a)/ gcd(m, 1 +a) = 0. Since n and (1 +a)/ gcd(m, 1 +a) are relatively
prime, x2 is devisible by n. Hence we obtain I ⊂ nZ[t±1]. On the other hand, for
any x2 = ns ∈ nZ[t±1], there exists x1 = −s(1+a)/ gcd(m, 1+a) ∈ Z[t±1] such that
x1m+ x2(1 + a) = 0. Hence −x2 ∈ I, that is, I ⊃ nZ[t±1]. Therefore I = nZ[t±1].
Since m is divisible by n, we have Z[t±1]/((m, t+ a) + I) = Z[t±1]/(m,n, t+ a) =
Z[t±1]/(n, t+ a). 
Corollary 4. If m is an even number, then any connected component of Rm is
isomorphic to Rm/2.
4. The maximal connected subquandle decomposition
In this section, we consider a decomposition of a quandle into the disjoint union of
maximal connected subquandles, and show that it is uniquely obtained by iterating
a connected component decomposition when the quandle is finite. We remark
that {(1, 2, 3), (1, 3, 2)} is a connected component of Conj(S3), but not a connected
subquandle of it, where S3 is a symmetric group of degree 3.
Let X be a quandle and let A be a connected subquandle of X. We say that
A is a maximal connected subquandle of X when any connected subquandle of
X including A is only A. We say that X =
⊔
i∈I Ai is the maximal connected
subquandle decomposition of X when each Ai is a maximal connected subquandle
of X.
Let X be a quandle and let A be a subset of X. For any a, b ∈ X, we write a ∼A b
when there exists f ∈ Inn(A) such that f(a) = b. It is an equivalence relation on
X. It is easy to see that a ∼A b if and only if there exist a1, a2, . . . , an ∈ A and
k1, k2, . . . , kn ∈ Z such that a∗k1 a1∗k2 · · ·∗kn an = b. Furthermore X is a connected
quandle if and only if a ∼X b for any a, b ∈ X.
Lemma 5. Let X be a quandle and let Ai be connected subquandles of X for any
i ∈ I. If ⋂i∈I Ai 6= ∅, then 〈⋃i∈I Ai〉 is a connected subquandle of X.
Proof. Let A =
⋃
i∈I Ai, and suppose that
⋂
i∈I Ai 6= ∅. For any x, y ∈ 〈A〉, there
exist a, b ∈ A such that x ∼A a and y ∼A b. For any c ∈
⋂
i∈I Ai, we have a ∼A c
and b ∼A c. Hence we have a ∼A b, which implies that x ∼A y. Therefore x ∼〈A〉 y,
that is, 〈A〉 is a connected subquandle of X. 
Lemma 6. Let X be a quandle and let A1 and A2 be maximal connected subquan-
dles of X. If A1 ∩A2 6= ∅, then A1 = A2.
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Proof. Suppose that A1 ∩ A2 6= ∅. By Lemma 5, 〈A1 ∪ A2〉 is a connected sub-
quandle of X. Since A1 and A2 are included in 〈A1 ∪A2〉 and maximal connected
subquandles of X, we obtain 〈A1 ∪A2〉 = A1 = A2. 
Theorem 2. Any quandle has the unique maximal connected subquandle decompo-
sition.
Proof. Let X be a quandle. For any a ∈ X, we define [a] := ⋃a∈W W , where W is
a connected subquandle of X. By Lemma 5, 〈[a]〉 is a connected subquandle of X.
Suppose that A is a connected subquandle of X including 〈[a]〉. Since A contains
a, we have A ⊂ [a], that is, A = [a] = 〈[a]〉. Hence [a] is a maximal connected
subquandle of X. For any a, b ∈ X, we have [a] ∩ [b] = ∅ or [a] = [b] by Lemma 6.
Therefore there exists a subset Y of X such that X =
⊔
a∈Y [a]. It is the maximal
connected subquandle decomposition of X. Next, we show the uniqueness. Let B
be a maximal connected subquandle of X =
⊔
a∈Y [a]. Then there exists a
′ ∈ Y
such that B∩ [a′] 6= ∅. By Lemma 6, we have B = [a′]. Therefore X has the unique
maximal connected subquandle decomposition. 
For a quandle X, it is easy to see that any connected subquandle of X is included
in some connected component of X. Therefore if a connected component of X is a
connected subquandle of X, then it is a maximal connected subquandle of X.
Let X be a quandle and let PQnd(X) be the set of all subquandles of X. For any
A ⊂ PQnd(X), we define D(A) :=
⋃
A∈A{OrbA(a) | a ∈ A}. It is easy to see that⋃
A∈AA =
⋃
A∈D(A)A. We put D
0(A) := A and Dk+1(A) := D(Dk(A)) for any
k ∈ Z≥0.
Theorem 3. Let X be a quandle. If there exists n ∈ Z≥0 such that Dn({X}) =
Dn+1({X}), then X = ⊔A∈Dn({X})A is the maximal connected subquandle decom-
position of X. In particular, if X is a finite quandle, then there exists n ∈ Z≥0
such that X =
⊔
A∈Dn({X})A is the maximal connected subquandle decomposition
of X.
Proof. Suppose that there exists n ∈ Z≥0 such that Dn({X}) = Dn+1({X}). For
any A ∈ Dn({X}), A has only one orbit A, that is, A is a connected subquandle of
X. Let Y be a connected subquandle of X including A and let X0 = X. Then there
exists an orbit of X0 including Y . We denote by X1 ∈ D1({X}) the orbit. For any
i ∈ Z≥0, we denote by Xi+1 ∈ Di+1({X}) an orbit of Xi including Y inductively.
Then we have A ⊂ Y ⊂ Xn. Since A,Xn ∈ Dn({X}), we have A = Y = Xn.
Therefore A is the maximal connected subquandle of X, and X =
⊔
A∈Dn({X})A
is the maximal connected subquandle decomposition of X. Next, let X be a finite
quandle. For any i ∈ Z≥0, we have #Di({X}) ≤ #Di+1({X}) ≤ #X. Since
#X is finite, there exists n ∈ Z≥0 such that #Dn({X}) = #Dn+1({X}), which
implies thatDn({X}) = Dn+1({X}). ThereforeX = ⊔A∈Dn({X})A is the maximal
connected subquandle decomposition of X. 
By Lemma 1 and Theorem 3, the following corollary holds immediately.
Corollary 5. All maximal connected subquandles of a finite Alexander quandle are
isomorphic.
For a quandle X, we denote by depth(X) the minimal number of n satisfying
X =
⊔
A∈Dn({X})A is the maximal connected subquandle decomposition of X. It
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is called the subquandle depth of X in [9]. Obviously, X is a connected quandle if
and only if depth(X) = 0.
5. Examples of the maximal connected subquandle decomposition
In this section, we give examples of the maximal connected subquandle decom-
positions of some quandles.
Let Sn be a symmetric group of degree n. We consider connectivity of Conj(Sn).
By Example 1, a connected component of Conj(Sn) coincides with one of conjugacy
classes of Sn. We denote by C(a) the conjugacy class of Sn containing a. We note
that two elements of Sn are conjugate if and only if their cyclic types coincide.
Example 2. (1) We show that the maximal connected subquandle decomposi-
tion of S3 is
S3 = {(1 2 3)} unionsq {(1 3 2)} unionsq C((1 2)) unionsq C(e).
S3 = C((1 2 3)) unionsq C((1 2)) unionsq C(e) is the connected component decomposi-
tion of S3. Furthermore, C((1 2)) and C(e) are connected quandles, and
C((1 2 3)) = {(1 2 3)} unionsq {(1 3 2)} is the connected component decomposition
of C((1 2 3)). Therefore
S3 = {(1 2 3)} unionsq {(1 3 2)} unionsq C((1 2)) unionsq C(e)
is the maximal connected subquandle decomposition of S3, and we have
depth(S3) = 2.
(2) We show that the maximal connected subquandle decomposition of S4 is
S4 = C((1 2 3 4))(27)
unionsq{(1 2 3), (1 4 2), (1 3 4), (2 4 3)} unionsq {(1 3 2), (1 2 4), (1 4 3), (2 3 4)}(28)
unionsq{(1 2)(3 4)} unionsq {(1 3)(2 4)} unionsq {(1 4)(2 3)} unionsq C((1 2)) unionsq C(e).
S4 = C((1 2 3 4))unionsqC((1 2 3))unionsqC((1 2)(3 4))unionsqC((1 2))unionsqC(e) is the connected
component decomposition of S4. Furthermore, C((1 2 3 4)), C((1 2)) and
C(e) are connected quandles, and C((1 2 3)) = {(1 2 3), (1 4 2), (1 3 4), (2 4 3)}unionsq
{(1 3 2), (1 2 4), (1 4 3), (2 3 4)} and C((1 2)(3 4)) = {(1 2)(3 4)}unionsq{(1 3)(2 4)}unionsq
{(1 4)(2 3)} are the connected component decompositions of C((1 2 3)) and
C((1 2)(3 4)) respectively. Since any connected component of C((1 2 3)) and
C((1 2)(3 4)) is connected,
S4 = C((1 2 3 4))(29)
unionsq{(1 2 3), (1 4 2), (1 3 4), (2 4 3)} unionsq {(1 3 2), (1 2 4), (1 4 3), (2 3 4)}(30)
unionsq{(1 2)(3 4)} unionsq {(1 3)(2 4)} unionsq {(1 4)(2 3)} unionsq C((1 2)) unionsq C(e)
is the maximal connected subquandle decomposition of S4, and we have
depth(S4) = 2.
Example 3. We show that the maximal connected subquandle decomposition of the
dihedral quandle R0 is
R0 =
⊔
i∈Z
{i}.
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We note that R0 is isomorphic to the Alexander quandle Z[t±1]/(t+1). By Theorem
1, the connected component decomposition of R0 is
R0 = Orb(0) unionsqOrb(1) = {i | i : even} unionsq {i | i : odd}.
Since each connected component is isomorphic to R0 by Corollary 4, we have
Dn({R0}) = {{2nj + i | j ∈ Z} | i = 0, 1, . . . , 2n − 1} for any n ∈ Z≥0 by it-
erating a connected component decomposition. Hence for any a, b ∈ R0, there exists
l ∈ Z>0 such that a and b are in distinct elements of Dl({R0}). Since any connected
subquandle is included in a connected component, any connected subquandle of R0
is included in an element of Dl({R0}). Therefore a and b are in distinct maxi-
mal connected subquandles of R0, which implies that R0 =
⊔
i∈Z{i} is the maximal
connected subquandle decomposition of R0, and depth(R0) =∞.
Example 4. We consider the maximal connected subquandle decomposition of the
Alexander quandle Z[t±1]/(6, t2 +t+1). Since gcd(6, 12 +1+1) = 3, Z[t±1]/(6, t2 +
t + 1) = Orb(0) unionsq Orb(1) unionsq Orb(2) is the connected component decomposition of
Z[t±1]/(6, t2 + t+ 1), and
Orb(0) = {[g(t)] | g(t) ∈ Z[t±1], g(1) ≡ 0 mod 3}(31)
=
{
0, 3, 3t, 1 + 2t, 1 + 5t, 2 + t, 2 + 4t,
3 + 3t, 4 + 2t, 4 + 5t, 5 + t, 5 + 4t
}
,(32)
Orb(1) = {[g(t)] | g(t) ∈ Z[t±1], g(1) ≡ 1 mod 3}(33)
=
{
1, 4, t, 4t, 1 + 3t, 2 + 2t, 2 + 5t,
3 + t, 3 + 4t, 4 + 3t, 5 + 2t, 5 + 5t
}
,(34)
Orb(2) = {[g(t)] | g(t) ∈ Z[t±1], g(1) ≡ 2 mod 3}(35)
=
{
2, 5, 2t, 5t, 1 + t, 1 + 4t, 2 + 3t,
3 + 2t, 3 + 5t, 4 + t, 4 + 4t, 5 + 3t
}
by Theorem 1
Next, by Theorem 1, for any i = 0, 1, 2, Orb(i) is isomorphic to Z[t±1]/((6, t2 +
t+ 1) + I), where
I = {−a2(t+ 2) | a1, a2 ∈ Z[t±1], 6a1 + 3a2 = 0}
= {−a2(t+ 2) | a1, a2 ∈ Z[t±1], a2 = −2a1}
= 2(t+ 2)Z[t±1],
which implies that Z[t±1]/((6, t2 + t+ 1) + I) = Z[t±1]/(6, 2(t+ 2), t2 + t+ 1). By
Theorem 1, we obtain that
Z[t±1]/(6, 2(t+ 2), t2 + t+ 1) = {0, 3, 2 + t, 5 + t} unionsq {1, 4, t, 3 + t} unionsq {2, 5, 1 + t, 4 + t}
is the connected component decomposition of Z[t±1]/(6, 2(t+ 2), t2 + t+ 1). By the
proof of Theorem 1, the map φ˜ : Z[t±1]/(6, 2(t+2), t2+t+1)→ (1−t)(Z[t±1]/(6, t2+
t+1)) defined by φ˜(x) = (1− t)x is an isomorphism. Hence, by the proof of Lemma
1,
Orb(0) = (1− t)(Z[t±1]/(6, t2 + t+ 1))36)
= {0, 3, 3t, 3 + 3t} unionsq {1 + 5t, 1 + 2t, 4 + 2t, 4 + 5t} unionsq {2 + 4t, 2 + t, 5 + t, 5 + 4t}
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is the connected component decomposition of Orb(0). Furthermore, for any i = 1, 2,
the map φi : Orb(0) → Orb(i) defined by φi(x) = x + i is an isomorphism by the
proof of Lemma 1. Therefore
Orb(1) = {1, 4, 1 + 3t, 4 + 3t} unionsq {2 + 5t, 2 + 2t, 5 + 2t, 5 + 5t} unionsq {3 + 4t, 3 + t, t, 4t}
and
Orb(2) = {2, 5, 2 + 3t, 5 + 3t} unionsq {3 + 5t, 3 + 2t, 2t, 5t} unionsq {4 + 4t, 4 + t, 1 + t, 1 + 4t}
are the connected component decompositions of Orb(1) and Orb(2) respectively.
Finally, by Theorem 1, any connected component of Z[t±1]/(6, 2(t+2), t2 + t+1)
is isomorphic to Z[t±1]/((6, 2(t+ 2), t2 + t+ 1) + I ′), where
I ′ = {−2a2 − a3(t+ 2) | a1, a2, a3 ∈ Z[t±1], 6a1 + 6a2 + 3a3 = 0}
= {−2a2 − a3(t+ 2) | a1, a2, a3 ∈ Z[t±1], a3 = −2(a1 + a2)}
= {−2a2 + 2(a1 + a2)(t+ 2) | a1, a2 ∈ Z[t±1]}
= 2Z[t±1],
which implies that Z[t±1]/((6, 2(t+ 2), t2 + t+ 1) + I ′) = Z[t±1]/(2, t2 + t+ 1). By
Corollary 2, Z[t±1]/(2, t2 + t+ 1) is a connected quandle. Therefore
Z[t±1]/(6, t2 + t+ 1)(37)
= {0, 3, 3t, 3 + 3t} unionsq {1 + 5t, 1 + 2t, 4 + 2t, 4 + 5t} unionsq {2 + 4t, 2 + t, 5 + t, 5 + 4t}(38)
unionsq{1, 4, 1 + 3t, 4 + 3t} unionsq {2 + 5t, 2 + 2t, 5 + 2t, 5 + 5t} unionsq {3 + 4t, 3 + t, t, 4t}(39)
unionsq{2, 5, 2 + 3t, 5 + 3t} unionsq {3 + 5t, 3 + 2t, 2t, 5t} unionsq {4 + 4t, 4 + t, 1 + t, 1 + 4t}
is the maximal connected subquandle decomposition of Z[t±1]/(6, t2 + t+1), and we
obtain that depth(Z[t±1]/(6, t2 + t+ 1)) = 2.
Proposition 1. Let n0 ∈ Z>0, a ∈ Z and put ni+1 := ni/ gcd(ni, 1+a) for any i ∈
Z≥0. Let l be the minimal number satisfying nl = nl+1. Then the Alexander quandle
Z[t±1]/(n0, t+a) is decomposed into N maximal connected subquandles, where N =∏l−1
i=0 gcd(ni, 1 + a), and any maximal connected subquandle of Z[t±1]/(n0, t+ a) is
isomorphic to Z[t±1]/(nl, t+ a).
Proof. By Theorem 1, for any i ∈ Zi≥0, Z[t±1]/(ni, t + a) is decomposed into
gcd(ni, 1 + a) maximal connected subquandles, and any maximal connected sub-
quandle of Z[t±1]/(ni, t + a) is isomorphic to Z[t±1]/(ni+1, t + a). Hence for any
i ∈ Z>0, any element of Di({Z[t±1]/(n0, t+ a)}) is isomorphic to Z[t±1]/(ni, t+ a),
and we have #Di({Z[t±1]/(n0, t + a)}) =
∏i−1
j=0 gcd(nj , 1 + a). By Corollary 2,
nk = nk+1, that is, gcd(nk, 1 + a) = 1 if and only if D
k({Z[t±1]/(n0, t + a)}) =
Dk+1({Z[t±1]/(n0, t + a)}). Hence l is the minimal number satisfying nl = nl+1
if and only if depth(Z[t±1]/(n0, t + a)) = l. By Theorem 3, Z[t±1]/(n0, t + a) =⊔
C∈Dl({Z[t±1]/(n0,t+a)}) C is the maximal connected subquandle decomposition of
Z[t±1]/(n0, t + a). Since N =
∏l−1
i=0 gcd(ni, 1 + a) = #D
l({Z[t±1]/(n0, t + a)}),
Z[t±1]/(n0, t+ a) is decomposed into N maximal connected subquandles, and any
maximal connected subquandle of Z[t±1]/(n0, t+a) is isomorphic to Z[t±1]/(nl, t+
a). 
In Proposition 1, if 1+a is a prime number, Z[t±1]/(n0, t+a) is decomposed into
|1 + a|l maximal connected subquandles, and any maximal connected subquandle
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of Z[t±1]/(n0, t + a) is isomorphic to Z[t±1]/(k, t + a), where n0 = k(1 + a)l such
that k and 1 + a are relatively prime integers.
By Proposition 1, the following corollary holds.
Corollary 6. For any m ∈ Z>0, the dihedral quandle Rm is decomposed into 2l
maximal connected subquandles, and any maximal connected subquandle of Rm is
isomorphic to Rk, and depth(Rm) = l, where k is an odd number, and l ∈ Z>0
such that m = 2lk.
6. A multiple conjugation quandle and a G-family of quandles
We recall the definition of a multiple conjugation quandle [4].
Definition 1. A multiple conjugation quandle X is a disjoint union of groups
Gλ(λ ∈ Λ) with a binary operation ∗ : X ×X → X satisfying the following axioms.
• For any a, b ∈ Gλ, a ∗ b = b−1ab.
• For any x ∈ X and a, b ∈ Gλ, x ∗ eλ = x and x ∗ (ab) = (x ∗ a) ∗ b, where
eλ is the identity of Gλ.
• For any x, y, z ∈ X, (x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z).
• For any x ∈ X and a, b ∈ Gλ, (ab)∗x = (a∗x)(b∗x), where a∗x, b∗x ∈ Gµ
for some µ ∈ Λ.
Let X =
⊔
λ∈ΛGλ be a multiple conjugation quandle. In this paper, we write
a1 ∗a2 ∗ · · ·∗an for (· · · ((a1 ∗a2∗)∗a3)∗ · · ·∗an) simply and denote by Ga the group
Gλ containing a ∈ X. we also denote by eλ the identity of Gλ. Then the identity of
Ga is denoted by ea for any a ∈ X. For any a, b ∈ X, we define a map Sa : X → X
by Sa(x) = x ∗ a and a binary operation ∗−1 : X ×X → X by a ∗−1 b = S−1b (a).
Let X =
⊔
λ∈ΛGλ, Y =
⊔
µ∈M Gµ and (X, ∗X), (Y, ∗Y ) be multiple conjugation
quandles. A homomorphism φ : X → Y is a map from X to Y satisfying φ(x∗Xy) =
φ(x) ∗Y φ(y) for any x, y ∈ X and φ(ab) = φ(a)φ(b) for any λ ∈ Λ and a, b ∈ Gλ.
We call a bijective homomorphism an isomorphism. X and Y are isomorphic,
denoted by X ∼= Y , if there exists an isomorphism from X to Y . We call an
isomorphism from X to X an automorphism of X. For any a ∈ X, the map Sa is
an automorphism of X.
Let (X, ∗) be a multiple conjugation quandle. A non-empty subset Y of X is
called a sub-multiple conjugation quandle of X if Y itself is a multiple conjugation
quandle under ∗ and the group operations of X.
Proposition 2. Let X =
⊔
λ∈ΛGλ be a multiple conjugation quandle and let Y be
a non-empty subset of X. Then the following are equivalent.
(1) Y is a sub-multiple conjugation quandle of X.
(2) For any a, b ∈ Y , a ∗ b ∈ Y , and Y ∩Gλ is a subgroup of Gλ or empty set
for any λ ∈ Λ.
(3) For any a, b ∈ Y , a ∗ b ∈ Y , and there exists a subset Λ′ ⊂ Λ such that
Y =
⊔
λ∈Λ′ Hλ, where Hλ is a subgroup of Gλ for any λ ∈ Λ′.
Proof. First suppose that it satisfies (1). Then a ∗ b ∈ Y for any a, b ∈ Y and
Y =
⊔
µ∈Λ′ Hµ, where Hµ is a group for any µ ∈ Λ′. For any µ ∈ Λ′, there uniquely
exists λ ∈ Λ such that Hµ is a subgroup of Gλ. Then we again write Hλ for Hµ.
Since Hλ ∩Hλ′ = ∅ (λ 6= λ′) for any λ, λ′ ∈ Λ′, we have Y ∩Gλ = Hλ. Hence Hλ
is a subgroup of Gλ for any λ ∈ Λ′, and we have Λ′ ⊂ Λ. Therefore it satisfies (3).
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Second suppose that it satisfies (3). Since Gλ ∩ Gλ′ = ∅ and Hµ ∩Hµ′ = ∅ when
λ 6= λ′ and µ 6= µ′ for any λ, λ′ ∈ Λ and µ, µ′ ∈ Λ′, we have Y ∩ Gµ = Hµ for
any µ ∈ Λ′ and Y ∩Gλ = ∅ for any λ ∈ Λ − Λ′. Therefore it satisfies (2). Finally
suppose that it satisfies (2). Let Λ′ := {λ ∈ Λ | Y ∩Gλ 6= ∅}. Since Gλ ∩Gλ′ = ∅
when λ 6= λ′ for any λ, λ′ ∈ Λ, we have Y = ⊔λ∈Λ′(Y ∩ Gλ), where Y ∩ Gλ is
a subgroup of Gλ for any λ ∈ Λ′. Y clearly satisfies the axioms of a multiple
conjugation quandle. Therefore it satisfies (1). 
Let X =
⊔
λ∈ΛGλ be a multiple conjugation quandle and let A be a subset of
X. Then the minimal sub-multiple conjugation qundle of X including A, denote
by 〈A〉MCQ, is called the sub-multiple conjugation quandle generated by A.
We recall the definition of a G-family of quandles [3].
Definition 2. Let G be a group with the identity element e. A G-family of quandles
is a non-empty set X with a family of binary operations ∗g : X ×X → X(g ∈ G)
satisfying the following axioms.
• For any x ∈ X and g ∈ G, x ∗g x = x.
• For any x, y ∈ X and g, h ∈ G, x ∗gh y = (x ∗g y) ∗h y and x ∗e y = x.
• For any x, y, z ∈ X and g, h ∈ G, (x ∗g y) ∗h z = (x ∗h z) ∗h−1gh (y ∗h z).
Then the following proposition holds.
Proposition 3 ([3]). Let (X, ∗) be a quandle and let m be the type of X. Then
(X, {∗i}i∈Zkm) (resp. (X, {∗i}i∈Z)) is a Zkm (resp. Z)-family of quandles for any
k ∈ Z>0.
Let (X, {∗g}g∈G) be a G-family of quandles. Then
⊔
x∈X{x} × G is a multiple
conjugation quandle with
(x, g) ∗ (y, h) := (x ∗h y, h−1gh), (x, g)(x, h) := (x, gh)
for any x, y ∈ X and g, h ∈ G. We call it the associated multiple conjugation
quandle of (X, {∗g}g∈G).
7. The maximal connected sub-multiple conjugation quandle
decomposition
In this section, we consider a decomposition of a multiple conjugation quandle
into the disjoint union of maximal connected sub-multiple conjugation quandles,
and show that it is uniquely obtained by iterating a connected component de-
composition when the multiple conjugation quandle is the finite disjoint union of
groups.
Let X =
⊔
λ∈ΛGλ which is a multiple conjugation quandle. All automorphisms
of X form a group under composition of morphisms: f · g := g ◦ f . This group
is called the automorphism group of X and denoted by Aut(X). For a subset A
of X, we denote by Inn(A) a subgroup of Aut(X) generated by {Sa | a ∈ A}. In
particular, Inn(X) is called the inner automorphism group of X. For any λ ∈ Λ
and g ∈ Inn(A), we define an action of Inn(A) on Λ by eλ·g = g(eλ). We say that
X is a connected multiple conjugation quandle when the action is transitive. In this
paper, we call an orbit of Λ by the action an orbit of Λ simply and Λ =
⊔
i∈I Λi
the orbit decomposition of Λ when Λi is an orbit of Λ for any i ∈ I. We denote
by OrbΛ(λ) or Orb(λ) the orbit of Λ containing λ. In general, for any orbit Λ
′
of Λ,
⊔
λ∈Λ′ Gλ is a sub-multiple conjugation quandle of X and called a connected
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component of X. However
⊔
λ∈Λ′ Gλ is not a connected sub-multiple conjugation
quandle of X in general.
Proposition 4. Let X be a quandle, Y be a subquandle of X, m be the type of
X and let
⊔
x∈X{x} × Zm be the associated multiple conjugation quandle of a Zm-
family of quandles (X, {∗i}i∈Zm). Then Y is a connected component of X if and
only if
⊔
x∈Y {x} × Zm is a connected component of
⊔
x∈X{x} × Zm.
Proof. Suppose that for any a, b ∈ Y , there exists f ∈ Inn(X) such that f(a) = b.
Then for any (a, 0), (b, 0) ∈ ⊔x∈Y {x} × Zm, there exists f = Sknxn ◦ · · · ◦ Sk2x2 ◦
Sk1x1 ∈ Inn(X) such that f(a) = b. Hence there exists g = S(xn,kn) ◦ · · · ◦ S(x2,k2) ◦
S(x1,k1) ∈ Inn(
⊔
x∈X{x} × Zm) such that g((a, 0)) = (b, 0). On the other hand,
suppose that for any a, b ∈ Y , there exists g ∈ Inn(⊔x∈X{x} × Zm) such that
g((a, 0)) = (b, 0). Then for any a, b ∈ Y , there exists g = Sin(xn,kn) ◦ · · · ◦ S
i2
(x2,k2)
◦
Si1(x1,k1) ∈ Inn(
⊔
x∈X{x} × Zm) such that g((a, 0)) = (b, 0). Hence there exists
f = Sinknxn ◦ · · · ◦ Si2k2x2 ◦ Si1k1x1 ∈ Inn(X) such that f(a) = b. Therefore Y is a
connected component of X if and only if
⊔
x∈Y {x}×Zm is a connected component
of
⊔
x∈X{x} × Zm. 
By Proposition 4, we obtain the following corollary immediately.
Corollary 7. Let X be a quandle, m be the type of X and let
⊔
x∈X{x}×Zm be the
associated multiple conjugation quandle of a Zm-family of quandles (X, {∗i}i∈Zm).
Then X is a connected quandle if and only if
⊔
x∈X{x}×Zm is a connected multiple
conjugation quandle.
Let X be a multiple conjugation quandle and let A be a connected sub-multiple
conjugation quandle of X. We say that A is a maximal connected sub-multiple
conjugation quandle of X when any connected sub-multiple conjugation quandle
of X including A is only A. We say that X =
⊔
i∈I Ai is the maximal connected
sub-multiple conjugation quandle decomposition of X when each Ai is a maximal
connected sub-multiple conjugation quandle of X. By Corollary 7, we obtain the
following corollary.
Corollary 8. Let X be a quandle, m be the type of X and let
⊔
x∈X{x}×Zm be the
associated multiple conjugation quandle of a Zm-family of quandles (X, {∗i}i∈Zm).
Then the following hold.
(1) A is a maximal connected subquandle of X if and only if
⊔
x∈A{x}×Zm is
a maximal connected sub-multiple conjugation quandle of
⊔
x∈X{x} × Zm.
(2) X =
⊔
i∈I Ai is the maximal connected subquandle decomposition of X
if and only if
⊔
x∈X{x} × Zm =
⊔
i∈I(
⊔
x∈Ai{x} × Zm) is the maximal
connected sub-multiple conjugation quandle decomposition of
⊔
x∈X{x} ×
Zm.
Proof. It is sufficient to prove (1) since (2) follows from (1) immediately. Suppose
that A is a maximal connected subquandle of X. Let Y be a connected sub-multiple
conjugation quandle including
⊔
x∈A{x} ×Zm. Then there exists a connected sub-
quandle B of X including A such that Y =
⊔
x∈B{x} × Zm by Corollary 7. Hence
we have A = B and Y =
⊔
x∈A{x} × Zm. Therefore
⊔
x∈A{x} × Zm is a maxi-
mal connected sub-multiple conjugation quandle of
⊔
x∈X{x} × Zm. On the other
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hand, suppose that
⊔
x∈A{x} × Zm is a maximal connected sub-multiple conjuga-
tion quandle of
⊔
x∈X{x}×Zm. Let B be a connected subquandle including A and
let Y =
⊔
x∈B{x} × Zm. By Corollary 7, Y is a connected sub-multiple conjuga-
tion quandle of
⊔
x∈X{x} × Zm. Hence we have Y =
⊔
x∈A{x} × Zm and A = B.
Therefore A is a maximal connected subquandle of X. 
Example 5. Let m ∈ Z>0. Since the dihedral quandle Rm is of type 2,
⊔
x∈Rm{x}×
Z2 is the associated multiple conjugation quandle of the Z2-family of quandles
(Rm, {∗i}i∈Z2). By Corollary 6, Rm is decomposed into 2l maximal connected sub-
quandles, and any maximal connected subquandle of Rm is isomorphic to Rk, where
k is an odd number, and l ∈ Z>0 such that m = 2lk. Therefore
⊔
x∈Rm{x} × Z2
is decomposed into 2l maximal connected sub-multiple conjugation quandles, and
any maximal connected sub-multiple conjugation quandles of
⊔
x∈Rm{x} × Z2 is
isomorphic to
⊔
x∈Rk{x} × Z2 by Corollary 8.
Let X be a multiple conjugation quandle and let A be a subset of X. For any
a, b ∈ X, we write a MCQ∼ A b when there exists f ∈ Inn(A) such that f(ea) = eb. It
is an equivalence relation on X. It is easy to see that a
MCQ∼ A b if and only if there
exist a1, a2, . . . , an ∈ A and k1, k2, . . . , kn ∈ Z such that ea ∗k1 a1 ∗k2 · · · ∗kn an = eb.
Furthermore X is a connected multiple conjugation quandle if and only if a
MCQ∼ X b
for any a, b ∈ X.
Lemma 7. Let X be a multiple conjugation quandle and let A be a subset of X.
Then for any x ∈ 〈A〉MCQ, there exists a ∈ A such that x MCQ∼ A a.
Proof. Let X =
⊔
λ∈ΛGλ, Λ
′ = {λ ∈ Λ | 〈A〉 ∩Gλ 6= ∅}, where 〈A〉 is a subquandle
of X generated by A, and let Hλ be a subgroup of Gλ generated by 〈A〉 ∩ Gλ for
any λ ∈ Λ′. For any x, y ∈ ⊔λ∈Λ′ Hλ, there exist λ1, λ2 ∈ Λ′ such that x ∈ Hλ1 , y ∈
Hλ2 , and there exist w1, w2, . . . , wn ∈ 〈A〉 ∩ Gλ1 , v1, v2, . . . , vm ∈ 〈A〉 ∩ Gλ2 and
k1, k2, . . . , kn, l1, l2, . . . , lm ∈ Z such that x = wk11 wk22 · · ·wknn and y = vl11 vl22 · · · vlmm .
Then we have x ∗ y = (wk11 wk22 · · ·wknn ) ∗ (vl11 vl22 · · · vlmm ) = (w1 ∗l1 v1 ∗l2 · · · ∗lm
vm)
k1(w2 ∗l1 v1 ∗l2 · · ·∗lm vm)k2 · · · (wn ∗l1 v1 ∗l2 · · ·∗lm vm)kn . Since 〈A〉 is a quandle,
wi ∗l1 v1 ∗l2 · · · ∗lm vm ∈ 〈A〉 for any i = 1, 2, . . . , n, and then there exists λ0 ∈ Λ
such that wi ∗l1 v1 ∗l2 · · · ∗lm vm ∈ Gλ0 for any i = 1, 2, . . . , n. Since 〈A〉 ∩Gλ0 6= ∅,
we have λ0 ∈ Λ′ and x ∗ y ∈ Hλ0 ⊂
⊔
λ∈Λ′ Hλ. Hence
⊔
λ∈Λ′ Hλ is a sub-multiple
conjugation quandle of X by Proposition 2. Then we have 〈A〉MCQ ⊂
⊔
λ∈Λ′ Hλ
since A ⊂ ⊔λ∈Λ′ Hλ. Hence for any x ∈ 〈A〉MCQ, there exists µ ∈ Λ′ such that
x ∈ Hµ and 〈A〉 ∩ Gµ 6= ∅. Consequently, there exist a, a1, a2, . . . , an ∈ A and
k1, k2, . . . , kn ∈ Z such that a ∗k1 a1 ∗k2 · · · ∗kn an ∈ 〈A〉 ∩ Gµ. Therefore we have
ex = (a∗k1 a1 ∗k2 · · · ∗kn an)(a∗k1 a1 ∗k2 · · · ∗kn an)−1 = (aa−1)∗k1 a1 ∗k2 · · · ∗kn an =
ea ∗k1 a1 ∗k2 · · · ∗kn an, which implies that x MCQ∼ A a. 
Lemma 8. Let X be a multiple conjugation quandle and let Ai be connected
sub-multiple conjugation quandles of X for any i ∈ I. If ⋂i∈I Ai 6= ∅, then
〈⋃i∈I Ai〉MCQ is a connected sub-multiple conjugation quandle of X.
Proof. Let A =
⋃
i∈I Ai, and suppose that
⋂
i∈I Ai 6= ∅. For any x, y ∈ 〈A〉MCQ,
there exist a, b ∈ A such that x MCQ∼ A a and y MCQ∼ A b by Lemma 7. For any
c ∈ ⋂i∈I Ai, we have a MCQ∼ A c and b MCQ∼ A c. Hence we have a MCQ∼ A b, which
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implies that x
MCQ∼ A y. Therefore x MCQ∼ 〈A〉MCQ y, that is, 〈A〉MCQ is a connected
sub-multiple conjugation quandle of X. 
Lemma 9. Let X be a multiple conjugation quandle and let A1 and A2 be maximal
connected sub-multiple conjugation quandles of X. If A1 ∩A2 6= ∅, then A1 = A2.
Proof. Suppose that A1 ∩A2 6= ∅. By Lemma 8, 〈A1 ∪A2〉MCQ is a connected sub-
multiple conjugation quandle of X. Since A1 and A2 are included in 〈A1 ∪A2〉MCQ
and maximal connected sub-multiple conjugation quandles of X, we obtain 〈A1 ∪
A2〉MCQ = A1 = A2. 
Theorem 4. Any multiple conjugation quandle has the unique maximal connected
sub-multiple conjugation quandle decomposition.
Proof. Let X =
⊔
λ∈ΛGλ be a multiple conjugation quandle. For any a ∈ X, we
define [a] :=
⋃
a∈W W , where W is a connected sub-multiple conjugation quandle
of X. By Lemma 8, 〈[a]〉MCQ is a connected sub-multiple conugation quandle of X.
Suppose that A is a connected sub-multiple conjugation quandle of X including
〈[a]〉MCQ. Since A contains a, we have A ⊂ [a], which implies that A = [a] =
〈[a]〉MCQ. Hence [a] is a maximal connected sub-multiple conjugation quandle of X.
For any a, b ∈ X, we have [a] ∩ [b] = ∅ or [a] = [b] by Lemma 9. Therefore there
exists a subset Y of X such that X =
⊔
a∈Y [a]. It is the maximal connected sub-
multiple conjugation quandle decomposition of X. Next, we show the uniqueness.
Let B be a maximal connected sub-multiple conjugation quandle of X =
⊔
a∈Y [a].
Then there exists a′ ∈ Y such that B ∩ [a′] 6= ∅. By Lemma 9, we have B = [a′].
Therefore X has the unique maximal connected sub-multiple conjugation quandle
decomposition. 
For a multiple conjugation quandle X, it is easy to see that any connected sub-
multiple conjugation quandle of X is included in some connected component of X.
Therefore if a connected component of X is a connected sub-multiple conjugation
quandle of X, then it is a maximal connected sub-multiple conjugation quandle of
X.
Let X =
⊔
λ∈ΛGλ be a multiple conjugation quandle and let P(Λ) be the set of
all subsets of Λ. For any A ⊂ P(Λ), we define D(A) := ⋃Λ∈A{OrbΛ(µ) | µ ∈ Λ}.
It is easy to see that
⋃
Λ∈A Λ =
⋃
Λ∈D(A) Λ. We put D
0(A) := A and Dk+1(A) :=
D(Dk(A)) for any k ∈ Z≥0.
Theorem 5. Let X be a multiple conjugation quandle. If there exists n ∈ Z≥0 such
that Dn({Λ}) = Dn+1({Λ}), then X = ⊔Λ′∈Dn({Λ})(⊔λ∈Λ′ Gλ) is the maximal
connected sub-multiple conjugation quandle decomposition of X. In particular, if Λ
is a finite set, then there exists n ∈ Z≥0 such that X =
⊔
Λ′∈Dn({Λ})(
⊔
λ∈Λ′ Gλ) is
the maximal connected sub-multiple conjugation quandle decomposition of X.
Proof. Suppose that there exists n ∈ Z≥0 such that Dn({Λ}) = Dn+1({Λ}). For
any Λ′ ∈ Dn({Λ}), Λ′ has only one orbit Λ′, that is, ⊔λ∈Λ′ Gλ is a connected sub-
multiple conjugation quandle of X. Let Y =
⊔
λ∈M Hλ be a connected sub-multiple
conjugation quandle of X including
⊔
λ∈Λ′ Gλ, where Hλ is a subgroup of Gλ for
any λ ∈ M , and let Λ0 = Λ. Then there exists an orbit of Λ0 by the action of
Inn(
⊔
λ∈Λ0 Gλ) including M . We denote by Λ1 ∈ D1({Λ}) the orbit. For any i ∈
Z≥0, we denote by Λi+1 ∈ Di+1({Λ}) an orbit of Λi by the action of Inn(
⊔
λ∈Λi Gλ)
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including M inductively. Then we have Λ′ ⊂ M ⊂ Λn. Since Λ′,Λn ∈ Dn({Λ}),
we have Λ′ = M = Λn and Y =
⊔
λ∈Λ′ Hλ. Since Hλ is a subgroup of Gλ for
any λ ∈ Λ′, we have Y = ⊔λ∈Λ′ Gλ. Therefore ⊔λ∈Λ′ Gλ is a maximal connected
sub-multiple conjugation quandle of X, and X =
⊔
Λ′∈Dn({Λ})(
⊔
λ∈Λ′ Gλ) is the
maximal connected sub-multiple conjugation quandle decomposition of X. Next,
let Λ be a finite set. For any i ∈ Z≥0, we have #Di({Λ}) ≤ #Di+1({Λ}) ≤ #Λ.
Since #Λ is finite, there exists n ∈ Z≥0 such that #Dn({Λ}) = #Dn+1({Λ}), which
implies that Dn({Λ}) = Dn+1({Λ}). Therefore X = ⊔Λ′∈Dn({Λ})(⊔λ∈Λ′ Gλ) is the
maximal connected sub-multiple conjugation quandle decomposition of X. 
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