We propose orthogonal inductive matrix completion (OMIC), an interpretable model composed of a sum of matrix completion terms, each with orthonormal side information. We can inject prior knowledge about the eigenvectors of the ground truth matrix, whilst maintaining the representation capability of the model. We present a provably converging algorithm that optimizes all components of the model simultaneously, using nuclear-norm regularisation. Our method is backed up by distribution-free learning guarantees that improve with the quality of the injected knowledge. As a special case of our general framework, we study a model consisting of a sum of user and item biases (generic behaviour), a non-inductive term (specific behaviour), and an inductive term using side information. Our theoretical analysis shows that -recovering the ground truth matrix requires at most O n+m+(
Introduction
Matrix completion, the problem of recovering the missing entries of a partially observed matrix, has found application in a wide range of domains. As examples consider the following. (1) A streaming provider recommends movies to its users, based on an incomplete database of user-movie ratings. (2) A social network wants to find missing links in their friendship network. (3) A chemical producer wants to predict interactions of chemical compounds from a subset of known pairwise interactions. These examples-from the domains of recommender systems [1, 2] , social network analysis [3] , and chemical engineering [4] -highlight the wide range of applications of matrix competition. For simplicity, we use movie recommendation as running example here, so the data consists of user-movie ratings. It should be clear that, more generally, we can work with type1-type2 pairs, depending on the application, e.g., user-item, user-user, compound-compound, etc.
To recover missing entries of a matrix, it is necessary to make an assumption on the structure of the ground truth matrix. The most common assumption is that the matrix is of low rank. However, optimally approximating the observed entries whilst minimizing the rank is NP hard. The Soft Impute algorithm [5] bypasses this difficulty by using the nuclear norm as a regularizer. Not only does Soft Impute work well in practice, it also enjoys favorable theoretical guarantees: only a small number of known entries is required to recover the underlying low-rank matrix exactly [6, 7] or approximately [8, 9] from noisy entries.
In practical applications, the following refinements may help the performance of classic recommender systems. (1) Incorporating user bias [10, 11] . Some users may generally be more critical than others. This means they tend to give lower ratings than other users, regardless of the movie. Moreover, some movies are intrinsically better than others, so they receive more favorable ratings. Previous work incorporated user and movie bias in a pre-processing step, and then trained matrix completion on the residuals. (2) Incorporating side information. For movies, we find plenty of side information (genre, staring actors, director, reviews, etc.) on the web, and we might have access to user attributes (age, gender, etc.), from which we can derive clusters of users (community information). Inductive matrix completion (IMC) [12] uses such side information to guide the prediction of the user-movie ratings. IMC, which is backed up by well developed learning theory [13, 14, 15, 16, 17] , can be applied also to new users with no ratings, but for which side information is given.
In this work, we introduce orthogonal inductive matrix completion (OMIC), a method that incorporates all the above features into one model, for which training is performed jointly. We model the user rating as a sum of user bias, movie quality, the side information score, and the user-movie specific match. That is
where c is a constant, u i and m j are the unknown user bias and movie quality, x i and y j are known sideinformation vectors of the ith user and jth movie, respectively, and M and Z = (z i,j ) are parameter matrices to which nuclear norm regularisation is applied. We optimize the parameters u = (u i ), m = (m j ), M , and Z jointly in one problem. Furthermore, we require the terms of the sum in (1) to live in separate, mutually orthogonal subspaces. This has two advantages. First, training can be performed for all components simultaneously, as we will show. Second, the variables in (1) admit interpretation. This is because any ground truth matrix can be represented uniquely (thanks to the orthogonality condition) through (1) . We thus interpret the magnitude of the summands in (1) as their relevance to model. For instance, this implies that the user-movie match Z is free of any behaviour that could be interpreted as user bias or movie quality.
Formally, our general model is
which contains (1) as special case (cf. Figure 1 ). Here X (1) , . . . , X (K) and Y (1) , . . . , Y (L) are auxiliary matrices. For instance, if we set X as a matrix of all ones Y as identity matrix, then the matrix XM Y has the user biases as entries: X i M Y j = u i for all j. If we set both X and Y as identity matrices, we obtain the user-movie specific match X i M Y j = z i,j . To ensure the uniqueness of the decomposition (C.2) and thus enable interpretability, we require from the auxiliary matrices that the columns of (X (1) , . . . , X (K) ) and (Y (1) , . . . , Y (L) ), respective, are orthonormal bases. Our contributions can be summarised as follows: Figure 1 -Visualisation of interpretable inductive matrix completion. The model is a sum of matrix terms, each of the form XM Y . This means each combination of X and Y gives rise to a term in the sum. We interpret the magnitude of this term as its relevance to the prediction.
Related work
The idea of training user biases, either as a preprocessing step or jointly with a model was frequent in the pre-SoftImpute days [10, 11] . In [18] , time dependent user and item biases were incorporated into a maximum margin matrix factorisation framework 1 with both the biases and the low rank residual continuously retrained.
The idea of training a side information term XM Y jointly with a residual term Z was expressed in [19] , which is the most related paper to ours. We note only this specific case was studied there, and that no orthogonality/interpretability constraint was imposed. Furthermore, the generalisation bounds obtained present differences due to the special nature of our side information (more care was applied to take the orthogonality, and the separate sizes of the each auxiliary matrix component into consideration).
Matrix completion with graph side information
In [44, 45] , the authors propose a model based on user biases combined with neighborhood based models. In [46, 47, 48, 49, 50, 51] , the authors construct various low rank matrix completion problems with regularizers inspired from the graph side information (typically, the feature vectors of adjacent nodes in the graph are regularised to be close to each other). In [52] , the authors ingeniently combine this idea with user biases. Notably, in [53] , some generalisation guarantees were provided for such regularisation strategies.
Community discovery
In [54] , the authors propose a probabilistic model to solve binary matrix completion with graph side information based on the assumption that the users form communities: the assumption is that each user's rating is a noisy measurement of the preference of the cluster. The clusters are recovered from the graph information via the SBM, and the cluster preferences are then recovered from the observed data. Generalisation bounds and an asymptotic analysis are provided for this model.
In [55] a similar model withfurther twists such as the existence of atypical users and items is introduced, and a thorough and impressive complexity and generlisation analysis is perforemed.
Those works rely heavily on the more general problem of commununity discovery, which is concerned with recovering "groups" or clusters of users given some side information such as a graph of interaction [56, 57, 58, 59, 60, 61, 62, 63] . These models typically rely on the assumption that the graph we observe is generated under the Stochastic Block Model, i.e., each edge in the graph is present or absent with a given probability that depends (only) on the cluster assignments of the two relevant nodes. We refer the reader to [56] for a survey.
We note that the above approaches are crucially different from ours in that they do not allow for non random user-specific behaviour within each cluster: in all of these works (except [55] ), the behaviour of users/items is an independent noisy measurment of cluster behaviour, whilst in our model, users exhibit their own behaviour on top of the cluster specific behaviour. In particular, in the works above, there is no difference between predicting the matrix and predicting the clusters, whilst in our setting, we usually assume the clusters are given and recover the matrix from them. In that respect, our setting is more similar to the regularisation based technique [46, 47, 48, 49, 50, 51] , but our method is different. The paper [55] is to our knowledge the only work that incorporates item specific behaviour in a community detection context. They do so in a discrete fashion with the concept of "atypical" movies and users, whilst our approach is a continuous one, which includes a the possibility of representing any matrix (at aregularisation cost).
We note in passing that a different approach to extracting community information from graphs is offered by graph neural networks [64, 65, 66, 67, 68 ].
On some variants of the matrix completion problem
In [69] , the authors study a different problem, closely related to matrix completion, which assumes the existence of an exact dictionary, and introduce a much weaker condition than uniform sampling and incoherence, and show that typical optimization algorithms can recover the matrix even in the. Before that, in [70] , similar results were shown under much weaker assumptions. In [71] , the author gives recovery guarantees for the more general problem of linear matrix equations. In [72] , the authors study a multiview model for image data where a common low rank representation of several different views of the datapoints, to be later fed to a matrix completion algorithm.
Recently [73, 74] , a form of transfer learning problem was studied, where the same users rank different media such as movies, music, series etc.
Description of the model and optimization procedure
In this section, we explain our model and the corresponding optimization strategies.
We always assume that we have an m × n matrix R whose entries are partially revealed to us, possibly with some noise. The set of revealed entries is denoted by Ω ⊂ {1, 2, . . . , m} × {1, 2, . . . , n}, and the projection on the set of matrices with all entries on Ω ⊥ being zero by P Ω , with P Ω ⊥ defined similarly. We denote the matrix of observed entries by R Ω . We will usually assume that the entries of the ground truth matrix are known to be bounded above by a constant C, and that we are given a loss function : R × R → R + which is bounded above by a constant B, and has a Lipschitz constant of at most L.
Orthogonal multiple inductive matrix completion
In the present paper, we assume that the columns of the auxiliary matrices form an orthonormal basis of their respective spaces.
, and span k,j (X k . ,j ) = R m (and span l,j (l l . ,j ) = R n ). In this case, the optimization problem (assuming our loss function is the square loss) is the following:
We note that case provides the additional advantage of interpretability: it is easy to check that the spaces
are orthogonal with respect to the Frobenius inner product.
Thus, each ground truth matrix R has a unique representation R = K k=1 L l=1 X (k) R (k,l) (Y (l) ) . The nuclear norms X (k) R (k,l) (Y (l) ) * = R (k,l) * can be interpreted as the relative importance of the side auxiliary pairs X (k) , Y (l) . Furthermore, the tuning of the coefficients λ k,l can be assisted by human knowledge and guesses. In particular, we can dramatically reduce the cross validation needs of the raw version (3) of our optimisation problem by tying many hyper parameters with each other and setting others to zero.
A noteworthy example: jointly trained user/item biases (BOMIC)
One notable example of this setting provides a way to train a low rank matrix completion model together with user biases, as discussed in the introduction: if we set X (1) 
√ n ) and set X (2) (resp. Y (2) ) to be the orthogonal complement of X (1) (resp. Y (1) ) in R m (resp. R n ), then this model is equivalent to optimizing a prediction function f i,j = c+u i +m j +S i,j where S is constrained to have columns and rows summing to zero, and the regularizer is
One would typically set λ 2 = λ 3 and λ 1 = 0.
Here, the terms X (1) M (1,1) (Y (1) ) and X (1) M (1,2) (Y (2) ) + X (2) M (2,1) (Y (1) ) , correspond to a general, matrix wise bias, and a combination of user/item specific biases respectively. Meanwhile, the term X (2) M (2,2) (Y (2) ) represents purely bias-free low rank effects: an entry of X (2) M (2,2) (Y (2) ) will be large if the item and user are particularly well fitted to each other, independently of the general appeal of either user or item, which can be particularly interesting in terms of interpretability, or if each user must be paired with a single item.
We refer to this particular case of our model as BOMIC (Bias-OMIC).
BOMIC+
We note briefly that several variations of the ideas for the construction of the auxiliary matrices X (k) and Y (l) as above are useful in practice. BOMIC+, a particular case of the previous method, incorporates side information. Given the matrices X and Y we define our auxiliary matrices X (k) and Y (l) as follows:
• X (1) and Y (1) are constructed as in the case of BOMIC (3.2);
• The columns of X (2) (resp. Y (2) ) form an orthonormal basis of the complement of X (1) (resp. Y (1) ) in the span of the columns of (X, X (1) ) (resp. (Y, Y (1) ));
• Finally, X (3) (resp. Y (3) ) forms an orthonormal basis of the complement of the columns of (X, X (1) ) (resp. Y, Y (1) ) in R m (resp. R n ).
Note that with this set up, BOMIC+ incorporates both user and item biases, as well as an inductive term corresponding to the side information present in X and Y .
Optimization algorithm
In this Subsection, we propose an iterative imputation algorithm to solve the problem (3). The first step is to have a method to solve (3) in the case where Ω = {1, 2, . . . , m} × {1, 2, . . . , n}, the so called fully known case. Then the final solution can be obtained iteratively using this method.
The fully known case
Recall the singular value thresholding operator S λ from [5] and [75] , which is defined by
In our case, we now introduce the Generalised singular value thresholding operator S Λ , which, for any set of parameters Λ = (λ k,l ) k≤K l≤L , and for auxiliary matrices X (k) , Y (l) , is defined by
⊂ R m×n are orthogonal with respect to the Frobenius inner product, and in particular, linearly independent.
We now have the following proposition:
Proposition 3.1. The definition in equation (4) is equivalent to the following:
Furthermore,Z = S Λ (Z) is the solution to the following optimization problem:
or equivalently
The OMIC algorithm
For any fixed set of hyperparameters Λ, the final solution to the optimization problem (3) is obtained iteratively: at each step a target matrix is constructed by setting the entries of Ω to the observed values and imputing the values of the previous iteration on the entries of Ω ⊥ , and the fully known case (3.1) is applied to reach the next iterate. This algorithm converges for any initial (zeroth iteration) matrix. However, if several values of Λ must be calculated, we can use warm starts to improve efficiency. The algorithm below does this in the case where the range of values for Λ is a product U = k,l U k,l where the U k,l are finite sets of candidate values for λ k,l (ordered in increasing or decreasing order): initial estimates of M k,l for each value of λ k,l are calculated by setting each λ k ,l to zero for k = k, l = l and solving the full problem (3) in this case. Furthermore, each of those sets of M k,l are calculated using warm starts along the sequence of λ k,l ∈ U k,l . In the algorithm below, for any real number λ, p k,l (λ) is the set of hyperparameters Λ with Λ k,l = λ and Λ k ,l = 0 otherwise. Note also that the algorithm below depends on the auxiliary matrices X (k) and Y (l) through the generalised singular value thresholding operator S Λ , defined in equation (4) above.
Convergence guarantees
We will now note that this algorithm enjoys convergence guarantees. In this case, we fix a Λ and assume that we perform the iterative imputation procedure in the algorithm above starting from Z 0 = 0, with (for each i ≥ 0)
We have the following two results, whose proofs are left to the appendix: For every fixed Λ, the sequence Z i has the following worst case asymptotic convergence: 
repeat 19 : Z Λ ← Z new 26: end for
Complexity analysis
The worst case complexity of our algorithm is similar to that of SoftImpute (cf. supplementary material). In particular, it is much faster than the naive alternating optimisation strategy.
Generalisation bounds
In this Section, we prove some generalisation bounds for our model. We take a distribution-free approach, meaning that we do not assume anything about the sampling distribution. In particular, the bounds behave worse than the corresponding bounds under uniform assumptions such as the ones in the celebrated works [7, 6] .
We believe that this approach is most relevant to our setting for the following reasons:
1. What makes the highly celebrated bounds in [7, 6] particularly remarkable is that they are so tight: they behave likeÕ(nr) where n is the dimension of the matrix and r is the rank. In the rank 1 case, this is barely enough entries to make sure each column is sampled at least once, and it is clear in general that those rates are optimal even in the case where the eigenvectors are known in advance. In particular, it is not possible to show an improvement from the side information in that case, except for logarithmic terms. In contrast, the best bounds in the distribution free case can behave as badly as O(n 3 2 r)(which is tight in the general case), and show improvements with the quality of the side information.
2. Consider for instance the particular case BOMIC (cf. Subsubsection 3.2), which simply consists of biases trained jointly with a nuclear norm regularised extra term. If the entries are sampled uniformly, simply taking the average of each row or column yields a consistent estimator for the corresponding ground truth bias. An interesting aspect in the bounds we show in this Section is that they show that the solution to the optimization algorithm (3) provides an asymptotically consistent estimator of the user and item biases, even if the sampling distribution is, for instance, heavily skewed in favour high values, making the average of each row or column a poor estimate of the corresponding bias. This phenomenon is studied in depth on synthetic data in the experiments Section.
General results
Our first main theorem is the following: 
In particular, let us suppose that the data is generated from a fixed ground truth matrix R, plus some noise S (which may or may not depend on the entry chosen) such that
for all k, l. Letf be the solution to the optimization problem
Note that our result differs from the results in other references in two key aspects:
1. Firstly, our result applies to an arbitrary sum of side information terms, whilst the results in [19, 34] only apply to specific cases.
2. The first argument of the minimum in our bound presents a factor of d (k)
, a significant improvement which is derived from the orthogonality of the side information and requires adaptations to the proofs, including passing to Gaussian complexities instead of Rademacher complexities (the extra factor of 2/c is also a result of those modifications).
Here, C and c are universal constants, see the appendix for more details. If we suppose that the ground truth matrix has bounded entries, and use this to bound the nuclear norms in the above theorem by more concrete quantities, we can show a result with more explicit dependence on the dimensions of the auxiliary matrices. 
where r k,l is the ground truth rank of the matrix R (k,l) .
of Theorem 4.2. The main results with B 1 k,l and B 2 k,l are obtained by plugging the Lemma D.7 from the supplementary material into (13) . As for B 3 k,l , we can simply use (13) together with the following upper bound on the nuclear norm of a matrix M of rank r with entries bounded by C: M * ≤ √ r M Fr ≤ √ rmn.
Illustration of bounds on a simple example
To understand the above bounds even better, we consider a very specific case where the unknown matrix R ∈ R n×n is observed without noise, and is rank three, with the decomposition
For simplicity, we assume that the vectors v 1 , v 2 , v 3 , w 1 , w 2 , w 3 all have entries with ratios within
Note that the entries of, e.g., µ 1 v 1 w 1 are of order µ 1 . In this case, we suppose therefore that the side information is
Plugging this into Theorem 4.1, we obtain that -recovering the matrix (with high probability) requires O θ(µ 1 +µ 2 n+µ 3 n 3/2 ) 2 entries.
Community side information and BOMIC
In this Section, we study a particular case of the above setting where K = L = 2, and the side information
2 ) communities (i.e. subsets of users/items) of equal size. 2 It is interesting to see how Theorem 4.1 behaves in this case. We will write C k,l for an upper bound on the entries of the ground truth component
Similarly, we will write r (k,l) for the rank of R (k,l) .
Thus, e.g., if C 1,2 is large, one concludes that in the ground truth matrix, the specific affinities of items in{1, 2, . . . n} to whole communities of users is a significant factor in determining the value of each entry. If C 2,2 is large, the individual affinities between users and items, independently of their respective communities, is a strong factor.
Here we simply mention the following consequence of Theorem 4.1:
In the setting of community side information described above, if we assume without loss of generality that b ≥ a, we have that -recovering (with high probability) the ground truth matrix requires
Proof. Follows from Theorem D.3 in the Appendix, which itself is mostly an adaptation of Theorems 4.1 and 4.2, together with some extra tricks exploiting the specificity of community side information. We also need the inequality
Generalisation bound and user/item bias recovery guarantees for BOMIC
Translating the results from Section 4.2 into the particular case of Subsection 3.2, we readily obtain the following result (details are in the appendix):
Consider the specific algorithm BOMIC. Suppose the data is generated from a ground truth matrix R, and letR denote the matrix obtained from R after making each row and column sum to zero. Suppose also thatR has rank r and has entries bounded by C 4 , we have that -recovering (with high probability) the matrix requires to observe at most O C 1 +nC 2 +mC 3 +(
entries, regardless of the sampling distribution. (Here, C 1 is a bound on the average of the entries of R, and C 2 and C 3 are bounds on the averages of each column and each row of R respectively).
Furthermore, let p : {1, 2, . . . , m} × {1, 2, . . . , n} → [0, 1] denote the probability distribution over entries. Suppose that there exists a constant Θ such that ∀u, v ∈ {1, 2, . . . , m} × {1, 2, . . . , n},
Experiments
To compare OMIC with the baselines we conducted two experiment strands: synthetic data simulations and real-world applications.
In the first case, we propose a matrix generation procedure that allows us to evaluate how the performance of BOMIC varies in different ground truth regimes: we generated sparsely observed matrices composed of the sum of user and item biases (generic behaviour) and a non-inductive term (specific behaviour). The proportion of each term, the number of observed entries and the distribution of known entries were varied.
In the latter case, we validated our model on two real recommender systems datasets: the Douban movie data base and the Goodreads spoiler dataset, and show that our methods exhibit state-of-the art performance in both cases.
All the hyperparameter tuning was done through cross-validation. The range of the parameter was adjusted according to each model needs. In this Section, we always assume that rows (resp. columns) correspond to users (resp. items).
Baselines
• SoftImpute (SI) is a matrix completion method that uses nuclear-norm regularization. This baseline is a standard and well-used method for non-inductive matrix completion [5] .
• Biased SoftImpute (B-SI): this is a popular approach that consists in first, training user and item biases, and then training a soft impute model on the residuals.
• Inductive Matrix Completion with Noisy Features (IMCNF) : inductive matrix completion method via nuclear-norm regularization. In this model (cf. [19] ) we train a sum of an IMC term and a residual soft impute term jointly (via alternating optimization). This model was considered only in the real data experiments due to the fact that it requires a set of side information.
Metrics
Let R ∈ R m×n denote the ground truth matrix,R (k) the matrix predicted by method k and letΩ be the test set (a subset of entries).
be respectively the zero-order term (X (1) M (1,1) Y (1) in BOMIC), the vector of user biases and the vector of items biases estimated by method k. In the SoftImpute case we need an extra post-processing step to estimate the biases:
To assess the methods we used the metrics presented in the list bellow:
, the Spearman correlation between two vectors composed of the entries of R andR (k) on the test set.
Since calculating the metrics MBD,UBD and IBD requires knowledge of all the entries of T , we only calculated them for the synthetic experiments.
Synthetic data simulations
For synthetic data simulations, we evaluated the ability of our model BOMIC to detect and adapt to different regimes in terms of the importance of user and item biases. We constructed two fixed matrices G and S, with the former made up purely of user/item biases, and the latter free of any implicit or explicit user or item biases. Then, we considered combinations R(α) = αG + (1 − α)S, observed either uniformly (which we describe with γ = 1) or in a biased way designed to fool a naive bias method into miscalculating the user and item biases (γ = 4). The proportion of observed entries p Ω was also varied.
Results
For each combination of α, γ and p Ω we generated 50 different samples of R(α). Given a sampled matrix, we recovered the unknown entries through BOMIC, B-SI and SI. Figure 2 summarizes the results of the performed simulations. We observe that our method consistently outperforms B-SI and SI, in terms of RMSE, UBD and IBD, and performs as well as SI in the MDB case. In addition, OMIC's ability to recover the correct user and item biases (UBD and IBD in Figure 2 ) is particularly marked in the case of non uniformly sampled entries, as might be expected, in line with Corollary 4.1.
OMIC as recommender systems
In this paper, we worked with the following datasets:
• Douban (R ∈ R 4988×4903 ): Douban is a social network where users can produce content related to movies, music, and events. The rating matrix was obtained through [76] . Douban users are members of the social network and Douban items are a subset of popular movies. The rating range is [1, 5] ∈ N and the entry (i, j) means the rate of user i to movie j. Feature vectors were collected by the authors and can be divided in two distinct parts: general features (e.g year of production, genres and movie duration) and the embedding of the description of the movie given by the pre-trained neural network Bert [77] .
0.00 0.10 0.20 • Goodreads spoiler dataset (GRS) (R ∈ R 4199×3278 ): This dataset was released by [78] and it is available online. Goodreads is a social cataloging website that allows individuals to freely search its database of books, annotations, and reviews. In this case, an entry (i, j) represents the rating of the user i for the book j on a scale from 0 to 5. For each user-book pair, in addition to the rating score, the review text is also available. Each sentence of the review was annotated with respect to whether or not spoilers were present. We generated 89 features such as the length of the review and which percentage of the text contains spoilers. Table 1 summarizes the results of the real-world data experiments. We evaluated the performance of BOMIC, BOMIC+, SI and IMCNF on both datasets above. For BOMIC+, instead of using the side information directly, we performed unsupervised clustering of the corresponding features to translate them into community information, which we then used as the X, Y in the BOMIC+ algorithm in Section 3.2.1. Observe that BOMIC+ has the lowest RMSE and SPC in both datasets. It is important highlight that the standard BOMIC also beat the baselines. Note that IMCNF achieved better results than SI. One interesting aspect of using BOMIC+ is that the unsupervised clustering step reduces the dimensionality of the side information in an explorative way, and can have a positive regularising effect.
Interpretability
As explained above, one advantage of our method is that it can provide partial explanations for its predictions: each prediction is a sum of terms coming from each of the components of the model. Furthermore, this sum is uniquely determined, since the components of the model live in mutually orthogonal spaces and correspond to well-defined, distinct intuitive phenomena. For example, if some auxiliary vectors are constructed from user community side information, the algorithm can disentangle the users' particular tastes from those of their respective community. In particular, OMIC can discover facts about community-wide behaviour.
We illustrate those effects in Figure 3 : In the first two graphs, we show the distribution of user biases and movie quality throughout the dataset. In the third graph, we see that over the whole dataset, the most important components (excluding the global bias) are: (1) the specific match between the user (3) the quality of each movie. These results are intuitively natural and expected. In the last picture, we see an explanation for an individual prediction: in this case, the movie is not very good, but the individual is usually generous, and the movie and users are a good match for each other.
Conclusion
In this paper, we introduced OMIC, a matrix completion framework which relies on orthogonal auxiliary matrices to guide the model in privileged directions corresponding to prior knowledge. This simultaneously allows us to recover interpretable information about the predicted behaviour. Our algorithm includes, as a particular case (BOMIC), a method to train user and item biases jointly with a nuclear norm minimisation strategy. Finally, synthetic and real data experiments demonstrate our algorithm's superior ability to adapt to and interpret different qualitative behaviours in the data. In future work, we plan to expand our techniques to incorporate prior knowledge about the components of the model in the form of Bayesian priors.
A An alternative formulation of the optimization problem
Instead of a nuclear norm minimisation algorithm, our optimisation problem 3 can be equivalently formulated as below.
Theorem A.1. The optimization problem 3 is equivalent to the following optimization problem:
For the proof, we will need the following lemma: (Lemma 6 from [5] , see also [79] ) Lemma A.1. For any matrix Z, the following holds:
Proof. By Lemma A.1, we have that the optimization problem 3 is equivalent to the following:
Now, note that if for any k, l, if l) ). Furthermore, note that for any matrix A ∈ R n 1 ×n 2 and any orthonormal matrix B ∈ R n 0 ×n 1 (resp. C ∈ R n 2 ×n 3 ),
.
Thus we have Ũ k,l Fr = X Ũ k,l Fr = U k,l Fr , whereX is a matrix whose first d k 1 columns are identical to those of X k , and whose columns form an orthonormal basis of R m . Similarly, Ṽ k,l Fr = V k,l Fr . Furthermore, conversely, if we can write a matrix Z asŨ k,l (Ṽ k,l ) for someŨ k,l andṼ k,l whose columns are in the span of the columns of X k and Y l respectively, then we can write
B Proof of convergence of our OMIC algorithm
In this section, we prove Theorems 3.1 and 3.2. The proofs rely mostly on adaptations of the techniques from [5] , together with extensive use of the rotational invariance of the Forbenius norm, and the linear independence of the spaces corresponding to eac side information pairs.
Recall the optimisation algorithm we propose to solve is the following one (cf. 3)
where P Ω is the projection operator on the set of observed entries i.e., if an entry is not observed, it is set to zero, If an entry is observed k times, any Frobenius norm counts that entry k times. Here, the output is (M k,l ) k≤K,l≤L and Z = K,L k=1,l=1 X (k) M (k,l) (Y (l) ) . We write Λ = (λ k,l ) k≤K,l≤L for a given set of parameters. We also write P k,l (Λ) or p k,l (λ k,l ) for the set of parameters obtained setting all parameters of Λ to zero except the λ k,l , or alternatively, setting all components to zero except the k, l component, which is set to λ k,l .
First, let us finish the proof of the fully known case:
of Proposition 3.1. Equation (5) follows from the fact that M k,l in the decomposition is unique and determined by the formul M k,l = (X (k) ) ZY (l) . This itself follows from the orthogonality of the side information matrices after multiplying each side of equation (8) by X (k) ) on the left and Y (l) on the right. The equivalence between the next two problems also follows.
As to the fact that S Λ (Z) is the solution to problem (7) , let us first note that the case K = L = 1 with identity side information is just lemma 1 in [5] . Now, note that
where at the first equality, we have used the orthogonality of the terms of the sum with respect to the Frobenius inner product, as the second equality, we have used the rotational invariance of the Frobenius norm, multiplying byX (k) ) on the left andỸ (l) on the right, where as usual,X (k) ) is constructed from X (k) by completing its columns into an orthonormal basis. Using this, we can reformulate the problem 7 as follows:
which can be solved as KL independent optimiation problems, with the solution corresponding to index k, l being given by M k,l = S λ k,l ((X (k) ) ZY (l) ), by an application of lemma 1 from [5] . The theorem follows.
Then, let us dispose with the following straightforward observation:
Lemma B.1. The generalised singular value thresholding operator S Λ satisfies, for any two matrices
and in particular, S Λ ( . ) is a continuous map.
Proof. This follows from the corresponding Lemma 3 in [5] , together with the definition of the operator S Λ :
where at the fourth line, we have used Lemma 3 from [5] .
Now, let us define the quantity
We have that the loss L(Z) corresponding to a matrix Z can be written Q(Z|Z, furthermore, Z i+1 = arg min Z Q(Z|Z i ). We now have the following Lemma, which shows that the loss decreases monotonically with i: Lemma B.2. Define the sequence Z i by Z i+1 = arg min Z Q(Z, Z i (with any starting point, for instance Z 0 = 0), which is equivalent to definition (9) . We have
Proof. The proof is almost the same as the proof of Lemma 2 in [5] . We have
Next, we have the following lemma:
Fr is monotone decreasing:
Furthermore,
Proof. We have
which proves the first statement (28) . As for the second statement (29), it will follow from the following two claims:
Proof of Claim 1: Note that by inequality (28), the sequence Z i − Z i+1 Fr must converge. In particular,
Fr → 0, and by inequalites (30) and (31),
from which we conclude that P Ω (Z i ) − P Ω (Z i+1 ) 2 Fr → 0. Claim 1 follows. Proof of Claim 2: We know by inequality (26) that L(Z i ) must converge, and thus L(Z i ) − L(Z i+1 ) → 0, from which it follows that
Now,
which, together with (32), implies claim 2.
The next step is to prove that each limit point of the sequence Z i is a solution to the optimisation problem (3). To prove this, we will need the following lemma:
* be a sequence of subgradients of our regularisor k,l M (k,l) * evaluated at Z i . There exists a convergent subsequence of p m i which converges to some
a subgradient of our regularisor, evaluated at the limit Z ∞ .
Proof. First, recall from [80, 5] that the set of subgradients of the nuclear norm of a matrix A is given by
where U DV is the SVD of the matrix A. Using the chain rule and the fact that the side information matrices X (k) , Y (l) are constant, we can calculate the set of subgradients of our regularisor evaluated at both Z i and Z ∞ as follows:
where U k,l D k,l V k,l (resp. U i k,l D i k,l (V i k,l ) ) is the singular value decomposition of (X (k) ) Z ∞ Y (l) (resp. (X (k) ) Z i Y (l) ).
By compactness, there exists a subsequence m i of n i such that W m i converges to a value W . By continuity of the spectral norm, we also have W * ≤ 1. Furthermore, it follows from the convergence of Z n i (and in particular, of Z m i ) to Z ∞ that k,l U m i k,l (V m i k,l ) → k,l U k,l (V k,l ) . The result follows.
Proposition B.5. Every limit point of the sequence (Z i ) i∈N defined in (9) is a stationary point of the loss function L(Z) = 1 2 Z − Z 2 Fr + K k=1 L l=1 (X (k) ) ZY (l) * defined in (6) . Hence, it is also a solution to the fixed point equation
Proof. Let Z ∞ be such a limit point. There exists a subsequence Z n i such that Z n i → ∞ . By Lemma B.3 ,we have Z n i − Z n i −1 → 0, which by continuity of the operator S Λ implies that
Now, note that by definition of Z i ,
Putting equations (37) and 38 together, we obtain
thus, 0 is a subgradient of L evaluated at Z ∞ . The first statement of the Proposition follows. As for the second statement, note that
Furthermore by Lemma B.3, Z m i − Z m i −1 → 0, and therefore Z m i −1 → Z ∞ . Thus, using the continuity of the generalised singular value thresholding operator, we obtain by passing the limits in (40) :
as expected.
proof of theorem 3.1. It suffices to show that the sequence converges, then the Theorem follows by Proposition B.5. BY compactness, there exists a limit pointZ. Now, by the continuity of S Λ and the definition of Z i , we have, for any i:
where at the first line, we have used Proposition B.5 and the definition of Z i . Now supposeZ is another limit point. Equation (42) . SInceZ andZ are limit points, there exist a subsequence Z n i such that Z n i −Z Fr ≤ for i even and Z n i −Z Fr ≤ for i odd. Clearly this sequence violates equation (42) as in this case, Z − Z n i 2 Fr ≤ Z − Z n i+1 2 Fr for each even n i . Thus we must havẽ Z =Z, as expected.
C Worst case convergence and complexity
Here we show further guarantees on the convergence and complexity of our algorithm.
C.1 Worst case convergence rate
We can now proceed with the of Theorem 3.2. The proof is exactly the same as that of theorem 2 in [5] (and also takes inspiration from [81] ), and we reformulate it into our notation here for completeness only.
For θ ∈ [0, 1], we writeZ i (θ) for (1 − θ)Z i + θZ ∞ . Note that by convexity of our loss function L,
Note also that we have
where we have used Lemmas B.3 and B.1.
Using these facts and the definition in the construction of the sequence Z i , we can derive the following key inequalities:
The last expression is minimised for θ = θ i where
(If Z 0 − Z ∞ 2 Fr , then Z i = Z ∞ ∀i and there is nothing to prove) Recall also that θ i is a decreasing sequence (cf. Lemma B.2): if θ i ≤ 1, then θ j ≤ 1 ∀j > i. Suppose θ 0 = 1. Then, plugging this back into equation (44) , we obtain:
and therefore θ 1 ≤ 1 2 . Thus, in all cases, θ i < 1 ∀i ≥ 1. Note also that if θ 0 = 1, inequality (10) is satisfied (follows from inequality (46)). Now, for i ≥ 1, we can just the explicit expression (45) for θ, which, plugged back into equation (44) , gives:
Now, writing α i for (L(Z i ) − L(Z ∞ )) (which is a decreasing sequence, as shown by Lemma B.3) and using the above expression, we obtain
which yields:
Summing both sides for the index running from 1 to i − 1, we obtain:
Since θ 1 < 1, bu definition of θ 1 , we obtain
Plugging this back into equation (50), we obtain:
which yields inequality (10) after inverting both sides.
C.2 Complexity analysis
Just as in the case of the SoftImpute algorithm, the computationally expensive step in our execution is the singular value decomposition of the matrices
appearing in the decomposition. Note that in the worst case, all of these singular value decompositions can be obtained cheaply from that of the whole matrix R Ω +P Ω ⊥ (Z (i) ). Thus, the worst case complexity of executing one iteration of our algorithm is O |Ω|r + (M + n)r 2 , where r is the rank of the current estimate Z i , which is the same as for the SoftImpute algorithm.
In practice, this is a rather pessimistic estimate, since each SVD for all the matrices M k,l is an easier problem than the SVD of the full matrix (and we indeed observed in practice that our algorithm was faster). The difficulty in rigorously proving a strictly better complexity comes from the difficulty to exploit the sparsity of the observations after translating to the basis of each component of the sum . Nevertheless, we believe such guarantees could be obtained in the case where max(max k d
r.
D Proofs of generalisation bounds
Most of our results on Rademacher complexity contain a minimum between two quantities. The two arguments of each minimum come from two different approaches: in one approach, the general theory of the complexity of linear classifiers (cf. [82, 83, 84] is applied to the matrix completion setting. In another approach, the Rademacher (or Gaussian) complexity is estimated directly using deep results on the spectral theory of Random matrices. The second approach is more expensive in terms of constants, but yields better results when the dimension of the side information is large (comparable to the size of the matrix), a regime at which bounds of the first category become meaningless. The next subection is devoted to the approach through linear classifiers, whilst the next section is devoted to the more low level, hands down approach. Finally, in Subsection D.4, we prove Theorems 4.1 and 4.2.
D.1 Bounding the complexity using results on the complexity of linear classifiers
We have the following theorem from [82] :
Theorem D.1. Suppose we are given an input space X and a subset S of its dual. For any subset W ⊂ S, we define the set of linear functions F W as F W := {x → w, x : w ∈ W}. Assume we are given a norm . on X and its dual norm . * in S. For fixed real numbers W * and X, let us define W := {w ∈ S : w * ≤ W * } andX = {x ∈ S : x ≤ X. The rademacher complexity of the funtion class F W satisfies
Using this, we can immediately obtain, as in [19] :
From this we immediately obtain the following key lemma: 
D.2 Bounding the complexity through a direct Rademacher approach with via spectral theory of random matrices
The following Lemma is a generalisation of Lemma 3 in [19] and the relevant results in [34] , adapted to our orthogonal side information scenario. This result was previously known only for the case of standard MC (with teh side information being X = Y = Id). 
, where the σ α are independent Rademacher random variables, and the (α i , α j ) are entries sampled independently.
We have the following bound on the expected complexity R = E Ω (R N (F M )):
where C is the constant from [85] and c is the constant in lemma 4 of [84] .
Proof. We first bound the rademacher complexity by the corresponding Gaussian complexity (at the cost of a constant) using Lemma 4 from [84] (result originally from [86] ), then follow the splitting strategy used in [34, 19] :
with Γ i,j = α:(iα,jα)=(i,j)) σ α , and decompose, for a p which will be determined later, Γ as Γ = A+B with
where h i,j = α:(iα,jα)=(i,j)) 1 is the "hit time" of entry (i, j). We now have
The second term can be controlled using Lemma D.5 as follows:
As for the first term, we have by the Gaussian contraction principle (cf., e.g., [84] )
where at the last line, we have used the circular invariance for the trace of products. We can now proceed using the duality between the trace norm and the spectral norm ( [87] ) to obtain:
where at the last line, C refers to the constant in Lemma D.6 and we have used our Lemma D.4. Plugging this and (58) back into equation (52), we get
where at the last step, we have set p = . This concludes the proof.
The following lemma is a stronger version of Lemma 11 in [34] (which applies to the standard matrix completion scenario) adapted to our orthogonal side information setting. Note that the Lemma D.4. Let X ∈ R m×d 1 and Y ∈ R n×n be two matrices with orthogonal columns of unit norm. Suppose we define a matrix A as in the proof of Lemma D.3, i.e., A i,j = Γ i,j 1 h i,j <p . where Γ i,j = α:(iα,jα)=(i,j) σ α and h i,j = α:(iα,jα)=(i,j) 1 for some i.i.d. Gaussian variables σ α with α ∈ {1, 2, . . . , N } and the (i α , j α )'s obtained by any sampling strategy over entries. We have
where C is the constant in the main result of Latała [85] .
Proof. Note that by the orthogonality of the columns, for any fixed set of h i,j 's, of X and Y , the entries of (X AY ) are independent gaussians with variances k,l
where we wrote φ for the function φ(x) with φ(x) = 0 if x ≥ p and φ(x) = x otherwise. Thus, conditionally given the h i,j , we can apply Lemma D.6 from [85] (note that this would not be possible if A were defined with the σ's being Rademacher random variables!), to obtain
Lemma D.5. Suppose we define a matrix B as in the proof of Lemma D.3, i.e., B i,j = Γ i,j 1 h i,j >p . where Γ i,j = α:(iα,jα)=(i,j)) σ α and h i,j = α:(iα,jα)=(i,j)) 1 for some i.i.d. Gaussian variables σ α with α ∈ {1, 2, . . . , N } and the (i α , j α )'s obtained by any sampling strategy over entries. We have
Proof. The proof is almost the same as that of Lemma 10 in [34] , the only difference being that the σ are Gaussian. We have
Now, note that for any fiex {h i,j }. α:(iα,jα)=(i,j) σ α is a Gaussian random variable of variance h i,j . Thus, by Jensen's inequality
Hence, plugging this back into equation (61), we have
Now note that i,j h i,j = N . Thus N ≥ i,j:h i,j >p h i,j ≥ √ p i,j:h i,j >p h i,j , yielding, i,j:h i,j >p h i,j ≤ N √ p , which, plugged back into equation (62) , yields finally:
Lemma D.6 (Latała, 2005) . Let X i,j be a random matrix with independent, zero mean entries, we have
where C is a universal constant.
D.3 Bounding the nuclear norm of M k,l using boundedness of ground truth entries
We have the following lemma, which is instrumental in proving Theorem 4.2.
Lemma D.7 (Bounding the nuclear norm of M (k,l) assuming a bound on the maximum entry). Let R m×n R be a matrix whose entries satisfy |R i,j | ≤ C for all (i, j) for some C > 0. LetM = arg min M R − XM Y Fr . As usual, M ∈ R d 1 ×d 2 , and we write x i , i ≤ m (resp. y i , i ≤ n) for the rows (resp. columns) of X (resp. Y ). Were we assume wlog that d 1 ≤ d 2 .
We have
and therefore, by Lemma D.2
Proof. Wlog, d 1 , d 2 We can clearly defineM := X RY , then we have
where . σ denotes the spectral norm. Now, we also have
and similarly
Thus we have
Note that although some proof techniques are similar, the lemma is different from Lemma 4 in [19] , in that the dependence on the two distinct quantities d 1 and d 2 are separated, and it turns out that the dependence on the smaller of the two is much stronger than the dependence on the larger one. This is of particular relevance to many applications of our methods, for instance the case explained in Subsection 3.2, where d 1 = 1, and d 2 = n in both of the terms representing user or item biases.
D.4 Proof of main theorems
The first basic result for our full problem simply concerns the Rademacher complexity of the function class corresponding to the model 3 assuming we impose fixed, explicit constraints on the nuclear norms of the matrices M (k,l) . 
For any predictor f : {1, 2, . . . , m} × {1, 2, . . . , n} → R, define
We write also X for max i x i = max i (X) i, . and Y for max i y i = max i (Y ) i, . . For any M 1 , . . . , M K , we have the following bound on the Rademacher complexity of F M 1 ,...,M K :
Proof. This follows directly from the subadditivity of Rademacher complexity, together with Lemmas D.3 and D.2. The basic ingredients in the proof of those lemmas (which is left to the appendix) are adapted from both [19] and [34] , though modifications are needed.
of Theorem 4.1. Using Proposition D.8, together with the classic Rademacher Theorem E.1, we obtain immediately that for any δ > 0 and for any fixed M 1,1 , . . . , M K,L , with probability ≥ 1 − δ,
Fix δ > 0, we now apply this for M k,l taking all values in N, and for each given set of values M 1,1 , . . . , M K,L , we apply the above theorem toδ =
. Thus after a union bound, with probabiliy
holds for every M 1,1 , . . . , M K,L ∈ N.
In particular, it holds for the choice M k,l = M (k,l) * ∀k, l, so we have (with probability ≥ 1 − δ),
The fact that one can write R uniquely as
2 , follows from the fact that if either X ⊥ X or Y ⊥ Y , then the matrices XM Y and X M Y are orthogonal with respect to the inner product A, B := Tr(AB ) . As for the second statement, note that by the Rademacher theorem, we have similarly to 70, that for any choice of M 1,1 , . . . , M K,L , one has with probability ≥ 1 − δ that the following inequality
holds for every M = (M (k,l) ) k≤K,l≤L satisfying M (k,l) * ≤ M k,l ∀k, l. Writing for the right hand side of this inequality, f R for the solution f i,j = R i,j and writingf for the solution to the optimisation problem (12) for M k,l satisfying the condition of the theorem, we have
where at the second line, we have used the conditions (11) . Plugging back in, we obtain inequality (13) .
D.5 Community side information
We now illustrate our bounds through the particular case when the some of the side information matrices come from community information. Let us now suppose that each side information matrix X k for k ≤ K 1 ≤ K (resp. Y (l) is the indicator function of a set of rows (resp. columns.) I k ⊂ {1, 2, . . . , m} (resp. J l ⊂ {1, 2, . . . , n}), and the sets I k ⊂ {1, 2, . . . , m} (resp. J l ⊂ {1, 2, . . . , n}) are disjoint, i.e.
Then we have the following theorem:
where
where M k,l is chosen such that R (k,l) * ≤ M k,l ∀k, l as usual, where the ground truth matrix can be represented as R = K k=1 L l=1 X (k,l) R (k,l) (Y (k,l) ) , C k,l is either a bound on the entries of X (k,l) R (k,l) (Y (k,l) ) or a bound on the entries of R, and
and
Remark D.9. Typically, it is interesting to pick the choice B 1 k,l or B 2 k,l over A k,l if at least one of side information dimentions d 2 is very small compared to m, n, and which of B 1 k,l or B 2 k,l is the smallest will depend on how small this dimension is.
Note that if we simply applied Theorem 4.2 without further tricks, factors of min m i=1 x i 2 would show up in the denominator for k ≤ K 1 , l < L 1 (and similarly for the other cases), resulting in extra factors the square root of the number of communities. The improvement provided in this case mostly comes from a better exploitation of the upper bound on the size of the entries of the ground truth matrix: indeed, in the case of community information, it translates directly to a bound on the entries of the corresponding M (k,l) .
Proof. It is interesting that a result as strong as this one cannot be obtained directly, from Theorem 4.1. There are two reasons for this:
1. In Lemma D.3, we had to go through Gaussian complexities as a result of the lack of independence of the entries of XM Y if the entries of M are iid Rademacher variables, at the cost of a factor of 1 c . If the columns of X(and Y ) have the property that they remain orthogonal if every non zero entry is replaced by 1, then the entries of XM Y are indeed independent, so we can proceed as in the proof of Lemma 11 in [34] .
2. Sencondly, and most importantly, when we apply Lemma D.7, we use mostly the upper bound on the entries of XM Y , but if we know more about the structure of X, Y as in the case of community information, then it is possible to directly derive a bound (of C) on the entries of M , making the equivalent of Lemma D.7 much stronger in this particular case.
Note that by the same arguments as before (Rademacher theorem, subadditivity of the Rademacher complexity, definition of ∆ as the expected loss of the optimal predictor), it is clear that inequality (75) holds, as long as B 1 k,l and B 2 k,l are upper bounds on the Rademacher complexity of the following function class:
The proof should now be divided into the four (very similar) cases k ≤ K 1 , l ≤ L 1 , k ≤ K 1 , l > L 1 , k > K 1 , l ≤ L 1 and k > K 1 , l > L 1 .
Case 1: k > K 1 , l > L 1 The last case simply follows from Theorem 4.1. Case 2: k ≤ K 1 , l ≤ L 1 In this case, we can completely reduce the problem to a low rank matrix completion problem on the matrix of community ratings. Let (i 1 , j 1 ), . . . (i α , j α ), . . . , (i N , j N ) ∈ {1, 2, . . . , m}×{1, 2, . . . , n} be a drawn sample. Let (ĩ 1 ,j 1 ), . . . , (ĩ α ,j α ), . . . , (ĩ N ,j N ) ∈ {1, 2, . . . , d 2 } be the set of images of the samples by the mapping that assigns them to thier corresponding community, so that for each α, the user i α (resp. the item j α ) is in communityĩ α (resp. j α ).
Then the Rademacher complexity of F k,l satisfies:
where the σ α are iid rademacher random variables. This simply reduces the problem to calculating the Rademacher complexity of the following function class:
This is just the standard setting without side information, with dimensions d 2 and the side information given by the identity matrix, to obtain the following legal choice of B 1 k,l , B 2 k,l :
exactly as expected.
In this case, we can partially reduce the dimensions of the matrix:
. . , n} be the set of images of the samples by the mapping that assigns the row indices to their corresponding community, so that for each α, the user i α is in communityĩ α whilst the column indices are left unchange.
where the σ α are i.i.d. rademacher random variables.
To calculate the quantity on the right hand side, we can apply Theorem 4.1, to the matrix
and Y (l) ∈ R n×d (l) 2 to obtain the bounds
This case is completely analogous to the above case. In this section, we study an even more particular case where K = L = 2, and the side information X (1) (resp. Y (1) ) is made up of indicator functions of a = d
2 ) communities of equal size. In particular, d
1 divides m, and d
2 divides n. The details help to understand not just the generalisation bounds but how to apply and understand our algorithm in practice. The side information X (2) (resp. Y (2) ) is made up of the orthogonal complement of X (1) (resp. Y (1) ). As the specific choice of complementary orthonormal basis can slightly affect the bounds obtained through lemma D.7, we make the explicit choice described below. However, this only influences the bound (and the implementation details), not the solution to the optimisation algorithm, as multiplying a matrix by an orthonormal matrix on either side does not change the nuclear norm. It is conceivable that the constants in the bounds presented in this section could be improved by providing a different orthonormal basis of the complement of X (1) and Y (1) .
We write down the choice of basis for X (2) ∈ R m×m−a , as the basis of Y (2) can be constructed analogously:
x(m/a)+i,x(m/a−1)+j
x(m/a)+i,y(m/a−1)+j
More intuitively, the matrix above is constructed as the union of the complementary matrices of the indicator functions of each community in the space corresponding to that community. For a single community (a = 1), the matrix is a normalised version of the matrix below
We note that we have the following control on the quantity X = max i x i 2 :
where we have used that the normalising factor ξ j = m/a−j m/a−j+1 of each column j satisfies ξ j ≤ 1. We also have
where we have used the fact that that the normalising factor ξ j = m/a−j m/a−j+1 of each column j satisfies ξ j > 1 2 . Using these estimates (and a simple upper bound for the Nuclear norm of the component R (1,1) ) and plugging them back into Theorem D.2, we obtain the following result:
where M is an upper bound on the nuclear norm of the matrix R (2,2) , i.e., the projection of the ground truth matrix on the spae of matrices whose columns and rows are all orthogonal to the indicator functions of communities, and C k,l is a either a bound on the maximum entry of R or on the maximum entry of (X (k) ) RY (l) . Note that the quantity min(a, b) in the first term can be replaced by the ground truth rank of the matrix R (1, 1) .
Remark D. 10 . In this and many particular cases, it is clear that it would be possible to further improve the bounds (in terms of constants only) by making reexpressing cross terms such as X (1) M (1,2) (Y (2) ) as X (1) M (1,2) (Y (2) ) I, with the nuclear norm of M (1,2) (Y (2) being equal to that of M (1, 2) (with this approach one loses a factor of (n − b)/b, but gains a factor of c/2, which is certainly an improvement as long as, say, b ≤ n/2. We chose not to push the details this far to avoid burdening the reader with many largely similar proofs which only improve the constants.
Finally, we provide the (short) proof of Corollary 4.1:
of Corollary 4.1. The first statement follows form Theorem D.3 with a = b = 1. For the last statement, observe first that E( (f (i, j), R i,j )) ≤ Θ F − R 2 Fr , where f is the matrix such that F i,j = f (i, j). Then, note also that 
E Rademacher Theorem
Recall the definition of the Rademacher complexity of a function class F:
Definition E.1. Let F be a class of real-valued functions with range X. Let also S = (x 1 , x 2 , . . . , x n ) ∈ X be n samples from the domain of the functions in F. The empirical Rademacher complexity R S (F) of F with respect to x 1 , x 2 , . . . , x n is defined by
where δ = (δ 1 , δ 2 , . . . , δ n ) ∈ {±1} n is a set of n iid Rademacher random variables (which take values 1 or −1 with probability 0.5 each).
Recall the following classic theorem [88, 89, 84] : F Details of the matrix generation procedure for the synthetic data experiments
Our generation procedure can be described as follows: letã be the vector with componentsã i = i− m+1 √ n ) Then we define G = 1 2 av 2 + 1 2 v 1 b and S ∈ R m×n where S i,j = (1/mn), if (i, j) ∈ {1, · · · , m/2}×{1, · · · , n/2}∪ {m/2 + 1, · · · , m} × {n/2 + 1, · · · , n}, and S i,j = −(1/mn) otherwise. Therefore, we can generate a matrix R ∈ R m×n as
where α ∈ [0, 1] is a parameter that controls the relative intensities of the user/item biases and the non-inductive component, and c is a scaling constant. Note that G is composed of the sum of two terms. The first term a matrix with all rows being equal, whilst the scecond term's columns are all equal. Thus G is made up of user and item biases. On the other hand, the S matrix can be divided in four blocks of equal sizes. The top left and bottom right blocks entries have a constant value of (1/mn). The remaining block has entries with the value −(1/mn) To perform the experiments we needed to select the parameters m, n, c and α. We chose m = n = c = 100 4 The parameter α ∈ {0, 0.25, 0.5, 0.75, 1} was empirically selected in such a way that the expected intensity of the biases component varied. Note that in the extremes of α interval the generated matrix is just composed by one of the components.
To decide the number of observed entries and the sampling distribution, we considered two extra parameters: the percentage of observed entries p Ω and a factor γ ∈ N that manages the sparsity distribution. Given a fixed p Ω we randomly selected γ(p Ω mn/(γ + 1)) entries in the first m/2 rows and (p Ω mn/(γ + 1)) in the remaining ones. The parameter p Ω was varied in {0.15, 0.30, 0.50} and the parameter γ as varied in {1, 4} (γ = 1 means uniformly distributed).
Note that for SoftImpute we need an extra post-processing step to estimate the biases. In this case, we calculate the matrix bias as the average of the SI-predicted matrix entries. Subtracting first the SI matrix bias we calculated the users and the items bias by averaging the columns and the rows, respectively.
D
Sampling distribution over entries N Sample size {(i 1 , j 1 ), (i 2 , j 2 ), . . . , (i N , j N )} Set of observed entries P Ω projection on the set of observed entries (= {(i α , j α ) : α ≤ N } = Ω)
P Ω projection on complement of set of observed entries
l'th right side information matrix d Ground truth matrix (can be observed with noise) R (k,l) = (X (k) ) RY (l) core matrix in k, l component of Ground truth matrix X (k) R (k,l) (Y (l) ) k, l component of Ground truth matrix C k,l
Upper bound on entries of X (k) R (k,l) (Y (l) ) (or R) r k,l
Upper bound on rank of X (k) R (k,l) (Y (l) ) (equivalently R (k,l) ) C Constant upper bound on the entries of the ground truth matrix R c
Constant from Lemma 4 in [84] (control of Rademacher complexities via Gaussian complexities ) C Constant in [85] (cf Lemma D.6)
Matrix whose cols come from completing X (k) into an orth. basis Y (l)
Matrix whose cols come from completing Y (l) into an orth. basis S λ Singular value thresholding operator from [75, 5] Λ = (λ k,l ) k≤K l≤L A set of hyperparameters S Λ Generalised SVTO defined in (4) 
