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1. Introduction
We consider the Cauchy problem for the nonlinear Schrödinger equation
i∂tu + 1
2
u = λ|u|2u, (1.1)
where u is a complex-valued function of (t, x) ∈ R × Rn ,  is the Laplacian in Rn , and λ ∈ C.
There is a large literature on the Cauchy problem for the nonlinear Schrödinger equations (see for instance [2,5,25] and
references therein). In this paper we study the analyticity of solutions of (1.1). We refer the reader to [1,4,8–15,17,19,20,
22–24,26] for the available results on the analyticity and related subjects.
The purpose in this paper is to prove the global existence of analytic solutions to the Cauchy problem for (1.1) in space
dimension n  3 for suﬃciently small Cauchy data with exponential decay at inﬁnity. To state our results precisely we
introduce the following notation. For any s ∈ R and any p,q with 1  p,q ∞, B˙sp,q is the homogeneous Besov space
deﬁned as the space of classes of distributions u modulo polynomials such that {2sj‖ϕ j ∗ u; Lp(Rn)‖} j∈Z ∈ q(Z), where
∗ denotes the convolution and the Fourier transform of ϕ j satisﬁes ϕˆ j  0, supp ϕˆ j ⊂ {ξ ∈ Rn; 2 j−1  |ξ |  2 j+1}, and∑
j∈Z ϕˆ j(ξ) = 1 for ξ ∈ Rn \ {0}. See [6,7] and references therein for basis results on the homogeneous Besov spaces. In ad-
dition, we use the usual and homogeneous Sobolev spaces Hsp = (1 − )−s/2Lp , H˙ sp = (−)−s/2Lp . We use the following
abbreviation: B˙sp = B˙sp,2, Hs = Hs2, H˙ s = H˙ s2. For t ∈ R, U (t) = exp(i t2) denotes the free propagator. For t ∈ R, J = J (t) =
x+ it∇ = U (t)xU (−t) is the generator of Galilei transform. For any t = 0, J (t) is represented as J (t) = M(t)it∇M(−t), where
M(t) = exp( i|x|22t ).
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T. Ozawa, K. Yamauchi / J. Math. Anal. Appl. 364 (2010) 492–497 493For the Cauchy data u(0) = φ at t = 0 the Cauchy problem for (1.1) is rewritten as the integral equation
u(t) = U (t)φ − iλ
t∫
0
U (t − t′)|u|2u(t′)dt′. (1.2)
The following spaces are basic function spaces:
X0 = L2
(
R; L2∗(Rn))∩ L∞(R; L2(Rn)), X˙ = L2(R; B˙n/2−12∗ )∩ L∞(R; B˙n/2−12 ),
where 2∗ = 2n/(n − 2) and the associated norms are deﬁned by
‖u;X0‖ = max
(∥∥u; L2t (L2∗)∥∥,∥∥u; L∞t (L2)∥∥),
‖u;X˙ ‖ = max(∥∥u; L2t (B˙n/2−12∗ )∥∥,∥∥u; L∞t (B˙n/2−12 )∥∥).
We treat (1.2) in the following functions spaces with a > 0:
Ga0( J ) =
{
u ∈X0;
∥∥u;Ga0( J )∥∥≡ ∑
α0
a|α|
α!
∥∥ Jαu;X0∥∥< ∞
}
,
G˙a( J ) =
{
u ∈ X˙ ( J ); ∥∥u; G˙a( J )∥∥≡ ∑
α0
a|α|
α!
∥∥ Jαu;X˙ ∥∥< ∞},
Ga( J ) = Ga0( J ) ∩ G˙a( J ),
where Jα =∏nj=1 Jα jj = M(it∂)αM−1 for any multi-index α. For ρ > 0, we deﬁne
Ba(ρ) = {φ ∈ Ga(x; Hn/2−1); ∥∥φ;Ga(x; H˙n/2−1)∥∥ ρ},
where
Ga(x; X) =
{
φ ∈ X; ∥∥φ;Ga(x; X)∥∥≡ ∑
α0
a|α|
α!
∥∥xαφ; X∥∥< ∞}.
We now state our main result.
Theorem 1. Let n  3 and let a > 0. Then there exists a constant ρ > 0 such that for any φ ∈ Ba(ρ) Eq. (1.2) has a unique solution
u ∈ Ga( J ).
Remark 1. Theorem 1 describes analytic smoothing properties of solutions since functions in the space Ga0( J ) are analytic
in x for any t ∈ R \ {0} (see [11,12]). A novelty consists in the fact that minimal regularity assumption regarding scaling
invariance [3,14,18] is imposed on the Cauchy data (compare with [12,17,24] for instance).
Remark 2. Smallness on the data φ is needed only on the norm ‖φ;Ga(x; H˙n/2−1)‖.
Remark 3. By Proposition 2 in [20], the norm on Ga(x; L2) is described in terms of weights of exponential type. To be
speciﬁc,∥∥∥∥∥
(
n∏
j=1
ea|x j |
)
φ: L2
∥∥∥∥∥ ∥∥φ;Ga(x; L2)∥∥ (1+ 2 log2)n/2
∥∥∥∥∥
(
n∏
j=1
(
1+ a|x j|
)1/2
ea|x j |
)
φ; L2
∥∥∥∥∥.
We prove Theorem 1 in Section 3 by a contraction argument based on the endpoint Strichartz estimate [16]. An earlier
application of the endpoint Strichartz estimate may be found in [21] for instance. Basic estimates for the proof of Theorem 1
are summarized in Section 2.
2. Preliminaries
In this section we collect some basic estimates for the Schrödinger group U (t) = exp(i t2) and trilinear interactions.
Lemma 1. (See [2,5,16,25].) Let n 3. Then U (t) satisﬁes the following estimates:
(1) For any s ∈ R and any (q, r) with 0 2/q = n/2− n/r  1∥∥U (·)φ; Lq(R; Lr)∥∥ C∥∥φ; L2∥∥. (2.1)
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(Ξu)(t) =
t∫
0
U (t − t′)u(t′)dt′
satisﬁes the estimates∥∥Ξu; Lq1(R; Lr1)∥∥ C∥∥u; Lq′2(R; Lr′2)∥∥, (2.2)
where p′ is the dual exponent to p deﬁned by 1/p + 1/p′ = 1.
Lemma 2. Let n 3. Then the following estimates hold:∥∥uvw; L2(R; L2n/(n+2))∥∥ C∥∥u; L2(R; L2∗)∥∥∥∥v; L∞(R; H˙n/2−1)∥∥∥∥w; L∞(R; H˙n/2−1)∥∥, (2.3)∥∥uvw; L2(R; B˙n/2−12n/(n+2))∥∥ C‖u;X˙ ‖‖v;X˙ ‖‖w;X˙ ‖. (2.4)
Proof. The ﬁrst inequality (2.3) follows from the Hölder inequality in space and time with n+22n = n−22n + 1n + 1n and the
Sobolev embedding H˙n/2−1 ↪→ Ln . To prove (2.4), we use the following equivalent norm on B˙sp,q with s > 0
∥∥ f ; B˙sp,q∥∥ ∑
|α|=N
( ∞∫
0
t−1−σq sup
|y|t
∥∥τy∂α f + τ−y∂α f − 2∂α f ; Lp∥∥q dt
)1/q
, (2.5)
where s = N + σ with a nonnegative integer N and 0 < σ < 2 and τy is the translation by y ∈ Rn deﬁned by (τy f )(x) =
f (x− y) and
∥∥ f ; B˙sp,q∥∥ ∑
|α|=N
( ∞∫
0
t−1−σq sup
|y|t
∥∥τy f − f ; Lp∥∥q dt
)1/q
, (2.6)
where s = N + σ with 0 < σ < 1. From now on we put s = n2 − 1 = N + σ , where N = n2 − 2 and σ = 1 for n even and
N = n2 − 52 and σ = 32 for n odd.
For any multi-index α with |α| = N we write
τy∂
α(uvw) + τ−y∂α(uvw) − 2∂α(uvw)
=
∑
β+γ+δ=α
α!
β!γ !δ!
(
τy
(
∂βu∂γ v∂δw
)+ τ−y(∂βu∂γ v∂δw)− 2∂βu∂γ v∂δw)
=
∑
β+γ+δ=α
α!
β!γ !δ!
(
τy∂
βu + τ−y∂βu − 2∂βu
)
τy∂
γ v · τy∂δw
+
∑
β+γ+δ=α
α!
β!γ !δ!τ−y∂
βu
(
τy∂
γ v + τ−y∂γ v − 2∂γ v
)
τ δy w
+
∑
β+γ+δ=α
α!
β!γ !δ!τ−y∂
βu · τ−y∂γ v
(
τy∂
δw + τ−y∂δw − 2∂δw
)
− 2
∑
β+γ+δ=α
α!
β!γ !δ!τ−y∂
βu
(
τ−y∂γ v − ∂γ v
)(
τy∂
δw − ∂δw)
− 2
∑
β+γ+δ=α
α!
β!γ !δ!
(
τ−y∂βu − ∂βu
)(
τy∂
γ v − ∂γ v)τy∂δw
− 2
∑
β+γ+δ=α
α!
β!γ !δ!
(
τ−y∂βu − ∂βu
)
∂γ v
(
τy∂
δw − ∂δw).  (2.7)
We denote by I–VI the ﬁrst, second, . . . , sixth term on the RHS of the last inequality of (2.7), respectively. In order to
estimate I in L2n/(n+2) we deﬁne p j , j = 1,2,3, by
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p j
= θ j
2∗
+ 1− θ j
n
,
where θ1 = (|β| + σ)/s, θ2 = |γ |/s, θ3 = |δ|/s.
By the Hölder inequality with n+22n = 1p1 + 1p2 + 1p3 , we have
∑
|α|=N
( ∞∫
0
t−1−2σ sup
|y|t
∥∥I; L2n/(n+2)∥∥2 dt
)1/2
 C
∑
|α|=N
∑
β+γ+δ=α
∥∥u; B˙ |β|+σp1 ∥∥∥∥v; H˙ |γ |p2 ∥∥∥∥w; H˙ |δ|p3∥∥. (2.8)
We estimate the last norms in (2.8) by interpolation inequalities and embeddings between the homogeneous Besov and
Sobolev inequalities. By the deﬁnition of p1 and the embedding B˙s2 ↪→ B˙0n ,∥∥u; B˙ |β|+σp1 ∥∥ ∥∥u; B˙s2∗∥∥θ1∥∥u; B˙0n∥∥1−θ1  C∥∥u; B˙s2∗∥∥θ1∥∥u; B˙s2∥∥1−θ1 . (2.9)
By a similar estimate and the embedding B˙mp ↪→ H˙mp with 2 p < ∞,∥∥v; H˙ |γ |p2 ∥∥ C∥∥v; B˙ |γ |p2 ∥∥ C∥∥v; B˙s2∗∥∥θ2∥∥v; B˙s2∥∥1−θ2 , (2.10)∥∥w; H˙ |γ |p3 ∥∥ C∥∥w; B˙s2∗∥∥θ3∥∥w; B˙s2∥∥1−θ3 . (2.11)
By (2.8)–(2.11), the L2 norm in time of the LHS of (2.8) is estimated by
C
∑
|α|=N
∑
β+γ+δ=α
∥∥u; L2t (B˙s2∗)∥∥θ1∥∥v; L2t (B˙s2∗)∥∥θ2∥∥w; L2t (B˙s2∗)∥∥θ3
· ∥∥u; L∞t (B˙s2)∥∥1−θ1∥∥v; L∞t (B˙s2)∥∥1−θ2∥∥w; L∞t (B˙s2)∥∥1−θ3 , (2.12)
where we have used the Hölder inequality in time with θ1 + θ2 + θ3 = 1. We now see that (2.12) is bounded by the RHS
of (2.4).
Contributions of II and III in (2.7) are estimated in the same way.
We next consider the contribution of IV. We deﬁne the exponents q j , j = 1,2,3, by
1
q j
= σ j
2∗
+ 1− σ j
n
,
where σ1 = |β|/s, σ2 = (|γ |+σ/2)/s, σ3 = (|δ|+σ/2)/s. By the Hölder inequalities with n+22n = 1q1 + 1q2 + 1q3 and 12 = 14 + 14
and (2.6),
∑
|α|=N
( ∞∫
0
t−1−2σ sup
|y|t
∥∥IV; L2n/(n+2)∥∥2 dt
)1/2
 C
∑
|α|=N
∑
β+γ+δ=α
∥∥u; H˙ |β|q1 ∥∥∥∥∂γ v; B˙σ/2q2,4∥∥∥∥∂δw; B˙σ/2q3,4∥∥
 C
∑
|α|=N
∑
β+γ+δ=α
∥∥u; H˙ |β|q1 ∥∥∥∥v; B˙ |γ |+σ/2q2,4 ∥∥∥∥w; B˙ |δ|σ/2q3,4 ∥∥. (2.13)
By the embedding B˙mp ↪→ B˙mp,4, in the same way as in (2.9), (2.10), (2.12), we have∥∥u; H˙ |β|q1 ∥∥ C∥∥u; B˙s2∗∥∥σ1∥∥u; B˙s2∥∥1−σ , (2.14)∥∥v B˙ |γ |+σ/2q2,4 ∥∥ C∥∥v; B˙ |γ |+σ/2q2 ∥∥ C∥∥v; B˙s2∗∥∥σ2∥∥v; B˙s2∥∥1−σ2 , (2.15)∥∥w : B˙ |γ |+σ/2q3,4 ∥∥ C∥∥w; B˙ |γ |+σ/2q3 ∥∥ C∥∥w; B˙s2∗∥∥σ3∥∥w; B˙s2∥∥1−σ3 . (2.16)
By (2.13)–(2.16), the L2 norm in time of the LHS of (2.13) is estimated by (2.11) with θ j replaced by σ j , which is in turn
estimated by the RHS of (2.12). Contributions of V and VI in (2.7) are estimated in the same way.
3. Proof of the main theorem
Let n 3 and let a > 0. Let φ ∈ Ba(ρ) with ρ > 0. We consider the mapping Φ : u → Φ(u) deﬁned by
(
Φ(u)
)
(t) = U (t)φ − iλ
t∫
0
U (t − t′)|u|2u(t′)dt′
on Ga( J ) = Ga( J ) ∩ G˙a( J ).0
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X(R, ε) = {u ∈ Ga( J ); ∥∥u;Ga0( J )∥∥ R, ∥∥u; G˙( J )∥∥ ε}
with metric
d(u, v) = ∥∥u − v;Ga0( J )∥∥.
We see that (X(R, ε),d) is a complete metric space. We prove that Φ is a contraction mapping on (X(R, ε),d) for some
R, ε > 0.
Let u ∈ Ga( J ). Then by Lemmas 1 and 2, we estimate∥∥Φ(u);X0∥∥ C∥∥φ; L2∥∥+ C∥∥u; L∞t (H˙n/2−1)∥∥2∥∥u; L2t (L2∗)∥∥ C∥∥φ; L2∥∥+ C‖u;X˙ ‖2‖u;X0‖. (3.1)
For any multi-index α, we have
JαΦ(u) = U (·)xαφ − iλΞ( Jα(|u|2u))
= U (·)xαφ − iλΞ(M(it∂)α(∣∣M−1u∣∣2M−1u))
= U (·)xαφ − iλ
∑
β+γ+δ=α
α!(−1)|γ |
β!γ !δ! Ξ
(
Jβu Jγ u J δu
)
. (3.2)
By Lemmas 1 and 2, we estimate (3.2) in X0 as
∥∥ JαΦ(u);X0∥∥ C∥∥xαφ; L2∥∥+ C ∑
β+γ+δ=α
α!
β!γ !δ!
∥∥ Jβu;X˙ ∥∥∥∥ Jγ u;X˙ ∥∥∥∥ J δu;X0∥∥, (3.3)
where C is independent of α. Multiplying both sides of (3.3) by a|α|/α! and taking the summation over all multi-indices of
the resulting inequality, we have∥∥Φ(u);Ga0( J )∥∥ C∥∥φ;Ga(x; L2)∥∥+ C∥∥u; G˙a( J )∥∥2∥∥u : Ga0( J )∥∥. (3.4)
We now estimate Φ(u) in G˙a( J ). By Lemmas 1 and 2, we have∥∥Φ(u);X˙ ∥∥ C∥∥φ; H˙n/2−1∥∥+ C‖u;X˙ ‖3. (3.5)
In the same way as above, by (3.2) we have
∥∥ JαΦ(u);X˙ ∥∥ C∥∥xαφ; H˙n/2−1∥∥+ C ∑
β+γ+δ=α
α!
β!γ !δ!
∥∥ Jβu;X˙ ∥∥∥∥ Jγ u;X˙ ∥∥∥∥ J δu;X˙ ∥∥, (3.6)
where C is independent of α. Multiplying both sides of (3.6) by a|α|/α! and taking the summation over all multi-indices of
the resulting inequality, we have∥∥Φ(u); G˙a( J )∥∥ C∥∥φ;Ga(x; H˙n/2−1)∥∥+ C∥∥u; G˙a( J )∥∥3. (3.7)
In the same way as above, for u, v ∈ Ga( J ) we have∥∥Φ(u) − Φ(v);Ga0( J )∥∥ C(∥∥u; G˙a( J )∥∥2 + ∥∥v; G˙a( J )∥∥2)∥∥u − v;Ga0( J )∥∥. (3.8)
By (3.4), (3.7), and (3.8), for u, v ∈ X(R, ε) we have∥∥Φ(u);Ga0( J )∥∥ C∥∥φ;Ga(x; L2)∥∥+ cε2R, (3.9)∥∥Φ(u); G˙a( J )∥∥ C∥∥φ;Ga(x; H˙n/2−1)∥∥+ cε3, (3.10)∥∥Φ(u) − Φ(v);Ga0( J )∥∥ Cε2∥∥u − v;Ga0( J )∥∥. (3.11)
Therefore, for any φ ∈ Ga(x; Hn/2−1) with ‖φ;Ga(x; H˙n/2−1)‖ ρ , if we choose R, ε > 0 so that
C
∥∥φ;Ga(x; L2)∥∥+ Cε2R  R, Cρ + Cε3  ε, Cε2  1/2,
then by (3.9)–(3.11), the mapping Φ : u → Φ(u) is a contraction on X(R, ε) and has a unique ﬁxed point u.
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