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a b s t r a c t
In this paper we present a family of explicit formulas for the numerical solution of
differential equations of fractional order. The proposed methods are obtained by modifying,
in a suitable way, Fractional-Adams–Moulton methods and they represent a way for
extending classical Adams–Bashforth multistep methods to the fractional case. The
attention is hence focused on the investigation of stability properties. Intervals of stability
for k-step methods, k = 1, . . . , 5, are computed and plots of stability regions in the complex
plane are presented.
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1. Introduction
In several real-life applications, differential equations of fractional order (FDEs) are used in modeling physical systems
exhibiting anomalous dynamics, usually characterized by an ultraslow diffusion. Examples of dynamical systems involving
time derivatives of fractional order are becoming increasingly common in several areas such as control theory, material
viscoelastic theory, optics and signal processing, etc. (e.g., see [10,21,22] and their references).
The development of effective and well-suited methods for numerically solving FDEs has received increasing attention
over the last years. Several methods have been proposed and analyzed, and most of them are of implicit type with an order
of accuracy usually between 1 and 2 (e.g., see [5,6,11] and the several references therein).
The main aim of this paper is to present and investigate a class of explicit methods which generalize Adams–Bashforth
methods for ordinary differential equations (ODEs). The use of explicit methods is a topic not yet studied in depth in the field
of numerical approximation of FDEs. Nevertheless, algorithms of explicit nature are deemed necessary, in order to reduce
computation, when the equation presents a complicated right-hand side or in the presence of huge size systems.
Derivatives of non-integer order can be defined in different ways. In this paper we focus attention on Caputo’s definition
which turns out to be more useful in real-life applications since it can be coupled with initial conditions having a clear
physical meaning. For a review of issues on fractional calculus we refer the reader to classical books on the subject [13,19,22].
We consider the initial value problem for a FDE in the form{
CD
β
t0 y(t) = f (t, y(t))
y(t0) = y0, (1)
E-mail address: garrappa@dm.uniba.it.
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.04.004
R. Garrappa / Journal of Computational and Applied Mathematics 229 (2009) 392–399 393
where 0 < β < 1 is the fractional order and CD
β
t0 denotes Caputo’s β-derivative operator CD
β
t0 = RLDβt0(y(t)− y(t0))with RLDβt0
the Riemann–Liouville differential operator defined as
RLD
α
t0
y(t) = 1
0(m− α)
( d
dt
)m ∫ t
t0
(t − s)m−α−1y(s)ds, α > 0, m = dαe .
In order to ensure existence and uniqueness of the true solution of (1), f (t, y) is assumed bounded and fulfilling a Lipschitz
condition with respect to the second variable [2].
It is a well-known result [13] that problem (1) can be rewritten in the form of the Volterra integral equation (VIE)
y(t) = y0 + 1
0(β)
∫ t
t0
(t − s)β−1f (s, y(s))ds. (2)
The VIE formulation is a useful basis for designing numerical schemes. Even if several methods have been developed
for solving VIEs, it is worthwhile to develop specific methods for FDEs exploiting the particular nature of the kernel in (2).
Furthermore, formulation (2) allows one to highlight one of the major features (and difficulties) of FDEs, associated with the
non-local dynamics that, unlike ODEs, involves a long-term memory.
This paper is organized as follows. In Section 2 discrete convolution quadratures for the integral in (2) are described
and some existing methods for (1) are reviewed. In Section 3 we introduce k-step explicit methods of Adams type and we
determine, as k = 1, . . . , 5, coefficients of the proposed formulas in an efficient formulation. Linear stability properties
of methods under investigation are hence studied in Section 4, where intervals of stability are determined and regions of
stability are plotted.
2. Discrete convolution quadratures
In [17] there were provided theoretical bases for the approximation of the integral in (2) by means of discrete convolution
quadratures in the form
hJ
β
t0 z(tn) = hβ
n∑
j=0
δj z(tn−j)+ hβ
s∑
j=0
dn,j z(tj), tj = t0 + jh, (3)
where δj are coefficients in the formal power series δ(ξ) = ∑∞n=0 δjξj of a generating function δ(ξ) and starting weights dn,j
are introduced to deal with the non-smooth behavior of the solution near the origin. By means of (3), Eqs. (1) and (2) can be
discretized as
yn − y0 = hβ
n∑
j=0
δj f (tn−j, yn−j)+ hβ
s∑
j=0
dn,j f (tj, yj). (4)
It has been proved [17] that a convolution quadrature (3) generated by δ(ξ) = (σ(1/ξ)/ρ(1/ξ))β, where (ρ,σ) denote a
linear multistep method (LMM) for ODEs, has the same order of accuracy of the underlying LMM (ρ,σ). Formulas of these
kinds are named as fractional linear multistep methods (FLMMs) and, among them, the use of fractional BDF formulas can be
frequently found in the literature.
Alternative algorithms, already sketched in [17] under the name of generalized Newton–Gregory formulas, rely on the
generating function
δ(ξ) = (1− ξ)−β
(
γ0 + γ1(1− ξ)+ · · · + γk(1− ξ)k
)
, (5)
where γj are the first coefficients in the truncated expansions of the β-power of the function G(t) = −tln(1−t) generating
Adams–Moulton methods for ODEs
(G(1− ξ))β =
( 1− ξ
− ln ξ
)β
=
∞∑
j=0
γj(1− ξ)j. (6)
In [17] consistency and convergence order p = k + 1 was proved (we refer the reader to the quoted paper for formal
definitions of consistency and convergence of convolution quadratures) but the way for determining coefficients γj was not
explored in depth.
In [8] the first few values of γj were evaluated by means of the J.C.P. Miller formula [12] (see Table 1) and stability
properties of resulting methods, named as k-step Fractional-Adams–Moulton (FAM) methods, were investigated.
3. Fractional-Adams–Bashforth methods
Explicit counterparts of FAM methods could be developed, in a similar way as in the previous section, by operating
with the β-power of the generating function G?(t) = −t
(1−t) ln(1−t) of Adams–Bashforth methods for ODEs. Proceeding by
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Table 1
First coefficients γj in the asymptotic expansion of (G(1− ξ))β
j γj
0 1
1 − β2
2 18β
2 − 524β
3 − 148β3 + 548β2 − 18β
4 1384β
4 − 5192β3 + 971152β2 − 2512880β
5 − 13840β5 + 51152β4 − 612304β3 + 4015760β2 − 19288β
Table 2
Coefficients of k-step FAB methods for k = 1, 2, 3, 4
k = 1 k = 2 k = 3 k = 4
γˆ
(k)
1 1 2− 12β 3− 2924β+ 18β2 4− 4924β+ 1748β2 − 148β3
γˆ
(k)
2 −1+ 12β −3+ 2312β− 14β2 −6+ 5312β− 1516β2+ 116β3
γˆ
(k)
3 1− 1724β+ 18β2 4− 7724β+ 1316β2 − 116β3
γˆ
(k)
4 −1+ 56β− 1148β2 + 148β3
this method presents some technical difficulties and involves a quite long and complicated analysis of consistency and
convergence.
We prefer to introduce here an alternative approach. To this end, consider the function
δˆ(ξ) = (1− ξ)−β
(
γ0 + γ1(1− ξ)+ · · · + γk−1(1− ξ)k−1 + ck(1− ξ)k
)
, (7)
where γj are the same as in (6) and ck has to be determined in order to assure the explicit nature of the resulting formula.
When ck 6= γk, convolution quadratures generated by δˆ(ξ) are consistent and convergent of order p = k [17, Lemma 3.2].
Instead of directly evaluating coefficients δˆn in the power series δˆ(ξ) =∑∞n=0 δˆnξn (e.g., by the technique suggested in [17])
and with the aim of determining ck in an easy way, we reformulate (4) in a different way.
Proposition 1. The explicit formula (4) with generating function δˆ(ξ) can be written as
n∑
j=0
ωj
(
yn−j − y0)+ s∑
j=0
wn,j
(
yj − y0) = hβ k∑
j=1
γˆ
(k)
j f (tn−j, yn−j), (8)
where ω0 = 1, ωj = (1− β+1j )ωj−1, j = 1, 2, . . . and
γˆ
(k)
j = (−1)j
k−1∑
`=j
(
`
j
)
γ` −
(
k
j
) k−1∑
`=0
γ`
 , j = 1, . . . , k.
Proof. Letω(ξ) = (1− ξ)β. It is a well-known result that coefficients in the power seriesω(ξ) =∑∞j=0 ωjξj can be recursively
evaluated as indicated in the Proposition. Moreover, let γ(k)(ξ) = (γ0 + γ1(1− ξ)+ · · · + γk−1(1− ξ)k−1 + ck(1− ξ)k), then
by standard arguments it is easy to observe that γ(ξ) =∑kj=0 γˆ(k)j ξj, where
γˆ
(k)
j = (−1)j
k−1∑
`=j
(
`
j
)
γ` +
(
k
j
)
ck
 , j = 0, . . . , k− 1,
and γˆ(k)k = (−1)k ck. Since δˆ(ξ) = γ(k)(ξ)/ω(ξ) we can rewrite formula (4) in the form (8) for some starting weights wn,j
(see [24] for details). The thesis now follows by observing that the resulting formula is explicit for γˆ(k)0 = 0 and, hence, when
ck = − (γ0 + γ1 + · · · + γk−1). 
It is straightforward to verify that for β = 1 formulas (8) reduce to classical Adams–Bashforth methods for ODEs. For
this reason we refer to them as k-step Fractional-Adams–Bashforth (FAB) methods. Evidently, these are not true k-step
methods since all the persistent memory is involved at each computation and the term k-step corresponds to the number
of evaluations of the function f actually used at each step. For completeness of presentation, in Tables 2 and 3 we report
coefficients γˆ(k)j for the first k-step FAB methods.
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Table 3
Coefficients of k-step FAB methods for k = 5
k = 5
γˆ
(k)
1 5− 85312880β+ 7691152β2 − 13192β3 + 1384β4
γˆ
(k)
2 −10+ 5831720 β− 631288β2 + 14β3 − 196β4
γˆ
(k)
3 10− 1397160 β+ 517192β2 − 1132β3 − 164β4
γˆ
(k)
4 −5+ 3251720 β− 427288β2 + 524β3 − 196β4
γ
(k)
5 1− 26512880β+ 3611152β2 − 364β3 + 1384β4
Starting weights wn,j are now evaluated by enforcing (8) to be exact for y(t) = (t− t0)ν, ν ∈ A, whereA = {ν = `1+β`2 |
(`1, `2) ∈ N×N, 0 ≤ ν ≤ p−1}, p > 0 is the order of consistency of the quadrature and s = cardA−1. This is motivated by the
behavior of the true solution of (2) which has been proved [15] to have an asymptotic expansion in terms of mixed powers of
(t−t0) and (t−t0)β as y(t) = y0+∑ν∈N ? yν(t−t0)ν+O ((t − t0)q), whereN ? := {ν = `1+β`2 | (`1, `2) ∈ N×N ∧ 0 < ν < q}
and q is a positive integer.
From [17] we observe that with this choice of starting weights, errors y(tn) − yn behave like hk−, where 0 ≤  < 1 − β
depends on β. Accuracy may declines, according to the regularity of the true solution, if the term with starting weights is
dropped in (8).
From a practical point of view, formulation (8) provides some advantages with respect to (4):
(a) the computation of the sequence of convolution weights δˆn is replaced by the computation of the less expensive sequence
ωn and by the use of some a priori known coefficients γˆ
(k)
j ;
(b) implicit FAM methods can be formulated in a similar form to [8]; in view of their application in a predictor–corrector
framework, both FAB and FAM methods have the same discrete convolution that can be evaluated once and for all, thus
saving computation;
(c) efficient methods for evaluating discrete convolution [23] can be more easily implemented with formulation (8) in which
the function generating the convolution is simpler than in (4).
Furthermore, the first starting weight wn,0 is not used in (8) and, therefore, the dimension of the corresponding linear
system can be reduced by eliminating the equation related to ν = 0. As a consequence, starting weights wn,j are obtained by
solving the linear system
s∑
j=1
wn,jj
ν = 0(1+ ν)
0(1+ ν− β)
k∑
j=1
γˆ
(k)
j (n− j)ν−β −
n∑
j=0
ωj(n− j)ν, (9)
for ν ∈ A \ {0}. In order to reduce computational work, it is worthwhile to store differences yj − y0 too, even this involves a
major storage requirement.
Remark 2. The solution of the mildly ill-conditioned Vandermonde-type system (9) requires particular attention since it is
a source of serious numerical issues. This topic has been the subject of an in-depth discussion in [1].
Remark 3. Note that the alternative approach introduced in [7,9] for obtaining k-step explicit methods for k = 1, 2 fails
when applied for k ≥ 3. Furthermore k-step FAM and FAB methods differ from Adams–Moulton–Bashforth methods
proposed in [3,4] and developed by replacing in (2) the function f (s, y(s)) with a piecewise interpolating polynomial and
then solving the resulting integral.
4. Analysis of linear stability
In order to study linear stability properties of the methods under investigation, consider the linear test problem
t0
Dβ y(t) = λy(t), y(t0) = y0, λ ∈ C, 0 < β < 1, (10)
for which the exact solution can be expressed [22] in terms of the Mittag-Leffler function Eβ(x) = ∑∞k=0 xk0(βk+1) , as
y(t) = Eβ
(
λ(t − t0)β
)
y0. It has been proved [18] that y(t) asymptotically vanishes whenever λ lies in the wedge defined
by S? = {z ∈ C : | arg(z)− pi| < (1− β2 )pi}.
The solution {yn}n∈N of a recurrence relation is said to be stable if, given any perturbation δy0 in the initial data y0, the
resulting changes δyn in the solution yn are uniformly bounded for all n ∈ N. Moreover {yn}n∈N is said to be asymptotically
stable if {yn}n∈N is stable and, for any perturbation δy0 in y0, δyn → 0 as n→∞.
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Fig. 1. Plots of stability regions for the 1-step FAB method.
Fig. 2. Plots of stability regions for the 2-step FAB method.
When applied to the linear test problem (10), method (8) reduces to the linear recurrence
n∑
j=0
ωj
(
yn−j − y0)+ s∑
j=0
wn,j
(
yj − y0) = hβλ k∑
j=1
γˆ
(k)
j yn−j. (11)
As a consequence of the linearity, if one solution of (11) is stable (respectively asymptotically stable) then all solutions
are stable (resp. asymptotically stable). Therefore we can say that (11) is stable (resp. asymptotically) if any solution is stable
(resp. asymptotically).
We are interested in investigating the values hβλ for which the numerical solution of (10) given by the FAB methods (8)
asymptotically vanishes as the true solution. This justifies the following definition.
Definition 4. The stability domain S of the numerical scheme (8) is the set of all z = hβλ ∈ C such that the linear recurrence
(11) is asymptotically stable.
We can characterize the stability domain by means of the following result.
Proposition 5. The stability domain S of a FAB method (8) is given by
S = C \
{
1
δˆ(ξ)
; |ξ| ≤ 1
}
. (12)
Proof. The proof readily follows from the results in [16] and by writing FAB methods in the formulation (4) with weights
generated by (7). 
The stability domain is fully characterized by the generating function δˆ(ξ) and, consequently, by the corresponding
weights δˆn (or, equivalently,ωn and γˆ
(k)
j ). The starting weightswn,j do not play any role in describing the stability domain. This
is due to the fact that starting weights wn,j asymptotically vanish when n→∞ (this phenomenon can be easily verified by
applying method (8) to f (t, y(t)) = tν−β and, by means of the convergence as stated in [17], by observing thatwn,j = O
(
nβ−1
)
,
n→∞).
Thanks to (12) we are able to plot stability regions of FAB methods for some values of β (see the gray area in Figs 1–5,
where the dashed lines mark the boundary of the stability wedge S? for the corresponding true solution).
In order to better understand the way in which the fractional order β affects stability, we first recall the following
definition.
Definition 6. A numerical method is strongly stable if an open disc in the left half-plane, touching the origin, is contained in S.
For a quantitative characterization of strong stability we refer to the work of Nevanlinna [20] on VIEs, which can be
generalized to convolution quadratures for FDEs, thanks to the work of Lubich [14], in the following way.
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Fig. 3. Plots of stability regions for the 3-step FAB method.
Fig. 4. Plots of stability regions for the 4-step FAB method.
Fig. 5. Plots of stability regions for the 5-step FAB method.
Theorem 7. A convolution quadrature with generating function δ(ξ) is strongly stable if and only if R (δ(ξ)) ≥ −c for some
c > 0 and the open disk contained in the stability domain has center − 12c and radius R = 12c .
Thanks to the above result we can turn our attention to the real part of the generating function δˆ(ξ) of FAB methods.
Proposition 8. Let |ξ| ≤ 1. For any k-step FAB method (8) it is R
(
δˆ(ξ)
)
≥ δˆ(−1).
Proof. Preliminarily we prove that coefficients in (7) satisfy γj < 0, j = 1, 2, . . . . To this purpose write the underlying
generating function G(t) as G(t) = 1 + ∑∞j=1 γ¯jtj (note that γ¯j are the coefficients of standard multistep Adams–Moulton
methods and γ¯j = (−1)j ∫ 0−1 (−sj ) ds < 0, j = 1, 2, . . .), and observe that
(G(t))β =
∞∑
n=0
ωn(−1)n
( ∞∑
j=1
γ¯jt
j
)n
.
Hence each γj, j = 1, 2, . . . , can be written as a sum of certain terms and each of them is of the form (−1)nωnγ¯j1 γ¯j2 · · · γ¯jn ,
n ≥ 1. Moreover, since ωn ≤ 0, n ≥ 1, it is immediate to see that γj < 0.
Due to the holomorphicity of δˆ(ξ) as |ξ| ≤ 1, we can argue that R(δˆ(ξ)) is harmonic and we can apply the maximum
principle in order to establish that R(δˆ(ξ)) attains its maximum and minimum on the boundary |ξ| = 1
Therefore for θ ∈ [0, 2pi], let ξ = eiθ and denote ρ(θ) = |1−ξ| = √2(1− cos θ), φ(θ) = arg(1−ξ) = arctan ( − sin θ1−cos θ). Thus
we have 1 − ξ = ρ(θ) (cosφ(θ)+ i sinφ(θ)). By using the standard transformations sin α2 =
√
1−cosα
2 and tan
α
2 = sinα1+cosα , it
is easy to see that
φ(θ) = θ
2
− pi
2
, ρ(θ) = 2 sin θ
2
= 2 cosφ(θ).
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Table 4
Stability boundaries Bk(β) for k-step FAB methods, k = 1, . . . , 5
k Bk(β)
1 −2β
2 − 2β3−β
3 − 2β
7− 236 β+ 12 β2
4 − 2β
15− 212 β+ 73 β2− 16 β3
5 − 2β
31− 4541180 β+ 52972 β2− 1112 β3+ 124 β4
Fig. 6. Stability boundaries Bk(β) for k-step FAB methods, k = 1, . . . , 5.
From (7), and by recalling that γ0 = 1, we can write
R
(
δˆ(ξ)
)
= ρ(θ)−β cos (−βφ(θ))+
k−1∑
j=1
γjρ(θ)
j−β cos ((j− β)φ(θ))− ρ(θ)k−β cos ((k− β)φ(θ))
−ρ(θ)k−β cos ((k− β)φ(θ))
k−1∑
j=1
γj
and, since ρ(θ) = 2 cosφ(θ), by means of simple arguments we can verify that ρ(θ)−β cos (−βφ(θ)) ≥ 2−β and
ρ(θ)j−β cos ((j− β)φ(θ)) ≤ 2j−β as j ≥ 1. We exploit now the negative character of γj, j = 1, 2, . . . , in order to state that
R
(
δˆ(ξ)
)
≥ 2−β +
k−1∑
j=1
γj 2j−β − 2k−β −
k−1∑
j=1
γj 2k−β =
k−1∑
j=0
γj 2j−β + ck 2k−β = δˆ(−1)
which concludes the thesis. 
With Ik(β)we denote intervals of stability, i.e. the greatest intervals on the real axis in which hβλ, for λ ∈ R, can be chosen
so that the numerical solution asymptotically vanishes as n → ∞. Thanks to Proposition 8, (Bk(β), 0) ⊆ Ik(β) where the
stability boundaries Bk(β) are given by Bk(β) = 1/δˆ(−1).
Stability boundaries Bk(β) of first k-step FAB methods are evaluated and reported in Table 4. Moreover circles of strong
stability have been plotted (dotted line) in Figs. 1–5 together with the stability domains.
As one can argue from Fig. 6, where values of Bk(β) are plotted with respect to β, low-order explicit FAB methods exhibit
rather large intervals of stability whereas high-order methods suffer from the same stability limitations as Adams–Bashforth
methods for ODEs. Moreover Bk(β) show a decreasing character with respect toβ and, therefore, restrictions on the step-size
by reason of numerical stability become more severe for problems with a low fractional order β.
The above intervals of stability can be verified numerically by considering, for instance, the 2-step FAB method and
solving the linear test problem (10) for three values of h such that hβ1λ = 0.97 · B2(β), hβ2λ = B2(β) and hβ3λ = 1.03 · B2(β).
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Fig. 7. Solution of the linear test problem for hβλ next to Bk(β).
The results obtained for β = 0.75 and λ = −5 are plotted in Fig. 7 and indicate that B2(β) corresponds to the boundary
of the interval of stability. Similar results have been obtained with other values of β and λ and for methods with a different
number of steps.
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