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1. INTRODUCTION 
In this paper we study some aspects of the shape of the solutions of 
linear parabolic partial differential equations. Primarily we are concerned 
with the following equation in one spatial dimension 
u, = (%x), + CUT (hX)E(O, ~)XQ, 
40, . ) = 9, (1.1) 
R,u(t, .) = 0, f>O,j= 1,2, 
where D = (0, 1) and R, denotes a general boundary operator. We study 
the cardinality of the set of zeros of any time section ~,(t, .), t > 0, as well 
as the cardinality of the set S, of those ordinates, where the time section 
u(t, .) of a solution of ( 1.1) attains a specified value a. The coefftcients in 
(1.1) are not assumed to be analytic. In Section 2 we ask the question 
whether any time section u(t, .), t > 0, could vanish on an open subset liz of 
52. Based on the analyticity of the solution with respect to time and its 
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series expansion we show in Theorem 2.1 that the answer to this question is 
negative. From the proof it will become clear that we may handle 
equations in R”, n > 1, as well. In Section 3 we show by a much more 
refined analysis that in 54’ the number of zeros of any time section of 
~,(t, .) is in fact finite and that similarly the cardinality of S, is finite for 
any t>O. 
Let us make some comments on related results in the literature: 
K. Nickel [9; 12, Sect. 271 considers a general class of nonlinear parabolic 
equations and shows that the number of “k-Stellen” of u(t, .), (u,(t, .)), i.e., 
the number of such x’ E R c R’ that u(t, x’) = k (u.,( t, x’) = k)) is non- 
increasing with time. Here an interval over which u( t, .) (or ~,,.(t, .)) is con- 
stant is counted as a single “k-Stelle.” Similarly H. Matano [S] defines for 
nonautonomous, semilinear parabolic equations a so-called “lap-number” 
I(t), which basically is a count of the local extrema of the time sections 
u(t, . ). He establishes that for Neumann boundary conditions always 
I(ti) d l(t2), 0 d t, < t,. Under additional mild assumptions on the non- 
linearity, problems with Dirichlet boundary conditions or boundary 
conditions of the third kind also share this monotonic behavior of the 
lap-number. He also succeeds in proving some kind of stability of the lap 
number with respect to perturbations of the initial function. The proofs in 
[S, 91 are based on the maximum-principle for parabolic equations. Thus 
these authors study the complexity of time sections of the solutions as a 
function of time. In contrast, our results give information for every fixed 
time section u(t,, . ), t, > 0. In a recent paper [lo] a semilinear parabolic 
problem with radial symmetry was studied. The authors show that under 
rather stringent conditions on the nonlinearity the only maximum of u(t, .) 
eventually occurs at the center of symmetry. 
2. A UNIQUE CONTINUATION PRINCIPLE FOR PARABOLIC EQUATIONS 
In this contribution we study properties of the shape of solutions of 
linear parabolic differential equations. The one-dimensional equation under 
consideration is of the form 
u, = (au,), + cu, on (0, co)xQ, 
40, . ) = 4, on Q, 
Rjz4(l, .) = 0, for t>O,j= 1,2. 
Here !J = (0, 1). We shall use the following hypothesis 
(2.1) 
(H) CEL’, MEL*, aEH’, a(x) am, for some positive constant m. 
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Unless otherwise specified all function spaces are considered over the 
domain R. The operators R, defining the boundary conditions have 
domain H’ and are given for Ic/ E HZ by 
RjlCl =ajllC/(O)+ aj2$‘(0) + a,~$(l) + uj4ti’(l)r 
where c(,~E [w. Throughout we impose the following conditions on a,,: 
(HR) The boundary coefficient matrix ( i;; :I; ::; :::I h as rank 2 and 
~(0)(~,,~22-~*2~2,)=~(l)(~l,~2,-~,,~2,)~ 
It will be convenient to introduce an operator theoretic framework. We 
define the operator A in L2 by 
D(A)={t@H2:R,~=0,j=1,2} 
and 
It is well known that A is a closed, densely defined, selfadjoint operator 
with compact resolvent. Its spectrum consists of a countable number of real 
eigenvalues {1L/}, each of multiplicity less than or equal to 2 and moreover 
the eigenvalues can be ordered so that - cc < . . . d A, 6 Aj- , . . . < 1, < co 
with lim., A, = -co. The corresponding normalized eigenfunctions ek con- 
stitute a complete orthonormal set in L2. Moreover A - 01 is dissipative 
for all w > A,. Consequently A generates an analytic, selfadjoint semigroup 
T(t) on Ho with the spectral representation 
(2.2) 
where $k = (4, 0,), and t 2 0. These facts can be found for instance in 
[ 1, 5, 71 and are summarized in [2, pp. 8314321, for example. We employ 
the semigroup theoretic concept of solution for (2.1), i.e., we call u(t, .) = 
T(t)@ solution of (2.1). Since for w > II, the operator A - ol is an injective 
mapping from the Banach space D(A) endowed with the H2-norm onto L2, 
there exists a constant 2 > 0 such that 
I$IE,~<F I(A-uO$IL~<F(~ + Iwl)(IA$lL2+ llcll~) (2.3) 
for all II/ E D(A). By the continuous embedding of HZ into C1 and thus into 
C this implies 
l~klCd31 + IUI, (2.4) 
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for an appropriately defined i: independent of k = 1,2, . . . . Inequality (2.4) 
reveals that (2.2) converges uniformly in x for each t > 0. As a consequence 
(2.2) can be interpreted pointwise. For every XEQ the x-section 
t + 4t, xl = (T(tM)(x) = cp=, e’k’#kOk(x) is represented by a Dirichlet 
series and hence it is analytic in t for t > 0. By analyticity of the semigroup 
t + T(t)4 is infinitely differentiable from (0, a) to L2 and 
n T(t)4 = A”T(t)qd for t>OandnEN. (2.5) 
Moreover it is not difficult to argue that 
(2.6) 
holds almost everywhere on a. Since the functions on either side of (2.6) 
are continuous (2.6) holds everywhere on Q. Now we are prepared to state 
a unique continuation principle for (2.1). 
THEOREM 2.1. Let (H) and (HR) hold. For t > 0 a time-section 
x --f u(t, x) of the solution u of (2.1) vanishes on an open subset fi c IR lj’and 
only if 1+4 = 0. 
Proof Assume that there exists to > 0 and an open set d c Q such that 
u(t,, x)=0 on 0. This implies Au(t,, .)(x) =0 on fi. By induction we 
conclude 
w++4to, .))(x)= (4wt,, .)))(x) 
= (4x)(A”u(to, .)1.x (x)), + c(x) A”u(to, .)(x) = 0 
on d for every n = 1, 2, . . . . and therefore by (2.5), (2.6) 
an 0 z u(t,, x) = 0 for x~Bforn=O, l,.... (2.7) 
For the next step we fix x E d. Since t + u(t, x) is analytic we may expand 
u(t, x) at t = to into a power series, 
46 x) = f c&)(t - t,)k, XEfi, 
k=O 
with 
ck(x,=i ; 
0 
k 
u(t,, x) = 0 for all k=O, 1, . . . . 
ONTHESHAPEOFSOLUTIONS 333 
This implies u( t, X) = 0 for every (t, x) E (0, cc ) x 0. Further this leads to 
f t2qk l!?,(x) = 0 for (t,x)~(O, co)xd. 
k=l 
Let us first assume that the multiplicity of all eigenvalues is one. By 
uniqueness of the Dirichlet series expansion [ 13, p. 343 we infer 
4kok(x) = o onS?iforeveryk=l,2,.... (2.8) 
Since Bk cannot vanish on an open set, (2.8) implies dk = 0 for all k. This is 
possible if and only if 4 E 0. A simple modification of the above argument 
allows one to draw the same conclusion when some of the eigenvalues are 
of multiplicity 2. 
As in the proof of the previous theorem we shall base the proofs of the 
following results on the assumption of simple eigenvalues leaving the 
modilications for the general case to the reader. 
COROLLARY 2.1. Assume that c in (2.1) is a constant. If i = c is not an 
eigenvalue of A, then the derivative u, of any time-section x -+ u(tO, x), 
to > 0, vanishes on an open subset fi c Sz if and only if I$ = 0. On the other 
hand, if L = c is an eigenvalue of A, then the derivative of any time-section 
x -+ u(tO, x), t, > 0, vanishes on an open subset a c Q if and only if u(t, x) = 
const. e“’ on [0, co) x 52. 
Proof: First assume that c = 0. If u,(tO, .) = 0 on an open subset d of 52 
for some to > 0, then as in the proof of Theorem 2.1 one can argue that 
A”u(t,, .)=O for n= 1,2, . . . . Consequently ck(x) = 0 for k = 1,2, . . . and 
u(t, x) = c1 for some constant a and all (t, x) E (0, co) x fi. By continuity of 
t + u(t, .) from [0, 00) to L’(0), moreover, u(t, x) = a for (t, x) E 
[O, co) x d, where equality is interpreted in the sense of a.e. on (0) x 0. In 
view of (2.2) we have 
ul(t, x) = f e’:k’lk(bk6k(x) =0 for (t, x) E (0, co) x 0. 
k=I 
Therefore 
Akbk8k(X) = 0 on fi for every k. (2.9) 
If & # 0 for all k then 4k = 0 for all k by (2.9) and consequently 4 = 0. 
Otherwise, if 1, = 0 is an eigenvalue of A for some k, then u(t, x) = 0(x), 
(t, x) E [0, cc ) x Q, for some time independent function 8 in the eigenspace 
associated with & =O. In particular this implies that b= 6’ and by 
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assumption 0(x) = d(x) = CI for some constant c( E R and all x E 6. This, 
together with the fact that A+4 = 0 implies that q5 = u(t, .) = a on 52 for all 
t > 0. This ends the necessity part of the proof. Sufficiency is obvious. In 
case c # 0, we transform (2.1) by u = e -“‘u to u, = (au.,), without changing 
the boundary or initial conditions. Moreover 
u(t,x)= f e(j.k-c)14kek, 
k=l 
where &, Ok are the eigenvalues and eigenfunctions of A$ = (a$,), + c$. 
The result now follows as in the case c = 0. This completes the proof of the 
corollary. 
Remark 2.1. The conclusions of Theorem 2.1 and Corollary 2.1 are 
obvious in case the conditions on the data of (2.1) guarantee that every 
t-section of u is analytic in x. 
Remark 2.2. In the above corollary the assumption on c to be constant 
is essential. To illustrate this point we consider the special case 
It is easily verified that u(t, x) = e’&(x) is an H2-valued solution of 
u, = u,, + cu, 
u(t, 0) = u(t, 1) = 0, t >o, 
40, xl = d(x). 
In this case U, vanishes over a nontrivial interval for every time section, 
inspite of the fact that 4 is nonconstant on 52. 
Remark 2.3. In the development up to this point selfadjointness of A 
was used to guarantee that the eigenfunctions form a complete orthonor- 
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ma1 set which in turn implies the representation formula (2.2). However, 
some nonselfadjoint problems can be treated with the same techniques as 
used in the proof of Theorem 2.1. For example, consider 
u, = (au,), + bu, + cu, on (0, co)xQ, 
40, . ) = 4, on Q, (2.10) 
a,,u(t,O)+a,,u’(t,O)=a,,u(t, l)+cc,,u’(t, l)=O, 
where a:,+c&#O, a&+c&#O, UEH’, bEHI, MEL*, C-EL*, and a(x)> 
m > 0. As will be explained in detail in the next section, (2.10) can be trans- 
formed to a selfadjoint equation for which Theorem 2.1 is applicable. In 
this way we obtain that no time section u(t, .) can vanish on an open 
subset 4 of Q for t > 0 unless 4 = 0. 
Remark 2.4. The technique of the proof of Theorem 2.1 can be used 
equally well in the multidimensional case. We discuss a specific example in 
some detail. Let Q be a bounded domain in R” with C ‘7 ‘-boundary r. In 
the notation of function spaces we use [4] within this remark. Let us 
consider 
a, = i (qu,,).r, + c4 on Q, 
i,j=l 
40, .I = $4 
u(t, .) = 0, on I-, 
(2.11) 
where c, 4 E L2, a, = uji E C ‘, and 
for some p > 0 independent of x E Q and < = col(<, , . . . . r,) E R”. We define 
the operator A in L* by 
D(A)=H*nH; 
and 
It is well known that there exists o E R! such that AZ- A is invertible from 
H* n HA onto L* for every 2 > o [4, pp. 81-911 and moreover (A$, 1(1) < 
w [$I t2 for all $ E H* n HA. Thus A generates a C,-semigroup on L*. Since 
505/75/2-I I 
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A is also selfadjoint with compact resolvent, the spectrum consists of a pure 
point spectrum {A,}, ;1, E R, with lim I, = -co. Moreover the semigroup 
generated by A is analytic [ 11, p. 611 and again the representation formula 
(2.2) holds. Therefore we draw the same conclusions concerning the 
vanishing of any time section u(t; .) respectively grad u( t, .) on an open 
subset d of Q, t > 0, as in Theorem 2.1 respectively Corollary 2.1. Here we 
need to observe that (2.4) remains correct in dimensions 2 and 3 due to the 
continuous embedding of HZ into C. Next let n > 3 and p > n/2. Under our 
smoothness assumptions it is known that the eigenfunctions ok of A satisfy 
0, E W2’p and moreover lQkl w2.P 6 c,( jAfl,[ LP + lekl LP) for a constant ci 
independent of k [4, pp. 130, 124, 543. Since W2,p is continuously embed- 
ded into C for p > n/2 it easily follows that lt9klc 6 c,(l + In,l), for some 
appropriately defined constant independent of k = 1,2, . . . . Thus, in any 
dimension, (2.2) converges uniformly in x for each t > 0 and (2.5) holds. 
Moreover in the proof of Theorem 2.1 (and similarly Corollary 2.1) the last 
argument concerning the vanishing of an eigenfunction on an open set 
must be replaced by the unique continuation principle for elliptic operators 
as discussed for instance in [6, p. 651. The proof in [ 14) requires 
C ‘-smoothness of the coeficients and it motivated our regularity 
assumption on a,. Concerning Corollary 2.1 we point out that 2 = c cannot 
be an eigenvalue of A. 
Remark 2.5. After completion of this paper we became aware that 
Theorem 2.1 for the special case u, = du was already given in [14]. The 
proof in [ 143 is also based on a spectral representation of the solution, but 
the technical details are quite different from ours. 
3. ON THE NUMBER OF LOCAL EXTREMA 
In Section 2 we developed a method which allows one to exclude the 
possibility that a time section of a solution of a parabolic equation vanishes 
on an open subset of the spatial domain. We also showed that this method 
is applicable in the multidimensional case. 
We now return to the one-dimensional case and derive a considerably 
sharper result. Let us consider a specific case first: 
u, = (%L on Q for t>O, 
40, . ) = 4, on 52, (3.1) 
R,u( r, . ) = 0, for t>O,j= 1,2. 
We retain the notation and assumptions of Section 2. In addition we 
denote by E(0) the eigenspace associated with the eigenvalue I = 0 of the 
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operator A with c = 0. If 1, = 0 is not an eigenvalue, then we put E(0) = (0). 
Concerning Eq. (3.1) the main result of this section is 
THEOREM 3.1. Suppose that (H) and (HR) hold and let u(t, .), t >O, 
denote any time section of the solution of (3.1). Then either u,(t, .) has at 
most finitely many zeroes for every t >O or 4~ E(0): in this case 
u(t, .)EE(O)for all t30. 
COROLLARY 3.1. For any t > 0 and any tl E R there exist at most finiteIy 
many points x, such that u(t, x,) = a unless u(t, .) = a for all t > 0. 
This corollary follows directly from Theorem 3.1 and the observation 
that E(0) consists at most of constant and strictly monoton functions. 
The proof of Theorem 3.1 requires some technical emmas and additional 
notation. On C(Q) we define the following operators: 
Yu(x) = s’ u(s) ds, 
-Y” 
d#t!u(x) =a-‘(x) u(x), 
Sk(x) = j.‘ j”’ u(a) do ds, 
‘0 ‘0 
and for i= 1, 2, . . . and UE C’(G), 
Z;u(x) = ((9L~))i- l 924)(x), 
J,u(x) = ((9LA)i- ’ 924’)(x), 
with x0 E Q fixed. We shall not distinguish between the constant 1 and the 
constant function with value 1. Further let {xn} be a sequence in Q with 
lim, + m x,, =x0 and denote Q,, = [min(x,, x,), max(x,, x0)]. 
LEMMA 3.1. For any 1=1,2 ,... andsES2, 
I((~~)‘.al)(S)-(~2’+‘a(x,)~‘)(s)l 
1 1 
dmax --- 
1 Is-xol*‘+’ 
.rtR, a(x) a(x(J GF (21+ l)! 
and 
I((SA)‘9l)(s)- (P(‘+%z(xO))‘)(s)~ 
1 1 
<max --- 
I Is-xxol*(‘+‘) 
‘EL?” u(x) a(x()) ,II (21+2)! . 
(3.2) 
(3.3) 
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Proof: To verify (3.2) we proceed by induction. The case I= 1 is easily 
proved. To carry out the induction step we establish the following estimate: 
I((9Jo ‘+I Y l)(S) - (,“+‘a(x&“+“)(s)l 
3 b/+3 
ID ( 
1 1 
d ~-- 
x0 .x0 4tf2,+2) 4x0) 1 
~((~~)‘~1)(~,,+2)d5,,+,d5,,+, 
1 1 
d max --- mp’I$“+‘l(x,)I 
Qn 4x1 4x0) 
I 1 1 
+7max --- 
m xc~, a(x) a(~,) 
X 
(c;,,, * -xo)2l+ ’ 
(2z+ l)! d52/+2dl2/+3 
1 1 I+ 1 Is-xxo/2’+3 =max --- - 
.ye~, a(x) a(~,) m’ (21+3)! 
The proof of (3.3) is left to the reader. 
LEMMA 3.2. For every i = 2, 3, . . . and u E C’(a) we have 
(3.5) 
and 
4x0) 
lim (X,--XO)-(~~-‘) (liU)(X,)= (2i- l)! a(x Ii-, (3.4) “-CC 0 
lim (x, -x~)-~~ (Jiu)(x,) = (2i)yJ:))P,. 
n-m 0 
Proof: To show (3.4) we use (3.2) of Lemma 3.1, 
Ix, -x01 -‘2i- ‘) 
< lx, -x01 -o- l) I((%.w ’ Y(u- 4xo)))(xnN 
+ lXn-xoI -(2i- 1) I((~Jv ’ 9 1 k) 
- (,2i-‘a(xo)-“- “)(X,)1 lu(xo)l 
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1 1 
G (2i- l)! m’-’ xcR, 
--max /u(x)-u(xO)l 
i-l 1 1 1 
+ l4xo)l ~ m F”z a(x)-a(x,) (2i- l)!’ 
which tends to zero by continuity of u and a. Using (3.3) the proof of (3.5) 
is quite similar and therefore the details are omitted. 
LEMMA 3.3. Let {xn} he u sequence in Q with lim, _ oo x, = x0 ED and 
It/,(x,) = 0 where II/ E nz, D(A’). Then (A’$)(x,) = 0 and (A’$), (x0) = 0 
for all i = 1, 2, . . . . 
Proof: First observe that a(A’ti),~ H3 and thus a(A’$),X~ C2 for every 
i=o, 1, . . . . Clearly Il/JxO) = 0 and (a+,), (x0) = A$(x,) = 0. We shall show 
next that (~ll/.~)~.~ (x0)=O. Let u, =a$, and observe that u1 EC* with 
u,(x,,)=uI(xO)=u’,(xO)=O. Then for n=1,2 ,... 
I, x 
i I 
o;(s) ds dx= u,(x,) - u,(x,,) - (x, -x0) u;(xJ = 0 (3.6) 
-% Tl 
and therefore 
2 
< sup Iv;(x) - u;(xJ. 
.reR, 
(3.7) 
This implies uy(xO) = (AIc/)X (x0) = 0. We are now prepared to give a proof 
by induction. Some complications are due to the fact that we have to 
proceed in alternating steps: either we “add one more differentiation” or we 
“multiply by ‘a’ followed by differentiation.” In each step we have to carry 
out calculations analogous to (3.6), (3.7). Let 
vi = au:‘- 1, i = 2, 3, . ..) (3.8) 
so that 
U;=A’$ for i= 1, 2, . . . (3.9) 
and 
USE H3 c C2 for i= 1, 2, . . . . (3.10) 
We shall show that 
ZiU((X”) = tqxo) = JjUj(X”) = u(‘(x,) = 0 (3.11) 
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for all n = 1, 2, . . . and i = 1, 2, . . . . This will complete the proof. Observe that 
by the discussion at the beginning of the proof (3.11) holds for i = 1. Now 
assume that (3.11) is correct. Then, by definition 
Moreover 
Vi+ ,(x0) = (av(‘)(x,) = 0. (3.12) 
vi+ 14, I )(x”)=((~~)igO:+,)(x,)=((~~)i (“i+l-u~+~(xO)))(xn) 
= ((mq- l %l’)(x,) = ((a/tq- l Y($ - v((x,)))(x,) 
= ((L2,)i- 1 .fo:)(x,) = (Z,oj)(x,) = 0, 
where we used (3.12). By (3.13) and (3.4) of Lemma 3.2 we find 
ll;, ,(x0) = 0. 
Next we calculate 
(Ji+,uI+, )(x,)=((~~)‘~u:+,)(x,) 
= (9Jhf)’ 
( 1 e3 (4+1(L) - 4+1bJ) 42 (x,) .m ) 
=((~~)iSU:+I)(Xn)=(zi+luj+l)(x,)=o, 
(3.13) 
(3.14) 
(3.15) 
where we used (3.14) and (3.13). By (3.5) and (3.15) moreover we find 
u;, ,(x0) = 0. (3.16) 
Thus by (3.13k(3.16) we obtain (3.11) with i replaced by i+ 1. 
Proof of Theorem 3.1. We start with some preliminary technical 
remarks. Recall from (2.5), (2.6) that for every t > 0 
A’u(t, .)=($)iu(t, .)=($--u(t, .) in C. (3.17) 
Moreover 
(Ah(t, -)),=($i-&~(t, .) in C (3.18) 
for every t > 0. We give the details for i = 1. The general case follows easily 
by induction. The case i= 1 is a consequence of 
(3.19) 
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for all t > 0, x E 0. To verify (3.19) observe that t + Au(t, .) from (0, cc ) to 
H2 is continuous. Here we use the fact that T(t)4 = u(t, .) is an analytic 
semigroup. Therefore t -+ (a/ax) Au(t, .) = d/dx((d/&) u(t, .)) from (0, co) 
to C(0) is continuous and in particular (iJ/dx)(d/Jt) u(t, x) is continuous 
on (0, cc ) x a. Moreover (a/ax) u( t, x) exists for every t > 0, x E a, where 
we have to consider the right (respectively left) derivative if x E aQ. Thus 
the conditions for Schwarz’s theorem on the interchangability of partial 
derivatives (see, e.g., [3, p. 1851) are satisfied and we have (3.19). We 
observe that Schwarz’s theorem can be modified to hold for one sided 
derivatives if x E 852. 
Let us assume now that for some t,>O there exists a sequence {x,}, 
x,, E Q, with u,( t,, x,) = 0 for every n. Then there is a subsequence, again 
denoted by {xn>, convergent to some x0 ED. Applying Lemma 3.3 with 
$=u(t,, .), (3.17) and (3.18), we obtain 
(~)iu(to,x,)=(~)l&u(to,x,,)=O for all i=l,.... (3.20) 
Recall now the spectral representation (2.2) of u(t, .) and from the 
statement just before (2.4) that the normalized eigenfunctions 8, of A 
satisfy ]tikl cf d 2( 1 + ]A,1 ). Therefore the series Cp= , eZk’dk8b converges 
uniformly in x for every t > 0, too, and u,(t, .) = I.,“=, eik*dk&. Thus 
t + u(t, x0) and t + u,(t, x0) can be represented by the Dirichlet series 
u( t, xg) = f &‘bk 8,(x,) 
k=l 
and 
u,(t, x0) = f e’-“‘c+bk6;(x,), 
k=l 
(3.21) 
(3.22) 
and are analytic functions of t, for t > 0. This allows one to expand these 
functions into power series around t = t,, the expansion coefficients being 
( l/i!)(d/dt)i u(t,, x0) and (l/i!)(a/&)’ (a/ax) u(t,, x,), respectively. By (3.20) 
these coefficients are zero for i= 1, 2, . . . We therefore find 
44 XII) = Cl 
dt, %I) = c2 
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for constants ci E [w and all I > 0. Furthermore by (3.21), (3.22) 
kr, e’k’#kOk(xO) = c, and for t > 0. 
Differentiating with respect to time and using the uniqueness of the 
Dirichlet series expansion gives 
dk4f~kM = hc~/c~;h) = 0 for k = 1, 2, . . . . 
From this we obtain 4k = 0 unless 1, = 0. Thus 4 E E(0) and the proof is 
completed. 
Let us now turn to the general equation 
u, = ((au,), + bu, + cu, on Q for t>O, 
40, . ) = 4, on Q, (3.23) 
Rp( t, . ) = 0, for t>O,j= 1,2. 
Here we sharpen the smoothness assumptions on the coefficients by 
requiring 
(Hl) a, b, CE C”(Q), a(x)>m>O, $4 E L2(Q). 
Again the boundary conditions are subject to (HR). 
Our first objective is to modify Lemmas 3.1-3.3 in such a way that 
the technique of the proof of Theorem 3.1 can be applied to (3.23). The 
following results will contain the results of the first part of this section 
(under the stronger assumption (Hl)) as a special case. However, there’is 
no unnecessary redundancy. Having provided many details for the special 
case, we can skip some notationally lengthy arguments now without losing 
clarity. 
In order to generalize the idea of Lemma 3.3 we have to keep track of 
the appearance of the coefficients a, 6, c in successive powers of A. Here A 
is defined by 
with D(A) as in Section 2. To accomplish this aim we introduce some 
additional notation. Let D denote d/dx and 
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Consequently, if # E D( A ), then 
Furthermore let m,e (0, 1 } and i = 1, . . . . 3k. Then an easy induction 
argument shows that 
k = 1, 2, . . . . where C’ indicates that the sum is taken only over those 
3k-tuples (m,, . . . . mJk) which in addition satisfy 
m3i-2+m3j-,+m3i=1, i = 1, 2, . . . . k. (3.25) 
Each sum in (3.24) contains 3k terms. As an example, (a(&$‘)‘)‘, a term 
occurring in the expansion of A3$, is represented by the symbol S%‘99$, 
which corresponds to the choice m, = m6 = m8 = 1, m2 = m3 = m4 = m5 = 
m, =m, =O. Each of the terms in (3.24) has an integral counterpart, for 
which we employ the following notation 
xl+9 = sJk!os*, 
=eQ = ant&, 
where for f~ C(Q) with 1 f 1 > 0 we put A,$ = I,+/’ Below we shall 
frequently use the following relations which are easily verified: 
(Jf-d$)b) = (SW)(x) if D+(x,) = 0, 
(~~$)(x) = It/(x) if t&x0) = 0. 
(3.26) 
We are concerned with expressions of the form 
&~jk~mm)k&I~mm)k-2 
L 
. . . &j?ql,g7~2p7y, 
where $ E C(a). 
For k = 1,2, . . . we define 
k 
Pk,l’ C m3j-2, 
j=l 
(3.27) 
k 
llk,z= C m3j-1, 
j=l 
k 
pk.3’ c m3jy 
j=l 
pk = 2pk,l + pk.2. 
(3.28) 
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The expression in (3.27) represents a ,n,-dimensional integral. We shall 
require the additional hypothesis 
(H2) lb(x)1 > p >O and Ic(x)l >q>O for all x in a neighborhood 
U(x,) of xg. 
Henceforth it is assumed throughout that IZ is chosen sufficiently large so 
that 0, c V(x,). 
The analog of Lemma 3.1 is given in 
LEMMA 3.4. Let (H 1 ), (H2) hold. Then for s E Q, and k = 1, 2, 3, . . . 
/ (&r’kym3k- I . . . Z~~%?l)(S) 
- (9”“a(x&~kJ b(xJF’kJ c(x(J~kJ)(s)l 
~ b--olPk e 
pk! k,n 
(3.29) 
I(&y3ky-i . . . ~ia”z~x”‘y l)(s) 
- (9 ~k+la(x,)-pkJ b(x&p’.* c(x&“k,3)(s)l 
(3.30) 
where 
1 1 
Qk,n=max --- pk,l 
1 1 
+max --- pk.2 
D, b(x) b(x,) rnrk.‘pp- lq”k.3 
1 
+max L-- pk.3 
R” c(x) c(xO) mpk.1pvk.2qpk,3- ” 
Proof We only prove (3.29) since (3.30) is quite similar. Again we 
proceed by induction. It is simple to verify (3.29) for k = 1. We assume that 
(3.29) is true for k 2 1 and verify its validity for k + 1. Each induction step 
itself consists of the three possibilities (m3k + 3, m3k + 2, msk + , ) E { (1, 0, 0), 
(0, LO), (0, 0, I)$. w e consider only one of these similar cases and take 
(m 3k+3, m3k+2? m3k+l ) = (1, 0,O). Note that by (3.28) we find 
pk + I, I = pk. I > iuk.l,2=~k,2~ pk+l,3=pk,3+ ‘3 pk+l=pk. 
(3.31) 
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Consequently we have to consider for SER, 
((&pk+35p+2.. .97mzxmll)(S) 
_ (~~ktla(xo)-Pk+l.l b(xO)-llk+l.2 c(,~o)-Pk+L3)(s)l 
. A/““‘1 ) - ~%(x,)-~~J h(x,) -lK2 c(xo) -Pk.‘))(s)/ 
1 1 
Gmax --- m 
Qn c(x) c(x0) 
1 ls-xxgI@k 
+- Q 
4 /lk! k,n 
This ends the proof. 
The analog of Lemma 3.2 is contained in 
LEMMA 3.5. Let (Hl ) and (H2) hold and let u E C(Q). Then for 
k = 1, 2, . . . 
4x0) = - a(xo) 
pk! 
-Pk.I b(xo) --WT.2 c(xo)-P”.3 (3.32) 
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lim (x, - x0)- (Pi+ 1) (~y3kyQ-l . . . ~m2~XmlyU)(Xn) 
n-m 
(3.33) 
Using Lemma 3.4, the proof is quite similar to that of Lemma 3.2 and is 
therefore omitted. Lemmas 3.3 and 3.4 remain correct for a, b, c E C(Q). 
The additional smoothnes assumption, however, is required for the 
following result. 
LEMMA 3.6. Let (Hl), (H2) hold and let $ E np=, D(Ak) with $(x,) = 0, 
where {x,,} is a sequence in Q satisfying lim x, = x,, E D. Then (Ak$)(xo) = 
(Ak$), (x0) = 0 for k = 1, 2, . . . . 
Proof: By (Hl) and $E cl?=, D(Ak) we have $E Cm(Q). For 
k = 1, 2, . . . consider 
&““@“‘Z$W’3 . . . gm3k 1 
sP’“ll/(x(J = 0, (3.34) 
(Ddrn’Brn2.~. %-$)(X0) = 0, (3.35) 
(4$73k9”‘3k-‘. . . ~f”l&‘“l@“2.. . ~m’“-~~m3k~)(x,) = 0, (3.36) 
(&~Jk~“‘,k-’ . . . $‘-‘-~D&“” . . . ~‘“‘“-l~“‘3k$)(x,) = 0, (3.37) 
where (m,, . . . . m3k) is any 3k-tuple with mi E (0, 1 } satisfying (3.25). It is 
straightforward to verify (3.34)-(3.37) for k = 1 with arguments which are 
analogous to those at the beginning of the proof of Lemma 3.3. Next we 
prove (3.34k(3.37) by induction, To show their validity for k + 1 we have 
again to consider the three cases (m,, m,, rn3) E ((LO, 0), (0, LO), 
(0, 0, l)}. We prove only one and put (m,, m2, m3) = (LO, 0). Then 
(&Fk+3ym3k+2.. . x”l&“l . . . $#m3k+2~m3k+3~)(Xn) 
= (&~3k+)~m3k+2.. ~“Q~D&““4.. .$$“‘3k+311/)(xn) = 0, (3.38) 
where for the first equality we used (3.26) and (3.35), and for the second 
one (3.37). Now (3.32) of Lemma 3.5 implies 
(~““L3’“2.. . &?“‘~~+2f&@“3~+~~)(x,,) = 0. (3.39) 
Next consider 
(&m3k+3zm3k+2.. . 
c X”‘~DJSF . . . Vmw+ )I(I)(x,) 
= (&yt3gm=+2.. . &‘-ml&m~@“2.. . ~m3”+3+)(x-) = 0, (3.40) 
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where for the first equality we used (3.26), (3.39) and for the second (3.38). 
From (3.40) and (3.33) with u = Dd”’ . . .GPK+~$ we obtain 
(Dd”’ . . W “~k+3$)(Xo) = 0. (3.41) 
Summarizing (3.38)-(3.41) we have shown (3.34)-(3.37) for k+ 1. This 
ends the induction step. The lemma now follows from (3.24). 
Remark 3.1. Lemmas 3.4-3.6 remain correct if (H2) only holds for 
those coefficients in (3.23) which are not identically zero. Moreover some 
simple modifications of the proof of Lemma 3.6 reveal that its conclusion 
remains valid in case c = 0 and x, is a sequence satisfying $.Jx,) = 0 
instead of t&x,,) = 0. Specifically (3.27) should be replaced by 
and correspondingly (3.28) by 
k-l k-l 
Pk.1’ C m2j-1, pk.2= c m2,, pk = 2pk. 1 + pk.2. 
/= 1 /=I 
THEOREM 3.2. Let (HR) and (Hl) hold with h = 0. Then either u(t, .) has 
at most finitely many zeros for every t > 0 or 4 = 0. 
ProoJ: Since b = 0 implies that A is selfadjoint, the proof of this 
theorem is only slightly different from that of Theorem 3.1. Assume that for 
some t, > 0 there exists a sequence {x,} in Q satisfying u( t,, x,) = 0 for all 
n and lim x, = x,, E 0. Clearly u(t,, .)E fir= 1 D(Ak). Let us make the 
additional assumption that c(xO) >O or c(xO) ~0. Since c is continuous 
there exists a neighborhood U(x,) and qE [w such that /c(x)1 > q > 0 for 
x E U(x,). Thus (H2), modified as in Remark 3.1, holds and Lemmas 3.4 
3.6 are now applicable. In the following arguments we refer to the proof 
of Theorem 3.1. By Lemma 3.6 we find (d/&)k u(t,, x0) = (d/i%)” 
(a/ax) u(t,, x0) = 0 for all k = 1, 2, . . . and by assumption u(t,, x0) = 
u.,(t,,, x,,) = 0. Therefore u(t, x0) = u&t, x0) = 0 for all t > 0. This implies 
bkok(xO) =4,&(x,) = 0 for all k = 1, 2, . . . . and as a result 4 E 0. If c(xO) = 0 
then the differential operator is changed to A+ = (atix)x + (c + l)@ - $. In 
this case the coefficients (c + 1) and (- 1) are in C” and both are non- 
vanishing at x0. Then we consider triples of the form &m~+%Y’a+*%Z~+3, 
where mk+l +m,+,+mk+,= 1 and WI+ = -I,+. Observe that with minor 
changes the conclusions of Lemmas 3.4-3.6 remain valid. The result now 
follows as in the case c(xO) # 0. 
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Now we turn to the nonselfadjoint case of Remark 2.3 and restrict the 
boundary condition assuming that they are nontrivial and separated, i.e., 
(3.42) 
with a:, + a:, # 0 and az3 + a$, # 0. 
It can easily be verified that assumption (HR) holds for nontrivial 
separated boundary conditions. 
THEOREM 3.3. Assume that (Hl) holds and that the boundary conditions 
are nontrivial and separated. Then u( t, ) has at most finitely many zeroes for 
every t > 0 or I$ = 0. If c 3 0, then ui( t, .) has at most finitely many zeroes 
for every t > 0 or q5 is constant. 
ProoJ: First the problem is transformed so that it becomes elfadjoint. 
Let U: L2 + L2 be defined by 
where g(x) = exp( -f j;(b/a) dt). This operator is a bijection with 
U ~ ‘$ = It/g- ‘. Further we define A in L2 by 
D(A”)= {$E H2: aIl/(O)+filC/‘(O)=O, y+(1)+611/‘(1)=0} 
with 
aI2 b(O) a=a,,---, 
2 40) 
P=a12, 
al4 b(l) 
1’=%,-la(l)’ 6 = a24, 
where 
b= b’ 
c=c-G-?. 
Then U-‘D(A) =D(A”) and AU+ = UA”II/ for $ ED(~). Moreover 
T(t) U- ‘4 = U- ’ T(t)qS, where T(t) is the linear semigroup generated by A”. 
Let us now concentrate on the case c & 0 and assume that there exists a 
sequence (xn} in Q with lim x, = x0 E Sz and u( t,, x,) = 0 for some t, > 0. If 
b(x,) # 0 as well as c(x,,) # 0 then by Lemma 3.6 
(AkU(t,, .))(xo) = (Ak4t,, .)I., (xo) = 0 (3.43) 
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for all k = 1, 2, . . . . If b(x,) =0 or c(xO) = 0 we have to modify the 
arguments as indicated in the proof of Theorem 3.3. Assume, for example, 
that b(x,) =0 and c(xO) #O. Then we write (3.23) as u, = (a(u,),+ 
(b+ 1) u,- u, + cu, and the coefhcients are now all nonvanishing at x0. 
Subsequently the triples in Lemmas 3.4-3.6 are replaced by quadruples of 
the form &W + Ig”‘h +2&J? + 2$fmk t4, where mk+r +mk+z+mk+X+mk+,= 1. 
It can be argued that Lemma 3.6 remains valid. The cases c(xO) = 0, 
b(x,) # 0, and h(x,) = c(-‘cO) =0 are handled analogously and (3.43) holds 
in any case. Next observe that with u(t, .)= p(t) UP’4 
and 
(A”ku(41, ~))c%)= (U-‘Ak4t,, ‘)N%) (3.44) 
(Jku(b, .)I., (xc4 = W’(Akah ~)),NX,) 
+ ; U-‘Aku(t,, 
In view of (3.43) this implies 
(Ak4kl, . ))(xo) = (~ku(b, .)I., (x0) = 0 (3.46) 
(3.45) 
for all k = 1, 2, . . . As in the proof of Theorem 3.2 this gives U- ‘d = 0 and 
thus C$ = 0. Using Remark 3.1 the case c - 0 can be treated in a similar 
manner. We find that U-‘~!I is an element of the kernel of A”, therefore 
#GE(O) and hence 4 is constant. This ends the proof. 
COROLLARY 3.2. Assume that (Hl ) holds, that the boundary conditions 
are separated, and that c s 0. Then for any t > 0 and CI E Iw either there exist 
at most finitely many points x, E l2 such that u(t, x,) = LY or u(t, .) = CI for 
t b 0. 
Remark 3.2. The purpose of this remark is to indicate that the results 
of this paper are also applicable to certain classes of parabolic systems. We 
discuss the special case of Dirichlet boundary conditions, but it will be 
evident that other boundary conditions can be treated as well if only the 
solution is given by a spectral representation as in (2.2). Unless otherwise 
specified all functions and function spaces are considered on 52 = (0, 1) with 
values in [w”, n E F+J. We investigate 
u,=(si4,).+Hu, 
40, x) = $4 (3.47) 
u( t, 0) = u( t, 1) = 0, 
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where F(x), H(x) are symmetric n x n matrices for every x E [0, 11, with 
coordinates F, E: H’(Q; R) and Hue L*(Q; R), for i, i= 1, ,.., n, and 4 E L*. 
Moreover it is assumed that there exists a constant m > 0 such that 
STW)tl am ItI’,. for all xE [0, l] and [ER” 
In (3.47), U, and U, stand for coordinatewise differentiation with respect o 
t and x. Let A be the operator in L* defined by D(A) = HZ, n H* and 
A$= (Wr), + fW. 
It can be verified [l, 7, 111 that A generates a compact, selfadjoint 
semigroup T(t) in L* which admits a spectral representation as in (2.2) and 
each eigenvalue of A is of finite multiplicity. We shall say that a function 
$ E C vanishes at a point of its domain if it vanishes in all coordinates 
simultaneously. With this convention in mind and with the specifications 
made above, the conclusions of Theorem 2.1 and, with H = 0, of 
Theorem 3.1 remain correct for Eq. (3.47). The proofs with F and H 
replacing a and c can be adopted without any essential changes. Some care 
is necessary in generalizing Corollary 2.1. It may be condensed into the 
following statement: Assume that H in (3.47) is a constant matrix. Then the 
derivative u, of any time section x -+ u( rO, x), t, > 0, vanishes on an open 
subset 0 c Q if and only if 
U( f, X) = C dk,eH’B,, = eH’(, (4X)ECO, oo)xQ 
icJ 
for some { E R” and with J = {i: I,, is an eigenvalue of A whose associated 
eigenfunction 0,, is constant (hence tIk, is an eigenvector of H)}. 
Next let G be another symmetric n x n matrix and assume that the 
elements of F, G, and H are P-smooth. Observe that Lemmas 3.4-3.6 
with a, b, c replaced by F, G, H also hold in the matrix case, provided 
that in (3.32) and (3.34) of Lemma 3.5 the terms involving the coefficients 
a, b, c are replaced by H-m3k(~o) Gpm3k-I(~o) F-“‘“m2(xo). . . G-“2(~,) 
F’-ml(~o) u(xO). With Lemma 3.6 available one can show that the con- 
clusion of Theorem 3.2 remains valid in the matrix case as well. Finally 
consider 
u, = (Fu,), -t Gu, + Hu (3.48) 
with boundary and initial conditions as in (3.47). If in addition to the 
above assumptions the matrices F(x) and G(x) commute for every x E 52, 
then the transformation in the proof of Theorem 3.3 can again be perfor- 
med and the conclusion of that theorem is correct for (3.48). 
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APPENDIX 
In this appendix an alternative approach to prove results analogous to 
those of Section 3 based on Rolle’s theorem and transformations of dif- 
ferential Eq. (3.23) is given. While this approach is more elegant and allows 
one to reduce the regularity assumption (Hl ), it cannot be used for all 
cases that were covered by Section 3. Specifically, Rolle’s theorem is not 
applicable to give the conclusion of Lemma 3.3 in the case of systems of 
differential equations which are covered by Remark 3.2. Also the series of 
transformations described in Theorem A.1 below does not apply to impor- 
tant cases of nonseparated boundary conditions. 
We start with an alternative proof of Lemma 3.3 which is used in the 
proof of Theorem 3.1. 
Proof of’ Lemma 3.3. Without loss of generality one can assume that 
{xn} is monotone, e.g., x, < -‘cz < ... with lim, _ z x, =x0. We put 
$, = A’$, for i = 1, 2, . . . . Since a$’ E C ’ vanishes at X, and x, + , , Rolle’s 
theorem implies the existence of y, E (x,, x,+ 1) such that (a$‘)‘(y,) = 0 for 
n = 1, 2, . . . . This gives $,(x0) = $ ,( y,) = 0. But $r E C, and thus, again by 
Rolle’s theorem, there exist Z,E (y,, yn+ 1) such that t+V,(z,)=O and con- 
sequently t,V,(xO) = 0. Clearly one can proceed by induction, showing that 
for every i> 1 there exist sequences y: and zb converging monotonically 
from below to x0 and satisfying tii(yL) = $:(zi)= 0. It follows that 
A’$(x,) = (A’$)., (x0) = 0 f or all i= 1, 2, . . . and Lemma 3.3 follows without 
use of Lemmas 3.1 and 3.2. 
Next we give a result which is comparable to Theorems 3.1 and 3.2. 
THEOREM A.l. Consider (3.23) with nontrivial separated boundary con- 
ditions (3.42) and assume that (H) holds and that bE W’,s, CE L”. Then 
either u( t, .) has only finitely many zeroes for every t > 0 or Q = 0. 
Proof: The proof is based on a series of transformations. First (3.23) is 
reduced via 
to 
0, = (au,), + Zu, 
(A.11 
(A.21 
46 0) + Bu,(t, 0) = 0, 
yu(t, l)+su,(t, l)=O, for t>O, 
5Q5/75/2-12 
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where ?= c- b2/4a - b’/2 and CI, /?, y, 6 are specified in the proof of 
Theorem 3.3. To reduce (A. 1) to an equation with E = 0 choose /I > 1 i;( Lr 
and let r E H2 be the unique solution of 
(az,), + Fz = AT, on Q, 
r(0) = 1, r,x(o) = 0. 
One can show that r I 2 0, hence r 2 1, on Q. Therefore we may define a 
new state variable w by 
u(t, x) = e%(x) w(t, x). 
Observe that w satisfies the differential equation 
(-4.3) 
w, = (aw,), + 2a 2 w,, 
t 
40, x) w(0, x) = -, 
r(x) 
ctw(t, 0) + Bw .( t, 0) = 0, 
W(l)+Wl)) 46 l)+W1) w,(t, l)=O, 
Finally we introduce a new spatial coordinate via 
t(x) = 1; r2(s) ds, 
and put 
Then a standard calculation shows that w satisfies 
z, = (&,)Y? on (0, a) x (0,5d, 
40, 5) = w(O, x(5)), 5 E co, Lll~ 
az(t, 0) + pz.,tt, 0) = 0, 
(‘4.4) 
for t > 0. 
(A.51 
(v(l) +Wl)) z(t3 M+6t3(1) z,(4 50) =o, (‘4.6) 
where lo = s: t2(s) ds and ii(t(x)) = a(x) r”(x). Now assume that u(t,, .) 
has infinitely many zeroes for some t, > 0. Then in view of (A.l), (A.3), and 
(A.5) the transformed variable z(t,, .) has infinitely many zeroes. Con- 
sequently zJt,, .) h as infinitely many zeroes as well. It is also simple to 
check that the boundary conditions in (A.6) are nontrivial and hence 
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Theorem 3.1 is applicable and implies that Z~E E(0) with z0 = ~(0, .). By 
the definition of E(0) this means that z,, = 0, or that i = 0 is an eigenvalue 
of the generator A” associated with (A.6) and A”z, = 0. In this case it follows 
that z(t, .) = z0 for all t > 0 and hence z0 has infinitely many zeroes as well. 
This is only possible for z0 = 0 which implies q5 = 0. 
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