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Abstract 
Wolf, M.J., Nondeterministic circuits, space complexity and quasigroups, Theoretical Computer 
Science 125 (1994) 295-313. 
By considering nondeterminism as a quantifiable resource, we introduce new nondetenninistic 
complexity classes obtained from NC circuits using a bounded number of nondeterministic gates. 
Let NNC(f(n)) denote the class of languages computable by an NC circuit family with O(f(n)) 
nondeterministic gates. Iff(n) is limited to logn, we show that the class obtained is equivalent to NC. 
Iff(n) is allowed to encompass all polynomials, we show that the class obtained is equivalent to NP. 
The class of most interest, NNC(polylog), obtained by letting f(n) encompass all polylogarithmic 
functions, contains a version of the quasigroup (Latin square) isomorphism problem. The quasi- 
group isomorphism problem is not known to be in P or NP-complete; thus, NNC(polylog) is 
a candidate for separating NC and NP. We also show that NNC(polylog) E DSPACE(polylog). 
More specifically, we show that NNCk(log’ n) is contained in DSPACE(logk n), where NNCk(logjn) 
denotes the complexity class obtained from an NC’ circuit with O(logjn) nondeterministic gates. 
This containment yields DSPACE(logZ n) algorithms for the quasigroup isomorphism problem, the 
Latin square isotopism problem and the Latin square graph isomorphism problem. The only 
previously known bound for these problems is Miller’s time bound of n “‘*2”+o(‘). This result also 
generalizes the DSPACE(log2n) algorithm of Lipton et al. (1976) for the group isomorphism 
problem. We also show that, for every k, NNC(n’) E DSPACE(n’), and if for some k there exists 
a j such that DSPACE(nk) G NNC(nj) then NP= PSPACE. 
1. Introduction 
By giving NC circuits a limited amount of nondeterminism, we develop interesting 
complexity classes between NC and NP, as well as demonstrate their relationship to 
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the well-known DSPACE classes. As a result of the relationships among these new 
classes and DSPACE classes, we show that the quasigroup (Latin square) isomor- 
phism problem is in DSPACE(log2 n). Lipton et al. [l l] presented a DSPACE(log2 n) 
algorithm for group isomorphism. But, as Miller [12] pointed out, their algorithm 
relies on the associativity of groups and does not readily generalize to quasigroups. 
Miller [12] also presented a more general algorithm requiring n”g2 “+O(l) time for the 
quasigroup isomorphism problem. We use nondeterministic NC circuits and a combi- 
natorial argument to show that quasigroup isomorphism, Latin square isotopism and 
Latin square graph isomorphism can be decided in DSPACE(log’ n). 
Typically, a particular computational device is either able to make a nondeterminis- 
tic move at every step or none at all. However, Kintala and Fischer [S, 8,9] treated 
nondeterminism as a quantifiable resource for a number of different computational 
models. By restricting the number of nondeterministic moves a real-time Turing 
machine can make, Fischer and Kintala [S] showed that there exists an infinite 
hierarchy of languages between the real-time languages (the class of languages 
accepted by deterministic Turing machines that read an input symbol at every step) 
and the quasi-real-time languages (the class of languages accepted by nondeterminis- 
tic Turing machines that read an input symbol at every step). Kintala and Wotschke 
[lo] counted the number of nondeterministic states an automaton passes through on 
its way to acceptance of an input. They developed a “succinctness” hierarchy which 
measured the savings in the number of states of a nondeterministic finite automaton 
with more nondeterministic states over a nondeterministic finite automaton with 
fewer nondeterministic states relative to the corresponding minimal deterministic 
finite automaton. By using circuits as our basic model of computation, we have 
a natural means to quantify nondeterminism, and we extend the idea of limiting the 
amount of nondeterminism available to a computational device by developing a non- 
deterministic version of NC. 
We develop nondeterministic NC (NNC) circuits by uniformly adding guessing 
gates to families of LOGSPACE-uniform NC circuits. Let NNC(f(n)) be the class of 
languages accepted by LOGSPACE-uniform families of NC circuits with O(f(n)) 
nondeterministic gates or guess gates, where n is the length of the input. We will refer 
to a circuit from such a family as a uniform NNC circuit, and such a circuit accepts an 
input if it outputs a 1. (See [3,13] for complete descriptions of uniform circuit 
families.) The guessing gates give the circuit a set of guessing inputs, y, in addition to 
the ordinary inputs, x. Note that 1x1= n and lyl =f(n). An NNC circuit is said to 
accept x if and only if there is some string of guessing bits y that causes the circuit to 
output a 1. Thus, f(n) can be thought of as the maximum number of guess bits used in 
computations on inputs of length n. The classes we study in this paper are of the form 
NNC(logk n) and NNC(nk). In addition, let NNC(polylog)= U,, 1 NNC(logk n) and 
NNC(poly)= u,, I NNC(nk). We also refine the NNC(logkn) classes to include an 
index indicating the depth of the circuit. Let NNCk(logjn) denote the class of 
languages accepted by LOGSPACE-uniform families of NCk circuits with O(logjn) 
guessing gates, where an NCk circuit is a circuit with depth O(logk n). This definition 
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is consistent with Cook’s notation [3] in that the exponent of NC indicates the depth 
of the circuit. 
Note that NNC complexity classes are related to RNC, a random version of NC. 
RNC circuits and NNC circuits compute in exactly the same manner, although each 
has a different acceptance criteria. An NNC circuit accepts if and only if there is at 
least one string of guess bits that causes the circuit to output a 1. Whereas an RNC 
circuit accepts if and only if at least some constant fraction of the possible strings of 
random (or guess) bits causes the circuit to output a 1. Since RNC circuits are allowed 
to use a polynomial number of random bits, we can only say that RNC G NNC(poly). 
This is not surprising since later we will show that NNC(poly)=NP. We also know 
that if a language has an RNC algorithm requiring O(f(n)) random bits then that 
language is in NNC(f(n)). 
In Section 2 we explore the effect of varying the amount of nondeterminism 
available to an NNC circuit. We show that NNC(log n) = NC and NNC( poly) = NP, 
thus suggesting that NNC(polylog) may lie properly between NC and NP. 
The parallel computation thesis states that parallel time is roughly equivalent o 
sequential space [2]. In Section 3 we explore the effects the addition of nondetermin- 
ism has on this idea by demonstrating some relationships between the well-known 
DSPACE classes and the nondeterministic NC classes developed in Section 2. We are 
interested in the relationship between sequential space and the amount of nondeter- 
minism used by NNC circuits. Unfortunately, we are unable to show equivalence 
between the DSPACE classes and the NNC classes. In fact, we give some evidence 
that certain DSPACE classes and certain NNC classes are probably not equivalent. 
In Section 4 we develop nondeterministic NC algorithms for the quasigroup 
isomorphism problem and related problems, problems not known to be in P or 
NP-complete. By applying the relationships developed in Section 3, we demonstrate 
that quasigroup isomorphism, Latin square isotopism and Latin square graph 
isomorphism are decidable in DSPACE(log* n). Our result, however, relies mostly on 
a new representation we develop for elements of quasigroups, not on NNC complexity 
classes. This new representation coupled with Miller’s observation that a quasigroup 
has at most [log, rr] generators leads to a new DSPACE(log* n) algorithm as well as 
our NNC*(log* n) algorithm for the quasigroup isomorphism problem. 
We use Turing machines to define deterministic and nondeterministic time and 
space complexity classes. Our Turing machine models are the usual ones, and we 
assume that the reader is familiar with Turing machines as described in Chapters 
7 and 12 of [7]. We briefly describe the model that we use. A Turing machine is 
a finite-state machine with some fixed number of infinite work tapes, one of which 
contains the input. For a deterministic machine M, we say that a language L is 
accepted in time T(n) by M if and only if, for all inputs w of length n, M makes no 
more than T(n) moves and halts in an accepting state if and only if WEL. L is said to 
be in DTIME( T(n)). If M is nondeterministic, then L is said to be in NTIME( T(n)). 
When considering deterministic space bounds, we are often concerned with bounds 
that are sublinear. In this case we adopt a read-only input tape Turing machine model. 
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In this model the input is found on a read-only tape, which is not counted in the space 
used by the machine. For a deterministic machine M, we say that a language L is 
accepted in space S(n) by M if and only if, for all inputs w of length n, there is a valid 
computation of M that uses no more than S(n) work tape cells and leads to an 
accepting state if and only if WEL. L is said to be in DSPACE(S(n)). 
2. Some basic relationships 
The central goal of complexity theory is to determine whether P differs from NP. 
In a similar vein, we would like to determine whether NC differs from NP. The 
approach we take involves searching for a class of functions C such that 
NC s NNC(C) 5 NP. We will show that the class NNC(poly) is too big since 
NNC(poly) = NP. This is not surprising since Fortune and Wyllie [6] using a PRAM 
model for NC showed a similar result. Dymond [4], using a nondeterministic version 
of a hardware modification machine, also showed that NP and nondeterministic NC 
are equivalent. The advantage the NC circuit model has over these other models is the 
straightforward manner in which the amount of nondeterminism used in computa- 
tions can be quantified. Next we consider the function log n and find that NNC(log n) 
is too small, since NNC(log n) = NC. The most interesting case is when C is the class of 
functions that are bounded by polynomials in log n. In Section 4 we show that a form 
of quasigroup isomorphism is in NNC(polylog). This problem is not known to be in 
P nor is it known to be NP-complete. Thus, NNC(polylog) joins P, RP, ZPP and 
RNC as a candidate for a class separating NC and NP. Like these other classes, 
however, we can only show NC E NNC(polylog) E NP. We are unable to show that 
either containment is proper. 
We begin our search for a class of functions to separate NC and NP by considering 
the class NNC(poly). 
Lemma 2.1. NNC(poly) G NP. 
Proof. Assume the set A is in NNC(poly). We construct a nondeterministic poly- 
nomial time bounded Turing machine M that simulates the NNC circuit on a given 
input x, where 1 x I= n. M first computes a description of the NNC circuit that accepts 
words in A of length n, then guesses the outputs of the guess gates, and, finally, since 
there are only a polynomial number of gates in the circuit, M computes the output of 
each gate including the output gate in polynomial time. 0 
The next goal is to show NP c NNC(poly), which implies NNC(poly)=NP. Let 
L be a set in NP. We take a nondeterministic one-tape Turing machine M that accepts 
L and construct a family of NNC(poly) circuits, C1, Cz, . . . . C,, . . . . such that C, 
accepts inputs of length n. On input x of length n, C, “guesses” the instantaneous 
descriptor (ID) for each move of an accepting computation of M on input x. An ID is 
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a string of bits representing the contents of the tape, the position of the tape head 
(written in binary), and the current state of the machine M. Next, for each pair of 
adjacent ID’s, a small circuit verifies that the second follows from the first via a legal 
move of M, given the head position and the state of M. Then, if every pair of adjacent 
ID’s corresponds to a legal move and the state of the last ID is an accepting state, the 
circuit accepts; otherwise, it rejects. 
Theorem 2.2. NP = NNC(poly). 
Proof. Lemma 2.1 shows one direction of the theorem. We now give more details of 
the argument outlined above. 
Let M be a nondeterministic polynomial time-bounded Turing Machine accepting 
a language L in NP. Without loss of generality, it can be assumed that M has only one 
tape and that every computation on inputs of length n takes q(n) steps, where q is 
some polynomial. Now consider a computation of M on input x of length n to be 
a table of instantaneous descriptors, ID,, . . . . ZDqcnJ, where each ID represents the 
string currently on the work tape, the position of the read/write head on the tape 
(written in binary), and the state of the machine. ID1 must represent he initial state of 
the Turing machine, IDi must follow from IDi- 1 via a transition rule of M, and ID,,,, 
must represent an accepting state of M if and only if XEL. 
To simulate the computation of M on x, C, first guesses 0( q( n)‘) bits, 0( q( n)) bits 
for each of the q(n) IDS. Then, for each pair of adjacent ID’s, there is a small circuit 
for testing whether ZDi follows from IDi- I via a legal move of M. If IDI is correct, 
each ID follows from the previous one, and the state of ID,,,, is an accepting state, 
then the circuit accepts; otherwise, it rejects. 
The circuit used to verify that adjacent ID’s represent legal moves of M is easy to 
construct. In parallel, it verifies that all the bits have remained the same from IDi_ 1 to 
ZDi except those in the area of the read/write head. In the area of the read/write head, 
a constant-size circuit verifies that the move from IDi_ 1 to ZDi is a legal move of M by 
looking it up in a table. 
Constructing the circuit that verifies that ID1 represents the initial state of M and 
the circuit that verifies that the state of ID*(“) is an accepting state is straightforward. 
Since these circuits can be uniformly constructed, we find that, for each set L in NP, 
there is a uniform family of NNC(poly) circuits that accepts it. I7 
Since NNC(poly) = NP, we consider functions other than polynomials to find a new 
and interesting nondeterministic version of NC that may potentially separate NC 
from NP. As the next theorem indicates, allowing O(logn) guess bits does not allow 
the class of NC circuits to accept any additional sets. 
Theorem 2.3. NNC’(log n) = NCk. 
Proof. It is obvious that NCk E NNCk(log n). We now prove the other direction. The 
guessing gates of an NNCk(log n) circuit choose from 2°(10gn) (which is linear in n) 
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possible different guesses. An NCk circuit enumerates each possible guess. Then, with 
duplicate copies of the deterministic part of the NNC circuit, the NCk circuit 
computes in parallel on each possible guess, and accepts if at least one of the copies 
accepts. The NCk circuit still has polynomial size, and the depth of the circuit is 
increased only by an additional O(logn). 0 
Since O(logn) guess bits are too weak and polynomially many guess bits are too 
powerful, we settle on the class NNC(polylog) as potentially interesting. It is easy to 
see that NC c NNC(polylog) c NP. We fall short of our goal, though, since none of 
the containments are known to be proper. 
3. Relationships between NNC classes and DSPACE classes 
The first result in this section establishes a relationship between NNC classes and 
DSPACE classes and is instrumental in our result of the next section that the 
quasigroup isomorphism question is decidable in DSPACE(log’ n). Lemma 3.1 shows 
that NNC(polylog) circuits that are deep and require little guessing and 
NNC(polylog) circuits that are shallow and require much guessing can both be 
simulated by a deterministic polylog space-bounded Turing machine. Using the more 
refined definitions of NNC complexity classes, this result is stated as the following 
lemma. 
Lemma 3.1. For all k, j3 1, NNCk(logjn) c DSPACE(log”n), where m=max{k, j>. 
Proof. Let C be a circuit that accepts inputs of length n for an NNCk(logjn) language, 
L. We build a deterministic Turing machine M that simulates C. M begins by counting 
the number N of nondeterministic gates in C and then it writes the lexicographically 
first bit string B of length N on a work tape. Using a technique presented by Borodin 
[2] the Turing machine simulates C by recursively evaluating first the left input and 
then the right input of a given gate, starting with the output gate. (That is, the Turing 
machine does a depth-first search of the circuit starting at the output gate.) M only 
keeps track of the status (which input is being computed and the value of the other input 
if it is known) of each gate on a single path from the output gate to an input gate or 
a nondeterministic gate. If the name of a gate is ever needed, it can be recomputed using 
the status of each gate on the path starting with the output gate. Note that we store only 
a constant amount of information for each gate on a path and that we have at most one 
path active at any time. We continue this recursive procedure until a nondeterministic 
gate is encountered, at which point the computation is temporarily stopped. The name 
of the nondeterministic gate is written on a work tape. Next M counts the number of 
gates k that precede it in the circuit description. Finally, M retrieves bit k+ 1 of B and 
uses it as the output of the current nondeterministic gate. If the circuit accepts, the 
Turing machine accepts; otherwise, M increments B and repeats the process until all the 
bit strings of length N have been tested. 
Nondeterministic circuits, space complexity and quasigroups 301 
For ka j, the depth of C is larger than the number of nondeterministic bits; 
therefore, M is given enough space to simulate C. For j b k, the bit string requires 
more space than the simulation of the circuit does; so, M is given enough space to 
write down the bit string. In either case the Turing machine 
complete both tasks. 0 
Corollary 3.2 is an obvious consequence of Lemma 3.1. 
Corollary 3.2. NNC(polylog) G DSPACE(polylog). 
has enough space to 
It is desirable to show that either NNC(polylog) =DSPACE(polylog) or 
NNC(polylog) s DSPACE(polylog). With these goals in mind, we present the follow- 
ing lemma, which begins to explore the relationship between NNC(poly) and 
DSPACE(poly). 
Lemma 3.3. For all k, NNC(nk) E DSPACE(nk). 
Proof. Since nk grows much faster than any polylog function, we can use the 
construction of Lemma 3.1. 0 
At this point, we would like to show that, for some k, DSPACE(nk) E NNC(nk). 
However, Theorem 3.5 indicates that this containment is unlikely. 
Lemma 3.4. Zf there exist integers k and j such that DSPACE(nk) E NNC(nj) then for 
all r there is an integer s such that DSPACE(n’) G NNC(n”). 
Proof. The proof of this claim is via the familiar translation technique (see [6]). 
Let L1 be any language in DSPACE(n’), and let Ml be an n’ space-bounded Turing 
machine accepting L1. Let # be a symbol not in the alphabet of L1, and let 
L2 = (x # i 1 Ml accepts x using (I XJ + i)” space}. Thus, we can construct a Turing 
machine M2 such that, on input x#‘, M2 marks off (1x1 +i)k tape cells and then 
simulates Ml. M2 accepts x # i if and only if Ml accepts x using (1x(+ i)k tape cells. 
Thus, L2 is DSPACE(nk) and, by hypothesis in L2 is in NNC(nj). Let Cz denote the 
NNC(nj) circuit that accepts the input x# i~L2. 
Next we describe an NNC(nS) circuit C1 that accepts words in L1 of length n. On 
input x, Ix I = n, Cl guesses an i. Next C1 simulates Cz on x # i, and C1 accepts if and 
only if C2 accepts. Since i is 0( nr) and C2 guesses 0(( n + i)‘) = 0( n’j) bits, we let s = rj. 
Also note that the depth of C1 is no more than that of Cz and that the number of gates 
in Cz (and, thus, C1 ) is polynomial in Ix 1’ and, thus, polynomial in 1 x I. Therefore, we 
have an s such that DSPACE(n’) G NNC(n”). 0 
Theorem 3.5 presents strong evidence that the containment in Lemma 3.3 is proper. 
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Theorem 3.5. Zf there exist k and j such that DSPACE(n’) G NNC(nj) then 
PSPACE = NP. 
Proof. From Theorem 2.2 we know that NP=NNC(poly)= u,, 1 NNC(nk), and, 
by definition, PSPACE = Ukb r DSPACE(nk). Since Lemma 3.4, under the 
same hypothesis as this theorem, states that for all I there is an s such that 
DSPACE( n’) G NNC( n’), we have PSPACE G NNC(poly) = NP, giving the desired 
result. 0 
Theorem 3.5 provides some information about whether NNC(nk) is properly 
contained in any class of the form DSPACE(nj). We would like to find similar 
information concerning the containment of NNC(logk n) classes in DSPACE(logjn) 
classes. Doing so, however, seems unlikely since DSPACE(log n) G NC = NNC(log n). 
Thus, to show a result such as “If there exist k and j such that 
DSPACE(logk n) c NNC(logjn) then an unlikely collapse” would require developing 
a proof technique that forces the unlikely collapse for k>2 but does not force the 
collapse for k= 1. Unfortunately, even the need for such a peculiar proof technique 
gives us little insight into whether NNC(polylog) is properly contained in 
DSPACE(polylog). 
4. Quasigroup isomorphism is in DSPACE(log2 n) 
In this section we demonstrate that NNC complexity classes are potentially non- 
trivial by showing that a number of interesting problems lie in NNC ‘(log2 n). 
Miller [12] has shown that the quasigroup (Latin square) isomorphism problem 
has an ,lo**n+O(l) sequential time algorithm. Since ~‘“~2n=2’og~n, this problem is 
a natural candidate for being in NNC(log2 n). The representation scheme for 
quasigroup elements that we develop in this section leads to the development of 
a more general algorithm than the DSPACE(log2 n) algorithm of Lipton et al. [l l] for 
group isomorphism. We will show that quasigroup isomorphism, Latin square iso- 
topism and Latin square graph isomorphism can all be decided in NNC2(log2 n). As 
a result of the relationship between NNC(polylog) and DSPACE(polylog) demon- 
strated in the previous section, we obtain a DSPACE(log’ n) algorithm for the more 
general quasigroup (Latin square) isomorphism problem. This space bound was 
previously unknown (see [12]). We also show that problems closely related to the 
quasigroup isomorphism problem are also in NNC2(log2 n) and, thus, in 
DSPACE(log2 n). For review we begin with the definitions of quasigroups and Latin 
squares. 
Definition. A Latin square is an n x n grid with each of the integers 1,2, . . . , n appearing 
exactly once in each row and column. 
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If each of the integers 1,2, . . . , n appears as a label for exactly one row and exactly 
one column then the Latin square can be viewed as a multiplication table of 
a quasigroup. We formalize the definition of quasigroups by considering the following 
properties of a set Q paired with a binary operation *. 
Definition. (Q, *) is a quasigroup if, for all a, beQ, there is a unique XQ such that 
a * b = x, there is a unique XEQ such that a * x = b, and there is a unique XEQ such that 
x*u=b. 
In other words, in the equation a * b = c, knowledge of any two values uniquely 
specifies the third. Note that a quasigroup is a generalization of a group since the 
existence of inverses in groups specifies a means to determine uniquely any unknown 
value in a * b = c. We view a quasigroup of order n as a binary function on { 1,2, . . . , n}, 
so that the corresponding multiplication table is a Latin square. 
It is also useful to view a Latin square as a trinary relation, ( , , ). If in the Latin 
square L we find z at the intersection of row x and column y then we say that 
(x, y, Z)E L. We say that L is isomorphic to L’ if there exists a permutation o such that 
if (x,y,z)~L then (a(x), cr(y),cr(z))‘~L’. Two quasigroups are isomorphic if their 
corresponding Latin squares are isomorphic. An isotopism is a generalization of an 
isomorphism. L is isotopic to L’ if there exist permutations cr,p, y such that if 
(x, y, Z)EL then (CL(X), j?(y), y(z))'~L'. Thus, an isomorphism simultaneously inter- 
changes rows, columns and values in L to get L’, and an isotopism independently 
interchanges rows, columns and values in L to get L’. Miller [12] showed that 
quasigroups of order n are generated by at most [log, n] elements, and we use this fact 
to develop the circuit for quasigroup isomorphism testing, Latin square isotopism 
testing, and Latin square graph isomorphism testing. Since quasigroups are more 
general than groups, our construction also shows that group isomorphism is in 
NNC’(log’n). Note that we assume that quasigroups are represented as their 
corresponding multiplication tables. 
Before getting to the main results of this section, we develop a useful representation 
for elements of quasigroups in terms of generators, the elements of a generating 
set. Let G be a subset of the quasigroup Q. G is a generating set if every element in 
Q can be expressed as a product of elements in G. Since quasigroups are not 
necessarily associative, when an element qeQ is written as the product of other 
elements, it must be fully parenthesized. For example, q = (((gl * g2) * (g3 * g2)) * g3). 
Each qeQ can be expressed as infinitely many products over a generating set. Each 
product yields a corresponding parse tree where internal nodes represent multiplica- 
tions and leaves represent generators. We associate with q all such parse trees. If q is in 
the generating set, then q is represented by a tree consisting of a single node labeled q. 
If q is not in the generating set and q = p * I, then q is represented by a tree where the 
root represents the multiplication between the element represented by the left subtree 
(p) and the element represented by the right subtree (r). Necessarily, every element has 
some very large representations. We will show, however, that every quasigroup 
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element has a tree of small depth’ representing it, allowing us to ignore the large 
representations. 
Before showing that each element has a shallow tree representation, we develop 
some notation, establish some facts about quasigroups and their associated multipli- 
cation tables, and state some assumptions. Let depth(q) be the depth of the shallowest 
tree representing ~EQ. Note that the depth of an element in the generating set is 0. 
Since Q={1,2, . . . . n}, we assume without loss of generality that the elements are listed 
so that their depths are nondecreasing for a fixed generating set G. Namely, for all 
i,j~Q, if i< j then depth(i)<depth(j). Let M denote the multiplication table for 
Q obtained by letting the ith row and the ith column of M correspond to element ~EQ. 
Also, let Mk denote the upper left-hand k x k portion of M. 
There are two important facts to keep in mind about quasigroups with these 
properties. 
Fact 1. Zf r is an element of depth d then no element s such that depth(s) 2 d + 2 appears 
in M,. 
Fact 2. If depth( n) = d then, for every depth between 1 and d, there is at least one element 
of that depth. 
Fact 1 is true because if such an s did appear in M, then the depth(s)<d + 1. Fact 
2 is true since an element of depth i>O is the product of two elements at least one of 
which has depth i- 1. 
We introduce the following notation to help show that, for each of certain elements 
in Q, there is another element about twice as large that is only slightly deeper. Let 
b,,bz, . . . . bk be all the elements of depth d and ci, c2, . . . . c, be all the elements of 
depth d + 1 arranged in increasing order. As a notational convenience, we let Mb refer 
to Mbk and M, refer to M,,. Also, we refer to elements 1, . . . , bk as “small” elements and 
elements c 1, . . . , n as “big” elements. 
For a fixed bI, we use the multiplication table M in Fig. 1 to help clarify our 
argument. 
Using counting arguments, we will show that there is an element 1 with 
depth( 1) = depth( b,) + 2 such that I is at least about twice the size of bI. Roughly, this 
implies that if there are only a few elements of a given depth then there are many 
elements with depth either one more or one less. In order to show the existence of such 
an 1, we show some properties about the distribution of big and small elements in the 
subtables S, T, W, and Z. 
For Lemmas 4.1-4.3, we fix a multiplication table and choose an arbitrary bI . Note 
that fixing b, also fixes k, m, and d. 
’ The depth of a node is the number of edges between it and the root. The depth of a tree is the maximum 
depth of a node over all nodes in the tree. 
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Lemma 4.1. The number of small elements in T is no more than the number of big 
elements in S. 
Proof. Choose any one of the rows 1,2, . . ., bI - 1. Let r be the number of big elements 
in that row appearing in columns 1,2, . . . . bk of that row. By Fact 1, they all appear 
somewhere in S. Since r of the first bk elements of this row are big, the remaining bk - r 
elements must be small. There are only bk small elements that appear in any row of M; 
thus, the remaining bk - ( bk - r) = r small elements of this row must appear in columns 
ct,cz, . . . . n. Thus, at most r small elements may appear in columns c1 , c2, . . . , c, of the 
chosen row. Since this argument can be applied to each of the first bI - 1 rows, the 
lemma holds. 0 
The following lemma establishes an upper bound on the number of small elements 
that occur in Tu WvZ. 
Lemma 4.2. For a jixed b 1, there are at most 2m ’ k + m2 small elements in TV WV Z. 
Proof. First note that W is a k x m subtable. Thus, W has at most m * k small elements. 
Similarly, Z is an m x m subtable and has at most m2 small elements. 
Next we show that S has at most rn. k big elements. By Fact 1, Mb contains only 
elements up to c,; thus, the big elements in S are between c1 and c,. Since each cj can 
appear at most once in each of the k columns of S, a total of at most tn. k big elements 
appear in S. By Lemma 4.1, we now have an upper bound on the number of small 
elements in T. Thus, the total number of small elements in Tu Wu Z is no more than 
2m.k+m2. 0 
The next lemma gives conditions for the existence of an 1 that is not too much 
deeper than b1 , and yet is about twice as large as bi. 
Lemma 4.3. If there exists a column of Tu WV Z that contains at most 2k + m small 
elements then there exists an 1 such that 1 >2bI -2 and depth(l)<d +2. 
Proof. Each column of TV WuZ has c, elements. Assume that column cj of 
Tu WV Z has at most 2k + m small elements. Since TV Wu Z is part of the multipli- 
cation table for a quasigroup, each of the elements in column cj must be unique. Thus, 
there are at least c,-2k-m elements in column cj whose values are at least ci. By 
simply counting, we find that 1 >cl + c,-2k- m- 1 appears in column cj in 
Tu WuZ. Note that, for 1~ i < m, Ci = b, + k + i - 1. Thus, 12 2bI - 2. Furthermore, 
since 1 appears in M,, depth( 1) d depth( cj) + 1 = d + 2. 0 
The next lemma establishes to which elements of Q we can apply Lemma 4.3. 
Lemma 4.4. For all qEQ such that qa2, depth(q- l)<depth(q) and depth(q)+2< 
depth(n), either 2q-2>n or there exists an ~EQ such that depth(l)=depth(q)+2 
and 1>2q-2. 
Proof. Pick any qa2 such that depth(q-l)<depth(q), depth(q)+2<depth(n), and 
2q - 2 < n. Let bI = q, and let depth( b,) = d. Lemma 4.2 implies that there are at most 
2m. k + m2 small elements in Tu WV Z. Since there are m columns in Tu Wu Z, there 
is at least one column that has no more than 2k+m small elements. Lemma 4.3 
implies that there exists an IEQ such that 12 2b 1 - 2 and depth( 1) <d + 2. In fact, since 
l>cI, depth(l) is either d+l or d+2. 
By virtue of the fact that all of the generators for the quasigroup are less than ci , 
there exists an 1’ 2 1 such that depth( 1) = d + 2 and 1’ appears somewhere in Tu Wu Z. 
If such an 1’ does not exist then the claimed generating set could not generate the 
quasigroup. It is this 1’ that satisfies the lemma. 0 
Unfortunately, Lemma 4.4 does not apply to all elements in Q. Therefore, we define 
a series of elements ak that correspond to different bI in Q. Let a0 be the smallest- 
numbered element of depth 1. For k > 0, let ak be the smallest element of Q such that 
depth( Uk) = depth( Uk - 1 ) + 1. For G, a fixed generating set for Q, with 1 G I= g, we know 
that a0 > g + 1, al > g + 2 and, by Lemma 4.4, ak > 2ak _ 2 - 2. Next we establish a lower 
bound for ak. 
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Lemma 4.5. Let ao>g+l, aI>g+2, and ak>2ak_z-2 for ka2. Then, for ka2 and 
k=O(mod2), ak>(g-l)2k/2+2 and ak+I>(g)2k’2+2. 
Proof. The proof is by induction on k. For the base case let k=2. 
a2a2ao-222(g+l)-2=(g-1)2’+2, 
a3b2a,-222(g+2)-2=(g)2’+2. 
For the inductive step, assume that the lemma holds for all I< k and that 
k =O(mod 2). We show the lemma holds for k. By assumption, ak_2 2 
(g- 1)2’k-2)‘2+2. S’ ince ak~2ak_2-2>2((g-f)2 ‘k-2)/2+2)-2=(g-1)2k/Z+2, we 
have the desired result for ak. A similar construction works for ak+ 1. 0 
Next we show explicit upper bounds on the depth of the ak’s. 
Lemma 4.6. If the ak’s are as in Lemma 4.5 then depth(ak)<2rlog2 ak1+3. 
Proof. A simple manipulation of the definition of depth yields depth(ak)= k+ 1. 
Whenever k is odd, Lemma 4.5 implies k + 1~ 2 log,((a, - 2)/g) + 2. Whenever k is 
even and g 22, Lemma 4.5 implies k+ 1<2log,((a, -2)/(g- l))+ 1. However, when 
g = 1 and k is even, Lemma 4.5 implies only that ak > 2 and, since ak 2 ak_ 1 + 1, we have 
ak>(g)2’k-2)‘2+3. 8 o 1 ving for k - 2 and adding 3 yields k + 1 d 2 log,( ak - 3) + 3. 0 
We now come to the main result regarding the representation of quasigroup 
elements in terms generators. Recall that Q = { 1,2, . . . , n>. 
Theorem 4.7. Let Q be a quasigroup of order n. Let G = { gl, g2, . . . , gk} generate Q. Let 
the elements of Q be ordered so that their depths are nondecreasing. Then for the 
generating set G, depth(n)<2rlog2nl+3. 
Proof. We consider the series of elements that correspond the as ak’s described 
above. Let amax be the largest element of this series. Obviously, amax < n. Also, since 
amax is the largest element that has depth exactly one more than its predecessor, 
depth(n)=depth(a,,,). By Lemma 4.6, depth(n)=depth(a,,,)<2rlog2a,,,1+3< 
2[10g, n1+3. 0 
With this shallow tree representation of elements of a quasigroup, we now can show 
that quasigroup isomorphism can be computed with an NNC2(log2 n) circuit. Note 
that we represent elements of a quasigroup using binary notation. 
Theorem 4.8. Let M, and Mz be multiplication tables that represent the quasigroups Q1 
and Q2, respectively. Let n be the order of the two quasigroups. Then the set 
{(Q1,Q2)1Q1 is isomorphic to Q2} is in NNC2(log2n). 
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Proof. Without loss of generality, we assume that quasigroup elements are the 
integers 1,2, . . . , n. The circuit that tests the isomorphism begins by guessing two sets 
of generators, Gr for Q1 and G2 for Qz. We use the ordering of Gr and G2 to determine 
pairs of elements that give a partial bijection between Q1 and Q2, i.e., the ith element of 
G1 maps to the ith element of G2. Next a circuit (similar to one described below) 
verifies that the partial bijection is consistent with itself. Then in parallel the circuit 
verifies that G1 generates Q1 and Gz generates Q2. As verification of the isomorphism 
progresses, the circuit updates the partial bijection. If at any time an inconsistency is 
found, the circuit rejects. 
One iteration of the verification process proceeds as follows. Let T be the 
set of elements of Qi currently known to be generated by Gi. Initially, q= Gi. 
In parallel, for each pair of elements xi, y+ T, a small circuit determines zi = xi * yi 
by a table lookup operation. After computing z1 and z2, another small 
circuit determines whether the pair (zi, z2) is consistent with the current partial 
bijection and with the other pairs generated on this iteration. If zi appears in 
the partial bijection paired with an element other than its partner in the current 
pair, then G, and Gz do not demonstrate that Q1 and Qz are isomorphic. If the 
pair (zr, z2) is consistent with the current partial bijection, then the pair is added 
to it. 
Miller [12] has shown that a quasigroup of size n has at most [log, n] generators. 
Since each generator is [log, n] bits long, the circuit has 2 .rlog, nl’ guessing gates, 
half of which are used to guess Gi, and the rest are used to guess Gz. 
To demonstrate the depth bound, we refer to Theorem 4.7. Thus, the circuit has 
2.[log, n1+3 levels of the verification device described above. The circuit at each 
level receives Tr , T2, and the partial bijection from the previous level. It then performs 
the multiplications and does the indicated consistency checks on the partial bijection. 
Upon completion, the circuit passes Tl , T2, and the updated bijection to the next level. 
Note that the multiplication at each level corresponds to adding one to the depth of 
the tree that represents the element. 
If after 2 .rlog, nl+ 3 levels all of the elements of Qi have not been generated, by 
Theorem 4.6, Gi does not generate Qi. 
At each level, there are at most n2 multiplications taking place in parallel, with each 
multiplication requiring an O(log n) depth polynomial-size circuit. Verifying that each 
new pair does not violate the consistency of the partial bijection can also be done with 
an O(logn) depth circuit using a table lookup technique. Since there are O(log n) 
levels, we have an overall depth of O(log’n), and the overall circuit size is poly- 
nomial. 0 
Next we look at some variants of the quasigroup isomorphism problem. Let L be 
the Latin square associated with Q1 and L’ the Latin square associated with Qz in the 
previous theorem. Now we can view the guessing of the generating sets as the guessing 
of a bijection 0 that takes triples (x,y,z)~L to triples (a(x),a(y),a(z))‘~L’. To 
show that Latin square isotopism is in NNC2(log2 n), we guess three bijections tl, fi, y 
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from three generating sets of L to three generating sets of L’ and show that if 
(x,y,zkL then (~~(x),P(y),y(z))l~L’. 
Theorem 4.9. Let L and L’ be two Latin squares in the form (a, b,c) and (x, y,z)‘, 
respectively. Let n be the order of two Latin squares. Then the set {(L, L’) 1 L is isotopic 
to L’} is in NNC*(log*n). 
Proof. To show that the two Latin squares are isotopic, we need three bijective 
functions between L and L’. The circuit begins by guessing subsets A,B c L and 
subsets A’,B’cL’. Let A={al,a2 ,..., ak}, B={bI,b2 ,..., bk}, A’={a;,a; ,..., a;} 
and B’={b;,b;,...,b;}, where k=rlog,n]. Let C={ai*bJl<i<k} and 
Cl={ ai* b: 1 1 <i< k}, where * and *’ are the binary operators for the respective 
quasigroups. If we show that A, B and C each generate L and that A’, B’ and C’ each 
generate L’, then we can find the bijective maps a,fi, and y needed to take L to L’ as 
follows: 
cc For XEL, if x=ai then a(x)=a:. Else if x=y*z then c((x)=cc(y)*‘cr(z). 
/I: For XEL, if x=bi then B(x)=b;. Else if x=y*z then /?(x)=fi(y)*‘B(z). 
7: For XEL, if x=ai*bi then y(x)=a:*‘b:. 
Else if x=y*z then y(x)=y(y)*‘y(z). 
Using a circuit similar to the one used in deciding quasigroup isomorphism, we find 
that Latin square isotopism can be decided by a circuit with O(log* n) guessing gates 
and O(log* n) depth. Thus, Latin square isotopism is in NNC*(log* n). 0 
Latin squares give rise to a special class of graphs called Latin square graphs. 
A Latin square graph consists of n* nodes, one corresponding to each of the triples of 
the Latin square. Two nodes (x, y, z) and (u, v, w ) are adjacent if x = u, y = v or z = w. 
Namely, two nodes are adjacent if they are in the same row or column of the Latin 
square or if they share the same value. Thus, the Latin square graph derived from 
a Latin square of order n consists of 3n n-cliques. 
To show that Latin square graph isomorphism is in NNC * (log* n), we need another 
notion of isotopism. Two Latin squares L and L’ are conjugate if (x1, x2, x3 )EL 
implies (x,o), x,(~), x,(~))‘EL’, where c( is a permutation in S3. L and L’ are main class 
isotopic if we can get from L to L’ by a conjugation and an isotopic map. Since there 
are only six permutations in S3, main class isotopism can be decided in NNC2(log2 n) 
by giving the circuit that decides isotopism the ability to guess which one of the six 
permutations in S3 to use. The next result from Miller [12] gives the relationship 
between Latin squares and Latin square graphs. 
Lemma 4.10 (Miller [12]). Let L and L’ be two Latin squares and G(L) and G( L’) the 
associated Latin square graphs. L is main class isotopic to L’ if and only if G(L) is 
isomorphic to G( L’). 
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In Lemma 4.11 we give a means to retrieve the Latin square from a Latin square 
graph with a circuit whose depth is O(log’n). The algorithm given is the obvious 
parallelization of Miller’s 0( n 3, sequential time algorithm.2 
Lemma 4.11. Let G be a Latin square graph derived from a Latin square of size n. 
We can retrieve a Latin square from G with a polynomial-sized circuit with O(log2 n) 
depth. 
Proof. Note that there are three types of edges in the graph: row edges, column edges 
and value edges. Row edges connect nodes from the same row of the Latin square. 
Column edges connect nodes from the same column of the Latin square. And value 
edges connect nodes that share the same values within the Latin square. Each 
collection of a given type of edge can be divided into n sets where each set corresponds 
to an n-clique. 
The algorithm given below essentially groups together edges of the same type and 
arbitrarily assigns a type to each group. We use L(lij), an n x n matrix, to store the 
Latin square. In step 1 of the algorithm we pick two nodes that are adjacent through 
a row edge and place them both in the same row. In step 2 we find the remaining 
elements of that row, plus two other elements. One of the additional elements, y,, 
shares a column edge with x1 and a value edge with x2 and the other shares a value 
edge with x1 and a column edge with x2. We assign all the elements in the same row as 
x1 to the first row of the Latin square in step 3. 
In step 4 we search for column edges in order to generate the first column of the 
Latin square. Because each row and column of the Latin square contains n unique 
elements, in step 5 we arrange the elements of the column in the same order as the 
elements of the first row. Next, in step 6 we assign appropriate values in the first 
column of the Latin square. 
Once the first row and first column of the Latin square have been established, all the 
row edges and column edges incident on x1 have been accounted for. Thus, the 
remaining nodes adjacent to xi must share a value edge with x1. We use these value 
edges to determine the placement of the rest of the l’s in the Latin square in step 7a. 
All other nodes share value edges with some xk and yk. In step 7b we use a column 
edge and a row edge to determine the location in the Latin square of the value 
indicated by the two value edges. We use step 7b to determine all values not on the 
diagonal of the Latin square. Values on the diagonal cannot be determined in step 7. 
Nodes corresponding to values on the diagonal share value edges with xk and yk, 
a column edge with some xj and a row edge with yj. Within step 7 it is impossible to 
determine whether k should be placed at Ijj or j should be placed at &k. In step 8, 
however, we can easily make such a decision. 
2 We do make some minor corrections however. Step 7b of Miller’s algorithm fails to deal correctly with 
nodes that correspond to the elements on the diagonal of the Latin square. 
Nondeterministic circuits, space complexity and quasigroups 311 
The conversion algorithm 
(1) Pick two adjacent nodes x1 and x2. 
(2) In parallel find the n nodes adjacent to both x1 and x2. All but two of the nodes 
form an n-clique with x1 and x2. In parallel, label each node in the clique 
x3, . . . . x,. One node not adjacent to any of x3, . . . . x, is labeled y2. 
(3) Associate l,j with Xjt and in parallel set l,j to j for 1 d j< n. 
(4) In parallel find the clique associated with x1 and y2, {x1, y2, y,, . . . , y,}. 
(5) Each Xi shares an edge with some yj, 2 < i, j < II. Order the yj’s so that Xj shares an 
edge with yj. 
(6) Associate Ijl with yj, and in parallel set ljl to j for 2 d j< n. 
(7) In parallel for each of the (n - 1)2 remaining nodes z of the graph: 
(a) If z is adjacent to x1 then z is adjacent to a unique yi and a unique xj, 
2< i, j<n. Set lij t0 1. 
(b) If z is not adjacent to x1 and there are unique integers i, j and k such that z is 
adjacent to xj,yi,xk, and y,, then set Iij to k. 
(c) Otherwise, z is not adjacent to x1 and there are integers j and k such that z is 
adjacent t0 Xj, xkT Yj, and yk. DO nothing. 
(8) In parallel, for 2 d i < n, set iii to the value that currently does not appear in row i. 
Each of the steps can be computed by an O(log n) depth circuit with a polynomial 
number of gates; thus, the Latin square can be easily retrieved from the Latin square 
graph. q 
Theorem 4.12. Let G1 and G2 be two Latin square graphs. Let n be the number of rows 
in the associated Latin squares. Then the set ((G,, G,)) G1 is isomorphic to G,} is in 
NNC2(log2 n). 
Proof. This follows directly from Theorem 4.9, Lemmas 4.10 and 4.11 and the 
definition of main class isotopism. 0 
We now reach the main result of this section. 
Theorem 4.13. Quasigroup isomorphism, Latin square isotopism and Latin square graph 
isomorphism are in DSPACE(log2 n). 
Proof. Follows directly from Theorems 4.8, 4.9 and 4.12 and Lemma 3.1. 0 
5. Conclusion 
Initially, the goal of our study of nondeterministic parallel complexity classes was to 
determine how much nondeterminism an NC circuit should be given to cause 
“interesting” things to happen. By considering NC circuits with a polylog number of 
guessing gates, we were able to show that quasigroup isomorphism is in 
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DSPACE(log2 n). We also saw that NNC(polylog) is a potential candidate for 
separating NP from NC. Some open problems include exploring the relationship 
between P and NNC(polylog) as well as that between Random NC (RNC) and 
NNC(polylog). We conjecture that NNC(polylog) and P are incomparable. The fact 
that P-complete problems cannot be easily decided by NNC(polylog) circuits suggests 
that P 6 NNC(polylog). Since group and quasigroup isomorphism are not known to 
be in P, we have evidence that NNC(polylog) # P. It would be interesting to 
determine whether NNC(polylog) n P = NC. 
We suspect that RNC and NNC(polylog) are also incomparable, although the 
evidence is not as clear. In some sense, RNC and NNC(polylog) are very different 
complexity classes. For a set to be in RNC there must be many (at least a constant 
fraction of ail possible) polynomial-length witnesses for every string in the set. On the 
other hand, a string in an NNC(polylog) set needs only one witness, and that witness 
can be short - it only needs to be of polylog length. We do have some weak evidence 
that RNC#NNC(polylog). We note that using the obvious approach, quasigroup 
isomorphism cannot be shown to be in RNC. If the two input quasigroups are cyclic 
groups of order n, it is not difficult to show that fixing the mapping between one pair 
of generators fixes the mappings between all the remaining pairs of generators. This 
forces the probability of finding a string that encodes an isomorphism between the 
two groups to be less than l/O(n’“g” ), which is certainly less than l/c. 
A final open problem worth considering is characterizing the intersection of RNC 
and NNC(polylog). In the light of the result of Berger and Rompel [l], that shows 
that (log’ n)-wise independence can be simulated in NC, we suspect that 
RNC r\ NNC(polylog) = NC. 
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