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ABSTRACT 
Every year, more than 11 million maritime containers and 11 million 
commercial trucks arrive to the United States, carrying all types of imported 
goods. As it would be costly to inspect every container, only a fraction of them 
are inspected before being allowed to proceed into the United States. This 
dissertation proposes a decision support system that aims to allocate the scarce 
inspection resources at a land POE (L-POE), to minimize the different costs 
associated with the inspection process, including those associated with delaying 
the entry of legitimate imports.  
Given the ubiquity of sensors in all aspects of the supply chain, it is 
necessary to have automated decision systems that incorporate the information 
provided by these sensors and other possible channels into the inspection planning 
process. The inspection planning system proposed in this dissertation decomposes 
the inspection effort allocation process into two phases: Primary and detailed 
inspection planning. The former helps decide what to inspect, and the latter how 
to conduct the inspections.  
A multi-objective optimization (MOO) model is developed for primary 
inspection planning. This model tries to balance the costs of conducting 
inspections, direct and expected, and the waiting time of the trucks. The resulting 
model is exploited in two different ways: One is to construct a complete or a 
partial efficient frontier for the MOO model with diversity of Pareto-optimal 
solutions maximized; the other is to evaluate a given inspection plan and provide 
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possible suggestions for improvement. The methodologies are described in detail 
and case studies provided. The case studies show that this MOO based primary 
planning model can effectively pick out the non-conforming trucks to inspect, 
while balancing the costs and waiting time.  
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CHAPTER 1 INTRODUCTION  
1.1 Dissertation Motivation 
In today’s interdependent global economy, the import process of a 
country’s economy becomes increasingly important. A basic component of this 
process is the inspection operation, whose primary objective is to prevent the 
entrance of illegitimate goods or undocumented individuals into the country, 
while simultaneously ensuring the efficient flow of legitimate cross-border traffic 
through the ports of entry (airports, seaports, and land ports of entry). These two 
objectives are at a trade-off position between national security and economic 
vitality, since the resource limitation on a country’s port of entry (POE) does not 
allow one to satisfy both objectives completely at the same time. Such is the case 
in the United States, in which not all physical inspections are applied to every 
inbound shipment.  
During the last decade, the volume of imported goods has increased 
steadily, aggravating the burden on inspection tasks. The number of maritime 
containers that enter the U.S. rose from 6 million in 2000 to around 11.4 million 
in 2008 and slightly dropped to 9.9 million in 2009. In comparison, the number of 
trucks that enter the U.S. is currently around 11 million per year (BTS 2011) 
(Figure 1.1). Paradoxically, most of the attention in the academic literature has 
been placed on the inspection of maritime containers, while little attention has 
been dedicated to planning the inspection infrastructure and strategy of the 
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commercial trucks that enter the U.S. from Mexico and Canada. Although related, 
the strategies for inspection of maritime containers and commercial trucks differ 
in significant ways, such as, in the case of the POEs linking the United States to 
Mexico and Canada, the formation of queues of idling trucks waiting to be 
inspected. 
 
Figure 1.1. Container/truck entries into the United States 
Currently, only a small portion of these containers is physically inspected. 
In the case of the U.S., approximately 5.2% of maritime containers and 15.1% of 
trucks that enter the U.S. were physically inspected in fiscal year 2002 (Wasem et 
al. 2004). It is imperative to have in place an efficient preventive system that 
identifies and removes containers that present a threat to the security of the U.S. 
before they enter the country, even if the fraction of the overall container flow 
that carries illicit goods is small.  
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Ideally, physically inspecting every container that arrives at the border or a 
customs facility at a POE is one way to ensure safety, if the inspections do not 
make mistakes, which is usually not the case. However, the feasibility of doing so 
is questionable, given the overwhelming inspection resources needed. Besides, 
inspecting either all or a significantly large sample of containers will drastically 
slow down the imported container traffic flow. This slowdown consequently 
would cause increased waiting lines and delays in processing times for all 
containers and thus would imply tremendous economic cost (Loy and Ross 2002). 
The economic costs that need to be considered for entities* waiting for inspection 
at a POE facility including the space required for accommodating the entities, 
reduced shelf life of perishable commodities, extra pollution, equipment wear out, 
salaries of truck drivers, and so forth. These costs need to be carefully balanced 
against the benefits of performing inspections in order to implement an efficient 
inspection decision system that ideally results in a minimally impeded flow of 
lawful trade and the detection of illegal merchandise.  
Overall, the main restrictions in satisfying safety and logistic efficiency 
are time and inspection resources. On the one hand, the POE has limited time to 
inspect and allow the entry of an exorbitant quantity of goods in an efficient 
manner. On the other hand, the operation has to be performed with limited 
                                                 
* For narrative simplicity, a shipment, a container, or a truck is referred to as an 
entity in this paper. 
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personnel and infrastructure availability. Thus, one has to allocate the available 
resources in such a way that a balance is achieved between logistics efficiency 
and safety requirements (Figure 1.2).  While it is practically impossible to have a 
perfect inspection decision system, it is clear that an efficient inspection system 
should consider “WHAT” to inspect and “HOW” to inspect it.  
 
Figure 1.2. Inspection trade-off  
The problem of allocating limited inspection resources in order to 
optimize specific figure of merits is often referred to as the Inspection Effort 
Allocation (IEA) problem. The premise of this dissertation is to develop a 
framework and the corresponding planning models to tackle the IEA problem 
within a POE environment for freight inspection. More specifically, this 
dissertation focuses on land port of entry (L-POE), which has different 
operational characteristics compared to a sea port of entry that has been studied 
by most of the existing studies. For instance, in an L-POE there is no need to 
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unload, stack, and load containers. Instead, the arriving trucks form a queue while 
they are waiting to go through the inspection process.  
The resulting framework will optimally allocate the POE inspection 
resources such that the ability to identify “risky” containers is maintained or 
improved while respective resource and technological constraints are met. 
However, optimality can have different, and very often conflicting, connotations 
according to the figure of merit used. Thus, a definition of a well-thought 
systematic model that incorporates these conflicting goals into a tractable and 
meaningful decision support system is essential for the improvement of the 
current inspection practices. This is the central theme of this dissertation.  
1.2 Problem Background 
The inspection process at a POE follows certain protocols. This section 
briefly introduces the POE inspection process to build some background 
knowledge on POE inspection.  
While the physical inspection of a container or truck usually occurs at a 
POE facility, the inspection process starts even before an entity arrives at the POE. 
In the current inspection procedures at POEs, a system called the Automated 
Targeting System (ATS) reviews each shipment that arrives at a POE and assigns 
a risk score that determines whether a physical inspection of the shipment is 
necessary. For the ATS to function, it is required that certain manifest information 
be submitted to U.S. Customs 24 hours in advance of a vessel’s arrival at the POE, 
which is commonly known as the “24-hour rule.” There is also a similar rule for 
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trucks arriving at an L-POE, which is between half an hour to one hour (Wasem et 
al. 2004; Landfried and Teufel III 2006). An inspector at the POE is in charge of 
inspecting those entities identified by the ATS and those that he/she determines 
need to be inspected according to any additional information obtained in the field. 
After the inspection is concluded, the entity is released from the POE, and it either 
enters the country of destination or is rejected. 
In this dissertation, the inspections performed at a POE are categorized 
into three types:  
• Screening - refers to the initial inspection process where mandatory 
procedures, such as manifest submission and document verification, are 
performed. 
• Primary Inspection - refers to those operations conducted to get additional 
information before making a decision of whether to allow an entity to 
proceed into the country or to subject it to a secondary labor-intensive 
inspection operation.  
• Secondary Inspection - refers to those inspection operations that require 
physically unloading the cargo for inspection to make a final 
determination whether the entity is admitted into the country or detained. 
By its nature, secondary inspections are labor intensive, time consuming, 
and expensive. 
 7 
 
The primary and secondary inspections are performed at the discretion of 
the inspectors once the screening is completed. Figure 1.3 illustrates a typical 
inspection process.  
 
Figure 1.3. Illustration of the process 
It is common in literature to categorize screening and primary inspection 
together and also call it primary inspection (Wasem et al. 2004). However, this 
dissertation treats screening and other primary inspections differently for two 
reasons. First, screening is mandatory to all the entities, whereas primary 
inspection is performed at the discretion of the inspectors in the POE. Second, the 
effort and resources required by screening and primary inspection are 
significantly different.  
Once an inspection on an entity is finished, three different scenarios may 
arise: 
1. Reject the entity without further inspection 
2. Perform one or more optional inspections 
3. Accept the entity without further inspection  
 8 
 
It is assumed that inspections are imperfect, which means inspection errors 
exist. In particular, two types of inspection errors are considered: Type I and Type 
II errors.  
• Type I error refers to the error of categorizing a conforming entity as 
nonconforming (also known as a false alarm). 
• Type II error refers to the error of categorizing a nonconforming entity as 
conforming (also known as a false negative). 
Further, it is assumed that these two error rates are known for each 
inspection, which could be determined from historical data or from the designing 
parameters of the inspection stations. It is also assumed that the amount of 
resources consumed by each inspection is known, such as labor hour, special 
equipment, and so on. It could be either deterministic parameters or probability 
distributions. 
1.3 Inspection Effort Allocation in a POE 
Under the assumption that 100% physically inspecting of inbound entities 
is not feasible, the IEA problem within a POE environment is divided into two 
subproblems. One is to deal with the problem of which entities to inspect, which 
is referred to as the “what to inspect” problem in this dissertation, or the “what” 
aspect for short. The other is to determine the detailed inspection routine for a 
specific entity, which is referred to as the “how to inspect” problem in this 
dissertation, or the “how” aspect for short. Although it is possible to deal with 
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these two issues simultaneously, this tends to be difficult; thus, these issues are 
analyzed and planned sequentially. 
Therefore, this dissertation adopts a two-phase planning paradigm to 
tackle the IEA problem within a POE environment. Under the two-phase planning 
paradigm, the planning activities in a POE environment are decomposed into two 
phases: Primary Planning and Detailed Planning, corresponding to the “what” 
and “how” aspects of the problem respectively. The primary planning conducts 
initial rough planning and considers multiple entities. The detailed planning 
focuses on a particular entity to decide the inspection routine for this entity. 
Details of this two-phase planning paradigm are introduced in later chapters of 
this dissertation. Before going further, some terminologies used in this 
dissertation are defined. 
• Inspection plan – This is the result of primary planning; it consists of a 
list of the specific entities to inspect from a larger population of available 
entities. 
• Inspection routine – This is the result of detailed planning; it consists of a 
list of the type and sequence of inspections to apply to a particular entity. 
• Inspection strategy – It consists of the inspection plan and the 
corresponding inspection routines for a predetermined group of entities. 
The predetermined group of entities can be defined in different ways, but 
most commonly is defined chronologically placing the entities that arrive 
within a certain period into the same group. 
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There are additional terms that need to be clarified. A “conforming” entity 
is that one that meets all the rules and legal regulations to enter the country; 
whereas a “nonconforming” entity is one that does not meet one or more rules or 
regulations, and thus, it should be denied entry to the country. 
There are several, potentially conflicting, goals to achieve through the 
inspection planning process, namely: 
1. Minimize both type I and type II errors,  
2. Minimize the direct costs related to inspections, and 
3. Minimize the cost associated with waiting time and other indirect costs. 
As previously stated, these goals conflict with each other. For instance, 
one way to minimize Type I errors is to admit every entity without inspection, 
which also decreases the waiting time. However, this significantly increases Type 
II errors, and as a result, it potentially increases the costs associated with this error. 
Thus, a planning model needs to balance these conflicting goals.  
An additional complexity of the IEA problem within a POE environment 
is created by the dynamic nature of the nonconformities presented by the entities 
under inspection. For instance, new types of risks arise frequently, issues ranging 
from new food illnesses to drugs and weapons. Thus, the POE inspection 
procedures should evolve to adapt to these new risks. Therefore, it is desirable for 
a modern POE inspection system to be able to be rapidly adjusted to detect 
emerging risks. 
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To meet all these challenges, POEs can improve inspection technologies 
or develop new IEA strategies or both. Having an efficient inspection resource 
allocation strategy is always beneficial, since it is impossible to inspect each 
entity in full detail with current inspection technology (Martonosi, Ortiz, and 
Willis 2005). This dissertation discusses the IEA problem with currently available 
technology. 
Given the limited inspection resources and the low fraction of entities 
actually inspected, it would seem that a great deal of research efforts would have 
been dedicated to the “what to inspect” issue. Surprisingly, most studies on IEA 
problem within a POE environment focuses on the “how” aspect, with minimal 
attention paid to the “what” aspect. For example, Elsayed et al. (2009) study the 
issue of optimal settings of the detection threshold of sensors. Boros et al. (2006) 
and Elsayed et al. (2009) investigate the issue of the inspection sequence, while 
Young et al. (2010) look into inspection-time reduction. All these mentioned 
studies place emphasis on the “how to inspect” aspect of the IEA problem. In 
contrast, this dissertation starts with tackling the “what to inspect” problem. A 
framework is then developed to incorporate the existing methods that deal with 
the “how to inspect” problem and thus connect both aspects of the IEA problem in 
a POE environment.  
Another peculiarity of the academic research literature is that most studies 
are related to the inspection of maritime containers upon their arrival at a seaport, 
which very often cannot be directly applied to the inspection of commercial trucks 
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at an L-POE. As has been mentioned previously, there is no need to unload, stack, 
and load containers in an L-POE. Instead, the arriving trucks form a queue when 
they are waiting to go through the inspection process. In practice, the waiting time 
can be up to several hours (CBP 2012). Because of its costs and other negative 
implications, reducing waiting time is one of the major concerns at an L-POE. 
In general, waiting time can be reduced in two different ways: reducing 
inspection time of an entity and reducing demand through effective selection of 
entities to inspect. Most existing studies, if waiting time reduction is considered, 
focus on the inner workings of the inspection system and attempt to reduce 
waiting time through shortening of the inspection time. However, if an incoming 
entity can be classified, with high probability, as a “conforming entity,” it can be 
redirected to an alternative reduced inspection procedure. Thus, it may not be 
necessary to go through the regular inspection system at all. This problem is 
strongly related to the “what” aspect of the IEA problem. The underlying 
assumption is that there is enough information collected before and during the 
inspection process to allow the segregation of the entities to be inspected into 
different groups for which an optimal strategy can be developed.  
The ATS partially addresses the “what” aspect of the IEA problem. 
However, one shortcoming of the ATS is that it does not take the status of the 
POE, such as the length of the waiting queue at a POE, into consideration. In this 
sense, the ATS is an information processing system rather than a resource 
allocation system. Nevertheless, the information infrastructure of the ATS 
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provides a basis to apply complementary sophisticated planning tools. According 
to Miller and Teufel III (2008), the type of information collected by ATS has 
increased during the last few years, which increases the potential of the data 
collected. With proper processing, one could estimate the probability of an entity 
carrying certain types of risks from the collected information. This dissertation 
assumes that such estimations are available and builds cost models based on the 
probability estimations.  
In return, with proper models and algorithms, the IEA system can give 
feedback to ATS on what type of information to collect in the future. For instance, 
Garcia and Villalobos (2009) develop algorithms to automatically refine the 
preexisting inspection algorithms to incorporate new sources of risk and 
information. The resulting algorithm is useful in selecting those sources of 
information that result in the best discrimination policies between conforming and 
nonconforming populations. 
1.4 Problem Statement 
The main objective of this dissertation is to develop decision support tools 
that can optimally allocate the scarce inspection resources in a POE environment. 
However, there are multiple conflicting goals to achieve when allocating 
inspection resources in the POE environment, which leads to different 
connotations of “optimality.” Therefore, the planning tool seeks to balance these 
conflicting goals. In order to achieve this objective, tractable and meaningful cost 
models and planning models are developed.  
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The primary task is to develop a framework that addresses the IEA 
problem within the POE environment, while a secondary task is to develop a 
primary planning model. The envisioned system also incorporates models 
developed by existing studies to accomplish the detailed planning tasks. An 
underlying assumption is that there is enough information collected before and 
during the inspection process to estimate the conforming probability of the 
entities.  
Under this notion, it is envisioned that the resulting planning tool will 
minimize the intervention of human inspectors to develop inspection strategies 
that balance the conflicting goals in a POE environment. However, it is important 
to highlight that the replacement of human decision maker is not among the goals. 
The main objective of the resulting decision support system is to give the decision 
maker, in this case the inspector, a set of good solutions to choose from. A second 
use of this decision support system is to evaluate particular plans enacted by the 
inspector; thus providing the basis for continuous improvement systems for 
inspection planning at the POEs. 
Although the context from which this problem is developed stems from 
cross-border freight inspection, it is expected that the resulting planning tools is 
applicable to other areas, such as airport inspections, medical diagnosis, and 
others. 
This dissertation is arranged as follows: Chapter 2 presents literature 
review on IEA problem within a POE environment and IEA problem in general. 
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Chapter 3 proposes the envisioned framework that is used in this dissertation. 
Chapter 4 explores the costs involved in POE inspection planning and develops 
corresponding cost models to capture these costs. Chapter 5 develops a primary 
planning model, and Chapter 6 provides solutions approaches and application 
method of the planning model. Chapter 7 presents some case studies, and Chapter 
8 concludes this dissertation.   
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CHAPTER 2 LITERATURE REVIEW  
Solving the IEA problem within a POE environment involves knowledge 
from different domains. Thus, a comprehensive literature review is conducted to 
reveal the status of related research. In general, the literature review is split into 
three parts, as shown in Figure 2.1. Part 1 is the literature related to the IEA 
problem within a POE environment directly, Part 2 is the literature related to the 
IEA problem in general, and Part 3 is the literature on modeling and solution 
methods. These three parts are introduced in the next three sections respectively.  
 
Figure 2.1. Literature areas 
2.1 IEA Problem in a POE Environment 
The IEA problem within a POE environment can be classified into two 
major categories according to the subject of inspection: traveler inspection and 
The problem 
studied in 
this 
dissertation 
IEA problem 
within a POE 
environment 
Modeling 
strategy and 
solution 
method 
IEA problem 
in general  
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freight inspection. This dissertation focuses on the latter, freight inspection. Thus, 
the main effort of this literature review is devoted to freight inspection related 
studies.  
 
Figure 2.2. Hierarchical representation of the literature 
Freight inspection planning within a POE environment has captured 
increasing attention within and outside academia, especially after the events of 
9/11. In general, studies on freight inspection can further be divided into two 
categories according to the scope of planning addressed: strategic and operational. 
Studies under the strategic category focus on high-level planning, such as whether 
it is necessary to conduct 100% inspection (Bier and Haphuriwat 2009; 
Haphuriwat, Bier, and Willis 2011) or whether it is necessary to have 
discriminative inspection polices (Wang and Zhuang 2011). The operational 
category focuses on implementation details such as the inspection sequence, 
inspection time, sensor threshold setting, etc.   
As previously stated, under the assumption of limited inspection resources, 
the operational level planning can be further divided into two aspects: one deals 
Emphasis Scope Target 
IEA in a POE 
environment 
Traveler 
Freight 
Strategic 
Operational 
What to 
inspect 
How to 
inspect 
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with the “what to inspect” issue and the other deals with the “how to inspect” 
issue. Although it is possible to deal with these two issues simultaneously, this 
tends to be difficult; thus, these issues are analyzed and planned sequentially. 
Therefore, literature on the operational level is further categorized into two 
corresponding categories according to their emphasis. A complete hierarchical 
representation of literature on IEA problem within a POE environment is shown 
in Figure 2.2. Boros et al. (2008) published a survey paper which summarized 
some of the optimization opportunities in POE inspections from different 
perspectives.  
Under this hierarchy, this dissertation can be classified within the 
operational category emphasizing on the “what to inspect” problem. Given the 
limited inspection resources and the low fraction of entities actually inspected in a 
POE, it would seem that a great deal of research efforts would have been 
dedicated to the “what to inspect” issue. Surprisingly, most studies on IEA 
problem within a POE environment focus on the “how to inspect” aspect, with 
minimal attention paid to the “what to inspect” aspect.  Thus, the literature review 
focuses on the realm of operational inspection effort allocation, starting from the 
literature focusing on the “how to inspect” issue.  
Studies relevant to operational inspection planning mostly address issues 
related to either inspection classification or inspection planning. The former deals 
with those issues related to the mapping process between the information 
provided by different data sources and the classification of the entity under 
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inspection, such as setting the optimal threshold level of detection sensors. The 
latter refers to those works related to the definition of a routine or plan to be 
followed in an inspection facility. Some studies consider these two issues 
simultaneously, such as the works from Boros et al. (2006) and Elsayed et al. 
(2009).  This dissertation focuses on the inspection plan and routine generation 
rather than those hardware related issues.  
Boros et al. (2006) formulate the IEA problem through large-scale linear 
programming models to find optimal container inspection strategies for an entity. 
Their solution provides not a single optional strategy but a mixture of strategies 
each applied to a certain fraction of the containers. Boros et al. (2010) use integer 
programming and dynamic programming to identify optimal sequential inspection 
policies for incoming containers. The resulting solution is in the form of an 
efficient frontier† showing the trade-off between detection rate and cost.  
Ramirez-Marquez (2008) considers the IEA problem from the perspective 
of inspection reliability and assumes that all the sensors in the system have 
already been configured. The objective is to minimize the total cost of inspection 
while maintaining a user-specified detection rate for nonconforming entities. An 
evolutionary optimization approach known as probabilistic solution discover 
algorithm is employed to solve the formulated problem. An n+1-echelon decision 
                                                 
† Refer to Appendix C for the definition of efficient frontier. 
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tree is adopted to describe the inspection strategy, where a decision is made 
regarding which inspection to take at each of the echelon. 
Elsayed et al. (2009) develop a model that determines inspection 
classification threshold levels and inspection sequence simultaneously via an 
integrated decision system. Young et al. (2010) extend Elsayed et al.’s (2009) 
work by modeling this as a multi-objective optimization problem, which takes 
both cost and inspection time into consideration. Their model tries to minimize 
the total expected inspection cost and expected inspection time simultaneously. 
An efficient frontier of the multi-objective optimization problem is constructed 
through grid search and genetic algorithm. In contrast to their study, this 
dissertation focuses on prioritizing entities in the waiting queue to reduce waiting 
time without going into the detailed inspection routine. Further, the model 
developed in this dissertation does not only provide the entire efficient frontier, 
but also a representative partial efficient frontier.  
McLay et al. (2007) introduce the Multilevel Passenger Screening Problem 
(MPSP), which utilized prescreening information to determine the passenger 
assignments that maximize the total security subject to capacity and assignment 
constraints. Although this study focuses on traveler inspection, the ideas of 
utilizing prescreening information and categorizing passengers to multiple levels 
are inspiring. Threat values are developed to quantify “security” in this study. An 
integer programming (IP) model is formulated to solve the problem.  
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There are also studies focusing on a very specific type of risk—smuggling 
of nuclear materials. This type of risk is characterized by its low probability of 
occurrence and high cost if not detected. Wein et al. (2006) employ game theory 
to find the optimal inspection strategy, which includes the technology to use, the 
location of inspection, etc. More recently, Gaukler et al. (2010) proposes a new 
strategy of detecting nuclear material by taking the “hardness” of detection into 
consideration, where “hardness” is defined as how easily the nuclear material can 
be differentiated from other cargo in the same container. Trade-off between 
detection rate and waiting time is also considered in this study. Although the 
study from Gaukler et al. (2010) started to touch the “what to inspect” issue, the 
connection between waiting time and inspection strategy in their study is built 
specifically for nuclear material detection system. This would limit the usage of 
the model to other type of inspections.  
When waiting time is involved, it would be natural to model the system 
using queueing theory. However, there is very limited literature investigating the 
POE inspection process as a queueing system due to different reasons, such as the 
difficulty in data collection and high complexity of the entire system. Villalobos 
et al. (1998) reveal that the POE inspection process can be modeled as an M/Ek/c 
queueing system. The results are based on a simulation study of POE inspection 
process at the international bridges connecting El Paso, Texas, United States, and 
Juarez, Chihuahua, Mexico. This inspires this dissertation to treat the inspection 
system as a black box and apply queueing theory to build a connection between 
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the waiting time in the queue and the inspection plans, which will be discussed 
later. Such a connection will give rough estimation of the waiting time and thus 
guide the IEA process.   
Overall, existing studies for operational inspection effort allocation 
concentrate on the details of the inspection process, i.e., the “how to inspect” 
aspect. The “what to inspect” aspect of the IEA problem at operational level is 
seldom studied. However, given the situation that fully inspecting each inbound 
entity in full detail is impossible, a planning tool that addresses the “what to 
inspect” issue can help utilizing the inspection resource in a much more efficient 
manner. Filling this gap is one of the contributions of this dissertation.  
2.2 IEA in General 
Although the IEA problem within a POE environment has a relatively 
short history, the IEA problem in general actually has a long history, which 
originates from the manufacturing system back to 1960s. Studying the IEA 
problem in general will reveal insights on modeling strategy and solution methods 
to model and solve the IEA problem within a POE environment.  
During the last few decades, the setting of the IEA problem in a 
manufacturing system became far more complicated. Raz (1986) provides a 
survey on early stage studies on inspection effort allocation, which summarizes 
the characteristics of the IEA problem in a multistage manufacturing system. 
Tang and Tang (1994) provide another review on this topic, which mostly focuses 
on the screening method, i.e., 100% inspection. A more recent and comprehensive 
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survey paper on this topic is authored by Mandroli et al. (2006). The review from 
Mandroli et al. covers not only inspection effort allocation but also another 
closely related type of problem commonly known as the sensor allocation 
problem. To better understand the IEA problems within different environments, 
the settings of the IEA problem within a POE environment and manufacturing 
systems are compared first.  
2.2.1 Problem setting comparison 
There are some similarities between the IEA problem setting in a POE 
environment and that in a manufacturing system. For example, entities are 
organized in one or several queues in both systems, inspections in both systems 
are conducted stage by stage, etc. A staged manufacturing line configuration is 
shown in Figure 2.3 for illustration purposes.  
 
Figure 2.3. Process of manufacturing system 
Figure 2.3 includes one intermediate stage and the last stage of the 
manufacturing system. Once a product finishes processing in a manufacturing 
stage, it can be inspected or moved to the next manufacturing stage without 
inspection, which is decided by the inspection strategy. If an inspected entity is 
identified as defective, it is either scrapped or returned to some manufacturing 
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stage for rework depending on the system’s setting; otherwise, it moves to the 
next manufacturing stage. At the last stage, if a product passes inspection, it will 
be accepted; otherwise, it will be rejected and be scrapped or reworked. 
There are some differences between the problem settings in a POE 
environment and a manufacturing system. The most significant difference is that 
there is no manufacturing stage in a POE environment. A manufacturing stage can 
change the conforming status of the product as it advances along the production 
line. For example, a mistake made in a specific manufacturing stage may turn a 
conforming entity to a nonconforming one. Therefore, it is assumed that once an 
entity enters the POE inspection system, the actual conforming/nonconforming 
status of the entity will not change as it advances inside the inspection system. 
Another difference is that the inspection system in manufacturing is 
usually configured in the format of a production line or workstation clusters, and 
each product goes through a predefined route among the machines, although 
different products may have different routes. However, in POE inspection, the 
sequence of the inspections is not necessarily predefined, and it may vary among 
the entities. The inspection system most similar to a POE inspection system is the 
Flexible Inspection System (FIS) (Foster, Malave, and Villalobos 1990). In an FIS, 
the inspection routines are generated right before an inspection is to be conducted.  
A third difference is that there is usually a cycle time in a manufacturing 
system, which controls how fast the entities in process advance along the 
production line. However, in POE inspection, there is no fixed cycle time. 
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Inspection strategies will influence how fast the system processes the entities; 
thus, the relationship between the inspection strategy and the queue performance 
is also of interest.  
2.2.2 IEA problem in a manufacturing system 
In general, the development of IEA problem in a manufacturing system 
can be divided into three eras.  
During the first stage, the inspections are assumed perfect. Based on this 
assumption, researchers vary the configuration of the system and the way a 
defective entity is treated. The earliest known work, published by Lindsay and 
Bishop (1964), considers a serially configured single line process system with 
perfect inspection, where all the nonconforming entities are scrapped. The authors 
conclude that under fairly general conditions, either full screening inspection or 
no inspection was optimal. Later, White (1969) considers the problem with 
repairable defects, where nonconforming entities are not necessarily scrapped. 
This complicates the problem as the nonconforming entities may rejoin the 
process. The results from White (1969) support the conclusion drawn by Lindsay 
and Bishop (1964) that the “all or nothing” inspection strategy is optimal. Britney 
(1972) investigates a series of nonserial production system under the assumption 
of perfect inspection and quasi-concave cost structure. This work also shows that 
0 or 100% inspection is the optimal solution.  
The assumption of perfect inspection simplifies the problem drastically as 
the output of an inspection station is perfect regardless of the status of the 
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incoming entity. Relaxing this assumption advances the IEA problem into its 
second stage. Hurst (1973) models the probabilistic behavior of good and 
defective in-process entities in a multistage production process, under the 
assumption of imperfect inspection, where Type I (false reject) and Type II (false 
accept) errors are considered. In this case, the inspection results do not necessarily 
reflect the true status of an entity. Eppen and Hurst (1974) further show that the 
IEA problem in a serially configured manufacturing line with imperfect 
inspection can be modeled by dynamic programming as well. However, the 
solution is not simply the “none or all” inspection policy anymore. Yum and 
McDowell (1981) then investigate the problem in a nonserial topology setting and 
imperfect inspection. However, serially configured systems are still the majority 
in following studies after that. Overall, the second stage repeats the first stage 
without applying the perfect inspection assumption.  
The third stage of the IEA problem in manufacturing systems is 
represented by the concept of Flexible Inspection System (FIS). In previous works 
and some extensions of those works, the inspection strategies are predefined for 
all the entities along the process line. However, each entity may have different 
status as it advances along the process line even if they have the same status at the 
beginning of the process line. Villalobos et al. (1993) develop a Flexible 
Inspection System (FIS) for printed circuit board (PCB) inspection. The authors 
define the problem of selecting the mix of components to inspect as the inspection 
routine generation problem in a multistage PCB manufacturing system. In this 
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system, the inspection strategies for each entity are generated right before the 
inspection is performed. FIS takes advantage of up-to-date information and long-
term information about the inspection system to generate these strategies, thus 
making the inspection strategies adaptive to the status of the entities, which leads 
to a more efficient utilization of inspection resources. Their model tries to 
minimize two types of costs: immediate costs and delayed costs. Once these costs 
are known at each stage, a cost function is determined for each component. It 
directly leads to the development of the concept of Information Gain (IG) 
(Verduzco, Villalobos, and Vega 2001), which will be introduced in a later 
chapter of this dissertation.  
As inspection is only one of various types of operation in a manufacturing 
system, researchers also tried to consider problems related to other operations 
together with the IEA problem. Chevalier and Wein (1997) study the joint 
problem of inspection effort allocation and test policy generation. Inspection 
operations focus on whether the entity is manufactured correctly while testing 
focused on the functionality of a finished entity or a component of an entity. As 
the facilities become more and more versatile, some resources can be used for 
either manufacturing or inspection. Shiau et al. (2007) consider the problem by 
pooling the resources for manufacturing and inspection, and concurrently plan the 
manufacturing and inspection.  
There is another interpretation of IEA in the literature, which is originated 
from the problem of sensor distribution. In this type of problem, sensors are 
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distributed to collect information, and the inspection process is based on the 
information generated by the sensors. Questions to be asked here are where to 
locate the sensors and how many sensors are needed. The “location” here does not 
indicate the physical location, but rather what kind of information should the 
sensor collect (Mandroli, Shrivastava, and Ding 2006). This problem turns out to 
be similar to the problem of feature selection. Furthermore, one need to decide 
what kind of new sensors should be introduced if the current set of sensors cannot 
render enough information to make a reliable decision. This problem is usually 
referred to as feature construction problem. Garcia (2008) addressed these two 
problems within the context of Automated Visual Inspection (AVI) systems in his 
PhD dissertation. For clarity reasons, the IEA problem in this dissertation 
exclusively refers to the problem of generating inspection strategies under 
resources constraints.  
2.3 Modeling and Solution Strategy 
In this section, the general modeling and solution strategies are 
summarized. It is not limited to the IEA problem within a POE environment, but 
also the IEA problem in general, since some methodologies can be used in both 
environments.  
Raz (1986) concluded that dynamic programming (DP) was the most 
popular method used in early studies related to the IEA problem in manufacturing 
systems. Two decades later, Mandroli et al. (2006) found that DP was still the 
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most popular method in this field; integer programming (IP) and nonlinear 
programming (NLP) were the other two popular methods used in the literature.  
In reality, the computation required by DP, IP, and NLP escalates 
considerably as the number of stages increases. Thus, for large-scale problems, 
these methods have limited capability, although researchers have worked to 
speeding up the solving process (Penn and Raviv 2008). Due to the same reason, 
heuristic-based optimization methods such as genetic algorithm (GA) and 
simulated annealing (SA) are also frequently used by researchers (Viswanadham, 
Sharma, and Taneja 1996; Chen 1999; Emmons and Rabinowitz 2002; Shiau, Lin, 
and Chuang 2007; Rau and Cho 2009). Heuristic methods started to be more and 
more popular from the beginning of 1990s. One possible reason for this is because 
manufacturing systems have become more and more complex and the problem 
size is beyond the capability of math programming methods to get results in a 
reasonably short time. Besides the aforementioned methods, simulation was also 
occasionally used (Shin, Hart, and Lee 1995; Vaghefi and Sarhangian 2009).  
As previously discussed, since there are multiple objectives to achieve in a 
POE environment, multi-objective optimization (MOO) has been used to model 
the IEA problem. Unfortunately, solving an MOO model is not trivial. First, 
obtaining the entire efficient frontier is challenging. Even if the entire efficient 
frontier is obtainable, choosing a proper solution from the solution palette is 
another challenging task for a human decision maker.  Nevertheless, some recent 
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studies adopt this method to solve the “how to inspect” problem, such as Young et 
al. (2010) and Boros et al. (2010).  
In general, there are different ways to solve an MOO problem. According 
to the way preferences of different objectives are incorporated in MOO, it can be 
categorized into three different types (Marler and Arora 2004): 
1. A priori articulation of preferences 
2. A posteriori articulation of preferences 
3. No articulation of preferences 
The names of the categories are quite self-explanatory. For the purpose of 
this dissertation, the second type of problem is most relevant. Solving such a 
problem will generate a palette of solutions for the user to choose the most 
suitable one.  
Solving an MOO model usually renders an efficient frontier or partial 
efficient frontier, which usually contains all or a subset of the efficient solutions. 
In a decision support system, it is critical to help the decision maker choose the 
proper solution from the solution palette present in the efficient frontier. If the 
solution palette is large enough and some solutions are similar to each other, the 
decision maker may have difficulty choosing a particular solution. This problem 
is addressed by Masin and Bukchin (2008), who develop an algorithm named 
diversity maximization algorithm (DMA). This algorithm is able to control the 
number of solutions in the solution palette, while maintaining the diversity among 
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solutions. Diversity can intuitively be interpreted as the difference among the 
solutions; details related to diversity are introduced later in this dissertation. This 
way, the decision maker will have an easier task of choosing among different 
solutions. The DMA can generate either the entire efficient frontier or a partial 
one, which renders a high level of flexibility in solving an MOO decision support 
problem within a POE environment.  
Overall, DP is a popular method adapted by early stage studies for IEA 
problem in manufacturing setting, IP models are commonly used for IEA problem 
in both manufacturing and POE settings. MOO method is attracting increasing 
attention since there is usually more than one objective to achieve in real world 
problems. As the problems are becoming growingly complicated, meta-heuristic 
based methods such as genetic algorithm become popular persistently.  
2.4 Contribution of the Dissertation 
One contribution of this dissertation is proposing and defining an 
integrated planning framework that innovatively decomposes the IEA problem 
within a POE environment into two phases. This decomposition clearly defines 
the boundary between the two aspects of the IEA problem, namely “what to 
inspect” and “how to inspect.” Two core components of the proposed framework 
are the primary planning module and the detailed planning module, which deals 
with the “what” and “how” to inspect problems, respectively. Most importantly, 
the resulting framework is able to integrate existing planning tools into its 
detailed planning part, rather than starting everything from scratch.  Although 
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deciding “what to inspect” is an important issue, very little effort has been 
devoted to tackle it. This gap is filled by the primary planning model developed 
in this dissertation, which prioritize entities for inspection without dwelling 
deeply into the details of the inspection. 
Another contribution of the proposed framework is that it provides a 
systematic way of developing the IEA model for POE inspection. Existing 
literature reveals that there is not a systematic way of modeling the IEA problem. 
This situation makes it difficult to adjust the system rapidly to deal with emergent 
risks. The framework developed in this dissertation outlines a general 
decomposition of the IEA problem within a POE environment and provides the 
connection interface among modules. The detailed design of each module can be 
adjusted to accommodate any specific problem. However, the structure of the 
framework remains the same or similar for different instance of the POE 
inspection problem. One benefit of this design is that each module can be 
improved independently as long as the interfaces are maintained.  
Cost models are also provided to capture both time dependent and time 
independent costs. More specifically, this dissertation establishes a concrete 
connection between waiting time and an inspection plan, which specifies entities 
for inspection. Especially, the overall inspection system is treated as a black box. 
By doing so, the inspection system is abstracted as several key queueing 
performance such as mean and variance of the processing time. This connection 
enables one to consider waiting time reduction and other costs reduction 
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simultaneously. Although Young et al. (2010) consider the IEA problem with 
inspection time reduction problem together, there is no study considering the IEA 
problem and the waiting time reduction at the same time. This dissertation fills 
this gap by considering IEA problem in a POE setting jointly with the waiting-
time reduction problem. 
A multi-objective optimization model is built to tackle the primary 
planning problem. This is different from most early works on IEA problem in a 
POE environment, which neglect the multi-objective nature of the problem. Until 
recently, Young et al. (2010) and Boros et al. (2010) adopt MOO modeling 
method. However, their solutions provide the entire efficient frontier without 
providing solution selection strategy. This dissertation employs the DMA 
developed by Masin and Bukchin (2008) to solve the resulting MOO model and 
provides two different uses of the planning model. One is to render the entire or a 
representative partial efficient frontier, the other is to evaluate a giving inspection 
plan, which provides the basis for continuous improvement of the inspection 
system.   
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CHAPTER 3 ENVISIONED SYSTEM  
3.1 The Two-Phase Planning Paradigm 
In the previous chapters, it has been discussed that the IEA problem within 
a POE environment consists of two subproblems: “what to inspect” and “how to 
inspect.” Thus, this dissertation adopts a two-phase planning paradigm to tackle 
the IEA problem. This section describes details about the two-phase planning 
paradigm within a POE environment. From here on, if not specifically mentioned, 
IEA problem in this dissertation exclusively indicates the IEA problem within a 
POE environment.   
Under the two-phase planning paradigm, the planning activities are 
decomposed into primary planning and detailed planning. The objective of 
primary planning is to prioritize the entities for inspection, which essentially 
solves the “what to inspect” issue of the IEA problem. It has a relatively long 
planning horizon and considers multiple entities. The planning horizon could be a 
fixed period such as an hour or determined by a certain number of entities in the 
queue. However, the planning horizon should not be chosen arbitrarily; factors 
such as the duration of a work shift should be taken into account.  
The primary planning is supposed to be a rough planning procedure, 
which is similar to the rough-cut capacity planning in supply chain management. 
Thus, a lot of information is aggregated and perfect information is not required, 
although high information availability and accuracy is always beneficial. For 
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instance, since the exact information of inspection routine to be used for each 
entity under a given planning horizon is not available, historical information can 
be used to determine typical inspection time and resource consumption for the 
different entity types under consideration. This could be a deterministic 
estimation or a statistical distribution.    
The detailed planning focuses on specific entities that have been 
identified for inspection, which essentially solves the “how to inspect” issue of 
the IEA problem. At this phase, one needs to decide the inspection routine for 
each entity. Remember that there is usually no fixed sequence to perform the 
inspections; thus, detailed planning needs to include both inspection types and 
sequence. Since detailed planning is specific to an entity, details related to the 
planning may vary from entity to entity.  
It is not envisioned that a single model can solve all types of detailed 
planning problems. Different types of entities may have very different emphasis 
for inspection. For example, trucks that carry fresh produce may be inspected for 
food safety reasons, while trucks that carry machinery may be inspected for 
nuclear material reasons. Thus, this dissertation does not go deep into the area of 
detailed planning. Some operational level planning models reviewed in the 
literature review section can perfectly fit into this phase of planning. The 
envisioned framework is able to integrate existing operational level planning 
model with minimal modification.  
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One thing that needs to be pointed out is that the envisioned system is a 
decision support system, which means that the final decision is made by the 
inspector rather than the envisioned system. It is very possible the inspector does 
not follow the instruction generated by the planning model if he/she is confident 
that some other action is a better choice. This is reasonable since not every detail 
can be included in the planning model. Thus, feedback channels are established 
for both primary and detailed planning when designing the framework.  
3.2 System Module Interaction 
Based on the previously described two-phase planning paradigm, an 
adaptive inspection planning system is proposed. The envisioned system is 
motivated by the concept of Flexible Inspection System (FIS). A key concept of 
the FIS is to incorporate new information available to generate or adapt the 
inspection routine right before the next inspection operation is carried out. For 
additional information on FIS, the readers are referred to Villalobos (1991), 
Villalobos et al. (1993), Verduzco et al. (2001), and Garcia and Villalobos (2007). 
 
Figure 3.1. Information flow 
 37 
 
Similarly, a key feature of the envisioned system is to utilize available 
information in order to provide inspection decision support. Conceptually, the 
information flow is depicted in Figure 3.1. Several information sources are 
associated with an entity, such as the manifest document, inspection result from 
mobile checkpoints and information recorded by sensors attached to the entity. 
With proper processing, all the information is consolidated and represented by the 
conforming probability of an entity. This could be a single number describing the 
general risk level of the entity or a vector where each element corresponds to a 
specific type of risk. The planning models then take this probability as inputs to 
generate an inspection strategy with respect to each entity. Finally, an inspector 
takes action based on the generated inspection strategy, as well as his/her own 
judgment. Therefore, the resulting inspection strategy is not necessarily the same 
to that specified by the planning models. A feedback mechanism with information 
on the difference between each strategy generated by the planning models and the 
actual execution is part of the overall system. These feedback loops are realized 
by some auxiliary modules. This feedback mechanism will potentially improve 
the planning model to generate strategies that are more realistic and give direction 
on what type of information to collect in the future, and thus provide the basis for 
continuous improvement of the entire planning system.   
The design of the envisioned system makes it highly adaptable to new type 
of nonconformities. First, the probability of an entity being conforming is used as 
a uniform way of representing risk level. Thus, new types of nonconformity can 
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easily be introduced into the planning system. Another benefit of doing so is that 
the envisioned system decouples the inspection planning system and the 
information processing system. Hence, each part can be improved independently 
as long as the interface among them is maintained properly. This would free 
domain experts from worrying about the inspection planning issues so that they 
can focus on estimating risk levels from the information available. This 
dissertation focuses on inspection planning, and leave the risk level estimation 
problem for future research given that the estimation methodology may vary 
significant among different types of risk. 
 
Figure 3.2. Module interaction 
Overall, the layout of the envisioned decision support system is shown in 
Figure 3.2. The core components of the framework include a Primary Planning 
Module (PPM) and a Detailed Planning Module (DPM), corresponding to 
primary planning and detailed planning respectively. Different feedback loops are 
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built for planning models of different levels, which are fulfilled by some auxiliary 
modules. 
At the primary planning level, there is a Performance Assessment 
Module (PAM), which assesses the performance of the PPM with some 
predefined metrics, such as detection rate, total cost and average waiting time. 
Another function of the PAM is to fine-tune the parameters of the PPM according 
to the performance of the PPM whenever necessary. This could include adjusting 
the estimation of resource assumption of the inspections, estimated queueing 
performance metrics, etc. These two functions of the PAM form the feedback 
loop for the primary planning model. Additionally, the PAM may need to estimate 
missing information from historical data, which can be retrieved from a central 
database. 
At the detailed planning level, the Inspection Monitoring Module (IMM) 
records the actual execution of the inspection and tells the difference between the 
actual inspection and planned inspection. This provides real time status of the 
entities to the detailed planning model, which can adjust the inspection routine 
accordingly. In addition, newly acquired information that directly influences the 
inspection routine, such as the inspection result of the previous inspection, is also 
processed by this module. This defines the feedback loop for the detailed planning 
model. It provides the detailed planning model the potential to generate inspection 
routines adaptively.  
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A Central Control Module (CCM) is in place to coordinate the modules 
and process the information received from other sources. The information 
collected from the detailed planning and actual inspection is eventually utilized by 
the primary planning model to estimate parameters. The CCM acts as the bridge 
between these two levels of planning, which forms a feedback loop for the entire 
system. 
The system shown above demonstrates a prototype showing the 
interaction among different modules. This dissertation focuses on the 
development of the primary planning model. Especially, efforts are devoted to 
develop cost models that can capture both time independent and time independent 
costs. Actually, a clearly defined cost model is also beneficial for detailed 
planning, as some costs are overlapped.  
3.3 Discussion on Probability Representation 
The conforming probability of an entity plays a significant role in the 
envisioned system. This section discusses how this value is calculated and 
explores its characteristics. 
As it was previously mentioned, the inspection process begins even before 
an entity arrives at a POE as some of the entity’s information being electronically 
transmitted ahead of time through manifests and/or obtained through temporary 
checkpoints. The estimation of the conforming probability of an entity is derived 
from these informational processes, referred to as an Information Gathering 
Procedure (IGP) in this dissertation.  
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One significant difference between these IGPs and the inspection 
conducted at a POE is that there is no admit/deny decision made at an IGP. The 
IGP only updates the estimated status of the entity with respect to its being 
conforming or not. After all of the IGPs are applied, a final estimation of the 
probability of the entity being conforming is calculated according to its results.  
The IGP can be viewed as an imperfect inspection, which means that there 
are both type I and type II errors, creating some associated issues. This section 
investigates the following three main issues: (1) Are there any requirements on 
these parameters? (2) Will the sequence of applying the IGPs influence the final 
estimation? (3) Are there any characteristics on the probability distribution of the 
estimated probability that can be generalized?   
3.3.1 Requirement on Information Gathering Process (IGP) 
The first question to ask when applying an IGP is if its application is even 
worthwhile. Specifically, would a particular IGP bring in any useful information 
which may offset its associated type I and type II errors? Thus, the problem is 
defining the conditions that type I and type II errors should meet in order to make 
an IGP’s application be worthwhile. 
The first step in this section is to establish the relationship between the 
type I and type II errors of the IGP and the estimation of the conforming 
probability. For this, let G be a set of IGPs, in which each IGP in the set provides 
a judgment on whether an entity is conforming based on its available information. 
In this sense, the IGP can be interpreted as a classifier that classifies the entity 
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into conforming and nonconforming categories, implicitly assuming that they are 
not 100% accurate. Thus, one can suppose that the jth IGP process has type I error 
rate jα  and type II error rate jβ .   
For narrative simplicity, the following variables are defined. Let 
 
1 if the entity is conforming, 
0 otherwise.
M = 

 
 
1 if IGA  shows that entity is conforming, 
0 otherwise.j
j
G = 

 
Then, the Type I error jα  and Type II error jβ  can be interpreted as 
following: 
{ 0 | 1}j jP G M α= = = ; { 1| 1} 1j jP G M α= = = − ; 
{ 1| 0}j jP G M β= = = ; { 0 | 0} 1j jP G M β= = = − . 
Let 0π  be the initial estimation of the entity being conforming. Let jπ  be the 
estimation of the conforming probability after applying IGP j. Then, the 
probability that IGP j, which indicates that the entity is conforming is: 
 
1 1
1
{ 1} { 1| 1} { 1} { 1| 0} { 0}
(1 ) (1 )
(1 )
j j j
j j j j
j j j j
P G P G M P M P G M P M
α π β π
α β π β
− −
−
= = = = = + = = =
= − + −
= − − + .
 (3.1) 
From (3.1), one could tell that for an IGP to be useful, it is necessary to have  
 1j jα β+ < .  (3.2) 
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If condition (3.2) does not hold, then { 1}jP G =  is no greater than jβ  under every 
circumstance, which directly conflicts with the definition of jβ .  
In fact, applying an IGP that violates (3.2) is not worthwhile. This is demonstrated 
in the following example. Given the classification result from IGP j, the 
probability of the entity actually being conforming can be updated accordingly:  
1
1 1
{ 1| 1} { 1}
{ 1| 1}
{ 1}
{ 1| 1} { 1}
{ 1| 1} { 1} { 1| 0} { 0}
(1 )
(1 ) (1 )
j
j j
j
j
j j
j j
j j j j
P G M P M
P M G
P G
P G M P M
P G M P M P G M P M
π
α π
α π β π
−
− −
= = =
= = =
=
= = =
=
= = = +
=
= = =
−
=
− + −
  (3.3) 
1
1 1
{ 0 | 1} { 1}
{ 1| 0}
{ 0}
{ 0 | 1} { 1}
{ 0 | 1} { 1} { 0 | 0} { 0}
(1 )(1 )
j
j j
j
j
j j
j j
j j j j
P G M P M
P M G
P G
P G M P M
P G M P M P G M P M
π
α π
α π β π
−
− −
= = =
= = =
=
= = =
=
= = = + = = =
=
+ − −
=
  (3.4) 
For an IGP to be meaningful, if 1jG = , jπ  should be greater than 1jπ − . 
Similarly, if 0jG = m jπ  should be less than 1jπ − . Otherwise, applying this IGP 
is a waste of resources.  To meet these conditions, condition (3.2) must be met. 
Take (3.3) for example, where the IGP shows the entity is conforming. In this 
scenario, it is desired to have the following condition 
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 1 1
1 1
(1 )
(1 ) (1 )
j j
j j
j j j j
α π
π π
α π β π
−
−
− −
−
= >
− + −
, (3.5) 
if the IGP j is to be considered useful. Since 1 1(1 ) (1 ) 0j j j jα π β π− −− + − > , 
1 0jπ − > , (3.5) can be collected and simplified to 
 21 1) (( 1(1 ) )j j j j j jα β π π α β− − −> −−−  
 1(1 )1 j j j j jα β π α β− −> −−− . (3.6) 
If 1 0j jα β− − < , then from (3.6)  one can get  
 11 jπ −< ,  
which contradicts the fact that 1jπ ≤ , j∀ . Thus, in order to have a worthwhile 
meaningful IGP, condition (3.2) must be met.  
3.3.2 Sequence of applying IGP 
The aggregated conforming probability of an entity based on the results of 
each individual IGP is calculated in an iterative manner according to (3.3) and 
(3.4). In this case, the IGPs’ sequence is not fixed. The purpose at this point is to 
understand whether the sequence of applying the IGPs would influence the final 
estimate of conformity probability. 
 
Figure 3.3. Illustration of IGP sequencing 
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To understand this issue, one first considers what happens if two 
successive IGPs are swapped. If one pair of successive IGPs can be swapped, then 
that means that any other arbitrary pair of IGPs can also be swapped. This is 
illustrated in Figure 3.3. If IGP j and IGP j+1 can be swapped, then IGP j and IGP 
j+k can also be swapped. This is because IGP j+k can first be swapped with IGP 
j+k-1, then j+k-2, and so on, until it reaches IGP j.  
Lemma 1. Suppose that two IGPs are applied to a particular entity.  The 
application sequence does not influence the estimate of the conforming 
probability of that entity.  
Proof: 
Suppose these two IGPs are indexed j and j+1. Let 1jπ −  be the estimation 
of the entity being conforming before these two IGPs. This probability then 
updates according to equations (3.3) and (3.4). There are four potential outcomes 
after the application of the two IGPs.  Column 1 of Table 3.1 is the ID assigned to 
each scenario, while columns 2 and 3 are the outcomes of each IGP, and column 4 
is the estimated conforming probability of the entity after these two IGPs, referred 
to as 1jπ + . 
Table 3.1. Estimation of πj+1 after IGP j and IGP j+1 
ID IGP j IGP j+1 1jπ +  
1 Conforming Non-conforming 
1 1
1 1 1 1
(1 )
(1 ) (1 )] (1[ )
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +
−
− −− +−  
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2 Conforming Conforming 
1 1
1 1 1 1
(1 )(1 )
[(1 )(1 ) ]
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +
− −
− − − +  
3 Non-conforming 
Non-
conforming 
1 1
1 1 1 1[ (1 )(1 )] (1 )(1 )
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − ++ − − + − −
 
4 Non-conforming Conforming 
1 1
1 1 1 1
(1 )
(1 ) (1[ 1 ))] (
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +− − + −−
−
 
  
Alternatively, if the two IGPs are applied in different sequences, the 
results are shown in Table 3.2. The columns arrangement is the same to that in 
Table 3.1. 
Table 3.2. Estimation of πj+1 after IGP j+1 and IGP j 
ID IGP j+1 IGP j 1jπ +  
1 Conforming Non-conforming 
1 1
1 1 1 1
(1 )
(1 ) (1[ 1 ))] (
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +− − + −−
−
  
2 Conforming Conforming 
1 1
1 1 1 1
(1 )(1 )
[(1 )(1 ) ]
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +
− −
− − − +  
3 Non-conforming 
Non-
conforming 
1 1
1 1 1 1[ (1 )(1 )] (1 )(1 )
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − ++ − − + − −
 
4 Non-conforming Conforming 
1 1
1 1 1 1
(1 )
(1 ) (1 )] (1[ )
j j j
j j j j j j j
α α π
α α β β π β β
+ −
+ + − +
−
− −− +−  
 
One can tell that rows 2 and 3 of Table 3.1 and Table 3.2 are identical. 
1jπ +  in row 1 of Table 3.1 is equal to that in row 4 of Table 3.2, and 1jπ +  in row 4 
of Table 3.1 is equal to that in row 1 of Table 3.2. This shows that the swapping 
two IGPs will not influence the final estimation of the probability of an entity 
being conforming.  
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Theorem 1. Suppose there is a set of IGPs applied to an entity. The 
sequence of applying the IGPs will not influence the final estimation of the 
probability of an entity being conforming.  
Theorem 1 can easily be proven by successively applying lemma 1.  
3.3.3 Conforming probability characteristics 
Although the calculation of the conforming probability happens after all 
the IGPs are applied, each IGP is conducted independently. For example, it is 
very possible that when performing the routine of a particular IGP, the results 
from another IGP are not known. Thus, when performing each IGP, the initial 
probability of the entity is equal to 0π . A good choice for the value 0π is the long-
term conforming probability of entities from the same population, denoting as P. 
Thus, 
  0 0
0
{ 1} { 1| 1} { 1} { 1| 0} { 0}
(1 ) (1 )
(1 )
j j j
j j
j j j
P G P G M P M P G M P M
α π β π
α β π β
= = = = = + = = =
= − + −
= − − + ,
  
  (3.7) 
 
0
{ 0}
(
1 { 1}
1 ) (1 )
j j
j j j
P G P G
β α β π
= =
= − −− −
− =
.
 (3.8) 
Then, each IGP can be thought as a Bernoulli trial, and jG  follows Bernoulli 
distribution with parameter 0(1 )j j jα β π β− − + .  
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Another assumption about the IGPs is that the α  and β  values tend to be 
high, although the condition (3.2) still holds for each IGP. This assumption is 
made mainly because of the technological constraint. Without inspection, one 
cannot classify an entity into conforming or non-conforming in a reliable manner. 
Otherwise, there is no need to conduct the physical inspection at POEs and one 
would simply sort the entities according to their non-conforming entities and 
reject the entities with low conforming probability.   
It is assumed that β  is usually smaller than α . This is because, in a POE 
environment, the consequence of categorizing a non-conforming entity as 
conforming (Type II error) is usually considered less plausible than that of 
categorizing a conforming entity to nonconforming (Type I error).   
Let  
 
1
M
j
j
W G
=
=∑ , (3.9) 
where M is the total number of IGPs. According to Ross (1996), the random 
variable W can be approximated by a Poisson Distribution with parameter 
 0
1
(1 )
M
j j j
j
α β π β
=
− − +∑ . (3.10) 
It is not realistic to use one distribution to capture the characteristics of all 
different entity populations. However, it is clear that after these IGPs, the 
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estimation of the conforming probability is proportional to the number of IGPs, 
which indicates that the entity being conforming, although it is not always strict.  
In general, the conforming probability of the entities may/will show spikes 
skewing to 1 (conforming population) or 0 (nonconforming population). In 
addition, due to the low accuracy of the IGPs, the distribution of different 
populations may highly overlap each other. This provides some insight for 
constructing the case study in a later chapter of this dissertation.  
3.4 Summary 
This chapter develops an integrated inspection effort allocation framework 
for the POE environment. This framework accommodates the planning model 
developed in this dissertation and other necessary planning models, such as a 
detailed planning model. The main idea of this framework is to take advantage of 
available information to help make better decisions in a systematic manner. Some 
high level requirement on the information gathering procedures are also discussed. 
Details about the primary planning model are discussed in later chapters of this 
dissertation.    
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CHAPTER 4 COST MODELS  
4.1 Cost Components Analysis 
In order to define the cost models, the costs involved in POE inspection 
planning are analyzed first. There are different types of costs involved in POE 
inspection. In general, they can be categorized as below: 
• Immediate Inspection Cost – the operational cost of performing the 
inspection itself.  
• Expected Inspection Cost – the cost associated with the consequences of 
the inspection results. Expected costs related to inspection include: 
o Cα : Cost of rejecting a conforming entity 
o C(1-α) : Cost of accepting a conforming entity 
o Cβ : Cost of accepting a nonconforming entity 
o C (1-β) : Cost of rejecting a nonconforming entity  
When an additional subscript of entity is appended, the cost corresponds to 
the entity referred by the subscript. For example, C1-α,i refers to the cost of 
accepting entity i when it is conforming if the inspections are not 
distinguished. If inspections are distinguished, additional index are 
appended to index the inspections.   
• Cost of delay or waiting – the cost associated with an entity waiting in the 
queue until it is allowed to proceed into the interior of the country. 
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The first two types are time independent, whereas the third one is time 
dependent. One should note that the cost of delay might not necessarily be 
directly reflected in monetary value. For instance, a waiting truck in the queue 
with perishable commodities incurs in relatively easily quantifiable costs such as 
lost shelf life of the product transported or drivers wages, but also more difficult 
to quantify costs such as pollution generated by the idling engine or marketing 
opportunity cost. Instead, the waiting time is a better metric to quantify the cost of 
delay. No matter how much the unit waiting cost is, it is always better reduce the 
waiting time.   
4.2 Modeling Time Independent Cost 
A model named Information Gain (IG) model is employed to capture the 
time independent cost components. The IG model utilizes the benefit brought by 
the inspection to evaluate the value of inspecting an entity. To start with, the 
drawback of using the costs directly is illustrated.  
4.2.1 Drawback of using the costs directly 
Denote the probability of entity i being conforming as πi, and the type I 
error and type II error rates of inspection j are αj and βj respectively. Consider the 
situation when one wants to evaluate the total expected cost of applying 
inspection j on entity i before it is actually conducted. An accept/reject decision 
will be made according to the inspection result. Since the actual 
conforming/nonconforming status of the entity is unknown, there are totally four 
different possible outcomes, which are described in Table 4.1.  
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In Table 4.1, Column 1 is the ID for the scenario, Column 2 is the possible 
actual status of the entity, Column 3 is the potential action, Column 4 is the 
probability of the corresponding scenario happens, and Column 5 is the cost 
occurs if the corresponding scenario arises.  
Table 4.1. Possible output if an inspection is applied. 
Scenario 
ID 
Actual status of 
the entity  
Potential 
accept/reject 
action  
Probability of 
happening 
Cost of 
the 
scenario 
1 Conforming Accept (1 )i jπ α⋅ −  1 ,iC α−  
2 Nonconforming Accept ( )1 i jπ β− ⋅  ,iCβ  
3 Conforming  Reject i jπ α⋅  ,iCα  
4 Nonconforming Reject ( )1 (1 )i jπ β− ⋅ −  1 ,iC β−  
 
Then, the expected cost of applying inspection j to entity i, denote as Ci,j, can be 
written as below:  
 
, 1 , ,
1 2
3
1 ,
4
,
(1 ) (1 )
(1 ,)(1 )
i j i j i i j i
i j i i j i
C C
C
C
C
α β
α β
π α π β
π α π β
−
−
− + −
+ − −
=
+
 
 

 (4.1) 
where the underline annotation corresponds to the Scenario ID in Table 4.1. This 
is referred to as the “delayed expected cost” for performing an inspection of a 
“unit” by Villalobos (1991). Rearranging the variables in (4.1), it clearly tells, as 
in (4.2), that Ci,j is a linear function of πi.  
 , 1 , , , 1 ,
, 1 ,
(1 ) (1 )
( )
]
.1
[i j j i j i j i j i i
j i j i
C C C C
C C
C α β α β
β β
α β α β π
β β
− −
−
− −
−
= − + −
+ +
 (4.2) 
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In (4.2), both C1-α,i and C 1-β,i are benefits of making correct decisions. 
Thus, both of them can be set to 0 without loss of generality. As a result, the slope 
of Ci,j becomes: 
 , , , of - .i j j i j iSlo C C Cpe α βα β=  (4.3) 
In real life, αj and βj of the inspections are required to be very small, which 
makes the slope of Ci,j very small. Thus Ci,j is assumed to be linear monotone, and 
it changes subtly as πi varies. Therefore, when combined, these costs may be 
dominated by other types of costs. If using the costs alone, it may result in 
counterintuitive results. The following example illustrates this. 
Consider three entities with probability of being conforming 1 0.1π = , 
2 0.5π =  and 3 0.9π = , respectively. Assume that the expected inspection cost 
monotonically decreases as πi increases. If the resources available only allow 
inspecting one of the three entities, it may be more valuable to inspect the second 
one, accept the third and reject the first one. This is because it is not as certain that 
the second entity is conforming or not compared to the other two entities. 
However, if the total expected cost is used directly in the objective function of the 
model, the model will not choose to inspect entity 2, as its total expected cost is 
neither largest nor smallest.  
4.2.2 The Information Gain model 
To overcome the aforementioned flaw of using the expected costs directly, 
the Information Gain (IG) model is introduced. The IG model is formally defined 
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by Verduzco et al. (2001); however, this concept has been introduced as cost 
reduction in Villalobos’s dissertation (J. René Villalobos 1991).  
This model utilizes the benefit brought by the inspection to evaluate the 
value of inspecting an entity. It is able to incorporate most non–time dependent 
cost components. For example, not inspecting an entity will not bring any benefit, 
and information gain will be zero accordingly. Thus, by maximizing this metric 
over a set of entities, it actually has included the opportunity costs of not 
inspecting some of the entities implicitly. This section introduces the Definition of 
IG model briefly. Readers are referred to Villalobos (1991) and Verduzco et al. 
(2001) for more details related to IG model. 
 
Figure 4.1. The Information Gain model 
Three linear cost functions are defined in the IG model, the Accept line, 
the Reject line, and the Inspection line, corresponding to the expected cost of each 
operation. An IG model is defined for each type of operation for each entity. Let π 
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be probability the entity is free of the risk under consideration, which is referred 
to as the conforming probability. This is equivalent to that the entity is 
nonconforming due to the risk under consideration with probability 1-π. Denote 
the Accept and Reject lines as A(π) and R(π) respectively. 
The lines are plotted in a Cartesian coordinate system, where the x-axis is 
the probability of the entity being conforming, and y-axis is the cost of the 
corresponding action. Then A(π) is a line defined by points (0, C 1-β) and (1, Cα); 
R(π) is defined by points (0, Cβ) and (1, C1-α). For operation j (it could be a single 
inspection or an inspection routine), denote the inspection line as Ij(π). Then Ij(π) 
is defined by the points 1(0, (1 ) )j jC Cβ ββ β −+ −  and 1(1, (1 ) )j jC Cα αα α −+ − . Thus, 
the information gain of applying operation j to entity i, with conforming 
probability iπ , is defined as following: 
 ( ) { }{ }max min ( ), ( ) ( ),0j i i i j iIG A R Iπ π π π= −  (4.4) 
An illustration of this concept is shown in Figure 4.1 (Verduzco, 
Villalobos, and Vega 2001). P1 is the x-coordinate of the intersection of 
Inspection line and Reject line, and P2 is the x-coordinate of the intersection of 
Inspection line and Accept line. Equation (4.4) ensures that the IG is always a 
nonnegative value, thus not performing an inspection will bring no benefit.  
One problem for inspections in a POE environment is that the cost 
components are difficult to estimate. However, in the primary planning phase, all 
that is needed is to distinguish which entities are relatively more beneficial to 
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inspect given the limit of resources. Thus, a method developed by Verduzco et al. 
(2001) is adopted to define the costs, which is able to compare the relative 
benefits of inspecting different entities. Denote the intersection point of the 
Accept line and the Reject line as (π*,C*). When C* is fixed for all types of entities, 
by moving the value of π*, different sets of expected costs of inspections can be 
derived. With a set of π* and C* values, one can evaluate which entities are 
relatively more beneficial to be inspected by the inspection under consideration.  
Under proper setting, the probability of a nonconforming entity being 
inspected can also be maximized. Entities with conforming probability near π* are 
more likely to be inspected, as inspecting an entity with conforming probability π* 
maximizes the information gain. Let 0p  and 1p  be random variables representing 
the conforming probability of an entity from the conforming population and 
nonconforming population respectively. The properties of 0p  and 1p , such as 
mean, variance or even the pdf, can be derived from historical data. By setting π* 
equal to 1( )E p , where E(⋅) is the expectation, entities from the nonconforming 
population will be more likely to be inspected. An underlying assumption is that 
the conforming probability distributions of entities from different populations 
differ from each other with certain statistical significance. To achieve this, proper 
features should be selected or constructed to estimate the conforming probability. 
There are numerous studies on feature selection and feature construction, one 
example can be the study from Garcia(2008). This dissertation does not go further 
on this, but assumes that a well-estimated probability is available to use.  
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Verduzco et al. (2001) conduct a numeric study to show the validity of the 
IG model. The experiment is based on a PCB inspection system to decide whether 
to perform an extra inspection on the PCB. Quantitative comparison reveals that 
the information-based allocation is significantly superior to the random inspection 
approach for a time-constrained inspection, where a tighter time constrain forces 
the system to inspect less elements on the PCB. Interested readers are referred to 
the original paper (Verduzco, Villalobos, and Vega 2001) for more information. 
Overall, the IG model takes both misclassification probability and costs of 
misclassification into consideration. By maximizing IG, the probability of 
inspecting a nonconforming entity is maximized and the overall cost of 
misclassification is minimized. The immediate cost of the inspection is not 
incorporated in this model since the inspection infrastructure has already built and 
certain operations costs occurs no matter it inspects or not. However, it is easy to 
incorporate it into the IG model by moving the inspection line up with certain 
amount if necessary. 
4.3 Modeling the Waiting Time 
The IG model captures the time independent cost well; however, it is 
incapable to capture the time dependent costs. In particular, the model does not 
consider the queue buildup caused by the potential imbalance between the arrival 
rate of entities and the inspection throughput rate, which is highly influenced by 
the decision of whether to inspect the entity under consideration. The time that 
 58 
 
entities wait to be inspected has cost implications such as the cost of perishability, 
wear out, etc. 
In order to consider the cost associated with waiting time, the relationship 
between an inspection plan and the corresponding queueing performance is 
explored. Since the actual cost of waiting is highly dependent on the nature of the 
entity, instead of the actual cost, key queueing performance metrics are used to 
simplify the problem. These key performance metrics could be maximum waiting 
time, average waiting time, or average number of entities in the queue. Average 
waiting time is used in this dissertation. It will be referred to as AWT for short in 
the rest part of this dissertation.  
This dissertation treats the POE inspection system as a black box and 
model the system as an M/G/1 queueing system. This assumption drastically 
simplifies the system while captures enough information for primary planning. 
This assumption is supported by some pragmatic analysis of the queuing systems 
in POEs such as the one by Villalobos et al. (1998) who find that the queuing  
process in a POE can be modeled as an M/Ek/c queueing system. This dissertation 
assumes that there is a single queue and the entity arrival is a Poisson process. 
The Erlang distribution of the service time is relaxed, and a general distribution is 
used instead.   
The IEA models provide routing mechanisms for the entities that enter the 
inspection system right before they enter it. Both primary planning and detailed 
planning can influence waiting time. The primary planning controls the entry of 
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entities to the system, which effectively controls the arrival rate of the queueing 
system. The detailed planning decides the detailed inspection routine of an entity 
when it is inside the inspection system, which effectively influences the service 
time. This dissertation only considers the influence caused by the primary 
planning at this moment. There is a future research opportunity to explore the 
influence to the queue performance introduced by detailed planning.  
4.3.1 System setting 
There are multiple “systems” involved in this dissertation. Thus, the 
connotations of different “systems” need to be clarified before going further. The 
first system is the “inspection system,” which includes the inspection facility and 
the operations inside it. Another system is the “queueing system.” In queueing 
literature, a queueing system usually consists of one or several waiting queues and 
some service stations. In this dissertation’s setting, the “inspection system” can be 
viewed as a service station in the queueing system. Since a black box method is 
used, the details inside the inspection system are not explored. All that is 
important to the queueing system is the service rate and the variance of service 
time. Thus, inspection time is also referred as service time. For narrative 
simplicity, if not explicitly mentioned, the “system” in this chapter indicates the 
“queueing system,” and the “inspection system” is referred to as the “service 
station.”  
Another thing to clarify is the average waiting time (AWT). Some 
literature refers AWT to the summation of the waiting time in the queue and the 
 60 
 
service time. However, AWT is referred to the average waiting time in the queue 
exclusively in this dissertation.  
To illustrate the black box method, a simple version of the system is 
presented. In this simple example, the planning model acts as a “switch” and 
decides whether an incoming entity will be inspected right before it enters the 
system, which is shown in Figure 4.2, where p is the probability the switch sends 
an entity to be inspected. It is assumed that the mean and variance of the 
inspection time are known. If the planning model and the inspection system 
together are treated as a black box, as defined by the dashed box in Figure 4.2, the 
question is how will the “switch” change the behavior of the whole system? 
Especially, what the mean and variance of the service time of the black box will 
be according to different states of the switch. 
 
Figure 4.2. System illustration (simple case) 
In a more complicated case, one may want to distinguish the operations 
inside the black box, although not to the level of detailed inspection routine. This 
would potentially render a more accurate estimation of the AWT of the black box. 
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An illustration is shown in Figure 4.3. It is assumed that several inspection 
procedures are predefined with the mean and variance of its inspection time 
known. According to the proportion of entities receiving different inspection 
procedures, one can estimate the mean and variance of the entire black box, and 
thus the AWT of entities waiting. The underlying assumption is that enough data 
is collected to estimate the mean and variance of each inspection procedure. In a 
POE environment, the data availability will not be a problem since the system 
operates at daily basis and the data will be abundant if properly collected. 
However, one needs to pay attention to the minimum amount of data for reaching 
a valid estimation in practice.    
 
Figure 4.3. System illustration (complicated case) 
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There are three important issues related to the inspection procedures that 
need to be pointed out. First is the definition of inspection procedure. The 
inspection procedure here is a cluster of inspections targeting to a common 
objective, such as a particular type of risk. It is not specific for any entity, thus 
entities assigned to the same inspection procedure may receive part or all of the 
inspections included in this inspection procedure. Second, different inspection 
procedures may share some inspection operations. However, for simplicity, it is 
assumed that the service time of each inspection procedure is independent from 
each other. Thus, the obtained service time of each inspection procedure is an 
underestimated approximation. Nevertheless, this approximation provides a 
relative comparison among different inspection procedures on different entities in 
terms of service time. Finally yet importantly, the inspection errors of each 
procedure are assumed to be known. They can either be calculated from the 
inspections involved in the inspection procedure or estimated directly from 
historical data.  
The simple case can be viewed as a special case of the complicated case 
where only two procedures are defined, one is to inspect and the other is not to 
inspect. Thus, the following subsection only focuses on the complicated case to 
derive the mean and variance of the service time of the black box and other 
related queueing performance metrics.  
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4.3.2 Obtaining queueing performance metrics of the black box 
In the system setting, the arriving entities are split into different inspection 
procedures through the IEA process. Assume that there are M different predefined 
inspection procedures, and the arriving entities enter a specific inspection 
procedure with certain probability as shown in Figure 4.3.  The inspection 
procedures are labeled from 0 to M and use j denoting the index, where inspection 
procedure 0 represents the action of no inspection.  
Denote the service rate and variance of inspection time of inspection 
procedure j as jµ  and 
2
jσ  respectively. Procedure 0 is the dummy procedure 
representing that no inspection is conducted. Thus, it is assumed that 0µ = ∞ , i.e., 
01/ 0µ = , and 
2
0 0σ = . Let λ  be the arrival rate of entities. Let the probability of 
an arriving entity be sent to inspection procedure j as jp . Later, the fraction of 
entities that enter procedure j  can be used to approximate pj. Since an entity 
enters one and only one of the inspection procedures,  
 0
1
1
M
j
j
p p
=
+ =∑ . (4.5) 
All the inspection system, which contains the inspection procedures 
defined, and the IEA models are considered a black box and treated as a virtual 
service station. Denote the service rate of the black box as gµ  and the variance of 
its service time as 2gσ . 
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It is clear that  
 
1
1/ ( / )
M
g j j
j
pµ µ
=
=∑
.
 (4.6) 
The variance of the service time can also be derived as: 
 ( ) ( )
2
22 2
1 1 1
1/ /
M M M
g j j j j j j
j j j
p p pσ σ µ µ
= = =
 
= + −  
 
∑ ∑ ∑  . (4.7) 
The derivation of 2gσ  is show in Appendix A. 
Thus, in the M/G/1 queueing system, the average number of entities in the 
system, L, and the average waiting time, Wq, can be calculated via Pollaczek-
Khinchine formula as following: 
 
2 2 2
2(1 )
g g
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ρ λ σ
ρ
ρ
+
−
= + , (4.8) 
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= −
+
= + −
−
+
=
−
, (4.9) 
where /g gρ λ µ= (Gross and Harris 1998) . A condition for this average waiting 
time to be valid is that ρg<1.  
Plugging (4.7) into (4.9), it shows: 
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λ σ
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=
 
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. (4.10) 
Minimizing qW  will be one of the objectives in the planning model presented later.  
4.3.3 Comments on the model 
The connection established in above section characterizes the steady state 
average waiting time of the queueing system under an inspection plan. However, 
the system changes all the time. It is possible that the system characteristics, such 
as the arrival rate, change before this steady state is reached. In addition, the 
envisioned system model the Primary Planning model in a finite horizon manner, 
thus it is possible that a planning is initialized even before the steady state is 
reached. What is worse, if the inspection plan keeps changing, the system may 
always be in a transient state. Capturing such a transient state is usually extremely 
difficult. However, using the steady state can also force the system moving 
toward the desired direction, such as minimizing average waiting time. The 
following graph demonstrates this.  
Suppose that the planning model results in a target Average Waiting Time 
(AWT), as marked by “Target Level 1” in Figure 4.4. If the queueing system 
operates as suggested by the planning model, the AWT will eventually reach the 
Target Level 1. Suppose before this state is reached, such as at time t1, another 
planning procedure is initialized. It is possible that a new target AWT is set, as 
indicated by “Target Level 2” in Figure 4.4. After t1, the AWT of the queueing 
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system moves toward Target Level 2. This kind of re-planning may occur more 
often. During this process, although the transient characteristic of the queueing 
system is not captured, the AWT of the queueing system actually is moving 
toward the desired target level. This is acceptable for the primary planning model, 
as it is a rough planning model, which does not dwell into the detail of the 
inspection but is a high level planning.  
 
Figure 4.4. Illustration of using the steady state results 
4.4 Summary  
This chapter explores the cost components involved in POE environment. 
IG model is adopted to capture those time independent cost components, while 
queueing theory is utilized to capture those time dependent cost components. The 
characteristics of these models are discussed and they are incorporated in to the 
primary planning model presented in the next chapter.  
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CHAPTER 5 PRIMARY PLANNING MODEL  
The primary planning model looks ahead of the entity queue to prioritize 
the entities for inspection. Note that the queue here may also include those 
approaching entities since their information has been transmitted ahead of time 
electronically.  
Although the entities keep arriving at the inspection facility, this problem 
is not formulated as an infinite horizon problem. Instead, a planning horizon is 
defined, and the inspection resources are limited to this planning horizon. The 
planning horizon is not merely decided by mathematical models, but also by the 
law regulations and shifts constraints in the POE inspection environment. The 
planning horizon keeps rolling, thus newly arrived entities are included and those 
already inspected entities eventually phase out from the model.  
The model presented in this chapter represents a conceptual prototype, as 
the real world data is not publicly available, thus some factors are simplified. Yet 
this model reflects some needs in a POE environment.   
5.1 Objective Functions 
In general, the primary planning model has two objective functions. One is 
to maximize Total Information Gain (TIG) and the other is to minimize Average 
Waiting Time (AWT). To begin with, some variables and parameters are defined.   
Suppose there are N different entities and M different inspection 
procedures under consideration. Let i be the index of the entities, i=1,⋯,N, and j 
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be the index of the inspection procedures, j=0,⋯,M.  Define the following binary 
variables: 
 ,
1 if inspection procedure  is applied to entity ,
0 otherwise,i j
j i
x = 

 (5.1) 
where i=1,⋯,N and j=0,⋯,M. Thus, the result of the planning model will be a 
matrix indicating which inspection procedure an entity will receive.  
Let gi,j be the IG of applying inspection procedure j to entity i. One of the 
objectives of the model is to maximize TIG by allocating the inspection resources 
to different entities: 
 
,
, ,
0
max
i j
N M
i j i jx i j
g x
=
∑∑ . (5.2) 
Another objective is to minimize AWT. Using the connection established 
in the previous chapter, AWT can be expressed in terms of the probability an 
inspection procedure is applying to an entity.  This probability is approximated by 
the fraction of entities that enter different inspection procedures. Thus pj, the 
probability an entity is inspected by inspection procedure j, is represented in terms 
of xi,j and N as following: 
 ,
1
1 {0, , }.
N
j i j
i
p x j M
N =
= ∀ ∈∑   (5.3) 
Substituting (5.3) in to the formula of Wq as in (4.10), Wq can be 
represented as: 
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= =
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 (5.4) 
Thus another objective function is: 
 
,
min
i j
qx
W ,  (5.5) 
where Wq is represented as in (5.4). Note that Wq is the steady state average 
waiting time. When pi,j changes, it may take certain amount of time for the system 
to stabilize, given that the stabilization condition is met, i.e., ρg<1. The existing 
condition will be one of the constraints of the primary planning model.  
The second objective function deals with the AWT directly and tries to 
minimize it, which provides the flexibility of incorporating different unit time 
waiting costs of different entities. For example, a unit time waiting cost could be 
assigned to each entity, denoted this cost for entity i as wi. Then (5.5) can be 
rewritten as: 
 
1
min .
N
q i
i
W w
=
∑  (5.6) 
Although wi is called unit time waiting cost, it not necessarily money-
based. Instead, it can be understood as the time sensitive measurement the entity 
under consideration is. Note that wi, i∈{1,⋯,N} are predefined parameters rather 
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than decision variables, the decision variables are the xi,j variables in the 
expression of Wq.   
5.2 Constraints 
The first constraint is to ensure that a steady state will eventually be achieved 
under the new inspection plan. To meet this condition, ρg in (4.9) must be less 
than 1, thus the first constraint is  
 ,
0 1
1 1
M N
i j
j ij
x
N
λ
µ= =
 
<  
 
∑ ∑ . (5.7) 
For computation purposes, a small negative slack value is added to the right hand 
side of (5.7). However, for clarity, it is omitted here.  
Another constraint is to restrict an entity to one and only one inspection 
procedure:  
 ,
0
1, {1, , }
M
i j
j
x i N
=
= ∀ ∈∑  . (5.8) 
Resources, such as labor hour and equipment, are limited. However, the 
primary planning is a rough planning model. Thus, the resource consumption for 
conducting an inspection is estimated from historical data, which is usually a 
“typical” consumption.  
The resources can be divided into two categories according to the way it is 
counted. In the first category, the resource is usually considered in the way of how 
many units of resources are needed for an entity. For example, labor hours of 
 71 
 
workers with unique skills, machine time of a specific type of equipment, etc. In 
the second category, the resource is usually considered in the way of how many 
entities it can handle within a given time span. For example, an X-ray tunnel 
where the entities drive through. However, resources of both categories can be 
expressed in the same manner, since the resource falls into the second category 
can also be expressed in the way that how much it is consumed to inspect an 
entity.  
Suppose there are R different types of resources. Let rC , {1, , }r R∈   be the 
capacity of type r resource during the planning horizon. Let , ,i j ra  be the typical 
consumption of type r resource if inspection routine j is applied to entity i. Then 
the following constraint can be written: 
 , , ,
1 1
{1, , }
M N
i j r i j r
j i
a x C r R
= =
≤ ∀ ∈∑∑   (5.9) 
After specifying the constraint on each type of resources, there is no need to 
specify the capacity of each inspection procedure anymore, as they have 
implicitly expressed in terms of the resources.  
Additional constraints can easily be integrated into the planning model. Two 
examples are provided here. First, there may be a regulation on the minimum 
fraction of entities inspected, denote as F, then a constraint can be added as 
following: 
 ,
1 1
·
N M
i j
i j
x F N
= =
≥∑∑ . (5.10) 
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Another example is on the upper limit of the AWT. A regulation may require that 
the AWT cannot exceed certain time, for example, uW . Then a constraint can be 
added as following: 
 q uW W≤ . (5.11) 
Expanding (5.11) by plugging the expression of qW  in (5.4), one can get: 
 2 , ,2
1 1 1 1
2 21 1
M N M N
u
j i j i j u
j i j ij j
x x W
N
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N
λλ σ
µ µ= = = =
    
+ ≤           
+

∑ ∑ ∑ ∑ . (5.12) 
(5.12) is valid because (5.7) guarantees that the denominator of qW  is greater than 
0.  
5.3 Overview of the Planning Model 
In summary, the primary planning model can be written as below: 
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Subject to: 
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 , {0,1}, {1, , }, {0, , }i j i Nx j M∈ ∀ ∈ ∀ ∈   
The primary planning model is a bi-objective integer programming 
problem with a set of binary decision variables. One of the objectives is time 
related while the other is not. Of these two objective functions, the waiting time 
related objective is a nonlinear function of the decision variables. However, given 
the presence of constraint (5.7), Wq would decrease monotonically if its 
denominator decreases and/or its nominator increases. Minimizing Wq is 
equivalent to minimizing the denominator and nominator simultaneously.  Thus, 
(5.5) is separated into two objective functions. 
 
,
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1 1
mi 1n
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M N
j i jx j ij
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λ σ
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 (5.13) 
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1 1
mi 1n
i j
M N
i jx j ij
x
N
λ
µ= =
 
  
 
∑ ∑
.
 (5.14) 
A validation of this separation is shown in Appendix B.  In the case only 
considering “inspect” or “not inspect”, these functions are reduced into one, 
which is simply equivalent to: 
Optional 
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 (5.15) 
If a unit time waiting cost is defined, the objective function representing 
minimizing waiting time will be in the form of (5.6). Since wis are parameters, 
this will only influence (5.13) after this function separation. In this case, (5.13) is 
rewritten as: 
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1 1
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i j
N
i M N
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j i jx j ij
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x
N
λ
σ
µ
=
= =
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∑
∑ ∑
.
 (5.16) 
Thus, the resulting planning model is an MOO problem with three linear objective 
functions and all the constraints are linear. All of its decision variables are integer 
valued.  
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CHAPTER 6 SOLUTION APPROACH  
Solving either a multi-objective optimization (MOO) problem or integer 
programming (IP) problem is nontrivial, let alone a multi-objective integer 
programming problem, which is the problem this dissertation faces. This type of 
problem is also referred to as multi-objective combinatorial optimization (MOCO) 
problem in literature (Klamroth 2009). The set of feasible solutions of a MOCO 
problem is discrete and usually finite, thus theoretically, it is possible to 
enumerate all the feasible solutions to identify all Pareto optimal‡ solutions. 
However, this is generally impractical due to the exponential nature of the growth 
of the number of feasible solutions. Under some situations, even the number of 
Pareto optimal solutions grows exponentially, which would drastically 
jeopardizing the decision maker from utilizing the solutions efficiently.    
Thus, to solve the MOCO problem, there are two goals to achieve. One is 
to obtain the Efficient Frontier in an efficient and effective manner; the other is to 
provide some insight of the solutions via a representative subset of the Efficient 
Frontier, which is usually called as the Partial Efficient Frontier.   
                                                 
‡ For readers without background on Multi-Objective Optimization (MOO), some 
preliminary concepts of MOO, such as Pareto Optimal and Efficient Frontier, are 
introduced in Appendix C. 
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This dissertation exploits the primary planning model developed in the 
previous chapter in two different ways. The first use is to achieve the two goals 
for solving the MOCO problem: obtain the efficient frontier to gain insight on 
solutions via a small representative partial efficient frontier. This is especially 
useful when the primary planning model is meant to provides the basis for a 
decision support system, where too many solutions may make the decision maker 
facing the new problem of choosing the proper solution. An underlying 
assumption here is that it may be easier for the decision maker to decide when 
facing choice with significant differences.   
Another use of the primary planning model is to evaluate a given 
inspection plan in terms of different costs and give recommendation on possible 
improvements. This provides the basis for continuous improvement of the 
inspection plans. In addition, when changing in inspection plan is not an option; 
the decision maker can also have some insight on how “far” the current inspection 
plan is to an optimal inspection plan.  
The solution approaches for these two purposes are related but are not 
exactly the same. The following sections discuss these two solution approaches 
respectively.  
6.1 Obtaining the Efficient Frontier 
An algorithm called diversity maximization algorithm (DMA) (Masin and 
Bukchin 2008) is employed to generate either the entire efficient frontier or a 
partial efficient frontier with diversity of the solutions maximized. Diversity can 
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intuitively be understood as the difference among the solutions. A mathematical 
definition of diversity is presented in later a part of this dissertation. The main 
idea of DMA is to maximize the diversity measure when looking for new 
solutions to the MOO problem iteratively. Thus, if the procedure is stopped before 
the efficient frontier is constructed completely; the resulting partial efficient 
frontier will consist of solutions with maximal “difference” from one to another.  
The procedure is introduced in the context of the primary planning model 
developed in this dissertation. Interested readers are referred to Masin and 
Bukchin  (2008) for theoretical development of  DMA.  
6.1.1 Problem preparation 
The original DMA was developed for a minimization problem, while the 
objective functions defined in the primary planning model have mixed 
minimize/maximize senses. Therefore, all the objective functions are converted to 
the form of “minimization” for narrative simplicity. Thus, (5.2) is rewritten as: 
 
,
, ,
0
min
i j
N M
i j i jx i j
g x
=
−∑∑ . (6.1) 
Let effY  be the efficient frontier of the MOO problem. The DMA works 
iteratively to build a set effE Y⊆  starting from an empty set Φ. It terminates when 
either the entire efficient frontier is found or some controlling conditions are met. 
The controlling condition could be a limit on maximal number of solutions, or a 
limit on maximal diversity of new solutions.  
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The objective functions in the primary planning models are labels as 
follows: 
 (1) , ,
0
( )
N M
i j i j
i j
g xf x
=
= −∑∑ , 
 (2) 2 ,2
0 1
1( )
M N
j i j
j ij
x
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f x λ σ
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  
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+

∑ ∑ , 
and  
 (3) ,
0 1
1( )
M N
i j
j ij
xf x
N
λ
µ= =
 
=   
 
∑ ∑ . 
f(x) represents the vector formed by (f(1)(x), f(2)(x), f(3)(x)).  
Define [P1] as: 
 ( )
1
min ( )ii
i
K
Z m f x
=
=∑ , (6.2) 
where K is the number of objective functions, and mi,i={1,2,⋯,K}are strictly 
positive weighting parameter for f(i). In the primary planning model, K=3. Solving 
[P1] results in the first Pareto optimal solution. It is proper to set all the mi to 1 to 
initialize the DMA procedure. It has been proven that for each set of mi values, 
the resulting solution is a Pareto optimal solution (Zadeh 1963).    
Let N MX B ×⊆ be the set of feasible solutions, and let KY R⊆ be its image 
in the objective space. Given a nonempty subset E of Yeff and a point y Y∈ , the 
diversity measure ( )E yα  is defined as follows: 
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i i
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E i Ky E
e i
y yyα
≤ ≤∈
 −
=   ∆ 
, (6.3) 
where ,e i∆  is a scaling parameter. When set E is unambiguous, notation ( )yα  is 
used instead of ( )E yα . For x X∈ , ( )E xα  is used instead of ( ( ))E f xα .   
The scaling parameter can influence the sequence and the property of the 
resulting solution set. There are different ways to define the ,e i∆ , such as the 
minimal known solution or a constant. This dissertation chooses the range of 
existing solutions in E as ,e i∆ . Denote Ri as the range of the possible values of 
objective i, on the efficient frontier, then Ri  is written as : 
 
( ) ( )max ( ) min ( )
eff eff
i i
i y Y y YR y y∈ ∈= − .  
By choosing ,e i∆  in this way, DMA will render a ε -filtered efficient frontier, 
denote as Fε . This means that there is no 1y Y∈  such that, for all y Fε∈ , 
( ) ( )
1
i i
iy y Rε> +  for some objective i=1, 2,⋯, K.  
When it comes to constructing the entire efficient frontier, the actual range 
of the objective functions is not known yet in the middle of the procedure. Thus, 
the range of the f(i)(x) in E, ˆiR , is defined in the following way:  
 ( ) ( )ˆ max min {1, , }( ) ( )
ee
i i
i e ey Ey E
R y y i K
∈∈
= ∈− ∀  . (6.4) 
Then ,e i∆  is defined as follows: 
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 (6.5) 
Once the diversity measurement is defined, problem [P2] is defined as follows: 
 ( )
1
min miex n (,l )
K
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i
i
Z m f xα
=

=


 
∑
,
 (6.6) 
where α is as defined in (6.3) and (6.3) is added to [P2] as a constraint. All other 
constraints in problem [P1] remain in [P2]. “lex min” means to minimize the 
objective functions sequentially according to the sequence as they are written.    
[P2] is a nonlinear constrained optimization problem due to the definition 
of α. However, it can be linearized by introducing some auxiliary variables and 
constraints. Define the following binary variables: 
 {0,1}e e Eλ ∈ ∀ ∈ ,  
and  
 , {0,1} , {1, , }e ir e E i K∈ ∀ ∈ ∀ ∈  .  
Then constraint (6.3) in [P2] is replaced by the following constraints: 
 e e Eα λ≥ ∀ ∈ , (6.7) 
 
( ) ( )
,
( ) , {1, , }
i i
e
e
e i
f x y e E i Kλ −≤ ∀ ∈ ∀ =
∆

, (6.8) 
 
( ) ( )
,
,
( ) ( 1) , {1, , }
i i
e
e e i
e i
f x y M r e E i Kλ −≤ + − ∀ ∈ ∀ =
∆


, (6.9) 
 ,
1
1
K
e i
i
r
=
=∑ . (6.10) 
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The M in (6.9) is a sufficiently large number.  Rename the linearized [P2] 
as [P3]. The problem size of [P3] in terms of number of decision variables and 
number of constraints will increase as the size of set E, existing efficient frontier, 
increases. In extreme cases, when the problem size is large enough, it may be not 
solvable.     
This linearization provided here is simpler compared to the one provided 
by Masin and Bukchin (2008). However, both linearization methods are valid.  
6.1.2 The DMA 
After the transformation of the problem, the DMA procedure can be 
described as below:  
Step 1: Solve problem [P1] and let y*=f(x*) be the optimal values. Let 
E={y*} and choose an 0ε ≥ , 
Step 2: Solve problem [P3] and let y*=f(x*) be the optimal values. 
Step 3: If *( )yα ε< − , then *{ }E E y= ∪ , go to step 2§; else Stop. 
If ε=0, the resulting E is the complete efficient frontier, otherwise, E is a 
ε-filtered efficient frontier. In practice, picking the right value of ε might be 
challenging, as it cannot related to the objective values intuitively. However, one 
                                                 
§ The original paper indicates “go to step 1,” which may be a mistake, as step 1 is 
the initialization step. 
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can always control the number of solutions by specifying a desired number of 
solutions. This feature can be realized when implementing the algorithm. 
By controlling the parameters of DMA, the DMA is able to render either 
the entire efficient frontier or a partial efficient frontier. If a partial efficient 
frontier is rendered, it is also guaranteed that the diversity of the solutions is 
maximized. This is especially beneficial for a decision support system, where a 
human decision maker possess the final right to choose the proper solution. A 
representative partial efficient frontier can provide the decision maker an 
overview of the trade-off among different objectives without facing the problem 
of choosing among very similar solutions.  
Note that if the weighting parameters, mi, in step 1 are chosen differently, 
the resulting solution set will also be different. This is because the efficient 
frontier is constructed iteratively, and existing solutions will influence the 
diversity measurement of new solutions. If not specially required, this dissertation 
sets all mi equal to 1 in the solving process for consistency reasons.   
6.2 Evaluating an Existing Inspection Plan 
While the (partial) efficient frontier provides the decision maker an 
overview of the trade-off among different inspection plans, another need of the 
decision maker is to evaluate a predefined inspection plan. In addition, under 
some circumstance, changing the inspection plan may be not an option due to 
regulation reason. However, the decision maker may still want to know how “far” 
the current inspection plan is to an optional one.  
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Therefore, another use of the primary planning model is to evaluate a 
given inspection plan and provide possible improvement recommendations. A 
given plan is a solution to the planning model. For simplicity, it is assumed that 
the plan under evaluation is always feasible, i.e., no constraint of the planning 
model is violated. An infeasible solution can easily be detected by checking each 
constraint.  
There are two scenarios to evaluate. The first scenario is to investigate 
whether it is possible to increase the Total Information Gain (TIG), which is 
equivalent to decrease the total expected costs, while maintaining current Average 
Waiting Time (AWT). The second scenario is to investigate the possibility of 
reducing the AWT while maintaining current amount of TIG. Although there are 
three objective functions in the primary planning model, the latter two actually are 
parts of the objective function representing the AWT.  
By the definition of Pareto optimal, some simple rules can be derived. For 
two Pareto optimal solutions, the solution with shorter AWT can achieve no more 
TIG than the other one. Similarly, the solution with higher TIG cannot achieve a 
shorter average waiting time than the other one. Otherwise, they cannot be Pareto 
optimal solutions.  
Given an inspection plan, the evaluation process first judge whether this 
plan is Pareto optimal, i.e., the resulting TIG and AWT pair belongs to the 
efficient frontier. If the plan is not Pareto optimal, find the solutions close to this 
given inspection plan in terms of TIG and AWT. “Close” may have different 
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connotations, which are explained later. A structured procedure is developed to 
accomplish these two tasks. For illustration purposes, it is assumed that the 
solution under evaluation is not a Pareto optimal solution. The developed 
procedure is able to check whether the given inspection plan is Pareto optimal at 
the beginning. One needs to keep in mind that the efficient frontier of the 
planning model is not necessarily available when conducting this evaluation.  
Before going further, some notations are introduced. When applying DMA, 
the original two objective functions are broken into three linear objective 
functions. The procedure introduced in this chapter operates on the original 
objective functions. However, the procedure is based on the previous model and 
solution methods, thus all those notations are kept and new notations are 
introduced.  
Let z  be the vector representing a solution. z  had two elements, the first 
one represent  -TIG, denote as (1)z ; and the second one represents AWT, denote 
as (2)z . The subscript of z is used to distinguish different solutions. For example, 
1z  and 2z  are two vectors representing two different solutions. 
(1)
1z  is the -TIG of 
the first solution.  
Let 0z  be the objective vector of given inspection plan. Let 1z , 2z  and 3z
be the efficient solution point to find. These three points are chosen because they 
represent three different types of solutions compared to 0z . 1z  is the point has 
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better objective values on both TIG** and AWT, while the other two has one 
objective value better and the other objective inferior. The relative relationship is 
illustrated in Figure 6.1. Note that Figure 6.1 shows the situation when 0z
 is not 
efficient.  
 
Figure 6.1. Relative position among different solutions 
The following procedure is developed to first determine whether 0z
 is 
efficient, i.e., the given inspection plan is Pareto optimal, and then find the nearest 
efficient points if 0z  is not efficient. All the modifications are based on the 
primary planning model developed in the previous chapter. Note that the optional 
constraints discussed are not included here.   
                                                 
** When describing DMA, a negative symbol is added to the original objective 
function to convert it to be a minimization problem. For consistency, this section 
uses -TIG. Thus, the TIG mentioned here is actually -TIG.  
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Step 1: Remove Equations (5.13) and (5.14) from the objective function 
set, and add the following constraint to the planning model: 
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Thus, the optimization problem in this step is written as follows: 
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Constraint (6.11) is the result of limiting the waiting time to be less or 
equal to (2)0z . As shown in Figure 6.2, the optimization model in this step looks 
for solutions lying to the left of y*(the light grey area). If the resulting solution is 
the same to 0z , then 0z
 is efficient, and the procedure is stopped. Otherwise, this 
step will lead to 1z , a solution with higher TIG and lower AWT. Go to step 2.  
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Figure 6.2. Illustration of step 1 
Step 2:  Remove equation (5.2) from the objective function set, and add 
the following constraint to the planning model: 
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where ε is a small number.   
The optimization model in this step writes as follows: 
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Figure 6.3. Illustration of step 2 
As shown in Figure 6.3, this constraint is to limit the model to find 
solution in the lower part (the light grey area). Solving this problem will lead to 
2z , if it exists. 2z  does not exist when each of the objective function reaches it 
lower/upper bound in 1z .  
Step 3: Similar to step 1, remove Equations (5.13) and (5.14) from the 
objective function set, and add the following constraint to the planning 
model: 
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The optimization model in this step writes as follows: 
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As shown in Figure 6.4, this constraint is to limit the model to find 
solution left to 1z  (the light grey area). Solving this problem will lead to 3z , if it 
exists. 3z  does not exist when each of the objective function reaches its 
lower/upper bound in 1z . Note that this step is similar to step 1, but the limits on 
the restricting areas are different.  
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Figure 6.4. Illustration of step 3 
In steps 1 and 3, the resulting models after corresponding modification are 
single objective optimization models; however, the model in step 2 is still a multi-
objective optimization problem. One problem here is it may generate multiple 
candidates for 2z . However, the worst scenario is that the entire efficient frontier 
of the new problem is obtained and the solution with its (2)z  value closes to (2)1z . 
Due to the property of DMA, in practice the proper 2z  will be found in the first 
few iterations.   
6.3 Summary 
This chapter exploits the MOO model developed in Chapter 5 in two ways. 
One is to utilize the DMA to generate either the entire or a partial efficient 
frontier. The other is to develop an improving procedure that assess a given 
inspection plan and provide possible recommendations.  Case studies are 
presented in the next chapter to demonstrate the effectiveness of the methods 
discussed in this chapter.  
 91 
 
CHAPTER 7 CASE STUDY  
In this chapter, three case studies are carried out to demonstrate the 
effectiveness of the primary planning model as well as the cost models. The case 
studies focus on demonstrating the primary planning model; thus, the decisions 
considered only include “inspect” and “not inspect.” Entities that are not 
inspected are accepted by default.  
The first case study contains one population, which consists of certain 
number of conforming entities and nonconforming entities. The second case study 
contains multiple populations; each consists of certain number of conforming 
entities and nonconforming entities. Note that all the data in the case studies are 
made up for demonstration purposes only.  
7.1 A Case Study with One Population Type 
7.1.1 Setup 
In this case, there is one population with 600 conforming entities and 200 
nonconforming entities. The conforming probability of the conforming entities is 
drawn from Beta (10, 3) distribution, and the conforming probability of the 
nonconforming entities is drawn from Beta (10, 6) distribution. The population 
information is summarized in Table 7.1. 
It is assumed that the Type I error (false alarm) of the inspection is 2.5%, 
and the Type II error (false negative) of the inspection is 1%. The population 
histograms and the IG model are plotted in Figure 7.1. In Figure 7.1, the x-axis is 
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the conforming probability; the left side y-axis is for the population histogram, 
representing the pdf of the distribution; and the right side y-axis is for the IG 
model, representing the cost of each action. Since the actual costs of different 
actions are difficult to estimate, the method from Verduzco et al. (2001) 
introduced in Chapter 4.2 is used.  
Table 7.1. Population information 
Entity Type Size Distribution used to generate conforming probability 
Conforming 600 Beta(10, 3) 
Nonconforming 200 Beta(10, 6) 
 
 
Figure 7.1. The populations and the IG model 
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Two types of resources are considered in this case study. One has a 
capacity of 400 units, and the other has a capacity of 300 units within the planning 
horizon. The unit of resource consumed to inspect an entity is randomly drawn 
from a uniform distribution between 0 and 1.  
Remember that information of the entities is transmitted electronically 
ahead of time, and the entities may arrive at a POE later. It is assumed that the 
arrival rate of the entities is 30 per hour, and the service rate is 10 per hour, and 
the standard deviation of the service time is 0.1 hour. Under this setting, the 
queueing system will not stabilize if all the entities are inspected.  
7.1.2 Obtain the efficient frontier 
The first task of the case study is to obtain the efficient frontier of the 
primary planning model. The DMA described in the previous chapter is utilized to 
obtain the entire efficient frontier.  
Figure 7.2 shows the efficient frontier of the primary planning model. The 
x-axis is the AWT, and the y-axis is the TIG. Each green dot represents an 
efficient solution to the primary planning model, and it corresponds to an 
inspection plan. All the green dots form the entire efficient frontier of the primary 
planning model. The red stars are the first three solutions rendered by the DMA, 
which form a partial efficient frontier of the primary planning model.  
Figure 7.2 clearly reveals that the TIG and the AWT are at a trade-off 
position, where increasing TIG will increase AWT. The red stars spread along the 
efficient frontier with diversity maximized. This shows that if the size of the 
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solution pool is limited, the DMA is able to render a representative partial 
efficient frontier to reveal insight of the trade-off between different objectives.  
 
Figure 7.2. Efficient frontier of the primary planning model, measured by IG 
Figure 7.3 replots the efficient frontier with y-axis replaced by the actual 
total expected cost instead of IG. One can see that maximizing IG actually 
minimizes the total expected cost, as they show very strong negative correlation. 
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Figure 7.3. Efficient frontier of the primary planning model, measured by cost 
The blue cross in Figure 7.2 represents a randomly generated inspection 
plan, where 15% of the mixed population is selected for inspection. This solution 
is compared with the solution represented by the red star near it in detail. For 
narrative convenience, the inspection plan represented by this red star is referred 
to as the model-generated inspection plan.  
It is clear from Figure 7.2 that the model-generated inspection plan renders 
higher TIG and lower AWT. This means that the model-generated inspection plan 
inspects fewer entities but achieves higher TIG.  
Another thing to compare is how many nonconforming entities are 
included in each inspection plan. Figure 7.4 shows this comparison in an intuitive 
manner. Figure 7.4 (a) shows the inspection plan represented by the model-
generated inspection plan, while Figure 7.4 (b) shows the randomly generated 
inspection plan. In each panel of Figure 7.4, each white rectangle represents one 
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entity, and it is colored if it is selected for inspection. The upper block represents 
the nonconforming population, and the lower block represents the conforming 
population. The numbers floating upon each block shows the number of entities 
inspected in that block.  
The model-generated inspection plan inspects 98 entities in total, and 50 
of them are nonconforming. In contrast, the randomly generated inspection plan 
inspects 120 entities in total, but only 27 of them are nonconforming. It is clear 
that the model-generated inspection plan inspects more entities from the 
nonconforming population compared to the randomly generated inspection plan, 
although the total number of entities inspected is higher in the randomly generated 
inspection plan. In this sense, the planning model is effective in picking out 
nonconforming entities for inspection.  
 
(a) Planning model-generated 
inspection plan 
 
(b)  Randomly generated inspection 
plan 
Figure 7.4. Comparison of the model-generated inspection plan and the 
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random inspection 
7.1.3 Improve a given inspection plan 
The second part of this case study is to show how to improve a given 
inspection plan. The randomly generated inspection plan is used as the base 
inspection plan for improvement.  
It is possible that the efficient frontier of the primary planning model is 
unknown when conducting this improvement. Besides, due to numerical issues 
caused in the computation, the “complete” efficient frontier is actually not 
complete. Therefore, some solutions appear in the improvement process may not 
show in the entire efficient frontier. However, these solutions are efficient.  
Following the procedure described in Chapter 6, the TIG and AWT of 
different inspection plans are obtained and shown in Table 7.2. Column 1 is the 
identification of the solution, Column 2 is the TIG, Column 3 is the TIG change 
percentage compared to the TIG of the original inspection plan, Column 4 is the 
AWT, and Column 5 is the AWT change percentage compared to the AWT of the 
original inspection plan.  
Table 7.2. Result table of the improving process 
ID TIG 
TIG 
Improvement 
(%) 
AWT 
(hour) 
AWT 
Improvement 
(%) 
Original 
inspection 
plan 
14552.95 - 0.0818 - 
Step 1 22007.30 51% 0.0806 -1.50% 
Step 2 22359.89 54% 0.0831 1.53% 
Step 3 21299.92 46% 0.0758 -7.33% 
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The inspection plan from step 1 improves both objectives. It increases TIG 
by 51% and reduces AWT by 1.5%. The solutions from steps 2 and 3 are based on 
the inspection plan from step 1. Step 2 increases AWT slightly to see how much 
TIG can be improved. In this case, the TIG receives extra 3% increase compared 
to the original plan. Step 3 works in the other direction, which slightly decreases 
TIG to see how much AWT can be improved. In this case, AWT receives extra 
5.83% decrease compared to the original plan.  
 
Figure 7.5. Inspection plan improvement process 
Overall, the solution from Step 3 is a more balanced one. The choice of 
inspection plan is at the discretion of the human decision maker. It is also possible 
to set up automated rules, such as maximizing AWT reduction, according to the 
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application scenarios to automate the decision process, which is up to the choice 
of the decision maker.  
Figure 7.5 depicts this improving process and shows the relative locations 
of different solutions. The x-axis is the AWT, and the y-axis is the TIG. Note that 
when presenting the improvement procedure in Chapter 6, the y-axis was TIG; 
thus, the graph here flips up and down compared to the illustrations in Chapter 6.  
In Step 1, the procedure determines the given inspection plan is not an 
efficient solution and thus renders an efficient solution, which is labeled as “step 
1.” Following the improvement procedure, another two efficient solutions are 
obtained, which are labeled as “step 2” and “step 3,” respectively.  
 
(a) Step 1 
 
(b) Step 2 
 
(c) Step 3 
Figure 7.6. Comparison of different inspection plans 
Table 7.2 has compared the changes in TIG and AWT, Figure 7.6 
compares the details of the inspection plans of different steps. All these three 
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inspection plans are very similar to each other. The inspection plan from Step 2 
inspects two more entities compared to the inspection plan from Step 1, and the 
inspection from Step 3 inspects four entities fewer compared to the inspection 
plan from step 1. With this minimal difference in inspection plans, it is a good 
decision to choose the inspection plan from Step 3 as it reduces AWT 
significantly without sacrificing much on TIG.  
Although these three inspection plans all inspect more entities from the 
nonconforming population, the nonconformity is actually unknown before 
inspection. Thus, one has to rely on the IG measure to make a decision. A higher 
IG is more beneficial.  
7.1.4 Summary 
This case study demonstrates different ways of utilizing the primary 
planning model. They reflect two different application scenarios in a POE 
environment.  
The first scenario is when the inspector has no clue about where to start 
and wants to get an overview of the trade-off among different objectives. The 
solution method provided in this dissertation renders either the entire or a partial 
efficient frontier. From this case study, one can tell that if the partial efficient 
frontier is requested by the inspector, all the provided inspection plans are very 
different from each other. This makes the decision maker easily choose an 
inspection plan according to what he/she wants to emphasize.  
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The second scenario is when the inspector already enacts an inspection 
plan and wants to get potential improvement. In this case, one may want the 
improved inspection plan to stay close to the given one. Thus, the improvement 
procedure tries to find several efficient solutions “near” the given one. The case 
study shows that the developed procedure can successfully achieve this goal. 
7.2 A Case Study with Small Fraction of Nonconformity 
The case study in previous subsection demonstrates the effectiveness of 
the primary planning model. However, the fraction of non-conforming entity is 
high in that case. Thus, the fraction of nonconforming entities is reduced in this 
case to see whether the primary planning model is still effective in selecting non-
conforming entities to inspect when there is a very small fraction of entities, such 
as less than 5%, being nonconforming.  
7.2.1 Setup 
In this case, there is a conforming population with 900 entities and a 
nonconforming population with 40 entities. The conforming probability of the 
conforming population follows Beta (10, 3), and the conforming probability of the 
nonconforming population follows Beta (10, 6). The population information is 
summarized in Table 7.3.  The resource consumption of conducting an inspection 
is randomly generated.   
Most of the rest of the settings are the same to that of the previous case 
study, including Type I and Type II errors of the inspection, types and capacity of 
the resources. The unit of resource consumed to inspect an entity is randomly 
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drawn from a uniform distribution between 0 and 1, thus it is not identical to that 
in the previous case study.  
Table 7.3. Population information 
Entity Type Size Distribution used to generate conforming probability 
Conforming 900 Beta(10, 3) 
Nonconforming 40 Beta(10, 6) 
 
The population histograms and the IG model are plotted in Figure 7.7. In 
Figure 7.7, the x-axis is the conforming probability; the left side y-axis is for the 
population histogram, representing the pdf of the distribution; and the right side y-
axis is for the IG model, representing the cost of each action. 
 
Figure 7.7. The populations and the IG model 
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7.2.2 Obtain the efficient frontier 
The experiment procedure is also the same to that in the previous case 
study. Thus, the first step is to obtain the efficient frontier using the DMA.  
Figure 7.8 shows the efficient frontier of the primary planning model. In 
Figure 7.8, the x-axis is the AWT, and the y-axis is the TIG. Each green dot 
represents an efficient solution to the primary planning model, and it corresponds 
to an inspection plan. All the green dots form the entire efficient frontier of the 
primary planning model. The red stars are the first three solutions rendered by the 
DMA, which form a partial efficient frontier of the primary planning model. 
Figure 7.8 clearly reveals the trade-off position of the two objectives: TIG and 
AWT.  
 
Figure 7.8. Efficient frontier of the primary planning model, measured by IG 
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Figure 7.9. Efficient frontier of the primary planning model, measured by cost 
Figure 7.9 replots the efficient frontier with y-axis replaced by the actual 
total expected cost instead of IG. One can see that maximizing IG actually 
minimizes the total expected cost, as they show very strong negative correlation.  
The blue cross represents a randomly generated inspection plan with 15% 
of the entities inspected. It is clear that this solution is not efficient. So far, the 
results shown here are very similar to that in the first cast study.  
To see whether the low fraction of non-conformity will jeopardize the 
effectiveness of the primary planning model, the inspection plan represented by 
the red star in the middle and the inspection plan represented by the blue cross are 
plotted in Figure 7.10 for further comparison. It can be told from Figure 7.8 that 
these two inspection plan render almost similar level of TIG, however, the 
randomly selected inspection plan causes much longer AWT.  
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(a) Planning model-generated 
inspection plan 
 
(b) Randomly generated inspection 
plan 
Figure 7.10.Comparison of the model-generated inspection plan and the random 
inspection 
Figure 7.10 (a) represents the model generated inspection plan, while 
Figure 7.10 (b) represents the randomly selected inspection plan. In these figures, 
each small white rectangle represents an entity, and it is colored if it is selected 
for inspection. The upper block represents the nonconforming entities, and the 
lower block represents the conforming entities. The numbers floating upon each 
block indicates the number of entities inspected in that block.  
The model generated inspection plan inspects 98 entities in total, and 8 of 
them are nonconforming. In contrast, the randomly selected inspection plan 
inspects 141 entities in total, while only 6 of them are nonconforming. 
Considering the random factor, it could be considered that both inspection plans 
 106 
 
are equally good in term of selecting nonconforming entities. However, the model 
generated inspection plan inspects much fewer entities in total to achieve this. 
This means, even when the fraction of the nonconforming entities is low, the 
primary planning model is still effective.  
7.2.3 Improve a given inspection plan 
As the effectiveness of the primary planning model on a reduced fraction 
of nonconformity is shown in the previous subsection, the procedure of improving 
a given inspection pan is identical to that in the previous case study. The 
improvement is based on the randomly selected inspection plan.  
Table 7.4. Result table of the improving process 
ID TIG 
TIG 
Improvement 
(%) 
AWT 
(hour) 
AWT 
Improvement 
(%) 
Original 
inspection 
plan 
16728.13 - 0.0818 - 
Step 1 25395.70 52% 0.0808 -1.28% 
Step 2 25738.69 54% 0.0829 1.30% 
Step 3 24708.57 48% 0.0767 -6.27% 
 
Table 7.4 shows the improvement on TIG and AWT in percentage, and 
Figure 7.11 plots the process. The choice of the inspection plan is at the discretion 
of the inspector according to his/her needs. Figure 7.12 shows the detailed 
inspection plan obtained in each step. Similar to that in the previous case study, 
all these plans are very close to each other.  
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Figure 7.11. Inspection plan improvement process 
 
(a) Step 1 
 
(b) Step 2 
 
(c) Step 3 
Figure 7.12. Comparison of different inspection plans 
 
 108 
 
7.2.4 Summary 
This case study reduces the fraction of nonconforming entities 
significantly while keeps the other settings identical to that in the previous case 
study. The experiment results show that the primary planning model is able to 
capture nonconforming entities to inspect under this circumstance. The two major 
functionality, obtaining the complete or a partial efficient frontier and improving a 
given inspection plan, are still valid.  
7.3 A Case Study with Multiple Population Types 
The simple case studies in the previous two subsections demonstrate the 
effectiveness of the primary planning model. However, it is frequent that different 
types of populations are involved in a POE environment. For example, there are 
trucks carrying fresh produce, and there are also trucks carrying machinery or 
other merchandise. The statistical characteristics of the conforming probability of 
different populations are different. Thus, this case study mixes two different types 
of populations to see how the planning model behaves under this setting.  The 
tasks in this case study are the same to that in the simple case study. First, the 
efficient frontier is obtained, and then an inspection plan is provided to improve.  
7.3.1 Setup 
In this case, there are two types of populations, and each population 
consists of certain number of conforming entities and nonconforming entities. 
Population 1 contains 300 conforming entities and 100 nonconforming entities, 
while population 2 contains 500 conforming entities and 100 nonconforming 
 109 
 
entities. Thus, there are 1,000 entities in total. The conforming probability 
distribution of each group of entities as well as the population size is listed in 
Table 7.5.  
Same as in the simple case study, it is assumed that the Type I error (false 
alarm) of the inspection is 2.5%, and the Type II error (false negative) of the 
inspection is 1%. Since this is the primary planning, it is assumed that the 
decision only includes inspect and not inspect. Therefore, there is only one set of 
Type I and Type II errors for both population types. The population histograms 
and the IG model of each population are plotted in Figure 7.13 and Figure 7.14, 
where Figure 7.13 corresponds to population type 1 and Figure 7.14 corresponds 
to population type 2. The x-axis is the conforming probability; the left side y-axis 
is for the population histogram, representing the pdf of the distribution; and the 
right side y-axis is for the IG model, representing the cost of each action. 
Table 7.5. Population stats of the case study 
Population ID Entity type Size Distribution used to generate conforming probability 
Population 1 Conforming  300 Beta (20,3) 
Nonconforming  100 Beta (20,6) 
Population 2 Conforming 500 Beta (10,3) 
Nonconforming  100 Beta (10,6) 
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Figure 7.13. The populations and the IG model for population type 1 
 
Figure 7.14. The populations and the IG model for population type 2 
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Two types of resources are considered in this case study. One has a 
capacity of 400 units, and the other has a capacity of 300 units within the planning 
horizon. The unit of resource consumed to inspect an entity is randomly drawn 
from a uniform distribution between 0 and 1. Note that the resources are pooled 
for both population types for simplicity, which is acceptable at the primary 
planning stage.   
Same as the simple case study, the arrival rate of the entities is set to 30 
per hour, and the service rate is 10 per hour, and the standard deviation of the 
service time is 0.1 hour. It is assumed that all the entities are pooled into the same 
queue. Under this setting, the queueing system will not stabilize if all the entities 
are inspected.  
7.3.2 Obtain the efficient frontier 
The first task is to obtain the efficient frontier of the planning model. 
Similarly, the DMA is applied to obtain the efficient frontier.  
Figure 7.15 shows the efficient frontier of the primary planning model. In 
Figure 7.15, the x-axis is the AWT, and the y-axis is the TIG. Each green dot 
represents an efficient solution, and all the green dots form the efficient frontier of 
the primary planning model. The red stars are the first three solutions obtained 
during the solution process, which forms a partial efficient frontier. Figure 7.15 
clearly reveals the trade-off position of the two objectives: TIG and AWT.  
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Figure 7.15. Efficient frontier of the primary planning model, measured by IG 
 
Figure 7.16. Efficient frontier of the primary planning model, measured by cost 
Figure 7.16 replots the efficient frontier with y-axis replaced by the actual 
total expected cost instead of IG. One can see that maximizing IG actually 
minimizes the total expected cost, as they show very strong negative correlation. 
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The blue cross represents a randomly generated inspection plan with 15% 
of the entities inspected. It is clear that this solution is not efficient. So far, the 
results are very similar to that in the first case study.  
To see the effect caused by the introduction of the multiple populations, 
the inspection plan represented by the red star and the inspection plan represented 
by the blue cross in the middle are plotted in Figure 7.17and Figure 7.18, 
respectively, for further comparison.  
In these figures, each small white rectangle represents an entity; the longer 
rectangle represents population 1, and the shorter rectangle represents population 
2. For each population, the upper block represents the nonconforming entities, and 
the lower block represents the conforming entities. A small white rectangle is 
colored if it is inspected. The floating number upon each block is the number of 
entities inspected in this block.  
 
Figure 7.17. A model-generated inspection plan 
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Figure 7.18. A randomly generated inspection plan 
A first observation from Figure 7.17 and Figure 7.18 is that the model-
generated inspection plan inspects fewer entities in total compared to the 
randomly generated inspection plan (99 vs. 150). A further look into the number 
of nonconforming entities included in the inspection plan reveals that the model-
generated inspection plan (13 + 22 = 35) actually inspects more nonconforming 
entities than the randomly generated inspection plan (9 + 15 = 24). Further, it is 
observed that the entities to be inspected averagely spread to two different 
populations without skewing to any of them.  
7.3.3 Improve a given inspection plan 
As the effectiveness of the primary planning model in this case is shown 
in the previous subsection, the procedure of improving a given inspection plan is 
identical to that in the previous case study. The improvement is based on the 
randomly generated inspection plan.  
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Table 7.6. Result table of the improvement process 
ID TIG TIG 
Improvement 
(%) 
AWT 
(hour) 
AWT 
Improvement 
(%) 
Original 
inspection 
plan 
18108.07 - 0.0818 - 
Step 1 27833.83 53.71% 0.0808 -1.21% 
Step 2 28192.70 55.69% 0.0828 1.22% 
Step 3 26934.97 48.75% 0.0761 -7.04% 
 
Table 7.6 shows the improvement on TIG and AWT in percentage, and 
Figure 7.19 plots the process. The choice of the inspection plan is at the discretion 
of the inspector according to his/her needs. Figure 7.20, Figure 7.21 and Figure 
7.22 shows the detailed inspection plan obtained in each step. Similar to that in 
the simple case study, all these plans are very close to each other.  
 
Figure 7.19 Inspection plan improvement process 
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Figure 7.20. Inspection plan from Step 1 
 
Figure 7.21. Inspection plan from Step 2 
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Figure 7.22. Inspection plan from Step 3 
7.3.4 Summary 
This case study complicates the problem setting by introducing multiple 
types of populations. The experiment results show that the primary planning 
model is able to handle multiple population types. The two major functionalities 
of the primary planning model, obtaining the entire or a partial efficient frontier 
and improving a given inspection plan, are still valid. Besides, entities picked for 
inspection in the model generated inspection plans spread over different types of 
populations without skewing to any particular type of population.  
7.4 Conclusion 
The case studies presented in this chapter show that the primary planning 
model developed in this dissertation can effectively pick out non-conforming 
entities to inspect while the related costs are minimized. The IG model is able to 
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capture those time independent costs and the connection established between an 
inspection plan and average waiting time of the entities is also valid and effective.  
The solution method, diversity maximization algorithm, is able to provide 
either the entire or a partial efficient frontier to provide insight on the tradeoff 
between different objectives. The improvement procedure is able to assess a user 
enacted inspection plan and provide possible improvement. Last yet important, 
including multiple population type will not weaken the performance of the 
planning model.  
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CHAPTER 8 CONCLUSIONS AND RECOMMENDATIONS  
This chapter presents the contributions made by this dissertation to current 
advances in the field of inspection effort allocation and proposes areas of future 
research. Section 8.1 presents the overall conclusions, Section 8.2 discusses areas 
of potential research, and Section 8.3 gives the author’s final commentary.  
8.1 Conclusions 
The main objective of this dissertation is to develop a methodology that 
optimally allocates scarce inspection resources within a POE environment. 
However, “optimality” has very different, usually conflicting, connotations within 
this environment. Thus, the objective of this dissertation is accomplished through 
the development of cost models that capture the different cost components 
associated with a POE environment and a planning model that dynamically 
allocates its inspection efforts for the overall goal of balancing different costs.  
The resulting cost model connects the average waiting time with 
inspection plans. This enables a planning model to consider potential pollutants 
and wastes caused by excessive inspections. The concept of considering waiting 
time reduction in an inspection effort allocation model has never been previously 
explored in the literature. Chapter 4 of this dissertation devotes to the 
development of these cost models.  
The adoption of multi-objective optimization and diversity maximization 
algorithm to solve the inspection allocation models is another contribution of this 
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dissertation. This method enables the decision maker, in this case the inspector, to 
obtain a clear overview of the tradeoff between costs associated with the 
inspection and the average waiting time of the entities. Chapter 5 discusses the 
modeling part in detail while the first part of Chapter 6 introduces the solution 
algorithm.  
Besides generating inspection plans with a planning model, this 
dissertation also provides a procedure to assess the efficiency of a user enacted 
inspection plan while suggesting possible improvement areas, which is something 
that has not been explored in literature. This procedure provides the basis for 
continuous improvement within the inspection planning environment. Even if a 
change in the enacted inspection plan is not possible under certain circumstances, 
the inspector is able to compare the enacted inspection plan to that of efficient 
inspection plan. Details of this improving procedure are discussed in the second 
part of Chapter 6.  
To accommodate this planning model and other existing planning models 
that may have others focuses, this dissertation proposes a comprehensive planning 
framework. In such a way, the resulting planning tool allows inspectors to move 
from ad hoc planning to model based, systematic planning on inspection resources. 
Chapter 3 of this dissertation introduces this framework before going into the 
details of the cost models and the planning models.  
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8.2 Areas of Further Research 
The system envisioned in Chapter 3 integrates information processing and 
inspection effort allocation. However, this dissertation only covers the inspection 
effort allocation part and leaves the information processing part for future 
research. Information processing is critical, since only processed information can 
be turned into insights, and therefore be helpful for decision making. The 
envisioned system proposes the use of conforming probability as the unified form 
of representing the insight distilled from collected information. There are two 
related fields worth of devoted future efforts.  
The first area for future research is related to information collection. This 
has two connotations; first is the problem of what to collect and the other is how 
to collect. The type of information that is collected is crucial to the intelligence 
derived from it. However, the challenge with this aspect is that there are many 
types of potentially useful information in the process, but only a limited portion 
can be collected due to financial and other constraints. For example, obtaining 
historical temperature information of trucks carrying fresh produce may be 
helpful in pre-judging its conformity. However, to make this collection possible, 
one requires the cooperation of the carriers, shippers and other stake holders, 
which usually takes tremendous efforts.   
Thus, it is imperative to collect the most “useful” information that can be 
utilized to draw a reliable conforming probability of the arriving trucks. The 
problem of identifying these “useful” types of information is a direction for future 
 122 
 
research. This problem is not limited on selecting proper information sources 
from known information sources, but can broadly be extended to constructing 
information sources that are still unknown. From an engineering perspective, it is 
also important to make the information acquisition process as easy as possible and 
at a low cost. Developing new engineering methods that can meet these 
requirements is a future research area recommended by this dissertation. 
 The second related area is information processing. Given a proper 
collection process, the how-to-draw a conforming probability for each truck is 
another challenge. This is not simply a classification problem, which usually 
classify a truck to either the conforming or the nonconforming category without 
giving a conforming probability. In general, a suitable method should possess the 
following characteristics: 1) able to process huge amount of data, since each 
shipment arriving to the US has to be processed. 2) fast enough to give near real 
time assessment. 3) able to deal with information from different types of 
populations. This is because the trucks arriving at a POE may carry different types 
of merchandise, and all of them may have different statistical characteristics.   
These two areas are considered from a system-wide macro perspective.  
Taking a further look from micro perspective, there are also some interesting 
future research areas.  
First is the planning model. The envisioned system proposes an integrated 
system with both primary planning models and detailed planning models. These 
two levels of planning models may share information with each other and hence, 
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if necessary, fine tune parameters of the planning models. However, this 
dissertation only implements a primary planning model without dwelling too 
much in the detailed planning part. Although existing detailed planning models 
can be adopted, the auxiliary modules connecting the two levels of planning 
models need to be created from scratch. Synthesizing such a system and making it 
work in an efficient and effective manner is challenging, especially considering 
the size of the system.  
The cost model capturing the time dependent cost in Chapter 4 treats the 
entire inspection system as a black box. The planning model manipulates the 
arrival entity stream to redirect less “risky” entities to a reduced inspection 
procedure and thus reduce the average waiting time. Since the inspection process 
inside the system consists of multiple operations, detailed inspection routine will 
influence the service time and further the average waiting time. This influence is 
not negligible, yet it is not considered within the scope of this dissertation. It is 
worthwhile devoting future research effort to this area.  
The primary planning model is a finite horizon planning model and it 
relies on the envisioned planning framework the initializes a periodic planning. 
The length of the optimal planning horizon is yet another research problem 
waiting to be explored. There are many factors can influence the choice of the 
planning horizon, such as the regulation on work hours, the capability of the 
information system and so forth. To investigate the details, it is desirable to 
develop a simulation tool that represents the envisioned planning framework.  
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The collection of potential research areas constitutes a whole integrated 
decision system for inspection effort allocation within a POE environment. Each 
individual area can produce profound influence.  
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APPENDIX A  
DERIVATION OF THE VARIANCE OF SERVICE TIME 
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Let X be the random variable representing the service time of an entity in 
the system, then it can be derived that: 
 1/ [ ]g E Xµ =  
 2 ( )g Var Xσ =  
Define an indication variable Y:  
 , if routine  is applied to the entityY j j= , 
then { } jPr Y j p= = , thus 
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It is easy to derive that: 
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The last step is valid because 01/ 0µ =
 
To calculate ( )Var X , the following formula is used: 
 [ ] [ ( | )] ( [ | ])Var X E Var X Y Var E X Y= + . (A.2) 
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Assume that the service times of each routine are independent from each 
other. [ ( | )]E Var X Y  and ( [ | ])Var E X Y are computed separately.  
Since 2( | ) jVar X Y j σ= =  and { } jPr Y j p= = ,  
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The last step is valid because: 
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2
0 0 0
/ / /
M M M
j jj j i i
j i j
p p pµ µ µ
= = =
  
=   
   
∑ ∑ ∑  
Thus,  
( ) ( ) ( ) ( )
22
0 0 0 0 0
/ 2 / / /
M M M M M
j i i j j i i j j
j i j i j
p p p p pµ µ µ µ
= = = = =
    
− = −    
     
∑ ∑ ∑ ∑ ∑  
Note that for conformity, indices are converted from i back to j. 
Since it is assumed that 01/ 0µ =  and 
2
0 0σ = , ( )Var X  can also be 
rewritten as following: 
 ( ) ( )
2
22
1 1 1
( ) 1/ /
M M M
j j j j j j
j j j
Var X p p pσ µ µ
= = =
 
= + −  
 
∑ ∑ ∑  
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APPENDIX B  
VALIDATION OF FUNCTION SEPARATION 
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Let f(x,y) be a function of x and y in the form of 
 ( , )
1
x y
b
f ax
y
=
−
, (B.1) 
where a and b are positive real constant, x,y are non-negative real numbers and 
y<1/b.  
It can be shown that   
 
,
min ( , )
x y
f x y  (B.2) 
is equivalent to   
 min  and minx y  simultaneously. (B.3) 
The partial derivatives can be derived as following.  
 
1 0
1 b
f
x y
>
−
∂
=
∂
. (B.4) 
This is because 1/y b< , and thus 1 0by− > . 
 2 0(1 )
f abx
yy b
>
−
∂
=
∂
, (B.5) 
since a,b and x are non-negative. 
Thus, f(x,y) decreases monotonically as x or y decreases within the domain 
the function is defined. Thus, minimizing f(x,y) is equivalent to minimizing x and 
y simultaneously. 
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APPENDIX C 
 PRELIMINARY ON MULTI-OBJECTIVE OPTIMIZATION  
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In Multi-Objective Optimization (MOO) literature, it is quite often that the 
problem is written as: 
 (1) (2) ( )( ), ( ),min ( , ( ))Kxy f f fx x=   (C.1) 
 s.t.  
  x X∈  (C.2) 
where K is the number of objective functions, nX R⊆ is a set of feasible solutions, 
KY R⊆ is its image in the objective space, and : Kf X R→  is an objective 
function that projects X to Y. Note that the problem is usually has the form of 
minimization, which is different from Linear Programming community, where 
max is usually used.  
For simplicity, it is assumed that X  is a compact set and each of the 
objective function f  is continuous and positive. If a function f is negative but 
with its lower bound known, an constant can be added to f to ensure that it is 
positive. For 1 2,x x X∈ , 1 1( )y f x= , 2 2( )y f x Y= ∈ , let 1 2y y=  and 1 2y y≤  if 
( ) ( )
1 2
i iy y=  for all i, respectively.  Two solutions 1 2,x x X∈ , 1 1( )y f x= , 
2 2( )y f x Y= ∈  are equivalent if 1 2y y= . It is written 1 2y y<  if 
( ) ( )
1 2
i iy y≤  for all i 
and ( ) ( )1 2
i iy y<  for some i. In this case, it is called that 2y  is dominated by 1y , or 
1y  dominates 2y .  
Two sets are used frequently, which are parX  and  effY . parX  represents 
the complete set of Pareto optimal solutions in X , i.e., solution parx X∈  if and 
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only if there is no 1x X∈  such that ( )1 ( )f x f x< . If a solution x  is Pareto 
optimal, then ( )y f x=  is called efficient. The complete set of efficient points in 
the objective space effY  is called the efficient frontier. Set Aε  is defined as an ε -
approximation of effY  when any point in Aε  cannot be dominated by any other 
point by a ratio of more than 1+  . If  set effE Y⊂ , then E is called a partial 
efficient frontier. 
