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ABSTRACT 
Measurement uncertainty is an indication of the quality of a given measurement and 
ultimately translates into the confidence with which a decision can be made. In the 
context of PV, measurement uncertainties propagate into energy yield uncertainty, 
which in turn culminates into financial risk associated with an investment. This risk 
increases the cost of a PV installation. 
The aim of this thesis is to contribute towards the reduction of PV related 
measurement uncertainties. This is done in two ways. One is via developing and 
utilising more comprehensive methodologies for uncertainty propagation of complex 
measurands. The other is via more detailed estimates of the uncertainty contributors. In 
particular, the areas addressed in this thesis are the uncertainty estimation of the 
temperature coefficient measurements of modules; the uncertainty estimation of energy 
rating and module performance ratio measurements; and the uncertainties due to 
spectral effects on measurements performed with a flash solar simulator. 
The reported deviation in measurements of the temperature coefficients of 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 of 
modules is in the order of ±10% to ±15%. This is larger than the difference in the 
temperature coefficients of modules of the same type. The first step to improving the 
deviation between measurements is to estimate the uncertainty in a robust way. It was 
identified that there was no accepted approach of doing this. These measurements are 
strongly correlated, which complicates the uncertainty estimates. For the sake of 
simplicity, previously correlations have been avoided and conservative estimates used 
instead. In this work, uncertainties in both temperature and power and their correlations 
are estimated and propagated into the overall temperature coefficient uncertainty. 
Furthermore, temperature coefficients were calculated via weighing the measurements 
with their associated uncertainties. This was done for five different measurement setups 
that represent the majority of setups used worldwide. The approach was validated with 
measurement intercomparison of two modules measured on all systems. The approach 
reduced the overall uncertainty by half compared to the previous conservative estimates. 
It was demonstrated that uncertainties as low as 3% are achievable. The improved 
uncertainty estimates enabled the identification of a systematic effect due to a class B 
spectrum. This work culminated in the lowest reported measurement deviation of ±3.2% 
for module 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 temperature coefficient measurements that was within the stated 
measurement uncertainties. 
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The clear benefit of accounting for correlations was extended to measurements at 
different irradiance conditions and into the calculation of module performance ratio and 
energy rating. This was done via defining all the correlations between measurements 
and then propagating them with Monte Carlo simulations. The simulations are done 
with samples of a multivariate normal distribution with a variance-covariance matrix 
that corresponds to the estimated measurement correlations. It is demonstrated that both 
the energy rating and module performance ratio uncertainties strongly depend on the 
correlation estimates and that they cannot be conservatively overestimated. The module 
performance ratio uncertainty can be significantly lower than the measurement 
uncertainty at STC. This is because of the additional knowledge encoded into the 
selection of the underlying model used for calculating the energy rating. Therefore, the 
significance of the choice of model in the upcoming standard has been highlighted. It 
was confirmed that both bilinear interpolation and the proposed climatic datasets could 
be used for energy rating, but there are some areas that may need further investigation. 
An alternative way of improving uncertainty estimates and in turn reducing the 
associated uncertainty is via a more detailed characterisation of the uncertainty sources. 
A key uncertainty source is due to spectral effects in flash solar simulators. To better 
quantify this source, a complementary device was built to monitor the spectrum. The 
device is based on a matrix of photodiodes with commercially available interference 
filters situated on top and custom designed data acquisition electronics. This device is 
used in conjunction with the spectroradiometer to estimate the effects of flash-variation 
on the spectrum, the spectral temporal stability of the flash and spectral uniformity of 
the simulator and the attenuation masks used for altering the irradiance levels. It was 
demonstrated that the spectrum changes significantly during the flash and between 
flashes. While this effect is partially corrected for via the monitoring cell, it introduces 
additional uncertainty for non c-Si modules. This uncertainty is minimised by changes 
in the operational procedures. The spectral non-uniformity of the attenuation masks was 
shown to be significant, i.e. as large as 4%, in the NIR, prompting further investigation 
of the additional uncertainty for non c-Si modules. 
In this work, the methodology of estimating and propagating correlations in PV 
related measurements and the benefits of doing so are demonstrated. It is also 
highlighted that the uncertainty due to spectral effects goes beyond the uncertainty of 
spectroradiometer measurements. Finally, it is shown how they can be estimated with a 
complementary spectral monitor. 
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1 INTRODUCTION 
Renewable energy utilisation has been accelerating over the last few years. In 2014, 
45% of new installed capacity in the power sector came from renewables [1]. The 
tendency is for this percentage to increase in the near future to above 60% due to energy 
security, pollution concerns and climate benefits. As a result in 2020, the renewable 
energy generation share is predicted to be 26% [1]. A record sum of 329 billion $ was 
invested in clean energy worldwide in 2015. The majority was invested in solar 
technology, despite the plunge in fossil fuel commodity prices [2]. Solar Photovoltaics 
(PV) is by far the fastest growing solar renewable energy technology. On its own, it 
accounts for a third of all new renewable energy capacity. In 2014 the total installed 
capacity worldwide of solar PV was 177 GW [3]. The estimate for the additional 
installed capacity in 2015 is 50 GW bringing the total to 227 GW [4]. As of July 2016, 
in the UK alone, a total of 11 GW is installed [5]. The total global installed capacity 
trend is shown in Figure 1. 
 
Figure 1 Exponential growth of global installed PV capacity [4]. 
This rapid adoption of solar PV is driven partly by the fact that the cost of PV has 
dropped significantly in the past few years. At a utility scale, PV costs have dropped by 
66% in the period from 2010 to 2015[1]. There is a prediction of a further 25% decrease 
by 2020 [1]. System costs in the USA in 2015 were 3.55 $/Wp for residential to 
1.38 $/Wp for utility scale and the average price of a poly-silicon module was 
0.67 $/Wp [6]. For comparison, in the UK the mean system cost of small scale PV 
installations in 2015 was from 1.39 £/Wp (2.04 $/Wp) for 10 to 50 kW systems up to 
2.07 £/Wp (3.04 $/Wp) for systems smaller than 4 kW [7]. 
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In terms of Levelised Cost Of Electricity (LCOE), solar PV is still higher than coal, 
gas and nuclear for most countries. The gap, however, has been significantly reduced 
and in many countries grid parity has been achieved, i.e. the LCOE from PV is lower 
than the price of electricity to the end user. As a result, some financial incentives have 
been scrapped or reduced. Nevertheless, with current costs, high-level incentives are no 
longer critical [1]. With the decreasing cost of technology, finance plays a more 
important role. The current record for the cheapest solar energy is 0.03 $/kWh in bid for 
a 800 MW Solar park in Dubai, beating all available fossil fuel options [8]. It can be 
speculated that the reason for such a low cost to be commercially viable is due to the 
very low cost of finance that is available to the bidders [8].This emphasises the fact that 
to further increase the utilisation of Solar PV, alongside technological improvements 
and manufacturing cost reduction, the cost of financing a project has to be reduced. 
Financing costs are proportional to the amount of risk associated with an 
investment. The perceived risk is affected by governmental policy and by the 
uncertainty in the amount of energy that a given installation would produce over a 
period of 20 to 30 years. In other words, the ability to predict accurately the Energy 
Yield (EY) of a given installation with small uncertainties can increase the confidence 
in the technology and reduce the cost of finance. In addition, accurate prediction of the 
potential of solar PV on a large scale, i.e. nationally, feeds into the governmental policy 
and facilitates consistency, further minimising the cost of finance. 
Estimating the EY of a potential PV installation can be a very involved process. It 
requires both performance specification and/or measurements of the PV modules used 
as well as reliability, durability and meteorological data. While there are various factors 
that affect the uncertainty in EY estimates, in any kind of prediction methodology, the 
metrological uncertainties (i.e. measurement uncertainties) of each of the inputs to the 
EY model propagates to the final uncertainty. In one sense, measurement uncertainty 
can be seen as an indication of the reliability or quality of a given measurement. 
Without an uncertainty analysis, measurements cannot be compared meaningfully, i.e. 
the performance of different modules and risk associated with the EY cannot be 
calculated. 
Each module has a rating of maximum power - 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀. at Standard Test Conditions 
(STC) [9] with an associated tolerance given by the manufacturer based on the 
uncertainties in the measurement chain. If a batch of modules underperforms compared 
to their STC ratings, their EY would underperform by approximately the same amount. 
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Manufacturers’ typical module tolerances of rated power are ±2 to ±3%. To put this into 
context, the profit margin for a PV system is typically between 5% and 10%. This 
highlights the importance of minimising measurement uncertainty to all stakeholders. 
Measurement uncertainty itself has an associated value. The value of module 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 
measurement uncertainty can easily be estimated. When it comes to the value of both 
modules and systems, even though other factors such as low-light performance, 
Temperature Coefficients (TC), dimensions, framing, encapsulation, number of cells, 
type of technology and even aesthetics, contribute to the overall value, the main 
indicator is Cost/Watt. Assuming 50 GW new capacity annually and a conservative 
system cost of 1 £ /Watt, the value of each % of measurement uncertainty is 500 million 
£ annually. Even with the tendency of decreasing system costs, the predicted increase in 
installed capacity annually means that this number is likely to stay stable. 
The state-of-the-art measurement expanded uncertainty for 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 of modules is 1.6% 
[10]. However, uncertainties that are more typical are in the range of 2 to 3% with some 
technologies having much larger associated uncertainty. These uncertainties are larger 
for non-STC and temperature coefficient measurements. At STC, the claimed 
uncertainties of reputable laboratories are consistent with the results of international 
round-robins. These laboratory inter-comparisons are the preferred way to validate the 
uncertainty estimates of a given measurement and to identify systematic effects that bias 
the measurement results. A review of the published uncertainty analyses of the leading 
laboratories worldwide and the reported measurement deviations in international inter-
comparisons, including two whose results were analysed and disseminated by the 
author, are included in Chapter 2. The definition of measurement uncertainty, the 
methods used to estimate it, the key sources of uncertainty and the major challenges 
associated with them as well as the identified knowledge gaps that are addressed in this 
thesis are also described in Chapter 2. 
The thesis focuses on the measurement uncertainty estimation of PV related 
measurements from I-V measurements, to Temperature Coefficients (TC) and Energy 
Rating (ER). The overall aim is to provide a comprehensive methodology for 
uncertainty estimation in accordance with international standards. This is done via 
applying state-of-the-art techniques in the area of metrology to PV related 
measurements in order to better quantify the uncertainty in calibration of modules and 
research scale devices of various technologies. The research builds on previous 
uncertainty analyses and in particular adds to previous work by accounting for 
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correlating factors that are often neglected, but proved significant in this work. In 
addition, a spectral monitor was designed and built to understand better the spectral 
output of large area flash solar simulators – a key uncertainty source. 
In particular, as a result of the conducted round-robins and literature review, it was 
identified that TC measurements do not agree with their uncertainties and that the 
comprehensive uncertainty estimation of TC measurements has been neglected. This 
knowledge gap is addressed in Chapter 3, where a methodology is developed for 
estimating the uncertainty of bespoke TC measurement systems according to 
international standards. As far as the author is aware, this is the first time PV modules 
TC uncertainty is reported that accounts for uncertainty and correlations in both 
temperature and power measurements. The suggested methodology is validated via a 
round-robin of two modules measured on five different measurement setups that 
represent the majority of different types of systems used worldwide. 
Similarly, it was identified that while ER of modules has been an area of intense 
research in recent years, the reported methodologies fail to account for the strong 
correlations between measurements used to calculate the ER. This can result in 
incorrectly calculated uncertainties and limit the success of ER being adopted in the PV 
community. This issue is investigated in detail in Chapter 4, where the correlations 
between indoor measurements at different irradiances and temperatures are estimated 
alongside the uncertainty of the measurements themselves and propagated into the 
overall ER uncertainty. As far as the author is aware this is the first time correlations are 
considered in detail for estimating the ER uncertainty of a given laboratory. 
Since measuring the spectral irradiance of solar simulators is one of the major 
sources of uncertainty in PV module rating, in Chapter 5 a complementary way of 
monitoring the source spectrum via a matrix of commercially available interference 
filters and large area photodiodes is investigated in order to minimise the associated 
uncertainties. The primary aim of the monitor is to increase the temporal resolution of 
the spectral measurements and to enable the investigation of the effects of lamps aging. 
Previously, solar simulator spectra have been measured with filtered photodiodes, but 
with limited success. This work builds on that approach and utilises the advantages of 
these measurements to inform better the uncertainty estimates. 
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2 UNCERTAINTY 
ESTIMATION AND PV 
MEASUREMENTS 
The fundamentals of uncertainty in PV related measurements are outlined in this 
chapter, in particular those of measurements in general, uncertainty propagation and 
result reporting with references to international standards and useful guides. The 
limitations of the existing standards are highlighted with links to the current school of 
thought and details of the treatment of more complex uncertainty estimation problems. 
The aim of this chapter is to facilitate the subsequent chapters rather than being a fully 
comprehensive uncertainty guide, since such guides are available already [11]–[18]. The 
scope of the chapter is limited to reflect this aim. 
The second part of this chapter strictly focuses on the domain of PV measurements 
and characterisation, covering the fundamentals in PV characterisation and outlining the 
state-of-the-art of uncertainty estimation. The major sources of uncertainty are 
highlighted and the deficiencies in estimating the uncertainty in some measurements are 
critically appraised. The chapter concludes with a summary of the essential features of 
other work that are being built upon in this thesis and an outline of the links between 
this chapter and the following ones. 
2.1 Measurements, uncertainty and errors 
It is difficult to control or even identify everything that affects a given measurement. 
As a result, measurements can never be performed with absolutely no doubt about the 
accuracy of the measurement. The existence of doubt means that each measurement is 
in fact an estimate of the quantity being measured - the measurand. 
The ultimate aim of measurements is to support some sort of decision-making. To 
enable this, an indication of the reliability of the measurement result is required. 
Reliability in this context does not refer to whether some sort of mistake has been made, 
but rather how good an estimate a given measurement is. In Metrology, the science of 
measurement, an indication of the quality of the measurement and in particular the 
doubt associated with a given measurement is the measurement uncertainty. A 
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measurement result is only complete if, as a minimum, the value attributed to the 
measurand is accompanied by a statement regarding the measurement uncertainty and 
the coverage probability to which it applies. 
In the International Vocabulary for Metrology [19] (VIM) the uncertainty of a 
measurement is defined as: 
“A non-negative parameter that characterises the dispersion of the 
values that can reasonably be attributed to the measurand”. 
The uncertainty of a measurement can never be zero, i.e. the measurand can never 
be known exactly. The smallest possible uncertainty is that associated with the 
definition of the measurand including the conditions under which the measurement is 
performed. In practice, a well-defined measurand has a negligible uncertainty associated 
with the definition of the measurand relative to the requirements of the measurement. 
There are, however, numerous influence quantities that contribute to the overall 
uncertainty. Influence quantity is defined as a quantity that affects the result of the 
measurement, but is not the measurand [19]. According to the internationally recognised 
and universally accepted standard for uncertainty estimation, ISO ‘Guide to the 
expression of uncertainty in measurement’ (GUM) [20], uncertainty arises due to: 
• incomplete definition of the measurand; 
• imperfect realisation of the definition; 
• non-representative sampling of the measurand; 
• inadequate knowledge of the effects of environmental conditions on the 
measurement or imperfect measurements of these conditions; 
• personal bias in reading analogue instruments; 
• finite instrumentation resolution; 
• inexact values of measurement standards and reference materials; 
• inexact values of constants and parameters from external sources used for data-
reduction; 
• approximation and assumptions incorporated in the measurement method; 
• variation in repeated observations of the measurand under apparently identical 
conditions. 
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It is important to differentiate between the terms error and uncertainty in 
metrological context. Both terms can mean different things to different people. In 
Metrology, the term error refers to the difference between the true value of the 
measurand and the measurement indication. While this true value can be estimated, it 
cannot be known exactly. By definition therefore, the error cannot be known. In 
contrast, in statistical models the error is a random variable and is described by a 
probability density function (usually a Gaussian distribution with a zero mean). As will 
be seen later, the error in statistical contexts is similar to the uncertainty in metrological 
contexts. Many publications prior to the wide adoption of the GUM use error with that 
meaning, including many statisticians nowadays. In this work, the meaning of error is 
consistent with international metrological standards and it represents the single 
unknown value of the difference between the true value of the measurand and the 
measurement indication. As defined above, uncertainty is the dispersion of values that 
can be attributed to a measurand. This dispersion of values can be described by a single 
value termed standard uncertainty, or a multiple of this value referred to as expanded 
uncertainty. Often, when it is clear from the context, the word standard or expanded is 
omitted. In such cases, uncertainty refers to the single value that summarises the 
dispersion of values as outlined in Section 2.4.1 . 
2.2 Error versus uncertainty approach 
With the introduction of the GUM, there has also been a move away from what is 
referred to as an error approach (a.k.a. traditional approach or true value approach) to 
the so-called uncertainty approach for estimating the quality of the measurement. The 
following citations from the International Vocabulary for Metrology [19] serve best to 
appreciate the difference: 
“The objective of measurement in the Error Approach is to determine an 
estimate of the true value that is as close as possible to that single true 
value. The deviation from the true value is composed of random and 
systematic errors. The two kinds of errors, assumed to be always 
distinguishable, have to be treated differently. No rule can be derived on 
how they combine to form the total error of any given measurement result, 
usually taken as the estimate. Usually, only an upper limit of the absolute 
value of the total error is estimated, sometimes loosely named 
“uncertainty”.” 
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“The objective of measurement in the Uncertainty Approach is not to 
determine a true value as closely as possible. Rather, it is assumed that the 
information from measurement only permits assignment of an interval of 
reasonable values to the measurand, based on the assumption that no 
mistakes have been made in performing the measurement. Additional 
relevant information may reduce the range of the interval of values that can 
reasonably be attributed to the measurand.” 
This shift in thinking and defining the uncertainty as a result of imperfect 
knowledge about the measurand relies on a belief-based definition of probability. This 
enables for Bayesian techniques to be employed, but also allows systematic and random 
effects, to be treated in the same way. 
2.3 Types of uncertainty sources 
While it can be useful to describe the effects uncertainty sources have on the 
measurand, the classification of the nature of the sources that introduce uncertainty as 
systematic or random depends on the point of view. An uncertainty source that has a 
random (volatile) effect in the calibration of a measurement standard would be 
systematic (persistent) for measurements that use that standard as a reference. In this 
work, if an uncertainty source or contribution is referred to as systematic or random, it 
refers to the nature of the effect it has on the measurand in that particular scenario. It is 
possible that a part of an uncertainty contribution has a persistent effect on the 
measurand and another part has a volatile effect. The terms systematic and persistent are 
used interchangeably. The same applies to random and volatile. 
To avoid confusion and controversy, the GUM instead of dividing the uncertainty 
sources into random and systematic, classifies them by the methods used for their 
estimation. Type A uncertainty sources are estimated via statistical means based on data 
from repeated observations. Type B uncertainty sources are estimated based on 
scientific judgment of all available information about the influence. The aim of the 
classification is to facilitate discussion without implying that either method is more 
reliable [20]. In a draft of a new version of the GUM [21], which is currently under 
review, both types are defined more explicitly as expressing a degree of belief 
emphasising the equivalence between the two. Typically, sources that have random 
effects on the measurand are estimated in a way that classifies them as Type A and 
sources that have systematic effects are estimated in a way that classifies them as Type 
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B. In [11] it is highlighted that this does not mean that only Type A estimation methods 
can be used for random effects and only Type B for systematic ones. 
2.4 Estimation of measurement uncertainty 
There are generally two approaches for estimating the uncertainty, a bottom-up and 
a top-down approach [11]. A top-down approach is based on statistical means looking at 
the results of laboratory inter-comparisons and repeated measurements aiming to assess 
the repeatability, reproducibility, proficiency, etc. of a laboratory. A bottom-up 
approach includes identifying all the influences that would introduce uncertainty, i.e. 
sources of uncertainty, estimating the contribution of each and combining them into an 
overall contribution. The aim is to combine all the knowledge available to express the 
probability density function that best describes the measurand. A good practice is to do 
both and compare the two. In this work a bottom-up approach is used for uncertainty 
estimation and a top-down approach is used for validation. The GUM has enabled 
consistency in uncertainty estimation by providing a framework for estimating the 
uncertainty contribution of each source and propagating it into a combined uncertainty, 
i.e. the GUM provides a framework for a bottom-up approach. 
2.4.1 Guide to expression of uncertainty in measurement framework 
In Metrology, if something cannot be known exactly, it is treated as a random 
variable. Therefore, the measurand is a random variable. It can be fully described by its 
probability density function (pdf). The variance of this distribution is associated with 
the uncertainty. In particular, the square root of the variance, i.e. the standard deviation, 
is used as a measure of the dispersion of values that can reasonably be attributed to the 
measurand. Standard measurement uncertainty is thus simply the standard deviation of 
the pdf (assumed to be a Gaussian distribution) that is assigned to the measurand. The 
standard deviation is used instead of the variance since the standard deviation has the 
same units as the measurand. 
Ignoring the uncertainty due to the definition of the measurand, which is usually 
negligible for a well-defined measurand, uncertainty arises because influence quantities 
are not and cannot be kept perfectly constant nor can they be known exactly. The fact 
that the influence quantities cannot be known exactly means that they can also be 
treated as random variables and can be attributed pdfs as well. In order to combine the 
uncertainties of the influence quantities into an overall uncertainty of the measurand, the 
measurand has to be modelled. Conceptually, modelling the measurand is simply 
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expressing the measurand 𝑌𝑌 as a function 𝑓𝑓 of all non-negligible influence quantities 
𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3 … 𝑋𝑋𝑛𝑛 (also referred to input quantities in the model).  
𝑌𝑌 = 𝑓𝑓(𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3, … 𝑋𝑋𝑛𝑛) (1) 
It is possible that the model equation cannot be written explicitly [20]. The input 
quantities can be measurands themselves or even correction factors. The NIST simple 
guide [11] defines the measurement models more broadly as: 
“Measurement models describe the relationship between the value of the 
measurand (output) and the value of qualitative and quantitative properties 
(inputs) that determine or influence its value” 
It recognises that both measurement equations and observation equations (statistical 
models) are possible. In the case of observation equations, the measurand is a function 
of the parameters of the pdfs of the influence quantities instead of the quantities 
themselves. An example that is related to Chapter 3 is the regression statistical model 
where the measurand is the slope of the linear fit of other measurements. Statistical 
models (observation equations) are also used when the same measurand is measured by 
different laboratories or via a different method and the information is combined together 
to produce a better estimated with a smaller uncertainty. The Simple Guide [11] stresses 
that the adequacy of the presumed underlying statistical models has to be validated. 
Once each influence is identified, its contribution is estimated via pdf (or at least the 
summary statistics of one (e.g. standard deviation and mean) and the measurement 
model is defined, the uncertainties of the input can be propagated into the overall 
uncertainty of the measurand. However, for the uncertainties to be propagated, all the 
pdfs of the input quantities have to be approximated as Gaussian distributions. The 
GUM provides formulae for converting typical pdfs such as rectangular (uniform), 
triangular, trapezoidal etc. to Gaussian distributions. 
The propagation approach prescribed in the GUM is based on linearising the model 
equations and estimating the effect of a small change in any of the input quantities on 
the measurand. The linearization is done via taking the linear terms of the Taylor series 
expansion of 𝑓𝑓  about the expectations of the input quantities. The expectation or 
expected value (also the mean, µ ) is the expected average of many samples 
(realisations) of the random variable. If 𝑋𝑋  is a random variable described by a 
probability density function 𝑃𝑃(𝑥𝑥), the expectation 𝐸𝐸(𝑋𝑋) is defined as: 
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𝐸𝐸(𝑋𝑋) = � 𝑥𝑥𝑃𝑃(𝑥𝑥)𝑑𝑑𝑥𝑥  (2) 
In other words the expectation is the integral (in a discrete case the sum) of each 
value 𝑥𝑥, weighted by the probability of the value occurring 𝑃𝑃(𝑥𝑥)𝑑𝑑𝑥𝑥. 
The underlying principle behind uncertainty propagation as prescribed in the GUM 
is exemplified and illustrated graphically in Figure 2 below for the simple case of a 
measurand 𝑌𝑌 being some function 𝑔𝑔 of one input quantity 𝑋𝑋, i.e. 𝑌𝑌 = 𝑔𝑔(𝑋𝑋). Supposing 
that as a result of the measurement process, the input quantity 𝑋𝑋  is estimated by a 
Gaussian pdf with a mean 𝐸𝐸(𝑋𝑋) =  𝜇𝜇𝑥𝑥  (in Figure 2 𝜇𝜇𝑥𝑥  = 7) . The mean of the 
measurand is thus 𝐸𝐸(𝑌𝑌) =  𝜇𝜇𝑦𝑦 = 𝑔𝑔(𝜇𝜇𝑥𝑥). The function 𝑔𝑔  is approximated by a linear 
function 𝑔𝑔𝐿𝐿 at 𝜇𝜇𝑥𝑥 as the tangent (shown as the red line in Figure 2). Suppose 𝑝𝑝 is a value 
near 𝜇𝜇𝑥𝑥, the corresponding value of the measurand is 𝑞𝑞 ≅ 𝑔𝑔𝐿𝐿(𝑝𝑝). It can be seen from 
Figure 2 that: 
𝑞𝑞 − 𝜇𝜇𝑦𝑦 ≅ 𝑔𝑔𝐿𝐿
′ (𝑝𝑝 − 𝜇𝜇𝑥𝑥)  (3) 
where 𝑔𝑔𝐿𝐿′ is the derivative of 𝑔𝑔𝐿𝐿, i.e. the slope. Squaring both sides leads to  
�𝑞𝑞 − 𝜇𝜇𝑦𝑦�
2
≅ 𝑔𝑔𝐿𝐿
′2(𝑝𝑝 − 𝜇𝜇𝑥𝑥)2  (4) 
 
Figure 2 Uncertainty propagation principle. 
There was nothing special about the choice of 𝑝𝑝, thus the above applies to all small 
numbers near 𝜇𝜇𝑥𝑥 . The variance of 𝑋𝑋, 𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋)  is a measure of the dispersion of the 
random variable around the expectation (mean) and is defined as the expectation of the 
squared deviation from the mean:  
𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋) = 𝐸𝐸(|𝑋𝑋 − 𝐸𝐸(𝑋𝑋)|2) (5) 
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Therefore eq. (4) becomes: 
𝑣𝑣𝑣𝑣𝑣𝑣(𝑌𝑌) ≅ 𝑔𝑔𝐿𝐿′2𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋)  (6) 
The unit of the variance is the square of the unit of the random variable and can be 
difficult to interpret, thus the standard deviation 𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) defined as: 
𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) = �𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋) (7) 
is commonly used instead. 
In metrology the standard deviation of 𝑌𝑌  is the standard uncertainty of the 
measurand, i.e. 𝑠𝑠𝑠𝑠𝑑𝑑2(𝑌𝑌) =  𝑢𝑢𝑦𝑦2 
𝑢𝑢𝑦𝑦
2 ≅ 𝑔𝑔𝐿𝐿
′2𝑢𝑢𝑥𝑥
2 = �𝑔𝑔𝐿𝐿
𝑑𝑑𝑥𝑥
�
2
𝑢𝑢𝑥𝑥
2 (8) 
Generalising for 𝑛𝑛 input quantities, when the quantities are independent results in 
the Law of Propagation of Uncertainty (LPU):  
𝑢𝑢𝑐𝑐
2(𝑦𝑦) = � � 𝑑𝑑𝑓𝑓
𝑑𝑑𝑥𝑥𝑖𝑖
�
2
𝑢𝑢2(𝑥𝑥𝑖𝑖)𝑛𝑛
1
 (9) 
where 𝑢𝑢𝑐𝑐  is the combined uncertainty of the estimate 𝑦𝑦 of the measurand 𝑌𝑌 , and 
𝑢𝑢(𝑥𝑥𝑖𝑖) is the uncertainty of the estimate 𝑥𝑥𝑖𝑖 of each input quantity 𝑋𝑋𝑖𝑖. The derivative of 𝑓𝑓 
with respect to each input quantity is referred to as a sensitivity coefficient. If 𝑓𝑓  is 
known to be non-linear, second or even third order terms from the Taylor series can also 
be included as described in [20]. The derivation in the general case is similar to the 
above simplified example and is detailed in Appendix E of [20]. 
If the input quantities are correlated (see Section 2.5 for details) then eq. (9) 
becomes: 
𝑢𝑢𝑐𝑐
2(𝑦𝑦) = � � 𝑑𝑑𝑓𝑓
𝑑𝑑𝑥𝑥𝑖𝑖
�
2
𝑢𝑢2(𝑥𝑥𝑖𝑖)𝑛𝑛
1
+ 2 � � 𝑑𝑑𝑓𝑓
𝑑𝑑𝑥𝑥𝑖𝑖
𝑛𝑛
𝑗𝑗=𝑖𝑖+1
𝑑𝑑𝑓𝑓
𝑑𝑑𝑥𝑥𝑗𝑗
𝑐𝑐𝑐𝑐𝑣𝑣(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗)𝑛𝑛−1
𝑖𝑖=1
 (10) 
where 𝑐𝑐𝑐𝑐𝑣𝑣(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗) is the covariance of each pair of input quantities. 
In summary, uncertainty estimation involves assigning different probability density 
functions (Rectangular, Triangular, Trapezoidal etc.) and ranges of values representing 
the best available knowledge to all the contributing influences and approximating them 
to equivalent Gaussian distributions. Using the law of propagation of uncertainty these 
Chapter 2: Uncertainty estimation and PV measurements 
Blagovest Mihaylov –October 2016   15 
are combined into a single output Gaussian distribution. The standard deviation of that 
distribution is the measurement uncertainty. There are certain limitations to this method: 
• It does not provide good approximation for model equations that are non-linear 
near the input value. 
• Accounting for correlated sources is complex. 
• Only symmetrical input distributions are allowed. 
• The output distribution is always assumed Gaussian. 
The method above results in an estimate of the standard uncertainty. However the 
point of estimating uncertainty is to assess the reliability of the measurement result. For 
a Gaussian distribution the interval [−𝑢𝑢(𝑦𝑦), 𝑢𝑢(𝑦𝑦)] encompasses about 68.3% of the 
distribution. This fraction of the distribution can be viewed as a coverage probability or 
level of confidence of the interval [20]. When a larger coverage probability is required, 
the standard uncertainty can be multiplied by a coverage factor 𝑘𝑘 , resulting in an 
expanded uncertainty corresponding to a larger fraction of the pdf. Clearly to translate 
from k to a coverage probability, knowledge of the pdf is required. For a Gaussian 
distribution, 𝑘𝑘 = 2 results in approximately 95%. Uncertainties are often stated at 𝑘𝑘 =2. The pdf that describes the measurand is not always well approximated by a Gaussian 
distribution and care must be taken to not just assume a 95% confidence. This is one of 
the areas that is planned to be addressed better in the revised GUM [21]. 
2.4.2 The Monte Carlo method for uncertainty propagation. 
To overcome some of the disadvantages stated above, the Monte Carlo method can 
be used instead to compute the uncertainty propagation of the various sources. The 
method is detailed in [22] and [23]. In summary it involves using pseudorandom 
numbers to obtain representative draws of the input values (one from each input 
distribution). These are then run through the model equations and the output value is 
calculated. Following a large number of runs (e.g. more than 106) a scaled histogram 
(by the sum of the area of the bars) of the output value defines the probability density 
function of measurand. The standard uncertainty and any coverage probability can be 
calculated from the pdf. The advantages of the method are that it can easily be used for 
correlated and non-linear relations between the inputs and the shapes of the input and 
output probability density functions are not restricted [24]. Alternative computational 
methods for calculating overall uncertainty were reviewed in [25] concluding that the 
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Monte Carlo method was the most suitable for measurement uncertainty calculation. 
However, using the GUM framework is usually adequate for most uncertainty 
estimations, the Monte Carlo method should be used when some of the limitations apply. 
2.5 Correlations in measurements 
Uncertainty estimation is based on the propagation of probability density functions 
of the input quantities. The assumption that the input quantities are independent, i.e. the 
probability of one does not affect the probability of the other, is commonly made. This 
is done largely for sake of simplicity. While this is often a reasonable assumption, 
sometimes it is made in order to avoid the additional complexity in propagating the 
uncertainty. This can be acceptable when neglecting any dependencies or correlations 
between variables results in an overestimation of the uncertainty. When this is not the 
case, correlations have to be included. 
Correlation between variables refers to any dependence between variables, however 
in a statistical context statistical correlation is a measure of the linear dependence 
between variables. In uncertainty estimation the random variables are the influence 
quantities and the correlation between a pair of influence quantities can be estimated via 
Type A, Type B or a combination of both methods. Sometimes correlations are not well 
understood and the guidance in the GUM may not be sufficient for their wider 
adaptation. The purpose of this section is to define the basic terms, but more 
importantly to exemplify correlations graphically, which most people find easier to 
understand. 
The covariance of two random variables 𝑋𝑋 and 𝑌𝑌, 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) describes the level of 
linear dependence between them. It is defined as the expectation (mean) of the product 
of the deviation from the mean of the two variables: 
𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) = 𝐸𝐸(|𝑋𝑋 − 𝐸𝐸(𝑋𝑋)| ∗ |𝑌𝑌 − 𝐸𝐸(𝑌𝑌)|) (11) 
The correlation between two random variables 𝑋𝑋  and 𝑌𝑌 , 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)  is simply a 
normalised 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) that is easier to interpret and is defined as: 
𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) = 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)
𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) ∗ 𝑠𝑠𝑠𝑠𝑑𝑑(𝑌𝑌) (12) 
The correlation can take any value from [-1: 1] and is often referred to as a 
correlation coefficient. When the correlations is ±1, this represents the strongest form of 
(linear) dependence where one of the variables is a linear function of the other. 
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For any number of random variables, a matrix that includes all covariances between 
each pair of random variables can be defined. For example the simplest covariance 
matrix 𝐶𝐶 for two random variables 𝑋𝑋, 𝑌𝑌 is: 
𝐶𝐶 = �𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑋𝑋) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)
𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑌𝑌, 𝑌𝑌)� = � 𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) 𝑣𝑣𝑣𝑣𝑣𝑣(𝑌𝑌) � (13) 
From eq. (5) and (11) it is clear that 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑋𝑋) = 𝑣𝑣𝑣𝑣𝑣𝑣(𝑋𝑋) , thus the covariance 
matrix is sometimes called variance-covariance matrix. 
A correlation coefficient matrix 𝑅𝑅 is simply a matrix, the components of which are 
the correlation between each pair of random variables. From eq. (12): 
𝑅𝑅 = �𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑋𝑋) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)
𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑌𝑌, 𝑌𝑌)� =
⎣
⎢
⎢
⎢
⎡ 1 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)
𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) ∗ 𝑠𝑠𝑠𝑠𝑑𝑑(𝑌𝑌)
𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌)
𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) ∗ 𝑠𝑠𝑠𝑠𝑑𝑑(𝑌𝑌) 1 ⎦⎥⎥⎥
⎤
 (14) 
To appreciate the effects of correlations, consider the following example. Suppose 𝑋𝑋 
is a random variable defined by a Gaussian distribution with an expectation (mean) 
𝐸𝐸(𝑋𝑋) = 4  and 𝑠𝑠𝑠𝑠𝑑𝑑(𝑋𝑋) = 3 . Sampling this variable 100000 times and plotting a 
histogram with 40 bins results in Figure 3. 
 
Figure 3 Histogram of the realisations (samples) of a random variable with mean = 
4 and std = 3. 
If the y-axis is now scaled by the sum of the areas of all bins and the pdf plotted as 
the red line results in Figure 4: 
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Figure 4 Scaled histogram and a probability density function of a random variable 
X described by a Gaussian pdf with mean = 4 and std = 3. 
Suppose there is another random variable 𝑌𝑌, defined by a Gaussian distribution with 
an expectation (mean) 𝐸𝐸(𝑌𝑌) = 2 and 𝑠𝑠𝑠𝑠𝑑𝑑(𝑌𝑌) = 1.5 (Figure 5). 
 
Figure 5 Scaled histogram and a probability density function of a random variable 
Y described by a Gaussian pdf with mean= 2 and std= 1.5. 
Assuming the two are independent, i.e. cov(X, Y) =0 and 𝐶𝐶 =  �9 00 2.25� and thus 
𝑅𝑅 = �1 00 1� , results in the scatter plot in Figure 6 overleaf: 
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Figure 6 Scatter plot of the samples of two independent random variables 
described by Gaussian distributions. 
In Figure 6, the red contour line (ellipse) corresponds to the 95% coverage interval. 
Note that the major and minor axes of the ellipse are aligned with the 𝑦𝑦 and 𝑥𝑥 axes. 
Changing the variance of the random variables results in a change in the length of the 
major and minor axes. The centre of the ellipse corresponds to the point with 
coordinates (𝜇𝜇𝑥𝑥, 𝜇𝜇𝑦𝑦), in this example (4,2). 
Suppose instead that the two variables are known to have a correlation coefficient of 
0.7, i.e. 𝑅𝑅 = � 1 0.70.7 1 �. Thus from eq. (12) 𝑐𝑐𝑐𝑐𝑣𝑣(𝑋𝑋, 𝑌𝑌) =3.15 and 𝐶𝐶 =  � 9 3.153.15 2.25�. 
The resulting scatter plot is then: 
 
Figure 7 Scatter plot of the samples of two correlated random variables described 
by Gaussian distributions with a correlation of 0.7. 
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The ellipse axes are now rotated, the major axis is longer and the minor axis is 
shorter. Since the correlation is positive it means that there is a trend for 𝑦𝑦 to increase if 
𝑥𝑥 increases, or that high values of 𝑦𝑦 are more likely to occur when high values of 𝑥𝑥 
occur. In the same way, low values of 𝑦𝑦 are associated with low values of 𝑥𝑥. Figure 8 
shows the effects of different correlation coefficients from [−1, +1]. 
 
Figure 8 Scatter plots of correlated variables with different correlation coefficients. 
While the general form of the Law of Propagation of Uncertainty that accounts for 
correlations may seem complex, the principle behind correlations is relatively 
straightforward. Correlations should be considered when there is a reason to believe that 
the probability of any of the input quantities being larger than the mean is associated 
with the probability of any of the other input quantities to be on either side of the mean. 
For example, if the reference standard used for measurements happens to be have a 
calibration that is larger than the true value, all measurements made with this standard 
would be correlated. Correlations can be estimated both via Type A and Type B means 
and can be included in the uncertainty propagation either following the GUM 
framework or using Monte Carlo simulations. For the MC simulations the covariance 
matrix and the vector of means of the input quantities are sufficient to generate samples 
from a multivariate pdf, i.e. instead of sampling the pdf of each input quantity 
independently, each sample is a vector of all input quantities for which the pre-defined 
correlations apply. 
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2.6 PV device characterisation 
The fundamental measurement of any PV device is the current-voltage (𝐼𝐼-𝑉𝑉) curve 
at Standard Test Conditions (STC). STC are defined as irradiance 𝐸𝐸 = 1000 𝑊𝑊/𝑚𝑚2, 
standard spectrum AM1.5G [9] and temperature 𝑇𝑇 = 25 °𝐶𝐶. Details of the conditions, 
their origins and limitations are described in [26]. Measurements are performed either 
directly where these conditions are realised or indirectly where they are taken into 
account via calculation without realisation. From the 𝐼𝐼-𝑉𝑉  curve typically the short-
circuit current 𝐼𝐼𝑆𝑆𝑆𝑆  , open-circuit voltage 𝑉𝑉𝑂𝑂𝑆𝑆, maximum power 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, fill factor 𝐹𝐹𝐹𝐹 and 
efficiency 𝜂𝜂 are determined. For any of these performance parameters to be comparable 
they have to be determined subject to measurements traceable to SI units, accompanied 
by an associated uncertainty and coverage probability. 
In addition to 𝐼𝐼-𝑉𝑉 measurements at STC, measurements at different temperatures 
and irradiance levels are conducted for determining the temperature coefficients (TCs) 
of modules and their performance at different light conditions. The latter two combined 
with angular response and spectral responsivity (SR) measurements can be used for 
detailed energy yield (EY) and energy rating (ER) calculations. SR measurements are 
the current response (with 0 𝑉𝑉 bias) of the PV device when illuminated with quasi-
monochromatic light at different wavelengths. The difference between EY and ER is 
that EY uses a predicted climatic dataset for a given site, whereas ER is based on 
standard climatic data sets. 
Arguably, from a commercial point of view, the 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 is the most important since it 
directly affects the price of the module. Modules are measured and characterised at the 
manufacturer’s facilities and sorted according to their performance at STC. From a 
manufacturer’s point of view the uncertainty in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 represents an unexploited margin 
since for certification they must be able to guarantee the performance of their products. 
From an investor’s point of view, it represents a financial risk. From an installer’s or 
consultant’s point of view, it hinders comparison between manufacturers and different 
technologies. Finally, from a researcher’s point of view, it can limit the validity of their 
results and even result in misleading conclusions or false claims. 
Clearly, the impact depends on the magnitude of the uncertainty. At calibration 
facilities, the uncertainty is significantly smaller than the measurement uncertainties in 
industry. Accredited facilities perform device calibration that involves comparing a 
measurement to a standard or reference that is traceable to SI units and stating the 
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associated uncertainty of the measurement. Some of these calibrated devices are then 
used as reference standards in industry and research laboratories to characterise other 
devices. At state-of-the-art measurement facilities, the expanded uncertainty for indoor 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 measurements is as low as ±1.6% for c-Si modules, ±1.8% for a-Si and ±2.9% for 
CdTe modules [10]. However, values that are more typical are around ± 2 to 2.5% for c-
Si and ±3 to ±5% for thin film modules. Novel technologies such as organic and dye-
sensitised PV have similar uncertainties at cell level. The uncertainties of all the 
measurements above have the reference cell calibration uncertainty as the starting point. 
For this reason, more details on the calibration of reference cells and their uncertainties 
are provided below. 
2.6.1 Classification of calibration methods 
Generally, module PV measurements rely on comparison to a calibrated reference 
(typically a stable PV device). The calibration of terrestrial PV devices can be divided 
into primary and secondary calibration. The difference is in the traceability chain. For 
the calibration of primary reference cells a secondary standard is used and for the 
calibration of secondary reference cells a primary reference cell is used as shown in the 
traceability chain in Figure 9 below, recreated from [27]. 
 
Figure 9 Traceability paths adopted from [27]. 
2.6.1.1 Primary reference cell calibration 
There are four established methods for the primary calibration of PV devices 
(typically reference cells). These are: Global sunlight, Direct sunlight, Solar simulator 
Primary 
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Secondary 
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Trap Detector Standard Lamp 
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Pyrheliometer Reference Solar Device 
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IEC 60904-4 
IEC 60904-2 
Chapter 2: Uncertainty estimation and PV measurements 
Blagovest Mihaylov –October 2016   23 
and Differential Spectral Responsivity (DSR) methods. They are detailed in [27] and 
reviewed in [28] and [29]. A detailed comparison of the Global and Solar simulator 
methods is available in [30]. The Global and Direct methods are outdoor methods that 
employ pyrheliometers for measuring the direct irradiance component. The Global 
method uses an additional shaded pyranometer to measure the diffuse component. The 
disadvantages of both are that they are more time consuming (a number of days) and 
require stable weather conditions [28]. 
The solar simulator method has the largest uncertainty, but is independent of the 
weather conditions. Details are available in [31]. The irradiance intensity is set via an 
absolute spectroradiometer calibrated against a standard lamp and an optional absolute 
cavity radiometer is used to minimise the uncertainty. 
The DSR method first implemented at Physikalisch-Technische Bundesanstalt 
(PTB) [32] involves measuring the differential spectral responsivity of the device-
under-test (DUT) for the whole wavelength range at different bias irradiances. The 
result is then integrated and the 𝐼𝐼𝑆𝑆𝑆𝑆  calculated for a reference spectrum. The latest 
implementation of this method is described in [33] and [34], where the expanded 
uncertainty in 𝐼𝐼𝑆𝑆𝑆𝑆  is as low as 0.4%. A further DSR facility at the National Metrology 
Centre in Singapore is reported in [35]. The DSR method has the smallest uncertainty 
but requires the most substantial investment. 
Finally, a combination of these methods can be used and the results combined via 
statistical means to minimise the uncertainties [36]. However, the device has to be 
stable and ideally, the methods should have different traceability chains, otherwise 
correlations have to be considered. 
Currently there are four well-recognised primary reference cell calibration 
laboratories: National Renewable Energy Laboratory, USA (NREL), Joint Research 
Commission –European Solar Test Installation, IT (JRC-ESTI), National Institute of 
Advances Industrial Science and Technology, JP (AIST) and the national metrology 
institute of Germany Physikalisch-Technische Bundesanstalt (PTB) using one or more 
of these methods. It is important to note that the methods agree with each other to ±1% 
[29], even though they have different traceability chains, i.e. through a standard lamp or 
trap detector to SI units and through a cavity radiometer to the World Radiometric 
Reference (WRR). The WRR is considered equivalent to SI [37]. However, recently it 
was recognised that there is a systematic error of 0.34% between the two [38]. 
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A summary of the classification of the methods is provided in Table 1, re-created 
from [39]. 
 
2.6.1.2 Secondary and working reference cell calibration 
For the calibration of secondary and working reference cells (used in routine 
measurements in order to protect the reference cells) the solar simulator method is used 
in combination with (relative) spectral responsivity measurements. The calibration 
standard is a primary reference cell. The same method is used for certified calibrations 
of PV devices. The procedure for 𝐼𝐼-𝑉𝑉 measurements under simulated sunlight is detailed 
in IEC 60904-1 [40]. The method uses a solar simulator as the light source and a 
reference cell (RC) to adjust the irradiance level by matching the measured 𝐼𝐼𝑆𝑆𝑆𝑆  with the 
calibrated value. The differences in maximum power measurements for c-Si devices 
amongst calibration accredited laboratories for secondary references is within ±2% 
which agrees with their stated uncertainties [29]. Currently a secondary calibration from 
JRC-ESTI has an uncertainty of 0.86% at k=2. Both primary and secondary calibration 
methods have been developed with conventional c-Si technologies in mind. Inter-
comparisons show larger variance in the measurements for other technologies as 
detailed in the next section. 
TABLE 1 CLASSIFICATION OF CALIBRATION METHODS [39]. 
CATEGORIES DIRECT INDIRECT 
Type Outdoor Indoor Indoor 
Method Direct solar radiation 
Global solar 
radiation 
Solar simulator 
method 
Differential spectral 
responsivity 
Irradiance 
spectral 
distribution 
direct AM1 to 
AM2 
global AM1 to 
AM2 AMn 
individual 
wavelengths 
Irradiance angle 
of incidence 0° 
0° + 
hemispherical 0° 0° 
Radiation source sun sun + sky Xe and/or halogen lamp laser based 
Sun tracker two-axis high precision not required not required not required 
Reference 
device 
pyrheliometer or 
solar cell 
pyranometer or 
solar cell 
cavity radiometer 
or absolute 
spectroradiometer 
or solar cell 
trap 
detector/cryogenic 
radiometer 
Spectral 
mismatch 
correction 
yes yes yes not required 
Employed at NREL, ESTI NREL, ESTI AIST PTB 
Remarks 
Sufficiently stable, suitable weather 
and insolation conditions that have 
to be checked are required 
Low stability and 
spectral match  
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2.7 Inter-laboratory comparisons and the WPVS 
The purpose of various inter-laboratory comparisons, also called round-robin tests, 
is to validate the bottom-up uncertainty estimates of laboratories and highlight any 
deficiencies in their measuring capabilities. The results of such inter-comparisons 
provide an insight into the challenges in characterising PV devices. In addition, 
measurement deviation between partners excluding outliers gives an indication of the 
measurement uncertainties in practice. For this reason a summary of notable round-
robins is provide below. 
Following a formal international inter-comparison of c-Si cells from 1993 to 1996, 
in 1997 the World Photovoltaic Scale was developed [48], [49]. It was based on a set of 
20 reference cells circulated between eleven laboratories. Four laboratories were 
selected for their primary calibration methods and agreement with the averaged results 
(PTB, NREL, Japan Quality Assurance Organisation, Tianjin Institute of Power 
Source). Their measured calibration values were averaged and used as the reference 
value for the set of cells. The results of the first re-calibration in 1999, performed by 
NREL, are reported in [50]. On average, a drop of 0.16% was observed after including 
the new set of NREL measurements. The cells’ packaging was redesigned and 
standardised and the number of cells increased. The results of the second recalibration 
in 2003/2004 led by PTB are reported in [51]. The second re-calibration was an 
intercomparison including 43 reference cells and the measurements of 9 institutes. All 
measurements were generally within ±2%. The PTB measurements of the original 
WPVS cells were within ±1% of their calibration value. Nowadays the uncertainties of 
both primary and secondary calibration methods have been reduced and while there has 
not been such a large intercomparison on cell level recently, a better agreement can be 
expected.  
The results of an international module inter-comparison between accredited 
laboratories that was finalised in 2006 are presented in [52]. There were differences in 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  of -4.4% to +3% for mono-Si, from -3.5% to +1.7% for a-Si, from -3.4% to 
+4.7% for CdTe, from -4.5% to +7.9% for CIS and around ±8% for multi-junction 
devices. At a later stage, intercomparisons as part of the European FP6 
PERFORMANCE project in Europe reported similarly smaller deviation for different 
types of standard and high efficiency c-Si modules from -1.5% to +2.6% [53] and 
higher spreads in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 for thin film modules. Initially the deviation was from -7% to 
+8% for SJ thin film modules [54] and then ±3% for SJ and ±6% for MJ thin film 
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devices at a second inter-comparison [55]. At the second intercomparison, the vast 
majority of c-Si module measurements were within ±1%, but the maximum deviation 
was still from -2.5% to +1.5%. At lower irradiance levels the results in general agreed 
to a lesser extent, i.e. ±4% for c-Si modules[55]. 
The results of a round-robin between 9 national laboratories in the Asian region are 
reported in [56]. The results were within -2% and +3% in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 for c-Si technologies. 
The larger deviation was explained due to the difficulties at some laboratories in 
measuring the uniformity of the solar simulator and the spectral responsivity of the 
module to calculate the mismatch factor. 
A further international module intercomparison between JRC-ESTI, AIST, NREL 
and Fraunhofer ISE of seven PV modules, including a c-Si and high-efficiency c-Si, 
CdTe, single and double-junction amorphous and micromorph silicon, was conducted 
and the results published in [57]. Maximum power for the crystalline silicon samples 
was within ±1.3% and for all thin-film modules approximately within ±3%. The 
uncertainties of the laboratories were also published for the given modules. The 
uncertainty in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  is a combination of the other uncertainties thus gives a good 
overview of the measurement capabilities for module scale devices. The reported 
uncertainties at k=2 for 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 were from 3.9% to 5% for NREL, from 2% to 2.8% for 
JRC-ESTI, from 2.1% to 3.2% at AIST and from 1.6% to 6.4% for CalLab ISE. 
The Centre for Renewable Energy Systems Technology, UK (CREST) was part of 
two international round robins under the umbrella of the European FP7 SOPHIA project 
and the author was responsible for analysing the results. The first round-robin [58] 
included eleven partners that measured six modules. Three types of modules were 
measured – standard c-Si, high efficiency heterojunction (HIT) modules and back-
contact (BC) ones. The HIT and BC modules were measured since they have well 
known capacitive measurement artefacts [59]. The largest measurement deviation from 
the median at STC was for HIT modules from -3.6% to +2.7% in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, but was in 
agreement with the stated uncertainties of the participants. This was not the case for low 
irradiance conditions and temperature coefficients measurements however, with some 
partners underestimating their uncertainties. Larger deviations from the median 
from -5% to +3% in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 at low irradiance conditions and -6.6% to +18.3% for the 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  temperature coefficient were observed. The main sources of uncertainties 
contributing to the spread in measurements were the RC calibration, mismatch factor 
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and capacitive effects at STC and low irradiance conditions as well as the additional 
light non-uniformity for the latter. The uncertainty in the junction temperature and the 
temperature deviation across the module were the major contributors for the deviation in 
the temperature coefficients measurements. 
In the second round-robin [60] seven of the original eleven partners had the 
capability to measure thin film devices. Ten modules were measured, two of each type – 
a standard c-Si, two types of CIGS modules, one type of CdTe and one type of 
amorphous silicon tandem modules. The c-Si modules were the same as those measured 
in the first round-robin and were used as a baseline. It is important to note that there was 
no prescribed preconditioning technique and every laboratory was to report their 
procedure, their associated uncertainties and an estimate of the metastability of 
modules. Some provided a combined estimate between the two. The benchmarking c-Si 
modules 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  measurements were within ±1.9% and in agreement with stated 
uncertainties. The preconditioned 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 measurements were within ±2.2 and -1.7% to 
+3.1% for the two CIGS types and in agreement with stated uncertainties. Both 
electrical biasing and light soaking increased the 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  of the modules to a similar 
extent. The Tandem and CdTe preconditioned STC measurements were within -6% to 
+5.4% and -7.9% to +11.9% respectively. The measurement deviation of the out-of-the-
box measurements of the Tandem and CdTe modules was in general smaller than the 
preconditioned ones emphasising the need of further investigation of preconditioning 
procedures for these types of devices. The measurement deviation at low-irradiance was 
larger than at STC as expected. The relative  𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  TC (%/°C) measurements were 
within -16.7% and +12.6%, with the exception of one CIGS module type where the 
deviation was as large as ±33%. This larger deviation was attributed to short timescale 
metastability effects. 
Both round-robins identified partners who underestimated as well as others who 
overestimated their uncertainties at non-STC measurements and in particular the 
uncertainty of temperature coefficients. Following an uncertainty workshop between the 
partners, it became apparent that there was no consensus on how to estimate the 
uncertainties of TC measurements. Reviewing the literature confirmed there was a gap 
in the knowledge. How to correctly estimate the TC uncertainty is one of the research 
questions that are addressed in this thesis. 
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2.8 Sources of uncertainty in secondary calibration and certified 
I-V measurements. 
A wide range of solar simulators and data acquisition systems is used at different 
laboratories. Usually, continuous solar simulators are used for cells, wafers and mini-
modules and pulsed solar simulators are used for large modules. Solar simulators have 
the advantage of being independent of weather conditions, but also have limitations that 
can introduce systematic errors in the measurements. These include bulb aging, 
reflections of optics and fixtures, spectral irradiance match, and variations in temporal 
and spatial characteristics [41]. 
There are a number of publications that address the uncertainty of solar simulator 
measurements [10], [42]–[45]. The earliest analyses are from before the GUM was 
widely adopted. While the grouping of the uncertainty sources can vary slightly, the 
sources are consistent with each other. The methods for estimating the contributions and 
the level of detail published vary. Generally, analyses that are more recently reported 
tend to have a greater level of detail. In particular, there is some variation on how the FF 
uncertainty is calculated and how 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆 uncertainties are propagated into 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 
where and how repeatability is included and finally whether the effects of reflections 
and uniformity of spectral irradiance is estimated. Based on all the publications above, a 
generalised list of uncertainty sources for the solar simulator method is outlined in 
Table 2 below. 
The relative contribution of each of these depends on the specific setup and device-
under-test. For example, the spectral irradiance distribution of a continuous simulator is 
easier to determine with lower uncertainty than that of a pulsed simulator and thus the 
mismatch factor uncertainty is lower. Furthermore, large area simulators often have the 
reference cell next to the test sample. Continuous simulators have mostly the reference 
in place of the test sample (ideally an irradiance monitor is used during the changeover 
between the reference cell and device-under-test). As a result, contributions due to the 
relative position and orientation in combination with the higher non-uniformity increase 
the measurement uncertainty when large area simulators are used. The correction of any 
errors due to non-uniformity is especially difficult for modules. This is one of the 
reasons why module measurements generally have a larger associated uncertainty than 
cells. A second reason is that calculating the mismatch factor for modules is more 
difficult since most laboratories are not capable of measuring the spectral responsivity 
of specific modules under test with low uncertainty. 
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Even though the relative contribution varies between measurement setups typically 
the major sources of uncertainty are due to the spectral mismatch factor, the non-
uniformity of light on the target plane and the uncertainty of the calibration of the 
primary reference cell. 
 
2.9 Minimising the key sources of uncertainty 
Considerable research effort has gone into minimising the uncertainty in PV 
measurements, ultimately aiming to support the PV industry. The key uncertainty 
TABLE 2 SOURCES OF UNCERTAINTY IN INDOOR SOLAR SIMULATOR MEASUREMENTS. 
Uncertainty sources in the Standard Test Conditions (STC)  
 in Irradiance intensity 
 Reference cell calibration uncertainty 
 Reference cell drift 
 Biasing of the reference cell near Isc 
 Irradiance non-uniformity at the target 
 Temporal change in irradiance 
 Difference in Reflections between the Device-under-test and RC. 
 Orientation of Device-under-test and RC 
 Position of Device-under-test and RC 
 in Irradiance spectrum 
 Mismatch factor (spectral responsivity + spectral irradiance distribution) 
 Filter deterioration and lamp aging 
 Change in Temperature of the lamp and housing 
 Changes in lamp power supply current 
 Non-uniformity of spectral irradiance 
 Temporal change of spectrum during the measurement 
 in Junction temperature  
 Temperature sensor calibration uncertainty 
 Imperfect data acquisition of temperature measurement  
 Difference between the position of sensor and junction 
 Temperature non-uniformity 
 Temperature drift during measurement 
Uncertainty sources in I-V Data acquisition (DAQ) 
 DAQ offset and range 
 Series resistance due to connectors and packaging 
 Room temperature effect on the measuring equipment 
 Shunt resistors calibration and temperature effect 
 Parameter extraction uncertainty 
Uncertainty sources in measuring the Area  
 Area definition 
 Light piping/Total Internal Reflection 
 Measurement resolution 
 Edge interpretation 
Variation of repeat measurements under apparently identical conditions 
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sources as identified earlier are the uniformity of the irradiance, the irradiance spectral 
distribution in combination with the spectral responsivity of the devices used for 
mismatch factor (MMF) correction and the RC calibration uncertainty. The notable 
efforts in minimising these are reviewed in the following sections. 
2.9.1 RC uncertainty  
Almost all PV measurements have the uncertainty of the calibration of the RC as the 
starting point. By far the most significant achievement in reducing the uncertainty of 
primary reference cell calibration is the development of the laser DSR at PTB with 
expanded uncertainty of 0.4% at k=2 in 𝐼𝐼𝑆𝑆𝑆𝑆  [34]. Not only is this uncertainty extremely 
low, but the method also provides information about the linearity and the absolute 
spectral responsivity of the device under test. In fact, the uncertainty is so low that 
filtered photodiodes measured at the DSR are used for measuring the temperature of 
black bodies, which in turn are used for the calibration of standard lamps. The 
uncertainties in the DSR method are outside of the scope of this chapter, but can be 
found in [46] ,[47] and [34]. 
A different approach in minimising the uncertainty of reference cell calibrations is 
by combining all the available information via different primary calibration methods 
and historical data as described in [36]. The approach resulted in an expanded 
uncertainty of 0.23%. It must be noted that this method is only applicable if the 
measurand is stable and that methods should have a different traceability chain or 
otherwise correlations should be considered. 
2.9.2 Uniformity 
Since the 𝐼𝐼𝑆𝑆𝑆𝑆  is proportional to the irradiance level, non-uniformity of the light has a 
strong effect on 𝐼𝐼𝑆𝑆𝑆𝑆  measurements. In practice, the non-uniformity is minimised in state-
of-the-art small area simulators, but can still be an issue for continuous, large area 
simulators, less so for pulsed simulators. Generally, non-uniformity varies from ±1% to 
±2% and often a conservative rectangular distribution is assumed. If a single cell device 
is measured (as is the case with RCs), a high resolution uniformity map can be used to 
minimise the uncertainty contribution of non-uniformity by applying an effective 
irradiance correction. The uncertainty of the correction has to be smaller than the non-
uniformity. If the DUT is the same size as the RC simply measuring with small changes 
in the position of the RC can be used to better estimate the non-uniformity uncertainty 
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contribution. A detailed discussion of the methods for measuring the non-uniformity of 
simulated light and the associated uncertainties is available in [61]. 
A model capable of predicting the I-V measurements of modules at a given 
uniformity profile is reported in [62]. An interesting observation was that the non-
uniformity affected the 𝐼𝐼𝑀𝑀𝑀𝑀𝑀𝑀 most and if a module was used as the reference standard 
then the 𝐼𝐼𝑀𝑀𝑀𝑀𝑀𝑀 rather than the 𝐼𝐼𝑆𝑆𝑆𝑆  should be used for adjusting the irradiance level. It is 
not clear if the model was capable of modelling thin-film modules. Non-uniformity 
leads to reverse biasing of some of the cells and correction procedures are not currently 
available. Modelling can help establish correction procedures, but it is likely that they 
would be specific to the particular module and degree of light non-uniformity. 
When considering the uniformity, the angular distribution and the amount of diffuse 
and direct light also have to be considered. The relative contribution is not defined in 
any standard, but it increases the uncertainty of comparison between indoor and outdoor 
measurements [63]. The relative position and orientation of the device under test and 
reference cell have to be considered in combination with the non-uniformity. The 
optical uncertainties of indoor measurements were studied using the Monte Carlo 
method and ray-tracing in [64]. The main weakness in that analysis is that a point 
source was assumed and the results were not validated with actual uniformity 
measurements, misalignment tests between DUT and RC and change in the orientation 
of the DUT measurements. In addition, the reflectivity of the package of the DUT was 
not considered even though it would affect the orientation contribution significantly. 
Reflections, angular distribution and spectral non-uniformity were considered in the 
uncertainty estimation of a pulsed solar simulator in [44]. This analysis is currently the 
most comprehensive uncertainty estimation published for measurements performed with 
a pulsed solar simulator. 
2.9.3 Mismatch Factor 
Due to the difference between the spectral responsivity of the device-under-test and 
the reference cell in combination with the difference in the spectral irradiance 
distribution of the light source and the AM1.5G standard [9], a correction is required for 
I-V measurements. The two corrections are combined together in the Mismatch factor 
(MMF). A derivation is available in [65]. Mismatch factor is also used for the outdoor 
calibration to increase the number of days the conditions are suitable [66]. The 
uncertainty of the correction is analysed in [67] and in [68]. Due to the dependence on 
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the wavelength a Monte Carlo method was used for estimating the uncertainty. The 
work was further expanded using random walks and wavelength dependent uncertainty 
[69] showing that the uncertainty was not necessarily proportional to the magnitude of 
the mismatch factor, i.e. it was possible to have a very small mismatch factor with a 
large associated uncertainty. The method also enabled a wavelength sensitivity analysis 
of the MMF. In order to minimise the uncertainty in the MMF and to use the Monte 
Carlo approach an uncertainty of measuring the spectral irradiance distribution and the 
spectral responsivity have to be analysed as a function of the wavelength and 
minimised. 
2.9.3.1 Spectral responsivity measurement 
Spectral responsivity measurements are briefly reviewed in [26] and [70]. Narrow 
band light achieved via filters, a single or double monochromator or tuneable laser light 
source is used to measure the current produced by the device at that wavelength band. 
Such a system is detailed in [71]. The spectral responsivity of devices changes with 
temperature and irradiance [72], thus uniformity and temperature control are essential. 
Bias light is used to ensure the device operates at or near STC to eliminate device non-
linearity effects. In fact, due to non-linearity most spectral responsivity measurements 
are only relative measurements, i.e. they do not integrate to the 𝐼𝐼𝑆𝑆𝑆𝑆  of the device at a 
given spectrum as is the case with DSR measurements. However, relative SR 
measurements are sufficient for MMF correction. The impact of the shunt resistance and 
the bias light are detailed in [73]. For multi-junction (MJ) devices voltage biasing is 
required to eliminate or at least minimise some of the measuring artefacts [74]. For MJ, 
the biasing light has to be adjustable to limit each junction individually. Spectral 
responsivity measurements of 3-J cells were reported using the DSR facility [75]. 
Measuring modules and MJ devices is described in [76]. 
SR measurements are relatively slow and are often limited to a small area. C-Si 
modules can be measured by measuring individual cells and biasing the rest of the 
module. The size of thin film cells within a module makes this more challenging. One 
way of measuring is to under-illuminated the module as described in [77]. Since over- 
and under-illumination makes a difference in spectral responsivity measurements at cell 
level, the effects should also be investigating for modules. Alternatively, using 
narrowband filters and a pulsed solar simulator was investigated [78]. One limitation is 
the peaks of the Xenon light at certain wavelengths. For small EQE systems, halogen 
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lamps are used for wavelengths above 700nm to avoid this problem. Another approach 
using polychromatic filters is being investigated at CREST [79]. 
2.9.3.2 Spectral irradiance distribution 
Measuring the irradiance distribution for the PV relevant wavelength range is not a 
trivial task. It is particularly difficult to measure the output of flash simulators due to the 
short pulse duration. Since commercially available spectrometers were not capable of 
achieving this, a number of laboratories and institutes had modified or developed their 
own. Zaaiman et al reported at JRC-ESTI a fast spectrometer device for pulsed solar 
simulators called SpectraCube [80]. It used optical band pass filters and silicon 
photodiodes as the detectors. It covered the range from 400 to 1100 nm with steps of 
10-15 nm. 
A monochromator based system at NREL called PASS was reported in [81]. A 
disadvantage of the system was that a flash is required for each wavelength, however it 
was capable of measuring the absolute irradiance. Even though total irradiance variation 
from flash to flash can be monitored and corrected for, any variance in the spectrum 
during a flash cannot be observed directly with this type of device. 
Due to the short pulse duration of flash simulators, array based spectroradiometers 
are predominantly used since they are commercially available and need little or no 
modification. In the PV community a number of commercially available or slightly 
modified array spectroradiometers and their estimated uncertainties have been reported 
over the years, e.g. [82], [83], [84]. CCD spectrometers have uncertainties related to the 
input optics, fibre connections, stray-light, linearity and thermal effects, timing and 
calibration that have to be considered and if possible corrected for [85],[86]. 
Nevertheless, at NIST a 2% expanded uncertainty is claimed for the spectroradiometer 
measurements of their pulsed solar simulator [87]. 
An inter-comparison for spectrometers sensitive in the wavelength ranges applicable 
to PV measurements was conducted and reported in [88]. The absolute global spectral 
irradiance measurements were within ±5% for the majority of wavelengths, but as large 
as ±10% to ±15% below 500nm. Simulating PV performance measurements, by 
calculating the difference in the MMF resulted in ±3% for single junction and ±6% for 
MJ technologies, only considering the difference in the spectral irradiance distribution. 
A comparison between five spectrometers at AIST showed ±10% difference even 
though they were calibrated prior to measurements with the same standard lamp [89]. 
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The difference was attributed to non-linearity effects and stray light. A second 
spectroradiometer intercomparison of outdoor measurements showed again deviation of 
absolute global spectral irradiance measurements ranging from ±5% to ±15% at lower 
wavelengths[90]. Recently, the Solar UV research community has published detailed 
guidelines and uncertainty calculations for array spectroradiometers [91]. A detail 
uncertainty analysis is also available in [92]. 
The uncertainty in PV measurements due to spectral effects, however, goes beyond 
the uncertainty of spectroradiometer measurements. Temporal stability of the spectrum, 
spatial uniformity of the spectrum and short and long-term spectral variation also have 
to be considered. Characterising some of these effects reliably is impractical or even 
impossible with a spectroradiometer alone. The idea of using filtered photodiodes for 
spectral measurements is revisited in Chapter 5, where an improved device similar to 
the SpectraCube was built to help estimate the effects listed above.  
2.10 Non-STC measurements 
As mentioned in section 2.7, the reported uncertainty in TC measurements generally 
did not agree with the measurement deviation. Following a workshop on measurement 
uncertainty between the partners that participated in the round-robin it became apparent 
that there was no accepted standard way to estimate the uncertainty of TC 
measurements of PV modules. While the uncertainty sources have been reported 
previously, the uncertainty propagation has not been published in detail. This 
knowledge gap is addressed in Chapter 3. The novelty is in assessing and including the 
correlations between measurements into the overall TC uncertainty. 
In fact, correlations are very rarely estimated in PV related measurements. 
Measurements at different irradiance conditions and temperatures in combination with 
angular response and spectral responsivity measurements are envisioned to be used for 
the energy rating of modules. The ER is thus a derivative of a number of measurements. 
These measurements clearly have strong correlations, especially indoors. The standard 
for ER has not been finalised, however already there have been some uncertainty 
estimations that aim to show the level of uncertainties that are likely to be reported. In 
Chapter 4, the limitations of these analyses are discussed and a comprehensive 
methodology accounting for correlations is developed for estimating the ER uncertainty 
of a given laboratory. 
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2.11 Summary 
A significant amount of research has been conducted both inside and outside the PV 
community in order to minimise measurement uncertainties in support of the PV 
industry and further enable the utilisation of Solar PV. This thesis is predominately 
concerned with the secondary calibration of PV devices since primary calibrations are 
not performed at CREST. 
Since having a perfect spectral match to the AM1.5G standard is not currently 
possible, a spectral correction with small uncertainty is required. The uncertainty of the 
correction is one of the three major overall calibration uncertainty contributors. It has 
two components: the uncertainty due to the spectral responsivity measurement and due 
to the spectral irradiance distribution. Measuring the SR of modules is challenging and 
limited to a few laboratories worldwide. An estimate for the SR of modules based on a 
set of measurements under various spectra altered with polychromatic filters is already 
being investigated at CREST. 
Since both the lamps and the filters age with time, the spectrum of a simulator is not 
constant. Furthermore, the spectrum can change for the duration of the flash and 
between consecutive flashes. Finally, the spectrum varies at different locations of the 
target plane. These effects combined with the large uncertainty of spectral 
measurements result in large correction uncertainties. Continuous measurement of the 
spectrum could minimise the uncertainties due to short- and long-term changes in the 
spectrum. To achieve this, a device based on a matrix of filtered diodes with fast data 
acquisition used for spectrum monitoring of the flash simulator has been built and is 
detailed in Chapter 5. 
Going beyond measurements at STC, the uncertainty of derived quantities based on 
I-V measurements at different conditions, in particular the TCs and ER of modules were 
identified to have strong correlations. Previous uncertainty estimates have tried to 
circumvent these correlations. They however can be estimated and included into the 
uncertainty analysis. The methodologies for estimating the correlations and propagating 
the uncertainty into final TC and ER uncertainties are reported in Chapter 3 and Chapter 
4, respectively for measurements performed at CREST.   
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3 TEMPERATURE 
COEFFICIENT 
UNCERTAINTY OF PV 
MODULES 
Temperature coefficient (TC) measurements are required for accurate energy yield 
estimates and module energy ratings. However, the measurement deviation (from the 
mean) of maximum power TC, δ, between laboratories is reported to be ±10-15% in the 
best case in a number of inter-comparisons [58], [60], [93]. Furthermore, the 
measurement uncertainties are frequently neglected or the measurement deviation in 
round-robin inter-comparisons is outside stated uncertainties. A ±15% difference in 
measurement of the maximum power TC of a typical c-Si module with a TC around -
0.45 %/°C corresponds to ±0.0675 %/°C. This translates to a difference in predicted 
power at 55 °C of ±2%. The impact on energy rating and energy yield depends on the 
climatic conditions. The effect of ±13% TC measurement deviation on predicted energy 
yield for four arbitrary locations was reported in [94]. The difference in energy yield 
was from ±0.1% to ±0.9%. In an increasingly competitive marketplace, this level of 
measurement deviation and large uncertainty of TCs is not acceptable. 
The challenges in measuring TCs were reported in [95] and [96], however they are 
not always considered in the uncertainty estimations provided by laboratories. The 
methodology for estimating the uncertainty for 𝐼𝐼𝑆𝑆𝑆𝑆 ,  𝑉𝑉𝑂𝑂𝑆𝑆  and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  measurements at 
Standard Test Conditions (STC) has been standardized over the years [10], [42]–[45]. 
This has led to a reduction in the measurement deviation by enabling the identification 
of critical contributions to measurement uncertainty and improvements to experimental 
facilities to reduce their contribution. Consequently, a better agreement between 
measurement laboratories within their stated uncertainties was achieved [29]. Therefore, 
the first step in improving TC measurements is to have a robust uncertainty estimation 
methodology and a consistent way of calculating the TC. Currently TC assessments are 
inconsistent and often over-simplified. Inappropriate linear fits are used frequently due 
to a lack of understanding of the underlying assumptions about the data. When these 
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assumptions do not apply, the fit may be invalid. Furthermore, the appropriate 
measurement standard IEC 60891 [97] does not specify the exact type of linear fit to be 
used to calculate the TC. Most commonly the temperature measurements are assumed to 
have negligible uncertainty and an ordinary least-squares fit is used. This not only 
results in a significant underestimation of the uncertainty, but can also result in an 
incorrectly calculated TC. For example, if the average cell junction temperature is 
systematically overestimated at high temperatures, the TC magnitude would be biased 
towards smaller values and vice versa.  
The approach at the Centre for Renewable Energy Systems Technology (CREST) 
for estimating and propagating the uncertainties in TC measurements overcomes these 
issues. A discussion of the previous approach and the measurement system at CREST 
can be found in [98]. The approach has been further developed to apply separate 
effective temperature measurements and to include correlations between measurements 
at different temperatures. 
In this Chapter, the details of calculating the uncertainties of TC measurements in 
the most general case in accordance with international standards are presented. The 
approach was validated via a round-robin of two modules measured on five different 
measurement systems with uncertainty estimates calculated following the proposed 
approach. Both the deviation in the calculated temperature coefficients and the 
uncertainties were reduced compared to the previous methods used. 
3.1 TC measurement setups 
Temperature coefficient measurements involve measuring the performance 
parameters of modules at different module temperatures and performing a regression to 
calculate the derivative with respect to temperature. Almost all TC measurement setups 
at module scale are bespoke. They vary in the way the module is heated, how the 
temperature is controlled, and in the light sources used. 
Both natural and simulated sunlight can be used for TC measurements. Solar 
simulators can have a continuous or pulsed light source with a varying quality of the 
spectrum. The IEC 60891 standard allows for class BBB solar simulators to be used for 
TC measurements. To enable the comparison of TCs at different irradiance levels and 
under different spectra, the TC are normalised by the value of the respective parameter 
at 25 °C and reported in %/°C. The normalisation value is either from the measurement 
or better from the linear fit to the data. 
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The large deviation in the measurements from different systems is mostly due to the 
temperature control of the module and the uncertainty in the temperature measurement. 
There is a large variability in how modules are heated, the temperature uniformity is 
ensured, and in when and where the temperature is measured. 
The heat transfer to the module can be via convection, conduction, radiation or a 
combination of the above. It can also be directional from the back or front of the 
module, or from all directions. The way the uniformity of the module temperature is 
achieved also varies, for example, via insulating different parts of the module (back or 
side and frame) or placing in a chamber with a glass window. Unfortunately, in some 
cases, the temperature uniformity is not controlled at all. 
In addition, the effective temperature of the module (defined as the equivalent 
temperature at which the module would have the same performance parameters as if it 
were uniform in temperature) is estimated in completely different ways. Most 
commonly, the temperature is measured at the back of the module, however, the 
location of the measurements and the number of points measured and averaged varies 
widely. IEC 60891, which defines the determination of temperature coefficients, 
requires 4 temperature sensors, whereas IEC 61853-1 [99] requires only 3. 
Finally, measurements can be taken both as modules heat up and as they cool down, 
either while the module temperature is continuously changing (transient measurement), 
or the module can be stabilized at various temperatures before a measurement is taken 
(step-wise measurement). 
In the case of continuous light sources being used, including natural sunlight, the 
module is shaded until it reaches ambient temperature. Alternatively, it can be actively 
cooled to temperatures below ambient. The module is then unshaded and is measured as 
it heats up due to the incident light. For pulsed solar simulator setups, the module is in a 
chamber with a glass front where the temperature is controlled via convection and the 
module is measured as it heats up or as it cools down. Alternatively, the module can be 
pre-heated via a contact heating mat or in an oven and measured as it cools down. 
The permutation of the above approaches results in many different bespoke systems 
that can have completely different temperature measurement uncertainty. Setups 
employing all the typical approaches are investigated in this chapter. 
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3.2 TC uncertainty propagation 
As with any other (PV) measurement, TCs have to be accompanied with an 
associated uncertainty calculated according to the Guide to the expression of 
Uncertainty in Measurement (GUM) [20] to be meaningful. In this section the details of 
this calculation are presented. 
Temperature coefficient measurements of PV modules have non-negligible 
uncertainties in both the measured electrical parameter (either 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝐼𝐼𝑆𝑆𝑆𝑆  or 𝑉𝑉𝑂𝑂𝑆𝑆) and the 
effective temperature 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 . In addition,𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 , 𝐼𝐼𝑆𝑆𝑆𝑆 and 𝑉𝑉𝑂𝑂𝑆𝑆  measurements at different 
temperatures are heavily correlated. One commonly adopted approach is that the 
systematic effects that introduce correlations are not included in the uncertainty for TC 
measurements. This assumes that correlations would only change the intercept of the 
linear fit between 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝐼𝐼𝑆𝑆𝑆𝑆  𝑐𝑐𝑣𝑣 𝑉𝑉𝑂𝑂𝑆𝑆, but not the slope (which is the actual TC). 
This assumption is not true when the systematic effects are proportional to the 
measurement rather than an offset. Almost all uncertainty sources in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆 
are estimated in relative terms as scaling factors, i.e. are proportional. 
For the above reasons the most general case for linear fitting and uncertainty 
estimation has to be used in this work. This can be done with a generalized Gauss-
Markov regression, where all measurement data have non-negligible uncertainties and 
associated correlations. More details on the different types of regression and the 
underlying assumptions for which they are appropriate can be found in [100]. In Clause 
10 of ISO/TS 28037:2010 [101], an algorithm for a generalized Gauss-Markov 
regression and calculation of the uncertainty of the fit is presented. An implementation 
of this algorithm by NPL [102] is used to calculate the uncertainty of PV TC 
measurements. The algorithm requires vectors of measurements 𝑃𝑃�⃗  and 𝑇𝑇�⃗  and variance-
covariance matrices 𝑈𝑈𝑀𝑀 and 𝑈𝑈𝑇𝑇 as inputs. It yields the intercept 𝑣𝑣, the slope 𝑏𝑏 (i.e. the 
TC), their variances (squared uncertainties) 𝑢𝑢2(𝑣𝑣)  and 𝑢𝑢2(𝑏𝑏) , and the covariance 
between the two 𝑐𝑐𝑐𝑐𝑣𝑣(𝑣𝑣, 𝑏𝑏). The derivation of the uncertainty equations used in the 
technical specification are available in Appendix D of [100]. The aim here is to bring 
measurements into agreement within the calculated uncertainty by incorporating the 
variance-covariance matrices into the calculation of the uncertainty of relative TCs. 
The uncertainties of the TCs for 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆  are not addressed explicitly in this 
work. There is sufficient information, however, for these to be inferred. The uncertainty 
sources for 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 measurements are a combination of the uncertainty sources for 𝐼𝐼𝑆𝑆𝑆𝑆  and 
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𝑉𝑉𝑂𝑂𝑆𝑆  measurements. The temperature measurement uncertainty and the propagation 
methodology are identical for all three TCs. An outline of the methodology is provided 
in Figure 10 below: 
 
Figure 10 Temperature coefficient uncertainty methodology. 
3.3 Temperature uncertainty. 
The temperature coefficient of maximum power can be defined as the slope 𝑏𝑏 in  
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  =  𝑣𝑣 +  𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 ∗ 𝑏𝑏 (15) 
where 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 is the equivalent temperature of the module if it were perfectly uniform. 
The measurement model for 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 is:  
𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  =  𝑇𝑇𝑏𝑏  + 𝑒𝑒𝑆𝑆𝑀𝑀𝐿𝐿 + 𝑒𝑒𝐷𝐷𝑀𝑀𝐷𝐷  + 𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵  + 𝑒𝑒ℎ𝐵𝐵𝑜𝑜, (16) 
where, 𝑇𝑇𝑏𝑏 is the indicated module temperature at the middle back. This could also be 
the average of a number of temperature measurements at the back of the module. The 
other input quantities 𝑒𝑒∗ are effects that introduce significant uncertainty components in 
𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸, i.e. sources of uncertainty due to: 
Inputs: 
 P (I, V) 
measurements 
Variance-
covariance 
matrix for 
Temperature 
Separating the sources into random and 
systematic at different temperatures 
 
Generalized Gauss-Markov 
regression 
 
Uncertainty of 
absolute and 
relative 
temperature 
coefficients 
• slope: a 
• intercept: b 
• uncertainties: u(a), u(b) 
• covariance: cov(a,b) 
Variance-
covariance 
matrix for 
P(I, V) 
Temperature 
measurements 
Uncertainty 
sources: 
P(I,V) 
Uncertainty 
sources: 
Temperature 
Chapter 3: Temperature coefficient uncertainty of PV modules 
Blagovest Mihaylov –October 2016   41 
𝑒𝑒𝑆𝑆𝑀𝑀𝐿𝐿  uncertainty in temperature sensor (PT100) calibration; 
𝑒𝑒𝐷𝐷𝑀𝑀𝐷𝐷 imperfect data acquisition; 
𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 difference in temperature between the junction and back of module; 
𝑒𝑒ℎ𝐵𝐵𝑜𝑜 temperature non-uniformity of the module. 
In the model above, i.e. Eq. (16), the 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  and the uncertainty sources are all in 
degrees Celsius. 
Each of these input quantities is described by a probability density function (pdf). 
Repeatability measurements could be used for Type A estimate, according to the GUM, 
to assign a pdf for 𝑇𝑇𝑏𝑏 due to random effects. In this work 𝑒𝑒𝐷𝐷𝑀𝑀𝐷𝐷 includes these random 
effects. This is only the case if it has been estimated in that way and care must be taken 
not to miss or to double count this effect. All 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 uncertainty sources are estimated via 
Type B methods. Noting that the sensitivity coefficients are all equal to 1, the standard 
uncertainty of each temperature measurement can be calculated as: 
𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 = �𝑢𝑢𝑆𝑆𝑀𝑀𝐿𝐿2 + 𝑢𝑢𝐷𝐷𝑀𝑀𝐷𝐷2 + 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵2 + 𝑢𝑢ℎ𝐵𝐵𝑜𝑜2  (17) 
where, 𝑢𝑢∗ is the standard deviation (also standard uncertainty) corresponding to each 
of the uncertainty sources 𝑒𝑒∗ listed above. 
In Eq. (17) no correlation is assumed between individual uncertainty sources at a 
given nominal temperature. For example, the temperature non-uniformity of the module 
at 50 °C does not affect the difference in temperature between the back of the module 
and the PV junction at the location where the temperature is measured. This assumption 
would not always be true. The way the module is heated would affect this, for example, 
if the module is heated very quickly from the front, it is possible that both the 
temperature non-uniformity and back-to-junction difference would be larger than if the 
module is heated slowly. If non-negligible correlations are expected, Eq. (17) needs to 
be modified to include them. 
To calculate the uncertainty in 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 according to the GUM, all input quantities have 
to be symmetrical, i.e. all corrections applied. All effects, 𝑒𝑒∗, should have an expectation 
value (mean) of 0 and standard deviation (also standard uncertainty) 𝑢𝑢∗. Depending on 
the measurement setup, 𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵  and 𝑒𝑒ℎ𝐵𝐵𝑜𝑜  are likely not to be centred around 0, i.e. a 
correction is required. Corrections can be treated as input quantities [103]. Assuming 
they are centred on 𝐶𝐶𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 and 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜, these can be described as: 
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𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
∗ =  𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 − 𝐶𝐶𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 (18) 
and 
𝑒𝑒ℎ𝐵𝐵𝑜𝑜
∗ =  𝑒𝑒ℎ𝐵𝐵𝑜𝑜 − 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜 (19) 
𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
∗  and 𝑒𝑒ℎ𝐵𝐵𝑜𝑜∗  can be described by normal distributions centred around 0 and with 
standard deviations 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗  and 𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗  respectively. Note 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗  and 𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗  include the 
uncertainty of the corrections. Eq. (16) becomes:  
𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐  =  𝑇𝑇𝑏𝑏 + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜  + 𝑒𝑒𝑆𝑆𝑀𝑀𝐿𝐿 + 𝑒𝑒𝐷𝐷𝑀𝑀𝐷𝐷  + 𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗  + 𝑒𝑒ℎ𝐵𝐵𝑜𝑜∗ , (20) 
Eq. (20) is the model for effective temperature when a correction is applied, 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐 . 
The uncertainty of the corrected 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 is: 
𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐 = �𝑢𝑢𝑆𝑆𝑀𝑀𝐿𝐿2 + 𝑢𝑢𝐷𝐷𝑀𝑀𝐷𝐷2 + 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗2 + 𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗2  (21) 
While not recommended, it is often the case that a correction due to a systematic 
effect is not applied since the uncertainty of the correction is relatively large compared 
to the correction itself. It is somewhat less critical to ‘expand’ the uncertainty than to 
apply a correction to the measurement results. How to ‘expand’ this uncertainty is a 
subject of debate. The methods for ‘expanding’ the uncertainty when a correction is not 
applied are reviewed in [104]. If |𝐶𝐶∗| < 𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐 , then the RSSu approach presented in 
[105] can be used for its simplicity and symmetry. In that case Eq. (17) becomes: 
𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 = �𝑢𝑢𝑆𝑆𝑀𝑀𝐿𝐿2 + 𝑢𝑢𝐷𝐷𝑀𝑀𝐷𝐷2 + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵2 + 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜2 + 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗2 + 𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗2  (22) 
The uncertainty components can be divided into those due to systematic effects, 𝑢𝑢𝑆𝑆, 
and those due to random effects, 𝑢𝑢𝑅𝑅 , in the context of consecutive measurements at 
different temperatures.  
𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸
2 =  𝑢𝑢𝑆𝑆2  + 𝑢𝑢𝑅𝑅2 , (23) 
In accordance with Appendix D of ISO/TS 28037:2010 the covariance between any 
two measurements at different temperatures is: 
𝑐𝑐𝑐𝑐𝑣𝑣 �𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖  , 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸𝑗𝑗� =  𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗2  (24) 
and the variance-covariance matrix 𝑈𝑈𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 is: 
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𝑈𝑈𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 =
⎣
⎢
⎢
⎢
⎡
𝑢𝑢𝑆𝑆
2  + 𝑢𝑢𝑅𝑅12 𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗2 ⋯ 𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗2
𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗
2 𝑢𝑢𝑆𝑆
2  + 𝑢𝑢𝑅𝑅22 ⋯ 𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗2
⋮ ⋮ ⋱ ⋮
𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗
2 𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗
2 ⋯ 𝑢𝑢𝑆𝑆
2  + 𝑢𝑢𝑅𝑅𝑛𝑛2 ⎦⎥⎥⎥
⎤
 (25) 
Estimating the correlation between the measurements and thus the covariance, 
requires in-depth analysis of the specific measurement system. In practice, most 
uncertainty sources might have both a systematic and a random component. In addition, 
not applying a correction and ‘expanding’ the uncertainty instead complicates the 
covariance estimates further. The following estimates hold true for the systems 
considered in this work, for which corrections were not applied: 
𝑢𝑢𝑆𝑆𝑖𝑖𝑗𝑗
𝟐𝟐 =  𝑢𝑢 𝑆𝑆𝑀𝑀𝐿𝐿𝟐𝟐 + 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖 , 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑗𝑗� + 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑖𝑖, 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑗𝑗 � (26) 
and  
𝑢𝑢𝑅𝑅𝑖𝑖
2 = 𝑢𝑢𝐷𝐷𝑀𝑀𝐷𝐷2 + 𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗2 + 𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗ 2 + 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵2 + 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜2 − 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖 , 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑗𝑗�
− 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑖𝑖, 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑗𝑗 � (27) 
where,  
𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶∗𝑖𝑖, 𝐶𝐶∗𝑗𝑗� ≅ 𝑠𝑠𝑠𝑠𝑔𝑔𝑛𝑛(𝐶𝐶∗𝑖𝑖) × 𝑠𝑠𝑠𝑠𝑔𝑔𝑛𝑛(𝐶𝐶∗𝑖𝑖) × 𝑚𝑚𝑠𝑠𝑛𝑛�|𝐶𝐶∗𝑖𝑖|, �𝐶𝐶∗𝑗𝑗��2 (28) 
The systems in this work for which a correction was not applied, all had positive 
𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶∗𝑖𝑖, 𝐶𝐶∗𝑗𝑗�, i.e. the systematic effects were estimated in the same direction for all 
temperatures. From Eq.(26) and Eq.(27), neglecting these covariances results in smaller 
estimates for 𝑢𝑢𝑆𝑆𝑖𝑖,𝑗𝑗2  and larger estimates for 𝑢𝑢𝑅𝑅𝑖𝑖2 , which in turn results in a larger overall 
uncertainty 𝑢𝑢(𝑏𝑏) . Therefore, for the systems considered it is possible to neglect 
𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶∗𝑖𝑖, 𝐶𝐶∗𝑗𝑗�, resulting in a conservative uncertainty estimate. 
3.3.1 Details of estimating eBtoJ and ehom 
In this section, details of how 𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 and 𝑒𝑒ℎ𝐵𝐵𝑜𝑜can be estimated are described. It can 
be assumed that: 
𝑒𝑒ℎ𝐵𝐵𝑜𝑜, ≅ 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑 (29) 
where 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  is the average temperature at the front of the module and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑  is the 
temperature at the front middle of the module. 
Infrared cameras can be used to estimate the temperature uniformity of modules. In 
this work, infrared cameras were used for Systems C and E (see Section IV). For these 
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systems, the modules were measured in a large air-conditioned room mounted vertically 
resulting in a temperature gradient and thus were expected to have the largest 
temperature non-uniformity. 
While the absolute temperature measurements of infrared cameras can have large 
uncertainties, i.e. as large as 20% [106], [107], they can be used in combination with 
PT100 measurements to estimate the pdf of this uncertainty source. After validating the 
infrared images with PT100 measurements, the images can be used to estimate a 
conservative rectangular distribution for 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑. In other words, a range 𝑣𝑣 can be 
estimated so that 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑  are samples of the interval [𝑇𝑇 − 𝑣𝑣, 𝑇𝑇 + 𝑣𝑣], where 𝑇𝑇 is 
the nominal temperature defined as the average of 𝑇𝑇𝑜𝑜𝑖𝑖𝑛𝑛  and 𝑇𝑇𝑜𝑜𝑎𝑎𝑥𝑥  at any given 
measurement temperature. Note that 𝑣𝑣 may be different for 𝑇𝑇𝑜𝑜𝑖𝑖𝑛𝑛 and 𝑇𝑇𝑜𝑜𝑎𝑎𝑥𝑥. It must also 
be noted that infrared images have definitional uncertainty related to where the border 
for calculating𝑇𝑇𝑜𝑜𝑖𝑖𝑛𝑛 ,𝑇𝑇𝑜𝑜𝑎𝑎𝑥𝑥  and 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  is defined. Since 𝑇𝑇𝑜𝑜𝑖𝑖𝑛𝑛  is significantly affected by 
this, the interval ranges can be estimated relative to 𝑇𝑇𝑜𝑜𝑎𝑎𝑥𝑥 instead of 𝑇𝑇. 𝑇𝑇𝑜𝑜𝑎𝑎𝑥𝑥 is immune 
to small changes in the border definition. The interval range for 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑 should be 
the same, regardless of the reference point used; thus, the estimate for 𝑒𝑒ℎ𝐵𝐵𝑜𝑜 is the same. 
The assigned intervals approximated via normal distributions according to the 
GUM, for the case in which 𝑣𝑣 is the same for 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑, are as follows: 
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  = 𝑁𝑁 �𝑇𝑇, 𝑣𝑣
√3 � (30) 
and 
𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑  = 𝑁𝑁 �𝑇𝑇, 𝑣𝑣
√3 � (31) 
The pdf for 𝑒𝑒ℎ𝐵𝐵𝑜𝑜 is thus  
𝑒𝑒ℎ𝐵𝐵𝑜𝑜 = 𝑁𝑁 �0, 𝑣𝑣√2
√3 � (32) 
At higher temperatures characteristic patterns where the middle of the module is 
warmer than the edges, as can be seen in Figure 11, indicate that both 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑 are 
samples from the asymmetric half-interval [𝑇𝑇 , 𝑇𝑇 + 𝑣𝑣]. If sufficient repeat measurements 
are taken this interval range can be further reduced. These assumptions are setup 
specific. They are based on a single measurement at the middle of the module. The pdfs 
of uncertainty sources can be different for other systems where a number of PT100 
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measurements at different locations are averaged together, however they can be treated 
similarly. 
 
Figure 11 Module uniformity according to infrared cameras. The cold spot on the 
left is due to the junction box. The one on the right is due to the proximity to the 
Peltier element that controls the Reference Cell temperature. The rectangles for 
which the temperature is displayed correspond to the position of monitoring 
PT100s at the back while the module is heated. 
For the single measurement case with asymmetrical interval,  
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  = 𝑁𝑁 �𝑇𝑇 + 𝑣𝑣2 , 𝑣𝑣2√3 �, (33) 
and 
𝑇𝑇𝑜𝑜𝑖𝑖𝑑𝑑  = 𝑁𝑁 �𝑇𝑇 + 𝑣𝑣2 , 𝑣𝑣2√3 � (34) 
thus 
𝑒𝑒ℎ𝐵𝐵𝑜𝑜 = 𝑁𝑁 �0, 𝑣𝑣√22√3� = 𝑁𝑁 (0, 𝑣𝑣√6) (35) 
assuming the two are not correlated. Since 𝑒𝑒ℎ𝐵𝐵𝑜𝑜 is the difference between the two, 
positive correlations would cancel out and in fact reduce the uncertainty, therefore 
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assuming no correlation is a conservative estimate. If negative correlations are 
suspected they should be included. 
The treatment for 𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵is similar. One can assume a range based on simultaneous 
PT100 measurements at the back and front of the module. This range is system 
dependent and can be either symmetric or asymmetric. For example, for one of the 
systems, the front of the module was measured to be always warmer than the back due 
to the radiative heating from the front. In this case 𝑇𝑇𝑗𝑗𝑗𝑗𝑛𝑛 is within [𝑇𝑇𝑏𝑏 , 𝑇𝑇𝑏𝑏 + 𝑣𝑣2 ] and thus:  
𝑒𝑒𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑁𝑁(𝑣𝑣22 , 𝑣𝑣22√3) (36) 
The estimates for the uncertainty contribution of each of the described sources for 
System C with a coverage factor 𝑘𝑘 = 1 [20] at three different temperatures are reported 
in Table 3 below as an example. 𝑢𝑢𝑅𝑅 and 𝑢𝑢𝑆𝑆  are calculated according to Eq. (26) and 
Eq.(27), where 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖, 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑗𝑗� is equal to 𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 at 25 °C and 𝑐𝑐𝑐𝑐𝑣𝑣�𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑖𝑖, 𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜𝑗𝑗� 
is equal to 0. 
 
At CREST, 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 is measured separately and used for TC calculation. Before the TC 
measurement, the module is placed in a thermal chamber and stabilized at different 
temperatures. The temperature is measured with PT100s across the back and front of the 
module. The maximum difference in temperature is below 0.2 °C. When the module 
temperature has settled, a set current (80% of the rated 𝐼𝐼𝑆𝑆𝑆𝑆) is injected into the module 
and the voltage measured alongside the PT100 average temperature. This average 
temperature is the best estimate for 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  . These measurements are used to create a 
TABLE 3 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  UNCERTAINTY CONTRIBUTIONS AT K =1 IN °C FOR SYSTEM C AT THREE 
DIFFERENT TEMPERATURES. 
 SYSTEM C @ 25 °C 
SYSTEM C @ 
40 °C 
SYSTEM C @ 
60 °C 
𝑢𝑢𝑆𝑆𝑀𝑀𝐿𝐿 0.06 °C 0.06 °C 0.06 °C 
𝑢𝑢𝐷𝐷𝑀𝑀𝐷𝐷 0.29 °C 0.29 °C 0.29 °C 
𝐶𝐶𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 0.29 °C 0.50 °C 0.83 °C 
𝐶𝐶𝑒𝑒ℎ𝐵𝐵𝑜𝑜 0.00 °C 0.00 °C 0.00 °C 
𝑢𝑢𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵∗ 0.08 °C 0.15 °C 0.83 °C 
𝑢𝑢ℎ𝐵𝐵𝑜𝑜∗ 0.36 °C 0.66 °C 1.34 °C 
𝑢𝑢𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 0.56 °C 0.89 °C 1.81 °C 
𝑢𝑢𝑅𝑅 0.47 °C 0.84 °C 1.78 °C 
𝑢𝑢𝑆𝑆 0.30 °C 0.30 °C 0.30 °C 
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calibration curve that maps the measured voltage at the fixed injected current to the 
𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 of the module. For the measured modules, the underlying model was linear, and 
therefore, a weighted total least-squares linear fit was used. The same current is injected 
and the voltage recorded just before and just after flashing the module and measuring 
the 𝐼𝐼-𝑉𝑉 curve. The voltage measurements were then translated into an estimate for the 
𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  using the inverse function of the fit. The calculated 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  is used for the TC 
calculation and the uncertainty of the calibration (the uncertainty is module specific but 
approximately 0.6 °C) is propagating into the TC uncertainty. The uncertainty of the 
calibration curve itself is calculated from the uncertainties in the measured voltage and 
temperature, and that of setting the injection current. 
3.4 PMAX uncertainty 
For 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  measurements the contribution of uncertainty sources are estimated in 
relative terms, because then the sensitivity coefficients are equal to one and this 
simplifies the uncertainty propagation. Details of estimating 𝐼𝐼𝑆𝑆𝑆𝑆 ,  𝑉𝑉𝑂𝑂𝑆𝑆  and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 
uncertainties at STC are published in [10], [42]–[44], [108]. Examples of the models 
that apply to most systems are: 
𝐼𝐼𝑅𝑅𝑆𝑆 = 𝐼𝐼𝑅𝑅𝑆𝑆0 ∗ 𝑒𝑒𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑅𝑅 ∗ 𝑒𝑒𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇 (37) 
 
𝐸𝐸𝑎𝑎𝑒𝑒𝑟𝑟 = 𝐼𝐼𝑅𝑅𝑆𝑆𝑅𝑅𝐶𝐶𝑐𝑐𝑎𝑎𝑟𝑟 ∗ 𝑒𝑒𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟 ∗ 𝑒𝑒𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 ∗ 𝑒𝑒ℎ ∗ 𝑒𝑒𝐵𝐵 ∗ 𝑒𝑒𝑎𝑎 (38) 
 
𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇  = 𝐼𝐼0𝐸𝐸𝑎𝑎𝑒𝑒𝑟𝑟 ∗ 𝑒𝑒𝐼𝐼𝑑𝑑𝑎𝑎𝑅𝑅 ∗ 𝑒𝑒𝑀𝑀𝑀𝑀𝐸𝐸 ∗ 𝑒𝑒𝐼𝐼𝐸𝐸𝐼𝐼𝑇𝑇 (39) 
 
𝑒𝑒𝑉𝑉𝐸𝐸 = 1 +  0.053 ∗ 𝑙𝑙𝑛𝑛(𝐸𝐸𝑎𝑎𝑒𝑒𝑟𝑟) (40) 
 
𝑉𝑉𝐷𝐷𝐷𝐷𝑇𝑇  =  𝑉𝑉0 ∗ 𝑒𝑒𝑉𝑉𝑑𝑑𝑎𝑎𝑅𝑅 ∗ 𝑒𝑒𝑉𝑉𝐸𝐸 ∗ 𝑒𝑒𝑉𝑉𝐸𝐸𝐹𝐹𝐹𝐹  (41) 
 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  =  𝐼𝐼𝑜𝑜𝑇𝑇𝑇𝑇 ∗ 𝑉𝑉𝑜𝑜𝑇𝑇𝑇𝑇 ∗ 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅𝑖𝑖𝐵𝐵 ∗ 𝑒𝑒𝐸𝐸𝐸𝐸 (42) 
where: 
𝐼𝐼𝑅𝑅𝑆𝑆  short-circuit current of the Reference Cell (RC); 
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𝐼𝐼𝑅𝑅𝑆𝑆0  indicated short-circuit current of the RC; 
𝐸𝐸𝑎𝑎𝑒𝑒𝑟𝑟   ratio of measured irradiance to 1000 W/m2; 
𝑅𝑅𝐶𝐶𝑐𝑐𝑎𝑎𝑟𝑟  calibrated value of RC short-circuit current at STC; 
𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇  current of the device-under-test (DUT); 
𝐼𝐼0   indicated current of the DUT; 
𝑉𝑉𝐷𝐷𝐷𝐷𝑇𝑇  voltage of the DUT; 
𝑉𝑉0   indicated voltage of the DUT; 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  maximum power 
𝐼𝐼𝑜𝑜𝑇𝑇𝑇𝑇  current of the DUT at maximum power point (MPP); 
𝑉𝑉𝑜𝑜𝑇𝑇𝑇𝑇  voltage of the DUT at MPP; 
𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  maximum power of the DUT; 
and the uncertainty sources are due to: 
𝑒𝑒𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑅𝑅  imperfect data acquisition of the RC; 
𝑒𝑒𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇  difference in temperature of the RC; 
𝐸𝐸𝑎𝑎𝑒𝑒𝑟𝑟   irradiance deviation in relative terms from STC; 
𝑒𝑒𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟  uncertainty in the calibration of the RC; 
𝑒𝑒𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵  drift of the calibration value since the calibration; 
𝑒𝑒ℎ   non-uniformity of irradiance; 
𝑒𝑒𝐵𝐵   difference in orientation of the DUT and the RC; 
𝑒𝑒𝑎𝑎   difference in alignment between the DUT and RC; 
𝑒𝑒𝐼𝐼𝑑𝑑𝑎𝑎𝑅𝑅  imperfect current data acquisition of the DUT; 
𝑒𝑒𝑀𝑀𝑀𝑀𝐸𝐸  mismatch factor; 
𝑒𝑒𝐼𝐼𝐸𝐸𝐼𝐼𝑇𝑇, fitting uncertainty (only for 𝐼𝐼𝑆𝑆𝑆𝑆  measurements); 
𝑒𝑒𝑉𝑉𝐸𝐸   irradiance deviation affecting the voltage; 
𝑒𝑒𝑉𝑉𝑑𝑑𝑎𝑎𝑅𝑅  imperfect voltage data acquisition of the DUT; 
𝑒𝑒𝑉𝑉𝐸𝐸𝐹𝐹𝐹𝐹  fitting uncertainty of open-circuit voltage; 
𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅𝑖𝑖𝐵𝐵 fitting uncertainty of maximum power point fit; 
𝑒𝑒𝐸𝐸𝐸𝐸   DUT contacting affecting the Fill Factor. 
All currents are in Amperes, voltages are in Volts, and power is in Watts. Most of 
the above uncertainties are estimated via Type B methods or a combination of Type A 
and Type B methods, e.g. 𝑒𝑒𝐸𝐸𝐸𝐸. 
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When estimating measurement uncertainties at STC, the uncertainty in the 
temperature of the DUT and the RC are translated into uncertainties in voltage and 
current measurements via typical TCs. In this work, both 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  and temperature 
uncertainties are propagated into the overall TC uncertainty. The two are treated 
separately. Therefore, temperature effects are not considered in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 uncertainty. An 
exception is the uncertainty due to the deviation in temperature of the RC from 25 °C 
and is included as 𝑢𝑢𝐵𝐵𝑒𝑒𝑜𝑜𝑇𝑇 . All the uncertainty sources are assumed to be normally 
distributed and estimated to have an expectation value of one and an associated relative 
standard deviation 𝑢𝑢∗. Therefore, the expression for the relative standard uncertainties 
in 𝐼𝐼𝑆𝑆𝑆𝑆 , 𝑉𝑉𝑂𝑂𝑆𝑆 and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 are as follows:  
𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅 = �𝑢𝑢𝐼𝐼𝑑𝑑𝑎𝑎𝑅𝑅2  + 𝑢𝑢𝐵𝐵𝑒𝑒𝑜𝑜𝑇𝑇2  (43) 
 
𝑢𝑢𝐸𝐸 = �𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅2  + 𝑢𝑢𝑅𝑅𝑆𝑆2 𝑐𝑐𝑎𝑎𝑟𝑟 + 𝑢𝑢𝑅𝑅𝑆𝑆𝟐𝟐 𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 + 𝑢𝑢𝑎𝑎2 + 𝑢𝑢𝐵𝐵2 + 𝑢𝑢ℎ2  (44) 
 
𝑢𝑢𝐼𝐼𝑆𝑆𝑆𝑆 = �𝑢𝑢𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷𝟐𝟐 + 𝑢𝑢𝐸𝐸𝟐𝟐 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝟐𝟐 + 𝑢𝑢𝐼𝐼𝐸𝐸𝐹𝐹𝐹𝐹𝟐𝟐  (45) 
 
𝑢𝑢𝑉𝑉𝑂𝑂𝑆𝑆 = �𝑢𝑢𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷𝟐𝟐 + 𝑢𝑢𝑉𝑉𝐸𝐸𝟐𝟐 + 𝑢𝑢𝑉𝑉𝑀𝑀𝑀𝑀𝐸𝐸𝟐𝟐 + 𝑢𝑢𝑉𝑉𝐸𝐸𝐹𝐹𝐹𝐹𝟐𝟐  (46) 
 
𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = �𝑢𝑢𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝟐𝟐 + 𝑢𝑢𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝟐𝟐 + 𝑢𝑢𝐸𝐸𝐸𝐸𝟐𝟐 + 𝑢𝑢𝑀𝑀𝐸𝐸𝐹𝐹𝐹𝐹𝟐𝟐  (47) 
Note, 𝑢𝑢𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 is equal to 𝑢𝑢𝑉𝑉𝑂𝑂𝑆𝑆 and 𝑢𝑢𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚  is equal to 𝑢𝑢𝐼𝐼𝑆𝑆𝑆𝑆 , but without the uncertainty 
associated to fitting 𝑉𝑉𝑂𝑂𝑆𝑆 and 𝐼𝐼𝑆𝑆𝑆𝑆 . 
Sometimes repeatability is included as an uncertainty source to account for some of 
the random effects that are difficult to estimate as separate sources with a bottom up 
approach. Care must be taken not to double count. In [42] Fill Factor uncertainty is a 
Type A estimate of the effects of software, connections and cabling that are assumed 
random. It is possible to include a similar source for 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆 , if required. The 
uncertainty sources may not be limited to the ones listed above for different systems. 
For example, reflections could be non-negligible for some setups. 
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Similar to temperature measurements, the sources of uncertainty can be separated 
into random and systematic between the sequential measurements at different 
temperatures:  
𝑢𝑢𝑀𝑀
𝟐𝟐
𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑢𝑢𝑆𝑆𝑎𝑎𝟐𝟐  + 𝑢𝑢𝑅𝑅𝑎𝑎𝟐𝟐  (48) 
where, 𝑢𝑢𝑆𝑆𝑎𝑎 is the relative standard uncertainty due to systematic effects and 𝑢𝑢𝑅𝑅𝑎𝑎 is 
the relative standard uncertainty due to random effects. This separation is made 
considering consecutive measurements at different temperatures, without disconnecting 
or moving the module. 
The uncertainty in relative irradiance ,𝑢𝑢𝐸𝐸 , is almost entirely systematic with the 
exception of the RC short-circuit current data acquisition and temperature components 
combined into 𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅 and is assumed random. Note that the DAQ uncertainty can have 
non-random effects related to the calibration of the DAQ itself. Due to the logarithmic 
relation between irradiance and voltage, the effect of the above components on voltage 
measurements is negligible. Therefore, the uncertainty in voltage due to irradiance is 
assumed to be fully systematic. 
Mismatch Factor (MMF) correction is not normally applied to TC measurements of 
modules. The uncertainty due to the mismatch could be assumed systematic for all 
measurements. This means that the change in spectral responsivity of the device with 
temperature [109] in combination with the spectral irradiance of the light source is 
assumed negligible. This assumption may not be true for some systems. In that case, an 
additional component must be added to 𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  due to the change in MMF. This 
component has been included for all systems in this work, even though the majority had 
a class A spectrum. This is particularly important for 𝐼𝐼𝑆𝑆𝑆𝑆  TC measurement as discussed 
in [109], where a temperature dependent MMF correction is proposed instead of 
measuring the TC. The effect on voltage due to the MMF is assumed fully systematic. 
The uncertainty due to connecting the module is systematic since the module is not 
disconnected between measurements. In fact, this component has both a repeatability 
component and a connection component. It is difficult to separate between the two. A 
factor can be assumed and used, where a part is due to the random effects and the rest is 
due to contacting. Equal amounts were attributed here to repeatability and connectivity 
effects. As a result of the above considerations, the following equations apply: 
𝑢𝑢𝑆𝑆𝑎𝑎
2 = 𝑢𝑢𝐸𝐸2 − 𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀2 + 𝑢𝑢𝑉𝑉𝐸𝐸2 + 𝑢𝑢𝑉𝑉𝑀𝑀𝑀𝑀𝐸𝐸2 + 𝑢𝑢𝐸𝐸𝐸𝐸22  (49) 
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𝑢𝑢𝑅𝑅𝑎𝑎
2 =  𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅2 + 𝑢𝑢𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎2 + 𝑢𝑢𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷2 + 𝑢𝑢𝑀𝑀𝐸𝐸𝐹𝐹𝐹𝐹2 + 𝑢𝑢𝐸𝐸𝐸𝐸22  (50) 
where,  
𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸
2 =  𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀2 +  𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎2  (51) 
and 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎 is estimated as the relative uncertainty in the current (and thus power) 
due to the change in the spectral responsivity of the module with temperature in 
combination with the difference between the spectrum of the light source and the 
standard spectrum. 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀 is the relative uncertainty due to mismatch at 25 °C. 
For the variance-covariance matrix the absolute standard uncertainties are required. 
The relation between the two is:  
𝑢𝑢𝑀𝑀𝑀𝑀𝐷𝐷𝑋𝑋𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 ∗ 𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 (52) 
If 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  is substituted with 𝑝𝑝  for brevity. The covariance between any two 
measurements is  
𝑐𝑐𝑐𝑐𝑣𝑣(𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗)  =  𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎2  (53) 
The variance-covariance matrix 𝑈𝑈𝑀𝑀 is: 
𝑼𝑼𝑷𝑷 = 
⎣
⎢
⎢
⎢
⎡
𝑝𝑝𝑖𝑖
2(𝑢𝑢𝑆𝑆𝑎𝑎2 + 𝑢𝑢𝑅𝑅𝑎𝑎2 ) 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎2 ⋯ 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎2
𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎
2 𝑝𝑝𝑖𝑖
2(𝑢𝑢𝑆𝑆𝑎𝑎2  + 𝑢𝑢𝑅𝑅𝑎𝑎2 ) ⋯ 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎2
⋮ ⋮ ⋱ ⋮
𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎
2 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎
2 ⋯ 𝑝𝑝𝑖𝑖
2(𝑢𝑢𝑆𝑆𝑎𝑎2  + 𝑢𝑢𝑅𝑅𝑎𝑎2 )⎦⎥⎥⎥
⎤ (54) 
After measuring the temperature and power (vectors 𝑇𝑇�⃗  and 𝑃𝑃�⃗ ) and estimating the 
systematic and random uncertainties for each, 𝑼𝑼𝑷𝑷  and 𝑼𝑼𝑻𝑻  can be created based on 
equations (25) and (54). These are then combined into: 
𝑼𝑼 =  �𝑼𝑼𝑻𝑻 𝟎𝟎𝟎𝟎 𝑼𝑼𝑷𝑷� (55) 
Then using the NPL software implementation [102] of the algorithm published in 
clause 10 of TS 28037:2010 yields intercept 𝑣𝑣, slope 𝑏𝑏, their variances 𝑢𝑢2(𝑣𝑣) , 𝑢𝑢2(𝑏𝑏) 
and the covariance 𝑐𝑐𝑐𝑐𝑣𝑣(𝑣𝑣, 𝑏𝑏). 
Measurements of the TCs of modules are taken at different irradiances, thus usually 
relative TC in %/°C are reported. This allows easy comparison as 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 scale 
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with irradiance. The calculated value of the module power at 25 °C is used to normalize 
the coefficient:  
𝛿𝛿𝑎𝑎𝑒𝑒𝑟𝑟 = 𝑏𝑏𝑝𝑝25 ∗ 100 = 𝑏𝑏𝑣𝑣 + 25𝑏𝑏 ∗ 100 (56) 
According to the GUM the uncertainty of the relative coefficient is: 
𝑢𝑢2(𝛿𝛿𝑎𝑎𝑒𝑒𝑟𝑟) = 𝑐𝑐2(𝑣𝑣)𝑢𝑢2(𝑣𝑣) + 𝑐𝑐2(𝑏𝑏)𝑢𝑢2(𝑏𝑏) + 2𝑐𝑐(𝑣𝑣)𝑐𝑐(𝑏𝑏)𝑐𝑐𝑐𝑐𝑣𝑣(𝑣𝑣, 𝑏𝑏) (57) 
where ,the sensitivity coefficients are: 
𝑐𝑐(𝑣𝑣) =  − 100𝑏𝑏(𝑣𝑣 + 25𝑏𝑏)2 (58) 
 
𝑐𝑐(𝑏𝑏) =  100𝑣𝑣(𝑣𝑣 + 25𝑏𝑏)2 (59) 
In Table 4, example estimates of the contributions of uncertainty sources for System 
C, and their random and systematic relative components calculated according to Eq. 
(49) and Eq. (50) are reported. 
 
TABLE 4 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  UNCERTAITNY CONTRIBUTIONS AT K =1 IN % AND THEIR SYSTEMATIC 
AND RANDOM COMPONENTS FOR SYSTEM C.  
SOURCE TOTAL RANDOM SYSTEMATIC 
𝑢𝑢𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑅𝑅 0.060 % 0.060 % 0.000 % 
𝑢𝑢𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇 0.029 % 0.029 % 0.000 % 
𝑢𝑢𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟 0.320 % 0.000 % 0.320 % 
𝑢𝑢𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 0.006 % 0.000 % 0.006 % 
𝑢𝑢ℎ 0.664 % 0.000 % 0.664 % 
𝑢𝑢𝐵𝐵 0.149 % 0.000 % 0.149 % 
𝑢𝑢𝑎𝑎 0.046 % 0.000 % 0.046 % 
𝑢𝑢𝐼𝐼𝑑𝑑𝑎𝑎𝑅𝑅 0.023 % 0.023 % 0.000 % 
𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸 0.520 % 0.100 % 0.510 % 
𝑢𝑢𝐼𝐼𝐸𝐸𝐼𝐼𝑇𝑇 0.005 % 0.005 % 0.000 % 
𝑢𝑢𝐸𝐸𝑣𝑣  0.004 % 0.000 % 0.004 % 
𝑢𝑢𝑉𝑉𝑑𝑑𝑎𝑎𝑅𝑅 0.023 % 0.023 % 0.000 % 
𝑢𝑢𝑉𝑉𝐸𝐸𝐹𝐹𝐹𝐹  0.005 % 0.005 % 0.000 % 
𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅𝑖𝑖𝐵𝐵 0.010 % 0.010 % 0.000 % 
𝑢𝑢𝐸𝐸𝐸𝐸 0.360 % 0.255 % 0.255 % 
𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 0.986 % 0.283 % 0.945 % 
 
 
 
 
 
Chapter 3: Temperature coefficient uncertainty of PV modules 
Blagovest Mihaylov –October 2016   53 
The calculated TCs, both relative and absolute, and their uncertainties are defined 
based on the 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸  of the module and are applicable near STC conditions. There are 
other factors that may introduce additional uncertainties when TC measurements are 
used for Energy Yield or Energy Rating estimates. For example, TC non-linearity was 
reported in [110]. While the TC of cells are expected to be linear in the range of 10 – 80 
°C, it is possible to have non-linear modules due to the inter-connections between cells 
and their non-perfect matching. Non-linearity in thin film modules is also possible due 
to the higher series resistance of those modules and temperature affected metastability 
effects. However, significant errors of the effective temperature measurements of the 
modules at higher temperatures can also present themselves as non-linearity. In [111] 
the location of the PT100s was investigated, showing that the location and number of 
the PT100 made a significant difference on the average temperature measurement which 
is the best estimate for the 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 . In addition, due to the different kinds of dynamic 
heating mechanisms, indoor and outdoor measurements resulted in different TCs. All of 
these highlight, once again, the need for accurate uncertainty estimation and 
propagation in order to enable the comparison of measurements made on different 
bespoke systems. 
3.5 Intercomparison results 
Two modules, one mono-crystalline (72 cells of 5 inches) with JRC-ESTI code 
EY08 and one multi-crystalline (60 cells of 6 inches) with JRC-ESTI code EY07, with 
no significant measurement artefacts such as hysteresis, were measured on five different 
TC measurement systems. The systems were as follows: 
1. System A 
An indoor measurement setup using a class AAA flash solar simulator. The 
measurements can be done both at 800 W/m2 and 1000 W/m2. The module is placed 
vertically in a temperature controlled chamber with a transparent glass front window. 
The temperature of the box is controlled by electric resistive heaters. The temperature is 
typically increased from ambient temperature in 5 ˚C steps, and at each temperature the 
module is left to stabilize (within ±0.5 ˚C for 5 minutes) before the measurement is 
taken. The reference cell is outside the temperature controlled chamber and does not 
have glass in front. Irradiance correction is applied based on measurements at 25 ˚C 
with the glass window open and closed. 
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2. System B 
An identical setup for controlling the temperature as in System A, but a different 
flash solar simulator of class BBB is used. The measurements were performed at 
700W/m2. 
3. System C 
Another indoor setup, however, the light source is a continuous large area solar 
simulator class AAA. The module is heated due to the radiation of the simulator and is 
measured as it heats up. The reference cell is mounted on a plate next to the module and 
is temperature controlled by a Peltier element. There are curtains to shade the module 
from the simulator light to allow it to stabilize at ambient temperature at the beginning 
of the measurement. The ambient temperature is controlled via powerful air-
conditioning units. The module is in a vertical arrangement. After the module has 
stabilized, the curtain is opened and measurements are taken while the module 
continuously heats up (transient measurements). 
4. System D 
An outdoor measurement setup, where the module is heated by natural sunlight 
under clear sky conditions. Before starting the measurement, the module is cooled to 
temperatures below ambient temperature in the shade by running tap water over its 
frontside surface. The module is then mounted on a solar tracker and measured as it 
heats up (transient measurements). The reference cell is mounted on a plate parallel and 
near to the module. It is kept at 25 ˚C with a Peltier cooler. 
5. System E 
An indoor setup with a class AAA pulsed solar simulator. The module is heated up 
to 80 °C via a contact-heating mat horizontally and measurements are taken as the 
module cools down in a vertical arrangement. The ambient conditions of the room and 
the reference cell temperature are controlled via air conditioning. As defined in section 
3.3.1, effective temperature measurements are taken before and after each flash via 
injecting a set current and reading the voltage. The voltage is converted into effective 
temperature based on the prior calibration of the module in an environmental chamber. 
The approach presented above was applied to all five measurement setups and the 
TCs and their uncertainties calculated accordingly. The purpose of the round-robin was 
to validate the uncertainty estimation methodology. 
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The international standards that address inter-laboratory comparisons and describe 
the common performance statistics that can be reported are ISO/IEC 17043 [112] and 
ISO 13528 [113]. In this work the percent difference (𝐷𝐷%) and the 𝐸𝐸𝑛𝑛 numbers are 
reported. 𝐷𝐷%  was reported in order to be able to compare to previous round-robin 
results. It was calculated as follows: 
𝐷𝐷% = 𝑥𝑥 − 𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅 ∗ 100 (60) 
where 𝑥𝑥 is the measurement result of a given system and 𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅 is the assigned value 
of the measurand, i.e. the reference value, usually taken as the mean. 
Having a consistent uncertainty estimation for all measurement systems allowed for 
the calculation of the 𝐸𝐸𝑛𝑛  numbers that can be used to validate the uncertainty 
estimation. The 𝐸𝐸𝑛𝑛 number is defined as: 
𝐸𝐸𝑛𝑛 = 𝑥𝑥 − 𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅
�𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆
2 − 𝑈𝑈𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟
2
 (61) 
where 𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆 is the expanded uncertainty of the system i.e. at k=2 and 𝑈𝑈𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  is the 
expanded uncertainty of the reference value, i.e. at k=2. 
According to ISO/IEC 17043 |𝐸𝐸𝑛𝑛| values ≤ 1 are considered ‘satisfactory’ and |𝐸𝐸𝑛𝑛| 
values >1 are considered ‘unsatisfactory’ indicating a further investigation is required. 
For the calculation of both 𝐸𝐸𝑛𝑛 and 𝐷𝐷%, the reference value 𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅 for each module, 
and its uncertainty 𝑈𝑈𝑀𝑀, were required. The reference value chosen for this work was the 
weighted average (weighted by the reciprocal of the variance) as recommended in 
[114]. 𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅 was calculated as follows: 
𝑋𝑋𝑎𝑎𝑒𝑒𝑅𝑅 = ∑ 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖𝑛𝑛𝑖𝑖∑ 𝑤𝑤𝑖𝑖𝑛𝑛𝑖𝑖  (62) 
Where the weights were calculated as: 
𝑤𝑤𝑖𝑖 = 1𝑢𝑢𝑥𝑥𝑖𝑖2  (63) 
The expanded uncertainty 𝑈𝑈𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟  was calculated as  
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𝑈𝑈𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟 = 2 ∗ 1
� ∑ 1𝑢𝑢𝑥𝑥𝑖𝑖2𝑛𝑛𝑖𝑖  (64) 
More details on the use of 𝐸𝐸𝑛𝑛 numbers, weighted average, and its uncertainty in the 
context of PV measurement can be found in [36]. 
In Figure 12 the results for the maximum power TC, δ, in %/°C are presented 
alongside their stated uncertainties with a coverage factor 𝑘𝑘 = 2  and the reference 
value. The 𝐸𝐸𝑛𝑛  numbers and 𝐷𝐷%  for each system and both modules, alongside a 
summary of the results, are presented in Table 5. 
 
Figure 12 TC of 𝑷𝑷𝑴𝑴𝑴𝑴𝑴𝑴 - Delta (δ) measurement in %/°C, their uncertainties at k=2 
and the weighted average as the reference value (the green dashed line) of two 
different type modules measured on five different systems each. 
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3.6 Discussion 
One of the En values of System B is above 1 and the other is 0.997. Given the 
number of measurements, (14 𝐸𝐸𝑛𝑛  numbers in Table 5) this is slightly higher than 
expected, remembering that 95% of 𝐸𝐸𝑛𝑛 numbers are expected to be below 1. According 
to the 𝐸𝐸𝑛𝑛 values, all other measurements and system uncertainties were in agreement 
without any significant underestimation of the uncertainties. 
The elevated 𝐸𝐸𝑛𝑛 numbers prompted a further investigation. They are believed to be 
due the observed strong emission peaks of the light source used in System B. These 
peaks were in the spectral region where the spectral responsivity of the modules 
changes with temperature, i.e. where the cut-off wavelength changes in the near-
infrared. The uncertainty due to the change of the MMF at different temperatures was 
estimated as 0.5% at 𝑘𝑘 = 1. For the mono-crystalline module EY07, the MMF at 25 °C 
was almost 5%. The difference in the MMF at 55 ˚C was calculated as an additional 
1.4%. This represents an extreme case from a normal distribution with a standard 
deviation (uncertainty) of 0.5%, thus explaining the larger than 1 𝐸𝐸𝑛𝑛  value for that 
particular system. It can also be seen in Figure 12 that system B underestimates the 
absolute value of the temperature coefficient which is consistent with the above. 
The analysis has shown that TCs measured on system B are not fully consistent with 
the other systems. This is attributed to the poor spectral irradiance (class B) of this 
simulator. Given current state-of-the-art solar simulator technology, which makes class 
AAA simulators widely available, a class BBB simulator should no longer be 
acceptable for TC measurements. The standard IEC 60891 allows this, but a thorough 
TABLE 5 δ, U(δ) AT K=2, 𝐷𝐷% & EN NUMBERS. 
SYSTEM EY07 EY08 
δ, 
%/˚C 
U (δ), % OF δ  𝐷𝐷% 𝐸𝐸𝑛𝑛 δ, %/˚C U (δ), % OF δ 𝐷𝐷% 𝐸𝐸𝑛𝑛 
A -0.487 5.99 -1.4 0.221 -0.475 6.26 2.6 -0.387 
A2 -0.494 5.93 -0.1 0.012 -0.463 6.16 -0.03 0.004 
B -0.460 6.16 -6.9 1.143 -0.433 6.70 -6.5 0.997 
C -0.486 3.44 -1.6 0.425 -0.464 3.40 0.2 -0.048 
D -0.503 9.84 1.9 -0.185 -0.451 11.8 -2.6 0.227 
D2 -0.513 8.04 3.9 -0.455 -0.460 8.57 -0.6 0.070 
E -0.506 2.69 2.4 -0.736 -0.468 3.07 1.1 -0.309 
REF 
VALUE -0.494 1.74   -0.463 1.86   
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analysis of the influence of a lower quality simulator on the measured TC has not been 
done in the past. Previous uncertainty estimations were in many cases overly 
conservative (at least double the uncertainties reported here) hiding the systematic 
effects of the simulator spectrum. The results reported here indicate that this influence is 
significant. 
The detailed uncertainty analysis not only resulted in measurements which are 
consistent with the associated uncertainty estimates, but also improved the overall 
measurement deviation. If the measurement results of system B are not included and the 
reference value is re-calculated (see Table 6), the agreement between all measurements 
was ±3.2% (-2.3% to +3.2% for EY07 and -3.2% to +1.9% for EY08). This represents 
an improvement of up to a factor of 5 compared to previous inter-comparisons. This 
significant improvement in agreement is attributed to the consistency in which the 
coefficients are calculated and the use of an appropriate fitting technique given the type 
of measurements (weighted by both temperature and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 uncertainty. 
 
A comparison of the measurement deviations with the relative uncertainties, 
reported in Table 5, indicates that the uncertainty estimate for System D, which is the 
outdoor measurement setup, could be too conservative. The uncertainty calculated and 
reported as part of this work, already represents a reduction by a factor of 2 compared to 
previous estimates.. It is expected that one or more of the input uncertainties are 
overestimated and further investigations are ongoing. The most likely explanation is 
that the temperature non-uniformity estimate for this system was too conservative. In 
order to reduce this component, a more detailed investigation is required. Infrared 
TABLE 6 δ, U(δ) at K=2, 𝐷𝐷% & En NUMBERS EXCLUDING SYSTEM B. 
SYSTEM EY07 EY08 
𝐷𝐷%, % 𝐸𝐸𝑛𝑛 𝐷𝐷%, % 𝐸𝐸𝑛𝑛 
A -2.0 0.332 1.9 -0.291 
A2 -0.8 0.124 -0.7 0.102 
C -2.3 0.601 -0.4 0.114 
D 1.2 -0.117 -3.2 0.281 
D2 3.2 -0.373 -1.2 0.143 
E 1.7 -0.516 0.5 -0.133 
 REF VALUE U (δ) REF VALUE U (δ)  -0.498 1.81 -0.466 1.94 
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cameras were not used outdoors and could be a way of better quantifying the 
temperature non-uniformity. 
The temperature measurements’ uncertainty was a larger contributor than the 
uncertainties in 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆 for all systems. While it might be difficult to change 
the setup to improve the temperature control, and thus the temperature uniformity of the 
DUT, the measurement procedures can be optimized to reduce the uncertainties. This is 
only possible if a thorough investigation of the temperature uncertainty at different 
temperatures is conducted. 
The uncertainty of the TC is sensitive not only to the input uncertainties, but also to 
the number of measurement points and their spread. System A, for example, uses a 
stepwise approach where the temperature is allowed to stabilize in a chamber before the 
measurement is taken. This generally results in a better temperature uniformity. 
However, the time required to heat up and stabilize the temperature before taking a 
measurement limits the number of potential measurement points. The modules were 
measured at four temperatures from 25 to 60 °C on System A, despite the recommended 
practice of using 5° intervals. Increasing the number of measurement points and the 
temperature range would reduce the uncertainty to be comparable to systems C and E, 
but would increase the measurement time. 
Systems C and E have high temperature non-uniformity uncertainties at higher 
temperatures. Since the measurements are weighted by their uncertainties, there is little 
benefit of measuring above 70 °C. The higher temperature non-uniformity for system E 
is the reason for implementing the separate 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 measurement procedure. This reduces 
the uncertainty significantly, but the extra step doubles the measurement time required. 
3.7 Conclusion 
Previously, the reported deviation in TC measurements between laboratories was 
comparable or even larger than the difference in TC between modules of the same 
technology. Further to the large deviation, TC measurement uncertainty estimates vary 
significantly at different laboratories. This is because there is no accepted standard that 
addresses the uncertainty estimation of PV TC measurements as is the case for 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 
𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑉𝑉𝑂𝑂𝑆𝑆 measurements.  
An approach that is consistent with international standards has been developed here 
and presented in detail to facilitate the standardization of TC uncertainty estimation. 
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The uncertainty analysis can be quite complex. While there are other approaches, which 
are simpler, they can significantly over- or under-estimate the uncertainties. This is 
because all measurements have non-negligible uncertainties and the nature of the 
measuring process results in heavily correlated measurements. This is the reason why 
TCs are rarely supported with uncertainty estimations and why the measurement 
deviations are often outside the measurement uncertainty. While the key sources of 
uncertainty have been discussed previously, their treatment and estimation methodology 
has not.  
The approach presented here was applied to five different bespoke measurement 
systems that cover most types of setups used worldwide. The measurement deviation 
was from -6.9% to +3.9% relative to the reference value, however, the calculated 𝐸𝐸𝑛𝑛 
values indicated that one of the systems had either a systematic effect or an 
underestimated uncertainty. Further investigation confirmed that this was due to the 
poor spectrum of the class B simulator. Excluding the outlier measurements, the 
measurement deviation was reduced to ±3.2% and within stated uncertainties. This is a 
significant improvement compared to previously reported deviation of ±10 to ±15% and 
sometimes larger. The intercomparison validated the uncertainty estimation approach, 
while the identification of the systematic effect highlighted the importance of a robust 
uncertainty estimation that is not overestimated. 
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4 ENERGY RATING 
UNCERTAINTY 
4.1 Introduction 
All PV modules are power rated (in Watts) at STC. It is well known that STC rarely 
occur as operating conditions in the field. To address this, the IEC 61853 series of 
standards aim to introduce Energy Rating (ER) and Module Performance Ratio (MPR). 
ER is the energy yield of a module under standard climatic data for a given time period 
(e.g. a year) in Watt-hours. The MPR is the ratio of ER over the energy that would have 
been produced if the module had a constant efficiency equal to that at STC. To calculate 
these, a number of measurements are required: module power at a variety of irradiance 
and temperature conditions; spectral responsivity; angular response; and module 
temperature relative to the ambient temperature, irradiance and wind speed. These 
measurements, with their associated uncertainties, are then intended to be used in 
combination with standard climatic datasets, with no associated uncertainty, for 
calculating the ER and the MPR. Both of these alongside the STC power rating can then 
be used to compare technologies and feed into the module selection process. It is clear 
that to compare between technologies, the uncertainty in all three performance 
indicators has to be considered. 
Currently only the first two parts of 61853 are published [99], [115]. The first covers 
the procedures for power rating at different irradiances and temperatures. The second 
covers the procedures for measuring the effects of angle of incidence of the irradiance 
on the output power of the device, determining the operating temperature of a module 
for a given set of ambient and mounting conditions and measuring spectral responsivity 
of the module. Reputable laboratories have uncertainty estimations for any of these 
measurements that they perform. 
Similarly to Chapter 3, different measurement setups and procedures introduce 
varying levels of correlation between the measurements done at various irradiance and 
temperature condition. These correlations affect the uncertainty of the overall ER and 
MPR. In an indoor setup, the random influences are significantly lower compared to the 
systematic contributors, resulting in mostly correlated measurements. 
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Uncertainty estimates that recognise that some of the uncertainty contributors are 
systematic exist [116], where worst-case scenarios are defined based on expert 
knowledge and used to propagate into the overall ER uncertainty. This approach with 
the level of detail provided is difficult to replicate at different laboratories in a 
consistent manner. Furthermore since worst-case assumptions are made it could result 
in an overestimation of the uncertainty. 
For ER and MPR to be meaningful the uncertainty analyses of different measuring 
facilities have to be consistent. In this chapter the methodology for estimating the level 
of correlation between different uncertainty contributors for all measurement conditions 
and propagating them into overall ER uncertainty and then into MPR is presented. As 
far as the author is aware, there has not been a published uncertainty analysis 
methodology for ER that account for correlations in detail for a given laboratory. 
In the following sections, an outline of ER and MPR calculation is presented and 
related previous uncertainty analyses are reviewed. This is followed by the details of 
estimating the correlation between measurements at different temperature and irradiance 
conditions with examples of those at CREST. Based on these correlations a variance-
covariance matrix is created and a multivariate normal distribution defined. MC 
simulations are then used to sample this distribution and calculate the uncertainties of 
ER and MPR. The results of these calculations for one module at five different climatic 
datasets are presented. The same calculations are performed with measurements 
assumed fully independent and fully correlated. Finally, the uncertainty due to angular 
and spectral effects and the module temperature uncertainty are included and presented. 
The chapter concludes with a discussion of the implications of the presented findings. 
4.2 Energy rating methodology 
While only parts 1 and 2 of IEC 61853 are finalised, there is significant progress on 
the other parts and sufficient detail is published in [117] to provisionally estimate the 
uncertainty of ER. First, a summary of the ER and MPR methodology is provided 
below. 
The results of four types of measurements are combined with climatic datasets and 
models with no associated uncertainty to calculate the ER and MPR. The four 
measurement categories are as follows: 
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• Performance matrix – measuring 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 ( 𝐼𝐼𝑆𝑆𝑆𝑆  , 𝑉𝑉𝑂𝑂𝑆𝑆  and 𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀 ) at 22 defined 
irradiance and module temperature conditions under AM1.5G spectrum. 
• Spectral effects – measuring spectral responsivity of the DUT. 
• Angular effects – current measurements at various angles of incidence. These 
are then used as the input to a model [118] to fit an empirical angular loss 
coefficient 𝑣𝑣𝑎𝑎. 
• Temperature effects – Module temperature measurements at various ambient 
temperature, irradiance and wind speed conditions. These are then used as the 
inputs to a model [119] to calculate two empirical coefficients 𝑈𝑈0  and 𝑈𝑈1 , 
referred to as Faiman coefficients in this work. 
A climatic dataset consists of hourly data for the period of one year with averages of 
ambient temperature, wind speed at a typical height of a PV installation and global and 
direct spectrally resolved irradiance at a fixed inclination. The proposed spectrally 
resolved data is currently from 300 to 2150 nm in 24 spectral bands. To calculate the 
ER and MPR, the Faiman coefficients [119] are used to translate the climatic data into 
module temperature and the performance matrix is interpolated to calculate the output 
power. The output power is then corrected for angular and spectral effects. The integral 
is the energy produced by a given module under a given standard climatic dataset, 
referred to as the ER. The ER in turn is used for calculating the MPR module by 
normalising against the energy the module would produce if it had a constant efficiency 
equal to that at STC. Note that the model for calculating the ER is not finalised and 
using an empirical model such as the one presented in [120] instead of bilinear 
interpolation is also possible. A summary of the methodology is illustrated overleaf in 
Figure 13. 
While there is an associated uncertainty with any model, the purpose of energy 
rating is to enable a more meaningful comparison between modules. As such, the 
models are part of the definition of the ER and MPR, i.e. the models are part of the 
definition of the measurands and have no associated uncertainty. The same applies for 
the climatic datasets. 
Alongside a procedure for calculating ER and MPR, there should be a procedure for 
propagating the uncertainty of the various measurements into ER and MPR 
uncertainties, as shown in Figure 13. These measurements would have a significant 
commercial value and will need to be accompanied by a robust uncertainty analysis. 
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The methodology for doing this is proposed in this chapter. The measurements that are 
used as the inputs are strongly correlated with each other and whether the GUM 
framework or MC simulations are used for propagating the overall uncertainty, 
correlations have to be accounted for. Since MC simulations are more versatile and can 
be modified easily to account for any minor changes in the finalised version of the 
standards, MC simulations were used in this work. 
 
Figure 13 ER procedure based on the latest drafts of the IEC 61853 series of 
standards and the associated uncertainty considerations.  
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4.3 Reported MPR sensitivity analysis and uncertainties 
To put things into context, first a sensitivity analysis of MPR to the different input 
parameters [117] using the above methodology is reviewed. It is highlighted that the 
majority of the uncertainty propagates from the performance matrix uncertainty. The 
performance matrix uncertainty is the focus of this works since strong correlations are 
present. For completeness, however, the uncertainties of all measurements are 
considered, but some are inferred from literature since those measurements are not yet 
routinely performed at CREST. 
In [117] different sets of measurements were combined to calculate the MPR of 
seven virtual c-Si modules at five different locations in Europe. The measurements used 
for creating the virtual modules were quite different: 
• The SR measurements used were of the same module measured on six different 
occasions on the same measurement setup. This represents measurement 
reproducibility that is usually smaller than measurement uncertainty. 
• The performance matrix measurements were of another module on five different 
measurement setups. This is equivalent to a round-robin and the measurement 
uncertainties should be in agreement with the observed deviation. While this can 
be a realistic estimation of the magnitude of typical measurement uncertainties it 
is not necessarily the case. For example, measurement setups with large 
uncertainty can happen to measure with a small deviation from the mean. 
• Two sets of AOI measurements were used for each of seven modules with 
standard glass. However the two sets of measurements were created by dividing 
a single set of measurements from -80 to +80 degrees into -80 to 0 degrees and 0 
to +80 degrees. The variation of these two sets is unlikely to represent 
measurement uncertainty of the angular loss coefficient. 
• For seven modules, three sets of Faiman coefficients were used. Two were 
calculated at the same location during different years and one at a different 
location. This again can be considered as a limited round-robin and gives some 
indication of the magnitude of measurement uncertainties of these coefficients. 
In the context of the above, a summary of the key findings in [117] and other related 
publications and their implications is presented in the following sub-sections. It is 
important to understand the limitations of the reported variations, which were used to 
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estimated likely associated uncertainties. It must be noted that the aim of that work was 
to quantify what variability in the standard climatic datasets is required and not what is 
the uncertainty of ER and MPR of a given laboratory or how to calculate it correctly. 
4.3.1 Angular effects 
In [117] the angular effects resulted in predicated losses in the MPR from 2.6% to 
3.6% with higher losses at higher latitudes. The two sets of angular loss coefficient 𝑣𝑣𝑎𝑎 
measurements resulted in differences of less than 0.1% for all locations and all modules 
with the exception of one, with maximum difference of 0.33%. For one location 
(northern Germany) the standard deviation of the angular losses of the seven modules 
with the same type of front glass was 0.35%. 
In [121], energy yield uncertainty is estimated, i.e. measured instead of standard 
climatic conditions are used. The contribution to MPR uncertainty due to angular effects 
was conservatively assumed 1%. This larger estimate accounted for taking typical 
coefficients instead of measuring and for the uncertainty in the methodology used for 
calculating the losses. For ER calculations, once the standards are finalised, there would 
not be any uncertainty associated with the loss calculation and only the measurement 
uncertainty would be propagated. 
For 𝑣𝑣𝑎𝑎 measurements to be meaningful, the uncertainties have to be comparable or 
better than the deviation of measurements of similar modules. It must be noted that the 
empirical coefficient used to calculate AOI effects would have an uncertainty that is not 
simply the residuals of the fit. The propagation of this uncertainty component into the 
overall ER and MPR uncertainty is straightforward since there are no correlations that 
need special considerations. Detailed estimation of 𝑣𝑣𝑎𝑎 uncertainty is outside the scope 
of this chapter. Based on the above, for the purposes of this analysis, it is reasonable to 
conclude that 𝑣𝑣𝑎𝑎  could contribute 0.35% into ER and MPR uncertainty at k=1. This 
estimate is based on what uncertainty a measurement setup should achieve to be 
practical. Uncertainties of course could be a lot larger. AOI measurements are still 
under development at CREST and uncertainty estimates are yet to be finalised. 
4.3.2 Spectral effects 
In [117] the spectral effects resulted in gains from 0.3% to 1.8% in the MPR at 
higher latitudes with what is essentially the same SR measurement of a typical c-Si 
module. The reproducibility of the SR measurement resulted in MPR variation of less 
than 0.04%. This can be argued is not a true representation of the propagation of SR 
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uncertainty into ER and MPR. Propagating the uncertainty of SR measurements into an 
integral quantity can be quite complicated and is usually done with random walks and 
MC simulations as first published in [69], though another approach, where the 
uncertainty of an integral quantity can be directly calculated, is also available [122], but 
not yet applied to PV related measurements. 
In [123] the uncertainty of spectral effects on energy yield was calculated using MC 
simulations and it was concluded that the majority of the uncertainty is due to that in 
spectral irradiance measurements and not the SR measurement uncertainty. For typical 
irradiance spectral distributions, a 5% uncertainty in SR measurements resulted in 
0.04% absolute difference in MMF for all PV technologies considered and 0.08% for 
extreme distributions. In fact spectral effects calculated for various c-Si modules with 
different SRs in a related work [124] were within ±0.1%. 
In [121] the uncertainty in MPR due to spectral effects was estimated to be similar 
to the effects themselves. These estimates, however, included the uncertainty in spectral 
irradiance measurements. As mentioned before, standard climatic datasets have no 
associated uncertainty. The wide spectral bands in the datasets in combination with the 
limited resolution of module SR measurements could indeed result in almost negligible 
MPR uncertainties due to the SR uncertainty. Based on the above, later in this chapter 
the SR measurement uncertainty is assumed to contribute 0.1% uncertainty into ER and 
MPR at k=1. 
It must be noted that the uncertainty of SR effects are correlated with the uncertainty 
of the MMF. The MMF uncertainty is a key contributor to the performance matrix 
uncertainties. Given the small contribution of SR measurements into ER and MPR this 
correlation can be neglected for the majority of module technologies. While the 
propagation of SR measurement uncertainty into ER and MPR uncertainty is not 
straightforward, given its magnitude it can be conservatively estimated without the use 
of MC simulations. 
4.3.3 Module temperature and performance matrix 
The combined effects of performance matrix and Faiman coefficients were reported 
on average as a loss in the MPR from 8.1% at lower latitudes to 1.1% at higher 
latitudes. As mentioned earlier, the measurement variability of both represent round-
robin results and should be in agreement with, and comparable to, typical measurement 
uncertainties. The variability in performance matrix alone resulted in a difference in 
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MPR with standard deviation from 0.5% to 1.3% at the different locations and the 
variability due to different Faiman coefficients was as large as 1%. 
In [121], the uncertainties in MPR due to uncertainties in irradiance were estimated 
from 0.7% to 1.4% at different locations and for different module types. Those due to 
temperature measurements were as large as 0.8%. Both are in agreement with the results 
presented above. These confirm the hypothesis that the ER and MPR uncertainties are 
dominated by the performance matrix and Faiman coefficient measurement 
uncertainties. 
The uncertainty of the empirical Faiman coefficients used to calculate module 
temperature would have an uncertainty that is not simply the residuals of the fit. To 
estimate the uncertainty of these coefficients correctly some level of correlation 
considerations would be required. This work has not yet been done. The coefficients for 
module temperature are based on linear regression, therefore a similar approach to that 
in Chapter 3 can be adopted. Faiman coefficients measurements are not currently being 
performed at CREST and the uncertainty analysis does not exist. A reasonable 
assumption is that the uncertainty of these measurements should be at worst equal to or 
better than the standard deviation of published coefficients [119], [125] of the same 
modules types and that of same modules measured at different locations. If the 
uncertainty of a given measurement setup is larger than this variation, then there would 
be little benefit in measuring since typical values from literature could be used instead. 
4.4 Performance matrix uncertainty 
Recognising that indoor measurements at different irradiance and temperature 
conditions are correlated has been reported previously [116]. In [116] statistical 
(meaning random) and systematic offsets are considered. Efficiency curves at different 
irradiances were used. The efficiency at STC carries the full uncertainty and additional 
relative components were added at different irradiances. In order to estimate the 
uncertainty of the energy rating calculations, worst-case scenarios were defined and 
efficiency curves corresponding to these worst cases were used. In [121] more details 
are provided stating that the results were assumed to lead to a rectangular distribution 
with a width equal to the difference between the highest and smallest influences. TC 
uncertainty was estimated at a fixed 10% for relative TC. Unfortunately, there is not 
sufficient detail for these scenarios to be reproduced easily by other laboratories to 
estimate their own uncertainties in a comparable manner. In addition, using worst- and 
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best-case scenarios can result in an overly conservative uncertainty estimation. Finally, 
as demonstrated in Chapter 3, TC uncertainties as small as 3% are achievable. 
The approach presented in this chapter calculates the uncertainty directly. Each 
uncertainty source is estimated alongside its correlations in the context of measurements 
at the same irradiance or temperature. These estimates are used to create a variance-
covariance matrix, which in turn is used to propagate exactly the estimated uncertainties 
into the overall ER and MPR uncertainty. The four climatic datasets proposed in [117] 
as well as a weather dataset representing the UK midlands’ climate were used. The 
latter is based on outdoor measurements at CREST that include plane of array irradiance 
and back of module temperature. The details of the approach presented here are 
provided in the following section and a summary of the approach is illustrated in Figure 
14 below. 
 
Figure 14 ER and MPR uncertainty methodology. 
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4.4.1 Uncertainty sources and correlation estimates 
The aim is to estimate the uncertainty of the 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  measurements at the 22 pre-
defined conditions in the IEC 61853-1 standard and the amount of correlation between 
them. These are then sampled using multivariate normal distributions and MC 
simulations as described in GUM supplements 1 and 2 [23], [126] to calculate the ER 
and MPR of a module. 
As mentioned before, the major challenge with estimating the uncertainty in ER, 
𝑈𝑈𝐸𝐸𝑅𝑅, is that measurements in the irradiance-temperature 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 matrix are correlated. For 
example, all measurements are taken while setting the irradiance level with the same 
RC. Any error in the calibration value of that cell would be present in all measurements. 
The general approach involves estimating the uncertainty at STC and then for all other 
measurement conditions. For a given pair of measurements, each uncertainty component 
can be classified as systematic across both measurements or random in nature or a 
combination of both. In the latter case, the uncertainty is separated into two 
components, one representing the systematic part, e.g. the uncertainty of the RC 
calibration, and the other random, e.g. any non-linearity of the RC. While for 
measurement at a given irradiance the non-linearity of a RC is an unknown systematic 
effect, for two measurements at 200 W/m2 and at 1100 W/m2, the uncertainty 
contribution could be biasing the result in different directions. The two measurements 
are therefore not correlated. The classification of the nature of the uncertainty 
component is not only equipment based but also procedure dependent. It must be noted 
that correlations can be different for different systems. The covariance can be calculated 
by the sum-of-squares of the systematic contributions present in each pair of 
measurements. 
In order to estimate the correlation between the different uncertainty contributors, 
the measurement procedure has to be defined. The uncertainty analysis reported here is 
currently the best achievable at CREST and applies for the following measurement 
procedure: 
• Module effective temperature calibration is performed in an environmental 
chamber as described in section 3.3.1 before performance matrix measurements. 
• The module is stabilised at 10 °C in the chamber before it is moved to be 
measured in the solar simulator room that is controlled at 25 °C. 
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• Before the module is moved, the simulator is set at the desired irradiance. ( e.g. 
400 W/m2) 
• The module is transferred and I-V curves measured repeatedly as it stabilises to 
25 °C, with effective temperature measurements taken in between simulator 
flashes. 
• After the module has reached 25 °C, it is heated via a heated mat to 55 °C for 
irradiance below 400 W/m2 and 80 °C for higher irradiances. The module is then 
measured as it cools down to 25 °C, with effective temperature measurements 
taken near 50 °C and 75 °C. 
• This procedure is repeated for all irradiance levels. 
The model equations and uncertainty sources described in Chapter 3 are also 
applicable here (see section 3.4), with the addition of temperature uncertainty 
propagated into maximum power uncertainty. For brevity, the power measurements at 
different conditions as defined in IEC 61853-1 are labelled as 𝑝𝑝1 to 𝑝𝑝22, as shown in 
Table 7 below: 
 
The uncertainty of each of these can be separated as:  
𝑢𝑢𝑀𝑀
2
𝑖𝑖 = 𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟2 + 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,𝐵𝐵2 +𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,𝑒𝑒2 + 𝑢𝑢𝑅𝑅𝑖𝑖2  (65) 
where 𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟  is uncertainty that is systematic to all measurements, 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,𝐵𝐵  is the 
uncertainty systematic to measurements at the same temperature, 𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,𝑒𝑒  is the 
uncertainty systematic to measurements at the same irradiance, 𝑢𝑢𝑅𝑅𝑖𝑖  is the random 
uncertainty. 
TABLE 7 DEFINITION OF POWER MEASUREMENT CONDITIONS.  15 °C 25 °C 50 °C 75 °C 
 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  UNCERTAINTY AT K = 1 1100 W/M2 NA 𝑝𝑝1 𝑝𝑝2 𝑝𝑝3 1000 W/M2 𝑝𝑝4 𝑝𝑝5 𝑝𝑝6 𝑝𝑝7 800 W/M2 𝑝𝑝8 𝑝𝑝9 𝑝𝑝10 𝑝𝑝11 600 W/M2 𝑝𝑝12 𝑝𝑝13 𝑝𝑝14 𝑝𝑝15 400 W/M2 𝑝𝑝16 𝑝𝑝17 𝑝𝑝18 NA 200 W/M2 𝑝𝑝19 𝑝𝑝20 NA NA 100 W/M2 𝑝𝑝21 𝑝𝑝22 NA NA 
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For all measurements 𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟  is the same, there are four uncertainties systematic at 
different temperatures:  𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,15 , 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,25 , 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,50  and 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,75  and seven 
uncertainties that are systematic at different irradiances 𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,100 to 𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,1100. 
4.4.1.1 Uncertainty sources systematic to all measurements 
The uncertainty sources that are systematic to all measurements are the RC 
calibration, the RC drift and the non-uniformity due to the light source alone. These 
propagate fully into the uncertainty of 𝐼𝐼𝑆𝑆𝑆𝑆  and 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 measurements. For simplicity, all 
uncertainty components that introduce uncertainty in the irradiance level are considered 
fully systematic when the irradiance uncertainty is propagated into voltage 
measurements uncertainty. Given the above considerations, the uncertainty that is 
systematic to all measurements is: 
𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟
2 = 𝑢𝑢𝑅𝑅𝑆𝑆2 𝑐𝑐𝑎𝑎𝑟𝑟 + 𝑢𝑢𝑅𝑅𝑆𝑆2 𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 + 𝑢𝑢ℎ𝐿𝐿2 + 𝑢𝑢𝑉𝑉𝐸𝐸2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀2  (66) 
where 𝑢𝑢𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟 is the uncertainty in RC calibration, 𝑢𝑢𝑅𝑅𝑆𝑆𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 is the uncertainty due to 
possible drift since the last calibration, 𝑢𝑢ℎ𝐿𝐿  uncertainty due to non-uniformity of the 
simulator without any filters, 𝑢𝑢𝑉𝑉𝐸𝐸  the uncertainty in voltage measurements due to 
uncertainty in irradiance and 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀 is the uncertainty due to MMF at STC. 
To exemplify the approach, the relative uncertainties at k=1 at CREST are presented 
in Table 8 below. Note that RC calibration uncertainty and drift also include the 
uncertainty of using a monitoring cell. The uncertainties are for c-Si modules. 
 
4.4.1.2 Uncertainty sources systematic to measurements at the same temperature 
One of the biggest uncertainty components in STC measurements is the uncertainty 
due to MMF correction, or in some cases lack of correction. The MMF is dependent on 
the temperature of the DUT, since the SR changes with temperature. The MMF is not 
normally calculated at different temperatures since SR measurements at different 
temperatures are rarely available for modules. As such, an additional component has to 
be considered at non-STC conditions. This component is systematic to all 
measurements taken at the same temperature. 
TABLE 8 SYSTEMATIC UNCERTAINTIES (K=1) IN POWER AT ALL MEASUREMENT CONDITIONS 
AT CREST.  𝑢𝑢𝑅𝑅𝑆𝑆𝑐𝑐𝑎𝑎𝑟𝑟  𝑢𝑢𝑅𝑅𝑆𝑆 𝑑𝑑𝑎𝑎𝑖𝑖𝑅𝑅𝐵𝐵 𝑢𝑢ℎ𝐿𝐿 𝑢𝑢𝑉𝑉𝐸𝐸  𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀  TOTAL 
𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟  0.46% 0.22% 0.75% 0.04% 0.8% 1.21% 
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The uncertainty in the average junction temperature of the module is propagated into 
the uncertainty of 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  of the module via a typical TC coefficient of a given 
technology. If the temperature uncertainty of the module has a systematic component, it 
could be systematic to all measurements or only to measurements taken at the same 
temperature. This depends on the nature of the component. Due to the relatively large 
uncertainties at high temperatures at CREST, separated effective temperature 
measurements are performed as described in section 3.3.1. 
The uncertainty analysis for effective temperature measurements consists of two 
parts. First, the uncertainty in voltage, current and temperature measurements are 
estimated. These are then propagated into the uncertainty of the fit relating the effective 
temperature of the module to the voltage at the fixed injection current. The systematic 
component 𝑢𝑢𝑇𝑇𝑆𝑆 was estimated as 0.22 °C at k=1. This is estimated to be systematic to 
measurements at the same temperature only. For this reason, in Chapter 3 the 
uncertainty was assumed fully random. 
The above can be described with the following equation:  
𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,15 𝐵𝐵𝐵𝐵 752 = 𝑢𝑢𝑇𝑇𝑆𝑆2 ∗ 𝛿𝛿2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝐵𝐵2  (67) 
where 𝑢𝑢𝑇𝑇𝑆𝑆 is the systematic component of effective temperature uncertainty, 𝛿𝛿 is a 
typical coefficient for the given technology and 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝐵𝐵  is the additional uncertainty 
component in MMF due to the change in SR of the DUT. 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,15 𝐵𝐵𝐵𝐵 75 is different at 
different set temperatures. The current estimates of these uncertainties at CREST for 
standard c-Si modules are presented in Table 9 below: 
 
4.4.1.3 Uncertainty sources systematic to measurements at the same irradiance 
For non-STC measurement, the different irradiance levels are achieved at CREST 
using attenuation masks, which are not perfectly spectrally flat, and fine-tuning the solar 
simulator lamp settings. Both of these affect the irradiance spectrum, as it is later shown 
TABLE 9 SYSTEMATIC UNCERTAINTIES (K=1) AT THE SAME TEMPERATURE CONDITIONS AT 
CREST.  𝑢𝑢𝑇𝑇𝑆𝑆 𝛿𝛿 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝐵𝐵  TOTAL 
𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,15 0.22°C 0.45%/°C 0.1% 0.14% 
𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,25 0.22°C 0.45%/°C 0% 0.1% 
𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,50 0.22°C 0.45%/°C 0.3% 0.32% 
𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇 75 0.22°C 0.45%/°C 0.5% 0.515% 
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in Chapter 5, therefore there is an additional uncertainty in the MMF. This uncertainty 
is systematic for all measurements taken at the same irradiance. 
In addition, the attenuation masks are not perfectly homogeneous. This introduces 
an additional non-uniformity component that is systematic for measurements done with 
the same filter, i.e. at the same irradiance. This component is systematic since the mask 
placement is automated and thus the mask positioning is repeatable. 
The irradiance is measured with a RC that is assumed linear. Some calibration 
reports provide the linearity of the RC. While this can be used for correction, often this 
information is not available and an additional component has to be included in the 
uncertainty. This is systematic at any given irradiance. 
The module is not disconnected or moved once it is mounted on the frame. The 
uncertainty components that are associated with orientation and alignment are therefore 
systematic at the same irradiance. The same applies to half of the fill factor that is 
associated with connecting the module as discussed in section 3.4. The overall 
systematic uncertainty between measurements at the same irradiance is therefore:  
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,100 𝐵𝐵𝐵𝐵 11002 = 𝑢𝑢𝑅𝑅𝑆𝑆 𝑁𝑁𝐿𝐿2  +𝑢𝑢𝑎𝑎2 + 𝑢𝑢𝐵𝐵2 + 𝑢𝑢ℎ𝐸𝐸2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝑒𝑒2 + 𝑢𝑢𝐸𝐸𝐸𝐸22  (68) 
where, 𝑢𝑢𝑅𝑅𝑆𝑆 𝑁𝑁𝐿𝐿  is due to possible non-linearity of the RC, 𝑢𝑢𝑎𝑎 is the uncertainty due to 
alignment and 𝑢𝑢𝐵𝐵 the uncertainty due to orientation of the module. 𝑢𝑢ℎ𝐸𝐸 is the additional 
non-uniformity uncertainty introduced by the attenuation masks, 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝑒𝑒  is the 
uncertainty in MMF that is systematic with irradiance and 𝑗𝑗𝐸𝐸𝐸𝐸
√𝟐𝟐
 is the uncertainty due to 
connecting the module. Note 𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,100 𝐵𝐵𝐵𝐵 1100 is different at different irradiance levels. 
The estimates for these uncertainties at CREST c-Si modules are presented Table 10: 
 
TABLE 10 SYSTEMATIC UNCERTAINTIES (K=1) AT THE SAME IRRADIANCE CONDITIONS AT CREST.  𝑢𝑢𝑅𝑅𝑆𝑆 𝑁𝑁𝐿𝐿  𝑢𝑢𝑎𝑎 𝑢𝑢𝐵𝐵 𝑢𝑢ℎ𝐸𝐸 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑀𝑀𝑒𝑒  𝑢𝑢𝐸𝐸𝐸𝐸√2  TOTAL 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,100 0.4% 0.05% 0.2% 0.69% 0.2% 0.35% 0.92% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,200 0.4% 0.05% 0.2% 0.69% 0.2% 0.35% 0.92% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,400 0.3% 0.05% 0.2% 0.58% 0.2% 0.35% 0.79% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,600 0.2% 0.05% 0.2% 0.58% 0.2% 0.35% 0.76% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,800 0.1% 0.05% 0.2% 0.58% 0.2% 0.35% 0.74% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,1000 0% 0.05% 0.2% 0% 0% 0.35% 0.41% 
𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,1100 0.1% 0.05% 0.2% 0% 0.4% 0.35% 0.58% 
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Note that 1100W/m2 is achieved via changing the settings of the simulator and 
without the use of attenuation masks. The uniformity therefore is assumed unchanged, 
but since the spectrum does change and the the MMF component is increased. 
4.4.1.4 Uncertainty sources random to all measurements 
The data acquisition associated with the RC, current and voltage measurements, the 
majority of the temperature uncertainty, uncertainty due to fitting near maximum power 
point and the uncertainty due to repeatability are random to all measurements. The data 
acquisition (DAQ) normally has a calibration uncertainty that has an unknown offset 
and unknown systematic component. The measurements vary over a large range with 
both temperature and irradiance and the uncertainty component is relatively small. For 
simplicity, the whole DAQ uncertainty is assumed random. Therefore the uncertainty 
due to random effects is:  
𝑢𝑢𝑅𝑅
2 =  𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅2 + 𝑢𝑢𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷2 + 𝑢𝑢𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷2 + 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎2 + 𝑢𝑢𝑀𝑀𝐸𝐸𝐹𝐹𝐹𝐹 2 +  𝑢𝑢𝐸𝐸𝐸𝐸22 + 𝑢𝑢𝑇𝑇𝑅𝑅2 ∗ 𝛿𝛿2  (69) 
where 𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅 is the uncertainty due to the DAQ of the RC 𝐼𝐼𝑆𝑆𝑆𝑆 , 𝑢𝑢𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷  is the uncertainty 
due to the DAQ of the DUT current, 𝑢𝑢𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷  is the uncertainty due to the DAQ of the 
DUT voltage, 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎 the random component of the MMF uncertainty due to flash to 
flash variation in spectrum, 𝑢𝑢𝑀𝑀𝐸𝐸𝐹𝐹𝐹𝐹 the uncertainty due to the fit of the MPP, 𝑢𝑢𝑎𝑎𝑒𝑒𝑇𝑇 = 𝑗𝑗𝐸𝐸𝐸𝐸√𝟐𝟐  
is a repeatability component, 𝑢𝑢𝑇𝑇𝑅𝑅  is the random component of effective temperature 
uncertainty and 𝛿𝛿 is a typical 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 TC. 
It must be noted that other sources of uncertainty may exist and be considered non-
negligible for other setups. An example is reflection. Since the module and monitor cell 
are measured at the same time and the monitor cell is calibrated against the RC without 
the module at the background there can be a reflection component that is not negligible. 
A simple check is to put a module behind the RC during monitoring cell calibration and 
compare the difference. If there is a difference, the monitoring cell can be calibrated 
with a module behind the RC to simulate the reflections. For this work, reflections are 
neglected. The uncertainty contribution of the source discussed in this section at CREST 
are reported in Table 11 below. 
 
TABLE 11 RANDOM UNCERTAINTIES (K=1) IN POWER MEASUREMENTS AT CREST  𝑢𝑢𝐼𝐼𝑅𝑅𝑅𝑅 𝑢𝑢𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷 𝑢𝑢𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 𝑢𝑢𝑀𝑀𝑀𝑀𝐸𝐸𝑎𝑎  𝑢𝑢𝑀𝑀𝐸𝐸𝐹𝐹𝐹𝐹 𝑢𝑢𝑎𝑎𝑒𝑒𝑇𝑇 𝑢𝑢𝑇𝑇𝑅𝑅 ∗ 𝛿𝛿 TOTAL 
𝑢𝑢𝑅𝑅 0.12% 0.12% 0.12% 0.1% 0.06% 0.35% 0.26% 0.50% 
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4.4.1.5 Covariance between measurements 
Measurements that are performed at different temperatures and irradiances have a 
covariance: 
𝑐𝑐𝑐𝑐𝑣𝑣�𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗� = 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟2 =  𝑆𝑆𝑖𝑖𝑗𝑗2 (70) 
Measurements at the same temperature have a covariance: 
𝑐𝑐𝑐𝑐𝑣𝑣�𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗� = 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗(𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟2 + 𝑢𝑢𝑆𝑆𝑇𝑇𝑒𝑒𝑜𝑜𝑇𝑇,𝐵𝐵2 ) = 𝑆𝑆𝑇𝑇𝑖𝑖𝑗𝑗,𝐵𝐵2  (71) 
Measurements at the same irradiance have a covariance:  
𝑐𝑐𝑐𝑐𝑣𝑣�𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗� = 𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗(𝑢𝑢𝑆𝑆𝑎𝑎𝑟𝑟𝑟𝑟2 + 𝑢𝑢𝑆𝑆𝐼𝐼𝑎𝑎𝑎𝑎,𝑒𝑒2 ) = 𝑆𝑆𝐸𝐸𝑖𝑖𝑗𝑗,𝑒𝑒2  (72) 
To exemplify this, and since uncertainties are normally reported in percentage 
terms, the relative covariances in percentage terms: 
𝑐𝑐𝑐𝑐𝑣𝑣𝑎𝑎%�𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗� =  𝑐𝑐𝑐𝑐𝑣𝑣�𝑝𝑝𝑖𝑖, 𝑝𝑝𝑗𝑗�𝑝𝑝𝑖𝑖𝑝𝑝𝑗𝑗 ∗ 100 (73) 
for measurements performed at CREST are reported in Table 12. Since correlation 
coefficients are easier to interpret, these are provided in Table 13. For both figures, 
measurement at same irradiance are in the same shade of red and measurements at the 
same temperature are in the same shade of green. 
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TABLE 12 RELATIVE VARIANCE-COVARIANCE MATRIX IN % OF 22 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  MEASUREMENTS IN A PERFORMANCE MATRIX. IN RED ARE THE MEASUREMENTS THAT ARE CORRELATED 
DUE TO BEING MEASURED AT THE SAME IRRADIANCE AND IN GREEN ARE THE MEASUREMENTS CORRELATED DUE TO BEING MEASURED AT THE SAME TEMPERATURE. 
 
𝑢𝑢𝑇𝑇1 𝑢𝑢𝑇𝑇2 𝑢𝑢𝑇𝑇3 𝑢𝑢𝑇𝑇4 𝑢𝑢𝑇𝑇5 𝑢𝑢𝑇𝑇6 𝑢𝑢𝑇𝑇7 𝑢𝑢𝑇𝑇8 𝑢𝑢𝑇𝑇9 𝑢𝑢𝑇𝑇10 𝑢𝑢𝑇𝑇11 𝑢𝑢𝑇𝑇12 𝑢𝑢𝑇𝑇13 𝑢𝑢𝑇𝑇14 𝑢𝑢𝑇𝑇15 𝑢𝑢𝑇𝑇16 𝑢𝑢𝑇𝑇17 𝑢𝑢𝑇𝑇18 𝑢𝑢𝑇𝑇19 𝑢𝑢𝑇𝑇20 𝑢𝑢𝑇𝑇21 𝑢𝑢𝑇𝑇22 
𝑢𝑢𝑇𝑇1 2.06 1.80 1.80 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.47 1.46 1.47 
𝑢𝑢𝑇𝑇2 1.80 2.15 1.80 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇3 1.80 1.80 2.31 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇4 1.46 1.46 1.46 1.90 1.63 1.63 1.63 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.48 1.46 1.48 1.46 
𝑢𝑢𝑇𝑇5 1.47 1.46 1.46 1.63 1.89 1.63 1.63 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.47 1.46 1.47 
𝑢𝑢𝑇𝑇6 1.46 1.56 1.46 1.63 1.63 1.98 1.63 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇7 1.46 1.46 1.72 1.63 1.63 1.63 2.14 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇8 1.46 1.46 1.46 1.48 1.46 1.46 1.46 2.28 2.01 2.01 2.01 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.48 1.46 1.48 1.46 
𝑢𝑢𝑇𝑇9 1.47 1.46 1.46 1.46 1.47 1.46 1.46 2.01 2.27 2.01 2.01 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.47 1.46 1.47 
𝑢𝑢𝑇𝑇10 1.46 1.56 1.46 1.46 1.46 1.56 1.46 2.01 2.01 2.36 2.01 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇11 1.46 1.46 1.72 1.46 1.46 1.46 1.72 2.01 2.01 2.01 2.52 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇12 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 2.31 2.04 2.04 2.04 1.48 1.46 1.46 1.48 1.46 1.48 1.46 
𝑢𝑢𝑇𝑇13 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 2.04 2.30 2.04 2.04 1.46 1.47 1.46 1.46 1.47 1.46 1.47 
𝑢𝑢𝑇𝑇14 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 2.04 2.04 2.39 2.04 1.46 1.46 1.56 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇15 1.46 1.46 1.72 1.46 1.46 1.46 1.72 1.46 1.46 1.46 1.72 2.04 2.04 2.04 2.55 1.46 1.46 1.46 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇16 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 2.36 2.09 2.09 1.48 1.46 1.48 1.46 
𝑢𝑢𝑇𝑇17 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 2.09 2.35 2.09 1.46 1.47 1.46 1.47 
𝑢𝑢𝑇𝑇18 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 1.46 1.46 1.56 1.46 2.09 2.09 2.44 1.46 1.46 1.46 1.46 
𝑢𝑢𝑇𝑇19 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 2.58 2.31 1.48 1.46 
𝑢𝑢𝑇𝑇20 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 2.31 2.57 1.46 1.47 
𝑢𝑢𝑇𝑇21 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.46 1.48 1.46 1.46 1.48 1.46 2.58 2.31 
𝑢𝑢𝑇𝑇22 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.46 1.47 1.46 1.46 1.47 2.31 2.57 
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TABLE 13 CORRELATION MATRIX OF 22 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  MEASUREMENTS IN A PERFORMANCE MATRIX. IN RED ARE THE MEASUREMENTS THAT ARE CORRELATED DUE TO BEING MEASURED AT 
THE SAME IRRADIANCE AND IN GREEN ARE THE MEASUREMENTS CORRELATED DUE TO BEING MEASURED AT THE SAME TEMPERATURE. 
 
𝑢𝑢𝑇𝑇1 𝑢𝑢𝑇𝑇2 𝑢𝑢𝑇𝑇3 𝑢𝑢𝑇𝑇4 𝑢𝑢𝑇𝑇5 𝑢𝑢𝑇𝑇6 𝑢𝑢𝑇𝑇7 𝑢𝑢𝑇𝑇8 𝑢𝑢𝑇𝑇9 𝑢𝑢𝑇𝑇10 𝑢𝑢𝑇𝑇11 𝑢𝑢𝑇𝑇12 𝑢𝑢𝑇𝑇13 𝑢𝑢𝑇𝑇14 𝑢𝑢𝑇𝑇15 𝑢𝑢𝑇𝑇16 𝑢𝑢𝑇𝑇17 𝑢𝑢𝑇𝑇18 𝑢𝑢𝑇𝑇19 𝑢𝑢𝑇𝑇20 𝑢𝑢𝑇𝑇21 𝑢𝑢𝑇𝑇22 
𝑢𝑢𝑇𝑇1 1.00 0.85 0.82 0.74 0.75 0.72 0.70 0.67 0.68 0.66 0.64 0.67 0.68 0.66 0.64 0.66 0.67 0.65 0.65 0.66 0.65 0.66 
𝑢𝑢𝑇𝑇2 0.85 1.00 0.81 0.72 0.73 0.76 0.68 0.66 0.66 0.69 0.63 0.66 0.66 0.69 0.62 0.65 0.65 0.68 0.64 0.64 0.64 0.64 
𝑢𝑢𝑇𝑇3 0.82 0.81 1.00 0.70 0.70 0.68 0.77 0.64 0.64 0.63 0.71 0.63 0.63 0.62 0.71 0.63 0.63 0.62 0.62 0.62 0.62 0.62 
𝑢𝑢𝑇𝑇4 0.74 0.72 0.70 1.00 0.86 0.84 0.81 0.71 0.70 0.69 0.67 0.71 0.70 0.69 0.66 0.70 0.69 0.68 0.69 0.68 0.69 0.68 
𝑢𝑢𝑇𝑇5 0.75 0.73 0.70 0.86 1.00 0.84 0.81 0.70 0.71 0.69 0.67 0.70 0.71 0.69 0.67 0.69 0.70 0.68 0.68 0.69 0.68 0.69 
𝑢𝑢𝑇𝑇6 0.72 0.76 0.68 0.84 0.84 1.00 0.79 0.69 0.69 0.72 0.65 0.68 0.68 0.72 0.65 0.68 0.68 0.71 0.67 0.67 0.67 0.67 
𝑢𝑢𝑇𝑇7 0.70 0.68 0.77 0.81 0.81 0.79 1.00 0.66 0.66 0.65 0.74 0.66 0.66 0.65 0.74 0.65 0.65 0.64 0.64 0.64 0.64 0.64 
𝑢𝑢𝑇𝑇8 0.67 0.66 0.64 0.71 0.70 0.69 0.66 1.00 0.88 0.87 0.84 0.64 0.64 0.63 0.61 0.64 0.63 0.62 0.63 0.62 0.63 0.62 
𝑢𝑢𝑇𝑇9 0.68 0.66 0.64 0.70 0.71 0.69 0.66 0.88 1.00 0.87 0.84 0.64 0.64 0.63 0.61 0.63 0.64 0.62 0.62 0.63 0.62 0.63 
𝑢𝑢𝑇𝑇10 0.66 0.69 0.63 0.69 0.69 0.72 0.65 0.87 0.87 1.00 0.82 0.63 0.63 0.66 0.59 0.62 0.62 0.65 0.61 0.61 0.61 0.61 
𝑢𝑢𝑇𝑇11 0.64 0.63 0.71 0.67 0.67 0.65 0.74 0.84 0.84 0.82 1.00 0.60 0.61 0.59 0.68 0.60 0.60 0.59 0.59 0.59 0.59 0.59 
𝑢𝑢𝑇𝑇12 0.67 0.66 0.63 0.71 0.70 0.68 0.66 0.64 0.64 0.63 0.60 1.00 0.88 0.87 0.84 0.63 0.63 0.61 0.62 0.62 0.62 0.62 
𝑢𝑢𝑇𝑇13 0.68 0.66 0.63 0.70 0.71 0.68 0.66 0.64 0.64 0.63 0.61 0.88 1.00 0.87 0.84 0.63 0.63 0.62 0.62 0.62 0.62 0.62 
𝑢𝑢𝑇𝑇14 0.66 0.69 0.62 0.69 0.69 0.72 0.65 0.63 0.63 0.66 0.59 0.87 0.87 1.00 0.83 0.61 0.62 0.65 0.61 0.61 0.61 0.61 
𝑢𝑢𝑇𝑇15 0.64 0.62 0.71 0.66 0.67 0.65 0.74 0.61 0.61 0.59 0.68 0.84 0.84 0.83 1.00 0.59 0.60 0.59 0.59 0.59 0.59 0.59 
𝑢𝑢𝑇𝑇16 0.66 0.65 0.63 0.70 0.69 0.68 0.65 0.64 0.63 0.62 0.60 0.63 0.63 0.61 0.59 1.00 0.89 0.87 0.62 0.61 0.62 0.61 
𝑢𝑢𝑇𝑇17 0.67 0.65 0.63 0.69 0.70 0.68 0.65 0.63 0.64 0.62 0.60 0.63 0.63 0.62 0.6 0.89 1.00 0.87 0.61 0.62 0.61 0.62 
𝑢𝑢𝑇𝑇18 0.65 0.68 0.62 0.68 0.68 0.71 0.64 0.62 0.62 0.65 0.59 0.61 0.62 0.65 0.59 0.87 0.87 1.00 0.60 0.60 0.60 0.60 
𝑢𝑢𝑇𝑇19 0.65 0.64 0.62 0.69 0.68 0.67 0.64 0.63 0.62 0.61 0.59 0.62 0.62 0.61 0.59 0.62 0.61 0.6 1.00 0.90 0.61 0.60 
𝑢𝑢𝑇𝑇20 0.66 0.64 0.62 0.68 0.69 0.67 0.64 0.62 0.63 0.61 0.59 0.62 0.62 0.61 0.59 0.61 0.62 0.6 0.90 1.00 0.60 0.61 
𝑢𝑢𝑇𝑇21 0.65 0.64 0.62 0.69 0.68 0.67 0.64 0.63 0.62 0.61 0.59 0.62 0.62 0.61 0.59 0.62 0.61 0.6 0.61 0.60 1.00 0.90 
𝑢𝑢𝑇𝑇22 0.66 0.64 0.62 0.68 0.69 0.67 0.64 0.62 0.63 0.61 0.59 0.62 0.62 0.61 0.59 0.61 0.62 0.6 0.60 0.61 0.90 1.00 
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4.5 Energy rating and uncertainty calculation 
While analytical formulae can be derived for propagating the uncertainty if bilinear 
interpolation is used, a more pragmatic approach for estimating 𝑈𝑈𝐸𝐸𝑅𝑅 is to use Monte-
Carlo simulations. Since the performance matrix measurements are not independent, 
they have to be sampled from a joint probability density function. More details on this 
method of uncertainty propagation are provided in [23] and [126]. 
First, a multivariate joint probability distribution is defined based on the 22 
measurements at different irradiances and temperatures, the uncertainty of each 
measurement and the correlation coefficient estimates for each pair of measurements as 
described in the previous sections. The distribution is defined by 22 expectation values 
(i.e. the module power measurements) and a 22 × 22 variance–covariance matrix. The 
diagonal of the matrix is the square of the absolute uncertainty of each measurement and 
the rest of the matrix is the absolute covariance between each pair of measurements. 
Second, the multivariate distribution is sampled 10000 times in Matlab™ creating 
10000 sets of 22 simulated measurements of the module 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  at all predefined 
measurement conditions. In Matlab™ and in R™ this can be done with a simple one-
line command: 
Samples = mvnrnd(mu,Sigma,NumMCs); 
where mu is the vector of expectation values, i.e. the 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 measurements, Sigma is 
the variance-covariance matrix and NumMCs is the number of Monte Carlo simulations. 
Note that the variance-covariance matrix has to be positive semidefinite. This is 
equivalent to ensuring that the matrix is symmetrical and the eigenvalues are all non-
negative. The way the variance-covariance matrices are composed in this work ensures 
that they meet these requirements. An additional step maybe required, however, due to 
rounding errors of small uncertainties. This extra step involves finding the closest 
positive semidefinite matrix to the one defined as part of the uncertainty analysis. 
For each of the 10000 samples of 22 measurements a bilinear fit surface is created. 
This surface is then used to calculate the power at the irradiance conditions defined in a 
given climatic dataset and calculated module temperature. Due to the limited effect on 
the overall uncertainty and the focus being on correlation between measurements, 
angular and spectral effect corrections are not applied at this point of time. As discussed 
in 4.3.3 the Faiman coefficient effects on MPR were considered significant. Since these 
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measurements are currently not performed at CREST, typical coefficients for c-Si 
modules and what is considered a worst-case hypothetical uncertainty estimate based on 
standard deviation of published values [119], [125] were used. In particular, the two 
Faiman coefficients were described with the following independent normal 
distributions:  
𝑈𝑈0 = 𝑁𝑁(24.9, 2.0) W/Km2 (74) 
And 
𝑈𝑈1 = 𝑁𝑁(7.0, 0.75) Ws/Km3 (75) 
Finally, the maximum power calculations were summed resulting in an ER 
calculation for each of the 10000 samples. The standard deviation of the 10000 
calculated ER of the module is the uncertainty and the mean is the best estimate for the 
ER for a given climatic dataset. There was no difference in results to two decimal places 
between simulations with 8000 and 10000 samples or when the simulations were run 
multiple times. Therefore, 10000 Monte Carlo simulations were considered sufficient. 
The MPR was calculated with the following formulae:  
𝑀𝑀𝑃𝑃𝑅𝑅 = 1000𝑊𝑊. 𝑚𝑚−2
𝑝𝑝5
∗
𝐸𝐸𝑅𝑅
𝐻𝐻
 (76) 
where 𝑝𝑝5 = 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 is the power at STC, ER is the calculated energy yield and 𝐻𝐻 is the 
total irradiation in the dataset used. The MPR calculation can be integrated directly into 
the MC simulations to estimate the uncertainty or it can be calculated once at the end 
and the uncertainty calculated with the following formulae: 
𝑢𝑢𝑎𝑎𝑀𝑀𝑀𝑀𝑅𝑅
2 = 𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅2 + 𝑢𝑢𝑎𝑎𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆2 − 2𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅𝑢𝑢𝑎𝑎𝑀𝑀𝑆𝑆𝐹𝐹𝑅𝑅𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) (77) 
where 𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅is the relative uncertainty of the ER, 𝑢𝑢𝑎𝑎𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆  is the relative uncertainty of 
maximum power at STC and 𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) is the correlation coefficient between ER 
and 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 . The correlation between 𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆  is estimated from the 10000 samples of 
both. 
The above calculations were performed for the four climatic datasets proposed in 
[117] and one climatic dataset based on yearly outdoor plane of array irradiance and 
back-of-module temperature measurements performed at CREST. The results of the 
calculations and the uncertainty propagation are reported in the following section. 
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4.6 ER and MPR estimates and their associated uncertainties. 
In this section, the results of the MC simulations are reported. First, the results of the 
simulations where the uncertainty associated with Faiman coefficients is assumed zero 
are presented for the five climatic datasets and the estimated correlations between 
measurements. Then to visualise the effects of the correlations the same results are 
reported with all measurements assumed fully correlated and then with all 
measurements assumed to be fully independent. Finally, results of the MC simulations 
are reported where the Faiman coefficients uncertainty is included. The final ER and 
MPR have additional components due to angular and spectral effects as conservatively 
estimated in sections 4.3.1 and 4.3.2. 
4.6.1 Performance matrix uncertainty. 
In Table 14 below, the ER calculation of one c-Si module at four climatic datasets as 
published in [117] and one climatic dataset based on outdoor measurements at CREST 
is presented. The table includes the uncertainty of the ER, the correlation coefficients 
between measurements at STC and the ER, the calculated MPR and the uncertainty of 
MPR. Note that these calculations are based on performance matrix measurements and 
their uncertainties and correlations alone. In this section, angular and spectral effects are 
not included and the Faiman coefficients are from literature with no associated 
uncertainty. 
 
While there is a significant difference in ER at the different climatic datasets, with 
the yield in Spain being more than twice as much that in Scotland, the relative ER 
uncertainty varies very little. In addition, the ER uncertainty is smaller than that at STC. 
TABLE 14 ER, 𝑢𝑢𝐸𝐸𝑅𝑅  AT K=1, COVARIANCES BETWEEN ER AND 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 , MPR AND 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅 AT K=1 DUE TO 
PERFORMANCE MATRIX UNCERTAINTY ONLY. 
CLIMATIC DATA SET ER, KWH 𝑢𝑢𝐸𝐸𝑅𝑅 , % 𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) 𝑀𝑀𝑃𝑃𝑅𝑅 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅, % 
SOUTHERN EUROPE 
(SOUTH SPAIN) 473.65 1.262 0.866 0.926 0.690 
SOUTH CENTRAL EUROPE 
(SOUTH GERMANY) 330.52 1.256 0.868 0.955 0.686 
CENTRAL EUROPE 
(LITHUANIA) 269.82 1.261 0.852 0.970 0.724 
NORTHERN EUROPE 
(SCOTLAND) 225.80 1.265 0.848 0.973 0.735 
CENTRAL UK 
 (CREST) 271.08 1.258 0.858 0.964 0.711 
 
Chapter 4: Energy rating uncertainty 
82   Blagovest Mihaylov – October 2016  
The two are very strongly correlated, resulting in a significant reduction in the MPR 
uncertainty. The reduction is almost by a factor of 2. 
The uncertainty surface generated as part of the MC simulations under the 
conditions described above is presented in Figure 15. The plotted surface is at k=1 for 
points from 0 °C to 75 °C and from 0 to 1100 W/m2. These limits are chosen for 
visualisation purposes only. The climatic data has negative temperatures and, very 
occasionally, irradiances above 1100 W/m2. The power extrapolation is not limited to 
the above values. The uncertainty of interpolated points between the conditions defined 
in the IEC 61853-1 standard are smaller than uncertainty of measured points. This is 
discussed in detail in section 4.7. 
 
Figure 15 ER relative uncertainty surface with estimated correlations. 
The correlation coefficient matrix calculated from the drawn 10000 samples is 
presented in Figure 16. The figure matches the pre-defined correlations matrix presented 
in Table 13 with the average difference between the two being 0.003. This confirms that 
the MC simulations account for the estimated correlations between measurements. 
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Figure 16 Correlation coefficient matrix calculated from the samples drawn in the 
Monte Carlo Simulation. 
4.6.2 Performance matrix uncertainty if fully correlated. 
In this section, the extreme case of fully correlated measurements is presented, in 
order to understand the effects of covariance estimates. In Table 15 the MC simulations 
as described in the previous section are presented with the exception that all 
performance matrix measurements are assumed fully correlated. 
 
The change in ER calculation is negligible as expected due to the mean values 
staying the same. The variation in relative ER uncertainty at different climatic 
conditions is still small, but the mean has increased by 20% and is now larger than the 
uncertainty at STC. The ER and STC uncertainties are fully correlated resulting in an 
unrealistic uncertainty in MPR of less than 0.15% since all uncertainty components 
TABLE 15 ER, 𝑢𝑢𝐸𝐸𝑅𝑅, COVARIANCES BETWEEN ER AND 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 , MPR AND 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅 DUE TO PERFORMANCE 
MATRIX UNCERTAINTY ONLY IF MEASUREMENTS WERE FULLY CORRELATED. 
CLIMATIC DATA SET ER,KWH 𝑢𝑢𝐸𝐸𝑅𝑅 ,% 𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) 𝑀𝑀𝑃𝑃𝑅𝑅 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅,% 
SOUTHERN EUROPE (SOUTH 
SPAIN) 473.67 1.493 1.000 0.926 0.131 
SOUTH CENTRAL EUROPE 
(SOUTH GERMANY) 330.54 1.497 1.000 0.955 0.135 
CENTRAL EUROPE 
(LITHUANIA) 269.83 1.510 1.000 0.969 0.147 
NORTHERN EUROPE 
(SCOTLAND) 225.81 1.514 1.000 0.973 0.152 
CENTRAL UK 
(CREST) 271.09 1.507 1.000 0.964 0.145 
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cancel out and the MPR uncertainty represents only the additional uncertainties at 
non-STC. 
In Figure 17 the uncertainty surface generated as part of the MC simulations when 
measurements are fully correlated is shown. Due to the full correlation, the uncertainty 
surface is essentially flat and it represents a linear interpolation between the uncertainty 
estimates at the various conditions. 
 
Figure 17 ER relative uncertainty surface if measurements were fully correlated. 
4.6.3 Performance matrix uncertainty if independent. 
In contrast, in this section the results are presented if correlations were neglected, 
i.e. measurements were assumed fully independent. The results of the simulations are 
presented in Table 16 overleaf. Again, the estimates for ER were consistent with the 
previous calculation, but the uncertainty was significantly reduced by more than a factor 
of 2. The residual correlation between STC and ER is relatively low but not 0. This is 
because even though the samples at the conditions defined in IEC 61853-1 are random, 
the interpolated samples in between are correlated with each other. When measurements 
are assumed fully independent the MPR uncertainty is twice that compared to the 
simulation with the actual correlation estimates. 
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In Figure 18 , the uncertainty surface when measurements are assumed independent 
from each other is presented. In this case the variability of uncertainty is larger at 
different conditions and the uncertainty in the middle of two measurement conditions is 
significantly lower than that at the measurement conditions. The reasons and 
implications of this are discussed in detail in section 4.7. 
 
Figure 18 ER relative uncertainty surface when measurements are independent. 
4.6.4 Performance matrix and Faiman coefficient uncertainty. 
As discussed in section 4.3.3, the Faiman coefficients significantly affect the ER and 
its uncertainty. In this section the uncertainty in ER and MPR are presented based on 
the correlations estimates and the conservative estimates of Faiman coefficients 
uncertainty. The respective results as those in section 4.6.1, but now including the 
Faiman coefficient uncertainties are shown in Table 17. Note for the CREST dataset, 
TABLE 16 ER, 𝑢𝑢𝐸𝐸𝑅𝑅, COVARIANCES BETWEEN ER AND 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 , MPR AND 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅 DUE TO PERFORMANCE 
MATRIX UNCERTAINTY ONLY IF MEASUREMENTS WERE INDEPENDENT. 
CLIMATIC DATA SET ER, KWH 𝑢𝑢𝐸𝐸𝑅𝑅 ,% 𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) 𝑀𝑀𝑃𝑃𝑅𝑅 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅,% 
SOUTHERN EUROPE (SOUTH 
SPAIN) 473.66 0.477 0.091 0.926 1.428 
SOUTH CENTRAL EUROPE 
(SOUTH GERMANY) 330.53 0.470 0.170 0.955 1.390 
CENTRAL EUROPE 
(LITHUANIA) 269.82 0.496 0.126 0.970 1.417 
NORTHERN EUROPE 
(SCOTLAND) 225.81 0.553 0.119 0.973 1.434 
CENTRAL UK 
(CREST) 271.08 0.455 0.158 0.964 1.393 
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direct back-of-module temperature measurements were used so this dataset was not 
included. The uncertainty surface is the same as that presented in section 4.6.1 and thus 
not repeated here. 
 
Including the Faiman coefficients uncertainty increases the overall relative ER 
uncertainty. This effect is more pronounced at lower latitudes as expected where the 
coefficients play a larger role. The correlation between ER and STC measurements is 
reduced and the overall MPR uncertainty is increased. While the ER uncertainty is now 
comparable to that at STC conditions, the MPR uncertainty is still lower. 
4.7 Discussion 
The results of the simulations are presented to 3 decimal places to highlight the 
difference between them. However it is not meaningful, in this case, to present 
uncertainties with more than 2 decimal places. While the calculated ER varied 
significantly, the relative uncertainty in ER varied little between climatic datasets, with 
the current proposed datasets, bilinear interpolation method and the estimated 
covariances. The relative uncertainty in ER varied from 1.26% to 1.27% at k=1 due to 
performance matrix measurement uncertainties alone. The respective uncertainty of the 
MPR was 0.69% to 0.74%. In comparison, when all measurements were assumed to be 
fully correlated the ER uncertainty increased to 1.49% to 1.51% and the MPR was 
reduced to 0.13% to 0.15%. Assuming all measurements are independent had the 
opposite effect, where the ER uncertainty was 0.47% to 0.55% and the MPR uncertainty 
was 1.39% to 1.43%. This clearly shows the importance of including correlations and 
estimating them correctly. 
Including the uncertainty due to Faiman coefficients increased the ER uncertainty to 
1.29% to 1.39% and the MPR to 0.76% to 0.88%, where larger uncertainties were found 
TABLE 17 ER, 𝑢𝑢𝐸𝐸𝑅𝑅, COVARIANCES BETWEEN ER AND 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆 , MPR AND 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅 DUE TO PERFORMANCE 
MATRIX UNCERTAINTY AND CONSERVATIVE FAIMAN COEFFICIENT UNCERTAINTY ESTIMATE. 
CLIMATIC DATA SET ER, KWH 𝑢𝑢𝐸𝐸𝑅𝑅 ,% 𝑐𝑐𝑐𝑐𝑣𝑣(𝐸𝐸𝑅𝑅, 𝑃𝑃𝑆𝑆𝑇𝑇𝑆𝑆) 𝑀𝑀𝑃𝑃𝑅𝑅 𝑢𝑢𝑀𝑀𝑀𝑀𝑅𝑅,% 
SOUTHERN EUROPE (SOUTH 
SPAIN) 473.49 1.391 0.796 0.926 0.884 
SOUTH CENTRAL EUROPE 
(SOUTH GERMANY) 330.44 1.323 0.831 0.955 0.787 
CENTRAL EUROPE 
(LITHUANIA) 269.77 1.294 0.836 0.969 0.768 
NORTHERN EUROPE 
(SCOTLAND) 225.77 1.287 0.838 0.973 0.763 
CENTRAL UK 
(CREST) NA NA NA NA NA 
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at lower latitudes as expected. The uncertainties due to Faiman coefficients alone were 
highest at 0.59% in ER and 0.55% in MPR for Southern Spain and lowest at 0.24% in 
ER and 0.21% in MPR for Scotland. Conservative additional uncertainty components 
due to angular (0.35%) and spectral (0.1%) effects, both considered uncorrelated, 
resulted in a total ER uncertainty of 1.34% to 1.44% and total MPR uncertainty 
estimated as 0.85% to 0.95% at k=1. 
For comparison, the STC uncertainty is estimated at 1.37%( k=1). Measurements at 
STC typically have the lowest measurement uncertainties. A total uncertainty that is 
lower than the best measurement uncertainty may seem at first counter-intuitive, but this 
is due to the nature of deterministic interpolation. The reduced uncertainty can be 
explained from a degree-of-belief perspective. A number of measurements are 
combined together to calculate ER and MPR. Each measurement point represents 
additional knowledge, the covariance estimation also represents additional knowledge 
and the choice of bilinear interpolation represents further additional knowledge. It is this 
additional information that reduces the overall uncertainty. The number of measurement 
points has been standardised and it is unlikely to change. The details on estimating the 
covariance between measurements is presented in the previous sections. The choice of 
bilinear interpolation in combination with the climatic datasets is discussed below. 
As mentioned above, interpolated points can have smaller uncertainties than the 
measured points. This is most pronounced in Figure 18, where measurements are 
assumed independent. The lowest uncertainty on the surface is 0.83% compared to the 
lowest measurement uncertainty of 1.37%. This is a limitation of exact deterministic 
interpolation processes, including bilinear interpolation. Exact means that the predicted 
surface includes the values of the measured points assuming they have no associated 
uncertainty. This limitation has been overcome by using Monte Carlo simulations. 
Deterministic means that the interpolated values are based on a mathematical formula 
and do not account for any randomness: there is only one solution to a given set of input 
values. That means that there is no associated uncertainty due to the interpolation itself 
and each interpolated point is a weighted average of the points around it. A weighted 
average of a number of points can have a smaller uncertainty than the points 
themselves. This has been discussed in more detail in [127]. This limitation applies to 
any deterministic interpolation and the approach presented here can be adapted easily 
for any underlying model. 
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Even though the reduction of uncertainty is mathematically justified, it is only 
meaningful if in fact, the underlying model is physical, i.e. the model selection does in 
fact introduce additional knowledge. While assuming linearity can simplify the 
calculation, it can also bias the results and underestimate the uncertainty, thus 
misleading the customers.  
Consider the case where measurements at 900 W/m2 and 1100 W/m2 are used to 
calculate the performance at STC. The DUT is truly linear and random and systematic 
effects are fully characterised. In that case, it is possible to achieve uncertainty that is 
smaller than the uncertainty of STC measurements. Repeat measurements at STC 
cannot reduce the uncertainty beyond a certain point due to systematic effects. 
However, since some of the systematic effects would be different at the different 
irradiance conditions, the uncertainty of the average can have a smaller uncertainty than 
those at STC. For this to be claimed, the module linearity has to be confirmed. If the 
module is not linear and the same assumption is made, the module power rating would 
be biased and the uncertainty would not account for this. For example, in an extreme 
case where measurements at 100 W/m2 and 1100 W/m2 are used to calculate the 
performance at STC the above is clearly not justifiable. 
 Modules are often non-linear at low irradiance levels and the calculated 
performance at STC would be underestimated. With the current standard, the 
interpolation range is limited and thus this effect would be much smaller. It will 
however still be present for non-linear modules. As such, the module linearity should be 
checked and there should be an associated uncertainty with the linearity assumption. 
Alternatively, stochastic methods, such as Gaussian process regression, that account 
for randomness can be used for interpolating data with uncertainty [127]. Gaussian 
process regression requires a predefined covariance function to be selected based on the 
information available about the process being modelled. The output of the regression 
strongly depends on the choice of covariance function. The challenge is in selecting the 
appropriate covariance function. The functions used originally by the Geographic 
Information Systems community for Kriging (a type of Gaussian process) and more 
recently in the PV community for spatial irradiance interpolation assume that the 
correlation between points weakens with distance. This may or may not be appropriate 
for use in ER uncertainty estimation. Investigation of stochastic methods and 
appropriate covariance functions are possible venues for further research. 
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The deviation of relative ER uncertainties at different datasets was smaller than 
expected and thus is investigated in more detail. ER is calculated as the sum of power 
measurements at specific conditions defined in the climatic datasets. As such, the 
uncertainty in ER 𝑢𝑢𝐸𝐸𝑅𝑅 is:  
𝑢𝑢𝐸𝐸𝑅𝑅
2 = � 𝑢𝑢𝑀𝑀𝑖𝑖2𝑛𝑛
1
+ 2 � � 𝑐𝑐𝑐𝑐𝑣𝑣�𝑃𝑃𝑖𝑖 , 𝑃𝑃𝑗𝑗�𝑛𝑛
𝑗𝑗=𝑖𝑖+1
𝑛𝑛−1
𝑖𝑖=1
 (78) 
where 𝑢𝑢𝑀𝑀𝑖𝑖 are the absolute uncertainties of power at the temperature and irradiance 
conditions in the climatic dataset and 𝑐𝑐𝑐𝑐𝑣𝑣�𝑃𝑃𝑖𝑖 , 𝑃𝑃𝑗𝑗�  is the covariance between 
measurements at different conditions. If the covariance terms, which are all positive, are 
ignored for the sake of the simplicity, the relative ER uncertainty 𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅 is:  
𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅
2 = 1
𝐸𝐸𝑅𝑅2
� 𝑢𝑢𝑎𝑎𝑀𝑀𝑖𝑖
2 ∗ 𝑃𝑃𝑖𝑖
2 𝑛𝑛
1
 (79) 
where 𝑢𝑢𝑎𝑎𝑀𝑀𝑖𝑖  are the relative uncertainties and 𝑃𝑃𝑖𝑖  are the estimated powers at the 
conditions in a given dataset. This can be re-written as:  
𝑢𝑢𝑎𝑎𝐸𝐸𝑅𝑅
2 = ∑ 𝑃𝑃𝑖𝑖2 ∗ 𝑢𝑢𝑎𝑎𝑀𝑀𝑖𝑖2𝑛𝑛1
∑ 𝑃𝑃𝑖𝑖
2𝑛𝑛
1
 (80) 
In other words, the relative variance of ER is a sum of the relative variances at the 
conditions in the dataset, weighted by the power at that particular condition over the 
total sum, i.e. the ER. The relative uncertainty surface is the same for all climatic 
datasets. However, the measurement conditions are different, i.e. different points are 
sampled from this surface and there is a different weighting to all of them. Therefore, 
there is no reason to believe that the relative uncertainty should be the same at all 
climatic datasets. To better understand this, histograms of the climatic datasets 
conditions (excluding 0 W/m2 irradiances during night times) are presented in Figure 
19, Figure 20, Figure 21, Figure 22 and Figure 23. 
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Figure 19 Climatic dataset for Southern Europe (South Spain) 
 
Figure 20 Climatic dataset for South Central Europe (South Germany) 
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Figure 21 Climatic dataset for Central Europe (Lithuania) 
 
Figure 22 Climatic dataset for Northern Europe (Scotland) 
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Figure 23 Climatic dataset for Central UK (CREST) 
The difference in the spread is mainly at low irradiance conditions. While the 
differences are large, it must be noted that the weighting factors are extremely small and 
thus the contribution to the overall relative ER uncertainty is small. In addition, all 
datasets have a large spread over both irradiance and temperature. As such, the 
uncertainty surface is sampled at most measurement points. This somewhat negates the 
concern that interpolated points in the middle of four measurements have smaller 
uncertainties than the measured points and a climatic set could bias the uncertainty 
estimation. 
The datasets have to be considered in combination with the uncertainty surfaces. As 
shown in the previous section the larger the correlation between measurements, the 
flatter the uncertainty surface. Indeed, the difference in relative ER uncertainties is 
larger for different climatic datasets when measurements are assumed fully independent, 
despite the lower overall uncertainties. It is therefore concluded that while the relative 
uncertainties are almost identical for the climatic datasets and covariance estimates 
used, this would not necessarily be the case for other systems. 
From the datasets above it can be seen that there are a number of conditions that 
require extrapolation instead of interpolation. These are for conditions with irradiance 
smaller than 100W/m2 or larger than 1100W/m2 and temperature below 15 °C or above 
75 °C. The uncertainties of points that are extrapolated can be significantly larger than 
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those of interpolated points and grow exponentially the further they are from the 
measured conditions. This effect is depicted in Figure 24 for independent variables. 
 
Figure 24 Difference in variance between extrapolated and interpolated conditions. 
In the table below, the percentage of conditions that would require extrapolation for 
each climatic dataset based on the Faiman coefficients used are presented: 
 
From Table 18 it is clear that conditions with lower than 100 W/m2 and with 
temperature lower that 15 °C occur often enough to warrant further consideration. In 
order to reduce the uncertainties of extrapolated power at irradiances lower than 
100 W/m2 the performance matrix is padded with zeroes, i.e. at 0 W/m2 irradiance the 
power is 0 W. The effects of this on uncertainty have to be considered. Since the zeroes 
have no associated uncertainty, the absolute uncertainty at 50 W/m2 is half that at 
100 W/m2 and the relative uncertainty is the same at every irradiance from 1 to 
100 W/m2. This is in contrast to bilinear interpolation where the uncertainty surface has 
a minimum somewhere in the middle of any four measurements. It is estimated, 
TABLE 18 RELATIVE AMOUNT OF CONDITIONS THAT REQUIRE EXTRAPOLATION.  
RELATIVE AMOUNT OF HOURS IN THE CLIMATIC DATASET, % 
 MODULE TEMPERATURE IN PLANE IRRADIANCE 
CLIMATIC DATA SET <15 °C >75 °C <100 W/M2 >1100 W/M2 
SOUTHERN EUROPE 
(SOUTH SPAIN) 9.2% 0.0% 12.4% 0.1% 
SOUTH CENTRAL 
EUROPE 
(SOUTH GERMANY) 
33.9% 0.0% 26.6% 0.0% 
CENTRAL EUROPE 
(LITHUANIA) 42.4% 0.0% 33.6% 0.0% 
NORTHERN EUROPE 
(SCOTLAND) 52.7% 0.0% 36.0% 0.0% 
CENTRAL UK 
(CREST) 37.4% 0.0% 42.9% 0.0% 
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however, that padding the matrix with zeroes does not significantly bias the total overall 
ER uncertainty. 
The situation is different for power extrapolated at low or negative temperatures. 
The further the temperature from the 15 °C measurements, the higher the uncertainty. 
Furthermore, it increases in a non-linear way. The uncertainty of extrapolated points 
generally have smaller uncertainties the higher the correlation between measurement 
points. Unfortunately, the performance matrix cannot be padded with zeroes at low 
temperatures. This means that the uncertainty calculation is biased towards conservative 
estimates at climatic datasets with lower temperatures. One way around this is to 
estimate the power at lowest temperature in the datasets, e.g. -10 °C with the associated 
uncertainty using the approach described in Chapter 3 and pad the performance matrix 
with those estimates and their associated uncertainties. Since the bias is towards 
conservative estimates this is currently considered unnecessary and it has not been done. 
4.8 Conclusions 
Modules are currently rated in Watts at conditions that are not representative of 
outdoor operation. The introduction of ER in Watt-hours and MPR is an important step 
in enabling the further growth of the PV industry. However, any type of rating is 
meaningless unless supported by a stated uncertainty. Calculating the ER and MPR 
uncertainty is more involved than that of STC measurements. These complex 
measurands will have high commercial value and as such the uncertainty estimation 
methodology should be standardised or at least guidance should be available. 
Previous related estimates recognised the strong correlations between 
measurements, but did not account for them. Instead, correlations are avoided via using 
relative uncertainties and worst-case scenario estimates based on expert judgment. This 
is likely to result in an overestimate of the total ER and MPR uncertainty. Furthermore, 
there is a lack of transparency limiting the reproducibility of the approach. Finally, the 
level of correlation between the STC measurement and that of total ER and MPR is not 
available. 
In this chapter a more general and direct approach is investigated to address some of 
the limitation mentioned above. For the first time correlation between all measurement 
conditions defined in IEC 61853-1 are explicitly described with examples for the 
measurement setup at CREST. Furthermore, as far as the author is aware this is the first 
time a multivariate normal distribution is used to propagate correlations in PV related 
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measurement uncertainties. Sufficient detail is presented for this methodology to be 
easily reproduced by other institutes. As demonstrated in Chapter 3, consistency in 
calculating a complex measurand and in the uncertainty methodology is key to 
minimise measurement deviation between partners and ensuring that the deviation is 
within stated uncertainties. The presented methodology is in accordance with 
international standards and employs the state-of-art techniques available to metrologist 
nowadays. It is therefore envisioned that it can support module intercomparisons of ER 
and MPR in the future and accelerate the adoption of these measurands in the PV 
community. 
There are further implications of this work. The importance of estimating the level 
of correlation between measurements was clearly demonstrated via presenting the 
results of simulations with varying degree of correlation. Neglecting the correlations 
resulted in an underestimate of the uncertainty in ER and an overestimated of the MPR 
uncertainty. In contrast, assuming fully correlated measurements had the opposite 
effect. It is therefore emphasised that correlations have to be estimated objectively and 
propagated into the overall uncertainty. 
The comprehensive uncertainty estimation showed that uncertainties comparable to 
those at STC for the ER are achievable and that the MPR uncertainty could be 
significantly lower. For the setup at CREST the MPR uncertainty could be almost half 
that at STC. A reduction in uncertainty comes from the additional information available 
from the choice of bilinear interpolation and the correlation estimates. This highlights 
that the ER and MPR uncertainty is not only a function of the climatic datasets but also 
the interpolation methods used. As such when finalising the relevant standards, the 
impact on uncertainty estimation should also be considered. The approach presented in 
this chapter allows for the impact on the uncertainty to be investigated and quantified. 
The limitations of using bilinear interpolation for calculating the ER, MPR and the 
associated uncertainties were also discussed and possible solutions suggested. The 
variability in the climatic datasets used was recognised to be beneficial in averaging out 
the reduction in uncertainties due to using deterministic interpolation. If modules have 
good linearity at low irradiance conditions, bilinear interpolation could be used, but the 
performance matrix should ideally be padded with zeroes at zero irradiance and with 
calculated power (using TCs) at negative temperatures. This is in order to avoid 
extrapolation and negatively biasing the uncertainty of some climatic datasets. The 
model selection forms part of the measurand definition and as such has no associated 
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uncertainty. It however relies on the assumption that the DUT linearity is physical. This 
assumption has to be verified. Since the majority of modules are non-linear at low 
irradiance levels, an additional uncertainty due to this assumption may have to be 
included. Other interpolation methods that model the module performance better or 
even stochastic regression should also be investigated. Whichever approach is 
ultimately adopted, the demonstrated reduction in uncertainty should be discussed in the 
PV community to ensure that it is not misused. 
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5 SPECTRAL IRRADIANCE 
MONITORING 
5.1 Introduction 
Other than accounting for correlations, uncertainty analyses can also be improved 
via more detailed model equations and/or more comprehensive estimation of the input 
quantities. As outlined in Section 2.9.3, a significant percentage of the uncertainty in PV 
measurements propagates from the uncertainty in measuring the spectrum of the light 
source. In this chapter, alternative complementary measurements are conducted to 
understand better this uncertainty source. The aim is to improve the uncertainty estimate 
and where possible the operating procedures.  
Spectral irradiance measurements are typically only used for calculating the MMF 
correction. The uncertainty in spectral irradiance measurements propagates to the 
uncertainty in MFF correction. At CREST however, the uncertainty in spectral 
irradiance measurements has an even greater importance, because of the approach under 
development for SR measurements of modules. The approach involves using 
polychromatic filters to alter the spectrum and relies on measuring the spectral 
irradiance with each filter.  
The spectral characteristics of the light source, however, go beyond regularly 
measuring the spectrum of the solar simulator with a calibrated spectroradiometer. 
Every measurement from I-V to TC and ER and their associated uncertainties benefit 
from a better understanding of the repeatability of the flash spectrum, the temporal 
stability of the spectrum for the duration of the flash, the spectral uniformity over the 
illuminated plane, the effects of lamp power supply settings on the lamp spectrum and 
long-term lamp aging effects.  
Spectral irradiance measurements, in particular of flash sources, are usually taken 
using charge-coupled device (CCD) or photodiode array (PDA) based 
spectroradiometers that measure a wide range of wavelengths simultaneously. Despite 
the convenience of these types of spectroradiometers, they have limitations, such as 
non-linearity and poor stray light suppression. Even after correction, these shortcomings 
limit the capability of array spectroradiometers. In addition, if a single detector is used, 
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the signal-to-noise ratio (SNR) can be limiting in the ultraviolet (UV) and near-infrared 
(NIR) regions where the detector sensitivity diminishes. 
A comprehensive uncertainty analysis of spectral irradiance measurements using 
array spectroradiometers is reported in [92] and guidelines for uncertainty estimation of 
array spectroradiometer measurements are available in [91]. An equivalent analysis has 
been performed on the spectroradiometer used at CREST after a series of measurements 
and a calibration performed at PTB. These included state-of-art measurements of the 
stray light and non-linearity with irradiance. These effects were corrected for and the 
residual uncertainty estimated. Even after such a comprehensive characterisation and 
uncertainty analysis of the spectroradiometer used at CREST, characterising the light 
source with an array spectroradiometer presents the challenges discussed below. 
For STC measurements, the effects of flash-to-flash variation can be reduced simply 
by averaging a number of measurements. There are however instances when only a 
single measurement is possible such as during TC and ER measurements, since these 
are done while the module is cooling down and thus are time-limited. As a result, 
having an estimate of the spectral repeatability of a flash is a requirement for 
comprehensive uncertainty analysis. The spectral irradiance repeatability of the flash as 
measured with the spectroradiometer includes a noise component that becomes 
dominant in the UV and NIR regions and as result, the uncertainty due to repeatability 
might be overestimated. 
Another important uncertainty component is the spectral stability during the flash, 
especially when measuring devices with different SRs than the monitoring cell. 
Reducing the integration time and measuring multiple times during the flash is possible, 
but it results in a fraction of the number of photons captured by each pixel of the CCD, 
i.e. counts. This coupled with a small SNR and large non-linearity uncertainty at low 
counts (e.g. 10% even after correction) makes the results unreliable. Alternatively, 
changing the delay between the trigger and start of the integration time can be used to 
monitor the spectral stability, but similarly to the above, as the delay is increased the 
number of counts is decreased, resulting in unreliable measurements. 
Typically, the irradiance uniformity of the light source is measured and accounted 
for in an uncertainty analysis. When filters are used for SR measurements or to reduce 
the irradiance for ER, both spectral irradiance and spectral uniformity have to be 
measured. However, spectral measurements at different locations include the 
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flash-to-flash variation. In order to be able to measure the non-uniformity a large 
number of flashes (e.g. 10 flashes) have to be averaged at each location. If a grid of 10 
by 10 is measured that results in 1000 flashes for each filter. Currently at CREST there 
are 15 filters and 4 attenuation masks. If the reproducibility of the measurements is also 
included it becomes unfeasible to measure the spectral non-uniformity of filters. To 
avoid having to take 10 repeat flashes, the spectrum could be monitored simultaneously 
at a fixed location. 
Finally, it is impractical to measure the flash spectrum with every measurement 
since the spectroradiometer may also be required for other experiments. The drift of the 
light source spectrum has to be estimated between solar simulator calibrations and with 
small changes in lamp power supply settings. However, it can be difficult to 
conclusively assign the drift to the light source when the spectroradiometer is not 
temperature controlled and can drift as well. 
To address the challenges listed above, a complementary device was built to 
monitor the solar simulator spectrum. The device uses commercially available 
large-area silicon photodiodes, bandpass interference filters and custom designed 
electronics by the author. While the device has a lower resolution in wavelength, it is 
capable to measuring the repeatability of flashes, lamp aging and temporal stability 
during the flash with an improved signal-to-noise ratio (SNR). In addition, photodiodes 
have excellent linearity with respect to irradiance for a large range of photocurrents and 
typically have a small drift with time. Finally, the blocking of out-of-band wavelengths 
of the filters is better than the stray light suppression of the spectroradiometer and 
comparable to the corrected stray light uncertainty. As such, the monitor could be used 
to help validate both the linearity and stray light correction. The two are designed to be 
used in conjunction and to complement the results of each other. The combined results 
provide the resolution in both wavelength and time and can help to reduce the overall 
uncertainty associated with spectral measurements. 
In this chapter a brief overview of the design considerations in building the device, 
referred to as a Spectral Monitor (SM), is provided, alongside a description of the SM 
and its features and limitations. The chapter then addresses the spectral repeatability of 
the solar simulator flash as measured by both devices, the spectral temporal stability and 
the agreement between the SM and spectroradiometer measurements of the spectrum 
when different attenuation masks and polychromatic filters are used. The chapter 
Chapter 5: Spectral irradiance monitoring 
100   Blagovest Mihaylov – October 2016  
concludes with a discussion of the results and the implications of the findings on 
uncertainty analyses. 
5.2 Spectral monitor design, description and limitations 
5.2.1 Spectral monitor description 
The SM is based on a matrix of 25 large area (5.8 x 5.8 mm) Hamamatsu 1226-8BQ 
diodes arranged in a grid of 5 x 5 and embedded in an aluminium housing. 
Commercially available narrow bandpass interference filters from Edmund Optics were 
fixed on top of the diodes. Each filter is specified with minimum aperture of 8.5 mm 
diameter, a Central Wavelength (CWL) from 400 to 1000 nm at 25 nm steps with a 
±3 nm tolerance and Full Width-Half Maximum (FWHM) of 25 ±3 nm. To ensure that 
only the active area of the photodiodes is illuminated, a plate with 25 apertures with 
diameter of 3 mm was used on top of the filters. There is a further interchangeable 
aperture after a 5 mm thick spacer plate that can be used to modify the Field Of View 
(FOV) in order to limit Angle-Of-Incidence (AOI) effects if required (see section 5.2.2). 
The short-circuit currents of the photodiodes are measured with individual, custom-built 
Transimpedance Amplifiers (TIAs) designed to output approximately the same voltage 
for each filter under the solar simulator spectrum. Compensating capacitors were 
selected based on SPICE model simulations for each TIA to ensure stability and 
minimise noise. The analogue voltage from each TIA is measured with a 32-channel 16-
bit sequential NI 9205 analogue input data acquisition (DAQ) card with a sample rate 
250 kSamples/sec. A diagram of the optical side of the device and a photograph of the 
assembled device are provided in Figure 25 and Figure 26, respectively. 
 
Figure 25 Optical assembly diagram of the Spectral Monitor. 
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Figure 26 Image of the Spectral Monitor. 
Filtered photodiodes are commonly used to measure light in various applications. In 
the applied PV domain, the use of a device called SpectraCube with bandpass 
interference fitters and photodiodes to measure the spectrum of a flash solar simulator 
was previously reported in [80]. The device was designed to be calibrated outdoors 
under continuous light and used indoors to measure the spectral irradiance of a flash 
simulator. SpectraCube had a limited success for the designed use because there was 
some discrepancy between indoor and outdoor measurements. It was superseded at a 
later stage by a CCD spectroradiometer. There were two main flaws in the device. The 
first one is the sensitivity of the filters to the angle-of-incidence (AOI) in combination 
with relatively narrow FWHW, i.e. 10 to 15 nm. The second was the use of shunt 
resistors to measure the photocurrent of photodiodes. These limitations and other design 
considerations that translate into measurement uncertainties are discussed in more detail 
in the following sections. 
5.2.2 AOI effects 
Narrow band-pass filters are almost exclusively interference filters. While over the 
years their maximum transmission, cut-on and cut-off steepness and durability have 
been significantly improved (moving from traditional to hard-coated interference 
filters), their principle of operation is such that they are sensitive to the AOI of light. 
With increasing AOI the CWL decreases, the overall transmission decreases and the 
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FWHM (bandwidth) increases [128], [129]. At a limited AOI, i.e. lower than 20°, the 
latter two effects are minimal for collimated light. For non-collimated light, the shift of 
the CWL varies with the different AOI. This results in a non-negligible widening of the 
bandwidth, but smaller overall shift of the CWL. The field of view (FOV) of the 
SpectraCube was limited to 5° to restrict the maximum AOI, but even then, the amount 
of collimated and non-collimated light indoors and outdoors varied. The downside was 
that the small FOV resulted in a large sensitivity coefficient to any optical 
misalignment. This was attributed as one of the main reasons for the unreliable 
measurements indoors after calibration outdoors. 
The effects of AOI are predictable and usually an effective index of refraction 𝑛𝑛𝑒𝑒𝑅𝑅𝑅𝑅 
is fitted based on measurements at different AOI [130]. Then the central wavelength at 
different AOI can be calculated from: 
𝜆𝜆𝑀𝑀𝑂𝑂𝐼𝐼  =  𝜆𝜆0 ∗ �1 − 𝑠𝑠𝑠𝑠𝑛𝑛2 𝜃𝜃𝑛𝑛𝑒𝑒𝑅𝑅𝑅𝑅2   (81) 
where 𝜆𝜆0 is the central wavelength at normal incidence, 𝜃𝜃 is the AOI, 𝑛𝑛𝑒𝑒𝑅𝑅𝑅𝑅  is the 
effective index of refraction. 
In Figure 27 the effect is demonstrated with measurements provided by the 
manufacturer for the same type of filter as those used in this application. The particular 
filter has 600 nm CWL, and 50 nm instead of 25 nm FWHM. 
 
Figure 27 AOI effects on the bandpass of a filter with 600 nm CWL and 50 nm 
FWHM. 
The above example is for the case when collimated light is used. The solar simulator 
light source is not perfectly collimated, i.e. the light is incident from varying AOI. If the 
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beam divergence is known, the effect can be calculated exactly via integrating over all 
AOI. The geometry of the simulator can be modelled as four extended lights sources 
and ray-tracing simulations would result in an estimate of the uniformity and 
collimation of the light. However, this would in practice also depend on the individual 
lamp adjustment of the simulator. Therefore, any such simulations have to be validated 
with measurements and this has so far proven too time consuming to be realised. While 
the response of the filters with AOI can be modelled based on transmission 
measurements, without knowing what portion of the light is non-collimated, and what is 
the AOI of the non-collimated light, corrections cannot be applied. 
Clearly, the AOI effect introduces a large uncertainty component in the absolute 
measurements of filtered photodiodes when calibrated under conditions different to the 
intended use (e.g. calibrated outdoors and measuring indoors). To overcome this 
limitation, the SM was designed to be used as a relative monitor of the spectrum and to 
be used in conjunction with the array spectroradiometer at CREST. The device is at a 
fixed location and orientation, i.e. the filter transmission is fixed, and calibrated in situ 
against the spectroradiometer. 
The solar simulator has a predominantly direct light component and the worst-case 
AOI can be calculated geometrically based on the location of the SM. If the SM is 
central, the largest AOI of the direct light is 2°. If the SM is 40 cm below or above the 
central line, allowing a 1.2 m wide module to be measured at the same time, the largest 
AOI is 4.8°. Typical 𝑛𝑛𝑒𝑒𝑅𝑅𝑅𝑅 are from 1.45 to 2. Based on Eq. (81) the CWL can decrease 
by 0.2% at 5° and by 0.5% to 0.7% at 10° AOI under collimated light. Estimates of the 
change in CWL are less conservative for non-collimated light. It is therefore estimated 
as a worst case that the effective CWL can be as much as 2 nm lower than the CWL at 
0° AOI for the 1000 nm filter, i.e. a rectangular distribution with 0.2% range is assigned 
to this effect. It must be noted that any reflected light can have a much larger AOI 
limited only by the FOV. 
5.2.3 Linearity of electronics 
The second limitation of the SpectraCube was that the photocurrent was measured 
with shunt resistors. This means that the measured photocurrent was at a load equal to 
the shunt resistor. For wavelengths with smaller current, the resistor was larger and the 
load higher. This results in measured current that is not linear with irradiance, as can be 
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seen in the figure below recreated from [131]. In addition, the resistors were not 
temperature controlled either passively or actively. 
 
Figure 28 Linearity with irradiance under different load conditions [131]. 
Using transimpedance amplifiers with feedback resistors that have small TC, 
i.e. < 10ppm, and passive cooling in a temperature controlled room can overcome both 
of the above issues. The SM electronics were designed to ensure small temperature 
dependence and high linearity with irradiance as well as a SNR superior to that of the 
spectroradiometer. 
5.2.4 Out-of-band suppression 
The short-circuit current of each diode is: 
𝐼𝐼𝑠𝑠𝑐𝑐 =  𝐴𝐴 � 𝐸𝐸(𝜆𝜆)𝑇𝑇(𝜆𝜆)𝑆𝑆𝑅𝑅(𝜆𝜆)𝑑𝑑𝜆𝜆1200
200
  (82) 
where 𝐴𝐴 is the illuminated area of the photodiode, 𝐸𝐸 is the spectral irradiance of the 
light source, 𝑇𝑇  is the filter transmission and 𝑆𝑆𝑅𝑅  is the spectral responsivity of the 
photodiode. The upper and lower limits of the integral are set by the SR of the diodes 
and the irradiance of the solar simulator, respectively. As such, the chosen range from 
200 nm to 1200 nm is a conservative one. A typical SR of the diodes is shown in Figure 
29 below. The SR measurements at CREST are limited to 340 nm and points below are 
taken from the manufacturer’s specification [132]. 
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Figure 29 Typical SR of S1226-8BQ photodiodes. 
The specification for the minimum transmission in the pass band of the filters is 
90%. The filters are also specified with a transmission over the blocking range from 200 
nm to 1200 nm lower than 0.01%. While, in practice there are some wavelengths where 
the transmission is higher than this threshold, on average the transmission is lower than 
0.01%. The additional signal due to non-perfect blocking, 𝐼𝐼𝐵𝐵𝐿𝐿𝑖𝑖, is approximately:  
𝐼𝐼𝐵𝐵𝐿𝐿𝑖𝑖 ≅  𝐴𝐴 � 𝐸𝐸(𝜆𝜆)𝑇𝑇(𝜆𝜆)𝑆𝑆𝑅𝑅(𝜆𝜆)𝑑𝑑𝜆𝜆 + 𝐴𝐴 � 𝐸𝐸(𝜆𝜆)𝑇𝑇(𝜆𝜆)𝑆𝑆𝑅𝑅(𝜆𝜆)𝑑𝑑𝜆𝜆1200
𝑆𝑆𝐶𝐶𝐿𝐿𝑖𝑖+12.5
𝑆𝑆𝐶𝐶𝐿𝐿𝑖𝑖−12.5
200
 
≅ 0.0001𝐴𝐴( � 𝐸𝐸(𝜆𝜆)𝑆𝑆𝑅𝑅(𝜆𝜆)𝑑𝑑𝜆𝜆 + � 𝐸𝐸(𝜆𝜆)𝑆𝑆𝑅𝑅(𝜆𝜆)𝑑𝑑𝜆𝜆1200
𝑆𝑆𝐶𝐶𝐿𝐿𝑖𝑖+12.5
𝑆𝑆𝐶𝐶𝐿𝐿𝑖𝑖−12.5
200
) (83) 
The limits of the integral are beyond the range of the spectroradiometer used at 
CREST, which is from 270 nm to 1160 nm. However, due to the limited SR of the 
photodiodes at wavelengths beyond these limits, an integral with the spectroradiometer 
limits can be considered a good approximation. Alternatively and rather more 
conveniently, the current due to non-perfect blocking can be approximated further as a 
function of the other 24 photodiode 𝐼𝐼𝑆𝑆𝑆𝑆  measurements with the following:  
𝐼𝐼𝐵𝐵𝐿𝐿𝑖𝑖  ≅ 𝑇𝑇𝑏𝑏𝑟𝑟𝐵𝐵𝑐𝑐𝑏𝑏𝑇𝑇𝑏𝑏𝑇𝑇𝑎𝑎𝑀𝑀𝑀𝑀 ∗ � 𝐼𝐼𝑆𝑆𝑆𝑆𝑖𝑖24
1
= 0.00010.9 ∗ � 𝐼𝐼𝑆𝑆𝑆𝑆𝑖𝑖24
1
  (84) 
Based on the above approximation, at STC conditions the largest effect of 
non-perfect blocking is observed on the filtered photodiode with 1000 nm CWL and is 
1.6% of the total current. In contrast, the smallest is for the photodiode with 675 nm 
CWL and is 0.16%. While this estimate is limited to the range from 400 nm to 1000 nm, 
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the measured average transmission over the bandpass range of all filters is in fact higher 
than 90% and the average transmission over the blocking range is lower than 0.01% 
(based on typical measurements from the manufacturer). In comparison, using eq. (83) 
and SR, irradiance and transmission measurements resulting in a better approximation, 
the effect of non-perfect blocking was calculated as 1.5% for 1000 nm CWL. 
For the approximation based on the sum of photodiode current measurements to be 
exact, the SR of all diodes have to be the same, the aperture areas identical, the 
uniformity of light over the size of the SM perfect and the CWLs to be at exactly 25 nm 
steps and the FWHM to be 25 nm. Therefore, this approximation is considered a good 
estimate for the contribution of this uncertainty source at various irradiances, but not 
sufficient to apply a correction. Note that for relative measurements of small changes in 
spectrum such as repeatability of consecutive flashes, or the temporal stability of the 
flash, the relative size of this otherwise additive component is approximately the same 
and therefore cancels out. 
5.2.5 Temperature effects 
The SM and all the electronics are operated in a temperature-controlled room. The 
maximum ambient temperature deviation of the room is ±2 °C. The effect of the flash 
on the temperature of the whole device is considered negligible due to the short pulse 
duration and minimum time between flashes of 30 seconds. Temperature effects have to 
be considered for the filters, the photodiodes, the filter assembly, the TIA and the DAQ. 
It must be noted that the device and all electronics are allowed a minimum of 30 min 
warm-up time before operation. The temperature effect on the assembly that holds the 
filters on top of the diodes is considered negligible due to the small change in 
temperature. 
The DAQ is in a separate housing from the Spectral Monitor, it is self-calibrated 
before operation and has a built-in temperature sensor and operates at approximately 
34 °C after warm-up. The self-calibration is based on a built-in reference voltage that is 
designed to be insensitive to temperature. The self-calibration minimises the 
temperature effects on the analogue-to-digital converter and thus any non-linearity in 
the gain. 
The TIAs are designed to be low noise, but as a trade-off have relatively large input 
bias current and as such warm up to approximately 32 °C. They are however separated 
from the photodiodes via an air gap and the heat is transferred to a heat sink via a heat 
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conducting gap filler. The temperature effects on the TIA result in a small change in the 
offset voltage. The offset voltage (smaller than 0.007 V) is subtracted from the 
measurement and as such this effect is negligible. To put this into context at typical 
signal is at least 1 V. The TC of the feedback resistors is 10 ppm and, even with an 
extremely conservative ±5 °C variation after warm-up, results in current uncertainty of 
0.003%. 
The filters’ estimated temperature change of ±2 °C has a negligible effect on the 
transmission compared to AOI effects, with a typical sensitivity coefficient of the CWL 
around 0.005 nm/°C [133]. The estimated temperature change of the photodiodes is also 
conservatively estimated at ±2 °C as a rectangular distribution after warm-up. The TC 
of the diodes is wavelength dependent as shown in Figure 30, re-created from the 
specification [132]. The temperature effect on SR of the photodiodes can be considered 
negligible from 300 nm to 600 nm due to the sensitivity coefficient of 0.01 to 
0.02 %/°C. At 700 nm the sensitivity coefficient increases to 0.075 %/°C, at 900 nm it is 
0.27 %/°C and at 1000 nm it is 0.65 %/°C. As a result, the temperature effects on the 
photodiodes are estimated as 0.75% for the 1000 nm CWL at k=1 and lower for the 
other wavelengths. This estimate is conservative since repeat measurements at different 
times of the day, which also include flash variation, have shown an agreement better 
than ±0.5% at all wavelengths. 
 
Figure 30 SR temperature dependence of S1226-8BQ photodiodes [132]. 
5.2.6 Photodiode linearity 
The typical (but not guaranteed) saturation current of the photodiodes used was 
provided from the manufacturer as 10 mA, measured with a laser with a spot of 
diameter 1 mm at a wavelength of 405 nm with 0 V bias and 0 Ω load resistance at an 
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ambient temperature of 25 °C. The photodiodes in this application are operated in 
similar conditions with the aperture being larger, with a diameter of 3 mm. There are 
also alternative apertures available with larger diameters. Generally, a smaller spot size 
relative to the active area results in larger effective series resistance and worse linearity. 
The maximum current generated by the filtered photodiodes, measured with the 3 mm 
aperture and under 1100 W/m2 and no filter was 0.12 mA. There is no reason, therefore, 
to believe that the photodiodes are close to saturation or that non-linearity is an issue. 
Typically, the lower limit of linearity in a system that is not temperature controlled is 
determined by the Johnson noise of the electronics. The total noise floor is less than 
0.001 V (rectangular distribution) on a TIA output at STC of at least 1 V with the 3 mm 
diameter apertures. 
5.2.7 Field of view and reflections. 
The device was designed to have interchangeable apertures so that the FOV can be 
changed to limit the AOI if necessary. The solar simulator light source has 
predominantly direct component. In addition, the spectroradiometer input optic is an 
integrating sphere with a wide FOV. Finally, limiting the FOV of the SpectraCube 
introduced challenges in alignment. For the above reasons, the FOV was only limited to 
approximately 40° via two apertures 5 mm apart with 3 mm and 5 mm diameters, 
respectively. The wide FOV allows the SM to be positioned anywhere in the 
illuminated plane. The downside is that reflections off the walls can have a large AOI. 
However, due to the distance between the source and target plane, the baffle design in 
the simulator tunnel and texture of the baffles, wall reflections are estimated to be 
negligible. 
Interference filters have very small absorption coefficients, i.e. the part of the 
spectrum that is not transmitted is reflected back. This can introduce an error if the light 
is back reflected onto another filter that is designed to transmit at that wavelength. 
Based on the size of the SM and assuming a point source at the 8 m distance, only light 
that is at an AOI of less than 0.26° can be reflected back onto another filter. As long as 
the SM is not positioned directly opposite one of the four lamps, but in the middle of the 
four or 40 cm above or below this middle point, the reflected component is estimated to 
be negligible. 
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5.2.8 Calibration 
The device in principle can be used as a standalone instrument, where the calibration 
is done via combining aperture area, feedback resistance, filter transmission and SR 
measurements. The SR measurements can be scaled with 𝐼𝐼𝑆𝑆𝑆𝑆  measurements to minimise 
the uncertainty of their ratio. The filter transmission was measured using a 
spectrophotometer designed for transmission measurements. The bandpass function of 
the spectrophotometer limits the resolution of the measurements of filters with CWL 
larger than 800 nm. In addition, the effective transmission of the filters would be 
different in the solar simulator compared to the measured transmission under normally 
incident light. To compensate for this, the transmission can be measured in situ with a 
portable spectroradiometer. These measurements are limited by the bandpass function 
of the spectroradiometer and the relatively large noise. The spectroradiometer is thus 
incapable of measuring the blocking ability the filters. Measuring in this way also 
includes the effect of flash-to-flash variation. Finally, even with these type of 
measurements a small difference in AOI will occur compared to the actual position of 
the filters mounted in the SM. The combined uncertainty of these measurements in 
combination with the AOI effects is larger than the spectroradiometer uncertainty. 
For these reasons, and because the device was designed to be used in conjunction 
with the spectroradiometer (since the latter has a much better wavelength resolution), it 
was decided to calibrate against the spectroradiometer at STC and to normalise to these 
measurements. The advantage of this approach is that a majority of systematic effects 
such as the calibration of the spectroradiometer and non-uniformity over the illuminated 
area cancel out. While this is the case for relative measurements at 1000W/m2, when 
filters are used to modify the spectrum, there is an additional component due to the non-
uniformity of the filter that has to be considered. 
The CWL calibration is performed based on the transmission measurements and 
finding the first central moment of the transmission: 
𝐶𝐶𝑊𝑊𝐶𝐶 = ∫ 𝜆𝜆𝑇𝑇(𝜆𝜆)𝑑𝑑𝜆𝜆𝐶𝐶𝑉𝑉𝑈𝑈𝐶𝐶𝑉𝑉𝐿𝐿
∫ 𝑇𝑇(𝜆𝜆)𝑑𝑑𝜆𝜆𝐶𝐶𝑉𝑉𝑈𝑈𝐶𝐶𝑉𝑉𝐿𝐿  (85) 
where 𝜆𝜆 is the wavelength and 𝑊𝑊𝑉𝑉𝐷𝐷 and 𝑊𝑊𝑉𝑉𝐿𝐿are the upper and lower limits of the 
integral, defined as the wavelengths at which the transmission of each filter is 1%. 
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5.3 Measurement results 
In this section, first the results of measuring the spectrum repeatedly with both the 
spectroradiometer and spectral monitor are presented. Second, the temporal stability 
during the flash pulse is presented at different wavelengths. This is followed by the 
results of adjusting the irradiance by changing the lamp power supply settings of the 
simulator. The section continues to present the results of measuring with attenuation 
masks and an estimate of the uniformity of these masks. Finally, the results of different 
filters used for SR measurements are presented. 
5.3.1 Flash-to-flash spectral variability of consecutive measurements 
During STC measurements, there is sufficient time between consecutive 
measurements for the simulator to be fine-tuned to 1000W/m2. In contrast, consecutive 
measurements with the minimum waiting time between measurements, i.e. 30 seconds, 
are used for TC, ER, linearity and SR measurement of modules. For this reason, the 
spectral stability of the flash is investigated. The investigation is done via 
simultaneously measuring with the spectroradiometer and SM. To provide context, ten 
absolute spectral irradiance measurements made with the spectroradiometer alongside 
the standard AM1.5G spectrum are shown in Figure 31. The limitations due to low SNR 
are obvious above 1100 nm where the CCD detector has low sensitivity. Since the SM 
wavelength range is from 400 nm to 1000 nm, the majority of the following results and 
analyses are limited to this range. 
 
Figure 31 Repeat spectral irradiance measurements at STC. 
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In Figure 32, the measurement results of thirty consecutive flashes measured 
simultaneously with both the spectroradiometer and SM and normalised to the first flash 
are presented. 
 
Figure 32 Thirty consecutive flashes normalised to the first  measured with both 
spectroradiometer (top) and SM (bottom) 
To investigate the agreement between the two measurement instruments, the relative 
difference between the SM and spectroradiometer is presented in Figure 33. 
 
Figure 33 Relative difference between the spectroradiometer and the SM for the 30 
consecutive measurements. 
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The difference observed is between normalised SM measurements and the 
normalised convolution of spectroradiometer measurements with the measured 
transmission of each filter and the typical spectral responsivity of the photodiodes (see 
Eq. (82)). The integral limits are ±15 nm from the CWL of each filter. The agreement 
between the two for the majority of wavelengths is within ±0.2%. The exceptions were 
at 400 nm where the deviation was between 0% and 1% and at 975 nm and 1000 nm 
where the deviation was between -0.6% and 0.1%. These are the regions where the TC 
of the photodiodes are non-negligible. At these wavelengths the number of counts 
measured by the spectroradiometer is approximately 1/10 of the maximum, resulting in 
a smaller SNR and possible non-linearity effects. In comparison, the SM measurement 
noise of each sample is below 0.1%.In addition, the presented SM results are the 
average of at least 70 samples across the middle of the flash that correspond to the 
integration time of the spectroradiometer. The uncertainty due to noise of this average is 
estimated at 0.012%. Based on the excellent agreement between the two instruments 
and due to the much better SNR of the SM, the SM measurements are used to 
investigate the spectral stability of the flash. This level of agreement was also observed 
on different days and at different times of the day for 10 consecutive flashes. 
 
Figure 34 Flash spectral stability over 30 consecutive flashes with SM. 
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In Figure 34, thirty consecutive measurements normalised to the first as measured 
via the SM are shown alongside the normalised current measurements of the monitoring 
cell. The irradiance varied differently at different wavelengths ranging from a 1.2% 
decrease to an increase of 3.3%. The average increase as measured by the monitoring 
cell was just over 1%. After 10 to 15 flashes the flash spectrum becomes more stable. 
The variation is generally attributed to warming up of the lamps due to the increased 
blue component and reduced red part of the spectrum, with the exception of the Xenon 
peaks.  
While monitoring the irradiance with the monitoring cell allows for a broadband 
correction, it is clear that it can result in an underestimation at short wavelengths and an 
overestimation at long ones. If the SR of the DUT and monitoring cell are known and 
significantly different, the SM can be used for better correction. Based on these results 
it is recommended when consecutive measurements are used for 10 to 15 blank flashes 
to be triggered before the measurement set starts in order to minimise spectral change 
effects. The spectrum after the warm-up flashes is significantly different thus spectral 
measurements at those conditions should be used for MMF correction if it is applied. 
After optimising the operating procedures, this additional uncertainty is estimated to 
be negligible for c-Si technology. An additional uncertainty component may be required 
for non c-Si technologies, but would be module specific. If the SR is not available, this 
additional uncertainty can be estimated from the standard deviation of repeat 𝐼𝐼𝑆𝑆𝑆𝑆  
measurements normalised to the monitoring cell average irradiance. A conservative 
estimate based on the SM measurements is 0.4% with a rectangular distribution.  
5.3.2 Temporal Stability 
The flash solar simulator used at CREST has a pulse duration of 10 ms. To measure 
its spectrum, 7.5 ms integration time is used with a 2 ms delay after the optical trigger. 
This optimum integration time limits the effects of non-linearity near full-well capacity 
and improves the SNR. Measuring with significantly lower integration time results in 
unreliable measurements and thus the variation of the spectrum during the flash cannot 
be measured with the spectroradiometer.  
The simulator uses a c-Si monitoring cell to enable a point-by-point broadband 
irradiance correction to the mean over the flash to compensate for any change during the 
flash. The difference in monitoring cell current between the beginning and the end of 
the flash is typically 1%, thus the point-by-point correction is within ±0.5%. Even after 
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correction, it has been previously observed at CREST that for CdTe and tandem 
modules there is a significant difference in current at fixed voltage for the duration of 
the flash. This is an additional increase of around 1% from beginning to the end or extra 
±0.5% from the mean approximately at the middle of the flash. Part of this deviation 
could be due to capacitive artefacts of these modules. For comparison for a c-Si module 
after correction, the deviation over the flash is within ±0.2%. 
 The SM allows for wavelength resolved temporal stability of the flash to be 
investigated in detail. As an example, in Figure 35 the temporal stability of ten 
consecutive flashes at two different wavelengths is presented. The two pulses have 
different shapes. At 400 nm there is an overshoot and at 900 nm there is an undershoot. 
Both pulses are considered to enter a flat phase at approximately 3.5 ms in the plot. 
Note that the pulse time is synchronised based on the steeper falling edge of the pulse 
and a total of 140 samples (i.e. 14 ms) are plotted for context. 
 
Figure 35 Temporal stability as measured with the 400 nm and 900 nm CWL 
photodiodes. 
In Figure 36 the section from 2 to 12 ms, normalised to the value at 3.5 ms, is 
plotted for all 25 filtered photodiodes. The results are the average of ten measurements. 
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Figure 36 Combined Temporal stability for all 25 photodiodes as measured by the 
SM and normalised to the value at 3.5 ms. 
For the duration of the flash, there is an increase from 0.1% to 1.5% at all 
wavelengths. The increase is particularly pronounced for 825 nm and 875 nm where it is 
from 1% to 1.5% and for 900 to 950 nm where it is from 0.5% to 1%. A similar increase 
is present for 450 nm and 550 nm. The change in spectrum is due to the control circuitry 
of the solar simulator. The c-Si monitoring cell typically senses a broadband 1% 
increase over the duration of the flash and measurements are corrected to the mean 
value. This clearly underestimates the increase in the range from 825 nm to 950 nm and 
overestimates some of the other wavelengths. As an outcome, if a device with 
sufficiently different SR from the monitoring cell is measured, an additional uncertainty 
component has to be included. If the SR is known, this can be estimated from the SM 
measurements. If not, this uncertainty component can be estimated specifically for each 
module based on current measurements at a fixed voltage over the flash duration as 
mentioned above. If these measurements are not available, a worst-case estimate for non 
c-Si modules is that each point is within ±0.5% rectangular distribution from the mean 
measured by the monitoring cell. For c-Si modules, this estimate is ±0.2%. 
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5.3.3 Linearity with current settings 
The main aim of the SM is to monitor the lamp spectrum when the 
spectroradiometer is not available and to provide an estimate of lamp aging. The 
irradiance of the solar simulator can be controlled to ±30% via adjusting the lamp power 
supply settings, however this is almost never done since it changes the spectrum 
significantly. It is however convenient for this investigation, since it is reasonable to 
assume that the uniformity over the illuminated area does not change significantly with 
different current settings. 
 
Figure 37 Solar Simulator Spectrum at different irradiance levels. 
The flash spectrum, as measured with the spectroradiometer at different irradiance 
levels without attenuation masks, is presented in Figure 37. To better visualise the 
spectral change the results of both measurements with the SM and spectroradiometer are 
provided in Figure 38 below, normalised to the measurement at 1000W/m2. 
 
Figure 38 Spectral change with power supply settings, normalised to 1000W/m2 as 
measured with both SM (*markers) and spectroradiometer (solid lines). 
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In Figure 39, the agreement between the SM and spectroradiometer is presented. 
The agreement between the two is comparable to repeatability measurements up to 
775 nm. Above 775 nm, the deviation ranges from -1% to +2% and it appears to be 
systematic. This is the region in which the Xenon peaks are dominant and the spectral 
changes are not smooth. 
 
Figure 39 Relative difference between spectroradiometer and SM measurements of 
the spectrum at different irradiance levels achieved via power supply adjustment. 
The relative difference presented in Figure 39 is between normalised current 
measurements and the normalised convoluted spectroradiometer measurements with 
transmission measurements and typical SR. Normalising removes scaling effects such 
as the maximum transmission of the filters or the absolute SR of the photodiode. 
However, any errors in the CWL and FWHM of the filter transmission measurements 
and any significant difference in shape of the SR of the diodes in combination with 
rapidly varying spectrum would introduce systematic effects.  
 
Figure 40 Typical vs measured transmission of the 950 nm CWL filter. 
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The spectrophotometer used for filter transmission measurements has a smaller 
optical resolution above 800 nm, i.e. the bandpass function of the instrument is wider. 
As a result the measured transmission has a flatter cut-on and cut-off slopes as shown in 
Figure 40, where a measured and typical transmission provided by the manufacturer, 
but shifted to the same CWL is plotted. 
Assuming that the effect of the wide bandpass function of the spectrophotometer on 
the CWL is minimal, using the typical transmission shape shifted to the measured CWL 
improved slightly the agreement between the two instruments as shown in Figure 41. 
Furthermore, making small changes to the FWHM and CWL significantly affected the 
agreement between the two, ranging from improving the agreement to within ±1% to 
increasing the deviation to ±3%. 
 
Figure 41 Relative difference between spectroradiometer and SM measurements of 
the spectrum with typical instead of measured transmission at different irradiance 
levels. 
It must be noted that the calculated deviation is based on the spectroradiometer 
measurements and not the underlying (and unknown) actual change in spectral 
irradiance. While, the shift of the spectrum to lower wavelengths with increased current 
is expected as the temperature of the plasma increases, the Xenon peaks CWL are not 
expected to move nor their bandwidths to widen significantly, but only the peak 
amplitude to change. What is observed is slightly different due to the bandpass function 
of the spectroradiometer itself (approximately 1.5 nm). Generally, a wider bandpass 
results in underestimating the peak amplitude and overestimating the FWHM. As the 
current is increased and both the amplitude of the peak and the background irradiance 
increase, the peak amplitude is underestimated and the width overestimated even 
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further. If the highest irradiance in Figure 38 is considered, the troughs corresponding to 
the CWL of the Xenon peaks should in fact be shallower and their width narrower. This 
when convoluted with the filter transmission and SR of the diodes can introduce further 
systematic effects, the magnitude of which depend on the exact CWL of the filter 
transmission. While correcting the spectroradiometer measurements for bandpass 
function effects is possible [134], it is not currently done. 
In summary, over the wavelengths where the spectrum change is smooth the 
agreement between the SM and what the SM should have measured based on the 
spectroradiometer measurements of the spectrum is excellent given the measurement 
uncertainties. In contrast, in the parts of the spectrum where the Xenon peaks are 
dominant, the agreement is less satisfactory. While the uncertainty contributions at these 
wavelengths are generally larger, e.g. due to AOI and temperature effects, some of the 
deviation is suspected to be systematic because of the broadening of the filter 
transmission measurements due to limitations of the spectrophotometer above 800 nm. 
In addition, the spectral measurements themselves also suffer from widening of spectral 
features due to the bandpass function of the spectroradiometer. The SM’s intended use 
is in conjunction with the spectroradiometer. As such, an optimisation algorithm can be 
used to find the most likely effective filter transmission (within a given range) of the 
filters above 800 nm that minimises the deviation between the two. This optimisation is 
one of the many avenues for further investigation. 
It should be noted that the assumption that the non-uniformity at 1000 W/m2 would 
be the same for the other irradiance conditions and it would cancel out might not hold 
true. A similar argument holds for the difference in FOV between the two devices in 
combination with any changes in reflected light. 
5.3.4 Irradiance adjustment with light attenuation masks 
In practice, the solar simulator irradiance is adjusted to lower levels with light 
attenuation masks. They provide an opportunity to compare the measurements with both 
the SM and spectroradiometer where almost all uncertainty components cancel out with 
the exception of the additional non-uniformity due to introduction of the masks, and 
noise. In addition, due to the smooth spectral changes, the effects of uncertainty in the 
transmission measurements are minimised. 
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Figure 42 Spectral change with attenuation masks, normalised to 1000W/m2 as 
measured with both SM (*markers) and spectroradiometer (solid lines).  
In Figure 42 the relative measurement with both the SM and spectroradiometer are 
presented. The relative difference between the normalised SM measurements and the 
normalised convoluted spectroradiometer measurements is shown in Figure 43.  
 
Figure 43 Relative difference between spectroradiometer and SM measurements of 
the spectrum at different irradiance levels with attenuation masks. 
Once again, the agreement at shorter wavelengths was significantly better than that 
in the NIR. The relative deviation was as large as 4% for the attenuation mask with 20% 
transmission. On this occasion, using typical or measured transmission and even 
adjusting the CWL did not change the agreement between the two significantly. 
Measurements at STC at the beginning and the end of the experiment were in agreement 
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with each other and within ±0.5% for all wavelengths, which also includes flash-to-flash 
variation. As mentioned earlier, the one component that was not expected to cancel out 
is the additional non-uniformity due to the mask. These masks have been previously 
reported to increase the irradiance non-uniformity of the solar simulator from class A to 
class B [135]. Further investigation confirmed that effects of the masks on the 
non-uniformity were spectrally dependent and significant above 800 nm. The details of 
this investigation are provide in the following section. 
5.3.5 Spectral uniformity 
The spectral uniformity of the solar simulator is investigated in this section. As 
described in section 5.3.1, the flash spectrum changes with consecutive flashes. As a 
result, simply measuring the spectrum at different locations is not sufficient to estimate 
the spectrally resolved uniformity. Measuring a number of times at any given location is 
possible, but while it minimises the effects of flash-to-flash variation, it is unfeasible for 
many points over the 3 m by 3 m measurement plane with different filters. For this 
reason, correcting against the SM measurements is investigated. To assess the feasibility 
of this method, first the thirty consecutive measurements used to estimate the 
repeatability of the flash were corrected based on a spline fit of the SM measurements. 
The results are shown in Figure 44. These are the same measurements as in Figure 32. 
 
Figure 44 Thirty consecutive spectroradiometer measurements after SM 
correction. 
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happen in a narrower wavelength range. Other fitting methods were also investigated, 
but did not result in better-corrected results. While the pattern between 400 nm and 
500 nm is persistent and thus can be corrected for, such a correction is not applied 
currently. 
Even with the SM correction, it is impractical to map the full irradiance plane with 
all filters without automating the process. This is currently under development. In this 
section, the results of measurements at a fixed height, but at a varying distance from the 
SM are reported. To help understand the deviation described in Section 5.3.4, two of the 
attenuation masks were measured. Each measurement is the average of three flashes. In 
Figure 45, the change in spectrum is presented as the integrating sphere is moved away 
to the left from the SM, which is in the middle of the plane. Note that these 
measurements also include non-perfect cosine response of the integrating sphere, noise 
and temperature effects. While any changes at 400 nm to 500 nm are partly due to the 
limitation of the correction, there is a clear difference in the NIR region. 
 
Figure 45 Uniformity without attenuation masks after SM correction for flash 
variance. 
The same measurements were performed with the 70% and 40% attenuation masks 
(0.7AM and 0.4AM). There is an associated uncertainty with the correction and because 
it can introduce systematic effects, the results with and without correction should 
always be examined. The results for 0.7AM before and after correction are presented in 
Figure 46 and Figure 47, respectively, to highlight the benefit of using the SM 
simultaneously. 
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Figure 46 Uniformity with 70% attenuation mask without correction. 
 
Figure 47 Uniformity with 70% attenuation mask after SM correction for flash 
variance. 
The SM correction was consistent with what was observed during the repeat 
measurements with both instruments at a fixed location as reported in section 5.3.1. 
Without the correction, the change at different locations would have been 
overestimated. The same measurement was performed for the 0.4AM mask and is 
shown in Figure 48. A much larger deviation of up to 4% in the NIR was observed. In 
other words, the measured transmission of the 0.4AM with the spectroradiometer at 
different locations varied as much as 4% in the NIR. For comparison, the largest 
deviation between the SM and the spectroradiometer for the 0.4AM at 950 nm was 2%, 
however the two instruments were physically close to each other. 
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Figure 48 Uniformity with 40% attenuation mask after SM correction for flash 
variance. 
The other attenuation masks have not been measured to confirm their non-
uniformity. However, the density of the printed pattern on the attenuation masks is 
higher and it is expected that the spectral uniformity is worse. Previously the total 
irradiance non-uniformity has been reported to increase with the attenuation level of the 
masks [135]. These measurements were performed with wafer-sized devices. The 
uniformity could be even worse if measured with higher resolution, i.e. when measured 
with photodiodes.  
5.3.6 Measurements of different filters 
At CREST, a number of polychromatic filters are available and are used to modify 
the spectrum in order to estimate the SR of modules. The results of measuring with both 
the SM and the spectroradiometer are shown in Figure 49. All measurements are 
normalised to those at STC. Since at some wavelengths the transmission is close to 
zero, in Figure 50 the absolute deviation in transmission instead of the relative between 
the two instruments is depicted. The agreement between the two is mostly within ±1% 
absolute transmission. The largest differences are at locations where the filter 
transmissions have large derivatives, i.e. a small error in the wavelength results in a 
large error in the transmission measurement. As previously discussed, the CWLs have 
large associated uncertainty due to AOI effects. Noting that the additional non-
uniformity of the filters is not yet measured, the observed agreement is promising. It 
must be noted that the filters used for SR measurements are different type than the 
attenuation masks and do not have patterns. As such, they are expected to have a 
significantly better uniformity. 
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Figure 49 Spectral change with filters, normalised to 1000W/m2 as measured with 
both SM (*markers) and spectroradiometer (solid lines). 
 
Figure 50 Absolute difference between spectroradiometer and SM measurements 
of the spectrum modified with different filters. 
5.3.7 Stray light and linearity correction check 
Since the SM and spectroradiometer are independent with their own advantages and 
disadvantages, the SM can be used to check if the linearity and stray light correction of 
the spectroradiometer are appropriate. In Figure 51 the same deviation as in Figure 50 is 
shown, but without applying stray light correction to the results.  
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Figure 51 Absolute difference between spectroradiometer and SM measurements 
of the spectrum modified with different filters when stray light correction is not 
applied. 
The measurements below 600 nm that are supposed to be practically zero under 
some filters are overestimated with the spectroradiometer. This is particularly evident at 
400 nm. The marked improvement after stray light correction validates it. The residual 
deviation is within the uncertainty of the spectroradiometer after correction and the 
uncertainty of the SM due to out-of-band light leakage. Stray light effects are even more 
prominent at lower wavelengths. An interesting future investigation would be to 
interchange one of the SM filters with one with CWL below 400 nm to validate further 
the correction. 
The SM was used to verify the non-linearity correction of the spectroradiometer. 
CCD detectors are non-linear with respect to irradiance both due to the detector itself 
and due to the electronic components in the signal-processing path ending with the 
analog-to-digital converter. There is a potential well associated to each pixel in a CCD 
detector that can hold a certain amount of charge [136]. As the limit of each well is 
approached the probability of trapping an electron within the well decreases, i.e. as the 
CCD approaches saturation the detector becomes non-linear. At this point electrons 
begins to overflow from pixels exceeding the full-well capacity to neighboring pixels. 
This effect is called blooming. If the neighboring pixels are also approaching saturation, 
there is nowhere for the charge to go and thus saturation is observed earlier. As a result, 
saturation is observed at slightly different irradiance levels when tested with a 
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broadband source compared to when measured with a laser at given pixel. At low 
number of counts the non-linearity is attributed to the output stage of the detector. There 
is a capacitive variation in the amplifier used for detecting the signal charge of the CCD 
that changes its effective gain [136]. The spectroradiometer at CREST uses a 
Hamamatsu S11155 CCD detector with a non-linearity specification of ±3% typical and 
±10% max. Typically, non-linearity is reproducible and thus can be corrected for.   
In Figure 52 the results of measurements performed at PTB with a tunable laser at 
two different wavelengths is shown. The irradiance level was modified with a neutral 
density filter wheel of up to 3 orders of magnitude and monitored with a photodiode. 
The measurements were performed at different integration times. All results are shown 
in Figure 52. Each measurement set was normalised to the value near 20000 counts. The 
maximum number of counts is 65535, due to the 16-bit resolution of the 
spectroradiometer.  
 
Figure 52 Observer non-linearity of the spectroradiometer with irradiance at 
different integration times. 
An alternative measurement was performed also at PTB, where a FEL lamp with a 
stable power supply was measured with different integration times at fixed irradiance. 
The same measurement was performed at different distances and thus different 
irradiance levels. The measurements for each pixel were normalised to 20000 counts 
and the results are shown in Figure 53 for all wavelengths. It must be noted that the total 
irradiance of the FEL is significantly lower than that of the flash solar simulator even at 
30 cm distance and spectrally very different. 
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Figure 53 Observer non-linearity of the spectroradiometer with integration time at 
different distances from a FEL lamp with a stable power supply. 
As can be seen from the figures, both measurements produced similar results. It is 
apparent that the non-linearity becomes significant below 8000 counts and above 50000 
counts. To limit the non-linearity at high number of counts, the spectroradiometer 
operating procedure was changed to limit the integration time so that the maximum 
measured counts are below 50000 out of 65535. Originally, a correction was applied 
that minimizes the residuals of all measurements reported in Figure 53. When compared 
to the SM measurements at different irradiance conditions this resulted in a systematic 
deviation between the two as depicted in Figure 54. Assuming the SM has a better 
linearity than the spectroradiometer, the correction was consistently overestimating the 
non-linearity below 5000 counts. 
 
Figure 54 Relative difference between spectroradiometer and SM measurements of 
the spectrum at different irradiance levels with attenuation masks after linearity 
correction. 
400 500 600 700 800 900 1000
0
1
2
3
4
5
6
Wavelength, nm
R
el
at
iv
e 
di
ffe
re
nc
e,
 %
Relative Difference (Spectroradiometer - SM)/SM
 
 
100W 200W 400W 700W 1000W 1000Wend
Chapter 5: Spectral irradiance monitoring 
Blagovest Mihaylov –October 2016   129 
Measurements of a FEL lamp at different integration times benefited slightly from 
the linearity correction, but only from 450 nm to 1050 nm. The agreement of 
measurements performed at different integration times outside this band, which 
corresponds to less than 7000 counts was not improved by the correction. In fact, none 
of the tested corrections improved the results at low number of counts. The uncertainty 
of the correction is of the same order of magnitude or larger as the correction itself. As a 
result, it was decided not to apply linearity correction to the solar simulator flash 
spectral measurements. It is envisioned that after validation of the linearity of the SM, a 
correction can be applied that is valid for the particular application of the 
spectroradiometer.  
5.4 Conclusion 
A spectral monitor was built to complement the spectroradiometer and enhance the 
capabilities in measuring the spectral irradiance of a solar simulator with short pulse 
duration. The aim was to enable more comprehensive uncertainty analyses of 
measurements at CREST via better characterisation of one of the key uncertainty 
contributors.  
The device consists of a matrix of photodiodes with interference filters on top with 
varying CWL that cover the majority of the spectrum. After careful consideration of the 
limitations of the device, it is utilised in a way that takes advantage of the areas in 
which the SM is superior. These include a 16-bit resolution, faster data acquisition, 
improved SNR, inherited linearity and small drift and better out-of-band blocking than 
the stray light of the spectroradiometer. 
After calibrating the device in situ to avoid AOI effects, small changes in the flash 
spectrum can be monitored with every flash. This capability was confirmed, via 
measuring the flash spectrum of consecutive flashes with both the SM and the 
spectroradiometer. The two independent instruments showed excellent agreement given 
the uncertainties due to noise and non-linearity of the spectroradiometer and the 
temperature effects on both devices. Measuring with both allowed for the variability of 
the flash to be investigated and the observed variation assigned to the flash and not 
noise with larger confidence.  
It was established that using consecutive measurements results in warming up of the 
lamps and a significant change in the spectrum from -1.25% in the NIR to +3.25% in 
the UV. This deviation can introduce a significant uncertainty. By changing the 
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operating procedure, however, to perform 15 warm-up flashes this uncertainty 
component can be reduced to be negligible for c-Si modules and conservatively 
estimated at 0.4% with rectangular distribution for other technologies. These estimates 
are based on the SM measurements. This small operational change can minimise 
spectral effects on ER, TC, SR and linearity measurements of modules that all employ 
consecutive flashes in quick succession. Previously there was no estimate of the effect 
of spectral change at short time scale. It must be noted, that if MMF correction is 
applied, spectral measurements after warm-up of the lamps should be used.  
Furthermore, it was shown that the irradiance correction based on the monitoring 
cell should be taken with care when devices have a significantly different SR. In those 
cases, the SM can be used for correction instead. This applies both for point-by-point 
correction for the duration of the flash and for average irradiance correction of multiple 
measurements. The uncertainty of the monitoring cell correction can be conservatively 
estimated as 0.2% for c-Si modules and 0.5% for other technologies. Both are estimated 
conservatively as worst-case rectangular distribution based on the SM measurements.  
Due to the flash-to-flash variation, measuring the spectral uniformity over the 
illuminated plane was previously practically impossible. Using the SM enables a single 
flash measurement to be used at each location and thus for a full spectral uniformity 
picture to be built. While this method can benefit from automation, the preliminary 
measurement results are promising. The correction worked on both repeatability 
measurements and spectral non-uniformity measurements at a fixed height. While the 
correction can introduce systematic effects due to the spectral resolution of the SM, it is 
considered sufficient to enable the estimation of spectral non-uniformity uncertainty 
component. Since the effects are repeatable and systematic, they can also be corrected. 
Previously there was no information available at CREST about the spectral 
uniformity of the attenuation masks used for ER measurements. A conservative 
spectrally independent non-uniformity estimate of the attenuation masks was based on 
the observed deviation in low irradiance condition round-robins that CREST 
participated in. In this work, the measurements performed at the limited number of 
locations showed that spectral non-uniformity is in fact a key uncertainty contributor for 
the attenuation masks. Based on the results presented in this chapter, it is now clear that 
the uncertainty has to be increased significantly for devices with vastly different SR in 
the NIR compared to standard c-Si modules. For this to be estimated precisely, 
however, a full spectral non-uniformity map is required. The overall uncertainty 
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contribution as estimated for ER measurements is not considered to be underestimated 
for standard c-Si modules. 
The SM was designed to be used in conjunction with the spectroradiometer to 
enhance the temporal resolution and free the spectroradiometer for other experiments. A 
further use was recognised as a way of checking the validity of the stray light and 
linearity correction of the spectroradiometer. Applying the linearity correction resulted 
in a systematic deviation between the two, i.e. the correction was overestimated at low 
counts. The uncertainty of the correction is larger than the correction itself at low 
number of counts. Furthermore, the correction was estimated at conditions that 
significantly differ from those during solar simulator measurements. As a result, 
currently a linearity correction is not applied. After the non-linearity of the SM is 
validated, it can be used to estimate the correction for the condition in which the 
spectroradiometer is used.  
In contrast, the stray light correction significantly improved the agreement between 
the two measurement instruments and the residual deviation was within the 
measurement uncertainties. Stray light is even more pronounced at wavelengths below 
400 nm, which is outside the current measurement range of the SM. The SM filters, 
however can be easily interchanged and thus the next step is to acquire the appropriate 
bandpass filters to validate the correction between 300 nm and 400 nm and possibly 
reduce the residual uncertainty. 
One of the main long-term goals was to measure the effects of lamp aging and 
possibly reduce re-calibration interval of the solar simulator. At this point in time, there 
is not sufficient data with both the SM and spectroradiometer to estimate and validate 
any lamp aging effects, however based on the above results there is no reason to believe 
that lamp aging cannot be monitored. The SM is now integrated within the 
measurement system and when sufficient data becomes available, the results will be 
published.  
As a result, of this work a number of additional uncertainty contributors to spectral 
measurements that go beyond the uncertainty of the spectroradiometer measurements 
were recognised and estimated. These sources were shown to be significant, especially 
for non c-Si modules and preliminary conservative uncertainty estimates are now 
available based on the SM measurements. These uncertainties can be minimised either 
via using the SM for correction instead of the monitoring cell or via a simple change in 
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the operating procedures. It was shown that the SM can be used for spectral 
non-uniformity measurements, however further investigation is required to estimate the 
uncertainty contribution of all filters for different types of modules.   
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6  CONCLUSIONS  
The aim of the thesis was to investigate possible avenues for improving the 
uncertainty estimates in PV related measurements and employ the latest practices used 
by metrologists in estimating the uncertainties at CREST. Over the years, a significant 
amount of research has gone into enhancing the uncertainty estimates of PV 
measurements in order to reduce them. These incremental improvements have come 
from more sophisticated modelling of the measurement process and more advanced 
characterisation used to inform the estimates of the input quantities. Both of these 
avenues are pursued in this thesis. 
Complex measurands such as MMF, TC, ER, MPR, etc. are calculated from a 
number of measurements done on the same measurement setup and as such are mostly 
correlated. For sake of simplicity, correlations between measurements have been 
avoided where possible. This has been done via redefining the measurand in way that 
minimises correlations, e.g. normalising it so that parts of the correlations cancel out. 
Alternatively, worst-case scenarios are used instead of estimating the correlations. 
Finally, MC simulations with a random level of correlation using random walks or 
detailed end-to-end MC simulations of the whole measurement process are done that 
inherently account for correlations. The first two approaches can be straight forward, 
but limit the accuracy of the uncertainty estimate and in general result in a more 
conservative estimate. In contrast, the end-to-end Monte Carlo simulations are the most 
comprehensive, but require the most detailed modelling of the measurement process and 
can be too complex to be practical for many institutes. 
The methodologies for propagating the uncertainty into complex measurands with 
non-negligible correlations already exist in other domains, albeit somewhat limited to 
experts in National Metrology Institutes. Estimating and accounting for correlations has 
the advantages of generalisation, i.e. the measurand does not have to be relative; 
transparency of the uncertainty analysis, i.e. it can be followed and replicated by others; 
and universality, i.e. it can be applied to both analytical analyses and Monte Carlo 
simulations. 
In this work, the correlations between measurements and their propagation into 
complex measurands in the PV domain were researched. The two measurands that were 
identified that would significantly benefit from this analysis were the ER (also the 
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related MPR) and the TCs of modules. The original contribution to the field is the 
demonstration of how these more general and detailed uncertainty estimates with their 
associated advantages are applicable to PV measurements. Sufficient details of the 
measurement process modelling and example uncertainties are provided to enable 
equivalent analyses to be performed at other institutes. 
In addition, uncertainty analyses are also improved via better characterisation of the 
input quantities. Spectral irradiance measurements are well known to be challenging for 
flash solar simulators with short pulse duration. A complementary measurement device 
referred to as a spectral monitor was built to help understand better the spectral 
characteristics of the flash and enable more sophisticated uncertainty analyses. While 
the device’s principle of operation is not unique, using it in combination with a 
spectroradiometer allows a number of important characteristics to be measured reliably. 
The novelty is in better understanding the spectral characteristics of a 10-ms flash via 
using two independent measurement instruments in combination to overcome some of 
the limitations they have when used standalone. 
6.1 Uncertainty of TC measurements 
CREST participated in two round-robins where TC measurement deviation was 
large and inconsistent with the stated uncertainties. An uncertainty workshop between 
the involved partners confirmed that there was no widely accepted way of estimating 
the uncertainty of these measurements. Large deviations have been previously observed 
by others and the challenges in TC measurements, representing the sources of 
uncertainty, published multiple times. There, however, has not been a publication that 
demonstrates how to propagate these sources into an overall uncertainty, taking into 
account the obvious correlation between measurements. Instead, the partners either used 
overly conservative worst-case approximation or neglected the uncertainty in 
temperature resulting in an uncertainty underestimation. This was identified as a key 
knowledge gap and one of the research questions in this thesis. 
Linear regression of measurements is common in many scientific disciplines and the 
uncertainty propagation methodology that accounts for uncertainties in both variables 
and the correlation between them have already been derived by metrologists. In 
Chapter 3, this methodology was applied to TC measurements of modules and the 
uncertainty estimates were developed for measurements performed at CREST. In order 
to validate the approach and the input uncertainty estimates, a round-robin of two c-Si 
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modules over a total of five systems was conducted between CREST and JRC-ESTI. 
The approach was also applied to all the systems at JRC-ESTI based on their original 
conservative estimates. The implications of this work are highlighted in the following 
paragraphs. 
The round-robin results validated the uncertainty methodology. It was demonstrated 
that TC uncertainties as low as 3% are achievable and measurement deviation as low as 
±3.2% and within the stated uncertainties is possible. This deviation is a marked 
improvement of up to a factor of 5 compared to previously reported round-robins. 
The uncertainty estimates are module specific and a function of the uncertainties in 
temperature, power (voltage or current) but also the number of measurement points and 
their spread as well as the correlation between them. Changes in the measurement 
procedure can therefore have significant effect on the final uncertainty. Therefore, setup 
specific recommendations can be derived from the detail uncertainty analysis.  
The application of the approach resulted in a reduction of the uncertainties at 
JRC-ESTI by half. The revised uncertainty in combination with the round-robin results, 
helped identify that one of the systems was systematically biasing the TC 
measurements. Further investigation showed that this was due to the class B spectrum 
of the systems. This clearly demonstrated the benefits of the more detailed uncertainty 
analysis. 
In addition, methods for estimating the temperature uncertainty components via 
infrared cameras and PT100 sensors were described. In cases where this uncertainty 
component becomes dominant, as it used to be the case at CREST, it was demonstrated 
that additional effective temperature measurements could be used to reduce this 
uncertainty component. The disadvantage is that this resulted in doubling the 
measurement time. 
They were of course some limitations to this work. It was not possible to estimate 
the input uncertainties of all systems with the same level of detail. It must be noted, 
however, that none of the estimates were underestimated. Another limitation of the 
work was that it only considers c-Si module measurements. Expanding this work to TF 
devices would need to include new estimates of the temperature uniformity and 
temperature back-to-front uncertainty due to the different device structure. In addition, 
the estimates for MMF uncertainty would have to be modified. Finally, effects of 
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metastability and the onset of preconditions have to be considered. All of these would 
significantly change the inputs, but not the overall methodology. 
This work contributed to previous research by clearly showing the benefits of 
estimating correlations and highlighting that worst-case scenario estimates can hide 
systematic effects, and that neglecting uncertainties in temperature is an assumption that 
cannot be made. 
6.2 Uncertainty in ER and MPR measurements 
MPR and ER have been a topic of intense research for a number of years aiming to 
simplifying the module selection process. Both of these measurands are derived from a 
combination of related measurements and as such their uncertainty propagation can be 
quite complex and would benefit from the estimation of correlations and their 
propagation. While previously EY uncertainty estimates (that are similar to ER) and an 
estimate of the expected variability of MPR measurements have been reported, the 
uncertainties of these measurands have not been addressed with correlations. This 
knowledge gap has been addressed in Chapter 4, where the theme of correlations 
between measurements has been further described for measurements at different 
irradiance conditions as well as temperature. 
Similarly to TC uncertainty, the variance-covariance matrix of measurements at 
different conditions was developed however the uncertainty propagation was done via 
MC simulations and sampling a multivariate normal distribution, for which the 
estimated correlations apply. This was done since the ER model is not yet formally 
standardised and MC simulations can be more easily modified, if the model is changed. 
In addition, the level of complexity makes MC simulations more suitable. For TC 
measurements, the underlying model is a straight line and the measurand is the slope of 
this line. For ER the underlying model (currently) is a bilinear interpolation and is 
therefore a surface. The measurand (ER) is a sum of samples of this surface. 
There are numerous implications of this work. It was highlighted that the choice of 
the ER and MPR model represents additional knowledge that affects the overall 
uncertainty estimates. As a result the MPR uncertainty can in fact be better than the 
measurement uncertainty at STC, which would be beneficial to module selection. 
Furthermore, it was demonstrated that the current suggestion of using bilinear 
interpolation can be used, but the associated limitations should be investigated further. 
While the underlying model for temperature and irradiance at high levels is expected to 
Chapter 6: Conclusions 
Blagovest Mihaylov –October 2016   137 
be linear, the low irradiance level performance is not necessarily modelled best with 
linear interpolation. This can bias the ER calculation and also result in an 
underestimated uncertainty. Since the methodology affects the uncertainty estimates, 
ideally, the two should be developed together. 
It is highlighted that the effects of extrapolation on uncertainty should also be 
considered. The proposed climatic datasets have a significant number of conditions, 
albeit possibly not contributing as significantly to the total energy rating, that are below 
100 W/m2 and below 15 °C. While the extrapolation to zero irradiance is 
straightforward and does not bias the uncertainty estimates significantly, the uncertainty 
at low temperatures increases exponentially. A suggested way around this limitation is 
to use the approach in Chapter 3 to calculate the expected performance at the lowest 
temperature of all climatic conditions and the associated uncertainties and pad the 
performance matrix with these results. This however is not yet done to quantify the size 
of this effect. 
Finally, it was clearly demonstrated that the estimates for the correlation between 
measurements change the overall uncertainty of MPR and ER in different directions, 
and therefore cannot be conservatively estimated to be negligible or fully correlated. 
Therefore estimating the correlations would be required for a comprehensive 
uncertainty analysis of a given laboratory. 
The limitations of the work are that the analysis was done for c-Si modules and the 
input uncertainties can be significantly different for TF modules. Furthermore, the 
method has not yet been validated via module intercomparison and some of the input 
uncertainties are from literature since these measurements are not yet established at 
CREST. 
Chapter 4 contributes to previous research by showing that estimating correlations is 
required and it confirms that the proposed climatic datasets can be used, however 
further research may be required to confirm the appropriateness of the underlying 
model. It highlights that the model not only affects the ER and MPR calculations, but 
also how the uncertainty is propagated. 
6.3 Estimating uncertainty components with a Spectral Monitor  
Uncertainty estimations can be further improved by better characterising the 
separate uncertainty sources. It was discussed in Chapter 2 that one of the key source of 
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uncertainties comes from spectral irradiance measurements. The majority of the 
associated measurement challenges come from the 10 ms pulse duration of the flash 
simulator. Using an array spectroradiometer, the average spectral irradiance over the flat 
section of the pulse can be measured and the associated uncertainty calculated. The 
uncertainty estimation of spectral measurements can be quite involved and it has been 
published previously in detail. It is however important to note that the uncertainty due to 
spectral effects has other uncertainty contributors as outlined below. 
The spectrum is not constant for the duration of the pulse. This is partially corrected 
for via the monitoring cell measurements. There is an associated uncertainty with this 
correction. In addition, since not every flash spectrum is measured, there is an additional 
uncertainty component due to how the spectrum changes between consecutive flashes, 
between flashes performed on the same day and between flashes perfumed months 
apart. Finally, the plane of irradiance is not uniform and there are significant differences 
in both the total irradiance and the spectral composition of the light. Therefore, there is 
an additional uncertainty component due to the difference in the average spectrum over 
the DUT, the spectrum over the RC and the measured spectrum at the location of the 
entrance optics of the spectroradiometer. 
Measuring the effects of these uncertainty components via spectroradiometer 
measurements alone was either unreliable or impractical to the points that they had not 
been performed previously at CREST. These challenges are not unique to CREST and 
therefore are investigated in this work. 
In order to estimate the magnitude of the effects listed above a complementary 
device based on a matrix of 25 filtered photodiodes and referred to as a spectral monitor 
was designed and built by the author. While the monitor has a limited wavelength 
resolution, it has a superior SNR to the spectroradiometer and it can measure at least 
100 samples over the duration of the useful part of the flash. The major disadvantage of 
the SM is that the effective filter transmission is affected by the AOI of the light and as 
such, the filter transmission measurements performed with a collimated light source can 
be significantly different from the effective transmission of the filters. To avoid this 
limitation, the device is calibrated in situ against the spectroradiometer. An outline of 
the key findings and their implication are discussed below. 
The SM allowed for the temporal spectral stability of the flash to be measured. It 
was confirmed that the change is non-negligible at certain wavelengths, i.e. up to 1.5%, 
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and thus the monitoring cell irradiance correction uncertainty was estimated based on 
the SM measurements. For non c-Si devices this can be as large as 0.5% with a 
rectangular distribution.  
The combined measurements of both instruments were used to quantify the flash-to-
flash spectral variation. Similarly, to the above it was confirmed that these effects are 
significant and varying from -1.25% to +3.25% at different wavelengths for consecutive 
measurements. While the SM can be used for correction, it is better to minimise 
systematic effects where possible. It was shown that after 15 flashes, the spectrum 
stabilises and it is therefore recommended to use 15 blank flashes at the beginning of a 
measurement set that requires consecutive measurements. The residual uncertainty was 
estimated based on the SM measurements was 0.4% with rectangular distribution for 
non c-Si devices. Without the warm-up this uncertainty can be up to a couple of percent. 
Since the SM can be used to monitor the flash variation, it was also demonstrated 
that the SM measurements could be used to correct for this effect when the spectral 
uniformity of the solar simulator is measured. Even though full maps of the uniformity 
of the attenuation masks were not measured, it was shown that the spectrum above 
800 nm could differ as much as 4% at different locations. This number is expected to be 
larger for the masks with stronger attenuation. While the estimates of the additional 
uncertainty contributions due to the non-uniformity of these masks are still considered 
valid for measurement of standard c-Si modules, further investigation is required for 
other types of devices.  
An alternative use of the SM was recognised. The SM could be used for for 
validating the stray light and linearity correction of the spectroradiometer. For 
wavelengths between 400 nm to 500 nm the stray light correction was validated. The 
original linearity correction however was systematically biasing the results. While the 
linearity of the photodiodes is expected to be excellent, it also requires validation. Based 
on the current results, linearity correction is not applied to measurements with short 
integration time and high irradiance levels. 
The limitations of this work are twofold. There are certain limitations to the device 
itself. In particular, at this stage, it cannot measure below 385 nm and above 1015 nm. 
In addition, a number of further measurements could be performed to confirm the 
suspected undelaying reasons for any deviation in measurements between the SM and 
the spectroradiometer. 
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6.4 Avenues for future research 
Some of the limitations provided in the previous sections are also opportunities for 
future research. Both the TC and ER uncertainties could also be estimated for TF 
modules and the ER uncertainty methodology could be validated with round-robin 
results. Since the importance of the ER model was highlighted a number of times, it 
would be interesting to compare the uncertainty estimates with different models, both 
deterministic and stochastic. In addition, the ER uncertainty was heavily focused on the 
performance matrix uncertainty and could be further enhanced to include detailed 
angular measurement and Faiman coefficients uncertainties. 
Following the theme of estimating correlations and propagating them into complex 
measurands, the same approach could be applied to SR and spectral irradiance 
measurements. This way the uncertainty of the MMF could be calculated more precisely 
since the actual correlations would be used and not random ones, as is the case with 
random walks. 
Spectral uniformity measurements are challenging for a large area flash solar 
simulator. The method presented in this thesis enables these measurements, but still 
requires automation. Measuring and creating full spectral homogeneity maps of all 
filters would certainly be very interesting. This would not only enable better uncertainty 
estimated, but also would help optimise the measuring procedures. 
Finally, the SR measurements at CREST rely on spectral irradiance measurements. 
The ratio of these measurements is essentially the filter transmission plus the 
flash-to-flash variation. Since the flash-to-flash variation can be measured with the SM, 
it would be interesting to investigate if the SM measurements alone would be sufficient 
to estimate the SR of modules. 
6.5 Original contribution and significance of research 
The novelty in TC uncertainty estimation was in the detail of estimating the 
uncertainties in both 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀  and temperature and estimating and propagating the 
correlations between measurements. Adopting the proposed approach reduced 
uncertainty estimates by half compared to previous worst-case estimates. The reported 
TC round-robin results were the first to be within stated uncertainties and have the 
lowest reported deviation. The reduction in the deviation was by a factor of 5. This 
reduction helped identify a systematic effect due to a class B spectrum of the light 
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source. Prior to this work, TC measurements were considered somewhat unreliable with 
typical expanded uncertainties around 10%. As a result, of this work it is now 
demonstrated and also validated that relative TC uncertainties can be as low as 3%. This 
reduction in uncertainties propagates into energy yield uncertainties. As such, this work 
can contribute towards minimising the risk associated with PV installations. 
ER and MPR are relatively new measurands and their detailed uncertainty 
estimation methodology did not exist. A comprehensive uncertainty estimation and 
propagation approach accounting for correlations was developed in this thesis and 
exemplified with the uncertainties at CREST. Correlations were shown to be significant 
and that they cannot be neglected. It was shown that MPR uncertainty can be smaller 
than the STC measurement uncertainty, but is sensitive to the covariance estimates. The 
adoption of MPR and ER is an important step towards the further utilisation of solar PV 
worldwide. It is therefore imperative that the uncertainty analyses are standardised. This 
work is a step towards this effort. It is envisioned that this work will enable 
measurement deviation of inter-laboratory comparison that are within their stated 
uncertainties. This would result in increased confidence in the utilisation of these 
measurands. The work also raises important questions regarding the ER calculation 
methodology adding the uncertainty estimation dimension to the conversation. 
The SM was built to help estimate in more detail one of the key sources of 
uncertainty. The device itself was not novel, however using it conjunction with the 
spectroradiometer and calibrating in situ, enabled spectral temporal measurements, 
flash-to-flash variation, lamp ageing monitoring and spectral uniformity measurements 
to be performed. This is an original way of estimating all of the effects listed above. 
Using the device to validate the spectroradiometer corrections is also a novel application 
of filter photodiodes. This work highlighted that the temporal spectral stability of the 
flash and its flash-to-flash variability could introduce an extra uncertainty component 
for devices with significantly different SR from the monitoring cell. The SM can be 
used instead of the monitoring cell to correct for this effects or a conservative estimate 
can be made based on SM measurements. It was also identified that the spectral 
non-uniformity of attenuation masks was larger than expected. This sheds new light on 
why low irradiance condition measurements have larger deviations than expected in 
round-robins. Understanding the spectral behaviour of the solar simulator allows for the 
operating procedures to be optimised and some of the uncertainties minimised.  
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The research reported in this thesis builds on previous uncertainty analyses and fills 
in the identified knowledge gaps to enable more comprehensive analyses in the PV 
community. It supports the ongoing effort of the community to minimise uncertainties 
and the observed measurement deviation in intercomparisons. This would ultimately 
lead to increased confidence in PV measurements and enable the further utilisation of 
Solar PV.  
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