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We define context-free grammars with Müller acceptance condition that generate
languages of countable words. We establish several elementary properties of the class
of Müller context-free languages including closure properties and others. We show that
every Müller context-free grammar can be transformed into a normal form grammar
in polynomial space, and then we show that many decision problems can be decided
in polynomial time for Müller context-free grammars in normal form. These decision
problems include deciding whether the language generated by a normal form grammar
contains only well-ordered, scattered, or dense words. In a further result, we establish
a limitedness property of Müller context-free grammars: if the language generated by a
grammar contains only scattered words, then either there is an integer n such that each
word of the language has Hausdorff rank at most n, or the language contains scattered
words of arbitrarily large Hausdorff rank. We also show that it is decidable which of the
two cases applies.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In a general setting, a word over an alphabetΣ is an isomorphism class of a linear order labeled inΣ . In this paper, we
consider languages of countable words including scattered and dense words, i.e., words whose underlying linear order is
scattered or dense; cf. [16].
Whereas finite automata over ω-words and more generally countable and even uncountable words have been studied
since the 1960s, cf. e.g., [6,7,1,17,18,2,5], context-free grammars generating countable words have received little attention.
Context-free grammars have been used to generate languages ofω-words in [8,4,15]. Context-free grammars generating
languages of countable words equipped with Büchi acceptance condition were considered in [10]. At the end of [10], we
have also defined context-free grammars with Müller acceptance condition and showed that they generate a strictly larger
class of languages. In this paper, our aim is to study Müller context-free languages in a systematic way.
We establish several elementary properties of the class ofMüller context-free languages including closure properties and
others. We show that every Müller context-free grammar can be transformed into a normal form grammar in polynomial
space, and thenwe show thatmany decision problems can be solved in polynomial time forMüller context-free grammars in
normal form. These decisionproblems include decidingwhether the language generated by anormal formgrammar contains
only well-ordered, scattered, or dense words. In a further result, we establish a limitedness property of Müller context-free
grammars: if the language generated by a grammar contains only scattered words, then either there is an integer n such
that each word of the language has Hausdorff rank at most n, or the language contains scattered words of arbitrarily large
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Hausdorff rank. We also prove that it is decidable which of the two cases applies and show that if the rank of the words
in the language is bounded by some integer, then the least such bound is computable. Again, we give a polynomial time
algorithm for grammars in normal form.
Countable words were first investigated in [9], where they were called ‘‘arrangements’’. Any countable word can be
represented as the frontier of an infinite tree. Accordingly, any Müller context-free language can be seen as the frontier
language of a tree language recognized by a Müller tree automaton; cf. [11]. Many of our decidability results can thus be
deduced from certain closure properties and decidability results on Müller automata, but these arguments provide less
information and higher complexity. See also Section 6.
2. Notation
In this section we recall some concepts for linear orders and words. A good reference on linear orders is [16].
A partial order, or partial ordering is a set P equipped with a reflexive, transitive and antisymmetric binary relation,
usually denoted ≤. We write x < y if x ≤ y and x ≠ y. A linear order is a partial order (P,≤) whose order relation is total,
so that x ≤ y or y ≤ x for all x, y ∈ P . A countable (finite or infinite, respectively) linear order is a linear order which
is a countable (finite or infinite, respectively) set. When (P,≤) and (Q ,≤) are linear orders, an isomorphism (embedding,
respectively) (P,≤) → (Q ,≤) is a bijection (injection, respectively) h: P → Q such that x ≤ y implies h(x) ≤ h(y) for all
x, y ∈ P . Two linear orders are isomorphic if there exists an isomorphism between them. In this case we also say that they
have the same order type.
Below when there is no danger of confusion, we will denote a linear order just by P,Q , . . . . Suppose that P is a linear
order. Then any subset X of P determines a sub-order of P whose order relation is the restriction of the order relation of P to
X . Note that the inclusion function X ↩→ P is an embedding of X into P . When in addition X is such that for all x, y ∈ X and
z ∈ P , x < z < y implies that z ∈ X , then we call X an interval.
A linear order (P,≤) is a well-order if each nonempty subset of P has a least element, and dense if it has at least two
elements and for any x < y in P there is some z with x < z < y.1 A quasi-dense linear order is a linear order (P,≤)
containing a dense linear sub-order, so that P has a subset P ′ such that (P ′,≤) is a dense order. A scattered linear order is a
linear order which is not quasi-dense.
It is clear that every finite linear order is a well-order, every well-order is a scattered order, and every dense order is
quasi-dense. It is well-known that up to isomorphism there are 4 countable dense linear orders: the rationals Q with the
usual order and possibly endowed with either a least or a greatest element (or both).
An ordinal is an order type of a well-order. The finite ordinals n are the order types of the finite linear orders. As usual, we
denote byω the least infinite ordinal which is the order type of the finite ordinals and the order type of the natural numbers
N = {1, 2, . . .} equipped with the usual order. The order type of Qwill be denoted η.
When τ and τ ′ are order types, we say that τ ≤ τ ′ if there is an embedding of a linear order of order type τ into a linear
order of order type τ ′. The relation≤ defined above is a linear order of the set of the countable ordinals.
We define several operations on linear orders. First, the reverse P r = (P,≤r) of a linear order (P,≤) is defined by x ≤r y
if and only if y ≤ x, for all x, y ∈ P . It is clear that the reverse of a scattered linear order is scattered, and the reverse of a
dense linear order is dense.
Suppose that P and Q are linear orders. Then the sum P+Q is the linear order on the disjoint union of P and Q such that P
and Q are intervals of P+Q and x ≤ y holds for all x ∈ P and y ∈ Q . There is a more general notion. Suppose that I is a linear
order and for each i ∈ I , Pi is a linear order. Then the generalized sum P =∑i∈I Pi is obtained by replacing each point i of I
with a copy of the linear order Pi. Formally, the generalized sum P is the linear order on the disjoint union

i∈I Pi equipped
with the order relation such that each Pi is an interval and for all i, j ∈ I with i < j, if x ∈ Pi and y ∈ Pj then x < y. The
generalized sum gives rise to a product operation. Let P and Q be linear orders, and for each y ∈ Q , let Py be an isomorphic
copy of P . Then P × Q is defined as the linear order∑y∈Q Py. Note that this linear order is isomorphic to the linear order
on the cartesian product of P and Q equipped with the order relation (x, y) ≤ (x′, y′) if and only if (y < y′ or (y = y′ and
x ≤ x′)).
Lemma 1 ([16]). Any scattered generalized sum of scattered linear orders is scattered. Similarly, any well-ordered generalized
sum of well-orders is a well-order. Every quasi-dense linear order is a dense generalized sum of (nonempty) scattered linear orders.
Thus, when I is a scattered linear order and for each i ∈ I , Pi is a scattered linear order, then so is∑i∈I Pi, and similarly
for well-orders. And if P is a quasi-dense linear order, then there is a dense linear order D and (nonempty) scattered linear
orders Px, x ∈ D such that P is isomorphic to∑x∈D Px.
The above operations preserve isomorphism, so that they give rise to corresponding operations τ + τ ′ and τ × τ ′ on
order types. In particular, the sum and product of two ordinals is well-defined (and is an ordinal). The reverse of an order
type τ will be denoted−τ . The ordinals are also equipped with the exponentiation operation; cf. [16].
An alphabet is a finite nonempty setΣ . Aword over an alphabetΣ is a labeled linear order, i.e., a triple u = (dom(u),≤u,
λu), where (dom(u),≤u) is a linear order and λu is a labeling function dom(u)→ Σ . The underlying linear order dom(ε) of
1 In [16], a singleton linear order is also called dense.
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the empty word ε is the empty linear order. We say that a word is finite (infinite or countable, respectively), if its underlying
linear order is finite (infinite or countable, respectively). An isomorphism ofwords is an isomorphism of the underlying linear
orders that preserves the labeling. Embeddings of words are defined in the sameway.We usually identify isomorphic words.
We will say that a word u is a subword of a word v if there is an embedding u ↩→ v. When in addition the image of the
underlying linear order of u is an interval of the underlying linear order of v we call u a factor of v.
The order type of a word is the order type of its underlying linear order. Thus, the order type of a finite word is a finite
ordinal. A word whose order type is ω is called an ω-word.
The reverse of awordu = (P,≤, λ) isur = (P,≤r , λ), where (P,≤r) is the reverse of (P,≤). Suppose thatu = (P,≤u, λu)
and v = (Q ,≤v, λv) are words over Σ . Then their concatenation uv is the word over Σ whose underlying linear order is
P + Q and whose labeling function agrees with λu on points in P , and with λv on points in Q . More generally, when I is a
linear order and ui is a word over Σ with underlying linear order Pi = (dom(ui),≤i), for each i ∈ I , then the generalized
concatenation
∏
i∈I ui is the word whose underlying linear order is
∑
i∈I Pi and whose labeling function agrees with the
labeling function of Pi on the elements of each Pi. In particular, when u0, u1, . . . , un, . . . are words overΣ and I is the linear
order ω or its reverse −ω, then∏i∈I ui is the word u0u1 . . . un . . . or . . . un . . . u1u0, respectively. When ui = u for each i,
these words are denoted uω and u−ω , respectively.
Some examples of words over the alphabet Σ = {a, b} are the finite word aab which is the (isomorphism class of the)
3-element labeled linear order {0 < 1 < 2}whose points are labeled a, a and b, in this order. Examples of infinite words are
aω and a−ω , whose order types are ω and−ω, respectively, such that each point is labeled a. For another example, consider
the linear orderQ of the rationals and label each point a. The resultingword of order type η is denoted aη . More generally, let
Σ contain the (different) letters a1, . . . , an. Then up to isomorphism there is a unique labeling of the rationals such that be-
tween any two points there are n points labeled a1, . . . , an, respectively. The resultingword is denoted (a1, . . . , an)η; cf. [12].
In the sequel, we will also make use of the substitution operation on words. Suppose that u is a word overΣ and for each
letter a ∈ Σ , ua is a word over∆. Then the word u[a ← ua]a∈Σ obtained by substituting ua for each occurrence of a letter a
in u (or replacing each occurrence of a letter awith ua) is formally defined as follows. Let u = (P,≤, λ) and ua = (Pa,≤a, λa)
for each a ∈ Σ . Then for each i ∈ P let ui = (Pi,≤i, λi) be an isomorphic copy of uλ(i). We define
u[a ← ua]a∈Σ =
∏
i∈P
ui.
Note that when u = aω , then u[a ← v] is vω , and similarly for v−ω .
For any words u1, . . . , un over an alphabetΣ , we define
(u1, . . . , un)η = (a1, . . . , an)η[a1 ← u1, . . . , an ← un].
We call a word over an alphabet Σ well-ordered, scattered, dense, or quasi-dense if its underlying linear order has the
appropriate property. For example, the words aω , aωbωa, (aω)ω over the alphabet {a, b} are well-ordered, the words aωa−ω ,
a−ωaω are scattered but not well-ordered, the words aη , aηbaη , (a, b)η are dense, and the words (ab)η , (aω)η , (baηb)ω are
quasi-dense but not dense.
From Lemma 1 we immediately have:
Lemma 2. Any scattered generalized concatenation of scattered words is scattered. Any well-ordered generalized concatenation
of well-orderedwords is well-ordered. Moreover, every quasi-dense word is a dense concatenation of (nonempty) scattered words.
As alreadymentioned, wewill usually identify isomorphicwords, so that aword is an isomorphism type (or isomorphism
class) of a labeled linear order.WhenΣ is an alphabet, we letΣ∗,Σω andΣ∞ respectively denote the set of all finite words,
ω-words, and countablewords overΣ . We letΣ+ andΣ+∞ = Σ∞ΣΣ∞ respectively denote the set of all finite nonempty
words and the set of all countable nonemptywords overΣ . The length of a finitewordwwill be denoted |w|. As an extension,
we letN∗ (Nω , respectively) stand for the set of all sequences of the form n1 . . . nk (n1n2 . . . , respectively) with each ni being
in N. (Note that N is not an alphabet since it is infinite.) We also define two partial orders as follows. The prefix order x ≤pr y
holds for x, y ∈ N∗ if and only if y = xx′ for some x′ ∈ N∗, and the lexicographic order x ≤lex y holds for x, y ∈ N∗ ∪Nω if and
only if x = y or x = wix′ and y = wjy′ for some w ∈ N∗, x′, y′ ∈ N∗ ∪ Nω and i, j ∈ N with i < j. It is clear that any subset
of N∗ containing pairwise incomparable elements with respect to the prefix order is linearly ordered by the lexicographic
order.
A language over Σ is any subset L of Σ∞. When L ⊆ Σ∗ or L ⊆ Σω , we sometimes call L a language of finite words or
ω-words, or an ω-language.
Languages are equipped with several operations. First of all, they are equipped with the usual set theoretic operations.
We now define the generic operation of language substitution.
Suppose that u ∈ Σ∞ and for each a ∈ Σ , La ⊆ ∆∞. Then the words in the language u[a ← La]a∈Σ ⊆ ∆∞ are obtained
from u by substituting in all possible ways a word in La for each occurrence of each letter a ∈ Σ . Different occurrences of
the same letter amay be replaced by different words in La.
Formally, suppose that u = (P,≤, λ). For each x ∈ P with λ(x) = a, let us choose a word ux = (Px,≤x, λx) which is
isomorphic to some word in La. Then the language u[a ← La]a∈Σ consists of all words∏x∈P ux.
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Suppose now that L ⊆ Σ∞ and for each a ∈ Σ , La ⊆ ∆∞. Then
L[a ← La]a∈Σ =

u∈L
u[a ← La]a∈Σ .
We call L[a ← La]a∈Σ the language obtained from L by substituting the language La for each a ∈ Σ .
As mentioned above, set theoretic operations on languages inΣ∞ have their standard meaning. Below we define some
other operations. Let L, L1, L2, . . . , Lm ⊆ Σ∞. Then we define:
1. L1L2 = {ab}[a ← L1, b ← L2] = {uv : u ∈ L1, v ∈ L2}.
2. L∗ = {a}∗[a ← L] = {u1 . . . un : n < ω, ui ∈ L}.
3. Lω = {aω}[a ← L] = {u0u1 . . . un . . . : ui ∈ L}.
4. L−ω = {a−ω}[a ← L] = {. . . un . . . u1u0 : ui ∈ L}.
5. (L1, . . . , Lm)η = {(a1, . . . , am)η}[a1 ← L1, . . . , am ← Lm].
6. L∞ = {a}∞[a ← L].
The above operations are respectively called concatenation, star, ω-power, −ω-power, η-power, and ∞-power.
Some more operations. The reverse Lr of a language L ⊆ Σ∞ is defined as Lr = {ur : u ∈ L}. The language Pre(L) is given
by Pre(L) = {u : ∃v uv ∈ L} and Suf(L) is defined symmetrically. In(L) is {u : ∃v,w vuw ∈ L}, and Sub(L) is the collection
of all words u such that there is an embedding u ↩→ v for some v ∈ L.
When A is a set, we denote by P(A) the power set of A and by P+(A) the set of all nonempty subsets of A.
3. Tree domains and Müller context-free grammars
A subset X ofN∗ is called prefix closed if whenever u ·v ∈ X for somewords u, v ∈ N∗, then also u ∈ X . A tree domain is an
arbitrary nonempty, prefix closed subset T of N∗ (whose elements are usually referred as nodes of T ) with each node x ∈ T
having a finite number of successors, i.e., x · i ∈ T for only finitely many i ∈ N. The number of successors of a node x ∈ T
is called the degree of x in T and is denoted degT (x), or simply deg(x) when T is understood. A node u is a descendant of a
node v if v ≤pr u. If in addition u ≠ v, then u is a strict descendant of v. Accordingly, v is an ancestor, or a strict ancestor of u.
A path of a tree domain is a nonempty prefix closed set π ⊆ T such that for any x ∈ π , degπ (x) ≤ 1. A path can be either
finite or infinite. When π is a finite (infinite, respectively) path, we also write π = x0, . . . , xn (π = x0, x1, . . . , respectively)
to indicate that π = {xi : 0 ≤ i ≤ n} (π = {xi : i ≥ 0}, respectively) and for each i ≥ 0, xi+1 is a successor of xi. When
π = {x0, x1, . . .} is an infinite path, we sometimes identify π with the (unique) word u ∈ Nω such that π consists of the
finite prefixes of u.
A path π of T is maximal if for any path π ′ of T with π ⊆ π ′ we have π = π ′. It is clear that for any node x ∈ T there
exists at least one maximal path of T containing x, moreover, when x and y are pairwise incomparable nodes with respect
to the prefix order, then no path can contain both of them. Nodes of a tree domain T with degree 0 are called leaves of T ,
while nodes with a positive degree are called the inner nodes of T . When T is a tree domain and x ∈ T is a node of T , then
the sub-tree domain of T rooted at x is the tree domain T |x = {y ∈ N∗ : x · y ∈ T }.
A context-free grammar with Müller acceptance condition, or MCFG for short, is a system G = (V ,Σ, P, S,F ) where V is
the finite, nonempty set of nonterminals (or variables),Σ is the terminal alphabet with V ∩Σ = ∅, S ∈ V is the start symbol,
P is the finite set of productions (or rules) of the form A → α with A ∈ V and α ∈ (V ∪ Σ)∗, and F ⊆ P+(V ) is the Müller
acceptance condition.
A derivation tree of the above grammar G is a mapping t : dom(t) → Σ ∪ V ∪ {ε} where T = dom(t) is a tree domain
satisfying the following conditions:
• Each inner node x ∈ T is labeled by some nonterminal A, i.e., t(x) = A for some A ∈ V ;
• For any node x ∈ T and i ∈ N, x · i ∈ T if and only if 1 ≤ i ≤ deg(x);
• For any node x ∈ T with deg(x) > 0 exactly one of the following conditions holds:
1. either there exists a production A → X1 . . . Xk in P , where A = t(x), k = deg(x) and for each 1 ≤ i ≤ k, Xi = t(x · i) is
a member of V ∪Σ;
2. or deg(x) = 1, t(x · 1) = ε and A → ε is in P , where A = t(x).
• Finally, t satisfies the Müller acceptance condition F : for each infinite (maximal) path π of T the set
InfLabt(π) = {A ∈ V : A = t(x) for infinitely many x ∈ π}
is a member of F .
When x ∈ dom(t) is a node of t , then the subtree of t rooted at x is the derivation tree t|x with dom(t|x) = dom(t)|x and
t|x(y) defined as t(x · y), for each y ∈ dom(t|x).
A derivation tree is complete if each of its leaves is labeled in Σ ∪ {ε}. For any set V ′ ⊆ V of nonterminals and symbol
X ∈ V ′∪Σ , let∆G(V ′, X) denote the set of those derivation trees t ofGhaving root symbolX which are labeled inV ′∪Σ∪{ε},
i.e. t(ε) = X and for each node x ∈ dom(t), t(x) ∈ V ′ ∪Σ ∪ {ε}. When G is clear from the context, we omit the subscript.
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Nodes, leaves, etc. of t are defined as nodes, leaves etc. of its domain dom(t). The frontier of a derivation tree t is the word
fr(t) = (L, <, t ′) where L ⊆ dom(t) is the set of those leaves of t which are labeled in V ∪ Σ , < is the restriction of the
lexicographic order to L, and t ′ is the restriction of t onto L.
We write X ⇒∞G α for a symbol X ∈ V ∪Σ and a word α ∈ (V ∪Σ)∞ if there exists a derivation tree t ∈ ∆(V , X)with
fr(t) = α. If there is a finite derivation tree with these properties, we write X ⇒∗G α. When G is clear from the context, we
omit the subscripts. For a nonterminal A ∈ V , we denote by L∞(G, A) the set {w ∈ Σ∞ : A ⇒∞ w}. The language generated
by G is L∞(G) = L∞(G, S).
Definition 3. A language L ⊆ Σ∞ is a Müller context-free language, or an MCFL if L = L∞(G) for some MCFG G =
(V ,Σ, P, S,F ).
In [10], we studied Büchi context-free languages: a Büchi context-free grammar, or BCFG is a system G = (V ,Σ, P, S, F)
where V ,Σ, P and S are the same as in the case of an MCFG and F ⊆ V is a Büchi acceptance condition. In this case, a
derivation tree t of G has to satisfy the condition that InfLab(π)∩ F ≠ ∅ for each infinite path π of t . The Büchi context-free
language, or BCFL generated by the above BCFG G is L∞(G) = {fr(t) ∈ Σ∞ : t is a derivation tree of G}.
Example 4. The BCFG G = (V ,Σ, P, S, {S}) where P = {S → SS, S → ε} ∪ {S → a : a ∈ Σ} generatesΣ∞, the set of all
countable words.
It is clear that the class of BCFLs is contained in the class of MCFLs; in [10], it has been shown that the inclusion is strict.
Below we give two further examples that are MCFLs but not BCFLs.
Example 5. LetΣ be an alphabet and consider the MCFG
G = ({S, I},Σ, P, S, {{I}})where
P = {S → a : a ∈ Σ ∪ {ε}} ∪ {S → I} ∪ {I → SI}.
Then L∞(G) is the set of all countable well-ordered words overΣ .
To see this, we show that for each countable ordinal α, the set of thosewords u ∈ Σ∞ having order type α is a subset of L.
For α = 0 and α = 1 the statement holds, since S → ε and S → a, a ∈ Σ are productions of G. Assume the claim holds
for each ordinal less than α and let u ∈ Σ∞ be a word having order type α. Then u = ∏i<ω ui for some (possibly empty)
words ui, each having order type less than α. Applying the induction hypothesis we get that S ⇒∞ ui for each i < ω, and
by S ⇒∞ Sω we have S ⇒∞ u proving the claim.
We do not show here that L contains well-ordered words only: in Section 6 we give a decision procedure using which
one can check whether an MCFL given by an MCFG consists of well-ordered words only.
Example 6. LetΣ be an alphabet and consider the MCFG
G = ({S, I−, I+},Σ, P, S, {{I−}, {I+}})where
P = {S → a : a ∈ Σ ∪ {ε}} ∪ {S → I−I+} ∪ {I+ → SI+} ∪ {I− → I−S}.
Then L∞(G) is the set of all countable scattered words overΣ .
In [10] it has been shown that neither the set of all well-ordered words, nor the set of all scattered words is a BCFL.
4. Complexity of emptiness
In this section we show that the following question is complete for PSPACE: given an MCFG G, does it hold that
L∞(G) = ∅? To show this, we use a corresponding complexity result for Müller tree automata.
A rank type is a finite nonempty set R of nonnegative integers. A ranked alphabet of rank type R is a disjoint union
∆ = 
k∈R
∆k where each ∆k is a nonempty finite set of k-ary symbols. A ∆-tree is a mapping t : dom(t) → ∆ satisfying all
the following conditions:
• dom(t) is a tree domain;
• whenever t(u) ∈ ∆k for some integer k, then for each i ∈ N, u · i ∈ dom(t) if and only if 1 ≤ i ≤ k.
A∆-tree language is an arbitrary set of∆-trees.
A (deterministic) Müller tree automaton is a tuple M = (Q ,∆, δ, q0, Ffin,F ), where Q is the finite set of states, ∆ is a
ranked alphabet of some rank type R, δ, is a family {δk : k ∈ R} of transition functions, each δk mapping Q × ∆k to Q k,
q0 ∈ Q is the start state, Ffin ⊆ Q ×∆0 is the set of final configurations and F ⊆ P+(Q ) is aMüller acceptance condition.
The run of the tree automaton M on a ∆-tree t is the (uniquely determined) mapping rt : dom(t) → Q satisfying the
following conditions:
• rt(ε) = q0,
• for each inner node u of dom(t), δk(rt(u), t(u)) =

rt(u · 1), . . . , rt(u · k)

, where k is the rank of u in t , i.e., the unique
integer with t(u) ∈ ∆k.
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The automaton M accepts the ∆-tree t if for each leaf x ∈ dom(t) of t , the pair (rt(x), t(x)) is in Ffin, moreover, for each
infinite path π = x0, x1 . . . of t , the set
{q ∈ Q : q occurs infinitely often in the sequence (rt(xi))i}
is a member of F . The language accepted by M is the set L(M) of∆-trees accepted byM .
The following theorem2 can be found in [13], Theorem 4.5:
Theorem 7. The following decision problem is complete for PSPACE: given a Müller tree automaton M, does it hold that L(M)
= ∅?
Using this result, it can be shown that the emptiness problem of MCFLs (given by MCFGs G = (V ,Σ, P, S,F )) is also
PSPACE-complete. We define the size of an MCFG G = (V ,Σ, P, S,F ) as the sum |V | + |Σ | + size(P) + size(F ), where
size(P) =∑A→α∈P(|α| + 1) and size(F ) =∑F∈F |F |.
Let ∆(G) be the ranked alphabet defined as follows. Let ∆(G)0 be the set Σ ∪ {•} where • is a fresh symbol. Let ∆(G)1 be
the set {A → α ∈ P : |α| ≤ 1} of those rules of G having right side of length at most 1. For each k > 1, let ∆(G)k be the set{A → α ∈ P : |α| = k} of those rules of G having right side of length exactly k. Now letR be the set of those integers kwith
∆
(G)
k being nonempty and let∆
(G) be the ranked alphabet

k∈R ∆
(G)
k .
We define the Müller tree automatonMG = (Q ,∆(G), δ, q0, Ffin,F ′), where
• Q = V ∪Σ ∪ {•,⊥} and⊥ is a new state;
• q0 = S, the start symbol;
• Ffin = {(a, a) : a ∈ ∆0};
• F ′ = F
and δ is given as follows: for each state q ∈ Q , integer k ∈ R and symbol a ∈ ∆(G)k , let
δk(q, a) =

(X1, . . . , Xk) if q = A ∈ V , k > 0, and a = A → X1 . . . Xk for the symbols X1, . . . , Xk ∈ V ∪Σ;
(•) if q = A ∈ V , k = 1 and a = A → ε;
(⊥, . . . ,⊥) otherwise.
It is clear by the construction that a∆(G)-tree t is accepted byMG if and only if itsΣ ∪ V ∪ {ε}-relabeling t ′ defined by
t ′(x) =
 A if t(x) = A → α for some A ∈ V , α ∈ (Σ ∪ V )∗,
a if t(x) = a ∈ Σ,
ε otherwise, i.e., when t(x) = •
is a complete derivation tree of G with root symbol S satisfying the Müller condition F . Thus, L∞(G) is empty if and only
if L(MG) is empty, hence the emptiness problem of MCFLs is (logspace) reducible to the emptiness problem of languages
accepted by (deterministic) Müller tree automata. Hence, the emptiness problem of MCFLs is in PSPACE.
Via a similar technique one can construct (in logspace) for a (nondeterministic) Müller tree automaton M an MCFG GM
such that L(M) is empty if and only if L∞(GM) is empty, yielding that the emptiness problem of MCFLs is PSPACE-complete.
Theorem 8. The following problem is complete for PSPACE: given anMCFG G, does it hold that L∞(G) = ∅?
Remark 9. The problem is solvable in polynomial time for BCFGs; cf. [10].
5. A normal form
In this section we introduce a notion of normal form for MCFGs and show that each MCFG can be transformed into a
normal form grammar in polynomial space. Given an MCFG G = (V ,Σ, P, S,F ), we say that a nonterminal A ∈ V is
• accessible from a nonterminal B if B ⇒∞ uAv for some words u, v ∈ Σ∞; it is called accessible if it is accessible from S;
• productive if A ⇒∞ u for some u ∈ Σ∞;
• +-productive if A ⇒∞ u for some u ∈ Σ+∞;
• useful if it is either productive and accessible; or A = S and P ⊆ {S → ε};
• useless if it is not useful.
Observe that L∞(G) is empty for an MCFG G = (V ,Σ, P, S,F ) with P ⊈ {S → ε} if and only if S is useless. Thus, it is
PSPACE-hard to decide whether a nonterminal A of an MCFG G is useless or not.
2 Technically, the results of [13] concentrate only on full binary trees, i.e., whenR = {2}, but a standard logspace reduction exists from our more general
notion of trees to the case of full binary trees.
Z. Ésik, S. Iván / Theoretical Computer Science 416 (2012) 17–32 23
An MCFG G = (V ,Σ, P, S,F ) is in normal form if it satisfies the following conditions:
• Either V = {S} and P ⊆ {S → ε} (in which case L∞(G) is either ∅ or {ε}), or G only contains nonterminals which are
both+-productive and accessible (in which case L∞(G) contains a nonempty word).
• Whenever A ∈ V is a nonterminal with A ⇒∞ ε, then A → ε is a production in P .
We call a derivation tree t of G locally finite if for each node x ∈ dom(t), if t|x is infinite then fr(t|x) ≠ ε.
Proposition 10. Suppose G = (V ,Σ, P, S,F ) is an MCFG in normal form and t is a derivation tree of G. Then there exists a
locally finite derivation tree t ′ of G with the same root symbol and the same frontier.
Proof. Let t be a derivation tree of G. Let X ⊆ dom(t) denote the set of those nonterminal labeled nodes of t whose
corresponding subtree has empty frontier, i.e., X = {x ∈ dom(t) : t(x) ∈ V , fr(t|x) = ε}. Let X0 ⊆ X be the set of all
minimal nodes of X with respect to the prefix ordering. Then,
X0 = {x ∈ dom(t) : t(x) ∈ V , fr(t|x) = ε, fr(t|y) ≠ ε for all y <pr x}.
Let t ′ denote the tree obtained from t by substituting the tree tx for each node x ∈ X0, having two nodes, a root labeled by
t(x) and a leaf labeled by ε. Then for every x ∈ X0, since t(x)⇒∞ ε and since G is in normal form, t(x)→ ε is a production.
Thus t ′ is a derivation tree of G. Moreover, t ′ is a locally finite derivation tree having the same frontier and root symbol as t ,
proving the claim. 
Proposition 11. There exists a polynomial-space algorithm which constructs for an arbitrary MCFG G an equivalent MCFG Gu
containing no useless nonterminals, moreover, the size of the resulting grammar Gu is at most the size of the original grammar G.
Proof. Let G = (V ,Σ, P, S,F ) be an MCFG. By definition, a nonterminal A ∈ V is productive if and only if L∞(G, A) is
nonempty. Since by Theorem 8 the emptiness problem of MCFLs given by an MCFG is decidable in polynomial space, the
set Vp ⊆ V of productive nonterminals can be computed using polynomial space. If S /∈ Vp, then L∞(G) is empty and
Gu = ({S},Σ,∅, S,∅) is an MCFG equivalent to G containing no useless nonterminals.
Otherwise, if S ∈ Vp, it is easy to see that a nonterminal A is useful if and only if A ∈ Vp and S ⇒∗ αAβ for some
α, β ∈ (Vp ∪Σ)∗. Given Vp, this condition can be decided in polynomial time, by the usual testing of reachability, thus the
set Vu of useful nonterminals can be computed in polynomial space.
The grammar Gu = (Vu,Σ, Pu, S,Fu) is equivalent to G, where Pu ⊆ P consists of those rules A → α ∈ P with A ∈ Vu
and α ∈ (Vu∪Σ)∗, andFu ⊆ F consists of those sets F ∈ F which are subsets of Vu. Moreover, Gu does not contain useless
nonterminals. 
Observe that for an MCFG G containing no useless nonterminals we have that L∞(G) = ∅ if and only if its set of
productions is empty. Since the emptiness problem of the generated language is PSPACE-complete for arbitrary MCFGs,
the above polynomial-space algorithm is the best one we can hope for, under standard assumptions of complexity theory.
Proposition 12. There exists a polynomial-time algorithm which constructs for anMCFG G containing no useless nonterminals
an equivalentMCFG G′ in normal form. Moreover, the size of the resulting grammar G′ is at most the size of G.
Proof. Let G = (V ,Σ, P, S,F ) be anMCFG containing no useless nonterminals. If P ⊆ {S → ε}, then G is already in normal
form and we may choose G′ = G. Otherwise, we compute the set V0 ⊆ V of those nonterminals A for which L∞(G, A) = {ε}
(i.e. the set of those nonterminals which are not +-productive) using the fact that A /∈ V0 if and only if A ⇒∗ α for some
α ∈ (Σ ∪ V )∗ containing at least one terminal symbol (here we use that G contains only productive nonterminals). This
condition can be decided in polynomial time for each A ∈ V , hence the set V0 can also be computed in polynomial time.
If S ∈ V0, then the grammar ({S},Σ, {S → ε}, S,∅) is an MCFG in normal form which is equivalent to G. Otherwise, we
construct the set Vε ⊆ V of all nonterminals A with A ⇒∞ ε (the set of nullable nonterminals). To this end, let Pε ⊆ P be
the set of rules A → α ∈ P with α ∈ V ∗, and consider the grammar GA,ε = (V ,Σ, Pε, A,F ) for each nonterminal A ∈ V .
We claim that L∞(GA,ε) is nonempty if and only if A is nullable. Indeed,
A is nullable ⇔ fr(t) = ε for some derivation tree t of Gwith
root symbol A
⇔ there exists some complete derivation tree t of G
with root symbol A in which no terminal occurs
as (leaf) symbol
⇔ there exists some complete derivation tree t of GA,ε
with root symbol A
⇔ L∞(GA,ε) is nonempty.
Hence, the set Vε can be computed using polynomial space.
Then, the MCFG (V ′,Σ, P ′, S,F ′)where
• V ′ = V − V0,
• A → X1 . . . Xn is a production in P ′ for some n > 0 and X1, . . . , Xn ∈ (V − V0) ∪ Σ if and only if A → α0X1α1
. . . Xn−1αn−1Xnαn is a production in P for some α0, . . . , αn ∈ V ∗0 ,
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• A → ε is a production in P ′ if and only if A ∈ Vε ,
• F ′ consist of those sets F ∈ F which are subsets of V − V0,
is an MCFG equivalent to Gwhich is in normal form. 
Thus we can formulate the main result of this section:
Theorem 13. Given an arbitrary MCFG G, one can construct an equivalent MCFG G′ in normal form using polynomial working
space, moreover, the size of the resulting G′ is at most the size of G.
6. Decision problems
In this section we investigate the complexity of the following decision problems: given an MCFG G in normal form, does
it hold for the language L = L∞(G) that
• L is empty;
• L contains at least one infinite word;
• L contains only well-ordered words;
• L contains only finite and ω-words;
• L contains only scattered words;
• L contains only dense words.
Each of these problems can be shown to be decidable by using the fact that languages recognized by Müller tree automata
are effectively closed under certain operations such as the Boolean operations and the emptiness problem is decidable for
Müller tree automata. However, this general method does not provide effective algorithms and the simple characterizations
obtained by the direct methods developed in this section. The main results of this section give a nontrivial upper bound for
the complexity of the above questions: all these questions are solvable in polynomial time if the grammar G is in normal
form. By Theorem 13 this yields a polynomial-space upper bound for these questions in the general case.
The first result of this section is the complexity of the emptiness problem, which is almost trivial when the grammar is
in normal form.
Theorem 14. The following problem can be decided in polynomial time: given an MCFG G = (V ,Σ, P, S,F ) with no useless
nonterminals, is L∞(G) empty?
Proof. As we already argued, L∞(G) = ∅ if and only if P = ∅, which is clearly decidable in polynomial time. 
In this section we will use the following lemma several times.
Lemma 15. Suppose t is a locally finite derivation tree of anMCFG G. Then t is infinite if and only if fr(t) is an infinite word.
When G = (V ,Σ, P, S,F ) is an MCFG, we let L∗(G) denote the set {w ∈ Σ∗ : S ⇒∗ w}. (Equivalently, L∗(G) could be
defined as L∞(G′) for G′ = (V ,Σ, P, S,∅).)
Proposition 16. If G = (V ,Σ, P, S,F ) is an MCFG in normal form, then L∗(G) = L∞(G) ∩ Σ∗. Hence, it can be decided in
polynomial time whether anMCFL given by anMCFG in normal form contains at least one finite word.
Proof. Let G = (V ,Σ, P, S,F ) be an MCFG in normal form. It is clear that L∗(G) ⊆ L∞(G) ∩ Σ∗. To show the opposite
inclusion, let w ∈ L∞(G) be a finite word. Since G is in normal form, by Proposition 10, w = fr(t) for some locally finite
derivation tree t of G with root symbol S. Since t is a locally finite derivation tree having a finite frontier, by Lemma 15 t is
finite as well, hencew ∈ L∗(G), proving the claim. 
Corollary 17. A language L ⊆ Σ∗ of finite words is context-free if and only if it is anMCFL.
Next we describe a construction that will be often used in the sequel. Given anMCFG G = (V ,Σ, P, S,F ), we define a finite
edge-labeled multigraph ΓG as follows:
• The set of nodes of ΓG is V ∪Σ .
• The edge labels are pairs of words of the form (α, β)with α, β ∈ (V ∪Σ)∗.
• There exists an edge from A ∈ V ∪ Σ to B ∈ V ∪ Σ labeled (α, β), in notation A α,β−→ B if and only if A → αBβ is a
production in P (hence each terminal node of ΓG is a sink).
For an arbitrary set X ⊆ V ∪ Σ of symbols let ΓG|X denote the restriction of ΓG onto the set X , i.e., for the edge-labeled
multigraph with node set X and edges A
α,β−→ B if and only if A, B ∈ X and A → αBβ ∈ P . The graph ΓG is a useful auxiliary
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Fig. 1. A derivation tree t .
Fig. 2. The tree (t, x)ω with x = 22, the lower right leaf of t .
construction as shown below. First, observe that a symbol A is accessible from a symbol B if and only if A is accessible from
B in the graph ΓG.
Let us call a set F ∈ F of nonterminals viable if there exists a derivation tree t of G with root symbol S and an infinite
path π of t such that InfLab(π) = F .
When t is a derivation tree of G and ε ≠ x ∈ dom(t) is a leaf node of t with t(ε) = t(x), we define the tree (t, x)ω as
follows: let dom((t, x)ω) = {xn · y : n ≥ 0, y ∈ dom(t)} and (t, x)ω(xn · y) = t(y) for each n ≥ 0 and y ∈ dom(t).
As an example, consider the following MCFG:
G = ({S, A, B}, {a, b}, P, S,F )where
P = {S → ε, S → A, A → aB, A → SB, B → bA} and
F = {{A, B}, {A}}.
Fig. 1 shows a derivation tree t of G having leaf node x = 22 with t(ε) = t(22) = A. Observe that {t(ε), t(2), t(22)} =
{A, B} is an accepting set. Fig. 2 shows the tree (t, x)ω which is also a derivation tree of G, showing {A, B} is a viable set. On
the other hand, {A} ∈ F is not a viable set of G.
It is clear that (t, x)ω is a derivation tree of G if and only if F = {t(x′) : x′ ≤pr x} is in F , in which case InfLab(π) = F
for the infinite path π of (t, x)ω with dom(π) = {xn · x′ : n ≥ 0, x′ ≤pr x}. Hence, a set F ∈ F is viable if (and only if)
F = {t(x′) : x′ ≤pr x} for some derivation tree t of G and leaf node x of t such that t(x) = t(ε) is an accessible nonterminal
of G.
The following fact can be easily proved by induction on k.
Lemma 18. Suppose A0
α1,β1−→ A1 α2,β2−→ . . . αk,βk−→ Ak is a path in ΓG. Then there exists a (finite) derivation tree t of G and a leaf node
x of t with
fr(t) = α1α2 . . . αkAkβk . . . β2β1,
t(ε) = A0, t(x) = Ak and {t(x′) : x′ ≤pr x} = {A0, . . . , Ak}.
Proposition 19. Let G = (V ,Σ, P, S,F ) be an MCFG without useless nonterminals. A set F ∈ F is viable in G if and only if
ΓG|F is strongly connected. Hence, viability of a set F ∈ F can be decided in polynomial time.
Proof. Let F ∈ F be a viable set. Then F = InfLab(π) for some infinite path π = x0, x1, . . . of a derivation tree t of
G with root symbol S. Clearly, there exist integers 0 ≤ i < j such that t(xi) = t(xj) and {t(xi), . . . , t(xj)} = F . By
definition of ΓG, whenever a node y is a successor of a node x in a derivation tree t ′ of G, and t ′(y) (hence also t ′(x)) is a
nonterminal symbol, then t ′(x)
α,β−→ t ′(y) is an edge in the graph ΓG for some words α, β . Hence there exists a closed path
t(xi)
αi,βi−→ t(xi+1) αi+1,βi+1−→ . . . αj−1,βj−1−→ t(xj), showing ΓG|F is strongly connected.
26 Z. Ésik, S. Iván / Theoretical Computer Science 416 (2012) 17–32
For the other direction, suppose ΓG|F is strongly connected. Let
A0
α1,β1−→ A1 α2,β2−→ . . . αk,βk−→ Ak
be a closed path in ΓG|F visiting each node of F at least once, i.e., {A0, . . . , Ak} = F and A0 = Ak. Applying Lemma 18 we get
that there exists a derivation tree t of Gwith root symbol A0 and a leaf node xwith t(x) = A0 such that F = {t(x′) : x′ ≤pr x}.
Thus, for the infinite path π = {xn · x′ : n ≥ 0, x′ ≤pr x} of (t, x)ω we have InfLab(π) = F . Since G has no useless
nonterminals, it follows now that F is viable. 
Theorem 20. Let G = (V ,Σ, P, S,F ) be an MCFG in normal form and let X ∈ V be a nonterminal. L∞(G, X) contains an
infinite word if and only if there exists a viable set F ∈ F such that some (hence each) member of F is accessible from X and there
is an edge A
α,β−→ B in ΓG with A, B ∈ F and αβ ≠ ε. Hence, it can be decided in polynomial time whether anMCFL given by an
MCFG in normal form contains finite words only.
Proof. Suppose L∞(G, X) contains an infinite word w and let t be a derivation tree of G with fr(t) = w and t(ε) = X . Let
π = x0, x1, . . . be an infinite path of t such that fr(t|xi) is an infinite word for each i ≥ 0 (such a path always exists). Let
F = InfLab(π): then F ∈ F is a viable set and its members are obviously accessible from X . Let i > 0 be an integer with
{t(xk) : k ≥ i} = F . Since fr(t|xi) ≠ ε, there exists a descendant xj ∈ π of xi with degt(xj) > 1. Let A = t(xj) and B = t(xj+1),
so that both A and B are in F . Since t is a derivation tree of G, there is a production A → αBβ in P for some α, β ∈ (V ∪Σ)∗
with αβ ≠ ε. Hence, A α,β−→ B is an edge of ΓG satisfying the claim.
For the other direction, suppose A
α,β−→ B is an edge of ΓG with A, B ∈ F for some viable set F ∈ F and αβ ≠ ε. Then ΓG|F
is strongly connected, thus there exists a path A0
α1,β1−→ A1 α2,β2−→ . . . αk,βk−→ Ak with A0 = B, Ak = A and {A1, . . . , Ak} = F . Hence,
there exists a derivation tree t and a leaf x of t with fr(t) = α1 . . . αkαBββk . . . β1, t(ε) = t(x) = B and {t(x′) : x′ ≤ x} = F .
Then the tree t ′ = (t, x)ω is also a derivation tree of Gwith t ′(ε) = B and fr(t ′) = (α1 . . . αkα)ω(ββk . . . β1)−ω . Since αβ is
nonempty and each nonterminal of G is+-productive, there exist words u, v ∈ Σ∞ with uv ≠ ε such that α1 . . . αkα ⇒∞ u
and ββk . . . β1 ⇒∞ v, thus B ⇒∞ uωv−ω , which is an infinite word since uv is nonempty. Since B is accessible from X , there
exist words u0, v0 with X ⇒∞ u0Bv0, showing u0uωv−ωv0 is an infinite word in L∞(G, X). 
Theorem 21. Let G = (V ,Σ, P, S,F ) be anMCFG in normal form. L∞(G) contains a word which is not well-ordered if and only
if there exists a viable set F ∈ F and an edge A α,β−→ B in ΓG|F with β ≠ ε. Hence, it can be decided in polynomial time whether
anMCFL given by anMCFG in normal form contains well-ordered words only.
Proof. Supposew ∈ L∞(G) is a word which is not well-ordered. Let t be a derivation tree of Gwith fr(t) = w and t(ε) = S.
Then there exists an infinite sequence x0 >lex x1 >lex . . . of leaves of t such that t(xi) is a terminal symbol for each i ≥ 0.
Let us construct an infinite path π = y0, y1, . . . of t as follows: let y0 = ε. Suppose we have already constructed yi in
such a way that for some k ≥ 0, every xk′ with k′ ≥ k is a descendant of yi. (This holds for i = 0 with k = 0.) Then let
yi+1 = yi · jwhere j is the least integer with yi · j being an ancestor of some xk1 . Such a successor always exists and it is clear
that for any k′ ≥ k1, xk′ is a descendant of yi+1.
Let F be the set InfLab(π) of nonterminals. Since t is a derivation tree of G, F ∈ F is a viable set. For each i, let yji <pr xi
be the last ancestor of xi lying on π . Then there exists an integer k such that the set {t(yk′) : k′ ≥ jk} is F . By construction,
A = t(yjk) and B = t(yjk+1) belong to F , and since yjk <pr xk but yjk+1 ≮pr xk, there exists an edge A
α,β−→ B in ΓG|F for some
α, β ∈ (V ∪Σ)∗ with β ≠ ε.
For the other direction, let F ∈ F be a viable set, A, B ∈ F and A α,β−→ B be an edge of ΓG with β ≠ ε. Since ΓG|F is strongly
connected, there exists a path A0
α1,β1−→ A1 α2,β2−→ . . . αk,βk−→ Ak in ΓG with A0 = B, Ak = A and {A0, . . . , Ak} = F . Hence, there
exists a derivation tree t and a leaf x of t with fr(t) = α1 . . . αkαBββk . . . β1, t(ε) = t(x) = B and {t(x′) : x′ ≤ x} = F .
Then the tree t ′ = (t, x)ω is also a derivation tree of G with t ′(ε) = B and fr(t ′) = (α1 . . . αkα)ω(ββk . . . β1)−ω . Since β is
nonempty and each nonterminal of G is+-productive, there exist words u, v ∈ Σ∞ with v ≠ ε such that α1 . . . αkα ⇒∞ u
and ββk . . . β1 ⇒∞ v, so that B ⇒∞ uωv−ω . Since B is also accessible, there exist words u0, v0 ∈ Σ∞ with S ⇒∞ u0Bv0,
thus u0uωv−ωv0 is a word in L∞(G)which is not well-ordered. 
Theorem 22. Let G = (V ,Σ, P, S,F ) be anMCFG in normal form. L∞(G) contains an infinite word which is not an ω-word if
and only if there exists a viable set F ∈ F , nonterminals A, B ∈ V satisfying the following conditions:
• there exists an edge A α,β−→ B with β ≠ ε;
• some (and hence each) member of F is accessible from B in ΓG;
• there exists some edge C α′,β ′−→D in ΓG|F with α′β ′ ≠ ε.
Hence, it can be decided in polynomial time whether anMCFL given by anMCFG in normal form contains finite and ω-words
only.
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Proof. Note that an infinite word w is an ω-word if and only if for any factorization w = u · v, if u is infinite then v is
empty. Hence, L∞(G) contains an infinite word which is not an ω-word if and only if there exists a derivation tree t , a node
x ∈ dom(t) and integers i < j such that x · i and x · j are both in dom(t), fr(t|x·i) is an infinite word and fr(t|x·j) is nonempty.
So suppose t is such a tree and let A = t(x), B = t(x · i). Then, since x · j is also a successor of x in t and t is a derivation
tree of G, there exists an edge A
α,β−→ B in ΓG with β ≠ ε. Since fr(t|x·i) is infinite, applying Theorem 20, it follows that there
exists a viable set F ∈ F such that each member of F is accessible from B, moreover, there exists an edge C α′,β ′−→D in ΓG|F
with α′β ′ ≠ ε.
For the other direction, suppose F ∈ F , A, B ∈ V , C,D ∈ F and α, β, α′, β ′ ∈ (V ∪ Σ)∗ satisfy the conditions of the
Theorem. Applying Theorem 20 we get that C ⇒∞ w for some infinite wordw ∈ Σ∞. Since each element of F is accessible
from B, for some word w′ = uwv with u, v ∈ Σ∞ it holds that B ⇒∞ w′. Hence, since A → αBβ is a production in P , and
β ≠ ε, for some word w′′ of the form w′′ = u1w′u2 with u1, u2 ∈ Σ∞, u2 ≠ ε we have A ⇒∞ u1w′u2. Finally, since A is
accessible, S ⇒∞ u0u1w′u2u3 holds for some u0, u3 ∈ Σ∞, which is infinite but not an ω-word, since it can be written as
u0u1w′ · u2u3, where the first factor is infinite and the second is a nonempty word. 
In the rest of the section our aim is to show that it is also decidable whether anMCFL given by anMCFG contains a quasi-
dense word or consists of scattered words only, or whether it consists of dense words only. We also establish a property of
those MCFLs which contain scattered words only.
Theorem 23. Let G = (V ,Σ, P, S,F ) be anMCFG in normal form. The following are equivalent:
1. L∞(G) contains a quasi-dense word (i.e., a word which is not scattered).
2. There is a locally finite derivation tree t (whose frontier is inΣ∞ and root symbol is S) such that the full (infinite) binary tree
can be embedded in t.
3. There is a derivation tree t (whose frontier is in Σ∞ and root symbol is S) such that the full (infinite) binary tree can be
embedded in t.
4. There is a nonterminal A and a finite derivation tree t with root label A which has two leaves x1 and x2 labeled A with the
following property: there is a set F ∈ F such that the set of labels of nonterminals along the path from the root to xi is equal
to F , for i = 1, 2.
Hence, it is decidable in polynomial time whether L∞(G) contains scattered words only.
Proof. Suppose that L∞(G) contains a quasi-dense word. Then there is a locally finite derivation tree t with root label S
whose frontier is a quasi-dense word in L∞(G). We define a set of nodes of t which determines a full binary tree. To this
end, let X0 be the singleton set consisting only of the root. Suppose that Xn has already been defined so that the nodes in
Xn determine a complete binary tree tn of depth n and such that the frontier of the subtree rooted at each leaf of tn is a
quasi-dense word. Consider a leaf x of tn. There exists a (not necessarily proper) descendant of x which has two different
successors x1 and x2 such that the frontier of the subtrees rooted at both successors are quasi-dense. Indeed, in the opposite
case we could construct an infinite path π of t|x such that the frontier of a subtree of t|x is quasi-dense if and only if its root
belongs to π , a contradiction. (See also [3].) We construct Xn+1 by adding, for each leaf x of tn, two such nodes x1 and x2 to
Xn. Finally let X =n≥0 Xn. It is clear that the nodes in X determine an embedding of the full binary tree in t . Thus, the first
condition implies the second.
It is clear that the second condition implies the third. We now show that the third condition implies the first. To this end,
assume that t is a derivation tree which contains an embedded full binary tree. Since there are no useless nonterminals,
without loss of generality we may assume that the frontier of t is a terminal word and that the root of t is labeled S. Now t
also contains a full ternary tree t0 (since the full ternary tree can be embedded into the full binary tree) whose nodes form a
subset X of the node set of t and whose root is x0. We will modify the tree t to obtain a derivation tree t ′ whose frontier is a
quasi-dense word in Σ∞. To this end, consider any non-root node x ∈ X which is the second (middle) successor of a node
in X in the full ternary tree t0. For each such node x labeled Ax, we replace the subtree of t ′ rooted x with a derivation tree
whose frontier is a nonempty word in Σ∞. It is clear that the resulting tree is a derivation tree whose root symbol is S and
whose frontier is a quasi-dense word inΣ∞.
We have thus proved that the first three conditions are equivalent. Suppose now that there is a locally finite derivation
tree t such that the full binary tree can be embedded in t . Since the set of nonterminals is finite, there is a set X of nodes of t
that determines a full binary tree in t such that each node in X is labeled by the same nonterminal A. Indeed, let t ′ be a copy
of the full binary tree in t whose set of node labels V0 is minimal. Then for each nonterminal A ∈ V0 and each node x of t ′,
both successors of x have descendants in t ′ labeled A.
Since t is locally finite, it follows as above that the frontier of each subtree rooted at a node in X is quasi-dense. Now for
each node x ∈ X , let Px denote the set of all infinite paths of t|x visiting the set X infinitely often. Moreover, for each x ∈ X
consider the set Fx of all sets F ⊆ V that arise as the set of labels of nodes along a path in Px. Thus Fx is a nonempty subset
of nonempty subsets of V .
Let us introduce the following quasi-order⊑ on the nonempty subsets of V : DefineF1 ⊑ F2 if and only if for each F1 ∈ F1
there is some F2 ∈ F2 with F1 ⊆ F2. Moreover, define F1 ≡ F2 if and only if F1 ⊑ F2 and F2 ⊑ F1. The following holds:
Claim. ForF1 andF2 as above, ifF1 ≡ F2, then the set of maximal sets (with respect to set inclusion) in F1 is equal to the
set of maximal sets in F2, in notation, F max1 = F max2 .
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It is clear that whenever y ∈ X is a descendant of x ∈ X , thenFy ⊑ Fx. LetF0 denote a set which is minimal with respect
to the quasi-order ⊑ among the sets Fx, x ∈ X , so that for each x ∈ X , if Fx ⊑ F0 then Fx ≡ F0. Consider a node x0 ∈ X
with Fx0 = F0. Let X0 denote the set of those descendants of x0 (including x0) that belong to X . Whenever x ∈ X0 we have
that Fx ≡ F0.
We claim that F max0 ⊆ F . Indeed, suppose that F ∈ F max0 . Then for each x ∈ X0, also F ∈ F maxx . Thus, for each x ∈ X0
there is an infinite path π in Px such that the set of labels of nodes along π is F . But then there is a nonempty initial segment
π0 of π such that each member of F already appears as the label of nodes along π0. We can now extend π0 to a finite initial
segment of π whose end node is in X0: the set of labels does not change (by the maximality of F ). So we have seen that for
each x ∈ X0 there is a node y ∈ X0 which is a proper descendant of x such that F is the set of nonterminals that occur as the
label of a node on the path from x to y. This implies that for each x ∈ X0 there is a path in Px such that the set of nonterminals
that occur infinitely often as the label of a node along the path is exactly F . Since the tree t is a derivation tree, it follows that
F is in F .
We also claim that F max0 is a singleton set. Suppose that F1, F2 ∈ F max0 . As explained above, for each x ∈ X0 there exists a
proper descendant y ∈ X0 of x such that the set of node labels along the path from x to y is F1. Also, since y ∈ X0, there also
exists a proper descendant z ∈ X0 of y such that the set of node labels along the path from y to z is F2. Thus, the set of node
labels along the path from x to z is F1 ∪ F2. This yields that F1 ∪ F2 ∈ F maxx ≡ F max0 and thus (by maximality of the sets F1
and F2) F1 = F2 and F max0 is indeed a singleton set. Let F ∈ F denote the unique element of F max0 .
Now consider any two proper descendants y1 and y2 of x0 in the set X0, none of which is a descendant of the other. For
each i = 1, 2 there is a descendant xi ∈ X0 of yi such that the set of node labels along the path from yi to xi is F . Bymaximality,
the same holds for the path from x0 to xi, for i = 1, 2. Consider now the finite derivation tree whose nodes are those lying
on the paths from x0 to xi, i = 1, 2, together with the direct descendants of all these nodes other than x1 or x2. This tree
satisfies the fourth condition, proving that the third condition of the theorem implies the fourth.
Thus, it remains to prove that the fourth condition implies the third. But suppose that there is a finite derivation tree t
as described in the fourth condition. Then attaching a copy of t to the nodes x1 and x2 and continuing this way up to infinity
we can construct a derivation tree containing an embedded full binary tree. Nowwe attach a derivation tree whose frontier
is a terminal word to each leaf labeled by a nonterminal. The resulting tree with root symbol A has a terminal word as its
frontier and contains an embedded full binary tree. Since G contains no useless nonterminals, it follows that there is also a
derivation tree containing an embedded full binary tree whose root symbol is S and whose frontier is a word inΣ∞. 
7. The case of scattered words
In this section our aim is to establish the following property of MCFLs: if L is an MCFL consisting of scattered words, then
one of the following conditions holds:
(i) either there exists an integer n such that the rank of each member of L is at most n,
(ii) or L contains words having rank at least α for any countable ordinal α.
Here our notion of rank is closely related to that of the Hausdorff-rank; cf. [14,16]. Moreover, it can be decided in polynomial
time whether (i) or (ii) holds, and if (i) holds, the least such integer n can also be computed, still in polynomial time (if L is
given by an MCFG in normal form). In order to prove these results, we introduce several notions.
For each countable ordinal α we define a set Hα of nonzero countable order types as follows.
1. H0 consists of the finite nonzero order types.
2. Hα is the smallest set of order types which is closed under binary sum and contains all the order types of the form
∑
i∈I
τi,
where the nonempty linear order I is either finite or has order typeω or−ω, and each τi is inHβi for some ordinal βi < α.
It is known, cf. [16], that a nonempty countable ordering is scattered if and only if its order type is contained in Hα for some
(countable) ordinalα. Given a nonempty countable scattered ordering P , letH(P) stand for its rank, i.e. the smallest ordinalα
for which the order type of P belongs to Hα . When u is a scattered word, its rank H(u) is defined as the rank of its underlying
linear order o(u).
For an MCFG G = (V ,Σ, P, S,F ) and symbols X, Y ∈ V ∪ Σ , let us write X ❀∞ Y if and only if X ⇒∞ u for some
u ∈ (V ∪Σ)∞ with Y occurring infinitely many times in u. We call a nonterminal A ∈ V reproductive if A ❀∞ A.
Below we will make use of the following known facts, see e.g. [14].
• if P is a subordering of the countable scattered ordering Q , then H(P) ≤ H(Q ), and
• if P and Q are countable scattered linear orderings, then H(P × Q ) = H(P)+ H(Q ).
Lemma 24. Suppose G = (V ,Σ, P, S,F ) is anMCFG containing no useless nonterminals such that L∞(G) consists of scattered
words only. Suppose A ❀∞ B for the symbols A, B ∈ V ∪ Σ (thus A ∈ V). Then for any countable ordinal α, if for each ordinal
β < α there exists a word uβ with B ⇒∞ uβ and H(uβ) ≥ β , then A ⇒∞ u′ for some word u′ with H(u′) ≥ α.
Proof. Suppose A ❀∞ B and let u ∈ (V ∪Σ)∞ be a word with A ⇒∞ u in which B occurs infinitely many times, let α be a
countable ordinal and suppose that for each β < α there exists a word uβ with B ⇒∞ uβ and H(uβ) ≥ β .
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Ifα = α′+1 is a successor ordinal, then by A ⇒∞ uwehave A ⇒∞ u′where u′ can be constructed from u by substituting
uα′ for each occurrence of B in u. Then, by the above facts, H(u′) ≥ H(uα′)+ 1 ≥ α.
If α is a limit ordinal, then α = sup
i<ω
βi for some countable ordinals β0 < β1 < · · · < α. By assumption, for each i < ω
there exists a word uβi with B ⇒∞ uβi and H(uβi) ≥ βi. Let x1, x2, . . . ∈ dom(u) be an enumeration of the B-labeled
positions of the word u and let u′ be the word obtained from u by substituting uβi for each xi, i < ω. Clearly, A ⇒∞ u′. Also,
H(u′) ≥ βi for each i < ω, thus H(u′) ≥ α. 
An immediate corollary of Lemma 24 is:
Corollary 25. Suppose G = (N,Σ, P, S,F ) is anMCFG in normal form such that L = L∞(G) contains only scattered words and
some nonterminal A ∈ V is reproductive. Then for each countable ordinal α, L contains a word uα with H(uα) ≥ α.
Proof. Let u, v ∈ Σ∞ be words with S ⇒∞ uAv (since the reproductive nonterminal A is useful, such words exist). We
show that for each countable ordinal α there exists a word wα with A ⇒∞ wα and H(wα) ≥ α, then choosing uα = uwαv
suffices.
Weuse transfinite induction. Forα = 0 the statement is clear, since by+-productivity ofA there exists awordw0 ∈ Σ+∞
with A ⇒∞ w0 and clearly, H(w0) ≥ 0 for any scattered nonempty wordw0.
Suppose the claim holds for all ordinals less than α, i.e. for each β < α there exists a word wβ with A ⇒∞ wβ and
H(wβ) ≥ β . Applying Lemma 24 we get that the claim holds for α, proving the statement. 
The (transitive) relation❀∞ is computable in polynomial time.
Proposition 26. Suppose G = (V ,Σ, P, S,F ) is anMCFG in normal form. Then A ❀∞ B holds for the symbols A and B if and
only if there exists a viable set F ∈ F such that some (and hence each) member of F is accessible from A, moreover, B is accessible
from some symbol occurring in at least one of the edge labels of ΓG|F .
Proof. Suppose A ❀∞ B and let t be a derivation tree of G with t(ε) = A and fr(t) = u for some word u ∈ (V ∪ Σ)∞
such that B occurs in u infinitely many times. Then there exists an infinite path π = x0, x1, . . . of t such that for each i ≥ 0,
B occurs in fr(t|xi) infinitely many times. Let F ∈ F be the set InfLab(π) of nonterminals. Clearly, F is a viable set. By the
constraint on π , there exists a node x ∈ π such that {t(x′) : x′ ≥pr x, x′ ∈ π} = F and B occurs in fr(t|x·i) for some i ∈ N
with x · i ∈ dom(t)−π . Let j ≠ i be the uniquely determined integer with x · j ∈ π . Then there exists an edge t(x) α,β−→ t(x · j)
with t(x), t(x · j) both in F and C = t(x · i) occurring in αβ; since B occurs in fr(t|x·i), B is also accessible from C .
For the other direction, suppose F ∈ F is a viable set of nonterminals, C α,β−→D is an edge in ΓG|F , X is a symbol occurring
in αβ , B is accessible from X and some member of F is accessible from A (thus C is also accessible from A).
Using similar arguments as before we get that there exists a derivation tree t with root symbol C and frontier word of
the form α′ωβ ′−ω such that α′β ′ ∈ (V ∪Σ)∞ contains an occurrence of X , thus X occurs in fr(t) infinitely many times; since
B is accessible from X , we get C ⇒∞ u for some word u ∈ (V ∪Σ)∞ in which B occurs infinitely many times; finally, since
C is accessible from A, A ⇒∞ u0uv0 for some words u0, v0 ∈ (V ∪Σ)∗, showing A ❀∞ B. 
The following is well-known.
Lemma 27. The following are equivalent for a tree domain T :
(i) T has only finitely many maximal paths;
(ii) whenever T ′ ⊆ dom(t) is a set of pairwise incomparable nodes of T (with respect to the prefix ordering), then T ′ is finite.
Proof. It is clear that whenever T ′ ⊆ T is a set of pairwise incomparable nodes of T , then for each x ∈ T ′ there exists
a maximal path πx containing x, moreover, since the elements of T ′ are pairwise incomparable, these paths are different,
showing (i)→ (ii).
Suppose T has infinitely many maximal paths. We define a sequence x0, x1, . . ., a sequence y0, y1, . . ., and a sequence
z0, z1, . . . of elements of T as follows. First, let x0 = ε. Suppose we already defined xi in such a way that T |xi has infinitely
many maximal paths. We define yi as the (unique) minimal node z ∈ T (with respect to<pr) being a (not necessarily strict)
descendant of xi having at least two successors in T . Observe that T |yi still has infinitely many maximal paths.
Having defined yi, we define xi+1 as a successor of yi in T such that T |xi+1 still contains infinitely many maximal paths.
(Since there are only a finite number of successors of yi, such a node xi+1 exists). Finally, let zi be an arbitrary successor of yi
different from xi+1.
It is easy to check that these sequences are well-defined and that the infinite set {z0, z1, . . .} contains pairwise
incomparable nodes of T , showing (ii)→ (i). 
Proposition 28. Suppose G = (V ,Σ, P, S,F ) is an MCFG in normal form containing no reproductive nonterminals such that
L = L∞(G) contains scattered words only. Then the rank of each nonempty word in L = L∞(G) is at most |V |. Moreover, for each
symbol X ∈ V ∪Σ , the maximal rank #(X) = max{H(w) : w ∈ L∞(G, X)} can be computed in polynomial time.
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Proof. If P ⊆ {S → ε}, then L contains no nonempty words and the statement trivially holds. So we can suppose
P ⊈ {S → ε}, hence each nonterminal is+-productive.
We claim that for any symbol X ∈ V ∪Σ , #(X) is the largest integer n ≥ 0 for which there exist symbols X0, X1, . . . , Xn ∈
V∪Σ such thatX0 = X and for each i ∈ [n],Xi−1 ❀∞ Xi. SinceG contains no reproductive nonterminals, ❀∞ is an irreflexive
transitive relation, i.e. a strict partial ordering, so this value n is well-defined for each X ∈ V ∪Σ .
Suppose X0, . . . , Xm ∈ V ∪Σ are symbols with Xi−1 ❀∞ Xi for each i ∈ {1, . . . ,m}. Since G contains only+-productive
nonterminals, applying Lemma 24 we get by induction onm that #(X0) ≥ m.
For a setW ⊆ V of nonterminals and symbol X ∈ W ∪ Σ , let #(W , X) denote the value max{H(fr(t)) : t ∈ ∆(W , X)}.
It suffices to show that whenever #(W , X) ≥ k for some integer k, then there exist symbols X0, . . . , Xk with X = X0 and
Xi−1 ❀∞ Xi for each i ∈ {1, . . . , k}. When either k = 0 or X ∈ Σ is a terminal symbol, then this statement clearly holds.
Suppose X ∈ V , thus X ∈ W andW ≠ ∅, k > 0, and suppose that we already shown the claim for each integer less than k,
and for each setW ′ ( W of nonterminals (for the integer k).
Let t ∈ ∆(W , X) be a derivation tree of G such that H(fr(t)) ≥ k.
Let T ⊆ dom(t) be the set of those nodes of t having a (not necessarily strict) descendant labeled X . Then T is a sub-tree
domain of dom(t). Since X is not reproductive, there cannot be an infinite number of pairwise incomparable elements of T
(with respect to the prefix relation): if there was an infinite number of such nodes, there would also exist an infinite number
of pairwise incomparable nodes of t each labeled X by Lemma 27, which would then contradict the non-reproductivity of
X .
Thus, whenever T ′ ⊆ T is a set of incomparable elements of T (with respect to the prefix relation), then T ′ is finite. Hence,
T is a finite union of some maximal paths π1, . . . , πr .
Now let T+ be the set of those successors of the nodes of T that are not in T . Observe the following facts:
• The elements of T+ are pairwise incomparable with respect to the prefix ordering.
• fr(t) = Π
x∈T+
fr(t|x), where the ordering of elements of T+ is the lexicographic ordering.
• For each x ∈ T+, t|x is in∆(W − {X}, t(x)).
Since T has a finite number of maximal paths, the order type of T+ is a finite sum of order types, each being either finite,
or one of ω and−ω. To see this, suppose T is the finite union of the maximal paths π1, . . . , πr . We proceed by induction on
r . If r = 1, then the order type of T+ can be embedded intoω+ (−ω). Now let r > 1 and let u be the longest common prefix
of the paths π1, . . . , πr . Then T+ can be written as the ordered sum
T+ = {u′ · i ∈ dom(t) : ∃j > i, v u = u′ · j · v} + −
u·i∈dom(t)
Li

+
{u′ · i ∈ dom(t) : ∃j < i, v u = u′ · j · v},
where for each i with u · i ∈ dom(t), Li is either the singleton ordering {u · i} (if u · i ∈ dom(t) − T ) or (T |u·i)+, where the
subtree (T |u·i) is a union of ri < r maximal paths. Applying the induction hypothesis we get that the order type of T+ is a
finite sum of order types, each being finite or a finite sum of the order types ω,−ω and the finite order types. The claim is
proved.
Since H(fr(t)) ≥ k, one of the following cases holds:
• either H(fr(t|x)) ≥ k− 1 for infinitely many nodes x ∈ T+;• or H(fr(t|x)) = k for some node x ∈ T+.
If H(fr(t|x)) ≥ k−1 for infinitely many nodes x ∈ T+, then there exists some symbol Y ∈ V ∪Σ and an infinite set TY ⊆ T+
with each x ∈ TY labeled by Y (thus X ❀∞ Y ) and H(t|x) ≥ k − 1 for each x ∈ TY . Applying the induction hypothesis on
k we get that there exist symbols Y0, . . . , Yk−1 ∈ V ∪ Σ such that Y0 = Y and Yi−1 ❀∞ Yi for each i ∈ {1, . . . , k}, thus by
X ❀∞ Y we have X ❀∞ Y0 ❀∞ · · · ❀∞ Yk−1, showing the claim.
If H(fr(t|x)) = k for some node x ∈ T+, then (since t|x ∈ ∆(W − {X}, t(x))) applying the induction hypothesis on
W − {X} ( W we get there exist symbols Y0, . . . , Yk ∈ V ∪Σ with Y0 = t(x) and Yi−1 ❀∞ Yi for each i ∈ {1, . . . , k}. Now
Y0 is accessible from X (since it occurs in a derivation tree whose root is labeled by X) and Y0 ❀∞ Y1 (recall that k > 0), so
that X ❀∞ Y1 and thus X ❀∞ Y1 ❀∞ · · · ❀∞ Yk, completing the proof. 
Corollary 25 and Proposition 28 immediately yield:
Theorem 29. Suppose L is anMCFL consisting only scattered words. Then one of the following cases holds:
(i) either there exists a finite bound n such that each word in L has rank at most n;
(ii) or for any countable ordinal α, there exists a word in L with rank at least α.
Moreover, it can be decided in polynomial time whether (i) or (ii) holds, and if (i) holds, even the least such bound n can be
computed in polynomial time, if L is given by anMCFG in normal form.
Z. Ésik, S. Iván / Theoretical Computer Science 416 (2012) 17–32 31
Theorem 30. It can be decided in polynomial time whether an MCFL given by an MCFG in normal form contains dense words
only.
Proof. Suppose G = (V ,Σ, P, S,F ) is an MCFG in normal form. Then L = L∞(G) contains a word which is not dense if one
of the following conditions hold:
(i) u ∈ L for some u ∈ Σ ∪ {ϵ};
(ii) S ⇒∞ αabβ for some α, β ∈ (V ∪Σ)∞ and a, b ∈ Σ .
By Proposition 16, (i) can be decided in polynomial time. Moreover, (ii) holds if and only if S ⇒∗ α′abβ ′ for some
α′, β ′ ∈ (V ∪Σ)∗, thus it can also be decided in polynomial time. 
8. Closure properties
Proposition 31. The class ofMCFLs is effectively closed under substitution, i.e., when L ⊆ {a1, . . . , an}∞, L1, . . . , Ln ⊆ Σ∞ are
MCFLs, each given by anMCFG, then anMCFG G with L∞(G) = L[a1 ← L1, . . . , an ← Ln] can be given effectively.
Proof. Let L = L∞(G) where G = (V ,Σ, P, S,F ), and for each a ∈ Σ , let La = L∞(Ga), where Ga = (Va,∆, Pa, Sa,Fa).
Without loss of generality we may assume that the sets V , Va, a ∈ Σ are pairwise disjoint. Now let P ′ be the set of
productions obtained from the productions in P by replacing each occurrence of each letter a ∈ Σ with Sa. Then let
V = V ∪

a∈Σ
Va
P = P ′ ∪

a∈Σ
Pa
F = F ∪

a∈Σ
Fa
and G = (V ,∆, P, S,F ). The MCFG G generates the language L[a ← La]a∈Σ . 
Corollary 32. The classMCFL is closed under binary set union, concatenation, star, ω-, η-,∞-, and (−ω)-power.
Proposition 33. MCFL is neither closed under intersection nor under complementation.
Proof. By Corollary 17, a language of finite words is an MCFL if and only if it is context-free. Since the class of context-free
languages is not closed under intersection, the class of MCFLs is also not closed under intersection, and hence also not closed
under complementation (since it is closed under binary union). 
Recall the definition of the languages Pre(L), Suf(L), In(L) and Sub(L).
Proposition 34. If L is anMCFL, then Lr , Pre(L), Suf(L), In(L) and Sub(L) are alsoMCFLs.
Proof. Suppose that L is an MCFL generated by the MCFG G = (N,Σ, P, S,F ). It is clear that Lr is generated by the MCFG
Gr = (N,Σ, P r , S,F )where P r = {X → pr : X → p ∈ P}.
Regarding Pre(L), let N = {X : X ∈ N} and F = {X : X ∈ F}. Then consider the grammar Pre(G) = (N ∪ N,Σ, P ∪
P, S,F ∪ F ), where
P = {X → pY : X, Y ∈ N, ∃q X → pYq ∈ P}
∪ {X → pa : X ∈ N, a ∈ Σ, ∃q X → paq ∈ P}
∪ {S → ε}, and
F = {F : F ∈ F }where F = {X : X ∈ F}.
If G is in normal form with P ⊈ {S → ε}, then G′ = Pre(G) generates Pre(L). To see this, consider a derivation tree t over
the grammar Gwhose root symbol is S and whose frontier word u is inΣ∞. If v is a prefix of u then we can partition the set
of leaves into two disjoint sets K and R such that K is closed below and R is closed above with respect to the lexicographic
order and such that v is isomorphic to the word determined by K . If K is empty then v is the empty word and since S → ε
is a production of G′ we have v = ε ∈ L∞(G′). Assume now that K is not empty. Using t , we will construct a derivation tree
for v over the grammar G′. To this end, let us relabel the root by S. Then suppose that we have relabeled a node x originally
labeled X ∈ N by X such that every node in K is either lexicographically less than x or belongs to t|x, moreover, t|x contains
at least one leaf in K . Consider the successors x1, . . . , xm of x. There is a largest integer i such that the subtree t|xi rooted at
xi contains a leaf in K . If xi is labeled in Σ , or i = 1 and xi is labeled ε, then xi is the lexicographically greatest element of
K . A derivation tree may be obtained from the relabeled tree by removing all nodes lexicographically greater than xi. If xi is
labeled by a nonterminal Y then we relabel it Y and continue the process. If the process does not stop, then the nodes which
are relabeled form an infinite path π and a leaf belongs to K if and only if it is lexicographically less than π . A derivation tree
of v over G′ can be obtained by removing all nodes lexicographically greater than π .
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Suppose now that t is a derivation tree over G′ with root symbol S and frontier word v inΣ∞. Then the inner nodes of t
on the rightmost complete path π are labeled by nonterminals in N and all other inner nodes are labeled in N . Suppose that
x is an inner node lying on π labeled X . Let x1, . . . , xi denote the successors of x labeled p1, . . . , pi, respectively. If pi = Y
is in N then there are some q1, . . . , qj ∈ N ∪ Σ such that X → p1 . . . pi−1Yq1 . . . qj is a production of G. In this case let us
add j new successors of x to the tree, labeled q1, . . . , qj, respectively. If pi is a terminal or i = 1 and pi = ε, then xi is the last
node of π . Moreover, there exist q1, . . . , qj ∈ N ∪Σ such that X → p1 . . . piq1 . . . qj is in P . We add j new successors of x to
the tree, labeled q1, . . . , qj, respectively. Replacing each node label X with X , the tree constructed in this way is a derivation
tree over G whose frontier word is of the form vq for some q ∈ (N ∪ Σ)∞. Since G contains only productive nonterminals,
this tree can be completed to a derivation tree whose frontier word u is inΣ∞. It is clear that v is a prefix of u.
Since Suf(L) = (Pre(Lr))r and In(L) = Suf(Pre(L)), it follows now that Suf(L) and In(L) are also MCFLs.
Last, we prove that Sub(L) is anMCFL. For this reason,without loss of generalitywemay assume thatwhenever a terminal
letter a occurs on the right side of a production, then the production is of the form X → a. If G satisfies this condition, then
a grammar generating Sub(L) is obtained by adding all productions X → ε to the set P whenever X → a is in P for some
a ∈ Σ . 
9. Conclusion, open questions
We have defined Müller context-free grammars (MCFGs) generating languages of countable words, called MCFLs. The
class ofMCFLs is clearly closed under substitution and thus enjoys good closure properties.We have studied several decision
problems for MCFLs, mainly motivated by order theoretic properties, and in each case we have found a polynomial time
algorithm for MCFGs in normal form. The transformation of an arbitrary grammar into normal form requires polynomial
space, but the size of the grammar produced by the algorithm is polynomial in the size of the input grammar. Among the
decision problems,we showed that it is decidable in polynomial timewhether anMCFG in normal form generates a language
ofwell-ordered, or scattered, or densewords.Wehave established a limitedness property: If anMCFL contains only scattered
words, then either the rank of each word of the language is bounded by a fixed integer n, or for each countable ordinal α
there is a word in the language of rank at least α. Moreover, we have shown that is decidable which of the two cases applies.
In an earlier paper we studied Büchi context-free languages, or BCFLs. While every BCFL is anMCFL, there exists anMCFL
of scattered, or even well-ordered words that is not a BCFL. It remains for future research to answer the question whether
there is a MCFL consisting of dense words that is not a BCFL. On the other hand, it not difficult to show that every MCFL
consisting of finite or ω-words is a BCFL. By a result in [10], it then follows that an ω-language is an MCFL if and only if it is
context-free in the sense of Cohen and Gold [8].
The equality problem for BCFLs is undecidable, [10], thus it is also undecidable for MCFLs. We have not yet studied the
question of deciding whether an MCFG generates a BCFL. Also, it would be interesting to know whether there is an MCFL of
scattered words of rank bounded by an integer n that is not a BCFL.
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