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Abstract
We present a numerical model for dynamic simulation of colloidal particles attached to a fluid interface. A new coupling method
is proposed for combining Newtonian dynamics for colloidal particles and the lattice Boltzmann method for fluid phases so as to
account for the wetting properties of particle surfaces. With this feature, capillary interaction of colloidal particles, in addition to
electrostatic and hydrodynamic interactions, can be simulated.
For the validation of the proposed model, we perform numerical simulations of the steady flow around a square array of
cylinders, the transient dynamics of a moving particle in the quiescent solvent, as well as the contact angle of a colloidal particle
attached to the multi-component fluid interface. Further, we apply the current model to simulate capillary interactions between two
colloidal particles at a fluid interface. Effects of the relevant physical parameters on the dynamics of the particles, in particular,
wettability and gravity, are investigated.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Lattice Boltzmann method; Colloid; Capillary interaction
1. Introduction
The self-assembly of colloidal particles formed at water–air or water–oil interfaces has attracted much attention
because it is related to a wide range of industrial applications. For example, particles of nano- or micro-meter sizes
can be used to stabilize emulsions and foams [1]. In such emulsions (called the Pickering emulsions), the colloidal
particles can form rigid layers at the fluid–fluid interfaces, which prevent the coalescence of droplets. The formation
of the rigid layers is a result of the strong capillary interactions among the colloidal particles. So, it is very important
to understand the details of such an interaction through numerical simulations.
From the perspective of computational fluid dynamics (CFD), it is one of the most formidable tasks to treat such a
multiphase colloidal system because one needs to track fluid–fluid interfaces which may move and deform, and even
appear and vanish. Moreover, one confronts with a problem known as the contact-line paradox, which arises when
a fluid–fluid interface comes in contact with a solid surface. To overcome these issues, we propose a novel diffuse-
interface lattice Boltzmann model in this paper. Though our model is more or less similar to the existing ones [2–6], in
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which Newton’s equation of motion for the particle dynamics is combined with the lattice Boltzmann equation for the
solvent hydrodynamics, a quite different approach is adopted to couple those dynamics. Our approach is based on the
idea used in the multi-component fluid model proposed by Shan and Chen [7] (S–C), where mesoscopic interactions
are introduced among different fluid phases. Advantages and disadvantages of the S–C-type modeling of multiphase
fluids have been fully discussed [8]. It is known that the method has been successfully applied in modeling the wetting
properties of solid walls [9]. In this research, we extend the previous work to a more general situation, where the solid
phase could be in motion. In particular, one must take care of both the continuity of velocity and the wetting properties
at the solid–fluid interfaces. We will show that the S–C model can also be used in such cases with several extensions.
The rest of this paper is organized as follows. In the next section, we describe our treatment for hydrodynamic
and capillary forces. Section 3 is dedicated for the validation of our model, where the drag coefficient of a cylinder
is measured and compared with the available data. Also, we check the transient velocity response of the particle to
investigate the numerical influence of artifacts hidden in the particle motion. Then, we shall show the simulation
results of lateral capillary interactions between two particles at a fluid–fluid interface. In the final section, conclusions
of this research are described.
2. Development of the model
The present colloidal particle model is based on the lattice Boltzmann multi-component fluid model proposed by
Shan and Chen [7] (S–C model). In the following subsections, we shall briefly introduce the S–C model, summarize
the features of the S–C model, in particular, the way to treat the fluid–fluid interface, and then explain our idea to
model the solid–fluid interface.
2.1. The lattice Boltzmann multi-component fluid model
In the S–C model, states of the component fluids are described by the discrete velocity distribution function
nσi (x, t), which indicates the number density of particles belonging to a component σ at site x at time t with a
discrete velocity ei . The variables nσi is evolved according to a discrete kinetic equation which can be derived from
the continuous Boltzmann equation by discretizing it in physical space, time and velocity space [10]. A second-order
accurate [11] lattice Boltzmann equation thus obtained is given as follows,
nσi (x+ ei , t + 1)− nσi (x, t) = −
1
τσn + 1/2
[
nσi (x, t)− nσ,eqi (x, t)
]+ τσn
τσn + 1/2
Fσi (x, t). (1)
In Eq. (1), the left-hand side represents the advection process, and the first term on the right-hand side, Ωσi {nσi } =
−(nσi − nσ,eqi )/(τσn + 1/2), describes a BGK-type relaxation process to the local equilibrium distribution nσ,eqi with
a relaxation time τσn . The second term is added to take account of the body force acting on the fluid component σ ,
whose detailed form will be given later.
Hydrodynamic quantities, the mass density ρσ and the flow velocity are evaluated by taking the zeroth and the first
moments of the velocity distribution functions,
ρσ = mσnσ = mσ
∑
i
nσi ,
ρσ v˜σ = mσnσ v˜σ = mσ
∑
i
nσi ei +
1
2
fσ ,
(2)
where nσ is the number density andmσ is the mass of a single particle of the component σ . Note that the fluid velocity
v˜σ should be calculated as in Eq. (2) so that the body force fσ could be incorporated with the second-order accuracy
[12].
The local equilibrium distribution shown below is obtained by expanding the Maxwell–Boltzmann distribution up
to the second order of the Mach number. In this study, the two-dimensional nine-velocity model (D2Q9) is employed,
so that
nσ,eqi = ωinσ
[
1+ 3ei · v˜+ 92 (ei · v˜)
2 − 3
2
|v˜|2
]
, (3)
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Fig. 1. A schematic representation of the proposed diffuse-interface lattice Boltzmann model for a colloidal particle suspended in a solvent fluid.
where ω0 = 4/9, ωi = 1/9 for |ei | = 1 and ωi = 1/36 for |ei | =
√
2. Notice that the velocity v˜ in Eq. (3) is not the
velocity of individual fluid component v˜σ but the mass-weighted average of the velocities for all the components,
v˜ =
∑
σ
mσnσ v˜σ /(τσn + 1/2)∑
σ
mσnσ /(τσn + 1/2)
. (4)
The relaxation to this unique equilibrium velocity will lead to the continuity of velocity at interfaces of different fluid
components. As it will be discussed in detail in the next section, this choice of the equilibrium velocity plays an
important role in modeling the solid–fluid interface as well.
The miscibility among different fluid components is modeled at the kinetic level by introducing a fluid–fluid
interaction force,
fσ (x) = −nσ (x)
∑
σ¯
∑
i
ωiG
σ σ¯nσ¯ (x+ ei )ei , (5)
where fσ is a force acting on the fluid component σ due to the existence of other components. The interaction
parameterGσ σ¯ controls the strength of the interaction between the components σ and σ¯ , which would yield a repulsive
force when it is positive and an attractive force when negative.
Finally, the body force term in Eq. (1) takes the following form in order to ensure the second-order accuracy [12],
Fσi = 3ωi [ei − v˜+ 3eiei · v˜] · fσ . (6)
2.2. The model for colloidal particles
In the S–C model, fluid interfaces evolve as a result of the mesoscopic interactions. One remarkable feature here is
that the velocity continuity is automatically satisfied. Thus, it requires neither the explicit tracking of the interface nor
the imposition of the specific boundary conditions at the interface, both of which are computationally demanding. This
feature comes from the formulation of the equilibrium states of the mixture, that is, all the components are enforced
to have a common velocity shown in Eq. (4). We take this advantageous feature to model the solid–fluid interface.
Below, we describe the extension of this idea to model a spherical colloidal particle suspended in a solvent fluid (see
Fig. 1).
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The Newton’s equation of motion for the colloidal particle can be written as,
M
dV
dt
= FH + FC + FG , (7)
where M is the mass of the particle and V is the translational particle velocity.
The first term on the right-hand side, FH is the hydrodynamic force acting on the solid particle by the fluid phase.
We assume that the colloid particle consists of microscopic solid particles and that the local number density of the
microscopic particles at each lattice node x (indicated by the squares in Fig. 1) is given as a function of the distance
from the geometrical center X of the colloidal particle (indicated by the dot in Fig. 1),
nS(x) = n
S
0
2
[
1+ tanh R − |x− X|
ξ
]
, (8)
where nS0 is the characteristic number density of the microscopic solid particles and ξ is the characteristic length
scale of the interface width. With this choice, the total mass of the particle can be approximated as M = piR2mSnS0
(M = 4piR3mSnS0/3 for three-dimensional cases), where mS is the mass of a single microscopic particle. Note that
the choice of this density profile may be arbitrary. Other profiles would work as well. However, the profile of this
form, Eq. (8), makes it easy to understand the properties of the solid–fluid interface, because it is comparable to the
fluid–fluid interface. With the same reason, we fixed ξ = 1 in all the simulations presented in this paper. The local
velocity at the same node can be calculated as follows,
vS(x) = V +Ω × (x− X), (9)
where Ω is the angular velocity of the colloidal particle.
Here, it is further assumed that the solvent fluid (lattice Boltzmann particles) can reside at any lattice nodes
including the internal region of solid particle (indicated by the gray zone in Fig. 1) similar to the previous lattice
Boltzmann models developed by Ladd [3,4] and a relatively new model proposed by Tanaka [13]. In contrast, we
take a different approach to achieve the velocity continuity at the interface. Instead of imposing certain boundary
conditions such as the bounce-back rule, we force both the fluid phase and the solid phase to relax to the common
equilibrium velocity for the mixture,
v˜(x) = m
FnF v˜F/(τ Fn + 1/2)+ mSnS v˜S/(τ Sn + 1/2)
mFnF/(τ Fn + 1/2)+ mSnS/(τ Sn + 1/2)
, (10)
where the superscripts F and S are for the physical properties of the fluid phase and the solid phase respectively.
Due to this choice of the equilibrium velocity, the fluid momentum alone will not be conserved during the collision
process. The restriction is that the solid phase must gain or lose the same amount of the momentum as the fluid phase
does, so that the total momentum can be conserved. With this exchange of momentum between the fluid and solid
phases, we can evaluate the hydrodynamic force by summing up the net momentum change at each lattice node,
FH =
∑
x∈VP
1PS(x), (11)
where1PS(= −1PF ) is the local momentum change of the solid (fluid) phase. It is worth giving some comments on
the calculation of FH . The first issue is that the momentum change of the fluid phase during the collision process can
be calculated with the collision term of the lattice Boltzmann equation,
1PF (x) =
∑
i
Ω Fi m
Fei (12)
= −αF
(
v˜F − v˜
)
(13)
= −α
S
(
v˜F − v˜S)
1+ αS/αF , (14)
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where αF = mFnF/(τ Fn + 1/2) for the fluid phase and a similar relation for the solid phase are used. Note that the
body force term is omitted for simplicity. The second issue is related to the summation region, or the volume of the
colloidal particle VP . In principle, VP should include all the lattice nodes at which the solid phase exists, where nS(x)
has a non-zero value. This requires much computational cost because VP is virtually extended to the whole domain
due to the diffusive nature of the solid–fluid interfaces. In order to avoid this computational complexity, we introduced
a cutoff for the summation region. In the drag calculation described in the next section, for example, we set the cutoff
radius as rcutoff = 2R, and found that the cutoff does not alter the results even quantitatively. The treatment for the
many-particle case, where two or more solid phases may exist at the same lattice node, requires further consideration.
In such cases, we consider the equilibrium velocity of the (N + 1)-component mixture,
v˜(x) =
mFnF v˜F/(τ Fn + 1/2)+
N∑
S=1
mSnS v˜S/(τ Sn + 1/2)
mFnF/(τ Fn + 1/2)+
N∑
S=1
mSnS/(τ Sn + 1/2)
, (15)
where N is the number of different solid phases, each of which represents a colloidal particle. Correspondingly, the
total momentum change of the fluid phase becomes as follows,
1PF (x) = −
N∑
S=1
αS
(
v˜F − v˜S)
1+
N∑
S=1
αS/αF
. (16)
The above equation clearly shows the contribution of momentum exchange from each solid phases, and therefore the
force on the Sth particle can be calculated in a straightforward manner. As the last issue of the comments on the
calculation of the hydrodynamic force, the relaxation time for the solid phase is set to 1/2 by assuming that the solid
phase is always in thermodynamic equilibrium.
We further introduce an S–C-type interaction force acting on the solid phase by the fluid phase so as to take account
of the surface wettability,
f S(x) = −nS(x)
∑
i
ωiG
FSnF (x+ ei )ei . (17)
The reaction force acting on the fluid phase is,
f F (x) = −f S(x). (18)
The interaction parameter GFS controls the wettability of the fluid to the solid surface. The second term on the right
hand side of Eq. (7), FC , namely the total capillary force acting on the colloid particle can be evaluated as,
FC =
∑
x
f S(x). (19)
Note that FC will be effective only in the interface region, since the number density of fluid particles is extremely low
inside the colloid particle.
The last term, FG , represents the gravity force, and can be written as,
FG = −(ρS − ρF )VPgeˆz, (20)
where eˆz is the unit vector parallel to the gravity force.
3. The validation of the particle model
3.1. The drag coefficients
In order to validate our model, we firstly calculated fluid flows around a square array of cylinders under a pressure
gradient and compared the obtained drag coefficients with the data by Sangani and Acrivos [14].
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Fig. 2. Drag coefficients for cylinders of different sizes. The open circles, open squares and closed diamonds correspond to lattice sizes, L = 32,
64 and 128. The solid curve with crosses is drawn according to the numerical data by Sangani and Acrivos. The volume fraction of the cylinder
φ = piR2/L2 takes its maximum value φC = pi/4 ≈ 0.78 when R = L/2. Thus, the drag force diverge as φ → φC .
Due to the periodicity of flow, the simulations were performed for a single cylinder of a radius R centered in an
L×L square box with periodic boundary conditions applied in both the horizontal and the vertical directions. The fluid
around the cylinder is accelerated by a constant body force to mimic the constant pressure gradient. When the system
reaches its steady state, the drag force on the cylinder FD and the flow velocity 〈v〉 averaged in the whole domain,
including the internal region of the solid phase, are evaluated to calculate the drag coefficient CD = FD/µ〈v〉. For
comparison with the analytical results, we adjust the magnitude of the body force so as to keep the Reynolds number
of flow, Re = ρR〈v〉/µ, small. Here ρ and µ are the mass density and the viscosity. We used τ Fn = 1/2, or µ = 1/6,
and confirmed that Re is no larger than 0.2 in all the simulations.
Fig. 2 shows the drag coefficients of cylinders of different sizes. Each set of the symbols represent the results
obtained when L = 32, 64 and 128. Note that the volume fraction of the cylinders φ = piR2/L2 is used for the
horizontal axis. It is observed that our results slightly underestimate the drag force in the high φ region, where only a
few lattice nodes exist between the surfaces of neighboring cylinders. This may be one of the disadvantages of diffuse-
interface models. The investigation of the influence of the width of the solid–fluid interface, though very important,
is beyond the scope of this paper and will be a theme of our future study. As a whole, however, we conclude that the
obtained results agree well with the existing data quantitatively.
3.2. The transient velocity response
Next, we checked the transient velocity response of a colloidal particle suddenly released into a quiescent fluid.
The purpose of this test is to investigate the effects of fluid motion inside the solid region.
Fig. 3 shows the normalized velocity V (t)/V ′(0) of the particles with different radii R = 1, 2, 4 and 8, where V (t)
is the particle velocity at time t . We used a viscous time tν = R2/ν to scale time as τ = t/tν . And also, we used the
normalization factor V ′(0) = MsV (0)/(Ms + M f ) rather than the true initial particle velocity V (0), where Ms is the
particle mass and M f = ρ f piR2 is the fluid mass inside the solid region. This is because the initial velocity V (0) is
assigned only to the solid phase but not to the fluid phase, that is, the two phases are not coupled to each other until
t = 0.
It is pointed out that allowing the fluid to reside inside the solid region gives rise to oscillations at the early
stage(τ < 1) of the transient particle motions [15]. Fig. 3 shows, however, the particle velocity decays monotonically
in spite of the existence of the internal fluid. We conceive that this result comes from the different treatment of the
solid–fluid coupling. In the original Ladd model [3], the coupling is enforced only at the interfaces (so that the model
is called hard shell model), whereas it is done at every lattice node inside the solid phase in our model. At the late
stage, τ > 1, on the other hand, the velocity of each particle converges to a power-law scaling, which is well-known
as the long-time tails, V (t)/V (0) ∼ Cτ−D/2 with D being the space dimension [16].
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Fig. 3. Transient velocity response of the colloidal particles with a radius R = 1, 2, 4 and 8. It is observed the velocity of each particle converges
to a power-law scaling, V (t)/V (0) ∼ Cτ−1, after τ = 1, whereas it decays with different time scales at the early stage τ < 1.
Fig. 4. A solid particle of a radius R attached to an interface between fluid A and fluid B. The contact angle θ is measured from the fluid A side.
In equilibrium, the distance between the particle center and the interface A–B is indicated by heq .
3.3. Contact angles
In this subsection, we deal with a single particle attached to the interface of two fluids A and B (see Fig. 4). The
particle is assumed to be so small that the effects of its weight can be negligible. Under this condition, the equilibrium
position of the particle is determined so that the contact angle satisfies the Young–Dupre´ law,
cos θ = σ
AS − σ BS
σ AB
, (21)
where θ is the contact angle (seen from the fluid A), σ AB is the interfacial energy between the fluids A and B, and
σ AS and σ BS are the interfacial tensions between the solid phase and the fluid phases, A and B, respectively. By a
simple geometrical consideration, the equilibrium position of the particle heq is obtained as follows,
heq
R
= σ
AS − σ BS
σ AB
, (22)
where R is the radius of the particle.
In all the simulations performed here, we considered a single particle of radius R = 16 in a square box whose side
length is L = 128. For the interaction parameter between the fluids, we restricted ourselves to the case of G AB = 3
so as to ensure the separation of fluid phases. The interaction parameters G AS and GBS are set such that both of them
are positive to produce repulsive forces between the solid and the fluid phases and that G AS + GBS = 3 is satisfied.
Here, a new parameter for wettability of the particle surface can be introduced,
α = G
AS − GBS
G AB
. (23)
This parameter measures the relative strength of repulsive forces exerted on the solid particle by each component of
the fluid phase (because we use positive values for G AS and GBS). If α > 0, the particle is pushed more strongly by
the fluid A. Note that α has a similar form with the right-hand side of Eq. (21) and (22). However, it does not mean
that α can be equated with cos θ or heq/R because the relation between, say, G AS and σ AS is not obvious.
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(a) α = −2/3. (b) −1/3. (c) 0. (d) 1/3.
Fig. 5. The contours of the order parameter φ obtained when (a) α = −2/3, (b) −1/3, (c) 0 and (d) 1/3. See the text for the meanings of the
parameters.
Fig. 6. The equilibrium particle position as a function of the solid–fluid interactions. Note that horizontal axis is for the ratio of the interaction
parameters, α = (GAS − GBS)/GAB . The solid line is drawn according to heq/R = α.
Fig. 5 shows contours of the following order parameter
φ = n
A − nB
nA + nB + nS , (24)
where nA, nB and nS are the number densities of fluid A and B and solid S respectively. Note that |φ| ≈ 0 near the
interfaces between A and B (where nA ≈ nB) or in the internal region of the solid phase (where nS  nA, nB).
It is observed that the colloidal particle is pushed into fluid A region when α < 0, as is expected. On the other
hand, the particle is neutrally trapped at the fluid–fluid interface when α = 0. These results imply that our model can
deal with the wettability of the particle surface effectively.
In Fig. 6, the equilibrium particle position is plotted against the parameter α. The equilibrium position depends on
α almost linearly, and the slope is about 1. This result implies that G AS ∼ σ AS for fluid A and the solid phase and a
similar relation exists for fluid B and the solid. However, to further verify this relation, deep insights are required to
the characteristics of the mesoscopic interactions between the fluid phase and the solid phase.
3.4. The simulation of the capillary interaction
In the previous section, the particle weight is neglected. Consequently, the fluid–fluid interface becomes flat at the
equilibrium state in all the cases regardless of the wetting property of the particle surface. When the particle weight is
not negligible, in contrast, it could induce the deformation of the fluid–fluid interface. And the interface deformation,
in turn, would give rise to the lateral interaction among particles residing at the same interface [1].
In this section, we consider two colloidal particles with the same radius R at a fluid–fluid interface, as illustrated
in Fig. 7. The system size is set as 2L × L . A periodic boundary condition for the lateral sides is applied, while
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Fig. 7. Schematic illustration of two particles attached to a fluid–fluid interface. The deformation of the fluid–fluid interface is due to the particle
weight.
stationary walls are placed at the upper and lower boundaries. We assigned the same physical properties to both fluid
components, that is, ρA = ρB(= ρ f ), τ A = τ B and so on, for simplicity. Our definition of the Bond number,
Bo = (ρs − ρ f )gR
2
σ AB
, (25)
is different from those defined in the literature [1,17,18]. Also, the capillary length q−1 = √σ AB/(ρA − ρB)g
becomes infinitely large. Therefore, the fluid–fluid interface has a finite curvature even far from the particles. The
control parameter for the wettability is also set equally for both fluid phases, G AS = GBS , resulting in a 90◦ contact
angle in all the simulations hereafter.
3.4.1. The validation of contact angle
When the initial particle separation is just a half of the system width, d = L (see Fig. 7(a)), the lateral motion of
the particles is prohibited because of the symmetry of the capillary force due to the periodicity of the domain. The
vertical position of the particles is determined by the balance between the buoyancy force and the interfacial tension
as,
2σ AB sinψeq = piR2g(ρs − ρ f ), (26)
where ψeq is the contact angle in the equilibrium state, measured from the horizontal axis (see Fig. 8). The contact
angle ψeq can be written with Bo explicitly as,
ψeq = sin−1
(pi
2
Bo
)
. (27)
Note that ψeq has the same value when measured from either side of the particle due to the symmetry of the system.
In Fig. 8, we plot the isocurve of the order parameter, φ = 0, when the particle reaches a mechanical equilibrium.
The reference level y = 0 is the equilibrium position of the particle when the gravity is absent. Note that the fluid–fluid
interface would also become flat along the x-axis in such cases. As is shown in the figure, the fluid–fluid interface
deforms significantly when the gravity force is switched on. It is also observed that the interface can be fitted well by
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Fig. 8. The isocurve of φ = 0 obtained when the particle size is R = 16 and the system size is L = 256. The particle distance is d = L .
Fig. 9. The contact angle measured from the horizontal axis. The solid line is drawn according to an analytical prediction in the text.
a curve with a constant curvature (the solid line in Fig. 8). This result is physically reasonable for the systems where
the capillary length is comparable with the system size.
By linearly fitting the isocurve near the point of contact between the fluid–fluid interface and the surface of the
particle, we measured the tangential slope of the fluid–fluid interface tanψeq . In Fig. 9, we compare the measured
results with those predicted by using Eq. (27), whereby they show good agreement with each other.
3.4.2. The lateral force
Next, we consider the cases where the particle distance lies in the range 0 < d < L . In order to measure the lateral
force, we need to keep the particle distance constant. To realize this, the particles are allowed to move only in the
vertical direction.
In this situation, the particle should have two different contact angles (measured from the horizontal axis) ψ1 and
ψ2 on each side due to the loss of symmetry (see Fig. 7 (b)). With the use of these contact angles, the vertical balance
of the particle, namely Eq. (26), can be re-written as follows,
sinψeq1 + sinψeq2 = piBo, (28)
where Bo is the Bond number defined in Eq. (25). To solve for the contact angles, one must consider both hydrostatic
equilibrium condition for the fluid–fluid interface and the geometrical restriction for the particles. The hydrostatic
condition requires that the interface curvature should be equal at the positions P1 and P2. Therefore, the interface
curvature can be written as,
R1 = R2 = Rint. (29)
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Fig. 10. The lateral force vs. the particle distance d. The symbols indicate our numerical results while the solid line shows the analytical solution
described in the text. It is clearly observed that both agree well when the particle distance is larger. The deviation when d/R < 4 is due to the fact
that the particle size is not taken into account in the analysis.
From the geometrical consideration, each contact angle is shown to satisfy the following relations respectively,
sinψeq1 =
d
2Rint
, sinψeq2 =
2L − d
2Rint
. (30)
Substituting Eq. (30) into Eq. (28), Rint can be solved, and subsequently the contact angles are also obtained.
Now one can evaluate the lateral force acting on the particle, FCx , as follows,
FCx = σ AB
[
cosψeq1 − cosψeq2
]
. (31)
Note that the theory of the capillary force for two cylinders has already been established in the literature [18,17].
But these studies treat infinitely large systems. The analysis shown above is derived for the current system where a
periodic condition is used for the horizontal direction.
In Fig. 10, FCx is plotted as a function of the particle distance d (shown by the solid line), and our numerical
evaluation for FCx is also shown by the symbols. It is clearly observed that both agree well when the particle distance
is large up to d/R = 16, where the net force vanishes because the particle distance is equal to just half of the system
width (d = L = 256 in this case). On the other hand, significant deviation can be observed, say, when d/R < 4. This
error can be explained as a result of the fact that the particle size is not taken into account in the analytical expression
in Eq. (31).
3.4.3. The lateral motion
Finally, we consider the lateral motion driven by the capillary interaction between the two particles. According
to the previous works [1], the energy of such lateral capillary interactions can be formulated with a quantity called
capillary charge Qi = Ri sinψi as follows,
1W ≈ −2piσQ1Q2F(ql), (32)
where l is the distance between the particles and q is the inverse of the capillary length. The function F is known
to depends on the shape of the objects considered, which is not essential here. An important aspect of the capillary
charge theory is that Eq. (32) states the direction of the particle interaction, that is, the particles with the same sign
of capillary charges would be attractive, whereas the particles would be repulsive when they have opposite signs. To
verify this property in a qualitative sense, a numerical simulation was carried out.
We consider two cases, (a) both particles are accelerated vertically in the same direction and (b) the particles are
accelerated vertically in the opposite direction to each other, the positive/positive and the positive/negative charged
pairs can thus be generated (see Fig. 11).
In Fig. 12, the snapshots taken from the simulation are shown for both cases. Note that the system had been
equilibrated for the first 10 000 time steps before applying the acceleration, in order to remove the density fluctuations.
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Fig. 11. Capillary interactions between two colloidal particles at a fluid–fluid interface. In case (a), the capillary charges of the two particles have
the same sign. In contrast, the capillary charges have opposite sign in case (b).
Fig. 12. Snapshots of the interacting particle at a fluid–fluid interface taken at time steps t = 10 000, 20 000, 50 000, 100 000 and 150 000 from
top to bottom. The direction of gravity acting on the particles is (a) the same for both particles, and (b) opposite to each other. Both of the results
are consistent with the capillary charge theory, which states the particle have attractive interactions when their charges are of the same sign.
Also, note that the Bond number is chosen such that the particles can be trapped by the interface in both cases. It is
observed that the particles attract each other in case (a), whereas they are found to push against each other in case
(b), as expected from the capillary charge theory. In case (a), the particles eventually touch each other. To prevent the
possible penetration of the particles in touch, we simply applied a repulsive force (a repulsive part of Lennard-Jones
potential). It becomes effective only when two colloidal particles come close enough so that there will be no influence
on the long-range lateral force. Note that this repulsive force is introduced just as a crude model for the surface contact.
When more serious comparisons are to be made between simulations and experiments, however, one may need a more
sophisticated model which takes into account the lubrication effects [19].
4. Conclusions
We proposed a numerical model for simulating capillary interactions between colloidal particles at fluid–fluid
interfaces. After validating the model, it was applied to the simulation of lateral capillary interactions. Quantitative
and qualitative comparisons were made to demonstrate both the capability and the potential of our model.
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The advantage of our model will become much clearer, in particular, when motions of complex-shaped objects
are to be simulated, because the explicit tracking of the interfaces is unnecessary. Moreover, the effects of wetting
properties of the object surface can be incorporated in a physically appropriate manner. Thus, it can be expected as
a promising model for a wide range of applications. For future work, we plan to extend the current model to three
dimensions, and compare simulation results quantitatively with experimental or theoretical data.
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