Abstract. This paper deals with the global stability of time-delayed dynamical networks. We show that for a time-delayed dynamical network with nondistributed delays the network and the corresponding non-delayed network are both either globally stable or unstable. We demonstrate that this may not be the case if the network's delays are distributed. The main tool in our analysis is a new procedure of dynamical network restrictions. This procedure is useful in that it allows for improved estimates of a dynamical network's global stability. Moreover, it is a computationally simpler and much more effective means of analyzing the stability of dynamical networks than the procedure of isospectral network expansions introduced in [3] . The effectiveness of our approach is illustrated by applications to various classes of Cohen-Grossberg neural networks.
Introduction
The study of networks in nature, science, and technology is an extremely active area of research. Because of the structural complexity and considerable size of many networks a good deal of this research has been devoted to understanding the static features of these systems [2, 6, 7, 10, 12, 13, 17] . However, most real networks are dynamic. That is, each network element has an associated state that changes with time. Additionally, because of finite processing speeds and transmission of signals over distances, the dynamics of such networks are inherently time-delayed.
To investigate the dynamical properties of networks, a general approach was introduced in [1] . The major idea in this work is that a network's dynamics can be analyzed in terms of three key features; (i) the internal local dynamics of the network elements, (ii) the interactions between the network elements, and (iii) the topology or structure of the graph of interactions of the network. In [1] it was shown that each of these network features (including the network topology) can be interpreted and investigated as a dynamical system.
In this paper we extend this mathematical formalism to investigate the dynamics of time-delayed dynamical networks. That is, we consider dynamical networks in which the network's interaction includes time-delays. In such systems it is therefore if a dynamical network is stable then any restriction of this network inherits this stability (see theorem 6.2).
To investigate the stability of a network via one of its restrictions we introduce the notion of a basic structural set which is related to the idea of a non-distributed interaction. The major result in this direction is that if a network is restricted to a basic structural set and the restricted network is known to have stable dynamics then the same holds for the original network (see theorem 6.4).
As with network expansions, such restrictions allow for improved estimates of a dynamical network's global stability. However, the computational effort required to construct and analyze these restrictions is far less when compared with that of dynamical network expansions.
One reason for this simplicity is that dynamical network expansions essentially preserve the entire spectrum of the network. However, to analyze the global stability of a network one does not need to know its entire spectrum but rather only the network's spectral radius. As we have a relationship between the spectral radius of a network and the network restricted to a basic structural set we are able to analyze the stability of one in terms of the other although the two may have very different spectra.
The results and topics in this paper are organized as follows. Section 2 introduces the concept of a dynamical network and gives a sufficient condition under which such systems have a globally attracting fixed point. Section 3 then defines a time-delayed dynamical network and extends this stability criteria to networks with time-delays. Following this section 4 considers how changes to a network's time-delays effects the network's stability and introduces the concept of a non-distributed interaction.
The second half of the paper, consisting of sections 5 and 6, integrates the theory of dynamical network expansions in section 5 with the results of sections 3 and 4. The result, given in section 6, is the notion of a dynamical network restriction and that of a basic structural set, which are used in this section to obtain improved stability estimates of both delayed and undelayed dynamical networks.
Lastly, we note that each of the results in this paper is illustrated by examples. Moreover, although our procedure deals with matrices and is therefore linear in nature, it does not in fact have this restriction and is applicable without any modifications to general nonlinear dynamical systems.
Dynamical Networks and Global Stability
As mentioned in the introduction, dynamical networks or networks of interacting dynamical systems are composed of (i) local dynamical systems which have their own (local intrinsic) dynamics, (ii) interactions between these local systems (elements of the network), and (iii) the graph of interactions (topology of the network).
Dynamical Networks.
Following the approach in [1, 3] , dynamical networks are defined as follows. Let i ∈ I = {1, . . . , n} and ϕ i : X i → X i be maps on the complete metric space (X i , d) where
Let (ϕ, X) denote the direct product of the local systems (ϕ i , X i ) over I on the complete metric space (X, d max ) where for x, y ∈ X d max (x, y) = max i∈I {d(x i , y i )}.
Definition 2.1. A map F : X → X is called an interaction if for every j ∈ I there exists a nonempty collection of indices I j ⊆ I and a continuous function
where the map F is defined as follows:
F (x) j = F j (x| Ij ), j ∈ I, and x ∈ X.
The superposition F = F • ϕ generates the dynamical system (F, X) which is a dynamical network.
Suppose F satisfies the following Lipschitz condition for finite constants Λ ij ≥ 0 :
for all x, y ∈ X where x| Ij is the restriction of x ∈ X to i∈Ij X i . The Lipschitz constants Λ ij in equation (2) form the matrix Λ ∈ R n×n where each Λ ij ≥ 0 and where Λ ij = 0 if i / ∈ I j . For the dynamical network (F, X) we call the matrix
a stability matrix of (F, X).
Definition 2.2. The dynamical network (F, X) has a globally attracting fixed point x ∈ X if for any x ∈ X, lim
If (F, X) has a globally attracting fixed point we say it is globally stable.
The local systems (ϕ, X) are said to be stable if (ϕ, X) has a globally attracting fixed point and are said to be unstable otherwise. The interaction F : X → X is said to stabilizes the local systems (ϕ, X) if the local systems are unstable but the dynamical network (F, X) has a globally attracting fixed point. If the local systems (ϕ, X) are stable and (F, X) has a globally attracting fixed point we say the interaction F : X → X maintains the stability of (ϕ, X).
One of the major goals of this paper is to find sufficient conditions under which an interaction stabilizes a set of local systems. For a matrix A ∈ R n×n let ρ(A) denote its spectral radius, i.e. if σ(A) are the eigenvalues of A then ρ(A) = max{|λ| : λ ∈ σ(A)}.
The following theorem is found in [3] (see theorem 2.5).
Theorem 2.3. Suppose A is a stability matrix the dynamical network (F, X). If ρ(A) < 1 then the dynamical network (F, X) has a globally attracting fixed point.
In other words, theorem 2.3 states that if ρ(A) < 1 then the interaction F stabilizes (or maintains the stability) of the local systems (ϕ, X).
Suppose the maps ϕ : X → X and F : X → X are continuously differentiable and each X i ⊆ R is a closed interval. If the constants
where DF is the matrix of first partial derivatives of F then we say
given by (3) and (4) is a stability matrix of (F, X). As this matrix is unique then for any
For matrices A, B ∈ R n×n we write A ≤ B if A ij ≤ B ij for each 1 ≤ i, j ≤ n. The matrix A ∈ R n×n is nonnegative if the zero matrix 0 ≤ A. If it is known that 0 ≤ A ≤ B then ρ(A) ≤ ρ(B) (see [9] for instance). This can be used to show the following.
is a stability matrix of (F, X). Let e i be the ith standard basis vector of R n . For x ∈ X let h = 0 such that y = x + he i ∈ X. Then by (2),
Hence, |F (x) j − F (y) j |/|h| ≤Λ ij . Taking the limit as h → 0 implies
Similarly, one can show that
For F ∈ C 1 ∞ (X), proposition 1 implies that ρ(F) is optimal for directly determining via theorem 2.3 whether (F, X) is globally stable.
2.2.
Cohen-Grossberg Neural Networks. Consider the following local system (ϕ i , R) given by
where c i , ∈ R and 1 ≤ i ≤ n. Notice that the local systems (ϕ, R n ) are stable if and only if |1 − | < 1. The major question we consider is what kind of interaction stabilizes or maintains the stability of these local systems.
For the local systems (5) we are specifically interested in interactions of the form
where = 1, W ∈ R n×n and φ i : R → R is any smooth sigmoidal function with Lipschitz constant L ≥ 0. The reason we study this particular interaction is that 1 AND B. Z. WEBB 2 the dynamical network (F, X) is then given by
which is a special case of the Cohen-Grossberg neural network in discrete time [4] . For such neural networks the variable x i represents the activation of the i-th neuron population. The function φ i (x i ) describes how the neuron populations react to inputs. A typical example is the function φ i (x i ) = tanh(Lx i ), see [16] . The matrix W gives the interaction weights between each of the i-th and j-th neuron populations describing how the neurons are connected within the network. The constants c i indicate constant inputs from outside the system.
As mentioned in the introduction, there is considerable interest in determining stability conditions for such networks in general. See for instance [5, 8, 11] . To apply our theory to this problem we denote by |W | the matrix with entries |W | ij = |W ij |. Using this allows us to prove the following general stability condition for this class of Cohen-Grossberg neural networks.
Theorem 2.4. (Stability of Cohen-Grossberg Neural Networks) Let (F, R n ) be the Cohen-Grossberg network given by (7) where φ i has Lipschitz constant L.
n ) has a globally attracting fixed point.
Proof. Assuming F is given by (7) then F ∈ C 1 ∞ (R). The claim then is that for the local systems and interaction given by (5) and (6) 
is a stability matrix of (F, X). To see this note that the constants (2) . Since Λ ij ≤Λ ij then similarly the constantsΛ ij satisfy (2) verifying the claim.
Notice that the matrix A has the form
The spectral radius of the matrix A is then
where I n is the n × n identity matrix. From theorem 2.3 it follows that (F, R n ) has a globally attracting fixed point if |1 − | + Lρ |W | < 1 implying the result.
To the best of our knowledge theorem 2.4 is a new stability criteria for this class of neural networks. However, the major goal of this paper is to extend such results to the case where the network's interactions include time delays. To do so requires a better understanding of the graph structure of dynamical networks. 2.3. Graph Structure of Dynamical Networks. To each dynamical network (F, X) there is an associated unweighted directed graph called its graph of interactions. An unweighted directed graph G is an ordered pair G = (V, E) where the sets V and E are the vertex set and edge set of G respectively. If the vertex set V = {v 1 , . . . , v n } then we denote the directed edge from v i to v j by e ij .
Definition 2.5. The graph Γ F = (V, E) with vertex set V = {v 1 , . . . , v n } and edge set E = {e ij : i ∈ I j , j ∈ I} is called the graph of interactions of the dynamical network (F, X).
Each vertex v i ∈ V of Γ F = (V, E) corresponds to the ith element of the dynamical network (F, X). Also, there is an edge e ij ∈ E or a directed interaction from the ith to the jth element of the network if and only if the jth component of the interaction F (x) depends on the ith coordinate of x. Example 1. Suppose the map F : X → X is given by F j (x) = (1 − )x j + a tanh(bx j−1 ) + tanh(bx j+1 ) + c j for 1 ≤ j ≤ n where the indices are taken mod n, X i = R, a, b, c j ∈ R, and = 1. Notice that this has the form of a Cohen-Grossberg network given by (7) where φ i (x i ) = tanh(bx i ) has Lipschitz constant |b|. The graph of interaction of the system (F, R n ) is shown in figure 1 for = 1. Moreover, it follows that the matrix |W | is given by
for this system. Since |W | has nonnegative entries and constant row sums 2|a| then ρ(|W |) = 2|a|. By theorem 2.4, if |1 − | + 2|ab| < 1 then the dynamical network (F, R n ) has a globally attracting fixed point.
2.4.
Dynamical Networks Without Local Dynamics. By definition 2.1 the function F = F • ϕ is the composition of the network's local dynamics ϕ and interaction F . However, if the system has no local dynamics, i.e. ϕ = id is the identity map, then the dynamical network (F, X) = (F, X) is simply the interaction F = F on X.
Conversely, notice that F = F • ϕ can itself be considered to be an interaction. Writing F = (F • ϕ) • id the dynamical network (F, X) is simply the interaction F = F • ϕ with no local dynamics. Since this is formally the same dynamical network we call it the dynamical network (F, X) considered as a network without local dynamics. Proposition 2. Suppose (F, X) is the dynamical network with no local dynamics. If the constants Λ ij satisfy (2) for F = F then Λ T is a stability matrix of (F, X).
T is a stability matrix of (F, X) under the assumption that the constants Λ ij satisfy (2) for F = F . 
is a stability matrix of (F, X) if the network has no local dynamics.
Proposition 3.
If A is a stability matrix of (F, X) then A is a stability matrix of (F, X) considered as a network without local dynamics.
Proof. Suppose A is a stability matrix of (F, X) where
where L i and Λ ij satisfy (1) and (2) respectively. Therefore,
for all j ∈ I and x, y ∈ X. Since A T ij = Λ ij L i then proposition 2 implies that A is a stability matrix of (F, X) considered as a network without local dynamics.
The reason we consider dynamical networks without local dynamics is that this notion is useful in the study of the global stability of time-delayed networks introduced in the following section.
Global Stability of Time-Delayed Dynamical Networks
Our first task in this section is to extend the formalism of the previous section to dynamical networks with time-delays. This requires that we allow the state F k+1 (x) of the dynamical network (F, X) to depend not only on F k (x) but on some subset of the previous T states {F
3.1. Time-Delayed Dynamical Networks. Given the fixed integer T ≥ 1 let T = {0, −1, . . . , −T + 1} and let X τ = X for all τ ∈ T . We define the product space
For the local systems (ϕ, X) we define the function ϕ :
Adopting the terminology of the previous section we say (ϕ, X T ) are local systems.
Definition 3.1. A map H : X T → X is called a time-delayed interaction if for all j ∈ I there is a set I j ⊆ I × T and a continuous function
The map H is defined as follows:
As before, we are concerned with finding sufficient conditions under which a time-delayed dynamical network has a globally attracting fixed point.
To connect the study of delayed dynamical networks with the dynamical networks introduced in section 2 we construct the following. For the delayed dynamical system (H, X T ) we define the index set
is replaced by x i,j;m,m for m ≥ 1 and each
where x i,j;0,m = x i . Define the product space
where X i,j; ,m is a copy of the space X i . Let N H : X H → X H be the function
The function N H : X H → X H generates the dynamical network (N H , X H ). However, because of the time-delays involved and the potential noninvertability of the local systems (ϕ, X T ), the dynamical network (N H , X H ) cannot typically be represented as a network with local dynamics. We therefore consider (N H , X H ) as a network with no local dynamics. Proof. To compare the dynamical systems (H, X T ) and (N H , X H ) we define the mapping H :
for all k ≥ 0. The claim is that the systems (H, X T ) and (N H , X H ) are conjugate. To verify this we let the map π : X T → X H be given by
We note that it follows from (10) that π is a bijection.
Let
Also, we have
is replaced by x i,j;m,m and x 0 i by x i . As this is the same as mapping x to π(x) then
. As π is a bijection then (H, X T ) and (N H , X H ) are conjugate verifying the claim. Therefore, (H, X T ) has a globally attracting fixed point if and only if (N H , X H ) has a globally attracting fixed point.
Since H(x) is simply the restriction H(x)| X 0 then (H, X T ) is globally stable if and only if the same is true of (H, X T ) implying the result.
By combining the results of theorems 2.3 and 3.3 it is possible to investigate the dynamic stability of (H, X T ) via its associated dynamical network (N H , X H ).
has a globally attracting fixed point.
In light of corollary 1 we say A is a stability matrix of (H,
where a, b, c i ∈ R, X = R 2 , and = 1. Note that this system is a delayed version of the Cohen-Grossberg network described in example 1 for n = 2. Such time-delayed systems have been of recent interest. See for instance [14, 15, 16] . Following our construction the function N H is then defined as 
Here, x ∈ X H = R 10 where the component x 11;11 = x 12;13 and the component x 21;13 = x 22;11 . As N H ∈ C 1 ∞ (R 10 ) then proposition 2 implies that the constants
form the stability matrix 
From this one can compute that
Importantly, ρ(H) < 1 if and only if |1 − | + 2|ab| < 1. By corollary 1 the timedelayed interaction H stabilizes the local systems (ϕ, X T ) if |1− |+2|ab| < 1, which is the same condition derived in example 1 for the global stability of the undelayed version of this system.
With this example in mind we turn our attention to determining how modifications of an interaction's time-delays effects whether the associated time-delayed network has a globally attracting fixed point. 1 
Removing Time-Delays
In this section we describe how modifying an interaction's time-delays effects a network's stability. Our first result is that if a time-delayed dynamical network is known to have stable dynamics then removing these time-delays will not destabilize the network. However, the converse of this statement does not hold. In fact, we give an example of an undelayed network with stable dynamics that becomes unstable with the addition of delays.
On the other hand, if time-delays are introduced in a specific way into a network's interaction the time-delays will not be able to destabilize the network. Interactions with this property are called non-distributed. This concept allows us to study the dynamic stability of delayed networks with such interactions in terms of undelayed networks, which is significantly simpler from a computational point of view.
Undelayed Dynamical Networks.
Here we formalize the notion of modifying a system's time-delays. Our first objective is to describe how to change a delayed dynamical network to a network without time-delays. Definition 4.1. Let (H, X T ) be the time-delayed dynamical network with local systems (ϕ, X T ) and interaction H :
generates the undelayed dynamical network (U H , X) with local systems (ϕ, X) and interaction U H : X → X defined as
Simply put, (U H , X) is the delayed dynamical network (H, X T ) with its delays removed. The following result relates the dynamic stability of the undelayed network (U H , X) to the stability of (H, X T ).
Theorem 4.2. Suppose A is a stability matrix of the time-delayed dynamical network (H, X T ). If ρ(A) < 1 then the undelayed dynamical network (U H , X) has a globally attracting fixed point.
That is, if a time-delayed interaction is known to stabilize or maintain the stability of a set of local systems then the undelayed version of this interaction will do the same (see example 4). However, the converse of theorem 4.2 does not hold as the following example shows. 
where = 1/2, b = 1, and X = R 2 . For simplicity we consider (H, X T ) as a delayed network with no local dynamics. Notice that the map
has the fixed pointx = (0, 0, 0, 0) ∈ R 4 . As the matrix
Hence,x is a repelling fixed point of (N H , X H ).
Since (N H , X H ) does not have a globally attracting fixed point the same holds for (H, X T ) by theorem 3.3. However, the undelayed dynamical network (U H , X) is given by
which has (0, 0) ∈ R 2 as a globally attracting fixed point. Hence, it is possible when removing time-delays to effect the global stability of a system. Moreover, even though (U H , X) has a globally attracting fixed point the network (H, X T ) has no stability matrix A with the property ρ(A) < 1.
Theorem 4.2 does however have a partial converse if we restrict ourselves to specific types of time-delayed interactions. Recall from definition 3.1 that a timedelayed interaction is a function H : X T → X given by
where the set I j ⊆ I × T .
Definition 4.3. The time-delayed interaction H : X T → X is called non-distributed if for all j ∈ I the set I j ⊆ I × T has the property that
If a time-delayed interaction does not have this property we say it is distributed.
Equivalently, H : X T → X is a non-distributed interaction if for each i, j ∈ I the component H j depends on at most one variable of the form x τ i . If (H, X T ) has an interaction which is non-distributed then we say the network (H, X T ) is also non-distributed and write (H,
Then there is a stability matrix A of (H, X T ) with the property ρ(A) < 1 if and only if there is a stability matrixÃ of (U H , X) with ρ(Ã) < 1.
Therefore, if a time-delayed dynamical network is stable and has a non-distributed interaction then any change in the interaction's time-delays that maintains this property does not effect the network's stability. The following is an immediate corollary of theorems 2.3 and 4.4.
Corollary 2. Suppose (H, X
T ) ∈ nd(X T ) and that A andÃ are stability matrices of (H, X T ) and (U H , X) respectively. If either ρ(A) < 1 or ρ(Ã) < 1 then both (H, X T ) and (U H , X) are globally stable.
Example 4. Consider the time-delayed dynamical network (H, X T ) given by (11) in example 2. The undelayed version of (H, X T ) is the dynamical network (U H , X) given by
As can be seen from (12) the dynamical network (H, X T ) ∈ nd(X T ). Theorem 4.4 then implies that the time-delayed interaction H stabilizes the local systems (ϕ,
It is important to note that the same condition was formulated in example 2. However, the computations used to find ρ(U H ) in this example are much simpler than those required to find ρ(H) in example 2. In fact, from a computational point of view, it is always easier to analyze the stability of an undelayed dynamical network (U H , X) than the time-delayed network (H, X T ).
We note that if a time-delayed dynamical network (H, X T ) is distributed, i.e. has a distributed time-delayed interaction, then the conclusions of theorem 4.4 may not hold. For example, the dynamical network (U H , X T ) in example 3 has the stability matrixÃ = 1/2 0 0 1/2 with ρ(Ã) < 1. However, (H, X T ) does not have a globally attracting fixed point. The reason being is that (H, X T ) / ∈ nd(X T ). Example 3 also points out that certain types of time delays can be destabilizing to a system. On the other hand, theorem 4.4 states that if time-delays are introduced into a stable system in specific ways the resulting system will remain stable. More precisely, if delays are introduced into an undelayed interaction F in a way that results in a non-distributed interaction H this modification will not destabilize the network's dynamics.
4.2.
Cohen-Grossberg Networks with Time-Delays. To apply the results of section 4.1 to the Cohen-Grossberg networks considered in this paper suppose (H, X T ) is the time-delayed dynamical network given by
Here, 1 ≤ i, j ≤ n, 0 ≤ τ ij ≤ T − 1, and = 1. As before W ∈ R n×n , X = R n , and φ : R → R is a smooth function with Lipschitz constant L.
Equations (15) and (16) The point of theorem 4.5 is that although time-delayed Cohen-Grossberg networks are more complicated systems than Cohen-Grossberg networks without delays, the criteria for their stability is not. A weighted directed graph G = (V, E, ω) is a graph with vertices V , edges E, where the edge e ij ∈ E has weight ω(e ij ). A path P in G is an ordered sequence of distinct vertices v 1 , . . . , v m ∈ V such that e i,i+1 ∈ E for 1 ≤ i ≤ m − 1. The vertices v 2 , . . . , v m−1 are the interior vertices of P . In the case that the interior vertices are distinct, but
A directed graph G is called strongly connected if there is a path from each vertex in the graph to every other vertex or G has a single vertex. The strongly connected components of G are its maximal strongly connected subgraphs.
The weighted adjacency matrix of a weighted directed graph G = (V, E, ω) is the matrix M with entries M ij = ω(e ij ) where M ij = 0 if e ij / ∈ E. We say the graph G is the graph associated with its weighted adjacency matrix M . If M ∈ R n×n then M is said to be irreducible if the graph G associated with M is strongly connected. Moreover, the matrix M is nonnegative if M ij ≥ 0 for all 1 ≤ i, j ≤ n. If a graph G is not strongly connected then it has strongly connected components S(G) 1 . . . , S(G) N . Let M be the matrix associated with G and M j the matrix associated with S j (G). Then the eigenvalues are
We call a strongly connected component S j (G) trivial if it consists of a single vertex without loop in which case σ S j (G) = {0}. The following result is found in [9] . That is, the spectral radius of a nonnegative irreducible matrix is strictly monotonic in each of its entries.
Suppose M ∈ R n×n is nonnegative and α > 0,
for 0 ≤ i, j ≤ n and θ > 0. If G and G θ are the graphs associated with M and M θ respectively the difference between these graphs is shown in figure 3 . Proof. Suppose M ∈ R n×n is nonnegative and irreducible. For θ > 0 and a nonzero λ ∈ R, let M θ − λI n+1 be the block matrix
where A ∈ R 1×1 and I n+1 ∈ R n+1×n+1 is the identity matrix. Then the matrix A = [λ] and
Using the identity det
As M is nonnegative and irreducible then both ρ(M ) > 0 and ρ(M ) ∈ σ(M ) by the Perron-Frobenius theorem. Hence,
If G and G 0 are the graphs associated with M and M ρ(M ) (0, M m ) respectively then G and G 0 have the same nontrivial strongly connected components. Hence,
Since the eigenvalues of a matrix are continuous with respect to the matrix entries then parts (b) and (c) of the Perron-Frobenius theorem imply ρ(M
Let γ > 1. As M ρ(M ) is assumed to be both nonnegative and irreducible then proposition 4 implies Proof. Suppose M ∈ R n×n is nonnegative. If M is irreducible then the result holds by lemma 4.7. If M is reducible then its associated graph G is not strongly connected and can be decomposed into the strongly connected components S(G) 1 , . . . , S(G) N . Let M i be the matrix associated with the strongly connected component S(G) i and notice that each M i is nonnegative.
If v , v m ∈ S(G) i we consider two cases. First, suppose S(G) i is nontrivial. Then the graph G θ associated with M θ has the strongly connected components
where (M θ ) i is the nonnegative matrix associated with S θ (G) i . As the matrix associated with a nontrivial strongly connected component is irreducible it follows from lemma 4.7 that ρ (M θ ) i < θ if and only if ρ(M ) < θ. From equation (18),
Hence, if ρ(M ) < θ then ρ (M θ ) i < θ implying ρ(M θ ) < θ. Conversely, if ρ(M θ ) < θ then ρ(M ) < θ and the result holds in this case.
If S(G) i is trivial then α, L = 0 and M θ has the strongly connected components (17) . The result then follows in the case where the vertices v , v m ∈ S(G) i .
If v ∈ S(G) i and v m ∈ S(G) j for i = j then the graphs associated with M and M θ have the same nontrivial strongly connected components. Equation (18) again implies that ρ(M θ ) = ρ(M ) which yields the result.
A proof of theorem 4.2 is the following.
Proof. Consider the time-delayed dynamical network (H, X
T ) with stability matrix Λ T . ForĨ = I ∪ I H corollary 2 and equation (2) imply
for all j ∈Ĩ and x, y ∈ X H as (N H , X H ) has no local dynamics. For δ = ij; m ∈ I H let δ − 1 = ij; − 1, m. Since as these constants are the smallest to satisfy equation (2) . We now consider two cases. 
for all x, y ∈ X H where µ = m; 11. Hence, for all x, y ∈ XH. AsH j = H j for all j = m then the matrixΛ T given by
for i, j ∈ I * is a stability matrix of (NH, XH). By identifying the index µ with 0, equations (22) and (24) imply that the matrix Λ θ (α, L) = Λ for θ = 1, α = Λ µ,m , and L = Λ m . SinceΛ is nonnegative then corollary 3 implies . Similar to case 1, letH be defined as in (23) where the indices of the dynamical network (NH, XH) are relabeled such that qm; i − 1, τ − 1 is now qm; iτ for all 1 < i ≤ τ .
Let I * =Ĩ − {qm; 1τ } and the index qm; 2τ = ν. Then
This together with equation (20) implies that the matrixΛ T given by
is a stability matrix of (NH, XH). Let η = qm, τ τ . By identifying the index η with 0 and η − 1 with , equations (22) and (25) 
Observe that the dynamical network (U H , X) can be obtained by sequentially replacing each timed-delayed variable x k−τ of (H, X T ) by x k−(τ −1) as in case 1 and case 2. Specifically, this is done by first replacing all variables of the form x k−1 then x k−2 and so on. Therefore, if ρ(Λ T ) < 1 then there exists a stability matrixÃ of (U H , X) with ρ(Ã) < 1 whereÃ is a stability matrix of (U H , X) considered as a network without local dynamics. Theorem 2.3 therefore implies that (U H , X) has a globally attracting fixed point.
We note that the proof of theorem 4.2 gives a step by step procedure for constructing a stability matrix of (U H , X H ) from that of (H, X T ). This process is 1 AND B. Z. WEBB Moreover, with respect to case 1 of theorem 4.2 we note the following. Supposẽ Λ T is a stability matrix of (NH, XH) and that the constants
Then it is not necessarily the case that there exist constants Λ m , Λ µ,m with the property Λ m + Λ µ,m =Λ m such that Λ T is a stability matrix of (N H , X H ). Therefore, knowing that ρ(Λ T ) < 1 does not give us any information on whether (N H , X H ) has a globally attracting fixed point. This is essentially what is happening in example 3.
However, if the delayed dynamical network (H, X T ) is non-distributed then it is then possible to relate the stability of (NH, XH) to the stability of (N H , X H ). This is the main idea in the following proof of theorem 4.4.
Proof. Let (H, X
T ) ∈ nd(X T ). Following the proof of theorem 4.2 we letĨ = I ∪ I H , I
* =Ĩ − { m; 11}, µ = m; 11 and consider two cases. SupposingΛ T is a stability matrix of (NH, XH) then
for all x, y ∈ XH. Moreover, as H m does not depend on x k−0 then any stability matrix Λ T of (N H , X H ) satisfies
for all x, y ∈ X H since Λ m can be assumed to be zero. As NH m is the function N H m in which the variable x m;11 is replaced by x then equations (26) and (27) imply that the matrix and defineH as in equation (23).
Using reasoning similar to that of the previous case where τ = 1 it can be shown that ifΛ
T is a stability matrix of (NH, XH) with ρ(Λ T ) < 1 then there is a stability matrix Λ T of (N H , X H ) such that ρ(Λ T ) < 1.
LetÃ be a stability matrix of (U H , X). By proposition 3,Ã is then a stability matrix of (U H , X) considered as a dynamical network without local dynamics. Proposition 2 moreover implies thatÃ =Λ T where
similar to equation (26). By sequentially replacing each variable x k−τ of (U H , X) by x k−(τ +1) as in cases 1 and 2 it follows that if ρ(Λ T ) < 1 then there exists a stability matrix A of (H, X T ) with the property ρ(A) < 1. As the converse of this statement holds by theorem 4.2 this completes the proof.
Dynamical Network Expansions
As mentioned in the introduction, a major obstacle in understanding the dynamics of a network (or high dimensional system) is that the information needed to do so is spread throughout the various system components. In the remainder of this paper we consider whether it is possible to transform a dynamical network while maintaining its global stability and consolidating this network information. Our main goal is to gain improve estimates of a network's global stability using our results on time-delayed dynamical networks. 5.1. Expanding Dynamical Networks. In this section we consider the method of dynamical network expansions introduced in [3] . In section 6 this method is combined with the techniques developed in section 3 to greatly simplify this method and introduce the theory of dynamical network restrictions. The results in this section are found in [3] .
Recall from section 2 that for a given dynamical network (F, X) the component
Following [3] we can alternatively write
, where I j = {j 1 , . . . , j m }.
Note that if the variable x ji of F j is replaced by the function G(y 1 , . . . , y k ) the result is the function
having variables {x j1 , . . . , x ji−1 , y 1 , . . . , y k , x ji+1 , . . . , x jm }. Additionally, if the sequence γ = 1 , . . . , N let
That is, the variables of the function F j;γ are indexed by the sequences j i ; 1 , . . . , N for 1 ≤ i ≤ m.
Definition 5.1. For the graph Γ F = (V, E), let S ⊆ V such that each cycle of Γ F contains a vertex in S. If each vertex of V belongs to a path or cycle that begins and ends with a vertex of S then S is called a complete structural set of Γ F .
For the graph Γ F let st 0 (Γ F ) be the set of all complete structural sets of Γ F . For S = {v 1 , . . . , v m } ∈ st 0 (Γ F ) let I S = {1, . . . , m} denote the index set of S.
Definition 5.2. For S ∈ st 0 (Γ F ) and i, j ∈ I S let B ij (Γ F ; S) be the set of paths and cycles of Γ F from v i to v j that have no interior vertices in S. The set
is called the branch set of Γ F with respect to S.
This notion of a branch set allows us to introduce the following.
be the set of admissible sequences (paths) of F with respect to S.
Let (F, X) be a dynamical network with graph of interactions Γ F = (V, E) and suppose S ∈ st 0 (Γ F ). For j ∈ I S let F j,1 be the function
in which each variable x j is replaced by x j ,j if j / ∈ I S . For i > 1 let F j,i be the function
Additionally, define the functions
By way of notation we let
Definition 5.4. Suppose S ∈ st 0 (Γ F ). Let
. . . Figure 6 . The graph of interactions Γ F for the dynamical network in example 5
and
The dynamical network (X S F, X S ) is called the expansion of (F, X) with respect to S.
Theorem 5.5. The dynamical network (F, X) has a globally attracting fixed point if and only if the expansion also has (X S F, X S ) a globally attracting fixed point.
In [3] it is shown that if the expansion (X S F, X S ) has a globally attracting fixed point then the same holds for (F, X). The converse holds by simply reversing the argument and so is omitted.
As there is no natural decomposition of the expansion (X S F, X S ) into a set of local systems and an interaction we consider (X S F, X S ) as a network with no local dynamics. By proposition 2 a stability matrix of (X S F, X S ) therefore has the form Λ T where the constants Λ ij satisfy equation (2) for F = X S F. The following is an immediate corollary of theorem 5.5 and theorem 2.3.
Corollary 4. Suppose Λ
T is a stability matrix of the expansion (X S F, X S ). If ρ(Λ T ) < 1 then (F, X) has a globally attracting fixed point.
As has been shown, expansions always allow for better estimates (or at least no worse) of a dynamical network's global stability. This fact is a combination of theorem 5.5 and the following. Theorem 5.6. Let (X S F, X S ) be an expansion of (F, X) and suppose Λ T is a stability matrix of (F, X). Then there is a stability matrixΛ
Example 5. Consider the dynamical network (F, X) given by
with local systems ϕ i (x i ) = tanh(x i ) and interaction and where we allow = 1.
is a stability matrix of (F, X). Since A has the constant row sums 2 then ρ(F) = 2. Therefore, theorem 2.3 cannot directly be used to imply that (F, X) has a globally attracting fixed point. However, note that the vertex set S = {v 2 , v 4 , . . . , v 2n } has the property that each cycle of Γ F contains a vertex of S (see figure 6 ). Moreover, as
where each index is taken mod 2n then each vertex of Γ F belongs to a path or cycle of B S (Γ F ). Hence, S is a complete structural set of Γ F . Note that if j ∈ I S then j ± 1 / ∈ I S . Replacing the variables x j−1 and x j+1 of F j by x j−1,j and x j+1,j respectively results in the function
Given that the variables x j−1,j and x j+1,j of F i,1 are indexed by sequences beginning with elements not in I S then they are replaced by F j−1;j−1,j and F j+1;j+1,j respectively to form F j,2 . That is,
As j ∈ I S implies j ± 2 ∈ I S then each variable of F j,2 is indexed by a sequence beginning with an element of I S . Hence, X S F j = F j,2 for j ∈ I S . Moreover, it follows from (31) that
where each index is taken mod 2n and n ≥ 2. For each i, j, k = γ ∈ A S (F) there is then a single function corresponding to γ where
By use of (30), this function can be written as
Following definition 5.4 the expansion X S F : X S → X S is given by 
for j ∈ {2, 4, . . . , 2n}. Moreover, the space
The graph of interactions Γ X S F is shown in figure 7 . Let A S F j = {a, b, j ∈ A S F}. For every j ∈ I S , DX S F has the form
for each j ∈ I S , i ∈ A S F j , and c ≥ 2. One can compute that for c ≥ 2,
gives a stability matrix Λ T of (X S F, X S ). To compute the spectral radius of Λ T let Λ − λI 2n be the block matrix
where A ∈ R n×n is the matrix with rows and columns indexed by I S . Hence, A = λI n implying A −1 = λ −1 I n for λ = 0. Using the identity in equation (19) it follows that det(Λ − λI) = det(λ −1Λ − λI) where the matrixΛ ∈ R n×n is given bỹ
Since each row sum ofΛ is 4 sech 2 (c − 2) then ρ(Λ) = 4 sech 2 (c − 2).
As det(Λ − λI) = det(λ −1Λ − λI) then det(Λ − λI) = 0 only if det(Λ − λ 2 I) = 0 and so long as λ = 0. Hence, any nonzero λ 0 ∈ C is an eigenvalue ofΛ only if ± |λ 0 | is an eigenvalue of Λ. Therefore,
As 2 sech(c − 2) < 1 for c > 2 + sech −1 (1/2) ≈ 3.31 then (F, X) does in fact have a globally attracting fixed point by theorem 2.3 for c > 2 + sech −1 (1/2).
In the next section we combine the results of section 4 on removing time delays with the theory of dynamical network expansions to greatly simplify the computational process in constructing and analyzing a dynamical network expansions.
Restrictions of Dynamical Networks
In the previous section we introduced the notion of a dynamical network expansion. In this section we show that any such expansion has the form of a delayed dynamical network. By removing these delays we will be able to develop a new procedure of dynamical network restrictions.
As with dynamical network expansions such restrictions allow for improved stability estimates of a dynamical network's global stability. However, the computational effort needed to carry out this restrictions procedure is far less when compared with the procedure of constructing and analyzing expansions in section 5.
We note that restrictions are somewhat similar to the dynamical network reductions introduced in [3] . The fundamental difference though is that dynamical network reductions preserve the spectrum of a dynamical network whereas the restrictions we introduce involve the removal of time-delays and so do not have this property.
6.1. Restricting Dynamical Networks. Let (F, X) be a dynamical network and suppose S ∈ st 0 (Γ F ). For j ∈ I S let F (j,0) = F. For i ≥ 1 define F (j,i) to be the function
in which each variable x j is replaced by the function
Definition 6.1. Suppose S ∈ st 0 (Γ F ). Let X| S = i∈I S X i and define
The dynamical network (R S F, X| S ) is called the restriction of the dynamical network (F, X) to S.
As is the case with dynamical network expansions we consider the restriction (R S F, X| S ) to be a dynamical network without local dynamics. We also note that the restriction (R S F, X| S ) is simpler than the original dynamical network in at least two ways. The first is that (R S F, X| S ) is a lower dimensional system than (F, X). The second is that the graph Γ R S F structurally simpler having less vertices and edges than Γ F and potentially less paths and cycles, etc. Figure 8 . The graph of interactions of (F, X) and its restriction (R S F, X| S ) in example 6
Example 6. Consider the dynamical network (F, X) of the form
Note that S = {v 1 , v 3 , v 5 } is a complete structural set of the graph of interactions Γ F shown in figure 8 (left). Replacing each of the variables x i by F i in each F j for i / ∈ I S and j ∈ I S yields the functions
Since each variable of F (1,1) , F (2,1) , and F (3,1) is indexed by an element of I S then R S F : X| S → X| S is given by
The graph of interactions Γ R S F is shown in figure 8 (right).
Theorem 6.2. Suppose A is a stability matrix of the dynamical network (F, X). If ρ(A) < 1 then any restriction (R S F, X| S ) has a globally attracting fixed point.
That is, if a dynamical network is known to be stable by theorem 2.3 the same then is true of any of its restrictions. However, if the restriction (R S F, X| S ) is known to be stable it is not always the case that the unrestricted system (F, X) has a globally attracting fixed point. To determine when this is the case we introduce the following concept. Definition 6.3. Let S be a complete structural set of Γ F . Then S is called a basic structural set of Γ F if
If S is a basic structural set of Γ F we write S ∈ bas(Γ F ). The notions of a basic structural set and a non-distributed interaction are related and allow us to formulate and prove the following theorem. Theorem 6.4. Suppose S ∈ bas(Γ F ). If A is a stability matrix of (F, X) with the property ρ(A) < 1 then (R S F, X| S ) has a globally attracting fixed point. Conversely, ifÃ is a stability matrix of (R S F, X| S ) with ρ(Ã) < 1 then (F, X) has a globally attracting fixed point.
Before giving the proof of theorem 6.2 and 6.4 we consider the following example.
Example 7. As in example 5 let (F, X) be the dynamical network given by F j (x) = tanh(x j−1 ) + tanh(x j+1 ) + c for 1 ≤ j ≤ 2n where the indices are taken mod 2n, X i = R, and c ≥ 0. As S = {v 2 , v 4 , . . . , v 2n } is a complete structural set of Γ F then the dynamical network restriction (R S F, X| S ) is defined and is constructed as follows.
For j ∈ I S the component function F j = F (j,0) has variables x j−1 and x j+1 where both j ± 1 / ∈ I S . The function F (j,1) is then
Since each variable of F (j,1) is indexed by an element of I S then F (j,1) = R S F j . Therefore, the dynamical network restriction (R S F, X| S ) is given by
The graph of interactions Γ R S F is shown in figure 9 . Moreover, as
then S ∈ bas(Γ F ). As in example 5 one can compute that
for j ∈ I S and c ≥ 2. Hence, the matrixΛ given in example 5 is a stability matrix of (R S F, X| S ). Since ρ(Λ) = 4 sech 2 (c − 2) then as in example 5 theorem 6.4 implies that the original unrestricted network (F, X) has a globally attracting fixed point if c > 2 + sech −1 (1/2). Importantly, if we were to analyze (F, X) as a Cohen-Grossberg network using theorem 2.4 (allowing = 1) we could not deduce the stability of the system for any value of c. In fact, the stability criteria in theorem 2.4 does not depend on the constants c j . However, by use of a dynamical network restriction we gain more information about the stability of such networks. Specifically, it follows that the stability of the Cohen-Grossberg networks considered in section 2.2 depend on L, ρ(|W |), and the values of c j for ≈ 1.
It is also worth mentioning again that both the process of constructing (R S F, X| S ) and analyzing its stability are significantly simpler than finding and analyzing the expansion (X S F, X S ) in example 5. (As evidence, one can compare the graphs Γ X S F and Γ R S F in figures 7 and 9.) This should not be surprising based on how
. . . expansions and restrictions are defined. In fact, for any dynamical network (F, X) it is always computationally easier to analyze the restriction (R S F, X| S ) compared with the expansion (X S F, X S ).
In examples 5 and 7 both expansions and restrictions were used to gain improved stability estimates of the untransformed dynamical network (F, X). Although using the restrictions (R S F, X| S ) was computationally and procedurally simpler than using (X S F, X S ) both gave the same improved stability estimate. This outcome is not a coincidence but holds in general.
Theorem 6.5. Suppose S ∈ bas(Γ F ). There is a stability matrix Λ T of (X S F, X S ) with property ρ(Λ T ) < 1 if and only if there is a stability matrixΛ
As a final observation, in this section, we note that it is often possible to sequentially restrict a dynamical network and thereby sequentially improve ones estimate of whether the original (untransformed) network has a globally attracting fixed point. Moreover, it is possible to use restrictions to get improved stability estimates of the time-delayed network (H, X T ) by restricting the undelayed system (U H , X).
6.2. Proof of Theorems 6.2, 6.4, and 6.5. The major idea needed to prove the theorems of the previous section is that any dynamical network expansion is related to a time-delayed dynamical network. More specifically, for the expansion (X S F, X S ) any admissible sequence γ = 0, . . . , τ − 1 ∈ A S (F) corresponds to the functions (33) X S F i;γ (x i−1,γ ) = x i−1,γ for 1 < i < |γ|. That is, after τ − 1 iterates the function X S F τ −1 depends on the value of x 0 . Therefore, every admissible sequence γ ∈ A S (F) corresponds to a time delay. By formally introducing delays into the expansion we can relate the stability of (X S F, X S ) to that of (R S F, X| S ) using techniques from sections 3 and 4. This can be done as follows. (9) and (29)). By sequentially modifying the expansion (X S F, X S ) in this manner over all admissible sequences in A S (F) the result is the time-delayed dynamical network
where T = max We now give a proof of theorem 6.2.
Proof. Suppose A is a stability matrix of (F, X) with ρ(A) < 1. Hence, (F, X) has a globally attracting fixed point. Theorem 5.5 together with lemma 6.6 then imply that (D S F, X| T S ) also has a globally attracting fixed point. The undelayed dynamical network (U D S F , X| S ) is then globally stable by theorem 4.2 and the result follows from equation (34) as (U D S F , X| S ) = (R S F, X| S ).
A proof of theorem 6.4 is the following.
Proof. Suppose S ∈ bas(Γ F ). If A is a stability matrix of (F, X) with ρ(A) < 1 then theorem 6.2 implies (R S F, X| S ) has a globally attracting fixed point. Therefore, supposeÃ is a stability matrix of (R S F, X| S ) with the property ρ(Ã) < 1.
Since S ∈ bas(Γ F ) then it follows that (D S F, X| T S ) ∈ nd(X| T S ). As the undelayed network (U D S F , X| S ) = (R S F, X| S ) then theorem 4.4 implies that there is a stability matrix A of (U D S F , X| S ) such that ρ(A) < 1. Lemma 6.6 combined with theorem 5.5 then imply that the dynamical network (F, X) has a globally attracting fixed point.
Note that in the proof of theorem 6.5 the assumption that S ∈ bas(Γ F ) implies that the network (D S F, X| T S ) ∈ nd(X| T S ). Since (U D S F , X| S ) = (R S F, X| S ) then theorem 4.4 directly implies the result of theorem 6.5.
Concluding Remarks
This paper continues the analysis of useful transformations of dynamical networks initiated in [3] . Here, we analyze time-delayed dynamical networks and their global stability. Because analyzing the global stability of a network requires knowledge of its spectral radius, rather than the knowledge of its entire spectrum, we are able to introduce a new much simpler class of dynamical network transformations, which we call network restrictions. Such restrictions allow us to study the global stability of dynamical networks in a simpler and computationally more efficient way compared with the isospectral networks expansions found in [3] . However, we note that as such expansions preserve the entire spectrum of the network they provide more information about the dynamical network.
A key ingredient in our procedure of dynamical network restrictions is the notion of a basic structural set of the network's graph of interactions. These sets form a subclass of structural sets introduced in [3] . Our approach here allows us to prove that dynamical networks and their time-delayed versions with non-distributed delays are globally stable or unstable simultaneously. We observe that this is not true in general for dynamical networks with distributed delays.
The theory developed in this paper is illustrated by various examples of CohenGrossberg neural networks. Importantly, this approach to analyzing the global stability of networks is not limited in any way to this class of networks and could be applied to any (time-delayed or undelayed) dynamical network. We fully expect that this theory will prove to be useful for the analysis of other features, structures, and dynamics of networks.
