Abstract-In this paper an approach for the dimensionality reduction of the hyperspectral image data using the method of band selection based on the statistical measures is introduced. The spread hyperspectral image data is measured in each band and the calculated bands are clustered using the K-means clustering technique. The K-means clustering of bands is performed in such a way that the intra-cluster variance is kept minimize and the inter-cluster variance maximum. The optimal number of band selection is done using the concept of Virtual Dimensionality (VD). The endmember or targets are extracted through Vertex Component Analysis (VCA). The experimental results are compared with other unsupervised band selection techniques to show the effectiveness of the proposed technique.
I. INTRODUCTION
Hyperspectral sensors-used for hyperspectral imagery collect information as a set of images represented by different bands. A remotely sensed image is an image in a cubic form with the third dimension specified by spectral wavelengths. The collected image data by hyperspectral remote sensors is simultaneously in hundreds of narrow, adjacent spectral bands over the wavelengths that can range from the near ultraviolet through the thermal infrared at 5nm of fine resolutions. Each pixel contains a hyperspectral signature that represents different materials. As a result of high spectral resolution, hyperspectral systems produce a massive amount of data. These measurements make it possible to derive a continuous spectrum for an image data [1] . Hyperspectral data helps the analyst in detection of more materials, objects and regions with enhanced accuracy.
Hyperspectral images provide a vast amount of information about a scene, but most of that information is redundant as the bands are highly correlated. For computational and data compression reasons, it is desired to reduce the dimensional of the data set [2] while maintaining good performance in image analysis tasks. There are some of the challenges we face during the analysis of hyperspectral images, first is due to huge data volume, we face data storage and transmission problem. Second is redundancy of information because redundancy in data can cause convergence instability. Third is high processing time. As a result, the imposition of requirements for storage space, computational load and communication bandwidth are against the real time applications and it is difficult to visualize or to classify such a huge amount of data. Dimensionality reduction is a good choice to overcome these challenges. The reduction of dimensionality is necessary for high accuracy in unmixing of the pixels, classification and detection.
There are several methods of dimensionality reduction which can be further categorized into two groups; feature extraction and feature or band selection. Feature selection is preferable for dimensionality reduction because feature extraction need most of the original data representation for extraction of features [3] . Secondly due to transformation in feature extraction the critical information may have been distorted. Compare to feature extraction, feature selection preserve the relevant original information. There are many band selection techniques used in the past [4] . Search base Methods [4] , Transform based Methods [5] , ICA-based band selection Method [6] and information based Methods [7] .
Hierarchical structure for clustering was used in [12] and the bands were clustered based on the similarity calculated by city block, Euclidean distance and cosine distance. The hierarchical structure was clustered by using three linkage methods i.e. single link, average and ward. For each of the metric these three linkage strategies were used for clustering bands [12] .
In this paper we have used the clustering approach for band selection and use three different statistical methods to measure data. We have used Standard Deviation, MAD and Variance in our proposed work. K-means clustering is used to cluster the bands using two distance metrics, city block and Square Euclidean. Bands are clustered through K-means and those bands which have maximum value are selected. Virtual Dimensionality VD [8] is used for the bands estimation. Minimum number of bands is selected through VD and the maximum information is preserved. Vertex Component Analysis (VCA) [9] is used for the unmixing and detection of endmembers. The results obtained are compared to the Constrained Based Selection (CBS) [10] methods i.e. The Linear Constrained Minimum Variance (LCMV) and Constrained Energy Minimization (CEM) and also with Minimum Variance Principal Component Analysis (MVPCA) [11] .
In this paper Section 2 explains the Band Clustering using K-means and Selection of Bands. The experimental results and comparison are presented in Section 3 and conclusion in Section 4. Band Clustering and Selection are two steps used in our work. Clustering of band images keeps the intra-cluster variance minimum and the inter-cluster variance maximum. The method in which dimensionality is reduced by selecting a subset of the original dimensions are known as band/ feature selection. The hyperspectral data is spread in some direction. This data can be measured by using different statistical methods which include MAD (Mean Absolute Deviation), moment, variance, mean, geometric mean and standard deviation.
We have used MAD, Standard Deviation and Variance in our proposed work. Suppose that we have {B l } l=1 L band images in our hyperspectral image data cube where L is the total number on bands, if each band image is of size M×N and the mean of the ℎ band image. The statistical characteristics we use for data are given below. MAD for the ℎ band is
Standard Deviation for the ℎ band image is
Variance for the ℎ band image is
The result from the above statistical methods for L band images is given by:
III. K-MEANS CLUSTRING
For clustering the bands (band images) K-means clustering technique is used. For K-means clustering city block and Square Euclidean distance metrics are used. Kmeans clustering is one of the simplest unsupervised algorithms and is well-known for solving the problem of clustering. The flowchart of K-means clustering is shown in figure 1 . K-means follows a simple and easy way to classify a given data set through clusters; the number of clusters is fixed and is given a prior. The number of centroids i.e. K are defined for each cluster and which are placed far away from each other as possible. The points which belong to the given data set are taken and are associated to the nearest centroid which results in K number of groups. Again K new centroids are recalculated for new centers of the cluster and a new binding has to be done between the same data set points and the nearest new centroid. A loop is run for the K centroids to change their location step by step until there is no change and the centroids are fixed. The centroids of the clusters are calculated by minimizing the sum of squared errors. The K means algorithm performs three steps until convergence. 1) Determine the centroid coordinate 2) Determine the distance of each object to the centroids 3) Group the object based on minimum distance For the observations = ( 1 , 2 , 3 … ), the K-means clustering method divides the n observations into k sets (k < n), = { 1 , 2 , 3 … }, minimizing the sum of squares with-in clusters i.e.
where μ i is the mean of points in clusters C k K-means computes centroid clusters differently for the different supported distance measures. We have used the following distance metrics in K-means clustering.
A. Square Euclidean
For an m-by-n data matrix = ( 1 , 2 , 3 … ) the distance between the vector xr and xs is given as:
where D is the diagonal matrix
B. City Block metric
For an m-by-n data matrix = ( 1 , 2 , 3 … ) the distance between the vector xr and xs is defined as
Bands are clustered based on their statistical characteristics i.e. Variance, MAD (Mean Absolute Deviation) and Standard Deviation by K-means clustering technique. After that a band is selected from each cluster (group) which has maximum variance with in the cluster. The proposed technique using Variance with city block as distance metric is abbreviated as VAR-CB. The proposed technique using Variance with Square Euclidean as distance metric is abbreviated as VAR-SE. The proposed technique using standard deviation with city block as distance metric is abbreviated as STD-CB and similarly for Standard Deviation with Square Euclidean as STD-SE. The proposed technique using MAD with city block as distance metric is abbreviated as MAD-CB and the technique using MAD with Sq. Euclidean is abbreviated as MAD-SE. IV. PROPOSED ALGORITHM Following are the steps of the proposed algorithm to summarize the band clustering and selection: 1) Calculate the number of bands i.e. VD. 2) Calculate or measure the data of each band image using VAR, MAD and STD. 3) Band clustering using K-means clustering and using distances among the measured values to examine the proximity of band images to each other. 4) According to VD, clusters are created which contain all the measured values. 5) From each cluster, one band having maximum value is picked. Now the question is how many bands need to be selected preserving the necessary information. This problem can be solved by using the new concept of Virtual Dimensionality (VD) [8] to estimate the minimum number of bands and preserve the maximum useful information. The selected bands are analyzed for the endmember detection. VCA [9] is then used for the unmixing process of the hyperspectral image and the results are compared.
V. EXPERIMENTAL RESULTS
We have used a well known Airborne Visible/ Infrared Imaging Spectrometer [13] for our research work. The Cuprite image is used to compare and evaluate the proposed research work. The image scene is shown in Fig. 2 . And it is available at website [14] . It was collected by 224 spectral bands with 10 nm spectral resolutions over the Cuprite mining site, Nevada in 1997, where Cuprite is a mining area in the south of Nevada with minerals and little vegetation. The geologic summary and mineral map can be found in [15] . Cuprite has been widely used for experiments in remote sensing and has become a standard test site to compare different techniques of hyperspectral image analysis. In our research work, a sub image of size 350×350 with 224 bands of a data set taken on the AVIRIS flight of June 19, 1997. The instrument of AVIRIS covers 0.41 -2.45 µm regions in 224 bands with a 10 nm bandwidth and flying at an altitude of 20 km, it has an Instantaneous Field Of View (IFOV) of 20 m and views a swath over 10 km wide. Prior to the analysis of AVIRIS Cuprite image data, low SNR bands 1 -3, 105 -115 and 150 -170 have been removed and the remaining 189 bands are used for experiments. The ground truth of spatial positions of four pure pixels corresponding to four mineral alunite (A), buddingtonite (B) , calcite (C) and kaolinite (K) are labeled and encircled by "A", "B", "C", and "K" respectively. Endmembers extracted by an endmember algorithm are verified by using these labels of spatial positions. The USGS signatures of "A", "B", "C" and "K" are also shown in Fig.  3 . Preserving the maximum information, the number of bands required and estimated VD are 22. In our research work we have tabulated 22 bands. These bands are selected by LCMV-CBS, MVPCA and our proposed technique of clustering according to 22 VD. Fig. 4 shows the extraction of four end members and also the extracted endmembers by VCA using the 22 selected bands given in table I, the detected endmember/ targets are labeled with "a", "b", "c", "k". the detected endmembers are compared with the ground truth endmember pixels which are labeled as "A", "B","C","K". In addition the measurement of the spectral similarity between the endmember pixels "a","b","c","k" and the ground truth endmember pixels "A","B","C","K", we have calculated the Spectral Angle Mapper (SAM), the results of which are tabulated in table II. The location of the "A","B","C","K" and "a","b","c","k" in the image scene are also included in the form of coordinates in brackets. The coordinates for both the target endmembers and the ground truth endmembers in brackets shows the location in the image scene, included in the table II. The result obtained from the simulations shows that the performance of the clustering-based band selection techniques, using K-means clustering are better than the techniques of LCMV-CBS and MVPCA and Full bands. The values of the Spectral Angle Mapper (SAM) among the same target/ endmembers minerals are highlighted which shows a good similarity. The detection of the endmember pixel using the selected bands and K-means clustering, by VCA gives better results compare to the LCMV-CBS and MVPCA, therefore the detected endmember pixel have high spectral similarities 
VI. CONCLUSION
The proposed techniques for dimensional reduction and target detection give better results as compare to LCMV-CBS and MVPCA. The results shows that if the dimensions of Hyperspectral data are reduced by clustering the band images using their statistical parameters, then it gives better results of unmixing and detection than other techniques like LCMV-CBS and MVPCA etc. In proposed technique of band clustering and selection using K-means method, band from each cluster is selected such that intra-cluster variance is kept maximum and inter-cluster variance is minimum. Furthermore from our proposed technique, STD-SE is better than others. The proposed technique is simple to implement and computes the result very fast. The computation takes seconds for band clustering and selection.
All the endmember/ targets are detected well and have high spectral similarities. Therefore it is concluded from the results of experiments that the proposed clustering techniques are promising and authentic techniques for band clustering and band selection.
