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Abstract
There has been intensive work on the parameterized complexity of the typically NP-
hard task to edit undirected graphs into graphs fulfilling certain given vertex degree
constraints. In this work, we lift the investigations to the case of directed graphs; herein,
we focus on arc insertions. To this end, we develop a general two-stage framework which
consists of efficiently solving a problem-specific number problem and transferring its so-
lution to a solution for the graph problem by applying flow computations. In this way,
we obtain fixed-parameter tractability and polynomial kernelizability results, with the
central parameter being the maximum vertex in- or outdegree of the output digraph. Al-
though there are certain similarities with the much better studied undirected case, the
flow computation used in the directed case seems not to work for the undirected case while
f -factor computations as used in the undirected case seem not to work for the directed
case.
1 Introduction
Modeling real-world networks (e.g., communication, ecological, social) often requests directed
graphs (digraphs for short). We study a class of specific “network design” (in the sense of
constructing a specific network topology) or “graph realization” problems. Here, our focus
is on inserting arcs into a given digraph in order to fulfill certain vertex degree constraints.
These problems are typically NP-hard, so we choose parameterized algorithm design for iden-
tifying relevant tractable special cases. The main parameter we work with is the maximum
in- or outdegree of the newly constructed digraph. We deal with the following three prob-
lems: First, the problem Digraph Degree Constraint Completion (DDConC), which
asks to insert a minimum number of arcs such that each vertex ends up with a degree as
specified by an individual list of target degrees (see Figure 1). Second, the Digraph De-
gree Sequence Completion (DDSeqC) problem, where the goal is to insert arcs in such
a way that the resulting digraph has a specific degree sequence (Figure 2). Third, Digraph
Degree Anonymity (DDA), which asks to “k-anonymize” a given digraph, that is, after
inserting a minimum number of arcs, each combination of in- and outdegree occurs either
zero or at least k times (Figure 3).
All three problems are NP-hard. Based on a general framework presented in Section 3, we
derive several fixed-parameter tractability results for them, mainly exploiting the parameter
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Figure 1: Example instance of Digraph Degree Constraint Completion. The numbers
inside the vertices represent the desired degrees (indegree on top, outdegree on bottom). We
can satisfy all demands by adding the dashed arcs. Note that, in general, the desired degrees
of a vertex do not have to be unique.
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Figure 2: Example instance of Digraph Degree Sequence Completion. The target
sequence is given below the digraph. Adding the dashed arcs produces a digraph with the
desired degree sequence.
“maximum vertex degree” in the output digraph. Moreover, the three problems above are
special cases of the Digraph Degree Constraint Sequence Completion problem which
we will define next. Before doing so, however, we go into a little more detail concerning the
roots of the underlying graph-theoretic problems studied here. Since early computer science
and algorithmic graph theory days, studies on graph realizability of degree sequences (that is,
multisets of positive integers or integer pairs) have played a prominent role, being performed
both for undirected graphs [13, 23] as well as digraphs [7, 17, 24, 29]. Lately, the graph
modification view gained more and more attention: given a graph, can it be changed by a
minimum number of graph modifications such that the resulting graph adheres to specific
constraints for its degree sequence?
In the most basic variant a degree sequence is a sequence of positive integers specifying
(requested) vertex degrees for a fixed ordering of the vertices. Typically, the corresponding
computational problems are NP-hard. In recent years, research in this direction focused
on undirected graphs [16, 20, 21, 26, 34, 36]. In this work, we investigate parameterized
algorithms on digraphs. As Gutin and Yeo [22] observed, much less is known about the
structure of digraphs than that of undirected graphs, making the design of parameterized
algorithms for digraphs more challenging. In particular, we present a general framework for
a class of degree sequence modification problems, focusing on the case of arc insertions (that
is, completion problems).
The most general degree completion problem for digraphs we consider in this work is as
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Figure 3: Example instance for Digraph Degree Anonymity. The input digraph is 1-
anonymous since there is only one vertex with indegree 2 and outdegree 0. By adding the
dashed arcs we obtain a digraph which is 4-anonymous.
follows.
Digraph Degree Constraint Sequence Completion (DDConSeqC)
Input: A digraphD = (V,A), a non-negative integer s, a “degree list function” τ : V →
2{0,...,r}2 , and a “sequence property” Π.
Question: Is it possible to obtain a digraph D′ by inserting at most s arcs into D such
that the degree sequence of D′ fulfills Π and degD′(v) ∈ τ(v) for all v ∈ V ?
We emphasize that there are two types of constraints—one (specified by the function τ ,
which gives us the in- and outdegrees) for the individual vertices and one (specified by Π) for
the whole list of degree tuples. For instance, a common Π as occurring in the context of data
privacy applications is to request that the list is k-anonymous, that is, every combination of
in- and outdegree that occurs in the list occurs at least k times (see also Figure 3).
Since DDConSeqC and its special cases as studied here all turn out to be NP-hard [30,
35], a parameterized complexity analysis seems the most natural fit for understanding the
computational complexity landscape of these kinds of problems—this has also been observed
in the above mentioned studies for the undirected case. Our main findings are mostly on the
positive side. That is, although seemingly more intricate to deal with due to the existence of
in- and outdegrees, many positive algorithmic results which hold for undirected graphs can
also be achieved for digraphs (albeit using different techniques). In particular, we present a
maximum-flow-based framework that, together with the identification and solution of certain
number problems, helps to derive several fixed-parameter tractability results with respect to
the parameter maximum possible in- or outdegree ∆∗ in any solution digraph. Notably, the
corresponding result in the undirected case was based on f -factor computations [16] which do
not transfer to the directed case, and, vice versa, the flow computation approach we present
for the directed case seemingly does not transfer to the undirected case. For special cases of
DDConSeqC, we can move further and even derive some polynomial-size problem kernels,
again for the parameter ∆∗.
We consider the parameter ∆∗ for the following reasons. First, it is always at most r,
a natural parameter in the input. Second, in combination with Π, we might get an even
smaller upper bound for ∆∗. Third, bounded-degree graphs are well studied and our work
extends this since we only require ∆∗ to be small, not to be constant. Fourth, in practice,
the maximum degree is often significantly smaller than the number of vertices: Leskovec and
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Horvitz [32] studied a huge instant-messaging network (180 million vertices) with maximum
degree 600. Furthermore, in the context of anonymization it can empirically be observed
that the maximum degree will not increase during the anonymization process [25]. Thus, the
parameter ∆∗ is interesting when studying kernelization as we do.
1.1 Related Work
Most of the work on graph modification problems for realizing degree constraints has focused
on undirected graphs [16, 20, 21, 26, 34, 36]. Closest to our work is the framework for deriving
polynomial-size problem kernels for undirected degree sequence completion problems [16],
which we complement by our results for digraphs. Generally speaking, we can derive similar
results, but the technical details differ and the landscape of problems is richer in the directed
case. As to digraph modification problems in general, we are aware of surprisingly little work.
We mention work studying arc insertion for making a digraph transitive [39] or for making
a graph Eulerian [11], both employing the toolbox of parameterized complexity analysis.
Somewhat related is also work about the insertion of edges into a mixed graph to satisfy
local edge-connectivity constraints [3] or about orienting edges in a partially oriented graph
to make it an oriented graph [4].
1.2 Our Results
In Section 3, we present our general framework for DDConSeqC, which is a two-stage ap-
proach based on flow computations. To this end, we identify a specific pure number problem
arising from the degree constraints. We show that, if this number problem is fixed-parameter
tractable with respect to the largest possible integer in the output, then DDConSeqC is
fixed-parameter tractable with respect to ∆∗. Next, presenting applications of the frame-
work, in Section 4.1, we show that if there is no constraint Π concerning the degree sequence
(that is, we deal with the Digraph Degree Constraint Completion problem), then we
not only obtain fixed-parameter tractability but also a polynomial-size problem kernel for
parameter ∆∗. Then, in Section 4.2 we show an analogous result if there is exactly one spec-
ified degree sequence to be realized (Digraph Degree Sequence Completion). Finally,
in Section 4.3, we show that if we request the degree sequence to be k-anonymous (that is,
Digraph Degree Anonymity), then we can at least derive a polynomial-size problem ker-
nel for the combined parameter (s,∆D), where ∆D denotes the maximum in- or outdegree
of the input digraph D. Also, we take a first step outlining the limitations of our framework
for digraphs. In contrast to the undirected case (which is polynomial-time solvable [33]),
the corresponding number problem of Digraph Degree Anonymity surprisingly is weakly
NP-hard and, thus, presumably not polynomial-time solvable. A summary of our results is
provided in table 1.
2 Preliminaries
Notation. We consider digraphs (without multiarcs or loops) D = (V,A) with n := |V |
and m := |A|. For a vertex v ∈ V , deg−D(v) denotes the indegree of v, that is, the number of
incoming arcs of v. Correspondingly, deg+D(v) denotes the outdegree, that is, the number of
outgoing arcs of v. We define the degree degD(v) := (deg
−
D(v), deg
+
D(v)). The set V (A
′) :=
{v ∈ V | ((v, w) ∈ A′ ∨ (w, v) ∈ A′) ∧ w ∈ V } contains all vertices incident to an arc
4
Table 1: Summary of our results for the three problems we studied (indicated by (digraph))
and the corresponding number problems (indicated by (number)). The parameters are defined
as follows: n is the number of vertices, s is the maximum number of added arcs, r is the
maximum target in- or outdegree of a vertex, ∆∗ is the maximum in- or outdegree in any
solution digraph, ∆D is the maximum in- or outdegree in the input digraph, ξ is the largest
possible integer in the output sequence, and k is the level of anonymity.
Problem Result Reference
DDConC
(number) O(n(sr)2)-time solvable Lemma 14
(digraph) O(s(∆∗)3)-vertex kernel in O(m+ |τ |+ r2) time Theorem 13
O((∆∗)5)-vertex kernel in O(m+ ns3r2) time Corollary 15
DDSeqC
(number) O(n2.5)-time solvable Lemma 17
(digraph) O(s(∆∗)3)-vertex kernel in O(n+m+ (∆∗)2) time Theorem 16
O((∆∗)5)-vertex kernel in O(sn2.5) time Corollary 18
DDA
(number) weakly NP-hard Theorem 23
FPT w.r.t. ξ Theorem 24
(digraph) FPT w.r.t. ∆∗ Corollary 25
O(s∆5D)-vertex kernel in O(∆
10
D s
2 + ∆3Dsn) time Theorem 20
FPT w.r.t. (k,∆D) Corollary 27
in A′ ⊆ V 2. For a set of arcs A′ ⊆ V 2, D + A′ denotes the digraph (V,A ∪ A′), while
D[A′] denotes the subdigraph (V (A′), A′). Analogously, for a set of vertices V ′ ⊆ V , D[V ′]
denotes the induced subdigraph (V ′, A ∩ (V ′)2) which only contains the vertices V ′ and the
arcs between vertices from V ′. The set N+D (v) := {w ∈ V | (v, w) ∈ A} denotes the set
of outneighbors of v. Analogously, N−D (v) := {w ∈ V | (w, v) ∈ A} denotes the set of
inneighbors. Furthermore, we define the maximum indegree ∆−D := maxv∈V deg
−
D(v), the
maximum outdegree ∆+D := maxv∈V deg
+
D(v), and ∆D := max{∆+D,∆−D}.
A digraph degree sequence σ = {(d−1 , d+1 ), . . . , (d−n , d+n )} is a multiset of nonnegative integer
tuples, where d−i , d
+
i ∈ {0, . . . , n− 1} for all i ∈ {1, . . . , n}. We define
∆−σ := max{d−1 , . . . , d−n },
∆+σ := max{d+1 , . . . , d+n }, and
∆σ := max{∆−σ ,∆+σ }.
For a digraph D = ({v1, . . . , vn}, A) we denote by σ(D) := {degD(v1), . . ., degD(vn)},
the digraph degree sequence of D. Let d = (d−, d+) be a nonnegative integer tuple. For
a digraph D, the block BD(d) of degree d is the set of all vertices having degree d, for-
mally BD(d) := {v ∈ V | degD(v) = d}. We define λD(d) as the number of vertices in D with
degree d, that is, λD(d) := |BD(d)|. Similarly, we define Bσ(t) as the multiset of all tuples
equal to t and λσ(t) as the number of occurrences of the tuple t in the multiset σ. For two
integer tuples (x1, y1), (x2, y2), we define the sum (x1, y1) + (x2, y2) := (x1 + x2, y1 + y2).
Parameterized Algorithmics. [10, 12, 14, 37] We assume the reader to be familiar
with classical complexity theory concepts such as polynomial-time reductions and (weak)
NP-hardness [2, 19]. An instance (I, k) of a parameterized problem L ⊆ Σ∗ × N consists
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of the classical input I and a parameter k. A parameterized problem L is called fixed-
parameter tractable (fpt) with respect to the parameter k if it can be solved in f(k) · |I|O(1)
time, where f is a function only depending on k and |I| denotes the size of the input I.
Accordingly, for a combined parameter (k1, k2, . . .), a parameterized problem is fpt if it can
be solved in f(k1, k2, . . .) · |I|O(1) time.
A kernelization is a polynomial-time algorithm transforming a given instance (I, k) into
an equivalent instance (I ′, k′) with |I ′| ≤ g(k) and k′ ≤ h(k) for some functions g and h,
that is, (I, k) is a yes-instance if and only if (I ′, k′) is a yes-instance. The instance (I ′, k′)
is called the problem kernel and g denotes its size. If g is a polynomial, then we have a
polynomial(-size) problem kernel. It can be shown that a parameterized problem is fpt if and
only if it has a problem kernel.
3 The Framework
Our goal is to develop a framework for deriving fixed-parameter tractability for a general
class of completion problems in directed graphs. To this end, recall our general setting for
DDConSeqC which is as follows. We are given a digraph and want to insert at most s
arcs such that the vertices satisfy certain degree constraints τ , and, additionally, the degree
sequence of the digraph fulfills a certain property Π. Formally, the sequence property Π
is given as a function that maps a digraph degree sequence to 1 if the sequence fulfills the
property and otherwise to 0. We restrict ourselves to properties where the corresponding
function can be encoded with only polynomially many bits in the number of vertices of the
input digraph and can be decided efficiently.1 We remark that it is not always the case that
there are both vertex degree constraints (as defined by τ) and degree sequence constraints (as
defined by Π) requested. This can be handled by either setting τ to the trivial degree list
function with τ(v) = {0, . . . , n − 1}2 for all v ∈ V or setting Π to allow all possible degree
sequences.
In this section, we show how to derive (under certain conditions) fixed-parameter tractabil-
ity with respect to the maximum possible in- or outdegree ∆∗ of the output digraph for DD-
ConSeqC. Note that ∆∗ in general is not known in advance. In practice, we might therefore
instead consider upper bounds for ∆∗ which depend on the given input. For example, we
know that ∆∗ ≤ min{r,∆D + s} for any yes-instance since we insert at most s arcs into D.
Clearly, ∆∗ might also be upper-bounded depending on Π (or even depending on r, s, ∆D,
and Π) in some cases. Our generic framework consists of two main steps: First, we prove
fixed-parameter tractability with respect to the combined parameter (s,∆D) in Section 3.1.
This step generalizes ideas for the undirected case [16]. Note that ∆D ≤ ∆∗ trivially holds for
yes-instances. Second, we show in Section 3.2 how to upper-bound the number s of arc inser-
tions polynomially in ∆∗ by solving a certain problem specific numerical problem. For this
step, we develop a new key argument based on a maximum flow computation (the undirected
case was based on f -factor arguments).
1All specific properties in this work can be easily decided in polynomial time. Indeed, in many cases even
fixed-parameter tractability with respect to the maximum integer in the sequence would suffice.
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3.1 Fixed-parameter tractability with respect to (s,∆D)
We show that DDConSeqC is fixed-parameter tractable with respect to the combination of
the maximum number s of arcs to insert and the maximum in- or outdegree ∆D of the input
digraph D. The basic idea underlying this result is that two vertices v and w with degD(v) =
degD(w) and τ(v) = τ(w) are interchangeable. Accordingly, we will show that it suffices to
consider only a bounded number of vertices with the same “degree properties”. In particular,
if there is a solution, then there is also a solution that only inserts arcs between a properly
chosen subset of vertices of bounded size. To formalize this idea, we introduce the notion of
an α-block-type set for some positive integer α.
To start with, we define the types of a vertex via the numbers of arcs that τ allows
to add to this vertex. Let (D, s, τ,Π) be a DDConSeqC instance. A vertex v is of type
t ∈ {0, . . . ,∆∗}2 if degD(v) + t ∈ τ(v). Observe that one vertex can be of several types.
The subset of V (D) containing all vertices of type t is denoted by TD,τ (t). A vertex v of
type (0, 0) (that is, degD(v) ∈ τ(v)) is called satisfied. A vertex which is not satisfied is called
unsatisfied. We next define our notion of α-block-type sets and its variants.
Definition 1. Let α be a positive integer and let U ⊆ V (D) denote the set of all unsatisfied
vertices in D. A vertex subset C ⊆ V (D) with U ⊆ C is called
• α-type set if, for each type t 6= (0, 0), C contains exactly min{|TD,τ (t) \ U |, α} satisfied
vertices of type t;
• α-block set if, for each degree d ∈ σ(D), C contains exactly min{|BD(d)\U |, α} satisfied
vertices with degree d;
• α-block-type set if, for each degree d ∈ σ(D) and each type t 6= (0, 0), C contains exactly
min{|(BD(d) ∩ TD,τ (t)) \ U |, α} satisfied vertices of degree d and type t.
As a first step, we prove that these sets defined above can be computed efficiently.
Lemma 2. An α-type/α-block/α-block-type set C as described in Definition 1 can be computed
in O(m+ |τ |+ r2) / O(m+ n+ ∆2D) / O(m+ |τ |+ ∆2Dr2) time.
Proof. To compute an α-block-type set, we start with an empty set C := ∅ and for each
possible vertex degree d and each possible vertex type t, we initialize a counter x(d, t) := 0.
We then iterate over all vertices v ∈ V (D). If v is unsatisfied, that is degD(v) 6∈ τ(v), then
we add v to C. If v is satisfied, then for each type t 6= (0, 0) with degD(v) + t ∈ τ(v), we
increase the counter x(degD(v), t) by one and add v to C if x(degD(v), t) < α. This can be
done in O(m + |τ | + ∆2Dr2) time. The other two cases of computing an α-block set or an
α-type set can be done in a similar fashion.
We move on to the crucial lemma stating that a solution (that is, a set of arcs), if existing,
can always be found between vertices of an α-block-type set C given that C contains “enough”
vertices of each degree and type. Here, enough means α := 2s(∆D + 1).
Lemma 3. Let (D, s, τ,Π) be a DDConSeqC instance and let C ⊆ V (D) be a 2s(∆D +
1)-block-type set. If (D, s, τ,Π) is a yes-instance, then there exists a solution A∗ ⊆ C2
for (D, s, τ,Π), that is, |A∗| ≤ s, σ(D+A∗) fulfills Π, and degD+A∗(v) ∈ τ(v) for all v ∈ V (D).
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Proof. Let A′ ⊆ V (D)2 \ A(D) be a solution for (D, s, τ,Π) that minimizes the number of
vertices not in C, that is, |V (A′)\C| is minimum. The solution A′ exists since (D, s, τ,Π) is a
yes-instance. If V (A′) ⊆ C, then we are done. Hence, we assume that there exists a vertex v
in V (D) \ C which is incident to at least one arc in A′. Let V −v := {u | (u, v) ∈ A′} and let
V +v := {w | (v, w) ∈ A′} be the set of in- respectively outneighbors of v in A′. Furthermore,
let d := degD(v) and t := (|V −v |, |V +v |). Thus, v has degree d and is of type t. By definition
of C, it follows that |BD(d) ∩ TD,τ (t)| > 2s(∆D + 1).
Now, we claim that there is a vertex v∗ ∈ (BD(d) ∩ TD,τ (t) ∩ C) \ V (A′) such that we
can replace v with v∗ in the solution. More precisely, in all arcs of A′ we want to replace
v by v∗, that is, we obtain a new arc set A∗ := {(u,w) ∈ A′ | u 6= v ∧ w 6= v} ∪ {(u, v∗) |
u ∈ V −v } ∪ {(v∗, w) | w ∈ V +v }. Since we cannot insert arcs that already exist in the input
digraph D, we need that N−D (v
∗) ∩ V −v = ∅ and N+D (v∗) ∩ V +v = ∅. Observe that such a
vertex v∗ exists: Since each of the at most s vertices in V +v ∪ V −v has at most ∆D incoming
and ∆D outgoing arcs, it follows that at most s · 2∆D vertices in BD(d) ∩ TD,τ (t) ∩ C can
have an arc from or to a vertex in V +v ∪ V −v . Furthermore, since |A′| ≤ s, it follows that
at most 2s − 1 vertices in BD(d) ∩ TD,τ (t) ∩ C are incident to an arc in A′ (the minus one
comes from the fact that v is incident to at least one arc in A′). By definition of C, it follows
that |BD(d) ∩ TD,τ (t) ∩ C| ≥ 2s(∆D + 1) > s · 2∆D + 2s − 1. Hence, there is at least one
vertex v∗ ∈ BD(d)∩TD,τ (t)∩C that is not adjacent to any vertex in V +v ∪V −v and not incident
to any arc in A′. Thus, we can replace v by v∗.
We now show that A∗ is still a solution: First, observe that σ(D +A′) = σ(D +A∗) and,
hence, σ(D + A∗) fulfills Π. Second, observe that degD+A∗(v) ∈ τ(v) since v /∈ C, which
implies that v was satisfied. Further, degD+A∗(v
∗) ∈ τ(v∗) since v∗ is of type t. Hence, A∗
is a solution and |V (A′) \C| > |V (A∗) \C|, a contradiction to the assumption that A′ was a
solution minimizing this value.
If there are no restrictions on the resulting degree sequence (as it is the case for the
Digraph Degree Constraint Completion problem (DDConC) in Section 4.1), then we
can replace the 2s(∆D + 1)-block-type set in Lemma 3 by a 2s(∆D + 1)-type set:
Lemma 4. Let (D, s, τ) be a DDConC instance and let C ⊆ V (D) be a 2s(∆D + 1)-type
set. If (D, s, τ) is a yes-instance, then there exists a solution A∗ ⊆ C2 for (D, s, τ), that is,
|A∗| ≤ s and degD+A∗(v) ∈ τ(v) for all v ∈ V (D).
Similarly, if there are no restrictions on the individual vertex degrees, that is, τ is the
degree list function τ(v) = {0, . . . , n−1}2 for all v ∈ V (D), then we can replace the 2s(∆D+1)-
block-type set by a 2s(∆D + 1)-block set.
Lemma 5. Let (D, s, τ,Π) be a DDConSeqC instance with τ(v) = {0, . . . , n − 1}2 for
all v ∈ V (D) and let C ⊆ V (D) be a 2s(∆D + 1)-block set. If (D, s, τ,Π) is a yes-instance,
then there exists a solution A∗ ⊆ C2 for (D, s, τ,Π), that is, |A∗| ≤ s and σ(D+A∗) fulfills Π.
Lemma 3 implies a fixed-parameter algorithm by providing a bounded search space for
possible solutions, namely any 2s(∆D + 1)-block-type set C.
Theorem 6. If deciding Π is fixed-parameter tractable with respect to the maximum integer
in the input sequence, then DDConSeqC is fixed-parameter tractable with respect to (s,∆D).
Proof. Given a DDConSeqC instance (D, s, τ,Π), we first check in polynomial time whether
there are more than 2s unsatisfied vertices in D. If this is the case, then we have a no-instance,
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since we can change the degrees of at most 2s vertices by inserting at most s arcs. Otherwise,
we compute a 2s(∆D + 1)-block-type set C in polynomial time (Lemma 2). By Lemma 3, we
know that it is sufficient to search for a solution within the vertices of C. Hence, we simply
try out all possible arc sets A′ ⊆ C2 of size at most s and check whether in one of the cases the
vertex degrees and the degree sequence of D +A′ satisfy the requirements τ and Π. Since C
contains at most 2s unsatisfied vertices and at most 2s(∆D + 1) · (∆D + 1)2(∆∗)2 satisfied
vertices, and since ∆∗ ≤ ∆D+s, there are at most O(2(2s+2s(∆D+1)3(∆D+s)2)2) possible subsets
of arcs to insert. Checking whether τ is satisfied can be done in polynomial time and deciding
whether Π holds for σ(D+A′) is by assumption fixed-parameter tractable with respect to the
largest integer, which is at most ∆D+s. Thus, overall, we obtain fixed-parameter tractability
with respect to (s,∆D).
3.2 Bounding the solution size s polynomially in ∆∗
This subsection constitutes the major part of our framework. The rough overall scheme is
analogous to the undirected case as described by Froese et al. [16]. By dropping the graph
structure and solving a simpler problem-specific number problem on the degree sequence
of the input digraph, we show how to solve DDConSeqC instances with “large” solutions
provided that we can solve the associated number problem efficiently. The number problem is
defined so as to simulate the insertion of arcs to a digraph on an integer tuple sequence. Note
that inserting an arc increases the indegree of a vertex by one and increases the outdegree
of another vertex by one. Inserting s arcs can thus be represented by increasing the tuple
entries in the degree sequence by an overall value of s in each component. Formally, the
corresponding number problem (abbreviated as #DDConSeqC) is defined as follows.
Numbers Only Digraph Degree Constraint Sequence Completion
Input: A sequence σ = (c1, d1), . . . , (cn, dn) of n nonnegative integer tuples, a positive
integer s, a “tuple list function” τ : {1, . . . , n} → 2{0,...,r}2 , and a sequence
property Π.
Question: Is there a sequence σ′ = (c′1, d′1), . . . , (c′n, d′n) such that
∑n
i=1(c
′
i − ci) =∑n
i=1(d
′
i − di) = s, ci ≤ c′i, di ≤ d′i, and (c′i, d′i) ∈ τ(i) for all 1 ≤ i ≤ n,
and σ′ fulfills Π?
If we plug the degree sequence of a digraph into #DDConSeqC, then an integer tu-
ple (c′i, d
′
i) of a solution tells us to add xi := c
′
i − ci incoming arcs and yi := d′i − di outgoing
arcs to the vertex vi. We call the tuples (xi, yi) demands. Having computed the demands,
we can then try to solve our original DDConSeqC instance by searching for a set of arcs
to insert that exactly fulfills the demands. Such an arc set, however, might not always exist.
Hence, the remaining problem is to decide whether it is possible to realize the demands in
the given digraph. The following lemma shows (using flow computations) that this is in fact
always possible if the number s of arcs to insert is large compared to ∆∗.
Lemma 7. Let D = (V = {v1, . . . , vn}, A) be a digraph and let x1, . . . , xn, y1, . . . , yn, and ∆∗
be nonnegative integers such that
(I) ∆∗ ≤ n− 1,
(II) deg−D(vi) + xi ≤ ∆∗ for all i ∈ {1, . . . , n},
(III) deg+D(vi) + yi ≤ ∆∗ for all i ∈ {1, . . . , n},
(IV)
∑n
i=1 xi =
∑n
i=1 yi =: s, and
(V) s > 2(∆∗)2.
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Figure 4: A flow network as described in Construction 8. For each vertex vi in the digraph D
there are two vertices v+i and v
−
i . We connect a vertex v
+
i to a vertex v
−
j if the arc (vi, vj) is
not in D. Inserting the arc (vi, vj) is then represented by setting the flow on the arc (v
+
i , v
−
j )
to one.
Then, there exists an arc set A′ ⊆ V 2 \A of size s such that for the digraph D′ := D+A′
it holds degD′(vi) = degD(vi) + (xi, yi) for all vi ∈ V . Moreover, the set A′ can be computed
in O(n3) time.
Proof. The proof is based on a flow network which we construct such that the corresponding
maximum flow (for details of network flow theory, refer to the book by Ahuja et al. [1]) yields
the set A′ of arcs to be inserted in D in order to obtain our target digraph D′.
Construction 8. We build a flow network N = (VN , AN ) according to the following steps.
• Add a source vertex vs and a sink vertex vt to N ;
• for each vertex vi ∈ V , add two vertices v+i , v−i to N ;
• for each i ∈ {1, . . . , n}, insert the arc (vs, v+i ) with capacity yi;
• for each i ∈ {1, . . . , n}, insert the arc (v−i , vt) with capacity xi;
• for each (vi, vj) ∈ V 2 \A with i 6= j, insert the arc (v+i , v−j ) with capacity one.
The networkN contains |VN | ∈ O(n) vertices and |AN | ∈ O(n2−m) arcs (sincem ≤ n2−n,
we also have |AN | ∈ Ω(n)) and can be constructed in O(n2) time. See Figure 4 for an
illustration. Inserting an arc (vi, vj) in D corresponds to sending flow from v
+
i to v
−
j . Since,
by definition, each vertex v+i will only receive at most yi flow from vs and each vertex v
−
i will
send at most xi flow to vt, we cannot insert more than s arcs (Condition (IV)).
We claim that for s > 2(∆∗)2 (Condition (V)), the maximum flow in the network is
indeed s. To see this, let V +N := {v+i ∈ VN | i ∈ {1, . . . , n}} and let V −N := {v−i ∈ VN |
i ∈ {1, . . . , n}}. In the following, a vertex v+i ∈ V +N (v−j ∈ V −N ) is called saturated with
respect to a flow f : AN → R+, if f(vs, v+i ) = yi (f(v−j , vt) = xj). Suppose that the maximum
flow f has a value less than s. Then, there exist non-saturated vertices v+i ∈ V +N and
v−j ∈ V −N . Let X ⊆ V −N be the vertices to which v+i has an outgoing arc in the residual graph
and let Y ⊆ V +N be the vertices which have an outgoing arc to v−j in the residual graph.
Observe that deg+N (v
+
i ) = n− 1− deg+D(vi) and deg−N (v−j ) = n− 1− deg−D(vj). Consequently,
|X| > n − 1 − deg+D(vi) − yi ≥ n − 1 − ∆∗ holds due to Condition (III). Since v+i is not
saturated, we know that |X| ≥ n − ∆∗ ≥ 1 (due to Condition (I)). By the same reasoning
(using Conditions (I) and (II)) it follows that |Y | ≥ n−∆∗ ≥ 1.
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Remember that f is a flow of maximum value. Hence, each vertex in X and each vertex
in Y is saturated. Otherwise, there would be an augmenting path in the residual graph,
contradicting our assumption of f being maximal. If a vertex x ∈ X would receive flow
from a vertex y ∈ Y , then this would imply a backward arc in the residual graph resulting
in an augmenting path vs → v+i → x → y → v−j → vt, again contradicting our maximality
assumption for f . Thus, we can conclude that all the flow that goes into X has to come from
the remaining vertices in V +N \(Y ∪{v+i }). This set has size at most n−|Y | ≤ n−(n−∆∗) = ∆∗.
But since y` ≤ ∆∗ for all ` ∈ {1, . . . , n} (by Condition (III)), those ∆∗ vertices can cover at
most a flow of value (∆∗)2 and, hence,∑
v−i ∈X
xi ≤
∑
v+i ∈V +N \(Y ∪{v+i })
yi ≤ (∆∗)2. (1)
Since X is saturated, and since also x` ≤ ∆∗ holds for all ` ∈ {1, . . . , n} (Condition (II)), we
obtain from Condition (IV)
s =
n∑
i=1
xi =
∑
v−i ∈X
xi +
∑
v−i ∈V −N \X
xi
(1)
≤ (∆∗)2 +
∑
v−i ∈V −N \X
∆∗
= (∆∗)2 + |V −N \X| ·∆∗ = (∆∗)2 + n− |X| ·∆∗
≤ (∆∗)2 + ∆∗ ·∆∗.
This contradicts s > 2(∆∗)2 (Condition (V)) and hence proves the claim.
Now, let f be a maximum flow inN (computable inO(|VN ||EN |) = O(n(n2−m)) time [38])
and let A′ := {(vi, vj) ∈ V 2 | f((v+i , v−j )) = 1}. Note that |A′| = s and A′ ∩ A = ∅. Clearly,
for the digraph D′ := D +A′ it holds degD′(vi) = degD(vi) + (xi, yi) for all vi ∈ V .
We remark that similar flow-constructions as given in the proof above have been used
before [9, 18]. The difference here is that we actually argue about the size of the flow and
not only about polynomial-time solvability. Consequently, our proof uses quite different
arguments.
With Lemma 7 we have the key which allows us to transfer solutions of #DDConSeqC
to solutions of DDConSeqC. The following lemma is immediate.
Lemma 9. Let I := (D = (V,A), s, τ,Π) with V = {v1, . . . , vn} be an instance of DD-
ConSeqC with s > 2(∆∗)2. If there exists an s′ with 2(∆∗)2 < s′ ≤ s such that I ′ :=
(degD(v1), . . . ,degD(vn), s
′, τ ′,Π) with τ ′(i) := τ(vi) for all vi ∈ V is a yes-instance of
#DDConSeqC, then also I is a yes-instance of DDConSeqC.
We now have all ingredients for our first main result, namely transferring fixed-parameter
tractability with respect to the combined parameter (s,∆∗) to fixed-parameter tractability
with respect to the single parameter ∆∗, provided that #DDConSeqC is fixed-parameter
tractable with respect to the largest possible integer ξ in the output sequence. The idea is
to search for large solutions based on Lemma 9 using #DDConSeqC. If there are no large
solutions (that is, s ≤ 2(∆∗)2), then we run an FPT-algorithm with respect to (s,∆∗).
Theorem 10. If #DDConSeqC is fixed-parameter tractable with respect to the largest
possible integer ξ in the output sequence and DDConSeqC is fixed-parameter tractable with
respect to (s,∆∗), then DDConSeqC is fixed-parameter tractable with respect to ∆∗.
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Proof. In the following, let A be the fixed-parameter algorithm solving DDConSeqC in
h(s,∆∗) · nO(1) time and let A′ be the fixed-parameter algorithm solving #DDConSeqC in
h′(ξ) · nO(1) time. Let I := (D = (V,A), s, τ,Π) be a DDConSeqC instance.
If s ≤ 2(∆∗)2, then we can run algorithm A on I in h(s,∆∗) · nO(1) ≤ g(∆∗) · nO(1) time
for some function g.
Otherwise, we check for each s′ ∈ {2(∆∗)2+1, . . . , s} whether the instance Is′ := (degD(v1), . . . ,degD(vn), s′, τ ′,Π)
with τ ′(i) := τ(vi) for all vi ∈ V is a yes-instance of #DDConSeqC using algorithm A′.
Note that the running time is at most s · h′(∆∗) · nO(1). If we find a yes-instance Is′ for
some s′, then we know by Lemma 9 that I is also a yes-instance. If Is′ is a no-instance for
all s′ ∈ {2(∆∗)2 + 1, . . . , s}, then we also know that there cannot exist a solution for I of size
larger than 2(∆∗)2 since the existence of a solution for a DDConSeqC instance clearly im-
plies a solution for the corresponding #DDConSeqC instance. Therefore, I is a yes-instance
if and only if I ′ := (D, 2(∆∗)2, τ,Π) is a yes-instance. We can thus run algorithm A on I ′
in h(2(∆∗)2,∆∗) · nO(1) time.
Our second main result allows us to transfer a polynomial-size problem kernel with re-
spect to (s,∆∗) to a polynomial-size problem kernel with respect to ∆∗ if #DDConSeqC is
polynomial-time solvable. The proof is analogous to the proof of Theorem 10.
Theorem 11. If DDConSeqC admits a problem kernel containing g(s,∆∗) vertices com-
putable in p(n) time and #DDConSeqC is solvable in q(n) time for polynomials p and q,
then DDConSeqC admits a problem kernel with g(2(∆∗)2,∆∗) vertices computable in O(s ·
q(n) + p(n)) time.
Proof. Let I := (D = (V,A), s, τ,Π) be a DDConSeqC instance. If s ≤ 2(∆∗)2, then
we simply run the kernelization algorithm on I obtaining an equivalent instance contain-
ing at most g(2(∆∗)2,∆∗) vertices in p(n) time. Otherwise, we check, in q(n) time for
each s′ ∈ {2(∆∗)2 + 1, . . . , s}, whether the instance Is′ := (degD(v1), . . . ,degD(vn), s′, τ ′,Π)
with τ ′(i) := τ(vi) for all vi ∈ V is a yes-instance of #DDConSeqC. Note that the running
time is thus at most s·q(n). If we find a yes-instance Is′ for some s′, then we know by Lemma 9
that also I is a yes-instance, and thus we return a trivial DDConSeqC yes-instance. If Is′
is a no-instance for all s′ ∈ {2(∆∗)2 + 1, . . . , s}, then we also know that there cannot exist a
solution for I of size larger than 2(∆∗)2 since the existence of a solution for a DDConSeqC
instance clearly implies a solution for the corresponding #DDConSeqC instance. Therefore,
I is a yes-instance if and only if I ′ := (D, 2(∆∗)2, τ,Π) is a yes-instance. Again, we run the
kernelization algorithm on I ′ and return an equivalent instance with at most g(2(∆∗)2,∆∗)
vertices in p(n) time. The overall running time is thus in O(s · q(n) + p(n)) and we obtain a
problem kernel with respect to ∆∗.
4 Applications
In the following, we show how the framework described in Section 3 can be applied to three
special cases of DDConSeqC. These special cases naturally extend known problems on
undirected graphs to the digraph setting.
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{(0, 1)}{(1, 0), (2, 0)}{(0, 1)} {(0, 1)} {(2, 0)}{(1, 1), (2, 1)}
Figure 5: Two example instances of DDConC with s = 1. The left instance is solvable by
inserting the (dashed) arc from the right vertex to the middle vertex. The right instance is a
no-instance since one cannot add an outgoing arc to the left vertex or to the middle vertex
but one has to add an incoming arc to the right vertex (loops are not allowed).
4.1 Digraph Degree Constraint Completion
In this section, we investigate the NP-hard special case of DDConSeqC2 where the prop-
erty Π allows any possible degree sequence, see Figure 5 for two illustrating examples.
Digraph Degree Constraint Completion (DDConC)
Input: A digraph D = (V,A), a positive integer s, and a “degree list function” τ : V →
2{0,...,r}2 .
Question: Is it possible to obtain a digraph D′ by inserting at most s arcs in D such that
degD′(v) ∈ τ(v) for all v ∈ V ?
DDConC is the directed (completion) version of the well-studied undirected Degree
Constraint Editing problem [20, 34] for which anO(r5)-vertex problem kernel is known [16].
We subsequently transfer the polynomial-size problem kernel for the undirected case to a
polynomial-size problem kernel for DDConC with respect to ∆∗. Note that the parame-
ter ∆∗ is clearly at most r. Since it is trivial to decide Π in this case, due to Theorem 6 we
obtain fixed-parameter tractability of DDConC with respect to (s,∆D). The result is based
on a bounded search space, namely a 2s(∆D+1)-type set (see Definition 1 and Lemma 4). We
further strengthen this result by removing all vertices that are not in the 2s(∆D + 1)-type set
and adjusting the degree list function τ appropriately. Lemma 4 then yields the correctness
of this approach resulting in a polynomial-size problem kernel with respect to (s,∆∗).
We start with the following simple reduction rule. Recall that a vertex v is called unsat-
isfied if degD(v) 6∈ τ(v).
Reduction Rule 4.1. Let (D = (V,A), s, τ) be a DDConC instance. If there are more
than 2s unsatisfied vertices, then return a trivial no-instance. Moreover, if there exists a
vertex v ∈ V with deg−D(v) > ∆∗ or deg+D(v) > ∆∗, then also return a trivial no-instance.
Lemma 12. Reduction Rule 4.1 is correct and can be computed in O(m+ |τ |) time.
Proof. If there are more than 2s unsatisfied vertices, then we can return a trivial no-instance
since inserting an arc can satisfy at most two vertices. Also, by inserting arcs we can only
increase in- and outdegrees of vertices. Hence, we can return a no-instance if the in- or
outdegree of a vertex is larger than ∆∗. This proves the correctness.
The reduction rule is applicable in O(m+ |τ |) time by computing the degree of each vertex
in O(n+m) time and subsequently iterating through τ .
Based on Reduction Rule 4.1, we obtain a polynomial-size problem kernel with respect to
the combined parameter (s,∆∗) as follows.
2This special case was investigated more specifically in the Bachelor thesis of Koseler [30] (available online).
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Theorem 13. DDConC admits a problem kernel where the number of vertices is in O(s(∆∗)3) ⊆
O(sr3). It is computable in O(m+ |τ |+ r2) time.
Proof. Let I = (D = (V,A), s, τ) be an instance of DDConC. First, we apply Reduction
Rule 4.1 in O(m + |τ |) time. If a no-instance is returned, then we are done. Otherwise,
we know that there are at most 2s unsatisfied vertices. Also, we know that deg−D(v) ≤ ∆∗
and deg+D(v) ≤ ∆∗ for all v ∈ V . We compute an α-type set C (see Definition 1) for α :=
2s(∆D+1) in O(m+|τ |+r2) time (Lemma 2) and return the instance I ′ = (D′ := D[C], s, τC),
where the adjusted degree list τC(v), for each v ∈ C, is defined as follows:
τC(v) := {(i, j) ∈ {0, . . . ,∆∗}2 | (i, j) + (|N−D (v) \ C|, |N+D (v) \ C|) ∈ τ(v)}.
The instance I ′ can be computed in O(m+|τ |+r2) time. We now show that I ′ is an equivalent
instance of DDConC.
Assume that I ′ is a yes-instance, that is, there exists a set A′ ⊆ C2 of size at most s such
that degD′+A′(v) ∈ τC(v) for each v ∈ C. Then, the set A′ is also a solution for I since, for
each vertex v ∈ C,
degD+A′(v) = degD′+A′(v) + (|N−D (v) \ C|, |N+D (v) \ C|) ∈ τ(v)
by definition of τC(v). Moreover, for each vertex v ∈ V \ C, we know that degD+A′(v) =
degD(v) ∈ τ(v) since V \ C contains only satisfied vertices. Hence, I is a yes-instance.
Conversely, let I be a yes-instance. Then, by Lemma 4, we know that there exists an arc
set A∗ ⊆ C2 of size at most s such that degD+A∗(v) ∈ τ(v) for all v ∈ V . Then, for each
vertex v ∈ C,
degD′+A∗(v) = degD+A∗(v)− (|N−D (v) \ C|, |N+D (v) \ C|) ∈ τC(v)
by definition of τC . Hence, also I
′ is a yes-instance.
Concerning the size of D′, observe that C contains at most 2s unsatisfied vertices and at
most α satisfied vertices for each of the (∆∗)2 possible types. Therefore,
|C| ≤ 2s+ (∆∗ + 1)2 · α ≤ 2s+ (∆∗)2 · 2s(∆D + 1).
Since ∆D ≤ ∆∗, we obtain a problem kernel with O(s(∆∗)3) vertices. The overall running
time is in O(m+ |τ |+ r2).
The goal now is to use our framework (Theorem 11) to transfer the polynomial-size prob-
lem kernel with respect to (s,∆∗) to a polynomial-size problem kernel with respect to ∆∗
alone. To this end, we show that the corresponding number problem #DDConC (which
is the special case of #DDConSeqC without the sequence property Π) is polynomial-time
solvable.
Numbers Only Digraph Degree Constraint Completion (#DDConC)
Input: A sequence σ = (c1, d1), . . . , (cn, dn) of n nonnegative integer tuples, a positive
integer s, and a “tuple list function” τ : {1, . . . , n} → 2{0,...,r}2 .
Question: Is there a sequence σ′ = (c′1, d′1), . . . , (c′n, d′n) such that
∑n
i=1(c
′
i − ci) =∑n
i=1(d
′
i − di) = s, and ci ≤ c′i, di ≤ d′i, and (c′i, d′i) ∈ τ(i) for all 1 ≤ i ≤ n?
#DDConC can be solved in pseudo-polynomial time by a dynamic programming algo-
rithm. Note that pseudo-polynomial time is sufficient for our purposes since all occurring
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σ = {(0, 3), (1, 1), (2, 0), (2, 1)}
Figure 6: Example instance of DDSeqC. Inserting the dashed arc in the input digraph (solid
arcs) with degree sequence {(0, 1), (0, 2), (2, 0), (2, 1)} yields a digraph with the given target
sequence σ.
numbers will be bounded by O(n2) when creating the #DDConC instance from the given
DDConC instance. (In fact, we conjecture that #DDConC is weakly NP-hard and a reduc-
tion from Partition should be possible as in the case for #DDA in Section 4.3, Theorem 23.)
Lemma 14. #DDConC is solvable in O(n(sr)2) time.
Proof. Let I := ((c1, d1), . . . , (cn, dn), s, τ) be an instance of #DDConC. We solve I using
a modified version of the dynamic programming algorithm for NCE due to Froese et al. [16,
Lemma 2]. To this end, we define the Boolean tableM [i, j, l] for i ∈ {1 . . . , n}, j, l ∈ {0, . . . , s},
whereM [i, j, l] = true if and only if there exist tuples (c′1, d′1), . . . , (c′i, d
′
i) with c
′
p ≥ cp, d′p ≥ dp
and (c′p, d′p) ∈ τ(p) for all p ∈ {1, . . . , i} such that
∑i
p=1(c
′
p − cp) = j and
∑i
p=1(d
′
p − dp) = l.
Thus, I is a yes-instance if M [n, s, s] = true. We compute M based on the recurrence where
we essentially consider all possibilities to fix the i-th tuple and recurse:
M [i, j, l] = true ⇔
∃(c′i, d′i) ∈ τ(i) : (c′i ≥ ci) ∧ (d′i ≥ di) ∧M [i− 1, j − (c′i − ci), l − (d′i − di)],
where we set
M [1, j, l] :=
{
true, if (c1 + j, d1 + l) ∈ τ(1),
false, otherwise.
The size of M is in O(ns2). A single entry can be computed in O(r2) time.
Combining Theorem 13 and Lemma 14 yields the following corollary of Theorem 11.
Corollary 15. DDConC admits a problem kernel containing O((∆∗)5) ⊆ O(r5) vertices. It
is computable in O(m+ ns3r2) time.
4.2 Digraph Degree Sequence Completion
In this section, we investigate the NP-hard special case of DDConSeqC3 where τ does not
restrict the allowed degree of any vertex and Π is fulfilled by exactly one specific degree
sequence σ (see Figure 6 for an example). The undirected problem variant is studied by
Golovach and Mertzios [21].
Digraph Degree Sequence Completion (DDSeqC)
Input: A digraph D = (V,A), a digraph degree sequence σ containing |V | integer
tuples.
Question: Is it possible to obtain a digraph D′ by inserting arcs in D such that σ(D′) = σ?
3Although not stated explicitly, the NP-hardness follows from the proof of Theorem 3.2 of the Bachelor
thesis of Millani [35] (available online) as the construction therein allows for only one feasible target degree
sequence.
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For DDSeqC, the parameter ∆∗ is by definition equal to ∆σ. Moreover, note that the
number s of arcs to insert (if possible) is determined by the target sequence σ by s :=∑
(c,d)∈σ c−
∑
v∈V (D) deg
−
D(v). We henceforth assume that
s =
∑
(c,d)∈σ
c−
∑
v∈V (D)
deg−D(v) =
∑
(c,d)∈σ
d−
∑
v∈V (D)
deg+D(v) ≥ 0
holds since otherwise we have a trivial no-instance.
Since deciding Π (that is, deciding whether σ(D′) = σ) can be done in polynomial time,
we immediately obtain fixed-parameter tractability of DDSeqC with respect to (s,∆D) due
to Theorem 6. We further strengthen this result by developing a polynomial-size problem
kernel for DDSeqC with respect to (s,∆σ). The kernelization is inspired by the O(s∆
2
σ)-
vertex problem kernel for the undirected problem by Golovach and Mertzios [21]. The main
idea is to only keep the vertices of a 2s(∆D + 1)-block set (see Definition 1) together with
some additional “dummy” vertices and to adjust the digraph degree sequence σ properly.
Theorem 16. DDSeqC admits a problem kernel containing O(s∆3σ) vertices computable
in O(n+m+ ∆2σ) time.
Proof. Let (D,σ) be a DDSeqC instance. Clearly, since we are only allowed to insert arcs in
the digraph D, we can never decrease the in- or outdegree of any vertex. Hence, if ∆−D > ∆
−
σ
or ∆+D > ∆
+
σ , then we return a trivial no-instance. Otherwise, we know that ∆D ≤ ∆σ.
Moreover, since inserting one arc can change the degrees of at most two vertices, it also holds
λD(degD(v)) ≤ λσ(degD(v)) + 2s for each v ∈ V (D).
We now compute a 2s(∆D + 1)-block set C (see Definition 1) in O(n + m + ∆
2
D) time
(Lemma 2) and return the instance (D′, σ′) which is defined as follows. The digraph D′ is
constructed from D by the following steps:
• Delete all vertices of V (D) \ C.
• Add h := ∆σ + 2 new vertices W := {w1, . . . , wh} and insert all arcs W 2.
• For each v ∈ C such that the number r−v := |N−D (v) \ C| of inneighbors in V (D) \ C is
at least one, insert the arcs {(wi, v) | 1 ≤ i ≤ r−v }.
• For each v ∈ C such that the number r+v := |N+D (v) \C| of outneighbors in V (D) \C is
at least one, insert the arcs {(v, wi) | 1 ≤ i ≤ r+v }.
The digraph D′ can be constructed in O(n+m+∆2σ) time. Observe that deg
−
D′(wi) ≥ ∆σ +1
and deg+D′(wi) ≥ ∆σ + 1 hold for all i ∈ {1, . . . , h}, and that degD′(v) = degD(v) ≤ ∆σ
holds for all v ∈ C. The number of vertices in D′ equals |C| + h. Note that C contains at
most 2s(∆D + 1) vertices of each of the (∆D + 1)
2 possible vertex degrees in D. Thus, D′
contains O(s∆3σ) vertices.
The digraph degree sequence σ′ is constructed from σ as follows:
• For each vertex v ∈ V (D) \ C that was removed from D, remove a copy of the tu-
ple degD(v) from σ.
• For each i ∈ {1, . . . , h}, add the tuple degD′(wi).
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Note that this construction is well-defined, that is, we can always apply the first step and
remove a copy of degD(v) from σ since we remove at most
λD(degD(v)− 2s(∆D + 1) < λD(degD(v))− 2s ≤ λσ(degD(v))
copies. The construction of σ′ can be done in O(n) time. Hence, the overall running time of
computing the problem kernel is in O(n+m+ ∆2σ).
It remains to show that (D′, σ′) is a yes-instance if and only if (D,σ) is a yes-instance.
Assume first that (D,σ) is a yes-instance. We know from Lemma 5 that there exists a
solution A∗ ⊆ C2 with σ(D +A∗) = σ. Using
∀v ∈ V (D) \ C : degD+A∗(v) = degD(v),
∀v ∈ C : degD′+A∗(v) = degD+A∗(v), and
∀wi ∈W : degD′+A∗(wi) = degD′(wi),
it is then easy to verify that σ(D′ +A∗) = σ′, and thus, (D′, σ′, s) is a yes-instance.
Conversely, let A′ ⊆ V (D′)2 be a solution for (D′, σ′) with σ(D′ + A′) = σ′. We claim
that A′ ⊆ C2, that is, A′ does not contain an arc incident to a vertex in W . To see this, recall
that by construction
deg−D′(w1) = ∆
−
σ′ ≥ . . . ≥ deg−D′(wh) ≥ ∆σ + 1 > deg−D′(v) and
deg+D′(w1) = ∆
+
σ′ ≥ . . . ≥ deg+D′(wh) ≥ ∆σ + 1 > deg+D′(v)
hold for all v ∈ C. That is, degD′(w1) = (∆−σ′ ,∆+σ′), and thus a solution must not insert arcs
incident to w1. It follows that degD′+A′(w1) = degD′(w1). This recursively also holds for
w2, . . . , wh and thus, we have degD′+A′(wi) = degD′(wi) for all wi ∈ W . Hence, A′ does not
contain any arcs incident to vertices in W , that is, A′ ⊆ C2. Thus, we can derive
∀v ∈ C : degD′+A′(v) = degD+A′(v), and
∀v ∈ V (D) \ C : degD+A′(v) = degD(v).
It is now straightforward to check that σ(D +A′) = σ.
To apply our framework and derive a polynomial-size problem kernel with respect to ∆σ
for DDSeqC, we define a corresponding number problem and show its polynomial-time solv-
ability. The number problem #DDSeqC is the special case of #DDConSeqC asking for
the specific target sequence σ.
Numbers Only Digraph Degree Sequence Completion (#DDSeqC)
Input: Two multisets σ = {(c1, d1), . . . , (cn, dn)} and φ = {(c′1, d′1), . . . , (c′n, d′n)} con-
taining n nonnegative integer tuples.
Question: Is there a bijection pi : {1, . . . , n} → {1, . . . , n} such that ci ≤ c′pi(i), and
di ≤ d′pi(i), for all 1 ≤ i ≤ n?
#DDSeqC can be solved in polynomial time by finding perfect matchings in an auxiliary
graph.
Lemma 17. #DDSeqC is solvable in O(n2.5) time.
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Figure 7: Example instance of DDA. The input digraph with three components (solid arcs)
is 1-anonymous since there is only one vertex with degree (0, 1). By inserting the dashed arc,
the digraph becomes 7-anonymous since all vertices have degree (1, 1).
Proof. We show how to solve the problem by computing a perfect matching in a bipartite
graph. Let ({(c1, d1), . . . , (cn, dn)}, {(c′1, d′1), . . . , (c′n, d′n)}) be a #DDSeqC instance. We
construct an undirected bipartite graph G := (V ∪ W,E). For each i ∈ {1, . . . , n}, there
is a vertex vi ∈ V corresponding to the tuple (ci, di), and a vertex wi ∈ W corresponding
to (c′i, d
′
i). For each i, j ∈ {1, . . . , n}, i 6= j, the edge {vi, wj} is in E if and only if c′j ≥ ci
and d′j ≥ di hold. The graph G can be computed in O(n2) time. Note that a perfect matching
in G defines a bijection that satisfies the condition in the problem definition. Hence, we can
solve a #DDSeqC instance by computing a perfect matching in a bipartite graph, which can
be done in O(|E|√|V ∪W |) = O(n2.5) time [27].
Combining Theorem 16 and Lemma 17 yields the following corollary of Theorem 11.
Corollary 18. DDSeqC admits a problem kernel containing O(∆5σ) vertices. It is com-
putable in O(sn2.5) time.
4.3 Degree Anonymity
We extend the definition of Degree Anonymity in undirected graphs due to Liu and Terzi
[33] to digraphs and obtain the following NP-hard problem [35] (Figure 7 presents an example):
Digraph Degree Anonymity (DDA)
Input: A digraph D = (V,A) and two positive integers k and s.
Question: Is it possible to obtain a digraph D′ by inserting at most s arcs in D such
that D′ is k-anonymous, that is, for every vertex v ∈ V there are at least
k − 1 other vertices in D′ with degree degD′(v)?
The (parameterized) complexity as well as the (in-)approximability of the undirected
version called Degree Anonymity are well-studied [5, 8, 26]. There also exist many heuristic
approaches to solve the undirected version [6, 25]. Notably, our generic approach shown
in Section 3.2 originates from a heuristic of Liu and Terzi [33] for Degree Anonymity.
Later, Hartung et al. [26] used this heuristic to prove that “large” solutions of Degree
Anonymity can be found in polynomial time and Froese et al. [16] extended this approach
to a more general class of problems. The property Π (that is, k-anonymity) can clearly be
checked for a given input digraph degree sequence in polynomial time. Hence, Theorem 6
yields fixed-parameter tractability of DDA with respect to (s,∆D). Again, we develop a
polynomial-size problem kernel with respect to (s,∆D). Somewhat surprisingly, we cannot
transfer this problem kernel to a problem kernel with respect to ∆∗ since we are not able to
solve the corresponding number problem in polynomial time. In fact, we will show that it is
at least weakly NP-hard.
To start with, we give a problem kernel based on Lemma 5 in a similar fashion as in
the proof of Theorem 16. More precisely, by Lemma 5 we know that we only need to keep
a 2s(∆D + 1)-block set C, that is, 2s(∆D + 1) arbitrary vertices of each block. Note that
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deleting all vertices that are not in C changes the degrees of the vertices in C. We repair this
in a similar way as in the problem kernel stated in Theorem 16: After deleting the vertices
that are not in C, we add vertices adjacent to the vertices in C in such a way that the vertices
in C keep their original degrees. Denoting the set of newly added vertices by P , we also need
to “separate” the vertices in P from the vertices in C so that their degrees do not interfere in
the target degree sequence. We do this, similarly as in the proof of Theorem 16, by increasing
the degrees of all vertices in P to at least ∆D + s+ 1. Furthermore, we need to ensure that
a solution in the new instance does not insert arcs between vertices in C and vertices in P
since we cannot map such solutions back to solutions for the original instance. Solving this
issue, however, is not as simple as for DDSeqC and requires some adjustment of the actual
number of vertices we keep. As a result, we will prove that if there is a solution inserting arcs
between C and P , then there is also a solution not inserting such arcs (Lemma 19).
Another adjustment concerns the anonymity level k: If k is large, then we need to shrink
it since otherwise we would always create no-instances. The general idea is to keep the
“distance to size k”, meaning that if in the original instance some block contains k + x
vertices for some x ∈ {−2s, . . . , 2s}, then in the new instance this block should contain k′+x
vertices where k′ is the new anonymity level. The reason for the specific range of values for x
between −2s and 2s is that if some block has size larger than k+ 2s for example, then, after
inserting s arcs, this block will still be of size larger than k. Similarly, if a block contains less
than k − 2s vertices, then after inserting s arcs it will contain less than k vertices and it will
violate the k-anonymity constraint unless it is empty. Hence, the interesting cases for x are
between −2s and 2s. In order to ensure that there is a solution not inserting arcs between C
and P , we need to increase this range from −2s to 4s, see the proof of Lemma 19 for further
details.
In the following, we describe the details of our kernelization algorithm, see Algorithm 1
for the pseudocode. Observe that our general approach is a non-obvious adaption of the
polynomial-size problem kernel for the undirected Degree Anonymity problem by Hartung
et al. [26].
Lemma 19. Let (D, k, s) be an instance of DDA and let (D′, k′, s) be the instance computed
by Algorithm 1, where P := Pin ∪ Pout is the set of newly added vertices. If there is a
solution S ⊆ V (D′)2 with |S| ≤ s, then there is also a solution S′ ⊆ V (D′)2 with |S′| ≤ |S|
such that V (S′) ∩ P = ∅.
Proof. Let S ⊆ V (D′)2 be a solution for (D′, k′, s) such that V (S′) ∩ P 6= ∅. We construct a
new solution S′ ⊆ V (D′)2 such that |S′| ≤ |S| and V (S′) ∩ P = ∅. The idea is to replace the
endpoints of arcs that are in P by new endpoints from one “large” block (of size at least β+2s,
where β := (∆D + 2)2s) in C. To this end, observe that if V (D) ≤ (∆D + 1)2(β + 2s), then
Algorithm 1 returns the original instance (see Line 1) and we are done. Hence, there is at least
one block BD′(t) for some t ∈ σ(D′) of size at least β + 2s since there are at most (∆D + 1)2
blocks. We will use vertices in BD′(t) as a replacement for the vertices in P within the arcs
of S.
We now construct S′. To this end, initialize S′ := S ∩ C2 and insert further arcs in the
following way. First, consider those arcs in S that have exactly one endpoint in P . For each
arc (u, v) ∈ S with u ∈ C and v ∈ P , insert the arc (u,w) in S′ where w ∈ BD′(t) such that w
is not incident to any arc in S′ and is not an outneighbor of u. Since |BD′(t)| ≥ β + 2s =
(∆D + 3)2s and |S′| ≤ s, it follows that BD′(t) contains such a vertex w. Similarly, for each
arc (v, u) ∈ S with u ∈ C and v ∈ P , insert the arc (w, u) in S′ where w ∈ BD′(t) is a vertex
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Algorithm 1: The pseudocode of the algorithm computing a polynomial-size kernel
with respect to (s,∆D) for DDA.
Input: A digraph D = (V,A) and integers k, s ∈ N.
Output: A digraph D′ and integers k′, s ∈ N.
1 if |V | ≤ (∆D + 1)2(β + 2s) then // β is defined as β := (∆D + 2)2s
2 return (D, k, s)
3 k′ ← min{k, β}
4 C ← ∅
5 foreach distinct tuple t occurring in σ(D) do
6 if 2s < |BD(t)| < k − 2s then
7 return trivial no-instance // insufficient budget for BD(t)
8 if k ≤ β then // determine number of retained vertices
9 x← min{|BD(t)|, β + 2s} // keep at most β + 2s vertices
10 else if |BD(t)| ≤ 2s then // “small” block
11 x← |BD(t)| // keep all vertices (“distance to size zero”)
12 else // “large” block and k′ = β
13 x← k′ + min{2s, (|BD(t)| − k)} // keep “distance to size k”
14 add x arbitrary vertices from BD(t) to C
15 D′ ← D[C]
16 foreach v ∈ C do // insert new vertices to preserve degrees of vertices in C
17 add deg+D(v)− deg+D′(v) many vertices with an incoming arc from v to D′
18 add deg−D(v)− deg−D′(v) many vertices with an outgoing arc to v to D′
19 let Pin be the set of vertices added in Line 17 // ∀v ∈ Pin : degD′(v) = (1, 0)
20 let Pout be the set of vertices added in Line 18 // ∀v ∈ Pout : degD′(v) = (0, 1)
21 while min{|Pin|, |Pout|} < max{∆D + s+ 1, k′} do
22 add a new vertex v to Pin
23 add a new vertex u to Pout
24 insert the arc (u, v) in D′
25 insert all arcs P 2in and P
2
out in D
′ // ensure high degree difference from vertices in C
26 insert all arcs from Pin × Pout in D′ // separate Pin from Pout
27 return (D′, k′, s)
not incident to any arc in S′ and not an inneighbor of u. Again, due to the size of BD′(t),
such a vertex exists.
Second, consider those arcs in S having both endpoints in P . For each arc (u, v) ∈ S with
u, v ∈ P , insert the arc (u′, v′) in S′ where u′, v′ ∈ BD′(t) such that neither u′ nor v′ is incident
to any arc in S′ and (u′, v′) /∈ A(D′). Since |BD′(t)| ≥ β + 2s = (∆D + 3)2s and |S′| ≤ s, it
follows that these vertices u′ and v′ exist. Observe that after all these modifications, there
are still at least β vertices left in BD′(t).
Clearly, we have |S′| ≤ |S|. It remains to prove that D′ + S′ is k′-anonymous. To this
end, observe that, since the outdegree of each vertex in Pin is at least |Pout| − 1 ≥ ∆D + s+ 1
(see Line 26) larger than the outdegree of any vertex in Pout, it follows that the vertices in P
which are incident to an arc in S end up in blocks of D′ + S that are empty in D′. Thus, at
least k′ vertices in P are the head of an arc in S and at least k′ vertices in P are the tail of
an arc in S. Hence, we used at least k′ vertices from BD′(t) as an replacement in S′ and thus
the blocks BD′+S′(t+ (1, 0)) and BD′+S′(t+ (0, 1)) contain at least k
′ vertices. Furthermore,
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all other vertices in C have the same degree in D′ + S and in D′ + S′ and the vertices in P
are not incident to any arc in S′. Since S was a solution, it follows that also D′ + S′ is
k′-anonymous.
We remark that parts of the proof of Lemma 19 are an adaption of the proof of the
corresponding lemma in the undirected case [26, Lemma 6].
Theorem 20. DDA admits a problem kernel containing O(∆5Ds) vertices. It is computable
in O(∆10D s
2 + ∆3Dsn) time.
Proof. We use Algorithm 1 to compute the problem kernel. The correctness of the kernel-
ization follows from the following two lemmas. Their proofs are, however, adaptions of the
corresponding undirected counterparts [26, Lemmas 7 and 8]
Let D = (V,A) be a digraph and k ∈ N. An arc set S ⊆ V 2 is called k-insertion set
for D, if D + S is k-anonymous.
Lemma 21. If the instance (D′, k′, s) constructed by Algorithm 1 is a yes-instance, then
(D, k, s) is a yes-instance.
of Lemma 21. First, observe that if k ≤ β, then k′ = k and each k-insertion set for D′ is a
k-insertion set for D as all blocks with less than β + 2s vertices remain unchanged. Hence, it
remains to consider the case that k > β and thus k′ = β.
Let S′ be an arc set such that |S′| ≤ s and D′+S′ is k′-anonymous. By Lemma 19, we can
assume that each arc in S′ has both endpoints in C. We show that D + S′ is k-anonymous,
that is, for each block BD+S′(t) we have |BD+S′(t)| ≥ k or |BD+S′(t)| = 0. To this end, we
distinguish two cases on whether the corresponding block in D′ + S′ is empty or contains at
least k′ vertices.
First, consider the case |BD′+S′(t)| = 0. Since it holds that |S′| ≤ s, it follows that |BD′(t)| ≤
2s. By Lines 11 and 13, it follows that D and D′ contain the same vertices of degree t, that
is, BD′(t) = BD(t). Hence, we have |BD+S′(t)| = 0.
Second, consider the case |BD′+S′(t)| ≥ k. If |BD(t)| ≥ k + 2s, then it clearly holds that
|BD+S′(t)| ≥ k and we are done. Otherwise, by Line 13, we have |BD(t)| − k = |BD′(t)| − k′.
Since S′ only contains arcs with both endpoints in C, it follows that by inserting S, the
same vertices will be added and removed from BD(t) and BD′(t), that is, |BD+S′(t)| − k =
|BD′+S′(t)| − k′. Since |BD′+S′(t)| ≥ k′ it follows that |BD+S′(t)| ≥ k. Thus, D + S′ is
k-anonymous and (D, k, s) is a yes-instance. (Proof of Lemma 21)
Lemma 22. If (D, k, s) is a yes-instance, then the instance (D′, k′, s) constructed by Algo-
rithm 1 is a yes-instance.
Proof. Observe that, in the instance (D′, k′, s) constructed by Algorithm 1, for each degree t ∈
N2 we have that either BD(t) = BD′(t) (in case that BD(t) contains few vertices, see Lines 9
and 11) or BD′(t) ⊆ BD(t) contains at least β − 2s vertices (|BD′(t)| ≥ β − 2s = (∆D + 1)2s,
see Lines 7, 9 and 13). Thus, D′ contains a (∆D + 1)2s-block set. Since (D, k, s) is a yes-
instance, it follows from Lemma 5 that there is a k-insertion set S of size at most s for D
such that S ⊆ C2.
We next show that D′+ S is k′-anonymous, and hence, (D′, k′, s) is a yes-instance. First,
consider the case that k ≤ β and thus k′ = k. Observe that every block BD′(t) contain-
ing at least k + 2s vertices also contains at least k = k′ vertices in D′ + S. For every
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block BD′(t) containing less than k + 2s vertices it holds that BD′(t) = BD(t) (see Line 9).
Thus, |BD+S(t)| = |BD′+S(t)| and therefore BD′+S(t) fulfills the k-anonymity requirement.
Second, consider the case that k > β and thus k′ = β. Let BD′(t) be some block of D′.
We show that |BD′+S(t)| = 0 or |BD′+S(t)| ≥ k′. If |BD′(t)| ≤ 2s, then BD′(t) = BD(t)
(see Line 11). Hence, BD′+S(t) = BD+S(t) = ∅ since k > β > 4s. If |BD′(t)| > 2s,
then |BD(t)| > k − 2s (see Line 7) and thus |BD′(t)| = β + min{2s, (|BD(t)| − k)} (see
Line 13). Observe that |BD′+S(t)| − |BD′(t)| = |BD+S(t)| − |BD(t)|, and thus,
|BD′+S(t)| = (|BD+S(t)| − |BD(t)|) + |BD′(t)|. (2)
Since |S| ≤ s, we have |BD+S(t)|−|BD(t)| ≥ −2s. We now distinguish the two cases |BD(t)|−
k ≥ 2s and |BD(t)| − k < 2s. In the first case, it follows that |BD′(t)| = β + 2s and from
eq. (2) it follows
|BD′+S(t)| ≥ −2s+ β + 2s = β = k′.
In the second case, it follows that |BD′(t)| = β + |BD(t)| − k (see Line 13). Observe
that |BD+S(t)| ≥ k since |BD(t)| > k − 2s. From eq. (2) we conclude that
|BD′+S(t)| ≥ k − |BD(t)|+ β + |BD(t)| − k = β = k′.
(Proof of Lemma 22)
The size of the kernel can be seen as follows: For each of the at most (∆D + 1)
2 different
blocks in the input graph D, the algorithm keeps at most β+ 2s = (∆D + 3)2s vertices in the
set C (see Lines 9, 11 and 13). Thus, |C| ∈ O(∆3Ds). The number of newly added vertices in
Lines 17 to 23 is at most max{∆2D · |C|, k′,∆D + s+ 1}. Hence, |P | ∈ O(∆5Ds) and thus the
instance produced by Algorithm 1 contains at most O(∆5Ds) vertices.
The running time can be seen as follows: Using bucket sort, one can lexicographically sort
the n vertices by degree in O(n) time. Furthermore, in the same time one can create (∆D +
1)2 lists—each list containing the vertices of some degree t ∈ N2. Then, the selection of
the O(∆3Ds) vertices of C can be done in O(∆
3
Dsn) time. Clearly, inserting the vertices in P
can be done in O(∆5Ds) time. Finally, inserting the arcs between the vertices in P (Lines 25
and 26) takes O(∆10D s
2) time.
In contrast to both number problems in Sections 4.1 and 4.2, we were unable to find a
polynomial-time algorithm for the number problem for DDA, which is the special case of
#DDConSeqC asking for a k-anonymous target sequence.
Numbers Only Digraph Degree Anonymity (#DDA)
Input: A sequence σ = (c1, d1), . . . , (cn, dn) of n nonnegative integer tuples, two posi-
tive integers s and k.
Question: Is there a sequence σ′ = (c′1, d′1), . . . , (c′n, d′n) such that
(i)
∑n
i=1(c
′
i − ci) =
∑n
i=1(d
′
i − di) = s,
(ii) ci ≤ c′i, and di ≤ d′i for all 1 ≤ i ≤ n, and
(iii) each tuple in σ′ appears at least k times?
We can show that #DDA is weakly NP-hard by a polynomial-time many-one reduction
from Partition.
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Partition
Input: A multiset A = {a1, . . . , an} of positive integers that sum up to 2B.
Question: Is there a subset A′ ⊂ A whose elements sum up to B?
Theorem 23. #DDA is (weakly) NP-hard even if k = 2.
Proof. Given a multiset A = {a1, . . . , an}, observe that we can assume without loss of gen-
erality that each integer in A is smaller than B (otherwise we could solve the instance in
polynomial time).
We create the following #DDA-instance with s := B, k := 2, and the sequence σ
containing the following tuples. For each ai ∈ A create five tuples: one tuple xi of type
(2B(i + 1) − ai, 0), one block Xi that contains two tuples of type (2B(i + 1), 0), and one
block X ′i that contains two tuples of type (2B(i + 1) − ai, ai). This completes the construc-
tion.
We show that there is a subset A′ ⊂ A whose elements sum up to exactly B if and only
if there is a sequence σ′ = (c′1, d′1), . . . , (c′n, d′n) that fulfills Conditions (i)–(iii) of #DDA.
First, assume that there is some A′ ⊂ A and ∑a∈A′ a = B. Then, we obtain the desired
sequence σ′ by first copying σ and changing xi as follows: For each ai ∈ A′ change the tuple
xi from type (2B(i+ 1)−ai, 0) to type (2B(i+ 1), 0) and for each ai /∈ A′ change the tuple xi
from type (2B(i+ 1)− ai, 0) to type (2B(i+ 1)− ai, ai). It is not hard to verify that this σ′
is indeed a solution: For Condition (i), observe that
∑n
i=1(c
′
i − ci) = s = B =
∑n
i=1(d
′
i − di)
since the elements in A′ as well as the elements in A \ A′ sum up to B. Condition (ii) is
clearly ensured by construction of σ′. For Condition (iii), note that in sequence σ′ block Xi
contains either k = 2 tuples (if ai /∈ A′) or k + 1 tuples (if ai ∈ A′) and, analogously, note
that block X ′i contains either k = 2 tuples (if ai ∈ A′) or k+ 1 tuples (if ai /∈ A′); σ′ contains
no further tuples.
Second, assume that there is a sequence σ′ = (c′1, d′1), . . . , (c′n, d′n) that is a solution for
our constructed #DDA instance. First note that σ′ does not differ from σ “a lot” in the
following sense. Since s = B and k = 2, in sequence σ′ the first component and the second
component of all tuples can in total be increased by at most B, respectively. Next, observe
that each tuple xi must either be of type (2B(i + 1), 0) or of type (2B(i + 1) − ai, ai), since
every other tuple is too far away (recall that a < B for all a ∈ A). This means that
each tuple xi contributes with ai to the total sum over the differences in either the first
component (
∑n
i=1(c
′
i − ci)), or the second component (
∑n
i=1(d
′
i − di)). Since
∑
a∈A a = 2B,
it follows that the tuples xi require at least a budget of B in either the the first or the second
component. Let A′ := {ai | xi is of type (2B(i+ 1), 0) in σ′}. We show that
∑
a∈A′ a = B.
Assume towards a contradiction that
∑
a∈A′ a 6= B. Since
∑n
i=1(c
′
i − ci) =
∑
a∈A′ a and∑n
i=1(d
′
i − di) =
∑
a/∈A′ a, either
∑n
i=1(c
′
i − ci) or
∑n
i=1(d
′
i − di) would be greater than B—a
contradiction to our budget.
Note that the hardness from Theorem 23 does not translate to instances of #DDA orig-
inating from digraph degree sequences because in such instances all numbers in the input
sequence σ and also in the output sequence σ′ are bounded by n−1 where n is the number of
tuples in σ. Since there are pseudo-polynomial-time algorithms for Partition, Theorem 23
leaves open whether #DDA is strongly NP-hard or can be solved in polynomial time for
instances originating from digraphs.
To again apply our framework (Theorem 10), we show that #DDA is at least fixed-
parameter tractable with respect to the largest possible integer ξ in the output sequence. To
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this end, we develop an integer linear program that contains at most O(ξ4) integer variables
and apply a famous result due to Lenstra [31].
Theorem 24. #DDA is fixed-parameter tractable with respect to the largest possible integer ξ
in the output sequence.
Proof. Let (σ, s, k) be an instance of #DDA. The key idea is that knowing how many tuples
of type t in σ are transformed into a tuples of type t′ in σ′ for each pair {t, t′} of tuples is
sufficient to describe a solution of our #DDA instance. To this end, observe that there are
at most (ξ + 1)2 tuple blocks in σ and in σ′, respectively.
We describe an integer linear problem and create one variable xt,t′ for each pair t, t
′ ∈
{0, . . . , ξ}2 which denotes the number of tuples of type t in sequence σ that become tuples of
type t′ in sequence σ′. We further use the binary variables ut for each t ∈ {0, . . . , ξ}2 being 1
if and only if some tuple of type t is used in the solution, that is, there is at least one tuple
of type t in σ′. We add a set of constraints ensuring that all tuples from σ appear in σ′:
∀t ∈ {0, . . . , ξ}2 :
∑
t′∈{0,...,ξ}2
xt,t′ = λσ(t).
Then, we ensure that (i) holds by:∑
(t1,t2),(t′1,t
′
2)∈{0,...,ξ}2
(t′1 − t1) · x(t1,t2),(t′1,t′2) = s
and by: ∑
(t1,t2),(t′1,t
′
2)∈{0,...,ξ}2
(t′2 − t2) · x(t1,t2),(t′1,t′2) = s.
We ensure that (ii) holds by:
∀(t1, t2), (t′1, t′2) ∈ {0, . . . , ξ}2 with t′1 < t1 or t′2 < t2: x(t1,t2),(t′1,t′2) = 0.
We ensure that (iii) holds by:
∀t′ ∈ {0, . . . , ξ}2 :
∑
t∈{0,...,ξ}2
xt,t′ + k · (1− ut′) ≥ k.
Finally, we add the following constraint set to ensure consistency between the ut and xt,t′ vari-
ables:
∀t′ ∈ {0, . . . , ξ}2 :
∑
t∈{0,...,ξ}2
xt,t′ ≤ ut′ · n.
Finally, fixed-parameter tractability follows by a result of Lenstra [31] (later improved by
Frank and Tardos [15], Kannan [28]) that says that an ILP with ρ variables and ` input bits
can be solved in O(ρ2.5ρ+o(ρ)`) time.
Combining Theorems 6, 10 and 24 yields fixed-parameter tractability for DDA with re-
spect to ∆∗.
Corollary 25. DDA is fixed-parameter tractable with respect to ∆∗.
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For undirected graphs, Hartung et al. [26] showed fixed-parameter tractability with respect
to the maximum degree ∆G of the input graph. This result was based on showing that ∆
∗ ∈
O(∆2G). For directed graphs, however, we can only show that ∆
∗ ≤ 4k(∆D + 2)2 implying
fixed-parameter tractability with respect to (k,∆D).
Lemma 26. Let D be a digraph and let S be a minimum size arc set such that D + S is
k-anonymous. Then ∆D+S ≤ 4k(∆D + 2)2 + ∆D.
Proof. Let D = (V,A) be a digraph with maximum degree ∆D and let k be a positive
integer. An arc set S ⊆ V 2 is called k-insertion set for D if D + S is k-anonymous. Further,
let S ⊆ V 2 be a minimum size k-insertion set. We will show that if |V (S)| ≥ 4k(∆D + 2)2,
then the maximum degree in D + S is at most ∆D + 2, and if |V (S)| < 4k(∆D + 2)2, then
the degree in D + S is clearly at most 4k(∆D + 2)
2 + ∆D.
Now suppose that |V (S)| ≥ 4k(∆D + 2)2 and assume towards a contradiction that D+ S
has a maximum degree ∆D+S > ∆D+2. We next construct a smaller k-insertion set S
′ in two
steps. In the first step, we define for each vertex v ∈ V , a target degree τ(v) = (τ−(v), τ+(v))
such that the following (and further conditions that are discussed later) holds:
(a) deg−D(v) ≤ τ−(v) ≤ ∆D + 2,
(b) deg+D(v) ≤ τ+(v) ≤ ∆D + 2, and
(c) the multiset σ(τ) := {τ(v) | v ∈ V } is k-anonymous, that is λσ(τ)(τ(v)) ≥ k for each v ∈
V .
As a second step, we use Lemma 7 to provide an arc set S′ such that σ(D + S′) = σ(τ).
Since σ(τ) is k-anonymous, it follows that S′ is a k-insertion set and we will show that |S′| <
|S|.
We now give a detailed description of the two steps and start with defining the target
degree function τ as follows
τ(v) := (min{∆D + 1, deg−D+S(v)},min{∆D + 1,deg+D+S(v)}). (3)
Observe that τ satisfies the above three Conditions (a) to (c). Furthermore, we have
∑
v∈V deg
+
D+S(v) >∑
v∈V τ
+(v) since the maximum degree in D+ S is larger than ∆D + 2. If we can realize the
target degrees τ with a k-insertion set S′, then it follows that |S′| < |S|.
To apply Lemma 7 with ∆D′ := ∆D + 2, xi := τ
+(vi) − deg−D(vi) and yi := τ+(vi) −
deg+D(vi), we need to satisfy Conditions (I) to (IV) of Lemma 7. By assumption, ∆D′ =
∆D + 2 < ∆D+S ≤ |V | − 1 holds. Hence, Condition (I) is fulfilled. Moreover, τ−(v) ≤ ∆D′
and τ+(v) ≤ ∆D′ holds for all v ∈ V . Conditions (II) and (III) are thus also satisfied.
However, we also need to ensure
∑n
i=1 xi =
∑n
i=1 yi (Condition (IV)), that is, we need to
ensure that τ changes the indegrees and outdegrees of the vertices in D by the same overall
amount. This might not be true as we changed the indegrees and outdegrees independently.
To overcome this problem, we subsequently adjust τ again.
Assume without loss of generality that compared to D + S the target degree function τ
reduced more indegrees than outdegrees, that is,∑
v∈V
(τ+(v)− deg+D(v)) >
∑
v∈V
(τ−(v)− deg−D(v)).
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Denote by diffτ the difference between the two sums, that is,
diffτ :=
∑
v∈V
(
(τ+(v)− deg+D(v))− (τ−(v)− deg−D(v))
)
=
∑
v∈V
(
τ+(v)− τ−(v) + deg−D(v)− deg+D(v)
)
=
∑
v∈V
(
τ+(v)− τ−(v))+ ∑
v∈V
(
deg−D(v)− deg+D(v)
)
=
∑
v∈V
(
τ+(v)− τ−(v)) .
Further, denote by Bτ (τ(v)) the block of v in τ , that is the set vertices having the same target
degree as v. In the final adjustment of τ we need diffτ to be at least k and at most 3k. Hence,
if diffτ < k, then we adjust τ as follows: Pick an arbitrary vertex v such that the outdegree
of v in D + S is larger than ∆D + 1. Observe that such a vertex must exist: We assumed
to reduce the indegrees more than the outdegrees (thus 0 < diffτ ), hence we reduced the
indegrees of the vertices of at least one block, that is, of at least k vertices. Since diffτ < k
it follows that we also reduced the outdegrees of at least one block and thus, such a vertex v
exists. If the block of v contains at least 2k vertices, then increase the target outdegree of
exactly k of these vertices by one. Otherwise, if the block contains less than 2k vertices,
then increase the target outdegree of all these vertices by one. It follows that diffτ > k.
Furthermore, observe that
∑
v∈V τ
+(v) <
∑
v∈V deg
+
D+S(v), that is, after realizing the target
degrees τ , the corresponding k-insertion set S′ is still smaller than S.
In the following, we increase the indegrees in two rounds. Observe that if we do not
increase outdegrees, then it still holds that |S′| < |S|. In the first round, while diffτ ≥ 3k do
the following:
1. Pick an arbitrary vertex with τ−(v) ≤ ∆D.
2. If |Bτ (τ(v))| ≤ 2k, then increase the target indegree τ−(u) by one for each u ∈ Bτ (τ(v)).
3. Else, it follows that |Bτ (τ(v))| > 2k. Let B′ ⊆ Bτ (τ(v)) be an arbitrary subset of size
exactly k and increase the target indegree τ−(u) by one for each u ∈ B′.
Observe that in Step 2 as well as in Step 3 we increase the target indegree of at least k
vertices that have the same target degree. Furthermore, in Step 3 we ensure that at least k
vertices with the original target degree remain. Hence, the (changed) multiset σ(τ) is still
k-anonymous. Furthermore, it is easy to verify that the maximum target indegree is at
most ∆D + 1. Finally, observe that we decrease diffτ in each iteration by at most 2k and,
hence, we have diffτ ≥ k.
In the second round, we have that k ≤ diffτ < 3k. We simply pick a block Bτ (τ(v)) with
at least 4k vertices and increase the target indegree of exactly diffτ vertices. Since |V (S)| ≥
4k(∆D + 2)
2 and there are at most (∆D + 2)
2 different degrees in τ (in- and outdegrees
between 0 and ∆D + 1), it follows that there exists such a block of size at least 4k. Further-
more, observe that, after this change in the second round, σ(τ) is still k-anonymous and the
maximum target indegree is at most ∆D + 2. Hence, the adjusted target degree function τ
fulfills Conditions (I) to (IV) of Lemma 7.
It remains to show the last condition in Lemma 7, that is, Condition (V) stating s =∑n
i=1 xi ≥ 2∆2D′ + ∆D′ . Due to the definition of τ (see eq. (3)), it follows that we only
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decreased the degrees of vertices with in- or outdegree greater than ∆D + 1 in D + S. Since
the target degrees of these vertices is at least ∆D+1 (the later changes to τ only increased some
degrees), it follows that V (S) is exactly the set of vertices whose target indegree (outdegree)
is larger than their indegree (outdegree) in D. Hence,∑
v∈V
τ+(v)− deg+D(v) ≥ |{v ∈ V | τ+(v) > deg+D(v)}|
= |V (S)| ≥ 4k(∆D + 2)2.
Since ∆D′ = ∆D + 2 it follows that Condition (V) is indeed fulfilled. Thus, the set S
′ := A′
realizing τ is a k-insertion set of size less than |S|; a contradiction to the fact that S is a
minimum size k-insertion set for D.
Combining Theorems 6, 10 and 24 and Lemma 26, we obtain the following.
Corollary 27. DDA is fixed-parameter tractable with respect to (k,∆D).
It remains open whether DDA is fixed-parameter tractable with respect to ∆D. We
remark that the problems DDConC and DDSeqC are both NP-hard for ∆D = 3. This
follows from an adaption of the construction given by Millani [35, Theorem 3.2].
5 Conclusion
We proposed a general framework for digraph degree sequence completion problems and
demonstrated its wider applicability in case studies. Somewhat surprisingly, the presumably
more technical case of digraphs allowed for some elegant tricks (based on flow computations)
that seem not to work for the presumably simpler undirected case. Once having established
the framework (see Section 3), the challenges then associated with deriving fixed-parameter
tractability and kernelizability results usually boil down to the question for fixed-parameter
tractability and (pseudo-)polynomial-time solvability of a simpler problem-specific number
problem. While in most cases we could develop polynomial-time algorithms solving these
number problems, in the case of Digraph Degree Anonymity the polynomial-time solv-
ability of the associated number problem remains open. Moreover, a widely open field is to
attack weighted versions of our problems. Finally, we believe that due to the fact that many
real-world networks are inherently directed (e.g., representing relations such as “follower”,
“likes”, or “cites”) further studies (e.g., exploiting special digraph properties) of digraph
degree sequence completion problems are desirable.
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