A new performance monitoring mechanism is proposed to monitor stringent cell loss ratio (CLR), e.g. 10 -9 , within a reasonable time window. The basic idea is to use several virtual buffers whose buffer sizes or service capacities are much smaller than that of the physical buffer. The resulting higher CLR in the virtual buffers can be monitored accurately in small measurement periods. These monitored values at virtual buffers are combined with a model in a regression algorithm to estimate the actual CLR of the physical system. This approach has several advantages: 1) It can shorten the measurement period to estimate small CLR. 2) We can use existing performance estimation approaches as our model and the new estimate is simply obtained by regression. 3) This approach works even if we have only a few measured data. 4) It is not necessary to know the behaviour of the actual system because we infer information directly from measurement.
INTRODUCTION
ATM takes advantage of statistical multiplexing of bursty sources to allow efficient sharing of communication resources among users. The service provider has to ensure that there are sufficient resources to meet the user's specified quality of service (QoS). This normally involves two procedures: 1) performance estimation and 2) performance monitoring. The network first uses performance estimation methods to estimate the resource required for a new call. Based on this estimation, the network decides the call admission and reserves resources when the call is accepted. Afterwards, the network continues to monitor the traffic to confirm that the actual QoS meets the target QoS. If a QoS violation is detected, the network has to adjust the resource allocation. The performance estimation and performance monitoring are essential for the network management, congestion control and resources dimensioning.
Most of the previous studies concentrate on performance estimation method and various approaches have been proposed [1] [7] [8] [9] . On the contrary, very few works have been dedicated to the field of performance monitoring. The major difficulty of performance monitoring is the real-time requirement. In other words, the monitoring mechanism must be able to detect a QoS violation as fast as possible. In this paper, the QoS parameters that we are mostly interested in is cell loss ratio (CLR).
Conceptually, CLR can be estimated by counting the fraction of cell loss over a fixed period of time in an ATM switch. It can be implemented easily with simple counters if the target CLR can be measured accurately within in a reasonable time interval, e.g. . Nevertheless, stringent CLR requirement is often specified in the range of 10 -9 . This makes monitoring by direct statistical methods impossible for such small CLR. For example, we need at least 10 11 cell arrivals to detect a CLR of 10 -9 with acceptable confidence. Assuming a link rate of 155 Mb/s and a load of 90% on the link, this would require about 3.5 days. Due to call arrivals or departures, the traffic conditions may have already changed well before any meaningful statistics are collected. Therefore, we need some other methods to shorten the measurement periods.
In this paper, we propose a new performance monitoring mechanism to monitor stringent CLR, e.g. 10 -9 , within a reasonable time window. The basic idea is to use several virtual buffers whose buffer sizes or service capacities are much smaller than that of the physical buffer. Thus, we can increase the cell losses observed in the virtual buffers. These monitored values at virtual buffers are combined with a model in a regression algorithm to estimate the actual CLR of the physical system. This approach can detect QoS violation even there is no cell loss observed in the physical system. Accordingly, corrective actions can be activated to prevent possible future cell losses.
Traffic monitoring mechanisms based on model and measurement are also proposed in [3] and [15] . The work in [15] is different from us in that it first selects the asymptotic relationship between buffer and CLR using hypothesis testing. Based on this asymptotic relationship, a simple regression model is established to predict small CLR. We shall show that this is a special case of our work in which a specific model based on asymptotic behaviour of buffer is used. While in [3] a better asymptotic relationship is proposed. Instead of using the asymptotic behaviour model, we can apply other models in our proposed regression. This gives us more flexibility because our regression approach does not depend only on asymptotic model. Furthermore, our regression approach can also be applied to service capacity instead of buffer.
In [14] , Saito has considered a similar problem using Bayesian analysis. Nevertheless, there is no clear explanation of the choice of the function being used in his works. Furthermore, the choices of certain parameters are not clear there and hence the actual implementation of the algorithm may cause problems. In our approach, we use well-defined parameters for our regression function.
The paper is organized as follows. Section 2 introduces the virtual output buffer mechanism to monitor the QoS. Section 3 reviews the basic idea of regression approach. Section 4 evaluates the performance of regression with numerical examples. Section 5 presents our conclusions.
VIRTUAL OUTPUT BUFFER MECHANISM
The aim of our monitoring mechanism is to estimate the actual CLR in the range of , which cannot be measured by direct observation. It is well known that cell loss increases monotonically with decreasing buffer size or service capacity. Hence, if we reduce the buffer size and/or service capacity, more cell losses will be observed. For example, CLR in the range of to 10 -3 can be estimated accurately with only 10 5 cell arrivals, which is feasible in a short period.
The basic idea is to use several virtual buffers whose buffer size or service capacity is much smaller than the original value. We shall denote this approach as the Virtual Output Buffer (VOB) approach because virtual buffers are used. Figure 1 shows a system model of VOB method using N virtual buffers. Let K and C be the actual buffer size and service capacity of the physical system, and let K n and C n be the buffer size and service capacity of the n th virtual buffer respectively, n = 1, …, N. The VOB method can be implemented in two different ways: 1) Reduced buffer -the virtual buffer sizes are much smaller than the physical buffer but their service capacities are the same as the physical system, (i.e.
Reduced capacity -the service capacities for the virtual buffers are smaller than that of the physical system but their buffer sizes are the same as the physical buffer, (i.e.
The option of reducing both buffer size and service capacity is not considered in this work. Similar ideas using virtual buffers are also proposed in the literatures. Reduced buffer approach is adopted in [3] [4] [15] while reduced capacity approach is used in [11] to train a neural network.
Assume the arrival process during the short measurement period is stationary. When a cell arrives at the physical buffer, it triggers a virtual cell to arrive at each virtual buffer (i.e. the counter is incremented by one). The n th virtual buffer is decremented at constant rate according to its service rate C n . If the reduced buffer method is applied, each virtual buffer will be served with the same allocated bandwidth as the physical buffer. The buffer occupancy of each virtual buffer is monitored. For a given total cell arrivals A, say 10 5 , the number of lost virtual cells L(n) in the n th virtual buffer are counted. Then the virtual cell loss ratio P(n) of the n th virtual buffer is simply equal to L(n) / A. Without loss of generality, we assume that the virtual buffer sizes of N buffers are K 1 < K 2 < …< K N . Then we have P(1) > P(2) >…> P(N) > CLR of the physical buffer. Similarly, we have service rates C 1 < C 2 < … < C N < C for N virtual buffers using the reduced capacity method. Again, we have P(1) > P(2) >…> P(N) > CLR of the physical buffer.
The problem is how to relate the virtual CLR P(n) to the actual CLR of the physical buffer. We propose to use a regression approach to extrapolate the curve of CLR vs buffer size or CLR vs capacity. Based on the extrapolation, we can estimate the CLR of the physical buffer.
REGRESSION APPROACH
In this section, we introduce the basic idea of our regression method. We first take a model to generate the initial estimate of the QoS of the physical buffer. Due to modeling error or errors in declared parameters, this initial estimate may be very different from the actual QoS. To improve the estimate, we measure the actual QoS of the system under certain system parameters (i.e., reduced buffer sizes or reduced capacities) using the VOB method in Section 3.2. The monitored data and the initial estimate are then used in a regression algorithm to infer a new QoS estimate. This new estimate is known as regressed estimate.
Let a(t) be the actual QoS of the system under system parameter t, which can be either cell arrival detector buffer size or service capacity. Let m(t) be the QoS predicted by a model. We would like to construct a function to relate a(t) and m(t). The exact relationship between the actual QoS a(t) and the QoS for model m(t) is unknown; otherwise we can directly construct a(t) from m(t) based on the relationship. It is always desirable to start with a simple function and to improve it later. Therefore, the following simple function is assumed:
(1) where c(j)'s, j = 1, 2, 3, are constant coefficients to be determined.
Suppose we measure the actual QoS a(t i ) under system parameter t i , i = 1, …, N. As in other studies [14] [15], we assume that the QoS can be measured accurately. This is a reasonable assumption if the monitored CLR is large, such as 10 -2 to 10 -3 . Then the coefficients c(j) can be determined by minimizing the least squares error as follow: (2) The c(j)'s are determined by the solution to this system of equations:
Eq. (1) is a linear function to relate a(t) and m(t). We find that (1) is an appropriate function to be used in ATM problems and there are good reasons to support this claim, as explained in the following subsections.
Reduced Buffer Approach
If the reduced buffer approach is used, the system parameter t will become buffer size. It is well known that [13] there are two scales of congestion in an ATM multiplexer: 1) cell scale congestion for small buffer and 2) burst scale congestion for large buffer. Note that the buffer size is measured relative to the length of a burst. That is, large buffer means that the buffer size is of several burst lengths, while small buffer generally means that the buffer size is much smaller than one burst length. Particularly for large buffer, there exists an asymptotic linear relationship between logarithm of buffer overflow probability and buffer size [1] [7] for models that do not possess long-range dependence. That is, (4) where γ and δ are both positive constants, and x is the buffer occupancy.
Eq. (4) is known as asymptotic approximation in [1] and has been the focus of many studies in the literatures. Particularly, Elwalid [7] proposed the following approximation which can be used to estimate CLR for general Markovian sources:
where B is the buffer size, and γ 0 and δ are positive constants. Suppose we use Eq. (5) as our model m(B) to obtain an initial estimate of log(CLR), i.e. m(B) = -γ 0 -δB. Then the regressed estimate using (1) is given by:
and .
Thus, our regression method with the choice of (5) as the model for the initial estimate leads to a linear relationship between log(CLR) and buffer size B. The coefficients and are determined by measurement. As a matter of fact, Eq. (6) is the regression model being used in [15] and it is a special case of (1). Therefore, (1) is an appropriate choice for reduced buffer method.
One problem of (6) is that it assumes an explicit linear relationship between the actual QoS a(B) and buffer size B, while no such assumption is made in (1). Instead, we assume a linear relationship between a(B) and m(B) but do not specify the relationship between m(B) and B. In fact, m(B) can be found by numerical methods or even simulation. Therefore, the relationship between a(B) and B given by (1) can be non-linear and this gives us more flexibility than using (6) . Furthermore, (6) is an asymptotic approximation and is accurate only for large buffer. If we monitor the CLR using virtual buffers with small buffer sizes, (6) does not necessary to hold. In fact, if the sizes of the virtual buffers are too small, the virtual buffers may have operated in the cell scale congestion [13] . Therefore, the estimate based on (6) can be very poor and we shall illustrate this problem in our numerical examples in Section 3.5.
Recently, [8] [12] show that real traffic traces are self-similar. The long-range dependence behaviour in these traces cannot be characterized by conventional Markovian traffic model and thus the asymptotic relationship in (5) is incorrect. In [5] , the following new relation is proposed:
where H is known as the Hurst parameter and δ is a positive constant.
Nevertheless, Eq. (7) is only a rough approximation and seems to hold only for very large buffer. Further investigation is required before (7) can be used in reliable performance estimation. Thus we shall not use (7) in our work. In addition, the CLR for self-similar traffic decreases very slowly with increasing buffer size [8] [12] . This small difference in CLRs shows that the reduced buffer method does not help to shorten the estimation time of small CLR values for self-similar traffic. Hence we shall use the reduced capacity approach instead.
Reduced Capacity Approach
There are very few works [6] [9] dedicated to find relationship between CLR and service capacity in the literatures. The simplest relationship is the stationary Gaussian approximation [9] , which is reasonably accurate for a large number of aggregate sources. Let µ i and σ i be the mean and standard deviation of the cell arrival rate of the i th source. Suppose the aggregate cell arrival rate distribution is Gaussian. The required bandwidth C to guarantee a CLR ε for N multiplexed sources is given by (8) where and .
It is clear from (8) that a quadratic relationship between log(CLR) and service capacity exists. If we use the Gaussian approximation as the model m(C) to give the initial estimate, the linear regression in (1) will generate another quadratic relationship. That is, ,
where β 0 , β 1 and β 2 are constants determined by measurement. Thus, (1) is also a reasonable choice for reduced capacity approach.
NUMERICAL STUDIES AND DISCUSSIONS
In this section, we investigate the performance of the different regression methods in predicting the actual QoS. We first start with the reduced buffer approach for Markovian sources and show the accuracy of the regressed estimates. Then we show an example of reduced capacity approach for self-similar video trace. We shall show that Eq. (1) can give accurate regressed estimates, especially in the case that there exists a linear relationship between a(t) and m(t).
Reduced Buffer
We start with a very popular model used in the literatures: Stochastic Fluid Flow model (SFF) [1] . In the simplest case, we assume that each source is operating in two states: on and off. The source is transmitting at a constant rate R in the on state, while there is no transmission in the off state. We can base on this model to do queueing analysis to estimate buffer overflow probability, delay etc. The stationary buffer overflow probability is given by:
where x is buffer occupancy, a i are coefficients determined from the boundary conditions [1] and z i are the eigenvalues with negative real part. Most of the SFF approaches assume that the on and off periods are both exponentially distributed, which may not be true in general. Recently, real traffic traces [8] [12], such as Ethernet and video, have shown to exhibit self-similar behaviour. This further disproves the assumption of exponential distribution. Although there are some works to extend SFF to more general distributions [2] , there are still problems in applying it to practical cases. It is because we must know the distribution of the sources in advance. If we just apply SFF without knowing the exact distribution of the sources, the estimated performance will be very poor.
Example 1
Let us consider a simple example to illustrate the problem of incorrect distribution assumption. We consider traffic source "Data" with traffic characteristics shown in Table 1 .
Suppose there are 20 such sources multiplexed into a finite size buffer with fixed service capacity 50 Mb/s. In practice, sources can only specify their traffic characteristics in terms of parameters like those in Table 1 but not their distributions. It is because the sources may not even know the distributions. To use SFF model in (10), we assume that the on-off periods for the sources are exponentially distributed. Nevertheless, the real distributions of both on and off periods are taken to be deterministic instead. Therefore, we would like to compare the errors due to the wrong distribution assumption. In Figure 2 , we first obtain the buffer overflow probability of the deterministic on-off sources by simulation. The buffer overflow probability is simulated long enough so that it is accurate up to 10 -5 . Then those points smaller than 10 -5 are obtained by extrapolation. We compare the simulation results with those predicted by the SFF model (10) . Figure 2 shows that SFF over-estimate the buffer overflow probability by orders of magnitude (e.g., 10
-5 vs 10 -9 at buffer size of 6 burst lengths). Consequently, the assumption of exponential distribution can be very harmful to performance estimation in terms of under-utilizing network resources in this case. 
Instead of using more complicated models [2] to improve the estimate, we would like to apply the regression method discussed in Section 3. Here, the system parameter t is buffer size (in burst length) and the QoS of interest is buffer overflow probability , where x is buffer occupancy. To handle the wide range of (e.g., 1 to 10 -9 ), we use logarithm of for both a(t) and m(t) in (1). Moreover, this helps to reduce the numerical errors in computations.
Suppose we monitor the buffer overflow probabilities of three virtual buffers with size of t = 1, 1.5 and 2 burst lengths respectively, and the monitored data are shown as circles in Figure 2 . We first take SFF in (10) as the model for m(t) to perform the regression using (1). The regressed estimate called "regression 1" is shown in Figure 2 and it is much better than using the original SFF model. We then repeat the regression using the asymptotic result in (6) to produce another set of estimates called "regression 2". Figure 2 shows that "regression 2" also gives a close estimate to the exact curve. In summary, both regression generate close estimates to the correct values. For instance, the regressed estimates are about twice the value of a(t) at buffer size of 6 burst length.
This close prediction is expected because of the traffic model used. As discussed in Section 3.3, there exists a linear relationship between logarithm of buffer overflow probability and buffer size [1] [7] for models which do not posses long-range dependence. Figure 2 shows that (4) holds for both the SFF model and the deterministic on-off sources, i.e. both curves a(t) and m(t) appear as straight lines at large buffer size. In fact, the deterministic sources exhibit this linear behaviour (in log scale) even for small buffer (e.g. burst length = 1), while the SFF model exhibit the linear behaviour (in log scale) only for large buffer (burst length > 3). Eq. (1) is essentially fitting a linear function between two straight lines (simulation and the SFF model in the asymptotic region), which is expected to work. Hence, simple regression like (1) can give accurate performance estimation with a few monitored data. In performance monitoring, we normally require the accuracy of CLR up to the order of magnitude. Thus, the regressed estimate is sufficient for this case. 
Example 2
In this example, we show that if the buffer sizes of the virtual buffer becomes small, the regression based on asymptotic model (6) can generate very poor estimates. Similar to the last example, we consider traffic source "Data" with traffic characteristics shown in Table 1 . Suppose there are 10 such sources multiplexed into a finite size buffer with fixed service capacity 25 Mb/s. Here, the on-off periods for the sources are taken to be exponentially distributed, which agree with the assumption made in the SFF model. Therefore, the SFF model is expected to produce a close estimate of exact curve, which is shown in Figure 3 . Note that the SFF overestimates the exact CLR because buffer overflow probability instead of CLR is given by SFF.
Suppose we monitor the cell loss ratios of three virtual buffers with sizes t = 170, 340 and 510 cells respectively (which corresponds to 0.5, 1.0 and 1.5 burst lengths respectively), and the monitored data are shown as circles in Figure 3 . The regression (1) using the SFF model (10) and its asymptotic model (6) generate the estimate "regression 1" and "regression 2", respectively. Figure 3 shows that the "regression 1" produces a much better estimate than "regression 2". For example at buffer size t = 4000 cells, the CLR predicted by "regression 1" and "regression 2" are 5.3 × 10 -8 and 3.2 × 10 -9 respectively, while the exact value by simulation is 1.2 × 10 -7 . It is because the asymptotic model (6) assumed in "regression 2" only holds for large buffers. On the contrary, the "regression 1" using the SFF model can cover a wider range of buffer sizes and thus it produces a better estimate. Therefore, the results obtained from asymptotic model (6) , such as the one used in [15] , should be examined carefully.
Reduced Capacity Example
As mentioned in Section 3.3, reduced buffer approach may not work for monitoring self-similar traffic. In this case, we shall use the reduced capacity approach instead because reducing the service capacity always leads to a large increase in measured cell loss ratios. A trace driven simulation is used to study the performance of our regression method for VBR video sources. We consider the movie "Star Wars" [8] encoded in motion JPEG format with traffic characteristics shown in Table 2 . The original sequence is 2 hours long and contains 171,000 frames. The frame rate is 24 frames/s and the cell size is assumed to be 48 bytes. Since we only have a limited number of real video traces, we use the method proposed in [8] [10] to generate multiple video sources from a single trace. We consider the VBR trace as a circular list and then 
randomly pick a starting point in the list as the first frame of a video sequence. The starting point of each trace is chosen to be at least 4000 frames apart from each others.
The Hurst parameter of this JPEG sequence is found to be 0.78 using the time-variance plot. This confirms that the source is self-similar as suggested in [8] . We have mentioned that buffering does not help much to reduce cell losses in video transmission. In addition, large buffer may introduce large queueing delay which is not desirable for real-time applications like video. We hence use a medium size buffer of 500 cells in the multiplexer.
Suppose we have 10 such video sources multiplexed into this buffer. The simple FIFO policy is adopted in this study, (i.e., cells arriving to a full buffer are simply dropped). Each source sends 24 frames per second and cell arrivals are equally spaced within each frame interval. Furthermore, we choose the arrival instants of frames from different sources to be uniformly spaced in the interframe interval. This can reduce the source-periodicity effect [10] , which causes different sources to experience very different CLR in a FIFO queue. We run the simulation for 2500 seconds (= 60,000 frames) so that we can measure the CLR accurately up to the range of . For video transmission over ATM networks, the range of CLR requirement normally falls between 10 -4 to 10 -6 .
In [2] , we find that the Gaussian approximation (8) is a good estimate of the required bandwidth for video sources. Accordingly, we take this as our model m(t). It is shown in Figure  4 that the Gaussian approximation is a conservative estimate of the required bandwidth. We monitored the CLRs at four different capacities using virtual buffers and they are shown as small circle in Figure 4 . Let t be the capacity, m(t) and a(t) be the corresponding log(CLR) using Gaussian approximation and simulation, respectively.
It is clear from (8) that log(CLR) is a quadratic function of capacity with Gaussian approximation. If we apply (1) to perform the regression, the regressed estimate will give another quadratic function. Figure 4 shows that our regression overestimates the CLR compared to the exact curve but it is still much better than the original Gaussian approximation For example, at capacity C = 1.75×10 5 cells/s, CLR obtained by simulation is 1×10 -5 , regressed value is 3×10 -5 and Gaussian prediction is 5×10 -4 . However, the regressed estimate is getting worse for smaller CLR. It is because the curve of CLR vs capacity of the real trace drops at a much faster rate than that predicted by the quadratic function.
CONCLUSION
In this paper, we propose a new performance monitoring mechanism to monitor stringent CLR like 10 -8 within a reasonable time window. We first monitor the CLR at several virtual buffers using the VOB method. These monitored data at virtual buffers are then combined with a model in a regression algorithm to estimate the actual CLR of the physical system. It shows that the simple linear regression formula can give accurate regressed estimate based on only 3 to 4 monitored performance.
