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ON MEAN CURVATURE FLOW WITH FORCING
INWON KIM AND DOHYUN KWON
Abstract. This paper investigates geometric properties and well-posedness of a mean curvature flow
with volume-dependent forcing. We prove that the flow preserves the ρ-reflection property, which
corresponds to a quantitative Lipschitz property of the set with respect to the nearest ball. Based on
this property we show that the problem is well-posed and its solutions starting with ρ-reflection property
become smooth in finite time. Lastly, for a model problem, we will discuss the flow’s exponential
convergence to the unique equilibrium in Hausdorff topology. For the analysis, we adopt the approach
developed in [24] to combine viscosity solutions approach and variational method. The main challenge
lies in the lack of comparison principle, which accompanies forcing terms that penalize small volume.
1. Introduction
Consider a bounded domain Ω0 in Rn with locally Lipschitz boundary. In this paper we study the
evolution of sets (Ωt)t≥0 in Rn, flowing by the normal velocity law
(1.1) V = −H + λ[|Ωt|] on ∂Ωt.
Here V = V (x, t) and H = H(x, t) respectively denote the outward normal velocity and the mean
curvature of ∂Ωt at x ∈ ∂Ωt, where H is set to be positive if Ωt is convex at the point. λ : R+ → R will
be assumed to be locally Lipschitz with sublinear growth at infinity, see assumptions below.
We are interested in the global description of the flow, including its well-posedness. Mean curvature
flow with forcing appear in in physical applications ( [14], [27]) as well as image processing ( [28], [42], [18]).
A local regularity mean curvature flows with drifts were studied in [36] - [41] under Brakke’s “unit density
hypothesis”, which is a measure-theoretic condition that rules out boundary junctions on the evolving
set.
In general, due to the low-dimensional nature of the interface, finite-time singularities are expected
even for interfaces starting out with smooth shapes, due to the merging or splitting of different free
boundary parts. On the other hand (1.1) is a parabolic flow, and thus parabolic regularity theory applies
once we know that the evolving boundary ∂Ωt is locally a graph (see Appendix B). Thus our first goal
is to establish an a priori graph property of ∂Ωt by studying the geometry of the evolution, assuming
its existence. Roughly speaking we show that for sets initially “strongly star-shaped ”, such property is
preserved over time and the set in particular stays simply connected and has locally Lipschitz boundary
(see further discussion below).
With the geometric property of the flow, we next discuss existence, uniqueness and asymptotic con-
vergence of the flow (1.1) based on its variational structure. Heuristic calculations yields the energy
inequality
(1.2)
d
dt
J(t) = −
∫
∂Ωt
V 2dS,
where J(t) = Per(Ωt) − Λ(|Ωt|) with Λ′ = λ, and V is the normal velocity as given above. From
above inequality one expects Ωt to flow toward a stationary point of the energy. We will make this
observation rigorous, by generating discrete-time implicit approximation of the solution that satisfies the
energy dissipation. It is worth mentioning that the a priori geometric properties of the solutions enables
the uniform convergence of its discrete time approximations, to guarantee that in the continuum limit
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we recover a smooth solution. For long-time behavior, to illustrate our ideas, we show an exponential
convergence of the sets for the following specific flow
(1.3) V = −H + |Ωt|γ , where γ < −1/n.
which has a simple energy structure with a unique stable equilibrium.
While the energy approach is useful to generate discrete-time approximations and to study the long-
time behavior, viscosity solutions are more suited to carry out geometric arguments. To take advantage
of both approaches we will show that the energy solution is, in a sense, a viscosity solution of (1.1).
Note that standard maximum principle does not apply for (1.1) in general. Thus the notion of viscosity
solutions, as well as its coincidence with energy solutions, needs to be modified from the standard
arguments. Indeed our main novelty in the analysis is to combine these two approaches to addresses
geometric motions which does not satisfy comparison principle but still is of parabolic nature.
We impose the following assumptions on λ and Ω0 throughout the paper.
Assumption A. λ : R+ → R is locally Lipschitz continuous and satisfies lim sup
R→∞
λ[|BR|]
R < ∞. In
addition, there exists ρ > 0 such that λ[|Ω|] > n−1ρ for all Ω ⊂ B5ρ.
The first part of the assumption is necessary to show that the evolution is unique and the set does not
spread to Rn in finite time. The second part puts sufficient penalty on shrinkage of the evolution, and is
used in showing that the evolution always contains a small ball Bρ(0) if initially so (Lemma 3.8). Note
that λ given in (1.3) satisfies Assumption A. Other examples of λ include a large multiple of C ± |Ω|.
With the parameter ρ given from above assumption, we also assume that
Assumption B. Ω0 satisfies ρ-reflection property (see Definition 3.3).
The ρ-reflection property should be interpreted as a quantitative smallness requirement on the Lips-
chitz norm distance between Ω0 and the nearest ball (see Lemma 3.4). In particular our result is not a
perturbative one.
With Assumption A-B, let us now summarize our results below. We adopt Definition 2.7 as the notion
of solutions for (1.1).
Theorem 1. [A priori geometric properties, Theorem 3.7] Suppose that there is a solution (Ωt)t>0 of
(1.1). Then Ωt satisfies ρ-reflection property for all times t > 0. In particular there exists r1 = r1(ρ) > 0
such that Ωt is star-shaped with respect to a ball Br1(0) for all t > 0.
Theorem 2. [Well-posedness, Theorem 6.8] There exists a unique solution (Ωt)t>0 of (1.1) that is
bounded and has smooth boundaries. The solution (Ωt)t>0 can be approximated locally uniformly by
minimizing movements with constraints.
Theorem 3. [Long-time behavior, Theorem 7.6] For (1.3), there exists T > 0 such that Ωt has C
1,1
boundary that is uniform for t ≥ T . Moreover Ωt converges to a ball of radius r∞ exponentially fast as
t→∞, in Hausdorff distance.
We expect that above results can be extended to flows with more general forcing, such as the volume-
preserving mean curvature flow. The main challenge here is in the lack of a priori regularity of λ.
Literature
As mentioned above, the flow may run into boundary junctions or topological changes, and thus weak
notions of solutions are needed to address the global-time evolution of (1.1). As mentioned above we
will adopt both energy and viscosity solutions for the flow. The energy (or “minimizing movement”)
solutions were first introduced for the mean curvature flow
(1.4) V = −H
in [1] and [37]. The viscosity solutions approach for (1.1) with fixed λ was introduced by Evans and
Spruck ( [20], [21], [22], [23]), and by Chen, Giga and Goto [13] in more general context. When the flow
satisfies comparison principle, coincidence between energy and viscosity solutions has been established
by Chambolle ( [11], [12]).
Local regularity results are available for (1.4) with the aforementioned unit density hypothesis, using
the notion of varifold solutions from geometric measure theory (see Brakke [9]). As for stability near the
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equillibrium, Escher and Simonett [17] shows that if the initial surface is sufficiently close to a sphere in
C1,α sense, then the volume preserving mean curvature flow converges to the sphere exponentially fast.
Next we recall available results addressing geometric properties of the flow. In [29], Huisken showed
that initially strictly convex surfaces evolving by (1.4) stay convex and shrinks to a point in finite time.
Parallel results are shown in [30] for the volume-preserving mean curvature flow, where it is shown that
convex surfaces converges into spheres. These convergence results are extended respectively to anisotropic
mean curvature flow by Andrews [3], and to its volume-preserving version by Bellettini et al. in [8].
For non-convex sets, most available results appears to concern (1.4), and for dimensions larger than
two the discussion focuses on classification of singularities that could occur before extinction ( [2], [31],
[32], [39], [35]). In two dimensions, for (1.4), Angenent proves in [4]- [5] that the number of intersections
of a pair of curves does not increase over the evolution, and in particular simply connected domains stay
so until it shrinks to a point. Note that, for flows with forcing, topology of an evolving set may not be
preserved even in two dimensions (see Figure 1(A) and (B)).
(a) λ > 0 (b) λ < 0
Figure 1. Singularities in Two Dimensions
Outline of the paper
In section 2 - 6 we will discuss the geometric properties for solutions of (1.1) under Assumption A and B.
Section 7 is focused on the specific flow (1.3). Let us mention that throughout the paper we adopt the
level-set formulation for the analysis, which replaces (1.1) with (2.1), and (1.5) with (2.2).
In section 2, we give a definition on the notion of “viscosity solutions” for (1.1) in terms of its level-set
formulation. To do so we first discuss the mean curvature flows with a priori fixed forcing,
(1.5) V = −H + η(t),
Our solution Ωt of (1.1) is then defined as the viscosity solution of (1.5) where η(t) coincide with λ[|Ωt|].
In section 3 we show that (1.1) preserves ρ-reflection property. As in [24] our arguments are based
on a reflection comparison. More precisely, for a given ν, x0 ∈ Rn define Π+ν,x0 := {x + x0 : x · ν ≥ 0}
and Πν := ∂Π
+
ν,x0 . Since the normal velocity law (1.1) is preserved with respect to spatial reflections,
comparison principle applies in the region Π+ν × [0,∞) to Ωt and Ω˜ν,x0t , the reflected version of Ωt with
respect to Πν . It follows that if
(1.6) Ω˜ν,x00 ⊂ Ω0 in Π+ν ,
then such property is preserved for later times. We will show that this property and Assumption B
guarantees ∂Ωt to be locally Lipschitz, as long as Ωt contains a small neighborhood of the origin. Recall
that the dynamic problem (1.1) does not satisfy classical comparison principle. This is why we resort
exclusively to this particular type of comparison argument.
Section 4 addresses the uniqueness of solutions for (1.1). The proof is based on small-time uniqueness
for star-shaped solutions of (1.5), and the Lipschitz continuity of λ given by Assumption A.
In section 5, based on the discrete-time minimizing movement, we generate an energy solution of (2.1)
as an evolving family of sets (Ωt){t>0}, characterized as the continuum gradient flow of the energy func-
tional J(E) given in (1.2). Let us mention that, due to the lack of comparison principle, we need strong
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convergence of the discrete flow to characterize the continuum limit. For this, geometric restrictions
adopted from section 3 are necessary (see Definition 5.1 and (5.2)) to generate sufficient compactness on
the discrete flow.
Section 6 shows coincidence of the two notions of solutions. Based on Proposition 5.5, we show in
Theorem 6.8 that the energy solution is the unique viscosity solution of (1.5) with η(t) = λ[|Ωt|].
Section 7 investigates large-time behavior for solutions of (1.3). The unique stationary set for (1.3) is
a ball of radius r∞. Using this fact and the gradient flow structure of (2.1), we obtain that Ωt converges
to a ball of radius r∞ in Hausdorff distance (Theorem 7.4). Furthermore we are able to show that the
convergence is in almost-C1,1 sense (Lemma 7.5). Such regularity result invokes the center manifold
approach taken in [17] to yield the exponential convergence of Ωt to a unique ball Br∞ as t→∞.
2. Viscosity Solutions
(1.1) can be formulated in terms of level sets, which allows us to address possible singularities of Ωt
formulated during the evolution. More precisely, for u : Rn × [0,∞)→ R, let us define
Ωt = Ωt(u) := {x ∈ Rn | u(x, t) > 0},
then Ωt solves (1.1) corresponds to u satisfying the following PDE:
(2.1)
ut
|Du| (x, t) = ∇ ·
(
Du
|Du|
)
(x, t) + λ[|Ωt(u)|] for (x, t) ∈ Rn × [0,∞);
In this section, we introduce a weak notion of solutions for (2.1). To this end we first introduce
η(·) : R+ → R as a priori known function on time t, and consider
(2.2)
ut
|Du| (x, t) = ∇ ·
(
Du
|Du|
)
(x, t) + η(t)
with initial data
(2.3) u(x, 0) = u0(x) := χΩ0 − χΩC0 for x ∈ R
n.
We begin by a list of definitions.
•We denote Q := Rn× [0,∞), QT := Rn× [0, T ] and Sn×n as the space of n×n real symmetric matrices.
• For a function h : Q→ R we denote its positive set by Ωt(h) := {x : h(x, t) > 0}.
• For f : A ⊂ Q→ R we denote its lower and upper semi-continuous envelope by
f∗(x, t) := lim
↓0
inf
|x−y|+|t−s|<,(y,s)∈Q
f(y, s)
and
f∗(x, t) := lim
↓0
sup
|x−y|+|t−s|<,(y,s)∈Q
f(y, s).
• For two evolving sets Ωt and Ω˜t, we say that its boundary ∂Ωt touches ∂Ω˜t from inside (or out-
side, respectively) at (x0, t0) ∈ Q if its characteristic function χΩt touches χΩ˜t from below (or above,
respectively) at (x0, t0).
For later purposes we also consider the restricted flow
(2.4)
ut
|Du| (x, t) = max
{
∇ ·
(
Du
|Du|
)
(x, t) + η(t),−M
}
.
Now we recall the definition viscosity solutions for equations (2.2) and (2.4). Let us denote A˜ :=
(Rn \ {0})× Sn×n × [0,∞) and define F : A˜→ R by
F (p,X, t) := trace
((
I − p|p| ⊗
p
|p|
)
X
)
+ η(t)|p|.
Then, the equation (2.2) can be rewritten in the form of
ut = F (Du,D
2u, t).
Definition 2.1. [13, Definition 2.1], [6, Definition 6.1]
(a) A function u : Q→ R is a viscosity subsolution of (2.2) if u∗ <∞ and for any φ ∈ C2,1(Q) that
touches u∗ from above at (x0, t0) we have
φt(x0, t0) ≤ F ∗(Dφ(x0, t0), D2φ(x0, t0), t0).
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(b) A function u : Q → R is a viscosity supersolution of (2.2) if u∗ > −∞ and for any φ ∈ C2,1(Q)
that touches u∗ from below at (x0, t0) we have
φt(x0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0).
(c) A function u : Q → R is a viscosity solution of (2.2) with initial data u0(x) if u∗ is a viscosity
subsolution and u∗ is a viscosity supersolution, and if u∗ = (u0)
∗
and u∗ = (u0)∗ at t = 0.
Parallel definitions can be made for viscosity sub- and supersolutions of (2.4).
Theorem 2.2. [13, Theorem 4.1, 4.4, 6.8]
(1) Let u and v be a subsolution and supersolution, respectively, of (2.2) (or (2.4)) For the bounded
domain Ω, if u∗ ≤ v∗ on the parabolic boundary of ΩT := Ω× [0, T ], then we have
u∗ ≤ v∗ on ΩT .
(2) For given bounded domain Ω0 ⊂ Rn and a continuous initial data u0(x) such that Ω0 = {x ∈ Rn :
u0(x) = 0}, there exists a unique viscosity solution u of (2.2) (or (2.4)), and u is continuous in
Q.
The following lemma is a consequence of the stability properties of viscosity solutions: see for instance
[15].
Lemma 2.3.
(a) For n ∈ N, let un := χΩnt − χ(Ωnt )C be a viscosity solution of (2.2)(or (2.4)) in Q. If ∂Ωnt
converges to ∂Ωt as n→∞ in Hausdorff distance, uniformly for all t > 0, then u := χΩt − χΩCt
is a viscosity solution of (2.2) (or (2.4)).
(b) For n ∈ N, let un := χΩnt − χ(Ωnt )C be a viscosity solution of (2.4) in Q with M = Mn where
Mn → ∞ as n → ∞ and with initial data u0. If ∂Ωnt uniformly converges to ∂Ωt in Hausdorff
distance, uniformly for all t > 0, then u is a viscosity solution of (2.2).
Note that (2.4) as well as (2.2) is geometric, that is F satisfies the following scaling invariance for
F (ap, aX + bp⊗ p, t) = aF (p,X, t)(2.5)
for a > 0, b ∈ R, p ∈ Rn, X ∈ Sn×n and t > 0. So, (2.2) and (2.4) have the following invariance of
geometric equations.
Theorem 2.4. [25, Theorem 4.2.1] Let u and v be a subsolution and supersolution, respectively, of
(2.2) (or (2.4)). If φ : R → R is upper semicontinous and nondecreasing, then the composite function
φ ◦ u is also a subsolution. Similarly, if φ : R→ R is lower semicontinous and nondecreasing, then φ ◦ v
is also a supersolution.
Theorem 2.4 yields that any viscosity solution of (2.2) -(2.3) is of the form
(2.6) u(x, t) = χΩt(u) − χ(Ωt(u))C ,
where Ωt satisfies (1.5) if ∂Ωt is C
2. We will thus consider the set Ωt obtained from the above viscosity
solutions formulation as a weak notion of sets evolving by (1.5).
Remark 2.5. Note that in Theorem 2.2.(1), we need u∗ ≤ v∗ at the initial time, so this theorem does not
yield the uniqueness for discontinuous solutions. Indeed solutions of the form (2.6) may be non-unique
due to the “fattening” of the zero level set, see the discussion in [7], [25], [40] and [19] for the flow (1.4).
We will show in section 4 that our solutions are unique under the geometric constraint on initial data.
Remark 2.6. For (1.1)-(1.3) comparison principle fails, and thus viscosity solutions theory cannot be
directly applied. For this reason Indeed the well-posedness of (1.1)-(1.3) will be established later in
section 5 after showing the existence of viscosity solutions for (1.5) where η(t) = λ[|Ωt|].
Definition 2.7. A function u : Q → R is a viscosity subsolution (supersolution) of (2.1)-(2.3) if u is
a viscosity subsolution (supersolution) of (2.2)-(2.3) with continuous and bounded η(t) = λ[|Ωt(u)|]. A
function u is a viscosity solution of (2.1)-(2.3) if u is a viscosity solution of (2.2)-(2.3).
Next we introduce a regularization that is often used in free boundary problems (see e.g. [10] and [33]).
These are useful in our geometric analysis in section 4 and 6.
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Lemma 2.8. Consider a continuous function l : [0,∞)→ R with L(t) := ∫ t
0
l(s)ds ≤ A in [0, T ]. Let u
be a viscosity supersolution of (2.2). Then, the function
u˜(x, t) := inf
y∈BA−L(t)(x)
u(y, t),
is a viscosity supersolution of
(2.7) u˜t = F (Du˜,D
2u˜, t) + l(t)|Du˜|
in Rn × (0, T ).
Similarly, let u be a viscosity subsolution of (2.2). Then, the function
uˆ(x, t) := sup
y∈BA−L(t)(x)
u(y, t)
is a viscosity subsolution of
(2.8) uˆt = F (Duˆ,D
2uˆ, t)− l(t)|Duˆ|
in Rn × (0, T ).
Proof. Let us show that the function u˜ is a viscosity supersolution of (2.7), the subsolution part can be
proved with parallel arguments. For simplicity we will only present the proof for the case l(t) = c, in
which case T = A/c.
By definition u˜ is of the form
u˜(x, t) = χΩ−A+ctt (u)
− χ(Ω−A+ctt (u))c ∈ R
n × [0, T ),
where for  > 0 we define for Ω ⊂ Rn
Ω := {x ∈ Rn | dsigned(x, ∂Ω) < }.
and dsigned(·, X) is the signed distance function to the set X.
Suppose a smooth test function φ touches u˜∗ from below at (x0, t0) ∈ Rn × [0, T ). Suppose that
x0 ∈ Ωt0(u˜) or x0 ∈ Ωt0(u˜)
c
. By Theorem 2.2.(2) and 2.4, the boundary ∂Ωt moves continuously in time
t, so in these cases u˜ is constant in a small neighborhood of (x0, t0), and thus
(2.9) φt(x0, t0) = 0 = F
∗(0, 0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0) + c|Dφ(x0, t0)|.
Thus it remains to consider the case x0 ∈ ∂Ωt0(u˜). By construction we have
∂Ω−A+ct0t0 (u) = {x ∈ Rn | dsigned(x, ∂Ωt0(u)) = A− ct0},
and thus there is x1 ∈ ∂Ωt0(u) such that |x1 − x0| = A− ct0 and u˜∗(x0, t0) = u∗(x1, t0). Note that
~n :=
x1 − x0
|x1 − x0|
is outward normal to the set Ωt0(u˜) at x0.
We claim that the shifted test function ψ(x, t) := φ(x − (A − ct)~n, t) touches u∗ from below at
(x1, t0). First, note that u∗(x1, t0) − ψ(x1, t0) = u˜∗(x0, t0) − φ(x0, t0) = 0. Choose δ > 0 such that
u˜∗(x, t) − φ(x, t) ≥ 0 in Nδ := Bδ(x0) × (t0 − δ, t0]. Then for any (x˜, t) ∈ Nδ the definition of u˜ yields
that
u∗(x˜, t)− ψ(x˜, t) ≥ u˜∗(x˜− (A− ct)~n, t)− φ(x˜− (A− ct)~n, t).
Note that (x˜− (A− ct)~n, t) = (x˜− x1 + x0, t) ∈ Nδ and thus the right term above is greater than zero,
which yields the claim.
Since u∗ is a viscosity supersolution of (2.2) we have the corresponding PDE inequality for ψ at
(x1, t0), which translates to
(2.10) φt(x0, t0) + cDφ(x0, t0) · ~n ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0).
If Dφ(x0, t0) 6= 0, since the level set {x : φ(x, t0) = φ(x0, t0)} touches ∂Ωt0(u˜) from inside at x0,
−Dφ(x0, t0) is parallel to the outward normal ~n of ∂Ωt0(u˜) at x0. Therefore, (2.10) yields
φt(x0, t0) ≥ F∗(Dφ(x0, t0), D2φ(x0, t0), t0) + c|Dφ(x0, t0)|.
If Dφ(x0, t0) = 0, above inequality also holds since then we have Dφ(x0, t0) · ~n = |Dφ(x0, t0)| = 0. Now
we can conclude that the function u˜ is viscosity supersolution of (2.7)

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The following lemma will be used in section 3 to ensure uniform continuity of Ωt(u) over time in
Hausdorff distance.
Lemma 2.9. Let u be a viscosity solution of (2.2) or (2.4). Then the following holds for 0 < δ < 1‖η‖∞ :
If B2δ(x0) ⊂ (Ωt0(u))C (or Ωt0(u)), then Bδ(x0) ⊂ (Ωt(u))C(or Ωt(u)) for t0 ≤ t ≤ t0 + δ
2
n .
Proof. We will verify the case when B2δ(x0) lies outside of Ωt0(u), since the rest follows from a parallel
barrier argument. Let us compare u with a radial barrier φ defined by
φ := −χBr(t)(x0) + χBr(t)(x0)C ,
where r :
[
t0, t0 +
δ2
n
)
→ R solves r(t0) := 2δ, r′(t) := −n−1δ −‖η‖∞. By assumption u∗(x, t0) ≤ φ∗(x, t0).
Let us show that φ is a viscosity supersolution for t0 ≤ t ≤ t0 + δ2n . Since φ is a radial function, the
normal velocity on ∂Ωt(φ) is equal to −r′(t), and the mean curvature on ∂Ωt(φ) is −n−1r(t) . Moreover, we
have
r′(t) = −n− 1
δ
− ‖η‖∞ ≥ −n
δ
.(2.11)
Since r(t0) = 2δ, it follows that r(t) ≥ δ if t0 ≤ t ≤ t0 + δ2n . Therefore, it holds that for t0 ≤ t ≤ t0 + δ
2
n
−r′(t) = n− 1
δ
+ ‖η‖∞ ≥ n− 1
r(t)
+ η(t)(2.12)
and we can conclude. Now by Theorem 2.2, u∗ ≤ φ∗ for t0 ≤ t ≤ t0 + δ2n and thus Bδ(x0 + δν) lies
outside of Ωt(u) for t0 ≤ t ≤ t0 + δ2n .

In the next section we will show that Ωt(u) ∈ Sr,R in [0, T ] if it starts with some geometric restriction
for the initial data. In this case, for any x ∈ ∂Ωt(u) the assumption in the lemma is satisfied with
y = x ± Cδνx, where νx denotes the outward normal to Ωt(u) at x and C a positive constant only
depending on r and R. This leads to the following regularity of Ωt(u) over time.
Corollary 2.10. Let u be as given in Lemma 2.9. If Ωt(u) ∈ Sr,R and |η(t)| ≤ K in [0, T ], then there
exists C = C(r,R,K, T ) such that we have
dH(Ωt(u),Ωs(u)) ≤ C|s− t|1/2 for s, t ∈ [0, T ].
3. Geometry of the Flow
In this section we study geometric properties of evolution of (2.2), following a strong notion of star-
shapedness, ρ-reflection. This property, introduced in [24], is useful for problems which satisfy the
reflection comparison principle (Theorem 3.5) at each fixed time.
3.1. Geometric Properties.
Definition 3.1. A bounded set Ω in Rn is star-shaped with respect to a ball Br(0) if for any point
y ∈ Br(0), Ω is star-shaped with respect to y. Let
Sr := {Ω : star-shaped with respect to Br(0)} and Sr,R := Sr ∩ {Ω : Ω ⊂ BR(0)}.
The following lemma is immediate from the interior and exterior cone properties of sets in Sr.
Lemma 3.2. For a continuously differentiable and bounded function φ : Rn → R, let us denote the
positive set of φ by Ω(φ). Let us assume that Ω(φ) contains Br(0) and Dφ 6= 0 on ∂Ω(φ). Then the set
Ω(φ) is in Sr if and only if
x · ~nx = x ·
(
− Dφ|Dφ| (x)
)
≥ r for all x ∈ ∂Ω(φ),
where ~nx denotes the outward normal of ∂Ω(φ) at x.
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(a) Star-shaped with respect to a
ball Br
(b) ρ-reflection
Figure 2
Next we proceed to define the reflection property. For a hyperplane Π = Πν(s) := {x : x · ν = s}, let
ΨΠ denote the corresponding reflection, i.e.,
(3.1) ΨΠ(x) := x− 2〈x− sν, ν〉ν.
For Π that doesn’t contain the origin, we denote the half-spaces divided by Π by Π+ and Π−, where
Π− contains the origin.
Definition 3.3. [24, Definition 10] bounded, open set Ω satisfies ρ-reflection if
(i) Ω contains Bρ(0) and
(ii) Ω satisfies, for all ν ∈ Sn−1 and all s > ρ,
ΨΠν(s)(Ω ∩Π+ν (s)) ⊂ Ω ∩Π−ν (s).
The ρ-reflection can be viewed as a smallness condition on the Lipschitz norm distance between ∂Ω
and the nearest ball (see the Appendix in [24].) The following lemma states several properties and the
relationship between the two concepts introduced above, ρ-reflection and Sr.
Lemma 3.4. [24, Lemma 3, 9, 10, 24 ]
(1) For a bounded domain Ω containing Br(0), the following are equivalent:
(i) Ω ∈ Sr.
(ii)There exists 0 > 0 such that, for all 0 <  < 0 and 0 < δ < r,
(3.2) Ω ⊂⊂
⋂
|z|≤δ
[(1 + )Ω + z]
(iii) For all x ∈ ∂Ω, there is an interior cone to Ω:
IC(x, r) :=
(
(x+ C(−x, θx)) ∩ C(x, pi
2
− θx)
)
∪Br(0) ⊂ Ω(3.3)
where
θx := arcsin
r
|x| ∈
[
0,
pi
2
]
and C(x, θ) := {y | 〈x, y〉 ≥ cos θ|x||y|}.
(iv) There exists  > 0 such that for all x ∈ ∂Ω, there is an exterior cone to Ω:
EC(x, r) := (x+ C(x, θx)) ∩B(x) ⊂ Ωc where θx = arcsin r|x| .(3.4)
(2) Suppose that Ω satisfies ρ-reflection. Then Ω ∈ Sr with
r = ( inf
x∈∂Ω
|x|2 − ρ2)1/2.(3.5)
Moreover
(3.6) sup
x∈∂Ω
|x| − inf
x∈∂Ω
|x| ≤ 4ρ.
(3) Suppose that Ω is in Sr,R. If there exists ρ > 0 such that Bρ(0) ⊂ Ω and ρ2 ≥ 5(R2 − r2), then
Ω satisfies ρ-reflection.
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Theorem 3.5. (Reflection Comparison) Let u be a viscosity solution of (2.2) given by the form (2.6).
Let Π be a hyperplane in Rn such that Π
⋂
Bρ(0) = ∅. Then the reflected function u(ΨΠ(x), t) is also a
viscosity solution in Π− × (0,∞). Moreover
(3.7) ΨΠ(Ωt ∩Π+) ⊂ Ωt ∩Π− for all t > 0 if true at t = 0.
Proof. It is easy to see that u(ΨΠ(x), t) is also a viscosity solution of (2.2) since F is independent of x.
To show (3.7), we will use comparison principle in Π−× [0,∞). To do so it is easier for us to consider
a continuous version of u, i.e. let u˜ be the unique viscosity solution of (2.2) with continuous initial data
u˜(x, 0) defined by u˜(x, 0) := −min{dsigned(x, ∂Ω0), 2R}, where R is chosen large enough that Ω0 ⊂⊂ BR.
By Theorem 2.4 combined with the uniqueness implies that Ωt(u˜) is equal to Ωt(u) for all t > 0.
Since u˜(ΨΠ(x), 0) ≤ u˜(x, 0), in Π−, Theorem 2.2 applies to u˜(x, t) and u˜(ΨΠ(x), t) to yield
u˜(ΨΠ(x), t) ≤ u˜(x, t)
for all x ∈ Π− and t > 0. Therefore (3.7) follows.

Theorem 3.6. Let u be a viscosity solution of (2.2) given by (2.6). Let I = [0, T ) be the maximal
interval satisfying Bρ ⊂ Ωt(u). Then, Ωt(u) satisfies ρ-reflection for t ∈ I.
Proof. From the definition of ρ-reflection, it is enough show that, for any unit vector ν in Rn,
(3.8) ΨΠν(ρ)(Ωt(u) ∩Π+ν (ρ)) ⊂ Ωt(u) ∩Π−ν (ρ) for t ∈ I.
Since Ω0(u) satisfies ρ-reflection, (3.8) holds at t = 0, and we can conclude by Theorem 3.5.

3.2. Preservation of Star-shapedness. In this subsection, we suppose that there exists a viscosity
solution u of our original equation (2.1) in the sense of Definition 2.7, and show that star-shapedness of
Ωt(u) is preserved for all time. Existence of this solution will be given later in section 5 and 6.
Theorem 3.7. Assume that there exists a viscosity solution u of (2.1)-(2.3). Then Ωt(u) satisfies ρ-
reflection for all t > 0. In particular there exists r1 > 0 such that Ωt is star-shaped with respect to a ball
Br1(0) for all t > 0.
The proof of above theorem consists of Theorem 3.6 and Lemma 3.8. In Lemma 3.8, we show that
the maximal interval I in Theorem 3.6 is [0,∞), thus Ωt(u) satisfies ρ-reflection for all t > 0.
Lemma 3.8. Let u as given in above theorem. Then, there exists a > 0 depending on Ω0 such that
B(1+a)ρ ⊂ Ωt(u) for all t > 0.
Proof. Since Ω0 satisfies ρ-reflection, B(1+a)ρ ⊂ Ω0 for some a > 0. Due to Assumption A and the
continuity of λ, one can choose a small a > 0 such that
λ[|Ω|] > n− 1
ρ
for sets contained in B(5+a)ρ.(3.9)
Suppose that B(1+a)ρ is not contained in Ωt∗(u) at some t∗ > 0. Then, there exists t0 ∈ (0, t∗) such
that ∂Ωt(u) touches from outside ∂B(1+a)ρ at (x0, t0) for the first time. Then, by (3.6) in Lemma 3.4,
we have
sup
x∈∂Ωt0 (u)
|x| ≤ {4ρ+ inf
x∈∂Ωt0 (u)
|x|} = (5 + a)ρ,
and thus Ωt0(u) is contained in B(5+a)ρ. Hence it follows from (3.9) that
(3.10) λ[|Ωt0(u)|] >
n− 1
ρ
> H[B(1+a)ρ].
Consider φ(x) := −
( |x|
(1 + a)ρ
)2
. Note that (3.10) yields
∇ ·
(
Dφ
|Dφ|
)
(x0) + λ[|Ωt0(u)|] = −H[B(1+a)ρ] + λ[|Ωt0(u)|] > 0
Hence ψ(x, t) := φ(x) is a strict subsolution of (2.2) with η(t) = λ[|Ωt(u)|] in a small neighborhood
of (x0, t0). Note that ψ ≤ 0 in Q, and ψ ≤ −1 outside of B(1+a)ρ, and thus comparison principle yields
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that ψ < (u)∗ for t < t0. This contradicts the fact that Ωt0(u) touches B(1+a)ρ at (x0, t0) for the first
time.

Proof of Theorem 3.7: First note that Ωt(u) satisfies ρ-reflection thanks to Lemma 3.8 and Theo-
rem 3.6 applied to u(x, t) and η(t) = λ[|Ωt(u)|]. Moreover from (3.5) in Lemma 3.4, Ωt(u) ∈ Sr for
r =
(
inf
x∈∂Ω
|x|2 − ρ2
)1/2
≥ r1 := ρ(a2 + 2a)1/2.(3.11)
Hence Ωt(u) is star-shaped with respect to a ball Br1 for all t > 0. 
A particular consequence of Theorem 3.7 is that ∂Ωt(u) is locally Lipschitz. This, in combination
with Lemma B.1, yields that the evolution is indeed smooth:
Corollary 3.9. Let u be as in Theorem 3.7. Then ∂Ωt(u) is smooth for all t > 0. In particular its
sectional curvatures are bounded by O(1 + 1/
√
t).
Next we note that, with the sublinear growth condition imposed on λ, Ωt(u) is uniformly bounded in
finite time.
Lemma 3.10. Let u be as given in Theorem 3.7. Then, there exists R1 = R1(T ) > 0 such that
Ωt(u) ⊂ BR1 in [0, T ].
Proof. By Assumption A, there exists C1 > 0 such that λ[|BR|] ≤ C1R for all R ≥ ρ. There exists Rˆ > 0
such that Ω0 ⊂⊂ BRˆ. Let us compare u with a radial barrier φ defined by
φ := χBr(t) − χBCr(t) ,
where r : [0, T ]→ R is defined by r(t) := RˆeC1t. Note that Ω0(u) ⊂⊂ Ω0(φ), and r′(t) = C1r(t).
Let us show that Ωt(u) ⊂⊂ Ωt(φ) for all time. Suppose it is false, then we have
t0 := sup{t : Ωs(u) ⊂⊂ Ωs(φ) for 0 ≤ s ≤ t}.
By Lemma 2.10, ∂Ωt(u) evolve continuously in time. Hence, ∂Ω(u) touches ∂Ω(φ) from inside for the
first time at t = t0. Combining above with Lemma 3.8, |Bρ| ≤ |Ωt| ≤ |Br(t)| in [0, t0], and thus we
conclude that λ[|Ωt(u)|] ≤ C1r(t) ≤ r′(t) + n−1r(t) , and φ is a viscosity supersolution in [0, t0].
This contradicts u∗ ≤ φ∗ from comparison principle in Theorem 2.2. We conclude that
Ωt(u) ⊂⊂ Ωt(φ) = BR1 where R1 := RˆeC1T in [0, T ].(3.12)

We finish this section with some properties of our solutions that will be used later. The following
corollary holds due to the fact that Ω0 satisfies ρ-reflection, then for small ε > 0 the sets Ω
ε,+
0 := (1+ε)Ω0
and Ωε,−0 := (1 + ε)
−1Ω0 satisfies ρ(1 +O(ε))-reflection.
Corollary 3.11. Let u and r1 be as given in Theorem 3.7 and R1 as given in Lemma 3.10. Then for
sufficiently small ε > 0 viscosity solutions u± of (2.1) starting from Ωε,±0 has their positive sets Ωt(u
±)
in Sr1+O(ε),R1+O(ε) in [0, T ].
Lemma 3.12. Let u and r1 be as given in Theorem 3.7 and R1 as given in Lemma 3.10. Then, there
exists positive constants K˜∞ = K˜∞(r1, R1, T ) and K˜1/2 = K˜1/2(r1, R1, T ) such that the following holds
for all t, s in [0, T ] : ∣∣∣λ[|Ωt(u)|]− λ[|Ωs(u)|]∣∣∣ ≤ K˜1/2|t− s| 12(3.13)
and ∣∣∣λ[|Ωt(u)|]∣∣∣ ≤ K˜∞.(3.14)
Proof. From Lemma 3.8 and 3.10, |Ωt| is bounded away from zero and infinity, and thus λ is bounded.
Next, by Lipschitz continuity of λ, Lemma C.1.(1) and Ho¨lder continuity in Corollary 2.10, it holds that
for t and s > 0 there exists C1(r1, T ) such that∣∣∣λ[|Ωt(u)|]− λ[|Ωs(u)|]∣∣∣ ≤ C1dH(Ωt(u),Ωs(u)) ≤ K˜1/2|t− s| 12 .

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Finally, let us show Lipschitz continuity of |Ωt| in time for the later purpose in Lemma 4.12.
Lemma 3.13. Let u and r1 be as given in Theorem 3.7, R1 as given in Lemma 3.10, and K˜∞ as given
in Lemma 3.12. Then there exists C = C(r1, R1, K˜∞) such that we have
||Ωt(u)| − |Ωs(u)|| ≤ C
(
1 +
1√
t
)
|s− t| for 0 ≤ t ≤ s ≤ T.(3.15)
Proof. First, by Corollary 3.9, all sectional curvatures are bounded by M1(t) := C1(1 + 1/
√
t) for some
constant C1 = C1(r1, K˜∞). Thus, there exist interior and exterior balls of radius M(t)−1 on each point
of ∂Ωt(u) for all t > 0. Thus, Lemma 2.9 implies that
dH(Ωt(u),Ωs(u)) ≤ C2
(
1 +
1√
t
)
|s− t| for 0 ≤ t ≤ s ≤ T.
for some C2 = C2(r1, K˜∞). By Lemma 3.10 and Lemma C.1, we conclude that there exists C =
C(r1, R1, K˜∞) satisfying (3.15). 
4. Uniqueness of the Flow
In this section, we show the uniqueness for solutions of (2.1) and (2.2) with given initial data (2.3).
As pointed out in Remark 2.5, the comparison principle in section 2 does not deliver uniqueness for
our solution of the form (2.6), due to the possible fattening phenomena of level sets. In [25, Corollary
4.5.10] it is shown that if the initial set is star-shaped, then we have a unique, star-shaped evolution Ωt
(See Definition 4.1). Given these result, it is reasonable to expect that our flow (1.1) can be uniquely
determined with its initial data satisfying ρ-reflection. Our argument is, while self-contained, similar in
spirit to that of [8], where the uniqueness result is shown for convex evolution of volume-preserving flow.
In section 4.1 we show the short-time uniqueness result for (2.1) in Theorem 4.3 for a star-shaped
initial data Ω0. We define an appropriate convolution to perturb solutions (see Definition 4.4) and show
that our perturbation preserves sub- and supersolution properties for (2.2). These perturbations are
more delicate than the parabolic scaling used in [25] due to the presence of the time-dependent forcing
η. To use these perturbations to obtain the uniqueness results, is crucial to find a uniform interval [0, t1]
such that these convolutions are well defined for all  ∈ (0, 14 ) (see Lemma 4.6). It remains open whether
the flow stays unique or star-shaped for all positive times.
In section 4.2, we show the global-time uniqueness for (1.1) when its initial data satisfies ρ-reflection
(see Theorem 4.9). Here we know that any evolution, if exists, preserves the ρ-reflection property, which
we use to iterate the short-time uniqueness result from the previous subsection. The key step is to
estimate the difference between λ[|Ωt(u)|] and λ[|Ωt(v)|] for two possible solutions (see Lemma 4.12),
which ensures that the flow for short time is well approximated by (2.1).
4.1. Short-time uniqueness of (2.2).
Definition 4.1. [7, Definition 2.1] For a function u : Q → R, we say that Ωt(u) = {u(·, t) > 0} is
regular if the closure of Ωt(u) is {x ∈ R : u(x, t) ≥ 0}, and the interior of {x ∈ R : u(x, t) ≥ 0} is Ωt(u).
Note that if Ωt(u) is regular, then the interface {x ∈ R : u(x, t) = 0} has an empty interior.
Lemma 4.2. [7, Theorem 2.1] Let u : Q → R be a viscosity solution of (2.2)-(2.3). Then, Ωt(u) is
regular if and only if there exists a unique solution of (2.2) with initial data u(x, 0) = u0(x) := χΩ0−χΩC0 .
Recall from section 2 that
(4.1) K∞ := ‖η‖L∞[0,∞).
We define t1 = t1(r,K∞) by
t1 :=
r
10K∞
(4.2)
and we will show the following theorem in this section.
Theorem 4.3. Suppose that the initial set Ω0 is in Sr. Then, a viscosity solution u : Q → R of
(2.2)-(2.3) is unique in [0, t1] where t1 is given in (4.2). Moreover, Ωt(u) is regular in [0, t1].
We begin the proof with some definitions.
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Definition 4.4. For , r > 0 and L : R+ → R, let us define a maximal time T1 = T1(, r, L) by
(4.3) T1 := sup{s > 0 : L(t) < r/2 for all t ∈ [0, s]};
u˜P (x, t; , r, L) := inf
{
u
(
y
1 + 
,
t
(1 + )2
) ∣∣∣∣ y ∈ Br/2−L(t)(x)} ;
and
uˆP (x, t; , r, L) := sup
{
u
(
y
1−  ,
t
(1− )2
) ∣∣∣∣ y ∈ Br/2−L(t)(x)}
Lemma 4.5. Let u be a viscosity solution of (2.2) - (2.3) with forcing η and Ω0 ∈ Sr, and let ηε(t) :=
(1 + ε)−1η(t/(1 + ε)2). Let u˜P and uˆ be as given above with L ∈ C1([0,∞)). Then the following holds in
the sense of viscosity solutions. Then the following holds in the sense of viscosity solutions:
u˜Pt
|Du˜P | (x, t) ≤ ∇ ·
(
Du˜P
|Du˜P |
)
(x, t) + η(t) + L
′(t).
uˆPt
|DuˆP | (x, t) ≥ ∇ ·
(
DuˆP
|DuˆP |
)
(x, t) + η−(t)− L′(t).
Moreover, if ε ≤ ε0(r), we have
Ω0(uˆ
P ) ⊂ Ω0(u) ⊂ Ω0(u˜P ).
Proof. 1. First, let us denote v(x, t) := u
(
x
1+ ,
t
(1+)2
)
. Then, it holds that
vt
|Dv| (x, t) =
1
1 + 
ut
|Du|
(
x
(1 + )
,
t
(1 + )2
)
and
∇ ·
(
Dv
|Dv|
)
(x, t) =
1
1 + 
∇ ·
(
Du
|Du|
)(
x
(1 + )
,
t
(1 + )2
)
.
Therefore, v is a viscosity solution of
vt
|Dv| (x, t) = ∇ ·
(
Dv
|Dv|
)
(x, t) + η(t).
Then, by Lemma 2.8, we conclude. Parallel arguments holds for uˆP .
2. Lastly, if Ω0(u) is in Sr then Lemma 3.4 yields, for sufficiently small ε,
(4.4) Ω0(u) ⊂⊂
⋂
|z|≤r/2
[(1 + )Ω0(u) + z] = Ω0(u˜
P ),
and
(4.5) Ω0(uˆ
P ) =
⋃
|z|≤r/2
[(1− )Ω0(u) + z] ⊂⊂ Ω0(u).

Lemma 4.6. Let η and ηε as given in Lemma 4.5, and let t1 = r/10K∞ be as given in (4.2). Then for
the choice of L(t) =
∫ t
0
−η(s) + η(s)ds or L(t) =
∫ t
0
η−(s)− η(s)ds and for 0 < ε ≤ 1/4, we have
T1 = T1(, r, L) ≥ t1 for 0 < ε < 1/4.
Proof. 1. First, let us choose L(t) =
∫ t
0
−η(s) + η(s)ds and estimate a function L by the change of
variables.
L(t) =
∫ t
0
η(s)− 1
1 + 
η
(
s
(1 + )2
)
ds,
=
∫ t
0
η(s)ds− (1 + )
∫ t
(1+)2
0
η(s)ds,
=
∫ t
t
(1+)2
η(s)ds− 
∫ t
(1+)2
0
η(s)ds.
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Therefore, we conclude that for ε ∈ (0, 1/4)
|L(t)| ≤ K∞t
(
2 + 2
(1 + )2
)
+K∞t < 5K∞t.(4.6)
2. Similarly, let us choose L(t) =
∫ t
0
η−(s)− η(s)ds, then for ε ∈ (0, 1/4)
|L(t)| =
∣∣∣ ∫ t(1−)2
t
η(s)ds− 
∫ t
(1−)2
0
η(s)ds
∣∣∣,
≤ K∞t
(
2− 2
(1− )2
)
+K∞t
1
(1− )2 < 5K∞t.
3. By definition of T1 we have L(T1) = r/2. Thus 5K∞t1 = r/2 = L(T1) < 5K∞T1.

Lemma 4.5 and Lemma 4.6 implies the following.
Lemma 4.7. Let u be as given in Lemma 4.5 and let 0 < ε ≤ ε0(r). For t1 given in (4.2), u˜P
with the choice of L(t) =
∫ t
0
−η + η is a viscosity supersolution of (2.2) in (0, t1]. Similarly, uˆP with
L(t) =
∫ t
0
η− − η is a subsolution of (2.2) in (0, t1]. Moreover it holds that uˆP ≤ u ≤ u˜P in [0, t1].
Proof. By Lemma 4.6, u˜P and uˆP are well-defined in [0, t1]. So, we could apply Lemma 4.5 and com-
parison principle for (2.2) in [0, t1] to conclude. 
Proof of Theorem 4.3: Suppose that u and v are two solutions of (2.2) and u(·, 0) = v(·, 0). Let
us construct u˜P and uˆP as Lemma 4.7. Then, Ω0(uˆ
P ) ⊂ Ω0(v) = Ω0(u) ⊂ Ω0(u˜P ). By Lemma 4.7, it
holds that uˆP ≤ v ≤ u˜P in [0, t1]. As  goes to zero, we conclude that u = v in [0, t1]. 
Lastly, for the next subsection let us state the following lemma.
Lemma 4.8. Let u be as given in Lemma 4.5. Then for 0 < ε ≤ ε0(r) and 0 ≤ t ≤ t1 we have
(1− )Ωt/(1−)2(u) ⊂ Ωt(u) ⊂ (1 + )Ωt/(1+)2(u).
where t1 is given (4.2).
Proof. Lemma 4.7 implies that Ωt(uˆ
P ) ⊂ Ωt(u) ⊂ Ωt(u˜P ) in [0, t1]. Moreover we have, by definition,
(1− )Ωt/(1−)2(u) ⊂ Ωt(uˆP ), and Ωt(u˜P ) ⊂ (1 + )Ωt/(1+)2(u).

4.2. Uniqueness of (2.1). In this subsection, we show the uniqueness of our original equation (2.1).
Here is the main theorem of this subsection.
Theorem 4.9. A viscosity solution u : Q→ R of (2.1)-(2.3) is unique for all time.
Let u and v be two viscosity solutions of (2.1)-(2.3), and let η(t;u) := λ[|Ωt(u)|] and η(t; v) :=
λ[|Ωt(v)|]. Fix T > 0. Recall from Theorem 3.7 and Lemma 3.10 that both Ωt(u) and Ωt(v) are in Sr1,R1
in [0, T ] where r1 and R1 are given in (3.11) and (3.12), respectively. From Lemma 3.12 that there exists
a uniform bound of η(t;u) and η(t; v) in [0, T ],
(4.7) K˜∞ := ‖|η(t;u)|+ |η(t; v)|‖L∞[0,T ] <∞.
Define
L1(t) :=
∫ t
0
−η(s;u) + η(s; v)ds and L2(t) :=
∫ t
0
η−(s;u)− η(s; v)ds(4.8)
Definition 4.10. For  ∈ (0, 14 ), let us define
T˜1 = T˜1(, r1, L1, L2) := sup
{
s ∈ (0, T ] : L1(t), L2(t) < r1
2
for all t ∈ [0, s]
}
(4.9)
where r1 is given in (3.11).
Let u˜P = u˜P (; , r1, L1) and uˆ
P = uˆP (; , r1, L2) be as given in Definition 4.4. The construction of L1
and L2 and Lemma 4.5 readily yields the following lemma.
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Lemma 4.11. u˜P and uˆP are a viscosity supersolution, and subsolution, respectively, of (2.2) with
η = η(; v) in (0, T˜1). Moreover, it holds that uˆ
P ≤ v ≤ u˜P in [0, T˜1]. Here, T˜1 is given in (4.9).
Lemma 4.12. There exists t2 > 0 such that for any  ∈ (0, 14 ),
T˜1 = T˜1(, r1, L1, L2) > t2(4.10)
where T˜1 is given in (4.9).
Proof. Let t1(r1, K˜∞) = r15K˜∞ be as given in (4.2). If T˜1 ≥ t1, we take t2 = t1. If T˜1 < t1, Lemma 4.8
implies that in [0, T˜1)
(1− )Ωt/(1−)2(u) ⊂ Ωt(u) ⊂ (1 + )Ωt/(1+)2(u).(4.11)
Lemma 4.11 implies that Ωt(uˆ
P ) ⊂ Ωt(v) ⊂ Ωt(u˜P ) in [0, T˜1). Thus as shown in Lemma 4.8, the
following holds for 0 ≤ t < T˜1:
(1− )Ωt/(1−)2(u) ⊂ Ωt(uˆP ) ⊂ Ωt(v) ⊂ Ωt(u˜P ) ⊂ (1 + )Ωt/(1+)2(u).(4.12)
By subtracting η(s;u) and adding the same term,
(4.13) L1(t) =
∫ t
0
η(s; v)− η(s;u)ds =
∫ t
0
η(s; v)− η(s;u)ds+
∫ t
0
η(s;u)− η(s;u)ds.
As Lemma 4.6, the second term is bounded by 5K˜∞t. As for the first term, from Lipschitz continuity
of λ for some C1 > 0,
I1 :=
∣∣∣∣∫ t
0
η(s; v)− η(s;u)ds
∣∣∣∣ ≤ ∫ t
0
∣∣∣λ[|Ωs(v)|]− λ[|Ωs(u)|]∣∣∣ds ≤ C1 ∫ t
0
∣∣∣|Ωs(v)| − |Ωs(u)|∣∣∣ds
By (4.11)-(4.12) and Lemma 3.10,
I1 ≤ C1
∫ t
0
∣∣∣|(1− )Ωs/(1−)2(u)| − |(1 + )Ωs/(1+)2(u)|∣∣∣ds
≤ C1
∫ t
0
∣∣|Ωs/(1−)2(u)| − |Ωs/(1+)2(u)|∣∣ ds+ C2t
for some constant C2 = C2(R1). By Lemma 3.13, we conclude that I1 is bounded by C3t for some
constant C3 = C3(r1, R1, K˜∞). Therefore, we have L1(t) < (C3+5K˜∞)t in [0, T˜1]. By similar arguments,
the bound holds for L2 as well in [0, T˜1].
Finally, by continuity of L1 and L2, we have L1(T˜1) = r1/2 or L2(T˜1) = r1/2. In both cases, it
holds that
r1/2 = L1(T˜1)( or L2(T˜1)) < (C3 + 5K˜∞)T˜1
so we conclude with
T˜1 ≥ t2 = t2(r1, R1, K˜∞) := r1
2(C3 + 5K˜∞)
.(4.14)

Proof of Theorem 4.9: 1. The first part is parallel to the proof of Theorem 4.3. Let u and v be
two viscosity solutions of (2.1)-(2.3). By Lemma 4.11 and Lemma 4.12, it holds that uˆP ≤ v ≤ u˜P in
[0, t2] where t2 is given in (4.10). We can now send  to zero to conclude that u = v in [0, t2].
2. Next let us define the following convolutions in the time interval t0 + [0, t2] for t0 > 0:
u˜P (x, t; t0) := inf
{
u
(
y
1 + 
,
t− t0
(1 + )2
+ t0
) ∣∣∣∣ y ∈ Br1/2−L(t)(x)}
and
uˆP (x, t; t0) := sup
{
u
(
y
1−  ,
t− t0
(1− )2 + t0
) ∣∣∣∣ y ∈ Br1/2−L(t)(x)}
Theorem 3.7 yields that both Ωt(u) and Ωt(v) are in Sr1 for all time for some r1 > 0. Thus, we can
iterate the step 1 for t0 = kt2 on kt2 + [0, t2], k ∈ N and, conclude that u = v in [0, T ]. 
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5. Construction of Energy Solutions
In this section, we construct an energy solution for (1.1), which coincides our notion of viscosity
solutions. Our approach is based on the discrete-time gradient flow first introduced by Almgren-Taylor-
Wang [1] (see also [37], [11], [8]).
As in [24], we introduce a gradient flow with geometric constraint (given as AM below (5.2)), cor-
responding to the results obtained in Theorem 3.7. Our constraint is crucial to ensure the strong (in
Hausdorff distance) convergence of the discrete gradient flow, which enables geometric analysis of the
limiting flow. On the other hand the constraint also poses technical challenges when we show the coin-
cidence of energy solution with viscosity solutions (See Proposition 5.5 and Corollary 5.6). This is why
we first approximate our original problem with a “restricted” version (2.4).
5.1. Restricted Gradient Flow. The corresponding energy to (1.1) is equal to
(5.1) J(E) = Per(E)− Λ[|E|].
where the function Λ(s) is an anti-derivative of λ(s), and Per(E) denotes the perimeter of E.
For the sets E and F in Rn, we use the pseudo-distance defined by
d˜(F,E) :=
(∫
E4F
d(x, ∂E)dx
) 1
2
, E4F := (E \ F ) ∪ (F \ E).
We consider the gradient flow for the restricted equation (2.4) in a finite time interval [0, T ] with
initial data (2.3) with the admissible sets
(5.2) AM (E) := {F ∈ Sr0,R0 | dH(∂(F ∩ E), ∂E) ≤Mh},
with
(5.3) r0 < r1 = r1(ρ, a) = ρ(a
2 + 2a)1/2 and R0 > R1
where r1 is given in (3.11) and R1 = R1(T ) in (3.12). Recall that ρ is given in Definition 3.3 and a is
given in Lemma 3.8. The dependence of R1 in T is the reason why we restrict the discussion in this and
next section to the finite time interval. For simplicity we will omit the time dependence on R1 and thus
on R0.
Definition 5.1. For h > 0 the restricted one-step discrete gradient flow Th,M is defined by
Th,M (E) ∈ arg min
F∈AM (E)
Ih(F ;E), Ih(F ;E) := J(F ) +
1
h
d˜2(F,E),
The existence of minimizer, Th,M (E) follows from Lemma C.2 and Lemma C.1.
The restricted discrete gradient flow Eh,Mt of J for t ∈ [0, T ] with initial set E0 can be defined by
Eh,Mt := T
[t/h]
h,M (E0).
Here, Tm for m ∈ N is the mth functional power.
Definition 5.2. A function wM := χEt − χECt is a restricted energy solution of (2.4)-(2.3) if E0 = Ω0
and there exists a sequence hk → 0 such that
dH(Et, E
hk,M
t )→ 0
locally uniformly in time as k goes to infinity.
To show the existence of the restricted energy solution, let us show compactness property of the
discrete gradient flow.
Lemma 5.3. The restricted discrete gradient flow Eh,Mt in Definition 5.1 satisfies the following inequality
for 0 < t < s ≤ T :
(5.4) d˜2(Eh,Ms , E
h,M
t ) .r,R (s− t)(J(Eh,Mt )− J(Eh,Ms ))
and, as a consequence,
(5.5) dH(E
h,M
s , E
h,M
t ) .r,R |t− s|
1
n+1 .
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Proof. We will use the triangle-like inequality (see e.g. Lemma 17, [24]):
(5.6)
d˜2(Fk+1, F1)
k
.r,R
k∑
j=1
d˜2(Fj+1, Fj) for F1, ..., Fk+1 ∈ Sr,R.
Suppose that t ∈ [Kh, (K + 1)h) and s ∈ [(K + L)h, (K + L + 1)h) for some K and L > 0. By the
construction of Eh,Mt in Definition 5.1 for k ∈ N ,
J(Eh,M(k−1)h)− J(Eh,Mkh ) ≥
1
h
d˜2(Eh,Mkh , E
h,M
(k−1)h).
By adding both sides from k = K + 1 to k = K + L,
J(Eh,MKh )− J(Eh,M(K+L)h) ≥
K+L∑
k=K+1
1
h
d˜2(Eh,Mkh , E
h,M
(k−1)h),
&r,R
1
Lh
d˜2(Eh,M(K+L)h, E
h,M
Kh ),
where the last inequality follows from (5.6). (5.5) follows from Lemma C.1.

Applying Lemma 5.3, one can apply compactness of star-shaped sets (Lemma C.1 and C.2) to obtain
the following:
Theorem 5.4. There exists at least one restricted energy solution wM of (2.4)-(2.3) in the sense of
Definition 5.2.
5.2. Barrier Property under Star-shapedness. Next we establish a “restricted barrier property”
for a restricted energy solution with respect to a classical subsolution and supersolution of (2.4) with
η(t) = λ[|Ωt(wM )|]. The proof of this proposition is rather technical and follows that of [26]: see
Appendix A.
Proposition 5.5. (Restricted barrier property) Let wM be the restricted energy solution of (2.4) with
the admissible set constraint parameter r0 and R0 satisfying (5.3). For any r > r0 and R < R0, suppose
that there exists a subsolution φ ∈ C2,1(QT ) of (2.4) with η(t) = λ[|Ωt(wM )|], |Dφ| 6= 0 on ∂Ωt(φ) and
Ωt(φ) ∈ Sr,R in [0, T ]. If Ω0(φ) ⊂⊂ Ω0(wM ), then
Ωt(φ) ⊂⊂ Ωt(wM ) for all t ∈ [0, T ].
Similarly, suppose that there exists a supersolution ψ ∈ C2,1(QT ) of (2.4) with η(t) = λ[|Ωt(wM )|],
|Dψ| 6= 0 on ∂Ωt(ψ) and Ωt(ψ) ∈ Sr,R in [0, T ]. If Ω0(wM ) ⊂⊂ Ω0(ψ), then
Ωt(wM ) ⊂⊂ Ωt(ψ) for all t ∈ [0, T ].
In the proof of Proposition 5.5, we only use the properties of the classical solution φ in small neigh-
borhood of (x0, t0), thus we can deduce the following localized barrier property of the energy solution.
Corollary 5.6. Let wM be the restricted energy solution of (2.4) with the admissible set constraint
parameter r0 and R0 satisfying (5.3). If there exists a function φ ∈ C2,1(QT ) such that φ touches w
from below at (x0, t0), |x0| < R0, |Dφ|(x0, t0) 6= 0 and −x0 · Dφ|Dφ| (x0, t0) > r0. then
φt
|Dφ| (x0, t0) ≥ max
{
∇ ·
(
Dφ
|Dφ|
)
(x0, t0) + η(t0),−M
}
.
Similarly, if there exists a function ψ ∈ C2,1(QT ) such that ψ touches w from above at (x0, t0),
|x0| < R0, |Dψ|(x0, t0) 6= 0 and −x0 · Dψ|Dψ| (x0, t0) > r0 then
ψt
|Dψ| (x0, t0) ≤ max
{
∇ ·
(
Dψ
|Dψ|
)
(x0, t0) + η(t0),−M
}
.
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6. Existence of the Flow : Coincidence between Energy and Viscosity Solutions
Our goal in this section is to show the existence of a viscosity solution for (1.1).
Let us give a brief summary of this section. We will show that the restricted energy solution coincides
with the corresponding viscosity solution as long as the viscosity solution is star-shaped (Proposition 6.1).
Ensuring this star-shaped property for the viscosity solution is the last step leading to the coincidence
result (Proposition 6.4): this is where we need the lower bound M on the velocity of the flow imposed
by (2.4). After we show the coincidence between the restricted energy solution and the corresponding
viscosity solution, we address removing the bound M to obtain our desired result (Theorem 6.8).
6.1. Coincidence for the restricted problem. In this section our goal is to show coincidence between
energy and viscosity solutions for the restricted problem (2.4). To this end we first show a comparison
result between a energy solution and the corresponding viscosity solution of (2.4). We use the doubling
argument in [15] and [34] which preserves the star-shaped geometry of the level sets of the solutions.
Proposition 6.1. Let wM be the restricted energy solution of (2.4) with the admissible set constraint
parameter r0 and R0 satisfying (5.3). Suppose that there exists a viscosity subsolution u : QT → R of
(2.4) with η(t) = λ[|Ωt(wM )|] such that Ωt(u) is in Sr,R for all t ∈ [0, T ] for some r > r0 and R < R0.
If Ω0(u) ⊂⊂ Ω0(wM ), then
Ωt(u) ⊂⊂ Ωt(wM ) for all t ∈ [0, T ].
Similarly, suppose that there exists a viscosity supersolution u : QT → R of (2.4) with η(t) =
λ[|Ωt(wM )|] such that Ωt(u) is in Sr,R for all t ∈ [0, T ] for some r > r0 and R < R0. If Ω0(wM ) ⊂⊂
Ω0(u), then
Ωt(wM ) ⊂⊂ Ωt(u) for all t ∈ [0, T ].
Proof. The proof follows the outline of [34], where the comparison principle is shown for a nonlocal
mean-curvature flow.
For c, δ > 0, let us consider
Z(x, t) := sup
|x−y|≤c−δt
u(y, t), 0 ≤ t ≤ c
δ
, for some δ > 0,
where c is chosen sufficiently small so that Ω0(Z) ⊂⊂ Ω0(wM ). Due to Lemma 2.8, the function Z is a
viscosity subsolution of
ut = F (Du,D
2u, t)− δ|Du|.
We will show Proposition 6.2 by showing that for any δ > 0 and 0 ≤ t ≤ c/δ we have
(6.1) Ωt(Z) ⊂⊂ Ωt(wM ).
Note that for any z ∈ Rn such that |z| ≤ c, the interior cone IC(x, r) given in (3.3) satisfies IC(x+
z, r−c) ⊂ IC(x, r). Thus, by the equivalence relation in Lemma 3.4, Ωt(u) ∈ Sr,R implies that Ωt(u)+z ∈
Sr−c,R+c for all z ≤ c and thus
Ωt(Z) =
⋃
|z|≤c−δt
[Ωt(u) + z] ∈ Sr−c,R+c.
Thus, Ωt(Z) ∈ Sr0+c,R0−c for 0 < c ≤ min
{
r−r0
2 ,
R0−R
2
}
.
Suppose (6.1) is false, then we have
t0 := sup{t : Ωs(Z) ⊂⊂ Ωs(u) for 0 ≤ s ≤ t} ∈ (0, c/δ).
Due to Lemma 3.12 and Lemma 5.3, both sets ∂Ωt(Z) and ∂Ωt(wM ) evolve continuously in time.
Hence, ∂Ω(Z) touches ∂Ω(wM ) from inside for the first time at t = t0 ∈ (0, cδ ).
For ε ∈ (0, δ2n ), let us define Z˜ := χΩ¯(Z) and W˜ := χΩ(wM ) and
Φε(x, y, t) := Z˜(x, t)− W˜ (y, t)− |x− y|
4
4ε
− ε
2(t0 − t) .
Let d0 be distance between ∂Ω0(Z) and ∂Ω0(wM ). Since Z˜− W˜ is bounded, we can choose a sufficiently
small  << d40 such that Φ(x, y, 0) < 0 for all x and y.
Since the function Z˜ − W˜ is upper semicontinuous and bounded above by zero for all t < t0, the
function Φε(x, y, t) has a local maximum at (xε, yε, tε) in Rn × [0, t0) for any ε. By Ho¨lder continuity of
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∂Ω(Z) and ∂Ω(wM ) from Lemma 3.12 and Lemma 5.3, there exists x1 ∈ ∂Ωt0−(Z˜) and y1 ∈ ∂Ωt0−(W˜ )
such that |x1−y1| ≤ K 12 where K depends on Ho¨lder constants of ∂Ω(Z) and ∂Ω(wM ). For  << K−4,
it holds that Φ(xε, yε, tε) > Φ(x1, y1, t0 − ) > 13 , and thus t ∈ (0, t0). Also, Φ(xε, yε, tε) is uniformly
bounded from below in , and thus it holds that |xε − yε| = O(ε 14 ).
Moreover, since Z˜ − W˜ > Φ > 13 at (xε, yε, tε), we conclude that xε ∈ Ωtε(Z˜), yε ∈ Ωtε(W˜ )C . As t0 is
the first touching point and t < t0, it holds that |x− y| > 0. On the other hand, Z˜(x, tε)− W˜ (y, tε) =
1 for all (x, y) ∈ Ωtε(Z˜) × Ωtε(W˜ )C , and thus (xε, yε) is a maximizer of the third term − |x−y|
4
4ε in
Ωtε(Z˜)× Ωtε(W˜ )C . We conclude that xε and yε are on ∂Ωtε(Z˜) and ∂Ωtε(W˜ ), respectively.
Then, as equation (2.9) in [34], there exist quadratic test functions φε(x, t) and ψε(x, t) such that
(6.2)
{
φε(x, t) := [aε(t− tε) + pε · (x− xε) + 12 (x− xε)TXε(x− xε)]+ ≥ Z˜(x, t) in Nε1 ,
ψε(y, t) := [bε(t− tε) + qε · (y − yε) + 12 (y − yε)TYε(y − yε)]+ ≤ W˜ (y, t) in Nε2 ,
where constants aε, bε ∈ R, pε, qε = xε−yεε + O(ε2) ∈ Rn \ {0}, Xε, Yε ∈ Sn×n, neighborhoods Nε1 of
(xε, tε) and N
ε
2 of (yε, tε) satisfying the inequalities:
(6.3)

aε − bε ≥ 0,
Xε − Yε ≤ ε|pε|I,
||pε| − |qε|| ≤ ε2 min{1, |pε|2},
|pε − qε| ≤ ε2 min{1, |pε|2}.
For simplicity we carry out the computations in steps 4-5. for the case M =∞. Since Z˜ is a viscosity
solution and φε touches Z˜ from above at (xε, tε), it holds that
aε
|pε| =
φεt
|Dφε| (xε, tε) ≤ ∇ ·
(
Dφε
|Dφε|
)
(xε, tε) + η(tε)− δ = 1|pε|
(
trace(Xε)− p
T
ε Xεpε
|pε|2
)
+ η(tε)− δ.
By inequalities (6.3) and the ellipticity of the operator, trace(X)− pTXp|p|2 , it can be seen that
bε
|pε| ≤
aε
|pε| ≤
1
|pε|
(
trace(Xε)− p
T
ε Xεpε
|pε|2
)
+ η(tε)− δ,
≤ 1|pε|
(
trace(Yε)− p
T
ε Yεpε
|pε|2
)
+ η(tε)− δ
2
.
Thus, by (6.3), for sufficiently small ε > 0, it holds that
bε
|qε| ≤
1
|qε|
(
trace(Yε)− q
T
ε Yεqε
|qε|2
)
+ η(tε)− δ
4
.(6.4)
Moreover, as Ωt(Z˜) ∈ Sr0+c,R0−c, |xε| < R0 − c and Lemma 3.2 implies that
xε ·
(
− pε|pε|
)
≥ r0 + c.
There exists sufficiently small ε0 such that for any ε ∈ (0, ε0),
|yε| < R0, and yε ·
(
− qε|qε|
)
> r0.(6.5)
This contradicts Corollary 5.6. since ψε touches W˜ from below at (yε, tε), but satisfies (6.4) and (6.5).

Next we will show that viscosity solutions u of (2.4) has a short time star-shapedness property.
Definition 6.2. (Inf-Sup Convolutions with Space Scaling) For δ, ε > 0 and M as in (2.4), define
u˜S , uˆS : Rn × [0, δ5M )→ R as
(6.6) u˜S(x, t; δ, ) := inf
{
u
(
y
1 + 
, t
) ∣∣∣∣ y ∈ Bδ−5Mt(x)} ,
and
(6.7) uˆS(x, t; δ, ) := sup
{
u
(
y
1−  , t
) ∣∣∣∣ y ∈ Bδ−5Mt(x)} ,
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Note that Ω0(uˆ
S) ⊂ Ω0(u) ⊂ Ω0(u˜S) due to (4.4) -(4.5).
Lemma 6.3. Let u be a viscosity solution of (2.4). Suppose that Ω0(u) ∈ Sr and |η(t)| < M in [0, T ].
Then, for any fixed 0 < δ < r, there exists 0 ∈ (0, 1) such that u˜S (uˆS) is a viscosity supersolution
(subsolution) of (2.4) for all 0 <  < 0.
Proof. We only prove for u˜S , the proof for uˆS is parallel. Let us define v(x, t) := u
(
x
1+ , t
)
in Q. Since
u is a viscosity solution of (2.4), v solves
vt
|Dv| = (1 + ε) max
[
(1 + )∇ ·
(
Dv
|Dv|
)
+ η(t),−M
]
in the viscosity sense. Proceeding as in the proof of Lemma 2.8 one can verify that u˜S satisfies
u˜St
|Du˜S | ≥ (1 + ) max
[
(1 + )∇ ·
(
Du˜S
|Du˜S |
)
+ η(t),−M
]
+ 5M.
For simplicity, let us denote H := −∇ ·
(
Du˜S
|Du˜S |
)
. Then, the right hand side is
(1 + ) max [−(1 + )H + η(t),−M ] + 5M = max [−(1 + )2H + (1 + )η(t) + 5M,−M + 4M] .
First suppose that −H + η ≥ −M . Since |η(t)| < M and  < 1, it holds that
−(1 + )2H + (1 + )η + 5M ≥ −H + (2 + 2)(−η −M) + (1 + )η + 5M,
≥ −H + η − (2 + )η + (3− 2)M ≥ −H + η.
If −H + η < −M , then −M + 4M ≥ −M = max {−H + η,−M}, so we conclude that
u˜St
|Du˜S | ≥ max
[
∇ ·
(
Du˜S
|Du˜S |
)
+ η(t),−M
]
.

Proposition 6.4. (Short-time star-shapedness) Let u be a viscosity solution of (2.4)-(2.3). Suppose that
Ω0(u) ∈ Sr,R and |η(t)| < M for 0 ≤ t ≤ r5M . Then, Ωt(u) ∈ Sr−5Mt,R+Mt for t ∈
[
0, r5M
)
.
Proof. Applying Theorem 2.2 for (2.4) to u and u˜S , we have
Ωt(u) ⊂⊂ Ωt(u˜S)
By Definition 6.2 of u˜S , it holds that
Ωt(u) ⊂⊂
⋂
|z|≤(δ−5Mt)
[(1 + )Ωt(u) + z](6.8)
for all 0 <  < 0, 0 < δ < r and 0 ≤ t < δ5M where 0 is given in Lemma 6.3. Then, by (3.2) in
Lemma 3.4, we conclude that Ωt(u) ∈ Sr−5Mt.
On the other hand, let us compare u with a radial barrier φ defined by
φ := χBr(t) − χBr(t)C ,
where r : [0, T ] → R is defined by r(t) := R + Mt. Since φ is a viscosity supersolution, comparison
principle implies Ωt(u) ⊂ BR+Mt. Thus, Ωt(u) ∈ Sr−5Mt,R+Mt for t ∈
[
0, r5M
)
.

Now we are ready to prove our main theorem in this subsection.
Theorem 6.5. Let r0 and R0 satisfy (5.3), and K˜∞ = K˜∞(r0, R0) be as in Lemma 3.12 . For M > K˜∞,
consider a restricted energy solution wM of (2.4)-(2.3) in the sense of Definition 5.2. If u is a unique
viscosity solution of (2.4)-(2.3) with η(t) = λ[|Ωt(wM )|], then wM = u in Q.
Proof. The existence and short time uniqueness of u for the above choice of η(t) follows by Theorem 2.2
and Theorem 4.3.
Recall that Ω0 ∈ Sr1,R1 where r1 and R1 are given in (3.11) and (3.12). Let us first show that
u = wM in the small time interval I = [0, t0], where t0 := min
{
r1−r0
10M ,
R0−R1
2M
}
. As Corollary 3.11, we
can make Ω0 strictly smaller Ω
ε,−
0 or bigger Ω
ε,+
0 by dilation and can still make it stay in Srε,Rε with
rε = r1 − O(ε) > r0 and Rε = R1 + O(ε) > R0, where ε can be chosen arbitrarily small such that
rε − r0 > r1−r02 and R0 −Rε > R0−R12 . Let us choose to make the domain strictly bigger, Ωε,+0 , we can
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apply Proposition 6.4 to ensure that the corresponding viscosity solution uε of (2.4) satisfies, for some
r > r0 and R < R0,
Ωt(u
ε) ∈ Sr,R for t ∈ I.
We can then apply Proposition 6.1 to uε and wM to yield that
(6.9) Ωt(wM ) ⊂ Ωt(uε) for t ∈ I.
Now to send ε→ 0, note that Ωt(uε) satisfies Ho¨lder continuity, Corollary 2.10. Thus along a sequence
ε = εn → 0, Ωt(uε) converges to a domain Ωt ∈ Sr,R uniformly with respect to dH in the time interval I.
Lemma 2.3 then yields that the corresponding level set function u for Ωt is the unique viscosity solution
of (2.4) with the initial data u0. From (6.9) we have
Ωt(wM ) ⊂ Ωt = Ωt(u) for t ∈ I.
Similarly, using Ωε,−0 instead of Ω
ε,+
0 we can conclude that Ωt(u) ⊂ Ωt(wM ) and thus it follows that they
are equal sets for the time interval I.
3. Once we know that u = wM in I, we know that η(t) equals λ[|Ωt(u)|] in I, and thus Theorem 3.7
and Lemma 3.10 applies and now we know that Ωt(u) ∈ Sr1,R1 for t ∈ I. Now we can repeat the
argument at t = t0 over the time interval t0 + I, using the fact that Ωt0(u) ∈ Sr1,R1 . Now we can repeat
above arguments to obtain that wM = u for all times.

6.2. Existence. Let us define the notion of energy solutions for our original problem.
Definition 6.6. (Energy Solution) A function w := χEt − χECt for Et ⊂ Rn, t > 0 is an energy solution
of (2.1)-(2.3) if E0 = Ω0 and there exists a sequence Mk →∞ such that
dH(Et,Ωt(wMk))→ 0
locally uniformly in time as k goes to infinity. Here, wMk is a restricted energy solution with M = Mk
in the sense of Definition 5.2.
Let us first show existence of the energy solution.
Lemma 6.7. There exists at least one energy solution w of (2.1)-(2.3).
Proof. Due to Corollary 2.10 and Theorem 6.5, we have
dH(Ωt(wM ),Ωs(wM )) ≤ C|s− t|1/2.
where C does not depend on M . Thus along a sequence Mk → ∞ such that Ωt(wMk) converges with
respect to dH to Ωt, locally uniformly in time. We conclude that w := χΩt − χΩCt of (2.1) is a energy
solution in the sense of Definition 6.6. 
Now, let us show existence and uniqueness of viscosity solution of our original equation (2.1).
Theorem 6.8. Let w be an energy solution of (2.1)-(2.3) and u be a unique viscosity solution of (2.2)-
(2.3) with η(t) = λ[|Ωt(w)|]. Then w = u in Q. In other words, w is a unique viscosity solution of
(2.1)-(2.3).
Proof. By the construction of an energy solution, there exists a sequence Mk →∞ such that
dH(Ωt(w),Ωt(wMk))→ 0
uniformly in time as k goes to infinity. Note that by Theorem 6.5, a restricted energy solution wMk
is a unique viscosity solution of (2.4) with η(t) = λ[|Ωt(wMk)|]. Then, Lemma 2.3 implies that w is
a viscosity solution of (2.2) with η(t) = λ[|Ωt(w)|]. By the uniqueness of a viscosity solution of (2.2)
(Theorem 2.2), we conclude that w = u in Q.
Thus, w is a viscosity solution of (2.1) with η(t) = λ[|Ωt(w)|] = λ[|Ωt(u)|]. From Theorem 4.9, it is
unique. 
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7. Regularity and Convergence
In this final section we discuss the large time behavior and exponential convergence to equilibrium for
solutions of (1.3), for which the corresponding energy is for γ < − 1n
(7.1) J(E) :=

Per(E)− |E|
γ+1
γ + 1
if γ 6= −1
Per(E)− ln |E| if γ = −1
Let us point out that here the dissipation of energy is crucial to guarantee that any subsequential limit
of the evolving set over time variable must correspond to the unique equilibrium solution.
Let u be the energy solution obtained from Theorem 6.8. First, show uniform boundedness for sets
Ωt(u) for all times.
Lemma 7.1. There exists R > 0 such that Ωt(u) ⊂ BR for all t > 0.
Proof. For simplicity we denote Ωt(u) by Ωt. Recall that the energy J decreases through the flow,
J(Ω0) ≥ J(Ωt) = Per(Ωt)− Λ[|Ωt|]
By the isoperimetric inequality, it holds that
Per(Ωt)− Λ[|Ωt|] ≥ nw
1
n
n |Ωt|
n−1
n − Λ[|Ωt|] = |Ωt|
n−1
n
(
nw
1
n
n − Λ[|Ωt|]|Ωt|n−1n
)
.
where wn is the volume of B1. Since λ(s) = s
γ with γ < −1/n, we have
lim
s→∞
Λ[s]
s
n−1
n
=
n
n− 1 lims→∞ s
1
nλ[s] = 0
which yields that |Ωt| is uniformly bounded. As Ωt satisfies ρ-reflection, we conclude. 
Next, we improve the regularity of Ωt(u). Due to the fact that the support of u is uniformly bounded
(See Lemma 7.1) and is in Sr for all times, it follows that there exists s0, L0 > 0 such that for any point
x ∈ Ωt(u) and (t − s20)+ ≤ s ≤ t, ∂Ωs(u) can be represented as a Lipschitz graph in Bs0(x) with its
Lipschitz constant less than L0. This fact, the a priori estimates obtained in appendix Lemma B.2 in the
appendix, and the regularization procedure given in Theorem 3.4 of [16] yields the following short-time
result.
Lemma 7.2. For t ≥ 1, ∂Ωt(u) is uniformly C1,1. More precisely there exists s0, L0 > 0 such that for
any point x ∈ Ωt(u) and for (t− s20)+ ≤ s ≤ t, ∂Ωs(u) can be represented as a C1,1 graph in Bs0(x) with
its C1,1 norm less than L0.
Next we show the convergence of Ωt(u) in terms of the Hausdorff distance. This is due to the fact
that the ball is the unique critical point of the perimeter energy among the class of C1,1, star-shaped
sets with given volume.
Lemma 7.3. J(E) given in (7.1) has a unique minimizer Br∞ among sets in Sρ, up to translation.
Proof. By the usual re-arrangement argument one can show that the minimizer is a ball. By differenti-
ating the energy J(Br) with respect to radius r and recalling (1.3), we have
dJ(Br)
dr
= n(n− 1)wnrn−2 − nwnrn−1λ[|Br|] = wnrn−2(n− 1− rλ[|Br|]),
which is zero if and only if rλ[|Br|] = n − 1. Note that such r is unique since rλ[|Br|] = wγnrnγ+1 is a
decreasing function on r. Let’s denote this by
r∞ :=
(
n− 1
wγn
) 1
nγ+1
(7.2)
As we have λ[|Bρ|] > n−1ρ due to Assumption A, it follows that r∞ > ρ.
As dJ(Br)dr is positive for r > r∞ and negative for r < r∞, we conclude that r∞ is a minimizer of
J(Br).

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Theorem 7.4. The set Ωt(u) uniformly converges to a ball as t→∞, modulo translation. More precisely
inf{dH(Ωt(u), Br∞(x)) : x ∈ Bρ(0)} → 0 as t→∞,
where r∞ is given in (7.2).
Proof. For simplicity we denote Ωt(u) by Ωt. Recall R > 0 from Lemma 7.1. Define Un : [0,∞)→ Sr,R
by Un(t) := Ωt+n. Due to Corollary 2.10 the maps Un are a sequence of equicontinuous maps into Sr,R in
Hausdorff topology, and thus along a subsequence Un locally uniformly converges to U∞ : [0,∞)→ Sr,R.
From the standard stability theory of the viscosity solutions, it follows that χU∞ − χUC∞ is a viscosity
solution of (2.1). Let us recall that the energy J(Ωt) is monotone decreasing in time, and thus we have
J(U∞(t)) ≤ J(Un(t)) ≤ J(Un(0)) = J(Ωn).
Also recall from Lemma 5.3 that we have
(7.3) d˜2(Ωt,Ωs) .r,R |t− s|(J(Ωt)− J(Ωs)).
Combining above two inequalities with the uniform convergence of Un in Hausdorff distance yields
that for all t, s > 0
d˜2(U∞(t), U∞(s)) .r,R |t− s|(J(U∞(t))− J(U∞(s))) = 0,
and thus U∞ is independent of time, and χU∞ solves the prescribed mean curvature problem
H = λ(|E|),
The only viscosity solution of above problem, among sets in Sr,R with C
1,1 boundaries, is smooth due
to the fact that the corresponding level set PDE in the graph setting is uniformly elliptic with Lipschitz
coefficients. It then follows that the only possible solution is radial, and so we conclude that U∞ = Br∞ .

To obtain exponential convergence, it is necessary to observe further regularity properties of Ωt(u).
To this end, note that the following holds as a consequence of Lemma 7.2 and Theorem 7.4:
Lemma 7.5. For any ε > 0 and 0 < α < 1 there exists T and C > 0 such that for any t > T we have
the following:
(a) There exists xt ∈ Bρ(0) such that the outward unit normal νx at ∂Ωt(u) satisfies
(7.4)
∣∣∣∣νx − (x− xt)|x− xt|
∣∣∣∣ ≤ 2Cε on x ∈ ∂Ωt(u)
(b)
(7.5)
|νx − νy|
|x− y|α ≤ Cε
1−α.
Proof. Choose a sufficiently small ε depending on ρ. By Theorem 7.4, we can find T > 1 such that for
any t > T there exists xt ∈ Bρ(0) such that
(7.6) Br∞−ε2(xt) ⊂ Ωt ⊂ Br∞+ε2(xt).
Due to Lemma 7.2, the outward normal vector νx at x ∈ ∂Ωt satisfies
(7.7) |νx − νy| ≤ C0|x− y|,
where C0 is independent of t > 1. This means that if (7.4) fails at x0 ∈ ∂Ωt with sufficiently large C,
let’s say C > C0 + 2, then νx stays different from
(x0−xt)
|x0−xt| by at least 2ε in ε-neighborhood of x0. As a
result the boundary part ∂Ωt ∩ ∂Bε(x0) lies outside of 2ε2-neighborhood of the tangential hyperplane of
Br(xt) at x0, where r = |x0 − xt|. This violates (7.6), and thus we conclude that (7.4) holds.
To show (b), recall that due to (7.7) we have
|νx − νy|
|x− y|α ≤ Cd
1−α if |x− y| ≤ d for 0 < α < 1.
On the other hand the same quantity is bounded by 2Cεdα if |x − y| ≥ d due to (7.4). Hence choosing
d = ε we arrive at (7.5).

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Lemma 7.5 states that after a finite time Ωt gets arbitrarily close to a ball in C
1,α norm. For the
volume preserving mean curvature flow, [17] proves that when the initial domain is close to a ball in
the sense of Lemma 7.5 with sufficiently small ε, it converges to a unique round ball exponentially fast.
Their analysis can be also applied to our problem with minor modifications:
Theorem 7.6. The set Ωt(u) exponentially converges to a unique ball of radius r∞ whose center de-
pending on the initial set Ω0, as t→∞.
Proof. Parallel (center-manifold analysis) argument as in [17], posed in the same function space, applies
here since the difference between our problem and the volume preserving flow lies in the Lagrange
multiplier λ(t), which is a lower order term compared to the mean curvature term.

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Appendix A. Proof of Proposition 5.5
Proof of Proposition 5.5. 1. We will prove the case wM < ψ at t = 0, parallel proof holds for the other
case.
2. First, let us assume that Ωt(φ) touches Ωt(wM ) from inside for the first time at t = t0 at x0 ∈
Ωt0(wM ). Our goal is to make a perturbation of Ωt(wM ) using Ωt(φ), which leads to a contradiction
with the gradient flow property of wM . To this end, let φ˜ be a parallel translation of φ in the direction
of normal vector at x0, ~nx0 , so that Ωt0(φ˜) has nonempty intersection with the complement of Ωt(wM ):
φ˜(x, t) := φ (x− δ (e+ (t− t0))~nx0 , t) .(A.1)
Here, e > 0 will be chosen in next step. Then, Ut := Ωt(φ˜) \ Ωt(wM ) is nonempty at t0 and we have
(A.2)
φ˜t
|Dφ˜| (x0, t0) ≤ max
{
∇ ·
(
Dφ˜
|Dφ˜|
)
(x0, t0) + η(t0),−M
}
− δ.
3. Let us first assume that
(A.3)
φ˜t
|Dφ˜| (x0, t0) ≤ ∇ ·
(
Dφ˜
|Dφ˜|
)
(x0, t0) + η(t0)− δ.
The other case will be discussed in step 4.
For any  ∈ (0, δ8+4C ) where C is defined in (A.9), there exists sufficiently small e ∈ (0, r1−r02 ) such
that (a) e ≤ dH(Ωt(φ),Ωt(wM )) in [t0 − 4e, t0 − 2e], (b) |Ut| <  in [t0 − 4e, t0], and (c)
(A.4)
φ˜t
|Dφ˜| (x, t) ≤ ∇ ·
(
Dφ˜
|Dφ˜|
)
(x, t) + η(t)− δ
4
and
∣∣∣∣∣ φ˜t|Dφ˜| (x, t)− φ˜t|Dφ˜| (x, t0)
∣∣∣∣∣ < 2
in N × [t0 − 4e, t0] where N := {x : d(x, Us) <  for all t0 − 4e ≤ s ≤ t0}.
Note that (a) implies Ωt(φ˜) ⊂⊂ Ωt(wM ) in [t0 − 4e, t0 − 2e]. By definition of wM and Lemma C.1,
there exists sufficiently small h ∈ (0, e) such that the restricted discrete gradient flow Eh,Mt starting from
Ω0(wM ) satisfies the following relations: Ωt(φ) ⊂ Eh,Mt in [t0 − 4e, t0 − 2e] and
(A.5) |Uht | < ,
∣∣∣λ[|Eh,Mt |]− λ[|Ωt(wM )|]∣∣∣ < , and dH(Uht , Ut) <  in [t0 − 4e, t0]
where Uht := Ωt(φ˜)− Eh,Mt .
Then, there exists k ∈ N such that Ωt0−hk(φ) ⊂ Eh,Mt0−hk and Uht0−h(k−1) is nonempty. By Ωt(φ) ⊂ E
h,M
t
in [t0− 4e, t0− 2e], we have t1 := t0− h(k− 1) ≥ t0− 2e. Also, by (A.5), Uht1 ⊂ N and thus (A.4) holds
in Uht1 .
4. For simplicity let us denote sets
F0 := E
h,M
t1−h, Fh := E
h,M
t1 , U˜ := U
h
t1 and F˜h := E
h,M
t1 ∪ U˜ .(A.6)
Let us show that F˜h ∈ AM . First, as e ≤ r1−r02 , Ωt1(φ˜) ∈ Sr0 . Moreover, Eht1 ∈ Sr0 , and thus F˜h ∈ Sr0 .
On the other hand, since F˜h ⊂ Fh,
(A.7) dH(∂(F˜h ∩ F0), ∂F0) ≤ dH(∂(Fh ∩ F0), ∂F0) ≤Mh,
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Next, let us show that Ih(Fh;F0) > Ih(F˜h, F0). Let us write out the difference of the energies:
Ih(Fh;F0)− Ih(F˜h;F0) =
(
Per(Eh)− Per(E˜h)
)
+
(
−Λ[|Fh|] + Λ[|F˜h|]
)
+
1
h
(
d˜2(Fh, F0)− d˜2(F˜h, F0)
)
.
Let us estimate the first term
I1 := Per(Fh)− Per(F˜h) ≥
∫
∂Fh/∂F˜h
dσ −
∫
∂F˜h/∂Fh
dσ
Let ~n be the outward normal vector at each point of ∂Fh/∂F˜h and ∂F˜h/∂Fh. Note that, − Dφ˜|Dφ˜| (·, t1)·~n ≤ 1
on ∂Fh/∂F˜h and − Dφ˜|Dφ˜| (·, t1) · ~n = 1 on ∂F˜h/∂Fh, and thus
I1 ≥
∫
∂Fh/∂F˜h
− Dφ˜|Dφ˜| (x, t1) · ~ndσ −
∫
∂F˜h/∂Fh
− Dφ˜|Dφ˜| (x, t1) · ~ndσ =
∫
∂U˜
Dφ˜
|Dφ˜| (x, t1) · ~ndσ.
Note that outward normal of U˜ is opposite to that of ∂Fh/∂F˜h. Finally, by divergence theorem, we
conclude that
I1 ≥
∫
U˜
∇ · Dφ˜|Dφ˜| (x, t1)dx(A.8)
Next, since Λ(·) is C1,1, we have
I2 := −Λ[|Fh|] + Λ[|F˜h|] ≥ λ[|Fh|]|U˜ | − C|U˜ |2 where C := sup
|Br0 |≤z≤|BR|
|λ′(z)|(A.9)
Lastly we have
I3 := 1
h
d˜2(Fh, F0)− 1
h
d˜2(F˜h, F0) = − 1
h
∫
Uh
dsigned(x, ∂F0)dx(A.10)
where dsigned(x, ∂Ω) is the signed distance function. Since Ωt1−h(φ˜) ⊂ F0, it holds that dsigned(x, ∂F0) ≤
dsigned(x, ∂Ωt1−h(φ˜)) for all x ∈ Rn. Moreover, since (A.4) holds in U˜ , we have
I3 ≥ − 1
h
∫
U˜
dsigned(x, ∂Ωt1−h(φ˜))dx ≥ −
∫
U˜
φ˜t
|Dφ˜| (x, t1) + dx,(A.11)
Putting all terms together, we have
I4 := Ih(Fh;F0)− Ih(F˜h;F0) ≥
∫
U˜
(
∇ · Dφ˜|Dφ˜| (x, t1)−
φ˜t
|Dφ˜| (x, t1) + λ[|Fh|]
)
dx− |U˜ | − C|U˜ |2,
Applying (A.4) and (A.5), it holds that
I4 ≥
∫
U˜
(
δ
4
− λ[|Ωt1(wM )|] + λ[|Fh|]
)
dx− |U˜ | − C|U˜ |2 ≥ |U˜ |
(
δ
4
− 2− C|U˜ |
)
> 0
where the last inequality follows from the fact that  < δ8+4C and |U˜ | ≤ .
5. Lastly consider the case
φ˜t
|Dφ˜| (x0, t0) ≤ −M −
δ
2
in the equation (A.2).
By parallel argument in step 2-4, for any  > 0, we can choose e and h sufficiently small in the
definition of φ˜ in (A.1) and the restricted discrete gradient flow Eh,Mt such that for F0 and Fh as defined
in step 4, Ωt1−h(φ˜) is contained in F0, Ωt1(φ˜) ∩ Fh is nonempty, and φ˜ satisfies
(A.12)
φ˜t
|Dφ˜| (x, t) ≤ −M −
δ
2
and
∣∣∣∣∣ φ˜t|Dφ˜| (x, t)− φ˜t|Dφ˜| (x, t0)
∣∣∣∣∣ < 2
for x ∈ Ωt1(φ˜) \ Fh and t ∈ [t1 − h, t1]. Note that (A.7) holds for F˜h := Fh ∪ Ωt1(φ˜).
Let x∗ be a point in (∂F˜h) \ (∂Fh). As Ωt1−h(φ˜) is contained in F0 and Ωt(φ˜) has a negative normal
velocity, the point x∗ ∈ Ωt1(φ˜) ⊂ Ωt1−h(φ˜) ⊂ F0. Thus, x∗ is on ∂(F˜h ∩ F0), and
dH(∂(F˜h ∩ F0), ∂F0) ≥ sup
x∈∂(F˜h∩F0)
d(x, ∂F0) ≥ d(x∗, ∂F0)
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Moreover, as x∗ ∈ Ωt1−h(φ˜) ⊂ F0, and (A.12), we have
d(x∗, ∂F0) ≥ d(x∗, ∂Ωt1−h(φ˜)) > (M +
δ
2
)h− 
2
h > Mh,(A.13)
and this contradicts (A.7). 
Appendix B. Regularity
In this section, we use notation from [29] and [30]. Let ∂Ω0 be represented locally by some diffeomor-
phism, F0 : U ⊂ Rn−1 → F0(U) ⊂ ∂Ω0. Then, (1.5) can be formulated into{
∂
∂tF (x, t) = (η(t)−H(x, t)) · ~n(x, t), for x ∈ U, t ≥ 0
F (·, 0) = F0
(B.1)
The induced metric, its inverse matrix, and the second fundamental form are denoted by {gij}, {gij}
and A = {hij}. Note that gij and hij can be computed as follows:
gij =
(
∂F
∂xi
,
∂F
∂xi
)
, hij = −
(
~n,
∂2F
∂xi∂xj
)
,(B.2)
We use the following notion for the trace of the second fundamental from,
H = gijhij , |A|2 = gijgklhikhjl, and C = gijgklgmnhikhlmhnj .
The following lemma is parallel to Theorem 3.1 in [16] and Lemma 3.2 in [38].
Lemma B.1. Let u(x, t) be a solution of
(B.3)
∂u
∂t
=
√
1 + |Du|2 div( Du√
1 + |Du|2 ) + η(t)
√
1 + |Du|2
in QR = BR(0)× [0, R2]. Then for 0 < t ≤ R2, we have the interior gradient estimate
(B.4) |D2u|2(0, t) ≤ K(1 + sup
QR
|Du|6)( 1
R2
+
1
t
)
where the constant K = K(‖u‖L∞(QR), ‖η‖L∞[0,R2]).
Proof. First, by Corollary 1.2 in [30], it holds that ( ∂∂t −4)(|A|2) = −2|∇A|2 + 2|A|4 − 2ηC.
Let us denote v =
√
1 + |Du|2. As Lemma 1.1 in [16] and Lemma 3.2 in [38], the function v satisfies
the equation.
(B.5) vt = 4v − |A|2v − 2
v
|∇v|2.
Let us define φ(r) := r1−δr and g := |A|2φ(v2). Then, by the direct computation motivated from of
Lemma 3.2 in [38] and Theorem 3.1 in [16], we have
I1 :=
(
∂
∂t
−4
)
g = (−2|∇A|2 + 2|A|4 − 2ηC)φ(v2) +
(
−|A|2v − 2
v
|∇v|2
)
× 2v|A|
2
(1− δv2)2
Note that δ2φ(v2) = 11−δv2 − 1, it holds that
I1 = −2δg2 − 2|∇A|2φ(v2) + −4|A|
2|∇v|2
(1− δv2)2 − 2ηCφ(v
2),
= −2δg2 − 2|∇A|2φ(v2) +
(
−2δ|∇v|2g
(1− δv2) +
−2|A|2|∇v|2
(1− δv2)
)
+
−2|A|2|∇v|2
(1− δv2)2 − 2ηCφ(v
2).
Now, choose δ := 12 infQR v
−2. Applying Young’s inequality and ∇g = 2A∇Aφ(v2) + 2v|A|2φ′(v2)∇v,
φv−3〈∇g,∇v〉 ≤ |∇A|2φ(v2) + |A|
2|∇v|2
1− δv2 +
|A|2|∇v|2
(1− δv2)2 .
Finally, from Young’s inequality and φ(v2) ≥ v2, the last term of I1 is bounded by
| − 2ηCφ(v2)| ≤ 2K1g3/2|v| ≤ δg2 + K
2
1gv
2
δ
(B.6)
for some constant K1 := K1(‖η‖L∞[0,R2])) > 0.
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Putting all together, it holds that(
∂
∂t
−4
)
g ≤ −2δg2 + −2δ|∇v|
2
g
(1− δv2) − 2φv
−3〈∇g,∇v〉+ δg2 + K
2
1gv
2
δ
.
The rest of proof of parallel to Theorem 3.1 in [16] and Lemma 3.2 in [38]. Taking a cutoff function
as [16], ψ = ψ(r) = (R2 − r)2 where r = r(X, t) satisfies r(X, 0) ≤ R22 ,∣∣∣∣( ∂∂t −4
)
r
∣∣∣∣ ≤ K2 and |∇r|2 ≤ K2r
on X = F (x, t) for some constant K2 = K2(‖u‖L∞(QR), ‖η‖L∞[0,R2]) > 0. It holds that(
∂
∂t
−4
)
[tgψ] ≤ −δg2ψt−~b · ∇(tgψ) + c
((
1 +
1
δv2
)
r +R2
)
tg + gψ +
K21gv
2
δ
ψt
where ~b = ~b(v, ψ, φ) and c = c(K2) is a constant (See equation (21) and (23) in [16] for details.)
Let t0 be a maximizer of m(T ) := sup
0≤t≤T
sup
r(x,t)≤R2
tgψ. Then, by parallel computation in Theorem 3.1
in [16], we conclude that
δg2ψt0 ≤ c
((
1 +
1
δv2
)
r +R2
)
t0g + gψ +
K21gv
2
δ
ψt0.
Note that R
4
2 ≤ ψ ≤ R4 at t = 0, φ(v2) ≥ v2 ≥ 1, and v2 ≤ 1δ . Thus, it holds that
|A|2 ≤ 2
δR4
(
cR2
(
2 +
1
δ
)
+
R4
T
+
K21R
4
δ2
)
≤ K
(
1 +
1
δ3
)(
1
T
+
1
R2
)
(B.7)
where K = K(K1, c), so we conclude. 
Appendix C. Compactness in Sr,R
Lemma C.1. Let us consider a sequence of sets Ω1,Ω2 ∈ Sr,R for R > r > 0. Then the following holds:
dH(Ω1,Ω2) ≤ dH(∂Ω1, ∂Ω2), dH(∂Ω1, ∂Ω2) .r,R dH(Ω1,Ω2), |Ω1∆Ω2| .r,R dH(Ω1,Ω2),∣∣∣d˜(Ω1, E)− d˜(Ω2, E)∣∣∣, ∣∣∣d˜(E,Ω1)− d˜(E,Ω2)∣∣∣ .r,R dH(Ω1,Ω2) for any E ∈ Sr,R,
dH(Ω1,Ω2)
n+1
2 .r,R d˜(Ω1,Ω2), dH(Ω1,Ω2)
n+1
2 .r,R d˜(Ω2,Ω1).
Proof. We only show the last two inequalities, since the rest are from Lemma 23 and 24 in [24]. Due to
the first inequality it is enough to show that
dH(∂Ω1, ∂Ω2)
n+1
2 .r,R d˜(Ω1,Ω2) and dH(∂Ω1, ∂Ω2)
n+1
2 .r,R d˜(Ω2,Ω1).
Without loss of generality, let us assume that dH(∂Ω1, ∂Ω2) = supx∈∂Ω1 d(x, ∂Ω2). Since ∂Ω1 and ∂Ω2
are compact, there exists x1 ∈ ∂Ω1 and x2 ∈ ∂Ω2 such that supx∈∂Ω1 d(x, ∂Ω2) = d(x1, ∂Ω2) = |x1−x2|.
Since Ω2 ∈ Sr, there exists y ∈ ∂Ω2 such that x1 and y are parallel. Note that we have d(x1, ∂Ω2) ≤
|x1 − y|. We argue for the case |x1| < |y|. Since x1 ∈ ∂Ω1 and y ∈ ∂Ω2, there exists an exterior cone
EC(x1, r) and an interior cone IC(y, r) given in (3.3) and (3.4) such that EC(x1, r)∩IC(y, r) ⊂ Ω2 \Ω1.
Note that,for θ ∈ (0, pi2 ) such that sin(θ) = rR , we have
(x1 + C(x1, θ)) ∩ (y + C(−y, θ)) ⊂ EC(x1, r) ∩ IC(y, r).
Note also that there is δ = δ(r,R) such that
B2δ|x1−y| ((x1 + y)/2) ⊂ (x1 + C(x1, θ)) ∩ (y + C(−y, θ)).
Then, it holds that
d˜(Ω1,Ω2)
2 ≥
∫
Ω14Ω2
d(x, ∂Ω2)dx ≥
∫
Bδ|x1−y|((x1+y)/2)
δ|x1 − y|dx = C1δn+1|x1 − y|n+1.
for some constant C1 > 0. The same inequality holds for d˜(Ω2,Ω1)
2 and thus we can conclude. Lastly
If |x1| < |y|, parallel arguments apply, based o
(x1 + C(−x1, θ)) ∩ (y + C(y, θ)) ⊂ Ω1 \ Ω2.

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Lemma C.2. [24, Lemma 24] The metric space (Sr,R, dH) is compact:
(1) Let us consider a sequence of sets Fk ∈ Sr,R for k ∈ N. Then {Fk}k∈N has subsequence that
converges and any subsequential limit is also in Sr,R.
(2) Let I be a compact interval in R+. Let us consider a sequence of evolving sets Fk(·) : I → Sr,R
for k ∈ N. Assume that {Fk}k∈N is equicontinuous in time, that is for all  > 0, there exists
δ > 0 such that
dH(Fk(t), Fk(s)) ≤ 
for all |t− s| ≤ δ and k ∈ N. Then {Fk}k∈N has a subsequence that converges uniformly on I to
a evolving sets F∞(·) : I → Sr,R.
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