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We perform a non-perturbative analysis of the dynamics of a two-level quantum system subjected
to repeated interactions with a bosonic environment when these interactions are intense and localized
in time. We use the Weyl relations to obtain a closed expression for the resulting state of the spin
despite the non-perturbative nature of the problem. Furthermore, we study divisibility and memory
effects in the dynamics and draw conclusions about the role that the quantum-mechanical features
of the environment play on the dynamics of the two-level system.
I. INTRODUCTION
The theory of open quantum systems(OQS) studies the
dynamics of quantum systems in the presence of an en-
vironment [1]. This theory is of great interest both from
the experimental perspective, in which interactions with
the environment do affect the outcomes of a particular
experiment, and from pure theoretical purposes. Indeed,
from the theoretical point of view, the mathematical tools
used to describe open quantum systems extend to a much
wider set of physical situations. By Naimark’s dilation
theorem [2], any transformation in the state of a quan-
tum system in the form a linear, completely positive, and
trace preserving (CPTP) map can be interpreted as an
interaction with a reservoir in an enlarged system1. Fur-
thermore, the open quantum systems formalism can be
used for tackling, at least partially, the problem of mea-
surement in quantum theory, since a measurement pro-
cess can be thought as an interaction with an instrument
or probe [3].
With this generality in mind, the theory of open quan-
tum systems has been regarded as the quantum analogue
of the theory of stochastic processes [4], which studies
the dynamics of classical random variables. A central
concept in the study of classical stochastic processes is
the so-called Markovian property, which is related with
memory effects in the dynamics and plays a key role from
both technical and conceptual points of view. In a clas-
sical set-up, Markovianity and memory are explicitly re-
lated [4]. However, it is still an open problem to define
an analogue of the Markovian property—and its relation
with memory effects in the dynamics—in the quantum
case.
Markovian processes are often referred to as “memo-
ryless”: the system’s dynamics depends only on the im-
mediate past of the system and not on its whole past his-
tory. However, memory effects can play a significant role
in many physical proceses, thus justifying the study of
non-Markovian dynamics. Indeed, memory effects have
1 The maps that generate dynamics for quantum systems through
linear CPTP maps are commonly known in the literature of open
quantum systems as universal dynamical maps (UDM) [1]
been suggested to be useful in quantum information pro-
cessing [5], quantum optics [6], and quantum thermody-
namics [7]. In this paper we will follow the definition of
Markovianity suggested in [8], which we briefly summa-
rize in section VIII.
We will analyze non-Markovian effects in a particular
scenario. Namely, the interaction of a two-level quantum
system locally coupled to a bosonic environment. We
analyze the behavior of the two-level system when it in-
teracts repeatedly with its environment through fast and
intense couplings. We model this situation with an inter-
action Hamiltonian representing a spin-boson coupling
which is repeatedly switched on and off, i.e. modulated
with a train of Dirac delta functions. This will allow us
to obtain analytic, non-perturbative results.
In this work we will avoid to resort to approximations
that are common in many standard analyses in quantum
optics and atomic physics. Examples of such approxima-
tions are the rotating wave approximation and the single
(or few) mode approximation [9]. It has been shown that
these approximations fail in many scenarios [10–14], and
they are incompatible with our approach from a tech-
nical point of view, as it will be clear throughout the
paper. Our coupling model is inspired by the Unruh-
DeWitt model (UDW) [15], which can be shown to cap-
ture the main features of light-matter interaction when
exchange of angular momentum is irrelevant [16], or the
phenomenology of superconducting circuits coupled to
transmission lines [17]. Moreover, the UDW model is
been shown appropriate to describe light-matter interac-
tions in scenarios where relativistic effects are relevant
[18], therefore the results presented here are relevant to
the study the role of memory effects in relativistic set-
ups.
Within the UDW model literature, Dirac delta switch-
ing functions have been extensively used in the recent
years to extract non-perturbative results [19–21]. In this
paper we present an elementary proof of results involv-
ing them. Remarkably, we will show that this scenario is
equivalent to a collision model [22–28] in which correla-
tions in the environment are considered, both of classical
and quantum origin. These collision models with corre-
lations have been already used to study non-Markovian
dynamics, e.g. for qubits interacting with a fermionic
2environment, see [27].
Collision models are usually intended to simulate con-
tinuum dynamics in some limit, for instance, when the
number of collisions per unit of time is large. For most of
this paper, however, we will consider insightful enough to
focus in the case of two interactions. It has been argued
[28] that some of the main features of the dynamics can
be captured in this way, and this perhaps oversimplified
analysis will allow us to display our analytical results in
full generality. We will further consider cases in which the
interactions with the environment are synchronized with
the internal dynamics of the two-level system, showing
that these generate pure-dephasing dynamics [29].
We present and motivate the physical system of inter-
est in section II, and derive the dynamics of the two-
level system induced by its interaction with the bosonic
reservoir in the form of a CPTP map. In section III we
describe the bosonic environment together with its alge-
braic properties. More concretely, we introduce a central
algebraic property of bosonic systems, the Weyl relations,
and describe properties of the main class of bosonic states
considered in the work, Gaussian states.
Section IV is devoted to study the case of a single inter-
action, whose analysis and interpretation will be essential
in the following sections. In section V we derive the gen-
eral form of the CPTP map with an arbitrary number
of interactions, which we solve exactly in section VI for
the case of two interactions and in section VII for an
arbitrary number of synchronized interactions.
The main section of this paper is section VIII, in which
we study memory effects in the cases previously pre-
sented. We supplement this section with a short intro-
duction to memory effects in quantum mechanics to con-
textualize our work and to assist the unfamiliar reader.
Finally, we conclude, summarize, and discuss future
work in section IX.
II. FROM SPIN-ENVIRONMENT
INTERACTIONS TO COMPLETE POSITIVE
MAPS
We consider a two-level quantum system subject to
repeated interactions with an environment. Namely, the
interaction of the system and the environment will be
switched on and off for a finite number of times. Consider
that the evolution of the system and the environment is
described by the rather general Hamiltonian
Hˆ = Hˆs + HˆE + Hˆse, (1)
where HˆE denotes the free evolution of the environment,
which we leave arbitrary. Hˆs = Ωh · σˆ is the free Hamil-
tonian of the two-level system. The spin-environment
interaction Hamiltonian is given by
Hˆse = χ(t)α · σˆ ⊗ Oˆ. (2)
Here h·σˆ and α·σˆ are Pauli observables in the directions
h and α respectively. Oˆ is an observable of the environ-
ment, that is, a self-adjoint operator that also commutes
with all observables of the spin.
Finally χ(t) is a switching function that regulates the
rate and intensity of the interactions between the two-
level system and the environment. Note that outside the
support of χ the two subsystems evolve independently.
If the system starts at t = 0 in a state described by
the density matrix ρˆ0, then the state of the system at a
later time t is given by the unitary evolution
ρˆ(t) = Uˆ(t)ρˆ0Uˆ †(t), (3)
where the unitary operator Uˆ is given by
Uˆ(t) =T e−i
∫
t
0
dtHˆ(t)
=
∞∑
n=0
(−i)n
n!
∫ t
0
...
∫ t1
0
dnt Hˆ(tn)...Hˆ(t0). (4)
It is useful to define the evolution in the interaction pic-
ture:
ρˆI(t) = UˆI(t)ρˆ
0Uˆ
†
I (t), (5)
where this time the unitary evolution is given by
UˆI(t) = T e−i
∫
t
0
dtχ(t)HˆI (t), (6)
that is defined analogously to (4), and where HˆI(t) is the
interaction Hamiltonian in the interaction picture. For
the Hamiltonian (2), this acquires the form
HˆI(t) = Uˆ
†
free(t)Hˆse(t)Uˆfree(t) = r(t) · σˆ ⊗ Oˆ(t) (7)
where
Oˆ(t) =
(
T e−i
∫
t
0
dtHˆe(t)
)†
Oˆ T e−i
∫
t
0
dtHˆe(t) (8)
and
r(t) = (h ·α)h+
cos(Ωt) (α− (h · α)h)− sin(Ωt)(h ×α). (9)
Finally, the Schrodinger picture is recovered by just ap-
plying the free evolution to the state in the interaction
picture, that is
ρˆ(t) = Uˆfree(t)ρˆI Uˆ
†
free(t). (10)
We recall that the duration and the intensity of the in-
teraction are regulated by the “switching function” χ(t).
We assume that the function has compact support and
we also assume that the interaction starts at some time
t ≥ 0. In other words, we say that there exists a tc such
3that
supp{χ(t)} ⊂ [0, tc]. (11)
Therefore, for all t > tc, the integrals in (6) can be
extented from their domain to the whole real line without
changing their value. Then it can be shown that the
evolution in the interaction picture takes the form
UˆI(t > tc) = T e−i
∫
dtHˆI(t)
=
∞∑
n=0
(−i)n
n!
∫
Rn
dnt T
[
HˆI(t1)...HˆI(tn)
]
, (12)
where T [·] denotes the time-ordered product [30] and
dnt = dt1 . . . dtn. Henceforth, we will always assume that
the time t at which we evaluate the state is larger than
the time the interaction ends: t > tc.
Now we assume that we only have access to informa-
tion from the two-level system. To compute the partial
state, ρˆq(t), we trace over the environment degrees of
freedom:
ρˆq(t) = trE [ρˆ(t)] = e
−iΩh·σˆttrE [ρˆI(t)] e
iΩh·σˆt
= e−iΩh·σˆttrE
[
UˆI ρˆ
0Uˆ
†
I
]
eiΩh·σˆt. (13)
Finally, we assume that at t = 0 the spin and the
environment are completely uncorrelated, i.e., the initial
state has the form of the tensor product
ρˆ0 = ρˆ0q ⊗ ρˆe. (14)
This last assumption allows one to write the evolution
in the interaction picture in terms of a completely posi-
tive trace-preserving (CPTP) map, given by the quantum
channel
ρˆq(t) = e
−iΩh·σˆtE [ρˆ0q]eiΩh·σˆt. (15)
where
E [ρˆ0q] = trE
[
UˆI ρˆ
0
q ⊗ ρˆeUˆ †I
]
. (16)
Note that, since we are considering times after the inter-
action is finished t > tc, the channel E does not explicitly
depend on t.
In the following we will consider a special case of
switching function χ(t) describing successions of very fast
interactions of short duration being repeatedly switched
on and off throughout the interval [0, tc]. Concretely, we
focus on the limit when the interaction times of each
instance of switching is much shorter than any other
timescale in the system. Namely, we consider a scenario
in which the interaction is different from zero only in a
discrete set of points t1...tn. In order to describe this
situation the switching function has to be different from
zero only in this discrete set of points. In addition, its
value at these points has to be defined carefully in order
to generate evolution. As the duration of the interaction
is taken to zero, the strength of the interaction increases.
In other words, we consider the switching function to
come from a limit of nascent deltas. Therefore, it seems
sensible to consider a switching function of the form
χ(t) =
N∑
k=0
δ (t− tk) tN >... > t0. (17)
As shown in appendix B, for such a switching function,
the unitary evolution of the joint system factorizes, i.e.,
it can be written as the time-ordered product
UˆI = e
−iHˆI(tN )...e−iHˆI(t0). (18)
where tN > ... > t0.
Although this assumption of delta-coupling interac-
tions could seem at first perhaps naive, we will show in
the section V that it actually accounts for a number of
widely accepted models in open quantum systems, com-
monly know as collision models [22–27, 31–33].
III. ANALYSIS OF THE ENVIRONMENT:
WEYL RELATIONS
For this paper, we consider that the operator Oˆ is a
fundamental observable of a representation of the canon-
ical commutation relations (CCR) [34]. For example, the
Hamiltonian (2) could correspond to a linear coupling of
a spin to a quadrature of the oscillator (e.g., Oˆ = Xˆ, Xˆ
being the position operator of a harmonic oscillator), it
could represent a linear coupling in the context of general
spin-boson models, for example between a two level sys-
tem and a set of modes of an optical field, as in the exact
Rabi or Glauber models in quantum optics (without ro-
tating wave approximation [9]), or it could represent the
common models of coupling particle detectors to quan-
tum fields in the context of QFT in curved spacetimes,
where then Oˆ can be either the field amplitude or its
canonical conjugate momentum (or any combination of
the two) [18].
For CCR representations we can build a Hilbert space
H1, commonly known as the “one particle” Hilbert space.
This Hilbert space can be understood as the space of
classical solutions of some linear differential equations,
and the fundamental observables {Oˆi} are then operators
that generate the one-particle Hilbert space by acting
over a cyclic vector usually called vacuum state [35].
The full Hilbert space is then constructed by linear
combinations of symmetrized tensor products of the one-
particle Hilbert space, thereby building a so-called Fock
representations of the CCR. It can be shown that for
these fundamental observables it holds that
[Oˆi, Oˆj ] = Cij1He , (19)
where He is given in this case by the Fock space, and
4Cij is a constant. If the Hamiltonian is quadratic, then
it implements a canonical transformation, i.e., evolution
takes fundamental observables into fundamental observ-
ables. Then, given a fundamental observable Oˆ, its uni-
tary evolution defines a one-parameter family, of funda-
mental observables Oˆ that fulfills
[Oˆ(t), Oˆ(t′)] ∝ C(t, t′)1He , (20)
where C is a scalar, antisymmetric function of t, t′.
This means that the expectation value of (19) is hence-
forth state independent. Also, note that since Oˆ(t) is a
self-adjoint operator then C(t, t′) is pure imaginary. In-
deed,
C(t, t′)∗1He = [Oˆ(t), Oˆ(t′)]† = [Oˆ†(t′), Oˆ†(t)]
= [Oˆ(t′), Oˆ(t)] = −[Oˆ(t), Oˆ(t′)] = −C(t, t′)1He . (21)
The commutation relations (19) can be represented in
terms of the exponentials of the fundamental observables,
that is
e−iOˆie−iOˆj = e−Cije−iOˆje−iOˆi , (22)
that has as a consequence
e−iOˆie−iOˆj = e−
1
2Cije−iOˆi−iOˆj . (23)
This exponential version of the commutation relations
is also known as Weyl relations [34, 35]. Technically,
both representations are not equivalent in general. The
Weyl relations (23) always imply commutation relations
of the form (19) as a consequence of Stone’s theorem
[36]. The converse, however, is not true. This has to do
with the unbounded character of any algebra of operators
satisfying the relations (19), and the domain in which
these relations hold.
Handling commutation relations of unbounded opera-
tors is mathematically subtle [34]. There are well-known
examples where the exponentials of two self-adjoint op-
erators do not commute even when the operators that
generate them do in their common domain. This is il-
lustrated by e.g., Nelson’s example [34]. For this reason,
from a fundamental level, it makes more sense to define
the operators in a CCR through the exponential version
of the commutation relationships (23) rather than (19).
The imaginary exponential of unbounded self-adjoint op-
erators become unitary, hence bounded operators, re-
moving the subtleties we mentioned above. For this work
we will take equation (23) as fundamental. This is the
approach taken, for example, in some formulations of al-
gebraic quantum field theory and other areas of mathe-
matical physics [37].
In addition, in this work we will eventually consider
that the environment’s state ρˆe is quasi-free, also known
as Gaussian state [35, 37, 38]. A Gaussian state is defined
for CCR representations in such a way that, for any Oˆ
belonging to the CCR representation, we have
〈
e−iOˆ
〉
= e
−i〈Oˆ〉− 12
(
〈Oˆ2〉−〈Oˆ〉
2
)
= e−i〈Oˆ〉e−
1
2
〈
(Oˆ−〈Oˆ〉)
2
〉
,
(24)
where 〈Oˆ〉ρˆ = tr[Oˆρˆ]. A particularly simple kind of Gaus-
sian states are those 〈Oˆ〉 = 0, called even Gaussian states,
for which 〈
e−iOˆ
〉
= e−
1
2 〈Oˆ
2〉. (25)
Not-even Gaussian states describe the so-called coherent
states of the theory. Notice, however, that in quantum
optics the term coherent is reserved for pure non-even
Gaussian states.
Thermal states of the environment are always even
Gaussian states [35, 37]. For this reason, in this work
we will mainly focus on even Gaussian states. Notice in
any case that given a state of the environment ρˆe we can
always define a translated operator Oˆ′i = Oˆi − 〈Oˆi〉 1 for
which the Gaussian state is even. The result of this shift
of the operator Oˆ in the spin-boson interaction discussed
previously can be seen, roughly speaking, as a decoupling
of the interaction of the spin with the mean value of Oˆ
(the observable in the environment), but is still coupled
to its fluctuations.
For the rest of this article it will be useful to consider
the following results. First, is is easy to check that given
the product of a sequence of N elements of the exponen-
tial algebra, it fulfills
e−iOˆN ...e−iOˆ1 = e−i
∑N
i=1 Oˆie−
1
2
∑N
i=1
∑i−1
j=1 Cij , (26)
which comes from applying (23) recursively from left to
right. Further, its expectation value in a general Gaus-
sian state ρˆe is
〈e−iOˆN ...e−iOˆ0〉ρˆe
= 〈e−i
∑N
i=1 Oˆi〉ρˆe e−
1
2
∑
N
i=0
∑i−1
j=1 Cij
= e−i
∑
N
i=1〈Oˆi〉ρˆe e
− 12
∑N
i=1〈(Oˆi−〈Oˆi〉ρˆe1 )
2〉
ρˆe
× e−
1
2
∑N
i=1
∑i−1
j=1〈{Oˆi−〈Oˆi〉ρˆe1 ,Oˆj−〈Oˆi〉ρˆe1 }〉ρˆe
× e− 12
∑N
i=1
∑i−1
j=1 Cij
= e−i
∑
N
i=1〈Oˆi〉ρˆe e
− 12
∑N
i=1〈(Oˆi−〈Oˆi〉ρˆe1 )
2〉
ρˆe
× e−
∑N
i=1
∑i−1
j=1〈(Oˆi−〈Oˆi〉ρˆe )(Oˆj−〈Oˆj〉ρˆe1 )〉ρˆe , (27)
where the anti-commutator is {Oˆi, Oˆj} = OˆiOˆj + OˆjOˆi.
Note that for even Gaussian states the expression takes
a particularly simple form:
〈e−iOˆN ...e−iOˆ0〉ρˆe
= e−
1
2 〈(
∑N
i=1 Oˆi)
2〉
ρˆe e−
1
2
∑N
i=1
∑i−1
j=1 Cij
= e−
1
2
∑N
i=1〈Oˆ
2
i 〉ρˆe e−
∑
N
i=1
∑i−1
j=1〈OˆiOˆj〉ρˆe , (28)
5Finally, note that, the real and imaginary parts
〈OˆiOˆj〉ρˆe are related to the commutator and the anti-
commutator
Re 〈OˆiOˆj〉ρˆe =
〈{Oˆi, Oˆj}〉ρˆe
2
, Im 〈OˆiOˆj〉ρˆe =
−iCij
2
.
(29)
IV. SINGLE INTERACTION
In this section we analyze the interaction of the spin
with an environment when the interaction takes place in
a single instant. In the case of a single interaction at t0,
the unitary evolution of the system plus environment is
Uˆt0 = e
−ir(t0)·σˆ⊗Oˆ(t0), (30)
which follows from a straightforward particularization of
equation (18) with one interaction and with the Hamil-
tonian given by (2).
The operator (30) admits a partial spectral decomposi-
tion in the eigenprojectors of the Pauli operator r(t0) · σˆ,
i.e.,
Uˆt0 = Pˆ
+(t0)⊗ e−iOˆ(t0) + Pˆ−(t0)⊗ eiOˆ(t0), (31)
where
Pˆ+,− =
1 ± r(t0)·σˆ
2
. (32)
are the orthogonal projectors associated with the eigen-
values ±1 of the Pauli observable.
After applying the unitary operator (30) to the spin
plus environment, the resulting channel (16) over the re-
duced state is then
Et0 [ρˆ0q] = Pˆ−(t0)ρˆ0qPˆ−(t0) + Pˆ+(t0)ρˆ0qPˆ+(t0)
+ γ+−Pˆ
+(t0)ρˆ
0
qPˆ
−(t0) + γ−+Pˆ
−(t0)ρˆ
0
qPˆ
+(t0),
(33)
where the factors γ+− are given by
γ+− = γ
∗
−+ = 〈e−2iOˆ(t0)〉ρˆe , (34)
For future convenience, the channel (33) can be written
equivalently as
Et0 [ρˆ0q] =
1
2
(Id + U(t0))[ρˆ0q]
+
Re 〈e−2iOˆ(t0)〉ρˆe
2
(Id− U(t0))[ρˆ0q]
+
iIm 〈e−2iOˆ(t0)〉ρˆe
2
[r(t)·σˆ, ρˆ] . (35)
where we Id denotes the identity channel and
U(t)[ρˆ] = r(t)·σˆρˆ r(t)·σˆ (36)
is a unitary channel.
Therefore, the result of the interaction is a phase
damping in the eigenbasis of r(t) · σˆ plus a rotation of
axis r. Indeed, since 0 < |γ+−| < 1, we can parametrize
the factor as γ+− = e
−αeiφ, with α > 0. Then if the
input state is written in the eigenbasis of r(t)·σˆ as
ρˆ =
(
ρ++ ρ+−
ρ−+ ρ−−
)
, (37)
the channel gives an output
ρˆ =
(
ρ++ e
−αeiφρ+−
e−αe−iφρ−+ ρ−−
)
=
e
i
2φr(t)·σˆ
(
ρ++ e
−αρ+−
e−αρ−+ ρ−−
)
e
−i
2 φr(t)·σˆ. (38)
Note that the phase of γ+− only implements a unitary
transformation.
It is particularly interesting to consider the action of
this channel when the environment is in a general Gaus-
sian state, for which the factor γ+− takes the form
γ+− = e
−2i〈Oˆ(t0)〉ρˆe e
−2〈(Oˆ(t0)−〈Oˆ(t0)〉ρˆe1 )
2
〉
ρˆe , (39)
we see that, on one hand, the first moment of Oˆ(t0) only
implements a unitary transformation and does not play
a relevant role in the damping of the phase, and thus in
the entanglement induced by the interaction between the
spin and the environment, as it was already observed, for
example, in [39]. On the other hand, the fluctuations of
the environment encoded in
〈
(Oˆ(t0)− 〈Oˆ(t0)〉ρˆe)2
〉
ρˆe
are
the true responsible for the phase damping.
Since in this simple case the interaction takes place
in a single instant, the evolution of the environment af-
ter the interaction is irrelevant for the spin’s dynamics.
With just one interaction of such kind, even when entan-
glement is generated between the spin and the environ-
ment, the effective dynamics of the spin can be thought
as coming from an external random force, rather than
from a dynamical process in which the environment back-
reacts. Note that, interestingly enough, this feature re-
mains true regardless of the quantum nature of the en-
vironment. Note further that since with one interaction
the relevant influence of the environment on the spin is
through 〈e−2iOˆ(t0)〉ρˆe , it is impossible to distinguish the
non-commutative character of the environment observ-
ables, since 〈e−2iOˆ(t0)〉ρˆe can be interpreted as the char-
acteristic function of some random variable, and thereby
the quantum character of the environment stands irrele-
vant in regards to the effective action on the spin.
We proceed now to further analyze the dynamics of the
channel on the spin after a strong-point, delta-like inter-
6action in time with the environment. For simplicity, we
constrain ourselves to even Gaussian states of the envi-
ronment. Since, for this case, γ+− is real, the effect of the
interaction is just a phase damping in the eigenbasis of
r(t) · σˆ. Of course, depending on the relative orientation
of r(t0) with respect to h, the channel can be interpreted
as a bit flip, a phase flip or a bit-phase flip [29].
For our purposes it will be useful to write the channel
(33) as a function from R3 → R3, i.e., as a function of
the Bloch vector of the initial state ρˆ0q. If we write the
state ρˆ0q in terms of its Bloch vector u, that is,
ρˆ0q =
1 + u · σˆ
2
(40)
(where ui = tr[ρˆ
0
qσˆi]),
Et0 [ρˆ0q] =
1 + Et0(u) · σˆ
2
, (41)
where
E t0(u) = γ+−u+ (1− γ+−)(u · r(t0))r0. (42)
Note that the channel is unital, and thus it cannot de-
crease the entropy of the system [40]. It is known that
for finite dimensional systems a necessary and sufficient
condition for a completely positive trace preserving chan-
nel E to be able to decrease the entropy of a state is to
be non-unital, that is
E [I] 6= I. (43)
It is trivial to check that it is sufficient, as a non-unital
channel always changes the maximally mixed state thus
decreasing the entropy of the system, for the maximally
mixed state maximizes the entropy. The necessity is not
but a consequence of the monotony of the relative entropy
under CPTP channels [40] (See e.g., Appendix C for a
quick proof).
We can evaluate the purity after the strong-point in-
teraction with the environment, that is
P(ρˆq) = tr[ρˆ2q]. (44)
This already tells us about the entropy of the spin, since
for two dimensional systems, the Von Neumann entropy
is just the following monotonically decreasing function of
the purity:
S(ρˆq) =
− 1 +
√
2P(ρˆq)− 1
2
log
(
1 +
√
2P(ρˆq)− 1
2
)
− 1−
√
2P(ρˆq)− 1
2
log
(
1−
√
2P(ρˆq)− 1
2
)
. (45)
Note that the purity and the entropy are spectral prop-
erties of ρˆq, i.e. they only depend on the spectrum of
ρˆq and remain the same independently of any unitary
transformation of the state of the system.
If we write the state ρˆ0q in terms of its Bloch vector u
as in equation (40), then the initial purity of the spin is
just
P(u) = 1 + |u|
2
2
, (46)
where |·| denotes the 3-dimensional Euclidian norm. The
purity after the interaction becomes
P (E(u)) = 1 + |u|
2 + (1− e−4〈Oˆ2(t0)〉ρˆe )|u × r(t0)|2
2
(47)
In the limit 〈Oˆ2(t0)〉ρˆe →∞, the purity reaches a min-
imum value. Trivially from (45), we can write the von-
Neumann entropy after the interaction with the environ-
ment simply by substituting (47). In the case where the
initial state of the spin-environment system is a prod-
uct of pure states, this von-Neumann entropy after the
interaction gives a measure of entanglement between the
spin and the environment generated by the delta-coupling
(namely, the entanglement entropy [29]), which takes the
form
SEnt = S(Et0 [|ϕ〉〈ϕ|0q])
= −1 +
√
1 + (1− e−4〈Oˆ2(t0)〉ρˆe )|u× r(t0)|2
2
log

1 +
√
1 + (1− e−4〈Oˆ2(t0)〉ρˆe )|u× r(t0)|2
2


− 1−
√
1 + (1 − e−4〈Oˆ2(t0)〉ρˆe )|u× r(t0)|2
2
log

1−
√
1 + (1 − e−4〈Oˆ2(t0)〉ρˆe )|u× r(t0)|2
2

 , (48)
where ρˆ0q = |ϕ〉〈ϕ|0q is the initial state of the spin. In summary, the increase of entropy is maximum when the
7spin state’s Bloch vector is perpendicular to r(t) in the
Hamiltonian (2) at t0. Note, further, that the cross prod-
uct of the initial state’s Bloch vector with r(t0) admits
an expression in terms of the commutator of the state,
that is
|u× r(t0)| = ‖[ρˆq, r(t0) · σˆ]‖1
4
. (49)
Here ‖·‖1 denotes the trace norm of the argument, i.e.
‖Aˆ‖1 = tr|Aˆ|.
We conclude this section with a brief summary of our
results for the single-delta interaction in our spin-boson
model: We have fully characterized the partial state of
the spin after the delta-interaction and we also have an-
alyzed the specific role played by first two moments of
the environment’s observable Oˆ to the spin’s dynamics.
Moreover, we have characterized the entropy of the spin
after the interaction with the field. Furthermore, under
the assumption of initially pure states on the environ-
ment and the spin, we have analyzed the entanglement
generated by interaction between the environment and
the spin. Remarkably, we have shown that an interaction
that is instantaneous in time can indeed generate entan-
glement. This entanglement is monotonically increasing
with the strength of the fluctuations of the environment
at the interaction time t0, encoded in the second moment
〈Oˆ2(t0)〉ρˆe . Moreover, this entanglement is also increas-
ing with the degree of non-commutation of the spin’s ini-
tial state with the interaction Hamiltonian, encoded in
‖[r(t0) · σˆ, ρˆq]‖1.
V. FROM SINGULAR INTERACTIONS TO A
COLLISION MODEL
In this section we analyze the partial state of the spin
after an arbitrary number of delta-like interactions.
Let us first make some preliminary comments. The
situation where a bosonic environment interacts with a
quantum system repeatedly has been considered to model
simple open dynamics [32]. If one were to think as an en-
vironment (say air) interacting with a quantum system
(say a qubit), it is not uncommon to hear descriptions
of thermalization that involve the following argument: A
molecule of air hits the system (interacts for a short time)
then leaves and gets lost in the environment. Then a
new, fresh, molecule of air hits the system again, and the
process repeats indefinitely. If we were to take such a pic-
ture seriously, questions would arise about the relevance
of the correlations of the environment on the emergent
open dynamics: the two different molecules are randomly
chosen from air and therefore the two strong-point inter-
actions would not be correlated at all. In other words:
an argument could perhaps be made that since the qubit
does not interact with the field for long times, the corre-
lations in the environment do not affect the qubit’s final
state. This would mean that the result of two interac-
tions would be analogous to apply the channel (33) twice
at two different times. These are the situations are com-
monly considered in collision models, more concretely in
set-ups of ancillary bombardment [31]. In these models,
the dynamics is modeled as a sequence of interactions
with auxiliary ancillas that are removed after each inter-
action. In this section we will analyze the role of time-
correlations in the environment and how they affect the
spin’s response. We will see the exact approximations in
which ancillary bombardment will emerge from the gen-
eral model we describe, and when such approximations
are not good and the correlations in the environment do
affect the emergent spin dynamics.
We will proceed to some extent in a similar way to
section IV. We can particularize the quantum channel
(16) to a set of N repeated delta-like interactions as
E [ρˆ0q] = trE
[
Uˆt0...tN ρˆ
0
q ⊗ ρˆe Uˆ †t0...tN
]
, (50)
where
Uˆt0...tN = e
−ir(tN)·σˆ⊗Oˆ(tN )...e−ir(t0)·σˆ⊗Oˆ(t0) (51)
with 0 < t0... < tN < tc. Note that the dynamics imple-
mented by this channel has similarities with some colli-
sion models, e.g. [27]. In [27], the environment was mod-
elled with a chain of correlated qubits instead of bosonic
degrees of freedom. However, some of their conclusions
are expected to hold also in the spin-boson case studied
in this paper. More concretely, we expect the interaction
with the train of delta-interactions to implement non-
Markovian dynamics.
Following the same scheme as in section IV, we expand
each factor in (51) in a partial spectral decomposition in
the eigenprojectors of the Pauli operators r(ti) · σˆ.
Uˆt0...tN =
N∏
i=0
(
Pˆ+(ti)⊗ e−iOˆ(ti) + Pˆ−(ti)⊗ eiOˆ(ti)
)
,
(52)
where, again,
Pˆ±(ti) =
1 ± r(ti) · σˆ
2
. (53)
Rearranging terms in Eq. (52) we can write it as a sum:
UˆtN ...t0
=
∑
{si}=±1
Pˆ sN (tN )...Pˆ
s0(t0)⊗ e−isN Oˆ(tN )...e−is0Oˆ(t0).
(54)
Using (54), it can be shown that the channel (50) acquires
the form
EtN ...t0 [ρˆ0q] (55)
=
∑
{si,s′i}=±1
γ
{si,s
′
i
}
Pˆ sN (tN ) . . . Pˆ
s0(t0)ρˆ
0
qPˆ
s′0(t0) . . . Pˆ
s′N (tN )
8where
γ
{si,s
′
i
}
= 〈eis′0Oˆ(t0) . . . eis′N Oˆ(tN )e−isN Oˆ(tN ) . . . e−is0Oˆ(t0)〉 .
(56)
By applying the Weyl relations (23) recursively, it follows
that the coefficients γ
{si,s
′
i
}
fulfill
γ
{si,s
′
i
}
= 〈ei
∑
N
i=0(s
′
i−si)Oˆ(ti)〉ρˆe
× e 12
∑
N
i=1
∑i−1
j=1(s
′
i−si)(s
′
j+sj)C(ti,tj). (57)
Expression (57) can be computed for a Gaussian state
in terms of the two-point correlator evaluated in pairs of
times t0...tN . Recalling that C(ti, tj) = 〈[Oˆ(ti), Oˆ(tj)]〉
and considering equation (27), we can then write
γ
{si,s
′
i
}
= 〈eis′0Oˆ(t0)...eis′N Oˆ(tN )e−isN Oˆ(tN )...e−is0Oˆ(t0)〉ρˆe = ei
∑
N
i=0(s
′
i−si)〈Oˆ(ti)〉ρˆe e
− 12
∑N
i=0(s
′
i−si)
2〈(Oˆ(ti)−〈Oˆ(ti)〉ρˆe1 )
2〉
ρˆe
× e−
∑N
i=0(si−s
′
i)
∑i−1
j=0 sj〈(Oˆ(ti)−〈Oˆ(ti)〉ρˆe1 )(Oˆ(tj)−〈Oˆ(tj)〉ρˆe1 )〉ρˆe
−s′j〈(Oˆ(tj)−〈Oˆ(tj)〉ρˆe1 )(Oˆ(ti)−〈Oˆ(ti)〉ρˆe1 )〉ρˆe , (58)
or, if we consider the special case of even Gaussian states
γ
{si,s
′
i
}
= e−
1
2
∑
N
i=0(s
′
i−si)
2〈Oˆ2(ti)〉ρˆe
× e−
∑N
i=0(si−s
′
i)
∑i−1
j=0 sj〈Oˆ(ti)Oˆ(tj)〉ρˆe−s
′
j〈(Oˆ(tj)Oˆ(ti)〉ρˆe .
(59)
Note that if
〈(Oˆ(ti)− 〈Oˆ(ti)〉ρˆe 1 )(Oˆ(tj)− 〈Oˆ(tj)〉ρˆe 1 )〉ρˆe = 0 (60)
for ti 6= tj (i.e. when the spin is coupled to observables
that are not correlated at the different times under con-
sideration) the channel may be written as
EtN ...t0 [ρˆ0q] = EtN ◦ ... ◦ Et0 [ρˆ0q], (61)
where ◦ denotes composition of channels.
This is an important point: we see that the general
delta-like interaction (50) becomes ancillary bombard-
ment (Eq.(61)) precisely when time-correlations in the
environment vanish and thus the bombarding ancillas
have no information of what the spin did to previous
ancillas. This suggests that short-burst interactions of a
system with its environment can indeed model the usual
‘thermal reservoir’ picture where the interaction with the
system does not appreciably modify the environment as
long as the time correlations of the environment decay
sufficiently fast in time. Of course this point has been
studied extensively in the literature of open quantum sys-
tems [1].
As an interesting note, we notice that the existence of
a self-correlation time scale can help us determine the
fixed point of the evolution of the spin in relaxation pro-
cesses. Namely, consider that a process consisting of N
interactions of the system with its environment, and then
the environment is left to relax to its initial state. This
process (the sequence of interactions plus relaxation) can
be repeated M times, then the channel over the spin be-
comes
E [ρˆ0q] = EMtN ...t0[ρˆ0q] (62)
where EMtN ...t0 stands for applying the channel EtN ...t0 M
times.
Since the channel implements an affine transformation
over on the Bloch space, it can be written as
E tN ...t0(u) = AtN ...t0u+ btN ...t0 , (63)
after M interactions, the transformation over the Bloch
space becomes
E
M
tN ...t0
(u) = AMtN ...t0u
+ (1 −AtN ...t0)−1(1 −AM−1tN ...t0)btN ...t0 . (64)
Since E tN ...t0 is a completely positive channel, the trans-
formation always remains in the Bloch sphere. Namely,
since EtN ...t0 is a contractive map, it always has a fixed
point, say uf , that may be reached by taking the limit
M →∞. Indeed, this fixed point is
uf = (1 −AtN ...t0)−1btN ...t0. (65)
VI. DOUBLE INTERACTION
In this section we analyze in full detail the proper-
ties of the channel induced by a double delta interaction.
The case of two fast interactions is interesting in its own
right, since it illustrates the role of the time-correlations
between interactions with insightful analytic results.
Let us consider even Gaussian states for simplicity.
Particularizing equation (55) for two interactions at two
times t0, t1 such that 0 < t0 < t1 < tc, and for an envi-
ronment’s state that fulfills (58), the expression for the
density matrix after two interactions is
9Et1,t0 [ρˆ0q] =
∑
s1,s
′
1,s0,s
′
0=1,−1
γs1,s′1,s0,s′0Pˆ
s1(t1)Pˆ
s0(t0)ρˆ
0
qPˆ
s′0(t0)Pˆ
s′1(t1)
=
∑
s1,s
′
1,s0,s
′
0=1,−1
e−
(s1−s
′
1)
2
2 〈Oˆ
2(t1)〉ρˆe e−
(s0−s
′
0)
2
2 〈Oˆ
2(t0)〉ρˆe
× e−(s1−s′1)(s0〈Oˆ(t1)Oˆ(t0)〉ρˆe−s′0〈Oˆ(t0)Oˆ(t1)〉ρˆe)
× Pˆ s1(t1)Pˆ s0(t0)ρˆ0qPˆ s
′
0(t0)Pˆ
s′1(t1). (66)
After performing the sums and substituting (59), ex-
pression (66) takes the form
Et1,t0 [ρˆ0q] =
1
4
[
(Id + U(t1)) ◦ (Id + U(t0))[ρˆ0q]
)
+
e−2〈Oˆ
2(t0)〉ρˆe
4
(
(Id + U(t1)) ◦ (Id− U(t0))[ρˆ0q]
)
+
e−2〈Oˆ
2(t1)〉ρˆe cos
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
(
(Id− U(t1)) ◦ (Id + U(t0))[ρˆ0q]
)
+
e−2〈Oˆ
2(t1)〉ρˆe e−2〈Oˆ
2(t0)〉ρˆe cosh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
(
(Id− U(t1)) ◦ (Id− U(t0))[ρˆ0q]
)
+
−ie−2〈Oˆ2(t1)〉ρˆe sin
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
[
r(t1)·σˆ,
{
r(t0)·σˆ, ρˆ0q
}]
−
e−2〈Oˆ
2(t1)〉ρˆe e−2〈Oˆ
2(t0)〉ρˆe sinh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
[
r(t1)·σˆ,
[
r(t0)·σˆ, ρˆ0q
]]
, (67)
where ◦, again, denotes the composition of channels. We
have used that
〈Oˆ(t1)Oˆ(t0)〉ρˆe = 〈Oˆ(t0)Oˆ(t1)〉
∗
ρˆe
, (68)
and the properties of exponentials, hyperbolic and
trigonometric functions.
The channel (66), similarly to the single interaction
channel (33), can be represented as an affine transforma-
tion in the Bloch sphere. Namely,
Et1,t0(u) = u1,0
+ e−2〈Oˆ
2(t0)〉ρˆe (u1 − u1,0)
+ e−2〈Oˆ
2(t1)〉ρˆe
[
cos
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
(u0 − u1,0)
+ sin
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
r(t1)× r(t0)
]
+ e−2〈Oˆ
2(t1)〉ρˆe e−2〈Oˆ
2(t0)〉ρˆe
×
[
cosh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
(u− u1 − u0 + u1,0)
+ sinh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
r(t1)× (r(t0)× u)
]
,
(69)
where we have defined the projections
u0 = (u · r(t0))r(t0), (70)
u1 = (u · r(t1))r(t1), (71)
and
u1,0 = (u · r(t0))(r(t0) · r(t0))r(t1). (72)
Note that, since equation (69) defines an affine transfor-
mation on the Bloch sphere, it can be written as
Et1,t0(u) = Au+ b, (73)
where A is a matrix and b is a constant vector. In order
to give an explicit expression for A and b, we need to
choose an orthonormal basis in R3. In our current case,
a well-suited basis in R3 is given by the following basis
elements
e1 = r(t1), e2 =
r(t0)− (r(t1) · r(t0))r(t1)
|r(t1)× r(t0)| ,
e3 =
r(t1)× r(t0)
|r(t1)× r(t0)| . (74)
Indeed, in this basis and after some formal manipula-
tions, the transformation can be written in a compact
form in terms of a few parameters. In this basis the
channel takes the form
Et1,t0(u) = BCu+ b, (75)
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with
B =

 1 0 02Re(hk∗) |h|2 − |k|2 0
0 0 |h|2 + |k|2

 , (76)
C =

 α2 + g(1− α2) α
√
1− α2(1 − g) 0
α
√
1− α2(1− g) gα2 + (1− α2) 0
0 0 g

 (77)
and
b =

 00
2Im(hk∗)

 . (78)
We have parametrized the transformation in terms of
the following quantities
α = r(t1) · r(t0), (79)
g = e−2〈Oˆ
2(t0)〉ρˆe , (80)
h = e−〈Oˆ
2(t1)〉ρˆe
(
cosh (2 〈Oˆ(t1)Oˆ(t0)〉ρˆe)
−(r(t1) · r(t0)) sinh (2 〈Oˆ(t1)Oˆ(t0)〉ρˆe)
)
(81)
and
k = |r(t1)× r(t0)|e−〈Oˆ
2(t1)〉ρˆe sinh (2 〈Oˆ(t1)Oˆ(t0)〉ρˆe).
(82)
As a technical point, notice that Eq. (69) simplifies
greatly in the case where the initial Bloch vector of the
spin is proportional to e3. Indeed, in that case
Et1,t0(u) = g(|h|2 + |k|2)u+ 2Im(hk∗)e3
= e−2〈Oˆ
2(t1)〉ρˆe e−2〈Oˆ
2(t0)〉ρˆe
×
[
cosh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
− (r(t1) · r(t0)) sinh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)]
u
+ e−2〈Oˆ
2(t1)〉ρˆe sin
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
r(t1)× r(t0).
(83)
This situation arises, e.g., when h and u are parallel, and
both perpendicular to r(t) for all t. This is an interesting
case since the initial state of the spin may be prepared in
the eigenbasis of the free Hamiltonian (think for example
a free Hamiltonian proportional to σˆz and an interaction
Hamiltonian in the subspace spanned by σˆx, σˆy) as it is
common in experimental settings.
The general two-interaction channel is non-unital: it
is straightforward to check from equation (67) that its
action on the identity is
Et1,t0 [1 ] =1 + e−2〈Oˆ
2(t1)〉ρˆe
× sin
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
r(t1)× r(t0) · σ.
Therefore, the channel can increment the purity of the
system. Notice that a quantum channel on a finite-
dimensonal quantum system is unital if and only if it
can decrease the system’s entropy as discussed in [40]
and shown here explcitly in Appendix C.
The purity of the state after the interaction is is given
by the quadratic function
P (E t1,t0(u)) =
1 + ‖BCu‖2 + 2b · BCu+ ‖b‖2
2
=
1 + ‖BCu‖2
2
+ g(|h|2 + |k|2)e3 · u+ 2Im(hk∗)2
(84)
VII. MANY INTERACTIONS AND
EMERGENCE OF PURE DEPHASING
A. Coupling to commuting observables
In this section we analyze the particular case in which
the Pauli observable coupling to the bosonic environment
commutes with itself at the different times under consid-
eration, that is,
[r(ti) · σˆ, r(tj) · σˆ] =
(
r(ti)× r(tj)
)
· σˆ = 0. (85)
We will show that the dynamics of the spin is, to a
large extent, captured by the single interaction channel
described in section IV. First, note that the Pauli observ-
able in the interaction Hamiltonian (2), characterized by
r(t) in this case is such that r(ti)×r(tj) = 0. Because of
this, the the procedure described in previous sections is
considerably less involved. The reason is that the channel
(50) is just a phase damping in a time-independent basis
(in the interaction picture). This follows directly from
the unitary operator (54). Since [r(ti) · σˆ, r(tj) · σˆ] = 0,
all the relevant Pauli operators admit a common spectral
decomposition of the form
r(ti) · σˆ = f(ti)(Pˆ+ − Pˆ−), (86)
where f(ti) = ±1. Let us notate the projectors Pˆ s, with
s = ±1 and
Pˆ s =
1 + s r · σˆ
2
, (87)
where r is a unit vector independent on time. Since they
are orthogonal projectors, they fulfill
Pˆ sPˆ s
′
= δss′ Pˆ
s, (88)
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and equation (54) simplifies to
UˆtN ..t0 = Pˆ
+ ⊗ e−if(tN)Oˆ(tN ) . . . e−if(t0)Oˆ(t0)
+ Pˆ− ⊗ eif(tN )Oˆ(tN ) . . . eif(t0)Oˆ(t0). (89)
Let us focus our attention on the role of the time-ordering
in equation (89). Again, by recursively applying the Weyl
relations (23), the unitary evolution of the whole system
can be written as
UˆtN ..t0
= Pˆ+ ⊗ e− 12
∑N
i=1
∑i−1
j=1 f(ti)f(tj)C(ti,tj)e−i
∑N
i=0 f(ti)Oˆ(ti)
+ Pˆ− ⊗ e− 12
∑
N
i=1
∑i−1
j=1 f(ti)f(tj)C(ti,tj)ei
∑N
i=0 f(ti)Oˆ(ti)
= e−
1
2
∑N
i=1
∑i−1
j=1 f(ti)f(tj)C(ti,tj)
×
(
Pˆ+ ⊗ e−i
∑N
i=0 f(ti)Oˆ(ti) + Pˆ− ⊗ ei
∑N
i=0 f(ti)Oˆ(ti)
)
.
(90)
Since C(ti, tj) is pure imaginary, the time ordering of
the spin interactions through Pauli operators only im-
plements a global phase, which is physically irrelevant.
In contrast, for higher-dimensional systems (and also for
more general spins couplings) the time-ordering of the
delta-interactions will be relevant in the system’s dy-
namics. Namely, the time sequence of the couplings
will matter when the observable that couples to the
bosonic environment is not unitary. Overall, different
time orderings will induce different phases associated
with different eigenvalues of the system’s observable cou-
pling at each time. Hence, different time orderings yield
different relative phases in the channel. For the ex-
plicit proof of this statement and a detailed analysis of
the higher-dimensional case for arbitrary switchings (not
only deltas), see Appendix D.
Now we proceed to the analysis of our concrete model.
In this situation the channel over the spin can be written
as
E [ρˆ0q] = Pˆ−ρˆ0qPˆ− + Pˆ+ρˆ0qPˆ+
+ γ+−Pˆ
+ρˆ0qPˆ
− + γ∗+−Pˆ
−ρˆ0qPˆ
+, (91)
or
Etn,...t0 [ρˆ0q] =
1
2
(Id + U)[ρˆ0q]
+
Reγ+−
2
(Id− U)[ρˆ0q] +
iImγ+−
2
[r ·σˆ, ρˆ] ,
(92)
where
γ+− = 〈e−2i
∑N
i=0 f(ti)Oˆ(ti)〉 . (93)
From equation (58), setting with s0...sN = 1 and
s′0...s
′
N = −1 we see that for an even Gaussian environ-
ment’s state, it follows that the phase damping channel
coefficient γ+− takes the form
γ+− = e
−2〈(
∑
N
i=0 f(ti)Oˆ(ti))
2
〉
ρˆe
= e−2
∑N
j=0
∑N
i=0 f(ti)f(tj)〈Oˆ(ti)Oˆ(tj)〉ρˆe . (94)
From this, we see that the time-correlations between the
environment observables the system couples to at each
interaction dictate the magnitude of the damping.
Let us draw our attention to an interesting feature of
this multiple-delta coupling. If a system is ‘kicked’ by
an environment several times, one would expect that the
action of the system on the environment will start back-
reacting on the system after several interactions. Con-
sequently, one may expect the system’s channel to en-
code information about the changes on the environment.
However we see that this is not the case: since the time
sequence of the interactions has no physical effect it is not
possible for them to encode anything about processes on
the environment. Notice the key role of the irrelevance of
time-ordering for this feature. Because of this, the lack
of information in the spin dynamics about the effect of
the coupling on the environment is a peculiarity of the
unitarity of the observable of the system that couples to
the bosonic environment.
B. Cases of interest: When do coupling
observables commute?
The situation described above (that the system couples
repeatedly to commuting observables of the environment)
can be achieved in several physical scenarios. First, one
could consider that the Bloch vector describing the inter-
action Hamiltonian is parallel to the one describing the
free Hamiltonian, i.e. α = ±h. In that case, it is clear
that r = α is time independent, thus commuting with
itself at all times. A similar situation may be achieved
by setting Ω = 0, in such a way that the spin is not
subjected to free evolution.
An alternative way to reach time independence in the
coupling observables in r comes from noticing that r is
a periodic function of time. As it was already noted
in [21], applying periodic interactions with a frequency
multiple to the natural frequency of the spin Ω, leads to
an effectively time-independent Bloch vector r. Indeed,
by inspecting equation (9), we realize that
r(2pinΩ−1 + t0) = r(t0), (95)
with n ∈ N. Hence, the function f(tn) = 1 for all n.
Further, when the Bloch vector α is perpendicular to
the free Hamiltonian, i.e. α · h = 0, it holds that
r(pinΩ−1 + t0) = (−1)nr(t0), (96)
therefore, f(tn) = (−1)n.
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VIII. DIVISIBILITY AND MEMORY EFFECTS
In this section we study non-Markovian effects in the
dynamics of the partial state of the spin after a series
of several interactions. We first focus on the case of two
delta-interactions but in full generality. After that, we
will discuss the non-Markovian character of the interac-
tion for an arbitrary number of delta-kicks in pure de-
phasing scenarios (i.e., synchronized interactions or de-
generate spins).
Given the CPTP channel (67), one could wonder
whether it exhibits memory effects. Fundamental no-
tions in this regard, such as divisibility—or more concrete
and rigorous notions of memory in open dynamics—have
been extensively studied in the literature (see e.g., [8]).
However, we provide a brief introduction here.
Let the state of a quantum system at a certain time be
ρˆt0 . Then, the state of the system at a later time t1 can
be written as
ρˆt1 = Et1,t0 [ρˆt0 ], (97)
where Et1,t0 is a CPTP channel. At a later time t2, the
system is in a state
ρˆt2 = Et2,t0 [ρˆt0 ]. (98)
Note that, at least formally, we can always write
ρˆt2 = Θt2,t1 [ρˆt1 ], (99)
where Θt2,t1 is known as the transition map. Θt2,t1 con-
nects the state of a system at different times. Let us
introduce the notion of divisibility.
Definition 1. A dynamical map E is P-divisible if its
transition maps Θ are positive linear maps.
Therefore, for a P-divisible process we have that the
transition maps are also dynamical maps, and it makes
sense to talk about ‘intermediate states’ in a given pro-
cess. When a process is divisible, we can write
ρˆt2 = Et2,t0 [ρˆt0 ] = Et2,t1 [Et1,t0 [ρˆt0 ]]. (100)
Note that some authors do not demand the trace pre-
serving condition since they attempt to include opera-
tions such as measurements in the definition of dynami-
cal map []. We will not enter in such considerations, so
here P-divisibility implies also trace preservation.
Note that the notion of intermediate state, does not
require that the transition maps are completely posi-
tive, but just positive. This is why we have defined
P-divisibility (the P standing for ‘positive’) instead of
CP-divisibility (standing for ‘completely positive’). How-
ever, notice that while the transition maps do not need
to be completely positive, we have good reasons to still
demand that the full dynamical map E is compeltely pos-
itive. Indeed, a map that is positive does not remain
necessarily positive when it acts on a higher dimensional
Hilbert space, even when they act trivially in the ex-
tended Hilbert space. It can be shown that the pres-
ence of entanglement in the higher dimensional space can
break the positivity of dynamical maps even if the tran-
sition maps are positive [2, 29].
We can now present a common way of introducing the
notion of Markovianity in quantum systems, which is to
define Markovianity as CP-divisibility, established from
the the following definition [8]:
Definition 2. A dynamical map is CP-divisible if its
transition maps are themselves completely positive. A
dynamical map is Markovian if it is CP-divisible.
Whereas in the classical set-up the relation of the
Markovian property with the memory of the dynamics
is explicit, the link between divisibility and memory ef-
fects in the dynamics is not so straightforward. In order
to link the two notions, we have to analyze a character-
istic of divisible maps, also present in divisible, classical
stochastic processes, called contractive property.
First, consider the following one-shot discrimination
problem. We are given two different states ρˆ1 and ρˆ2,
one with probability p and the the other with probability
1 − p. Then we perform a measurement in the system
with the aim to discriminate if the state is either ρˆ1 or
ρˆ2. In order to do so, we define a thought experiment
modelled by a positive operator valued measure (POVM)
characterized by two POVM elements Tˆ and 1 − Tˆ . If
the result of the experiment is the value associated with
the element Tˆ , we conclude that the state is ρˆ1, and ρˆ2
otherwise. Then we misidentify the state with average
probability
Pfail = p tr(ρˆ1(1 − Tˆ )) + (1− p)tr(ρˆ2Tˆ ). (101)
Then,there is an experiment setup (a choice of Tˆ ) such
that this probability is minimized. It can be shown [8]
that for such Tˆ the minimum probability of misidentify-
ing the state is given by
Pfail =
1− ‖pρˆ1 − (1− p)ρˆ2‖1
2
. (102)
We can interpret the probability of failing in a one-shot
discrimination problem as a measure of information that
we have about the system. We will now relate this mea-
sure of information about the system with the divisibility
of dynamical maps. It can be shown that if a map is pos-
itive and trace preserving, then it is contractive, that is
‖E [Aˆ]‖1 ≤ ‖Aˆ‖1, (103)
for any operator Aˆ. Then, if we have a divisible map
‖ρˆt‖1 = ‖Et,t0[ρˆt0 ]‖1 = ‖Et,t′ [ρˆt′ ]‖1 ≤ ‖ρˆt′‖1 (104)
if t > t′. Therefore, in any Markovian evolution of
a quantum system the information, understood as the
probability of success in a one-shot identification prob-
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lem, decreases monotonically with time. The link with
the concept of memory is that under Markovian dynam-
ics there cannot be any revival of the information (un-
derstood as above) about the system in previous times.
It is, hence, common in the literature to associate these
revivals with non-Markovian effects. When these dynam-
ics are associated with a system-enviroment interaction
such revivals are usually interpreted as a back-flow of in-
formation from the environment to the system [41].
Let us now refocus our attention on the spin-boson in-
teraction. As explained above, the non-Markovian char-
acter of the spin-boson dynamics relies on determining
whether the map Θt1,t0 is a completely positive and trace
preserving map, since in this case no information can be
gained respect to the state after just one interaction.
Lack of divisibility in the channel generated by two
delta-couplings in the spin-boson model can be inter-
preted as the gain of information of applying two in-
teractions. For instance, if the spin starts in a known
pure state, after the first interaction it can become corre-
lated with the environment, then the initial information
about the spin’s state is always partially lost or, in the
best case scenario, remain the same. Indeed, the same
happens after any number of delta-interactions. How-
ever, one may wonder whether we lose more information
about the spin’s initial state in the case of a single delta
interaction or in the case of multiple delta-couplings to
the boson environment. The answer to this question is
intrinsically related with the divisibility of the channel.
To see how, let us illustrate this with a concrete analysis
in the case of two delta interactions.
Consider the channel (67). First we determine if the
transition map, given implicitly by the relation
Et1,t0 [ ˆˆρ0q] = Θt1,t0 ◦ Et0 [ ˆˆρ0q], (105)
can be written in closed form. In orther to do so, consider
the following map
E−1t0 [ρˆ0q] =
1
2
(Id + U(t0))[ρˆ0q]
+
e2〈Oˆ
2(t0)〉ρˆe
2
(Id− U(t0))[ρˆ0q]. (106)
It is straightforward to see that E−1t0 ◦Et0 = Et0 ◦E−1t0 =Id,
since U2(t0) = U(t0) ◦ U(t0)=Id. Therefore, the channel
Et0 always has an inverse, in terms of which Θt1,t0 has
the expression
Θt1,t0 = Et1,t0 ◦ E−1t0 . (107)
In fact, from (107), using (67), the expression of Θt1,t0
can be written explicitly,
Θt1,t0 [ρˆ
0
q] = Et1 [ρˆ0q] + e−2〈Oˆ
2(t1)〉ρˆe

− sin2
(
2Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
2
(
(Id− U(t1)) ◦ (Id + U(t0))[ρˆ0q]
)
+
sinh2
(
2Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
2
(
(Id− U(t1)) ◦ (Id− U(t0))[ρˆ0q]
)
−i sin
(
4Im 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
[
r(t1)·σˆ,
{
r(t0)·σˆ, ρˆ0q
}]− sinh
(
4Re 〈Oˆ(t1)Oˆ(t0)〉ρˆe
)
4
[
r(t1)·σˆ,
[
r(t0)·σˆ, ρˆ0q
]] . (108)
Note that the transition map (108) is then just the chan-
nel (67) in the limit 〈Oˆ2(t0)〉ρˆe → 0. Equation (108)
shows that in the particular case where the correlations
in the environment vanish, i.e. 〈Oˆ(t1)Oˆ(t0)〉ρˆe = 0, the
map Θt1,t0 is completely positive, thereby the channel
Et1,t0 is CP-divisible.
In more general cases where correlations do not vanish,
to study the complete positive character of Θt1,t0 it is
more convenient to work in the χ−matrix representation
(see appendix A). The map Θt1,t0 can be written as
Θt1,t0 [ρˆ
0
q] =
∑
ab
χabBˆaρˆ
0
qBˆ
†
b (109)
where χab is the χ−matrix. It can be shown [42] that
a map is completely positive if and only if the matrix
χab is positive semi-definite. The sufficiency of this con-
dition is clear, if χab is positive semidefinite then it can
be diagonalized and all its eigenvalues are positive, then
expression (109) can be written in its diagonal form by
redefining the basis elements Bˆa, and then it is a Kraus
form of the channel.
In order to find the χ-matrix representation for (108),
it is convenient to choose the following basis of operators:
Bˆ0 =
1√
2
, Bˆ2 =
(r(t0)− (r(t1) · r(t0))r(t1)) · σˆ√
2|r(t1)× r(t0)|
Bˆ1 =
r(t1) · σˆ√
2
, Bˆ3 =
r(t1)× r(t0) · σˆ√
2|r(t1)× r(t0)|
. (110)
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Since |r(t)| = 1, it can be checked that this set forms an
orthogonal basis with respect to the inner product
〈Aˆ, Bˆ〉 = tr(Bˆ†Aˆ). (111)
In the basis (111), and after some formal manipula-
tions, the χ−matrix can be written explicitly as
χ =


1 + |h|2 0 0 ih∗k
0 1− |h|2 h∗k 0
0 hk∗ −|k|2 0
−ihk∗ 0 0 |k|2

 (112)
where we recall that the parameters h, k are given by
equations (81), (82).
The eigenvalues λ(i) of the χ−matrix can be calculated
in this case, indeed
λ(1,2) =
1 + |h|2 + |k|2
2
±
√(
1 + |h|2 + |k|2
2
)2
− |k|2,
(113)
and
λ(3,4) =
1− |h|2 − |k|2
2
±
√(
1− |h|2 − |k|2
2
)2
+ |k|2.
(114)
Note that λ(4) < 0 if k 6= 0. Hence χab is never positive
semi-definite unless either
|r(t1)× r(t0)| = 0, (115)
when the r(t1) is parallel to r(t0), or
〈Oˆ(t1)Oˆ(t0)〉ρˆe = 0, (116)
when the correlations on the environment vanish. There-
fore, if we assume that the correlator does not vanish for
any t1, t2, the process is not CP-divisible in general.
Note that if r(t1) × r(t0) = 0, the channel (67) is
just a pure phase-damping channel, which can be solved
for an arbitrary number of interactions as explained in
section VII. However, for completeness, let us consider
such special case here as well. Setting |r(t1)× r(t0)| = 0,
the eigenvalue λ(4) is given by
λ(4) =
∣∣∣1− |h|2∣∣∣sgn(1− |h|2)− 1
2
, (117)
which is negative whenever |h| > 1. In contrast with the
general case, complete positivity is not always lost but
it depends on the strength of the correlations relative to
the self correlations in the environment.
Since CP-divisibility implies P-divisibility, hence we
now focus on determining in which cases the process is
not even P-divisible, i.e., when the map (108) is not pos-
itive. Note that a necessary and sufficient condition for
a trace-preserving map (such as (108)) to be positive can
be written in terms of its action over the Bloch vector in
the initial state. Namely, Θt1,t0 is positive if and only if
|Θt1,t0(u)| ≤ 1 (118)
∀u. Note that the norm of the outcome of the map is
a convex function over the Bloch sphere, therefore its
image is contained in the image of the map acting over
the set of pure states, i.e. the set |u| = 1. Thus, the map
is positive if and only if the image of the surface |u| = 1
is contained in the Bloch sphere. Similarly to the channel
(69), the map can be written as an affine transformation
in the basis (74). Note that in order to obtain this affine
transformation we can ‘recycle’ a calculation we already
made. In particular we only have to set g = 1 by hand
in equation (77). Indeed,
Θt1,t0(u) = Au+ b, (119)
where
A =

 1 0 02Re(hk∗) |h|2 − |k|2 0
0 0 |h|2 + |k|2

 (120)
and
b =

 00
2Im(hk∗)

 . (121)
Now take u = r(t1). Its image under the channel is
Θt1,t0(r(t1)) = r(t1) + 2Im(hk
∗)
r(t1)× r(t0)
|r(t1)× r(t0)|+
2Re(hk∗)
(r(t0)− (r(t1) · r(t0))r(t1))
|r(t1)× r(t0)| . (122)
But then
|Θt1,t0(r(t1))|2 = 1 + 4|hk|2 ≥ 1, (123)
where the equality is saturated if and only if either k = 0
or h = 0. But h 6= 0, as it can be easily seen from its
expression in (81). Hence, the map is not positive unless
k = 0, which is also a condition for complete divisibility.
Now, we address the general case when k = 0, where the
map may be written as
Θt1,t0(u) =

1 0 00 |h|2 0
0 0 |h|2

u. (124)
Since in this case the matrix is diagonal in the basis given
by (110), it easily follows that the channel is positive if
and only if |h| ≤ 1. Since this was also true for complete
divisibility, we have shown that divisibility and complete
divisibility are equivalent for the process.
Now we turn our attention to the pure dephasing sce-
15
nario. Recall that, for this case, the channel is just
Etn...t0 [ρˆ0q] =
1
2
(Id + U)[ρˆ0q]
+
Reγ
2
(Id− U)[ρˆ0q] +
iImγ
2
[r ·σˆ, ρˆ] , (125)
where, again, U [ρˆ] = (r · σˆ)ρˆ(r · σˆ) and γ ≡ γ+− is the
dephasing parameter defined in equation (93).
This channel always admits an inverse as far as γ 6= 0,
indeed
E−1tn...t0 [ρˆ0q] =
1
2
(Id + U)[ρˆ0q]
+
Reγ
2|γ|2 (Id− U)[ρˆ
0
q]−
iImγ
2|γ|2 [r ·σˆ, ρˆ] . (126)
In this case, a different number of interactions is de-
scribed by the same channel with a different parameter γ.
Let us define γn the dephasing parameter corresponding
to n interactions. Thus, if we are to compare two pure
dephasing processes associated with different numbers of
interactions, say, one with n interactions and another
with m > n, the transition map is given by
Θtm...t0 = Etm...t0 ◦ E−1tn...t0
=
1
2
(Id + U)[ρˆ0q]
+
Re(γmγ
∗
n)
2|γn|2 (Id− U)[ρˆ
0
q] +
iIm(γmγ
∗
n)
2|γn|2 [r ·σˆ, ρˆ] . (127)
In this case, the χ−matrix representation of the transi-
tion map is straightforward to compute. We can choose
an orthonormal basis consisting of
Bˆ0 =
1√
2
, Bˆ1 =
r · σˆ√
2
,
plus some orthonormal completion.
In such basis, the χ−matrix representation of Θtm...t0
takes the form
χ =


1 + Reγm
γn
iImγm
γn
0 0
−iImγm
γn
1− Reγm
γn
0 0
0 0 0 0
0 0 0 0

 . (128)
Its eigenvalues are straightforward to compute,
λ1,2 = 1± |γm||γn| , λ
3,4 = 0, (129)
and from them we know that the transition map is com-
pletely positive if and only if |γm| ≤ |γn|.
This is not surprising, since the condition |γm| ≤ |γn|
just states that the non-diagonal terms of the spin’s state
(in the basis where r · σˆ is diagonal, see (86)) has to de-
crease monotonically at each step. Recall that the pure
dephasing scenario is formally equivalent to the case of a
single interaction described in section IV. It was shown
there that the purity given by equation (47), and thus
the entanglement entropy, is a monotonic function of the
parameter γ. We conclude that divisibility implies that
the purity is a monotonic function of the number of inter-
actions, thus no information can be recovered from the
environment as the number of interactions increases.
IX. CONCLUSIONS AND OUTLOOK
In this paper we have made use of algebraic properties
of bosonic systems to achieve non-perturbative results
for the dynamics of a two-level system interacting with
a bosonic reservoir. In order to achieve non-perturbative
results without any approximations we have considered
a sequence of fast and intense couplings modeled with
delta distributions in the time domain. We have proved
that for Gaussian states of the reservoir these couplings
induce a CPTP map that acts over the spin in a way that
mimics a collisional model.
First, we have completely characterized the dynam-
ics of the two-level system for a single fast interaction,
showing that the first moment of the bosonic operator
Oˆ induces a unitary channel over the spin whereas the
second moment induces a phase damping. We have ar-
gued how the non-commutative character of the environ-
ment observable at different times is irrelevant for the
dynamics. We have also shown that through a Dirac-
delta interaction the spin gets entangled with the envi-
ronment, and its entanglement entropy can be evaluated
non-perturbatively as a function of the intensity of the
fluctuations in the bosonic state.
Next, we have written the quantum channel describ-
ing the dynamics of the two-level system as the partial
trace of a sequence of controlled displacements over the
bosonic system, and we have given a closed expression
for the channel. More concretely, we have provided a
way to calculate the so-called χ matrix representation of
the channel. Moreover, we have studied the role of en-
vironmental time correlations in the factorization of the
channel. Namely, we showed that in the limit where the
time correlations of the environment vanish at all times
the channel can be thought of as a “bombardment” of
ancillary systems (See e.g., [31]). In that limit the chan-
nel becomes just an iterated application of the single-
interaction channel. We have also carried out a brief
study of the fixed points of such bombardments.
Then, we have fully characterized the channel with two
fast interactions, showing that it can be explicitly writ-
ten in terms of the real and imaginary parts of the time
correlations of the environment. We have shown that, if
the correlators have a non-vanishing imaginary part, the
channel is not unital, thus the spin’s purity can increase
for some mixed initial states. In other words the spin
can be purified by repeatedly interacting in short bursts
with an environment observable with a non-vanishing
different-time commutator.
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We have also studied scenarios in which an arbitrary
number of interactions induces a pure dephasing channel.
Namely, we have shown that if the the spin’s degrees of
freedom in the interaction Hamiltonian commute at the
specific times of interaction, then the channel is a pure
dephasing channel. We have argued that this situation
may be engineered by sinchronizing the interactions with
the free dynamics of the spin. In addition, we have ana-
lyzed the role of time ordering in these scenarios.
Finally, we have studied non-Markovian effects in the
dynamics induced in the spin. More concretely, we have
analyzed divisibility, i.e. the complete positive charac-
ter of the transition maps between two arbitrary inter-
actions. Also, we have studied divisibility for an arbi-
trary number of synchronized interactions in pure de-
phasing channels. For the two-interactions channel, we
have shown that complete divisibility is equivalent to di-
visibility, and that the channel is not divisible if the imag-
inary part of the time correlations of the environment is
non-zero. If the relation between backflow of information
and divisibility is to be taken seriously, this means that
with a correlated environment there exist states of the
spin such that information that is lost to the environ-
ment can return to the spin. We have also shown that in
pure dephasing situations the lack of divisibility is equiv-
alent to the monotonicity of the purity of the spin’s state
as a function of the number of interactions.
The study of these fast-interactions from the perspec-
tive of open quantum systems may reveal helpful in rel-
ativistic quantum information. Relativistic quantum in-
formation is concerned with the dynamics of quantum
information in relativistic scenarios, and it is natural,
and common, to frame its results within the formalism
of quantum field theoy (QFT). Our model is well-suited
for applications in the so-called particle detector models,
a family of models in which a detector system interacts
locally with a quantum field, usually chosen to be bosonic
for simplicity [15, 18, 43].
Falsifiable predictions in quantum field theory corre-
spond, in many the cases, to scattering processes in which
there is no notion of continuous evolution that describes
the state of the system at a intermediate time. This can
be problematic for two reasons. First, QFT is plagued
with ultraviolet divergences that are only tractable if the
observables of the theory are smooth functionals over
space and time [34, 44, 45]. Second, projective measure-
ments are forbidden in quantum field theory, since they
violate causality [46], thus it is conceptually troublesome
to address the statistics of the system while the interac-
tion is still switched.
Indeed, Markovianity in QFT has raised interest in
the community of relativistic quantum information in the
past (See, among many others, [47–50]). In these works
master equations were used to study thermalization of
accelerated detectors when interacting with the vacuum
of a free scalar field, and it was studied also the role
of memory effects caused by more general trajectories.
The study of Markovianity from the perspective of com-
paring scattering processes, as it was presented in this
paper, may prove helpful in the formalization of an ap-
proach to non-Markovian effects in QFT, at least from
the perspective of particle detector models.
Note that, despite the initial motivation of applying
our results to particle detector models, we have been de-
liberately ambiguous in the physical interpretation of the
bosonic degrees of freedom. Indeed, we expect our results
to apply in a wide set of physical scenarios. We believe
that in other set-ups, e.g. the light-matter interaction
in quantum optics, our results may provide a good theo-
retical framework for designing interactions that induce
a desirable set of quantum channels by controlling the
coupling of qubits with an environment or the time cor-
relations of the environment itself.
Regarding future work, we expect to apply the results
of this paper to the study of particle detectors in quan-
tum field theory, in particular to relativistic classical and
quantum communication (see, among many others, [51–
60]) and its interplay with backflow of information be-
tween the detectors and the field. An interesting avenue
to explore is the limits in which we could use these re-
sults to approximate smooth switching functions (many
short kicks that approximate a continuous interaction),
which could be efficiently evaluated numerically. Such
results should be achievable as can be argued from the
proofs of the theorems concerning integration of dynam-
ical systems in infinite dimensions [61]. Obtaining this
result can be helpful for the non-perturbative treatment
of the spin-boson model in general and for calculations
regarding detectors in curved spacetimes.
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Appendix A: χ matrix representation
In this appendix we briefly introduce the χ matrix rep-
resentation [42] and particularize a formula for the repre-
sentation of the channel in Eq. (55). In general the com-
plete positive property channel can be encoded in this
representation through simpler properties of linear maps
between finite dimensional systems, and in this work we
make use of it to characterize divisibility. In this repre-
sentation, the action of a the linear map the is written
as the sum
EtN ...t0 [ρˆ0q] =
∑
ab
χabBˆaρˆ
0
qBˆ
†
b , (A1)
17
where the {Bˆi} is a basis of operators that are orthonor-
mal with respect to the inner product
〈Aˆ, Bˆ〉 = tr(Bˆ†Aˆ), (A2)
and χab is the χ−matrix. The χ−matrix in qubit chan-
nels is a four by four matrix, therefore the indices a and
b run from 0 to 3.
For our particular channel, the entries of χab can be
computed from (55) and (A1) as
χab =
∑
{si,s′i=1,−1}
γ
{si,s
′
i
}
× tr
(
Bˆ†aPˆ
sN (tN )...Pˆ
s0(t0)
)
(A3)
× tr
(
Pˆ s
′
0(t0)...Pˆ
s′N (tN )Bˆb
)
,
where we have expanded the products of projectors in
the orthonormal basis,
Pˆ sN (tN )...Pˆ
s0(t0) =
3∑
a=0
tr(Bˆ†aPˆ
sN (tN )...Pˆ
s0(t0))Bˆa.
(A4)
Appendix B: Formal derivation of the collision-like
unitary evolution
In this appendix we will prove that the train of delta
switchings indeed generates a time ordered product of
unitary operators.
Let us consider that the distributional limit to the delta
interaction is taken in the following way
χδt(t) =
1
δt
N∑
k=0
ξ
(
t− tk
δt
)
tN >... > t0 (B1)
where ξ is a positive, symmetric and normalized (in the
sense of
∫
ξ(t)dt = 1) function of time. When δt → 0
(B1) tends, in the distributional sense, to the train of
delta interactions described by (17).
The objective of this appendix is to show that he evo-
lution generated by such a switching function acquires
the following form when δt→ 0:
UˆI = lim
δt→0
Uˆδt =e
−iHˆI(tN )...e−iHˆI(t0) tN >... > t0.
(B2)
To do this, we first express the unitary evolution in
terms of its Dyson series, that is,
Uˆδt =
∞∑
n=0
(−i)n
n!
∫
...
∫
dnt T
[
Hˆ(t1)...Hˆ(tn)
]
χδt(t1)...χδt(tn).
(B3)
Note that we could extract the functions χ(t) from the
time-ordered product, since they are not operators. Next,
we consider the integral
In =
1
δtn
∫
...
∫
dnt T
[
Hˆ(t1)...Hˆ(tn)
]
χδt(t1)...χδt(tn)
=
1
δtn
∫
...
∫
dnt T
[
Hˆ(t1)...Hˆ(tn)
] n∏
i=1
N∑
k=0
ξ
(
ti − tk
δt
)
.
(B4)
Note that
n∏
i=1
N∑
k=0
ξ
(
ti − tk
δt
)
=
N∑
k1=0
...
N∑
kn=0
n∏
i=1
ξ
(
ti − tki
δt
)
.
(B5)
Therefore, the integral becomes the sum
In =
1
δtn
N∑
k1=0
...
N∑
kn=0
∫
...
∫
dnt T
[
Hˆ(t1)...Hˆ(tn)
]
×
n∏
i=1
ξ
(
ti − kit
δt
)
. (B6)
Now we perform the following changes of variables in each
of the terms:
t¯i =
ti − tki
δt
. (B7)
Under these changes of variables the integral becomes
In =
N∑
k1=0
...
N∑
kn=0
∫
...
∫
dnt
× T
[
Hˆ(δtt¯1 + tk1)...Hˆ(δtt¯n + tkn)
] n∏
i=1
ξ (t¯i) . (B8)
Assuming that we can take the limit δt → 0 inside the
integral sign, we obtain the following result:
lim
δt→0
In =
N∑
k1=0
...
N∑
kn=0
T
[
Hˆ(tk1)...Hˆ(tkn)
]
. (B9)
As the terms are time-ordered, we can express the sum
as
lim
δt→0
In =
N∑
k1=0
...
N∑
kn=0
T
[
Hˆ(tk1)...Hˆ(tkn)
]
=
∑
{
∑
si=n}
(
n
s0...sn
)
HˆsN (tN )...Hˆ
s0(t0). (B10)
Next, we introduce the formula (B10) in expression (B3),
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thus obtaining
Uδ =
∞∑
n=0
(−i)n
n!
∑
{
∑
si=n}
(
n
s0...sn
)
HˆsN (tN )...Hˆ
s0(t0).
(B11)
A last rearrangement of the terms leads to the desired
result, that is
Uδ =
∞∑
n=0
(−i)n
n!
∑
{
∑
si=n}
(
n
s0...sn
)
HˆsN (tN )...Hˆ
s0(t0)
=
N∏
k=0
∞∑
s=0
(−i)s
s!
Hˆs(tk) = e
−iHˆ(tN )...e−iHˆ(t0). (B12)
This proof is valid in general only for bounded opera-
tors. However, in this paper only Gaussian states, such
that for instance coherent, KMS and ground states, are
considered. It can be shown that all these states are an-
alytic vectors for a CCR representation [34], thereby the
results in terms of power series are still valid in the strong
convergence sense.
Appendix C: Unitality and entropy gain
In this appendix we briefly discuss the relation between
the unitality of a quantum channel and the lower bound
on the entropy gain under its action. For a general, rig-
orous analysis of this implication, we refer the reader to
[40].
It is known that the relative entropy is monotonic un-
der CPTP channels. Indeed, the relative entropy between
two Hilbert-Schmidt operators ρ and σ, defined as
S(ρ||σ) = tr[ρ log ρ]− tr[ρ log σ], (C1)
fulfills
S(E [ρ]||E [σ]) ≤ S(ρ||σ). (C2)
Therefore, if we fix σ = I we get
S(E [ρ]||E [I]) = −tr[E [ρ] log E [I]]− S(E [ρ])
≤ S(ρ||I) = −S(ρ), (C3)
since log I = 0. Finally, we rearrange the inequality, thus
obtaining
S(E [ρ])− S(ρ) ≥ tr[E [ρ] log E [I]]. (C4)
For a unital channel the right hand side of equation (C4)
vanishes, therefore
S(E [ρ]) ≥ S(ρ). (C5)
Appendix D: Pure dephasing in general scenarios
This appendix is devoted to studying general pure de-
phasing dynamics, and to show that the irrelevance of the
time ordering in the pure dephasing dynamics we found
in the main text is not present for arbitrary systems cou-
pling to bosonic baths, but rather it is inherent to the
two-level nature of the spin.
Let us consider a more general interaction Hamiltonian
Hˆ(t) = mˆ(t)⊗ Oˆ(t)χ(t), (D1)
where this time mˆ(t) is a general finite-dimensional self-
adjoint operator.
Generally speaking, dependence on the time-order will
arise in scenarios where the eigenvalues of the system’s
coupling observable mˆ(t) do not lie on the unit circle of
the complex plane, i.e. when the coupling observable is
not unitary. Since the spin-boson coupling Hamiltonian
has to be self-adjoint, independence of time-ordering can
be achieved only when the system couples to its envi-
ronment through unitary, self-adjoint operators e.g. the
constituents of the Pauli group.
We observe that the fact that time ordering only im-
plements a “controlled” phase respect to the different
eigenstates of the system’s observable does not come
from the particularities of the switching function. In-
stead, it follows from the constraint onmˆ(t) to commute
with itself at all times (for the pure dephasing chan-
nel). Indeed, consider the global unitary evolution of
system+environment, but with a general system’s ob-
servable mˆ(t):
Uˆ = T e−i
∫
dtmˆ(t)⊗Oˆ(t)χ(t). (D2)
Now, consider that [mˆ(t), mˆ(t′)] = 0 for all t, t′ ∈ supp[χ].
Then, we can extract the effect of time-ordering with
the Magnus expansion [62–64]. Namely, given a one-
parameter family of self-adjoint operators Aˆ(t), it holds
that
T e−i
∫
dtAˆ(t) = e−i
∫
dtAˆ(t)−
∫
dt
∫
t dt′[Aˆ(t),Aˆ(t′)]+..., (D3)
where the dots denote terms that involve at least two
commutators. Since [mˆ(t), mˆ(t′)] = 0, the commutator of
the whole interaction Hamiltonian with itself at different
times is proportional to mˆ(t)mˆ(t′):
[mˆ(t)⊗ Oˆ(t)χ(t), mˆ(t′)⊗ Oˆ(t′)χ(t′)]
= χ(t)χ(t′)mˆ(t)mˆ(t′)⊗ [Oˆ(t), Oˆ(t′)] (D4)
= χ(t)χ(t′)C(t, t′)mˆ(t)mˆ(t′)⊗ 1 e (D5)
and the Magnus expansion only involves the first two
terms in the exponent of (D3). Explicitly
Uˆ = e−i
∫
dtmˆ(t)⊗Oˆ(t)χ(t)
× e−
∫
dt
∫
t dt′χ(t)χ(t′)mˆ(t)mˆ(t′)C(t,t′). (D6)
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Finally, since [mˆ(t), mˆ(t′)] = 0, mˆ(t) admits a time inde-
pendent spectral decomposition of the form
mˆ(t) =
∑
i
λi(t)Pˆi, (D7)
and thus the joint unitary evolution is given by
Uˆ =
∑
i
e−
∫
dt
∫
t dt′χ(t)χ(t′)λi(t)λi(t
′)C(t,t′)
× Pˆi ⊗ e−i
∫
dtλi(t)Oˆ(t)χ(t). (D8)
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