:~(t) --= F(x(t), u(t));
(1.1) (1.2) where the state function has its range in E n , Euclidean n-space, u(t) is the known (assumed to be rneasured without noise) input, and of course (1.1) is assumed to have a unique solution for each initial state. The observed output is y(t), a nonlinear functional of the state corrupted by additive white Gaussian noise n(t) (derivative of the Wiener process). The problem is to estimate x(0) (known a priori to be in some flat in E~) from the input-output data, viz., u(s), y(s), 0 < s < t < oo. Taking the stochastic point of view, we seek the maximum likelihood estimate of x(0), assuming that it is Gaussian distributed with known mean m, and variance matrix A. Then the best estimate (see [2] ) is the one that minimizes the functional f , R(y(s) H(x(s; x); s)) ds, (1.3)
y(t) = H(x(t), t) -:-n(t),

[PA-IP(x --m), x --m] + Jo
where P is the projection operator on the range of A; [, ] denotes the appropriate inner product (here and below); R( . ) is a positive-definite quadratic form and x(s; x) is the solution of (1.I) with the initial condition x(0; x) = x. It is seen that any iterative computing method will involve the solution of the dynamic system (l. 1) or its equivalent, see [1] , [2] . In the present method analogous in principle
