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We investigate transmon qubits made from semiconductor nanowires with a fully surrounding
superconducting shell. In the regime of reentrant superconductivity associated with the destructive
Little-Parks effect, numerous coherent transitions are observed in the first reentrant lobe, where the
shell carries 2pi winding of superconducting phase, and are absent in the zeroth lobe. As junction
density was increased by gate voltage, qubit coherence was suppressed then lost in the first lobe.
These observations and numerical simulations highlight the role of winding-induced Andreev states
in the junction.
In Josephson junctions formed by two superconductors
separated by a coherent transmitting region, multiple
electron-hole reflections at the superconductor bound-
aries result in a discrete subgap spectrum of Andreev
bound states (ABSs) whose energy depends on the dif-
ference in phase, δϕ, across the junction [1]. Recent
microwave measurements have explored subgap Andreev
spectra [2, 3] and coherence [4, 5], including effects of
spin splitting and spin-orbit coupling in nanowire (NW)
junctions [6, 7].
Extending this development, hybrid semiconductor-
superconductor NWs have been used to realize transmon-
like qubits [8, 9], operated at large ratios of the Joseph-
son energy EJ to the charging energy EC [10], where
δϕ ∼ 0. The gate-tunable NW junctions used in these
devices typically have a few channels with high trans-
parency [11–13], which has observable consequences on
qubit properties such as anharmonicity [13] and charge
dispersion [14, 15]. However, ABSs themselves are not
readily observed in transmon measurements because near
δϕ = 0 transition frequencies are often much higher than
the qubit frequency and well outside of the usual oper-
ational bandwidth (2–10 GHz). Tuning the phase dif-
ference near δϕ = pi is usually required to lower ABS
transitions to a measurable range [4, 5].
Here, we investigate low-energy ABSs in superconduct-
ing full-shell NW-based gatemons, which exhibit a de-
structive Little-Parks effect [16, 17]. An applied magnetic
field parallel to the NW induces a sequence of reentrant
superconducting lobes, each associated with a different
winding number, n, of the superconducting phase around
the shell [18, 19]. ABSs appear in the low-energy spec-
trum of the device in the first lobe (n = 1) and are absent
in the zeroth lobe (n = 0), consistent with numerical sim-
ulations, also presented here.
Nanowire-based qubits in a circuit quantum electro-
dynamics [20, 21] architecture were fabricated on high
resistivity silicon substrates covered with a 20 nm thin
NbTiN film [22]. Superconducting qubit islands, λ/4 dis-
tributed readout resonators with resonance frequencies
fres ∼ 5 GHz, transmission line, junction gates, and on-
chip gate filters were defined with electron-beam lithogra-
phy followed by reactive ion etching; see Fig. 1(a). NWs
were placed on bottom-gates separated by a 15 nm thin
HfO2 dielectric. The NWs consisted of an InAs core of
140 nm in diameter, fully coated with 35 nm epitaxial
Al [23]. By a selective wet etch, a ∼ 400 nm segment
of the Al shell was removed, creating a Josephson junc-
tion (JJ) [Fig. 1(b)]. Connecting superconducting leads
to ground and qubit island completed the gatemon cir-
cuit [8, 9]. The ground plane was patterned with flux-
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FIG. 1. (a) Optical micrograph of the qubit on ∼ 1 mm
and ∼ 0.1 mm scale (inset) for device 1. The readout res-
onator is capacitively coupled to the rectangular qubit island,
with an InAs/Al nanowire (NW) at the bottom (black rect-
angle). Flux-pinning holes are patterned near the island and
resonator. (b) Electron micrograph of the NW [green rectan-
gle in (a) inset], with junction controlled by gate voltage VQ.
Other electrodes not used. A magnetic field B is applied par-
allel to the NW. (c) Demodulated transmission voltage VH as
a function of B and qubit drive frequency fd, showing reen-
trant qubit frequency f01 (device 1). Line median subtracted
from each column.
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FIG. 2. Single-tone spectroscopy using transmission voltage
amplitude S21 as a function of gate voltage VQ and resonator
drive frequency fr in the zeroth lobe, destructive regime, and
first lobe, for device 2. (a) In the zeroth lobe (B = 0, n = 0),
the resonance frequency fres (arrow) is modulated by VQ due
to the varying qubit frequency. (b) In the destructive regime
(B = 50 mT), the resonator shows no dependence on VQ.
(c) In the first lobe (B = 100 mT, n = 1), the resonator
shows gate dependence similar to (a) for VQ . −1 V, and a
broadened line, indicating increased damping, for VQ & −1 V.
pinning holes, crucial for magnetic field compatibility of
the readout resonators [24, 25]. Measurements are pre-
sented for two devices, denoted 1 and 2.
The qubit frequency f01 is measured as a function of
magnetic field, B, applied parallel to the NW using both
two-tone spectroscopy and single-tone spectroscopy. In
two-tone spectroscopy, a pulsed qubit drive tone of vari-
able frequency fd is followed by a pulsed tone at a fixed
readout frequency. By measuring the demodulated het-
erodyne transmission voltage VH , the qubit frequency,
f01, can be inferred from the dispersive interaction be-
tween the qubit and resonator [20, 21]. We measure
both the in-phase (I) and quadrature (Q) components
of the transmission signal, defining VH by rotating the
data in the IQ-plane to maximize the signal along the
real axis [26, 27]. Two-tone measurement of the qubit
frequency spectrum as a function of B [17], through the
zeroth and first lobes (n = 0, 1) is shown in Fig. 1(c).
Single-tone spectroscopy directly measures the modu-
lation of the resonance frequency fres of the resonator
due to its interaction with the qubit. Figure 2 shows the
transmission voltage amplitude S21 as a function of the
resonator drive frequency fr. In the zeroth lobe (B = 0),
we observe a nonmonotonic modulation of fres associated
with the voltage modulation of f01 as VQ is increased
from complete depletion at VQ ≈ −3 V [Fig. 2(a), n = 0].
For VQ & −2 V, several avoided crossings are observed,
indicating that the qubit is tuned in and out of resonance
with the resonator, as frequently observed for gatemon
qubits [8, 9]. For VQ & −1 V, fres approaches its un-
shifted value, indicating a vanishing dispersive shift due
to f01 being far above fres. In the destructive regime
(a)
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FIG. 3. (a) Two-tone spectroscopy shows demodulated trans-
mission VH as a function of gate voltage VQ and qubit drive
frequency fd in the first lobe (B = 100 mT) for device 1.
Numerous additional transitions are seen near the main qubit
transitions (f01 and higher harmonics). (b) VH as a func-
tion of B and fd at VQ = −2.88 V [dashed line in (a)]. Qubit
transition and additional transitions show reentrance from de-
structive Little-Parks effect. In the zeroth lobe only the main
qubit transitions are seen. The qubit frequency f01 (arrow)
is a associated with the transition that persist as a function
of VQ in (a). We note a mirrored qubit transition peak for
VQ . −3.1 V and VQ & −2.8 V in (a) and for B < 40 mT in
(b), associated with sideband leakage of the pulse modulation.
Line median subtracted from each column.
[B = 50 mT, Fig. 2(b)], fres shows no dependence on VQ,
as expected at flux Φ ∼ Φ0/2, where superconductivity
in the Al shell is lost. In the first lobe [B = 100 mT,
Fig. 2(c)], for VQ . −1 V, fres yields similar modula-
tion compared to n = 0. This suggests a similar VQ
dependence of the qubit for n = 1. For VQ & −1 V, the
spectrum is strikingly different from that measured in the
zeroth lobe: the position of the resonant dip is subject
to more fluctuations, and its width is increased.
We interpret the damping of the resonator as an in-
creased decay rate caused by the qubit, indicating that
the relaxation rate of the qubit is much larger than that
of the resonator. We emphasize that the onset of en-
hanced relaxation in Fig. 2(c) is not gradual in B but
occurs suddenly in the first lobe. This is demonstrated
by a series of identical measurements taken at 5 mT in-
tervals in both lobes [26], suggesting that the loss of qubit
coherence for increasing VQ is a phenomenon associated
with n = 1, but not n = 0.
In the regime just before the onset of increased res-
onator relaxation, we directly map the qubit dependence
of VQ in the first lobe (B = 100 mT), by two-tone spec-
troscopy; see Fig. 3(a). Here, a range of unconventional
energy transitions emerge. These transitions show strong
gate dependence near certain values of VQ, and several
avoided crossings with the qubit transition, indicating
that the transitions couple to the qubit. These transi-
tions are observed for n = 1, clearly deviating from the
spectra for n = 0 [26]. For VQ < −3.3 V, only the usual
3gatemon transition frequencies (f01 and higher harmon-
ics) are observed [26, 28]. For VQ & −2.7 V qubit coher-
ence is lost and the qubit frequency is not observed [26].
We associate the emergence of transitions and the loss
of coherence with the increasing density of low-energy
sub-gap states, which leads to a heavily damped qubit
transition that in turn cause the damping of the readout
resonator via the qubit-resonator coupling. The measure-
ments in Fig. 2 and Fig. 3 are from two different devices
with different threshold VQ at which coherence is lost.
The characteristic loss of coherence is the same in both
devices.
The unconventional transition frequencies are resolv-
able throughout the first lobe (B ∼ 70–120 mT), while
not being visible in the zeroth lobe for B . 40 mT, as
shown in Fig. 3(b). This demonstrates that the emer-
gence of these transitions is a distinct feature associated
with n = 1, but not n = 0. These transitions both ex-
hibit local maxima at larger values of B than f01, and a
distinctively different dependence on B, compared to f01
[arrow in Fig. 3(b)].
We perform simulations of a full-shell NW junction of
similar dimensions as the measured devices. A hexag-
onal InAs/Al NW is modelled with the same methods
and parameters as in Ref. [18], here adapted to the JJ
geometry.
As shown in Ref. [18], the full-shell NW can host a
topological or trivial phase for n = 1. Since the two
phases cannot be distinguished purely from the excited
ABS energies around δϕ = 0, the presented results are
obtained with parameters corresponding to the trivial
phase, although the simulated ABS spectrum in the topo-
logical regime is qualitatively similar at δϕ ∼ 0 [26, 29].
All simulations assume a band offset between InAs and
Al of 140 meV and no spin-orbit coupling α = 0. Fig-
ures 4(a, b) show longitudinal cuts of the simulated JJ
with the electrostatic potential inside the InAs NW,
which illustrate the formation of a depletion region for
low back-gate voltages, occurring around VBG = 0.38 V,
unlike an open junction at a representative VBG = 0.71 V.
To obtain a qualitative comparison with the experi-
ment, we perform numerical simulations of the super-
current using the Kwant package [30] and the analysis
developed in Refs. [31, 32]. From the critical current
Ic, the simulated qubit frequency f
sim
01 =
√
8EJEC/h =√
2ECIc/hpie is obtained, where EC/h ∼ 500 MHz is
estimated from electrostatic simulations of the qubit is-
land [33] and EJ = ~Ic/2e. Figure 4(c) shows f sim01 for
n = 0 and n = 1 as a function of VBG. While f
sim
01 in
the first lobe is reduced compared to the zeroth lobe, the
general shape are similar between the lobes. This is also
observed experimentally; see Fig. 2. We interpret this
reduction of f sim01 as resulting from the overall reduced
gap for n = 1, as discussed previously in Ref. [17].
By calculating the ABS transition energies from the
density of states [26], the excitation frequencies fA of en-
FIG. 4. Simulated electrostatic potential U near the InAs NW
junction, between full-shell Al regions (blue) (a) for a nearly
depleted junction, for voltage VBG = 0.38 V on the back-gate
(gray) separated by HfO2 dielectric (light gray) and (b) for a
more populated junction, VBG = 0.71 V. For VBG = 0.38 V,
the center region of the junction is depleted (purple). Super-
conducting phases are indicated in the shell regions. Dotted
arrows illustrate relevant trajectories across the junction. (c)
Simulated qubit frequency f sim01 (black) and two-quasiparticle
transition frequencies fA at δϕ = 0 (gray) as a function of
VBG in the zeroth lobe (B = 0, n = 0, top panel) and in
the first lobe (center of the lobe, n = 1, bottom panel). Two-
quasiparticle transitions are off the scale shown for n = 0. (d)
f sim01 and fA as a function of B for VBG = 0.38 V (top panel)
and VBG = 0.71 V (bottom panel).
ergy states with two excited quasiparticles at δϕ = 0 are
identified and shown in Figs. 4(c) and 4(d) along with
f sim01 . When these transitions are near the qubit transi-
tion, they are expected to be activated in spectroscopic
measurements via the coupling to the plasma mode [34]
(coupling not included in our simulations). In the ze-
roth lobe all energies of two-quasiparticle states are well
above the qubit frequency. However, in the first lobe
these states are much lower in energy and fA even cross
the qubit frequency for several transitions for certain gate
voltages as the junction is opened for increasing VBG.
This is in qualitative agreement with the experimental
observations shown in Fig. 3(a).
Figure 4(d) shows the magnetic field dependence of
f sim01 and fA for two different VBG, representing a junction
near depletion (top panel) and in an open regime (bot-
tom panel). fA for all two-quasiparticle transitions show
a roughly parabolic dependence, distinctively different
from f sim01 . This is consistent with the expected scaling of
two-quasiparticle state energies with ∆ [35], whereas f sim01
is expected to scale with
√
∆ (for f sim01 =
√
8EJEC/h [10]
and EJ ∝ ∆). These expectations are also consistent
with the different field dependencies of the transitions,
observed experimentally in Fig. 3(b). Furthermore, the
local maxima of the simulated two-quasiparticle transi-
tions are typically shifted to higher magnetic fields than
the local maximum of f sim01 , which is similar to the exper-
4(a) (b)
FIG. 5. (a) Demodulated transmission VH as a function of B
and qubit drive frequency fd in a narrow range of VQ in the
first lobe (B = 93 mT) for device 1. The Andreev transitions
are strongly gate dependent with local minima at similar VQ.
The drive power was increased by 10 dBm at VQ > −2.75 V
to ensure visibility of the qubit transition until coherence was
lost for VQ & −2.7 V. Line median subtracted from each col-
umn. (b) Rabi measurements of VH as a function of varying
drive pulse width τ at VQ = −2.752 V [colored squares in
(a) match frame colors in (b)]. All transitions yield coherent
Rabi oscillations, with the fastest oscillations of the transi-
tions nearest the uncoupled qubit transitions (green and red
frames). The experimental data (black data points) are fit-
ted to exponentially damped sinusoids (orange curves) and
normalized to the extracted fit parameters.
imental observations shown in Fig. 3(b). This suggests
that the wave functions of the associated states have a
smaller effective cross-section smaller than the Al shell
and thus are pierced by a correspondingly smaller flux.
The qualitative agreement between experiments and
numerics suggests that the visible transition frequencies
are explained by two-quasiparticle excitations of ABSs
in the junction that emerge due to the non-trivial phase
winding in the first lobe. When n = 1, the flux-induced
winding causes a circumferential dependence of the phase
of the order parameter on both sides of the junction.
Therefore, ABSs can experience multiple different phase
differences depending on the particular trajectory they
travel across the junction. In particular, for n = 1, tra-
jectories traveling diagonally across the junction would
experience a pi-phase shift at δϕ = 0 and thus cause
the presence of low-energy ABSs. These trajectories are
more likely to occur as VBG is increased and the potential
barrier is reduced [Figs. 4(a) and 4(b)], which lowers the
ABS energy at δϕ = 0, resulting in an increasing den-
sity of low-energy states (see also [26]). We attribute the
transitions near the qubit frequency, observed both ex-
perimentally (Fig. 3) and numerically (Fig. 4), to result
from this increasing density of low-energy sub-gap ABSs
for n = 1. Additionally, the emergence of these transi-
tions immediately before the experimental observation of
the increased relaxation of the resonator [Fig. 2(c)] sug-
gests that the increased relaxation also occurs as a result
of the increasing low-energy sub-gap density of states.
We focus on a narrow representative region of VQ
[Fig. 5(a)] to probe the coherence properties of the tran-
sitions in the first lobe. Throughout this regime the tran-
sitions can be driven coherently with examples of Rabi
measurements across the transitions at VQ = −2.752 V
shown in Fig. 5(b). All transitions yield T1-relaxation
times of 3–5 µs, measured in a subsequent measurement.
It is observed that the transitions closest to the uncou-
pled qubit transition yield the fastest oscillations at con-
stant drive power [green and red panels in Fig. 5(b)].
Transitions originating from Andreev states are expected
to be visible via the coupling to the qubit [34], where the
microwave coupling is expected to depend on the detun-
ing of the Andreev transitions to f01. This is consis-
tent with the variations in the Rabi frequencies shown
in Fig. 5(b). This supports the conclusion that the ob-
served coherent energy transitions originate from An-
dreev bounds states due to the non-trivial phase winding
in the first lobe.
These results motivate future experiments investigat-
ing new regimes for Andreev qubits, utilizing the direct
inductive coupling to the bound state spectrum [4, 5].
Directly probing the Andreev spectrum may allow exper-
iments to investigate the predicted emergence of topolog-
ical regimes [18], in particular for shorter junctions with
a lower density of Andreev bound states.
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6SUPPLEMENTARY MATERIAL
Experimental setup
Measurements were acquired in a cryofree dilution refrigerator with a base temperature of ∼ 20 mK. Figure S1
presents a detailed schematics of the experimental setup. The sample is mounted at the mixing chamber plate in a Cu
circuit board mounted in a indium sealed CuBe box shielded with a second Cu box. Microwave signals (red) are routed
to the sample via two microwave coaxial drive lines either from the vector network analyzer (VNA) or the demodulation
circuit. The demodulation circuit consists of a mixer to down convert the output signal to an intermediate frequency
by mixing with a reference tone followed by a low pass filter. This signal is then digitized and digitally down converted
to record the magnitude and phase components of the readout signal. A second microwave source generates the qubit
drive tones, applied via the same drive line. A Mini-Circuits RF switch allows to controllably switching between VNA
measurements used to probe the resonator and the demodulation circuit used for pulsed AWG-based measurements.
The SR FS725 10 MHz clock reference synchronizes the Alazar card, signal generators and the AWG.
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FIG. S1. Detailed schematic of the experimental setup. Input microwave signal (red) is applied either by two combined RF
signals or the VNA, controlled by an RF switch. The return signal is amplified at 4 K and at room temperature before going
to the mixer and further demodulation or the VNA. DC lines (blue) connect the sample and are used to control the junction
gate voltages VQ.
7Field dependence of resonator frequency
To investigate the observed damping of the readout resonator, we systematically map fres for increasing values of
B. We repeat the single-tone spectroscopy scans performed in Fig. 2 in the main text for values of B increasing by
5 mT, as shown in Fig. S2. It is observed that the overall spectrum remain roughly unchanged up to B = 45 mT,
except small changes in the avoided crossings, which is attributed to the field-induced decrease in ∆. At B = 50–
55 mT, we enter the destructive regime (Φ ∼ Φ0/2), where superconductivity is destroyed. When entering the first
lobe, superconductivity is restored. In the first lobe, the characteristic behavior of the spectra is very similar with
few variations due to the field modulation of ∆. We observe the damping of the resonator for all values of B for
VQ & −0.5 V, in contrast to the zeroth lobe.
In Figs. 3, and 5 in the main text the behavior of the low-energy Andreev transitions are investigated. For VQ > −2.7
qubit coherence is lost. Figure S3 shows a resonator scan in this region, where we similarly observe the damping of
the resonance frequency. This is consistent with the interpretation that the Andreev states are only visible in an open
junction regime, with the resonator damping occurring due to softening of the superconducting gap.
Gate dependence in zeroth and first lobe
To further support that the observed transitions are a characteristic phenomenon associated with phase twists in
the first lobe, we repeat the gate scan shown in Fig. 3(a) in the main text at B = 20 and B = 35 mT, shown in
Figs. S4(a, b). We observe a traditional gatemon spectrum, where the power broadened 0 → 1 and the two-photon
0 → 2 transitions are visible without all the additional transitions visible at B = 100 mT [Fig. S4(b)]. The absence
of extra transitions lines in the zeroth lobe supports the interpretation of low-energy Andreev energy states due to
the lobe dependent phase twists. We note the small region in Fig. S4(a) near VQ ∼ −2.8 V and in Fig. S4(b) near
VQ ∼ −3 V, where extra transitions are visible. We speculate that these transitions arise from excited Andreev states,
making them visible at low frequencies for n = 0 also.
From the numerical modeling presented in Fig. 4 in the main text, the observation of low-energy Andreev states
are expected to be achievable for increasing values of VQ. This interpretation is supported by gate scans probing the
qubit spectrum for decreasing VQ, as shown in Fig. S5. Here, we map the qubit spectrum for values of VQ below the
values shown in Fig. S4, and no additional states are observed with only a single qubit transition line visible. This
observation is consistent with creating a junction barrier for low values of VQ, and the effect of the phase dependent
junction paths are much less important. As a result the gatemon spectrum resembles the usual spectrum obtained in
the zeroth lobe.
Details of the numerical simulations
For details of the implementation of the numerical simulations see Ref. [18]. The differences with respect to
Ref. [18] are the Josephson junction device geometry and that the simulations in the main text are performed in the
topologically trivial regime of the full shell wire (band offset U0 = 140 meV and α = 0).
The local density of states (LDOS) is obtained from the Green’s function,
G−1(ω) = (ω + iη)I−HSM − Σ(SC)(ω, η), (1)
where ω is the energy, η the level broadening, HSM the semiconductor Hamiltonian and Σ
(SC) the self-energy of the
integrated out superconductor Hamiltonian.
Simulated density of states in the junction
The phase winding in the superconducting shell has dramatic effects on the ABS spectrum in the junction. In
Figs. S6(a, b) we show the density of states (DOS) in the junction (obtained by integrating the LDOS from x =
−450 nm to x = 450 nm) in the zeroth lobe and in the first lobe as a function of VBG at δϕ = 0. In the zeroth lobe,
the energies of ABSs remain on the order of ∆, whereas in the first lobe their energies can become much smaller.
Note that in the first lobe, the bulk gap is on the order of 30µeV due to the presence of vortex states. If the junction
is opened the gap is filled with low-energy ABSs. Only in the first lobe, states at energies much smaller than ∆ at
8FIG. S2. Single-tone spectroscopy using transmission voltage amplitude S21 as a function of junction gate voltage VQ and drive
frequency fd at increasing parallel magnetic field B = 0–100 mT in steps of 5 mT. A characteristic damping of the resonator
is observed for VQ & −1 V as the transition from the zeroth lobe (n = 0) to the first lobe (n = 1) occurs via the destructive
regime.
δϕ = 0 are observed. In Fig. S6 (c, d) we show the δϕ dependence of the DOS. Figure S6(e, f) presents the dependence
on magnetic field of these ABSs at δϕ = 0. They do not follow the same magnetic field dependence as the Al gap,
often having their energy maximum at a different flux, which is also compatible with the experimental observations
in Fig. 3(b) in the main text.
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FIG. S3. Corresponding resonator scan as a function of VQ measured interleaved with the two-tone spectroscopy measurement
presented in Fig. 5(a) in the main text.
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FIG. S4. Two-tone spectroscopy measurement as a function of qubit drive fd and VQ at B = 20, B = 35 and 100 mT in (a),
(b) and (c) to compare the gate dependence in the zeroth and first lobe. Panel (c) is also presented in Fig. 3(a) in the main
text. Mirrored qubit transition for VQ . −3.1 V due to sideband leakage. Line median subtracted from each column.
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FIG. S5. Two-tone spectroscopy measurement as a function of fd at B = 100 mT for decreasing VQ. In this regime, no
additional transitions are observed. Mirrored qubit transition due to sideband leakage. Line median subtracted from each
column.
Simulations in the trivial and topological regime
For certain parameters the full-shell NWs support a topological phase in the first lobe [18]. In the main text, all
results where generated in the trivial regime. In Fig. S7. we compare ABS energies and simulated qubit frequencies in
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FIG. S6. (a, b) DOS in the junction as a function of VBG for δϕ = 0 at zero magnetic field (n = 0) and at B = 0.12 T (n = 1).
(c) DOS as a function of δϕ at zero magnetic field for VBG = 0.38 V and VBG = 0.71 V. (d) same as (c) but at B = 0.12 T in the
middle of the first lobe. (g) DOS as a function of VBG at B = 0.12 T for δϕ = 0. (e, f) B dependence of DOS at VBG = 0.38 V
and VBG = 0.71 V. The broadening used throughout this figure is η = 2 meV.
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FIG. S7. (a, b) Eigenenergies as a function of VBG for δϕ = 0 in the first lobe (B = 0.12 T, n = 1) for parameters corresponding
to the trivial phase (U0 = 140 meV, α = 0) and the topological phase (U0 = 150 meV, α = −0.1 eV nm). The continuum of
bulk states is indicated in gray. (c, d) Simulated qubit frequency f sim01 (black) and two-quasiparticle transition frequencies fA
(gray) as a function of VBG for the same parameters as in (a, b).
the trivial and topological regime. In the topological case, transitions to the inert outer Majoranas were not considered
for the two-quasiparticle transition frequencies fA. Fig. S7(c) in the trivial case and Fig. S7(d) in the topological case
yield qualitatively very similar spectra, making a distinction between the trivial and topological case difficult.
