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We study in detail the properties of the quantum East model, an interacting quantum spin chain
inspired by simple kinetically-constrained models of classical glasses. Through a combination of
analytics, exact diagonalization and tensor-network methods we show the existence of a transition,
from a fast to a slow thermalization regime, which manifests itself throughout the spectrum. On
the slow side, by exploiting the localization of the ground state and the form of the Hamiltonian, we
explicitly construct a large (exponential in size) number of non-thermal states which become exact
finite-energy-density eigenstates in the large-size limit, as expected for a true phase transition. A
“super-spin” generalization allows us to find a further large class of area-law states proved to display
very slow relaxation. These states retain memory of their initial conditions for extremely long times.
Our numerical analysis reveals that the localization properties are not limited to the ground state
and that many eigenstates have large overlap with product states and can be approximated well by
matrix product states at arbitrary energy densities. The mechanism that induces localization to the
ground state, and hence the non-thermal behavior of the system, can be extended to a wide range
of models including a number of simple spin chains. We discuss implications of our results for slow
thermalization and non-ergodicity more generally in disorder-free systems with constraints and we
give numerical evidence that these results may be extended to two dimensional systems.
I. INTRODUCTION
The dynamics and thermalization of interacting quan-
tum systems are extremely challenging problems that at-
tract considerable attention due to their fundamental and
practical relevance to many areas of physical sciences, in-
cluding condensed matter, quantum information, statisti-
cal mechanics and beyond (see [1, 2] for reviews). Despite
many advances in the last couple of decades [1, 2], even
for models as simple as one-dimensional spin chains with
local interactions it has not been possible to reach a fully
satisfactory and general understanding of these problems,
neither through the use of analytical tools nor through
numerical methods. The main obstacles [3–7] relate to
the growth of quantum correlations, the spreading of in-
formation, and the highly entangled nature of the excited
eigenstates that dominate the dynamical evolution.
A central focus of research in the last decade has been
the search for many-body systems with dynamics that
falls outside the general paradigm of thermalizing quan-
tum systems. Undoubtedly, the most prominent exam-
ple of this new class of interacting systems is that of
those undergoing many-body localization (MBL) [8, 9]
(see [10–13] for reviews). Inspired by the formidable an-
alytical, numerical, and experimental advances in MBL,
see e.g. [14–30], more recently there has been a shift of
emphasis towards the study of systems which also display
non-thermal behavior but in the absence of quenched dis-
order.
The range of these comprises the search for MBL-like
physics in translationally invariant or disorder-free mod-
els [31–42], slow thermalization in systems with dynami-
cal constraints which are either explicit [43–47] or emer-
gent (as in “fractons” [48–58]), the existence of localised
(almost) conserved operators (or “strong zero modes”)
in clean systems with boundaries [59–63], and the ap-
pearance of “quantum scars” [64–71] and other non-
thermal excited eigenstates in otherwise thermalizing sys-
tems [72–74].
Here we address several of these questions by studying
in detail the properties of the quantum East model, in-
troduced in Ref. [43] as a candidate disorder-free system
displaying breakdown of ergodicity at long times, and
further studied with and without disorder in the con-
text of MBL in Ref. [75, 76]. This model is inspired by
the classical stochastic East model [77], a prototypical
kinetically constrained model (KCM) of classical glasses
(for reviews on classical KCMs and their application to
the glass transition problem see [78, 79]). The numerical
simulations of Ref. [43] suggested a possible transition
in the quantum East model from a thermalizing phase
where relaxation is fast, to a phase of slow relaxation
where dynamics retains memory of initial conditions for
long times indicating the possible absence of ergodicity.
However, as it is often the case with numerics for the
small systems accessible to exact diagonalization, it is
difficult to make convincing extrapolations from the re-
sults of [43] for the asymptotic behavior for large system
sizes in the quantum East model.
We describe a novel mechanism that gives rise to non-
thermal behavior in a broad class of interacting quan-
tum systems. This mechanism is distinct from that of
other constrained models such as the PXP [64] or quan-
tum dimers [46, 47]. For technical convenience we con-
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2sider the case of open boundary conditions. We employ
a combination of analytical arguments, exact diagonal-
ization and tensor network methods to show that the
model displays a fast-to-slow phase transition through-
out its spectrum, by which we mean a change from a
dynamical phase where thermalization is fast to a phase
where dynamics is slow and even non-ergodic depending
on initial conditions. The transition occurs when chang-
ing the parameter that controls the balance between ki-
netic and potential energies in the Hamiltonian across a
“Rokhsar–Kivelson” (RK) point [80, 81].
In particular, we demonstrate that the slow dynamical
phase is characterized by the following: (i) the ground
state is exponentially localized and can be efficiently ap-
proximated for large system sizes; (ii) there is an expo-
nentially large (in system size) number of non-thermal
eigenstates at finite energy density that are non-thermal,
which we show how to construct analytically for large
system sizes by exploiting the localization of the ground
state and the kinetically constrained nature of the Hamil-
tonian. This construction is very simple, i.e. a tensor
product of two eigenstates of the same Hamiltonian sup-
ported on smaller sizes; (iii) of these, at least a number
which is linear in size has area-law entanglement, while
for the rest their bipartite entanglement is spatially het-
erogeneous; (iv) these non-thermal eigenstates have large
overlap with product states and can be approximated
well by matrix product states (MPS) at arbitrary en-
ergy densities and large system sizes; (v) it is possible
to generalize the construction to an even larger num-
ber of area-law states, i.e. tensor products of localized
blocks or super-spins, that are guaranteed to display very
long memory of their initial conditions, exponential in the
size of the block (super-spin). Accordingly, the time re-
quired to entangle a block is also exponential in its size.
(vi) Extensive numerical analyses performed with exact
diagonalization and tensor networks, reveal atypical dy-
namical properties of the model beyond the analytical
constructions. The statistical study of several quantities
of interest confirms the singular change throughout the
spectrum, and suggest that our results may be further
extended. In particular, we find that the localization
properties of the ground state – which are cornerstones
of our analytic results – are present for several excited
states as well.
We prove, furthermore, that the mechanism which in-
duces localization of the ground state can be extended
to a large class of models and, numerically, we show that
it may be present also in two dimensions. As most of
the non-thermal properties of the quantum East model
arise from the localization of the ground state and they
do not rely on the particular form of the Hamiltonian,
we can deduce that all these generalizations will exhibit
a similar atypical dynamical behavior.
The remarkable range of non-thermal features that we
uncover here underlines the potential richness of non-
equilibrium behavior of quantum KCMs with appropri-
ately tailored constraints.
The paper is organized as follows. In Sec. II we intro-
duce the quantum East model and describe its basic prop-
erties. Section III considers the localization transition in
the ground state of the model. In Sec. IV we propose an
analytic ansatz in the localized/slow phase which allows
us to construct an approximation to the ground state of
a larger system starting from the exact ground state of
a smaller system, and which becomes exact in the large
size limit. As a generalization of this procedure, we show
how to analytically construct an exponential number in
system size of approximate non-thermal eigenstates with
finite energy-density using as ingredients eigenstates of
smaller systems. These become exact eigenstates in the
large size limit. Some of these states fulfill area-law of
entanglement and hence can be efficiently approximated
by MPS for large system sizes.
In Sec. V we construct a large class of area-law states
with small energy variance in terms of localized “super-
spins”. While these are not strict eigenstates, unitary
dynamics starting from these states is very slow, and
we provide bounds to the decay of time-correlation func-
tions and the growth of entropy with time. In Sec. VI,
we analyze in detail the statistical properties of the spec-
trum of small systems accessible to exact diagonalization,
showing that the fast/slow transition is manifested in a
change of eigenstate characteristics — including their en-
tanglement, localization and closeness to product states
— throughout the spectrum. In Sec. VII we summarize
all our results and we discuss the implications to quantum
constrained dynamics more broadly, as well as general-
izations to higher dimensions. We further compare our
findings with other constrained dynamical models and
highlight the main differences. Finally, we enumerate in
Sec. VIII some possible new research directions.
II. QUANTUM EAST MODEL
The quantum East model was originally introduced in
[43] in order to consider slow quantum dynamics akin
to (quasi-)MBL in the absence of disorder with kinetic
constraints as the mechanism behind slow evolution. The
model is defined in terms of spin-1/2 degrees of freedom
on a one dimensional lattice with Hamiltonian [43],
H = −1
2
N∑
i=0
ni(e
−sσxi+1 − 1). (1)
where the operator ni = (1−σzi )/2 is a projector onto
the state |1〉 in the local z-basis, and σαi is the Pauli-α
operator at site i. When s = 0, the operator in Eq. (1) is
(up to a sign) the same as the continuous-time Markov
generator of the classical East model, a stochastic KCM
much studied in the context of the classical glass transi-
tion [77, 82–85]. For s 6= 0, it corresponds to the “tilted”
generator studied in the context of the dynamical large
deviations of the stochastic model, see e.g. [79, 86, 87].
When considered as a quantum Hamiltonian, s = 0 is a
3Figure 1. Fast vs. slow dynamics in the quantum East
model. Relaxation to equilibrium of (time-averaged) density
autocorrelator (2) starting from all possible product initial
states for N = 10. For s < 0 (left) equilibration is fast and
memory of the initial conditions is rapidly lost. For s > 0
(right) relaxation is slow and memory of initial conditions is
preserved throughout the simulation window.
so-called RK point [80, 81], where the ground state cor-
responds to the equilibrium probability of the stochastic
model.
When interpreted as a stochastic generator, the op-
erator Eq. (1) corresponds to the “infinite temperature”
classical East model. Note that this terminology does not
refer to the temperature of the quantum system, but to
the characteristics of the equilibrium probability, i.e., the
ground state of Eq. (1) at the stochastic point s = 0. At
infinite temperature, the equilibrium probability is uni-
form for all configurations, while at finite temperature
the equilibrium state is not the equal weight combina-
tion of all configurations, see e.g. Ref. [87].
The factor ni at the front of each term in the Hamilto-
nian (1) is the kinetic constraint. It represents an opera-
tor valued rate, which in the case of H above makes the
action of the local Hamiltonian at site i + 1 non-trivial
only when ni projects into the state |1〉. In the KCM
jargon, when this constraint is satisfied, the site i is said
to “facilitate” dynamics of its i + 1 neighbour (i.e., the
one to the East, thus the name of the model) [78, 79].
In contrast to Ref. [43], here we will study the properties
of the Hamiltonian (1) with open boundary conditions.
We do this for technical convenience, as we do not expect
the physics we uncover below to be very different for the
case with periodic boundaries.
The key numerical observation in Ref. [43] was the
change in the dynamical behavior when the parameter
s is changed from one side of the RK point, that is from
s < 0, to the other side, that is s > 0. In Fig. 1 we re-
produce this observation for the case of open boundaries:
we show the relaxation to equilibrium of the normalized
two-time density autocorrelator 2O(t)−1, defined as the
time average O(t) = 1t
∫ t
0
O(t′)dt′ of
O(t) ≡ 1
Z
∑
i
〈ni(t)ni(0)〉 , (2)
where ni(t) is the occupation operator in the Heisenberg
picture under unitary evolution generated by the Hamil-
tonian Eq. (1), and Z ≡ ∑i 〈ni(0)〉 is a normalization
factor for the initial occupation. The figure shows re-
sults for initial states which are product states in the
occupation basis (i.e., local z-basis) at different initial
fillings (note that magnetization is not conserved in this
model). Notice that, for finite systems, the energy is
determined not only by the initial polarization Z, but
also by the occupation of the last site. This is the reason
why we observe two different thermal values for the same
polarization. This effect vanishes in the thermodynamic
limit.
We observe two fundamentally different behaviors of
the autocorrelator depending on the sign of s. For s < 0
dynamics is fast and most of the information about the
initial state is quickly erased, as expected from thermal-
ization and compliance with ETH [2]. In contrast, for
s > 0 dynamics is slow and for a large class of initial
product states, memory of the initial conditions is re-
tained at arbitrarily long times. This is indicative of a
transition in the quantum dynamics of the system.
Motivated by these results, in the following we will an-
alyze the structure of the eigenstates of the Hamiltonian
in order to collect information about the dynamical prop-
erties of the model both for finite system sizes and in the
thermodynamic limit.
A. Symmetries of the quantum East model
Since the Hamiltonian is identically zero on the empty
string |0 . . . 0〉, for open boundary conditions the Hilbert
space splits in blocks that are not connected by the dy-
namics. Each block is determined by the position of the
first occupied site, i.e. the k-th block corresponds to
the subspace spanned by all classical configurations that
start with a string of k − 1 zeroes followed by a 1.
In the following, we will mostly focus on the dynamics
of a single block, with N (dynamical) sites to the right
of the first occupied one. The position of the latter nat-
urally introduces an edge, and the effective Hamiltonian
on the N dynamical sites to its right reads
HN = −1
2
(e−sσx1 − 1)−
1
2
N−1∑
i=1
ni(e
−sσxi+1 − 1). (3)
Since [HN , σxN ] = 0, the Hamiltonian in Eq. (3) can
be further divided in the sum of two commuting terms
HN = HN−1+ ⊗Π+N+HN−1− ⊗Π−N , where Π± = (1±σx)/2
4are single site projectors onto |±〉 = (|0〉 ± |1〉)/√2, the
eigenstates of σx, and
HN−1± =−
1
2
(e−sσx1 − 1)−
1
2
N−2∑
i=1
ni(e
−sσxi+1 − 1)
− 1
2
nN−1(±e−s − 1).
(4)
In the rest of the paper we will study and discuss the
properties of the Hamiltonians in Eq. (1), (3) and (4).
B. The special case s = 0
At the RK point, s = 0, the Hamiltonian (1) has an
additional symmetry. It can be written as a sum of pro-
jectors H =
∑
i ni⊗Π−i+1 which, in addition to the empty
string, annihilates also a string of |+〉 states. Thus the
Hilbert space splits further in blocks determined by the
lengths m and n of, respectively, the leading empty string
and the trailing string of |+〉. Hence the eigenstates
have the form |0〉⊗m |1〉 |ψNB 〉 |−〉 |+〉⊗n, where NB is
the length of the dynamical part of the (m,n)-block,
and |ψNB 〉 is an eigenstate of the corresponding effective
Hamiltonian,
HNBs=0 = Π
−
1 +
NB−1∑
i=1
ni ⊗Π−i + nNB . (5)
III. GROUND STATE LOCALIZATION PHASE
TRANSITION
We now show that the ground state of the quantum
East model (4) is localized when s > 0. Namely, in the
ground state of a block of (dynamical) size N , the proba-
bility of finding an occupied site is exponentially localized
in the neighborhood of a certain position and the state
becomes a trivial product state further away, as depicted
in Fig. 4. The localization length ξ can be extracted al-
ready at small sizes, accessible by exact diagonalization,
by analyzing the expectation value in the ground state
of the local operator nk as a function of the position k.
This is shown in Fig. 2 for the ground state of HN+ , with
N = 15. For s < 0 we observe an almost homogeneous
occupation, independent of the system size and the value
of s. For s > 0, in contrast, the occupation decays fast
with the distance to the edge, with faster decay as we in-
crease s. We find that the results can be fitted assuming
an exponential decay,
〈ni〉 ∼ e−i/ξ, (6)
and the localization length ξ from the fit captures the
phase transition at s = 0. Indeed, we find that the value
of ξ diverges as s = 0 is approached from the positive
side, according to ξ ∝ s−ν with ν = 0.533 ± 0.006 (see
inset of Fig. 2). These results hold for the ground state of
−0.5 −0.2 0.0 0.2 0.5 1.0
s
0
2
4
6
1/ξ
1 3 5 7 9 11 13 15
i
10−30
10−23
10−16
10−9
10−2
〈ni〉
s = 1.0
s = 0.5
s = 0.3
s = 0.1
s = −0.2
s = −0.5
Figure 2. Localization of the ground state for N =
15. The main plot shows the single site occupation 〈nk〉 as a
function of the position in the chain k. For positive values of
s the probability of finding an occupied spin is exponentially
suppressed as the distance from the left edge increases. Inset:
We fit the function (6) and plot the inverse of the localization
length ξ as a function of the control parameter s.
HN+ in Eq. 4. We observe the same qualitative behavior
for the ground state of HN− . Indeed, both Hamiltonians
differ only in the last site, HN+ − HN− = −e−snN , with
the difference decreasing fast for s > 0.
The form in Eq. (6) provides a good fit of the nu-
merical data for the occupation, but a more detailed
look at our numerical results suggests in fact a faster-
than-exponential decay, as shown in Fig. 3. Indeed, in
appendix B we show that for large s perturbation the-
ory provides an approximate decay of the form 〈ni〉 ∼
(e−is/i!)2 ∼ e−i log(i). As can be seen in Fig. 3, this is in
good agreement with the numerical data.
In Fig. 4 we provide a cartoon picture of the ground
state which for s > 0 is localized near the edge. The spa-
tial structure of the GS revealed by these studies can be
understood in light of the adiabatic theorem. Away from
the phase transition, which happens at s = 0 [88], the
system is gapped, and we can apply the adiabatic theo-
rem to connect the ground state to the non-interacting
one at s → ∞. The latter corresponds to the product
state with only the first site occupied, |10 . . . 0+〉. Within
the gapped region, the evolution with the adiabatically
changing Hamiltonian will dress the initial site with an
exponential tail like the one shown in our numerical re-
sults and depicted in Fig. 4.
This phenomenon is not exclusive to the quantum East
model. As we discuss in Sec. VII and we demonstrate
in appendix A, there is a generic class of constrained
Hamiltonians, including (1) as particular case, for which
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Figure 3. Super-exponential localization of the ground
state. We plot the behavior of 〈nk〉 in double-log scale versus
log scale. A fit of the form log〈nk〉 ∝ kα (dashed lines) yields
α ∼ 1.3, indicating a super-exponential decay. The result
from a perturbation theory calculation at large s (crosses),
without free parameters, shows good agreement with the nu-
merical data.
Figure 4. Sketch of a super-spin. For positive values of
s the ground state is exponentially localized near the first
occupied spin. The empty sites on the left of |1〉 are not
dynamical. If we complete the state with |0〉s on the right,
we obtain a good approximation of the ground state of the
Hamiltonian (1) in the thermodynamic limit.
the ground state is exponentially localized.
IV. EIGENSTATES FOR LARGE SYSTEM
SIZES
Given the localization properties of the ground state
discussed above, and the peculiar form of the Hamilto-
nian, in this section we provide an ansatz for the ground
state and some excited states of finite energy density at
arbitrarily large system sizes. These constructions rely
on few simple assumptions and they are not limited to
the quantum East model. Indeed, each Hamiltonian that
belongs to the class defined in appendix A, will show sim-
ilar properties.
A. The ground state for large system sizes
Consider the normalized state
|Ψ0(L;N)〉 = |GSN−1+ 〉 ⊗ |0〉⊗(L−N+1) , (7)
where |GSN−1+ 〉 is the ground state of the Hamiltonian
HN−1+ (4), supported on N − 1 sites, HN−1+ |GSN−1+ 〉 =
E0+ |GSN−1+ 〉. We want to show that, in the localized
phase, |Ψ0(L;N)〉 is close to the ground state of HL in
Eq. (3), supported on L sites. In appendix C, we demon-
strate that the only contribution to the energy variance
comes from the boundary term between |GSN−1+ 〉 and
the string of empty sites. By using HN−1+ − HN−1− =
−e−snN−1 from Eq. (4), it can be easily seen that neither
the mean value, nor the variance of the energy evaluated
in |Ψ0(L;N)〉 depend on L, and they take the simple
form
〈HL〉Ψ0 = E0+ +
1
2
e−sδ, (8)
〈∆HL〉Ψ0 =
e−2s
2
[
δ − 1
2
δ2
]
, (9)
where we have defined δ = 〈GSN−1+ |nN−1 |GSN−1+ 〉.
Eqs. (8), (9) show that both the mean energy and the
variance of the state |Ψ0(L;N)〉 (supported on L sites)
can be estimated from the knowledge of |GSN−1+ 〉 (sup-
ported on N−1 < L sites). For small values of δ, namely
when the last spin of |GSN−1+ 〉 is close to |0〉, the state
|Ψ0(L;N)〉 is close to an eigenstate of HL for any L. As
can be seen in Fig. 2, this is precisely the case when s > 0.
Eq. (9) also shows that the quantity δ fully quantifies
the energy variance of the extended state. Accordingly,
as long as the variance is smaller that the gap (which
is sizable already for small positive values of s and for
all system sizes), we expect that the state |Ψ0(L;N)〉
approximates the ground state of the Hamiltonian, inde-
pendently of L.
Notice that the form of Eqs. (8), (9) is also valid (with
the E0+ in (8) replaced by the appropriate energy) if the
factor |GSN−1+ 〉 in Eq. (7) is replaced by any other eigen-
state ofHN−1+ . In Sec. VI we will use δ as a figure of merit
for quantifying the number of eigenstates that admit an
extension as the one in Eq. (7), with small variance. We
will show that, for positive values of s, the property above
is shared by several eigenstates of the model and not only
by the ground state.
B. Excited states for large system sizes
As we have shown above, by combining the ground
state of small systems and strings of empty sites, it is pos-
sible to approximate ground states for large system sizes.
The construction utilizes two particular ingredients: the
localization properties of the ground state, and the fact
6that the Hamiltonian annihilates a string of empty sites.
In this section we will construct an ansatz for excited
states based on similar ideas. Suppose |φM 〉 is an ex-
cited state of HM in Eq. (3) supported on M sites, such
that HM |φM 〉 = EM |φM 〉. The state
|Ψ(L;N)〉 = |GSN−1+ 〉 ⊗ |0〉 ⊗ |1〉 ⊗ |φM 〉 , (10)
(such that L = N + M + 1) exhibits similar proper-
ties as the one defined in Eq. (7). More precisely, as
in the previous case, the only contribution to the en-
ergy variance comes from the boundary term between
the ground states and the empty site and is given by
Eq. (9). The corresponding expectation value of the en-
ergy is E = E0+ + E
M
 + e
−sδ/2.
Notice that the states in Eq. (10) can be arbitrarily
close to an eigenstate of HL in Eq. (3) as long as δ is
small enough. Since the typical energy gap between two
neighboring eigenstates in the middle of the spectrum
for a generic Hamiltonian supported on L sites scales
as 2−L, in order to provide accurate approximations, δ
needs to decrease at least as fast. As illustrated by Fig. 3,
δ decays super-exponentially, δ ∼ exp(−N logN), which
implies that N logN & L will be enough to satisfy that
condition. For very large system sizes (L → ∞) this
can be achieved if the ground state occupies a fraction of
the sites N/L approaching zero. Therefore, the fraction
M/L of sites that can be occupied by an excited state
approaches one as we increase the system size. As M
becomes larger, the states |φM 〉 can reach higher ener-
gies leading to any finite energy density for the states
|Ψ(L;N)〉.
For more generic models as the ones discussed in ap-
pendix A, we proved that the energy variance decays ex-
ponentially. Hence we can construct non-thermal states
as the ones discussed above up to some finite (albeit not
arbitrarily high) energy density.
It is worth stressing that the approximate eigenstates
|Ψ(L;N)〉 are non-thermal and, as long as M = O(L),
they are exponentially many in system size L. More pre-
cisely, for any given N , there are 2L−(N+1) states of that
form: a fraction 2−(N+1) of the total number of states in
the Hilbert space.
Exploiting the maximally excited state The construc-
tion we just described provides an explicit way of address-
ing excited states at large system sizes by using eigen-
states from smaller sizes. In general, nevertheless, states
of the form (10) do not need to fulfill an area law of en-
tanglement, even if the leftmost N sites are always in a
product state with respect to the rightmost M+1 sites of
the system, because a highly excited eigenstate |φM 〉may
have volume law entanglement. Thus, the description
of |Ψ(L;N)〉 may require exponential resources. How-
ever, there is at least one interesting exception to this
situation, when the excited state |φM 〉 corresponds to
the maximally excited state of the Hamiltonian HM in
Eq. (3), or equivalently, the ground state of −HM which
also admits a MPS approximation.
If we choose |φM 〉 in Eq. (10) to be the maxi-
mally excited state |φMmax〉, we obtain an area-law state
|Ψmax(L;N)〉, with energy E = E0+ + EMmax + e−sδ/2.
Since we expect EMmax ∼ O(M), as long as M = O(L),
the resulting |Ψmax(L;N)〉 has finite energy density.
Moreover, its energy variance is 〈∆HL〉 < δ, so that in
the localized phase it can be made arbitrarily small by
increasing N , and the construction can provide approxi-
mate eigenstates.
From the exact diagonalization results above we know
that even for small system sizes δ quickly reaches ma-
chine precision at least exponentially fast in N . This
means that even for modest N its value becomes negligi-
ble in the construction above. This immediately suggests
an efficient numerical algorithm to construct quasi-exact
highly excited eigenstates for system sizes much larger
than the ones allowed by exact diagonalization, since
we can use variational MPS methods to find the ground
states of HN and −HM for chains of several hundred
sites with extremely good precision [87].
Fig. 5 illustrates the construction for a chain of size
L = 30. In particular, we show the energy variance and
occupation distribution of MPS approximations to ex-
cited states, found numerically as described in Sec. VI D.
For s > 0 and small energy densities, for which the MPS
provide almost exact eigenstates, we observe that their
spatial profile indeed agrees with that of the analyti-
cal construction presented in this section. Moreover, for
s > 0 the construction yields energy variances close to
machine precision over practically the whole range of en-
ergies, where the direct MPS search is far from reaching
an exact eigenstate.
V. THE SUPER-SPIN PICTURE
Here we exploit the results from previous sections to
engineer a large class of states with small variance. The
basic idea is concatenating several blocks of N + 2 sites,
each of them in one of two mutually orthogonal states,
|0˜〉 := |0〉⊗N+2 , |1˜〉 := |1〉 ⊗ |GSN+ 〉 ⊗ |0〉 . (11)
We identify the subspace spanned by these two vectors
with the Hilbert space of a super-spin. For a system of
size L, we can thus construct 2L/(N+2) orthogonal states
|s˜〉 ∈ {|1˜〉 , |0˜〉}⊗L/(N+2). All such states fulfill an area
law and can be approximated as a MPS insofar as |GSN+ 〉
does.
The states in this set retain long memory of their initial
conditions and stay weakly entangled under time evolu-
tion, as we will see in the following subsections. The
key dynamical property that we exploit is their energy
variance, which can be easily computed using the same
procedure as in section IV A. Since |0˜〉 blocks do not con-
tribute to the variance, the only contributions come from
blocks in |1˜〉, and correspond to the value computed in
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Figure 5. Energy variance(left) and single-site oc-
cupation expectation(right) of MPS approximations
(D = 50) to the excited states for L = 30 sites. (left)
For small values of the energy densities and s > 0, the MPS
approximation are close to machine precision. A black edge
indicates the MPS with variance below 10−8. For such states
(right) we observe that the spatial distribution of the single
site occupation corresponds to the profile of the analytical
construction Eq. (10).
Eq. (9)
〈∆H〉s˜ =
M∑
k=1
〈∆Hk〉ΨN0 =M〈∆H
N 〉ΨN0 <Mδ, (12)
where the index k runs over the positions of the occupied
super-spins and M is the Hamming weight of |s˜〉. It
is important to stress that M is potentially unbounded
in the thermodynamic limit, in which case the variance
becomes unavoidably large.
The energy can also be easily computed,
〈H〉s˜ =M(E0+ + e−sδ/2). (13)
Equations (12) and (13) show that if M is chosen ap-
propriately we can construct states with high energy and
exponentially small variance in N . Notice however that,
as we want states with small energy variance, we need to
introduce limitations on the values of M.
From Eq. (12), note that the variance of the super spins
cannot exceed the value δL/(N +2) . 2−N log(N)L/(N +
2) < 2−NL/(N + 2), since for any given super spin we
can accommodate at most M = L/(N + 2) occupied
blocks. Clearly, we have the freedom of choosing N
at will. However, the choice will affect the variance of
the super spins, and the dimension of the Hilbert space
spanned by them. It is illustrative to mention a few inter-
esting cases. (i) If N ∼ logLβ with β > 1 then, the state
with M occupied super spins can have a large variance,
exponentially larger than 2−L: 〈∆H〉s˜ < L1−β/ logLβ .
The dimension of the corresponding Hilbert space is of
the order 2L/ logL
β
. (ii) An opposite scenario is when
N ∼ L/ logL. In this case, the variance is small 〈∆H〉s˜ <
2−L/ logL logL, but the dimension of the Hilbert space is
linear in L. (iii) An interesting intermediate example
consists in N ∼ Lα, with 0 < α < 1. Here the variance
is 〈∆H〉s˜ < L1−α2−L
α
and the dimension of the Hilbert
space scales as 2L
1−α
, which is sub-exponential in system
size. In the following section we will show how the vari-
ance of an initial state can be use to quantify its slowness.
The super-spin picture provides a flexible platform where
one can choose the appropriate trade-off between the di-
mension of the Hilbert space and the dynamical activity
of the super-spin vectors that span it.
A. Dynamical properties of the super-spin states
The memory of the initial state during time evolution
admits a general bound based on the initial energy vari-
ance. For an initial state |ψ0〉, we define the overlap [89]
a(t) = |〈ψ0|ψt〉|2 = Tr (ρ0ρt) , (14)
where |ψt〉 is the state at time t and ρt = |ψt〉 〈ψt| the cor-
responding density matrix. Using the Cauchy-Schwarz
inequality,∣∣∣∣d2a(t)dt2
∣∣∣∣ ≤‖ [ρ0, H] ‖F ‖ [ρt, H] ‖F
=
√
4 〈∆H〉ψ0 〈∆H〉ψt = 2 〈∆H〉ψ0 ,
(15)
where ‖ · ‖F denotes the Frobenius norm. In the second
line we used the fact that for the commutator with the
Hamiltonian this norm does not depend on time. Ex-
ploiting Eq. (15) we can compute the memory of the ini-
tial state as
|a(t)− a(0)| =
∣∣∣∣∫ t
0
∫ τ
0
d2a(τ ′)
dτ ′2
dτdτ ′
∣∣∣∣
≤2 〈∆H〉ψ0
∫ t
0
∫ τ
0
dτdτ ′,
(16)
which leads to the bound
a(t) ≥ 1− 〈∆H〉ψ0 t2, (17)
where we used a(0) = 1, dadt |t=0 = 0 and a(t) ≤ a(0).
Eq. (17) is a general bound on the memory of a time
evolved state based on the energy variance of the corre-
sponding initial state.
The bound in Eq. (17) can be used to bound the growth
of the entanglement entropy of an arbitrary subsystem.
According to the Fannes inequality, for any pair of den-
sity matrices M1, M2, of dimensions D ×D [90],
|S(M1)− S(M2)| ≤ 2T log(D)− 2T log(2T ), (18)
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1
2 Tr[
√
(M1 −M2)(M1 −M2)†] is the trace distance
between both matrices, and S(M) = −Tr [M log(M)] is
the von Neumann entropy. We can apply Eq. (18) to
the reduced density matrix of a subsystem at the initial
time and after evolution [91]. Given some partition
H = HA ⊗ HB of the Hilbert space, let us define the
(time-dependent) reduced density matrix στ = TrB(ρτ ).
Contractivity of the trace norm ensures
1
2
‖σt − σ0‖1 ≤ 1
2
‖ρt − ρ0‖1 ≤ t
√
〈∆H〉ψ0 , (19)
where in the second inequality we used
1
2
‖ρt − ρ0‖1 =
√
1− |〈ψ0|ψt〉|2 =
√
1− a(t), (20)
and Eq. (17). Notice that Eq. (19) sets an explicit bound
on how fast the expectation value of any local observable
can change when starting from a super-spin state.
By plugging Eq. (19) in Eq. (18), we can bound the
growth of the entanglement entropy as
|S(σt)− S(σ0)| ≤ 2t
√
〈∆H〉ψ0 log
 D
2t
√
〈∆H〉ψ0
 .
(21)
Eq. (21) provides a general bound on the growth of the
entanglement entropy of a subsystem based on the en-
ergy variance of the initial extended pure state, and the
dimension D of the subsystem.
The bounds on the memory of the initial state in
Eq. (17) and the growth of the entropy in Eq. (21), can
be straightforwardly applied to the super-spins |s˜〉, de-
fined in Sec. V. In the particular case when ρ0 = |s˜〉 〈s˜|
(supported on L sites) we can bound the memory of the
initial conditions by using Eq.(17) and 〈∆H〉s˜ < Mδ.
Namely,
|〈s˜(t)|s˜(0)〉|2 ≥ 1− t2Mδ. (22)
Accordingly, if we take σ0 to be the corresponding re-
duced density matrix for a region of N  L sites,
D = 2N . The bound in Eq. (21) then reads
|S(σt)− S(σ0)| ≤2t
√
Mδ
(
N log (2)− log
(
2t
√
Mδ
))
.
(23)
In the previous sections we showed that in the local-
ized region δ decreases exponentially with N . As a con-
sequence, ifM is sufficiently small, Eq. (22) and Eq. (23)
provide strong bounds on the dynamics of |s˜〉. Specifi-
cally, in order to erase half of the memory of the initial
state, i.e. |〈s˜(t∗)|s˜(0)〉|2 ≤ 1/2, the dynamics needs at
least exponentially long times in N , t∗ & (Mδ/2)−1/2.
At the same time, for entangling a sub-region of size N ,
i.e. 2t
√MδN ∼ 1, the time evolution necessitates expo-
nential times of the order t∗ ∼ (2N√Mδ)−1. We con-
clude that the dynamics of the states |s˜〉, in order to
entangle a sub-region, requires exponentially long time
in the subsystem size.
The states |s˜〉 can then be seen as an orthonormal set
of quasi-conserved area-law vectors, and any superposi-
tion of them will result in a state whose dynamics at
short times is governed by dephasing only. The super-
spin picture thus provides an effective description of a
subset of the Hilbert space in the thermodynamic limit
which evolves slowly in time, is weakly entangled, and
efficiently simulable.
The results in Ref. [43] can be reinterpreted from a
super-spin point of view. It was numerically argued
there, for the case of periodic boundary conditions, that
for certain product states the dynamics exhibits a slow
growth of the entanglement entropy, exponential in sys-
tem size. The slowness of the state was quantified by the
number of empty sites following an occupied one. Since
the previous statements about the energy variance of |s˜〉
do not depend on the boundary conditions and, as ar-
gued in section III, the block ground state for s > 0 is
very close to the product state |1000 . . .〉, the bound in
Eq. (23) gives a rigorous interpretation of the previous
numerical observations.
Extensions The super-spin construction described
above can be made more general in several ways. On
the one hand, a larger set of states can be constructed
by allowing not only the ground state, but also (suffi-
ciently localized) excited states as building blocks |φM 〉.
In Sec. VI we show that such excited states do actually
exist. On the other hand, by combining the super-spin
picture with the excited state construction in Sec. IV B
we can also construct states with finite energy density.
Namely, we can construct states |S〉 = |s˜〉 ⊗ |φMmax〉 with
energy 〈H〉S =M(E0+ +e−sδ/2)+EMmax and energy vari-
ance 〈∆H〉S <Mδ. By increasing M the energy density
can be increased, but at the cost of reducing the dimen-
sion of the super-spin subspace to 2(L−M)/(N+2).
VI. NON-THERMAL EXCITED STATES IN
SMALL SYSTEM SIZES
In the following we explore the properties of the whole
Hamiltonian spectrum using exact diagonalization for
small system sizes. The results indicate a substantial
change in the properties of eigenstates across the spec-
trum in the region s > 0. In particular, in this re-
gion many localized eigenstates can be found, beyond
the ground state, which can be used in the constructions
of the previous sections.
A. Entropy of the exact eigenstates
Since eigenstates of the Hamiltonian incorporate the
whole information about the dynamics of the system,
their entanglement entropy is often used as an indicator
of the associated dynamical behavior. In Fig. 6, we show
9Figure 6. Entanglement Entropy of the eigenstates vs.
energy density, N = 14. In the two regimes of positive and
negative s, the entanglement entropy of the eigenstates in the
middle of the chain shows abrupt changes from normal eigen-
states at s = −0.5, to anomalous eigenstates, where many
of them have small entropy in the middle of the spectrum at
s = 0.5.
the entanglement entropy in the middle of the chain of
N = 14 spins from exact diagonalization, for two values
of s. For negative s, the entanglement entropy of eigen-
states exhibits behavior compatible with a thermalizing
system — apart from the extremes of the spectrum, most
of the eigenstates have large entanglement, almost satu-
rating the upper bound given by system size. In contrast,
for positive values of s a considerable number of excited
eigenstates have low entanglement. This is an indica-
tion of non-thermal eigenstates and reminiscent of the
quantum scars found in the PXP model [64], but here we
observe this behavior for a much larger number of states.
In order to collect detailed information about the dis-
tribution of the entanglement along the spin chain, we
compute, for each eigenstate, the entanglement entropy
with respect to all possible cuts of the chain, Si = S (ρi),
where ρi is the reduced density matrix obtained when
tracing out all but the leftmost i spins. In Fig. 7, we plot
the entanglement entropy Si and single site occupation
〈ni〉 as a function of the position of the cut (respectively
the site) i for all eigenstates in the case s = 0.5 and
N = 15. The figure suggests a peculiar heterogeneous
entanglement structure of a significant number of eigen-
states, for which both quantities decay exponentially as
the cut moves to the right. In other words, for many
eigenstates, the spins far from the left edge are almost in
a product state with the rest of the system, and the corre-
sponding sites are almost empty. These results are quali-
tatively similar to the ones discussed in Sec. III where we
analyzed the localization properties of the ground state.
Figure 7. Entanglement entropy and local occupation
as a function of the position on the chain. For several
eigenstates both quantities decay exponentially with the dis-
tance to the left edge. The labels in the entropy plot indicate
the indices of (some of) the eigenvectors ordered by increas-
ing energy. Colors indicate the energy of the eigenstates from
purple (low energy) to red (high energy). The figures show
data for s = 0.5 and N = 15.
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Figure 8. Probability density function of δ, log-log
scale. For any given eigenstate we compute the expectation
value of the projector onto occupied site nN . As in the pre-
vious cases, the distribution is strongly peaked for negative
values of s, and it develops very long tails for positive values.
B. Small-δ eigenstates
We diagonalize the Hamiltonian HN+ in Eq. (4) for dif-
ferent system sizes N and values of s. Given the set of
eigenvectors, we consider the probability distribution of
the last site occupation δ = 〈nN 〉, the parameter which,
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Figure 9. Cumulative distribution function of δ. Same
data as in Fig. 8. The CDF shows a steep curve for negative
values of s, where most of the eigenstates have large values of
〈nN 〉. When s is positive the CDF shows fat tails extending
to values close to machine precision. For large enough values
of s, the fraction of eigenstates with small 〈nN 〉 seems to be
size independent.
as discussed in Sec. IV A, quantifies the variance of the
extended states |φN 〉 ⊗ |0 . . . 0〉. Fig. 8 shows the his-
togram of the corresponding probability density function
PDF(δ). Notice that, for positive values of s, many eigen-
states exhibit surprisingly small values of δ. Namely,
there are several eigenstates |φN 〉 such that the energy
variance of the state |φN 〉 ⊗ |0 . . . 0〉 can be bounded by
extremely small values.
In order to quantify the number of eigenstates with
small δ, in Fig. 9 and 10 we consider the cumulative dis-
tribution function CDF(δ). In particular, in Fig. 9 we ob-
serve an abrupt change from negative values of s, where
most of the eigenstates have large values of δ to posi-
tive s, where more and more eigenstates have very small
values. For the sizes accessible by exact diagonalization,
the fraction of eigenstates with small δ does not seem to
depend on the size of the system. In Fig. 10 we show the
energy-resolved CDF. In particular, we divide the spec-
trum in four intervals of equal energy width, which we
number in order of increasing energy. The figure shows
that most of the small-δ eigenstates are concentrated in
the lower part of the spectrum, in agreement with the
results in Fig. 7. As s increases, we observe that the
number of eigenstates with small δ values grows for all
energy regions, as we indeed expect from the discussion in
the previous sections and the smaller localization length.
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Figure 10. Energy-resolved cumulative distribution
function of δ. We split the eigenstates in four equal-size en-
ergy intervals, ordered by growing energy. Most of the eigen-
states with small δ are concentrated at low energy. For the
largest s = 2, the count for eigenstates with small δ increases
at all energies.
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Figure 11. Probability density function of the esti-
mated maximal overlap with a product state. For neg-
ative values of s most of the eigenstates have small overlap
with product states. For positive values of s the distribution
develops long tails: many eigenstates have considerably large
overlap with product states. Data is shown for N = 15.
C. Geometric entanglement
The geometric entanglement of a state, defined as its
minimum distance to a product state, also provides in-
teresting insights about the properties of the eigenstates.
Given a pure state, the geometric entanglement can be
found by maximizing its overlap with a product state. Al-
though it is possible to solve this optimization problem
with exact or approximate numerical algorithms, in our
case this is unpractical, since we need to repeat the cal-
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Figure 12. Scatter plot of the overlap with product
states vs. δ (left), and energy density (right). The
states with large overlaps are mostly concentrated at small
energy densities, although large values can be found every-
where along the spectrum. We show data for N = 15. On
the right, only data points for s = ±0.5 are shown.
culation for each eigenstate. Instead, we apply a simpler
one-sweep truncation strategy to construct an approxi-
mation to the closest product state. Namely, for each
eigenstate, we sequentially perform a singular value de-
composition with respect to each cut of the chain and
keep only the largest singular value for each of them.
The resulting product state, once normalized, provides a
lower bound to the maximum overlap.
In Fig. 11 we plot the probability density function (over
all energy eigenstates) of this estimate for the maximum
overlap. For negative values of s, most of the eigenstates
have a small overlap with product states (as expected for
an ergodic system). For positive values of s, the distri-
butions develop a fat tail towards small values of δ, in-
dicating that many eigenstates have a large overlap with
product states.
An alternative view of this feature is demonstrated in
Fig. 12, which shows the value of the overlap for each
eigenstate, as a function of the corresponding δ (left) or
energy density (right). Small values of δ are strongly cor-
related with large — order O(1) — overlaps with prod-
uct states. They are mostly concentrated at small energy
densities, but Fig. 12 shows that large overlaps can actu-
ally be found at arbitrary energy densities.
D. Numerical approximation of non-thermal
excited states for large sizes
The discussion in Sec. IV B indicates the existence of
highly excited states with small entanglement, that can
be written as MPS. We can thus try to find them with
numerical methods. There are several possible variations
of DMRG to try and target excited states [92]. The sim-
plest one attempts to find the MPS that minimizes the
expectation value of the operator W = (H − λ)2, where
λ is the target energy of the desired states. Since H is a
matrix product operator, also W has that form and the
minimization can be run efficiently with standard MPS
algorithms. We use this tool to probe the whole energy
spectrum for eigenstates that can be approximated by
MPS.
In the numerical study we fix the system size to L = 30
and the bond dimension to D = 50. For several values of
s, we then collect 300 data points, uniformly distributed
in energy (excluding the edges of the spectrum). In Fig. 5
(left) we show the energy variance as a function of the
energy density. We observe that, for s > 0 and low en-
ergy, the algorithm produces MPS with variance close to
machine precision. Fig. 5 (right) shows the profile of the
expectation value of the single-site occupation number
〈ni〉 as a function of the site i. At low energy densi-
ties, and positive s, the optimization finds states with a
structure that resembles |Ψmax〉, with exponentially de-
creasing occupation from the left edge to the right until a
certain site, where the occupation abruptly increases to
stay close to one until the right edge. In Fig. 5 we marked
with a black circle the states with energy variance smaller
than 10−8. We find that all the states with small energy
variance have an exponential tail which starts from the
left edge. According to our analytical construction in
Sec. IV, the position of the jump should correspond to
the energy of the state. For large energies such construc-
tion becomes harder to capture, and the optimization is
forced to search for a trade-off between accurate target
energy or small energy variance. Notice that our opti-
mization is not tailored to search for this specific con-
struction, as each run starts from a random initial MPS.
VII. DISCUSSION AND GENERALIZATIONS
From the detailed study of the quantum East model,
we have shown that for a broad class of constrained quan-
tum Hamiltonians, there is a phase in which the (occu-
pation of the) ground state is localized, and correspond-
ingly slow dynamics arises. The quantum East model,
specifically, is known [86, 87] to have a first-order quan-
tum phase transition at the critical point s = 0. Here we
showed that, in correspondence to the phase transition
point, the ground state undergoes a localization transi-
tion from completely delocalized to super-exponentially
localized (s > 0). We showed how this ground state tran-
sition leads to a sharp change throughout the spectrum
from a fast dynamical phase at s < 0, where ergodicity is
established quickly under unitary evolution, to a slow dy-
namical phase at s > 0 where thermalization is impeded.
We provided rigorous results about the dynamical conse-
quences of this transition focusing on the behavior in the
slow non-thermalizing side.
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Summary of the results. In the following paragraphs
we explicitly compile the main results of our work, as well
as their connections to other models and possible gener-
alizations. By combining analytical arguments, exact di-
agonalization and tensor network methods, we made the
following findings.
(i) For a broad class of constrained models, we proved
that the ground state is exponentially localized. In this
class, the quantum East model is the simplest example.
The localized nature of the finite-size ground state for s >
0 allows for a systematic construction of the ground state
for arbitrary system sizes. This construct is very simple,
that of a tensor product of the ground state of a small
system with a completely empty state. Since the second
factor is annihilated due to the constraints, all cost is
concentrated at the juncture, which the localization in
the first factor makes vanishingly small in the large size
limit.
(ii) This procedure can be extended to obtain exact
large-size eigenstates of finite energy density. By replac-
ing the right factor by an excited state, one can system-
atically construct an exponential number of non-thermal
excited states. If the right factor is that of the eigenstate
of maximal energy, the ensuing large-size eigenstate has
area law entanglement. This means that there are (at
least) polynomially (in system size) many area law eigen-
states of finite energy density.
(iii) By generalizing the tensor product construction
to many junctions we can define an even larger class of
non-thermal states in terms of what we call super-spins.
A state composed of super-spins is the tensor product of
several ground states for a finite system of a fixed size,
possibly separated by empty blocks of the same size, and
thus corresponds to a dressed occupied spin localized at
each occupied juncture. From the arguments above, if the
number of super-spins scales sub-extensively with system
size, and the distance between junctions is large enough,
such states become area-law eigenstates in the large size
limit. States with extensive number of super-spins in con-
trast, while may still have small energy variance, are not
guaranteed to be eigenstates. These states are still prov-
ably slow since the evolution of all the correlations, ob-
servables, and entanglement entropy starting from them
can be bounded by the magnitude of their energy vari-
ance.
Even if a generic state may still thermalize (i.e. we
cannot claim non-ergodicity of the system in the ther-
modynamic limit), we proved that there exist an expo-
nentially large family of product states — experimentally
easy to prepare — which retain long memory of initial
conditions. They take exponentially long times to entan-
gle a small sub-region and, in some cases, they do not
thermalize at all. These are the states that underpin the
slow dynamics of the model.
(iv) We performed extensive numerical results for small
systems obtained with exact diagonalization, as well as
for large systems using tensor networks. In particular,
we considered several quantities of interest, such as the
entanglement entropy of the eigenstates, and the distri-
butions of their last site occupation and of their maxi-
mal overlap with a product state. The statistical anal-
ysis shows that many eigenstates exhibit atypical be-
havior, signaling the presence of non-thermal dynamical
properties that go far beyond our analytical construc-
tions. These properties confirm for small sizes the singu-
lar change throughout the whole spectrum as one varies
the parameter s from negative to positive. Although all
our analytical constructions rely solely on the localization
of the ground state, our numerical studies indicate that
many other eigenstates have similar localization proper-
ties. This suggests that the classes of non-thermal eigen-
states and super-spin states that we discussed above, may
be further extended by making use of localized excited
states from small system sizes.
Generality of the mechanism. With the term localiza-
tion we mean that the density of occupied sites is local-
ized in the neighborhood of a certain position. What
we uncover here is not limited to the quantum East
model. Our findings reveal a general mechanism for a
broad class of models that induces exponential localiza-
tion to their ground state and consequently non-thermal
dynamical features in the thermodynamic limit. In par-
ticular, in appendix A, we proved exponential localiza-
tion of ground states belonging to a class of models which
includes textbook examples such as simple spin Hamil-
tonians with nearest neighbor interactions of the form
H =
∑
i Jzzσ
z
i σ
z
i+1 + Jzxσ
z
i σ
x
i+1 + Jzσ
z
i + Jxσ
x
i .
Extension to higher dimensions. From classical
KCMs [79] we know that qualitative features are not
very dependent on dimensionality. It is natural to study
the quantum generalizations of KCMs in higher dimen-
sions, e.g. the quantum North-or-East model (see e.g.
Ref. [7]), which extends the East model constraint to
two dimensions. Our DMRG calculation for the quantum
North-or-East model [93] on a 10× 10 lattice shows that
the ground state remains localized even for small posi-
tive values of s (see Fig. 13). This suggests that these
two-dimensional KCMs should also display slow dynam-
ics and a prominence of non-thermal states like the ones
uncovered here for the quantum East model, therefore
being candidates for disorder-free quantum systems ex-
hibiting non-thermalization in higher dimensions.
Comparison with other constrained models. It is nat-
ural to compare the particular dynamical features we
have discovered to those of other constrained mod-
els studied in the literature. First of all, the PXP
model [95, 96], a constrained system known to thermal-
ize [97] for typical states, exhibits a number of quantum
scars — excited states which fulfill the area law of en-
tanglement. The PXP constraint allows spin-flips only
when two nearest neighbors are in the down state, in
contrast to the “1-spin facilitation” (albeit directional)
of the quantum East model. The PXP constraint is thus
stronger than that of the East model, and as a conse-
quence, in one dimension the state space breaks into ex-
ponentially many dynamically disconnected subspaces.
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Figure 13. Single-site occupation of the quantum
North-or-East model ground state with s = 0.01 on
a 10 × 10 lattice. The low-entanglement structure allow to
perform accurate DMRG calculations [94]. Even for small
values of s, the ground state exhibits strong localization.
On the other hand, as we explained above, in the East
model (with appropriate boundary conditions) all states
are connected. Thus a weaker constraint in the quantum
East model gives rise to stronger dynamical features, as-
sociated with the fact that regions devoid of occupied
spins are locally frozen — yet still dynamically connected
— a feature we exploited in the construction of non-
thermal states. Notice also that the localization of the
ground state that we have identified as crucial ingredient
for the non-thermal features in the quantum East model,
is not present in the scar states that inhibit thermaliza-
tion [64] in the PXP model. As we showed above, it is in
fact such localization that induces the presence an expo-
nential number of scarred states in the system size and
even the broader family of super-spin states.
A second class of models worth mentioning are those
with fracton excitations, e.g. [48–58]. In fact, this field
of research started with Ref. [48], which generalised to
the quantum realm pre-existing plaquette spin models
of glasses [83, 98, 99], just like the quantum KCMs we
study here are quantum generalisations of classical glassy
KCMs. As in the classical case, while there are connec-
tions between fracton models and quantum KCMs, there
are some important differences. The models we consider
have explicit kinetic constraints, while for fractons [48–
51] constraints are effective. This has significant con-
sequences. Effective constraints are “soft” in the sense
that they only partially prevent certain transitions, in
contrast with the explicit “hard” constraints of the East
model and its generalisations that cannot be broken. For
example, this changes the nature of the phase transition
of their ground states (which for some fracton models
[100] can be inferred from the study of large deviations in
the classical stochastic setting [101]). Nevertheless, frac-
ton models such as the Haah code (i.e. so-called type II
[53, 58]) may display similar physics to that of the quan-
tum East model. For example the heuristic arguments
used in [50, 52] to suggest super-Arrhenius relaxation at
finite temperature in those models may also apply to the
quantum East, since they posit a mechanism for relax-
ation which is the same as in the classical models. What
would be more interesting is to explore whether the ex-
act (in the thermodynamic limit) and fully quantum con-
struction of excited states we present here can be trans-
lated in some manner to those models.
More generally, it is important to distinguish the mech-
anisms for the emergence of non-thermal excited states
— and concomitant slow dynamics and potential non-
ergodicity — we have uncovered here from those based
on what recently has been dubbed “shattering of Hilbert
space” [52–57]. For the quantum East model and the
boundary conditions we considered, see Sec. II, the dy-
namics connects all the states in the Hilbert space. Fur-
thermore, the non-thermal excited states that we find
become exact only in the limit N → ∞. That is to say
that the change throughout the spectrum from s < 0 to
s > 0 has the character of a true phase transition, not
occurring at finite N but in the thermodynamic limit.
Classically, the issue of fragmentation of configuration
space for Markov generators of stochastic dynamics with
constraints is well understood [78]. Before establishing
whether a KCM dynamics is not ergodic, it is necessary
to understand if the constraints make the generator re-
ducible. Namely, whether there are regions of configu-
ration space that are disconnected by the dynamics at
any finite system size. When a dynamical generator is
reducible, there can be an apparent breakdown of ergod-
icity simply by starting with an initial condition which
has weight on disconnected sectors. However, reducibil-
ity should not be confused with non-ergodicity, which
deals with diverging relaxation times within a single con-
nected irreducible sector, and which occurs in the large
size limit only. For the quantum case, similar consid-
erations may apply. Our results for the quantum East
model show the emergence of a non-thermal behavior,
which becomes exact in the large size limit, within an
irreducible sector.(For further discussion on these issues,
see also [102, 103]).
VIII. FUTURE DIRECTIONS
The slow dynamics of the East model is a first-order
phenomenon — cf. the transition in the ground state.
It is a consequence of having spatial coexistence of two
very different kinds of dynamics. That is, since a region
with no occupied spins is locally stable, it can only be
relaxed starting from the interface with an active region.
While here we studied explicitly the spectral properties
of the East model with open boundaries, we expect to
find similar slow characteristics in the case of periodic
boundaries, and for other one-dimensional models with
similar constraints, such as the quantum “2-spin facili-
tated” Fredrickson-Andersen model (FA) [44, 78] (a 1-
14
spin facilitated model but with a symmetric constraint).
Finding new and broader classes of non-thermal states
might give insightful information about the emergent
slow dynamics we observe for small system sizes and,
more importantly, could address the question of ergod-
icity breaking. Along the lines of our constructions, one
possible direction includes the characterization of excited
states for smaller sizes in order to promote them to fun-
damental building blocks for eigenstates at larger sizes in
other systems. Their characterization may as well con-
tribute to the understanding of the dynamical proper-
ties of their classical counterparts. The generalizations
discussed above open a number of possible directions of
investigation which include: (i) breakdown of ergodicity
due to kinetic constrains for disorder-free models in one
and higher dimensions; (ii) exploration of the correspond-
ing dynamical transition and the concomitant singular-
ity in the eigenstates; (iii) find physical implementations
where these phenomena can be observed; (iv) extension
of the results in appendix A about the localization of
ground states to higher dimensions and to models with
different types of constraints.
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Appendix A: Localization of the ground state for
generalized East models
In this appendix we present 1D models that possess
localized eigenstates. We consider a chain of qubits, with
Hamiltonian
H˜ =
N∑
i=−N
ni(Q˜i + X˜i) (A1)
where ni = |1〉〈1|, acting at position i, and Q˜i and
X˜i act at positions i + 1, . . . , i + Lq,x, respectively, and
fulfill the following conditions: (i) Q˜i is classical, in the
sense that it commutes with all nj , and has |0〉⊗Lx as
ground state (possibly degenerate) with energy E˜i; (ii)
X˜i is hermitian, bounded (i.e. ||X˜i||op ≤ c for some c),
and its minimal eigenvalue, xi > −E˜i. We will show that
there exists some 0 > 0 so that if  < 0, then H˜ has
localized eigenstates in the thermodynamic limit N →
∞. The set of Hamiltonians fulfilling those conditions
include translationally invariant ones, where we can just
take Q˜i and X˜i to be independent of i. Also, we have
restricted this discussion to qubits, but the extension to
higher dimensional systems is straightforward.
Let us first, without loosing generality, simplify the
notation. We can take L = max(Lx, Lq) and consider
that both Q˜i and X˜i act on L sites. We can also define
Xi = X˜i−xi 1 and Qi = Q˜i+xi. With these definitions,
Xi ≥ 0 and the lowest eigenvalue of Qi is Ei = E˜i+xi ≥
Einf > 0 where
Einf = infEi > 0. (A2)
Also, we can consider ||Xi||op ≤ 1 just by defining  →
/c. We will consider from now on  < Einf .
Notice that the class of Hamiltonians in Eq. (A1) in-
cludes simple nearest neighbor spin systems by defining
Q˜i = a 1+bσzi and X˜i = c1+dσ
x
i . The quantum East
model as described in the paper is one particular in-
stance of this, with a = (1 − e−s)/2, b = 0, c = 1/2,
and d = −1/2.
The ground state of H˜ is the one with all qubits in
|0〉 and has zero energy. Note that H ≥ 0 and that
whenever the i-th qubit is in state |1〉, it will add an
energy at least Einf > 0. As in the case of the quantum
East model analyzed in the main text, a leading substring
of |0〉⊗N |1〉0 is preserved by the Hamiltonian, so that we
can focus on eigenstates of the form
|0〉⊗N ⊗ |1〉0 ⊗ |ψ〉 (A3)
where |ψ〉 ∈ H is a vector in the Hilbert space corre-
sponding to the qubits 1, . . . , N . In the following, we
will restrict the discussion to this Hilbert space, and we
will be ultimately interested in the limit N → ∞. We
now define subspaces S0 = |0〉⊗N and Sn = (C2)n−1 ⊗
|1〉n⊗ |0〉⊗N−n, i.e. those that have a 1 at the n-th posi-
tion and zeros to its right. Obviously, H = ⊕Nn=0Sn. We
also define Pn as the projectors onto Sn.
We say that a state ψ ∈ H is exponentially localized if
there exists some λ > 0 such that
||Pn|ψ〉||2 < e−λn (A4)
Note that this automatically implies that
∞∑
n=n0
||Pn|ψ〉||2 < ke−λn0 (A5)
where k = (1− e−λ)−1.
Now, we take the part of H˜ acting on the restricted
space, and define
H = H0 + V, (A6)
where
H0 = (Q0 − E0) +
N∑
i=1
niQi, (A7)
V = X0 +
N∑
i=1
niXi. (A8)
Here, we have separated the term at i = 0 taking into ac-
count that the state of the qubit at that position is |1〉0.
We have also subtracted the energy E0. With that, the
ground state of H0 is |0〉⊗N and has energy E = 0. In ad-
dition, H0 has a gap ∆ = Einf > 0, which corresponds to
a state with just one qubit in |1〉. Furthermore, according
to the discussion above
0 ≤ Xi ≤ 1 . (A9)
We consider the ground state of H, fulfilling the eigen-
value equation
H|ϕ〉 = E|ϕ〉 (A10)
We will show now that
∆0 = ∆− E > 0 (A11)
and that |ϕ〉 is exponentially localized. The first state-
ment is rather obvious, since H ≥ 0 and we can just use
the variational principle
E ≤ 〈Ψ0|H|Ψ0〉 = 〈Ψ0|X0|Ψ0〉 ≤  < Einf = ∆, (A12)
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Figure 14. Examples of other localized models. As in Fig. 7 (right), we plot the expectation value of the occupation as a
function of the support for two constrained Ising models. Both exhibit an exponential localization for positive values of s and
no localization for negative values (N = 12). In the localized phase there are several other localized excited states.
where |Ψ0〉 = |0〉⊗N and we have used that 〈Ψ0|H0|Ψ0〉 =
〈Ψ0|Xi|Ψ0〉 = 0 for i > 0.
In order to show that |ϕ〉 is localized let us take the
limit N →∞ and project (A10) onto Sn with n ≥ L,
HnPn|ϕ〉 = −
∞∑
n 6=m=0
PnV Pm|ϕ〉 (A13)
where Hn = PnHPn − E. Note that the RHS vanishes
unless n − L ≤ m ≤ n + L, since otherwise V does not
connect the subspace Sm with Sn. Furthermore, as Xi ≥
0,
Hn ≥ PnH0Pn ≥ ∆0Pn (A14)
since H0 has a gap, ∆0, and n > 0, so that Pn projects
onto a subspace that is orthogonal to the ground state
S0. Thus, we can invert Hn on Sn,
Pn|ϕ〉 = − 1
Hn
n+L∑
n 6=m=n−L
PnV Pm|ϕ〉 (A15)
Taking the norm of both sides, denoting by rn =
||Pn|ϕ〉||, and taking into account (A14) and (A9), we
obtain
rn ≤ 1
n+L∑
n 6=m=n−L
rm, (A16)
with 1 = L/∆0. Defining now
Rk =
L−1∑
n=0
rkL+n (A17)
for k = 0, 1, . . ., it is straightforward to show that for
k > 0
Rk ≤ 2(Rk−1 +Rk+1) (A18)
where 2 = 1L/(1− 1L).
Now, we will show that Rk ≤ µRk−1 with µ = 22/(1+√
1− 422) < 1, so that Rk ≤ µk since R0 ≤ 1 as the state
ϕ is normalized, and thus
rn ≤ µn/L. (A19)
For that, we use recursively (A18) to obtain
Rk ≤ 2Rk−1
t∑
m=0
2m2 Cm + 
2t+1
2
t∑
m=0
Rk+2m+1dm
(A20)
for any value of t > 0. Here, Cm =
1
m+1
(
2m
m
)
are the
Catalan numbers, which count all possible paths in which
a walk on ` that starts at ` = 1 and increases or decreases
` by one unit at every step can reach ` = 0 in 2m+1 steps,
without visiting ` = 0. Analogously, dm is the number of
paths that start at ` = 1 and end at ` = 2m+1 in exactly
2m+1 steps without visiting ` = 0. We can bound dm by
the binomial number, which would count the number of
paths without the restriction of not visiting ` = 0. Thus
dm ≤
(
2t
2m
) ≤ (2tt ) ≤ 22t. For 2 < 1/2, the second term
in (A20) vanishes in the limit t→∞, while the first one
gives us the desired bound.
As a demonstration, in Fig. 14, we show the decay of
the occupation for two constrained Ising models. For pos-
itive values of s, both models exhibit exponential localiza-
tion as predicted by our analytical treatment. Whereas
for negative values, all the eigenstates have a homoge-
neous occupation. As in the case of the quantum East
model in the localized phase, there are additional local-
ized states above the ground state.
19
Figure 15. Transition graph of states in perturbation
theory. The states contained in the first seven orders of
perturbation theory are illustrated as a graph, where each
nodes groups states with the same k (the number of occupied
sites) and ` (the position of the rightmost occupied site). The
number of states for fixed (k, `) is indicated on each node. The
thickness of each edge represents the number of transitions
between states contained in the nodes via an application of
RV . We notice that the graph has the structure of a Pascal
triangle, where its shallow diagonals are highlighted with a
dashed line. Notice that with an even (odd) number of hops
along the edges from the topmost node |1000 . . .〉 we end up
on an even (odd) shallow diagonal, colored in yellow (red).
Appendix B: Super-exponential decay in the
quantum East model
We split Eq. (4) into a bare Hamiltonian and an inter-
action term
HN± =
1
2
(H0 + εV±) , (B1)
where
H0 =
N−1∑
i=1
ni
V± = −σx1 −
N−1∑
i=1
niσ
x
i+1 + (1∓ e−s)nN .
(B2)
We treat ε = e−s as a small parameter, so we can look
at the first order corrections in ε of the ground state deep
in the localized phase, i.e. s → ∞. In the following, we
consider only the perturbation V = V+, since the follow-
ing calculations are the same for the other case. The bare
Hamiltonian H0 is diagonal in the computational basis
and has as unique ground state |χ(0)〉 = |000 . . .〉 with a
unit gap above it. The excited states are labeled by |kα〉,
where k = 1, . . . , N counts the number of occupied sites
and α labels the degeneracy: H0 |kα〉 = k |kα〉.
Using the notation in Ref. [104] we can express the
corrections to the ground state as a Taylor expansion in
the parameter ε
HN+ |χ〉 = E0 |χ〉 ,
|χ〉 = |χ(0)〉+ ε |χ(1)〉+ ε2 |χ(2)〉 . . . ,
E0 =
1
2
(
E(0) + εE(1) + ε2E(2) + . . .
)
.
(B3)
By defining the resolvent matrix
R = −
∑
kα
|kα〉 〈kα|
k
, (B4)
the n-th order terms can be computed as
|χ(n)〉 = (RV )n |χ(0)〉 ,
E(n) = 〈χ(0)|V |χ(n−1)〉 .
(B5)
From a more physical point of view, the perturbation
should be seen as the introduction of a local impurity that
has an effect that is localized at the boundary, rather
than a global perturbation giving an extensive energy
contribution. This can be seen by looking explicitly the
first orders in Eq. (B5):
|χ(1)〉 = |1000 . . .〉 ,
|χ(2)〉 = 1
2
|1100 . . .〉 ,
|χ(3)〉 = 1
2
(
|1000 . . .〉+ |0100 . . .〉+ 1
3
|1110 . . .〉
)
.
(B6)
The corresponding energy is straightforward to compute
E0 = −ε
2
2
− ε
4
4
+O (ε6) . (B7)
We now comment on the convergence radius of the per-
turbation expansion. Firstly, we notice that in a Banach
space, if the series
∑
n=0 |εn|‖χ(n)‖ converges, then the
series for |χ〉 converges too. We shall now prove that the
norm ‖χ(n)‖2 grows as the n-th power of the golden ratio
ϕ. In order to understand the structure of each perturba-
tion theory order, it is instructive to construct a graph of
transition between the states, as shown in Fig. 15. The
states are grouped in cluster labeled by the number k of
occupied sites and the length ` of the non-trivial string.
Each cluster contains
(
`
k−1
)
states, and applying RV to
a state |k, `〉 generates up to k + 1 states in at most 4
distinct ways: |k ± 1, `〉 or |k ± 1, `± 1〉. Then the n-th
perturbation term can contain at most the first bn+12 c
even or odd “shallow” diagonals, depending on whether
n is even or odd. In other words, the number of states
generated by applying RV to the n-th perturbation or-
der is equal to the number of states in the order (n− 1)
plus the number of states in the n-th shallow diagonal,
which is the corresponding Fibonacci number Fn, since
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∑bn−12 c
j=0
(
n−j−1
j
)
= Fn. Hence the total number of states
#(n) in the n-th order is
#(n) =
{∑bn/2c
j=0 F2j+1 = Fn+1 n odd∑n/2
j=0 F2j = Fn+1 − 1 n even
(B8)
which asymptotically tends to ϕn+1. The amplitude of
each state will be the sum of all the paths of length (n−
1) leading to it from |1000 . . .〉, weighted by ∏k 1/k of
all the visited states |kα〉 along the path. The weighted
sum cannot exceed (1/2)b(n−1)/2c, since this is the path
connecting |χ(1)〉 and |χ(2)〉. Furthermore, the number of
distinct paths cannot exceed 4n−1, since in principle we
can move in the 4 directions for (n−1) moves, as shown in
Fig 15. While these estimates are not particularly tight,
they are sufficient to bound the norm of |χ(n)〉 as
‖χ(n)‖2 <
(
22(n−1)
2b(n−1)/2c
)2
ϕn+1 ∼ (23ϕ)n (B9)
Thus the perturbation series in Eq. (B3) is at least con-
vergent in the radius
ε <
1
2
√
2ϕ
≈ 0.278 (B10)
or equivalently s & 1.28. While this result is used to
prove a positive radius of convergence, in practice we can
monitor the rate of convergence of the norm of each order
to have confidence in the method. Indeed, numerically,
we observe a rapidly converging norm in the regime s &
0.9.
The perturbation theory picture not only gives us a
method to compute the first order corrections to the
ground state, but also an understanding of its structure.
Indeed, looking at the first terms in the expansion, we
notice that the terms remain localized close to the left
boundary. As we apply powers of V , higher order terms
in Eq. (B5) become progressively delocalized, but these
contributions get damped at least by a factor εn.
Let us define the domain-wall state |Θm〉 =
|1〉⊗m |000 . . .〉. From Eq. (B6), we notice that
〈Θn|χ(n)〉 = 1/n! and that 〈Θm>n|χ(n)〉 = 0. At each or-
der n there is a contribution |Θn〉 coming from a |Θn−1〉
in the previous order. In Fig. 15, these states correspond
to the rightmost diagonal, i.e. k = n. One can think of
this term as the fastest possible “excitation” created by
applying V repeatedly. Since all other terms in |χ(m)〉
have a smaller support, clearly nm |χ(m)〉 = 1/m!, and
more generally, at the first order
nr |χ〉 = ε
r
r!
|Θr〉+ . . . . (B11)
We can then conclude that
〈nr〉 = 〈χ|nr|χ〉〈χ|χ〉 =
(
εr
r!
)2
+O (ε2r+1) . (B12)
We have dropped the normalization factor, since 〈χ|χ〉 =
1 + O (ε2) leads to sub-leading corrections. Checking
with finite-order expansions, Eq B12 gives a qualitatively
accurate prediction of the decay of the occupation num-
ber, as shown in Fig. 16. Using Stirling’s formula, the
asymptotic behavior of Eq. (B12) at large distances is
〈nr〉 ∼ exp[−2r log r + 2r(1 − s)]. Therefore, in the
perturbative regime, the ground state exhibits super-
exponential localization around the first site.
These perturbation calculations can equivalently be
connected to the adiabatic theorem [105]. By introduc-
ing a time-dependent coupling ε(t), the different pertur-
bation orders correspond to the expansion of the evo-
lution operator. Similar perturbation calculations were
performed on the quantum East model in the case of
periodic boundary conditions [75], in order to derive an
effective Hamiltonian describing the hopping of domain
wall in a given magnetization sector.
Appendix C: Computation of the variance
Consider the Hamiltonian defined in Eq. (1) on a one
dimensional lattice of N sites, and the eigenstates,
|Φ±〉 = |φ±(N − 1)〉 ⊗ |±〉 ,
HN |Φ±〉 =HN−1± ⊗Π± |φ±(N − 1)〉 ⊗ |±〉 = E± |Φ±〉 .
(C1)
We consider the normalized state
|Ψ+〉 = |φ+(N − 1)〉 ⊗ |0〉⊗(L−N+1)
=
√
2ΠN0 |Φ+〉 ⊗ |0〉⊗(L−N) ,
(C2)
in the |+〉 sector, similar considerations hold in the |−〉
sector. The state |Ψ+〉 admits a simple computation of its
energy expectation, and its variance. In order to compute
the variance, we need two ingredients. The expectation
value of the energy
〈Ψ+|HL|Ψ+〉 =
〈
Ψ+
∣∣ [HN−1+ ⊗Π+ +HN−1− ⊗Π−] ∣∣Ψ+〉 ,
(C3)
which can be computed from
〈Ψ+|HN−1+ ⊗Π+|Ψ+〉 =
1
2
E+
〈Ψ+|HN−1− ⊗Π−|Ψ+〉 =
1
2
(
E+ + e
−s 〈nN−1〉φ+
)
,
(C4)
and takes the form
〈HL〉 = 〈Ψ+|HL|Ψ+〉 = E+ + 1
2
e−s 〈nN−1〉φ+ . (C5)
The expectation value of the square of the Hamiltonian
is
〈HLHL〉 = 〈(HN−1+ )2 ⊗Π+〉
+
〈
(HN−1− )
2 ⊗Π−
〉
,
(C6)
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Figure 16. Perturbation theory results for the occupation profile. The results for the occupation obtained using finite
order perturbation theory and the extracted leading order contribution are illustrated for different values of the perturbation.
We notice that, in the limit of weak perturbation, the two methods give similar results. Close to the boundary of the convergence
radius, higher order term contributions become relevant, giving corrections only at larger distances.
where we can explicitly calculate
〈(HN−1+ )2 ⊗Π+〉 =
1
2
E2+
〈(HN−1− )2 ⊗Π−〉 =
1
2
(
E2+ + e
−2s 〈nN−1〉φ+
)
+ E+e
−s 〈nN−1〉φ+ .
(C7)
We have now all the ingredients to compute the variance
〈HLHL〉 − 〈HL〉2 = e
−2s
2
[
〈nN−1〉φ± −
1
2
〈nN−1〉2φ±
]
.
(C8)
