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ABSTRACT 
This thesis studies generalized differential ('quat -j ons of th(' r orm 
x' E F(t, x) which satisfy Caratheodory type conditions. These COTlsj;~t 
of a measurability condition In t, a continuity condition in x and a 
boundedness condition. 
The thesis commences with an introduction and a chapter on set valued 
functions. This is designed to make the thesis accessible to anyone with a 
knowledge of real analysis. 
When F(t, x) is always a convex set, we prove that the solution set 
is connected and that points on the boundary of the attainable set are 
peripherally attainable. This is done without the additional assumption of 
continuity in x which was required in previous results. 
In the nonconvex case Filippov has proved that solutions always exist 
if F(t, x) is continuous jointly in t and x. We extend this result 
to equations satisfying Caratheodory type conditions. 
Quasitrajectories are limits of approximate solutions. We study the 
existence of quasitrajectories and the equivalence of quasitrajectories and 
solutions of the equation x' E co F(t, x) . 
When F(t, x) is Lipschitz continuous in x, we show that the 
attainable set maps open sets into open sets and that every point on the 
boundary of the attainable set is attainable only by solutions which lie on 
the boundary of the attainable set. If F(t, x) is also convex we prove 
that the solution set is a continuous function of the initial conditions. 
If every solution x(t) , which lies always on the boundary of the 
attainable set, has its derivative on the boundary of F(t, x(t)) almost 
everywhere, the equation x' E F(t, x) is said to have the bang-bang 
property. If F(t, x) . always a set and is continuous jointly lS convex In 
t and x , the equation x' E F(t, x) has the bang-bang property. We 
study under what type of Caratheodory conditions this result can be true. 
(iv) 
In this thesis we try to prove our results under the most general 
Caratheodory type conditions , or to produce count('Y'0Xtllllplos t 0 ~~how t 11<1 t 
this cannot be done. 
The thesis concludes with a bibliography of over one hundred works on 
generalized differential equations. 
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CHAPTER 1 
INTRODUCTION 
Let I be a compact interval [a, bJ. If X lS a topological 
space, let ~(X) be the set of nonempty compact subsets of X. A 
generalized differential equation is a relation of the form x, E F(t, x) 
where F is a function mapping from I x Rn into ~(Rn) . Generalized 
differential equations are also called orientor fields, contingent 
equations or differential equations with multivalued righthand side. Their 
MOS classification number is 49ElO. Generalized differential equations are 
so named because they include ordinary differential equations of the type · 
x I = f( t, x) . 
Generalized differential equations were first investigated in the 
nineteen thirties by Marchaud and Zaremba. Recent research has been 
motivated by the close connection between generalized differential equations 
and control systems. 
A control system is a relation of the form x' = f(t, x, u) and 
u E Q(t, x) where f is a function mapping from I x Rn x ~ into Rn 
and Q lS a function mapplng from I x Rn into ~(~) . Define 
u E Q(t, x)}. Then every solution of the control 
system is a solution of the generalized differential equation x, E F(t, x) . 
Conversely, if f is continuous, Q is upper semicontinuous, and 
n x : I ~ R is a solution of the generalized differential equation 
x' E F(t, x) , Filippov has shown that there exists a measurable function 
U : I ~ ~ such that x'(t) = f(t, x(t), u(t)) for almost every t E I 
The differential inequality Ix'-g(t~ x)1 s f(t, x) ,where f and g 
f t . . fr I Rn . t Rand Rn t . 1 1 are unc lons mapplng om x ln 0 respec lve y, a s o 
reduces to a generalized differential equation. In this case F(t, x) l S 
2 
the closed ball of radius f(t, x) with centre get, x) . 
The function x lS a solution of the generalized differential 
equation x' E F(t, x) if x lS an absolutely continuous function mapplng 
from I into Rn which satisfies x'(t) E F(t, x(t)) for almost every 
t E I. Solutions of a generalized differential equation are also called 
trajectories. Let (to' x
o
) be an element of I x Rn. The set of 
solutions {x} of the generalized differential equation which satisfy 
x(t
o
) = Xo is denoted by H(to' x
o
) and called the solution set. The 
solution set is a subset of C(I) , the Banach space of continuous functions 
mapping from I into Rn with the supremum norm. 
Let (t, to' xo) be an element of I x I x R
n The attainable set lS 
defined to be the set {x(t) I x E H(to' xo)} and . denoted by lS 
A(t, to' x
o
) . The attainable set is a subset of Rn If a point can be 
reached along a solution which lies on the boundary of the attainable set it 
is said to be peripherally attainable. 
Let X be a space and Y be a topological space. A selector for a 
set valued function F mapping from X into n(Y) lS a single valued 
function f mapping from X into Y such that f(x) E F(x) for all 
x EX. 
This thesis studies generalized differential equations which satisfy 
Caratheodory type conditions. These consist of a measurability condition in 
t , a continuity condition in x and a boundedness condition. 
Previous results have assumed that F(t, x) is measurable in t. 
This implies that there exists a selector which is measurable in t. In 
this thesis we have proved the results assuming only the existence of a 
selector which is measurable in t or given an example to show that the 
result is not true with this weaker assumption. 
The weakest continuity condition is that of upper semicontinuity and 
agaln we have proved results under this assumption or given counter examples. 
3 
Some results . F(t, x) to be continuous and chapter requlre In x , In SlX 
F(t, x) to be Lipschitz continuous . we requlre In x . 
The boundedness condition lS that F(t, x) be bounded In magnitude by 
a function which lS integrable on I . 
In chapter two we present all the results on set valued functions which 
are used in this thesis. This is done so that the thesis will be accessible 
to anyone with a knowledge of real analysis. 
In chapter three we study the case where F(t, x) is always a convex 
set. The function F(t, x) is a convex compact set valued function which 
is upper semicontinuous in x, possesses a selector which is measurable in 
t , and is bounded by an integrable function. Under these conditions it is 
known that the solution set H(to' xo) isa nonempty compact subset of 
C(I) which is upper semicontinuous in (to' xo) . 
If F(t, x) is also continuous in x, it is known that the solution 
set H(to' xo) is a connected subset of C(I) , and that every point on the 
boundary of the attainable set is peripherally attainable. In chapter three 
we prove that these two results are true if F(t, x) is only upper semi-
continuous in x. We also give proofs of the known results mentioned 
above. 
If F(t, x) In chapter four we study the non-convex case. . lS a 
compact set valued function which is continuous and bounded on I x Rn , 
the existence of a solution of the generalized differential equation was 
for long an unsolved problem. However in 1971, Filippov answered the 
question in the affirmative. 
If the function F(t, x) is a compact set valued function which is 
continuous in x, measurable in t and bounded by an integrable function, 
we extend Filippov's proof to show that the generalized differential equation 
possesses a solution passing through any given point of n I x R . We give a 
counter example to show that this is not necessarily true if the measurable 
4 
dependence on t is rep laced by the existence of a s elector which 1S 
measurable 1n t. 
If the function F(t, x) lS a compact set valued function which is 
upper semicontinuous and bounded on I x ~ , solutions do not always exist 
and we give two counter examples due to Filippov. 
The chapter concludes with two well known examples of noncompactness of 
the solution set and the attainable set. 
Many proofs of existence in optimal control theory depend upon showing 
that the solution set is compact. The fact that the solution set of a 
generalized differential equation may be noncompact if F(t, x) is non-
• 
convex causes great difficulties. In 1962 Wazewski attempted to overcome 
this problem by extending the notion of a solution. He introduced quasi-
trajectories which are limits of approximate solutions. We s tudy the 
properties of quasitrajectories in chapter five. 
If F(t, x) is upper semicontinuous in x , possesses a selector which 
is measurable in t, and is bounded by an integrable function , we prove 
that every quasitrajectory of x' E F(t, x) is a solution of x ' E coF(t, x) , 
where coF(t, x) is the convex hull of F(t, x). Under these conditions 
we glve an example to show that quasitrajectories do not always exist. 
However if F(t, x) is also continuous in x, we prove the existence of 
quasi trajectories. 
If F(t, x) is continuous in x, measurable in t and bounded by an 
integrable function we prove that conversely every solution of 
x' E coF(t, x) is a quasitrajectQry of x' E F(t, x) . We give examples to 
show that this is not always true if F(t, x) is only upper s emicontinuous 
1n x, or only possess es a s elector which is measurable in t. 
Under the stronger condi tions we see that the set of quasitrajectories 
of x' E F(t, x) is the s ame as the set of solutions of x' E coF( t , x) . 
Hence from chapter three we see that the set of quasitrajectories passing 
through a given point is a nonempty, compact and connect ed set which is an 
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upper semicontinuous function of the glven point. 
In chapter SlX we assume that the function F(t, x) 1S Lipschitz 
continuous 1n x , measurable 1n t and bounded by an integrable 
function. Under these conditions we prove that every quasitrajectory 1S the 
limit of a sequence of solutions, that the attainable set maps open sets into 
open sets and that every point on the boundary of the attainable set is 
attainable only by solutions which lie on the boundary of the attainable 
set. If F(t, x) is always convex we prove that the solution set 
If x(t) E dA(t, to' x
o
) for all t E I implies that 
x'(t) E dF(t, x(t)) for almost every t E I , the generalized differential 
equation x' E F(t, x) is said to have the bang-bang property. The bang-
bang property is closely related to the Pontryagin maximum principle. 
Consider the control system x' = f(x, u) and u E U where f(x, u) and 
~~ (x, u) are continuous functions mapping from Rn x ~ into Rn and 
2 
~ respectively and U is a subset of ~ Suppose x(t) is a solution 
corresponding to a control u(t) such that x(b) E dA(b, a, x(a)) The 
maximum principle tells us that there exists a nontrivial solution pet) 
of the adjoint equation 
p'(t) = -pet) ~ (x(t), u(t)) 
such that pet) f(x(t), ~(t)) = max pet) f(x(t), u) for almost every 
uEU 
t E I. This means that x'(t) = f(x(t), u(t)) 1S on the boundary of 
F(x(t)) = 
~ ax (x, u) 
{f(x(t), u) I u E U} , for almost every t E I Since 
1S continuous we see that F(x) is Lipschitz continuous 1n 
if the set U 1S compact. In this case chapter SlX shows that 
x 
x(t) E aA(t, a, x(a)) for all t E I. Hence the maximum principle and the 
bang-bang property are equivalent for this problem. 
If F(t, x) is a convex compact set valued function which 1S continuous 
I X Rn and bounded on it is known that the generalized differential 
equation x' E F(t, x) has the bang-bang property. Chapter seven 
commences with a proof of this result. When F(t, x) is upper semicontinuous 
rather than continuous we glve an example to show that the bang-bang 
property does not always hold. 
We now assume that F(t, x) is a convex compact set valued function 
which is continuous in x , possesses a selector which lS measurable In t, 
and is bounded by an integrable function. Under these conditions we give an 
example which shows that the bang-bang property does not necessarily hold. 
This example also shows the falseness of a result stated by Filippov who 
assumed the existence of a selector which is measurable in (t, x) 
rather than just in t. 
If F(t, x) is also measurable in t, Kikuchi has published a proof 
that the equation has the bang-bang property. However this proof appears to 
be incomplete and in my view the question still remains unresolved. 
The last chapter is a bibliography of over one hundred works on 
generalized differential equations. 
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CHAPTER 2 
SET VALUED FUNCTIONS 
2.1 Upper semicontinuity 
Upper semicontinuity of compact set valued functions is a 
generalization of the concept of continuity of point valued functions. A 
point valued function is upper semicontinuous (as a set valued function) if 
and only if it is continuous. 
X and Yare topological spaces and ~(Y) is the set of nonempty 
compact subsets of Y. F maps from X to ~(Y) . Let A be a subset 
of X. Then 
F(A) = U F(x) . 
xEA 
F lS upper semicontinuous at Xo if for all open sets G containing 
F(XO) , there exists a neighbourhood of such that 
F is upper semicontinuous if F is upper semicontinuous 
at every point of X. 
THEOREM 2.1.1. F is upper semicontinuous if and only if 
. 
1."n is an open set for all open sets G Y . 
Proof. (a) Assume F is upper semicontinuous. Let Xo E F+(G) . 
There exists a neighbourhood U(xo) of Xo such that F(U(xo)) c G . 
Thus U(Xo) c F+(G) and F+(G) . set. lS an open 
(b) Assume G is implies F+(G) . Let E X and let open lS open. Xo 
G be an open set containing F(xo) . F+(G) is a neighbourhood of Xo 
THEOREM 2.1.2. If F is upper semicontinuous the image F(K) of a 
compact set K is compact. 
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Proof. Let {G. liE I} be an open coverlng of F(K) . 
1.-
If x E K , 
the set P(x) , which lS compact, lS covered vy a fini tc number of 
Let their unlon be denoted by G 
x 
{F+ (G) I x E K} 
x 
is an open coverlng 
of K • Thus, there exists a finite subcovering 
. . . , G cover F(K) and each G is the union of a finite number 
x 
n 
x. 
J 
of G .• 
1.-
Therefore F(K) is covered by a finite number of G. 
1.-
and thus 
lS compact. 0 
THEOREM 2.1.3. If F . uppe~ semicontinuous~ K . a connected 1.-S "'s 
subset of X and F(x) . a connected subset of Y for each x E K then "'s 
F(K) is a connected subset of Y. 
Proof. Suppose F(K) is not connected. That is, there exist two 
open disjoint sets AI' A2 of Y such that F(K) c Al u A2 and 
F(K) n Al :/; ¢ and F(K) n A2 :/; ¢ . Then F+ (AI) and F+ (A 2) are open 
sets of X Let x E K; then F(x) c Al U A2 ' and since F(x) lS 
K n F+(A 2) :/; ¢. Thus K is not connected, which is a contradiction. 
Therefore F(K) is connected. 0 
THEOREM 2.1.4. Let Fl X + ' ~(Y) and F2 : Y + ~(Z) be upper 
to ~(Z) and is upper semicontinuous . 
Proof. By Theorem 2.1.2, 
z . 
(F
2
o Fl)+(G) = {X I F2 o F (X) ~ G} 1 -
= {x I Fl(x) C F;(G)} 
= F~[F; (G)] ') 
which lS open In X by Theorem 2.1.1. Thus F2 0 Fl lS upper 
semicontinuous by Theorem 2.1.1. 0 
Let X be a metric space, E a positive real number and x EX. 
Define B (x) = {y I d(x, y) < E}. Let A be a subset of X. Define 
E 
U 
xEA 
B (x) • 
E 
THEOREM 2.1.5. Let X and Y be metria spaaes and F X -+ [2(Y) 
F is upper serrricontinuous at Xo if and onZy if for eaah E > 0 there 
,Proof. (a) Suppose F is upper semicontinuous at xO. Choose a 
neighbourhood of such that Choose <5 > 0 
(b) Let G be an open set of Y containing F(xo). Suppose there 
does not exist E > 0 such that ~(Xo) C G. Then there exists 
xk E 
~/k (x
o
) J.. 1 ( ) }r- such that xk J: G. Now xk E F Xo which is a compact 
set . Therefore there exists a subsequence, also denoted by {xk } , 
converging to a point Xoo E ? (xo) 
But xk E G
C 
, which is closed. Hence Xoo E GC • This contradiction 
implies that there exists E > 0 such that ~(xo) C G. Choose <5 > 0 
Let X be a normed linear space. A subset K of X lS said to be 
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conve x if , gl ven xl and x2 E K , all points of the form axl + (l-a) x? 
wi til 0 ~ a _ 1 ar e J_n K. If A lS a ~) ubset of X , th e convex lluJ 1 o! 
A , denoted by co A , i s the smalles t convex s et con taining A . Since 
the intersection of any collection of convex sets lS a convex s e t , co A 
is the intersection of all the convex sets containing A. Th e clos ed 
convex hull of A denoted by co A . defined by co A ( co A) lS = . , , 
LEMMA 2.1.6. If A . a convex set then AE is als o se t . 1.-S a convex 
Proof. Let xl and x2 be points of 
AE 
. There exist points Yl 
and Y 2 contained in A such that Ilxl-y 111 < E and II x2 -Y 2 " < E. Sin ce 
A lS convex the point Y 3 = AY l + (1-A)Y 2 where 0 < A S 1 i s contained 
in A 
Hence 
IIx3-y 3 " < IIA(xI-y l ) II + lI(l-A) (x2-Y 2 ) II 
= Allxl-yl/l + (1-A)/Ix2- Y2 11 
< E • 
is contained in AE Thus . lS convex. 
COROLLARY 2.1.7. co(AE) c (co A)E . 
Proof. Since A c co A we have AE c (co A)E . But 
convex by the lemma. Hence co(AE) c (co A)E. 0 
o 
E ( co A) lS 
THEOREM 2.1.8. Let X be a metria space and Y a normed linear 
space. Suppose F X -+ r2(Y) is upper serrricontinuous at Xo and F (xoJ 
1- S convex. If xk tends to Xo then 
00 00 
n co U F (xk ) c F (xo) • i=l k=i 
Proof. Let E > 0 • Choose 8 > 0 such t hat F (B 8 (xo)) C FE (xo) . 
Choose ko such that k > ko l·mpll·es x E B (x ) k 8 \. 0 Therefore k ~ ko 
00 
00 
co U F (xk) C FE: (XO) k=ko 
Thus 
Therefore 
00 00 
n 
i=l 
00 
co U 
k=ko 
Slnce FE: (xo) 
F (xk) C FE: (xo) 
. Slnce 
2.2 The Hausdorff metric 
11 
lS convex. 
00 00 
. Hence n co U F (xk) C FE: (xo) i=l k=i 
. lS compact. o 
Let X be a metric space. We wish to define a metric on ~(X) , the 
• 
set of nonempty compact subsets of X. First we define the distance between 
a point x E X and a set A E ~(X) . 
d ( x, A) = min { d ( x, y) lyE A} 
We now define the deviation of a set A E ~(X) from a set B E ~(X) . 
peA, B) = max{d(x, B) I x E A} 
The distance between two sets A and B contained in ~(X) is defined in 
the following manner. 
dCA, B) = max{p(A, B), pCB, A)} 
This distance is known as the Hausdorff metric. It is easy to show that 
~(X) is a metric space under the Hausdorff metric. 
Let X and Y be metric spaces and let F be a map from X into 
~(Y) . F is continuous at Xo E X if given E: > 0 there exists 0 > 0 
such that d(x, xo) < 0 implies d(F(x) , F(xo)) < E:. F is continuous if 
F is continuous at every point of X. 
This is the usual metric space definition of continuity. We see that 
all continuous functions mapping from X into ~(Y) are upper semi-
continuous . 
2.3 Measurable set valued functions 
Let m denote the Lebesgue measure on R. Let E be a measurable 
12 
subset of R. Let ~ (if) be the set of nonempty compact s ubsets of If 
Let F be a map from E into ~(if) . F lS measurable if and only if 
glven any S > 0 there exists a closed set E cE such t h at m (E\E ) < S 
S S 
and such that the restriction of F to E . continuous. lS 
S 
THEOREM 2.3.1. Let E and A be measurable subsets of R and let 
AcE. Suppose that F: E -+ ~ (if) is measurable. Then the restriction 
of F to A is measurable. 
. 
Proof. There exists a closed set ES/2 c E such that m(E\E
s
/ 2) < s/2 
and such that the restriction of F to ES/2 is continuous. There exists 
a closed set G c A such that m(A\G) < s/2 . Then 
the restriction of F to A is continuous and 
s 
m(A\A ) = m(A\(Es/2 n G)) s 
= m ( (A \E s /2) u (A \ G) ) 
~ m (A \E
s
/ 2) + meA \G) 
< m (E\Es / 2) + meA \G) -
< s/2 + s/2 = s 0 
-
THEOREM 2.3.2. Let E be a measurab le subset of R and let 
F : E -+ ~ (if) be a measurable function. Then there exists a sequence 
{M.} of pairwise disjoint closed subsets of R and a null set N such 
'[; 
00 
that E = N u U M. 
·1'[; 
'[;= 
continuous . 
and such that the restriction of F to 
Proof. Assume we have choosen M. for i = 1, •.. , k-l 
'[; 
k-l 
M. 
'[; 
k-l 
lS measurable on E \ U M •• 
'[; i=l 
Choose a closed set Mk c E \ U 
i= l 
. 
1"s 
Then F 
M. 
'[; 
such 
that m(E \ i~l Mi ] < 11k and such that F is continuous on Mk . Then 
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m(E \ 00 Mi] m{E \ 
k 
Mi ] u - lim U - 0 - - . i=l k-too l i=l 
00 
Put N = E \ u M. 0 
i=l 1, 
LEMMA 2.3.3. Let M be a cZosed subset of R. Let Q : M -+ n (Jil) 
be upper semicontinuous. Then there exists a measurabZe function 
u M -+ ~ such that uCt) E QCt) for aZZ t EM. 
Proof. For each t EM choose u = (ul , ... , un) E QCt) such that 
the first co-ordinate ul has the smallest value of any point contained in 
QCt). If there is more than one such u, take that one for which the 
second co-ordinate has the smallest value. Continuing in this way we 
obtain a unique u E QCt) and put uCt) = u . 
We shall prove by induction that the functions ulCt), ... , unCt) 
are measurable. Let us suppose that ulCt), ... , uS_lCt) are measurable 
Cif s = 1 , nothing need be assumed) and prove that u C t) 
s 
lS measurable. 
Let E be an arbitrary positive number. There exists a closed set E c M 
such that mCM\E) < E and such that the functions ulCt), •.. , us_ICt) 
are continuous on E. Let us show that, for any number a , the set of 
tEE for which u Ct) s a is closed. Suppose the contrary. Then there 
s 
some El > O. Now Q(BlCF) n M) lS compact Slnce Q lS upper seml-
continuous. There exists N such that k > N implies tk E BlCt) n M . 
Hence u(tk) E Q(BlCt) n M) for k > N and thus there exists a convergent 
subsequence, also denoted by {u(tk )} , such that u(tk ) converges to u. 
Since u(tk) E Q(tk ) and Q is upper semicontinuous we have u E Qct) 
From the continuity of the functions u . C t ) , 1, - 1, 2, ..., s -1 , we h ave 
1, 
u. - u. Cf ) for 1.- = 1, 2, ... , s-l 
1.- 1.-
We als 0 11 avo l{ '- /l ( j ) 
s s 
c 
L 
This contradicts the definition of u(t) . Hence the set of tEE f or 
which u (t) ~ a lS closed. 
s 
Thus u (t) lS measurable on E. Since m(M\E) < € where E can 
s 
be arbitrarily small, u (t) 
s 
lS measurable on M. Hence, by induction, 
we conclude that all the u.(t) , 
1" 
i = 1 , . . . , n , are measurable on M. 
THEOREM 2.3.4. Let F: E + ~(~) and w : E + ~ be measurable 
functions. Then there exists a measurable function f : E + ~ 
f(t) E F(t) and I w ( t ) - f( t) I = d (w ( t), F ( t ) ) 
Proof. There exists a sequence {M. } 
1" 
sets and a null set N such that 
are continuous on each M.. Let 
1" 
E = N u 
of 
00 
U 
i=l 
for all tEE . 
. . disjoint palr'Wlse 
M. 
1.-
and such that 
Q ( t; ) = {u E F ( t) I Iw (t) - u I = d (w ( t), F ( t) )} . 
such that 
closed 
F and 
The set Q(t) is nonempty and compact. Let to E Mi' Suppose that the 
o 
1.1) 
restriction of Q to M. . not semicontinuous at to Then there lS upper . 1.-
exists 
€ > 0 0 such that for all 8 > 0 , Q(B8 (tO) n M.) <f Q€ 0 (t ) 1.- - 0 . 
For each k , choose tk and ~ such that tk E Bl/k (to) n M. and 1.-
slnce F lS upper semicontinuous. Hence there exists a convergent 
subsequence, also denoted by {Xk } , such that xk converges to xo. But 
tk converges to to' Hence Xo E F(t
o
) . We have 
Taking limits as k + 00 glves Iw (to) -XO I = d(w (to)' F(to)) since W and 
F are continuous on Mi . Hence Xo E Q(t
o
) . 
But Xk ~ Q€O(to) and hence Xo ~ Q(t
o
) . This contradiction shows 
1 ~) 
that the restriction of Q to M. lS upper semi con Lj nuow; <It f- lit.. 11l't' , b 0 
by lemma 2.3.3, on each M. we can construct a me as urab le function 
b 
f . M. -+If such that f(t) E Q(t) for all t EM. . For t E N let 
b b 
f(t) be any element of Q(t) Then the function f . E-+ If lS . . 
measurable. 0 
THEOREM 2.3.5. Let K be a compact rectangle in If and E be a 
measurable set in R such that m(E) < 00. If F(t, x) E n(Jf) is defined 
on E x K and is measurable in t for each fixed x E K and continuous 
in x for each fixed tEE ~ then for every positive nwrdJer € there is a 
compact subset E 
€ 
of E such that m(E\E) < € 
€ 
and such that the 
function F(t, x) when considered as defined on E x K only ~ is uniformly 
€ 
continuous in (t, x) . 
Proof. Let K be the rectangle consisting of points 
(xl' x ) . If such that a· ~ < b . for x = x2 ' . . . , In x. -n b b b 
. 1, 2, For each k divide each interval [a., b.J by b = ... , n we now 
b b 
the points j (p . -a.) /k where . = 0, 1, 2, k a. + J . . . , • b b b We get 
compact subrectangles Kkj where 
. 
= 1 2, kn J , . . . , 
Let f
kj (t) be the oscillation of F(t, x) In Kk · J 
That . lS , 
{d(F(t, x), F(t, y))} . Let {r} be a countable dense 
m 
subset of Then 
F(t, x) lS continuous in x. But F(t, r ) 
m 
In t Hence f kj ( t) 
. 
measurable. Put . lS 
Then f k ( t) is measurable. Also lim f k ( t) k~ 
continuous in x. 
and F(t, r ) p 
fk(t) = max 
l~j~kn 
slnce 
are measurable 
{fkj ( t) } 
0 F(t, x) . = Slnce lS 
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ror each value of k the subrectangles K kJ ~ , j - 1 , :-' , 
. )' 
••• , 1\ 
possess (k+l)n different vectices. Hence t he s et of all vertices {V. } 
1.-
lS countable . Let E.: be an arbitrary positive number. Put 
co 
-i-l Then ~ ~E.: We define {E. } inductively. Since E.:. = 2 E.: E.: . = . . 1.- i=l 1.- 1.-
is measurable on E , there exists a measurable set E c E 1 -
such that m(E\El) < E.:l and F(t, VI) is continuous on EI . Since 
F(t, v.) lS measurable on E. I 
1.--
there exists a measurable set E. C E. 
1.- - 1.--1 1.-
such that m(E. l\E.) < E.:. and F(t, v.) is continuous on E . . Put 
1.- - 1.- 1.- 1.- 1.-
E 
co 
Each 
co 
n 
i=l 
E. 
1.-
Then 
m (E\EcoJ 
F(t , v.) . lS 
1.-
= m(E\EI) + 
continuous on 
co co 
L m (E. I \E.) = L E.:. = ~E.: . 
i=2 1.-- 1.- i=l 1.-
E 
co 
Hence, by Egoroff's theorem, we can find a 
compact set E CE such that {fk(t)} converges uniformly to zero on E.: co 
E , and m(Eco \EE.:) < E.:/2 . Thus m(E\E J < E.: . E.: E.: 
Let n be an arbitrary positive number. Since {fk(t)} . uniformly lS 
convergent on E we can find a positive integer N E.: such that 
for every tEE E.: Put P = N Let 
Pl , P2 , ••• , P be vertices of the subrectangles KNJ· where (N+l)n 
J = 1, 2, ... , If" 
o < 8 < PN ' such that Itl - t 2 1 < 8 
be elements of E E.: Choose 
implies d(F(t l , Pi) , F(t2' Pi)) 
for . 1, 2, (N+I)n Let and be elements of K 1.- = xl x2 . . . , 
xl E KN · and x2 E KN . If Ixl - x2 1 < 8 then KN · and KN · J l J 2 J l J 2 
8 , 
< n/ 3 
Then 
h ave a 
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common vertex P
r 
since 8 < PN . Thus 
d(F(t l , xl)' F(t2' x2)) S d(F(t l , xl)' F(tl , PrJ) + d(F(t l , PrJ, F(t2' Pr)) 
+ d(F(t2 , PrJ, F(t2' x 2)) 
Hence F(t, x) 
< n/3 + n/3 + n/3 = n . 
is uniformly continuous on E x K • 
s 
o 
THEOREM 2.3.6. Let E be a measurable set such that m(E) < 00 • 
Let F: E x If' + n (If'). Let the fUYLction t 1-+ F(t, x) be measurable 
and the fUYLction x 1-+ F( t, x) be continuous. Let x: E + If be 
me as urab le . Then the fUYLction t f-+ F ( t, x( t ) ) is me as urab le . 
Proof. Since m(E) < 00 we can find a compact set E c E 
s 
such that 
m (E\E) < s 
S 
compact. Put 
and such that 
d = max 
y Ex (Es) 
{x I -d s xi s d for . 1.- = 
such that m(E \E2 ) < S s s 
x is continuous on E 
s 
Thus 
Iyl • Let K be the compact rectangle 
1, . . . , n} • We can find a compact set 
and such that F is continuous on E x 2s 
lS 
E 2s 
K. 
Now tl-+ (t, x( t)) . continuous E2S Therefore t 1-+ F ( t, x( t ) ) lS on • 
lS continuous on E2S Hence tl-+F(t, x( t)) is me as urable on E . 
EXAMPLE 2.3.7. The last theorem is not true if F is only upper 
CE 
-
0 
s 
semicontinuous in x. Let E = [0, IJ and let A be a subset of E with 
lnner measure ° and outer measure 1. Define a function F mapping from 
E x R into nCR) in the following manner: 
{a, l} if t = x and x E A , 
F(t, x) = 
{a} otherwise. 
Define x E + R by x(t) = t Then 
{a, l} if tEA, 
{a} if t E E\A . 
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If the function t ~ F(t, x(t)) were measurable then the function 
t r+ d(l, F(t, x(t))) would be measurable . Since this is not the case we 
conclude that t ~ F(t, x(t)) lS not measurable. This shown that a 
result of Kikuchi's is incorrect. 
2.4 Notes 
Section 2.1 is based on chapter six of Berge [AJ. The definition of 
upper semicontinuity and theorems 2.1.1, 2.1.2 and 2.1.4 occur in this 
chapter . Theorem 2.1.5 occurs as part of Theoreme 1 in section 6. Lemma 
2.1.6 occurs as theorem 2 in Eggleston [cJ. 
The definition of measurable set valued functions given in section 2.3 
lS not the usual one. However it is equivalent to the usual one (see Plis 
[lJ). Theorem 2.3.3 is due to Filippov [lJ. Theorem 2.3.4 was also proved 
by Filippov [4J. Theorem 2.3.5 is due to Kikuchi [3J. Bridgland [3J 
proved theorem 2.3.6 in a different manner. Example 2.3.7 shows that 
propositions 5 and 6 of Kikuchi [lJ are incorrect. 
CHAPTER 3 
THE CONVEX CASE 
3.1 Generalized differential equations 
Let I be the compact interval [a, bJ and let Q(~) be the set of 
compact subsets of ~ A generalized differential equation is a relation 
of the form x' E F(t, x) where F is a map from I x ~ into Q(~) 
The function x is a solution of the generalized differential equation 
x' E F(t , x) ; if x is an absolutely continuous function mapping from I 
into ~ which satisfies x'(t) E F(t~ x(t)) for almost every t E I . 
Let to E I and Xo E ~. The set of solutions x of the 
generalized differential equation x' E F(t~ x) which satisfy 
= x o is denoted by is called the solution 
set . Let t E I 
A(t, to' x
o
) is called the attainable set. 
In this chapter we will assume that the function F 
satisfies the following conditions: 
1. for all t E I the function x \--+ F( t, x) . . lS upper seml-
continuous on ~; 
2. for all x E ~ there exists a measurable function fx I -+ If 
such that fx(t) E F(t, x) ; 
3 . there exists an integrable function g I-+R such that 
y E F(t, x) implies Iyl ~ get) . , 
4. for all (t, x) E I x ~ the set F(t, x) . lS convex. 
The Banach space of continuous functions mapping from I into If 
with the supremum norrr will be denoted by C(I). In one case it will be 
necessary to use different values of n and we will write C (I) • 
Rn 
We 
note immediately that the solution set H(to' xo) lS a subset of C(I) . 
3.2 Existence of solutions 
In this section we prove a result on the convergence of absolutely 
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continuous functions and use this result in the proof of the existence of a 
solution. 
THEOREM 3.2.1. Let {xk } be a sequence of absolutely continuous 
functions xk : I ~ ~. We suppose that 
(i) xk(t) ~ x(t) as k ~ 00 for all t E I where x 
(ii) Ixk(t)1 ~ get) for almost every t E I where g I ~ R 
is an integrable function. 
Then x is an absolutely continuous function such that 
Proof. 
00 00 
x'(t) E n 
i=l 
for almost every 
Since is absolutely continuous, x' k 
t E I . 
lS an integrable 
function on I. Also Ixk(t)1 ~ get) for almost every t E I. Therefore by 
Theorem IV.B.9 on page 292 of Dunford and Schwartz [B] there exists a 
subsequence {xk(j)} converging weakly to an integrable function f. Thus 
= x(a) + r f 
a 
Therefore x is absolutely continuous and x'(t) = f(t) for almost every 
t E I . 
By Corollary V. 3.14 on page 422 of Dunford and S chw artz [ B J, there 
exists a sequence {gm} of convex combinations of {xkCl )' xk(2 )' ... } 
converging strongly to f. There exists a subsequence, also denoted by 
{g } , such that g Ct) ~ fCt) for almost every t E I. But 
m m 
Hence 
00 
00 
00 
fCt) E co U xkCt) for almost every t E I . 
k=l 
But {x., x. l' ... } 
1., 1.,+ 
also tends to x for all positive integers 
Thus 
00 
fCt) E co U xkCt) for almost every t E I . 
k=i 
Therefore 
00 00 
fCt) E n co U xkCt) for almost every t E I • 0 
i=l k=i 
. 
1., • 
THEOREM 3.2.2. If (to' xO) E I x ~ there exists a solution of 
x ' E PCt, x) which satisfies x(t
o
) = Xo 
Proof. Subdivide [to' bJ into k equal parts by 
b-t o 
k We define 
Suppose xk is defined up to 
inductively . First 
t. where 
1., 
o < i < k . 
Select a measurable function f. 
1., 
[t ., t. IJ ~ If such that 
1., 1.,+ 
Define f 
for all t E [t., t. 1] . Define 
1., 1.,+ 
= xk(t .) + It f. 
1., t . 1., 
1., 
by fCt) = 
for all 
f.C t) 
1., 
t E [t., t. IJ · 1., 1.,+ 
for all t E [t., t. 1J · 1., 1.,+ 
Hence 
Therefore 
Now 
Thus 
is well defined. 
< Ixo I + t g. 
to 
xkCt) = fCt) for almost every t E [to' bJ . 
Ixk(t)1 s gCt) for almost every t E [to' bJ · 
Therefore {xk } is equicontinuous. Define Yk : [to' bJ + ~ by 
eve ry t E [to' b ] • 
2') 
Consider the sequence {xk }. It is bounded and equicontinuous. Thus 
by Ascoli's theorem it has a convergent subsequence, also denoted by 
{xk } , converging to x E C(I) • By Theorem 3.2.1, x is absolutely 
continuous and 
00 00 
x' (t) E n co U xk(t) for almost every t E [to' bJ 
i=l k=i 
00 00 
C n co U F(t, Yk(t)) for almost every t E [to' bJ 
i=l k=i 
C F(t, x(t)) for almost every t E [to' b] 
by theorem 2.1.8 since Yk(t) tends to x(t) as k tends to infinity. 
Also 
Similarly we can find x: [a, to] + ~ such that x(t ) = x o 0 and 
x'(t) E F(t , x(t)) for almost every t E [a, to] . Putting these two 
functions together we have x: [a, bJ + ~ and x E H(to' xo) . Thus 
3.3 Compactness and upper semi continuity 
In this section we prove that the solution set is compact and upper 
semicontinuous . 
THEOREM 3.3.1. If M E ~(I x~) ~ then H(M) is a compact subset 
of C(I) • 
Proof. (a) Let x E H(M). There exists to E I such that 
Let M' be the projection of M into ~ M' . lS 
compact and x(to) E M'. Thus Ix(to) I < d ,where d is a bound for 
M' . Now x(t) = x(to) +( x' . Therefore Ix(t)-x(tol I ~ II g · 
Hence Ilxll ~ d + JIg · Thus H(M) . bounded. lS 
? '3 
(b) If x E H(M) we have Ix'(t)1 < get) for almost every t E I . 
Thus Ix(t)-x(tol I ~ It g. Therefore H(M) is equicontinuous. 
to 
. ( c) Let where xk E H(M) . By Theorem 3.2.1, X lS 
absolutely continuous and 
00 00 
x'(t) E n 
i=l 
00 00 
for almost every t E I 
c n co U F(t, xk(t)) for almost every t E I 
i=l k=i 
c F(t, x(t)) for almost every t E I 
by Theorem 2.1.8. 
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For each xk there exists tk E I such that (tk' xk (tk )) E M . 
Since M is compact there exists a subsequence, also denoted by 
E: > o . Choose kO such that k::: kO implies Ilx-xk II < E:/3 , and 0 > 0 
such that It-tol < 0 implies !x(t)-x(to)! < E:/3. Choose kl ~ ~O such 
< E:/3 + E:/3 + E:/3 = E: . 
Since E: is any positive number we have x(t
o
) = xo. Thus x E H(M) and 
H(M) 1S closed in C(I) . 
(d) Thus by Ascoil's theorem, H(M) is compact in C(I) 0 
COROLLARY 3.3.2. H maps from I x ~ into n(C(I)) . 
Proof. Theorems 3.2.2 and 3.3.1 give the result. 0 
We now use Theorem 3.3.1 to prove that H is upper semicontinuous. 
THEOREM 3.3.3. H: I x ~ + n(C(I)) is an upper semicontinuous map. 
Proof. Let (t ) E I x ....n 0' Xo 1< Assume that H is not upper semi-
(to' xo) ; that . 1S, there exists such that for all continuous at 
o > 0 , H (B 0 (to' x 0)) t HE: 0 (to' x 0) · Choose such that 
which is compact by Theorem 3. 3.1. There exists a subsequence, also denoted 
by {xk } , such that xk converges to x E H (B 1 (to' x 0) ) • But there 
exists tk E I such that ( t k , xk (tk) ) E Bl/k (to' xo) • Let E: > 0 • 
Choose kO such that k > ko implies Ilx-xk II < E: / 3 and o > 0 such that 
It-tol < 0 implies Ix(t)-x(to) I < E:/3 • Choose kl ::: ko such that k ~ kl 
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< s/3 + s/3 + s/3 = s . 
Since S lS any positive number we have x(t
o
) = xo. Thus 
contradiction we conclude that H is upper semicontinuous. 0 
3.4 Connectedness 
In this section we prove that the solution set is connected. 
on 
LEMMA 3.4.1. Let (to' xoJ EIxIf. Suppose 
Then H(to' xo) 
. 
x. t.s aonvex. 
Proof. Let xl and x2 E H(to' xo) . that is , 
x!(t) E F(t) 
1,. 
for almost every t E I for 
Consider x = AXI + (1-A)X2 , 0 < A ~ 1. We have 
and 
x'(t) = AX{(t) + (l-A)x~(t) , 
F does not 
xi (to) = xo 
. 
1,. = 1, 2 . 
E F(t ) for almost every t E I , 
since F is convex. Thus H(to' x
o
) . lS convex. o 
depend 
and 
LEMMA 3.4.2. Suppose F depends on a parameter u E If and that F 
t. s upper semicontinuous in (x, u). Let H(to' x
o
' u
o
} denote the 
solution set passing through when Then 
H I x If+m -+ C(I) is upper semi continuous . 
Proof. We consider the system 
x' E F(t, x, u) 
26 
u' = 0 ; 
that 1S , ~, E pet,~) where ~ = (~] and P = (~J · The solution set of 
this system H(t
o
' xO' uo) is upper semicontinuous by Theorem 3.3.3. Define 
p : C (I) -+ C (I) by p(x)(t) = q 0 x(t) where q is the projection 
If+m If 
q '. ...n+m ---'- ...n • operator if ---r if Then p is continuous, and 
H(t X U) - P ~H(t xu) Therefo~e H is uppe~ semicontinuous 0' 0' 0 - 0 0' 0' 0 . 4 4 
by Theorem 2.1.4. 0 
Subdivide I = [a, bJ into k equal parts by . b-a ti = a + ~ k 
Then yEA. (x) 
~ 
(i) y : [to' ti+1J -+ If ; 
if and only if 
(ii) yet) = x(t) for all t E [to' tiJ ; 
(iii) y is absolutely continuous on [ti , ti+1J ; 
(iv) y'(t) E F(t, x(ti )) for almost every t E [ti , ti+1J . 
LEMMA 3.4.3. A. (x) 
~ 
. ~s a compact convex nonempty set. 
A. C[t, t.] -+ rt(C[t ,t. J) is upper semicontinuous. ~ 0 ~ 0 ~+l 
Proof. Consider the equation 
y'(t) E F(t, x(ti )) 
y(t.) = x(t.) . 
~ ~ 
for almost every t E [t., t. lJ ' ~ ~+ 
We 
The right-hand side does not depend on y. Thus by Lemma 3.4.1 and 
Theorems 3.2.2 and 3.3.1, A. (x) 
~ 
is a compact convex nonempty set. 
By Lemma 3.4.2, H(ti , x (ti ) , x(ti )) is upper semicontinuous. Let 
Therefore II x-x
o 
II < ° implies I x( t) -xO (t) I < E for all t E [to' t i J 
and H (t ., x (t .) , x (t .)) C HE (t ., xo (t .) , xo (t .)) ; that lS, Il x-x
o 
II < ° 
\ 1- 1- 1- - 1- 1- 1-
implies o 
Let 
Let y E C(I). Define a function 
r E [t., t. IJ · 1- 1-+ Then z E b .(r) y1- if and only if 
(i) z: [to' ti+lJ -+ If ; 
(ii) z(t) = yet) if t E [to' rJ ; 
(iii) z is absolutely continuous on [r, t. IJ ; 
1-+ 
(iv) z'(t) E F(t, y(t.)) 
1-
for almost every t E [r, t i +l ] . 
LEMMA 3.4.4. b . (r) y1-
. 1-8 a aompaat aonvex nonempty 8et. 
byi : [ti' ti+lJ -+ n(c[to' t i +l ]) i8 upper 8errriaontinuou8. 
Proof. Consider the equation 
The right hand side does not depend on z. Thus by Lemma 3.4.1 and 
Theorems 3.2.2 and 3.3.1, is a compact convex nonempty set. By 
Theorem 3.3.3, H(r, a) is upper semicontinuous. Let E > O. Choose 
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Choose 01 > 0 such that Ir-rol < 01 implies Iy(r)-y(ro) I < y and such 
The set of all solutions is an equicontinuous family. Choose 02 > 0 such 
that Ir-rol < 02 implies Iz(r)-z(ro) I < E/2 for all solutions z. 
Choose 03 > 0 such that Ir-rol < 03 implies !y(r)-y(rO)! < E/2. Put 
r 
Then I r-r I < 0 o implies 
2 8 
b . (r) c bE. (r) . 
yl, - Yl, 0 o 
Define a function Byi : [ti , ti+lJ -r n(C(I)) , i - 0, ... , k-l , by 
B .(t) = Ak 1 0 ••• 0 A. 0 b .(t). Define a function B yl, - 1.,+1 yl, Y I-rn(C(I)) 
by B (t) = B .(t) Y yl, for all 
LEMMA 3.4.5. B (t) is a compact connected nonempty set. y 
B I -r n (C(I)) is upper serrri continuo us . y 
Proof. First we note that a convex set is connected. By Lemma 3.4.3 
and 3.4.4 and Theorems 2.1.2, 2.1.3 and 2.1.4 we have that B . (t) yl, lS a 
compact connected nonempty set and that is upper semicontinuous. Now 
B . (t. ) = B (. ) (t. ) , i = 0, ••• , k-2 Yl, 1,+1 Y 1.,+1 1,+1 Hence B is well defined y 
and upper semicontinuous. 0 
Having defined the operator B 
Y 
we can now mimic the standard proof 
of Kneser's theorem. 
THEOREM 3.4.6. Let . 1.,S a 
connected subset of C(I) • 
Proof. are connected 
then H(to' x
o
) is connected. This follows from the facts that H(to ' xo) 
is isomorphic to the product of H(to' xo)1 
[to ,bJ 
and that the product of two connected sets is connected. So without loss 
of generality we can assume that to = a . 
Suppose that H(a, x
o
) is disconnected; that is, H(a, xo) = HI U H2 
where HI are disjoint nonempty closed sets. Let and 
X 2 E H2 . Subdivide I into k equal parts. By Theorems 2.1.2 and 2.1.3 an t 
Lemma 3.4.5, and B (I) 
x 2 
are compact connected nonempty sets. 
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Further B (a) = B (a) . Thus B (I) n B (I) i: ¢ and 
xl x '2 Xl x? 
Xk = B (I) u B (I) lS connected . Now B (b) 
- {·T.1 } <1nd -xl x ) xl 
B (b) = {x2 } • Thus xl and x2 E Xk • Let Gl and G2 be disjoint x2 
open sets in CCI) such that HI c Gl and H2 c G2 Then there exists a 
function Yk E Xk which is not contained In either G1 or G2 · 
Now 
( i) 
lS of the form 
X. C t) 
1., 
for all 
Thus YkCa) = Xo and 1YkCt)1 ~ gCt). We now let k Cthe number of 
subdivisions of I) vary to obtain a sequence These are 
bounded and equicontinuous. By Ascoli's theorem there is a convergent 
subsequence, also denoted by {Yk} , such that Yk tends to Y . 
Therefore Y is not contained in H(a, xo) . 
But yCa) = lim ykCa) = Xo · 
k~ 
Define I -+ If by 
Ci) ZkCt) = YkCt) if t E [a, rkJ , 
Cii) zkCt) = Yk(ti ) if t E [rk , bJ an d t E [t., t. 1) · 1., 1., + 
Thus YkCt) E F(t, zkCt)) for almost every t E I and tends to 
Therefore 
00 00 
Y , C t) E n co U Yk C t) for almost every t E I i=l k=i 
00 00 
c n co U F (t, zk C t)) for almost every t E I 
i=l k=i 
c F(t, yCt)) for almost every t E I , 
by Theorems 3.2.1 and 2.1.8. Thus Y E H(a, xo) which gives us a 
Y . 
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contradiction . Therefore H(a, Xo) lS connected . 0 
COROLLARY 3.4.7. Let M be a connected suDset of' I x h{1 . '1"'h cn 
H(M) is a connected subset of C(I) • 
Proof. Theorems 3.4.6, 3.3.3 and 2.1.3 give the required res ult . 0 
3.5 The attainable set 
The properties of the attainable set follow easily from the properties 
of the solution set. 
THEOREM 3.5.1. Let (to' xo) E I x ~ and t E I. Then 
A(t, to' xo) is a nonempty~ compact and connected subset of ~ 
Proof. Let p . CCI) -+ ~ be the function defined by p(x) . 
The function p is continuous and A(t, to' Xo) = pOH(to ' Xo) • 
A(t, to' xo) is nonempty, compact and connected. 0 
. 
= x(t) 
Thus 
THEOREM 3.5.2. The function 1--S upper 
semi continuous uniformly in t. 
• 
Proof. Given (to' xo) E I x ~ and € > 0 we can choose 0 > 0 
such that 1 (t l , Xl) - (to' Xo) 1 < 0 implies H(tl , xl) C H€ (to' Xo) • Let 
t E I and Yl E A(t, t l , Xl) • Then Y = 1 zlCt) where zl E H(t l , Xl) • 
But there exists Zo E H(to' Xo) such that IZl-zol < € • Thus 
Izl(t)-zo(t)1 < € and we have 1 YI-Y o I < € where Y = 0 Zo C t) E A (t , to ' 
Hence Yl EAE:(t, to' Xo) and A (t, t l , xl) C A€(t, to' Xo) • Since 0 
does not depend upon t we see that the map (to' Xo) f-+ A(t, to ' Xo) lS 
upper semi continuous uniformly in t. 0 
THEOREM 3.5.3. The function t 1--+ A(t, to' xo) is continuous. 
Xo) 
Proof. Let tl and t2 E I. Given € > 0 choose 0 > 0 such that 
• 
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It -t I < 0 2 1 implies J
t
2 g 
tl 
< E:. Let Xl E A(tl~ to' xo} . There exists 
such that x(tl ) - Xl · Now X (t2) E A (t 2 , to' xoJ and 
I xl-x (t 2) I = Ix(t l }-x(t2) I 
< J
t
2 g < E: • 
tl 
Thus It2 - t l l < 0 implies A(tl , to' xo) c AE:(t2 , to' xo) . Similarly 
It2- t l l < 0 implies A(t2' to' xo) c AE:(tl' to' xo)' 0 
THEOREM 3.5.4. Let K E n(~) . If q E aA(b, a, K) ~ then there 
exists x E H(a, K) suoh that x(b) = q and x(t) E aA(t, a, K) for all 
t E I . 
Proof. (a) We first prove that there exists x E H(a, K) such that 
x(b) = q and x(a) E aK. Suppose that int K is nonempty (otherwise 
there is nothing to prove). Let Yk be an exterior point of A(b, a, K) 
such that Let denote the closed line segment joining 
and q is connected. Therefore KI = A(a, b, ykq) . lS 
connected. Now since Yk f A(b, a, K) Also KI n K "# ¢ 
slnce q E A(b, a, K) If KI n aK = ¢ ,then KI n int K "# ¢ and 
Kl c KC n int K. But KC and int K are disjoint nonempty open sets. 
This contradiction . KI 
. 
connected. Therefore KI n aK "# ¢ lS a Slnce lS 
exists H(a, K) xk(a) xk(b) --Thus there ~ E such that E aK and E ykq 
Hence I xk(b) -q I < 11k • By Theorem 3.3.1 there exists a convergent 
subsequence, also denoted by {~} , converging to x E H(a, K) . 
Therefore x(b) = q Also x(a) E aK Slnce aK is closed. 
(b) Subdivide I = [a, bJ into k equal parts by b-a ti = a + 1-- k 
• 
Usin g part (a) we can find xk E H(a, K)I[tk_1,b] such that xk(b) - <I , 
xk(tk_l ) E 3A(tk_l , a, K) . Again uSlng (a) we can extend to 
X k E H(a, K) I [tk_2 ,b] such that xk (tk_2) E aA(tk_2 , a , K) . Continuing 
.) 
,' , 
In this manner we obtain xk E H(a, K) such that xk (t .) E 3A (t ., a, K) , 1.- 1.-
i = 0 , ... , k-l and xk(b) = q. By Theorem 3.3.1 there exists a 
subsequence , also denoted by {xk } , converging to x E H(a, K) . 
Let t E I and E > 0. Choose 0 > ° such that 
implies < E . Choose k such that Ilxk -xii < e: 
Now Zk(t) f A(t, a, K) since 
Zk(tk) = Yk f A(tk' a, K) . Also 
It -t I < 0 1 2 
and 1 - < ..(' k u. 
Izk(t)-x(t)1 < Izk(t)-ykl + Iyk-xk(tk) I + Ixk(tk)-x(tk) I + Ix(tk)-x(t)1 
< E + E + E + E = 4E • 
Since E is arbitrary we see that x(t) E 3A(t, a, K). 0 
3.6 Notes 
The proof of theorem 3.2.1 is due to Aumann [lJ. The proof of theorem 
3 . 2 . 2 follows Kikuchi [lJ. Theorem 3.2.2 has also been proved in a 
different manner by Plis [3J, Lasota and Opial [lJ, and Castaing [lJ. 
Theorems 3 . 3 .1 and 3.3 . 3 were proved by Castaing [lJ and Kikuchi [lJ and 
[2 J . 
• Theorems 3.4.6 and 3 . 5 . 4 were proved by Wazewski [9J and Kikuchi [2J 
in the case when pet, x) is also continuous in x. The main purpose of 
chapter 3 is to prove these two theorems without thi s addit i ona l assumption . 
Theorems 3.5.2 and 3 . 5.3 are due to Kikuchi [2J. 
The results of this chapter have already been published (Davy [l J ). 
Filippov ' s paper [3J contains results similar to ours, but assumes t he 
existence of a selector f(t, x) which is measurable jointly in (t, x) , 
and does not contain proofs. 
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CHAPTER 4 
THE NONCONVEX CASE 
4. 1 Exi 5 tence of 501 uti ens 
In this section we will assume that the function F I x If -+ st (If) 
satisfies the following conditions: 
1. for all t E I the function x~ F(t, x) is continuous on If· ,
2. for all x E If the function t ~ F(t, x) is measurable on I' ,
3. there exists an integrable function g I -+ R such that 
Y E F(t, x) implies Iyl ~ get) . 
We will show under these conditions that a solution of the generalized 
differential equation x' E F(t, x) always exists. 
If A E st(Jf) we define IAI = max Ixl • 
xEA 
LEMMA 4.1.1. Let E be a sUbset of the compact intervaZ [a, bJ . 
Let t l , t 2 , • • • be a sequence of points contained in [a, bJ . Let Q be 
a set of functions mapping from E into If Whose absoZute vaZues are aZZ 
bOW1,ded by the same constant c. For any £: > 0 ., suppose there are nwribers 
me£:) and eS(£:) > 0 such that the osciZZation of each funct'ion contained in 
Q is Zess than £: on E n A for every open intervaZ A of Zength Zess 
than eS(£:) not containing the points t l , t 2 , ••• , t m(£:). Then there is a 
sequence of the functions converging uniformZy on E. 
Proof. Take any £: > 0 , and construct a finite £:-net 1 s x , •.. , x 
for the n-dimensional sphere Ixl < c. Divide up the given interval into 
a finite number of open subintervals of length less than eS(£:) , such that 
the set of end points of the subintervals contains the points t
l
, ' .. , t
m
(£:) . 
Construct all possible functions mapping from E into If which take only 
values from the set 1 s x , ... , x and which are constant on the intersection 
t 
j 
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of each subinterval with E. There are only a finite number of such 
functions. For each function f contained in Q there exists one of t h e 
. . 
constructed functions ~ such that sup 1~(t)-f(t)1 S 2€. Thus the se t 
tEE 
of constructed functions is a finite 2€-net for Q. Hence Q 1S 
relatively compact, and so it contains a uniformly convergent sequence. 0 
THEOREM 4.1.2. If (to' Xo) E I x ~ there exists a soZution of 
x' E F(t, x) which satisfies x(t
o
) = Xo • 
Proof. Define a function y : [to' bJ -+R by yet) = r g. Let 
to 
K be the compact rectangle in ~ defined by 
( X '\. - Y (b) s ( x). s ( xo) . + y (b ) o)~ ~ ~ for 
. ~ = 1, ... , n 
(( x) . denotes the i-th co-ordinate of x ) . 
~ 
> 0 and -k for k = 1, 2, Choose a Take any 
€O put €k = 2 €O ••• • . 
compact subset EO of [to' bJ such that m ( [to' bJ \E 0 ) < € 0 and F 1S 
continuous on EO x K (using theorem 2.3.5). Now choose a compact subset 
on El x K • Continue in this way to obtain a sequence {E } of compact p 
[to' bJ m([to• bJ \ 
00 Ep] disjoint subsets of such that U = 0 and F 
p=O 
continuous E x K for 0, 1, 2, Since F . continuous 1S on p = ... . 1S 
P 
on the compact set E x K , there exists a number c such that for all p p 
(t, x) E E x K we have IF(t, x) I < c • P P 
Put h = b 
-1 - t 0 • For each non-negative integer k we can find 
positive numbers 
°kO' °kl' ... , °kk such that for any two points (t, x) 
and (t', x') of E x K which satisfy I t-t' I S 0kp and lx-x' I S 0kp P 
we have d(F(t, x), F(t', x')) S €k • Put ° = k min (OkO' 0kl' ... , °kk) • 
3G 
Choose hk such that hk_llhk is an integer and hk S Ok and such th at 
It-t'l < hk implies lyCt)-yCt')1 < ok. For each k , the points 
t = to + qhk ' q = 0, 1, 2, ... , h_llhk ' partition the interval [to' bJ 
into open intervals of the form (to+qhk , to+(q+l)hk) . We call these 
intervals of the k-th rank. 
We now construct a series {z} of approximate solutions. Put 
m 
= x . 
o 
Suppose z C t) 
m 
has been constructed for where 
t* = t + qh for some non-negative integer q. Suppose this construction 
o m 
has been performed such that for each interval ~, t+h} of rank m 
m 
contained in and each set E where 0 S P s m such that p 
z'(t) = v* 
m 
for almost every t E ~, t+h ) n E 
m p 
Put 
I to 
m 
any p 
manner. 
for some S E (t, t+h ) . 
m 
I = (t* t*+h) 
m ' m 
We will define a function 
m 
If . If t E I \ u E put V C t) = 0 • If m p m p=O 
such that 0 S P s define V I n E m we on 
m m p 
Choose E I n E For each integer . such a ~ 
m p 
V mapplng from 
m 
I n E # ¢ for m p 
. the following In 
that 0 i < m-l < 
-
denote by I. the . interval of rank . which contains I Let UDlque ~ • 
~ m 
k + 1 be the least integer greater than equal to such that I . or p lS 
m 
the first interval of rank contained . Ik+l which has nonempty m In 
intersection with E Since I n E # ¢ and I lS the only interval p m p m 
of rank m contained . I have k + 1 < Thus S k+l < If In we m. p m. 
m - -
k + 1 = P choose any v* E F(a, z Ct*») and put V ( t ) = v* for , m m 
t E I n E 
m p 
, 
• 
n 
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Otherwise we have p < k+l < m . Let I* be the first interval of 
m 
rank m contained In which has nonempty intersection with E 
P 
Since 
p s k , I* is not the same interval as I 
m m 
'Thus I* lS contained In 
m 
Therefore the function 2 
m 
is already defined on I* 
m 
and for 
k 
v
k E F (S, 2 C t ) ) almost every t E I* n E we have 2'(t) = V where m p m m 
-
and S E I* n E and t lS the initial point of I* Now a, S, t>+ t m p m , 
are elements of Ik Thus la-SI s hk and It*-tl < hk Hence • 
1 a-S 1 < 0 and 12 Ct*)-2 Ct)1 s lyCt*)-y(t)1 < Ok · Also (a, 2 Ct*)) - k m m m 
and (S, 2 C t)) are elements of E 
m p x K and p < k • Thus 
d (F (a, 2 (t * )), F (s, 2 (t) j ) 
m m s Sk . 
. 
E F(a, 2
m
Ct*)j k Hence there lS a v* such that Iv*-v 1 S Sk · Define 
V C t) = v* for t E I n E Thus we can define V on all of I m m p m m 
Define 2 on I by 2 (t) = 2 (t*) + r V • Hence in a finite m m m m t* m 
number of steps we can define 2 
m 
on the whole interval [to' bJ • If we 
put V (t) = 0 on the endpoints of the intervals 
m 
defined on the whole of the interval [to' bJ and 
all t E [to' bJ . 
of rank 
2 (t) 
m 
m we have 
V 
m 
V 
m 
for 
Let I . be an interval of rank 
'[; 
. 
'[; . We now prove that the oscillation 
of V 
m 
on I. n E is less than 
'[; P for all 
. 
'[; > p . If . m < '[; , 
lS contained In some interval I of rank m. The function V is 
m m 
constant on I n E and hence on I. n E Thus the oscillation of m p ~ p 
on I. n E lS zero. 
1.- p 
If m > let I be interval of rank contained . I. '[; , an m In m '[; . 
I. 
'[; 
V 
m 
Then 
b 
we have v (t) = V* 
m 
for t E I n E , 
m p and v (t) m 
k 
- V 
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for t E I(k) n E where 
m p lS the first interval of rank m , In an 
interval of rank k , having nonempty intersection with 
. 
we can find vJ such that 
. 
and V (t) = if 
m 
E 
P 
for 
Similarly 
t E I Cj ) n E 
m p Continue this process until we obtain an interval 
which lS the first interval of rank m contained in I. having nonempty 
1.-
intersection with E p Then we have 
Iv*-vql ~ sk + s. + ••• + S < 2s. J q 1.-
. q ::: 1.- Therefore the value of and slnce 
differs from its constant value on I Cq ) n E by less m p 
the os cillation of V on I. n E is less than 4s. 
m 1.- p 1.-
V on I. nE 
m 1.- p 
than 2s. • Hence 1.-
. 
Since IFCt, x) I < c for all Ct, x) E E x K we have I V C t) I < 
- -p p m 
for all t E E Thus on each E the sequence {V } satisfies the p p m 
c p 
conditions of lemma 4.1.1. Hence we can select a subsequence {v
om
} which 
converges uniformly on EO' Then we can select a subsequence of {v
om
} 
which converges uniformly on El and which we denote by {vlm}. We 
continue . this and take the diagonal sequence {v . . } which In way 
1.-1.-
subsequence {v mC i) } of {V } • This subsequence converges on m 
That lS, it converges almost everywhere in [to' bJ . Put 
vet) = lim vmCi)Ct) · 
i-'K>O 
lS 
00 
U 
p=o 
a 
E p 
Let (t*, t*+h
m
) be an interval of rank m and let m > p. For 
t E (t*, t*+h ) n E we have V Ct) E F(a, z Ct*)) where 
m p m m 
and d(F(a, z Ct*)), F(t, z Ct))) ~ em . 
m m 
Thus 
S 
Vm(t) E F m(t, Zm(t)) for t E (t*, t*+h ) n E . 
m p 
From t his relat ion we see t hat Iv (t)1 s get ) + S s get ) + s for 
m m () 
tEE if m ~ p. If tEE for p > m we have V (t) = o . Thus pp
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Ivm(t)1 s get) + So for almost every t E I. Therefore by the dominated 
convergence theorem V lS an integrable function and 
= x + lim It V 
o i~ to m(i) 
Put Z(t) = lim Zm(i)(t) = x + It V i~ 0 to . 
s 
Also V (t) E F m(t, Z (t)) for tEE and m ~ p. Since F(t, x) 
m m p 
lS compact, and continuous in x, we have vet) E F(t, z(t)) for tEE 
P 
Thus z'(t) = vet) E F(t, z(t)) for almost every t E [to' b] . Also 
Similarly we can find an absolutely continuous function 
z [a, to] -+ If such that z(to) = Xo and z'(t) E F(t, z(t)) for almost 
every t E [a, to] . Putting these two functions together we obtain a 
solution defined on [a, bJ . 0 
4.2 Counterexamples 
The following example shows that if F is upper semicontinuous In x 
then there may be no solution. 
EXAMPLE 4.2.1. Let n = 1 and let I = [0, IJ. Define H mapplng 
f rom R into OCR) by 
H(x) - {I} if x < 0 -
- {-I, I} if x = 0 -
= {-I} if x > 0 
Then the equation x' E H(x) has no solution satisfying x( 0) = 0 . 
If F( t , x) lS required to be a connected set, then a similar example 
can be constructed only if n ~ 2 . This is because any connected subset 
of R lS a convex set and by the theory of chapter 3 a solution always 
exists . 
EXAMPLE 4.2 .2. Let n = 2 , and I = [0, IJ . For 
xl # 0 , x 2 # 0 let F consist of the point (-sign xl' -sign x 2) , for 
Xl # 0 , x2 = 0 (or for xl = 0 , x 2 # 0 ) let it consist of the straight 
line segment joining the points (-sign xl' -1) and (-sign xl' 1) 
[respectively the points (-1, -sign x2) and (1, -sign x2) J, and for 
Xl = x2 = 0 let F be the boundary of the square with corners (±l, ±l) . 
We will consider the equation x' E F(x) and x(O) = O. The function 
x( t) = 0 is not a solution since x'(t) = 0 lS not contained in F(O) 
But there lS no solution which leaves the origin, since outside the origin 
the equation implies that 
Thus the equation has no solution satisfying x(O) = 0 . 
The next example shows that if F(t, x) contains a measurable selector 
for each value of X , but is not measurable in t, then a solution may not 
exist . 
EXAMPLE 4.2.3. Let I be the compact interval [0, IJ and let E 
be a subset of I with inner measure 0 and outer measure 1. 
We define a function F mapplng from I x R into ~(R) In the 
following manner. If tEE we put 
• 
'I I 
F(t, X) - {O , l} if X ::: -1 -
= {-l-x, l} if -1 < X < 0 
= {-l, l} if X ~ 0 . 
If t E I\E we put 
F(t, x) = {-l, l} if X < 0 
-
= {-l, l-x} if 0 < X < 1 
= {-l, O} if x > 1 
-
Suppose that I-+R . solution of x' E F( t, x) satisfying x . lS a . 
x( 0) - 0 Then there exists a measurable set P c I such that 
m(I\P) = 0 and x' (t) E F (t, x( t)) for all t E P . Since x(t) . lS 
measurable, the sets Al - {t E P x(t) < O} and A2 = {t E P I x(t) > O} -
are measurable. Similarly x' (t) . measurable, the sets Slnce lS 
Bl - {t E P x' (t) = -l} and B = {t E P I -1 < x'(t) < l} and - 2 
B3 = {t E P I x' (t) = l} are measurable. 
Thus the set Al n B2 
. 
measurable. But by the definition of .F lS 
have that Al n B2 
. 
a subset of E Since E has inner we lS . measure 
are null sets. 
Now P = BuB u B 1 2 3' Thus for almost every x'(t) = 1 
and for almost every t E A2 ' x'(t) = -1. Therefore x(t) is a solution 
of x' E H(x) satisfying x( 0) = 0 where H lS defined in example 4.2.1. 
But this equation does not have any solutions. Thus the original equation 
does not have any solutions. 
We note that F(t, x) . continuous . and bounded in magnitude lS In x 
by 1 Define fx . I-+ R by f (t) = 1 if x < 0 and f (t) = -1 if . . x x 
x > 0 Then f (t) . a measurable selector for F(t, x) . lS 
x 
I'" 
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4.3 Noncompactness 
It is well known that if F(t, x) lS not a convex set t hen t he 
solution set of the generalized differential equation is not necessarily 
closed. 
EXAMPLE 4.3.1. Let F: [0, IJ x R ~ nCR) be the constant function 
F(t, x) = {-l, l}. Consider the solution set B(O, 0) • The function 
x(t) = 0 lS a limit of solutions contained in B(O, 0) but is not a 
solution. Thus B(O, 0) is not closed. 
The attainable set is glven by A(t, 0, 0) = [-t, tJ. Thus in this 
example the attainable set is closed. 
The next example shows that the attainable set is not necessarily 
closed . 
EXAMPLE 4.3.2. Let F : [0, 1J x R2 ~ n (R2) be defined by 
F(t, xl' X2) = {W l , Y2) I -1 S Y2 S 1, Yl = (l-X~)Y~} · 
We shall show that the attainable set A(l, 0, 0, 0) 
Define 
1 
-1 
if j-l s t < 2j-l 
k 2k 
if 2j-l ~2k::-- < 
. 
t < Q.. 
k 
. lS not closed. 
where J - 1, 2, ... , k. Put ~(t) = f: Vk ' and 8k (t) = f: (l- <P~) 
We have (8k , ¢k) E F (t, 8k , ¢k) for almost every t E [0, IJ. Thus 
tends to 0 uniformly on [0, IJ as k tends to infinity. Thus 8k (t) 
tends to t as k tends to infinity. Hence 
lim (8k ( 1), ¢k ( 1)) = (1, 0) . k-w:> 
• 
If (1, 0 ) E A(l, 0, 0, 0) , then there exists 
z = (z l' z 2) E H ( 0, 0, 0 ) 
such that z(l) = (1,0). Since (z~(t))2 S 1 we have 
z{(t) = (l-Z~(t)J (z2(t))2:" 1 . 
But zl(l) = 1. Hence z{(t) = 1. This is impossible since 
z{(t) = (l-Z~(t)J (z2(t))2 and (z2(t))2 < 1. Therefore 
(1,0) f A(l, 0, 0, 0) and A(l, 0, 0, 0) lS not closed. 
4.4 Notes 
If F is continuous, Hermes [4J stated that the existence of a 
solution was still an open question. Filippov [5J answered this question 
In the affirmative. In this chapter we extend Fillipov's method of proof 
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to the Caratheodory case. Lemma 4.1.1 and theorem 4.1.2 are generalizations 
of results of Filippov [5J. 
Examples 4.2.1 and 4.2.2 are due to Filippov [5J. Example 4.3.2 lS 
due to Hermes [4J. Hermes [5J has shown that the set attainable from a 
point can be open. 
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CHAPTER 5 
QUASITRAJECTORIES 
5.1 Quasitrajectories 
The function x: I + ~ is a quasitrajectory of the generalized 
differential equation x' E FCt, x) if there exists a sequence of 
absolutely continuous functions {xk } mapping from I into ~ such that 
(i) lim xk(t) = xCt) for all t E I ; 
k-7<XJ 
(ii) there exists an integrable function y : I + R such that 
IxkCt) I 2 yet) for almost every t E I ; 
(iii) lim d(xk(t) , F(t, xkCt)}} = 0 for almost every t E I . 
k-7<XJ 
Let to E I and Xo E ~. The set of quasitrajectories x of the 
generalized differential equation x' E F(t, x) which satisfy x(toJ = Xo 
We will assume that the function F I x ~ + n (~) satisfies the 
following conditions: 
1. for all t E I the function x ~ F(t, x) . . lS upper seml-
continuous on If· ,
2. for all x E ~ there exists a measurable function fx I + ~ 
such that fxCt) E F(t, x) ; 
3 . there exists an integrable function g I + R such that 
Y E F(t, x) implies IYI 2 get) . 
THEOREM 5.1.1. Every quasitrajectory of x' E F(t, x) is a s olution 
of x' E co F (t, x) . 
• 
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Proof. Let x: I + ~ be a quasitrajectory of x' E FCt, x) . There 
exists a sequence of absolutely continuous functions {xk } mapplng from I 
into ~ , an integrable function y mapping from I into R, and a null 
subset Nl of I such that 
(i) IXklt) I s yCt} for t E I\N1 ' 
Cii) lim xk (t) = x( t) for t E I , and k-¥X> 
Ciii) lim d(xkCt) , p(t, xk(t))) = 0 for t 
k-¥X> 
Thus x lS an absolutely continuous function and 
E I\N l · 
00 00 
x'C t) E n co 
i=l 
for t E I\N2 where N2 is a null subset of I Cby theorem 3.2.1). 
Let t E I\N l and let € be any positive number. Choose 0 > 0 
such that Ix-x(t) I < 0 implies pet, x) c p€(t, x(t)). Choose a positive 
IxkCt)-xCt)1 < o. Thus k > K implies xkCt) E ~€(t, xCt)) . Thus 
00 
U xkCt) c p2€(t, xCt)) and 
k=K 
Hence 
and 
00 
co U xkCt) c co p2€(t, xCt)) 
k=K 
c [co p(t , xCt)}]2€ Cby corollary 2.1.7). 
00 
co U xk'(t) c [co p(t, x(t))]2€ 
k=K 
00 00 
n co U xk(t) c [co p(t, xCt))]2€ . 
i=l k=i 
Since € is arbitrary and co p(t, x(t)) lS closed (Eggleston [ C], 
------ - - ------------------
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00 00 
p . 22 , Theorem 10) we have n 
i=l 
co U xk(t) c co F(t, x(t)J 
k=i 
Th i s r elat i on 
holds for all t E I\Nl . Thus x'(t) E co F(t, x( ~ ») f or 
o 
5.2 Existence of quasi trajectories 
In this section we glve an example to show that conditions 1, 2 and 
3 of the previous section are not strong enough to guarantee the existence 
of a quasitrajectory through a particular point. We then strengthen 
condition 1 and prove the existence of quasitrajectories. 
EXAMPLE 5.2.1. Define H mapping from R into ~(R) by 
H(x) = {l} if x < ° 
= {-l, l} if x = ° 
= {-l} if x > ° 
The following serles of lemmas shows that there lS no quasitrajectory of 
x ' E H(x) defined on [0, IJ which satisfies x(o) = ° . 
LE MMA 5.2.2. Le t x be an abso lute ly continuous function mapping 
from [0, IJ into R . Let A = {t E [0, IJ I x(t) > O}. Then 
fAxl ~ min{-x(O), O} · 
Proof. Since x lS continuous on [0, IJ , A is an open subset of 
00 
(~, bk) and (ao' IJ are a sequence of pairwise disjoint intervals (any 
of which may be empty). 
Since x lS continuous we have x(~) = 0 and x(bkJ = 0 for 
k = 0, 1, 2, '" . Th us J x I - X (b k) - x ( '\ ) = O . N ow X I 1S 
(ak ,bkJ 
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integrable on [0, IJ and this implies Ix'i lS integrable on [ 0 , IJ . 
Thus by the dominated convergence theorem we have 
= f x' + I f x' + f x' . 
[O,bo) k=l (ak,bkJ (ao,lJ 
Hence t x, - f [O,bo) x, + f (ao,l] x' . 
If 1 fA, ao = 1 and (a o' IJ = ¢ and f x, = 0 • (ao ,1J 
If 
1 E A we have x(a
o
) = 0 and x(l) > o. Thus 
Therefore I x, ~ 0 · (ao ,1] 
If 0 fA, b 0 = 0 and and I x, = 0 • [0 ,b 0) If 
o E A we have x(O) > 0 and x(boJ = O. Thus 
Therefore f x, > min{-x(O), O} · 
[0 ,b 0) 
Thus fA x' ~ min{-x(O) , G} . 0 
LEMMA 5.2.3. Let E be a subset of [0, IJ. Then E has only a 
countable nwriber of isolated points. 
Proof. Let S be the set of isolated points of E. For each xES 
we can find 8(x) > 0 such that B8(x) n E = {x} . Let be the set 
of isolated points of E such that 8(x) > lin. Then Sl/n contains at 
00 
most n points. But S = U Sl/n. Hence S lS countable. 
n=l 
o 
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LEMMA 5.2. 4. Let x: [0, IJ + R be an absolutely continuous 
function . Put C = {t E [0, IJ I x(t) = o}. Then x'(t) = 0 f oY' al mo L> t 
every t E C • 
Proof. Let S be the set of isolated points of C. Then m(S) = 0 
slnce S lS countable . Put D - C\S. Since x is absolutely continuous 
x ' (t) exists for almost every t E [0, IJ . Let E be the subset of D 
on which x ' (t) exists. Then m(C\E) = m(C\D) + m(D\E) = 0 
Let to E E and let s > 0 . Then there exists 0 > 0 such that 
o < Ihl < 0 implies that 
Now x(toJ = 0 and since to is not an isolated point of C there exists 
hO such that 0 < Ihol < 0 and to + hO E C. Therefore Ix' (to) I < S . 
Since this holds for any s > 0 we have that x'(toJ = O. Hence 
x ' (t) = 0 for all tEE . D 
LEMMA 5.2.5. There is no quasitrajectory of x' E H(x) defined on 
[0, IJ which satisfies x(o) - 0 . 
Proof . Suppose x [0, IJ + R lS a quasitrajectory of x' E H(x) 
which satisfies x(O) = 0 Then there exists a sequence {xk } of 
absolutely continuous functions mapping from [0, IJ into R such that 
(i) there exists an integrable function y : [0, IJ + R such 
that Ixk(t)1 ~ yet) for almost every t E [0, IJ ; 
(ii) lim xk(t) = x(t) for all t E [0, IJ ; 
k-+m 
(iii) lim d(xk(t) , H(xk(t))) = 0 for almost every t E [0, IJ . 
k-+m 
Th e sets Al = {t E I I xk ( t ) > O} , A 2 = {t E I I xk ( t) = O} , 
and A3 = {t E I I xk(t) < O} are measurable. The sets 
t 
measurable . Thus the set 
is measurable. Therefore the function t r+ d(xk(t) , H(xk(t))) is 
measurable. 
Given s > 0 choose 0 < 0 < s such that m(E) < 0 implies 
fE y < E. By Egoroff's theorem we can choose A(8) such that 
m(A(o)) < 0 and d(xk(t) , H(xk(t))) converges uniformly to 0 on 
[0, IJ \ A(o). Choose Nl such that k ~ Nl implies 
d(xk(t) , H(xk(t))) < ~ for all t E [0, IJ \ A(o) . Also 
lim xk(O) = x(O) = o . Choose N2 such that k ~ N2 implies 
k-+ro 
Put A = {t E [0, IJ I xN( t) > O} For tEA we have 
H(xN(t)) = {-l}. Thus for t E A\A(o) we have x~(t) < -~. Hence 
L xiv = t\A(8) xiv + tnA(8) xiv 
s t\A(8) (-1;) + t(8) y 
::: -Wi(A\A(o)) + s . 
Therefore m(A\A(8») S 2E - 2 fA xiv . By lemma 5.2.2, 
m(A\A(o)) < 4s . 
Put B = {t E [0, IJ I xN(t) < o}. In a similar manner we can show 
that m(B\A(o)) < 4s . 
Put C = {t E [0, IJ I xNCt) = O}. Then 
p 
m([O , lJ) = m(A\A(C))) + m(B\A(cS)) + m(C\A(cS)) + m(A( cS )) . 
Therefore 1 < 4E + 4E + m(C\A(cS)) + E. Hence m(C\A(cS)) > 1 - 9E . Put 
E = 1/10 . Then m(C\A(cS)) > 1/10 . 
For t E C we have B(xN(t)) = B(O) - {-l, l} 
for all t E C\A(cS) . But by lemma 5.2.4, x'(t) = 0 N for almost every 
t E C. This contradiction shows that x cannot be a quasi trajectory. 0 
We strengthen condition 1 as follows: 
lao for all t E I the function x ~ F(t, x) is continuous on 
If. 
We will now assume that F satisfies conditions la, 2 and 3. 
THEOREM 5.2.6. Let (to' x
o
) E I x ~. Then there exists a 
quasitrajectory of x' E F(t, x) which satisfies x(t
o
) = Xo . 
Proof. Subdivide [to' bJ into k equal parts by 
t i = to + ~ (b-to) · We define xk : [to' bJ + If inductively. First 
Suppose xk is defined up to t. where 0 ~ i < k . b 
Select a measurable function f. 
b 
Xk (t) - xk (tJ + J:. fi for all t E [ti , ti+lJ · Define 
b 
f [to' bJ + If by f(t) - f.( t) for all t E [ti' ti+1J . - b 
xk ( t) = Xo + r f 
to 
I xk (t)-xo I < r g -
to 
b 
I xk (t) I < I Xo I + J g. -
t o 
Hence 
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Therefore is well defined and bounded by the same constant for all 
k . 
Now xkCt) = JCt) for almost every t E [to~ bJ . Thus 
/xkCt)/ s gCt) for almost every t E [to~ bJ Therefore {xk } lS 
equicontinuous . Define Yk: [to' bJ + ~ by Yk Ct ) = xk(ti ) if 
t E [ti~ ti+1J • Then xkCt) E F(t, Yk(t)) for almost every 
t E [to~ bJ • 
The sequence {xk} lS bounded and equicontinuous. Thus by Ascoli's 
. Theorem it has a convergent subsequence ~ also denoted by {xk } ~ converglng (2 g to x E C(I) • Since / xk (t 1) -xk (t 2) / < we see that Yk tends -
tl 
to x as k tends to infinity. 
Let t E I and let s be a positive number. Choose 0 > 0 such 
that /z-xCt)1 < 0 implies that d(F(t, z), F(t, xCt))) < s/2. Choose N 
such that k ~ N implies that IxkCt)-xCt)1 < 0 and /YkCt)-xCt)1 < 0 . 
Thus k ~ N implies that F(t, Yk(t)) c FS / 2 (t, xCt)) and 
for almost every t E [to' b] . 
for almost every t E [to' b J . 
Therefore lim d(xkCt), F(t, xkCt))) = 0 
k-+m 
Also In a 
similar manner we can define x on [a, to]' D 
R 
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5.3 Properties of quasitrajectories 
In this section we strengthen our conditions to obtain a converse of 
theorem 5 . 1.1. We then use this result to obtain some properties of 
quasitrajectories. 
EXAMPLE 5.3.1. Let H be defined as in example 5.2.1. Then 
x(t) - ° lS a solution of x' E co H(x) But, as lemma 5.2.5 shows, 
x(t) - ° lS not a quasitrajectory of x' E H(x) This example shows that 
we will have to strengthen condition 1 before we can obtain a converse of 
theorem 5.1.1. 
EXAMPLE 5.3.2. Let E be a subset of [0, IJ with inner measure ° 
and outer measure 1. Define a function F mapping from [0, IJ into 
~(R) in the following manner. 
{l, 2} if tEE 
F(t) = 
{o, 2} if t E [0, IJ \ E . 
Suppose x [0, IJ + R is a quasitrajectory of x' E F(t) which 
satisfies x(o) = 0. Then there exists a sequence of absolutely continuous 
functions {xk } mapping from [0, IJ into R, an integrable function Y 
mapping from [0, IJ into R , and a null subset N of [0, IJ such that 
(i) Ixk(t) I ~ yet) for t E [0, IJ \ N , 
(ii) lim xk(t) = x(t) for t E [0, IJ , and 
k~ 
(iii) lim d(xk(t), F(t)) = ° for t E [0, IJ \ N . 
k~ 
Define f(t) = lim inf xk'(t) for t E [0, IJ \ N. Then f(t) is measurable 
k~ 
on [0, IJ \ Nand f(t) equals 0, 1 or 2 for t E [0, IJ \ N. Put 
A(x) = {t E [0, IJ I f(t) = x}. Then A(x) is measurable and 
[0, IJ \ N = A(O) u A(l) u A(2) . But A(O) c [0, IJ \ E and A(l) c E 
Thus A(O) and A(l) are null sets. Therefore f(t) = 2 for almost every 
t E [0, IJ . 
Hence limx
1
' (i) =? [or cll mo[; 1 c:very t E i n , ll . ;,lnc() 
k-'KX) ( 
Ixk(t)1 ::: yet) for almost every t E [0 , lJ we have 1y the dorninaLC'(! 
convergence theorem 
x(t) - lim xk(t) 
k-+o 
rt 
- x(O) + J lim x' 
o k-'KX) k 
= 2t . 
Thus the only quasitrajectory of x' E F(t) which s atisfies x( O) - 0 
lS x(t) = 2t Thus x(t) = t lS a solution of x' E co F(t) but 
x(t) = t lS not a quasitrajectory of x' E F(t) . 
Therefore we have also to strengthen condition 2 as follows: 
2a. for all x E Rn the function t ~ F(t, x) is measurab le 
on I . 
We now assume that F satisfies conditions la, 2a and 3 and prove t he 
converse of theorem 5 . 1 . 1. 
LEMMA 5.3.3. Let T be a measurable subset of R such that 
meT) < +00. Let {T . } be a sequence of pairwise disjoint measurable 
1..-
subsets of T such that 
00 
U 
i=l 
T . -
1..-
T • Let S and u 
be constant on each T .. Suppose Set) 1..-S a simplex and u(t) E Set) 
1..-
or each t E T . Suppose there exists an integrable f unc t i on g : T -+ R 
u h that IS(t)l::: get) for all t E T . Then there exists a meas urable 
function w : T -+ Rn such that wet) 1..-S a vertex of Set ) and 
Proof. For t E T . we have u(t) - C . and S et) - S . wnere 
1..- 1..- 1..-
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c . E S .. Let sCi, 1), ••. , s(i, k(i)) be the vertices of S. , and ~ ~ ~ 
b(i, 1) , b (i, k( i)) be the barycentric co-ordinates of c. relative . . . , ~ 
to S. Then we have b( i, j) :::: 0 L b(i, j) - 1 and . , -
~ J 
c. - I b(i , j)s(i, j) . Decompose T. 
~ 
into k(i) pairwise disjoint 
~ 
J 
measurable sets T .. such that m (T . . ) = b(i, j)m(T.) Put 
~J ~J ~ 
tV (t) - sCi, j) for t E T .. Then IT. tV = I u. 
0 
- ~J T. 
~ ~ 
THEOREM 5.3.4. Every solution of x' E co F(t, x) is a quasitrajectory 
of x' E F( t, x) . 
Proof. Let n x : I + R be a solution of x' E co F(t, x) . Then 
F(t , x(t)) is measurable on I (by theorem 2.3.6). For every positive 
number E, the interval I can be decomposed into the union of a null set 
and a sequence {T .} 
~ 
of pairwise disjoint compact sets such that 
x'(t) E co F(t, x(t)) , Ix'(t)-x'(s) I S E and d(F(t, x(t)), F(s, xes))) S E 
for all t, sET .• 
~ 
Let t. E T. 
~ ~ 
and put u(t) = x'(t.) and 
~ 
Q(t) = F(t., x(t.)) for t E T . . Then we have lu(t)-x'(t)1 < E and 
~ ~ ~ 
d(Q(t) , F(t , x(t))) S E for almost every t E I . 
Since x' (t .) E co F (t ., x (t .)) , there exists a simplex S. such that 
~ ~ ~ ~ 
x ' (t .) E S . and the vertices of S. are contained in F(t., x(t.)) (by 
~ ~ ~ ~ ~ 
Caratheodory's Theorem, Eggleston [C], p. 35, Theorem 18). Put Set) - S. ~ 
for t E T . . Then we have u(t) E Set) , the vertices of set) are 
~ 
contained in Q(t) and lu(t)1 S IS(t)1 < get) + E for almost every t E I . 
We can decompose I into a sum of m intervals I = [a l' a ] p p- p 
where a = t + ~ (b-a) p 0 m such that m(I ) < E • P The functions 
are constant on each InT. . Thus by lemma 5.3.3 there exists p ~ 
u and S 
W : I -+ Rn such that wet) . a vertex of S( t) and hence contained lS 
Q(t) for almost every t E I and r w = t u . Put yet) - tw JI - a p p 
Then y'(t) = wet) E Q(t) and ly'(t)1 s get) + S for almost every 
t E I. Thus d(y'(t), F(t, x(t))) s S for almost every t E I. Let 
t E I. We have t E I for a certain p and hence p 
Iy( t)-x(t) I < r Iw-ul + r I u-x' I 
a 1 a p-
< 2 II g + (b-a)E · 
p 
In 
Let be a positive number and let Let denote 
the function y defined above corresponding to S = Sk' Hence 
lim xk(t) = x(t) 
k-+oo 
for all t E I, lim d(xk(t), F(t, x(t))) = 0 for 
k-+oo 
t E I\N ,and Ixk(t)1 s get) + So for t E I\N where N lS a null 
subset of I . 
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Let t E I\N . Given S > 0 ,choose Kl such that k > K 
- 1 implies 
Choose K 
2 
such that k > K 
- 2 implies 
F(t, x(t)) C FS(t, xk(t)) . Put K = max{Kl , K 2 } • Then k ~ K implies 
xk (t) E F
S (t, x( t)) C F 2s (t, xk (t)) . 
Therefore lim d(xk(t), F(t, xk(t))) = 0 for t E I\N . 0 
k-+oo 
THEOREM 5.3.5. Let to E I and E Rn Then Q(to' xo) 
. 
Xo 1,S a 
nonempty ~ compact and connected subset of C(I) and Q n I x R -+ Sl(C(I)) 
1, S upper semicontinuous . 
Proof. This follows from theorems 5.1 .1 and 5 . 3.4 and the theory of 
chapter 3 . 0 
5.4 Notes 
• 
Theorems 5 . 1 . 1 and 5 . 3 . 4 were first stated and proved by Wazewski [5J 
for the case where pet , x) is jointly continuous In t and x. Kikuchi 
[5J made the slight extensions which are necessary to prove theorems 5.1.1 
and 5 . 3 .4 when pet, x) is measurable in t and continuous in x. The 
• proof of theorem 5.3.4 which we have given follows Wazewski and Kikuchi 
• 
exactly. Lemma 5.3.3 and its proof are due to Wazewski [5J. 
By using a different method of proof we were able to prove theorem 5.1.1 
when pet, x) lS upper semicontinuous in x and possesses a selector which 
lS measurable In t. Because of the existence of solutions when pet, x) 
lS convex, theorem 5.3.4 implies theorem 5.2.6. Thus it was known that 
quasitrajectories exist when pet, x) is measurable In t and continuous in 
x. Our proof weakens the measurability requirement to the existence of a 
selector which lS measurable in t. 
Our examples 5.2.1 and 5.3.1 show that the continuity requirement in 
theorems 5.2.6 and 5.3.4 cannot be weakened to upper semicontinuity in x . 
Example 5.3.2 shows that the measurability requirement for theorem 5.3.4 
cannot be weakened. 
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CHAPTER 6 
THE LIPSCHITZ CASE 
6.1 Fi1ippov's Theorem 
In this chapter we will assume that the function F I x Rn ~ n(Rn) 
satisfies the following conditions: 
1 . there exists an integrable function k: I ~ R such that 
. , 
2. for all x E Rn the function t ~ F(t, x) lS measurable 
on I . ,
3 . there exists an integrable function g I ~ R such that 
Y E F(t, x) implies Iyl ~ get) . 
We now prove an important theorem due to Filippov. 
THEOREM 6.1.1. n Let y : I ~ R be an absolutely continuous function 
and p : I ~ R be an integrable function such that 
d(y '(t), F(t, yet))) ~ pet) for almost every t E I . Let 
(t , x) E I x Rn. Then a solution x of x' E pet, x) satisfying 
o 0 
x(t) = x exists such that Ix(t)-y(t)1 ~ ~(t) for all t E I and 
o 0 
Ix'(t)-y'(t)1 ~ k(t)~(t) + pet) for almost every t E I where 
I
t k 
and met) -
to 
Proof. We construct a sequence of absolutely continuous functions 
{z . } 
~ 
in the following manner . Put The function 
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t ~ F(t, z.Ct)) lS measurable by theorem 2 . 3 . 6 . There exists a measurable 
1." 
function V. 
1." 
n I ~ R such that for almost every t E I we have 
2 . 3 . 4 . We have Ivi(t)1 s IF(t , ziCt)) I s get) for almost every t E I . 
Thus V. 
1." 
lS integrable on I. Put 
V • C t) 
1." 
and 
= d(ziCt), F(t, zi(t))) 
< d(F(t, zi-l (t)), F(t, zi Ct ))) 
for almost every t E I. Also 
for almost every t E I. Therefore 
By induction we obtain 
(A) 
Then 
I ' (t) '( t)1 s kCt){ly(to)-xol [mCt)] i -l + 11ft [mCt)-m(s)]i-l p(s)ds } Zi+l -Zi Ci-l)! Ci-l)! 
to 
for almost every t E I and i = 1,2, ... , and 
for all t E I and i = 0 , 1, 2, (In order to obtain (B) from CA) 
we need to compare the derivative of the righthand side of (B) with (A) and 
to consider that both sides of (B) equal zero when t = to . ) 
From (A) and (B) it follows that z . (t) 
1.-
5'l 
converges to a function 
x(t) for all t E I and z !( t) 
1.-
converges to a function vet) for almost 
every t E I. Therefore x(t) - Xo + It V and vet) E F(t, x(t») for 
to 
almost every t E I Slnce F(t, x) is compact and continuous In x . 
Thus x lS absolutely continuous and x'(t) E F(t, x(t)) for almost every 
Adding together inequalities (B) for i = 0,1, ... , j-l and uSlng the 
k i 
the inequality \ ~ < eZ L ",' T -i=o //. 
for z > 0 we obtain 
Thus Ix(t)-y(t) I s ~(t) . 
Similarly adding together inequalities (A) for i = 1,2, ... , j-l we 
obtain IZj(t)-Z{(t) I s k(t)~(t) . Thus Ix'(t)-z{(t) I s k(t)~(t) . 
Therefore 
Ix'(t)-y'(t)1 < Ix'(t)-z{(t)1 + Iz{(t)-Y'(t)1 
< k(t)~(t) + pet) 
for almost every t E I . 0 
6.2 Corollaries 
In this section we will derive a number of results from Filippov's 
Theorem . 
COROLLARY 6.2.1. If (to' xo) E I x R
n there exists a solution of 
x ' E F(t , x) which satisfies x(t
o
) - Xo . 
Proof. Put yet) - Xo and pet) - g(t). Theorem 6.1.1 now glves the 
result . 0 
The function x I + Rn lS a strong quasitrajectory of the generalized 
• 
differential equation x ' E F(t, x) if there exists a sequence {xk } of 
soluTions of x ' E F(t, x) such that lim xk(t) = x(t) for all t E I . 
k-+«> 
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COROLLARY 6.2.2. Every quasitrajectory of x' E F(t , x) &S a strong 
quasi trajectory. 
Proof. Let x be a quasitrajectory of x ' E F(t, x). There exists 
a sequence of absolutely continuous funct ions xk and an integrable function 
Y such that xk(t) ~ x(t) as k ~ 00 for all t E I, Ixk(t)1 s yet) for 
almost every t E I ,and lim d(xk(t), F(t, xk(t))) = 0 for almost every 
k-+«> 
t E I. Put Pk(t) = d(xk(t), F(t, xk(t))) . It follows from theorems 
2.3 . 6 and 2.3.4 that is measurable. Also we have that 
Ipk(t)1 s yet) + get) . Hence Pk is integrable on I. Thus by theorem 
6 .1.1 there exists Yk E H(a, xk(a)) such that 
1Yk(t)-xk(t)1 ~ Jt emCt)-m(s)p(s)ds 
a 
where met) = r k . But Pk(t) ~ 0 as k ~ 00 for almost every t E I . 
a 
Therefore IYk(t)-xk(t)1 ~ 0 as k ~ 00 , for all t E I . Since 
k ~ 00 for all t E I. 0 
COROLLARY 6.2.3. Let t l , t E I and let U be an open subset of 0 
Rn . Then A(tl , to' u) 
. 
subset of Rn . 1.,.S an open 
Proof. Assume A(tl , to' u) is not open. Then there exists 
E A (tl , to' u) such that Bl/k(y) ~ A(tl , to' u) for all positive 
integers k . Choose Yk such t hat Yk E Bl/k(y) and Yk f A(tl , to' u) 
There exists x E H(to' u) such that x(tl ) = Y . By theorem 6 . 1 . 1 there 
. 
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tends to x(t
o
) E U as k tends to infInity. But Zk(tO) f U Slnce 
U lS not open . This contradiction shows that A(tl , to' U) lS open. 0 
COROLLARY 6.2.4. n Let K be a subset of R . Le t x E H ( a, K) • 
If x(b) E aA(b , a , K) then x(t) E aA(t , a, K) for all t E [a, bJ . 
Proo f . Let U = int A(t , a , K) . By corollary 6.2.3, A(b, t, U) . lS 
. 
open . Thus A(b , t , U) c int A(b , a , K) . Therefore x( t) f U • That lS, 
x ( t ) E aA ( t , a , K) . 0 
COROLLARY 6.2.5. Let (to ' x
o
) E I x Rn. Given € > 0 ~ there exists 
I
t k Proof. Put met) = 
tl 
Then met) ~ II k = d where d lS a 
constant . Let € be an arbitrary positive number . Choose 0 such that 
-d o < 0 < ~€e and such that implies -d < ~€e 
I x Rn . By theorem 6.1.1 there exists Z E H(tl' xl) such that 
for 
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I I { -d -d} d z(t)-y(t) < ~€e +~€e e = € • 
Since 0 does not depend on (to' x o) , we also have that 
COROLLARY 6.2.6. Assume that F(t, x) is a convex set for all 
(t, x) E I x Rn. Then H is a continuous map from I x Rn into ~(C(I)) 
Proof. f . H· f IXRn The unctlon lS a map rom into ~(C(I)) by 
corollary 3.3.2. By corollary 6 .2.5, H is continuous. 0 
6.3 Notes 
Theorem 6.1.1 and corollaries 6 . 2.1 and 6.2.2 were proved by Fillippov 
[4J when F(t , x) is jointly continuous in (t, x) . Kikuchi [5J made the 
minor changes necessary to prove them under our assumptions. 
Corollaries 6.2.3 and 6.2.4 were proved by Plis [4J when F(t, x) lS 
always a convex set. Corollary 6.2.6 was proved by Bridgland [lJ when 
F(t , x) is jointly continuous in (t, x) . 
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CHAPTER 7 
THE BANG-BANG PROPERTY 
7.1 The bang-bang property 
Let x : I + Rn be a solution of the generalized differential equation 
x' E F(t, x) . If x(t) E aA(t, to' x
o
) for all t E I implies that 
x'(t) E aF(t, x(t)) for almost every t E I , the generalized differential 
equation x' E F(t, x) is said to have the bang-bang property. 
In this section we will assume that the function F: I x Rn + ~(Rn) 
satisfies the following conditions: 
1. the function F is continuous; 
2. there exists an integrable function g I + R such that 
Y E F(t, x) implies Iyl s get) ; 
3 . for all (t, x) E I x Rn the set F(t, x) . lS convex. 
We now show that under these conditions the generalized differential 
equation x' E F(t , x) has the bang-bang property. 
LEMMA 7 • 1 .1. Suppose F 
and is any positive number. 
n is a closed nonempty convex subset of R 
Then S B (z) C F 2s - implies B (z) C F • s 
Since F lS a closed convex set, there exists a hyperplane separating x 
and F . That is, there exists a unit vector p such that u E F implies 
u .p ~ c > d = x.p . If s E FS ,then s = u + t where u E F and 
It I < S Thus s .p = u .p + t.p > c - S 
X E Fs h we ave d - x.p > C - S . Thus 
Now Iw-xl = S - Y . That lS, WEB (x) S 
Put y = c - d > 0 Since 
y < S . Put w = x - (s-y)p 
But 
w.p - x.p - (s-y)p .p = d - S + y - c - S . 
Therefore W f FE . Thus B (x) i FE . E But this is a contradiction . So 
we concl de that x E F . Thus B (z) C F . E - o 
THEOREM 7.1. 2. If x E H(to' x
o
) is a solution such that 
x(t) E aA(t , to ' x
o
) for all t E I ~ then x'(t) E aF(t, x(t)) for 
almost every t E I . 
Proo f . There is a subset E of I such that I\E lS a null set and 
for all tEE the derivative of x at t exists and is contained in 
F (t , x( t)) Assume there exists tEE such that x' (i) E int F (t, x (i) ) 
Thus there exists E > 0 such that B 2E (X , (t)) c F (t, x(t)) . Since F 
is continuous there exists 01 > 0 such that It-tl ~ 01 and 
implies 
Choose ° > 0 such that 2 
implies u and such that Itt g < ~l Thus 
Itt g Ix ( t )-x(t) I < x 1S any solution of the equation 
pass1ng through (t, x(t)) Hence It-tl ~ 02 implies 
By lemma 7 . 1 . 1 we have BE (X , (I)) c F (t , x( t) ) for I t-tl ~ ° 2 . 
Since x is differentiable at t there exists 03 > 0 such that 
It-II ~ 03 implies 
x( t)-x(t) E B (X, (I)) . 
E t-t 
Assume without loss of generality that 
Define 
rx(t) for to < t < t 
zk (t) ~ 1 
lx(t) + k( t-t) for t ~ t ~ t+o . 
t < t o 
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Then is a solution of the equation on 
k E BS(x'(t)) . Thus the set P = {zk(t+cS) IkE Bs(x'(T))} JS contcd ncd 
In A(t+cS, to' xo) . 
ow 
P - {x(t)+kcS IkE B (x'(t))} 
s 
lS an open ball contained in A (t+cS, to' x
o
) But 
Thus x( t+cS) E {x(t) +kcS IkE B s (x' (t) )} = P. Therefore 
x(t+o) E int A (t+cS, to' x
o
) . 
But this lS a contradiction. Thus x'(t) E aF(t, x(t)) for all 
tEE . That . lS, x'(t) E aF(t, x(t)) for almost every t E I . 
7.2 counterexamples 
o 
In this section we glve two examples of when the bang-bang property 
does not hold. 
If F(t, x) is upper semicontinuous in (t, x) then the equation 
x' E F(t, x) does not necessarily have the bang-bang property. 
EXAMPLE 7.2.1. Let I = [0, IJ. Define 
[0, 2J if x = t , 
F(t, x) -
{o} otherwise. 
Consider x'(t) E F(t, xCt)) for almost every t E [0, IJ and x(O) = 0 . 
The attainable set lS A(t, 0, 0) - [0, tJ. The function x(t) = t l S a 
solution and x(t) E aA(t, 0, 0) . But x'(t) = 1 lS not on the boundary 
of [0, 2 J . 
We would also like to prove the bang-bang property under Caratheodory 
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type conditions . Assume that F(t , x) lS a nonempty compa ct convex se 
valued function which is continuous In x, possesses a selector whi ct ~s 
measurable in t, and is bounded by an integrable function . The followin g 
example shows that the equation does not necessarily possess the bang-bang 
property . It also shows the falseness of a result stated by Filippov who 
assumed the existence of a selector which is measurable in (t, x) rather 
than just in t. 
EXAMPLE 7.2.2. Let I be the compact interval [0, IJ and let E 
be a subset of I with inner measure 0 and outer measure 1. Define 
[-1, lJ on E 
F(t) -
{o} on [0, lJ\E . 
Consider the equation x'(t) E F(t) for almost every t E [0, lJ with 
initial condition x(O) = 0 . 
Let x be a solution of this equation. Then there exists a measurable 
set P c I such that m(I\P) = 0 and x'(t) E F(t) for all t E P . 
Since x '( t) is measurable, the sets Bl = {t E P I x'(t) > O} and 
B = {t E P 
2 
x ' (t) < O} are measurable. Also both Bl and B2 are 
subsets of E and hence both have zero measure. Thus x'(t) = 0 for 
almost every t E I. Therefore x(t) = x(O) + It x' = O . However 
o 
x ' (t) = 0 lS not on the boundary of F(t) when tEE, and E is not a 
null set . 
7.3 Notes 
Theorem 7.1.2 is due to Kikuchi [2J. Example 7.2.1 has already been 
published in Davy [lJ. Example 7.2.2 shows that a result stated by Fillipov 
[3J is incorrect. 
67 
Assume that F(t , x) lS a nonempty compact convex set valued function 
which is measurable In t , continuous in x , and bounded by an inte~rable 
function . Under these conditions Kikuchi [3l has puhl -Lshp(\ c=! proof tl1(J t 
the equation x ' E F(t , x) has the bdnr,-bang property. 1l0WPV0Y' 1hi:; jYr'()nl 
appears to be incomplete and in my view the question still remains 
unresolved . 
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CHAPTER 8 
BIBLIOGRAPHY AND REFERENCES 
This chapter contains a bibliography of works on generalized differential 
equations and three references which are not included in the bibliography. 
References to the bibliography are by author ' s name and a number in square 
brackets . The other references are under a capital letter in square 
brackets . 
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