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A low-emissions power generator comprising a solid oxide fuel cell coupled to a gas
turbine has been developed by Rolls-Royce Fuel Cell Systems. As part of the cycle, a
fraction of the unreacted fuel (the off-gas) and oxidizer streams is reacted in a burner,
which is the main source of pollutant formation. In this thesis a computational model of
the burner has been developed which captures the formation of NOx and the oxidation
of CO. This model gives accurate predictions at low computational cost, making it
suitable for use as a design tool in future burner design optimization through parametric
studies.
A key factor in increasing computational efciency was the development of a reduced
H2/CO/N2 kinetic mechanism; from a starting mechanism of 30 species to 10 and 116
reactions to 6. The results of laminar opposed-ow diffusion ames have been used to
validate the reduced mechanism.
Several different turbulent combustion models have been evaluated by creating an
interface between the reduced kinetic mechanism and the commercial CFD solver FLU-
ENT. Comparison of model predictions with well-characterized turbulent syngas ames,
which share a similar fuel composition to the experimental work conducted on the off-
gas burner, shows acceptable agreement. These studies have demonstrated the sensi-
tivity of modelling constants. Improved predictions were achieved by calibrating these
constants and including radiative heat losses.
Following suitable modication to reect the predominantly laminar ow present in
the current burner design, the relevant modelling approaches were applied to the off-
gas burner. Comparison was made to previous detailed measurements, showing that the
important trends of NOx and CO are captured in general. The model was extended to
high pressure conditions, similar to those in the actual off-gas burner, with the emissions
predictions within design limits.
The outcome of this work is a fast, accurate design tool for CFD which has capa-
bilities to simulate beyond the laminar burner studied here. It may be applied to more
general types of off-gas/syngas burners where turbulence-chemistry interaction is ex-
pected to be more signicant.
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Chapter 1
Introduction
Meeting the need for efcient and environmentally clean power generation has never
been so important. The increasing cost of fossil fuels and more stringent regulations on
emissions (particularly CO2 and NOx), together with increasing demand for electricity,
make the provision of cost-effective solutions highly desirable. Solid oxide fuel cells are
one such option currently being explored due to the wide range of fuel compositions
possible and high efciencies available [59]. The main benet of solid oxide fuel cells is
the direct conversion of chemical energy in the fuel to electricity. A prototype commer-
cial system developed by Rolls-Royce Fuel Cell Systems Limited (RRFCS), consisting of
a combined solid oxide fuel cell and gas turbine (SOFC hybrid) cycle, has the goal of
high cycle efciency whilst having negligible NOx and CO emissions. A key component
of the cycle, with a critical impact on pollutant formation, is a burner designed to heat
the oxidizer stream entering the fuel cell by using a fraction of the unreacted fuel and
oxidizer leaving the fuel cell.
Experimental investigation has shown that a ‘micro-mixing’ burner design has the
potential of fullling this goal of producing minimal emissions in the SOFC hybrid cycle.
This burner uses a novel method of introducing the fuel and oxidizer which involves lay-
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ering a number of thin fuel and oxidizer streams. A computational model of the burner
could give insight into the complex ow and chemistry interactions with a view to pre-
dicting NOx formation and furthering the design optimization beyond the experimental
limits of cost, available facilities and time.
This thesis gives an overview of the SOFC hybrid cycle, a computational study of
the SOFC hybrid off-gas burner, and a description of modelling methods used and their
validation.
1.1 Motivation
A ground-based power generator is being developed by RRFCS which combines a solid
oxide fuel cell into a gas turbine cycle. This stationary unit aims to generate 1 MW of
electricity whilst satisfying rigorous environmental limits on pollutant emissions. It is
intended to be suitable for use as a locally distributed energy supply in densely populated
areas, such as such as city-centres or hospitals, or in enclosed spaces where dangerous
emissions are to be avoided [50]. The generator is expected to t in a standard shipping
container-sized unit for ease of transport.
The SOFC hybrid cycle is shown schematically in Figure 1.1. The fuel used is re-
formed natural gas, produced by reacting natural gas (CH4, C2H6, or C3H8) with high
temperature (≈ 1100 K) steam in the presence of a catalyst, forming H2, CO and CO2.
As part of the cycle, the reformed natural gas is reacted in a fuel cell, with 15–25%
remaining unreacted. The mixture of products and unreacted reformed natural gas is
very lean, and at high temperature and pressure. This mixture is known as ‘off-gas’ or
tail-gas, and shares a similar composition to ‘syngas’ (synthesis gas). It is then passed
to a burner to complete the reaction and provide pre-heat to the cathode gas entering
the fuel cell. A turbine, driving a compressor used to pressurize the incoming air, is
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Figure 1.1: SOFC hybrid cycle schematic [50].
powered by a fraction of the reacted gas (oxidizer) from the fuel cell. The anode and
cathode ejectors act as pumps for the cycle. Due to the nature of the SOFC hybrid cy-
cle the conditions at the burner inlet are set by the fuel cell. This poses a number of
challenges to burner design, which is governed by the following main requirements and
constraints:
1. stable operation at design conditions,
2. negligible NOx (< 5 ppm) and CO (< 50 ppm) production,
3. minimum pressure loss across the burner, and
4. zero total pressure difference between fuel and oxidizer.
These requirements are technical challenges, and some compete with each other; they
present a design challenge as they are highly inter-related with respect to burner per-
formance. For instance, NOx formation is reduced by good mixing of the streams.
However, a zero pressure differential between streams is not conducive to good mixing.
Introduction 4
A pressure loss reduces the cycle efciency.
1.2 Objectives
The overall objective of the project is to focus on one component of the cycle; to de-
velop an understanding of the complex mixing processes involved in the operation of the
burner, the chemical reactions taking place, and the interactions between the turbulence
and the chemistry. A detailed computational model of the system could give information
on the combustion processes and pollutant formation for comparison with the available
atmospheric experimental data and give valuable information on operational conditions
not easily replicated by laboratory experiments. The detailed model can be used to opti-
mize the burner design by simulating more congurations and conditions than possible
experimentally and economically.
The objectives of the present work are to develop, validate and apply a modelling
approach for the off-gas burner to determine NOx and CO emission levels. Following
correct validation, the use of computational uid dynamics (CFD) and simplied kinetics
will yield an accurate and fast design tool which can be used for further burner design
optimization. The computational results will provide a reference for experimental work,
as well as for more advanced computational modelling developed in any future work.
The focus is on reactions that take place under atmospheric conditions, for which the
experimental data is currently available. The model can then be extended for use at the
higher operating pressures of the burner.
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1.3 Thesis Overview
The current chapter gives an outline of the project motivations and objectives. In Chap-
ter 2 background information on syngas fuel and the slotted burner design is given. In
Chapter 3 a review of the governing equations and closure methods for turbulent re-
acting ows used in this thesis is presented. Chapters 4–5 follow the logical steps for
developing a turbulent combustion model for the off-gas burner. These are:
(i) Laminar chemistry validation. Details of the formation of a reduced kinetic mech-
anism and its validation for laminar diffusion ames are given in Chapter 4.
(ii) Comparison of turbulence-chemistry interaction models and turbulence closures
for experimentally well characterized turbulent ames [4, 28]. In Chapter 5 the
commercial CFD package FLUENT [39] is used with the reduced mechanism im-
plemented.
In light of the ndings of Grimwood [50] for the off-gas burner, indicating laminar
ow in the near-eld, Chapter 6 takes the relevant parts of the model (i.e. the chemical
mechanism) and applies laminar nite-rate chemistry (ignoring turbulent uctuations of
temperature and species concentrations) to give an easily implemented design tool. This
is applied to the off-gas burner at (i) atmospheric, (ii) high pressure and low temper-
ature, (iii) high temperature and low pressure, and (iv) high temperature and pressure
conditions in Chapter 6. Finally, the ndings are summarized in Chapter 7 along with
suggestions for future work.
Chapter 2
Background
In this chapter a background to the physical features of the SOFC hybrid off-gas burner,
and their implications for modelling, is presented. Two key aspects of the system, the
slotted burner conguration and the fuel composition, are discussed with reference to
previous work. An overview of the modelling methodology used in later chapters is
presented in the last section.
2.1 Effect of Temperature on Emissions
The main source of NOx in combustion problems is the oxidation of atmospheric nitro-
gen present in the mixture via the Zel’dovich (thermal) mechanism (discussed later in
Section 3.3). NOx forms mainly in the post-ame gases (thermal NOx) where high tem-
peratures exist, although a small amount may be produced in the ame front (prompt
NOx). The oxidation of CO to CO2 is a slow process even at high temperatures [66].
There is a design trade-off between: (i) high temperatures, and therefore high NOx and
low CO; and (ii) low temperatures, with low NOx but the possibility of higher CO
emissions.
6
Background 7
> 1
Tst
< 1 1
T
φ
Figure 2.1: Variation of temperature, T , with equivalence ratio, φ [44].
Ideally, the fuel and oxidizer streams coming from the fuel cell (Figure 1.1) would
be fully premixed before combustion takes place. Lean premixed reactants would burn
at a lower temperature than an equivalent non-premixed ame [44]. This is because the
reaction in a non-premixed ame takes place at the stoichiometric (equivalence ratio,
φ, of unity) iso-surface, at the corresponding stoichiometric temperature, Tst, as shown
schematically in Figure 2.1. In a lean premixed ame the temperature is lower than the
stoichiometric temperature due to the presence of excess oxidizer that acts as a diluent
and reduces the overall temperature as seen by the shape of the curve in Figure 2.1.
A similar drop in temperature also occurs for rich mixtures (φ > 1) where there is insuf-
cient oxidizer to burn all the fuel present thus reducing the energy released. Clearly,
premixing is the preferred choice to control temperatures. However, this is not possible
in the SOFC hybrid cycle because of the onset of auto-ignition at the high pressures and
temperatures involved.
In a very lean, dilute, non-premixed situation, such as in the SOFC hybrid cycle,
the temperature difference between Tst and the adiabatic ame temperature can be con-
siderable due to the large proportion of diluent. The temperatures at the ame front
can be reduced by dilution of the post-ame gases with unreacted, cooler gas. As NOx
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production is highly temperature dependent it is benecial to ensure that the maximum
temperature is kept as low as possible and the high temperature region is kept small. By
ensuring sufcient mixing of the fuel and oxidizer streams, the NOx production can be
reduced.
There are four main timescales in the off-gas burner: (i) mixing, τmix; (ii) NOx for-
mation, τNO; (iii) CO oxidation, τCO; and (iv) H2 oxidation, τH2 . At the representative
temperatures present in the off-gas burner, the chemical timescales can be arranged in
order of magnitude as τNO > τCO > τH2 . The mixing timescale can be controlled via the
burner design and operational parameters such as bulk velocity. As τNO is larger than
the other processes, the NOx formation processes may be decoupled from the fast H2 re-
actions resulting in a simplication of NOx kinetics, as will be discussed in Section 3.3.
The CO timescale is sensitive to local mixture composition and temperature, both of
which are inuenced by τmix, resulting in a design trade-off as discussed above. The
problem is how to produce sufcient mixing to decrease τmix and reduce NOx emissions
whilst ensuring CO has enough time in the high temperature regions to fully oxidize.
These mixing issues are discussed below.
2.2 Slotted Burners
In conventional burners a pressure difference between the fuel and oxidizer streams
is used to promote mixing. For example, the use of swirl helps in producing a short
ame, improves the homogenization of the mixture and the stability of the ame [40].
This helps to control the combustion process and minimize pollutant formation, such
as NOx, as the temperature is kept lower. However, in the SOFC hybrid cycle no such
pressure difference exists as both oxidizer and fuel emerge from the same fuel cell. The
option of introducing a pressure loss across the burner is unavailable due to design con-
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Figure 2.2: Schematic showing a possible conguration of the ‘layering’ of fuel (F) and
oxidizer (O) streams.
straints. A novel design of burner is required to achieve sufcient mixing whilst keeping
the pressure loss to a minimum. Previous investigation and experiments at atmospheric
conditions have indicated that a ‘micro-mixing’ burner can satisfy the requirements of
the off-gas burner by generating many local shear layers [50].
The micro-mixing burner comprises a series of thin (of the order of 1 mm and as-
pect ratio 66), layered fuel and oxidizer streams, as shown schematically in Figure 2.2.
Within each layer, or ‘slot’, corrugations angle the ow so that adjacent streams can
have differing ow directions in the x–z plane, shown in Figure 2.3. The currently
available angles, shown as θ in Figure 2.3, are 0○, 15○ and 30○. Each ‘unit’ comprises
a fuel stream adjacent to a number of oxidizer streams. Such a unit, shown schemati-
cally in Figure 2.4, is combined together with other units to form the complete ‘slotted’
burner. The overall make-up of the burner can be altered radically by combining differ-
ent ratios of fuel to oxidizer streams within each unit, varying the ow angle and using
a different number of units. A complete burner is shown in Figure 2.5 with a single unit
highlighted.
The slotted burner design results in a number of individual diffusion ames, as shown
in Figure 2.6a. The ow through the slots is likely to be laminar: at atmospheric op-
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Figure 2.3: Schematics showing varying ow angles possible within each fuel or oxidizer
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Figure 2.4, is highlighted. Also shown is the method of manifolding the fuel and oxi-
dizer [50].
erating conditions the Reynolds number, based on the hydraulic diameter of a slot, Re,
is ≈ 500 which is less than the transition value of Re = 1400 for stationary parallel
plates [50, 82]. Likewise, the conditions present in the actual SOFC hybrid cycle give
Re ≈ 1070, again less than the transition value [50]. It is intended that the large num-
ber of thin streams and varying ow angles will increase the mixing due to the number
of shear layers generated downstream of the splitter plates, indicated in Figure 2.4. A
method of generating shear would be by varying the axial velocity between the fuel and
oxidizing streams, but this is not desirable due to the pressure loss incurred. Instead, it is
thought that shear layers formed via a difference in ow angle will generate turbulence,
and hence promote mixing, whilst helping with ame stabilization and reducing NOx
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Figure 2.6: Photographs of the off-gas burner in operation during atmospheric experi-
mental tests [50]. The gas sampling probe and thermocouple can be seen.
emissions [1, 50]. This increased mixing would be advantageous in reducing peak tem-
perature ‘hot spots’ and regions of high temperature gradients where NOx is expected
to form, as discussed above in Section 2.1. In addition, the conversion of CO2 back to
CO further downstream would be prevented as the reaction would be quenched due to
the decrease in temperature.
2.2.1 Previous Work
The availability of experimental studies on arrays of slotted ows is limited. The number
of numerical studies of these congurations is also limited. However, there are a number
of studies on single or triple slot ows. A discussion of some pertinent studies is given
below.
Al-Shaikhly et al. [1] investigated NOx emissions using shear layer turbulent diffu-
sion ames. They found this method resulted in ‘ultralow’ levels of NOx for propane/nat-
ural gas/air ames at atmospheric conditions, comparable to equivalent premixed sys-
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tems [1]. Another advantage found was increased ame stability. Baker et al. [2] studied
laminar ‘micro-slot’ diffusion propane/air ames under atmospheric conditions. Single
rectangular slots of width < 1 mm were used to investigate ame heights by comparison
with a theoretical model. They found that the ames were not necessarily diffusion-
controlled and that buoyancy had a non-negligible effect in certain regions [2]. However,
this suggests that accurate representation of diffusive transport in any numerical model
is important. This has implications for the modelling procedures used in Chapter 3.
Nicoli et al. [86] studied a three-plan system of alternating oxygen and hydrogen jets
at low Reynolds numbers, viewed as a two-dimensional version of a coaxial injector.
Direct Numerical Simulations (DNS) were performed using simplied global nite-rate
chemistry. The combustion in the mixing layers formed was found to dampen the shear
layer instabilities usually found in cold ow systems. In the present work simpler ow
modelling will be used along with more detailed kinetics. This will provide a faster, but
still accurate, design tool for burner optimization.
The experimental work on the off-gas burner was predominantly conducted at atmo-
spheric pressures due to the experimental difculties of working at high pressures [50].
A set of boundary conditions at atmospheric pressure were investigated. These are given
in Appendix C.1. The boundary conditions were divided into atmospheric temperature
inlets (denoted ATP) and high temperature inlets (denoted HT). These boundary con-
ditions are used in numerical simulations of the off-gas burner, and comparisons with
experiment are made for NOx and CO results, as discussed in Chapter 6.
2.3 Off-Gas
Accurate representation of the kinetics, via an appropriate mechanism, is paramount
in capturing the underlying physics of a H2/CO/N2 ame. The off-gas burner reacts a
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dilute, lean mixture of hydrogen, carbon monoxide and nitrogen (referred to as off-gas
or syngas) with oxygen at high temperature and pressure. For atmospheric conditions
this can be represented as
aH2 + bCO + cN2+νφ(O2 + αN2)Ð→
dH2O+ eCO2 + fN2 + ν(1φ −1) (O2 + αN2),
which is discussed further in Appendix C.2. A full reactionmechanism for H2/CO ames
may contain over 50 reactions depending on the kinetic detail included [23]. In general,
the greater the number of reaction steps, the greater the number of species appearing in
the mechanism. A simplied mechanism for illustrative purposes is given by [113];
CO+OHÐ⇀↽ CO2 +H, (CO1)
H+O2 Ð⇀↽ OH+O, (CO2)
O+H2 Ð⇀↽ OH+O, (CO3)
OH+H2 Ð⇀↽ H2O+H. (CO4)
In the ame front the hydrogen reacts very quickly with the oxygen, due to its fast
chemistry and high diffusion coefcient, producing H and OH radicals that proceed in
chain-propagating reactions involving, amongst other species, carbon monoxide. Car-
bon monoxide reacts more slowly than the hydrogen and generally reacts with OH rad-
icals to be oxidized to carbon dioxide, Reaction (CO1). The CO oxidation step, Reac-
tion (CO1), is also a chain-propagating step producing H atoms that go on to react with
O2, forming OH and O, in Reaction (CO2), a chain-branching reaction. This supplies
the radicals for the CO oxidation step, the reaction of H2, Reactions (CO3) and (CO4),
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and the reaction with the nitrogen present. The presence of CO reduces the speed of
the overall reaction. When nitrogen chemistry is added, the number of reactions and
species can greatly increase. The development and validation of an appropriate reduced
mechanism is discussed in Chapter 4.
2.3.1 Previous Work
There has been renewed interest in syngas as a fuel for gas turbines operating at high
pressures [17, 18, 30, 36, 59, 69, 85, 110, 117]. Much of this work is focused on de-
veloping detailed kinetic mechanisms over a wide range of conditions. Reduced mecha-
nisms for H2/CO ames have been developed based on reduced mechanisms for methane
ames [23, 24, 102]. However, many of the recent updates to H2/CO kinetics [30, 56,
106] are not included in these mechanisms. In addition, nitrogen chemistry is often
excluded from the reduced mechanisms and requires post-processing, as discussed in
Section 3.3.
Previous work has shown that NOx formation is highly inuenced by physical and
chemical phenomena such as mixing processes and interlinked chemical reactions [113].
Information on the mechanisms of NOx formation is difcult to obtain experimentally
so an accurate computational model giving such information would be highly advanta-
geous. Much work has been carried out on the post-processing of thermal NOx from
a combustion and ow solution. A selection of publications that used a computational
post-processing method for NOx and the related assumptions are discussed below.
Lee et al. [67] compared their computational model to experimental data for a sim-
ple coaxial-ow jet ame of a CH4 and air mixture, concentrating on NOx emissions.
They conducted parametric tests varying the fuel ow-rate and equivalence ratio of
the CH4-air mixture. The experiment featured a high velocity gradient across the fuel
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and air streams. The numerical model calculated the NOx reaction rate using CHEM-
KIN [57]. They found thermal NOx increasing with equivalence ratio of the fuel stream
until φ = 1.5, then as the system tends to being a non-premixed ame the NOx produc-
tion decreases. The thermal NOx formation was highly dependent on both the temper-
ature and the size of the temperature region above 1850 K. It is in this region where
there is likely to be a high concentration of OH radicals which react with nitrogen to
form NOx.
Jiménez et al. [54] modelled lean C4H10-air ames and tested the NOx production
modelling assumptions of equilibrium and steady-state hypothesis. These assumptions
permit post-processing of NOx from local N2 and O2 concentrations, and temperatures.
Numerical simulations were conducted using CHEMKIN for the elementary reaction
production terms and multi-component molecular transport coefcients. They nd that
the steady-state and partial equilibrium assumptions are inaccurate when compared to
DNS results (under-predicting the production rate by 75%) and conclude that the partial
equilibrium assumption for O andO2 is not a good one. They suggest that accurate NOx
prediction requires explicit computation of the concentration of O atoms, but compu-
tation using full NOx chemistry is not required. However, as comparison was made to
DNS with a very small computational domain, only very early post-ame NO produc-
tion was captured. They also evaluated other modelling approaches such as the Steady
Laminar Flamelet Model (SLFM) and Conditional Moment Closure (CMC). They nd
that NO production is best modelled using the CMC approach. However, the compu-
tational requirements for CMC are large when compared to simpler approaches such
as the SLFM.
I˙lbas et al. [52] compared a numerical simulation of a non-premixed H2 diffusion
ame in a co-axial burner to experiment. The overall equivalence ratio was set to unity.
They used the commercial CFD code FLUENT to obtain a ow and reaction solution,
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then used a NOx post-processor to predict emissions from the burner. The reaction rate
was calculated using both Arrhenius rates and the Eddy-Dissipation Model (EDM). A
single-step reaction mechanism for hydrogen was used. They found good agreement
between the computational model and experiment for most cases, and that thermal NOx
is the most important NOx mechanism in hydrogen combustion. Diluting the products
using air staging of 25% reduced the average temperature and NOx concentration.
An extension of the post-processing method used by I˙lbas et al. was investigated
by Frassoldati et al. [40] for swirling conned ames. They used FLUENT to solve
for the temperature and ow eld, and post-process for NOx. Their approach was to
lump together computational cells with similar NOx formation characteristics, such as
temperature and availability of O2. These ‘macrocells’ are assumed to be a network of
ideal reactors and are simulated using very detailed reaction kinetics. They found good
correlation with experimental results once model constants were adjusted. Their results
for NOx obtained with this ideal-reactor method were found to be better than those
obtained using partial-equilibrium and steady-state assumptions, and were very close to
experiment.
A comparison of NOx predictions using three different combustion models and the
partial-equilibrium (of O and OH) post-processing approach was made by Jiang and
Campbell [53]. They found the temperature proles were fairly well captured by the
EDM and that the use of extended Zel’dovich mechanism for NOx production had
negligible effects on NOx levels compared to the standard mechanism. Their study
suggested that post-processing can give a valuable insight into NOx formation so long
as the velocity and temperature elds are adequately predicted.
The studies mentioned above suggest that combining an accurate H2/CO kinetic
mechanism with either (i) full nitrogen chemistry or (ii) a NOx post-processing step can
provide useful information on NOx and CO emissions trends. There is an emphasis
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on the importance of explicitly calculating certain intermediate species in any computa-
tional model, as discussed in Section 3.3. In addition, the correct temperature eld pre-
diction is of paramount importance to NOx predictions. However, the use of detailed
kinetics (with or without nitrogen chemistry) implies that a large number of species, and
hence scalars, need to be included in any computational model. This is a disadvantage
as it increases the computational requirements to run each simulation. The methods
used in this thesis for reducing these computational requirements, yet retaining physical
accuracy, are discussed next.
2.4 Methodology
To be able to perform parametric studies on the off-gas burner it is advantageous to
reduce the computation time and memory requirements of the simulations. These re-
ductions can made in three areas: (i) simplied kinetics, (ii) simplied model closures,
and (iii) geometric simplications. In this thesis, all three are adopted to give a fast,
accurate design tool. A reduced kinetic mechanism is developed in Chapter 4 and val-
idated for laminar H2/CO/N2 diffusion ames. This mechanism is then tested against
two well-characterized turbulent syngas ames (a bluff-body stabilized and jet ame) in
Chapter 5, providing amore stringent test of the predictive capabilities of the mechanism
and the underlying closure models described in Chapter 3. The test ames, discussed in
Chapter 5, feature areas of high shear where mixing via turbulent transport is predom-
inant. In Chapter 6 the modelling strategy is applied to the off-gas burner. This model
is extended to high pressure conditions, and also to the high temperature and pressure
conditions found in the actual off-gas burner.
Chapter 3
Modelling Approach
The study of turbulent reacting ows starts with the basic equations of uid ow; the
Navier-Stokes equations [64, 96]. These equations are Reynolds-averaged for constant
density ows, and known as Reynolds-averaged Navier-Stokes (RANS) equations. The
extension to non-constant density ows, the Favre-averaged form of these equations,
is presented below, along with a discussion of the closure methods used for turbulence
and chemistry.
3.1 Turbulence Closure
In reacting ows large changes in density occur due to the heat release of the reaction.
In turbulent ows additional terms appear due to the correlation of scalar and density
uctuations. Favre averaging is used to reduce the number of unknown correlations [7].
Following Kuo [64] and Poinsot and Veynante [96] the Favre-averaged forms of the
balance equations are used in this study [39]. The Favre-averaged (or density-weighted)
form of a general scalar φ is dened as φ˜ = ρφ/ρ¯, where ρ is the density and the over-
bar indicates a Reynolds-averaged quantity. The instantaneous value of a general scalar
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is decomposed into the Favre-averaged value and its uctuation by φ = φ˜ + φ′′. The
equation for mass continuity is given by
∂ρ¯
∂t
+ ∂
∂xi
(ρ¯u˜i) = 0, (3.1)
where ui is the velocity component in the i direction. The balance equation for momen-
tum is given by
∂
∂t
(ρ¯u˜i) + ∂∂xj (ρ¯u˜i u˜j) = −
∂p¯
∂xi
+ ∂τ¯ij
∂xj
− ∂
∂xj
(ρ¯ũ′′i u′′j ) , (3.2)
where p¯ is the average pressure. In Equation (3.2) the two terms on the left hand side
(LHS) represent the local rate of change and convection of momentum, respectively. The
terms on the right hand side (RHS) represent the pressure gradient, molecular transport
due to viscous shear stress and the Reynolds stress tensor, respectively. The viscous stress
tensor, τ¯ij, is given by
τ¯ij = µ [2S˜ij − 23
∂u˜k
∂xk
δij] , (3.3)
where µ is the molecular viscosity calculated using kinetic theory (Appendix A.1) [11],
δij is the Kronecker delta (δij = 1 for i = j and δij = 0 for i ≠ j), and the strain tensor, S˜ij,
is given by
S˜ij = 12 (
∂u˜i
∂xj
+ ∂u˜j
∂xi
) . (3.4)
The nal term of Equation (3.2), ρ¯ũ′′i u
′′
j , is known as the Reynolds stress tensor. The aim
of turbulence modelling is to provide closure for this term whilst retaining the relevant
physics. There are a number of models in widespread use. The most common approach
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involves the Boussinesq hypothesis which assumes the Reynolds stress is proportional
to the mean rate of strain [96],
−ρ¯ũ′′i u′′j + 23 ρ¯k˜δij = µt(2S˜ij)−
2
3
µt
∂u˜k
∂xk
δij, (3.5)
where k˜ is the turbulent kinetic energy, given by k˜ = 1
2
ũ′′i u
′′
i . Equation (3.5) is analogous
to Equation (3.3) with the introduction of the turbulent viscosity, µt [96, 97]. Implicit
within the Boussinesq hypothesis is the assumption of isotropic turbulence, which is the
case at small scales, but not at large scales where average quantities are dened [89].
The second term on the LHS of Equation (3.5) is usually absorbed in the pressure term
of Equation (3.2) as (∂/∂xi)(p¯+2ρ¯k˜/3). This approach replaces the unknown Reynolds
stresses with an unknown turbulent viscosity which itself requires modelling.
Another approach involves solving the six components of the Reynolds stresses di-
rectly, with appropriate modelling of the unclosed terms in these equations. This does
not involve the assumption of isotropy, thus giving improved predictions in complex
ows such as asymmetric channels and curved ows. However, this approach results in
an increase in the computational effort required.
In summary, to provide closure to Equation (3.2) either the turbulent viscosity needs
to be evaluated or the individual Reynolds stresses need to be solved for. Both these
approaches will be tested and compared in Chapter 5. The rst approach involves two
equations for the turbulent kinetic energy, k˜, and its dissipation rate, ε˜, which will be
discussed next.
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3.1.1 Standard k-ε Closure
The standard k-ε model is the most widely used turbulence closure [97]. The form of
the isotropic turbulent viscosity equation used is estimated as
µt = ρ¯Cµ k˜
2
ε˜
, (3.6)
where ε˜ is the dissipation rate of turbulent kinetic energy, k˜. In this model, the value
of Cµ is taken as a constant value of 0.09, based on experimental and DNS data of the
inertial sub-layers of channel and boundary layer ows [105]. The appearance of k˜ and
ε˜ requires a model equation for each.
The standard equation for the turbulent kinetic energy is [97]
∂
∂t
(ρ¯k˜)+ ∂
∂xi
(ρ¯k˜u˜i) = ∂∂xi
⎡⎢⎢⎢⎣(µ + µtσk) ∂k˜∂xi
⎤⎥⎥⎥⎦+ Pk − ρ¯ε˜, (3.7)
where σk is the turbulent Prandtl number for kinetic energy. The terms of the LHS
represent the local rate of change and convection, respectively. The rst term on the
RHS represents the turbulent transport of k˜. The second and third terms are its source
and sink. The second term, the generation of kinetic energy, is modelled to be consistent
with the Boussinesq hypothesis;
Pk ≡ −ρ¯ũ′′i u′′j ∂u˜j∂xi = µtS
2, (3.8)
where S is the characteristic mean strain rate (the modulus of the mean rate of strain
tensor), given as
S ≡
√
2S˜ij S˜ij. (3.9)
Modelling Approach 23
The standard equation for the dissipation rate, ε˜, is [97]
∂
∂t
(ρ¯ε˜)+ ∂
∂xi
(ρ¯ε˜u˜i) = ∂∂xi [(µ + µtσε ) ∂ε˜∂xi ]+Cε1 ε˜k˜ Pk −Cε2ρ¯ ε˜
2
k˜
, (3.10)
where Cε1 and Cε2 are model constants, and σε is the turbulent Prandtl number for dissi-
pation. The standard values of the four constants used are σk = 1.0, σε = 1.3, Cε1 = 1.44
and Cε2 = 1.92. The standard k-ε model has its limitations for certain ow types. The
model constants can require careful tuning to give acceptable predictions for even simple
ows such as the axisymmetric round-jet [97]. Numerous modications to the standard
k-ε model have been developed with a view to improving the predictions [79, 98, 107].
A modication to the ε˜ equation has been suggested to correct the round-jet anomaly,
referred to as Pope’s round-jet correction [98]. In general, it is not advantageous to tune
constants as it reduces the generality of the model. A formulation of the ε˜ equation,
developed to overcome this limitation, is known as the Realizable k-ε model [105] and
is discussed next.
3.1.2 Realizable k-ε Closure
A deciency in the standard k-ε closure is that the normal Reynolds stresses, ρ¯ũ′′i u
′′
i , can
be negative. This can be caused in regions of high shear or large mean strain rates and
can result in non-physical ow predictions. The Realizable k-ε model addresses this
through the use of new forms of the dissipation equation and the turbulent viscosity
formulation [104, 105, 120]. The realizability appears via a varying value of turbulent
viscosity constant, Cµ. This feature ensures that in regions of large mean strain rates the
values of the normal Reynolds stresses remain positive. This is not always the case for
the standard k-ε closure, as can be seen by putting i = j in Equation (3.5) and substituting
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Equation (3.6). For the normal stresses in incompressible ow, this gives
u′′i
2 = 2
3
k˜ −2Cµ k˜
2
ε˜
∂u˜i
∂xi
. (3.11)
The right hand side of Equation (3.11) becomes negative, and hence non-realizable,
when
k˜
ε˜
∂u˜i
∂xi
> 1
3Cµ
≈ 3.7, (if Cµ = 0.09). (3.12)
In addition, when the mean strain rate is large, the Schwarz inequality (ũ′′i u
′′
j
2 ≤ ũ′′2i u′′2j ,
no summation over i and j) can be violated [103, 105]. The main advantage of the
realizable k-ε closure is that it more accurately predicts the spreading of a round jet; a
known problem with the standard k-ε closure [98]. However, the realizable k-ε closure
is slightly more computationally intensive.
The turbulent kinetic energy, k˜, is found using Equation (3.7) as in the standard
k-ε closure. A model for ε˜ is developed by forming a model equation for the dynamic
equation of the mean-square vorticity uctuation ωiωi, where ωi = ǫijk∂u′k/∂xj is the
vorticity of the uctuating ow and ǫijk is the alternation symbol. Using this equation,
the model dissipation rate equation is found using the relation ε˜ = νωiωi, which is valid
at large Reynolds numbers. The equation generated in this way is closer to the exact
form of the ε˜ equation and simpler than the standard form. The modelled ε˜ equation is
given as [104]
∂
∂t
(ρ¯ε˜)+ ∂
∂xi
(ρ¯ε˜u˜i) = ∂∂xi [(µ + µtσε ) ∂ε˜∂xi ]+ ρ¯ε˜C1S − ρ¯C2 ε˜
2
k˜ +√νε˜ (3.13)
where C1 and C2 are model constants. A summary of the model constants is given in
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Table 3.1: Realizable k-ε turbulence closure constants [105].
σk σε C1 C2 Cµ A0
1.0 1.2 Eq. (3.14) 1.9 Eq. (3.15) 4.04
Table 3.1. It is important to note that the main difference between Equations (3.13)
and (3.10) is that the right hand side of Equation (3.13) does not contain any Reynolds
stresses (through Pk) in the second (production) term. An expression for C1 is found
from the experimental data of homogeneous shear and boundary layer ow;
C1 =max [0.43, Sˆ
Sˆ +5] , (3.14)
where Sˆ = Sk˜/ε˜ and S is given by Equation (3.9). The value of C2 is determined from
experiments of large Reynolds number decaying grid-generated turbulence. The value
of σε is estimated using the log-law in a boundary layer ow [105].
The form of the isotropic eddy viscosity equation used in the standard k-ε closure is
given by Equation (3.6), whereCµ is a xed value of 0.09. However, homogeneous shear
ow experiments have indicated Cµ ≈ 0.05 [105]. This variability of Cµ is captured in
the realizable k-ε closure by
Cµ =
⎛⎝A0 +AsU∗ k˜ε˜ ⎞⎠
−1
, (3.15)
where
U∗ ≡
√
S˜ij S˜ij + Ω˜ijΩ˜ij, (3.16)
and Ω˜ij is the mean rate of rotation, Ω˜ij = 12(∂u˜i/∂xj − ∂u˜j/∂xi). The parameter As is
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calculated from
As =
√
6cosφ, (3.17)
where
φ = 1
3
cos−1(√6W ), (3.18)
W = 23/2 S˜ij S˜jk S˜ki
S3
. (3.19)
The value of A0 in Equation (3.15) is calibrated against simple ows, such as a homo-
geneous shear ow or boundary layer ow. For boundary layer ows, typical values are
Cµ = 0.09 and A0 = 4.04 [105]. The realizable k-ε closure has been shown to perform
well against the standard and RNG [97] k-ε closures for a conned jet in a cylindrical
duct [120]. However, the realizable k-ε closure still requires the assumption of isotropy.
An alternative which avoids the assumption of isotropy is to solve for each component
of the Reynolds stresses directly.
3.1.3 Reynolds Stress Closure
As an alternative to using the Boussinesq hypothesis (introducing an isotropic turbulent
viscosity) the individual Reynolds stresses are solved for directly [65]. This requires a
signicant increase in the number of transport equations that need to be solved; ve in
two-dimensional ows, seven in three-dimensions. As such, the Reynolds Stress (RS)
closure is not widely used in industrial applications. However, it has the advantage of
better performance than the isotropic turbulence closures (e.g. the standard k-ε closure)
over a wide range of ows, particularly those featuring a high degree of anisotropy, such
as turbulent jets.
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The transport equations for the Reynolds stresses are given as
∂
∂t
(ρ¯ũ′′i u′′j )+Cij = ∂∂xk [(µ + µtσk) ∂∂xk (ũ′′i u′′j )]− Pij +Πij − 23 ρ¯ε˜δij. (3.20)
The convection term, Cij, is
Cij = ∂∂xk
(ρ¯u˜k ũ′′i u′′j ) , (3.21)
and the production term, Pij, is
Pij = −ρ¯ (ũ′′i u′′k ∂u˜j∂xk + ũ′′j u′′k ∂u˜i∂xk ) . (3.22)
The rst term in the RHS, the diffusion, uses the same turbulent diffusion gradient
approach used in standard scalar transport. The turbulent Prandtl number in Equat-
ion (3.20) is σk = 0.82. The pressure-strain term, Πij, which controls the return to
isotropy, is commonly modelled as
Πij = −C1ρ¯ ε˜
k˜
(ũ′′i u′′j − 23 k˜δij)−C2 [Pij −Cij − 13 (Pkk −Ckk) δij] , (3.23)
where C1 = 1.8 and C2 = 0.6. The last term on the RHS of Equation (3.23) is the viscous
dissipation. Many models for Πij exist [97]. This linear form, Equation (3.23), is one
of the simplest [97]. The ε˜ equation used is the same as in the standard k-ε closure,
Equation (3.10).
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3.2 Turbulence-Chemistry Interaction
Chemical reaction occurs when fuel and oxidizer meet at the molecular level at a temper-
ature above activation. Modelling this reaction requires knowledge of the local mixture
composition from either a species transport or conserved scalar approach. The species
evolution and associated heat release are strongly coupled to the equations for continu-
ity and momentum through the density. The Favre-averaged species balance equation
for a generic species mass fraction, Y˜α, is given by
∂
∂t
(ρ¯Y˜α)+ ∂∂xi (ρ¯u˜iY˜α) = − ∂∂xiJα,i + R¯α. (3.24)
The terms on the LHS represent the local rate of change and convection of species α.
The terms on the RHS represent the diffusive ux, Jα,i, and the mean volumetric rate of
production, R¯α, of species α, respectively. Using the classical gradient assumption [89,
96],
ρ¯ũ′′i Y
′′
α = − µtSct
∂Y˜α
∂xi
, (3.25)
the diffusive ux is given by
Jα,i = −ρ¯ (DMα + νtSct ) ∂Y˜α∂xi − D
T
α
T˜
∂T˜
∂xi
, (3.26)
where νt is the kinematic turbulent viscosity, Sct is the turbulent Schmidt number and T˜
is the temperature. DMα and D
T
α are the molecular and thermal diffusion coefcients of
species α, respectively, calculated using kinetic theory (Appendix A.1) [32]. Thus, full
multi-component transport properties are used. The rst term on the RHS of Equat-
ion (3.26) represents the sum of turbulent and molecular diffusive uxes. The second
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term on the RHS of Equation (3.26) is the diffusion due to temperature gradients, known
as the Soret effect. Both the laminar diffusion and Soret effect are often neglected due
to their small contribution compared to that of turbulent diffusion [96]. However, they
are retained in the present study due to the presence of H2 (for which the molecular and
thermal diffusivity is high) in the fuel stream [4, 95].
The Favre-averaged energy balance equation in its sensible enthalpy form [64, 96]
is given by
∂
∂t
(ρ¯h˜s)+ ∂∂xi (ρ¯u˜i h˜s) = ∂∂xi [K ∂T˜∂xi − ρ¯
ns
∑
α=1
h˜s,αJα,i]− ns∑
α=1
∆h0f ,α
Wα
R¯α − Q¯, (3.27)
where the gradient assumption has been used. The rst three terms on the RHS repre-
sent the enthalpy ux due to conduction, species diffusion and chemical reaction. The
last term on the RHS, Q¯ represents the radiative heat loss (see Section 3.4). The pressure
work terms (negligible at low Mach numbers), the transient pressure (needed only pri-
marily in reciprocating systems) and the viscous heating terms (negligible at low speeds)
have been neglected [96]. In Equation (3.27) h˜s,α is the sensible enthalpy of species
α, ∆h0f ,α is the mass enthalpy of formation of species α and h˜s is the mixture sensible
enthalpy given by
h˜s =
ns
∑
α=1
Y˜αhs,α, where hs,α =
T˜
∫
T0
cp,α dT . (3.28)
The enthalpy ux due to conduction includes both laminar and turbulent contributions
as
K = λ + cpµt
Prt
, (3.29)
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where λ is the thermal conductivity calculated using kinetic theory (Appendix A.1) [11],
cp is the specic heat capacity of the mixture, µt is the dynamic turbulent viscosity and
Prt is the turbulent Prandtl number. The mixture-averaged properties are calculated
using Wilke’s formula with Bird’s correction for viscosity, and Mathur’s combination
averaging formula for thermal conductivity [11, 77, 118]. The mixture specic heat
capacity is given by
cp =
ns
∑
α=1
cp,αY˜α, (3.30)
where cp,α is the specic heat capacity of species α, given by a temperature-dependent
piecewise-polynomial using Equation (A.1) [58]. The enthalpy ux due to species dif-
fusion is calculated using Equation (3.26) which includes enthalpy ux due to species
gradients, known as the Dufour effect. This term is usually neglected due its small con-
tribution compared to turbulent diffusion [96]. However, where light species (compared
to N2 and O2) such as H2 are present, this effect can become important [95]. As such,
it is retained in the present study. The nal term in Equation (3.27) is the enthalpy ux
due to chemical reaction through the mean rate of production, R¯α, and the molecular
weight,Wα, of species α.
The nal term in the species equation and the penultimate term in the energy balance
equation (Equations (3.24) and (3.27), respectively) still require closure. The challenge
for turbulent combustion is to provide suitable closure methods for the mean volumetric
rate of production, R¯α. Such methods are discussed next.
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3.2.1 Finite-Rate Kinetics
The general equation for the rth reaction involving the species α as reactants or products
is written as
ns
∑
α=1
ν′α,rMα
k f ,rÐÐ⇀↽Ð
kb,r
ns
∑
α=1
ν′′α,rMα, (3.31)
where Mα is the chemical symbol of species α, ν
′
α,r and ν
′′
α,r are the stoichiometric coef-
cients for the reactant and product α in reaction r, respectively, and k f ,r and kb,r are
the forward and backward reaction rate constants, respectively [66]. The molar rate of
production of species α in reaction r is given by the law of mass action;
ω˙α,r = να,rΓ
⎡⎢⎢⎢⎢⎣k f ,r
ns
∏
β=1
[Xβ]ν′β,r − kb,r ns∏
β=1
[Xβ]ν′′β,r⎤⎥⎥⎥⎥⎦ , (3.32)
where [Xα] is the molar concentration of species α and the difference in stoichiometric
coefcients, να,r, is given by
να,r = ν′′α,r − ν′α,r. (3.33)
The effect of third-bodies on the reaction rate is included by
Γ =
ns
∑
β=1
γβ,r [Xβ] , (3.34)
where γβ,r is the third-body efciency of species β in reaction r. If no third-body takes
part in the reaction γβ,r = 1 [58]. The rate constant for the forward reaction is modelled
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using the modied Arrhenius form as
k f ,r = ArT βr exp( −ErRuT ) , (3.35)
where Ar is the pre-exponential factor, βr is the temperature exponent, Er is the ac-
tivation energy and Ru is the universal gas constant. The backward rate constant is
determined from the equilibrium constant using
kb,r =
k f ,r
Kc,r
, (3.36)
where Kc,r, the equilibrium constant in concentration units, is
Kc,r = exp(∆S0rRu − ∆H
0
r
RuT
) · ( patm
RuT
)∑α να,r . (3.37)
The enthalpy and entropy change during reaction r (∆H0r and ∆S
0
r , respectively) are
obtained from polynomial ts [58]. The term within the exponential term is the change
inGibbs free energy. The pressure dependence of the reaction rate constants is accounted
for using the Troe’s fall-off formula [58, 66]. The Arrhenius rate parameters (Ar, βr and
Er) for each reaction are tabulated for chemical mechanisms [58].
The total mass rate of production of species α is the sum of Equation (3.32) over
each reaction r;
Rα =Wα
nr
∑
r=1
ω˙α,r. (3.38)
If turbulent uctuations of T are ignored, as could be the case in very low turbulence
ames, then Rα can be used directly in Equations (3.24) and (3.27) in place of R¯α. How-
ever, due to T appearing in the exponential term of Equation (3.35), even small uctua-
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tions of T can give large differences in reaction rate, thus ω¯ ≠ ω (p¯, Y¯α, T¯ . . .) [66]. This
can be seen by expanding the reaction rate constant (Equation (3.35), with Br = ArT βr)
with T = T˜ +T ′′, assuming T ′′ is small and neglecting higher order terms [14, 66, 89];
k f ,r = Br exp( −Er
Ru(T˜ +T ′′))
= Br exp( −Er
Ru T˜
)⎡⎢⎢⎢⎢⎣1+( ErRu T˜ ) T
′′
T˜
+ 1
2
( Er
Ru T˜
2
)2 T ′′T ′′
T˜ 2
⎤⎥⎥⎥⎥⎦ . (3.39)
Upon averaging, Equation (3.39) becomes
k¯ f ,r = Br exp( −Er
Ru T˜
)⎡⎢⎢⎢⎢⎣1+ 12 ( ErRu T˜ )
2
T ′′T ′′
T˜ 2
⎤⎥⎥⎥⎥⎦ . (3.40)
It becomes clear that the mean reaction rate depends on both the average and uctuating
temperature. For k¯ f ,r to depend only on the mean temperature
Ru T˜
Er
≫ √T ′′T ′′
T˜
, (3.41)
which only holds for very small uctuations of temperature [66]. Consequently, a mod-
elling approach that captures the effect of turbulent uctuations and provides a mean
rate of production is required.
3.2.2 Eddy Dissipation Concept
The Eddy Dissipation Concept (EDC) views a turbulent ame as a large number of
Kolmogorov-size perfectly stirred reactors. The model is based on the turbulence en-
ergy cascade relating the ne-structures to the large scales represented by turbulence
closures [74]. In a turbulent ow eddies of differing sizes exist. Energy is transported
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in these eddies with the large eddies containing the majority of the kinetic energy. This
kinetic energy is transferred from large eddies to eddies of smaller size. When the en-
ergy is transferred to eddies of sufciently small scale, the energy is consumed by viscous
dissipation [89]. This transfer process is known as the eddy cascade hypothesis. The
size range of eddies is divided into differing subranges called (going from large to small)
the large scale, integral scale, inertial subrange and viscous subrange [97]. A number of
length, time and velocity scales can be dened at each level [97]. The smallest eddies,
existing in the viscous subrange, are inuenced by the viscosity of the uid. A length
scale known as the Kolmogorov scale, η, can be dened as [89]
η = (ν3
ε
)1/4 , (3.42)
which represents the characteristic size of the smallest eddy. A Kolmogorov time scale
can also be dened as
tη = (νε )1/2 , (3.43)
which represents the turnover time for eddies of size η. The integral scales contain
eddies with the most energy and are determined by the boundary conditions of the ow
geometry. Similar time and length scales can be dened for the integral scale eddies;
ℓ = k
3/2
ε
, (3.44)
t
ℓ
= k
ε
. (3.45)
The EDC was rst proposed by Magnussen and Hjertager [74] and extended by
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Magnussen [73] and co-workers [48, 75]. It is important to note that the EDC is distinct
from the Eddy Dissipation Model (EDM) [74] despite being based on similar principles.
Detailed nite-rate chemistry can be included with the EDC [48], whereas the EDM
assumes combustion is mixing controlled, implying innitely fast chemistry. The EDC
gives an expression for the mean reaction rate for species as
R¯α = ω¯αρ¯ =
ρ¯γ∗2
τ∗ (1− γ∗3) (Y∗α − Y˜α) . (3.46)
This assumes that chemical reactions occur in regions where the turbulence energy dis-
sipation is intense. In moderately turbulent ows, these regions only occupy a small
fraction of the ow, called ne-structures, indicated by the superscript ∗. Full details of
this model are given in Gran [46] and Ertesvåg and Magnussen [38]. The terms appear-
ing in Equation (3.46) and its formulation is described briey below. A more detailed
derivation is given in Appendix A.2.
The cascade model views the turbulence energy cascade as a stepwise model for
energy transfer from large to small scales [97]. The large scales are related to the ne-
structures where molecular mixing takes place by this stepwise mode and are generally
modelled by turbulence closures such as the k-ε model. The turbulence energy cascade
model takes the Favre-averaged turbulent kinetic energy, k˜, and an associated time or
length scale (related to the dissipation, ε˜) from turbulence closure transport equations
and returns the mean rate of molecular mixing. The EDC assumes the mean reaction
rate to be a linear function of the meanmolecular mixing rate. This dependence is shown
explicitly by Bilger [8] in the fast-chemistry limit.
The EDC assumes that the local state of the uid is expressed in terms of three
parameters [38]; (i) the ne-structure state, ψ∗; (ii) the surrounding state, ψ○; and (iii) the
fraction of ne-structures in the uid, γ∗. The fraction of the ow occupied by the ne-
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structures is given by
γ∗ = ( 3Cβ
4Cα
2
)1/4 (ν∗ ε˜
k˜2
)1/4 , (3.47)
where ν∗ is the kinematic viscosity of the uid in the ne scales, and Cα = 0.134 and
Cβ = 0.50 are model constants [38]. γ∗ can be interpreted as the ratio of the ne-
structure mass to the the total mass. Equation (3.47) can be written in terms of the
Kolmogorov (η) and Taylor (λ) length scales;
γ∗ = (100 3Cβ
4Cα
2
)1/4 (η
λ
) . (3.48)
The volume fraction of the ow occupied by these ne-structures is modelled as γ∗2 [38].
The time scale of the ne-scale mixing, τ∗, is modelled to be proportional to the Kol-
mogorov time scale as
τ∗ = 1
m˙∗
= (Cβ
3
)1/2 τη, (3.49)
where m˙∗ is the mass transfer between the ne-structures and the surroundings. The
mean reaction rate, ω¯α, is assumed to be a linear function of the mean molecular mixing
rate;
ω¯α = γ
∗2
τ∗
(Y○α −Y∗α ), (3.50)
where Y○α is the species mass fraction in the surrounding uid and Y
∗
α is the species
mass fraction in the ne-structure. Eliminating Y○α in Equation (3.50) by using the state
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equation
Y˜α = γ∗3Y∗α + (1 −γ∗3)Y○α , (3.51)
results in
ω¯α = γ
∗2
τ∗
( Y˜α −γ∗3Y∗α
1− γ∗3 −Y
∗
α ) , (3.52)
which, upon re-arrangement, gives Equation (3.46). To reduce numerical difculties,
the term (Y˜α −Y∗α ) is modied to allow relaxation of the solved mass fraction, Y˜α, to the
ne-scale mass fraction, Y∗α [45]. Thus, the mean reaction rate is expressed in terms of
the variables that are calculated in a standard CFD simulation.
However, Equation (3.46) still includes one unknown term; Y∗α , the ne-structure
state. This is solved by treating the ne-structures as constant-pressure reactors, which
also exchange mass with the surroundings via turbulent mixing. For this situation,
dY∗α
dt
= ω∗α + m˙∗ (Y○α −Y∗α ) , (3.53)
where m˙∗ is the mixing rate [83]. The choice of m˙∗ and ∆t determines the reactor type;
for example if one takes m˙∗ as the inverse of the residence time τ∗, then a perfectly
stirred reactor (PSR) situation results. For a stationary PSR with τ∗ as the residence
time, Equation (3.53) gives;
Y∗α −Y○α
τ∗
= ω∗α , (3.54)
where Y○α is the mass fraction in the surrounding uid from the previous iteration. A set
of ns coupled non-linear algebraic equations each featuring ω
∗
α (depending only on Yα
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and T ) are formed, with ω∗α given by the solution of Equation (3.32). This additional
calculation step is carried out at every iteration. To reduce computational time the ISAT
algorithm (see Section 3.5.2) is used [100].
The EDC includes differential diffusion effects both in laminar and turbulent con-
texts. The non-unity turbulent Lewis number, Let, is obtained by specifying differing
values of Schmidt and Prandtl numbers appearing in the averaged transport equations
for energy and species.
3.2.3 Steady Laminar Flamelet Model
The Steady Laminar Flamelet Model (SLFM) views a turbulent ame as an ensemble
of stretched laminar amelets [90]. An outcome of this assumption is the separation
of the ow solution into two problems: mixing and kinetics. Full derivations of the
amelet equations and the transport equations for mean mixture fraction, Z˜, and its
variance, Z̃′′2, are given in [90, 95]. To reduce the complexity a number of assumptions
are made in the formulation [95]. For a non-reacting scalar such as the mixture fraction
the transport equation can be written as [89]
∂
∂t
(ρ¯Z˜)+ ∂
∂xi
(ρ¯u˜i Z˜) = ∂∂xi [ µtσZ1 ∂Z˜∂xi ] , (3.55)
where the gradient hypothesis has been used for the diffusion term on the RHS and
the value of the turbulent Schmidt number is σZ1 = 0.85 [39]. In the present work, the
elemental (or Bilger) mixture fraction is used throughout [9]. For fuels containing C, H
and O this is calculated by
Z =
2(YC−YC,2)
WC
+ (YH−YH,2)2WH − (YO−YO,2)WO
2(YC,1−YC,2)
WC
+ (YH,1−YH,2)2WH − (YO,1−YO,2)WO
, (3.56)
Modelling Approach 39
where the subscripts 1 and 2 indicate elements originating in the fuel and oxidizer
streams, respectively. Bilger’s formulation preserves the stoichiometric value of mix-
ture fraction, Zst, when full multi-component transport (differential diffusion) effects
are included [4]. The mixture fraction varies between 1 in the fuel stream to 0 in the
oxidizer. The mixture fraction variance, Z̃′′2, is given by [55, 96]
∂
∂t
(ρ¯Z̃′′2)+ ∂
∂xi
(ρ¯u˜i Z̃′′2) = ∂∂xi
⎡⎢⎢⎢⎢⎣ µtσZ1 ∂Z̃
′′2
∂xi
⎤⎥⎥⎥⎥⎦+ 2 µtσZ2 (∂Z˜∂xi )
2
− ρ¯χ˜, (3.57)
where σZ2 = 0.7 [39]. The Favre-averaged scalar dissipation rate, χ˜, is given by
χ˜ = Cχ ε˜
k˜
Z̃′′2, (3.58)
with the time scale ratio taken as Cχ = 2 [89]. The rate of mixing due to the turbulent
transport is much higher than the mixing due to molecular transport. As such, molecular
transport properties are neglected. The molecular diffusion coefcients for each species
are assumed to equal to the thermal diffusion, implying a Lewis number, Le, of unity;
Leα = λ
ρcpD
M
α
= D
T
DMα
= 1. (3.59)
This results in a large simplication of the model equations. Extension of the SLFM
to include non-unity Lewis numbers, thus the effects of preferential diffusion, have also
been considered in the past [95]. For this work the simpler and more commonly adopted
formulation is used.
The steady counterow amelet equations are solved for all the species of interest
and the temperature to provide information on the reaction rate [58, 71]. A modied
transport subroutine is used to implement the unity Lewis number in OPPDIF [71]. The
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amelet solution is then parameterized using the mixture fraction, Z, and its dissipation
rate, χ. This gives φi = φi(Z,χ) where φi is the mass fraction, Yα, or temperature, T .
The scalar dissipation rate, χ, represents the local mixing rate and is dened as
χ = 2D ∂Z
∂xi
∂Z
∂xi
, (3.60)
whereD is the diffusivity of Z, taken as the thermal diffusivity; D = DT [89]. The Favre-
averaged species mass fraction and temperature (and hence density) are then obtained
using
φ˜ = ∬ φ (Z,χ) P˜ (Z,χ) dZ dχ, (3.61)
where P˜ is a probability density function (PDF). If one takes Z˜ and χ˜ to be statistically
independent for the sake of simplicity (χ˜ = χ, strictly valid only at downstream loca-
tions; x/d ≳ 40 [37]), then the joint-PDF becomes P˜ (Z,χ) = P˜ (Z) P˜ (χ). The PDF of
the mixture fraction is approximated using the β function. For computational simplic-
ity P˜ (χ) is taken to be a delta function, i.e. P˜ (χ) = δ (χ − χ˜st) where χ˜st is the scalar
dissipation at the stoichiometric mixture fraction, ignoring the uctuations of χ [8, 89].
However, these uctuations are known [94] to be important when there are local ex-
tinction and re-ignition events present in the ame. Since the ames considered in this
work are not thought to include these events, a simple model such as given above is
believed to be sufcient.
3.2.4 Other Closure Methods
The presented reaction rate closure models (EDC and SLFM) are only a small sample of
the available models. Their selection in this study was primarily based on their ability
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to combine nite-rate kinetics and comparatively modest computational requirements.
Other approaches are also in widespread use. A discussion of these approaches follows.
The joint Probability Density Function (jPDF) model [89, 99] is an approach which
involves a transport equation for the joint PDF of velocities and reactive scalars. An
advantage of the jPDF model is that the chemical source term can be treated exactly,
without further modelling [89]. Unclosed terms, such as molecular mixing, require ap-
propriate models [97]. The jPDF is solved using the Monte-Carlo technique due to the
high dimensionality of the PDF transport equation. This treats the ow as a large num-
ber of particles, each with its own composition, velocity and position. The greater the
number of particles, the higher the accuracy. However, to achieve suitable accuracy
for turbulent combustion a large number of particles (and, thus, computation effort)
is required. The ISAT algorithm (Section 3.5.2) can be used to reduce the computa-
tional effort [70]. The jPDF model has been applied to wide range of ows with good
results [70, 89].
ConditionalMoment Closure (CMC) is an approach for turbulent combustion where
reactive scalars are conditioned on the mixture fraction in non-premixed ames [63].
A conditionally averaged transport equation of this scalar can then be formed. Un-
closed terms, such as the Favre conditional velocity, still appear and require modelling.
The chemical source term is calculated using conditional averages, as mass fraction and
temperature uctuations are expected to be related to mixture fraction uctuations [14].
The CMC approach is still an ongoing area of study. Recent studies have shown good
results for non-premixed ames [60, 61].
Large-Eddy Simulation (LES) is an approach where ltering is used to separate the
large (where the majority of the energy is contained) and small scale turbulent mo-
tions [97]. The large unsteady three-dimensional motions are solved directly, whereas
the smaller motions are modelled. As the computational effort is less than DNS, LES
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is now being used successfully in research and industry [94, 109]. A tabulated mixture
fraction-based approach to chemistry is often used, similar to the SLFM [89]. However,
the computational requirements are still greater than traditional RANS simulations.
3.3 NO
x
Formation
NOx prediction has been the focus of muchwork for a number of years due to regulatory
and social pressures. The chemistry involved is well understood [31, 81]. However, its
application to turbulent combustion is still an evolving area [53, 60]. Total NOx values
are usually taken as the sum of NO, NO2 and N2O values, representing the three main
routes of formation. The three distinct routes are: (i) the thermal (Zel’dovich) mech-
anism, (ii) the prompt (Fenimore) mechanism, and (iii) the N2O-intermediate mecha-
nism [113]. These three routes individually become prevalent under different conditions.
For example, in ames with hydrocarbon fuels the thermal and prompt routes contribute
due to the presence of CH and HCN radicals [42, 112]. However, in non-hydrocarbon
fuels containing combinations of H2 and CO (such as syngas) only the thermal route is
active, with the prompt and N2O contributing only insignicant amounts [42]. High
pressures increase the rate of formation of N2O, while high temperatures (> 1500 K)
increase the rate of conversion of N2O back to NO [12]. In this work high temper-
atures and pressures are considered, and the fuel does not include any hydrocarbon
component. As such, the prompt and N2O routes are not thought to be important.
The focus in this study is on the thermal NO, described through the following three
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Table 3.2: Reaction mechanism rate coefcients [m3/mol · s] for NOx in the form
k f = ArT
βr exp (−Tact/T) [51].
Forward Rate Backward Rate
Ar βr Tact Ar βr Tact
Z1 1.8 ×1011 0 38370 3.8× 1010 0 425
Z2 1.8× 107 1 4680 3.8×106 1 20820
Z3 7.1 ×1010 0 450 1.7× 1011 0 24560
reactions [12];
N2 +OÐ⇀↽ NO+N, (Z1)
O2 +NÐ⇀↽ NO+O, (Z2)
N+OHÐ⇀↽ NO+H. (Z3)
Reaction (Z1) has a large activation temperature (38370 K [51]) as a large amount of
energy is required to break the strong N2 triple bond. A consequence of this is that
the formation of NO increases rapidly with temperature. In general, thermal NO is
considered negligible below 1800 K [113]. In addition, as the availability of O atoms is
important for Reaction (Z1), NO levels generally peak on the lean (oxidizer) side of the
ame. However, temperature is the dominant controlling factor. The rate coefcients
for Reactions (Z1)–(Z3) are given in Table 3.2.
The formation of NO2 is known [111] to become important under lean operating
conditions and high pressures. The main NO2 formation route is via
NO+HO2 Ð⇀↽ NO2 +OH, (N1)
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which is active at temperatures below 1500 K [12] where the NO2 removal, via [66]
NO2 +HÐ⇀↽ NO+OH (N2)
or
NO2 +OÐ⇀↽ NO+O2, (N3)
is quenched due to the lack of H and O radicals. At higher temperatures the conversion
of NO2 to NO is rapid.
Calculation of NOx levels are generally conducted via two approaches: (i) direct
calculation via full or reduced kinetics, or (ii) via simplifying steady-state and/or partial
equilibrium assumptions. The rst approach uses detailed kinetic mechanisms, such as
GRI-Mech 2.11 [13] and GRI-Mech 3.0 [108] developed for methane combustion, to
explicitly calculate all the chemistry involved in NOx formation. The latter approach
assumes that the energy changes fromNO formation are so small that it can be thermally
decoupled from the main combustion process [112]. This allows NO levels to be post-
processed from known temperature and radical elds. The normal procedure assumes
that N atoms are in steady-state.
To calculate the rate of formation of NOx using the post-processing method the
mechanism needs to be simplied using a number of assumptions. Firstly, as the NOx
formation processes are slow compared to the fast reactions of H2 (τNO ≫ τH2), the
two processes can be decoupled [113]. The N radicals react so quickly once they are
formed that their concentrations do not continue to rise but reach steady-state con-
centration [44]. This steady-state approximation for the species N allow the rate of
formation equation of N to be set equal to zero; d[N]/dt = 0. With this assumption the
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rate of formation of NO is given by
d[NO]
dt
= 2k f ,Z1[N2][O] (1−
kb,Z1kb,Z2[NO]
2
k f ,Z1[N2]k f ,Z2[O2])(1+ kb,Z1[NO]k f ,Z2[O2]+k f ,Z3[OH]) , (3.62)
where the rate constants are given in Table 3.2 [51, 81]. This equation can be solved
for given values for temperature and the species concentrations. However, if O and OH
radicals are not solved for, two further assumptions can be made. In high temperature
systems it can be assumed that O2 and O are in partial equilibrium; that the forward
and reverse reaction rates of the elementary reaction are equal [116]. The forward
and reverse reaction rate coefcients in O2 Ð⇀↽ 2O are much faster than the slow NO
formation. The partial equilibrium concentration of O is given by [114]
[O] = 36.64T 1/2[O2]1/2e−27123/T . [mol/m3] (3.63)
If OH is also assumed to be in partial equilibrium, its concentration can be calculated
using [115]
[OH] = 2.129 × 102T−0.57e−4595/T [O]1/2[H2O]1/2. [mol/m3] (3.64)
Substituting Equations (3.63) and (3.64) into Equation (3.62) gives the NO formation
rate in terms of [N2], [H2O], [O2] and T . These simplications are frequently adopted
when innitely fast chemistry is assumed, such as with the Eddy DissipationModel [53].
If turbulent uctuations are ignored, as in laminar ames, then the source term in
the Y˜NO transport equation, R¯NO, is calculated using
R¯NO ≡ RNO =WNOd[NO]dt . (3.65)
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The species transport equation can then be solved as a post-processing step. However, as
NOx formation is highly dependent on T , turbulent uctuations need to be considered
in turbulent ames. This can be achieved by using an assumed-shape PDF to calculate
the mean source term;
R¯NO =
1
∫
0
RNOP˜(T ) dT , (3.66)
where T is the normalized temperature varying between the minimum and maximum
temperatures in the ame. A beta-PDF shape is assumed, calculated using
P˜(T ) = T α−1(1 −T )β−1 Γ(α + β)
Γ(α)Γ(β) (3.67)
where Γ is the gamma function, and α and β are given by α = T˜ γ and β = (1 − T˜ )γ,
where γ = T˜ (1 − T˜ )/σ˜2 −1. The variance of T , σ˜2, is given by [53]
σ˜2 = µt k˜Cg
ρ¯ε˜Cd
⎡⎢⎢⎢⎢⎣(∂T˜∂x )
2
+ (∂T˜
∂y
)2 + (∂T˜
∂z
)2⎤⎥⎥⎥⎥⎦ , (3.68)
with the model constants taken as Cg = 2.86 and Cd = 2.0. This is simply an ap-
proximated transport equation for temperature variance with production set equal to
dissipation. The additional term in the transport equation for variance, 2T ′′ω˙′′T , is usu-
ally neglected in Equation (3.68). The implications of this are being studied as they may
have a signicant general contribution.
3.4 Radiation Model
As described in Section 3.3, NOx predictions are highly dependent on local ame tem-
peratures. Assuming adiabatic ame conditions generally leads to an over-prediction
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of ame temperatures and hence NOx. The adiabatic assumption can give acceptable
results in highly dilute H2 ames. However, in most hydrocarbon ames thermal radia-
tion reduces the local temperatures sufciently to alter NOx predictions [5]. For H2/CO
ames the main radiating species (H2O and CO2) are present in the combustion prod-
ucts. In addition, the CO existing in the fuel stream can contribute to the heat loss by
radiation. This implies that radiation could have an impact on temperature and NOx
predictions.
Detailed computational models exist for the description of radiation within reacting
ows [25]. However, these models are computationally expensive. A highly simpli-
ed treatment of radiative heat loss has been developed with the focus on turbulence-
chemistry interactiona. This involves the assumption that the ames are optically thin;
each radiating point source has an unimpeded isotropic view of the cold surround-
ings [5]. The radiative heat loss rate in Equation (3.27) is calculated using a Boltzmann
relation;
Q¯ = 4σSB (T˜ 4 −T 4b )∑
α
pαaP,α for α =H2O,CO2,CO, (3.69)
where pα and aP,α are the partial pressure and Planckmean absorption coefcient, respec-
tively, for species α and Tb is the background temperature. σSB is the Stefan-Boltzmann
constant. Equation (3.69) is solved for α radiating species, which in this work is as-
sumed to be CO, CO2 and H2O only. The values of aP,α are calculated from polynomial
curve-ts [5] using
aP,α = c0 + c1Tˆ + c2Tˆ 2 + c3Tˆ 3 + c4Tˆ 4 + c5Tˆ 5 for H2O & CO2, (3.70)
aThe TNF workshop; http://public.ca.sandia.gov/TNF
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Table 3.3: Curve-ts for Planck mean absorption coefcients used in the radiation model,
valid only between 300 < T < 2500 K. Data taken from Barlow et al. [5].
H2O CO2
CO
300 ≤ T ≤ 750 K 750 ≤ T ≤ 2500 K
c0 −0.23093 18.741 4.7869 10.09
c1 1.12390 −121.310 −0.06953 −0.01183
c2 9.41530 273.500 2.95775e-4 4.7753e-6
c3 −2.99880 −194.050 −4.25732e-7 −5.87209e-10
c4 0.51382 56.310 2.02894e-10 −2.5334e-14
c5 −1.86840e-5 −5.8169 — —
where Tˆ = 1000/T˜ , and
aP,CO = c0 + T˜(c1 + T˜(c2 + T˜(c3 + c4T˜))) for CO. (3.71)
Values of the curve-t coefcients c0–c5 are given in Table 3.3.
3.5 Numerical Details
The Favre-averaged equations presented in this chapter are solved using the commercial
CFD code FLUENT [39]. This code is used in both industry and academia, and has been
shown to give good predictions for a wide range of turbulent reacting ows; Kim and
Mastorakos [61], Lee and Mastorakos [68], Liu and Pope [70], Masri et al. [76], Pitsch
[93], and Coelho and Peters [26].
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3.5.1 Discretization
A pressure-based segregated solver [39] is used to calculate the mass, momentum, en-
ergy, mixture fraction, its variance, and species equations. A second-order central dif-
ference scheme is used for diffusion terms. A second-order upwind scheme is used for
convective terms. A staggered grid is used for momentum as this prevents occurrence
of undesirable ‘checkerboard’ patterns in velocity and pressure [87]. The SIMPLE al-
gorithm [88] is used to couple velocity and pressure [87]. Given appropriate boundary
conditions and a suitable initial eld, the variables are solved iteratively until conver-
gence is achieved. Second-order interpolation provides increased accuracy over rst-
order or linear interpolation. This increase in accuracy is important when an accurate
temperature eld is needed, as is the case when pollutants such as NOx are of interest.
3.5.2 ISAT Algorithm
The ISAT algorithm (in situ adaptive tabulation) is a computational technique that can
decrease the magnitude of computer time needed to solve reacting ows by three orders
of magnitude [100]. The technique is primarily used with the PDF turbulent combustion
model [15, 16] but it has been used with other approaches such as nite-rate chemistry
and the EDC [39]. The general procedure is described briey below.
At any point in a reactive ow the state of the mixture can be characterized by the
species mass fractions, Yi, the enthalpy, hs, and the pressure, p. Assuming that p differs
by a very small fraction from a xed reference pressure p0, i.e. atmospheric, allows the
state to be determined, given p0, by
Φ = {φi ∣ i = 1, . . . , ns +1} = {Y˜1, Y˜2, . . . , Y˜ns , h˜s}, (3.72)
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where ns is the number of species. The state vector, Φ, contains components that are
not linearly independent; the mass fractions must sum to unity, and there may be ad-
ditional dependencies based on element or enthalpy conservation. If there are nl linear
dependencies , the degrees of freedom of the thermochemistry is given by [100]
D = ns +1− nl . (3.73)
The greater the number of species, the greater the degrees of freedom and computational
effort required. A composition vector, φ, can be dened as a linearly independent subset
of Φ;
φ = {φi ∣ i = 1, . . . ,D}. (3.74)
Given p0 and knowledge of the linear dependencies in the system the thermochemical
state of the system is determined by φ.
In the ISAT algorithm, a subset of all the realizable points of φ is dened as the ac-
cessed region. This accessed region, containing all compositions φ that occur in the ow,
is much smaller than the realizable region. The ISAT algorithm reduces the overall cal-
culation time of a simulation by using a tabulation procedure where only the accessed
region of φ need be calculated and stored. The size and shape of the accessed region
depends heavily on many aspects of the ow (such as boundary conditions, kinetics,
transport processes) and is unknown prior to the calculation. This means that the tab-
ulation is not conducted as a pre-processing step, but is built-up over the course of the
calculation; referred to as in situ tabulation.
The ISAT algorithm begins with an empty table. Consider a simplied reaction equa-
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tion integrated over ∆t;
φ1 = φ0 +
∆t
∫
0
S dt, (3.75)
where S is the chemical source term, and φ0 is the initial composition [100]. This is
integrated using a stiff ODE solver in the usual manner; referred to as a Direct Inte-
gration (DI). The solution, φ1, is known as the reaction mapping and maps the initial
condition φ(t0) = φ0 to the reacted value φ(t0 + ∆t) = φ1. The reaction mapping φ1 is
stored in the table, along with its mapping gradient matrix A, at the location dened
by φ0, and the calculation proceeds to the next iteration. The next reaction mapping
is calculated by dening a query composition vector; φ0q. The table (of one entry) is
queried by linearly interpolating the new mapping, φ1q, using
φ1q = φ1 + A(φ0q − φ0), (3.76)
with A = ∂φ1
∂φ
0 .
The new mapping is checked to see if it is located within an ellipsoid of accu-
racy (EOA); the hyper-ellipsoid of space around the composition vector φ0 where the
linear approximation to the mapping is accurate to a specied tolerance, ǫtol. If it is,
then the linear approximation given by Equation (3.76) is sufciently accurate and the
mapping is returned. This procedure is known as a retrieve, and is less computation-
ally intensive than a DI. If φ1q is outside the EOA, a DI is performed to determine the
mapping φ1DI. The mapping error is determined using
ǫmap = ∣B(φ1DI − φ1q)∣ , (3.77)
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where B is a scaling matrix; a diagonal matrix including normalized species mole frac-
tions (normalized by an estimate of the maximum mole fraction range of all species
included in the problem) and the normalized enthalpy (normalized by an estimate of
the maximum enthalpy range in the problem) [100]. If ǫmap < ǫtol then φ1q given by
interpolation is sufciently accurate and the EOA is grown so that φ0q is included. If
ǫmap > ǫtol then a new table entry is added. These two stages of error checking achieves
the Adaptive Tabulation of ISAT.
These procedures (queries, retrieves, grows and adds) are repeated over the course
of the calculation. At the start of the calculation, there are many more adds and grows
which are time-consuming. As the calculation progresses, and the table gets larger,
there are many more retrieves where are less time-consuming; hence the calculation
accelerates.
3.5.3 Chemical Kinetic Modelling
Chemical kinetic modelling is conducted using the CHEMKIN suite of applications [57,
58]. Equilibrium calculations are conducted using the perfectly stirred reactor (PSR)
program [43]. Opposed-ow laminar diffusion ames are simulated using OPPDIF [71].
In OPPDIF, the equations presented earlier in this chapter are solved in their one-
dimensional, laminar form; ignoring turbulent uctuations. Detailed thermal and mass
diffusion effects are included.
3.6 Summary
In this chapter details have been given of the governing equations used for the simu-
lations in the following chapters. The differing reaction rate models (specically the
EDC and SLFM) are, at rst look, vastly different in approach. However, when the
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combination of the EDC and ISAT is considered then a similarity appears. Both use
a form of tabulation to perform look-ups and determine the reaction rate. With the
SLFM the table is pre-processed, whereas with the EDC it is formed concurrently with
the ow solution. Both reaction rate models incorporate nite-rate chemistry effects,
unlike the EDM. The following chapters discuss the development and validation of a
reduced chemical mechanism for use with the EDC and SLFM, which is then tested in
turbulent ames.
Chapter 4
Kinetic Mechanism
In this chapter the development of a reduced H2/CO/N2 kinetic mechanism is presented.
The reduced mechanism includes only those species which take an active role in the
reaction, thus reducing the total number of scalars that need to be solved. As dis-
cussed in Section 2.3, accurate representation of the kinetics, via an appropriate mecha-
nism, is paramount in capturing the underlying physics of a H2/CO/N2 ame. As such,
the reduced mechanism is validated against comprehensive mechanisms using laminar
opposed-ow diffusion ames.
The aim is to determine to what degree a reduced H2/CO/N2 mechanism can reason-
ably approximate a full mechanism when applied to an opposed-ow laminar diffusion
ame. Specically, the interest is to assess the ability of reduced mechanisms to cap-
ture both NOx formation and CO consumption in a non-premixed ame of reformate
gases at (i) atmospheric temperature and pressure (ATP), and (ii) high temperature and
pressure conditions (HTP). This will indicate the applicability of the mechanism for
industrial burners, such as the SOFC hybrid off-gas burner.
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4.1 Background
A variety of industrial processes, such as solid oxide fuel cells, nowmake use of synthetic
gas or reformate gases with the aim of improving efciency or reducing CO2 emissions.
These synthetic gases contain high levels of CO and H2. Computational models to pre-
dict NOx and CO levels in syngas mixtures at atmospheric and high pressure conditions
are not yet available. Computationally efcient chemical mechanisms are integral to the
development of such models.
Much work has been conducted on the reduction of CH4 mechanisms by applying
steady-state assumptions [10, 78, 91, 108]. There is a renewed interest in H2/CO mech-
anisms to supplement the widely-used GRI mechanism for natural gas [18, 36, 92, 110].
There is, however, only limitedwork on reducedH2/COmechanisms. Rogg and Williams
used a four-step reduced mechanism derived for methane [91] and applied it to wet CO
laminar premixed ames [102]. By removing the methane consumption reaction a 3-step
mechanism was formed:
CO+H2OÐ⇀↽ CO2 +H2, (RW-I)
2H+MÐ⇀↽ H2 +M, (RW-II)
O2 +3H2 Ð⇀↽ 2H+2H2O. (RW-III)
This set of semi-global reactions was also used for modelling turbulent non-premixed
jet ames using the PDF method [23].
In H2/COmixtures the oxidation process is controlled by a smaller set of species and
reactions than in hydrocarbon ames. Hence, any mechanism reduction made may be
highly sensitive to individual reactions and species but the reduction in number of species
is limited. Detailed kinetic information is necessary to retain the oxidation character-
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istics in simulations which use the reduced mechanism. Nitrogen chemistry introduces
a large number of intermediate species. However, the number of reactions and species
can be considerably reduced by limiting the intermediate steps considered.
In this chapter, we expand on the work of Chen [22], Chen et al. [24], Rogg and
Williams [102] and Drake and Blint [35] on the reduction of H2/CO oxidation mech-
anisms to include NOx formation. High temperatures, pressures and different fuel
and oxidizer compositions compared to the previous studies are considered. The re-
duced mechanism developed is tested against axisymmetric counterow laminar dif-
fusion ame solutions using both the starting mechanism and the widely-used GRI-
Mech 3.0 mechanism. Comparison is also made with the experimental results of Drake
and Blint [34].
4.2 Numerics
Perfectly stirred reactor and laminar ame simulations are carried out using the CHEM-
KIN suite of applications [58]. The reaction rates for each species are calculated us-
ing a modied subroutine [57]. The ame conguration studied is an axisymmetric
counterow, adiabatic, laminar diffusion ame, which is simulated using OPPDIF [71].
Second-order central differencing for diffusive terms and rst-order upwind differenc-
ing for convective terms are used. The uid is assumed to be an ideal gas. The viscosity
and thermal conductivity of each species are calculated using kinetic theory [11]. The
mixture-averaged properties are calculated using Wilke’s formula with Bird’s correc-
tion for viscosity, and Mathur’s combination averaging formula for thermal conductiv-
ity [11, 77, 118]. Mass and thermal diffusion coefcients are calculated using kinetic
theory. The multi-component mass and thermal diffusion properties are calculated us-
ing the Dixon-Lewis method [32]. Both the Dufour and Soret effects are included, as are
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the effects of non-unity Lewis number. Specic heats are calculated from temperature
dependent polynomials. Details of these physical properties are given in Chapter 3 and
Appendix A.1.
4.3 Mechanism Selection
As a starting point for reduction a comprehensive H2/CO mechanism, including recent
updates to both H2 and CO kinetics, is chosen based on its performance over ranges
of temperatures, pressures and ame congurations [30]. This mechanism uses more
up-to-date rate data than used in the previous works [23, 102], including recent reviews
of H2/CO/O2 kinetics [30, 119]. This mechanism has been optimized and validated
against reliable H2/CO combustion data, including shock-tube ignition delays, laminar
ame speeds and extinction strain rates [30, 106]. The starting mechanism compares
favourably toGRI-Mech 2.11 and 3.0 for H2/COames [30]. As the startingmechanism
contains no nitrogen chemistry the relevant reactions are added from the GRI-Mech
2.11 [13]. Details of the starting mechanism including the nitrogen chemistry used in
this study are given in Appendix B.1. The older version of GRI-Mech is preferred for
NOx chemistry on the basis of its predictions for lean and near-stoichiometric ames [5,
84, 101].
4.4 Reduction Procedure
The Computer Assisted Reduction Mechanism (CARM) Code [19–21] is used to pro-
duce a reduced mechanism from a detailed starting mechanism. Based on the results
of zero-dimensional perfectly stirred reactor (PSR) calculations at conditions of inter-
est, quasi-steady-state assumptions are made to reduce the number of species [20]. PSR
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calculations are conducted for a range of conditions of interest. The results of these cal-
culations (including species concentration, sensitivity and rate-of-production) are used
by CARM to determine the relative importance of the elementary reactions. A skeletal
mechanism is developed rst by removing unimportant elementary steps and species us-
ing normalized rst-order sensitivity coefcients, production and destruction rates. An
appropriate cut-off level is set for this process. Next, the species which are likely to be
in quasi-steady-state are identied. The level of reduction is determined by setting the
total number of species desired. The quasi-steady-state species are then eliminated and
a set of independent elementary reactions is formed using detailed algebraic procedures,
yielding the reduced mechanism [19].
4.5 Test Cases
In this study, four syngas compositions are chosen to match those typically found in
industrial settings, as shown in Table 4.1. Case A corresponds to the experimental and
computational work of Drake and Blint [34]. Case B corresponds to the off-gas burner
operating at atmospheric conditions [50]. The value of calculated ame stretch is used
to relate the modelled ames to those present in the off-gas burner. The conditions for
Case C are chosen to match the actual conditions in the off-gas burner at high temper-
ature and pressure [50]. Case D corresponds to the experimental and computational
work of Barlow et al. [4].
4.6 Results and Discussion
The following three sets of reductions are made using CARM for lean H2/CO ames:
1. a 3-step H2/CO mechanism (see Section 4.1), excluding nitrogen chemistry, fol-
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Table 4.1: Boundary conditions used for the four test cases investigated. Xα is the mole
fraction of species α, T is the temperature, m˙ is the mass ow rate per unit area, p is the
pressure, anom is the nominal ame stretch, and Zst is the stoichiometric mixture fraction.
Case
A B C D
F
u
el
S
tr
ea
m
XH2 0.3 0.38 0.11 0.3
XCO 0.4 0.25 0.16 0.4
XN2 0.3 0.37 — 0.3
XH2O — — 0.32 —
XCO2 — — 0.41 —
T [K] 395 300 1111 292
m˙ [kg/m2 · s] 0.655 0.051 0.0761 0.506
O
x
id
iz
er
S
tr
ea
m
XO2 0.21 0.21 0.12 0.206
XN2 0.79 0.79 0.65 0.783
XH2O — — 0.11 0.011
XCO2 — — 0.11 —
XAr — — 0.01 —
T [K] 298 300 1126 290
m˙ [kg/m2 · s] 1.239 0.121 0.1021 0.724
p [bar] 1.013 1.013 7.0 1.013
anom
a [s−1] 70.0 34.5 177.8 —
Zst
b 0.295 0.393 0.5 0.295
a The nominal ame stretch is calculated using
anom = (vfuel + voxid)/l, where vi is the fuel or oxi-
dizer stream velocity and l is the nozzle separation
(domain length).
b The stoichiometric Bilger mixture fraction [9].
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lowing the procedure detailed in [91, 102];
2. a 6-stepmechanism including NO formation chemistry for both atmospheric (ATP)
and high temperature and pressure (HTP) conditions using simulated reformate
mixtures similar to those present in the off-gas burner; and
3. a 7-step mechanism including NO2 for lean, low temperature chemistry at both
ATP and HTP conditions using simulated reformate mixtures.
Comparison of the reducedmechanisms to the startingmechanism and the GRI-Mech 3.0
methane mechanism are given in the form of species and temperature proles.
4.6.1 3-step H2/CO-Air Diffusion Flame
The starting mechanism is reduced from 38 steps to three using CARM [21]. This results
in the same set of reactions (RW-I to RW-III) as presented by Rogg and Williams [102],
given in Section 4.1. The difference occurs in the calculation of the global reaction rates
where more up-to-date rate data is used than in the previous works [23, 102]. This
includes recent reviews of H2/CO/O2 kinetics [30, 119]. The 13 species present in the
starting mechanism are reduced to 6 (as N2 and Ar are assumed to take no part in the
reaction) by assuming that ve species (O, OH, HO2, HCO and H2O2) are in steady-
state. Reaction (RW-III) represents the chain initiation and oxygen consumption step.
Reaction (RW-II) represents the hydrogen recombination step, and Reaction (RW-I) rep-
resents the CO combustion step. Nitrogen chemistry is not included in this mechanism.
An OPPDIF calculation is conducted using the conditions for Case B. Figure 4.1
shows a comparison of the reduced three-step mechanism to the starting [30] and GRI-
Mech 3.0 [108] mechanisms for temperature, T , and species mole fractions, Xα, against
mixture fraction, Z, calculated using the Bilger approach [9]. The three-step mechanism
is seen to be in good agreement to the starting mechanism. The only deviation is for H
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Figure 4.1: Comparison of OPPDIF predictions for Case B using full and reduced mecha-
nisms for H2/CO: 3-step mechanism, ● starting mechanism [30] and × GRI-Mech 3.0
mechanism [108].
which is slightly under-predicted by the reduced mechanism in the rich region; 0.4 < Z
since Zst = 0.393. The GRI-Mech 3.0 mechanism over-predicts the peak H value by
about 20%. However, overall the three mechanisms are in good agreement.
4.6.2 6-step H2/CO/N2-Air Diffusion Flame at ATP
In this case the starting mechanism (with nitrogen chemistry) is reduced with a focus on
the prediction of NO levels. At the ame conditions expected in atmospheric burners,
the contribution to the overall NOx level by NO2 and N2O is expected to be small due
to the short residence times. Therefore it is reasonable to focus on the calculation of NO
concentrations. During the reduction process the selection of quasi-steady-state species
is made to ensure species relevant to NO formation are included in the reduced set.
Previous work on NOx in diffusion ames has identied the importance of explicitly
calculating the O level [34].
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The resulting 6-step mechanism produced by CARM is:
H+O2 Ð⇀↽ O+OH, (I)
H2 +OÐ⇀↽ H+OH, (II)
H2 +OHÐ⇀↽ H+H2O, (III)
2H+MÐ⇀↽ H2 +M, (IV)
O+COÐ⇀↽ CO2, (V)
2H+2NOÐ⇀↽ N2 +O+H2O. (VI)
The 30 species in the starting mechanism are reduced to 10. All species but H2, O2, CO,
CO2, H2O,O, H, OH, N2 andNO are assumed to be in quasi-steady-state. The majority
of species removed are from the nitrogen chemistry included from GRI-Mech 2.11. The
net reaction rates for the 6-step mechanism are given in Appendix B.2.
The 6-step mechanism is used with OPPDIF for Cases A, B and D. For Case A the
reduced mechanism predicts a peak ame temperature of 2029 K compared to the ex-
perimental value of 2040 K [34]. The peak ame temperatures using the starting and
GRI-Mech 3.0 mechanisms are 2031 K and 2000 K, respectively. The 6-step reduced
mechanism provides acceptable agreement to experiment in this limited comparison.
Further comparison is not made due to large experimental uncertainties in species pro-
les present.
Results using the conditions for Case B are given in Figure 4.2. Figure 4.2a shows a
comparison of the reduced 6-step mechanism to the starting and GRI-Mech 3.0 mech-
anisms for temperature, T , and species mole fraction, Xα, proles against the mixture
fraction, Z. The 6-step reduced mechanism gives very good agreement with the starting
mechanism for all major species. A similar agreement is seen between the GRI-Mech 3.0
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Figure 4.2: Comparison of OPPDIF predictions for Case B using full and reduced
mechanisms for H2/CO/N2: 6-step mechanism, ● starting mechanism [30] and
× GRI-Mech 3.0 mechanism [108].
mechanism and the reduced mechanism. Only a slight difference in peak temperature
is seen: the GRI-Mech 3.0 mechanism predicts a slightly lower value than the starting
mechanism and the 6-step reduced mechanism, by about 18 K in both cases.
Figure 4.2b shows the variation of minor species with Z. The starting mechanism
gives an overall lower value for H and O than obtained using the GRI-Mech 3.0 mecha-
nism. The peak values from GRI-Mech 3.0 are also shifted slightly to the rich side when
compared to those from the startingmechanism. However, the reduced mechanism gives
good agreement with the starting mechanism in both cases. The calculated values for
NO show a similar trend, with the values for GRI-Mech 3.0 being slightly higher than
the starting mechanism. This is consistent with previously published ndings [84, 101].
The reduced mechanism slightly over-predicts (< 1%) the peak NO mole fraction.
The maximum ame temperature, Tmax, from OPPDIF calculations using the condi-
tions of Case D over a range of stoichiometric scalar dissipation rates, χst, are given in
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Figure 4.3: Maximum ame temperature, Tmax, against the inverse of the scalar dissipa-
tion rate at stoichiometric conditions, χst, for Case D: 6-step mechanism, ● starting
mechanism [30] and × GRI-Mech 3.0 mechanism [108].
Figure 4.3. The stoichiometric scalar dissipation rate is calculated using [89]
χst = χ (Zst) = 2anomπ exp (−2 [erfc−1 (2Zst)]2) , (4.1)
where Zst is the stoichiometric mixture fraction. The inverse stoichiometric scalar dis-
sipation rate values plotted correspond to a nominal ame stretch range of 25–300 s−1.
The reduced 6-step mechanism gives excellent agreement to the starting mechanism.
GRI-Mech 3.0 gives slightly lower values of maximum ame temperature but by less
than 2% across the range.
Good overall agreement is found between the 6-step, 13 species mechanism and the
original 116 reactions, 30 species mechanism. Therefore, its use in stretched diffusion
ame calculations appears to be justied. In addition, the CPU time required for a
converged solution is greatly reduced (×0.25) with the 6-step mechanism compared to
GRI-Mech 3.0, consistent with the ratio of scalars involved; 53 scalars in GRI-Mech 3.0.
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4.6.3 6-step H2/CO/N2-Air Diffusion Flame at HTP
The same 6-step reduced mechanism developed in Section 4.6.2 is applied to HTP con-
ditions on the basis that these conditions are matched to those expected in the off-gas
burner. Figure 4.4a shows a comparison of the calculated species mole fractions and
temperature. An excellent agreement is found for all species and temperature. The only
discrepancy appears in the prediction for OH, with GRI-Mech 3.0 over-predicting and
shifting the region of high values to the rich side when compared to the starting and
reduced mechanisms.
Figure 4.4b shows a comparison of the calculated minor species mole fractions. The
reduced mechanism agrees well with the starting mechanism for all species. The peak
values and their locations are captured. There is some difference between the reduced
and starting mechanisms and GRI-Mech 3.0. GRI-Mech 3.0 tends to over-predict peak
values generally, and NO where Z > 0.5. A difference is seen with the prediction of NO
where Z > 0.6 with the reduced mechanism over-predicting the values and not capturing
the concentration in the fuel-rich range. This is presumably because the HCN chemistry
included from GRI-Mech 2.11 is having no effect on the NO level due to the lack of
CH radicals. However, the overall prediction of NO using the reduced mechanism is
very good (within 1% of the starting mechanism for Z < 0.5) and, again, consistent
with the ndings of Barlow et al. [5], Naha and Aggarwal [84], and Ravikrishna and
Laurendeau [101].
4.6.4 7-step H2/CO/N2-Air Diffusion Flame
In diffusion ames the overall NOx level (usually taken as the sum ofNO andNO2) is de-
termined by the NO level due to the short residence times and stoichiometric conditions
(cf. Figures 4.2b and 4.4b, the NO prole closely follows that of temperature). How-
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Figure 4.4: Comparison of OPPDIF predictions for Case C using full and reduced
mechanisms for H2/CO/N2: 6-step mechanism, ● starting mechanism [30] and
× GRI-Mech 3.0 mechanism [108].
ever, the performance of a reduced mechanism in overall lean conditions, such as those
expected to be found downstream of lean-burning industrial burners, is also of interest.
At very lean, low temperature conditions, the reactions involving NO2 become more
important [113]. The main route of formation is via NO +HO2 Ð⇀↽ NO2 +OH. How-
ever, HO2 levels are not specically calculated in the 6-step mechanism. A reduction of
the starting mechanism is made to include NO2 resulting in a seven-step mechanism by
the addition of
OH+NOÐ⇀↽ H+NO2 (VII)
to the 6-step mechanism. For both ATP and HTP conditions Reaction (VII) is found
to be dominant over the NO +HO2 Ð⇀↽ NO2 +OH step when compared with the full
mechanism. At HTP conditions, Reaction (VII) is approximately 15 times more active
than NO+HO2 Ð⇀↽ NO2 +OH. At ATP conditions Reaction (VII) is approximately twice
as active. This appears to justify the exclusion of HO2 from both the 6- and 7-step
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Figure 4.5: Comparison of OPPDIF predictions for Cases B and C using full and reduced
7-step mechanisms for H2/CO/N2: 7-step mechanism and ● starting mechanism [30]
mechanisms.
The 7-step mechanism applied to the same conditions described earlier produces
no noticeable difference from the results for major species and temperatures shown
in Figure 4.2 and 4.4 for the 6-step mechanism. Figure 4.5 shows proles for NO
and NO2 against mixture fraction for both sets of conditions. For HTP conditions
a slight reduction (< 1.5%) in peak NO mole fraction is seen when compared to the
startingmechanism, shown in Figure 4.5b. For ATP conditions a slight increase (< 1.1%)
in peak NO mole fraction is seen when compared to the starting mechanism, shown
in Figure 4.5a. These slight differences can be explained by the NO2 mole fraction
proles. With the HTP case NO2 is being formed at lean conditions from 0 < Z < 0.5
since Zst = 0.5. The reactions involving NO and NO2 (HO2 +NOÐ⇀↽ NO2 +OH and
NO2 +OÐ⇀↽ NO +O2) become signicant at lean conditions and high concentrations.
For ATP conditions, NO2 is only formed in very lean conditions; Z ≲ 0.2 since Zst =
0.393. An excess concentration of O2 results in the overall formation of NOx (OH +
NOÐ⇀↽ H+NO2) shifting towards NO2, which is in agreement with an earlier study [35].
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The predictions of NO2 using the 7-step reduced mechanism compare well with the
starting mechanism, particularly at HTP.
4.7 Summary
This chapter set out to determine if a reduced H2/CO/N2 mechanism could reasonably
approximate a full mechanism when applied to an opposed-ow laminar diffusion ame
at ATM and HTP conditions, with unusual dilute reformate gases. A 3-step mechanism
(excluding nitrogen chemistry) is tested against the starting and GRI-Mech 3.0 mech-
anisms. Good agreement is found between the reduced and starting mechanism. A
6-step mechanism including NO chemistry from GRI-Mech 2.11 is tested against the
full starting and GRI-Mech 3.0 mechanisms at both atmospheric and high temperature
and pressure conditions. Good agreement is found in both cases for major species and
temperature proles. A 7-step mechanism, including NO2, is tested against the 6-step
and starting mechanisms. Again, good agreement is found for all major species and
temperature proles, as well as NOx, over a range of ame stretch values. Overall, it
is observed that the 6- and 7-step reduced mechanisms developed here give good ap-
proximations of the starting mechanism and capture all the relevant kinetics for both
atmospheric and high temperature and pressure conditions for stretched laminar diffu-
sion ames. This gives condence for the application of the mechanism to turbulent
combustion modelling as will be tested in Chapter 5. Reaction rates used in the reduced
mechanisms are listed in Appendix B for reference.
Chapter 5
Model Validation Cases
In this chapter the validation of the reduced mechanism from Chapter 4, integrated with
the numerical and modelling framework from Chapter 3, is presented. The reduced
mechanism is used to calculate two ame congurations. These ames use syngas fuels
at atmospheric conditions. The syngas has a composition similar to those used in the
atmospheric off-gas burner experiments. The ames that have been selected have high
turbulence levels providing a tougher test for the mechanism and underlying turbulence-
chemistry interaction models. Turbulence-chemistry interaction has a large impact on
NOx formation and CO consumption through uctuations of temperature.
The primary goal of the present chapter is to validate the predictions of simple tur-
bulence and kinetic models against experimental results on practical turbulent ames
of syngas-air mixtures. Syngas mixtures provide an interesting challenge for turbulent
combustion computations as the kinetics are of intermediate complexity; being simpler
than hydrocarbon kinetics, but more complex than hydrogen kinetics. If the models
developed perform well, their application as a design tool to the SOFC hybrid off-gas
burner, and other syngas burners, would be justied.
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5.1 Background
The present chapter considers validation of the modelling procedure against two exper-
imental targets: (i) the work by Correa and Gulati on a bluff-body stabilized diffusion
ame [28], and (ii) the work on jet diffusion ames by Barlow et al. [4]. In the former
study [28], there is a recirculation zone downstream of the bluff-body which stabilizes
the ame. An accurate representation of the recirculation zone, by the use of an appro-
priate turbulence model, is required to ensure correct ame stabilization. In the second
study [4], preferential (or differential) diffusion effects are observed to be important in
these ames since hydrogen is a major component of the fuel. Numerical simulations
which fail to represent these effects have been shown to suffer blow-off. Furthermore,
the combination of fast-reacting hydrogen and slow-reacting carbon monoxide in the
syngas fuel mixtures, and the requirement for accurate NOx prediction, requires nite-
rate kinetics to be included in any simulation.
These ames have been studied to develop and test different aspects of turbulent
combustion models [29, 46, 48, 49, 60, 62]. Both the standard k-ε model, corrected
for the round-jet anomaly [98], and the Reynolds stress turbulence closure were used in
those studies. The level of complexity used for modelling chemistry has ranged from fast
1- and 2-step mechanisms [29, 48] to full kinetics with 22 species and 102 reactions [60].
In some cases [62] the NOx was post-processed using the Zel’dovich mechanism. In the
present work recent updates to H2/CO kinetics will be included with the SLFM and
EDC, and combined with the realizable k-ε and linear RS turbulence closures.
Previous modelling work on the Correa and Gulati bluff-body ame used the stan-
dard k-ε model in conjunction with an assumed-shape PDF model with library-based
chemistry using only the kinetics of recombination reactions [28]. This chemistry clo-
sure was also used with the joint-PDF model [29]. Acceptable differences between the
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predicted scalar proles and experiment were reported, and these differences were at-
tributed to the simplied chemistry and non-equilibrium effects at low temperatures.
The Reynolds stress (RS) model has also been used with the Eddy Dissipation Concept
(EDC) [74] incorporating detailed chemistry, with good results compared to experi-
ment [48]. However, when the EDC with detailed nite-rate chemistry was used with
the standard k-ε model, the computed ame was observed to become unstable and blew
off due to the incorrect prediction of the mixing eld particularly in the recirculation
zone [48].
The Barlow et al. [4] jet ame from the TNF workshop [6] is widely used for tur-
bulent combustion validation as the ame is geometrically simple and of intermediate
complexity with regards to chemical kinetics [4, 6]. Previous published work mod-
elling this ame have used the steady and unsteady amelet models [62], LES-based
approaches [41], and CMC [60]. Kim et al. [62] and Kim et al. [60] utilized the stan-
dard k-ε model with Pope’s correction [98], fuel kinetics from Warnatz et al. [114], and
a full 66-step and skeletal 33-step NOx mechanism, respectively. Giacomazzi et al. [41]
utilized a reduced 6-step mechanism [22] as well as single step fast chemistry for both
H2 and CO.
The modelling details are presented in the next section, followed by a discussion
on the boundary conditions. The results of the present computations are compared to
published experimental and computational results in Section 5.5. The conclusions of
this validation study are summarized in the last section.
5.2 Numerics
In the present work, the reduced 6-step H2/CO/N2 kinetic mechanism described in
Chapter 4 [27] is applied to two ame congurations which use syngas fuel: (i) a bluff-
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body stabilized ame [28] and (ii) a jet ame [4]. Detailed experimental species pro-
les are available. Two different turbulent combustion modelling approaches are used:
(i) the Steady Laminar Flamelet Model [90] and (ii) the Eddy Dissipation Concept [74].
Two turbulence closures are adopted: (i) the realizable k-ε closure [105] and (ii) the
Reynolds stress closure [65]. Although more advanced models and approaches are avail-
able, e.g. jPDF, CMC and LES, the interest in this work is to benchmark the simplest
models and to test their predictive abilities for syngas ames by comparing simulation
results with experiments. The motivation is primarily to minimize computational time
at acceptable accuracy for use in design and parametric studies. The 7-step mechanism
developed in Chapter 4 is not used as the presented cases are at atmospheric pressure,
where the contribution of NO2 to the total NOx is believed to be negligible, as discussed
in Section 3.3.
The governing equations described in Chapter 3 are solved using the commercial
CFD code FLUENT [39]. Full multi-component transport is used when the EDC is
used, as described in Section 3.2. Simpler transport, with unity Lewis numbers, is used
with the SLFM as described in Section 3.2.3. Second order upwind discretization is
used for all scalars along with the PRESTO scheme for pressure, as discussed in Sec-
tion 3.5.1 [87]. The SIMPLE algorithm [87] is used to maintain the pressure-velocity
coupling. A solution is considered to be converged when the scaled residuals are below
10−6 and the energy balance is of the order of 10−2 W. In the present study, the realiz-
able k-ε closure converges faster, and with greater stability, than the RS closure. Once
suitable amelets are generated using OPPDIF [58], the SLFM converges more quickly,
by nearly an order of magnitude compared to the EDC approach.
For the bluff-body ame, the amelet library comprises 12 amelets with scalar dis-
sipations ranging from 9 to 240 s−1, corresponding to stretch values, anom, of 15 to
400 s−1. For the jet ame, the library comprises 12 amelets with scalar dissipations
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ranging from 7 to 170 s−1, corresponding to stretch values of 15 to 355 s−1.
5.3 CFD-Kinetics Interface
For the EDC calculation, a modied form of the CHEMKIN CKWYP [58] subrou-
tine calculates the molar production rates using the reduced mechanism developed in
Chapter 4 given the pressure, temperature and species mass fractions [21]. The six
global reaction rates are expressed in terms of the elementary rates as functions of the
steady-state species; see Appendix B.2. This subroutine can be called independently
from CHEMKIN. The commercial CFD code used in this study, FLUENT, has a built
in kinetics solver for the EDC and nite-rate models which uses tabulated Arrhenius
reaction rates similar to those used in CHEMKIN [39]. However, reduced reactions
can not be expressed as simple Arrhenius rates without simplications which lose the
details of the chemistry. A specic User Dened Function (UDF) [39] is used to replace
the rates of production, Rα, generated by the CFD code with those calculated using the
CKWYP subroutine for the EDC. Values of T˜ , p¯ and Y˜α for each cell are retrieved by
the UDF during each iteration cell loop, converted to the appropriate units, and passed
to the external CKWYP subroutine, as shown schematically in Figure 5.1. The CKWYP
subroutine calculates and returns to the UDF molar rates of production, ω˙α, which are
then converted to mass rates, Rα. These are then used by the EDC to calculate R¯α as
discussed in Section 3.2.2.
An additional UDF is used to reconstruct the Bilger mixture fraction, Z, using the
mass fractions at each cell following Warnatz et al. [114] to allow further comparison
with the SLFM and experiment.
Model Validation Cases 74
No
Solve momentum equations
u˜i, u˜j, u˜k
Solve pressure correction equations
p
Correct pressure and velocities
Solve for other scalars
k˜, ǫ˜, h˜s, Y˜α, etc
Convergence?
Start
Stop
CKWYP subroutine
Rα
External to CFD solver
Yes
Figure 5.1: Schematic of SIMPLE algorithm [87] showing CFD-kinetics interface.
5.4 Boundary Conditions
Four cases (denoted as A, B, C and D) are calculated for both the bluff-body and jet
ames using the realizable k-ε or RS model for turbulence closure, and the EDC or
SLFM for reaction rate modelling as specied in Table 5.1. Cases A and B use the EDC
with the realizable k-ε and RS closures, respectively. Cases C and D use the SLFM with
the realizable k-ε and RS closures, respectively. All calculations for the present work use
the reduced 6-step mechanism for chemical kinetics [27].
A general schematic of the computational domain used in this study is given in Fig-
ure 5.2, with characteristic dimensions as noted in Table 5.2. The computational domain
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Table 5.1: Simulation cases for both the bluff-body ame and the jet ame.
Case Turbulence Closure Combustion Model
A Realizable k-ε EDC
B RS EDC
C Realizable k-ε SLFM
D RS SLFM
Upstream Downstream
vcoow
x
d/2
D/2
r
Wall/Symmetry
Radial
vfuel
Figure 5.2: Schematic of the computational domain for the bluff-body; not to scale. The
same layout also applies to the jet ame, except the bluff-body becomes an innitely thin
wall; D/2 = d/2. Actual dimensions are given in Table 5.2.
is extended upstream of the fuel port to allow the ow to develop and reduce the sen-
sitivity of calculations to turbulence boundary conditions. Inlet proles are assumed to
be top-hat in shape. Details of the boundary conditions are given in Table 5.3. The inte-
gral turbulent length scale at the upstream inlets is calculated assuming fully-developed
ow using ℓ = 0.07dh, where dh is the hydraulic diameter. All walls are assumed adi-
abatic and to have no slip. The pressure on the downstream boundary is set to to be
atmospheric.
For the bluff-body ame the experimental conguration extends radially to 152.0 mm
in a square cross-section wind tunnel [28]. The computational domain is axisymmet-
ric, with an area approximately matching the outer radius to the experimental square
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Table 5.2: Details of computational domain for the bluff-body and jet ames. Geometric
dimensions taken from Correa and Gulati [28] for the bluff-body ame and Barlow et al.
[4] for the jet ame.
Bluff-Body Jet
Fuel jet diameter, d [mm] 3.18 7.72
Bluff-body diameter, D [mm] 38.1 —
Upstream extent, x/d 6 5
Downstream extent, x/d 55 120
Radial extent, r/d 27 30
Table 5.3: Boundary conditions for bluff-body and jet ame calculations. Boundary con-
ditions taken from Correa and Gulati [28] for the bluff-body ame and Barlow et al. [4]
for the jet ame.
Bluff-Body Jet
Fuel Coow Fuel Coow
Bulk velocity, vbulk [m/s] 80.0 6.5 45 0.75
Turbulence intensity, I [%] 5.0 3.0 10.0 2.0
Temperature, T [K] 300 300 292 290
XH2 0.323 — 0.3 —
XCO 0.275 — 0.4 —
XN2 0.402 — 0.3 —
XO2 — 0.21 — 0.206
XN2 — 0.79 — 0.783
XH2O — — — 0.011
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cross-section. An adiabatic, no slip wall boundary condition is used at the radial ex-
tent. The wall location is sufciently far away so as not to affect the ow in the area of
interest. For the jet ame, the pipe wall is assumed to be innitely thin (d = D in Fig-
ure 5.2) for computational simplicity. A symmetry (zero gradient) boundary condition
at the radial extent was used, as the experimental conguration is unconned. Heat
loss to the inlet fuel pipe is neglected, although this is known to have some effect on
experimental ame stability [3]. Radiative heat transfer was neglected in all simulations
unless otherwise stated, on the assumption that the ame is optically thin. The pressure
is atmospheric (101 kPa).
A non-uniform axisymmetric grid is used for each ame, given in Figures 5.3 and 5.4.
The bluff-body ame used 100 cells axially and 96 cells radially; the grid density was
increased until results obtained showed little change. The grid used is ner than those
used in previous studies of the same ame [28, 29, 47]. The upstream fuel pipe is
resolved with 16 cells across the radius and 20 cells in the axial direction. The bluff-
body diameter is resolved with 40 cells in order to provide sufcient mesh density to
capture the recirculation region. The jet ame uses 200 cells axially and 85 radially;
again, the grid density was increased until the results showed little change. The grid
used is similar to previous piloted jet ame studies [15]. The fuel pipe is resolved with
10 cells across the radius and 18 cells axially. In both ames, the cell spacing is varied to
ensure high mesh density at the fuel pipe outlet and in the area of high shear. In addition,
the cell spacing growth rate is kept sufciently small to reduce numerical error.
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x
Figure 5.3: Computational mesh used for bluff-body ame calculations.
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x
Figure 5.4: Computational mesh used for jet ame calculations.
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Table 5.4: Model constants used in computations.
σk σε Cε1 Cε2 Sct Prt Cµ
Standard realizable k-ε [39] 1.0 1.2 Eq. (3.14) 1.9 0.7 0.85 Eq. (3.15)
Standard RS [97] 1.0 1.3 1.44 1.92 0.7 0.85 0.09
Altered realizable k-ε 1.0 1.2 Eq. (3.14) 1.8 0.775 0.85 Eq. (3.15)
Altered RS 1.0 1.3 1.44 1.8 0.7 0.85 0.09
RS used by Gran [46] 1.0 1.3 1.44 1.92 0.7 0.7 0.065
5.5 Results and Discussion
This section gives the results of CFD calculations using the reduced 6-step mechanism
as described above. Flow and scalar eld comparisons are made to experimental and
computational results for both the target ames.
5.5.1 Bluff-Body Flame
5.5.1.1 Flow Field Comparison
In a bluff-body ame, stabilization occurs in the recirculation region downstream of the
bluff-body. It is important that the position, size and strength of this recirculation zone
be accurately captured to ensure the correct mixing of fuel and oxidizer streams. The
ow pattern in this region for Cases A, B and C (see Table 5.1) obtained using standard
model constants (Table 5.4) are shown in Figure 5.5 as streamlines. The ow pattern
in Case D is observed to be similar to that in Case C, Figure 5.5b, and thus, it is not
shown. The right side of Figure 5.5b shows data taken from Gran [46] using the RS
closure with a presumed β-PDF model for mixture fractions and fast chemistry model
for combustion.
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Figure 5.5: Streamlines behind the bluff-body which extends from r/d = 0.5 to r/d = 6.
The predicted turbulent kinetic energy, k˜, is also shown as a colour-map. The right side
of (b) shows RS closure results of Gran [46]. Case D (not shown) gives results similar to
Case C. Dashed line indicates path-line of air to fuel inlet.
By comparing Figure 5.5a and 5.5b, it seems that the recirculation zone in the cur-
rent predictions is less skewed and more compact than the somewhat elliptical shape
predicted by Gran [46]. The length of the recirculation zone is observed to be about 9d
in the current calculations using the realizable k-ε and RS closures, whereas the data of
Gran [46] shows a longer recirculation zone, about 11d. The current predictions also
show that the streamlines at x/d ≈ 16 are roughly parallel and aligned with the x-axis
indicating the ow is developed, whereas the data of Gran [46] shows that the ow is
still developing at this location. This implies that the current predictions are less diffu-
sive. The inuence of the combustion model on the length of the recirculation zone is
observed to be small. By comparing Case A and Case C only a small (≈ 0.5d) difference
in recirculation zone length is observed between the EDC and SLFM predictions. Cases
A and C suggest that the recirculation region extends closer to the centreline in the re-
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alizable k-ε closure than in the RS closure, shown in Figure 5.5a. It is also clear that the
recirculation region introduces a mass ux from the air stream into the region where
the ame anchors. This is highlighted by the dashed streamline in Figure 5.5 for Cases
A–C. This mass ux can inuence the predicted temperature eld by introducing colder
gas to the hot region, as will be discussed later. As one would expect, the RS closure
shows a greater strain rate which is indicated in the near-eld region by closely spaced
streamlines at r/d > ∣6∣.
The variation of turbulent kinetic energy, k˜, is also shown in Figure 5.5 for Cases
A–C. The variation in Case D is observed to be similar to that in Case C, shown in
Figure 5.5b, thus, it is not shown. Comparing Cases A and B it seems that the realizable
k-ε and RS closures predict similar spatial variation of k˜, except for its peak value and its
location. The RS closure predicts a peak value further downstream than the realizable
k-ε closure; compare Cases A and B shown in Figure 5.5a. This difference is due to the
anisotropy of the ow, which creates an anisotropic production of k˜. One can expect
these differences, given the complex nature of the ow.
Although the combustion submodels do not signicantly inuence the ow pattern,
their inuence on the turbulent kinetic energy prediction is observed to be large. Cases
A and C, shown on the left half of Figure 5.5a and 5.5b, use the realizable k-ε closure for
turbulence with the EDC and SLFM, respectively. By comparing these two cases one can
clearly observe that the turbulent kinetic energy predicted by the SLFM is about 25%
larger than in the calculation with the EDC. Also, the EDC gives two distinct regions
with large values of k˜, whereas the SLFM gives monotonic variation as in Figure 5.5b.
It is important to note that the results obtained using the RS turbulence closure with
the EDC, shown on the right half of Figure 5.5a, also depict two regions having large k˜
values. This difference could be due to the separation of mixing and kinetics, which is
implicit in the SLFM approach, whereas the EDC maintains a closer coupling, particu-
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Figure 5.6: Centreline variation of mixture fraction, Z˜, for the bluff-body ame:
● experimental data [28], realizable k-ε model and RS model predictions with 6-
step reduced mechanism. The width of the error bars denotes two standard deviations of
the mixture fraction uctuation.
larly between ρ¯ and k˜ via Equations (3.46) and (3.47). The inuence of the secondary
high-k˜ region on the location of ame stabilization will be discussed later.
Figure 5.6 shows axial proles of the mean mixture fraction, Z˜, for all cases. For the
results shown in Figure 5.6a, which are obtained using the EDC, values of Z˜ are recon-
structed from the mean species mass fractions, Y˜α, followingWarnatz et al. [114]. In the
calculations using the SLFM a transport equation for Z˜ is solved. Both the realizable k-ε
and the RS closures with standard model constants, given in Table 5.4, yield relatively
poor predictions; both of these closures over-predict the rate of mixing compared to ex-
periment and, hence, they give a faster decay of Z˜. A difference between the EDC and
the SLFM is seen in the near-eld region; compare Figures 5.6a and 5.6b. The potential
core calculated using the EDC is about half the length calculated using the SLFM, where
the initial decay in Z˜ occurs at x/d ≈ 10. This is probably due to preferential diffusion
effects included in the EDC calculations; the light H2 diffuses quickly away from the
fuel stream, thus decreasing Z˜. As noted earlier, full multi-component transport is in-
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cluded in the calculations with the EDC since the importance of differential diffusion on
ame stabilization is noted in an earlier study [4]. As the fuel considered in this work
can have a high proportion of H2, differential diffusion effects could be important to
capture stabilization in turbulent ames. In addition, the assumption of constant Lewis
numbers in the SLFM may not be acceptable when species with largely differing molec-
ular weights are present, such as H2 and CO in the fuel stream. An accurate mixture
fraction prediction is important if the resulting scalar elds are to be correct, as will be
discussed later.
In the present study, the realizable k-ε closure with the EDC is able to predict the
ow without experiencing blow-off, unlike previously reported results using the stan-
dard k-ε closure [48]. This is likely to be due to the more accurate prediction of the
physical attributes of the recirculation zone, thus giving the correct mixing of the fuel,
air and hot product streams. Standard model constants, given in Table 5.4, are used for
the current calculations. However, for the RS closure, modications to the model con-
stants made in Gran and Magnussen [47] could not be tested as blow-off occurred. The
reason for this behaviour is unclear and it may, perhaps, be due to different numerical
implementations of the models in their work [47].
5.5.1.2 Scalar Field Comparison
The predicted meanOHmass fraction and temperature elds for all cases obtained using
standard model constants are shown in Figure 5.7. Qualitatively, the predictions using
the EDC with the realizable k-ε and RS turbulence closures (Cases A and B) are very
similar. The same observation is made for the SLFM (Cases C and D). The inuence of
the combustion submodels is observed to be large. Cases A and C use the realizable k-ε
closure and the EDC and SLFM, respectively. By comparing the temperature eld for
these two cases (shown on the left side of Figures 5.7a and 5.7c) one can clearly observe
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the difference in locations of ame stabilization. The SLFM predicts an attached ame,
whereas the EDC predicts a lifted ame stabilizing at x/d ≈ 2. A similar observation
is made using the RS turbulence closure (Cases B and D) by comparing the left sides
of Figures 5.7b and 5.7d. The predicted Y˜OH elds (shown on the right side of Figures
5.7a–5.7d) follow the T˜ elds closely, but are more pronounced.
Predictions of the EDC with the realizable k-ε closure show an initial temperature
rise slightly closer to the bluff-body than the RS closure; compare the left sides of Fig-
ures 5.7a and 5.7b at x/d < 2. The region of higher temperature observed in the real-
izable k-ε closure (Case A) implies that there is a weaker recirculation of the cold air
stream to the ame base than that predicted with the RS closure, where the predicted
temperatures are lower in the same region. The location of the maximum tempera-
ture region is predicted at a similar location for Cases A and B; x/d ≈ 3.6. Case B
shows a larger high temperature region than Case A. Comparing the turbulence closure
methods for the SLFM (Cases C and D) shows little difference in temperature elds.
Comparing the combustion submodels using the realizable k-ε closure one can clearly
see that the EDC approach predicts higher peak temperatures (T˜ ≈ 1800 K) than the
SLFM (T˜ ≈ 1500 K); compare Cases A and C. A similar observation is made for the RS
closure.
Predictions of Y˜OH using the EDC and the realizable k-ε closure show slightly lower
peak values (Y˜OH ≈ 0.0038) at the downstream extent than for Case B (Y˜OH ≈ 0.0042)
using the RS closure; shown in the right side of Figures 5.7a and 5.7b, respectively. The
same comparison for the SLFM shows that both turbulence closures give very similar
predictions. By comparing the combustion submodels a clear difference is again seen.
The EDC predicts higher values of Y˜OH (Cases A and B) than the SLFM (Cases C and
D). In addition, the SLFM shows a greater spread of Y˜OH than the EDC. The major
difference between ame stabilization locations predicted by the EDC and SLFM could
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Figure 5.7: Contours of predicted temperature and OH mass fractions for the bluff-body
ame; the bluff-body extends from r/d = 0.5 to r/d = 6. (a) and (b) are for the EDC, (c)
and (d) are for the SLFM.
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be explained by the lack of an extinguished amelet in the library used in the SLFM
or an incorrect prediction of the mixture fraction variance in the highly-strained region
at the nozzle outlet. The EDC model could be affected by the turbulence eld in the
near-nozzle region. A comparison of the Y˜OH elds to the k˜ elds given in Figure 5.5
shows that the SLFM gives a consistent pattern in values. The EDC predicts an increase
in Y˜OH (and hence temperature) just downstream of the initial peak in k˜. This initial
peak could act as a trigger for the reaction through Equations (3.47) and (3.46). Un-
fortunately, experimental evidence is not available for this ame to compare where the
ame stabilization actually occurs.
The effect of turbulence closures using the EDC approach is shown in Figure 5.8.
Radial proles of major species mean mass fractions, Y˜α, mean mixture fraction, Z˜,
and mean temperature, T˜ , calculated for Cases A and B at two downstream locations
(x/d = 10 and x/d = 20) are given. Comparison is made with experimental results [28].
In general, the effect of the incorrect prediction of the mixing eld at x/d = 20 can be
seen in Figures 5.8a, 5.8c and 5.8e whereby it affects the products of the reaction and the
ame temperature. Small differences exist between the predictions using the realizable
k-ε and RS closures. The RS closure suggests slightly enhanced radial diffusion as in
Figures 5.8a, 5.8c and 5.8e. The present work over-predicts the reported value of Y˜CO2
by nearly 100%. It is surprising to note that comparison to the previous simulations
using the EDC with detailed chemistry was not possible due to the lack of published
computational data [48]. However, previous results using simplied chemistry and the
transported-PDF model also show a large (≈ 100%) departure from the experimental
values [29]. Indeed, the presented results for Y˜CO2 are in general agreement with those
reported by Correa and Pope [29]. This suggests that the experimental data may be
inaccurate, as it is known that measuring CO2 using the Raman method is difcult [28].
However, it can be seen that the RS closure predicts a higher peak value compared to
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Figure 5.8: Radial proles of mass fractions, Y˜α, mixture fraction, Z˜, and temperature,
T˜ , using the EDC (Cases A & B) for the bluff-body ame at two downstream locations:
● experimental data [28], realizable k-ε model and RS model predictions with 6-
step reduced mechanism.
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the realizable k-ε closure; consistent with a higher rate of reaction.
Differences between turbulence closures become apparent by viewing the peak radial
temperatures, Figure 5.8f. The realizable k-ε closure gives a slightly better prediction
than the RS closure at both locations relative to experiments. At x/d = 10 the realiz-
able k-ε and RS closures over-predict by 10% and 15%, respectively. At downstream
locations, the difference is lower but still signicant; 4% and 8%. These differences can
again be attributed to variations in mixing, and hence reaction. In addition, the lack
of heat loss due to radiation in the simulations necessarily results in an over prediction
of temperature. It is known that the temperature can decrease due to radiation of H2O
and CO2 by about 50 K in these ames [5].
5.5.2 Jet Flame
5.5.2.1 Flow Field Comparison
For a simple jet ame, stabilization usually occurs very close to the fuel nozzle, if not
anchored on the nozzle surface. Stabilization is helped by radiative heat transfer from
the ame to the fuel pipe; either acting to pre-heat the fuel stream or providing a hot
region to anchor the ame. As large regions of recirculation are not present in jet ames,
the region downstream of the nozzle does not need to be resolved as highly as in the
bluff-body ame. The ow pattern downstream of the nozzle for all cases (see Table 5.1)
obtained using standard model constants (Table 5.4) is shown in Figure 5.9 as stream-
lines. The inuence of the combustion model on the ow acceleration is observed to be
small. By comparing Cases A and C using the realizable k-ε closure (the left side of Fig-
ures 5.9a and 5.9b, respectively) a small (≈ 0.6r/d) difference in streamline contraction
is observed at x/d = 20 between the EDC and SLFM predictions. A similar observation
is made for Cases B and D using the RS closure (the right side of Figures 5.9a and 5.9b,
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Figure 5.9: Streamlines downstream of the jet inlet. The predicted turbulent kinetic energy,
k˜, is also shown as a colour-map.
respectively). The inuence of the turbulence closure is also observed to be small by
comparing the left and right sides of Figures 5.9a and 5.9b for the EDC and SLFM,
respectively.
The variation of turbulent kinetic energy, k˜, is also shown in Figure 5.9 for all cases.
As with the bluff-body ame, the realizable k-ε and RS closures give similar spatial
variation in all but the near-eld. The peak k˜ location is closer to the nozzle with the
RS closure than the realizable k-ε closure. The combustion submodels have only a small
inuence on the mean ow pattern but their inuence on maximum k˜ is observed to be
large, as with the bluff-body ame. Comparing Cases A and C one can clearly observe
that k˜ predicted by the SLFM is about 25% larger than the EDC predictions, which
is consistent with the results for the bluff-body ame. Also, as with the bluff-body
ame, the EDC gives two distinct regions with large k˜ values, whereas the SLFM gives
monotonic variation as in Figure 5.9b. The predictions for Case B, with the RS closure,
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Figure 5.10: Centreline variation of mixture fraction, Z˜, for the jet ame: ● experimental
data [6], realizable k-ε model and RS model with 6-step reduced mechanism. Also
shown: CMCmethod [60] and SLFM [62], both using the k-ε closure with Pope’s
correction [98]. The width of the error bars denote two standard deviations of the mixture
fraction uctuation.
also depict two distinct regions although the secondary region is smaller in size. As
with the bluff-body ame, the difference could be due to the separation of mixing and
kinetics in the SLFM. The inuence of the secondary high-k˜ region on the location of
ame stabilization will be discussed later.
Figure 5.10 shows axial proles of the mean mixture fraction, Z˜, for all cases. Com-
parison is made to experimental values [4, 6] and other computational predictions us-
ing the SLFM [62] and CMC [60] approaches, both using the standard k-ε model with
Pope’s correction. As in the bluff-body ame, both turbulence closures over-predict the
rate of mixing and hence they give a faster decay of Z˜. A difference between the EDC
and SLFM is seen in the near-eld; the potential core length calculated using the EDC is
about half the length calculated with the SLFM, where the initial decay in Z˜ occurs at
x/d ≈ 10. This is probably due to preferential diffusion effects included in calculations
with the EDC, as discussed in Section 5.5.1.1. The EDC gives a slightly better predic-
tion of the centreline decay than the SLFMwhen the standard model constants are used.
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The previous predictions, using Pope’s correction [98] and an altered turbulent Schmidt
number of 0.65 [60, 62], show excellent agreement to the experimental result.
5.5.2.2 Scalar Field Comparison
The predicted mean OH mass fraction and temperature elds for all cases obtained
using standard model constants are shown in Figure 5.11. As for the bluff-body ame,
the predictions using the EDC with the realizable k-ε and RS closures (Cases A and B)
are very similar; this is also observed for the SLFM (Cases C and D). The inuence of
the combustion submodel is again observed to be large. Comparing the temperature
eld for Cases A and C (shown on the left side of Figures 5.11a and 5.11c) shows the
SLFM to predict an attached ame, whereas the EDC predicts a lifted ame stabilizing
at x/d ≈ 0.8. Cases B and D, with the RS model, give a similar observation but with
Case B stabilizing at x/d ≈ 0.5. The ignition location is indicated by the Y˜OH eld
which follows closely that of T˜ . Specic experimental data on the position of ame
stabilization (photographic or otherwise) is unavailable. However, the ame is believed
to be attached or stabilized within x/d < 0.2, as determined visually [3]. The discrepancy
could be due to the mesh density in the shear layer between the two streams close to
the nozzle. In addition, the assumption of an innitely thin wall reduces the production
of turbulent kinetic energy that would be present around the small recirculation region
immediately downstream of the nozzle. As discussed, this would affect the values of
k˜ and ε˜ and, thus, the reaction rate calculated with the EDC. As for the bluff-body
ame, the initial increase in Y˜OH coincides with the secondary high-k˜ region shown in
Figure 5.9. Finally, none of the models consider heat transfer from the ame to the fuel
inlet pipe. It is known that the ame does not stabilize until the fuel pipe is suitably
heated [3]. These experimental details are not included in the present adiabatic study,
nor in any previous studies known to the author. Such heat transfer would be expected
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Figure 5.11: Contours of predicted temperature and OH mass fractions for the jet ame.
(a) and (b) are for the EDC, (c) and (d) are for the SLFM.
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Figure 5.12: Centreline variation of mean temperature, T˜ , along for the jet ame: ● exp-
erimental data [6], realizable k-ε model and RS model with 6-step reduced mecha-
nism. Also shown: CMCmethod [60] and SLFM [62], both using the k-ε closure
with Pope’s correction [98]. The width of the error bars denote two standard deviations
of the temperature uctuation.
to reduce the lift-off height experienced with the EDC due to the increased temperature.
The EDC predicts a higher temperature than the SLFM by about 100 K. The peak Y˜OH
values predicted using the SLFM are about 50% lower than predicted with the EDC.
The SLFM predicts a greater spread of OH than the EDC. Both these observations are
likely to be due to the unity Lewis number assumption of the SLFM.
Figure 5.12 shows axial proles of mean centreline temperature for all cases. Com-
parison is made to experimental values [6] and computational predictions using the
SLFM [62] and CMC [60] approaches. Both the EDC and SLFM agree reasonably well
with the measured temperature prole, although the peak temperature predicted by the
EDC (2180 K) is signicantly higher than the measured value of 1930 K; the SLFM gives
1800 K. The location of the predicted peak temperature (x/d ≈ 36) is closer than the
experimental location (x/d ≈ 42). These differences can be attributed to the incorrect
prediction of the mixing and mixture fraction eld. For the EDC, the mixture fraction
prediction indicates that there is increased mixing when compared to experiment. This
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suggests that higher values of k˜ or ε˜ are being predicted which increases the reaction
rate via Equations (3.47) and (3.46). Similarly, for the SLFM the incorrect prediction
of Z˜, along with its variance, Z̃′′2, can lead to the incorrect calculation of scalar dis-
sipation, χ˜. Subsequently, incorrect temperature and scalar values are obtained from
the amelet library. For both the EDC and SLFM, the location of the peak temperature
coincides with the location of the largest deviation of predicted mixture fraction from
the experimentally determined values, shown in Figure 5.10. The downstream values
(x/d = 80) are in close agreement which further suggests the mixing rate is not correctly
captured. There is a slight difference in temperature gradients between the predictions
made with the realizable k-ε and the RS closures. With both the EDC and SLFM, the
initial temperature rise is predicted earlier with the RS closure (Cases B and D), and the
temperature takes longer to decrease from the peak value. The previous SLFM predic-
tions [62] over-predict the peak temperature by a similar amount as with the current
EDC predictions, as shown in Figure 5.12a.
Figure 5.13a shows axial proles of Y˜NO for Cases A, B and C. Comparison is made
to experiment [4, 6] and predictions made using the CMC approach [60]. Figure 5.13b
shows axial proles of NO mole fraction, X˜NO [ppm], for Cases A and B. Comparison
is made to experiment [4, 6] and predictions made using the SLFM with a NO post-
processing step [62]. The location of the peak values along the centreline for Cases A
and B follows that of temperature (Figure 5.12a). The over-prediction of peak temper-
ature is also seen to inuence the prediction of Y˜NO and X˜NO. However, the magnitude
of predicted values is largely within 2σ of the experimental values, albeit shifted further
upstream due to the incorrect mixing eld. The values predicted for Case C (using the
SLFM) are two orders of magnitude larger than experiment as indicated in Figure 5.13a.
This highlights a known limitation of the SLFM in its steady formulation with respect
to pollutant formation [62, 89]. A transient formulation of the amelet model with
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Figure 5.13: Centreline variation of NO mass fractions (a) and concentrations (b) for the
jet ame: ● experimental data [6], realizable k-ε model, RS model, and SLFM
solution (Case C) with 6-step reduced mechanism. Also shown: CMC method [60]
and SLFM [62], both using the k-ε closure with Pope’s correction [98]. The width of
the error bars denote two standard deviations of the respective scalar uctuation.
radiative heat loss seems to improve the NO predictions [62]. Further downstream at
x/d = 50, where the temperature predictions are in agreement with experiment, the val-
ues for Y˜NO are in good general agreement with experiment. A slight difference between
the predictions using the realizable k-ε and RS closures is seen. Again, this reects the
differences in temperature predictions. However, as NO predictions are highly sensitive
to temperature, the differences are accentuated, particularly downstream of the peak
value in Figure 5.13a. The recent CMC predictions [60] show excellent agreement to
experiment as shown in Figure 5.13a. The previous SLFM predictions using a NO post-
processing step [62] over-predict the peak mole fraction by ≈ 23 ppm, compared to the
current EDC predictions (≈ 15 ppm), as shown in Figure 5.13b.
A comparison of turbulence closures using the EDC approach is shown in Fig-
ure 5.14. Radial proles for Cases A and B at two downstream locations (x/d = 20
and x/d = 50) are given. Comparison is made with experimental results [4, 6]. For H2
and CO comparison is made at x/d = 20 and x/d = 30 due to the low values measured
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Figure 5.14: Radial proles of mass fractions, Y˜α, mixture fraction, Z˜, and tempera-
ture, T˜ , using the EDC (Cases A and B) for the jet ame at two downstream locations:
● experimental data [6], realizable k-ε model and RS model with 6-step reduced
mechanism. The width of the error bars denote two standard deviations of the respective
scalar uctuation.
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and predicted at x/d = 50. As in the bluff-body ame, some deviation exists due to
the variation in mixture fraction eld, as can be seen in Figures 5.14a, 5.14c and 5.14e;
in particular at the downstream locations. Greater mixing and spreading of the jet is
observed; particularly notable in Figure 5.8e. The over-predicted mixing also affects the
products of the reaction and the ame temperature through the incorrect prediction of
k˜ and ε˜. Small differences exist between the predictions using the realizable k-ε and RS
closures. The centreline values at x/d = 20 are under-predicted using the RS closure as
seen in Figures 5.14a and 5.14c, with a similar deviation seen in Figure 5.14e. Com-
parison of predicted CO2 values to experimental results gives good agreement, unlike
the bluff-body ame (Figure 5.8d). A similar peak temperature (shown in Figure 5.8f)
is predicted at x/d = 20 using the realizable k-ε and RS closures; however, the RS clo-
sure gives a differing location. At x/d = 50 the differences are less pronounced. The
differences seen can again be attributed to variations in mixing, and hence reaction. In
addition, taking account of heat loss due to radiation would be expected to cause a
further decrease in peak temperatures [5].
These observations, discussed above, all lend condence to the presented method of
coupling the reduced 6-step mechanism to the CFD code, using the less computationally
intensive realizable k-ε turbulence closure. For parametric studies, the EDC negates the
need for specic amelet libraries to be generated, as required for the SLFM, which
would be advantageous for industrial design optimization.
5.6 Sensitivity to Model Constants
In the previous sections, it has been shown that the mixing elds calculated using the
realizable k-ε and RS closures, using standard model constants, with both the EDC and
SLFM differ somewhat from those measured experimentally. If an un-characterized
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combusting ow, such as a novel combustor conguration, is under design then this is
the accuracy that can be expected for turbulent ames. However, as is customary in
turbulent combustion, some adjustment of the model constants is acceptable to facili-
tate more accurate predictions. Where no experimental data for comparative purposes
exists, one must accept the accuracy demonstrated in the preceding sections. To demon-
strate that the models used in the present study can give more accurate predictions, the
generally accepted values for turbulence parameters and constants are altered for the
bluff-body and jet ames using the EDC and realizable k-ε turbulence closure (Case A).
The axial prole of mean mixture fraction, Z˜, is used to compare with experiment as
the mixture fraction reects the effect of turbulence and, thus, kinetics for the EDC.
The constants C2 in the realizable k-ε turbulence closure, Equation (3.13), and Sct
in the species transport equation, Equation (3.24), are varied. The constant C2 con-
trols the destruction of ε˜ and, thus, the spreading of the solutions. This constant only
alters the realizable k-ε model equation for ε˜ and isn’t affected by other modelling ap-
proaches, such as for µt, unlike σε. Sct controls the turbulent species diffusion. The
two constants are altered independently to observe the impact on the centreline mixture
fraction proles.
Figure 5.15 shows the effects of the variation of C2 and Sct for the bluff-body ame.
The value of C2 is decreased from its standard value (Table 5.4) by ≈ 2.6% and ≈ 5.2%,
with the centreline prole of Z˜ given in Figure 5.15a. As the value of C2 is decreased
the decay of the centreline Z˜ is decreased as the solution becomes less dissipative, as
expected. The value of Sct is increased from its standard value by ≈ 11% and ≈ 21%,
with the centreline prole of Z˜ given in Figure 5.15b. As the value of Sct is increased
the decay of Z˜ decreases as the fuel species diffuse slower. The bluff-body ame is more
complex than a jet ame. The values of these constants are also expected to alter the size
and shape of the recirculation zone which, as discussed in Section 5.5.1, are important
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Figure 5.15: Graphs showing effects of model constant variation on centreline variation of
mixture fraction, Z˜, for the bluff-body ame using the realizable k-ε turbulence closure.
(a) shows predictions made with C2 = 1.9, 1.85, 1.8 and Sct = 0.7. (b) shows predictions
made with Sct = 0.7, 0.775, 0.85 and C2 = 1.8.
for the correct prediction of the ame stabilization location.
Similar alterations of the model constants is applied to the jet ame, shown in Fig-
ure 5.16. The values of C2 are altered by the same amount as described above, with the
centreline proles of Z˜ given in Figure 5.16a. In addition, the effect of the change of C2
on T˜ and X˜NO is given in Figure 5.17. As with the bluff-body ame, a decrease in C2
results in a decrease in dissipation as seen by the slower decay of Z˜ in Figure 5.16a. A
slight increase in the peak T˜ values, as well as a variation in the location of the peak,
with decreasing C2 is seen in Figure 5.17a. These two observations are also shown in
the centreline X˜NO proles in Figure 5.17b, but with the effect of higher temperatures
clearly visible. The increase in ame length, indicated by the peak temperature loca-
tion, with decreasing C2 is consistent with a decrease in dissipation and reduction in the
spreading of the jet. The small increase in peak temperature is likely to be due to the
reduced spreading of the hot products into the cold oxidizer cold ow. The values of
Sct are increased by ≈ 11% and decreased by ≈ 7% with the centreline proles given in
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Figure 5.16: Graphs showing effects of model constant variation on centreline variation of
mixture fraction, Z˜, for the jet ame using the realizable k-ε turbulence closure. (a) shows
predictions made with C2 = 1.9, 1.85, 1.8 and Sct = 0.7. (b) shows predictions made
with Sct = 0.65, 0.7, 0.775 and C2 = 1.9; dashed line indicates Sct = 0.65 predictions for
clarity.
Figures 5.16b and 5.18. As with the bluff-body ame, less sensitivity to Sct than C2 is
seen. A decrease in Sct increases the rate of decay of Z˜ and lowers the peak T˜ and X˜NO
values; consistent with increase diffusion. A decrease in Sct reverses this trend.
For the bluff-body ame a combination ofC2 and Sct alterations for the realizable k-ε
turbulence closure are used to improve the predictions, as shown in Table 5.4. The RS
model is also used with altered constants. A small reduction (≈ 6%), obtained iteratively,
in the values of Cε2 and C2 in the RS and realizable k-ε closures, respectively, is used.
The turbulent Schmidt number is increased by ≈ 11%, reducing mass diffusion.
Figure 5.19 shows the centreline prole of the mean mixture fraction for Cases A and
B calculated using altered constants, given in Table 5.4. Comparison is made between
the experimental values [28] and computational predictions [48]. The results using the
RS closure show excellent agreement with experiment in all but the near-eld region
(x/d < 10). The much simpler realizable k-ε closure still shows good agreement. Al-
though the current predictions for the Z˜ prole using the RS closure gives a better result
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Figure 5.17: Graphs showing effects of variation of model constant C2 on centreline pro-
les of temperature, T˜ , and X˜NO for the jet ame using the realizable k-ε turbulence
closure. Predictions made with C2 = 1.9, 1.85, 1.8 and Sct = 0.7.
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Figure 5.18: Graphs showing effects of variation of model constant Sct on centreline
proles of temperature, T˜ , and X˜NO for the jet ame using the realizable k-ε turbulence
closure. Predictions made with Sct = 0.65, 0.7, 0.85 and C2 = 1.9. Dashed line indicates
Sct = 0.65 predictions for clarity.
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Figure 5.19: Centreline variation of mixture fraction, Z˜, for the bluff body ame
using the EDC (Cases A & B) with altered constants: ● experimental data [28],
realizable k-ε and RS closure predictions with 6-step reduced mechanism. Also
shown: computational data [48] using the RS closure and detailed kinetics [72]. The
width of the error bars denotes two standard deviations of the mixture fraction uctua-
tion.
than the realizable k-ε closure, the realizable k-ε closure gives an acceptable match using
fewer scalars resulting in faster computation times.
If the Z˜ eld, constructed from the mass fractions of the participating species, is
correct, then it follows that the mass fractions are in agreement. Figure 5.20 shows the
radial proles at two downstream locations; x/d = 10 and x/d = 20. In general, very
little deviation in the predictions of Y˜α and Z˜ exist. However, the anomaly for CO2 is
still present. There is a slight difference in the peak temperatures predicted at x/d = 10
in Figure 5.20f. At x/d = 20 the realizable k-ε closure gives a better prediction than the
RS closure.
5.7 NO
x
Prediction
The post-processing method for NOx, discussed in Section 3.3, using Zel’dovich chem-
istry with and without partial equilibrium assumptions for O and OH, is applied to
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Figure 5.20: Radial proles of mass fractions, Y˜α, mixture fraction, Z˜, and tempera-
ture, T˜ , using the EDC (Cases A & B) with altered constants: ● experimental data [28],
realizable k-ε and RS closure predictions with 6-step reduced mechanism.
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Figure 5.21: Graph showing variation of centreline NO values using different prediction
methods for the jet ame. The post-processing approach using the 3-step Zel’dovich chem-
istry with and without partial equilibrium assumptions for O and OH (see Section 3.3) are
shown, along with the prediction for Case A using the 6-step reduced mechanism. Also
shown (as ) is the post-processing approach applied to the SLFM prediction (Case C).
the jet ame for Case A. The scalar elds are frozen, with only a Y˜NO transport equa-
tion solved. The source term is supplied using Equations (3.62) and (3.66). If partial
equilibrium is assumed for O and OH then their concentrations are calculated using
Equations (3.63) and (3.64), respectively. The X˜NO predictions using three approaches
are given in Figure 5.21: (i) Y˜NO predicted using the reduced 6-step mechanism given in
Chapter 4; (ii) Y˜NO predicted using the Zel’dovich mechanism with O and OH predicted
using the reduced 6-step mechanism; and (iii) Y˜NO predicted using the Zel’dovich mech-
anism with O and OH assumed to be in partial equilibrium. In addition, Figure 5.21
gives the Y˜NO prediction using the Zel’dovich approach with the SLFM and realizable
k-ε turbulence closure; Case C.
A large variation in the predicted peak values is seen. The reduced mechanism gives
the closest prediction to experimental values. The Zel’dovich approach greatly over-
predicts the peak values by an order of magnitude due to the over-prediction of T˜ shown
in Figure 5.12a. As NOx is highly sensitive to temperature, any over-prediction in T˜
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is expected to have a large impact on NOx predictions [113]. However, the prediction
made using the reduced mechanism does not suffer from this, likely to be due to NO
removal in the post-ame gases. Inaccurate calculation of the concentration of O and
OH are also a possible source of error. Interestingly, the predictions using the Zel’dovich
approach with partial equilibrium assumptions are better than those made without the
assumptions. This is likely to be due to the compounding of errors; the partial equilib-
rium assumptions are probably under predicting O and OH concentrations resulting in
a lower value of Y˜NO for the same value of T˜ . The predictions made for Case C, using
the SLFM instead of the EDC, give a lower peak value than found experimentally. This
is consistent with the lower peak temperature predicted, shown in Figure 5.12b. The
post-processing method of Kim et al. [62], shown in Figure 5.13b, involves calculating
the reaction rates of NO prior to the CFD calculation and storing them in the amelet
les. These reaction rates are then extracted and the Favre-mean reaction rate is cal-
culated in the same way as species mass fractions. This means the variance of mixture
fraction (and hence temperature) has a greater impact on the reaction rate values than
through the assumptions made in formulating Equation (3.68). This may explain why
the post-processing approach of the current study gives predictions that deviate some-
what from experiment. In addition, the predictions are sensitive to the number of ‘bins’
in normalized temperature, T , space due to the non-gaussian shape of NO formation in
relation to temperature.
5.8 Radiation Effects
The radiation model described in Section 3.4 is implemented via a custom-written UDF
following Barlow et al. [5]. This adds a sink term, Q¯, in Equation (3.27) which depends
on the local values of temperature, pressure and concentrations of H2O, CO2 and CO.
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Figure 5.22: Adiabatic and non-adiabatic centreline proles of temperature, T˜ , and
X˜NO [ppm] for the jet ame using the EDC (Case A) with standard constants:
● experimental data [6], adiabatic and non-adiabatic predictions with 6-step re-
duced mechanism.
Figure 5.22 gives a comparison of the adiabatic and non-adiabatic proles of centreline
temperature and NO concentration for the jet ame. The inclusion of Q¯ decreases the
peak temperature by ≈ 80 ○C or 4%, as shown in Figure 5.22a. Downstream of the
peak location, the difference between adiabatic and non-adiabatic solutions widens.
The NO predictions, as expected, follow a similar trend as shown in Figure 5.22b. The
peak X˜NO value is decreased by ≈ 10 ppm or 20%. The inclusion of radiation gives
a better prediction of both peak temperature and peak NO values, although the peak
location differs somewhat from experiment. This result suggests that including radiation
in combination with a decrease in C2, as shown in Section 5.6 and Figure 5.17, would
give a better agreement with experiment.
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5.9 Summary
The reduced 6-step mechanism developed in Chapter 4 is applied to two turbulent syn-
gas ames. Predictions are made with the reduced mechanism via two turbulent com-
bustion models (the EDC and SLFM) using two turbulence closures (the realizable k-ε
and RS). Comparison is made to published experimental and numerical data for tem-
perature and species. The performance of the reduced mechanism is acceptable for both
ame congurations studied. The differing reaction rate modelling approaches (using
standard constants) give acceptable agreement to experiment, though the predictions
differ between models. The inclusion of preferential diffusion in the EDC may have an
impact on the location of ame stabilization. A greater interaction is seen between the
reaction rate model and the turbulence closure using the EDC compared to the SLFM,
suggesting a closer coupling.
The simpler realizable k-ε turbulence closure is found to give predictions very similar
to those of the more complex RS closure. Alteration of turbulence closure constants is
found to have an impact on the mixture fraction eld predictions, and hence the scalar
eld. Slight alterations of the constants are made and a better match to experiment is
found. Inclusion of heat loss due to radiation has an effect on both temperature and NO
predictions. Using both altered and un-altered constants with the EDC gives reasonable
NO and CO predictions. Given prior knowledge of detailed scalar measurements suit-
able alterations of model constants may be made to improve the predictions. However,
without such knowledge (as in the off-gas burner) the standard model constants give
acceptable agreement to experiment for the use of the modelling approach presented as
a design tool.
The use of the reduced 6-step mechanism with the EDC, with turbulence closure
given by the simpler realizable k-ε closure, appears justied for turbulent H2/CO/N2
Model Validation Cases 109
ames. The EDC has an advantage over the SLFM as it includes preferential diffusion,
which may be important in the off-gas burner, and it does not require the generation of
a amelet library. For parametric studies where fuel or oxidizer streams vary, this could
give a signicant saving of pre-processing time. The modelling approach discussed in
this chapter is now applied to the off-gas burner.
Chapter 6
Slotted Burner Modelling
The slotted burner design, forming the basis of this study, was developed and tested by
Grimwood [50] who undertook comprehensive measurements at atmospheric pressure.
The effect of ambient (≈ 300 K) and high (≈ 1100 K) inlet temperatures on the burner
performance were investigated where pollutant evolution, particularly readings for CO
and NOx, was of particular interest. In this chapter the modelling of the off-gas burner
is discussed and the results of the simulations are presented.
Much of the burner design work was conducted concurrently with the modelling
work presented in previous chapters. Initially, the burner design was thought to give a
turbulent ame. Thus, the modelling work conducted in Chapter 5 was for turbulent
ames. As the burner conguration changed during the design process, the ow was ob-
served to be mostly laminar [50]. This resulted in a change in the modelling procedure,
as will be discussed below.
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6.1 Background
The SOFC hybrid cycle, described in Chapter 2, requires a low-emissions burner to
oxidize the partially reacted streams (known as off-gas or tail gas and having mixture
compositions similar to syngas) exiting the fuel cell. The design process for the burner
looked at a number of ways of introducing the fuel and oxidizer streams to achieve high
levels of mixing with low pressure loss, before settling on a slotted conguration [50].
This conguration features a number of individual fuel and oxidizer streams (not neces-
sarily in a 1 ∶ 1 ratio) combined together in repeating sections as described in Chapter 2.
The streams are separated by splitter plates which results in a number of ames forming
above the fuel slots, as shown in Figure 2.6a. The ow direction within each stream is
controlled through the use of corrugations, which can be angled from 0○ to ±30○, with
the intention that mixing would be improved by a larger relative ow angle between
adjacent slots.
At the outset of the experimental work it was thought that the large number of
shear layers generated downstream of the splitter plates would result in a turbulent ow
eld [50]. However, the results presented by Grimwood [50] indicate that the ow eld
was predominantly laminar in the near-eld, becoming turbulent further downstream.
It was also found that the angled ow had relatively little impact on the overall level of
mixing, as indicated by CO and NO levels downstream of the burner. A greater effect
on the mixing was observed by varying the fuel to air slot ratio within each section. The
greatest impact was by varying the mass ow (and hence velocity) difference between
the fuel and air streams, however, this has the undesirable consequence of increasing
the pressure loss across the burner. These observations of the mixing behaviour allow
a number of assumptions (periodicity and reduction in dimensionality) which help to
simplify the model of the burner and thus reduce the computational requirement.
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The burner features a wide range of geometrical length scales. The downstream
limit of the computational grid required to capture the ow eld is ≈ 100 mm for the
atmospheric temperature case and ≈ 240 mm for the high temperature case. In the third
dimension a depth of at least the width of the actual burner is required if entrainment is
ignored, and this would be increased if the effects of entrainment were to be included. To
capture this mixing eld with sufcient accuracy a very ne mesh is needed, particularly
in the near-eld of the splitter plates. This has the unavoidable consequence of increasing
the computational effort. Reducing the mesh density close to the inlet and downstream
of the splitter plates reduces the resolution of the ow details. For example, immediately
downstream of the splitter plates will be a region of high shear. It is this shear that results
in mixing of the fuel and oxidizer streams. A coarse mesh in this region could result
in an incorrect calculation of the shear layer and incorrectly model the mixing eld.
The correct prediction of the scalar eld relies on representing their mixing accurately
and a trade-off exists between the accuracy of a dense mesh and the speed of a coarse
mesh. Other simplications can be made to reduce the computational requirements, as
discussed next.
The impact of ow angle difference on emissions was observed to be small [50].
Hence, this feature of the geometry can be ignored without signicantly affecting the
calculated emissions. A further assumption is that the ow is uniform in the z direction
(as indicated in Figure 2.6b), and the burner could be modelled in two dimensions as-
suming innitely long slots. In a two-dimensional model, the effects of entrainment are
ignored. In addition, the repeating (or periodic) nature of the slots may be used to reduce
the number of ‘units’ modelled — each unit in any burner has an identical make-up. In
the results presented below, two units are modelled with periodic boundary conditions
on either side.
These geometric simplications, when combined with the simple turbulence and ki-
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netic models discussed in Chapters 3 and 4, make multi-variable parametric studies, of
the type used in industrial design, less prohibitive nancially. The numerics and bound-
ary conditions are presented next.
6.2 Numerics
Previous work observed that the ow through the burner was predominantly laminar in
the near-eld developing to turbulent ow downstream [50]. The realizable k-ε closure
is used to close the RANS equations as it has the advantage of requiring fewer variables
than the Reynolds stress closure and, hence, lower computational requirements. The
standard realizable k-ε closure constants are used (given in Table 3.1) because velocity
and turbulence quantities were not available from experiments. The numerical study
of jet and bluff-body ames presented in Chapter 5 gives condence that the standard
constants will give acceptable predictions of the mixing. Other numerical details are
as described in Section 3.5, unless otherwise indicated. The 6-step reduced mechanism
detailed in Chapter 4 is used for all simulations unless stated otherwise.
The grid used is a combination of quadrilateral and tetrahedral cells, as shown in
Figure 6.1. The grid is quadrilateral and dense immediately downstream of the inlets,
changing to an expanding triangular grid to reduce memory requirements. The total
number of nodes is ≈ 8600. For the high temperature simulations the domain is ex-
tended downstream to the experimental measuring location. The grid was increased in
resolution until changes in results were small.
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Figure 6.1: Computational mesh used for atmospheric off-gas burner calculations. A
structured quadrilateral mesh is used for the inlet region, changing to a tetrahedral mesh
further downstream; shown in the expanded view. Also shown are the locations of fuel
(F) and oxidizer (O) stream inlets, and the location of the splitter plate walls.
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Table 6.1: Overview of off-gas burner atmospheric (ATP) test conditions.
Variable Conditions Figure
Equivalence Ratio, φ Table C.1 Figure 6.3
Bulk Velocity, vbulk Table C.2 Figure 6.5
H2 ∶ CO Ratio Table C.3 Figure 6.6
Table 6.2: Overview of off-gas burner high temperature (HT) test conditions.
Variable Conditions Figure
Equivalence Ratio, φ Table C.4; DATUM & 1–4 Figure 6.8
Bulk Velocity, vbulk Table C.4; 8–11 Figure 6.9
6.3 Boundary Conditions
The inlet boundary conditions used in this study match the experimental conditions
from Grimwood [50]. A full listing of those used is given in Appendix C.1. The inlet
boundary conditions used for each variable sweep are given in Tables 6.1 and 6.2 for
the atmospheric (ATP) and high temperature (HT) simulations, respectively. The gure
giving the corresponding results is also indicated. For each case the equivalence ratio,
φ, and the bulk velocity, vbulk, are varied keeping other variables as constant as the ex-
perimental methods allowed [50]. In addition, the H2 ∶ CO ratio for the ATP conditions
is varied.
Mass ow inlets are used for each fuel and oxidizer inlet. Turbulence parameters
are set by prescribing a low value of turbulence intensity, I = 0.1%, reecting the ex-
perimentally observed laminar ow emerging from each slot, and the calculated hy-
draulic diameter, dh. The turbulent length scale is calculated using ℓ = 0.07dh, where
dh = 1.97 ×10−3 m [82]. For simplicity, a top-hat prole is used for both mass ows and
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turbulence parameters. This is justied by the short length of the corrugations used in
the actual burner. The inlet temperatures are set to 300 K for the ATP calculations. For
the HT calculations the inlet temperatures are set to values given in Table C.4, corre-
sponding to those determined experimentally [50]. All walls are assumed to be adiabatic
and have no slip conditions. The pressure on the downstream boundary is set to be at-
mospheric. The left and right boundaries are set as periodic. Results for the ATP and
HT conditions are given next, followed by high pressure cases.
6.4 Results for Atmospheric Conditions
The reduced mechanism developed in Chapter 4 is used via the interface between FLU-
ENT and the external subroutine described in Section 5.3. This reduced mechanism
incorporates recent updates to H2/CO/N2 kinetics [30] with fewer scalars than the full,
detailed mechanism, whilst retaining the relevant physics, such as the varying chemical
timescales present. The presence of hydrogen in the fuel stream necessitates the use of
full multi-component molecular and thermal diffusion effects.
The general procedure, using the realizable k-ε closure, detailed in Chapter 5 is ap-
plied to the off-gas burner to capture the turbulent ow eld later on. FLUENT’s imple-
mentation of the EDC and SLFM fails to predict a stable ame and blow-off is observed.
There is not enough scope in the uncertainty of the boundary conditions, such as the
turbulence intensity, inlet stream or wall temperatures, to be able to produce a stable
ame by varying them.
The failure of the EDC approach may be attributed to its eddy-cascade-based for-
mulation. The turbulent kinetic energy and its rate of dissipation appear in Equat-
ion (3.46) via the ne-structures fraction, Equation (3.47), and the ne-scale mixing,
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Equation (3.49), respectively;
γ∗ = ( 3Cβ
4Cα
2
)1/4 (ν∗ ε˜
k˜2
)1/4 ,
τ∗ = (Cβ
3
)1/2 (ν∗
ε˜
)1/2 .
If the turbulence quantities are incorrectly predicted (either in magnitude or location),
or simply too low, the values of γ∗ and τ∗ could vary and directly impact on the mean
reaction rates calculated. The strong non-linearity of Equation (3.46) increases the effect
of any discrepancy. If, for example, ε˜ is over-predicted then the mixing time τ∗ decreases.
This decrease could reduce the time over which the reaction occurs to a level where blow-
off occurs. Likewise, an over-prediction of k˜ leads to a decrease of γ∗, the fraction of
ow where reaction can occur. The SLFM, with a differing formulation to the EDC,
still fails to predict a stable ame. Like with the EDC, low values of k˜ and ε˜ would
impact on the Z̃′′2 eld through the presence of µt (= ρ¯Cµk˜2/ε˜) and χ˜ (= CχZ̃′′2ε˜/k˜)
in Equation (3.57) and of µt in Equation (3.55). This could lead to incorrect scalar
values being interpolated from the amelet library. If alternate conditions are used,
particularly featuring an increase in bulk velocity, the EDC and SLFM may be more
appropriate choices to represent the increased turbulence-chemistry interaction, as in
Chapter 5. In addition, the adiabatic assumption, whereby radiative heat transfer to the
burner surface is neglected, and therefore the pre-heating the incoming fuel and air is
not represented, could be detrimental to ame stabilization. In fact, this contribution
to ame stability was discussed for the jet ame in Section 5.5.2 [3].
As the ow issuing from the slots is laminar, laminar nite-rate kinetics (as described
in Section 3.2.1) are adopted for the results presented here, meaning R¯α = Rα in Equat-
ion (3.24) and turbulent uctuations of temperature are ignored. This may be appro-
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Figure 6.2: Graph of CO and NO concentrations [ppm] downstream of the inlet for atmo-
spheric Condition 1 at atmospheric pressure: and ● CO results for computation and
experiment [50], respectively, and ◻ NO results for computation and experiment [50],
respectively. Error bars indicate estimated uncertainties [50]. Inlet conditions used are
given in Table 6.1.
priate for the off-gas burner under the particular conditions studied here due to the low
turbulence levels at the inlets [14]. As with the EDC, transport equations for each species
are solved but with R¯α calculated directly using the reduced mechanism via the CHEM-
KIN subroutine. As such, the total number of species appearing in the mechanism has
a clear impact on computational requirements.
Figure 6.2 shows the downstream evolution of CO and NO concentrations for Con-
dition 1 at ATP, given in Table C.1. The experimental values given in Figure 6.2 were
obtained using the 30○ burner conguration [50, Chapter 8] as results for 0○ are not
available for this particular set of readings. The predictions are made assuming a two-
dimensional 0○ conguration. This is justied as the experimental work showed little
difference in readings between 0○, 15○ and 30○ ow angles for both CO and NO read-
ings [50]. The predictions for both CO and NO give similar proles to experiment. The
predicted NO level rises and reaches a steady value before x ≈ 0.02 m. The experimen-
tal results show a similar prole, though higher values are indicated and there is some
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Figure 6.3: Graph of CO and NO concentrations [ppm] with varying equivalence ratio, φ:
and ● CO results for computation and experiment [50], respectively, and ◻ NO
results for computation and experiment [50], respectively. Error bars indicate estimated
uncertainties [50]. Inlet conditions used are given in Table 6.1.
variation downstream. This shows that NO is formed close to the ame front, then the
NO level is quickly frozen by mixing with cool oxidizer and the subsequent temperature
reduction. The CO evolution indicates the longer τCO times expected for CO oxidation.
The predicted CO concentrations reach zero at x ≈ 0.06 m. The experimental results
indicate that the CO oxidation is even slower, as a signicant concentration of CO is
seen at x = 0.1 m.
The results for sweeps of equivalence ratio, bulk velocity and H2 ∶ CO ratio for ATP
conditions are given in the following sections.
6.4.1 Effect of Equivalence Ratio
Figure 6.3 shows CO and NO concentrations with varying equivalence ratio, φ. The
experimental conditions used for the calculations are given in Table C.1. The NO pre-
dictions give good agreement to experiment. The trend and magnitude of the readings
are within the experimental uncertainty over the equivalence ratio range. NO forma-
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tion occurs in high temperature regions such as the ame front. The ame temperature
increases with φ due to the increase of fuel and corresponding decrease of diluent, indi-
cated in Figure 2.1. The observed NO concentrations increase with φ due to the increase
in ame temperature. The agreement between the experimental NO and calculated NO
levels, formed via the thermal NOx route, suggest that the heat release and temperature
predictions are likely to be in agreement with those from experiment.
The experimental results of Grimwood [50] show that CO concentrations initially
decrease with increasing φ until a minimum point is reached; approximately 77.7 ppm
at φ ≈ 0.42. From this minimum the CO concentrations then increase with increasing φ.
The computational results for CO predict a similar trend. However, the minimum value
is shifted to richer conditions; 44.0 ppm at φ = 0.463. The predicted minimum CO re-
gion is broader than indicated by the experiments; as seen in the range 0.42 ≲ φ ≲ 0.55
for the predictions and 0.38 ≲ φ ≲ 0.44 for the experimental results. The predicted
decrease and increase of CO before and after this minimum region gives similar magni-
tudes to experiment. For φ ≲ 0.42 the predictions appears shifted to richer conditions.
Whereas for φ ≳ 0.42 the computational model appears to under-predict the CO con-
centration.
The differences between predictions and experiment may be attributed to incorrect
prediction of mixing or kinetics, or even a combination of the two. The differences in
CO values between experiment and calculations can partly be explained by considering
the effect of the local mixture composition and temperature on the kinetics. The oxidizer
stream mixing with the fuel stream close to the splitter plates will supply the O2 needed
for oxidation. Further downstream, the oxidizer stream mixing with the hot post-ame
gases will reduce the temperature of the mixture, inhibiting oxidation. For φ ≲ 0.42
the increase of CO concentration is due to the decrease in temperature as the mixture
becomes leaner. This reduction in temperature inhibits CO oxidation. Any discrepancy
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Figure 6.4: Heat release, Q˙ [kJ/m3 · s ], in the near-eld region for Condition 1 at atmo-
spheric pressure shown as a colour-map. The fuel slot extends from 1.126 to 2.126 mm.
Inlet conditions used are given in Table 6.1.
in temperature predictions has a knock-on effect on the reaction rate of CO. The reduced
mechanism may be under-predicting these rates at such low temperatures (≈ 1200 K).
For φ ≳ 0.42 the increase in CO concentration is due to the lack of O2 locally as the
mixture becomes richer. This lack of O2 inhibits the oxidation of CO.
However, the NO predictions give condence that the temperature is being correctly
predicted. This implies the kinetics may not be the source of the shift in CO predictions.
Mixing, both turbulent andmolecular, in the near eld is the likely source of discrepancy.
As shown in Figure 6.4 the majority of the heat release, Q˙, occurs very close to the
splitter plates; within 1 mm or one slot width. Hydrogen is expected to diffuse quickly
away from the fuel stream and react faster compared to CO. The radicals formed by
this process go on to oxidize CO. The shift in CO predictions could be due to deciency
in the transport properties of H2 and H at these lean, dilute conditions [33, 80]. If the
diffusion (either thermal or molecular) of H2 is over-predicted there may be a lack of O
radicals to oxidize the CO, as the O may have recombined to form H2O. Dong et al.
[33] andMiddha et al. [80] have shown a discrepancy between the standard CHEMKIN
transport properties for H2, as used in the present work, and experiment over a range
of pressures and temperatures. These discrepancies in the binary diffusion coefcient
DH2,N2 lead to large changes in extinction strain rates in premixed ames [33]. It is
Slotted Burner Modelling 122
φ = 0.34
X˜NO [ppm]X˜CO [ppm]
vbulk [m/s]
6
5
4
3
2
1
0
1.210.80.60.40.2
600
500
400
300
200
100
0
(a) φ = 0.34
φ = 0.37
X˜NO [ppm]X˜CO [ppm]
vbulk [m/s]
8
7
6
5
4
3
2
1
0
1.210.80.60.40.2
600
500
400
300
200
100
0
(b) φ = 0.37
φ = 0.44
X˜NO [ppm]X˜CO [ppm]
vbulk [m/s]
14
12
10
8
6
4
2
0
1.210.80.60.40.2
120
100
80
60
40
20
0
(c) φ = 0.44
φ = 0.5
X˜NO [ppm]X˜CO [ppm]
vbulk [m/s]
14
12
10
8
6
4
2
0
1.210.80.60.40.2
400
350
300
250
200
150
100
50
0
(d) φ = 0.5
Figure 6.5: Graph of CO and NO concentrations [ppm] with varying bulk velocity,
vbulk [m/s]: and ● CO results for computation and experiment [50], respectively,
and ◻ NO results for computation and experiment [50], respectively. Error bars indi-
cate estimated uncertainties [50]. Inlet conditions used are detailed in Table 6.1.
reasonable to expect a similar impact on non-premixed ames where diffusion effects
are more important.
6.4.2 Effect of Bulk Velocity
Figure 6.5 gives CO andNO concentrations with varying bulk velocity, vbulk, at differing
equivalence ratios. The experimental conditions used for the calculations are given in
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Table C.2. The bulk velocity is inversely related to the mean residence time with high
values of vbulk giving shorter residence times. In addition, increases in vbulk also increase
the ame length.
In general, the NO predictions follow the experimental trend at each value of φ;
increasing with increasing vbulk. This is due to the increase in size of the high temper-
ature region, caused by the increase of the ame length as vbulk increases. A large high
temperature region increases the region where NO can form. Figure 6.5 also shows
that as φ increases the NO concentration increases. This is due to the increase of ame
temperature with φ, and thus a corresponding increase in NO. Once out of the high
temperature region, the reaction is quenched due to the fast mixing of the cold oxidizer
stream. However, at these low levels of NOx emissions, the sensitivity of the measuring
equipment used results in a large degree of uncertainty [50].
The CO predictions follow the experimental trend; CO levels increase with increas-
ing vbulk, or decreasing residence time. As the residence time decreases the length of
time CO spends in the high-temperature region is reduced. Consequently, there is less
time for oxidation of CO to occur. This is consistent with known timescales for CO
oxidation [66]. The predictions are consistent with the ndings in Section 6.4.1. At
φ ≲ 0.42 (shown in Figures 6.5a and 6.5b) the computational model over-predicts the
CO concentration, possibly due to the temperature being under-predicted and hence
inhibiting CO oxidation, or the lack of O radicals due to incorrect prediction of H2
diffusion, as discussed above. At φ = 0.44 the CO values predicted are in agreement
with experiment over the range of vbulk values, which coincides with the closest match
in Figure 6.3. In general, the discrepancies between experiment and predictions increase
with increasing vbulk. As the mass ows of fuel and oxidizer are increased concurrently,
the ow becomes increasingly turbulent. The lack of turbulence-chemistry interaction
becomes noticeable in the CO predictions. In this case, diffusion via turbulence begins
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Figure 6.6: Graph of CO and NO concentrations [ppm] (a), and temperature [K] (b)
with varying H2 ∶ CO ratio at φ ≈ 0.42: and ● CO results for computation and ex-
periment [50], respectively, and ◻ NO results for computation and experiment [50],
respectively. Error bars indicate estimated uncertainties [50]. Inlet conditions used are
given in Table 6.1.
to dominate over molecular or thermal diffusion. On the other hand, increasing the
velocity increases the ame length. The discrepancies could be caused by CO bypassing
the hot regions immediately downstream of the splitter plates in the calculations.
6.4.3 Effect of H2 ∶ CO Ratio
Figure 6.6 gives CO and NO concentrations, and temperature with varying H2 ∶ CO
ratio at φ ≈ 0.42. The experimental conditions used for the calculations are given in Ta-
ble C.3. The CO predictions follow the experimental trend; decreasing with increasing
H2 ∶ CO ratio, as shown in Figure 6.6a. The CO magnitudes are in general agreement
with experiment, coinciding with the trend identied in Sections 6.4.1 and 6.4.2 for
φ ≈ 0.42. The drop in CO concentrations is likely to be a consequence of both the
reduced CO input into the system and the increased H2 presence. As the H2 ∶ CO ra-
tio increases there is a greater proportion of H2 and thus a greater proportion of H2O
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formed, involving OH and O. Any increase in the availability of O will increase the
oxidation of CO (see page 62).
A small temperature drop of the order of 15 K is observed in both predicted values,
shown in Figure 6.6b, and experiment [50] (not shown due to large experimental un-
certainties present). This temperature drop can be attributed to the increasing specic
heat of the products due to the increased H2O present. NO predictions follow the rough
experimental trend of decreasing with increasing H2 ∶ CO ratio. This small decrease is
due to the temperature variation with H2 ∶ CO ratio. As discussed above, the experi-
mental uncertainty at these low NOx values is high. However, the predictions give good
qualitative results.
6.5 Results for High Temperature Conditions
Predictions are made using a set of high temperature and atmospheric pressure condi-
tions (denoted HT and given in Tables 6.2 and C.4) that vary the equivalence ratio, φ,
and bulk velocity, vbulk. In the experiments a catalyst was used to generate the high
temperatures and appropriate mixture compositions required. The inlet values for mix-
ture composition represent theoretical estimates based on equilibrium calculations and,
hence, there is a high degree of uncertainty in the species concentrations. It is therefore
difcult to determine the behaviour as there may be discrepancies between the actual
products of the catalyst reaction and those determined from theory [50].
The same numerics are used as in Section 6.4; the realizable k-ε closure with nite-
rate kinetics and reduced 6-step mechanism. The computational domain has been ex-
tended to correspond to the experiment.
Figure 6.7 shows the downstream evolution of CO and NO concentrations for the
DATUM condition at HT, given in Table C.4. No experimental data is available for
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Figure 6.7: Graph of CO and NO concentrations [ppm] downstream of the inlet for high
temperature DATUM condition at atmospheric pressure: CO and NO results for
computation. Inlet conditions used are given in Table C.4.
comparison. As with the ATP evolution, the NO formation occurs at the ame front
and the NO levels are quickly frozen by mixing with cooler oxidizer to a steady value,
as shown at x > 0.03 m. The CO levels decrease very slowly due to the lower peak
temperatures present at these conditions preventing full oxidation.
6.5.1 Effect of Equivalence Ratio
Figure 6.8 gives the CO and NO concentrations with varying equivalence ratio, φ, up
to 0.15 for high temperature conditions. At such lean conditions (representing the mix-
ture composition in the SOFC hybrid cycle) both the adiabatic and stoichiometric tem-
peratures are low (around 1300 K) compared to those for the atmospheric conditions
(around 1800 K). These low temperatures inhibit both CO oxidation and NO forma-
tion. The CO predictions are of the same order of magnitude as the experimental read-
ings. However, due to the uncertainty over the inlet conditions, no further analysis is
justied. For NO, the predictions are of the same order of magnitude as experimental
values. However, the uncertainty in gas sampling is high at such low NO concentra-
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Figure 6.8: Graph of CO and NO concentrations [ppm] with varying equivalence ra-
tio, φ, for high temperature conditions: and ● CO results for computation and ex-
periment [50], respectively, and ◻ NO results for computation and experiment [50],
respectively. Inlet conditions used are given in Table C.4.
tions [50].
6.5.2 Effect of Bulk Velocity
Figure 6.9 gives the CO and NO concentrations with varying bulk velocity, vbulk, for
high temperature conditions at φ = 0.069. Because of the uncertainty in gas sampling,
the experimental results show a high degree of scatter for both CO and NO. However,
as with Figure 6.8 the predictions are of the same order of magnitude for both CO and
NO. CO concentrations were found to increase with vbulk using a particular set of inlet
conditions [50]. The predictions follow this trend using all the inlet conditions. Due to
the low overall temperatures of the conditions used the NO concentrations are small
and within the experimental uncertainty.
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Figure 6.9: Graph of CO and NO concentrations [ppm] with varying bulk velocity,
vbulk [m/s], for high temperature conditions: and ● CO results for computation and
experiment [50], respectively, and ◻ NO results for computation and experiment [50],
respectively. Error bars indicate estimated uncertainties [50]. Inlet conditions used are
given in Table C.4.
6.6 Extension to High Pressure Conditions
The off-gas burner is intended to operate at high temperatures and pressures when used
in an industrial setting. The ATP and HT conditions are selected for experimental con-
venience as high pressure tests are difcult and costly to conduct in a laboratory setting.
This is where a computational model of the burner can be advantageous to the design
process. The modelling procedure demonstrated above is extended by repeating Con-
dition 1 from the ATP conditions (Table C.2) and DATUM from the HT conditions
(Table C.4) with the pressure increased from 1 bar to 7 bar. Unfortunately, no experi-
mental readings are available at high pressures to allow comparison. The ATP condi-
tions are denoted as HP for the high pressure simulations. Similarly, the HT conditions
are denoted as HTP for the high pressure simulations.
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Figure 6.10: Graph of CO and NO concentrations [ppm] downstream of the inlet for
atmospheric Condition 1 at atmospheric and high pressures: and ● CO results for
computation and experiment [50], respectively, and ◻ NO results for computation and
experiment [50], respectively. Error bars indicate estimated uncertainties [50]. Inlet con-
ditions used are given in Table 6.1. (a) is a repeat of Figure 6.2.
6.6.1 ATP to HP Comparison
Figure 6.10 gives the downstream evolution of CO and NO concentrations for Condi-
tion 1 (φ = 0.502) at both 1 bar (repeated from Figure 6.2) and 7 bar. Similar evolutions
of CO are seen for both ATP andHP. A slightly faster decrease (compared at x = 0.02 m)
of CO concentrations is seen for 7 bar than for 1 bar. The NO predictions show an in-
crease of ≈ 6 ppm from 1 bar to 7 bar. These two ndings can be attributed to a faster
reaction rate and higher temperatures achieved at the higher pressure. This is consistent
with the greater number of molecular collisions expected at a higher pressure.
To highlight these observations, contour plots of OH mass fraction, Y˜OH, and tem-
perature are given in Figure 6.11 for both 1 bar and 7 bar. Y˜OH gives an indication of
the ame front location. Viewing the temperature contours, it is seen that the high pres-
sure case gives higher peak temperatures (1966 K at HP compared to 1837 K at ATP).
The high temperature region (using the 1700 K contour) extends a similar distance in
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Figure 6.11: Temperature, T˜ [K], contour plot downstream of the burner for Condition
1 at atmospheric and high pressures. Temperature contours indicated at 200 K intervals,
starting at 300 K. The predicted OH mass fraction, Y˜OH, is also shown as a colour-map.
The fuel slots extend from 1.126 to 2.126 mm and from 5.378 to 6.378 mm.
both cases. However, the temperature eld reaches uniformity faster at high pressure,
as seen by viewing the 1500 K contour. Viewing the OH eld, it is seen that at high
pressure the reaction zone is much thinner than at ATP. The peak value of Y˜OH at HP is
also approximately three times less (Y˜OH = 0.0012) than at ATP (Y˜OH = 0.0035). This is
as expected as the reactions occur faster and the intermediate species, such as OH, are
converted to products.
To examine the reaction in the near eld, plots of temperature, T˜ [K], heat release,
Q˙ [kJ/m3 · s ], and net rates of formation/destruction, R¯α [kg/m3 · s], for CO, H2 and
NO are given in Figure 6.12 at both 1 bar and 7 bar. Firstly, the temperature plot again
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shows a higher temperature predicted with the HP case. Secondly, it can be seen that
the reaction zone is much thinner in the high pressure case by viewing the heat release
or formation/destruction rates. This is particularly evident in the plots of R¯NO. The
higher temperatures can be explained by the higher reaction rates, seen by viewing the
maximum values of R¯α for CO andH2. In the HP case, the rates are approximately three
times higher than in the ATP case. The total heat release, Q˙, is seen to be approximately
six times higher in the HP case. As a result of this, the NO peak rate of formation is
seen to be over two times higher for the HP case than the ATP. This explains the higher
values predicted for the HP case shown in Figure 6.10. These ndings are consistent
with the greater number of molecular collisions expected at higher pressures.
A more detailed look at the NO eld is given in Figure 6.13 for both 1 bar and
7 bar. Consistent with the ndings for R¯NO discussed above, it is seen that the peak NO
concentrations are approximately two times higher at HP conditions. The majority of
the NO is formed at the ame front, and the reaction is quickly quenched as mixing
with the oxidizer stream occurs. The peak region is shorter with the HP case than the
ATP case, as discussed above for the temperature eld shown in Figure 6.11.
The velocity magnitude, vmag, eld for both 1 bar and 7 bar is shown in Figure 6.14.
This comparison shows that at both pressures the predicted ow eld remains similar,
albeit with differing magnitudes.
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Figure 6.12: Temperature, T˜ [K], heat release, Q˙ [kJ/m3 · s ], and net rates of formation/destruction of CO, H2 and NO,
R¯α [kg/m
3 · s], in the near-eld region for Condition 1 at atmospheric and high pressures shown as a colour-map. The fuel
slot extends from 1.126 to 2.126 mm.
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Figure 6.13: Plots of NO concentration, X˜NO [ppm], for Condition 1 at atmospheric and
high pressures. The fuel slot extends from 1.126 to 2.126 mm.
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Figure 6.14: Plots of velocity magnitude, vmag [m/s], for Condition 1 at atmospheric and
high pressures. The fuel slot extends from 1.126 to 2.126 mm.
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6.6.2 HT to HTP Comparison
The high temperature DATUM condition at 1 bar (given in Table C.4) is compared to
the same inlet conditions at 7 bar, denoted as HTP. The same set of comparisons is made
as in Section 6.6.1. No experimental data is available for comparison. The downstream
evolution of CO and NO is given in Figure 6.15. For the HT DATUM case, shown in
Figure 6.15a, the oxidation of CO is much slower than that seen in the ATP case (Fig-
ure 6.10a). The CO level predicted at the downstream extent is still developing with a
value of ≈ 60 ppm. This is due to the very lean conditions and consequent low temper-
atures that inhibit CO oxidation. The NO levels are very low (sub-ppm) compared to
the ATP case, again due to the low temperatures. The HTP case, shown in Figure 6.15b,
indicates a much faster rate of CO oxidation (note the differing scales). There is a slight
(< 0.02 ppm) increase in NO levels predicted. Both these observations are due to the
greater rate of reaction and higher temperatures expected as the pressure is increased.
This agrees with the observations in Section 6.6.1.
A comparison of the temperature eld, shown in Figure 6.16 shows the higher tem-
peratures experienced at high pressure (1766 K), indicated by the tightly spaced con-
tours in Figure 6.16b, compared to 1 bar (1504 K). The length of the high temperature
region, indicated by the 1300 K contour, is similar in both HT (x = 11 mm) and HTP
cases (x = 13 mm). Comparing the OH eld, also shown in Figure 6.16, shows that
at high pressure the magnitude of Y˜OH is lower than at HT. As with the ATP and HP
cases, shown in Figure 6.11, the increase in pressure increases the reaction rate due to
the increase of molecular collisions leading to reaction. This in turn leads to a decrease
in OH radicals, as they are consumed in the oxidation of H2 and CO.
Examining the near-eld temperature, heat release, and net rates of formation/de-
struction, shown in Figure 6.17, supports the previous observations. The ame area is
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Figure 6.15: Graph of CO and NO concentrations [ppm] downstream of the inlet for high
temperature DATUM condition at atmospheric and high pressures: CO and NO
results for computation. Inlet conditions used are given in Table 6.2. (a) is a repeat of
Figure 6.7.
thinner and more compact in the HTP case than in the HT case. Due to the highly lean
conditions present (φ = 0.069), the ame is much smaller than in the ATP and HP cases
(Figure 6.12). The high pressure predictions give higher temperatures, heat release, and
net destruction rates of CO and H2. The NO formation rate is seven times higher in
the HTP case due to the higher temperatures. This observations can also be made by
comparing NO concentrations, given in Figure 6.18. The concentrations predicted for
the HTP case are two times those predicted for the HT case. Figure 6.19 compares the
velocity magnitude predictions. Both cases give similar ow patterns, though the HT
case gives a greater velocity magnitude.
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Figure 6.16: Temperature, T˜ , contour plot downstream of the burner for DATUM con-
dition at atmospheric and high pressures. Temperature contours indicated at 100 K in-
tervals, starting at 1000 K. The predicted OH mass fraction, Y˜OH, is also shown as a
colour-map. The fuel slots extend from 1.126 to 2.126 mm and from 5.378 to 6.378 mm.
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Figure 6.17: Temperature, T˜ [K], heat release, Q˙ [kJ/m3 · s ], and net rates of formation/destruction of CO, H2 and NO,
R¯α [kg/m
3 · s], in the near-eld region for DATUM condition at atmospheric and high pressures shown as a colour-map. The
fuel slot extends from 1.126 to 2.126 mm.
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Figure 6.18: Plots of NO concentration, X˜NO [ppm], for DATUM condition at atmo-
spheric and high pressures. The fuel slot extends from 1.126 to 2.126 mm.
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Figure 6.19: Plots of velocity magnitude, vmag [m/s], for DATUM condition at atmo-
spheric and high pressures. The fuel slot extends from 1.126 to 2.126 mm.
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Table 6.3: Comparison of NOx predictions with 6- and 7-step reduced mechanisms.
6-step 7-step
Table Condition p [bar] X˜NO [ppm] T˜ [K] X˜NOx [ppm] %NO2
a T˜ [K]
C.2 1 { 1 8.62 1504.1 9.58 0.3 1504.1
7 14.2 1425.9 13.7 1.1 1425.9
C.4 DATUM { 1 0.0865 1216.5 0.0879 2.2 1216.5
7 0.104 1212.8 0.109 4.8 1212.7
a The percentage contribution of NO2 to the total X˜NO value.
6.7 NO2 Contribution
The 7-step mechanism described in Chapter 4 is applied to both atmospheric and high
temperature inlet conditions at atmospheric and high pressures. The total NOx is de-
ned as X˜NOx = X˜NO + X˜NO2 on a dry basis for the 7-step mechanism and as X˜NOx = X˜NO
for the 6-step mechanism. Table 6.3 gives a comparison of the predicted NOx levels and
the percentage contribution of NO2. It is observed that the difference between the 6-
and 7-step mechanisms, in terms of total NOx values, is small. The contribution of
NO2 is also shown to be small (< 5%) for both atmospheric and high pressures. The
contribution of NO2 increases with pressure, as expected [113]. Any small differences
between the 6- and 7-step mechanisms can also be explained by the highly sensitive
nature of NOx predictions to the temperature, as discussed above.
6.8 Summary
The reduced chemical mechanism developed in Chapter 4 is used with the realizable k-ε
turbulence closure and laminar chemistry, and is applied to the off-gas burner. The con-
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ditions employed in atmospheric and high temperature experiments are simulated using
the model developed. The ndings indicate that the correct prediction of the ow eld
(velocities, mixture fraction, species mass fractions and temperature, and their uctua-
tions) is critical for predicting the temperature and species elds. For the off-gas burner
operating at the presented conditions, the use of laminar nite-rate chemistry appears
to be justied. However, should the Reynolds number of the ow issuing from the slots
increase due to possible design changes, the use of laminar nite-rate chemistry may lead
to inaccuracies as the turbulence-chemistry interactions become increasingly important.
However, the general procedure using the EDC and SLFM, detailed in Chapter 5, is still
highly appropriate if the turbulence levels are high enough to sustain a ame.
The use of the reduced mechanism demonstrates that sensitivity tests can be made for
equivalence ratio, bulk velocity, H2 ∶ CO ratio etc. requiringmoremodest computational
resources and less time than for full chemistry. Trends for CO and NO are predicted
qualitatively over the ranges investigated, however there are discrepancies with CO pre-
dictions. Further work, both computational and experimental, is required to identify
the source of the CO shift experienced in the equivalence ratio sweep. The extension of
the model to high temperatures and pressures shows that its use is feasible as a design
tool for further off-gas burner optimization. The NOx and CO emissions predicted at
high pressure are well within the design targets set. The agreement at atmospheric pres-
sure is sufcient to support the model’s use at high pressures. This lends condence to
the success of the burner operating at the actual operating conditions.
Chapter 7
Conclusions
The goal of this project was to develop a computational model of the Rolls-Royce Fuel
Cell Systems SOFC hybrid off-gas burner. The previous chapters described the develop-
ment and validation of a reduced chemical mechanism for H2/CO/N2 ames; including
testing of the mechanism, along with the underlying turbulence closures and reaction
rate models, against well-characterized turbulent ames. The relevant modelling meth-
ods have been applied to the SOFC hybrid off-gas burner. The main conclusions from
the model development and application to the off-gas burner are summarized next, fol-
lowed by suggestions for future work.
7.1 Summary
Chapter 4 set out to determine if a reduced H2/CO/N2 mechanism could reasonably
approximate a full mechanism when applied to an opposed-ow laminar diffusion ame
at ATP and HTP conditions, with dilute reformate gases.
• A 6-step mechanism including NO chemistry from GRI-Mech 2.11 was tested
against the full starting and GRI-Mech 3.0 mechanisms at both ATP and HTP
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conditions. Good agreement is found in both cases for major species and temper-
ature proles.
• A 7-step mechanism, including NO2, was tested against the 6-step and starting
mechanisms. Good agreement is found for all major species and temperature pro-
les, as well as NOx, over a range of ame stretch values.
• Overall, it is observed that the 6- and 7-step reduced mechanisms developed give
good approximations of the starting mechanism and capture all the relevant ki-
netics for both ATP and HTP conditions for stretched laminar diffusion ames.
• The results are comparable to the GRI-Mech 3.0 mechanism for CH4.
• The 6-step reducedmechanism decreases the number of scalars required by a factor
of three. A corresponding reduction in computation time is achieved for opposed-
ow ame calculations.
These ndings give condence for the application of the mechanism to turbulent com-
bustion modelling.
In expectation of signicant turbulence-chemistry interaction in the experimental
off-gas burner, the reduced mechanism was applied to two turbulent syngas ames
which have been well-characterized by experiment [4, 28]. This involved developing
an interface between CHEMKIN and FLUENT, discussed in Chapter 5.
• Two turbulence closure models were used; the relatively simple realizable k-ε clo-
sure and the more complex Reynolds Stress (RS) closure. It is demonstrated that
the two closures give comparable results for the ames studied. The simpler re-
alizable k-ε closure requires only two scalars compared to the RS closure’s six,
reducing computational requirements.
• The two reaction rate closures used, the EDC and the SLFM, give slightly different
results. The SLFM model, although faster than the EDC in the CFD calculations,
requires the prior generation of individual amelet libraries (each containing ap-
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proximately 12 amelets) for each fuel and oxidizer combination. This is not a
trivial task. The EDC, on the other hand, requires no such pre-processing, so its
use for parametric studies would seem to be preferable.
• Standard model constants were used. With detailed prior knowledge of the ow
and scalar elds the model constants can be altered to match the centreline mixture
fraction prole and give a subsequent improvement in predictive capabilities.
• The NO and CO predictions are in general agreement to experiment once model
constants are adjusted. Taking into account heat loss due to radiation further
improves both the temperature and NO predictions for the EDC.
The ease of inclusion of preferential diffusion effects in the EDC suggests this ap-
proach has the advantage for H2/CO/N2 ames where H2 diffusion may affect ame
stabilization. It has been observed that tuning the constants in the realizable k-ε and
RS turbulence closures is necessary. In general, a good procedure could be to tune the
model on a Sandia ame with similar ow characteristics before application to the off-
gas burner. The combination of reduced mechanism, realizable k-ε turbulence closure,
and either the EDCor SLFM reaction rate models gives good predictions for these syngas
ames. Its use for other syngas ames, and its adaptation to other turbulent combustion
models, would seem appropriate.
7.2 Application to Off-Gas Burner
The general procedure developed in Chapters 4 and 5 was applied to the SOFC hybrid
off-gas burner. The realizable k-ε turbulence closure was used with standard model con-
stants. Turbulence-chemistry interaction has been ignored due to the failure of the EDC
and SLFM to predict a stable ame at the low levels of turbulence experienced in the
near-eld; laminar nite-rate kinetics with the reduced mechanism are used. Alteration
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of boundary conditions to give a stable ame was not possible due to the scope of the
uncertainty of their values.
• The results obtained give general agreement with the experimental results avail-
able.
• However, there is a high degree of uncertainty with the experimental results, par-
ticularly at high temperature conditions.
• The general trends for CO and NO are captured.
• The extension of the reduced mechanism to high temperatures and pressures gives
the expected behaviour, and indicates that the burner performs within the intended
design specications for CO and NO emissions.
• The use of the reduced mechanism (through either the laminar nite-rate, EDC
or SLFM approaches) with the realizable k-ε turbulence closure gives a fast and
accurate design tool for use with syngas ames.
7.3 Future Work
To improve on the model developed, a number of studies could be made involving both
experimental and computational work. Firstly, further information from experiments
would be very useful:
• Detailed experimental measurements of the off-gas burner ow eld, including
velocity components and their uctuations, species (including OH and CO, for
example), and temperature. A mixture fraction eld could then be reconstructed
from the species values, which would allow direct comparison to calculated values.
• Determination of actual inlet conditions for HT conditions where a catalyst is
used to generate the input gases for the off-gas burner. Gas sampling could be
used at the inlet to the burner to provide more accurate boundary conditions for
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the simulations.
• Temperature measurements at the face of the burner, and the individual slots. This
would allow heat transfer to the inlet gases to be included in future simulations.
Secondly, the numerical model could be extended based on the improved experimental
results:
• With detailed turbulence measurements, more accurate turbulence inlet parame-
ters could be set, and comparison of downstream values could be made.
• The model could be extended to three-dimensions to include the effect of any
entrainment or ow angle variation.
• The reduced mechanism could be incorporated into more advanced combustion
models, such as the CMC approach.
The model calibration can be conducted on a ame sharing some of the ow character-
istics with the off-gas burner. Then the model becomes predictive for the off-gas burner.
The goal of any future work in turbulent combustion modelling should be to produce
general models that work for various ow and ame congurations and conditions, to
increase the use of CFD as a predictive tool.
Appendix A
Numerical Details
The methods used to calculate physical properties, such as density and viscosity, in
CHEMKIN [58] and FLUENT [39] are given below. In addition, an overview of the
EDC is given.
A.1 Physical Properties
For temperature-dependent thermodynamic data the following general polynomial t is
used [39, 58];
φ(T) = A1 +A2T + A3T 2 + . . . AiT i−1, (A.1)
where Ai are prescribed coefcients.
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Density
The mean mass density is calculated using the ideal gas law;
ρ = p
RuT ∑
α
Yα
Wα
. (A.2)
Viscosity
Single component viscosities are calculated using kinetic theory, given by [58]
µα = 2.67× 10−6
√
WαT
σ2LJ,αΩµ,α
, (A.3)
where Ωµ,α is a function of the reduced temperature, Ωµ,α = Ωµ,α(T ∗α ), and
T∗α = T(ǫLJ,α/kB) . (A.4)
The term ǫLJ,α/kB is viewed as a Lennard-Jones potential energy parameter. Assuming
an ideal gas [118], the mixture viscosity is given by
µ =
ns
∑
α=1
Xαµα
∑
β
Xαφαβ
, (A.5)
where
φαβ =
[1+ ( µαµβ)1/2 (WβWα )1/4]2
[8(1 + WαWβ)]1/2 . (A.6)
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Thermal Conductivity
For the thermal conductivity of single species, λα, kinetic theory is used;
λα = 154
R
Wα
µα [ 415 cp,αWαRu + 13] . (A.7)
For a mixture, an ideal gas is assumed and the thermal conductivity is calculated us-
ing [77]
λ =
ns
∑
α=1
Xαλα
∑
β
Xαφαβ
, (A.8)
where φαβ is given by Equation (A.6).
Mass Diffusion
The species mass diffusion is calculated by kinetic theory using
DMα =
1−Xα
∑
β, β≠α
(Xβ/Dαβ) . (A.9)
The binary mass diffusion coefcient, Dαβ, is calculated using the Chapman-Enskog
formula;
Dαβ = 0.00188
[T 3 ( 1Wα + 1Wβ)]1/2
pabsσ
2
αβΩD
, (A.10)
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where ΩD is a function of the reduced temperature, ΩD = ΩD(T ∗D), and
T∗D = T(ǫLJ/kB)αβ . (A.11)
(ǫLJ/kB)αβ for the mixture is the geometric average given by
(ǫLJ/kB)αβ =√(ǫLJ/kB)α(ǫLJ/kB)β. (A.12)
For a binary mixture, σαβ is the arithmetic average of the individual values of σLJ given
by
σαβ = 12(σLJ,α + σLJ,β). (A.13)
Thermal Diffusion
The species thermal (Soret) diffusion is calculated using
DTα = −2.59 ×10−7T 0.659
⎡⎢⎢⎢⎢⎢⎣
W 0.511α Xα
∑
α
W 0.511α Xα
−Yα
⎤⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎣
∑
α
W 0.511α Xα
∑
α
W 0.489α Xα
⎤⎥⎥⎥⎥⎥⎦ . (A.14)
A.2 Eddy Dissipation Concept Derivation
The general procedure for implementing EDC in CFD codes is to insert an extra calcu-
lation step when calculating mass fractions, temperatures, densities and viscosities [46]:
(i) For adiabatic conditions, the enthalpy in ne-scales is set as being equal to the
enthalpy in the surrounding uid.
(ii) Compute ne-structure state using chemistry (integration of Equation (3.53) using
calculated reaction rates, see Chapter 4).
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(iii) Compute composition of surrounding uid, ψ○.
(iv) Compute temperature of surrounding uid.
(v) Compute density of surrounding uid.
(vi) Compute viscosity of surrounding uid.
(vii) Determine mean temperature, density and viscosity from the ne-structure and
surrounding states.
This additional calculation loop is carried out at a pre-dened frequency; every n iter-
ations of the ‘outside’ loop. For steady-state calculations previous work has identied
that n can be very large without affecting the nal solution or creating numerical dif-
culties [46]. This has the benet of decreasing the computational time by a signicant
amount, as the solution of the PSR reactor (with complex chemistry) can take a con-
siderable time. In the present work, the calculation procedure is carried out at every
iteration, and an alternative method of reducing the computational time (the ISAT al-
gorithm, Section 3.5.2) is used.
The Eddy Dissipation Concept [38, 73], outlined in Section 3.2.2, uses a cascade
model to link the large scales of turbulence to the ne-scales where combustion generally
takes place. A description of the derivation, taken from Ertesvåg andMagnussen [38], is
presented below. The input to the cascade is the turbulent kinetic energy, k˜, and related
length and time scales (through the dissipation rate ε˜). The large eddy velocity scale,
u≀ (where the superscript ‘≀’ indicates the large scale), is related to the turbulent kinetic
energy through
u≀ =
√
2
3
k˜. (A.15)
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It can be related to a strain-rate, Ω≀, by
Ω≀ = u
≀
L≀
, (A.16)
where L≀ is the large eddy length scale. These quantities reect the energy contained at
the large scales as well as the smaller scales. For the next energy level (smaller in size),
the characteristic scales are u≀≀, L≀≀ and Ω≀≀ = 2Ω≀. These reect the energy in this level
and all smaller eddies. In this way, a general relationship between one level and the next
can be formed by
Ωn = 2Ωn−1, (A.17)
un, and Ln for the nth level.
The smallest eddies (where the superscript ‘∗’ indicates the ne-scales) are of the same
order as the Kolmogorov scales; L∗ ≈ η, u∗ ≈ uη and 1/Ω∗ = τη. The transfer of work
from the mean ow to the large eddy turbulent scales, w≀, is related to the production
of k˜ by
w≀ = ũ′′i u′′j
∂u˜j
∂xi
. (A.18)
In a similar fashion, the transfer of work from the rst to the second level, w≀≀, is mod-
elled by [38]
w≀≀ = 3
2
Cα2u
≀≀2Ω≀ = 3
2
Cαu
≀≀2Ω≀≀ (A.19)
using Equation (A.17), where Cα is a model constant.
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The transfer of thermal energy from the rst level, q≀, is modelled as
q≀ = CβνΩ≀2, (A.20)
where Cβ is a model constant and ν is the kinematic viscosity. The dissipation of the
energy, ε, is expressed as the sum of transfer of work from the rst to second levels
and the thermal energy transfer; ε = q≀ +w≀≀. If the transfer from one level to another
is assumed to be the same for all subsequent levels down to the ne-scales, a general
equations for the nth level can be formed;
wn = 32CαΩnu
2
n, (A.21)
qn = CβνΩ2n, (A.22)
and the balance is given by
wn = qn +wn+1. (A.23)
For the ne-scale levels Ω∗ = q∗ and
w∗ = 3
2
CαΩ
∗u∗2 (A.24)
q∗ = Cβν∗Ω∗2 (A.25)
For large Re, ε is small compared to w. For small values of n, qn is small compared
to wn and wn ≈ wn+1. This results in
1
2
u2n = u2n+1. (A.26)
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Thus, for n = 2
1
2
u≀≀2 = u≀≀≀2, (A.27)
and the transfer of work from the second to third levels can be written, using Equat-
ion (A.19), as
w≀≀ = 3
2
Cα2u
≀≀2Ω≀
= Cα32u
≀2Ω≀
= CαΩ≀k˜. (A.28)
The value of Cα is determined by combining Equation (A.19) with u
≀≀2 ≈ 1
2
u≀2 and
Equation (A.16) giving
w≀≀ = 3
2
Cα
u≀≀≀3
L≀
. (A.29)
Introducing the turbulent viscosity, νt = u≀L≀, leads to
w≀≀ = 3
2
Cα
u≀4
νt
≈ ε, (A.30)
as ε = q≀ +w≀≀ and q≀ is assumed to be negligible compared to w≀≀. Using k˜ = 32u≀2, u≀4
can be written as
(2
3
k˜)2 = u≀4. (A.31)
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Substitution of Equation (A.31) into Equation (A.30) gives
νt = 23Cα
k˜2
ε
, (A.32)
which is proportional to Equation (3.6), giving
Cα = 32Cµ = 0.135, as Cµ = 0.09. (A.33)
To determine the length and velocity scales at the ne-scale level it is assumed that
ε = 43q∗ [38]. Using Equation (A.25) and Ω∗ = u∗/L∗ gives
ε = 4
3
Cβν
∗Ω∗2
= 4
3
Cβν
∗ u
∗2
L∗2
. (A.34)
The balance at the last level is given by
ε = 4
3
w∗ = 2CαΩ∗u∗2
= 2Cα u
∗3
L∗
. (A.35)
To determine u∗, Equation (A.35) is re-arranged to get L∗ and substituted into Equat-
ion (A.34);
u∗ = ( Cβ
3C2α
)1/4 (ν∗ε)1/4. (A.36)
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To determine L∗, Equation (A.34) is cubed and Equation (A.35) is squared. Substitution
of Equation (A.35) into Equation (A.34) gives
L∗ = 2
3
⎛⎝3C
3
β
C2α
⎞⎠
1/4 (ν∗3
ε
)1/4 . (A.37)
Values for γ∗ and m˙∗, used in Section 3.2.2, are determined using
γ∗ = u
∗
u≀
(A.38)
m˙∗ = 2u
∗
L∗
. (A.39)
Appendix B
Kinetic Mechanism
This appendix gives details of the starting and reduced kinetic mechanisms for H2/CO/N2
ames studied in Chapters 4–6.
B.1 H2/CO/N2 Mechanism
Details of the starting mechanism, taken fromDavis et al. [30] and GRI-Mech 2.11 [13],
are given in Tables B.1 and B.2. This starting mechanism is used to develop a reduced
mechanism in Chapter 4.
156
Kinetic Mechanism 157
Table B.1: Starting reaction mechanism; Reactions 1–38 from Davis et al. [30] and
Reactions 39–116 from Bowman et al. [13]. Reaction rate coefcients in form k f =
ArT
βr exp (−Er/RuT) with units of mol, cm, s, cal.
No. Reaction Ar βr Er
1 H+O2 Ð⇀↽ O+OH 2.644e16 −0.6707 17041.00
2 O +H2 Ð⇀↽ H+OH 4.589e04 2.700 6260.00
3 OH+H2 Ð⇀↽ H+H2O 1.734e08 1.510 3430.00
4 OH+OHÐ⇀↽ O+H2O 3.973e04 2.400 −2110.00
5
a
H+H+MÐ⇀↽ H2 +M 1.780e18 −1.000 0.00
6 H+H+H2 Ð⇀↽ H2 +H2 9.000e16 −0.600 0.00
7 H+H+H2OÐ⇀↽ H2 +H2O 5.624e19 −1.250 0.00
8 H+H+CO2 Ð⇀↽ H2 +CO2 5.500e20 −2.000 0.00
9
a
H+OH+MÐ⇀↽ H2O +M 4.400e22 −2.000 0.00
10
a
O +H+MÐ⇀↽ OH+M 9.428e18 −1.000 0.00
11
a
O +O+MÐ⇀↽ O2 +M 1.200e17 −1.000 0.00
12
a
H+O2 Ð⇀↽ HO2 5.116e12 0.440 0.00
13 H2 +O2 Ð⇀↽ HO2 +H 5.916e05 2.433 53502.00
14
a
OH+OHÐ⇀↽ H2O2 1.110e14 −0.370 0.00
15 HO2 +HÐ⇀↽ O +H2O 3.970e12 0.000 671.00
16 HO2 +HÐ⇀↽ OH+OH 7.485e13 0.000 295.00
17 HO2 +OÐ⇀↽ OH+O2 4.000e13 0.000 0.00
18
∗
HO2 +OHÐ⇀↽ O2 +H2O 2.375e13 0.000 −500.00
19
∗
HO2 +OHÐ⇀↽ O2 +H2O 1.000e16 0.000 17330.00
20
∗
HO2 +HO2 Ð⇀↽ O2 +H2O2 1.300e11 0.000 −1630.00
21
∗
HO2 +HO2 Ð⇀↽ O2 +H2O2 3.658e14 0.000 12000.00
22 H2O2 +HÐ⇀↽ HO2 +H2 6.050e06 2.000 5200.00
23 H2O2 +HÐ⇀↽ OH+H2O 2.410e13 0.000 3970.00
24 H2O2 +OÐ⇀↽ OH+HO2 9.630e06 2.000 3970.00
25
∗
H2O2 +OHÐ⇀↽ HO2 +H2O 2.000e12 0.000 427.00
26
∗
H2O2 +OHÐ⇀↽ HO2 +H2O 2.670e41 −7.000 37600.00
27
a
CO +OÐ⇀↽ CO2 1.362e10 0.000 2384.00
28
∗
CO +OHÐ⇀↽ CO2 +H 8.000e11 0.140 7352.00
29
∗
CO +OHÐ⇀↽ CO2 +H 8.784e10 0.030 −16.00
30 CO +O2 Ð⇀↽ CO2 +O 1.119e12 0.000 47700.00
31 CO +HO2 Ð⇀↽ CO2 +OH 3.010e13 0.000 23000.00
32 HCO +HÐ⇀↽ CO +H2 1.200e14 0.000 0.00
33 HCO +OÐ⇀↽ CO +OH 3.000e13 0.000 0.00
34 HCO +OÐ⇀↽ CO2 +H 3.000e13 0.000 0.00
35 HCO +OHÐ⇀↽ CO+H2O 3.020e13 0.000 0.00
36
a
HCO +MÐ⇀↽ CO +H+M 1.870e17 −1.000 17000.00
37 HCO +H2OÐ⇀↽ CO +H+H2O 2.244e18 −1.000 17000.00
38 HCO +O2 Ð⇀↽ CO+HO2 1.204e10 0.807 −727.00
39 N +NOÐ⇀↽ N2 +O 3.500e13 0.000 330.00
40 N +O2 Ð⇀↽ NO+O 2.650e12 0.000 6400.00
∗
Duplicate reactions.
a
Third-body efciencies and pressure-dependent reaction rates are
given in Table B.2.
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Table B.1: Starting reaction mechanism; Reactions 1–38 from Davis et al. [30] and
Reactions 39–116 from Bowman et al. [13]. Reaction rate coefcients in form k f =
ArT
βr exp (−Er/RuT) with units of mol, cm, s, cal. (continued).
No. Reaction Ar βr Er
41 N+OHÐ⇀↽ NO +H 7.333e13 0.000 1120.00
42 N2O+OÐ⇀↽ N2 +O2 1.400e12 0.000 10810.00
43 N2O+OÐ⇀↽ 2NO 2.900e13 0.000 23150.00
44 N2O+HÐ⇀↽ N2 +OH 4.400e14 0.000 18880.00
45 N2O+OH Ð⇀↽ N2 +HO2 2.000e12 0.000 21060.00
46
a
N2OÐ⇀↽ N2 +O 1.300e11 0.000 59620.00
47 HO2 +NOÐ⇀↽ NO2 +OH 2.110e12 0.000 −480.00
48
a
NO +O+MÐ⇀↽ NO2 +M 1.060e20 −1.410 0.00
49 NO2 +OÐ⇀↽ NO +O2 3.900e12 0.000 −240.00
50 NO2 +HÐ⇀↽ NO+OH 1.320e14 0.000 360.00
51 NH+OÐ⇀↽ NO +H 5.000e13 0.000 0.00
52 NH+HÐ⇀↽ N+H2 3.200e13 0.000 330.00
53 NH+OHÐ⇀↽ HNO +H 2.000e13 0.000 0.00
54 NH+OHÐ⇀↽ N +H2O 2.000e09 1.200 0.00
55 NH+O2 Ð⇀↽ HNO +O 4.610e05 2.000 6500.00
56 NH+O2 Ð⇀↽ NO+OH 1.280e06 1.500 100.00
57 NH+NÐ⇀↽ N2 +H 1.500e13 0.000 0.00
58 NH+H2OÐ⇀↽ HNO +H2 2.000e13 0.000 13850.00
59 NH+NOÐ⇀↽ N2 +OH 2.160e13 −0.230 0.00
60 NH+NOÐ⇀↽ N2O +H 4.160e14 −0.450 0.00
61 NH2 +OÐ⇀↽ OH+NH 7.000e12 0.000 0.00
62 NH2 +OÐ⇀↽ H+HNO 4.600e13 0.000 0.00
63 NH2 +HÐ⇀↽ NH+H2 4.000e13 0.000 3650.00
64 NH2 +OHÐ⇀↽ NH+H2O 9.000e07 1.500 −460.00
65 NNHÐ⇀↽ N2 +H 3.300e08 0.000 0.00
66
a
NNH+MÐ⇀↽ N2 +H+M 1.300e14 −0.110 4980.00
67 NNH+O2 Ð⇀↽ HO2 +N2 5.000e12 0.000 0.00
68 NNH+OÐ⇀↽ OH+N2 2.500e13 0.000 0.00
69 NNH+OÐ⇀↽ NH+NO 7.000e13 0.000 0.00
70 NNH+HÐ⇀↽ H2 +N2 5.000e13 0.000 0.00
71 NNH+OHÐ⇀↽ H2O+N2 2.000e13 0.000 0.00
72
a
H+NO+MÐ⇀↽ HNO +M 8.950e19 −1.320 740.00
73 HNO +OÐ⇀↽ NO +OH 2.500e13 0.000 0.00
74 HNO +HÐ⇀↽ H2 +NO 4.500e11 0.720 660.00
75 HNO +OHÐ⇀↽ NO+H2O 1.300e07 1.900 −950.00
76 HNO +O2 Ð⇀↽ HO2 +NO 1.000e13 0.000 13000.00
77 CN+OÐ⇀↽ CO +N 7.700e13 0.000 0.00
78 CN+OH Ð⇀↽ NCO +H 4.000e13 0.000 0.00
79 CN+H2OÐ⇀↽ HCN +OH 8.000e12 0.000 7460.00
80 CN+O2 Ð⇀↽ NCO +O 6.140e12 0.000 −440.00
∗
Duplicate reactions.
a
Third-body efciencies and pressure-dependent reaction
rates are given in Table B.2.
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Table B.1: Starting reaction mechanism; Reactions 1–38 from Davis et al. [30] and
Reactions 39–116 from Bowman et al. [13]. Reaction rate coefcients in form k f =
ArT
βr exp (−Er/RuT) with units of mol, cm, s, cal. (continued).
No. Reaction Ar βr Er
81 CN +H2 Ð⇀↽ HCN +H 2.100e13 0.000 4710.00
82 NCO +OÐ⇀↽ NO +CO 2.350e13 0.000 0.00
83 NCO +HÐ⇀↽ NH+CO 5.400e13 0.000 0.00
84 NCO +OH Ð⇀↽ NO +H+CO 2.500e12 0.000 0.00
85 NCO +NÐ⇀↽ N2 +CO 2.000e13 0.000 0.00
86 NCO +O2 Ð⇀↽ NO +CO2 2.000e12 0.000 20000.00
87
a
NCO +MÐ⇀↽ N+CO +M 8.800e16 −0.500 48000.00
88 NCO +NO Ð⇀↽ N2O+CO 2.850e17 −1.520 740.00
89 NCO +NO Ð⇀↽ N2 +CO2 5.700e18 −2.000 800.00
90
a
HCN +MÐ⇀↽ H+CN +M 1.040e29 −3.300 126600.00
91 HCN +OÐ⇀↽ NCO+H 1.107e04 2.640 4980.00
92 HCN +OÐ⇀↽ NH+CO 2.767e03 2.640 4980.00
93 HCN +OÐ⇀↽ CN+OH 2.134e09 1.580 26600.00
94 HCN +OHÐ⇀↽ HOCN +H 1.100e06 2.030 13370.00
95 HCN +OHÐ⇀↽ HNCO +H 4.400e03 2.260 6400.00
96 HCN +OHÐ⇀↽ NH2 +CO 1.600e02 2.560 9000.00
97
a
H+HCN +MÐ⇀↽ H2CN+M 1.400e26 −3.400 1900.00
98 HCNN +OÐ⇀↽ CO+H+N2 2.200e13 0.000 0.00
99 HCNN +OÐ⇀↽ HCN +NO 2.000e12 0.000 0.00
100 HCNN +O2 Ð⇀↽ O +HCO +N2 1.200e13 0.000 0.00
101 HCNN +OHÐ⇀↽ H+HCO +N2 1.200e13 0.000 0.00
102 HNCO +OÐ⇀↽ NH+CO2 9.800e07 1.410 8500.00
103 HNCO +OÐ⇀↽ HNO +CO 1.500e08 1.570 44000.00
104 HNCO +OÐ⇀↽ NCO +OH 2.200e06 2.110 11400.00
105 HNCO +HÐ⇀↽ NH2 +CO 2.250e07 1.700 3800.00
106 HNCO +HÐ⇀↽ H2 +NCO 1.050e05 2.500 13300.00
107 HNCO +OHÐ⇀↽ NCO +H2O 4.650e12 0.000 6850.00
108 HNCO +OHÐ⇀↽ NH2 +CO2 1.550e12 0.000 6850.00
109
a
HNCO +MÐ⇀↽ NH+CO +M 1.180e16 0.000 84720.00
110 HCNO +HÐ⇀↽ H+HNCO 2.100e15 −0.690 2850.00
111 HCNO +HÐ⇀↽ OH+HCN 2.700e11 0.180 2120.00
112 HCNO +HÐ⇀↽ NH2 +CO 1.700e14 −0.750 2890.00
113 HOCN +HÐ⇀↽ H+HNCO 2.000e07 2.000 2000.00
114 NH3 +HÐ⇀↽ NH2 +H2 5.400e05 2.400 9915.00
115 NH3 +OHÐ⇀↽ NH2 +H2O 5.000e07 1.600 955.00
116 NH3 +OÐ⇀↽ NH2 +OH 9.400e06 1.940 6460.00
∗
Duplicate reactions.
a
Third-body efciencies and pressure-dependent reaction rates are
given in Table B.2.
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Table B.2: Third-body efciencies and pressure-dependent reaction rates for the starting
reaction mechanism, Table B.1.
3
rd
Body Efciencies, γα Low Pressure Limit Pressure-Dependent Rates
a
No. H2 H2O CO CO2 O2 Ar He Ao no Eo α T
∗∗∗
T
∗
T
∗∗
5 0.0 0.0 0.0 0.63 0.63
9 2.0 6.3 1.75 3.6 0.38 0.38
10 2.0 12.0 1.75 3.6 0.7 0.7
11 2.4 15.4 1.75 3.6 0.83 0.83
12 0.75 11.89 1.09 2.18 0.85 0.40 0.46 6.328e19 −1.40 0.0 0.5 1e-30 1e30
14 2.0 6.0 1.75 3.6 0.7 0.7 2.010e17 −0.584 −2293 0.7346 94 1756 5182
27 2.0 12 1.75 3.6 0.7 0.7 1.173e24 −2.79 4191
36 2.0 0.0 1.75 3.6
46 2.0 6.0 1.5 2.0 6.200e14 0.0 56100
48 2.0 6.0 1.5 2.0
66 2.0 6.0 1.5 2.0
72 2.0 6.0 1.5 2.0
87 2.0 6.0 1.5 2.0
90 2.0 6.0 1.5 2.0
97 2.0 6.0 1.5 2.0
109 2.0 6.0 1.5 2.0
a
Troe form with center broadening factor given by Fc = (1− α) exp (−T/T
∗∗∗) + α exp (−T/T∗) +
exp (−T/T∗∗).
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B.2 Reduced Mechanism Details
The net reaction rates for the 6-step mechanism (Reactions I–VI), presented in Sec-
tion 4.6.2, are given as summations of the net rates of the starting mechanism, numbered
as in Table B.1. The net rate of production of species α in Equation (3.38) is calculated
by
Rα =Wα
VI
∑
r=I
να,rwr. (B.1)
The global rates, wr, are calculated using;
wI =+w1 −w11 +w12 +w13 −w17 −w18 −w19 −w20 −w21 +w30
+w38 +w40 −w42 −w49 +w55 +w56 +w67 +w76 +w80 +w86
−w98 −w99 −w101, (B.2)
wII =+w2 −w4 +w10 +w11 +w12 +w13 −w15 −w18 −w19 −w20
−w21 +w24 −w28 −w29 −w30 −w31 +w33 +w38 −w46 −w47
+w49 +w50 +w51 +w56 +w57 +w59 +w60 +w61 +w62 +w67
+w68 +w73 +w76 +w77 +w79 +w81 +w82 +w85 +w88 −w90
−w95 −w96 +w98 +w99 +w103 +w104 −w108 −w110 −w112
−w113 +w116, (B.3)
wIII =+w3 +w4 +w9 +w14 +w15 +w18 +w19 +w20 +w21 −w22
−w24 +w35 +w40 +w41 +w43 +w51 +w53 +w54 +w55 +w56
+w57 +w62 +w64 +w71 +w75 −w79 +w82 +w84 +w85 +w86
+w103 +w107 +w115, (B.4)
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wIV =+w5 +w6 +w7 +w8 +w9 +w10 +w11 +w12 +w14 −w28
−w29 −w30 −w31 −w34 −w36 −w37 +w40 +w41 +w43 −w46
−w47 +w49 +w50 +w51 +w56 +w57 +w61 +w62 +w63 +w64
−w65 −w66 +w73 +w74 +w75 +w76 +w77 +2w82 +w83 +w84
+2w85 +w86 +w88 −w90 +w92 +w103 −w108, (B.5)
wV =+w27 +w28 +w29 +w30 +w31 +w34 +w86 +w89 +w102 +w108, (B.6)
wVI =+w39 −w43 +w57 +w59 +w60 −w69 +w85 +w88 +w89 −w99. (B.7)
The 7-step reduced mechanism uses the following additional net reaction rate;
wVII =+w47 +w48 −w49 −w50. (B.8)
and modied net reaction rates for Equations (B.3) and (B.5);
wII =+w2 −w4 +w10 +w11 +w12 +w13 −w15 −w18 −w19 −w20
−w21 +w24 −w28 −w29 −w30 −w31 +w33 +w38 −w46 +w48
+w51 +w56 +w57 +w59 +w60 +w61 +w62 +w67
+w68 +w73 +w76 +w77 +w79 +w81 +w82 +w85 +w88 −w90
−w95 −w96 +w98 +w99 +w103 +w104 −w108 −w110 −w112
−w113 +w116,
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wIV =+w5 +w6 +w7 +w8 +w9 +w10 +w11 +w12 +w14 −w28
−w29 −w30 −w31 −w34 −w36 −w37 +w40 +w41 +w43 −w46
+w48 +w51 +w56 +w57 +w61 +w62 +w63 +w64
−w65 −w66 +w73 +w74 +w75 +w76 +w77 +2w82 +w83 +w84
+2w85 +w86 +w88 −w90 +w92 +w103 −w108.
Appendix C
Burner Details
In this appendix the inlet conditions for the off-gas burner simulations presented in
Chapter 6 are detailed and the emissions indices are given. The conditions used for
modelling are based on the experiments of Grimwood [50].
C.1 Burner Inlet Conditions
The experiments consisted of parametric studies of φ, vbulk and H2 ∶ CO for the ATP
tests, given in Tables C.1, C.2 and C.3. For the HT tests φ and vbulk were studied given
in Table C.4.
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Table C.1: Off-gas burner input conditions for φ sweep. Adapted from Grimwood [50].
Condition 20 21 22 23 24 25 26 27 28 A B C
φ 0.337 0.357 0.389 0.405 0.422 0.463 0.505 0.537 0.570 0.610 0.650 0.689
H2 ∶ CO 1.482 1.466 1.481 1.488 1.471 1.484 1.483 1.482 1.478 1.440 1.408 1.380
Fuel to Air Velocity 0.988 0.994 0.996 0.998 1.000 1.000 1.003 0.999 1.000 1.000 1.000 1.000
Flow Mass Fractions
F
u
e
l
H2 0.024 0.026 0.029 0.031 0.032 0.037 0.042 0.047 0.051 0.056 0.062 0.068
CO 0.228 0.245 0.272 0.287 0.304 0.347 0.394 0.437 0.482 0.544 0.612 0.685
N2 0.748 0.729 0.698 0.682 0.664 0.615 0.564 0.517 0.467 0.399 0.326 0.247
A
i
r O2 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233
N2 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767
Exit Velocity at 298 K [m/s] Fuel 0.831 0.836 0.839 0.840 0.842 0.842 0.844 0.841 0.842 0.842 0.842 0.842
Air 0.842 0.842 0.842 0.842 0.842 0.842 0.842 0.842 0.842 0.842 0.842 0.842
Bulk 0.839 0.840 0.841 0.841 0.842 0.842 0.842 0.841 0.842 0.842 0.842 0.842
Slot Fuel Mass Flow [kg/s] 7.15e-04 7.09e-04 6.89e-04 6.80e-04 6.72e-04 6.43e-04 6.18e-04 5.94e-04 5.73e-04 5.51e-04 5.29e-04 5.06e-04
Slot Air Mass Flow [kg/s] 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04 9.80e-04
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Table C.2: Off-gas burner input conditions for vbulk sweep. Adapted from Grimwood [50].
Condition 1 2 3 4 4
∗
5 5
∗
φ 0.502 0.503 0.505 0.344 0.341 0.345 0.339
H2 ∶ CO 1.482 1.477 1.481 1.489 1.496 1.476 1.474
Fuel to Air Velocity 1.001 0.999 1.002 1.001 0.997 1.001 0.998
Flow Mass Fractions
F
u
e
l
H2 0.042 0.042 0.042 0.025 0.024 0.025 0.024
CO 0.392 0.395 0.395 0.229 0.227 0.231 0.227
N2 0.566 0.563 0.563 0.747 0.749 0.745 0.749
A
i
r O2 0.233 0.233 0.233 0.233 0.233 0.233 0.233
N2 0.767 0.767 0.767 0.767 0.767 0.767 0.767
Exit Velocity at 298 K [m/s] Fuel 0.421 0.631 0.843 0.632 0.285 0.842 0.693
Air 0.421 0.631 0.842 0.631 0.286 0.842 0.694
Bulk 0.421 0.631 0.842 0.631 0.286 0.842 0.694
Slot Fuel Mass Flow [kg/s] 3.09e-04 4.62e-04 6.18e-04 5.42e-04 2.45e-04 7.23e-04 5.98e-04
Slot Oxidizer Mass Flow [kg/s] 4.90e-04 7.35e-04 9.80e-04 7.35e-04 3.33e-04 9.80e-04 8.08e-04
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Table C.2: Off-gas burner input conditions for vbulk sweep. Adapted from Grimwood [50] (continued).
Condition 11b 11c 11d 11e 26
∗
26a 26b 26c
φ 0.37 0.369 0.373 0.369 0.442 0.442 0.442 0.440
H2 ∶ CO 1.47 1.467 1.474 1.465 1.478 1.466 1.478 1.467
Fuel to Air Velocity 1.000 1.001 1.045 1.064 1.000 0.997 1.000 0.988
Flow Mass Fractions
F
u
e
l
H2 0.027 0.027 0.026 0.025 0.035 0.035 0.035 0.035
CO 0.254 0.253 0.242 0.234 0.325 0.328 0.325 0.329
N2 0.719 0.72 0.732 0.741 0.64 0.637 0.64 0.636
A
i
r O2 0.233 0.233 0.233 0.233 0.233 0.233 0.233 0.233
N2 0.767 0.767 0.767 0.767 0.767 0.767 0.767 0.767
Exit Velocity at 298 K [m/s] Fuel 1.116 0.885 0.66 0.421 0.842 0.629 0.421 0.212
Air 1.115 0.884 0.631 0.396 0.842 0.631 0.421 0.215
Bulk 1.116 0.884 0.638 0.402 0.842 0.631 0.421 0.214
Slot Fuel Mass Flow [kg/s] 9.37e-04 7.43e-04 5.60e-04 3.61e-04 6.58e-04 4.92e-04 3.29e-04 1.65e-04
Slot Oxidizer Mass Flow [kg/s] 1.30e-03 1.03e-03 7.35e-04 4.61e-04 9.80e-04 7.35e-04 4.90e-04 2.50e-04
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Table C.3: Off-gas burner input conditions for H2 ∶ CO ratio sweep. Adapted from
Grimwood [50].
Condition 7 13 14 15
φ 0.422 0.421 0.421 0.423
H2 ∶ CO 1.471 1.944 1.280 0.972
Fuel to Air Velocity 1.000 0.999 0.999 1.001
Flow Mass Fractions
F
u
el
H2 0.032 0.037 0.030 0.025
CO 0.304 0.267 0.322 0.356
N2 0.663 0.696 0.649 0.619
A
ir O2 0.233 0.233 0.233 0.233
N2 0.767 0.767 0.767 0.767
Exit Velocity at 298 K [m/s] Fuel 0.842 0.841 0.841 0.843
Air 0.842 0.842 0.842 0.842
Bulk 0.842 0.841 0.841 0.842
Slot Fuel Mass Flow [kg/s] 6.72e-04 6.41e-04 6.87e-04 7.21e-04
Slot Oxidizer Mass Flow [kg/s] 9.80e-04 9.80e-04 9.80e-04 9.80e-04
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Table C.4: High temperature off-gas burner input conditions. Adapted from Grimwood [50].
Condition DATUM 1 2 3 4 8 9 10 11
φ 0.069 0.014 0.041 0.104 0.139 0.069 0.069 0.07 0.07
H2 ∶ CO 0.68 0.652 0.676 0.692 0.69 0.676 0.672 0.684 0.714
Fuel to air velocity at 298 K 0.182 0.039 0.114 0.263 0.337 0.183 0.183 0.184 0.183
Inlet Temperature [K] Fuel 1111 1209 1166 1082 1042 1124 1130 1124 1122
Oxidizer 1126 1125 1125 1116 1117 1121 1120 1121 1131
Flow Mass Fractions
F
u
e
l
CO2 0.635 0.634 0.637 0.638 0.637 0.636 0.635 0.636 0.638
H2 0.008 0.007 0.007 0.008 0.008 0.007 0.007 0.008 0.008
H2O 0.204 0.203 0.203 0.202 0.202 0.203 0.204 0.203 0.202
CO 0.154 0.155 0.153 0.153 0.153 0.154 0.154 0.154 0.152
O
x
i
d
i
z
e
r
N2 0.626 0.698 0.661 0.589 0.555 0.626 0.626 0.626 0.626
O2 0.127 0.142 0.135 0.12 0.113 0.128 0.128 0.128 0.127
Ar 0.011 0.012 0.011 0.01 0.009 0.011 0.011 0.011 0.011
CO2 0.163 0.067 0.117 0.213 0.259 0.163 0.163 0.164 0.164
H2O 0.072 0.081 0.076 0.068 0.064 0.072 0.072 0.072 0.073
Exit Velocity at 298 K [m/s] Fuel 0.826 0.166 0.498 1.242 1.659 1.243 0.935 0.417 0.208
Oxidizer 4.54 4.23 4.383 4.731 4.926 6.801 5.102 2.267 1.135
Bulk 3.611 3.214 3.412 3.859 4.109 5.412 4.06 1.805 0.903
Exit Velocity at 1123 K [m/s] Bulk 13.03 11.97 12.69 14.32 14.83 19.53 14.65 6.51 3.26
Slot Fuel Mass Flow [kg/s] 7.65e-04 1.55e-04 4.63e-04 1.15e-03 1.54e-03 1.15e-03 8.68e-04 3.86e-04 1.93e-04
Slot Oxidizer Mass Flow [kg/s] 4.96e-03 4.41e-03 4.68e-03 5.30e-03 5.65e-03 7.44e-03 5.58e-03 2.48e-03 1.24e-03
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C.2 Emission Indices
For comparison with industrial burners, it is usual to give the NOx levels in the form
of emissions indices, EINO, where the mass of NOx formed is calculated per unit of fuel
input [113]. The emissions index for NO, EINO [g/kJ], is calculated using
EINO = Mass of NOFuel energy input =
m˙NO
m˙fuel∆hfuel
. (C.1)
To convert the concentrations predicted using the model to EINO, a general equation for
H2/CO/N2 combustion is used;
aH2 + bCO + cN2+νφ(O2 + αN2)Ð→
dH2O+ eCO2 + fN2 + ν(1φ −1) (O2 + αN2), (C.2)
where the coefcients for each reactant or product are given by
a = d = XH2 ,
b = e = XCO,
c = f = XN2 .
α is 3.76 for air. The stoichiometric coefcient is calculated using
ν = 1
2
(XH2 +XCO) . (C.3)
The equivalence ratio, φ, is known for each inlet condition. Assuming complete combus-
tion, the concentration of products can be calculated. The molar enthalpy of formation
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Table C.5: CO and NO emissions for equivalence ratio sweep. Conditions given in Ta-
ble C.1, taken from Grimwood [50].
Condition φ XNO [ppm] EINO [g/kJ] XCO [ppm]
20 0.337 4.4 3.73e-06 679.4
21 0.357 5.2 4.11e-06 382.3
22 0.389 6.6 4.61e-06 159.5
23 0.405 7.3 4.88e-06 103.7
24 0.422 8.1 5.09e-06 74.0
25 0.463 10.1 5.53e-06 44.0
26 0.505 12.7 6.05e-06 46.5
27 0.537 15.2 6.56e-06 62.8
28 0.570 18.5 7.18e-06 98.2
A 0.610 23.9 8.24e-06 183.8
B 0.650 31.6 9.68e-06 356.6
C 0.689 43.3 1.18e-05 695.7
of the fuel stream is calculated using
∆h¯fuel = XH2∆h¯H2 +XCO∆h¯CO. (C.4)
The molar enthalpies of formation of H2 and CO are calculated using
∆h¯H2 = h¯H2O − h¯H2 , (C.5)
∆h¯CO2 = h¯CO2 − h¯CO. (C.6)
For each ATP inlet condition the emission index is calculated based on the predictions
made using the 6-step mechanism. These are given in Tables C.5, C.6 and C.7 for the
φ, vbulk and H2 ∶ CO ratio sweeps, respectively.
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Table C.6: CO and NO emissions for bulk velocity sweep. Conditions given in Table C.2,
taken from Grimwood [50].
Condition φ vbulk XNO [ppm] EINO [g/kJ] XCO [ppm]
4∗ 0.34 0.286 3.0 2.54e-06 205.6
4 0.34 0.631 4.2 3.51e-06 367.3
5∗ 0.34 0.694 4.1 3.49e-06 501.8
5 0.34 0.842 4.4 3.65e-06 582.0
11e 0.37 0.402 4.2 3.26e-06 93.0
11d 0.37 0.638 5.0 3.80e-06 173.3
11c 0.37 0.884 5.4 4.11e-06 309.8
11b 0.37 1.116 5.4 4.04e-06 518.9
26c 0.44 0.214 4.2 2.44e-06 0.5
26b 0.44 0.421 6.6 3.84e-06 16.2
26a 0.44 0.631 7.9 4.62e-06 32.4
26∗ 0.44 0.842 8.7 5.06e-06 50.5
1 0.50 0.421 8.6 4.15e-06 10.4
2 0.50 0.631 10.6 5.08e-06 25.3
3 0.50 0.842 11.8 5.65e-06 45.6
Table C.7: CO andNO emissions for H2 ∶ CO ratio sweep. Conditions given in Table C.3,
taken from Grimwood [50].
Condition H2:CO XNO [ppm] EINO [g/kJ] XCO [ppm]
15 0.97 8.4 5.31e-06 96.0
14 1.28 7.8 4.94e-06 83.0
7 1.47 7.7 4.83e-06 72.2
13 1.94 7.2 4.51e-06 64.6
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