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КЛАССИЧЕСКОЕ РЕШЕНИЕ СМЕШАННОЙ ЗАДАЧИ ДЛЯ УРАВНЕНИЯ  
ТИПА КЛЕЙНА – ГОРДОНА – ФОКА В ПОЛУПОЛОСЕ  
С КОСЫМИ ПРОИЗВОДНЫМИ В ГРАНИЧНЫХ УСЛОВИЯХ1
Аннотация. Рассматривается смешанная задача для уравнения типа Клейна – Гордона – Фока в полуполосе 
с первыми косыми производными в граничных условиях. При решении указанной задачи с помощью метода харак-
теристик возникают эквивалентные интегральные уравнения Вольтерры второго рода. Для полученных интеграль-
ных уравнений доказано существование единственного решения в классе дважды непрерывно дифференцируемых 
функций при заданной гладкости исходных данных. Показывается, что для гладкости решения поставленной задачи 
необходимо и достаточно выполнения условий согласования заданных функций при их достаточной гладкости. 
Метод характеристик сводится к разбиению всей области решения на подобласти, в каждой из которых строятся ре-
шения подзадач с использованием начальных и граничных условий. Полученные решения затем склеиваются в об-
щих точках, порождая условия склейки, которые и являются условиями согласования. В настоящей работе рассма-
тривается случай, когда направления производных в граничных условиях не совпадают с характеристическими на-
правлениями. Данный подход позволяет строить как точные решения, так и приближенные. Точные решения могут 
быть найдены в том случае, если удастся разрешить эквивалентные интегральные уравнения Вольтерры. В против-
ном случае можно найти приближенное решение задачи либо в аналитическом, либо в численном виде. Наряду 
с этим при построении приближенного решения существенными оказываются условия согласования, которые необ-
ходимо учитывать при использовании численных методов решения задачи.
Ключевые слова: уравнение Клейна – Гордона – Фока, метод характеристик, косые производные, классическое 
решение, смешанная задача, условия согласования
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CLASSICAL SOLUTION OF THE MIXED PROBLEM FOR THE KLEIN – GORDON – FOCK TYPE EQUATION 
IN THE HALF-STRIP WITH CURVE DERIVATIVES AT BOUNDARY CONDITIONS 
Abstract. The mixed problem for the one-dimensional Klein – Gordon – Fock type equation with curve derivatives at 
boundary conditions is considered in the half-strip. The solution of this problem is reduced to solving the second-type Volterra 
integral equations. Theorems of existence and uniqueness of the solution in the class of twice continuously differentiable 
functions were proven for these equations when initial functions are smooth enough. It is proven that the fulfillment of 
the matching conditions on the given functions is necessary and sufficient for the existence of the unique smooth solution 
when initial functions are smooth enough. The method of characteristics is used for the problem analysis. This method 
is reduced to splitting the original area of definition to the subdomains. The solution of the subproblem can be constructed 
in each subdomain with the help of the initial and boundary conditions. Then, the obtained solutions are glued in common 
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points, and the obtained glued conditions are the matching conditions. This approach can be used in constructing as an ana­
lytical solution when a solution of the integral equation can be found in an explicit way, so an approximate solution. Moreover, 
approximate solutions can be constructed in numerical or analytical form. When a numerical solution is built, the matching 
conditions are essential and they need to be considered while developing numerical methods.
Keywords: Klein – Gordon – Fock equation, characteristics method, curve derivatives, classical solution, mixed problem, 
matching conditions
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Введение. Уравнение типа Клейна – Гордона – Фока, описывающее динамику релятивист­
ской квантовой системы [1, 2], представляет собой дифференциальное уравнение в частных про­
изводных, относящееся к классу гиперболических уравнений второго порядка.
В данной статье рассматривается смешанная задача для уравнения типа Клейна – Гордона – 
Фока с косыми производными первого порядка в граничных условиях для случая, когда направ-
ления косых производных в граничных условиях не совпадают с характеристическим. В [3] 
исследована смешанная задача для уравнения колебания полуограниченной струны. Статья [4] 
посвящена изучению задачи для колебания уже ограниченной струны с косыми производными 
в граничных условиях. В настоящей работе рассмотрена смешанная задача для уравнения 
Клейна – Гордона– Фока, в которой на обеих боковых границах полуполосы граничные условия 
содержат косые производные первого порядка. Для исследования поставленной задачи приме-
няется хорошо зарекомендовавший себя метод характеристик, который использовался при изу-
чении смешанных задач для волнового уравнения [5], а также первой смешанной задачи для 
уравнения Клейна – Гордона – Фока [6]. Решение получено в виде интегральных уравнений 
Воль терры второго рода, которые достаточно легко поддаются численному решению. Выводятся 
необходимые и достаточные условия существования единственного решения в классе 2 ( ).C Q  
1. Постановка задачи. В замыкании Q области = {( , ) | (0; ), (0; )}Q t x t x l∈ ∞ ∈  задается 
гиперболическое дифференциальное уравнение второго порядка 
 2 2 2 ( , ) = ( , ),t xw a w t x w f t x∂ − ∂ − λ  (1)
где для определенности считаем, что a > 0.
К уравнению (1) присоединяются условия Коши 
 (0, ) = ( ), (0, ) = ( ), [0; ],tw x x w x x x lϕ ∂ ψ ∈  (2)
и граничные условия 
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Условия (3) назовем граничными условиями с косыми производными [3; 4; 7, c. 403].
2. Частное решение неоднородного уравнения. В силу линейности задачи (1)–(3) общее 
решение ( )2( , )w t x C Q∈  уравнения (1) представимо в виде ( , ) = ( , ) ( , ),w t x v t x u t x+  где v(t,x) – 
частное решение неоднородного уравнения из ( )2 ,C Q  а u(t,x) – общее решение однородного 
уравнения, также из ( )2 .C Q
Построение частного решения v(t,x) будем осуществлять локально на подмножествах Q(k) об­
ласти Q. Линиями = klt
a
 разделим область Q на подобласти Q(k), 
где
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( ) ( 1)= ( , ) | ; , (0; ) , 0,1,2,...  .k kl k lQ t x t x l k
a a
 + ∈ ∈ =  
    
Разбиение области Q на подобласти Q(k) изображено на рис. 1.
Рассмотрим неоднородное уравнение 
 2 2 2 ( , ) = ( , )t xv a v t x v f t x∂ - ∂ - λ  (4)
с однородными начальными условиями 
 (0, ) = 0, (0, ) = 0,  [0; ].tv x v x x l∂ ∈   (5)
Общее решение уравнения (4) в области Q(k) можно записать в виде 
 ( ) ( ) (1, ) (2, )2
( 1)
1
( , ) = ( ) , ( ) ( ),
2 24
x at x at
k k k k
kl k l
z y z y
v t x v f dzdy h x at h x at
aa
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- +
- + - λ + + - + + 
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∫ ∫  (6)
где h(1,k), h(2,k) – произвольные функции из класса С2 на области своего задания, которые являются 
решениями одно родного волнового уравнения 2 2 2 = 0.t xv a v∂ - ∂  Решение уравнения (4) в области 
Q представимо как ( ) ( )( , ) = ( , ), ( , ) .k kv t x v t x t x Q∈
Те о р е м а 1. Пусть 1( , ), ( , ) ( ),t x f t x C Qλ ∈  ( )(1, ) 2 [ ( 1) ; ( 1) ] ,kh C k l k l∈ - + - -  ( )(2, ) 2 [ ;( 2) ] ,kh C kl k l∈ +   
тогда решение уравнения (6) существует в классе ( )2 ( )kC Q  и может быть найдено с помощью 
метода последовательных приближений. Кроме того, ( )2( , ) .v t x C Q∈
Д о к а з а т е л ь с т в о теоремы приведено в работах [8, 9].
Так как задача (1)–(3) линейна, то при выполении теоремы 1 она сводится к решению задачи 
для однородного уравнения Lu = 0, т. е. задачи 
 2 2 2 ( , ) = 0,t xu a u t x u∂ - ∂ - λ  (7) 
 (0, ) = ( ), (0, ) = ( ), [0; ],tu x x u x x x lϕ ∂ ψ ∈  (8) 
Рис. 1. Область Q
Fig. 1. Domain Q
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Здесь ( ) ( ) ( )( ) = ( ) ( , ),  {0, },i i it t B v t i i lµ µ − ∈  v – решение задачи (4), (5) для неоднородного урав­
нения.
3. Решение однородного уравнения. Уравнение (7) можно записать в каноническом виде. 
Для этого сделаем замену независимых переменных
 = , = ,x at x atξ − η +  (10)
или
 = , = .
2 2
t x
a
η− ξ η+ ξ  (11)
В результате замены (10) или (11) уравнение (7) запишется в виде
 ( , ) = 0,v b vξη∂ − ξ η  (12)
где 2 2
1 1( , ) = ( , ) = , .
2 24 4
b t x
aa a
ξ − η ξ + η ξ η −λ − λ 
 
Область Ω, которая является образом области Q при преобразовании (10), разделим прямы­
ми η = ξ + 2kl, k = 0,1,…, на подобласти Ω(k). Подобласть Ω(k) находится между прямыми η = ξ + 2kl 
и η = ξ + 2(k + 1)l.
В подобластях Ω(k) решение v(k)(ξ,η) уравнения (12) путем интегрирования представим в виде 
уравнения Вольтерры
 ( ) ( ) ( ) ( )
( 1)
( , ) =  ( , ) ( , ) ( ) ( ),k k k k
kl k l
v b y z v y z dzdy p g
ξ η
− +
ξ η + ξ + η∫ ∫   (13)
где p(k), g(k) – произвольные функции.
В уравнении (13) вернемся к переменным (t,x) с помощью замены (11):
 ( ) ( ) ( ) ( )2
( 1)
1( , ) = ( ) , ( ) ( ).
2 24
x at x at
k k k k
kl k l
z y z yu t x u dzdy p x at g x at
aa
− +
− +
− + − λ + − + + 
 
∫ ∫  (14)
При замене (11) подобласти Ω(k) перейдут в подобласти Q(k), которые изображены на рис. 1.
Те о р е м а 2. Пусть 1 ( )( , ) ( ).kt x C Qλ ∈   Тогда решение u(k)(t,x) уравнения (14) существует, 
единственно, принадлежит классу 2 ( )( )kC Q  и непрерывно зависит от правой части тогда 
и только тогда, когда ( ) ( )( ) 2 ( ) 2[ ( 1) ; ( 1) ] ,  [ ;( 2) ] .k kp C k l k l g C kl k l∈ − + − − ∈ +
Д о к а з а т е л ь с т в о приведено в работах [8, 9].
Для применения метода характеристик область Q(k) для каждого индекса k = 0,1,2,… 
с характеристиками = ,  = ( 1)x at kl x at k l− − + +  разделим на четыре подобласти ( , ) ,  = 1,4,k jQ j  
следующим образом:
 ( ,1) ( ) ( )= {( , ) | (0; / 2], < } {( , ) | [ / 2; ), < ( 1) },k k kQ t x Q x l at x kl t x Q x l l at x k l∈ ∈ − ∈ ∈ − + +

   
 ( ,2) ( )= {( , ) | (0; / 2), < < ( 1) },k kQ t x Q x l x kl at x k l∈ ∈ − − + +   
 ( ,3) ( )= {( , ) | ( / 2; ), ( 1) < < },k kQ t x Q x l l x k l at x kl∈ ∈ − + + −   
 ( ,4) ( ) ( )= {( , ) | (0; / 2], > ( 1) } {( , ) | [ / 2; ), > }.k k kQ t x Q x l at x k l t x Q x l l at x kl∈ ∈ − + + ∈ ∈ −

  
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2018. T. 54, № 4. С. 391–403 395
Подобласти Q(k,j) представлены на рис. 2.
Рассмотрим решение задачи (7)–(9) в каждой из подобластей ( ) ,kQ  используя условия Коши 
и граничные условия с косыми производными.
Задача Коши. В области Q(k) рассмотрим решение (14), удовлетворяющее условиям Коши
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Задача Коши (14), (15) решается аналогично смешанной задаче с граничными условиями пер-
вого рода, которая рассмотрена в работе [6]. Приведем представления функций p(k) и g(k) для дан-
ного случая:
 ( ) ( )
22
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Исходя из формул (16), (17), запишем представление решения задачи (14), (15) в области Q(k,1):
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(18)
Условие на левой границе. С помощью первого из условий (9) получаем следующее уравне-
ние для нахождения неизвестной функции p(k) в области Q(k,2): 
Рис. 2. Разбиение области Q(k) на подобласти ( , ) 1,4,  =k jQ j
Fig. 2. Domain Q(k) splitting to subdomains ( , ) 1,4,  =k jQ j
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где ( ) ( )= .
2
k k Cg g -
Далее введем в рассмотрение функцию θ(ξ), которая определяется по формуле 
 (0) (0)2 1( ) = .r ara a
ξ ξ   θ ξ - - -   
   
  (20)
В уравнении (19) в левую часть вынесем все слагаемые, содержащие неизвестную функцию 
p(k). С помощью (20) и замены = ,  [ ( 1) ; ]at k l kl- ξ ξ∈ - + -   уравнение (19) запишется в виде 
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где функция 
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 (22)
не содержит ни неизвестной функции p(k), ни свободной постоянной C.
В рассматриваемом случае, когда θ(ξ) ≠ 0, уравнение (21) можно разделить на θ(ξ). В резуль-
тате получим линейное дифференциальное уравнение для нахождения неизвестной функции p(k):
 
( ) ( )
(0) (0)( )
3 3
( ) ( ) 1
( ) = ,  [ ( 1) ; ].
( ) ( ) ( ) 2
k k
k p Z Cdp r r k l kl
a a
ξ ξ ξ ξ   ξ + - - - ξ∈ - + -   θ ξ θ ξ θ ξ   
  (23)
Как известно из теории обыкновенных дифференциальных уравнений, решение уравнения (23) 
можно записать в следующем виде [10, c. 35]: 
 
( ) ( )(0) (0)11 23 3
1 2( )
( ) 11 2
1
1
/ /
( )( ) ( )
( ) = ,   ( ) 0.
( ) 2
k
k kl kl
p
kl
r a r a
d d
Z C
p e C e d
ξξ
- ξ
- -
-
 -ξ -ξ
ξ ξ 
ξθ ξ θ ξ ξ + ξ - θ ξ ≠ θ ξ
  
∫ ∫
∫  (24)
Для того чтобы функция p(k)(ξ) была непрерывной в точке ξ = –kl, определим свободную кон-
станту C
p
, приравнивая значения функций p(k), определенных по формулам (16) и (24), в точке ξ = –kl. 
Искомая константа имеет следующий вид:
 
( ) 20
( ) ( )
( 1)
(0) 1
( )d  ( , ) .
2 2
k klkl
k k
p
l k l kl
C d u d
a
η-
+ -
ϕ
= - ψ ξ ξ + η ξ η ξ∫ ∫ ∫    (25)
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Исходя из условия (25), функция p(k) из (24) записывается как 
 
(0) 1
3
1 2
( ) ( ) ( ) ( )1
( 1)
(0) 2
31
2( )
1 2
1
1
1 1( )
( ) = (0) (0) ( , )
2 2
( ) ( )
,  [ ( 1) ; ].
( ) 2
kl z kl
k k k kkl
k l kl
k
kl
kl
r
a d
p e u y z dydz
r
a d
Z C
e d k l kl
ξ
- -
-
+ -
ξ
ξ
-
-
-ξ 
 
  ξ θ ξξ ϕ - Ψ + +

-ξ 
  
  ξ
ξ θ ξ + ξ - ξ∈ - + -θ ξ




∫
∫ ∫
∫
∫

 
 (26)
Решение задачи (7)–(9) в области Q(k,2) имеет следующий вид: 
 ( )( ) ( ) ( ) ( )
( 1)
( , ) = , ( ) ( ),
x at x at
k k k k
kl k l
u t x u y z dydz p x at g x at
- +
- +
+ - + +∫ ∫   (27)
где функция p(k) определена по формуле (26).
Cтоит отметить, что только при выборе константы C
p
 в виде выражения (25) решение
( ) ( , )( , ),( , ) , = 1,2,k k ju t x t x Q j∈  задачи (7)–(9) будет принадлежать классу ( )( ,1) ( ,2) .k kC Q Q
Для того чтобы решение u(k)(t,x) задачи (7)–(9) на множестве ( ,1) ( ,2)k kQ Q

 было непрерывно 
дифференцируемым, необходимо совпадение производных первого порядка функций p(k), опре-
деленных по формулам (16) и (26). Приравнивая производные в точке ξ = –kl, получим условие 
согласования на производные заданных функций
 ( )(0) (0) (0)(0) ( ) ( ) ( )3 2 1(0) (0) (0) = 0.k k kkl kl kl klr r d ra a a a
       m - ϕ - ϕ - ψ       
       
 (28)
Аналогично, дважды дифференцируя (16) и (26) и находя разность полученных выражений 
в точке согласования ξ = –kl, получаем очередное условие согласования на заданные функции 
 
( )
(0) (0) (0) (0) (0) (0)
2 1 1 2 2 3
(0)
2( ) ( )
(0) (0)
2 1 = /
(0)(0)
3
1 1 ( )(0) (0) ( )
( ) ( )
k k
t kl a
kl kl kl kl kl kl
r dr r dr r r
a a a a a a
t
d kl d
a a r t ar t
kl kl
r
a a
            - + ×            
            
 m × ϕ + ψ - θ - -    -   
   -m +   
   
( )
2(0)
2 (0)( ) 3
3(0) (0)
2 1 = /
(0) (0)2 ( ) ( ) ( )
1 2 2
( )1(0) ( )
( ) ( )
1 1
(0) (0) ( ) ( ) ,0 (0) = 0.
2
k
t kl a
k k k
r t kl
kl d r
a ar t ar t
kl kl kl
ad r d r kl kl
a a a aa
      ϕ - θ - + +      -     
      + ϕ + ψ θ - - θ - λ ϕ      
      
 
 (29)
Л е м м а 1. Пусть функции ( ) 2 ( ) 1([0; ]),  ([0; ]);k kC l C lϕ ∈ ψ ∈  функция ( )(0) 1 [0; ) ,Cm ∈ ∞  
( )(0) 1 [0; ) ,  = 1,3,ir C i∈ ∞  причем функция ( ) 0 [ ( 1) ; ];k l klθ ξ ≠ ∀ξ∈ - + -   ( )1( , ) .t x C Qλ ∈  Функция p(k), 
определенная по формулам (16), (26), принадлежит классу ( )2 [ ( 1) , ( 1) ]C k l k l- + - -  тогда 
и только тогда, когда выполняются условия согласования, определенные по формулам (28)–(29), 
а константа C
p
 выбирается по формуле (25).
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Условие на правой границе. Исследование граничного условия на правой границе из (9) 
во многом повторяет исследование граничного условия на левой границе.
Из второго условия в (9) получаем следующее уравнение для нахождения неизвестной функ-
ции g(k) в области Q(k,3): 
 
( )( ) ( ) ( )( ) ( ) ( )2 1 3
( ) ( ) ( ) ( )
1
( 1)
( ) ( ) ( )
2
( 1)
( ) ( ) ( ) ( ) ( ) = ( )
( ) ( , ) ( , ) ( )
( ) ( , ) ( , )
l l lk k l
l at l at
l k k k
kl k l
l at l at
l k k
kl k l
r t ar t dg l at r t g l at t
r t a u y l at dy a u l at z dz adp l at
r t u y l at dy u l at z dz
- +
- +
- +
- +
+ + + + m -
 
- + - - - - -  
 
- + + - +
∫ ∫
∫ ∫
 
 

( )
( ) ( )( ) ( )
3 3
( 1)
( )
( ) ( , ) ( ) ( ) .
2
k
l at l at
l lk k
kl k l
dp l at
C
r t u y z dzdy p l at r t
- +
- +
 
- -  
 
 
- + - +  
 
∫ ∫ 
 
 (30)
Здесь ( ) ( )= .
2
k k Cp p +  Введем обозначение 
 ( ) ( )( ) ( )2 1( ) = .l ll at r t ar tr + +  (31)
С помощью (31) и замены = ,  [( 1) ,( 2) ],l at k l k lη + η∈ + +  уравнение (30) запишется в виде 
 ( ) ( )( )3 3( ) ( ) ( ) = ( ) ,2
l lkl l Cdg r g Y r
a a
η- η-   r η η + η η +   
   
 (32)
где 
 

2
( ) ( ) ( ) ( ) ( )
3
( 1)
2
( ) ( ) ( )
2 1
( ) ( )
( 1)
( ) = ( , ) (2 )
( ) ( , )
(2 , ) (2 ) .
l
k l l k k
kl k l
l
k l l
kl
k k
k l
l l
Y r u y z dzdy p l
a a
l l
u y dy r ar
a a
u l z dz dp l
-η η
- +
-η
-
η
+
 η- η-   η m - + - η -         
η- η-    -r η η - - ×        
 
× - η + - η  
 
∫ ∫
∫
∫


  (33)
Так как в данной работе изучается случай, когда ρ(η) ≠ 0, уравнение (32) можно разделить на 
ρ(η). В результате получим линейное дифференциальное уравнение для нахождения неизвестной 
функции g(k)
 
( ) ( )
( )3 3
( ) ( ) ( )( ) ( ) = , [( 1) ;( 2) ].
( ) ( ) ( ) 2
l l
k
k k
l l
r r
Y Ca a
dg g k l k l
η- η-   
   η   η + η + η∈ + +
r η r η r η
 (34)
Общее решение дифференциального уравнения (34) записывается в виде 
 
( ) ( )( ) ( )11 23 3
1 2( )
1 2( ) ( 1) ( 1)1
1
1( 1)
( ) / ( ) /
( ) ( )( )
( ) = .
( ) 2
l l
k
k k l k l
g
k l
r l a r l a
d d
Y C
g e C e d
ηη
-
η
+ +
+
 η - η -
η η 
r η r ηη η + η + r η
 
 
 
∫ ∫
∫  (35)
Проводя рассуждения, аналогичные тем, которые проведены при выводе (26), находим кон-
станту C
g 
 в виде
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2018. T. 54, № 4. С. 391–403 399
 
( ) ( )
.
2
k
g
lC ϕ=  (36)
В результате получаем следующее представление решения g(k): 
 
( ) ( )1 2
3 31
1 2( )
1 2( ) ( )( 1) ( 1)1
1
1( 1)
( ) ( )( ) 1
( ) = ( ) ,
( ) 2 2
[( 1) ;( 2) ].
l l
k
k kk l k l
k l
l lr r
a ad d
Y Cg e e d l
k l k l
ηη
−
η
+ +
+
 η − η −   
    
    η η
ρ η ρ η η
η η + ϕ + ρ η 
 
 
 
η∈ + +
∫ ∫
∫  
 (37)
Решение задачи (7)–(9) в области Q(k,3) имеет вид 
 ( ) ( ) ( ) ( )
( 1)
( , ) = ( , ) ( ) ( ),
x at x at
k k k k
kl k l
u t x u y z dydz p x at g x at
− +
− +
+ − + +∫ ∫   (38)
где функция g(k)(η) определена по формуле (37).
Также стоит отметить, что только при выборе константы Cg в виде (36) решение u
(k)(t,x) зада-
чи (7)–(9), ( , )( , ) ,  = 1,3,k jt x Q j∈  будет принадлежать классу ( ,1) ( ,3)( ),k kC Q Q

 и при этом данное 
решение будет единственным.
Для того чтобы решение u(k)(t,x) было дважды непрерывно дифференцируемым, необходимо 
и достаточно совпадения производных функций g(k), определенных по формулам (17) и (37), до 
второго порядка включительно в точ ке η = (k + 1)l: 
 ( ) ( ) ( )( ) ( ) ( ) ( )3 2 1( ) ( ) ( ) = 0.
l l ll k k kkl kl kl klr l r d l r l
a a a a
       µ − ϕ − ϕ − ψ       
       
 (39)
Для непрерывности второй производной d2g(k) в точке η = (k + 1)l находим условие согласова-
ния следующего вида: 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 3 1 2 2 1
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2 ( )( )
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l
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              
 µ    + ρ + −µ +      +     
+ ( )( )
2( )
2 ( )( ) 3
3( ) ( )
2 1 /
( ) ( )2 ( ) ( )
1 2
( )1
( ) ( 1)
( ) ( )
1
( ) ( ) (( 1) ) 0.
l
lk
l l
t kl a
l lk k
r t kll k l d r
a ar t ar t
kl klad l r d l r k l
a a a
=
      ϕ − ρ + + −      +     
    − ϕ + ψ ρ + =    
    
 
 (40)
Л е м м а 2. Пусть функции ( )( ) 2 ( ) 1 ( ) 1([0; ]),  ([0; ]);  [0; ) ,k k lC l C l Cϕ ∈ ψ ∈ µ ∈ +∞  
( )(0) 1 [0; ) ,  = 1,3,ir C i∈ +∞  
1( , ) ( ).t x C Qλ ∈  Функция g(k) принадлежит классу ( )2 [ ;( 2) ]C kl k l+  тогда 
и только тогда, когда выполняются условия согласования (39)–(40), а константа Cg выбирается 
по формуле (36).
Нахождение решения в области Q(k,4). В области Q(k,4) решение строится автоматически по 
формуле (14), где функция g(k) задается формулой (37), а функция p(k) – выражением (26).
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Из лемм 1, 2 вытекает 
У т в е р ж д е н и е. Пусть выполняются условия лемм 1, 2. Единственное решение u(k) из 
класса 2 ( )( ),kC Q  определенное на всем подмножестве ( )kQ , существует тогда и только тогда, 
когда выполнены условия согласования (28)–(29) и условие выбора константы (25), а также 
условия согласования (39)–(40) и условия выбора константы (36). 
4. Задача в полуполосе. Выше было построено решение задачи (7)–(9) и получены условия 
согласования для него в каждой отдельной области Q(k). В работе [6] получены не обходимые 
и достаточные условия существования единственного решения в классе 2 ( )C Q  для первой 
смешанной задачи. Для задачи с косыми производными в случае, когда направление косой 
производной в граничных условиях (9) не совпадает с характеристическим, поступаем 
аналогично. Определим начальные функции φ(k) и ψ(k) следующим образом: 
 
( ) ( 1) ( ) ( 1) ( 1)
( 1)
( ) ( 1) ( )
( 1)
( ) ( 1) ( 1)
( ) = , = ( , ) ( ) ( ),
( ) = , = ( , )
( , ) ( ) ( ),  
x kl x kl
k k k k k
k l kl
x kl
k k k
t
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x kl
k k k
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klx u x u d d p x kl g x kl
a
klx u x a u x kl d
a
a u x kl d adp x kl adg x kl x
− +
− − −
− −
−
−
− −
+
− −
 ϕ ξ η η ξ+ − + + 
 
 ψ ∂ ξ + ξ − 
 
− − η η− − + +
∫ ∫
∫
∫


 [0; ].l∈
 (41)
Введем обозначение ( , 1) ( ) ( )( , ) ( , ),  ( , ) ,  , 1.k k i iu t x u t x t x Q i k k+ = ∈ = +
Л е м м а 3. Пусть выполнены условия утверждения в областях Q(k–1) и Q(k). Для того чтобы 
решение ( 1, ) 2 ( 1) ( )( , ) ( ),k k k ku t x C Q Q− −∈   необходимо и достаточно, чтобы функции φ(k) и ψ(k) были 
определены по формуле (41).
Д о к а з а т е л ь с т в о. В силу утверждения, решение задачи в подобластях Q(k–1) и Q(k) при­
надлежит классу дважды непрерывно дифференцируемых функций. Для того чтобы решение 
( 1, ) ( , )k ku t x−  принадлежало классу 2 ( 1) ( )( ),k kC Q Q−   необходимо и достаточно, чтобы 
1 2 1 2( ) ( 1)
1 2 1 2, , , 0 2; , 0,2.
b b b bk k
t x t x
kl klu x u x b b b b
a a
−   ∂ ∂ = ∂ ∂ ≤ + ≤ =   
   
Докажем достаточность выполнения условий (41). Из них следует, что 
( 1) ( ) ( 1) ( ), , , , ,k k k kt t
kl kl kl klu x u x u x u x
a a a a
− −       = ∂ = ∂       
       
. Равенства
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   ∂ = ∂   
   
   ∂ = ∂   
   
   ∂ ∂ = ∂ ∂   
   
 (42)
следуют как равенства производных по касательным направлениям. Для доказательства равен­
ства вторых производных по переменной t воспользуемся уравнением (7):
 
2 ( ) 2 2 ( ) ( )
2 2 ( 1) ( 1) 2 ( 1)
, , ( , ) , =
, ( , ) , , .
k k k
t x
k k k
x t
kl kl klu x a u x t x u x
a a a
kl kl kla u x t x u x u x
a a a
− − −
     ∂ = ∂ + λ     
     
     = ∂ + λ = ∂     
     
 (43)
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Для доказательства необходимости условий (41) пойдем от противного. Пусть φ(k) и ψ(k) 
определены по формулам, отличным от вида (41). Тогда будут нарушаться равенства 
( 1) ( ) ( 1) ( ), , , , , ,k k k kt t
kl kl kl kl
u x u x u x u x
a a a a
- -       = ∂ = ∂       
       
 а следовательно, функция ( 1, ) ( , )k ku t x-  
либо ее производные будут терпеть разрыв на прямой .
kl
t
a
=
Таким образом, гладкость решения смешанной задачи с косыми производными в граничных 
условиях сохраняется, если не совпадают характеристические направления уравнения и направ-
ления косых производных. Из данной леммы вытекает 
С л е д с т в и е. Условия согласования (28)–(29) и (39)–(40) выполняются при некотором k 
тогда и только тогда, когда они выполняются для k – 1.
Д о к а з а т е л ь с т в о. Рассмотрим, например, условие (28) при некотором k. Если подставить 
в данное условие выражение функций φ(k) и ψ(k) из формул (41), а также их производных, и далее 
упростить полученное выражение, то получится условие (39) в области Q(k–1). Аналогично рас-
сматриваются и остальные случаи.
Те о р е м а 3. Пусть ( ) 0 и ( ) 0.θ ξ ≠ r η ≠  Функции 2 1([0; ]),  ([0; ]),C l C lϕ∈ ψ∈  
( ) ( ) 1, ([0; )),  = 0, ,  = 1,3,j jir C j l im ∈ ∞  ( )1 .C Qλ∈  Решение задачи (7)–(9) существует и един ствен-
но в классе ( )2C Q  тогда и только тогда, когда выполняются условия согласования 
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 - + ϕ + ψ + 
 
 m
+ r -m +  + 
  
+ϕ - r +   +  
2 ( ) ( )
1 2
1
( ) (0) ( ) (0) ( ) 0.l lad l r d l r l
a
 -

 - ϕ + ψ r = 
   
Д о к а з а т е л ь с т в о данной теоремы следует из лемм 1, 2, 3, а также следствия.
5. Смешанная задача для неоднородного уравнения. Теорема 2 сформулирована для одно-
родного уравнения (7). Для того чтобы получить необходимые и достаточные условия суще ство-
вания единственного гладкого решения смешанной задачи для неоднородного уравнения (1)–(3), 
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воспользуемся условиями согласования, полученными для однородного уравнения, но заменим 
в них ( ) (0)n id µ  на ( ) ( ) =0(0) ( , ) | ,  0,1, 0, ,
n i n i
td d B v t i n i lµ − = =  где v(t,x) – решение задачи (4)–(5).
Рассмотрим выражение ( )( ) ( ) ( )( ) =0 =01 2 3( , ) | = ( ) ( , ) ( ) ( , ) ( ) ( , ) |i i ln i nt t x td B v t i d r t v t i r t v t i r t v t i∂ + ∂ +  
подробнее. Данный полином представляет собой сумму 
 
( )( ) ( ) ( )( ) 1=0 1 1 1 =0=0( , ) | = ( ) ( , ) ( ) ( , ) ( ) ( , ) ,
n i i in i j n j j n j j n j j
t n t t t x
tj
d B v t i C d r t v t i d r t v t i d r t v t i− + − −∂ + ∂ + ∂ ∂∑   (44)
где 
!=
!( )!
j
n
nC
j n j−
 – биномиальный коэффициент, i = 0,l.
Найдем значения выражений =0( , ) | , = 0,2
j
t tv t i j∂  и =0( , ) | , = 0,1.
j
t x tv t i j∂ ∂
С учетом начальных условий (5) справедливо равенство (0, ) = (0, ) = 0.tv i v i∂  Также из по след­
него выражения будет следовать, что =0( , ) | = 0, 0, ,t x tv t i i l∂ ∂ =  как касательные производные. Из 
уравнения (4) получаем, что 2 (0, ) = (0, ).t v i f i∂  Таким образом, для неоднородного уравнения 
справедлива 
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 ( )( ) ( ) 1, [0; ) , = 0, ,  = 1,3,j jir C j l iµ ∈ ∞  ( )1, .f C Qλ ∈  Решение задачи (1)–(3) существует и един­
ственно в классе ( )2C Q  тогда и только тогда, когда выполняются условия согласования
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Заключение. В статье рассмотрена смешанная задача для уравнения типа Клейна – Гордона – 
Фока с косыми производными первого порядка в граничных условиях в случае, когда направление 
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данных производных отличается от направлений характеристик исходного уравнения. Для по-
ставленной задачи с помощью метода характеристик выведены необходимые и достаточные ус-
ловия существования единственного классического решения при заданной гладкости исходных 
данных.
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