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Abstract
This study compares the forecast performance of volatilities between two types of hybrid ANN and GARCH-type models. The
ﬁndings show that EGARCH-ANN model performs better than other models to forecast the volatilities of log-returns series in
Chinese energy market, and there are signiﬁcant leverage eﬀects in Chinese energy market.
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1. Introduction
Because of the important role played by energy in the world economy, recent increases in energy prices volatil-
ity have caused great concern among consumers, corporations and governments. In particular, due to its signiﬁcant
portfolio allocation and risk management, the ability to predict energy prices volatility with greater precision is
critical for market participants. Basically, market participants utilize diﬀerent methods for forecasting the volatil-
ity of economic variables. These methods are overall divided into two categories: classic and neural network
[1]. Although numerous comparative studies between classic models and ANNs have been conducted in the lit-
eratures, ﬁndings are mixed with regard to whether the ﬂexible nonlinear approach is better than the time series
method in forecasting [2-3]. However, hybrid ANN and generalized autoregressive conditional heteroskedastic-
ity (GARCH-type) [4-5] models are usually found to have advantages in comparison with ANNs or time series
models. For example, Hajizadeh, et al. [6] found that the hybrid ANN and Exponential GARCH (EGARCH)
models can provides better volatility forecasts for S&P500 index. Bildirici and Ersin [7] discussed the advantage
of hybrid ANN and Asymmetric Power GARCH (APGARCH) model in Istanbul Stock Exchange, and found the
increase of the forecasting performance of APGARCH model.
In line with Hajizadeh, et al. [6] and Bildirici and Ersin [7], this study focus on the capability of the hybrid
ANN and GARCH-type models to forecast volatility in Chinese energy market. Two types of hybrid ANN and
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GARCH-type models are constructed and used to forecast volatilities of Chinese energy index in Shanghai Stock
Exchange for from 31 December 2013 to 10 March 2016.
2. Methodology
Due to their successful application to forecast the volatilities of economic and ﬁnancial variables, GARCH-
type models are considered as a part of the proposed hybrid models. Allowing for the leverage eﬀects Ca large
ﬁnancial asset price decline can have a bigger impact on volatility than a large price increase- of ﬁnancial variables
commonly found in the literature, EGARCH [8] and GJR-GARCH [9] models are used to construct the proposed
hybrid models. Meanwhile, because of the existence of complex non-linear correlation structure among ﬁnancial
variables, more ﬂexible models are needed to approximate the features of ﬁnancial variables, such as ANNmodels.
The greatest advantage of ANN models their ability to model complex nonlinear relationship without a priori
assumptions of the nature of the relationship. They can relate a set of input variables to one or more output target
variables that contain nonlinear latent units to achieve signiﬁcant ﬂexibility [10]. Therefore, ANNs are employed
to construct the proposed hybrid models. There are several training methods for neural networks. The most
common method of the model estimation in ﬁnancial applications is Back-propagation [11]. This method takes
inputs only from the previous layer, and sends outputs only to the next layer. The parameters of the model are
updated so that the tuning of parameters is in accordance with the quadratic loss function during the process of
the model estimation. Therefore, the lowest error can be achieved by estimate iteratively.
2.1. GARCH-type Models
The log-returns series of Chinese energy index are ﬁtted by the autoregressive moving average (ARMA) [12]
models for the conditional mean model. Without loss of generality, rt and Pt denote the log-return and price of a
given asset at time t, respectively, and rt = 100 × log(Pt/Pt−1) , t = 1, . . . ,T . The ARMA(m, n) can be expressed
as follows:
rt = c +
m∑
i=1
φirt−r +
n∑
j=1
θ jεt− j + εt (1)
where φi and θ j are unknown parameters, εt is the uncorrelated random variable with mean zero and variance σ2ε.
As documented in Fatima and Hussain [13], the conditional variances of residuals of ﬁnancial variables εt are
not constant throughout, but vary from one period to another. To capture the feature of conditional volatilities,
GARCH model was introduced by [4], and future extended by a lot of academics [8-9]. Allowing for the leverage
eﬀects of ﬁnancial variables, EGARCH and GJR-GARCH models are used in this study. Both models can be
represented as follows:
EGARCH(p, r, q) : log(ht) = ω +
q∑
j=1
β j log(ht− j) +
p∑
i=1
αi
∣∣∣∣∣∣ εt−i√ht−i
∣∣∣∣∣∣ +
r∑
k=1
γk
εt−k√
ht−k
(2)
GJR −GARCH(p, q) : ht = ω +
p∑
m=1
αmε
2
t−m + γε
2
t−1It−1 +
q∑
n=1
βnht−n (3)
εt =
√
htηt (4)
where ηt ∼ i.i.d.(0, 1). For EGARCH, no restrictions are placed on the parameters αi, β j, and γk. For GJR-
GARCH, ω ≥ 0, αi ≥ 0, αi + γ ≥ 0,
p∑
m=1
αm + γ +
q∑
n=1
βn < 1. It equals 1 if εt < 0, and 0 otherwise.
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2.2. ANN
On account of advantages of nonlinearity and ﬂexibility, artiﬁcial neural network is employed to forecast the
volatilities of Chinese energy index. To overcome the possibility of overﬁtting the training data and failing to cap-
ture the true statistical process generating the log-returns series of Chinese energy index, back propagation training
algorithm is used to minimize the quadratic error by descent maximum gradient. That is to say, the so-called back
propagation neural network (BPNN) is utilized in this study. The model is the multilayer perceptron, with 1 input
layer, 1 hidden layer, and 1 output layer. The input layer is represented by a vector d = (x1, x2, . . . , xd)′. The
hidden layer is a vector m = (h1, h2, . . . , hm)′. The output layer is a vector c = (y1, y2, . . . , yc)′. The multilayer
perceptron model is obtained by a weighted linear combination of the d input values in the form.
a j =
d∑
i=1
w(1)ji xi (5)
The activation of hidden unit j can be achieved by transforming the linear sum using a logistic activation
function g (a) = exp (a)
/(
1 + exp (a)
)
:
hj = g (a) = g
⎛⎜⎜⎜⎜⎜⎜⎝
d∑
i=1
w(1)ji xi
⎞⎟⎟⎟⎟⎟⎟⎠ (6)
The node of output layer is deﬁned as:
yk = g˜
⎛⎜⎜⎜⎜⎜⎜⎝
m∑
j=1
w(2)jk g
⎛⎜⎜⎜⎜⎜⎜⎝
d∑
i=1
w(1)ji xi
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ (7)
If the output function is taken linear, g˜ (a) = a, the output model reduces to:
yk =
m∑
j=1
w(2)jk g
⎛⎜⎜⎜⎜⎜⎜⎝
d∑
i=1
w(1)ji xi
⎞⎟⎟⎟⎟⎟⎟⎠ (8)
The multilayer feed-forward BPNN is shown as Fig. 1.
Input 1x
Input 2x
Input 3x
Input layer
Hidden layer
Output layer
1h
2h
y
Fig. 1. Multilayer feed-forward back propagation neural network
To establish an eﬀective neural network in application to real ﬁnancial data, the dataset used is divided into
three subsets: the training set is 80% of the dataset, the validation set is 10%, and the remaining 10% is for test
set.
2.3. Hybrid Models
The purpose of this study is to propose two types of hybrid ANN and GARCH-type models and to compare the
forecast performance of volatility for both hybrid models. Type I model is established by inputting the outcome of
the preferred GARCH-type models into ANN, called ANN-GARCH model. That is, the outcome of the preferred
GARCH-type models is considered as the input variable so as to augment the forecasting performance of volatility
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in Chinese energy market. On the other hand, Type II model is built by considering the output layer of ANN as a
variable of GARCH-type models, called GARCH-ANN model, so that the augmented GARCH-type models can
behavior better on forecasting volatility. Both types of models are expressed as follows:
Type I: ANN-GARCH model
Based on the preferred EGARCH model, β1 log(ht−1), α1
∣∣∣∣ εt−1√ht−1
∣∣∣∣, and γ1 εt−1√ht−1 are chosen as the endogenous
explanatory variables, which are regarded as the input variables in the ANN. Similar to EGARCH, β1ht−1, α1ε2t−1,
and γε2t−1It−1 of the preferred GJR-GARCH model are chosen as the input variables in the ANN.
Type II: GARCH-ANN model
EGARCH − ANN : log(ht) = ω +
q∑
j=1
β j log(ht− j) +
p∑
i=1
αi
∣∣∣∣∣∣ εt−i√ht−i
∣∣∣∣∣∣ +
r∑
k=1
γk
εt−k√
ht−k
+
s∑
h
ξhψ (ztλh) (9)
GJR −GRACH − ANN : ht = ω +
p∑
m=1
αmε
2
t−m + γε
2
t−1It−1 +
q∑
n=1
βnht−n +
s∑
h
ξhψ (ztλh) (10)
ψ (ztλh) =
⎡⎢⎢⎢⎢⎢⎣1 + exp
⎛⎜⎜⎜⎜⎜⎝λh,d,w + υ∑
d=1
⎡⎢⎢⎢⎢⎢⎣ m∑
w=1
(
λh,d,wzwt−d
)⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎦
−1
(11)
where, zt−d = [εt−d − E (ε)]
/√
E
(
ε2
)
. 12λh,d,w ∼ uni f orm[−1,+1].
3. Data Analysis
3.1. ARMA and GARCH models
The dataset investigated in this study is the Chinese energy index in Shanghai Stock Exchange from 31 De-
cember 2013 to 10 March 2016 for a total of 534 observations. The log-returns series of the dataset are stationary
according to Augmented Dickey-Fuller (ADF) test. Therefore, ARMA(m, n) model is used to capture the mean
features of log-returns series. According to the AIC and BIC criteria, the model is estimated as follows:
rt = −0.000117 + 0.091924∗rt−1−0.957180∗rt−2−0.092390∗∗εt−1 + 0.906037∗εt−2 + εt (12)
The ∗ means that the parameter is signiﬁcant at 0.1 signiﬁcance level, and the ∗∗ means that the parameter is
signiﬁcant at 0.05 signiﬁcance level. The results show that the log-returns of energy index at time t are positively
inﬂuenced by its log-returns of energy index at time t − 1 and negatively inﬂuenced by its log-returns at time
t − 2. The residuals of the model are tested by serial correlation LM and ARCH LM tests. The results show that
the serial correlation has been captured by ARMA model, and the conditional heteroskedasticity of the residuals
is conﬁrmed because the F-statistic of ARCH LM test signiﬁcantly rejects the null hypothesis. Thus, GARCH
models are employed to ﬁt the conditional heteroskedasticity of the residuals. According to the AIC and BIC
criteria, the preferred GARCH models are illustrated as follows:
Table 1. Parameters estimation of GARCH-type models
Parameter ω α β γ AIC BIC ARCH LM
EGARCH(1,1,1) -0.229640∗ 0.186406∗ 0.987980∗ 0.033339∗ -4.944347 -4.912146 1.385152
GJR-GARCH(1,1,1) 3.16E-06∗ 0.114989∗ 0.914467∗ -0.049867∗ -4.938990 -4.906788 0.529583
The ∗ means that the parameter is signiﬁcant at 0.05 signiﬁcance level. ARCH LM test shows that there
are not the conditional heteroskedasticity in the residuals of both GARCH models. AIC and BIC criteria show
that EGARCH perform better than GJR-GARCH on ﬁtting the dataset. The leverage eﬀect is not found in both
GARCH models in Chinese energy market. This means that the ﬂuctuation of energy price in Chinese market dont
have an asymmetric impact on volatility of energy index. The result is contrary to the ﬁndings that ﬁnancial assets
usually have an asymmetric impact on their volatility. This is because the investors are able to make relatively
rational decisions in the Chinese energy market.
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3.2. Hybrid models
First, the ANN-GARCH model is estimated by using the outcome of preliminary GARCH-type models. Ac-
cording to the multilayer feed-forward back propagation neural network, three subsets are chosen to ﬁt the param-
eters of hidden layer and output layer, and then the forecasting volatilities based on the ANN can be obtained. The
outcome is exhibited in Fig.2.
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Fig. 2. Forecasting volatilities of ANN-GARCH model
Second, the GARCH-ANN model is estimated by considering the output layer of ANN as a variable of
GARCH-type models. The outcome of ANN is based on residuals of Equation (12). The forecast volatilities
of the preferred GARCH-ANN model are exhibited in Fig.3.
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Fig. 3. Forecasting volatilities of GARCH-ANN model
3.3. Comparison of forecasting performance between two types of hybrid ANN and GARCH-type models
To estimate forecast accuracy, this study is in line with the work by [6] and compares the forecasting perfor-
mance of volatility of both proposed hybrid ANN and GARCH-type models with realized volatility (RV). The RV
on day t is computed by
RVt =
√
1
n
t∑
i=t−n+1
(ri − r¯)2 (13)
where r¯ = n−1
t∑
i=t−n+1
ri, and n is the number of days prior to t. According to Kristjanpoller et al. [14] and
Prokopczuk et al. [15], n equals to 22. That means there are about 22 transactions in every month. In order to
evaluate the performance of models in forecasting volatility, a loss function are considered: Root mean square
error (RMSE). It is deﬁned as follows:
RMSE =
⎛⎜⎜⎜⎜⎜⎝1n
n∑
i=1
(σi − RVi)2
⎞⎟⎟⎟⎟⎟⎠
1/2
(14)
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Allowing for the testing set in ANN, 51 out-of-sample observations are used to forecast the volatilities and to
examine the performance of these hybrid models. The results are reported in Table 2.
Table 2. The results of forecasting volatilities
Loss function ANN-EGARCH ANN-GJR-GARCH EGARCH-ANN GJR-GARCH-ANN
RMSE 0.003626 0.004146 0.003151 0.003630
The results show that EGARCH-ANN model performs better than other models to forecast the volatilities of
log-returns series in Chinese energy market according to RMSE. This means that the EGARCH model is augment-
ed by considering the outcome of ANN as a variable in variance equation. Although the results of GARCH-type
models are regarded as input variables of ANN, the combination of ANN and GARCH-type models has a less
performance than the hybrid GARCH-ANN model.
4. Conclusions
This study has two main contributions. First, two types of hybrid ANN and GARCH-type models are demon-
stration to forecast the volatilities of log-returns series in Chinese energy market. The results show that EGARCH-
ANN model performs better than other models to forecast the volatilities of log-returns series in Chinese energy
market according to RMSE. That means the augmented EGARCH model behavior better when it is used to ﬁt
the conditional heteroskedasticity of log-returns of ﬁnancial assets. Second, we examine the leverage eﬀect of
energy index, the results show that there are signiﬁcant leverage eﬀect in Chinese energy market. That means the
ﬂuctuation of energy price in Chinese market have an asymmetric impact on volatility of energy index. The result
is consistent with the ﬁndings in the literature.
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