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ON THE DECOMPOSITION THEOREM FOR INTERSECTION
DE RHAM COMPLEXES
MAO SHENG AND ZEBAO ZHANG
Dedicated to the 70th birthday of Professor Shing-Tung Yau
Abstract. We establish a positive characteristic analogue of intersection co-
homology for polarized variations of Hodge structure. This includes: a) the
decomposition theorem for the intersection de Rham complex; b) the E1 degen-
eration theorem for the intersection de Rham complex of a periodic de Rham
bundle: c) the Kodaira vanishing theorem for the intersection cohomology
groups of a periodic Higgs bundle.
1. Introduction
In this paper, we aim to establish an algebraic theory on the L2 and inter-
section cohomology theory of polarized variations of Hodge structure [Zuc, CKS,
KK]. Our work is based on the sequence of works [DI], [Fa], [OV] and [LSZ].
In their foundational work in nonabelian Hodge theory in positive character-
istic, Ogus-Vologodsky [OV], extended by Schepler to the logarithmic setting
[Sche] (see also [Oh]), established the following two fundamental results (in which
MIC0p−1(Xlog/k) (resp. HIG
0
p−1(X
′
log/k)) is a certain category of logarithmic flat
(resp. Higgs) sheaves, see §3 for detail):
Theorem 1.1 (Ogus-Vologodsky, Schepler). Let k be a perfect field of positive
characteristic p. Let X be a smooth variety over k and D ⊂ X a normal crossing
divisor. Suppose the pair (X,D) is W2(k)-liftable.
i) There is an equivalence of categories
MIC0p−1(Xlog/k)
C
−−−⇀↽ −
C−1
HIG0p−1(X
′
log/k),
where X ′ = X ×σ,k k and σ is the Frobenius automorphism of k.
ii) For (E, θ) ∈ HIGp−1(X
′
log/k), set (H,∇) = C
−1(E, θ). Then, one has an
isomorphism in the derived category D(X ′):
τ<p−lF∗Ω
∗(H,∇) ∼= τ<p−lΩ
∗(E, θ),
where l is the level of (H,∇), F : X → X ′ is the relative Frobenius,
Ω∗(H,∇) is the logarithmic de Rham complex attached to (H,∇) and
Ω∗(E, θ) is the logarithmic Higgs complex attached to (E, θ).
The work is supported by National Natural Science Foundation of China (Grant No.
11622109, No. 11721101), Chinese Universities Scientific Fund (CUSF) and Anhui Initiative in
Quantum Information Technologies (AHY150200).
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Part (i) is a positive characteristic analogue of the Simpson correspondence over
the field of complex numbers [Sim]; Part (ii) generalizes vastly the fundamental
decomposition theorem of Deligne-Illusie [DI] that is the statement for the Higgs
object (O′X , 0). For the Gauß-Manin bundle associated to a semistable family
over k, which is W2(k)-liftable, the decomposition theorem of Ogus-Vologodsky
was first established by Illusie [IL90]. Moreover, he proved also the E1 degen-
eration property and a relative Kodaira type vanishing theorem (that has been
recently generalized to general coefficients [Ar]). In our work, we shall establish
the “intersection” version of all these results.
The technical heart of our theory is the “intersection” version of the decom-
position theorem of Ogus-Vologodsky. Motivated by the theory over the field
of complex numbers [CKS, KK], we are led to consider certain subcomplex
Ω∗int(H,∇) ⊂ Ω
∗(H,∇) attached to an object (H,∇) ∈ MIC0p−1(Xlog/k), which is
called the intersection de Rham complex. Correspondingly, for an object (E, θ) ∈
HIGp−1(X
′
log/k) we introduce the intersection Higgs complex Ω
∗
int(E, θ) ⊂ Ω
∗(E, θ).
We refer our reader to §2 for the precise definition of these subcomplexes.
Theorem (Theorem 3.1). Use notation in Theorem 1.1. One has an isomor-
phism in D(X ′):
τ<p−lF∗Ω
∗
int(H,∇)
∼= τ<p−lΩ
∗
int(E, θ).
As the intersection condition becomes empty when D = ∅, the above theorem
in this case is nothing but the decomposition theorem of Ogus-Vologodsky. Our
method of proof of Theorem 3.1 is to construct, in the spirit of Deligne-Illusie,
an explicit quasi-isomorphism between τ<p−lF∗Ω
∗(H,∇) and τ<p−lΩ
∗(E, θ) which
induces a quasi-isomorphism on intersection complexes.
Our next main result concerns the E1 degeneration property of intersection de
Rham complexes attached to periodic objects in MIC0p−1(Xlog/k), as first intro-
duced in [LSZ]. We remark that a Gauß-Manin bundle, as considered in [IL90],
is one-periodic. See §4.1 for detail. By a de Rham sheaf, we mean a triple
(H,∇, F il) where the pair (H,∇) is a flat sheaf, equipped with a Griffiths trans-
verse and effective finite decreasing filtration Fil. Note that the de Rham complex
Ω∗(H,∇) attached to a de Rham sheaf (H,∇, F il) is naturally filtered.
Theorem (Corollary 4.12). Use notation in Theorem 1.1. Assume additionally
that X is proper over k. For a periodic de Rham bundle (H,∇, F il) satisfying
dimX + rank(H) ≤ p, the spectral sequence associated to the filtered complex
Ω∗int(H,∇) degenerates at E1.
A more precise form of the above theorem appears in §4. Besides the decom-
position theorem, the other key ingredient to the E1 degeneration theorem is the
so-called intersection adaptedness theorem 1 (Theorem 4.3).
A good analogue of the notion of polarized variation of Hodge structure over a
quasi-projective variety in positive characteristic is the notion of strict p-torsion
logarithmic Fontaine module, first introduced by Faltings IV c) [Fa]. The above
two theorems lead to a structural result on the cohomology groups of intersection
1The name is after the L2 adaptedness theorem of S. Zucker [Zuc].
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de Rham complexes attached to a strict p-torsion logarithmic Fontaine module,
which we regard as basic in our algebraic theory. Let (H,∇, F il,Φ) be a strict p-
torsion logarithmic Fontaine module of Hodge-Tate weight ≤ w with w ≤ p− 1,
namely an object of the category MF∇[0,w](Xlog/k). By Theorem 4.1* [Fa], the
various cohomology groups
H i(X0, H) := Hi(X,Ω∗(H,∇))
with X0 = X − D is naturally a strict p-torsion Fontaine-Laffaille module [FL]
under the assumption dimX + w ≤ p− 2. 2
Definition. For a strict p-torsion logarithmic Fontaine moduleH = (H,∇, F il,Φ),
its i-th intersection cohomology group is defined to be
IH i(X,H) := Hi(X,Ω∗int(H,∇)).
We obtain the following result for these inersection cohomology groups:
Corollary (Corollary 4.15). Notation as above. Assume dimX+w ≤ p−1. Then
for each i, the intersection cohomology group IH i(X,H) admits the structure
of a strict p-torsion Fontaine-Laffaille module such that the natural morphism
IH i(X,H) → H i(X0, H) is a morphism of strict p-torsion Fontaine-Laffaille
modules.
Our last main result is a Kodaira type vanishing theorem in positive charac-
teristic.
Theorem (Corollary 5.6). Use notation in Theorem 1.1. Assume additionally
that X is projective over k. Let (E, θ) be a periodic Higgs bundle. If dimX +
rank(E) ≤ p, then the following vanishing holds
Hi(X,Ω∗int(E, θ)⊗ L) = 0, i > dimX,
for any ample line bundle L on X.
By spreading out, we obtain an algebraic proof of E1 degeneration property
of the Hodge to de Rham spectral sequence of the intersection de Rham com-
plex associated to a semistable family in characteristic zero, first proved via the
transcendental means by Cattani-Kaplan-Schmid [CKS] and Kashiwara-Kawai
[KK].
2. Intersection de Rham complexes
In this section, we introduce the notion of intersection de Rham complex. It is
convenient to do this in a bit more general setting, which includes also the notion
of intersection Higgs complex. Let X be a regular scheme which is smooth over
a notherian scheme S and is equipped with an S-relative normal crossing divisor
D ⊂ X . Let Xlog be the log scheme posed by the divisor D and Xlog → S be
the natural morphism of log schemes (where S is equipped with the trivial log
2By the method of the paper, this assumption can be relaxed to dimX + w ≤ p − 1. See
Theorem 4.14.
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structure) [Ka]. Let λ ∈ Γ(S,OS). A λ-connection on an OX -module E is an
additive map
∇ : E → ωX/S ⊗ E,
satisfying the λ-Leibniz rule
∇(fs) = λdf ⊗ s+ f∇(s),
where ωX/S is the sheaf of relative differentials of log schemes, f ∈ OX and s ∈ E.
One extends ∇ : ωX/S ⊗E → ω
2
X/S ⊗ E by the usual rule:
∇(ω ⊗ s) = λdω ⊗ s− ω ∧∇(s).
We are interested in λ-connections which are flat, namely those satisfying the
curvature vanishing condition ∇ ◦ ∇ = 0. For a flat λ-connection (E,∇), one
forms as usual the complex Ω∗(E,∇) which is given by
E
∇
−→ ωX/S ⊗ E
∇
−→ ω2X/S ⊗ E
∇
−→ · · · .
The case λ = 1 (resp. λ = 0) is a log de Rham (resp. Higgs) complex. The above
complex is naturally a graded module over the graded algebra ω•X/S. As there is
a natural morphism of graded algebras
Ω•X/S → ω
•
X/S,
we may regard Ω∗(E,∇) as a graded module over Ω•X/S . Let x ∈ D. It is not
difficult to see that, under our assumption, there exists a set of prime elements
{t1, · · · , tn} ⊂ OU (n = dimX/S) for some e´tale open neighborhood U of x such
that
(i) D has r = r(x) branches in U which are defined by {ti, 1 ≤ i ≤ r};
(ii) the restriction of ΩX/S to U admits an OU -basis {dt1, · · · , dtn};
(iii) the restriction of ωX/S to U admits an OU -basis
{d log t1, · · · , d log tr, dtr+1, · · · , dtn}.
We call such a set {t1, · · · , tn} ⊂ OU a special system of log coordinates at x. It
is the correct type of local coordinates we shall work with throughout the paper.
Given a special system of local coordinates at x, we may write the operator into
a sum of components
∇ = ∇1 ⊗ d log t1 + · · ·+∇r ⊗ d log tr +∇r+1 ⊗ dtr+1 + · · ·+∇n ⊗ dtn,
with ∇i ∈ End(E|U). For a multi-index I = (i1, · · · , il), set
∇I = ∇i1 ◦ · · · ◦ ∇il, tI = ti1 · · · til , dtI = dti1 ∧ · · · ∧ dtil, d log tI =
dtI
tI
.
Set also ∇∅ = Id and dt∅ = 1 ∈ OU .
Lemma 2.1. Notation as above. Then the Ω•X/S |U-graded submodule of Ω
∗(E,∇)|U ,
which is generated by
{∇I(e)⊗ d log tI |I ⊂ {1, · · · , r(x)}, e ∈ E(U)},
induces the germ of a subcomplex in Ω∗(E,∇)⊗OX,x which is independent of the
choice of a special system of log coordinates at x.
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Proof. Let Rt ⊂ Ω
∗(E,∇)|U be the submodule as defined in the lemma using the
special system of log coordinates t = {t1, · · · , tn}. Take a unit u in OU and set
t′1 = u · t1. Then
d log t′1 = (1+t1a1)d log t1+t2a2d log t2+ · · ·+tra2d log tr+ar+1dtr+1+ · · ·+andtn,
where ai ∈ OU , 1 ≤ i ≤ n. With respect to the new special system of log
coordinates t′ = {t′1, t2, · · · , tn}, one writes
∇ = ∇′1 ⊗ d log t
′
1 + · · ·+∇
′
r ⊗ d log tr +∇
′
r+1 ⊗ dtr+1 + · · ·+∇
′
n ⊗ dtn.
It is easy to find that
∇′1 = (1 + t1a1)
−1∇1, ∇
′
i = −(1 + t1a1)
−1tiai∇1 +∇i, 2 ≤ i ≤ r.
It follows that ∇′1(e)⊗ d log t
′
1 as well as
∇′i(e)⊗ d log ti = −(1 + t1a1)
−1ai∇1(e)⊗ dti +∇i(e)⊗ d log ti, i ≥ 2
belong to Rt.Therefore Rt′ ⊂ Rt. By symmetry, Rt′ = Rt. But this actually
shows that Rt is independent of the choice of a special system of log coordinates
on U . Now by a standard Galois descent argument, Rt descends to a submodule
of Ω∗(E,∇) over a Zariski open neighborhood of x and hence a germ of subcom-
plexes in Ω∗(E,∇) ⊗ OX,x. By uniqueness in Galois descent, the induced germ
is independent of the choices of an e´tale open neighborhood U of x and a special
system of log coordinates on U , as claimed. 
Definition 2.2. Notation as above. Let E be a quasi-coherent OX-module on
X and ∇ a flat λ-connection on E. The subcomplex of the de Rham complex
Ω∗(E,∇) defined in Lemma 2.1 is called the intersection complex of (E,∇) and
denoted by Ω∗int(E,∇).
The λ = 1 case is called an intersection de Rham complex and the λ = 0 case is
called an intersection Higgs complex. These two types of intersection complexes
are our principal objects of study in the following.
3. Decomposition theorem
In this section and the next, k is a perfect field of characteristic p > 0, X
is a smooth variety over k and D ⊂ X a NCD. We assume the pair (X,D)
is W2(k)-liftable (see Definition 8.11 [EV]), and we choose and then fix such a
lifting (X˜, D˜) in our discussion (this is because the correspondence Theorem 1.1
depends on such a choice). As a convention, a supscript ′ means the base change
of an object via the Frobenius automorphism σ. The proof of Theorem 3.1 below
is close in spirit to the one in [DI]. We refer our reader to [EV] §8-10 and [IL02]
for excellent accounts of this theory.
3.1. Preliminary. Logarithmic nonabelian Hodge theory in characteristic p stud-
ies the following categories: let MIC0p−1(Xlog/k) be the category of logarithmic
flat sheaves (H,∇) with poles along D =
∑
iDi with conditions
(i) the p-curvature of ∇ is locally nilpotent of level ≤ p− 1;
(ii) the residue of ∇ along each component Di is locally nilpotent of level
≤ p− 1;
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(iii) Tor
OX,x
1 (Hx, Di,x) = 0 for each Di and every closed point x ∈ Di.
Correspondingly, let HIG0p−1(X
′
log/k) be the category of logarithmic Higgs sheaves
(E, θ) with poles along D′ with conditions
(i) θ is locally nilpotent of level ≤ p− 1;
(ii) Tor
OX,x
1 (Ex, F∗Di,x) = 0 for each component Di and every closed point
x ∈ Di.
We briefly recall the construction of the inverse Cartier transform C−1 of Ogus-
Volgodsky via the technique of exponential twisting [LSZ14] (see also Appendix
[LSYZ] for the special log setting 3). Take an open affine covering U = {U˜α}α∈I
of X˜ and for each U˜α, take a log Frobenius lifting F˜α : U˜α → U˜
′
α (see Propositions
9.7 and 9.9 [EV]). For each α, set Uα = U˜α × k and ωUα (resp. ΩUα) to be the
restriction of ωX/k (resp. ΩX/k) to Uα. Then, the obstruction of lifting the relative
Frobenius F : X → X ′ over k to a morphism X˜ 99K X˜ ′ over W2(k) is a class in
H1(X,F ∗TX′/k) whose Cˇech representative is given by {hαβ : F
∗ωU ′
αβ
→ OUαβ}
with the relations
(i) Over Uαβ , dhαβ = ζβ − ζα with ζα :=
F˜α
[p]
: F ∗ωU ′α → ωUα.
(ii) Over Uαβγ , hαβ + hβγ = hαγ.
For an object (E, θ) ∈ HIGp−1(X
′
log/k), its inverse Cartier transform (H,∇) :=
C−1(E, θ) ∈ MICp−1(Xlog/k) is obtained by gluing local flat sheaves
(Hα,∇α) := (F
∗E|Uα,∇can + (id⊗ ζα)(F
∗θ))
via the gluing data {Gαβ := exp(1 ⊗ hαβ)F
∗θ =
∑p−1
i=0
((1⊗hαβ)F
∗θ)i
i!
}. It was
shown that (H,∇) is independent of the choices of data (U˜α, F˜α). Let {t1, · · · , tn}
be a special system of log coordinates on U˜α (whose existence can be easily
shown). We call the morphism defined by F˜α(ti) = t
p
i , 1 ≤ i ≤ n the standard log
Frobenius lifting. For a finite complex K∗ of OX′ -modules, let C(U
′, K∗) be the
simple complex associated to the Cˇech bicomplex of the covering U ′ with values
in K∗. It is well known that the natural augmentation ǫ : K∗ → C(U ′, K∗) is a
quasi-isomorphism. Thus the decomposition theorem as stated in §1 is a direct
consequence of the following theorem, which is the main goal of this section.
Theorem 3.1. Notation as above. There is an explicit quasi-isomorphism
ϕ : τ<p−lΩ
∗(E, θ)→ C(U ′, F∗τ<p−lΩ
∗(H,∇))
which induces the quasi-isomorphism on the intersection subcomplexes. Namely,
ϕ restricts to the following quasi-isomorphism:
ϕint : τ<p−lΩ
∗
int(E, θ)→ C(U
′, F∗τ<p−lΩ
∗
int(H,∇)).
3There is an obvious modification for the case of normal crossing divisor by Galois descent.
One takes a finite Galois cover over an open neighborhood of x ∈ D such that D becomes simple
normal crossing upstairs. By functoriality of the exponential twisting, one has the canonical
descent datum in the construction and therefore it descends to the one over the original Zariski
open neighborhood of x.
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3.2. Notations. The following notations will be used only in this section:
I The totally ordered index set of the open affine covering U .
α (α0, · · · , αr) with αi ∈ I and α0 < · · · < αr.
Uα Uα0 ∩ · · · ∩ Uαr .
j (j1, · · · , jr) ∈ Nr0.
|j|
∑
1≤i≤r j
i.
P (r; s) The set of partitions of s into r + 1 nonnegative integers.
p (s0, ..., sr) ∈ P (r, s).
a(j, p) (r+s)!
sr!
∏r
k=1
∏sk−1
l=0 (
∑r
i=k j
i+
∑r
i=k si+l−k+r+1)
∈ Fp for |j|+ r + s < p.
ζsα F
∗ωsU ′α → ω
s
Uα which is the s-wedge product of ζα for s ≥ 0.
σjα
j!
σj
1
α0α1
j1!
◦ · · · ◦
σj
r
αr−1αr
jr!
∈ End(F ∗E|Uα) with σαβ = (1⊗ hαβ)F
∗θ.
ζα,p ⊗
s0F ∗ωU ′α0 ⊗ · · · ⊗
sr F ∗ωU ′αr → ω
s
Uα which is the composite of
⊗s0ζα0 ⊗ · · · ⊗
sr ζαr
with the obvious restriction map and the wedge product.
hα F
∗ωU ′α0α1 ⊗ · · · ⊗ F
∗ωU ′αr−1αr → OUα which is the composite of
hα0α1 ⊗ · · · ⊗ hαr−1αr
with the obvious restriction map and the multiplication.
δi ω
i
X′/k
→ ⊗iωX′/k for i < p which is the canonical section of the projection
⊗iωX′ → ω
i
X′
. Explicitly, it is given by
δi(ω1 ∧ · · · ∧ ωi) =
1
i!
∑
σ∈Si
sgn(σ)ωσ(1) ⊗ · · · ⊗ ωσ(i),
for ω1, ..., ωi local sections of ωX′/k.
3.3. Expression of ϕ. We define morphisms of OX′-modules
ϕ(0, s) : E ⊗ ωsX′/k → C
0(U ′, F∗Ω
s(H,∇))
whose component along Uα, α ∈ I is given by
ϕ(0, s)α = (id⊗ ζ
s
α)F
∗,(3.1.1)
and
ϕ(r, s) : E ⊗ ωr+sX′/k → C
r(U ′, F∗Ω
s(H,∇))
for r ≥ 1 whose component along Uα is given by
ϕ(r, s)α =
∑
j,p
a(j, p)(
σjα
j!
⊗ ζα,phα)F
∗(id⊗ δr+s),(3.1.2)
where the summation runs over j ∈ Nr0 satisfying |j|+ r+ s < p and p ∈ P (r; s).
An immediate explanation of Formula 3.1.2 is in order: in the identification of
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F ∗E|Uα with H|Uα, we use the first index in α. Namely, we have the following
commutative diagram:
F ∗E|Uα0
=
−−−→ H|Uα0
resα0α
y yresα0α
F ∗E|Uα
=
−−−→ H|Uα.
Putting ϕ(r, s)s altogether, we obtain an OX′-morphism for each 0 ≤ d ≤ p− 1,
ϕd =
⊕
r,s≥0,r+s=d
ϕ(r, s) : E⊗ωd
X′/k
→
⊕
r,s≥0,r+s=d
Cr(U ′, F∗Ω
s(H,∇)) = C(U ′, F∗Ω
∗(H,∇))d.
We have two basic properties of ϕd.
Proposition 3.2. Notation as above. Then the sequence ϕ = (ϕ0, · · · , ϕp−l−1)
restricts to a morphism of complexes:
ϕ : τ<p−lΩ
∗(E, θ) −→ τ<p−lC(U
′, F∗Ω
∗(H,∇)).
The proof of the above proposition is straightforward and elementary. For the
sake of exposition, we put details of the proof in Appendix. However, we want
to single out one important special case which may be verified easily. Along the
way, a useful homotopy formula relating two different log Frobenius liftings shows
up. It is essentially local but we put it in a bit more general setting for a later
use.
Assume now there exists a global log Frobenius lifting over X˜ . Then, the
inverse Cartier transform of (E, θ) is equal to
(H,∇) = (F ∗E,∇can + (id⊗ ζF˜ )F
∗θ)
up to isomorphism, where ζF˜ :=
F˜
[p]
for a global log Frobenius lifting F˜ . Ap-
parently, the connection part depends on the choice of F˜ . However, there is a
canonical way to identify them. Namely, if we index two liftings by F˜α and F˜β,
then the gluing isomorphism Gαβ in §3.1 provides the identification. On the other
hand, one observes that Formula 3.1.1 defines for each 0 ≤ s ≤ n the following
OX′-morphism:
ϕ˜s : E ⊗ ω
s
X′/k → F∗(H ⊗ ω
s
X/k).
We list two simple lemmas which may be verified directly.
Lemma 3.3. The collection (ϕ˜0, · · · , ϕ˜n) defines a morphism of complexes
ϕ˜ : Ω∗(E, θ)→ F∗Ω
∗(H,∇).
Thus ϕ˜ induces a morphism of complexes for any m:
ϕ˜ : τ<mΩ
∗(E, θ)→ τ<mF∗Ω
∗(H,∇).
Note also that the morphism ϕ˜ depends on the choice of global log Frobenius
lifting. We write ϕ˜F˜ for ϕ˜ in order to emphasize such a dependence.
Lemma 3.4. Let F˜α, F˜β be two global log Frobenius liftings over X˜. Then ϕ˜F˜α is
homotopy to ϕ˜F˜β over the truncated subcomplex τ<p−lΩ
∗(E, θ) via the formula:
ϕ˜F˜β ,s − ϕ˜F˜α,s = F∗∇α ◦ (−1)
s−1ϕ(1, s− 1)αβ + (−1)
sϕ(1, s)αβ ◦ θ(3.4.1)
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for 0 ≤ s ≤ p − l − 1. Consequently, the induced morphism on the cohomology
sheaves of τ<p−lΩ
∗(E, θ) by ϕ˜ is independent of the choice of global log Frobenius
liftings.
The second basic property of ϕd is the following
Proposition 3.5. ϕd preserves the intersection condition. Consequently, the
morphism ϕ in Proposition 3.2 restricts to a morphism between the intersection
complexes. That is, one has a morphism of complexes
ϕint : τ<p−lΩ
∗
int(E, θ) −→ τ<p−lC(U
′, F∗Ω
∗
int(H,∇)).
Proof. The problem is local. Fix an index α and take a special system of log
coordinates {t1, · · · , tn} over U˜α0 such that D˜ is defined by
∏r
i=1 ti = 0. It
suffices to show each ϕ(r, s)α maps an element of form
ω = θJ(e)⊗ d log tJ ∧ d log tK ∈ Ω
r+s
int (E, θ), J ⊂ {1, · · · , r}, K ⊂ {r + 1, · · · , n}
in Cr(U ′, F∗Ω
s
int(H,∇)). Let us check first the r = 0 case. Consider the even more
special case that the log Frobenius lifting F˜ over Uα0 takes the standard form with
respect to the chosen coordinate system. Note that ζα(d log ti) = d log ti for each
i. Therefore, writing
θ(e) =
n∑
i=1
θi(e)⊗ d log ti,
one has
∇α0(F
∗e) =
n∑
i=1
∇i(F
∗e)⊗ d log ti
with ∇i(F
∗e) = F ∗θi(e). It follows that
ϕ(0, s)α0(ω) = ∇J(e)⊗ d log tJ ∧ d log tK ,
which is an element in the intersection subcomplex. For an arbitrary log Frobenius
lifting F˜β, we make use of the homotopy formula 3.4.1 by setting F˜α to be the
standard one. It suffices to verify that ϕ(1, s)αβ in 3.4.1 preserves the intersection
condition. A typical summand in ϕ(1, s)αβ, up to an element of OU ′α in the
coefficient, is given by σαβ ⊗ ζ
s0
α ⊗ ζ
s1
β . A simple but key observation is that ζβ
differs from ζα by an exact regular differential. More precisely,
ζβ(F
∗d log ti) = ζα(F
∗d log ti) + dhαβ(F
∗d log ti) = d log ti + dai,
where ai is an element in OUα. It follows that σαβ ⊗ ζ
s0
α ⊗ ζ
s1
β (F
∗ω) is equal to
F ∗θJ (σαβ(e))⊗d log tJ∧d log tK+F
∗θJ(σαβ(e))⊗d log tJ ′∧η = ∇J(e
′)⊗d log tJ∧η
′,
where e′ = σαβ(e), J
′ ( J and η, η′ ∈ Ω∗U ′α. This shows the r = 0 case. Now
we consider a general r. In the expression σj¯α ⊗ ζα,p, one replaces ζαi for each
i 6= 0 with ζα0 + dhα0αi . The same argument as above shows that σ
j¯
α ⊗ ζα,p(F
∗ω)
is equal to ϕ(0, s)α0(ω
′) ∧ η for some ω′ in Ωsint(E, θ) and a regular form η over
U ′α. Since we have shown that ϕ(0, s)α0(ω
′) lies in the intersection subcomplex,
it follows that ϕ(r, s)α(ω) also lies in the intersection subcomplex, as claimed.

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A byproduct of the above proof is that Formula 3.4.1 is also a homotopy on
intersection complexes.
3.4. Cartier isomorphism. A simple way to interpret the classical Cartier iso-
morphism (see e.g. Theorem 9.14 [EV], Theorem 3.5 [IL02]) is that it computes
the cohomology sheaves of the Frobenius push-forward of the de Rham complex.
A beautiful generalization was found by A. Ogus for an arbitrary (logarithmic)
flat sheaf (Theorems 1.2.1, 3.1.1 [Ogus04]), which is one of threads leading to the
nonabelian Hodge theory in positive characteristic [OV]. As the classical one,
the generalized Cartier isomorphism of Ogus is of purely positive characteristic.
Its relation with the decomposition theorem of Ogus-Vologodsky (with liftabil-
ity assumption) is explained in Remark 2.30 [OV]. The Cartier isomorphism we
are going to present, which is related to that remark, is essentially local (assum-
ing liftings of schemes and Frobenius) but also with respect to the intersection
condition.
Theorem 3.6. Notation as Theorem 3.1. Assume additionally a global log Frobe-
nius lifting exists. Then Formula 3.1.1 induces quasi-isomorphisms
ϕ˜ : τ<p−lΩ
∗(E, θ) ∼= τ<p−lF∗Ω
∗(H,∇)
and
ϕ˜int : τ<p−lΩ
∗
int(E, θ)
∼= τ<p−lF∗Ω
∗
int(H,∇).
In the remaining paragraphs, we shall prove that both ϕ˜ and ϕ˜int in Lemma
3.3 are quasi-isomorphisms. The problem is local and thus we may assume that
X˜ to be affine with a special system of log coordinates {t1, · · · , tn}. By Lemma
3.4, we may also assume further that F˜ takes the standard form ti 7→ t
p
i for all
is. Therefore,
ζ(F ∗
dti
ti
) =
dti
ti
, 1 ≤ i ≤ r, ζ(F ∗dti) = t
p−1
i dti, r + 1 ≤ i ≤ n.(3.6.1)
By fixing these gauges, the problem turns to be purely linear algebraic. Let us
show the case ϕ˜ first. We set
ωi =
dti
ti
, 1 ≤ i ≤ r, ωi = dti, r + 1 ≤ i ≤ n.
and
P0 = {1}, Pm = {ωj1 ∧ · · · ∧ ωjm : 1 ≤ j1 < · · · < jm ≤ n}, 1 ≤ m ≤ n.
As Pm is a basis for ω
m
X′/k, we may identify Ω
∗(E, θ) with the following complex
EP∗:
EP0
θ∧ // EP1
θ∧ // · · ·
θ∧ // EPn ,
where EPi := FpPi⊗FpE. Likewise, one defines the set Bm, 0 ≤ m ≤ n consisting
of degree m elements of form
ti11 · · · t
in
n · ωα1 ∧ · · · ∧ ωαm ,
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where 0 ≤ ij ≤ p − 1, 1 ≤ j ≤ n and 1 ≤ α1 < · · · < αm ≤ n. Clearly, Bm is a
basis for F∗ω
m
X/k. Therefore, we may identify F∗Ω
∗(H,∇) with the complex EB∗:
EB0
dθ∧ // EB1
dθ∧ // · · ·
dθ∧ // EBn ,
where EBm := FpBm⊗FpE = F∗(ω
m
X/k⊗OXF
∗E). By the expression of ζ (Formula
3.6.1), ζm induces an injective map ζm : Pm → Bm for 0 ≤ m ≤ n. Denote Qm
for its image and Nm the complement of Qm in Bm.
Lemma 3.7. The complex EB∗ decomposes into a direct sum:
EB∗ = EQ∗ ⊕EN∗,
where EQm = FpQm ⊗Fp E and ENm = FpNm ⊗Fp E, and ϕ˜ induces an isomor-
phism
ϕ˜ : EP∗ ∼= EQ∗.
Proof. By Lemma 3.3, it suffices to show ϕ˜m induces an isomorphism EPm ∼=
EQm for each 0 ≤ m ≤ n. By the injectivity of ζ
m, this is clear. 
The hard part of this linear algebraic problem is to show the following
Lemma 3.8. EN∗ is exact.
Note that the Cartier isomorphism in the logarithmic case, i.e. the first state-
ment of Theorem 3.6, follows from Lemmas 3.7-3.8. Before giving the proof of
the foregoing lemma, we first observe that the collection of finite dimensional
Fp-vector spaces FpB∗, equipped with the exterior differential d, is naturally a
subcomplex of EB∗ for (E, θ) = (O
′
X , 0). Moreover, one has the following
Sublemma 3.9. The complex FpB∗ decomposes into the direct sum of FpQ∗
whose differential is zero and FpN∗ which is exact.
Proof. Note that Theorem 3.6 holds for the case (OX′ , 0) since it is nothing but
the classical Cartier isomorphism Under the morphism ϕ˜, FpP∗ ⊂ EP∗, which
has zero differential, is mapped isomorphically onto FpQ∗. Thus FpQ∗ with zero
differential is subcomplex of FpB∗. Because FpB∗ = FpQ∗⊕FpN∗ andH
∗(FpB∗) =
H∗(FpP∗) = H
∗(FpQ∗) (which results from the Cartier isomorphism), it follows
that H∗(FpN∗) = 0 and hence FpN∗ is exact. 
The next sublemma gives an explicit expression of the OX′-linear map dθ :
EB0 → EB1, whose proof is a straightforward calculation.
Sublemma 3.10. Write θ =
∑n
i=1 θi ⊗ ωi where the coefficients {θi}1≤i≤n ⊂
EndO
X
′ (E) are mutually commutative and nilpotent. Then it holds that
dθ(e⊗ t
j
i ) =

(j · idE + θi)(e)⊗ t
j−1
i dti, 1 ≤ i ≤ r, 0 ≤ j ≤ p− 1;
(j · idE + tiθi)(e)⊗ t
j−1
i dti, r + 1 ≤ i ≤ n, 1 ≤ j ≤ p− 1;
θi(e)⊗ t
p−1
i dti, r + 1 ≤ i ≤ n, j = 0.
We proceed now to the proof of Lemma 3.8.
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Proof. Write the differential in the complex EN∗ at the m-th place by (dθ)m. For
m = −1, n+ 1, we put ENm = 0. Our aim is to show the equality
ker((dθ)m) = im((dθ)m−1).
We shall prove the special case θ = 0 first, in a way which can be adapted for
the general case. To start with, we claim that there exists a basis fi for FpNi
for i = m − 1, m,m+ 1 such that the differential d at m − 1 resp. m-th places,
denoted by dm−1 resp. dm, take the following format:
dm−1(f
I
m−1, f
II
m−1) = (f
I
m, f
II
m )
(
Am−1 Bm−1
Cm−1 Dm−1
)
;
dm(f
I
m, f
II
m ) = (f
I
m+1, f
II
m+1)
(
Am Bm
Cm Dm
)
,
where the minors Cm−1 and Am are of maximal rank. It follows from Sublemma
3.9 that
rank(dm−1) + rank(dm) = dimFpNm.
Hence, if either rank(Cm−1) = 0 or rank(Am) = 0, the existence of such bases is
straightforward. So we shall assume rank(Am) > 0. We first choose bases fm and
fm+1 such that dm takes the claimed format, and an arbitrary basis fm−1. Let
fm
(
um
vm
)
be an element of FpNm lying in ker(dm+1). The column vectors um
and vm satisfy the relation
um = −A
−1
m Bmvm.
It follows from the maximality of rank(Am) that vm can be arbitrary (by dimen-
sion counting). By the exactness of FpN∗ at the m-th place, the equation(
Am−1 Bm−1
Cm−1 Dm−1
)(
um−1
vm−1
)
=
(
um
vm
)
has always solutions. This implies that the submatrix
(
Cm−1 Dm−1
)
has the
maximal rank. Therefore, after a possible rearrangement of basis elements in
fm−1, we may indeed assume that the square submatrix Cm−1 is of maximal
rank. The claim is proved. Using such bases, we may always take
um−1 = C
−1
m−1vm; vm−1 = 0(3.10.1)
as a solution of the above equation. An inspection of the expression of dθ shows
that d0 = idE ⊗ d. Start with an element in ker(d0)m ⊂ ENm is represented
by (f Im, f
II
m ) ⊗
(
um
vm
)
, where um and vm are E-valued vectors. Therefore, by
Formula 3.10.1, the element (f Im−1, f
II
m−1)⊗
(
C−1m−1vm
0
)
∈ ENm−1 maps under
(d0)m−1 onto the starting element. This proves the trivial Higgs field case. For the
general case, we exploit on the fact θ is a nilpotent operator. Let S = Γ(X ′,OX′)
and R ⊂ EndOX′ (E) be the sub S-algebra defined as the image of the S-morphism
S[x1, · · · , xn]→ EndOX′ (E), xi 7→ θi.
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Let R+ be the ideal of R which is the image of the big ideal of S[x1, · · · , xn].
As each θi is nilpotent of bounded level, any element in R
+ is nilpotent. The
expression of dθ reveals the following fact:
(dθ)m−1((f
I
m−1, f
II
m−1)⊗
(
um−1
vm−1
)
) = (f Im, f
II
m )⊗
(
(Am−1)θ (Bm−1)θ
(Cm−1)θ (Dm−1)θ
)(
um−1
vm−1
)
,
(dθ)m((f
I
m, f
II
m )⊗
(
um
vm
)
) = (f Im+1, f
II
m+1)⊗
(
(Am)θ (Bm)θ
(Cm)θ (Dm)θ
)(
um
vm
)
,
with the important property that the minors
(Cm−1)θ = Cm−1 mod R
+, (Am)θ = Am mod R
+.
Hence both (Cm−1)θ and (Am)θ are invertible. The rest argument is exactly the
same as the trivial Higgs field case. As a consequence of Formula 3.10.1, the
solution vector for dθ takes the following form which we shall use in the proof
below for the intersection complex.
um−1 = (C
−1
m−1)θvm, vm−1 = 0.(3.10.2)
This completes the proof. 
We shall modify the above proofs to show the quasi-isomorphism for ϕ˜int. In
order to get a good description of intersection complexes, we need to introduce
the notion of multi-weight.
Definition 3.11. Let β ∈ Pm or Bm, 0 ≤ m ≤ n. We define the multi-weight of
β by
w(β) = (ǫ1, ..., ǫr) ∈ {0, 1}
r ⊂ Nr0,
where ǫi = 1 if
dti
ti
is a factor of β, otherwise ǫi = 0.
Definition 3.12. For w = (w1, ..., wr) ∈ N
r
0, we define Ew ⊂ E by
Ew =
∑
α+β=w; α,β∈Nr0
tαθβE,
where tα = tα11 · · · t
αr
r and θ
β = θβ11 · · · θ
βr
r . If e ∈ Ew, then we say e has multi-
weight ≥ w and write it as w(e) ≥ w. Analogously, we define Rw ⊂ R by
Rw =
∑
α+β=w; α,β∈Nr0
tαθβR.
An element ϑ ∈ Rw is of weight ≥ w and denoted by w(ϑ) ≥ w.
The notion of mutli-weight has the following basic properties: for two elements
w,w′ ∈ Nr0, we say w ≤ w
′ if wi ≤ w
′
i for each 1 ≤ i ≤ r. Clearly, if w ≤ w
′, then
Ew′ ⊂ Ew. Moreover, RwRw′ ⊂ Rw+w′ and RwEw′ ⊂ Ew+w′.
The first merit of the notion is an easy identification of an intersection complex.
We may identify Ω∗int(E, θ) ⊂ Ω
∗(E, θ) with the following complex EPint,∗ ⊂ EP∗:
⊕β∈P0Ew(β)β
θ∧ // ⊕β∈P1Ew(β)β
θ∧ // · · ·
θ∧ // ⊕β∈PnEw(β)β ,
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where Ew(β)β = Fpβ⊗Fp Ew(β). Similarly, F∗(Ω
∗
int(H,∇)) ⊂ F∗(Ω
∗(H,∇)) can be
identified with the following complex EBint,∗ ⊂ EB∗:
⊕β∈B0Ew(β)β
dθ∧ // ⊕β∈B1Ew(β)β
dθ∧ // · · ·
dθ∧ // ⊕β∈BnEw(β)β .
Sublemma 3.13. Let β ∈ Bm and write
(dθ)m(e⊗ β) =
∑
i
ϑi(e)⊗ βi
with βi ∈ Bm+1. Then either ϑi ∈ R is a unit and w(β) = w(βi) or ϑi ∈ R
+ and
w(βi) = w(β) + (0, · · · , 0, 1, 0, · · · , 0).
Proof. For a disjoint union I
∐
J
∐
K = {1, ..., n} with |I|+ |J | = m and multi-
indexes
αJ ∈ {0, ..., p− 2}
J1 × {0, ..., p− 1}J2, βK ∈ {0, ..., p− 1}
K ,
with J1 = J ∩ {1, ..., r}, J2 = J − J1, we have
dθ(e⊗ (t
βK
K
dtI
tI
∧ tαJJ dtJ)) =
∑
k∈K
dθ(e⊗ t
βk
k ) ∧ (t
βK−{k}
K−{k}
dtI
tI
∧ tαJJ dtJ),
where βK = {βl}l∈K , βK−{k} = {βl}l∈K−{k}. The sublemma then follows from the
explicit expression in Sublemma 3.10. 
The second half of Theorem 3.6 follows from the next lemma.
Lemma 3.14. One has the decomposition EBint,∗ = EQint,∗ ⊕ ENint,∗, where
ϕ˜int induces isomorphism EPint,∗ ∼= EQint,∗ and ENint,∗ is exact.
Proof. Only the last part requires a proof. Let us continue with the proof of
Lemma 3.8. Using the notation therein, we claim that, given an E-valued vector
vm such that
(f Im, f
II
m )⊗
(
−(Am)
−1
θ (Bm)θvm
vm
)
∈ ENint,m,
the corresponding solution vector
(f Im−1, f
II
m−1)⊗
(
um−1
0
)
= (f Im−1, f
II
m−1)⊗
(
(Cm−1)
−1
θ vm
0
)
actually belongs to ENint,m−1. Clearly, the claim implies the exactness of ENint,∗
at the m-th place.
Let s be the rank of dm−1. Say f
I
m−1 = {f
1
m−1, · · · , f
s
m−1} and f
II
m = {f
1
m, · · · , f
s
m}.
Write f IIm ⊗ vm explicitly as
∑
1≤i≤s f
i
m ⊗ v
i
m and f
I
m−1 ⊗ um−1 as
∑
1≤i≤s f
i
m−1 ⊗
uim−1. By the above assumption, w(v
i
m) ≥ w(f
i
m) for each 1 ≤ i ≤ s. By the
basic property of multi-weight, the claim pins down to the following inequality
w(uim−1) ≥ w(f
i
m−1), 1 ≤ i ≤ s.
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Without loss of generality, we prove the case i = 1 only. This becomes mostly
obvious if we expand out um−1 = (C
−1
m−1)θvm (see Formula 3.10.2). Write (Cm−1)θ
by P = (pij) temporarily, and let P
♯ = (p♯ij) be the adjacent matrix of P . Then
u1m−1 = det(P )
−1 ·
∑
1≤i≤s
p♯1iv
i
m.
It suffices to show for each 1 ≤ i ≤ s, w(p♯1iv
i
m) ≥ w(f
1
m−1). Again, without loss
of generality, we prove the case i = 1 only. That is, we claim that
w(p♯11(v
1
m)) ≥ w(f
1
m−1).
As
p♯11 =
∑
σ
sgn(σ)p2σ(2) · · · psσ(s),
it suffices to show
w(p2σ(2) · · · psσ(s)(v
1
m)) ≥ w(f
1
m−1),
for any permutation σ of the set {2, · · · , s}. By Sublemma 3.13, we have for any
i,
w(piσ(i)) ≥ w(f
σ(i)
m )− w(f
i
m−1).
Moreover, as the matrix P is invertible, there must exist some permutation τ
such that each component in the product p2τ(2) · · · psτ(s) is a unit. By Sublemma
3.13 again,
s∑
i=1
w(f im) =
s∑
i=1
w(f τ(i)m ) =
s∑
i=1
w(f im−1).
Therefore, we compute that
w(p2σ(2) · · · psσ(s)(v
1
m))
≥
∑s
i=2[w(f
σ(i)
m )− w(f im−1)] + w(f
1
m)
=
∑s
i=1w(f
i
m)−
∑s
i=2w(f
i
m−1)
=
∑s
i=1w(f
i
m−1)−
∑s
i=2w(f
i
m−1)
= w(f 1m−1).
The claim is proved.

3.5. Quasi-isomorphism. We are in the position to prove that the morphisms
of complexes ϕ, ϕint, constructed in Subsection 3.3, are quasi-isomorphisms. The
next simple lemma is useful in other situation and should be well known. We
include a sketch of proof for convenience of our reader.
Lemma 3.15. Let X be a topological space and U an open covering of X. Let F∗
be a complex of sheaves of abelian groups on X which is bounded from below. Then
the natural augmentation morphism ǫ : F∗ → C(U ,F∗) is a quasi-isomorphism.
Moreover, for a D-closed element ω ∈ C(U ,F∗)i, its (0, i)-component ω0,i ∈
C0(U ,F i) is homologous to a d-closed element ω˜ in F i satisfying the relation
ǫ([ω˜]) = [ω]. By abuse of notation, one writes ǫ([ω0,i]) = [ω].
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Proof. The first statement is standard and is the so-called Cˇech resolution. For
the second statement, the i = 0 case is clear. So we may assume i ≥ 1 for the
remaining argument. We denote Cr,s for Cr(U ,F s) and write ω =
∑
r+s=i ω
r,s.
By a simple induction on r, one constructs a sequence of elements
{̟i−1,0, · · · , ̟i−1−r,r, · · · , ̟0,i−1}
such that only the (0, i)-component of ω−D(̟) survives with̟ =
∑
r+s=i−1̟
r,s.
The D-closedness of ω − D(̟) is then equivalent to saying that the d-closed
element ω0,i − d(̟0,i−1) comes from a global element ω˜ ∈ F i, and therefore
ǫ([ω˜]) = [ω0,i − d(̟0,i−1)] = [ω −D(̟)] = [ω]
as claimed. 
We can now proceed to the proof of Theorem 3.1.
Proof. Consider the following diagram:
τ<p−lF∗Ω
∗(H,∇)
ǫ // τ<p−lC(U
′, F∗Ω
∗(H,∇))
τ<p−lΩ
∗(E, θ),
ϕ˜
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
ϕ
OO
where ǫ is the augmentation morphism. We claim that the composite morphism
ǫ◦ ϕ˜ and the morphism ϕ induce the same morphism on the cohomology sheaves.
Assuming the claim, it follows from Theorem 3.6 that ϕ is a quasi-isomorphism.
Let ω ∈ E⊗ωi
X
′
/k
be an element representing the class [ω] in the i-th cohomology
sheaf of the complex τ<p−lΩ
∗(E, θ). From Lemma 3.15 and by the very definition
of ϕ˜, it follows that
ǫ([ϕ˜(ω)]) = [ϕ(ω)],
which is the claim. The same argument works verbatim for ϕint of the intersection
complexes and therefore we complete the whole proof. 
4. E1 degeneration theorem
Whether the Hodge to de Rham spectral sequence associated to a certain de
Rham complex degenerates at E1 is one of central problems in Hodge theory. The
decomposition theorem, as introduced by Deligne-Illusie [DI], is the best device
for this problem in positive characteristic. Therefore, we shall address on it in
this section, as a natural continuation of our study on decomposition theorem.
4.1. Periodic de Rham sheaves. Let us first remark that the works [LSZ14],
[LSZ] extend in an obvious way to the special logarithmic setting4. In the next
definition, which was introduced in [LSZ] when D is absent, the notation C−1
(by abuse of notation) is actually the composite of the inverse Cartier transform
of Ogus-Vologodsky with the base change functor π∗, where π : X ′ → X is the
natural morphism.
4As we have demonstrated in Appendix [LSYZ], which extends the major part of [LSZ14]
in the current setting, the extension can be realized by replacing Frobenius liftings by log
Frobenius liftings and the Taylor formula by its log analogue (Formula 6.7.1 [Ka]).
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Definition 4.1. A de Rham sheaf (H,∇, F il) is said to be periodic if H is a
coherent OX -module and there exists a natural number f and a sequence of
Griffiths transverse filtrations {Fili, 0 ≤ i ≤ f − 1} of level ≤ p − 1 inductively
defined on
(Hi,∇i) = C
−1 ◦GrF ili−1(Hi−1,∇i−1)
with (H0,∇0, F il0) = (H,∇, F il) such that the flat sheaf (Hf ,∇f) is isomorphic
to the initial flat sheaf (H,∇). A graded Higgs sheaf (E, θ) ∈ HIG0p−1(Xlog/k) is
said to be periodic if E is coherent and there exists a natural number f and a
sequence of Griffiths transverse filtrations {Fili, 0 ≤ i ≤ f − 1} of level ≤ p − 1
inductively defined on
(Hi,∇i) = C
−1(Ei, θi)
with (E0, θ0) = (E, θ) and (Ei+1, θi+1) = GrF ili(Hi,∇i) such that (Ef , θf ) is
isomorphic to the inital Higgs module (E, θ) as graded Higgs sheaves.
By the equivalence of categories Theorem 1.1, the graded Higgs sheafGrF il(H,∇)
for a periodic de Rham sheaf (H,∇, F il) is periodic and conversely, the de Rham
sheaf (C−1(E, θ), F il0) appearing the definition of a periodic Higgs sheaf is pe-
riodic. By Proposition 3.12 [LSZ], a periodic Higgs sheaf is locally free, and a
periodic de Rham sheaf is also locally free (and the filtration is a filtration of
locally free subsheaves and locally split). Therefore, we shall speak of periodic
de Rham/Higgs bundles instead of sheaves from now on.
Proposition 4.2. LetMF∇[0,p−1](Xlog/k) be the category of strict p-torsion Fontaine
modules over Xlog, and let (H,∇, F il,Φ) be an object in it. Then the triple
(H,∇, F il) forms a one-periodic de Rham bundle.
Proof. One adapts the proof of Proposition 4.1 [LSZ14] to the current setting. By
the calculation therein, the relative Frobenius Φ induces a natural isomorphism
Φ˜ : C−1 ◦GrF il(H,∇) ∼= (H,∇),
which implies the result. 
4.2. Intersection adaptedness theorem. Let (H,∇) ∈ MIC0p−1(Xlog/k). The
decomposition theorem we obtained in §3 may be restated as the following equal-
ity in the derived category D(X ′):
Ω∗intC(H,∇) = F∗Ω
∗
int(H,∇).
Now for a de Rham sheaf (H,∇, F il), it is natural to ask whether the following
analogous equality holds or not:
Ω∗intGrF il(H,∇) = GrF ilΩ
∗
int(H,∇).
Note that, without the intersection condition, the above equality is tautologically
true. In particular, the above equality holds away from the divisor D at infinity.
However, it is not difficult to produce a counterexample to the above equality at
infinity. In this subsection, we are going to establish an intersection adaptedness
theorem, which is the intersection version in positive characteristic of the L2-
adaptedness theorem in the complex analytic setting which was shown in the
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one-variable case by Zucker (§5 [Zuc]). His tool is the SL2-orbit theorem of
Schmid [Schm].
Theorem 4.3. Let (H,∇, F il) be a one-periodic de Rham bundle. Then the
following equality of complexes holds:
GrF ilΩ
∗
int(H,∇) = Ω
∗
intGrF il(H,∇).
To approach the problem, it is to good to look at it in a more general setting.
Let S be a noetherian scheme and (X,D) be a log pair over S (by which we mean
X is a smooth scheme over S and D ⊂ X a NCD relative to S). Let (H,∇, F il)
be a de Rham sheaf over Xlog/S. Set (E = ⊕iE
i, θ) to be graded Higgs sheaf.
Lemma 4.4. Notation as above. Then, one has the natural inclusion of complexes
Ω∗int(E, θ) ⊂ GrF ilΩ
∗
int(H,∇) ⊂ Ω
∗(E, θ).
Proof. Note the second inclusion is obvious for we have
GrF ilΩ
∗
int(H,∇) ⊂ GrF ilΩ
∗(H,∇) = Ω∗GrF il(H,∇) = Ω
∗(E, θ).
To show the first inclusion, we notice first that it is a local problem around the
divisor D. So we may assume X to be affine, equipped with a special system of
log coordinates {t1, · · · , tn} at a closed point x ∈ X . Assume there are r-branches
of D passing through x which are defined by t1 · · · tr = 0. For I ⊂ {1, · · · , r} and
J ⊂ {r+1, · · · , n}, set βI,J =
dtI
tI
∧dtJ . Using the notation in §3.4, we may write
Ω∗int(H,∇) =
⊕
I⊂{1··· ,r},J⊂{r+1,··· ,n}
Hw(βI,J)βI,J
and
Ω∗int(E, θ) =
⊕
I⊂{1··· ,r},J⊂{r+1,··· ,n}
Ew(βI,J )βI,J ,
with Hw(βI,J) =
∑
K⊂I tI−K∇KH and Ew(βI,J) =
∑
K⊂I tI−KθKE. As the filtra-
tion Fil∗ on Ω∗int(H,∇) is compatible with the direct sum, it is equivalent to show
Ew(βI,J ) ⊂ GrF ilHw(βI,J) for each I, J . By the Griffiths transversality, we know
that ∑
K⊂I
tI−K∇KFil
l+|K|H ⊆ Fill
∑
K⊂I
tI−K∇KH = Fil
lHw(βI,J).(4.4.1)
By the commutativity of the following diagram (with natural projections as ver-
tical maps)
Fill+|K|H
∇K //

FillH

El+|K|
θK // El,
it follows that the image in El of the summand tI−K∇KFil
l+|K|H in the left hand
side of the inclusion 4.4.1, is equal to tI−K∇KE
l+|K|. Summing up over various
Ks, the inclusion 4.4.1 leads to the inclusion Elw(βI,J ) ⊂ Gr
l
F ilHw(βI,J). As l is
arbitrary, the first inclusion holds. 
DECOMPOSITION THEOREM 19
In the proof of Lemma 4.4, one sees clearly that if the inclusion 4.4.1 becomes
an equality, that is if the following condition
Fill
∑
I⊂{1,··· ,r}
tIc∇IH =
∑
I⊂{1,··· ,r}
tIc∇IFil
l+|I|H,(4.4.2)
holds for any l, where Ic is the complement of I in the set {1, · · · , r}, the equality
Ω∗int(E, θ) = GrF ilΩ
∗
int(H,∇) holds around the point x. Our method to prove the
intersection adaptedness theorem is to establish the above equality in positive
characteristic.
Use the notation in §4.1. As in Lemma 4.4, we assume X = Spec(A) to be
affine with a special system of log coordinates {t1, · · · , tn} at x ∈ D. Moreover,
schrinking X if necessary, we may assume that (H,F il) is filtered free: it means
that there exists a basis {e0, · · · , el} of H such that
FiliH = ⊕j≥iA{ej}, 0 ≤ i ≤ l,
where l ≤ p − 1 is the level of Fil and A{ej} is the free module generated by
elements in {ej}. The residue of ∇ along the component Di is denoted by
resDi∇ = ∇i|Di ∈ EndODi (H|Di).
For any nonempty set I ⊂ {1, · · · , r}, we denote resDI∇ for the composite∏
i∈I(resDi∇)|DI , which is said to be the residue of ∇ along the strata DI . Two
special properties about {resDI∇} are crucial to the proof.
Definition 4.5. Let d be a natural number, (d0, · · · , dl) a partition of d into a sum
of nonnegative integers and s an integer with 0 ≤ s ≤ l. A matrixM ∈Md×d(k) is
lower-triangular of type (d0, · · · , dl;≤ s) if M = (ai,j)0≤i,j≤l with ai,j ∈Mdi×dj (k)
and ai,i+t = 0 for any t > s. If the partition is clear in the context, we shall
briefly say that M is lower-triangular of type ≤ s. If furthermore the equality
rank(M) =
l−s∑
i=0
rank(ai,i+s)
holds, M is said to be special lower-triangular of type ≤ s. An endomor-
phism M on a d-dimensional vector space V over k is said to be (special) lower-
triangulizable of type ≤ s if the representation matrix of M with respect to some
basis of V is (special) lower-triangular of type ≤ s.
In our setting, set di to be the rank of E
i = FiliH/Fili+1H for 0 ≤ i ≤ l.
By Griffiths transversality, the connection matrix of one-forms under the basis
{e0, · · · , el} takes the following form:
∇(e0, · · · , el) = (e0, · · · , el)

a00 a01 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
al−10 · · · · · · al−1l−1 al−1l
al0 · · · · · · all−1 all
 ,
where aij =
∑
k aij,kωk with aij,k ∈ Mdi×dj (A) is a matrix of one-forms. It is
easy to see that the associated representation matrix of the residue resDI (∇) at
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x ∈ DI is lower-triangular of type ≤ min{|I|, l}. A stronger property holds for
the residues of one-periodic de Rham bundles.
Lemma 4.6. The morphism resDI∇ at x ∈ DI is special lower-triangulizable of
type ≤ min{|I|, l}.
Proof. As (H,∇, F il) is one-periodic, we may choose and then fix an isomorphism
of flat bundles:
ψ : C−1 ◦GrF il(H,∇) = C
−1(E, θ) ∼= (H,∇).
Since we are considering a local problem, we may assume that the log Frobenius
lifting with respect to the coordinate system {t1, · · · , tn} takes the standard form.
Let {e¯i} be the basis of E
i induced by {ei}. Then, the representation matrix of
the component θi along Di of the Higgs field θ with respect to {e¯0, · · · , e¯l} takes
the following form:
θi(e¯0, · · · , e¯l) = (e¯0, · · · , e¯l)

0 a01,i 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 al−1l,i
0 · · · · · · · · · 0
 ,
which is clearly special lower-triangular of type ≤ 1. Now the bundle part of
C−1(E, θ) is just F ∗XE and therefore admits a free basis {F
∗
X e¯i}0≤i≤l. Via ψ, we
obtain another basis {f0, · · · , fl} of H which is defined by fi = ψ(F
∗
X e¯i). Now
using the connection part in the isomorphism ψ, we know that, with respect to
the new basis {fi}, the connection component ∇i along Di, 1 ≤ i ≤ r takes the
following form
∇i(f0, · · · , fl) = (f0, · · · , fl)

0 ap01,i 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 apl−1l,i
0 · · · · · · · · · 0
 .
From the above expression, one deduces immediately that resDI∇ at any x ∈ DI
is special lower-triangular of type ≤ min{|I|, l}. The lemma is proved. 
The second property asserts that the ranks of resDI∇(x) keep constant along
x ∈ DI .
Lemma 4.7. The kernel and the cokernel of the morphism resDI∇ : H|DI →
H|DI are locally free.
Proof. As H|DI is locally free of finite rank, it suffices to show that the cokernel
of resDI∇ is locally free. This is again a local problem. So we use notations in
the proof of Lemma 4.6. Set AI to be the coordinate ring of DI . Let LI be the
cokernel of the morphism resDI∇ between free AI-modules:
H|DI
resDI∇−→ H|DI .
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Let Fittj(LI) be the j-th Fitting ideal of LI . We are going to show that these
Fitting ideals are either zero or the whole ring AI , from which one deduces that
LI is projective (see e.g Proposition 20.8 [Ei]). Therefore, the localization of
LI at any prime ideal of AI is free, which implies that the cokernel (as sheaf)
of resDI∇ is locally free as claimed. Consider first the case I = {i} for some
1 ≤ i ≤ r. Then one notices that the representation matrix of ∇i under the basis
{e0, · · · , el} takes the form
Mi =

a00,i a01,i 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
al−10,i · · · · · · al−1l−1,i al−1l,i
al0,i · · · · · · all−1,i all,i
 ,
while under the other basis {f0, · · · , fl} is the p-th power of
Ni =

0 a01,i 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 al−1l,i
0 · · · · · · · · · 0
 .
Under the natural projection A → AI , Mi and N
p
i give rise to two matrices
M¯i, N¯
p
i with entries in AI which are two representation matrices of resDi∇. For a
matrix Z with entries in AI , deonte Ij(Z) for the ideal of AI generated by minors
of size j × j in Z. Then by the explicit forms of Mi and Ni given as above, we
get the following relations:
Ij(N¯i) ⊆ Ij(M¯i) = Fittj(Li) = Ij(N¯
p
i ) ⊆ Ij(N¯i).
Therefore, we get the equalities:
Fittj(Li) = Ij(N¯i) = Ij(N¯
p
i ).
As AI is a notherian domain, the latter equality implies that Ij(N¯i) is either (0)
or (1) by Krull’s theorem. Therefore, the assertion for |I| = 1 case follows. For a
general I ⊂ {1, · · · , r}, the above proof works verbatim: one forms the matrices
MI =
∏
i∈I Mi and NI =
∏
i∈I Ni whose |I|-th diagonals coincide. Replacing M¯i
and N¯i with the images of MI and NI in Md×d(AI) in the above argument, we
obtain the assertion for this case too. 
Now we can proceed to the proof of Theorem 4.3.
Proof. As remarked above, we may assume X to be affine local with a special
system of log coordinates at x, and it suffices to show the equality 4.4.2. If the
number of branches r at x is zero, there is nothing to prove. So we assume r
to be positive. We prove by induction and shall prove the following induction
step: let s be a local section of Fill
∑
I⊂{1,··· ,r} tIc∇IH . If s vanishes along DI
for any I ⊂ {1, · · · , r} with |I| = m ≥ 1, then we find a new section s′ such that
s−s′ ∈
∑
I⊂{1,··· ,r} tIc∇IFil
l+|I|H and s′ vanishes along any DI′ with |I
′| = m−1
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(as convention, D∅ = X). Before doing that, let us show first that the initial
condition in the induction step can be realized. Denote [r] = {1, · · · , r}. Applying
Sublemma 4.8 below to resDJ∇ in Lemma 4.6, we conclude that for any closed
points x′ ∈ D[r], the value s(x
′) of s at x′ lies in
FillresD[r]∇H(x
′) = resD[r]∇Fil
l+rH(x′)
By Lemma 4.7, the cokernel of the following morphism
Fill+rH|D[r]
resD[r]∇
−→ FillH|D[r],
is locally free. As the image of s in each closed fiber of the cokernel is zero, is
identically zero in the cokernel. In other words, there is some section sr ∈ Fil
l+rH
such that ∇[r](sr) has its restriction along D[r] equal to s|D[r]. Therefore, the
section s′ = s − ∇[r](sr) will satisfy the requested initial condition. Now we
assume the induction hypothesis is satisfied. Let us consider the case m = 1
first. In this case, s vanishes along all components of D. Thus it belongs to the
subsheaf IDFil
lH ⊂ FillH and therefore may be written as t1 · · · tr · s0 for some
s0 ∈ Fil
lH . The section s′ = s − t1 · · · tr · s0 satisfies the requested condition
for m = 1. Assume m ≥ 2. Take an I ⊂ [r] with |I| = m. Fix an i ∈ I and
set J = I − {i}. We claim that we may take an sJ ∈ Fil
l+|J |H such that the
restriction of ti∇JsJ to DJ is equal to s|DJ . By Lemma 4.7, the kernel and the
cokernel of the morphism resDJ∇ : Fil
l+|J |HDJ → Fil
lHDJ are locally free. Then,
the following short exact sequence of locally free sheaves over DJ is split
0→ ker(resDJ∇)→ Fil
l+|J |H|DJ
resDJ∇−→ im(resDJ∇)→ 0.
Replacing [r] with J , the argument in the initial step shows that the restric-
tion s|DJ , which is a priori a section of Fil
lH|DJ , actually lies in the subsheaf
im(resDJ∇). To get a good lifting of s|DJ , we take a local basis {eI , eII} of
Fill+|J |H|DJ such that eI belongs to ker(resDJ∇) and eII = {eII,j} projects to a
local basis e¯II = {e¯II,j} of im(resDJ∇). Write s|DJ =
∑
j f¯j · e¯II,j with f¯j ∈ ODJ .
As DI ⊂ DJ is defined by ti = 0 and s|DI = 0 by hypothesis, it follows that ti
divides f¯j for any j. Write f¯j = tig¯j with g¯j ∈ ODJ . So we take the lifting to
be ti
∑
j g¯jeII,j. Taking any lifting gj of g¯j in OX and any lifting e˜II,j of eII,j
in Fill+|J |H , we obtain the section sJ =
∑
j gj e˜II,j of Fil
l+|J |H which has the
property that
ti[∇JsJ ]|DJ = tiresDJ∇[
∑
j
(gj e˜II,j)|DJ ] = resDJ∇(ti
∑
j
g¯jeII,j) = s|DJ ,
as claimed. By construction, ti∇JsJ belongs to
∑
I⊂{1,··· ,r} tIc∇IFil
l+|I|H . Fi-
nally, we set s′ = s −
∑
i∈I ti∇I−{i}sI−{i}, which satisfies the requested property
for m. The theorem is proved. 
Let M be a lower-triangular matrix of type (d0, · · · , dl;≤ s). Let V = k
d,
equipped with the standard basis {e0, · · · , el} where the elements in {ei} span
the k-linear subspace Vi of dimension di. Let M be the endomorphism on V
determined by M under the above basis. We equip V with the finite decreasing
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filtration Fil defined by FiliV = ⊕j≥iVj for 0 ≤ i ≤ l. Under this definition, it
is obvious that
M(Fili+sV ) ⊆ im(M) ∩ FiliV.
Sublemma 4.8. Notation as above. If M is special, then the equality
M(Fili+sV ) = im(M) ∩ FiliV
holds.
Proof. The problem is purely linear algebraic. So we take a vector
v =
l∑
j=0
ejλi ∈ V, λi = 0, 0 ≤ j ≤ i− 1
with v = M(v′) for some v′ ∈ V . We aim to show that v ∈ M(Fili+sV ). We
first show a special case of the sublemma, which serves as the starting step of an
induction argument. Namely, we claim that if i > l − s, then v = 0. In order to
prove it, we put the matrix M = (aij) into the following form: without loss of
generality, we may assume that ri = rank(aii+s) > 0 for each 0 ≤ i ≤ l − s. For
each such i, we may moreover assume that the first ri columns of aii+s are linearly
independent. For any 0 ≤ j ≤ l, set a′ji+s ∈ Mdj×ri(k) to be the submatrix aji+s
consisting of the first ri columns. Now we set Mi ∈ Md×ri(k) to be submatrix of
M consisting of the ri columns which contain a
′
ii+s as submatrix. By the condition
on the matrix M , we know that Mi is of form(
0 0 a′ii+s · · · a
′
li+s
)t
,
and there exists a unique set of matrices {B0, · · · , Bl−s} with
Bi = (bi0, · · · , bil) ∈ Mri×d(k)(4.8.1)
such that
M =
l−s∑
i=0
Mi · Bi.(4.8.2)
Then, with respect to the basis {ei}, the equation v =M(v
′) and the expression
4.8.2 yield the following equality for 0 ≤ i ≤ l:
λi = a
′
is(B0λ
′) + · · ·+ a′ij+s(Bjλ
′) + · · ·+ a′il(Bl−sλ
′).(4.8.3)
As a′0j+s = 0 for j > 0, the equality 4.8.3 for i = 0 gives rise to
λ0 = a
′
0s(B0λ
′).
As a′0s is of full rank and λ0 = 0 by assumption, we obtain B0λ
′ = 0. Substituting
it into the equality 4.8.3 for i = 1, the same reasoning yields B1λ
′ = 0. Continuing
this argument up to the equality 4.8.3 for i = l − s, we may conclude that
B0λ
′ = 0, · · · , Bl−sλ
′ = 0.
Inserting them back to the equation 4.8.3 for each l− s+ 1 ≤ i ≤ l, we conclude
that λi = 0 for all is. This proves the claim. The following induction step shall
complete the proof of the sublemma:
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Claim 4.9. Assume i ≤ l − s+ 1. Then
im(M) ∩ FiliV ⊂ im(M) ∩ Fili+1V +M(Fili+sV ).
To achieve this, the key is to explore the more detailed information on the
matrices Bis appearing in the equation 4.8.2. In fact, we are going to show that
bij = 0, j > i+ s(4.9.1)
bii+s = (Id, b
′
ii+s).(4.9.2)
We prove it by induction on i. Comparing the two sides of the equality 4.8.2, we
get
a0j = a
′
0sb0j , 0 ≤ j ≤ l.
As a0j = 0 for j > s and a
′
0s is of full rank, b0j = 0 for j > s. From the equation
a0s = (a
′
0s, a
′′
0s) = a
′
0sb0s,
we see that b0s is of form (Id, b
′
0s). Thus, the i = 0 case is proved. Assume the
truth for the cases ≤ i. Then we have the equality
ai+1j = a
′
i+1sb0j + a
′
i+1s+1b1j + · · ·+ a
′
i+1lbl−sj.
Note that for j > i + 1 + s, each summand except the term a′i+1i+1+sbi+1j in
the left hand side of the above expression is zero. It follows that bi+1j = 0 for
j > i+1+s. Look at j = i+1+s. The above equality is reduced to the following
equality
ai+1i+1+s = a
′
i+1i+1+sbi+1i+1+s,
from which it follows that bi+1i+1+s = (Id, b
′
i+1i+1+s). Now we come to the proof
of Claim 4.9. It suffices to construct a vector
v′′ =
∑
j
ejλ
′′
j ∈ Fil
i+sV
such that M(v′ − v′′) ∈ Fill+1V . Such a vector v′′ can be given as follows: set
λ′′j = 0 for j 6= i+ s and
λ′′i+s =
(
Biλ
′
0
)
.
(Note that Biλ
′ ∈Mri×1(k) and ri = rank(aii+s) ≤ di+s, so that we need possibly
an additional zero vector of size (di+s − ri)× 1 to make the above defined λ
′′
i+s ∈
Mdi+s×1(k)). Clearly, v
′′ ∈ Fili+sV by construction. Applying the first property
in 4.9.1 to the expression 4.8.3, we find that for 0 ≤ i ≤ l, (Mλ′′)i = 0, and
(Mλ′′)l+1 = a
′
ii+sBiλ
′′.
By the second property in 4.9.1, we find further that
Biλ
′′ = (Id, b′ii+s)
(
Biλ
′
0
)
= Biλ
′.
Therefore, (Mλ′′)l+1 = a
′
ii+sBiλ
′ = (Mλ′)l+1. It implies thatM(v
′−v′′) ∈ Fill+1V
as claimed.

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4.3. E1 degeneration. In this subsection, the scheme X is assumed additionally
to be proper over k, if not otherwise specified. It is useful to record the data of
a one-periodic de Rham bundle (H,∇, F il) in the following triangle:
(H,∇)
GrFil
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
C−1(E, θ),
ψ
∼=
uu
GrF il(H,∇) = (E, θ).
C−1
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
The following E1 degeneration theorem has a one-sentence proof.
Theorem 4.10. Let (H,∇, F il) be as above. If dimX + l < p, then the Hodge
to de Rham spectral sequence associated to the intersection de Rham complex
Ω∗int(H,∇) degenerates at E1.
Proof. In the above triangle, applying the intersection adaptedness theorem (The-
orem 4.3) to the left down side and then the decomposition theorem (Theorem
3.1) to the right down side, one obtains the following (in)equalities on the dimen-
sions of finite dimensional k-vector spaces:
dimGrF ilH
i(X,Ω∗int(H,∇)) ≤ dimH
i(X,GrF ilΩ
∗
int(H,∇))
= dimHi(X,Ω∗intGrF il(H,∇))
= dimHn(X,FX∗Ω
∗
intC
−1(E, θ))
= dimHi(X,Ω∗intC
−1(E, θ))
= dimHi(X,Ω∗int(H,∇))
= dimGrF ilH
i(X,Ω∗int(H,∇)),
which implies the first inequality is actually an equality and hence the theorem.

It is useful to extend the intersection adaptedness theorem and hence the E1
degeneration theorem to a general periodic de Rham bundle.
Theorem 4.11. Notation and assumption as Theorem 4.3. Let (H,∇, F il) be a
periodic de Rham bundle. Then it holds that
GrF ilΩ
∗
int(H,∇) = Ω
∗
intGrF il(H,∇).
Proof. Assume the period of (H,∇, F il) to be f . One observes that the direct
sum
f−1⊕
i=0
(Hi,∇i, F ili)
is a one-periodic de Rham bundle. It is clear that the grading functor GrF il and
the intersection functor Ω∗int commute with direct sum. Hence, by Theorem 4.3
we get that
f−1⊕
i=0
Ω∗intGrF ili(Hi,∇i) =
f−1⊕
i=0
GrF iliΩ
∗
int(Hi,∇i).
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By Lemma 4.4, we have the natural inclusion for each i:
Ω∗intGrF ili(Hi,∇i) ⊂ GrF iliΩ
∗
int(Hi,∇i).
Therefore, we have the equality for each i,
Ω∗intGrF ili(Hi,∇i) = GrF iliΩ
∗
int(Hi,∇i).
The i = 0 case of the above equality is the claimed result. 
Corollary 4.12. Notation and assumption as Theorem 4.10. Let (H,∇, F il) be
a periodic de Rham bundle. If dimX + rankH ≤ p, then the Hodge to de Rham
spectral sequence of the intersection de Rham complex Ω∗int(H,∇) degenerates at
E1.
Proof. By Theorem 4.11, the proof of Theorem 4.10 yields the following sequence
of inequalities:
dimHi(X,Ω∗int(H0,∇0)) ≤ dimH
i(X,Ω∗int(H1,∇1)) ≤ · · · ≤ dimH
i(X,Ω∗int(Hf ,∇f)).
Since the last term is equal to the first term by the periodicity, the above inequal-
ities are all equalities. The first equality in above is the claim. 
Remark 4.13. In Theorem 4.10 and Corollary 4.12, the Hodge to de Rham
spectral sequence associated to the de Rham complex Ω∗(H,∇) also degenerates
at E1. The above proofs works verbatim after replacing Ω
∗
int with Ω
∗. This
generalizes the E1 degeneration theorem of Illusie attached to semistable families
[IL90] (see also [Fa], [Ogus94]).
Based on our two main results Theorems 3.1, 4.10, we make a basic conclusion
on the structure of intersection cohomology groups of strict p-torsion Fontaine
modules. More generally, one may extend the result below for strict p-torsion
Fontaine modules with endormorphism structure Fpf . See §2 Variant 2 [LSZ] for
the basic definition. We leave the necessary modification for this general case to
interested readers.
Recall that the category of strict p-torsion Fontaine-Laffaille modules consists
of the following objects (M,Fil, φ), where M is a finite dimensional k-vector
space, Fil is a finite decreasing filtration on M satisyfing Fil0 = M , and φ is
a k-linear isomorphism σ∗GrF ilM → M (the category is denoted as M˜F
f
tor in
[FL]). We shall give a reproof of the following result of G. Faltings.
Theorem 4.14 (Theorem 4.1* [Fa]). Let (H,∇, F il,Φ) be a strict p-torsion log-
arithmic Fontaine module of Hodge-Tate weight w. If dimX + w ≤ p − 1, then
for each i the cohomology group H i(X0, H) is a strict p-torsion Fontaine-Laffaille
module.
Proof. By the E1 degeneration (Remark 4.13), one has the equalities of k-vector
spaces:
GrF ilH
i(X,Ω∗(H,∇)) = Hi(X,GrF ilΩ
∗(H,∇)) = Hi(X,Ω∗GrF il(H,∇)).
By flat base change,
σ∗Hi(X,Ω∗GrF il(H,∇)) = H
i(X ′, π∗Ω∗GrF il(H,∇)) = H
i(X ′,Ω∗(π∗GrF il(H,∇))).
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Let C−1 be the inverse Cartier transform of Ogus-Vologodsky. Then Proposition
4.2 says that Φ induces an isomorphism of flat modules
Φ˜ : C−1(π∗GrF il(H,∇)) ∼= (H,∇).
It induces then an isomorphism of de Rham complexes (which is denoted again
by Φ˜)
Ω∗C−1(π∗GrF il(H,∇)) ∼= Ω
∗(H,∇).
By the decomposition theorem of Ogus-Vologodsky, one has
Hi(X ′,Ω∗(π∗GrF il(H,∇))) = H
i(X ′, F∗Ω
∗(C−1π∗GrF il(H,∇))),
which is therefore isomorphic via Φ˜ to Hi(X ′, F∗Ω
∗(H,∇)) = Hi(X,Ω∗(H,∇)).
Assembling these altogether, one concludes that Hi(X,Ω∗GrF il(H,∇)) is natu-
rally a strict p-torsion Fontaine-Laffaille module. 
The natural inclusion Ω∗int(H,∇) ⊂ Ω
∗(H,∇) induces natural morphisms for
their cohomology groups. We show further that
Corollary 4.15. Notation and assumption as Theorem 4.14. Then for each i,
the intersection cohomology group IH i(X,H) admits the structure of a strict p-
torsion Fontaine-Laffaille module such that the natural morphism IH i(X,H) →
H i(X0, H) is a morphism of strict p-torsion Fontaine-Laffaille modules.
Proof. In the proof of Theorem 4.14, by replacing the equality GrF ilΩ
∗(H,∇) =
Ω∗GrF il(H,∇) with the intersection adaptedness theorem (Theorem 4.3), Ogus-
Vologodsky’s decomposition theorem and the E1 degeneration theorem with their
corresponding intersection versions (Theorem 3.1, Theorem 4.10), one obtains the
same conclusion for the intersection cohomology groups. Since the intersection
condition is clearly preserved by the isomorphism Φ˜ of complexes, the natural
morphism IH i(X,H) → H i(X0, H) is indeed a morphism of strict p-torsion
Fontaine-Laffaille modules, as claimed. 
5. Applications
In this section, K is a field of characteristic zero. Given a log pair (X,D)
defined over K, where X is smooth projective of dimension d and D a NCD in
X , we consider rational polarized variation of Hodge structure (Q-PVHS) over X0
arising from geometry: let f : (Y,E)→ (X,D) be a semistable family of relative
dimension n over K by which we mean that f is projective with smooth locus
f 0 : Y 0 = Y − E → X0, Y is smooth projective and E = f−1D ⊂ Y is a NCD.
Choose and then fix an embedding K → C. The local system V = Rnf 0∗Q
0
Yan on
X0an admits the structure of Q-PVHS. Let V
π be the intermediate extension of
V (which is a perverse sheaf) over X . The following fundamental fact in Hodge
theory was first established by Zucker [Zuc] in the curve case, i.e. dimX = 1 and
conjectured by Deligne.
Theorem 5.1 (Cattani-Kaplan-Schmid [CKS], Kashiwara-Kawai [KK]). The in-
tersection cohomology group IHm(Xan,V) := H
∗(Xan,V
π), 0 ≤ m ≤ d has a
canonical pure Hodge structure of weight n +m.
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Among other things, the theory of L2-integrable harmonic forms plays a pivotal
role in the proofs. With a bit more works, one may deduce from the above result
the following E1 degeneration theorem which is purely algebraic.
Theorem 5.2. Notation as above. Let (H,∇, F il) be the Gauß-Manin system
associated to the semistable family f . Then the spectral sequence of the filtered
intersection de Rham complex Ω∗int(H,∇) degenerates at E1.
Note that one has explicitly
(H,∇) = (Rnf∗Ω
∗
Y/X(logE/D),∇
GM),
and Fil is the Hodge filtration. Our theory in positive characteristic, developed
in the previous sections, yields an algebraic proof of the above theorem. Also, it
gives a clear description of Hodge (P,Q)-components of the pure Hodge structure
attached to IHm(Xan,V) in Theorem 5.1 (which seems to be unknown). Set
(E =
⊕
i+j=n
Ei,j = Rjf∗Ω
i
Y/X(logE/D), θ =
⊕
i+j=n
θi,j)
to be the graded Higgs bundle GrF il(H,∇). One notices that the intersection
complex of (E, θ) is a direct sum:
Ω∗int(E, θ) =
n+d⊕
P=0
Ω∗int,P (E, θ),
where Ω∗int,P (E, θ) is a subcomplex of Ω
∗
P (E, θ) whose l-term is given by
ΩlP (E, θ) := E
P−l,n−P+l ⊗ ΩlX(logD).
Corollary 5.3. Notation as above. Then one has a natural isomorphism
IHm(Xan,VC) ∼= H
m(X,Ω∗int(E, θ))⊗K C.
Moreover, let Fil be the Hodge filtration on the intersection cohomology group
IHm(X,VC), 0 ≤ m ≤ d. Then one has a natural isomorphism
GrPF ilIH
m(Xan,VC) ∼= H
m(X,Ω∗int,P (E, θ))⊗K C.
The proof of Corollary 5.3 comes after that of Theorem 5.2 to which we now
proceed. First a simple lemma.
Lemma 5.4. Let S be a noetherian scheme of finite type over Z. Let f : X →
S be a projective morphism of noetherian schemes. Let A∗ and B∗ be finite
complexes of coherent OX-modules together with an injective morphism ι : A
∗ →
B∗ of complexes. Then, there is a nonempty Zariski open U ⊂ S such that for
any closed point x in U (with the residue field k(x)), the morphism
ι⊗ k(x) : A∗ ⊗ k(x)→ B∗ ⊗ k(x)
is injective.
Proof. It suffices to show the case that both A∗ and B∗ are supported at one place,
namely the case of an injective morphism ι : A → B of coherent OX -modules.
Completing it into a short exact sequence of OX -modules:
0→ A
ι
−→ B → C → 0.
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By the flattening stratification (see e.g. Theorem 2.15 [HL]), there is a nonempty
Zariski open subset U ⊂ X such that B and C are flat over U . By Lemma 2.14
[HL], it follows that for any closed point x ∈ U , the morphism ι⊗k(x) is injective
as claimed. 
Proof. We have the a priori inequality
dimK H
n(X,Ω∗int(H,∇)) ≤ dimK H
n(X,GrF ilΩ
∗
int(H,∇)),
and it is an equality if and only if the spectral sequence degenerates at E1. Our
proof follows the mod p reduction argument of Deligne-Illusie [DI]. We divide it
into several small steps for clarity:
Step 1: Write K as the inductive limit of its sub Z-algebras of finite type.
There exists a sub Z-algebra A ⊂ K of finite type and a semistable family f :
(Y,E) → (X,D) defined over S = Spec(A) such that f is induced by the base
change Spec(K) → S. That is, we ‘spread-out’ the family f to a good integral
model f. Let α : X→ S be the structure morphism.
Step 2: Let (H,∇,Fil) be the Gauß-Manin system associated to the semistable
family f defined over S and (E, θ) the graded Higgs module. There exists a
principal open subset T = Spec(At) ⊂ S for some t ∈ A over which the following
properties are satisfied:
(i) H,E are locally free;
(ii) (H,∇,Fil) as well as (E, θ) satisfy the base change property for arbitrary
morphism S ′ → T of noetherian schemes;
(iii) The A-modules Rnα∗(Ω
∗
int(H,∇)) and R
nα∗(Ω
∗
int(E, θ)) are free of finite
rank.
Replace S by T in the following but keep the notation.
Step 3: By Lemma 5.4, we may assume that for any closed point s ∈ S by
shrinking S if necessary,
Ω∗int(H,∇)⊗ k(s)
∼= Ω∗int(Hs,∇s)
and
Ω∗int(E, θ)⊗ k(s)
∼= Ω∗int(Es, θs),
where (Hs,∇s, F ils) is the Gauß-Manin system of the closed fiber fs of f over
s and (Es, θs) is the associated graded Higgs bundle. Moreover, we may also
assume that the characteristic of k(s) is larger than d+ n.
Step 4: By the result in §4.1, the de Rham bundle (Hs,∇s, F ils) is one-periodic.
Thus, using the E1 degeneration theorem in positive characteristic (Theorem
4.12), one obtains the equality
dimk(s)H
n(Xs,Ω
∗
int(Hs,∇s)) = dimk(s)H
n(Xs, GrF ilsΩ
∗
int(Hs,∇s)).
Step 5: By Steps 2 and 3, we have the following equalities
dimK H
n(X,Ω∗int(H,∇)) = dimK R
nα∗(Ω
∗
int(H,∇))⊗A K
= dimk(s)R
nα∗(Ω
∗
int(H,∇))⊗A k(s)
= dimk(s)H
n(Xs,Ω
∗
int(Hs,∇s)).
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Similarly,
dimK H
n(X,GrF ilΩ
∗
int(H,∇)) = dimk(s)H
n(Xs, GrF ilsΩ
∗
int(Hs,∇s)).
Therefore, the theorem follows from Step 4. 
We prove the following intersection adaptedness theorem in characteristic zero.
Theorem 5.5. Let (H,∇, F il) be the Gauß-Manin system associated to the
semistable family f defined over K. Then the following equality holds:
Ω∗intGrF il(H,∇) = GrF ilΩ
∗
int(H,∇).
Proof. We use the notations in the proof of Theorem 5.2. By replacing S with
the Zariski closure of the point Spec(K), in the proof of Theorem 5.2, we may
assume additionally that Spec(K) in S is the generic point. By Lemma 4.4,
we have an inclusion of complexes Ω∗int(E, θ) ⊆ GrF ilΩ
∗
int(H,∇). Let Q
∗ be the
cokernel of the inclusion. Since it is a finite complex of coherent OX-modules,
the union Z of supports of all terms in Q∗ is a closed subset of X. By Step
3 in the proof of Theorem 5.2, for any closed point s ∈ S, the base change
Q∗ ⊗OXs , where Xs := X ×S Spec(k(s)) is the closed fiber of X over s, is equal
to the cokernel of the inclusion Ω∗int(Es, θs) ⊆ GrF ilΩ
∗
int(Hs,∇s). By Theorem
4.3, Q∗⊗OXs is zero. Since the structure morphism X→ S is proper, any closed
point x ∈ X is contained in some closed fiber Xs. Therefore the complex Q
∗ is
zero at all closed points of X. So Z is empty and Q∗ is identically zero. Therefore,
the equality Ω∗int(E, θ) = GrF ilΩ
∗
int(H,∇) holds. By the flat base change to the
generic point, we obtain the equality for the starting family f over K. The
theorem is proved. 
Now we come to the proof of Corollary 5.3.
Proof. By Kashiwara-Kawai [KK86, KK], the middle perverse sheaf Vπ ⊗ C is
quasi-isomorphic to Ω∗int(Han,∇an). Using the algebraic de Rham theorem of
Grothendieck, for each degree m, there is a natural isomorphism of filtered vector
spaces
Hm(X,Ω∗int(H,∇))
∼= Hm(Xan,Ω
∗
int(Han,∇an)).
The rest follows from Theorem 5.2 and Theorem 5.5. 
We conclude our paper with a Kodaira type vanishing result.
Corollary 5.6. Let k be a perfect field of positive characteristic p and X a smooth
projective variety over k with D ⊂ X a normal crossing divisor. Assume (X,D)
is W2(k)-liftable. Let (E, θ) be a periodic logarithmic Higgs bundle with pole along
D. If the inequality dimX + rankE ≤ p holds, one has the following vanishing
Hi(X,Ω∗int(E, θ)⊗ L) = 0, i > dimX
for any ample line bundle L on X.
Proof. Assume the period of (E, θ) to be f . Let (Ei, θi), i ≥ 0 be the Higgs terms
of an f -periodic Higgs-de Rham flow with the initial term (E0, θ0) = (E, θ). The
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decomposition theorem 3.1 and the E1 degeneration theorem 4.12 together yield
a sequence of equalities
dimHi(Ω∗int(E0, θ0)⊗L) = dimH
i(Ω∗int(E1, θ1)⊗L
p) = · · · = dimHi(Ω∗int(Ef , θf )⊗L
pf ).
As (Ef , θf ) ∼= (E0, θ0) by assumption, we obtain the following equality
dimHi(Ω∗int(E, θ)⊗ L) = dimH
i(Ω∗int(E, θ)⊗ L
pf ).
It follows that for any m ∈ N,
dimHi(Ω∗int(E, θ)⊗ L) = dimH
i(Ω∗int(E, θ)⊗ L
pmf ).
On the other hand, the Serre vanishing theorem implies that for i > dimX ,
dimHi(Ω∗int(E, θ)⊗ L
pmf ) = 0, m >> 1.
Therefore dimHi(Ω∗int(E, θ)⊗ L) = 0 for i > dimX as claimed. 
Theorem 5.7. Notation as Theorem 5.5. Set (E, θ) = GrF il(H,∇). Then, for
any ample line bundle L over X, it holds that
Hi(X,Ω∗int(E, θ)⊗ L) = 0, i > dimX.
Proof. This follows directly from the proof of Theorem 5.2 and Corollary 5.6. 
6. Appendix
In the appendix, we verify the truth of Proposition 3.2. It comes down to
compare the following two expressions:
(F∗∇α0ϕ(r, s)ω)α + ((−1)
s+1δϕ(r − 1, s+ 1)ω)α,(6.0.1)
(ϕ(r, s+ 1)θω)α,(6.0.2)
where r > 0, s ≥ −1, r + s ≤ min{n, p − 1}, ω ∈ E ⊗ ωr+s
X
′
log/k
, α = (α0, ..., αr).
As the problem is local, we choose a system of special log system {ti} on U˜ such
that the divisor D˜ is defined by the product of the first r coordinate functions.
Shrinking U˜ if necessary, we may assume that {d log ti}i form a local basis for
ωX/k. We write
θ =
∑
i
θi ⊗ d log ti, θi ∈ EndOU′ (E|U ′).
6.1. Notations.
W {1, ..., n}.
W s0 {i ∈ W
s : i1 < · · · < is}.
W s1 {i ∈ W
s : ♯{i1, ..., is} = s}.
W
p
0 W
s0
0 ×· · ·×W
sr
0 (if sk = 0 for some k, then we deleteW
sk
0 in this product).
i ∈ i i is an entry of i ∈ W s.
αˆ(i) Deleting the i-th entry αi of α, 0 ≤ i ≤ r.
pˆ(i) Deleting the i-th entry si of p = (s0, ..., sr), 0 ≤ i ≤ r.
c(i, i) k − 1, where i ∈ i = (i1, ..., is) ∈ W
s and k is the smallest number such
that i = ik.
χ(i, i, k) (i1, ..., ik−1, i, ik, ..., ir), where i = (i1, ..., ir) ∈ W
r, i ∈ W, 1 ≤ i ≤ r + 1.
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p(i) Replacing the i-th entry si of p by si − 1.
θ(t)(i, j)
∏n
q=1 θ
j1q+···+j
r
q−δ
q
i1
−···−δqim
q , where we denote θki = id if k ≤ 0.
ζα,p(F
∗dlog ti) ζα,p(F
∗dlog ti1 ⊗ · · · ⊗ F
∗dlog tis).
hα(F
∗dlog ti) hα(F
∗dlog ti1 ⊗ · · · ⊗ F
∗dlog tir).
h
j
α(F
∗dlog t)
j!
∏n
q=1
∏r
l=1
hαl−1αl(F
∗dlog tq)
jlq
jlq!
Σj (Σj1, ...,Σjr), where Σji = ji1 + · · ·+ j
i
n for i = 0, ..., r.
j(k, l) j(k, l) ∈ Nrn, where j(k, l)k
′
l
′ = jk
′
l′
, (k
′
, l
′
) 6= (k, l); j(k, l)kl = j
k
l
+ 1, 1 ≤
k ≤ r, 1 ≤ l ≤ n.
jˆ(k) (j1, ..., jˆk, ..., jr) ∈ N(r−1)n, 1 ≤ k ≤ r,.
∪j(k, k + 1) (j1, ..., jk−1, jk + jk+1, jk+2, ..., jr) ∈ N(r−1)n, 1 ≤ k ≤ r − 1.
j
i
j1i1 · · · j
r
ir .
a
′
(j, p)
{
s0!···sr−1!
∏r
i=1
∏si−1
j=0 (j+
∑r
l=i j
l+
∑r
l=i sl)
∈ Fp if j
r + sr > 0,
∑r
k=1 j
k +
∑r
k=0 sk < p
0 otherwise.
6.2. Local description of ϕ. Let us assume ω ∈ E|U ′ ⊗ω
r+s
U ′/k
and let us further
write
ω =
1
(r + s)!
∑
i1,...,ir+s
ei1,...,ir+sdlog ti1 ∧ · · · ∧ dlog tir+s
for some ei1,...,ir+s ∈ E|U ′ (we also write it by ωi1,...,ir+s) satisfying
eiσ(1),...,iσ(r+s) = sgn(σ)ei1,...,ir+s
where σ is a permutation of {1, ..., r + s}. Let us introduce a family Fα,r,s,t by
{f
j,i
α,p := F∗
h
j
α(F ∗dlog t)
j!
ζα,p(F
∗dlog ti) ∈ F∗ω
s
U ′α0/k
}j∈Nrn,p∈P (r,s),i∈W p0 ∩W s1
.
Using the skew-symmetric form of ω, the natural identification F∗(Hα0⊗ω
r+s
U ′α0/k
) =
Eα0 ⊗ F∗ω
r+s
U ′α0/k
together with a direct computation, we have the following local
description of (ϕ(r, s)ω)α. The proof of the following lemma is straightforward.
Lemma 6.1. There exists a natural family
{e
j,i
α,p := a
′
(Σj, p)j
i
θ(t)(i, j)ei,i ∈ E|U ′α0}j∈Nrn,p∈P (r,s),i∈W
p
0 ∩W
s
1
such that (ϕ(r, s)ω)α =
∑
e
j,i
α,p ⊗ f
j,i
α,p.
6.3. Verification. Let us write
θω =
1
(r + s+ 1)!
∑
i1,...,ir+s+1
(θω)i1,...,ir+s+1dlog ti1 ∧ · · · ∧ dlog tir+s+1,
where (θω)i1,...,ir+s+1 =
∑r+s+1
k=1 (−1)
k−1θikei1,...,iˆk,...,ir+s+1 and r + s+ 1 < p.
Lemma 6.2. Notations as above. There exist two natural families
{e
′j,i
α,p ∈ E|U ′α}j∈Nrn,p∈P (r,s+1),i∈W
p
0 ∩W
s+1
1
, {e
′′j,i
α,p ∈ E|U ′α}j∈Nrn,p∈P (r,s+1),i∈W
p
0 ∩W
s+1
1
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such that (6.0.1) =
∑
e
′j,i
α,p⊗f
j,i
α,p and (6.0.2) =
∑
e
′′j,i
α,p ⊗f
j,i
α,p. For any j ∈ Nrn, p ∈
P (r, s+1), i ∈ W
p
0 ∩W
s+1
1 , e
′j,i
α,p = e
′′j,i
α,p if the corresponding condition in following
tabular is satisfied:
j+s+1<p,jr+sr>0
r+s<p−1
j+s+1<p,jr+sr>0
r+s=p−1
j+s+1<p,jr+sr=0 j+s+1≥p
∀l l = 0 ∀l l < p− (r + s)
(6.2.1)
where l is the nilpotent level of (E, θ) and
j = (jkq ), 1 ≤ k ≤ r, 1 ≤ q ≤ n, j =
∑
k,q
jkq , j
r =
∑
q
jrq , p = (s0, ..., sr).
Moreover, for any one of last three cases in the above tabular, if the corresponding
condition is satisfied, then e
′j,i
α,p = 0 = e
′′j,i
α,p . For the first case in the above tabular,
we have
e
′j,i
α,p = e
′′j,i
α,p =
∑
i∈W r
a
′
(Σj, p)j
i
θ(i, j)(θω)i,i.
By the tabular in the Lemma, we know that the truncation
τ<p−lϕ : τ<p−l(E ⊗ ω
∗
X
′
log/k
)→ τ<p−lC
∗(U
′
, F∗(H ⊗ ω
∗
Xlog/k
))
is an OX′ -morphism of complexes of OX′ -modules. Thereofore, Proposition 3.2
follows.
Proof. Let us figure out the natural constructions of the above two natural fami-
lies. For any f ∈ Fα,r,s,t, e ∈ E|U ′α, we have F∗∇can(e⊗ f) = e⊗F∗d(f), it is easy
to see that F∗d(f) is an Fp-linear combination of the family Fα,r,s+1,t with coef-
ficients ±1 and hence F∗∇can(ϕ(r, s)αω) is a combination of the family Fα,r,s+1,t
with coefficients in E|U ′α. On the other hand, since
F∗(1⊗ ζα0)F
∗θ(e⊗ f) =
n∑
i=1
θie⊗ (F∗ζα0(F
∗dti) ∧ f),
we know that F∗(1⊗ζα0)F
∗θ(ϕ(r, s)αω) is a combination of elements in the family
Fα,r,s+1,t with coefficients in E|U ′α. Consequently, we get that F∗∇α0(ϕ(r, s)αω) is
a combination of elements in the family Fα,r,s+1,t with coefficients in E|U ′α.
Let us consider the second term in (6.0.1). Define families Fαˆ(k),r−1,s+1,t, 0 ≤
k ≤ r in the similar way as Fα,r,s+1,t. We claim that there is a natural way to
expand
((−1)s+1δϕ(r − 1, s+ 1)ω)α
as combination of elements in the family Fα,r,s+1,t with coefficients in E|U ′α. By
the definition of δ, we obtain
((−1)s+1δϕ(r − 1, s+ 1)ω)α =
r∑
k=0
(−1)k+s+1ϕ(r − 1, s+ 1)αˆ(k)ω.
If we can show that for any 0 ≤ k ≤ r, ϕ(r − 1, s + 1)αˆ(k)ω is a combination of
elements in the family Fα,r,s+1,t with coefficients in E|U ′α, then our claim follows.
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Here’s the natural ways: when k = 0, using the transition morphism Gα0α1 ; when
0 < k < r, replacing hαk−1αk+1 by hαk−1αk + hαkαk+1 ; when k = r, this is obvious.
The above discussion gives rise to the first natural family in this lemma. The
second natural family comes from the skew-symmetric form of θω as introduced
above for r + s < p− 1 and we take it to be {0} if r + s+ 1 = p.
Let us give an outline of the verification of the above tabular. For the last
three cases, it is easy to check that e
′′j,i
α,p = 0 and for the first case we have
e
′′j,i
α,p =
∑
i∈W r
a
′
(Σj, p)j
i
θ(i, j)(θω)i,i.
Let us turn to the computation of e
′′j,i
α,p . The computation of e
′′j,i
α,p in the first case
of (6.2.1) is mostly technical. Hence we put it off till the end of this lemma. The
computation in the second case is nothing but the one in the first case, combining
with the fact that θ1 = · · · = θn = 0 which ensures e
′j,i
α,p = 0. The third case would
follow immediately after the first case has been done. In the last case, e
′j,i
α,p is the
sum of terms containing θ1, ..., θn with a total power (j+s+1)−(r+s) ≥ p−(r+s).
Thus if l < p− (r + s), then e
′j,i
α,p = 0. 
Given a term f
j,i
α,p ∈ Fα,r,s+1,t corresponding to the first case in tabular (6.2.1)
with i = (ikl ), p = (sk). We can check that
f
j(1,i0
l
),ˆi(i0
l
)
α,p(0) , f
j,ˆi(i0
l
)
α, p(0) if s0 > 0 and 1 ≤ l ≤ s0
f
j(k,ik
l
),ˆi(ik
l
)
α,p(k) , f
j(k+1,ik
l
),ˆi(ik
l
)
α,p(k) if sk > 0, 0 < k < r and 1 ≤ l ≤ sk
f
j(r,ir
l
),ˆi(ir
l
)
α,p(r) if sr > 0 and 1 ≤ l ≤ sr
are all the possible f ∈ Fα,r,s,t such that the natural expansion of F∗∇α0(e ⊗ f)
by the family Fα,r,s+1,t with coefficients in E|Uα will provides a coefficient for f
j,i
α,p,
where e ∈ E|Uα is the natural coefficient of f in (ϕ(r, s)ω)α. Hence the natural
coefficient of f
j,i
α,p in (6.0.1) provided by the first term of (6.0.1) is the sum of
following terms:∑
0≤k<r,sk>0
Bk, Bk =
∑iksk
l=1(−1)
c(ik
l
,i)+1e
j(k+1,ik
l
),ˆi(ik
l
)
α,p(k)∑
0<k≤r,sk>0
Ak, Ak =
∑iksk
l=1(−1)
c(ik
l
,i)e
j(k+1,ik
l
),ˆi(ik
l
)
α,p(k)
and A0 =
∑i0s0
l=1(−1)
l−1θi0
l
e
j,ˆi(i0
l
)
α,p(0) if s0 > 0. On the other hand, it is easy to see
that the coefficient of f
j,i
α,p in (6.0.1) provided by the second term of (6.0.1) is the
sum of following terms:∑
0<k<r,sk=0
(−1)k+s+1e
∪j(k,k+1),i
αˆ(k),pˆ(k) ; (−1)
s+1e
jˆ(1),i
αˆ(0),pˆ(0), if s0 = 0.
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When sk > 0, 0 ≤ k ≤ r, let us compute Ak + Bk. By the formula of ϕ, we
know that
A0 =
s0∑
l=1
∑
i∈W r
(−1)l−1a
′
(Σj, p(0))j
i
θi0
l
θ(t)(i, j)eiˆ(i01),i(6.2.2)
for 0 < k ≤ r, Ak is equal to
sk∑
l=1
∑
i∈W r
(−1)c(i
r
l
,i)a
′
(Σj(k, ikl ), p(k))j(k, i
k
l )iθ(t)(i, j(k, i
k
l ))eiˆ(ik
l
),i
for 0 ≤ k < r, Bk is equal to
sk∑
l=1
∑
i∈W r
(−1)c(i
r
l
,i)+1a
′
(Σj(k + 1, ikl ), p(k))j(k + 1, i
k
l )iθ(t)(i, j(k + 1, i
k
l ))eiˆ(ik
l
),i.
Let us divide Bk (0 ≤ k < r) into two parts Bk1, Bk2 by replacing j(k+1, i
k
l )i by
j
i
, j(k + 1, ikl )i − ji respectively in the expression of Bk. Similarly, let us divide
Ak (0 < k ≤ r) into two parts Ak1, Ak2 by replacing j(k, i
k
l )i by ji, j(k, i
k
l )i − ji
respectively in the expression of Ak. For any 1 ≤ l ≤ sk, 0 < k < r, the following
equalities
θik
l
θ(t)(i, j) = θ(t)(i, j(k, ikl )) = θ(t)(i, j(k + 1, i
k
l )),
a
′
(Σj(k, ikl ), p(k))− a
′
(Σj(k + 1, ikl ), p(k)) = a
′
(Σj, p),
hold, and we define
∆k := Ak1 +Bk1 =
sk∑
l=1
∑
i∈W r
(−1)c(i
r
l
,i)a
′
(Σj, p)j
i
θ(t)(i, j)θik
l
eiˆ(ik
l
),i.
Similarly, we define
∆0 := A0 +B01 =
∑sk
l=1
∑
i∈W r(−1)
c(i0
l
,i)a
′
(Σj, p)j
i
θ(t)(i, j)θi0
l
eiˆ(i0
l
),i,
∆r := Ar1 =
∑sr
l=1
∑
i∈W r(−1)
c(ir
l
,i)a
′
(Σj, p)j
i
θ(t)(i, j)θir
l
eiˆ(ir
l
),i.
In the definition of ∆r, one notices that a
′
(Σj(r, irl ), p(r)) = a
′
(Σj, p).
It is easy to see that j(k, ikl )i = ji (0 < k ≤ r) (resp. j(k + 1, i
k
l )i = ji (0 ≤
k < r)) if ikl is not the k-th (resp. (k + 1)-th) entry of i and
j(k, ikl )i = (j
k
ik
l
+ 1)jˆ(k)ˆ
i(k)
(resp. j(k, ikl )i = (j
k
ik
l
+ 1)jˆ(k)ˆ
i(k)
)
if ikl is the k-th (resp. (k + 1)-th) entry of i. Hence Ak2 (resp. Bk2) is equal to∑
i∈W r−1(−1)
s+1+k(
∑r
l=k+1 j
l +
∑r
l=k sl)a
′
(Σj, p)jˆ(k)iθ(t)(i, j)ei,i,
∑r
l=r+1 j
l := 0
(resp.
∑
i∈W r−1(−1)
s+1+k(
∑r
l=k+1 j
l +
∑r
l=k+1 sl)a
′
(Σj, p)jˆ(k + 1)iθ(t)(i, j)ei,i).
We should notice that although Ak2’s (resp. Bk2’s) are defined only when sk > 0,
the above expressions of Ak2’s (resp. Bk2’s) are defined when sk = 0 as well.
So let us redefine Ak2’s (resp. Bk2’s) by the right hand side of above equalities.
Moreover, it is easy to check that for any 0 ≤ k ≤ r, if sk = 0, then the canonical
(E, ια0)-coefficient of f
j,i
α,p in (6.0.1) provided by (−1)s+1(ϕ(r− 1, s+1)(U ′ ,t)ω)αˆ(k)
is B02 when k = 0, Ak2 +Bk2 when 0 < k < r and Ar2 = 0 when k = r.
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Set
M = B02 +
∑
0<k<r
(Ak2 +Bk2) + Ar2 =
r−1∑
k=0
(Bk2 + A(k+1)2), N =
∑
0≤k≤r,sk 6=0
∆k.
It is easy to see that the coefficient of f
j,i
α,p in (6.0.1) is M +N .
Lemma 6.3. M +N =
∑
i∈W r a
′
(Σj, p)j
i
θ(i, j)(θω)i,i.
Proof. A direct computation shows that
M =
∑r−1
k=0
∑
i∈W r−1(−1)
s+k+1jk+1a
′
(Σj, p)jˆ(k + 1)iθ(t)(i, j)ei,i,
N =
∑
i∈i
∑
i∈W r(−1)
c(i,i)a
′
(Σj, p)j
i
θ(t)(i, j)θieiˆ(i),i.
It is easy to check that
M =
∑r−1
k=0
∑
i∈W r−1(−1)
s+k+1a
′
(Σj, p)j
χ(i,i,k+1)
θ(t)(χ(i, i, k + 1), j)θiei,i
=
∑
i∈W r
∑′
(−1)s+k+1a
′
(Σj, p)j
i
θ(t)(i, j)θiei,i
′ ,
where the second summation takes over all 0 ≤ k ≤ r − 1, i
′
∈ W r−1 satisfying
χ(i, i
′
, k + 1) = i. On the other hand, we can verify that
N =
∑
i∈i
∑
i∈W r
(−1)c(i,i)a
′
(Σj, p)j
i
θ(t)(i, j)θieiˆ(i),i,
from which it follows that
M +N =
∑
i∈W r
a
′
(Σj, p)j
i
θ(t)(i, j)(
∑
i∈i
(−1)c(i,i)θieiˆ(i),i +
∑′
(−1)s+k+1θiei,i
′ ).
By the definition of (θω)i,i, we know that
(θω)i,i =
∑
i∈i
(−1)c(i,i)θieiˆ(i),i +
∑′
(−1)s+k+1θiei,i
′ .
Now the lemma follows. 
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