Abstract. We study classical ensembles of real symmetric random matrices introduced by Eugene Wigner. We discuss Stein's method for the asymptotic approximation of expectations of functions of the normalized eigenvalue counting measure of high dimensional matrices. The method is based on a differential equation for the density of the semi-circular law.
Introduction
Let X jk , 1 ≤ j ≤ k < ∞, be triangular array of random variables with EX jk = 0 and EX 2 jk = σ 2 jk , and let X kj = X jk , for 1 ≤ j < k < ∞. For a fixed n ≥ 1, denote by λ 1 ≤ . . . ≤ λ n the eigenvalues of the symmetric n × n matrix where I {B} denotes the indicator of an event B. We investigate the convergence of the expected spectral distribution function EF n (x) to the distribution function of Wigner's semi-circular law. Let g(x) and G(x) denote the density and the distribution function of the standard semi-circular law, that is (1.3) g(x) = 1 2π 4 − x 2 I {|x|≤2} , G(x) = x −∞ g(u)du.
The goal of this paper is to illustrate the possibilities of Stein's method for the investigation of Stieltjes transform of empirical spectral distribution function of random matrices and some of its applications. A similar approach based on the representation of type (7.5) and (7.6) in random matrix theory was used for the first time by Pastur for investigation of the Stieltjes transform of random matrices of the Wigner ensemble (see, for instance [12] , [7] , [10] ).
We state some general conditions of the convergence of the expected distribution function of random matrices to the semi circular law (of not necessarily independent entries) and give some applications of the main result. In Section 2 we derive Stein's type equation for the semi circular law and provide on this basis some criteria of convergence to the semi-circular law.
We shall assume that EX jl = 0 and σ 2 jl := EX 2 jl , for 1 ≤ j ≤ l ≤ n. Introduce σ-algebras F jl = σ{X km : 1 ≤ k ≤ m ≤ n, {k, m} = {j, l}}, 1 ≤ j ≤ l ≤ n, and F j = σ{X km : 1 ≤ k ≤ m ≤ n, k = j and m = j}, 1 ≤ j ≤ n. We introduce as well Lindeberg's ratio for random matrices, that is for any τ > 0, (1.4) L n (τ ) = 1 n 2 n j,l=1 there exists σ 2 > 0, such that ε |W (j, k)| 2 .
Remark 1.2. Note that condition (1.7) implies that
Corollary 1.3. Let X lj , 1 ≤ l ≤ j < ∞ be independent and EX lj = 0, EX 2 lj = σ 2 . Assume that, for any fixed τ > 0, (1.12) L n (τ ) → 0, as n → ∞.
Then the expected spectral distribution function of matrix W convergence to the distribution function of the semi-circular law, also
The investigation of the convergence the spectral distribution functions of real symmetric random matrices with independent entries has a long history. For details see for example [1] . Convergence assuming Lindeberg's condition (Corollary 1.3) was proved in Pastur [13] .
An other application of Theorem 1.1 is the distribution of spectra for the unitary invariant ensemble of real symmetric n × n matrices W n = (X (n) lj ) induced by the uniform distribution on the sphere of the radius
, that is (1.14)
Rosenzweig in [14] has defined this class of random matrices as a fixed trace ensemble and proved the semi-circular law using Wigner's method of moments. This class is described in Mehta [9] , Ch. 19, as well.
We may consider the ensemble of real symmetric n × n matrices determined by the uniform distribution in the ball of the radius
, that means that
This class of random matrices was introduced by Bronk in [2] as a bounded trace ensemble. The eigenvalue density for the bounded trace ensemble is identical to the density of zeros of Hermite-like polynomials. Using this fact, Bronk proved the semi-circular law for such matrices. See also [9] , Ch. 19.
, for any n ≥ 1. Then
Proofs of the Corollaries
Proof of Corollary 1.3. It is easy to check that all conditions of Theorem 1.1 hold.
Proof of Corollary 1.4. To prove the corollary we have to examine the conditions (1.5), (1.6), (1.7) and (1.8) of Theorem 1.1 only. Since all one-dimensional distributions are symmetric and the random variables X (n) lj , 1 ≤ l ≤ j ≤ n, are exchangeable, the condition (1.7) holds with σ 2 = 1. It is easy to see that conditional distribution of X lj given F lj is symmetric. This yields condition (1.5). To check condition (1.6) we note that, since X lj are exchangeable,
Furthermore, using equality (1.16), we get
This implies that
Since X 1l , l = 1, . . . , n are conditionally exchangeable given F (1) , we have
Applying Cauchy's inequality, we get
Direct calculations show that, for l = j,
The last relation yields
The Lindeberg condition (1.8) follows from the symmetry of distribution and boundness of random variables. This concludes the proof. Proof of Corollary 1.5. We have to check the conditions of Theorem 1.1. The conditions (1.5), (1.7) and (1.8) hold by the same reasons as in Corollary 1.4. We now check condition (1.6). Since X 11 , . . . , X 1n are conditionally exchangeable distributed given F
(1) , we get
A simple calculation shows that
which completes the proof.
Stein's equation for the semi-circular law
We start from a simple characterization of the semi-circular law. Introduce a class of bounded functions without discontinuity of second order
By C(R) we denote a class of continuous functions on R, by C 1 (B), B ⊂ R, we denote a class of all functions f : R → R differentiable on B . At first we prove the following Lemma 3.1. Assume that a bounded function ϕ(x) without discontinuity of second order satisfies the following conditions
ϕ(x) is continuity in the points x = ±2 and
Then there exists a function f ∈ C 1 {−2,2} such that, for any x = ±2,
If ϕ(±2) = 0 then there exists a continuity solution of the equation (3.3).
Proof. We define the following function f (x). Let x < −2. Then
After integrating we get
Analogously, for x > 2 we define
It is straightforward to show that the above function f (x) satisfies the equation (3.3). We calculate now
According to de l'Hôpital's rule, we get
The function f (x) has springs in the point x = ±2 if ϕ(±2) = 0 only. The representation (3.5)-(3.7) together imply that lim sup y→∞ |yf (y)| < ∞ and lim sup y→±2 |(y 2 − 4)f (y)| < ∞. This concludes Lemma. 
Proof. At first we proof the necessity. Assume that ξ has distribution function G(x). By definition of class
Integrating by parts, we get
Using definition (1.3), it is easy to check that, for y ∈ [−2, 2],
Substituting (3.12) in (3.11) we obtain (3.10). Now we prove the sufficiency of condition (3.10). According to lemma 3.1, for any fixed number x, there exists a function
Evaluating the expectation of (4 − ξ
, we get that, for any x, (3.14)
P{ξ ≤ x} = G(x), which proves the proposition.
3.1.
A Stein equation for random matrices. Let W denote a symmetric random matrix with eigenvalues
where U is an orthogonal matrix and Λ is a diagonal matrix, one defines
We can now formulate the convergence to the semi circular law for the spectral distribution function of random matrices. Theorem 3.3. Let W n denote a sequence of random matrices of order n × n such that, for any function f ∈ C 1 {−2,2} .
Proof. For any function f ∈ C {−2,2} , introduce the operator
There exists, for any x, a solution of equation (3.13)
where G n (x) := EF n (x). To prove (3.18) we introduce a random variable J,which is uniformly distributed on {1, . . . , n} and which is independent on X lj , 1 ≤ l ≤ j ≤ n. Note that
Consider equality (3.13) for
Taking mathematical expectations of the both parts of the equality (3.20), we obtain (3.18). Relations (3.15), (3.18) together complete the proof.
For any L > 0, consider the class of function
Corollary 3.4. Assume that, for some positive constant C,
Assume that, for any L > 0 and for any
This equality implies that lim sup
Since the last limit on the right hand side of (3.25) is finite and L is arbitrary, we get
This concludes the proof.
It is easy to see that
The Stieltjes transform
Introduce the Stieltjes transform of a random variable ξ with distribution function F (x), for any z = u + iv, v = 0,
In random matrix theory the Stieltjes transform of random variables was used for the first time by Marchenko, Pastur [8] .
Note that T (z) is analytic for non-real z and satisfies the conditions
It can be shown that for any continuous function ϕ(λ) with compact support
Furthermore the one-to-one correspondence between distribution functions and their Stieltjes transforms is continuous with respect to the weak convergence of distribution functions as well as with respect to the uniform convergence on compacts sets in C\R .
The Stieltjes transform of a semi-circular law. Introduce the function
Denote by S(z) the Stiltjes transform of the semi-circular law. By definition of the Stieltjes transform, we have
where ξ is a random variables with the distribution function G(x). Applying now equation (3.10), we obtain
Combining equations (4.5), (4.4) and the obvious relations
we get a differential equation for the Stieltjes transform of the semi-circular law
Solving this differential equation we get, for z and z 0 such that Im z · Im z 0 > 0,
, where
, we obtain (4.10)
.
It is easy to check that
Substituting (4.11) in (4.10), we obtain (4.12)
According to (4.2), for z 0 = u 0 + iv 0 , we have (4.14)
Passing to the limit in equality (4.12) in z 0 = u 0 + iv 0 as v 0 → ∞, we get the following formula for the Stieltjes transform of the semi-circular law, for all z such that Im z > 0,
This formula implies a simple algebraic equation for the Stieltjes transform of the semi-circular law, namely (4.16) S 2 (z) + zS(z) + 1 = 0.
The Stieltjes transform of the spectral distribution function of a random matrix
In the what follows we shall omit the sub-index n in the notation of matrices. Recall that the spectral distribution function of a random symmetric matrix W is defined as
where λ 1 , . . . , λ n are the eigenvalues of a n × n real symmetric matrix W.
5.1.
The Stieltjes transform of the spectral distribution function of random matrix. We introduce the resolvent matrix for a symmetric matrix W , for any non-real z,
where I denote the identity matrix of order n × n. Introduce the Stieltjes transform of the spectral distribution function as
We shall consider also the Stieltjes transform of expected spectral distribution function
5.1.1. Estimation of the variance of the Stieltjes transforms of spectral distribution functions of random matrices.
In this section we give a general bound for the variance of M n (z) without restrictions on the moments of matrix entries and without assumption on independence. Let
To bound the last quantity we repeat the martingale decomposition of TrR − ETrR developed in [3] , p. 9. Let E k denote the conditional expectation given a σ-algebra
Introduce the (n−1)×(n−1) matrix W (k) obtained from W by deleting the kth row and column. Set
The equation (5.6) follows since E k−1 TrR (k) = E k TrR (k) . To bound κ k we need some auxiliary lemmas. Let A be an n × n symmetric matrix and A (k) denote a principal sub-matrix, the obtained from A by deleting k-th row and column.
Lemma 5.1. The following bound holds, for z = u + iv, v > 0,
Proof. Applying Schur's complements formula (see [6] , Ch. 08, p. 21) with a k = (X k1 , . . . , X kk−1 , X kk+1 , . . . , X kn ), we get
Taking the logarithm of both parts of equation (5.9) and taking derivatives we obtain
Let T be an orthogonal transformation which transforms A into diagonal form. Denote by µ 1 ≤ · · · ≤ µ n−1 the eigenvalues of A k and let (y 1 , . . . , y n−1 ) = a k T . Then
(5.11)
Since for any commuting matrices A, B such that A 2 + B 2 is non-degenerate
we can directly verify that (5.13)
The last two relations yield the result.
Applying Lemma 5.1 with A = W and A (k) = W (k) for symmetric matrices , we get (5.14)
This immediately implies that
Since the martingale differences γ k are uncorrelated, for k = 1, . . . , n, and
Proposition 5.2. Assume that, for any v = 0,
uniformly on compacts sets in C\R. Then 
where S n (z) := 1 n ETr (W − zI) −1 . Write η n (z) := R n (W)(z). Rewriting the representation (5.19) in integral form we get, for any fixed z 0 such that Im z 0 > 0,
Let S(z) denote the Stieltjes transform of the semi-circular law. According to Section 4.1, S(z) satisfies an equality
The equations (5.21) and (5.20) together imply that
dζ.
By definition of the Stieltjes transform, we have, for z = x + iv,
Let ε > 0. Using (5.23), we choose z 0 with z 0 > 2 ε such that (5.24)
Without loss of generality we assume that |z 2 0 − 4| > 1. Let z belong to some compact set K in the upper half plane. It is easy to check that there exists some constant C(K) depending on compact set K only such that, for all n ≥ 1, the first summand in (5.22) satisfies the following inequality
In order to bound the second term on the right hand side of (5.22) we consider z such that |z 2 − 4| ≥ 1. Let the integral z z0
denote integration along to the any path Γ(z 0 , z) from z 0 to z in the upper half plane. Without loss of generality we assume that, for all ζ ∈ Γ(z 0 , z), the inequality |ζ 2 − 4| > 1 holds. Then there exists a constant C(K) depending on the compact set K only such that
, where z 0 denotes some point in the upper half plane such that |z 0 2 − 4| = 1. It is straightforward to check that there exists some absolute constant C 1 such that, for
The relations (5.21) and (5.28) together imply that
Furthermore, the relations (5.23)-(5.29) imply that
uniformly on z ∈ K. That means that S n (z) → S(z) as n → ∞ uniformly on the all compact sets in C \ R. Note that for any distribution function F (x) with Stieltjes transform T (z) we have, for z = x + iv,
where F v denotes Cauchy's distribution function with parameter v and
A truncation of random variables
In this Section we prove the following useful statement. Consider some symmetric matrix D of order n × n. Put (6.1)
Define the Stieltjes transform of the expected spectral distribution function of matrix W by
Lemma 6.1. For any non-real z = u + iv with v > 0 the following inequality holds
Proof. Note that
Denote by · s spectral norm of a matrix. For resolvent matrices we have, for
Inequality (6.6) implies that
Relations (6.7) and (6.5) together conclude the proof.
For a random variable X, put X (c) = XI {|X|≤c} − EXI {|X|≤c} , which is a truncated and recentred. Introduce the matrix W (c) with truncated entries:
Corollary 6.2. For any non-real z = u + iv with v > 0,
Proof. The result follows from Lemma 6.1 with W = W (c) and
Corollary 6.3. For any non-real z = u + iv with v > 0,
n (τ ). Proof. The result follows from Corollary (6.2) with c = τ √ n.
7. The proof of Theorem 1.1
Proof. Without loss of generality we shall assume that σ 2 = 1. We introduce the random variables, for fixed τ > 0,
According to Corollary (6.3) we have, for any z = u + iv, v > 0,
, and S n (z) = 1 n ETrR 2 .
using Cauchy's integral formula, we get
n (τ ). Introduce the matrices E (lj) , for 1 ≤ l ≤ j ≤ n, with entries E (lj) (m, k) = 1 if and only if, {m, k} = {l, j} or {m, k} = {j, l} and E (lj) (m, k) = 0, otherwise. Define
In what follows we shall omit z in the notation of resolvent matrices. The resolvent matrix R (τ ) may be represented as
For the matrix R (τ ) , we have notice that
Using equality (7.5), we obtain
where
(lj),
Here and in what follows δ kj denotes, δ kj = 1, k = j, and δ kj = 0 otherwise. We estimate A 3 at first . It is easy to see that
According to the definition of X (τ ) lj and inequality (7.8), we get
By condition (1.5), (7.10)
Using relations (7.8) and
we get (7.12)
, where (7.13)
A simple calculation shows that (7.14)
Substituting (7.14) in (7.13), we get (7.15)
Using that |X
For fixed j = 1, . . . , n, introduce the symmetric matrix D
. Using these notation we have, for j, l = 1, . . . , n and l = j,
and
Substituting equalities (7.17) and (7.18) in (7.16), we get
Applying (7.5), we obtain (7.20)
It is not difficult to check that
Analogously we obtain the estimate
By equality (1.5), we have
This equality yields
Relations (7.20)-(7.24) together imply
n ). Analogously we get (7.26)
Repeating the arguments (7.17)-(7.26) with R (τ ) (j, j) in the definition of A 7 (see (7.19)), we obtain that (7.27) A 5 = A 13 + A 14 , where (7.28)
and (7.29)
For any 1 ≤ j < l ≤ n, introduce now the σ-algebra F {j},{l} := σ{X km : 1 ≤ k ≤ m ≤ n, and {k, m} ∩ {j, l} = ∅}. Note that F {j},{l} ⊂ F (j) and F {j},{l} ⊂ F (l) . Then we have
This equality implies that
Combining inequalities (7.2), (7.4), (7.19), (7.27), (7.29) and (7.31), we obtain
Consider now A 15 . Applying (7.17) again yields (7.33)
For A 17 we have the following representation 
n (τ )(1 + |z|).
Here we used equality Substituting (7.45), (7.46) in (7.49), we get 1 n ETr(4I − W 2 )R 2 (z) + 3 1 n ETrWR(z) (7.49) = 4S n (z) + 2zS n (z)S n (z) − 2S n (τ )(1 + |z| 2 ).
The last equality may be rewritten as (7.53) 2 + zS n (z) = −S n (z)(z + 2S n (z)) + 2A 25 .
Relation (7.49) and (7.53) together imply 1 n ETr(4I − W 2 )R 2 (z) + 3 1 n ETrWR(z) (7.54) = −2S n (z)S n (z)(z + 2S n (z)) − 2S n (τ )(1 + |z| 2 ).
Note that (7.56) S n (z)(z + 2S n (z)) + S n (z) = d dz {S 2 n + zS n (z) + 1}. Applying Cauchy's integral formula, we get (7.57) |S n (z)(z + 2S n (z)) + S n (z)| ≤ Cτ
n (τ )(1 + |z| 2 ).
Finally, using that |S n (z)| ≤ v −1 , we obtain
From relation (7.58) it follows that 
