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ABSTRACT 
The fact that there is an isomorphism between the matrices over the Boolean 
algebra of subsets of a k-element set and the k-tuples of Boolean binary [i.e. (0, l)] 
matrices appears to have deterred the presentation of solutions, if not the considera- 
tion of problems, concerning general (i.e. nonbinary) Boolean matrices. We try to 
point out that there are interesting features of the general case that have been lost 
from view. We reopen the investigation of eigenvalues and their corresponding 
eigenspaces for matrices over an arbitrary finite Boolean algebra B, answering several 
questions raised by the pioneering work of D. E. Rutherford and providing concise 
proofs of some of his results. We also extend a result of Wedderburn characterizing 
the bases of the vector space of n-tuples over B to a characterization of the bases of 
all vector spaces over B. Using this characterization of bases, we present a straightfor- 
ward way to find a basis for the eigenspace of each eigenvalue. 
1. INTRODUCTION 
Let B be a finite Boolean algebra. We may assume that B consists of the 
subsets of a k-element set S,. Union is denoted by f , intersection by 
juxtaposition, and complementation by *; 0 denotes the null set and 1 the set 
Sk. Addition and multiplication of matrices over B are defined as if it were a 
field, as are the zero matrix, 0, the zero vector, o, and the identity matrix, I. 
There is a great deal of literature on the study of matrices over a finite 
Boolean algebra. Yet despite the fact that most Boolean algebras contain zero 
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divisors, many results in Boolean matrix theory are stated only for Boolean 
binary [i.e. (0, l)] matrices, which have no zero divisors. This is due in part, 
as Kim points out in his extensive survey of the subject [l, Appendix 11, to an 
isomorphism between the matrices over a finite Boolean algebra LEI (the 
subsets of a k-element set) and the k-tuples of Boolean binary matrices. The 
isomorphism allows many questions concerning matrices over an arbitrary 
finite Boolean algebra (the general case) to be referred to the Boolean binary 
case. It will be discussed in detail in Section 2. 
However, there are interesting results about the general case that have 
been ignored or overlooked, possibly because of the emphasis on the binary 
case. For example, in [3], Rutherford showed that given any n X n matrix M 
over B, all or all but one of the elements of IEI are eigenvalues of M. That is a 
surprising fact, even though it seems unremarkable in the binary case. In this 
paper, we will reexamine Rutherford’s pioneering work on Boolean spectral 
theory, answering some of the questions it raises about the general case. In so 
doing, we will also present a way to determine a basis for the eigenspace of 
an arbitrary eigenvalue, improving Rutherford’s method considerably. We 
also present a characterization of the bases of an arbitrary subspace of IB”, 
generalizing an early result of Wedderbum [4] on the bases of B”. 
As in the field case, we say that a square matrix M over B has a scalar A as 
an eigenvalue with corresponding eigenvector x if Mx = Ax and x # o. Given 
an n x n matrix M, there are two basic questions concerning eigenvalues: 
(1) Which scalars are eigenvalues of M? 
(2) Which vectors are the eigenvectors belonging to a given eigenvalue of 
M? 
Rutherford provided partial answers to both in [3]. He showed that all the 
elements of B, with the possible exception of /_L, the complement of the sum 
of the entries in M”, are eigenvalues of M [3, Theorem 61. But he did not 
mention any way to determine whether or not /.L is an eigenvalue of M. Of 
course, an exhaustive search can be employed, since B” is finite, but that 
could involve as many as 2”k - 1 checks of the question “is Mx = /-LX?“, one 
for each nonzero x in B”. In Theorem 3.2, using the isomorphism that refers 
the general to the binary case, we present a criterion to determine when a 
given scalar is an eigenvalue of M. One of its corollaries gives a short proof of 
Rutherford’s Theorem 6; the other determines when /L is an eigenvalue of 
M, eliminating the need for an exhaustive search for possible eigenvectors 
corresponding to p. 
Rutherford constructed, for each eigenvalue, a family of vectors which 
span its eigenspace. As we illustrate in Example 3.3 below, the method has 
two shortcomings. Not only does it involve an exhaustive analysis of all 
2” - 1 nonzero Boolean (0, 1) vectors, but the spanning set it produces may 
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not be as small as possible. Example 3.3 shows that in general there are 
smaller spanning sets, and we present (in Construction 3.1) a convenient way 
to construct a spanning set of minimum cardinality, i.e. a basis for each 
eigenspace. 
The basic machinery of Boolean linear algebra is presented in Section 2.1 
to make our paper fairly self-contained (most of the binary results can also be 
found in Kim [l]>. In Section 2.2 we present a characterization of the bases of 
an arbitrary Boolean vector space (Theorem 2.1), and in Section 2.3 we 
generalize an early result of Wedderbum [4] on the bases of B”. Throughout 
the paper, we use a canonical form (given in Section 2.2) that facilitates the 
application of the isomorphism. A discussion and extension of Rutherford’s 
results on Boolean spectral theory is in Section 3. 
2. PRELIMINARIES 
2.1. Boolean Vector Spaces 
We will begin by stating some definitions for a general Boolean algebra B. 
A nonempty family r of n-vectors over B, i.e. of members of B”, is a vector 
space in B” if it is closed under addition and under multiplication by scalars 
(members of lE!). The notions of a linear combination of vectors and a 
spanning set of vectors are the same as for fields. A collection of vectors is 
said to be linearly dependent if one of its members can be written as a linear 
combination of the others, or if it is {o}, the zero space. Otherwise the 
collection is linearly independent. In particular, a set consisting of a single 
nonzero vector is a linearly independent set. Among the spanning subsets of a 
nonzero vector space, the ones with the smallest cardinality, d, are bases of 
7; the dimension of Zr is that number d. The dimension of the zero space is 
0. Certainly any basis is a linearly independent set, but if B has more than 
two elements (i.e. D # (0, l}), a linearly independent spanning subset of F 
may have more than d elements and hence fail to be a basis of 7. On the 
other hand, if B has exactly two elements, then a basis of a vector space over 
5-a spanning set of minimum cardinality-is a linearly independent span- 
ning set and (more importantly) vice versa (see [l] or Lemma 2.1 and its 
corollary below). 
Suppose B = B, = (0, l}, the family f b t f 0 su se s 0 a singleton. We refer to 
the scalars, vectors, and matrices over B, as binary Boolean or (0,l) Boolean 
scalars, vectors, and matrices, sometimes omitting the adjective “Boolean.” 
Vector spaces of binary Boolean vectors enjoy some special properties, some 
of which we will now present. 
LEMMA 2.1. Zf d is a basis of a binary Boolean vector space and 9 
spans that space, then JY ~9. 
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Proof. Suppose that & = (aI, a2, . . . , a,} and that 9’ = 
(b,, b,, . . . , b,). Choose 1 Q i < m. Both M and 9 are spanning, so a, = 
Cj cqjbj and bj = C, fij,a, for some collection of constants qj, pj4 E B,. 
Now for some j, oij pji = 1; otherwise a, would be a linear combination of 
the other members of &, contrary to the minimality of &. Therefore, 
a, c bj L ai (where, in the context of vectors, G denotes entrywise contain- 
ment) and hence M c 9. n 
Our first corollary follows from Lemma 2.1, while the second follows from 
that lemma and linear independence. 
COROLLARY 2.1.1. A bina y Boolean vector space has exactly one basis. 
COROLLARY 2.1.2. In a bina y Boolean vector space, a subset is a basis if 
and only if it is a linearly independent spanning set. 
2.2. Constituents and the Canonical Form 
We will now present a way of representing a general Boolean matrix as a 
canonical linear combination of binary matrices. We found this to be a 
computationally convenient way to employ the isomorphism linking the 
nonbinary to the binary case. 
Let U1, crz, . . . , a, denote the singleton subsets of Sk. For each p X q 
matrix A over B, the lth constituent of A, A’“, is the p X q (0, 1) matrix 
whose ijth entry is 1 if and only if aij 2 a,. Evidently A = C:=, u~,A’“. 
The next two propositions follow easily from the definitions and the fact 
that for any singletons (+ and r, ur = u or 0 according as r = u or not. 
PROPOSITION 2.1. Zf A = C;= r qC”’ and the C(l) are all (0, 1) matri- 
ces, then Cc’) = A(‘) for all 1 Q 1 < k. That is, the cons tituents of A are the 
unique bina y solutions to A = Cf= 1 u[X,. 
PROPOSITION 2.2. For all p X q matrices A, all q X r matrices B and C, 
and all (Y E B, 
(a) (0)‘” = A”‘@” 
(b) (B + C)(l) = B(‘; + C(r), and 
(c) (aA) = (Y(‘)A(‘) for all 1 < 1 < k. 
If x and y are row vectors of length k whose entries xi, yi are p X q 
(0,l) matrices, let xy = [xryl, x2 y2,. . . , xkykl, the Schur or Hadamard 
product of the vectors. Define, for each p X q matrix A over 5, 
[A] = [A”‘,A2’, . . . ,Ak’], 
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where A”’ is the Zth constituent of A. For computational and notational 
purposes, we will associate A with its canonical firm Cf= 1 a,&‘) instead of 
[A]. 
The next proposition shows that the two notions are equivalent; it follows 
directly from the previous propositions. 
PROPOSITION 2.3. The mapping @ that sends each matrix M over B to 
[M], its vector of constituents, is an isorrwrphism. That is, for all m and n, @ 
is a bijection of the m X n matrices M over E! onto the k-tuples of m X n 
matrices over B,; and for all p x q matrices A, all q x r matrices B and C, 
and all (Y E B one has [B + C] = [B] + [Cl, [AB] = [A][B], and [ crA] = 
[ ff IhI. 
Note that the isomorphism takes scalars (1 X 1 matrices) of IEI to (0,l) 
row vectors of length k, inducing the usual correspondence between subsets 
of a k-set and (0, 11 vectors, wherein a union of subsets becomes the 
(Boolean) sum of such vectors and intersection becomes the Hadamard 
product of vectors. 
Next, we extend the notion of “constituent” to a family Sr of p x q 
matrices over lE8. Define @“‘, the Zth constituent of 9, to be {X”’ : X E fl 
for I < 1 < k. We now obtain a basis of a vector space over an arbitrary 
Boolean algebra by constructing it from the bases of the space’s constituents. 
LEMMA 2.2. A set 9 is a spanning set for a vector space Y if and only 
if each L&‘(‘) spans 7”). 
Proof. Suppose 9 is a spanning set. Let u E V(‘). Then u,u is a linear 
combination of the vectors in ~8, and hence of the vectors in .G’(‘) with 
coefficients either 0 or a,. It follows that L%‘(‘) spans Y(l). The sufficiency is 
immediate. n 
THEOREM 2.1. A basis for a vector space 7 over B can be constructed 
as follows. For each 1 Q 1 < k, let d, = dim(Y(‘)), and let d = max{dllI Q I 
< k}. Let 9, be the basis of 7 (I) 1 Q 1 < k, and index its members as , 
b,, J%, I> . . . , b,,,,. Choose b.,, arbitrarily in Y(l) if d >j > d,, and define 
5 = & ulbj,, for 1 < j Q d! Then th eset~={yj:l<j<d}isabasisfor 
7. Moreover, any basis 2 arises from this construction in the sense that each 
ti” consists of b,, l, b,, ,, . . . , b,,, l along with arbitrary vectors bj, l in y(l) 
ifd aj > d,. 
Proof. It follows from Lemmas 2.1 and 2.2 that any basis has at least d 
vectors. By Lemma 2.2, the set y = (5 : 1 <j < d} spans 7, and since y 
has minimum cardinality, it is a basis for Y. Hence any basis 2 has d 
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members; by Lemma 2.2, each ti” spans Y(l). It now follows that each &‘) 
must contain the members of z%‘~, while the remaining members of ti’) are 
arbitrary in V”‘. n 
COROLLARY 2.2.1. The &w&on of a vector space 7 over EL is the 
maximum of the dimensions of its constituents. 
EXAMPLE 2.1. Let B, = (0, ul, uz, l] be the Boolean algebra of subsets 
of a 2-set, and consider ?Y= {[u,, ua, ualf : I+, u2, u3 E B, and crzu3 = O}. 
Then 7 is a vector space over B,, and using the notation of Theorem 2.1, 
9i = {[l, 0, O]‘, [O, 1, Olf, [O, 0, IIt} is the basis of Y(l), while .%?z = 
{[l, 0, O]‘, [O, 1, Olf] is the basis of oY-@). Following the construction of Theo- 
rem 2.1, we let b, 1 = [l, 0, Ol’, b, 1 = [O, 1, Ol’, b, 1 = [O, 0, ll’, b, 2 = 
[IO, O]‘, b,, = [O, I,Ol’, and we choose b, 2 = [O; 0,Ol”. Letting y. = 
Cf= 1 olbj, l for 1 < j < 3, we see from Theorem 2.1 that y = {yi, yz, yai = 
{[l, 0, Olt, [O, IO]‘, [O, 0, or]‘} is a basis of Y. 
However, since we can reorder the elements of 9i and aa, and can 
choose one element of z/ (2) freely we can construct another basis of 7 as 
follows. Let b, 1 = [O, 1, Olt, k, 1 = il, 0, Ol’, b3 1 = [O, 0, llf, b,,, = [j, 0, Ol’, 
b = [O, 1, op, 
I”‘ij < 3, we 
and choose 16, 2 = [l, 1, Olt. ‘Letting j$ = Cf= 1 albj,[ for 
see from Theorem 2.1 that y = {y,, y2, y3] = 
{[ crz, (TV, Olt, [ (+I, uz, O]“, [a,, m2, gilt} is also a basis of 7. 
In [4, Section 31, Wedderbum stated the following result. 
PROPOSITION 2.4. Zf .F= {f,,f,, . . ,f,) and .F = {gl,g,, . . ,g,,} are 
bases of the vector space B”, then there is an invertible n X n matrix M such 
that [gl lg, I**- Ig,l = IfI If, I*-* If,lM. 
Since the columns of the n X n identity matrix are a basis for B”, 
Proposition 2.4 is equivalent to the next result. 
PROPOSITION 2.5. The bases of IEI” are precisely the column sets of the 
n x n invertible matrices. 
2.3. The Bases of a Boolean Vector Space 
Wedderbum observed in [4] that an n X n matrix A over B is invertible if 
and only if A is orthogonal, i.e. AAT = I (see also Lute [2]). He also noted 
that, in our terminology, A is invertible if and only if each of the constituents 
of A is a permutation matrix. A proof of these statements about invertibility 
can be constructed by first showing that the permutation matrices are the 
only binary invertibles and then using the canonical form to extend to the 
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general case. The proof in the binary case is based on the fact that for binary 
square matrices, AB = BA = I only if the columns and rows of I are linear 
combinations those of A. 
Theorem 2.1 provides a generalization of Wedderburn’s characterization 
of the bases of B” (Proposition 2.4) to arbitrary vector spaces in B”, as we 
shall now see. Suppose 7 is a vector space over 5 of dimension d, and 
.% = (b,,l,b,,l,..., b,,, J is the basis of T(l) for 1 < 1 Q k. Define, for 
each 1, the n X d binary matrix B (I) = lb, l Ib,,l I-.- Ib,,,,l lo Id... 101, and 
put B = CqB (I) Then ti the column set of B, is a basis for 7, which we . 
will call a jiindumental l&is. Note that there are n:= ,(d,)! fundamental 
bases, one for each ordering of the members of .G’r,, . . . , ~3’~. By Theorem 
2.1, every basis for ‘7 is the column set of some matrix BZQ where Q is an 
invertible d X d matrix over B and Z is a d x d matrix such that for each 1. 
z”’ = 
Id, 1 xi 
[ 1 0 
for some d, X (d - d,) binary matrix X,. The following example will illus- 
trate this relationship between an arbitrary basis and a fundamental one. 
EXAMPLE 2.2. We return to the vector space 7 of Example 2.1; recall 
that in that example, we exhibited two bases for ‘7: ‘jY = ([l, 0, O]‘, [O, 1, O]‘, 
[O,O, al]“} and 9 = ([(a,, ur, Olf, [al, crZ, O]“, [crZ, oZ, or]‘}. From the con- 
struction of these bases, we see that y is a fundamental basis, while 9 is 
not. Let B = [yl I y.J y31 
2.1 that b1 r 
and let-6 = (PI I f2 I y3]. Also recall from Example 
= b,,,, b,,, = b,,,, b,,, = b,.,, b,,Z = b,,,, b,,, = b,,, and that 
La,, = b,,,‘ + b,%. Let 
(Note that-Q = Q’ and that Q is invertible because each of its constituents 
is.) Then BQ’ = C, where C = ~,b1,11b2,11b3,11 + a2bL,2[b2,2b,,2 + b,,,l. 
But C = BZ, where 
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Thus i)Q” = C = BZ, and hence 6 = BZQ. 
Note that if all the constituent spaces V;-(‘) of a vector space Y have the 
same dimension d = dim(V), then each Z(‘) is the d x d identity matrix, 
and hence 9 is a basis for 7 if and only if ST is the column set of BQ for 
some invertible d X d matrix Q. Thus if F= {f,, f,, . , f,} and Z5’ = {g,, 
, gd} are bases for 7, there exists an invertible d X d matrix M such 
t”h’at’ ‘if, 1 f, I --- 1 fd] M = [gl 1 g, I a-- 1 gd]. This generalizes Wedderburn’s 
characterization of the bases of B” (Proposition 2.4). 
3. SPECTRAL PROPERTIES OF BOOLEAN MATRICES 
The eigenspace 8(h) = {x E B” : Mx = Ax) of the n X n matrix M for 
the scalar A is clearly a vector space in B”. The kernel of M is Z(O). If the 
kernel of M is nontrivial, i.e. contains a nonzero vector, then we say that M is 
singular. The column space of M is g’(M) = {My : y E [EB”), and is also a 
vector space in B”. 
The following is a consequence of Proposition 2.2(a). 
THEOREM 3.1. Let M be a square Boolean matrix. Then a nonzero 
vector x is an eigenvector for M corresponding to the eigenvalue h if and 
only if, for all nonzero constituents x(l) of x, x(‘) is an eigenvector for MC’) 
corresponding to the eigenvalue A(‘). 
Theorem 3.1 prompts us to discuss the spectral properties of binary 
matrices. 
PROPOSITION 3.1. Every n X n binary Boolean matrix B has an 
eigenvalue. 
Proof. Let j denote the vector in lE8; each of whose entries is 1, and put 
xi = B’j for all i 2 0. For all x in l5; we have x c j (containment defined 
entrywise). It follows that x. ,+ 1 c xi for all i. Let p be the first index with 
Xp+l = xp. If xp = o, then p > 0 and o # xp_ i; consequently 0 is an 
eigenvalue belonging to the eigenvector xp _ i. If xp # o, then 1 is an 
eigenvalue for the eigenvector xp. w 
A binary Boolean matrix B is singular if and only if it has a o column, and 
the basis of its kernel consists of the columns e, of the n x n identity matrix 
for which the i th column of B is o. Thus the questions of determining if 0 is 
an eigenvalue of B and of finding the eigenvectors for 0 are easily and 
completely answered. 
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The next lemma characterizes square binary matrices whose only eigen- 
value is 0. As in the theory of matrices over a ring, a square Boolean matrix M 
is nilpotent if one of its powers is 0. 
LEMMA 3.1. For any n X n binary Boolean matrix B, the following 
statements are equivalent: 
(a) B” = 0. 
(b) B is nilpotent. 
(c) Zero is the only eigenvalue of B. 
Proof. Clearly (a) implies (b). Suppose (b) holds, i.e., B’” = 0 for some 
m. If x = Bx, then x = Bjx for all j, in particular for j = m. Therefore (b) 
implies (c). Suppose (c) holds. If B” # 0, then B’ # 0 for all 1 < i < n. 
Define xi and p as in the proof of Proposition 3.1. Then o # xi when i < n, 
because xi = B’j. It follows from the definition of p, and the fact that each x 
has at most n nonzero entries, that p < n. Therefore xI, is an eigenvector for 
the eigenvalue 1, contrary to cc>. Therefore B” = 0. W 
The following is immediate from Proposition 3.1 and Lemma 3.1. 
LEMMA 3.2. The scalar 1 is an eigenualue of a square binary matrix B $ 
and only if B is not nilpotent. 
It was shown by Kim [l, pp. 50-511 that for a square binary matrix B, 
Bx = x if and only if x is in g(G), where G = (B + B’)“. Certainly if 
Bx = x then x is in g(G); the converse follows from the fact that BG = G. 
We now sketch a proof of this fact. 
Since G = B” + *** +B”“, it is sufficient to show that B” c B”+l 
+ . . . +Ba”+i and that B”‘+’ c B” + ... +B2” (where the containments 
hold entrywise). To see the first containment, note that if the rsth entry of B” 
is 1, then llJ:t bi,i,+ 1 = 1 for some sequence of indices ij with i, = r and 
ill = s. Since there are n + 1 indices, they cannot all be distinct, so that 
+&$i 2, for 
some 0 Q m < n - 1 and 1 < q Q n. Since 
tl$ 0: 
1,1,+, ny=?-i bi,i,+I n;i,k+, bili,+, = 1, we find that the rsth en- 
B”+q is 1. Thus B” G B”+i + **a +B’“+‘, and an analogous argument 
shows that Bent1 G B” + -0. +B’“. 
Since BG = G, it follows that G is idempotent. Lemma 3.3 below 
describes the basis of the column space of a binary Boolean idempotent 
matrix. The lemma can be derived from the results in [l, pp. 69-721; indeed, 
our approach owes much to that exposition. 
LEMMA 3.3. Suppose H is an n x n binary Boolean idempotent matrix, 
and denote the columns of H by hj, 1 <j < n. Then the basis of the column 
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space of H is the set of mutually distinct columns hi such that the i th entry 
of hi is 1. 
Proof. 
for each j 
Denote the entries of H by hi,; since H is idempotent, we have 
hj = xhijh,. (3.1) 
Let Y= {hi,, . . . , hi,“} be the set of distinct columns of H such that hil)i,, = 1. 
Suppose h. is in the basis 9 of F(H). If h, = 0, then (3.1) implies that Y, 
the set of distinct columns of H different from hj, spans ‘2?(H), and hence, by 
Lemma 2.1, S’ ~9; this is impossible because hj E ~25’. Therefore h, = 1. 
Thus 9 ES; and 7 spans F(H). Next, suppose that some hi<, in 7 is a 
binary linear combination of the others, say 
hiq = C 'phi 
I’ 
P#4 
(3.2) 
Then hi 2 hip for any p such that SP = 1. Now (3.2) implies that 1 = 
c P + q 6p’hi,,i,J; so for some p, 
hjq = hi , 
S, = hi,,i,S = 1. By (3.0, hi,, 2 hi,,; thus 
contradicting the fact that the vectors in Sare distinct. Hence 7 is 
linearly mdependent and spans E’(H); by Corollary 2.1.2, it is the basis of 
F’(H). n 
When is a scalar A an eigenvalue of the n X n Boolean matrix M? A 
partial answer was given by Rutherford in 131, where he showed that every 
scalar, with the possible exception of the complement of the sum of the 
entries in M”, is an eigenvalue of M. The next theorem provides a more 
complete characterization of the eigenvalues of M. Its corollaries give a short 
proof of Rutherford’s result and tell precisely when all the scalars are 
eigenvalues of M. 
THEOREM 3.2. The scalar A is an eigenvalue of M if and only if for 
somel<l<k, 
(a) A(‘) = 1 and MC’) is not nilpotent, or 
(b) A(” = 0 and MC” is singular. 
Proof. If A is an eigenvalue of M with corresponding eigenvector x, 
then some x(l) is nonzero. The necessity of either (a) or (b) now follows from 
Theorem 3.1 and Lemmas 3.1 and 3.2. On the other hand, if (a) holds 
[respectively, (b) holds], let b b e a nonzero binary fEeted vector [respectively, 
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null vector] for M”‘. Then by Theorem 3.1, alb is an eigenvector of M 
corresponding to the eigenvalue A. n 
EXAMPLE 3.1. Let B, = (0, v,, crz, 1) be the Boolean algebra of subsets 
of a 2-set. Consider the matrix 
which can be written in terms of its constituents as M = a,M(‘) + u~M(‘), 
where 
and MC”’ = : i . 
[ 1 
Applying Theorem 3.2, we find that 0 is an eigenvalue of M (because MC”) is 
singular), as are ur (since M(l) is not nilpotent, or alternatively because MC”) 
is singular), a, (because M c2) is not nilpotent), and 1 (since neither MC’) nor 
MC’) is nilpotent). 
Let \M] denote the sum of the entries in M; it is easy to verify that 
IM + Lj = ]M] + IL], and that ( cr *)(I) = (a(‘))* for all 1. Our first corollary to 
Theorem 3.2 was originally shown by Rutherford [3]. 
COROLLARY 3.2.1 (Rutherford’s criterion). Zf A is not an eigenvalue of 
M, then A = ]M”(*. 
Proof. By Theorem 3.2, if A is not an eigenvalue of M, then for every 1 
such that A(” = 1 M’” is nilpotent, i.e. M”“’ = 0. (Note that (M”)“’ = 
(MC”)” by Proposition 2.2, so the notation “M”“‘” is unambiguous.) On the 
other hand, if A”’ = 0 then MC’) is not nilpotent, i.e. M”(l) # 0. Thus 
]M”“‘] = (A(*))* for all E, so that 
A* = c( A”‘)*q = ~IM”“‘Iq = ~M”(%T~ = ]M”]. 
I 1 1 
n 
Rutherford’s criterion raises the following question: when is lM”l* an 
eigenvalue of M? In other words, when are all the scalars eigenvalues of M? 
That question is answered by the following corollary. 
COROLLARY 3.2.2. Every scalar is an eigenvalue of M if and only if 
some constituent of M is singular, but not nilpotent. 
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Proof. Let N denote the set of all 1 such that MC” is nilpotent, and let 
A = lM”l*. Then A = (CIJM”(‘)Ja,)* = (C,, N err>* = XI, N Us. So A”’ = 1 
if and only if M”’ is nilpotent. It now follows from Theorem 3.2 that A is an 
eigenvalue of M if and only if some constituent of M is singular but not 
nilpotent. n 
Next, we turn our attention to the eigenvector problem for Boolean 
matrices. Rutherford [3] defined a set of eigenvectors that spanned the 
eigenspace 8(h) and described how to express a given vector in a( A) as a 
linear combination of them. We will show that his spanning set can be too 
numerous to be a basis for 8(A), and we will construct a set of vectors which 
is a basis for &Y(h). 
Given a square matrix M over an arbitrary Boolean algebra, for each 1, let 
8(“(O) and 8”‘(l) denote the eigenspaces of MC”’ corresponding to 0 and 1, 
respectively. For each 1, let Bl(A”)) denote the basis of @“(A”‘), i.e. the 
basis of either 8(‘)(O) or 8”‘(l) according as .A(“’ is 0 or 1. From our 
discussion for binary matrices, S&O) is the set of columns e, of the n X n 
identity matrix for which the ith column of M(l) is o; by Lemma 3.3, the basis 
of 8(“(l) is the basis of the column space of G’“) = CM’” + Mzcl’)“, ob- 
tained by choosing distinct columns of G (I) which meet the main diagonal in 
a 1. 
CONSTRUCTION 3.1. Applying Theorem 2.1, we construct a fundamental 
basis for &?(A) as follows: 
(i) Put d, = dim 8’2’(A(‘)) for 1 ,< I < k, and d = maxId : 1 < 1 Q k}. 
(ii) Index the elements of 9/( A(‘)) as b,, I, b,, l, . . , b,,, l, and let bj, l = o 
if dl <j < d, for all 1 Q I < k. 
(iii) Let yj = Ct u,bj, 1 for all 1 < j Q d. 
Then Y= Cyl,yz,.. . , yd) is a basis for the eigenspace 8( A>. 
EXAMPLE 3.2. Again consider B, = {O, cri, crz, 11, and define the matrix 
Then M = 
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are the constituents of M; note that both constituents are nonsingular and 
idempotent. We will construct a basis for a(l). Let e, = [l, O,O]', e2 = 
IO, 1, Ol’, e3 = [O,O,l]', f, = e, + e2, and f, = e3. The basis for 8”‘(l) is 
A%‘#) = (el, e2, eJ, while the basis for i%@)(l) is given by .9Jll = (f,, f,). 
Applying Construction 3.1, we have yi = cr,e, + unf,, yz = cr1e2 + u2f2, 
and ys = wie3, so one basis for 8(l) is jY = 
{[l, a,, OY, [0, (TV, CT~]~, [O, 0, a,lf}. Alternatively, we could take vi = oiei + 
and u3 = ole3 + azfl, so that the set V= 
Us, crz, (+,I’) is also a basis for 8(l) by Theorem 2.1. 
EXAMPLE 3.3. Rutherford [3] p resented a method for finding a spanning 
set of vectors for 8(h). He called an eigenvector of M corresponding to A 
primitive if it is a scalar multiple .$ b of a binary vector b; such an eigenvector 
5 + b is a maximum primitive eigenvector if 5 ’ 2 cx for all CY such that (Y b is 
a primitive eigenvector. Given a binary vector b, Rutherford described the 
following procedure for finding the maximum such 5, 5 ‘. Let Z = {i : the ith 
entry of b is l}, and for 1 < j < 71 let 5 = Ci E r mji. Then 
(3.3) 
We note that 5 + = 0 if M( LY b) # A(a b) for any nonzero (Y E B; that is, if b 
is not the binary vector of any primitive eigenvector corresponding to A. He 
showed [3, Theorem 41 that these maximum primitive eigenvectors span 
a(A). 
We construct Rutherford’s spanning set for the eigenspace 2?(l) of the 
matrix M in Example 3.2 as follows. To begin, we consider each of the seven 
nonzero binary vectors b = [b,, b,, b31t, and use (3.3) to find the maximum 
scalar 5 such that M( 5 b) = 5 b. This gives us the spanning set 
It isn’t a basis for 8(l), since it’s not a 3-element set. Further, no 3-element 
subset of s%’ can be a basis, as the following argument shows. Any subset of 
9 that spans a(l) must contain a, = [0, 0, l]‘, since it is an eigenvector for 1 
and it is not a linear combination of any of the other vectors in 9. Similarly, 
a2 = [a,,O,O]' and a3 = [0, al,O]' must be in it also. But P= {a,,a,,a,} 
doesn’t span 8(l), because, for example, [l, 1, 11’ is in the eigenspace but is 
not a linear combination of vectors in 9’. Therefore no subset of 9 is a basis 
of the eigenspace. 
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We see from Example 3.3 that while Rutherford’s set of maximum 
primitive eigenvectors spans the eigenspace a(h), the construction of the set 
involves the calculation of 6 ’ for each of the 2” - 1 nonzero binary Boolean 
vectors in B”; further, his spanning set does not have minimum cardinality in 
general. On the other hand, the basis of 8(h) that we found by using 
Construction 3.1 gives a concise characterization of 8(h), and can be 
constructed without performing an exhaustive analysis of the binary Boolean 
vectors. 
Our analysis of Boolean spectral theory was performed by using the 
canonical form to apply binary results to the constituent matrices to obtain 
results in the general Boolean case. This method not only helped us to 
uncover some unusual features of the eigenvalue problem for Boolean 
matrices, but it also assisted in the extension of Rutherford’s results, which 
were originally established by other means. It also enabled us to generalize 
Wedderbum’s work to characterize the bases of all subspaces of B”. 
We hope that our exposition may help to revive interest in the examina- 
tion of other problems concerning nonbinary Boolean matrices. 
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