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Abstract: Let (S,) be some real sequence defined as 
S .+r=f(S,) fornEN, wheref(x)=x+ c ap+i(x-S)P+i, 
ial (1) 
withpEN, p#O and c++r<O, S, given. 
For S, well chosen, it converges to S and Jim,, _ + ,( S,, t - S)/( S, - S) = 1 (logarithmic convergence). By asymptotic 
analysis, we show that different algorithms, modified iterated versions of Aitken’s A2 process, iterated &algorithm, 
modified c-algorithms and e-algorithm, accelerate the convergence of this type of sequences and we estimate the errors 
on the transformed sequences. For sequences of type (1) with p = 1, 2, we give more precise results and an efficient 
algorithm combining the modified A2 and &-algorithm. Finally, we apply these algorithms to some series and 
integrals. 
Keywords: Convergence acceleration, logarithmic sequences, integrals, series. 
1. Introduction 
Let f be a function whose asymptotic expansion (a.e.) around 
f(x) = x + c aP+ixP+i, pal and CX~++O. 
i>l 
We denote by A, the set of these functions and we define: 
0 is: 
LOGF, = ((x,): x,+1 =f(x,), f EAp and ,$ xn =o)- 
Theorem 1 (Sedogbo [lo]). If (x,) E LOGF,, then we have 
x, = o(n-“p). 
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2. Asymptotic expansions of the sequences of LOGF,; definition of subsets of A, and LOGF, for 
p = 1,2 
According to de Bruijn [3, Chapter 81, there exists, for each BEAM, a unique function #, 
4(x) = i d,Y’+ cg log x + c CiXi, (2) 
i=l i>l 
verifying the functional equation 
W(4) = 1+ #(4. (3) 
Setting x,, =x and x, =f(x,_,) =f,(x), where fi =f and f, =f 0 f,_* for n > 2, we deduce 
from (3): 
44%) = $(f,(x)) = n +44x)* 
Then the coefficients of # can be computed and we obtain the asymptotic expansion of x, for 
(x,) element of LOGF,, p 2 1. 
Let us recall the results given in [9] for p = 1,2. 
Theorem 2. For f E A,, 
G(x) = d,x_l + co log x + CIX + $X2 + - - * . 
Let 
Ai= (fEA1: c,#O} and LOGFr’ = {(x,): f EA;}, 
A;‘= { fEAl: c,=O} and LOGF,“= {(x~): fEA;‘}. 
(i) I;or (x,) E LOGF;, the a.e. is: 
x, = a,n -’ + (a2 log n + a3)np2 + (a,(log n)’ + a5 log n + a6)np3 + . -. . 
(ii) For (x,) E LOGF;‘, the a.e. is: 
x, = a,n -’ + a3ne2 + a6np3 + a10np4 + -. - . 
Theorem 3. For f E A,, 
1,5(x) = d2x-2 + d,x-’ + cg log x + c1x + c2x2 + * * - . 
Let 
Ai= {fEA2: cr,#O andc,#O} and LOGF,‘= {(x~): fEA;}, 
A;‘= {fEA2: fodd, c,ZO} and LOGF,“= {(x~): fEA;‘}, 
A;,, = {fEA2: fodd, cO=O} and LOGF,“‘= {(x,): fEA;“}. 
(i) For (x,) E LOGF,‘, the a.e. is: 
x, = a,n -l/2 + a2n-’ + (a3 log n + a4)n -3/2 + (a5 log n + a,)n-” + - - - . 
(ii) For (x,) E LOGF,“, the a.e. is: 
x, = a,n -1’2 + ( a3 log n + a4)n -3’2+ ( a,(log n)2+a, log n+a, n 1 
-m+ . . . . 
(iii) For (x,) E LOGF,“‘, the a-e. is: 
x n = a,n -l/2 + a,n-V2 + a,n-5/2+ . . . . 
3. 
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General algorithms for (x,) E LOGF, 
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We propose a specific study of some algorithms which accelerate the convergence of sequences 
in LOGF, and also estimate the corresponding errors on the transformed sequences. 
These algorithms are: some suitable modifications of the e-algorithm and the iterated Aitken’s 
A* process, the iterated B,-algorithm and the &algorithm. 
The results given by the four algorithms are very similar. 
Modified e-algorithm 
Modifying the e-algorithm [2] leads us to the next algorithm. 
Algorithm 1. &“i = 0 and for (k, n) E IV*, c?) =x,, ep2r = ep_:‘) +Ak[Ael(2)]-l, where (Ak) 
depends only on the subset containing (x,), we have the next theorem. 
Theorem 4 (Sedogbo [lo]). The convergence of each sequence (x,) E LOGF, can be accelerated by 
the modified c-algorithm with 
A-, = 0, 
1 
A,,= k+l, &+l=k+p+L forkEN. 
More precisely, for k E IN, ( E @+ *) converges faster than ( c$‘~)) and SE&) = 0( x,k+‘) = 0( r~-(~+~)‘~). 
Modified iterated A2 algorithm 
Given any sequence (u,,), we define 
R[ Un] = Au”dP?n+r . 
n 
Thus, the classical A2 algorithm [2] applied to (u,) gives 
% = %+1 -+,I. 
Algorithm 2. For each sequence (x,), we define 
x(O) = x n n for n E N and for (k, n) E IV*, 
X(k+l) = x;yl - Bk+lR[ x@) 
n n I; 
( Bk) depends only on the subset containing (x,). 
Theorem 5 (Sedogbo [lo]). Appbing Algorithm 2 to (x,) E LOGF, with B, = (k + p)/k, (xik’) 
converges faster than (xik-‘)) for k >, 1. Moreover, xik) = 0(x:“) = O(n-(k+‘)‘P), for k E N. 
Iterated 8,-algorithm 
The B,-algorithm [2] applied to ( un) can be described as follows: 
&n) = %+1 
Au 
+ hz+l - %) Au,+ln:lAu 7 
n 
where u, = u,+~ - R[u,]. 
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Let 
Theorem 6 (Sedogbo [lo]). For ( xn) E LOGF,, and for k E N, (&+1(x,)) converges faster than 
(L~~(x,)); moreover, &(x,) =0(x;+‘) = O(n-(k+l)‘p). 
&algorithm 
The &algorithm [2] applied to ( un) can be described as follows: 0F-j = 0, 0,$“) = u, for n E N 
and 





e&y!, = e,‘;::) + [8,(,“+‘) - ei;‘]-‘, for (k, n) E N2. 
Theorem 7 (Sedogbo [lo]). For (x,) E LOGF,, and for k E N, (S,‘,“!,) conuerges faster than 
(ep), moreover, e,‘;) = O(x,k”) = O(n++l)‘p). 
4. The case of LOGF,, p = 1,2 
For p = 1,2 we have more precise results, therefore more efficient algorithms. 
4.1. Modified e-algorithm, modified iterated A2 algorithm, iterated 8,-algorithm 
Theorem 8 (Sedogbo [lo]). (i) For (x,) E LOGF,‘, Algorithm 1 with A_, = 0, A,, = l/( k + l), 
A 2k+l =k+p+l, kEN, giues: 
&) = qx,k+y = ()(n-(k+l)q 
(ii) For (x,) E LOGF,‘, Algorithm 1 with A_, = 0, A,, = 1/(2k + l), A2k+l = 2k +p + 1, 
k E N, giues: 
&) = o(X,Zk+‘) = o(n-W+W’p)_ 
(iii) For (x,) E LOGF,“’ , Algorithm 1 with A _1 = 0, A,, = 1/(4k + l), A2k+l = 4k + 3, 
k E N, giues: 
Theorem 9 (Sablonniere [9]). Algorithm 2 gives the same results as above with: 
(i) Bk = (k + p)/k, for (x,) E LOGF,‘, 
(ii) B, = (2k +p - 1)/(2k - l), for (x,) E LOGF,“, 
(iii) B, = (4k - 1)/(4k - 3), for ( xn) E LOGF,“‘. 
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Theorem 10 (Sablonniere [9]). For each subset of LOGF,, p = 1,2, the iterated &algorithm gives 
the same asymptotic results as those of Theorem 8. 
4.2. Combinations of the modified A2-algorithm and 8,-algorithm 
Combining the modified A* algorithm with the 8,-algorithm, the results are more efficient 
than those of the previous section. 
Algorithm 3. For each sequence (x,) we define 
-JO) = x n n fornEN andforkal, HEN), 
Y, (k) = +;” _ ckR [ -+ “I, 
zff’= /J($-I’), 
dk) = ykyn(k) + hkZAk). n 
The following theorem completes the results of [9, Theorem 51. 
Theorem 11 (Sedogbo [lo]). (i) For (x,) E LOGF;, Algorithm 3, with ck = (2k +p - 1)/(2k - l), 
yk = 1/(2k), xk = (2k - 1)/(2k), k >, 1, giVeS: 
-#) = c+,Zk+‘) = o(n-(*k+Wp)_ 
(ii) For’(q) E LOGF,“, Algorithm 3, with ck = (3k - 1)/(3k - 2), yk = 2/(3k), hk = (3k - 
2)/(3k), k > 1, gives: 
+) = o( ,,,+I) = o( n-W+l)). n 
(iii) For (x,) E LOGF,“, Al gorithm 3, with ck = (4k - 1)/(4k - 3), yk = 2/(4k - l), X, = (4k 
- 3)/(4k - l), k > 1, giues: 
X(k) = o(X,4k+l) = o( n-WfW). 
(iv) For ix,) E LOGF,“’ Algorithm 3, with ck = (5k - 1)/(5k - 3) yk = 4/(5k + l), h, = 
(5k - 3)/(5k + l), k > 1, gides: 
XW = o( ,,k+*) = o( n-W+*)/*)_ n 
5. Applications 
When the asymptotic expansion of a sequence is known its convergence can be accelerated by 
a general algorithm of Section 3 or by an algorithm of Section 4. 
In [3-7,11,12], one finds series and integrals whose asymptotic expansions are the same as or 
similar to those of sequences in LOGF,, thus our algorithms can be applied to them. But, for 
sequences which have important applications we can construct more specific algorithms, for 
instance, as shown in the next theorems. 
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Theorem 12 (Sedogbo [lo]). The convergence of a sequence (S,) verifying 
&l-s=- - 
PI + P2 + I33 + 
- 
nl/P &P n3/P 
. . . . forpER, p>O, P+l, 
can be accelerated by the modified r-algorithm (Algorithm 1) with A_, = 0, A,, = l/( k + l), 
A 2k+l = k +p + 1, for k E N. 
More precisely, (e&j+ *) converges faster than (E pk)) and 
Q-S= ()(n-(k+wP)* 
Via the Euler-Maclaurin formula, this theorem allows the convergence acceleration of 
Riemann series. 
Theorem 13 (Sedogbo [lo]). Let us consider the integral I = /i f(x) dx where f is a function with 
derivatives up to some order on [a; b]. We define (S,) as 
S, = +hl(f(4 +ftbK 
S,,=ih,[f(a)+2f(x,)... +2f(x,_,)+f(b)] forn>2, 
with hi = (b - a)/i and xi = a + ih, for i 2 1. Algorithm 3 applied to (S,) with ck = 3k/(3k - l), 
yk = 2/(3k + l), A, = (3k - 1)/(3k + l), k 2 1, accelerates the conuergence of (S,) to I. 
More precisely, for k E N, ( xAk+l)) converges faster than ( xik)) and xLk’ - I = 0( n-(3k+2)). 
The main interest of this theorem is that it estimates the error on the transformed sequence. 
6. Numerical results 
In this section we give numerical results in order to compare the different algorithms. The 
sequence that we consider is ( X,,): X,,,, = F(X,)with F(X)=X+cos X-l and X,=0.3. 
We have chosen a sequence converging to zero, to avoid rounding errors. 
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7. Conclusions 
For convenience, we have studied sequences in LOGF, which converge to zero. But our 
algorithms and results are also valid for sequences whose limit is not zero. In [lo] are given: the 
proofs of the theorems, a procedure for characterizing a sequence in order to apply the 
corresponding algorithms and also numerical examples illustrating the algorithms. 
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