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BRATTELI–VERSHIK MODEL FROM BASIC SET
TAKASHI SHIMOMURA
Abstract. Medynets (2006) has defined basic sets for Cantor aperiodic systems. In this
work, some relation between basic sets and Bratteli–Vershik models have been clarified.
We do this work in the case of all invertible zero-dimensional systems. Downarowicz
and Karpel (2019) defined the notion of decisiveness and the Bratteli–Vershikizability
condition for all invertible zero-dimensional systems and obtained a necessary and suf-
ficient condition of Bratteli–Vershikizability. In this work, we improve some portion of
this. In addition, we present a direct way of constructing basic sets for all invertible
zero-dimensional systems.
1. Introduction
In [M06], Medynets defined basic sets and its correspondence to Bratteli–Vershik models
for Cantor aperiodic systems. We say pX, fq is an invertible zero-dimensional system if
X is a compact metrizable zero-dimensional space and f : X Ñ X is a homeomorphism.
In [S20, Theorem 1.1], we have shown the existence of non-trivial Bratteli–Vershik models
for all invertible zero-dimensional systems. Particularly, the sets of minimal paths of the
non-trivial ordered Bratteli diagrams form basic sets. We also obtained a necessary and
sufficient condition on the ordered Bratteli diagrams such that the sets of minimal paths
of the ordered Bratteli diagrams form a basic sets (see [S20, Theorem 3.26].) We extend
some relations between the basic sets and the Bratteli–Vershik models to the general case
of invertible zero-dimensional systems. In particular, we show that every basic set can be
obtained by the set of minimal paths of an ordered Bratteli diagram (see Theorem 4.4.)
In [DK19], Downarowicz and Karpel defined the notion of decisiveness and the Bratteli–
Vershikizability. They obtained a necessary and sufficient condition for an invertible zero-
dimensional system to be Bratteli–Vershikizable (see [DK19, Theorem 3.1].) In this paper,
we study the relation between the decisiveness and some quality of basic sets. As a result,
we could have extended [DK19, Theorem 3.1] into the forms Theorem 5.2 and Corollary 5.3.
In [S20], we have shown the existence of basic sets for general invertible zero-dimensional
systems (see Corollary 4.10.) However, the way was roundabout. In § 6, we show a direct
way of constructing some portion of basic sets using array systems that are presented by
Downarowicz and Karpel in [DK19]. Nevertheless, the constructed basic sets are difficult
to understand. For the construction of basic sets, we brought about a linear order on X
such that the order topology is equivalent to the original one.
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2. Preliminaries and Notation
Let Z be the set of all integers; N, the set of all non-negative integers; and N`, the set
of all positive integers. For integers a ă b, the intervals are denoted by ra, bs :“ t a, a `
1, . . . , b u, and so on. For a compact metric space pX, dq with metric d and K Ď X, we put
diampKq :“ supt dpx, yq | x, y P K u. Let pX, fq be an invertible zero-dimensional system,
i.e. f is a homeomorphism. Let h be a positive integer and U Ď X be a non-empty closed
and open set. If all f ipUq p0 ď i ă hq are mutually disjoint, then ξ :“ t f ipUq | 0 ď i ă h u
is called a tower with base U and height h. In this case, each f ipUq (0 ď i ă h) is called a
floor. We say that the diameter of the tower is ǫ if ǫ “ maxiPr0,hs diampf
ipUqq. We include
i “ h when we calculate the diameters of towers. We write U¯ :“
Ť
ξ (union of floors of a
single tower) and use the convention that U¯ “
Ť
0ďiăh f
ipUq is a tower of height h and
base U . The floor fh´1pUq is called the top floor. The notion of the tower plays a central
role in our argument. Very roughly, in some relation to Bratteli–Vershik models, a tower
corresponds to a vertex of the related Bratteli diagram (see Propositions 4.2 and 4.3). Let
pX, fq be a zero-dimensional system; and U , a closed and open set. Following Medynets
[M06], we define as follows: U is a complete f -section if for each x P X the ω-limit set ωpxq
intersects with U ; a point x P U is called recurrent with respect to U if there exists an
n P N` such that fnpxq P U . We use the term complete section if there exist no ambiguity.
Let x P X; and U , a complete section. It follows that the ω-limit set ωpxq intersects with
U . Because U is an open set, there exits an n P N` such that fnpxq P U . Especially, every
y P U is recurrent with respect to U . We say that a closed set A is a quasi-f -section if
every open and closed set U Ě A is a complete section. We use the term quasi-section if
there exist no ambiguity.
Lemma 2.1. Let pX, fq be an invertible zero-dimensional system; and U , a complete
section. Then, there exists an n ą 0 such that X “
Ť
0ďiăn f
ipUq “
Ť
0ďiăn f
´ipUq.
Proof. Suppose that Xz
Ť
0ďiăn f
ipUq ‰ H for all n ą 0. Then, we get a closed set
Ş
ną0
`
Xz
Ť
0ďiăn f
ipUq
˘
‰ H. Take an x from this set. Then, the α-limit set αpxq
does not meet U . Let y P αpxq. Then, we get that ωpyq Ď αpxq does not meet U , a
contradiction. Thus, we get an n ą 0 such that X “
Ť
0ďiăn f
ipUq. To show the last
half of this lemma, suppose that Xz
Ť
0ďiăn f
´ipUq ‰ H for all n ą 0. Then, we get an
x P
Ş
ną0
`
Xz
Ť
0ďiăn f
´ipUq
˘
. Evidently, we get ωpxq X U “ H, a contradiction. Thus,
we get an n ą 0 such that X “
Ť
0ďiăn f
´ipUq, as desired. 
Proposition 2.2. Let pX, fq be a zero-dimensional system. Let Λ be a directed set; and
Aλ (λ P Λ), a family of quasi-f -sections such that Aλ Ě Aλ1 for every pair λ ď λ
1. Then,
it follows that
Ş
λPΛAλ is a quasi-f -section.
Proof. Let A :“
Ş
λPΛAλ; and U Ě A, an open and closed set. We have to show that U is a
complete section. It is enough to show that U Ě Aλ for some λ P Λ. Let Bλ :“ pXzUqXAλ
for each λ P Λ. Suppose that Bλ ‰ H for all λ P Λ. Then, by the compactness of X, it
follows that
Ş
λPΛBλ ‰ H, contradicting to the fact that U Ě A. 
Let pX, fq be an invertible zero-dimensional system.
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Notation 2.3. For x P X, we denote as Opxq :“ t f ipxq | i P Z u.
For a closed set Y Ď X, we say that pY, f |Y q is a subsystem if fpY q “ Y . A subsystem
pY, f |Y q is said to be a minimal set if each orbit in pY, f |Y q is dense in Y . We denote as
M “MpX, fq :“ tM Ď X | pM,f |M q is a minimal set. u.
Proposition 2.4. Let pX, fq be an invertible zero-dimensional system. Then, a closed set
A Ď X is a quasi-section if and only if AXM ‰ H for all M PM.
Proof. Let pX, fq be an invertible zero-dimensional system; A, a quasi-section; and M P
M. Then, for every neighbourhood U of A, we get MXU ‰ H. Thus, we getMXA ‰ H.
Conversely, suppose that A Ď X is a closed set such that for every minimal setM , it follows
that AXM ‰ H. Let U Ě A be an open and closed set and x P X. Because ωpxq contains
a minimal set M , we get U X ωpxq Ě A XM ‰ H. Thus, we get that U is a complete
section, as desired. 
Lemma 2.5. Let pX, fq be an invertible zero-dimensional system. Choose an arbitrary
xM PM for each M PM. Then, the set A “ txM |M P M u is a quasi-section.
Proof. Because AXM ‰ H for all M PM, by Proposition 2.4, the conclusion holds. 
Example 2.6. Let pX, fq be a minimal set. Then, every closed set A Ď X is a quasi-
section.
Example 2.7. Let pX, fq be a minimal set; C, the Cantor set; and ϕ : C Ñ X, a
continuous map. We define a homeomorphism f ˆ id : XˆC Ñ XˆC as pf ˆ idqpx, yq “
pfpxq, yq for all px, yq P X ˆC. Then, it follows that M “ tX ˆ t c u | c P C u and the set
A :“ t pϕpyq, yq | y P C u is closed. Because AXM ‰ H for allM PM, by Proposition 2.4,
A is a quasi-section.
Example 2.8. Let pX, fq be a minimal set; and C, the Cantor set in the interval r0, 1s Ă R.
We consider a zero-dimensional system f ˆ id as above. Then, it follows that M “
tXˆt c u | c P C u. Take an a P C such that neither CXr0, aq nor CXpa, 1s is closed in C.
Take x, y P X such that x ‰ y. We define as A :“ ptx u ˆC X r0, asq Y pt y u ˆC X ra, 1sq.
Then, it follows that A is closed. Because AXM ‰ H for all M PM, it follows that A is
a quasi-section. However, if x and y are on the same orbit, then this orbit meets A twice
at x and y.
We say that a quasi-section A Ď X is minimal if A is minimal with respect to the
inclusion of sets.
Remark 2.9. Owing to Proposition 2.2, there exists a minimal quasi-section for all zero-
dimensional systems.
Lemma 2.10. Let pX, fq be an invertible zero-dimensional system; and A, a minimal
quasi-section. Then, for each x P A, there exists a sequence xn P Mn P M such that
x “ limnÑ8 xn.
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Proof. Because A is a quasi-section, by Proposition 2.4, there exists an xM P A XM for
each M P M. By Proposition 2.4, we get that txM |M PM u Ď A is a quasi-section.
Because A is minimal in quasi-sections, we get that txM |M PM u “ A, and we get the
desired conclusion. 
Definition 2.11. Let pX, fq be an invertible zero-dimensional system. A closed set A P X
is called a basic set if, every closed and open set U Ě A is a complete section, and for
every x P X, the orbit of x enters A at most once, i.e., |Opxq XA| ď 1.
Remark 2.12. For an arbitrary invertible zero-dimensional system, every basic set is a
quasi-section.
Evidently, we get that if A is a basic set of an invertible zero-dimensional system pX, fq
and x P X is a periodic point, then the periodic orbit of x enters A exactly once, i.e.
|AXOpxq| “ 1. The minimality of basic sets is also considered. We define as
B “ BpX, fq :“ tA Ă X | A is a basic set. u
By Corollary 4.10, we get that B is not empty. In B, there exists a partial order owing to
inclusions of sets.
Lemma 2.13. For each A P B, there exits a minimal B P B such that A Ě B.
Proof. Let pΛ,ďq be a directed set and Aλ P B (λ P Λ) be a collection such that Aλ Ď A
(@λ P Λ) and α ď β implies Aα Ě Aβ. We define as A8 :“ XλPΛAλ. Evidently, we get
that A8 is a non-empty closed set. We have to show that A8 P B. Because Aλ Ě A8
(for each λ P Λ), every orbit enters A8 at most once. Let U Ě A8 be a neighbourhood
of A8 in X. Because X is a compact metrizable space, it follows that there exits a λ P Λ
such that U is a neighbourhood of Aλ. Therefore, for every x P X, the orbit of x enters
U . Thus, we get A P B. 
Definition 2.14. Each minimal A P B is called a minimal basic set.
Lemma 2.15. Let pX, fq be an invertible zero-dimensional system. It follows that each
minimal basic set of pX, fq is a minimal quasi-section of pX, fq.
Proof. We omit a proof because it is evident. 
Lemma 2.16. Let pX, fq be an invertible zero-dimensional system; and A, a minimal basic
set. Then, for each x P A, there exists a sequence xn PMn P M such that x “ limnÑ8 xn.
Proof. Because minimal basic set is a minimal quasi-section, we get the conclusion by
Lemma 2.10. 
Proposition 2.17. Let pX, fq be an invertible zero-dimensional system; and B, a minimal
basic set. Suppose that the set of periodic points has empty interior. Then, the set B has
empty interior.
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Proof. Let pX, fq be an invertible zero-dimensional system; and B, a minimal basic set.
Suppose, on the contrary, that intB ‰ H. Then, by Lemma 2.16, there exists a minimal
set M P M with M X intB ‰ H. Let x PM X intB. Firstly, suppose that x is a periodic
point of the least period l. If x is isolated in X, then we get that the set of periodic
points has an interior point x, a contradiction. Thus, x is not isolated in X. There exists
a neighbourhood U Q x such that U, f lpUq Ď intB. Because the set of periodic points
has empty interior, we can choose an aperiodic point x1 P U (x1 ‰ x.) Then, we get
x1, f lpx1q P B, a contradiction to the assumption that B is a basic set. Secondly, suppose
that x is not a periodic point. Then, Opxq “ M is a minimal set that is not a periodic
orbit. We get an n ě 1 such that x ‰ fnpxq P intB. This contradicts to the assumption
that B is a basic set. In this way, we have shown that intB “ H. 
3. Quasi-section and K–R refinement
Let X “
Ť
1ďiďkpnq B¯pn, iq (n ě 0) be a sequence of decompositions by towers B¯pn, iq
(1 ď i ď kpnq) with bases Bpn, iq (1 ď i ď kpnq) and heights lpn, iq ě 1 (1 ď i ď kpnq)
, i.e., for every n ě 0 and every x P X, there exists a unique pair i, j (1 ď i ď kpnq,
0 ď j ă hpn, iq) such that x P f jpBpn, iqq. This sequence is called a Kakutani–Rohlin
(K–R) refinement if the following conditions are satisfied:
‚ for every pair m ą n ě 0, each floor f jpBpm, iqq (1 ď i ď kpmq, 0 ď j ă lpm, iq),
is contained in a floor of level n,
‚ for every pair m ą n ě 0, each base Bpm, iq (1 ď i ď kpmq) is contained in a base
of level n, and
‚ if ǫn is the maximum of the diameters of the towers B¯pn, iq (1 ď i ď kpnq), then
ǫn Ñ 0 as nÑ8.
We also assume that kp0q “ 1 and the only tower B¯p0, 1q has the base X itself and the
height lp0, 1q “ 1.
Notation 3.1. When we want to represent a K–R refinementX “
Ť
1ďiďkpnq B¯pn, iq (n ě 0)
by Ξ, we say that Ξ : X “
Ť
1ďiďkpnq B¯pn, iq (n ě 0) is a K–R refinement. In this case, we
denote as
‚ BΞpnq :“
Ť
1ďiďkpnqBpn, iq for each n ě 0 and
‚ BΞ :“
Ş
ně0BΞpnq.
It follows that BΞpnq “
Ť
1ďiďkpnq f
lpn,iqpBpn, iqq for all n ě 0.
Proposition 3.2. Let Ξ : X “
Ť
1ďiďkpnq B¯pn, iq (n ě 0) be a K–R refinement of an
invertible zero-dimensional system pX, fq. Then, it follows that BΞ is a quasi-section.
Proof. By the definition of K–R refinement, for each n ě 0, BΞpnq is a complete section.
Because BΞ “
Ş
ně0BΞpnq, the conclusion follows. 
We also get the converse result as follows:
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Theorem 3.3. Let pX, fq be an invertible zero-dimensional system; and B, a quasi-
section. Then, there exists a K–R refinement Ξ : X “
Ť
1ďiďkpnq B¯pn, iq such that B “ BΞ.
Proof. We take and fix a refining sequence Pn (n ě 0) of finite partitions of X by non-
empty closed and open sets, i.e.,
‚ for each n ě 0, Pn is a finite set of non-empty closed and open subset of X,
‚ X “
Ť
UPPn
U for all n ě 1,
‚ for all n ě 0, U X U 1 “ H for distinct U,U 1 P Pn,
‚ for each m ą n ě 1 and U P Pm, there exists a U
1 P Pn such that U Ď U
1, and
‚ maxtdiampUq | U P Pn u Ñ 0 as nÑ8.
We use the convention that, P0 “ tX u.
Take and fix n ě 0 arbitrarily. We define as Cn :“ tU P Pn | U X B ‰ Hu and Cn :“Ť
UPCn
U . Then, Cn is a closed and open neighbourhood of B. Especially, we get that Cn is
a complete section. Take an arbitrary x P Cn. Because x P Cn is recurrent with respect to
Cn, there exists the least positive integer hpn, xq such that f
hpn,xqpxq P Cn. We construct
a finite sequence spn, xq :“ pU0, U1, U2, . . . , Uhpn,xq´1q P Pn
hpn,xq such that f jpxq P Uj for
all 0 ď j ă hpn, xq. Evidently, we get supxPCn hpn, xq ă 8. Therefore, if we define as
Sn :“ t spn, xq | x P Cn u, then Sn is a finite set. For each s “ pU0, U1, . . . , Uh´1q P Sn, we
define as hpsq “ h and Bpsq :“ tx P Cn | spn, xq “ s u. Evidently, for each s P Sn, Bpsq is
a non-empty open set. It is also evident that tBpsq | s P Sn u is a finite partition of Cn.
It follows that each Bpsq (s P Sn) is also closed. Firstly, we show that the sets f
ipBpsqq
(s P Sn, 0 ď i ă hpsq are mutually disjoint. Suppose that f
ipBpsqq X f i
1
pBps1qq ‰ H
for ps, iq ‰ ps1, i1q with s P Sn, 1 ď i ă hpsq, and with 1 ď i
1 ă hps1q. Then, take
and fix an x P f ipBpsqq X f i
1
pBps1qq. Without loss of generality, we assume that i ă i1.
Let y “ f´ipxq P Cn and z “ f
´i1pxq P Cn. Then, we get f
i1´ipzq “ y. Thus, we get
f i
1´ipBps1qq X Cn ‰ H. Because i
1 ´ i ă hps1q, we get a contradiction. Therefore, we get
mutually disjoint towers B¯psq (s P Sn). We have to show that X “
Ť
sPSn
B¯psq. Take
and fix an x P X arbitrarily. By Lemma 2.1, there exists the least integer i ě 0 such that
f´ipxq P Cn. Suppose that i “ 0. Then we get x P Cn. Because tBpsq | s P Sn u covers
Cn, we get x P
Ť
sPSn
B¯psq, as desired. Thus, we assume that i ą 0. Let y “ f´ipxq. Then,
because the hpn, yq is the least positive integer such that fhpn,yqpyq P Cn, we get i ă hpn, yq.
Thus, we get x P B¯pspn, yqq, as desired. For every pair m ą n, the refining condition of
the floors of
Ť
sPSm
B¯psq and the floors of
Ť
sPSn
B¯psq are evidently obtained from the fact
that Pm is a refinement of Pn. For every pair m ą n, the refining condition of bases are
obtained also evidently. The maximum of the diameters of the towers B¯psq (s P Sn) tend
to zero as n Ñ 8, because of the last condition of Pn (n ě 0). We rewrite, for all n ě 0,Ť
sPSn
B¯psq as
Ť
1ďiďkpnq B¯pn, iq with kpnq “ |Sn|. We write as Ξ : X “
Ť
1ďiďkpnq B¯pn, iq.
Finally, from the construction, we get that B “ BΞ. 
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4. Ordered Bratteli diagrams
In this section, we introduce the Bratteli–Vershik models for invertible zero-dimensional
systems. A Bratteli diagram is an infinite directed graph pV,Eq, where V is the vertex
set and E is the edge set. The vertex set V is decomposed into non-empty finite sets
V “ V0YV1YV2Y¨ ¨ ¨ , where V0 “ t v0 u is a single point. The edge set E “ E1YE2Y¨ ¨ ¨
is also decomposed into non-empty finite sets. Each En is a set of edges from Vn´1 to Vn
for each n ą 0. Therefore, there exist two maps r, s : E Ñ V such that s : En Ñ Vn´1 and
r : En Ñ Vn for all n ě 1, i.e. the source map and the range map, respectively. Moreover,
s´1pvq ‰ H for all v P V and r´1pvq ‰ H for all v P V zV0. We say that u P Vn´1 is
connected to v P Vn if there exists an edge e P En such that speq “ u and rpeq “ v.
We consider finite or infinite path spaces for a Bratteli diagram. For each 0 ď n ă m,
a sequence of edges p “ pen`1, en`2, . . . , emq P
ś
năiďmEi with rpeiq “ spei`1q for all
n ă i ă m is called a path. A path p “ pen`1, en`2, . . . , emq goes from one vertex v P Vn
to another vertex v1 P Vm if v “ spen`1q and v
1 “ rpemq. For each n ă m, we define
En,m :“ t p P
ś
năiďmEi | p is a path. u. For p “ pen`1, en`2, . . . , emq P En,m, the source
map s : En,m Ñ Vn and the range map r : En,m Ñ Vm are defined by sppq “ spen`1q and
rppq “ rpemq. For each n ě 0, an infinite path p “ pen`1, en`2, . . . q is also defined. For
each n ě 0, En,8 denotes the set of all infinite paths from Vn. For p “ pen`1, en`2, . . . q P
En,8, the source map s : En,8 Ñ Vn is defined as sppq “ spen`1q. For 0 ď n ď n
1 ă
m1 ď m and p P En,m, we denote prn
1,m1s :“ pppn1 ` 1q, ppn1 ` 2q, . . . , ppm1qq P En1,m1 .
For 0 ď n ď n1 and p P En,8, prn
1,8q is also defined. For a finite or infinite path
p “ pen`1, en`2, . . . q, we write as ppiq :“ ei for each n ă i if ei is defined. In particular,
we have defined the set E0,8. We consider E0,8 with the product topology. Under this
topology, it is a compact zero-dimensional space.
Let pV,Eq be a Bratteli diagram such that V “ V0YV1YV2Y¨ ¨ ¨ and E “ E1YE2Y¨ ¨ ¨
such that r, s : E Ñ V is the range map and the source map, respectively. We say that
pV,E,ěq is an ordered Bratteli diagram if a partial order ě is defined on E such that
e, e1 P E are comparable if and only if rpeq “ rpe1q. Thus, we have a linear order on each
set r´1pvq for each v P V zV0. The edges r
´1pvq are numbered from 1 to |r´1pvq|, and the
maximal (resp. minimal) edge is denoted by epv,maxq (resp. epv,minq). Let Emax and
Emin denote the sets of maximal and minimal edges, respectively.
By this order, we get a partial order on path spaces by the lexicographic order. Let
pV,E,ěq be an ordered Bratteli diagram. For each 0 ă n ă m and v P Vm, the set
t p P En,m | rppq “ v u is linearly ordered by the lexicographic order, i.e. for p ‰ q P En,m
with rppq “ rpqq, p ă q if and only if ppkq ă qpkq with the maximal k P rn ` 1,ms such
that ppkq ‰ qpkq. For each n ě 0, suppose that p, p1 P En,8 are distinct cofinal paths, i.e.
there exists a k ą n such that ppkq ‰ p1pkq, and for all l ą k, pplq “ p1plq. We define the
lexicographic order p ă p1 if and only if ppkq ă p1pkq. In particular, we have defined the
lexicographic order on E0,8. This is a partial order, and p, q P E0,8 is comparable if and
only if p and q are cofinal.
Let pV,E,ěq be an ordered Bratteli diagram. We define
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E0,8,min :“ t p P E0,8 | ppkq P Emin for all k u, and
E0,8,max :“ t p P E0,8 | ppkq P Emax for all k u.
For each p P E0,8zE0,8,max, there exists the least p
1 ą p with respect to the lexicographic
order. Thus, we can consider the Vershik map
ψ : E0,8zE0,8,max Ñ E0,8
such that ψppq is the least element with p ă ψppq.
In some classes of ordered Bratteli diagrams, the Vershik map can be extended to
ψ : E0,8 Ñ E0,8 continuously. We note that this extension may not be unique.
We say that pV,E,ěq admits a continuous Vershik map if the Vershik map ψ can be
extended to ψ : E0,8 Ñ E0,8 with ψpE0,8,maxq Ď E0,8,min continuously. We note that
‚ ψ is surjective if and only if ψpE0,8,maxq “ E0,8,min,
‚ ψ is injective if and only if ψ is injective on E0,8,max,
‚ if |ψ´1pxq| ‰ 1, then x P E0,8,min.
If pV,E,ěq admits a Vershik map ψ that is a homeomorphism, then we say that pV,E,ě
, ψq is a Bratteli–Vershik model. We need to consider the uniqueness of ψ. In [DK19],
Downarowicz and Karpel defined that an ordered Bratteli diagram pV,E,ěq is decisive if
the Vershik map ψ : E0,8zE0,8,max Ñ E0,8 prolongs in a unique way to a homeomorphism
ψ : E0,8 Ñ E0,8. In this paper, the unique Bratteli–Vershik model pV,E,ě, ψq is also said
to be decisive. Further, they defined that an invertible zero-dimensional system pX, fq is
called Bratteli–Vershikizable if it is conjugate to pE0,8, ψq for a decisive ordered Bratteli
diagram pV,E,ěq. Moreover, they have shown that an invertible zero-dimensional system
pX, fq is Bratteli–Vershikizable if and only if either the set of aperiodic points is dense, or
its closure misses one periodic orbit (see [DK19, Theorem 3.1].)
In general, an invertible zero-dimensional system pX, fq is said to have a Bratteli–
Vershik model if pX, fq is topologically conjugate to pE0,8, ψq for some Bratteli–Vershik
model pV,E,ě, ψq. The next notation combines the ordered Bratteli diagrams with the
notion of K–R refinements.
Notation 4.1. Let pV,E,ě, ψq be a Bratteli–Vershik model, n ą 0, and v P Vn. We
abbreviate P pvq :“ t p P E0,n | rppq “ v u. We define lpvq :“ |P pvq| and write P pvq “
t ppv, 0q ă ppv, 1q ă ¨ ¨ ¨ ă ppv, lpvq ´ 1q u. Let Upv, jq :“ tx “ pex,1, ex,2, . . . q P E0,8 |
pex,1, ex,2, . . . , ex,nq “ ppv, jq u for all 0 ď j ă lpvq. We denote Bpvq :“ Upv, 0q and B¯pvq :“Ť
0ďjălpvq Upv, jq. Then, for any Vershik map ψ, B¯pvq is a tower, i.e. ψ
ipBpvqq “ Upv, jq
for all 0 ď j ă lpvq. Naturally, we get a decomposition by towers X “
Ť
vPVn
B¯pvq (n ě 0).
Proposition 4.2 (From Bratteli–Vershik model to K–R refinement). Let pV,E,ě, ψq be
a Bratteli–Vershik model. Then, the decomposition by towers E0,8 “
Ť
vPVn
B¯pvq (n ě 0)
is a K–R refinement.
Proof. Firstly, let m ą n ě 0, v P Vm, and 0 ď j ă hpvq. Then, ψ
jpBpvqq “ Upv, jq
in the way of Notation 4.1. Therefore, we get Upv, jq “ tx “ pex,1, ex,2, . . . q P E0,8 |
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pex,1, ex,2, . . . , ex,mq “ ppv, jq u. If we write as ppv, jq “ pe1, e2, . . . , emq, then there ex-
ists a v1 P Vn and 0 ď j
1 ă hpv1q such that pe1, e2, . . . , enq “ ppv
1, j1q. Thus, we
get Upv, jq Ď Upv1, j1q, as desired. Secondly, let m ą n ě 0 and v P Vn. Then,
Bpvq “ tx “ pex,1, ex,2, . . . q P E0,8 | pex,1, ex,2, . . . , ex,mq “ ppv, 0q u. If we write as
ppv, 0q “ pe1, e2, . . . , emq, then we get ei P Emin (1 ď i ď m). Thus, if we write as
v1 P rpenq, then we get Bpvq Ď Bpv
1q, as desired. Because ψ : E0,8 Ñ E0,8 is a homeo-
morphism on a compact metrizable space, the third condition follows evidently. 
The converse is stated in the following:
Proposition 4.3 (From K–R refinement to Bratteli–Vershik model). Let pX, fq be an
invertible zero-dimensional system; and Ξ : X “
Ť
1ďiďkpnq B¯pn, iq, a K–R refinement.
Then, we can get a Bratteli–Vershik model pV,E,ě, ψq such that
‚ there exists a topological conjugacy ϕ : pX, fq Ñ pE0,8, ψq,
‚ E0,8,min “ ϕpBΞq,
‚ E0,8,max “ ϕpf
´1pBΞqq,
‚ the decomposition by towers E0,8 “
Ť
vPVn
B¯pvq (n ě 0) matches Ξ by ϕ.
Proof. Firstly, we shall construct a Bratteli–Vershik model pV,E,ě, ψq with which the
ψ : E0,8 Ñ E0,8 is topologically conjugate to f : X Ñ X. Let V0 be a one point set that
consists of the unique tower B¯p0, 1q with the height 1 and the base Bp0, 1q “ X itself.
Suppose that we have constructed Vn to be the set of towers of level n. Then, Vn`1 is the set
of towers of level n`1, i.e., Vn`1 “ t B¯pn`1, iq | 1 ď i ď kpn`1q u. We have to construct
the edge set En`1. Fix v “ B¯pn ` 1, iq P Vn`1 (1 ď i ď kpn ` 1q) arbitrarily. Then,
for an arbitrary point x P Bpn ` 1, iq, the finite orbit x, fpxq, f2pxq, . . . , f lpn`1,iq´1pxq
passes through the same sequence B¯pn, i1q, B¯pn, i2q, . . . , B¯pn, iapvqq of towers of level n
successively. We make apvq edges epv, jq (1 ď j ď apvq) from B¯pn, ijq to v “ B¯pn ` 1, iq
for each 1 ď j ď apvq with the linear order such that epv, jq ď epv, j1q if and only if j ď j1.
Thus, spepv, jqq “ B¯pn, ijq and rpepv, jqq “ v for each v P Vn`1 and each 1 ď j ď apvq.
We define as En`1 :“ t epv, jq | v P Vn`1, 1 ď j ď apvq u. We have constructed an
ordered Bratteli diagram pV,E,ěq. We make a map ϕ : X Ñ E0,8 as follows. Take an
x P X and n ě 1 arbitrarily. Then, there exists a unique floor f jpxqpBpn, ipxqqq Q x with
1 ď ipxq ď kpnq and 0 ď jpxq ă lpn, ipxqq. Let vpxq :“ B¯pn, ipxqq P Vn. Take an arbitrary
y P Bpn, ipxqq such that f jpxqpyq “ x. Then, the finite orbit y, fpyq, f2pyq, . . . , f jpxqpyq
passes the sequence B¯pn´ 1, i1q, B¯pn´ 1, i2q, . . . , B¯pn´ 1, ibpxqq of towers successively and
we get x P B¯pn ´ 1, ibpxqq. This sequence of towers is identical independent of the choice
of y. We define as ex,n :“ epvpxq, bpxqq P En. Because n ě 1 is arbitrary, we define as
ϕpxq :“ pex,1, ex,2, . . . q P E0,8. Thus, we defined a map ϕ : X Ñ E0,8. The continuity of
ϕ is evident from the construction. The injectivity of ϕ follows from the third condition
of K–R refinement. To show the surjectivity, take an arbitrary p “ pe1, e2, . . . q P E0,8.
Let n ě 1. Then, the sequence pe1, e2, . . . , enq indicates a unique floor Upp, nq in the tower
rpenq. Because Upp, 1q Ě Upp, 2q Ě ¨ ¨ ¨ , the third condition of K–R refinement implies
that there exits a unique x P X such that tx u “
Ş
ně1 Upp, nq. It is now evident that
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ϕpxq “ p. Thus, we get that ϕ is a homeomorphism. We define as ψ :“ ϕ ˝ f ˝ ϕ´1 :
E0,8 Ñ E0,8. From the construction, it follows that ϕpBΞq “ E0,8,min. It is obvious that
if x R f´1pBq, then x is not on the top floor at some level n, i.e., ϕpxq R E0,8,max. Thus,
evidently, we get ϕpXzf´1pBΞqq Ď E0,8zE0,8,max, i.e., we get ϕpf
´1pBΞqq Ě E0,8,max.
Conversely, let x P f´1pBΞq. Then, x is on the top floor of some tower in each level n. This
implies that ex,n P Emax for all n ě 1. Therefore, we get ϕpxq P E0,8,max. Thus, we get
ϕpf´1pBΞqq “ E0,8,max. It follows that ψpE0,8,maxq “ E0,8,min. From the construction,
the third condition of this proposition is satisfied. It is now evident that ψ is determined
by the lexicographic order on the set E0,8zE0,8,max. 
In [M06], Medynets showed that every invertible Cantor aperiodic system has a basic
set, and that for every basic set B, there exists a Bratteli–Vershik model pV,E,ě, ψq that
satisfy B “ E0,8,min with respect to a topological conjugacy. From Theorem 3.3, we get
the following result.
Theorem 4.4. Let pX, fq be an invertible zero-dimensional system; and B, a basic set.
Then, there exists a Bratteli–Vershik model pV,E,ě, ψq such that B “ E0,8,min with re-
spect to a topological conjugacy.
Proof. Let pX, fq be an invertible zero-dimensional system; and B, a basic set. Then, by
Remark 2.12, B is a quasi-section. Combining Theorem 3.3 and Proposition 4.3, we obtain
a Bratteli–Vershik model pV,E,ě, ψq such that B “ E0,8,min with respect to a topological
conjugacy. 
The height of towers may not increase as n increases. Evidently, the existence of periodic
points prevent the increase of the heights of the towers that include them. Furthermore,
lower towers emerge from around a fixed points (see [S20, Remark 3.27].) As for the
limitation on the heights of the towers, in [S20], we had the next results:
Definition 4.5. Let pV,Eq be a Bratteli diagram and n ě 0. We say that an infinite path
pen`1, en`2, . . . q P En,8 is constant if |r
´1prpeiqq| “ 1 for all i ą n. A Bratteli–Vershik
model pV,E,ě, ψq has the closing property if, for every constant path pen`1, en`2, . . . q P
En,8 with n ě 0, the set
Ş
mąn U¯pspemqq is a periodic orbit (of least period lpspen`1qq).
Definition 4.6. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. We say that a
Bratteli–Vershik model pV,E,ě, ψq is l-periodicity-regulated if, for every n ą 0 and every
v P Vn with lpvq ď ln, U¯pvq has a periodic orbit of least period lpvq.
Lemma 4.7 (Lemma 4.11 in [S20]). Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers.
If a Bratteli–Vershik model pV,E,ě, ψq is l-periodicity-regulated, then it has the closing
property.
Theorem 4.8 (Theorem 1.1 in [S20]). Let pX, fq be a zero-dimensional system, where f
is a homeomorphism of X. Let l : l1 ă l2 ă ¨ ¨ ¨ be a sequence of positive integers. Then,
pX, fq admits an l-periodicity-regulated Bratteli–Vershik model.
Theorem 4.9 (Theorem 4.19 in [S20]). A Bratteli–Vershik model pV,E,ě, ψq has the
closing property if and only if the set E0,8,min is a basic set.
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We can conclude the following:
Corollary 4.10. Every invertible zero-dimensional system has a basic set.
Proof. From Theorem 4.8 and Lemma 4.7, the statement of this corollary is evident. 
5. Decisiveness and basic sets
Let pX, fq be an invertible zero-dimensional system. A fundamental observation of
decisiveness is given in [DK19]. We have translated some of them into the next proposition.
Proposition 5.1 (Downarowicz and Karpel [DK19]). Let pX, fq be an invertible zero-
dimensional system; and B, a basic set. Suppose that B has empty interior. Then,
every Bratteli–Vershik diagram pV,E,ěq with a Vershik map ψ such that E0,8,min “ B by
topological conjugacy is decisive.
Proof. By Theorem 4.4, we obtain a Bratteli–Vershik model pV,E,ě, ψq such thatE0,8,min “
B by a topological conjugacy, i.e., we identify as pX, fq “ pE0,8, ψq. We need to show
that the ordered Bratteli diagram pV,E,ěq is decisive. Let x P B. Then, there exists a
sequence xn P XzB (n ě 1) such that x “ limnÑ8 xn. Because xn R E0,8,min (n ě 1), we
get that f´1pxnq R E0,8,max (n ě 1.) We get that E0,8,max Q f
´1pxq “ limnÑ8 f
´1pxnq.
The maps f : f´1pxnq ÞÑ xn (n ě 1) is determined by the restricted Vershik map
ψ|Xzf´1pBq “ ψ|E0,8zE0,8,max . Thus, the map f
´1pxq ÞÑ x is uniquely determined by
ψ|E0,8zE0,8,max , as desired. 
In [DK19], Downarowicz and Karpel has shown that an invertible zero-dimensional
system pX, fq is Bratteli–Vershikizable if and only if either the set of aperiodic points is
dense, or its closure misses one periodic orbit.
Theorem 5.2. Let pX, fq be an invertible zero-dimensional system. Then, there exists
a basic set. Suppose that the set of aperiodic points is dense in X. Then, for every
minimal basic set B, a Bratteli–Vershik model pV,E,ě, ψq with E0,8,min “ B by topological
conjugacy is decisive.
Proof. Let pX, fq be an invertible zero-dimensional system. By Corollary 4.10, there
exists a basic set. Suppose that the set of aperiodic points is dense. Let B be a minimal
basic set; and pV,E,ě, ψq, a Bratteli–Vershik model that is obtained by Theorem 4.4
with E0,8,min “ B by topological conjugacy. Because B is a minimal basic set and the
set of aperiodic points is dense, by Proposition 2.17, we get that intB “ H. Thus, by
Proposition 5.1, we get the conclusion. 
Corollary 5.3. Let pX, fq be a Bratteli–Vershikizable zero-dimensional system. Then,
there exists a decisive Bratteli–Vershik model pV,E,ě, ψq of pX, fq with closing property.
Proof. Because E0,8,min is a basic set, by Theorem 4.9, we get that pV,E,ě, ψq has closing
property, as desired. 
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6. Basic sets and array systems
Let pX, fq be an arbitrary invertible zero-dimensional system. The existence of a min-
imal quasi-section was obvious. However, the existence of basic sets was not. We took
roundabout steps to show the existence. We had to show the existence of periodicity
regulated Bratteli–Vershik model. To simplify these steps, we need a observation of Dow-
narowicz and Karpel [DK19]. They used array systems. In the next subsection, we
construct basic sets in subshifts.
6.1. Construction of a basic set for a subshift. To proceed a construction of basic
sets using array systems, we firstly consider a construction of basic sets for subshifts. Let
A be a non-empty finite set that is called an alphabet. We assume that |A| ě 2. Let
ΣA :“ A
Z with the product topology. We introduce an linear order in the set ΣA and
show that the order topology is equivalent with the product topology. In this subsection,
we fix an A, and ΣA is abbreviated as Σ. For each x “ p. . . , x´1, x0, x1, x2, . . . q P Σ and
m ă n, we write as xrm,ns :“ pxm, xm`1, . . . , xnq P A
rn,ms. For m ď m1 ď n1 ď n, we
write as xrm,nsrm1, n1s :“ xrm1, n1s. For each n ě 1 and each a P Ar´n,ns, we define as
Upaq :“ tx P Σ | xr´n, ns “ a u. Therefore, the topological space Σ with the product
topology has an open base tUpaq | n ě 1, a P Ar´n,ns u. We take and fix a linear order ă
on the set A. For each x “ p. . . , x´1, x0, x1, x2, . . . q P Σ, we make a one-sided sequence
ox :“ px0, x1, x´1, x2, x´2, . . . , x´i`1, xi, x´i, xi`1, . . . q.(6.1)
We write as ox “ pox,0, ox,1, ox,2, . . . q for all x P Σ. For a subset A Ď Σ, we denote as
Aord :“ t ox | x P A u. For all n ě 0, we also write as oxr0, ns “ pox,0, ox,1, . . . , ox,nq. For a
subset A Ď Σ and a pair m ă n, we denote as Arm,ns :“ txrm,ns | x P A u. We introduce
the lexicographic order on Σord, i.e., for x ‰ y P Σ, ox ă oy if and only if ox,i ă oy,i with
the minimal i P r0,8q such that ox,i ‰ oy,i. Evidently, this order is linear. We introduce
a linear order ă on the set Σ such that x ă y if and only if ox ă oy. Therefore, we can
introduce the order topology in Σ. For some time, the space Σ with the order topology is
denoted as Σpďq. Evidently, there exists the minimal element minpΣq that is abbreviated
as min if there exist no ambiguity. We also denote the unique maximal element as maxpΣq
and as max. For a, b P Σ with a ă b, we denote as pa, bq :“ tx P Σ | a ă x ă b u. In
the same way, we also define ra, bq, ra, bs, and so on. Therefore, Σpďq has the open base
t rmin, aq | a P Σ u Y t pa, bq | a, b P Σ, a ă b u Y t pb,maxs | b P Σ u. The lexicographic
(linear) order are also defined on the set Σr´n, ns for each n ě 0 in the same way. Thus,
for each subset A Ď Σ and each n ě 0, a linear order is defined on the set Ar´n, ns. In
addition, for x ă y with x, y P Σ, it follows that xr´n, ns ď yr´n, ns for each n ě 1. For
x, y P Σ and n ă m, it follows that if xr´n, ns ă yr´n, ns, then xr´m,ms ă yr´m,ms.
Furthermore, we get x ă y if and only if xr´n, ns ă yr´n, ns for all sufficiently large
n ě 1.
Proposition 6.2. The identity map id : Σpďq Ñ Σ is a homeomorphism.
Proof. Owing to the product topology, the open sets of Σ are generated by the sets Upaq
(a P Ar´n,ns, n ě 1). Fix an n ě 1 and a P Ar´n,ns. Extending a by the maximal letter
BRATTELI–VERSHIK MODEL FROM BASIC SET 13
in A in both sides of a, we obtain the unique maximal element amax P Upaq. Extending
a by the minimal letter in A in both sides of a, we obtain the unique minimal element
amin P Upaq. If a is not maximal, then there exists a unique minimal element amax,`1 in the
set tx P Σ | x ą amax u. If a is not minimal, then there exists a unique maximal element
amin,´1 in the set tx P Σ | x ă amin u. Suppose that a P A
r´n,ns is neither minimal nor
maximal. Then, we get Upaq “ pamin,´1, amax,`1q. Suppose that a P A
r´n,ns is minimal.
Then, we get Upaq “ rmin, amax,`1q. Suppose that a P A
r´n,ns is maximal. Then, we
get Upaq “ pamin,´1,maxs. In this way, the order topology is stronger than the product
topology. Conversely, let a ă b be a pair of elements in Σ. We have to show that pa, bq is
open by the product topology. Take and fix an x P pa, bq, i.e., a ă x ă b. Then, there exists
an n ě 1 such that ar´n, ns ă xr´n, ns ă br´n, ns. It follows that Upxr´n, nsq Ď pa, bq.
Thus, we get that pa, bq is an open set in the product topology. In the same way we get
that both rmin, aq and pb,maxs are open sets by the product topology. Thus, the product
topology is stronger than the order topology. 
For each subset A Ď Σ, by A¯, we denote the closure of A (in the both topologies.)
Lemma 6.3. Let A Ď Σ. Then, we get the following:
‚ there exists the maximal lower bound of A,
‚ there exists the minimal upper bound of A, and
‚ if A is closed, then there exist both of the maximal element and the minimal element
in A.
Proof. We show the first statement. The second statement follows in the same way. For
each n ě 0, there exists an xn P A such that xnr´n, ns is minimal in the linearly ordered
set Ar´n, ns. For m ą n, it follows that xmr´n, ns “ xnr´n, ns. Let x P Σ be the unique
element such that xr´n, ns “ xnr´n, ns for all n ě 0. Evidently, it follows that x ď y for
all y P A and x is maximal in such elements. We show the third statement. Let A Ď Σ
be a closed set. Because A is compact in the product topology, it is also compact in the
order topology. Thus, there exist both of the maximal and the minimal elements exist in
A. 
Notation 6.4. Let A Ď Σ. By Lemma 6.3, there exists the maximal lower bound x of A in
Σ. We denote as infpAq :“ x. In the same way, by suppAq, we denote the minimal upper
bound of A in Σ.
Lemma 6.5. Let A Ď Σ. Then, we get the following:
‚ A¯ Ď tx | infpAq ď x ď suppAq u,
‚ infpA¯q “ infpAq and suppA¯q “ suppAq.
‚ infpAq P A¯ and suppAq P A¯,
Proof. To show the first statement, we only need to notice that A Ď tx | infpAq ď x ď
suppAq u and that the latter is closed in the order topology. We show the second statement.
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By the first statement, we get that infpAq is the minimal element in A¯. Therefore, we get
infpA¯q “ infpAq. The rest of the second statement follows similarly. We show the third
statement. By the last statement of Lemma 6.3, we get infpA¯q P A¯. Thus, by the second
statement of this lemma, we get that infpAq “ infpA¯q P A¯. The rest of the third statement
follows similarly. 
For each x P Σ, a shift map σ : ΣÑ Σ is defined by pσpxqqpiq “ xpi` 1q (i P Z). For a
subset Λ Ď Σ, we say that a zero-dimensional system pΛ, σ|Λq is a subshift if Λ is closed
and σpΛq “ Λ. We abbreviate as σ “ σ|Λ.
Notation 6.6. We denote as infσpxq :“ infpOpxqq.
Lemma 6.7. Let x P Λ. Then, we get the following:
‚ infσpxq ď x,
‚ infσpxq P Opxq,
‚ infσpinfσpxqq “ infσpxq.
Proof. The first statement is evident from the definition of infσpxq. By Lemma 6.5, the
second statement holds. To show the third statement, let y “ infσpxq. We have to show
that y “ infσpyq. By the first statement of this lemma, we get infσpyq ď y. We need to
show the converse inequality. By the second statement of this lemma, we get y P Opxq.
Especially, we get Opyq Ď Opxq. It follows that infσpyq ě infpOpxqq. By the second
statement of Lemma 6.5, we get infpOpxqq “ infpOpxqq “ infσpxq “ y. Thus, we get
infσpyq ě y, as desired. 
Let pΛ, σq be a subshift with the alphabet A. Then, for each x P Λ, we obtain infσpxq P
Σ. Because infσpxq P Opxq Ď Λ, it follows that infσpxq P Λ.
Lemma 6.8. We get that t infσpxq | x P Λ u “ tx P Λ | infσpxq “ x u.
Proof. By the third statement of Lemma 6.7, this lemma is evident. 
Proposition 6.9. Let pΛ, σq be a subshift. Then, the set B :“ t infσpxq | x P Λ u is a
basic set of pΛ, σq.
Proof. Firstly, we show that B is closed. Let x P B¯; and xn P B (n ě 1), a sequence
such that x “ limnÑ8 xn. By Lemma 6.8, it follows that infσpxnq “ xn for all n ě 1.
It is enough to show that infσpxq “ x. By Lemma 6.7, we get infσpxq ď x. Suppose on
the contrary that infσpxq ă x. Then, there exists a k P Z such that f
kpxq ă x. Because
xn Ñ x, for all sufficiently large n, we get f
kpxnq ă x. Because xn Ñ x also in the order
topology, we get fkpxnq ă xn for all sufficiently large n. Thus, we get infσpxnq ă xn for
all sufficiently large n ě 1, a contradiction. Secondly, we show that B is a quasi-section.
Suppose that U Ě B is a closed and open set. We need to show that U is a complete section.
Let x P X. We take and fix a y P ωpxq. Then, it follows that infσpyq P BXOpyq Ď BXωpxq.
Especially, we get BXωpxq ‰ H. Thus, the positive orbit of x meets U , as desired. Next,
suppose that there exists an orbit of Λ that meets B twice, i.e., there exist x, y P B with
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Figure 6.1. Counting order in array system.
x ‰ y and y P Opxq. By Lemma 6.8, we get infσpxq “ x ‰ y “ infσpyq. On the other
hand, because Opxq “ Opyq, we get infσpxq “ infσpyq, a contradiction. 
6.2. Construction of basic sets for all cases. In this section, following Downarowicz
and Karpel [DK19], we proceed to the case of all invertible zero-dimensional systems. Let
pX, fq be an invertible zero-dimensional system. To construct an array system concretely,
we take and fix a refining sequence Pn (n ě 0) of finite partitions of X by non-empty
closed and open sets, i.e.,
‚ for each n ě 0, Pn is a finite set of non-empty closed and open subset of X,
‚ X “
Ť
UPPn
U for all n ě 1,
‚ for all n ě 0, U X U 1 “ H for distinct U,U 1 P Pn,
‚ for each m ą n ě 1 and U P Pm, there exists a U
1 P Pn such that U Ď U
1, and
‚ maxtdiampUq | U P Pn u Ñ 0 as nÑ8.
We use the convention that, P0 “ tX u. We write as P :“
Ť
ně0 Pn.
Take and fix an x P X. Then, for every pair pk, nq P N ˆ Z, there exists a unique
Ux,k,n P Pk such that f
npxq P Ux,k,n. Thus, we get an array λx :“ rUx,k,nskPN,nPZ. In
this way, we can determine a subspace Λ “ ΛpX, f,Pq :“ tλx | x P X u Ď P
NˆZ such
that λxpk, nq P Pk for all pk, nq P N ˆ Z. Thus, Λ can be considered to be a subset
of
ś
0ďk P
Z
k . The set
ś
0ďk P
Z
k is a compact metrizable space in the product topology
and abbreviated just as Π much more later in this subsection for readability. On this
space we consider the action of the horizontal shift σpλxq “ rUx,k,n`1skPN,nPZ “ λfpxq. It is
obvious that Λ is a closed horizontally invariant space in
ś
0ďk P
Z
k by the product topology.
Furthermore, it is obvious that pΛ, σq is topologically conjugate to pX, fq. Thus, every
invertible zero-dimensional system pX, fq can be embedded in p
ś
0ďk P
Z
k , σq. We take
and fix a linear order ď on each of the sets Pk (k ě 1). We shall define a linear order
in the set
ś
0ďk P
Z
k . Now, we would like to proceed in the previous subsection. Let
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x “ rxk,nskPN,nPZ P
ś
kPN,nPZPk
tn u “
ś
0ďk P
Z
k . We reorder x “ rxk,nskPN,nPZ as
(6.10) ox :“ px0,0, x0,´1, x1,´1, x1,0, x1,1, x0,1,
x0,´2, x1,´2, x2,´2, x2,´1, . . . ,
x0,´i, x1,´i, . . . , xi,´i, xi,´i`1, . . . ,
xi,i, xi´1,i, . . . , x0,i, x0,´i´1, . . . q
(see Figure 6.1.) For a subset A Ď
ś
0ďk P
Z
k , we denote as Aord :“ t ox | x P A u.
Evidently, by the linear orders in Pk (k ě 0), p
ś
0ďk P
Z
k qord is linearly ordered by the
lexicographic order. Therefor, Aord is linearly ordered. We get a linear order ď in A as
x ď y (x, y P A) if and only if ox ď oy. Especially, it follows that
ś
0ďk P
Z
k is linearly
ordered. Evidently, in
ś
0ďk P
Z
k , there exit the minimal element that is denoted by min and
the maximal element that is denoted by max. For a, b P
ś
0ďk P
Z
k with a ă b, we denote
as pa, bq :“ tx P
ś
0ďk P
Z
k | a ă x ă b u. In the same way, we also define ra, bq, ra, bs,
and so on. As in the previous section, we obtain a topological space p
ś
0ďk P
Z
k qpďq with
order topology, and p
ś
0ďk P
Z
k qpďq has the open base t rmin, aq | a P
ś
0ďk P
Z
k u Y t pa, bq |
a, b P
ś
0ďk P
Z
k , a ă b uYt pb,maxs | b P
ś
0ďk P
Z
k u. We write as Sn :“ r0, nsˆr´n, ns (see
Figure 6.1.) For each n ě 0, we define as Prns :“ t a P PSn | api, jq P Pi for all pi, jq P Sn u.
For n ă m, because Sn Ă Sm, we get that each a P Prms is projected to arns P Prns such
that parnsqpi, jq “ api, jq with pi, jq P Sn. For each x P
ś
0ďk P
Z
k , and n ě 0, we obtain an
element xrns P Prns with pxrnsqpi, jq “ xi,j for all pi, jq P Sn. For a subset A Ď
ś
0ďk P
Z
k
and n ě 0, we get Arns :“ txrns | x P A u Ď Prns. The lexicographic (linear) order are
also defined on the set Arns for each n ě 0 in the same way. In addition, for x ă y with
x, y P
ś
0ďk P
Z
k , it follows that xrns ď yrns for each n ě 1. Let x, y P
ś
0ďk P
Z
k and n ă m.
It follows that if xrns ă yrns, then xrms ă yrms. Furthermore, we get x ă y if and only if
xrns ă yrns for all sufficiently large n ě 1. For each n ě 1 and each a P Prns we define as
Upaq :“ tx P
ś
0ďk P
Z
k | xrns “ a u. Therefore, the topological space
ś
0ďk P
Z
k with the
product topology has an open base tUpaq | n ě 1, a P Prns u.
Proposition 6.11. The identity map id : p
ś
0ďk P
Z
k qpďq Ñ
ś
0ďk P
Z
k is a homeomor-
phism.
Proof. Owing to the product topology, the open sets of
ś
0ďk P
Z
k are generated by the
sets Upaq (a P Prns, n ě 1). Fix an n ě 1 and an a P Prns. Extending a by the
maximal letters in Pk’s (k ě 0,) we obtain the unique maximal element amax P Upaq.
Extending a by the minimal letters in Pk’s (k ě 0,) we obtain the unique minimal element
amin P Upaq. If a is not maximal, then there exists a unique minimal element amax,`1 in
the set tx P
ś
0ďk P
Z
k | x ą amax u. If a is not minimal, then there exists a unique maximal
element amin,´1 in the set tx P
ś
0ďk P
Z
k | x ă amin u. Suppose that a P Prns is neither
minimal nor maximal. Then, we get Upaq “ pamin,´1, amax,`1q. Suppose that a P Prns is
minimal. Then, we get Upaq “ rmin, amax,`1q. Suppose that a P Prns is maximal. Then,
we get Upaq “ pamin,´1,maxs. In this way, the order topology is stronger than the product
topology. Conversely, let a ă b be a pair of elements in
ś
0ďk P
Z
k . We have to show that
pa, bq is open by the product topology. Take and fix an x P pa, bq, i.e., a ă x ă b. Then,
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there exists an n ě 1 such that arns ă xrns ă brns. It follows that Upxrnsq Ď pa, bq. Thus,
we get that pa, bq is an open set in the product topology. In the same way we get that both
rmin, aq and pb,maxs are open sets by the product topology. Thus, the product topology
is stronger than the order topology. 
In the rest of this subsection, we abbreviate that Π “
ś
0ďk P
Z
k . For each subset A Ď Π,
by A¯, we denote the closure of A (in the both topologies.) The lemmas and propositions
with their proofs go as in the previous subsection mostly word to word. However, we have
written them in the context of array systems just to be sure.
Lemma 6.12. Let A Ď Π. Then, we get the following:
‚ there exists the maximal lower bound of A,
‚ there exists the minimal upper bound of A, and
‚ if A is closed, then there exist both of the maximal element and the minimal element
in A.
Proof. We show the first statement. The second statement follows in the same way. For
each n ě 0, there exists an xn P A such that xnrns is minimal in the linearly ordered set
Arns. For m ą n, it follows that xmrns “ xnrns. Let x P Π be the unique element such
that xrns “ xnrns for all n ě 0. Evidently, it follows that x ď y for all y P A and x
is maximal in such elements. We show the third statement. Let A Ď Π be a closed set.
Because A is compact in the product topology, it is also compact in the order topology.
Thus, there exist both of the maximal and the minimal elements exist in A. 
Notation 6.13. Let A Ď Π. By Lemma 6.12, there exists the maximal lower bound x of
A in Π. We denote as infpAq :“ x. In the same way, by suppAq, we denote the minimal
upper bound of A in Π.
Lemma 6.14. Let A Ď Π. Then, we get the following:
‚ A¯ Ď tx | infpAq ď x ď suppAq u,
‚ infpA¯q “ infpAq and suppA¯q “ suppAq.
‚ infpAq P A¯ and suppAq P A¯,
Proof. To show the first statement, we only need to notice that A Ď tx | infpAq ď x ď
suppAq u and that the latter is closed in the order topology. We show the second statement.
By the first statement, we get that infpAq is the minimal element in A¯. Therefore, we get
infpA¯q “ infpAq. The rest of the second statement follows similarly. We show the third
statement. By the last statement of Lemma 6.12, we get infpA¯q P A¯. Thus, by the second
statement of this lemma, we get that infpAq “ infpA¯q P A¯. The rest of the third statement
follows similarly. 
For each x P Π, a horizontal shift map σ : Π Ñ Π has been defined by pσpxqqpi, jq “
xpi, j ` 1q (i P N, j P Z). Let Λ Ď Π be a (horizontal) shift invariant closed subset, i.e.,
σpΛq “ Λ. We abbreviate as σ “ σ|Λ. We say that pΛ, σq is a subsystem of pΠ, σq.
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Notation 6.15. For x P Π, we denote as infσpxq :“ infpOpxqq.
Lemma 6.16. Let x P Λ. Then, we get the following:
‚ infσpxq ď x,
‚ infσpxq P Opxq,
‚ infσpinfσpxqq “ infσpxq.
Proof. The first statement is evident from the definition of infσpxq. By Lemma 6.14, the
second statement holds. To show the third statement, let y “ infσpxq. We have to show
that y “ infσpyq. By the first statement of this lemma, we get infσpyq ď y. We need to
show the converse inequality. By the second statement of this lemma, we get y P Opxq.
Especially, we get Opyq Ď Opxq. It follows that infσpyq ě infpOpxqq. By the second
statement of Lemma 6.14, we get infpOpxqq “ infpOpxqq “ infσpxq “ y. Thus, we get
infσpyq ě y, as desired. 
Let pΛ, σq be a subsystem of pΠ, σq. Then, for each x P Λ, we obtain infσpxq P Π.
Because infσpxq P Opxq Ď Λ, it follows that infσpxq P Λ.
Lemma 6.17. We get that t infσpxq | x P Λ u “ tx P Λ | infσpxq “ x u.
Proof. By the third statement of Lemma 6.16, this lemma is evident. 
Proposition 6.18. Let pΛ, σq be a subsystem of pΠ, σq. Then, the set B :“ t infσpxq | x P
Λ u is a basic set of pΛ, σq.
Proof. Firstly, we show that B is closed. Let x P B¯; and xn P B (n ě 1), a sequence
such that x “ limnÑ8 xn. By Lemma 6.17, it follows that infσpxnq “ xn for all n ě 1.
It is enough to show that infσpxq “ x. By Lemma 6.16, we get infσpxq ď x. Suppose on
the contrary that infσpxq ă x. Then, there exists a k P Z such that f
kpxq ă x. Because
xn Ñ x, for all sufficiently large n, we get f
kpxnq ă x. Because xn Ñ x also in the order
topology, we get fkpxnq ă xn for all sufficiently large n. Thus, we get infσpxnq ă xn for
all sufficiently large n ě 1, a contradiction. Secondly, we show that B is a quasi-section.
Suppose that U Ě B is a closed and open set. We need to show that U is a complete section.
Let x P Π. We take and fix a y P ωpxq. Then, it follows that infσpyq P BXOpyq Ď BXωpxq.
Especially, we get BXωpxq ‰ H. Thus, the positive orbit of x meets U , as desired. Next,
suppose that there exists an orbit of Λ that meets B twice, i.e., there exist x, y P B with
x ‰ y and y P Opxq. By Lemma 6.17, we get infσpxq “ x ‰ y “ infσpyq “ y. On the other
hand, because Opxq “ Opyq, we get infσpxq “ infσpyq, a contradiction. 
Let pX, fq be an invertible zero-dimensional system. Then, it is topologically conjugate
to a subsystem pΛ, σq of pΠ, σq. Therefore, we can introduce a linear order ď in X such
that the order topology is the same as the original one and satisfies all the lemmas and
propositions in this subsection. We say that this order is obtained from Π or Pk (k ě 0).
Especially, for each x P X, we can obtain that inff pxq :“ infpOpxqq P Opxq. We can now
state the main theorem in this subsection.
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Theorem 6.19. Let pX, fq be an invertible zero-dimensional system with the linear order
that is obtained from Pk (k ě 0). Then, this order satisfies all the lemmas and propositions
of this subsection. Especially, the order topology is the same as the original topology, and
if we define as B :“ t inff pxq | x P X u, then B is a basic set.
Proof. Because pX, fq is topologically conjugate to a subsystem of Π, the proof is evident.
Especially, from Propositions 6.11 and 6.18, the last statement follows. 
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