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Abstract: A geometric framework for constrained dynamical systems is presented. It allows to 
describe in a unified way a general type of first order singular differential equations on a manifold; 
these equations can not be written in normal form since the derivatives appear multiplied by a 
linear operator, therefore we call them linearly constrained systems. The concepts of constraints 
and morphisms between linearly constrained systems are defined, and their relationships studied. 
Finally, a stabilization algorithm is devised and carefully discussed in order to solve the equation 
of motion. Our formalism includes the presymplectic and the lagrangian formalisms, as well as 
higher order lagrangians, and we give several applications of it; in particular, a stabilization 
algorithm for the lagrangian formalism is obtained. 
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1. Introduction: differential equations and constrained systems 
A (first order, ordinary and autonomous) differential equation is a relation between 
n functions z (indices of coordinates will be usually omitted) in one variable t (the 
‘time’) and their first derivatives 5. 
When these derivatives can be isolated the equation is said to be in normal form, 
and a well-known theorem of existence and uniqueness gives account of its solutions. 
The geometric version of this concept is well known: a differential equation in normal 
form is an expression 
8=X0& (14 
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where X is a vector field on an n-dimensional manifold M, and the unknown is a path 
[:I+M. 
When the j can not be isolated, a differential equation for z(t) takes the general 
form 
fi(Z,i) = 0, 1 < i < r, 
where T is not necessarily equal to n. This concept can also be geometrized, since 
this equation can be regarded, for instance, as the local expression of the differential 
equation 
i(I) c D, (1.2) 
where D C T(M) is a submanifold (or perhaps a more general subset) of the tangent 
bundle of M-hence the f” are constraints defining D. An equation in normal form 
corresponds to the image of a vector field, D = X(M). 
In this paper we shall study a particular case of this general concept. Namely, the 
case when the dependence of the above functions fi on the derivatives $ is ufjine: then 
the local expression of the differential equation is 
A(z) - 2 = a(z), (1.3) 
where A is a matrix of type T x n and u an r-dimensional vector. We shall be concerned 
with the geometric expression of such equations and their solution. 
The framework presented in this paper is general enough to include many applica- 
tions; for instance, the examples in reference [28] can be considered within our formal- 
ism, though the more general definition of “differential equation” (1.2) is there used. 
Our framework is still restrictive enough to be manageable, since under some weak 
regularity conditions a procedure to solve the equation of motion can be carried out. 
Our main motivation is the study of the lagrangian and hamiltonian formalisms 
constructed from a singular lagrangian. Such formalisms are usually called constrained 
in the literature, since the resolution of their equations of motion lead to describe the 
subset where movement can take place in terms of constraint functions. Nevertheless, 
the term “constrained” is also applied to a different problem, namely the study of the 
motion on a submanifold N c M when a normal differential equation (i.e., a vector 
field) on M is given [1,3,8,24,39]; this problem has some relation with ours, but we 
are mainly concerned with singular differential equations. 
Now, let us briefly recall the above mentioned formalisms. 
1. The “generalized hamiltonian systems” [14] have been introduced to geometrize 
the hamiltonian formalism of a singular lagrangian, in the same way that a geomet- 
ric description of the hamiltonian systems of classical mechanics already existed (see 
for instance [l]). Th is f ormalism relies on the concept of presymplectic manifold and 
presents a dynamical equation which, under some regularity conditions, can be man- 
aged by using the “presymplectic constraint algorithm”. 
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2. The lagrangian formalism (of a first order lagrangian) also admits a presymplec- 
tic formulation which, in the singular lagrangian case, must be complemented with 
a “second order condition” in order to obtain the physically meaningful motion [16]. 
The lagrangian formalism can be equivalently formulated using a vector field along 
the Legendre’s map; then both the presymplectic and the second order conditions are 
included in the equation of motion [19]. 
These two formulations can be thought within the general geometric framework 
studied in this paper-see Section 8. Actually, there are other applications of our 
formalism: 
3. While the ideas in this paper have been developed, we have applied them to higher- 
order lagrangians, as will be also explained in Section 8 [21,22]. 
4. Differential equations of type (1.3) h ave various applications to electrical and chem- 
ical engineering, control theory, economics, . . . -see some references in [7,34,31]. 
The main geometric structures studied in this paper will be called linearly con- 
strained systems or, simply, constrained systems [20] (the term “linearly singular sys- 
tem” would be also appropriate). They correspond to a differential equation with local 
expression of type (1.3): th e velocities can not be isolated because of a linear factor 
multiplying them. 
The paper is organized as follows. The linearly constrained systems are introduced 
in Section 2, together with their equations of motion for paths and vector fields. The 
concept of morphism is defined in Section 3, and its relation with constraints is studied. 
Since the existence and uniqueness theorem for differential equations can not be ap- 
plied, some compatibility conditions must be studied to solve the equation of motion: 
this is the stabilization problem, considered in Section 4, where a stabilization algorithm 
is devised. Some relations between the stabilization algorithm and the morphisms are 
given in Section 5. A useful tool, the primary fields, is introduced in Section 6. This 
is applied in Section 7 to obtain an explicit form of the stabilization algorithm; in this 
way the final constraint submanifold can be obtained, and the undeterminacy of the 
solutions of the equation of motion is displayed. In Section 8 we discuss the presym- 
plectic systems, the lagrangian formalism (for first- or higher-order lagrangians) and 
the Hamilton-Dirac equation; we show, in our unified general framework, the relation 
between these formalisms and their constraints, and we obtain as a byproduct an in- 
trinsic stabilization algorithm for the lagrangian formalism. In Section 9 we present 
some examples, and Section 10 is devoted to conclusions. 
Since our discussion concerns expressions linear in the velocities, our main geometric 
objects are the vector bundles, their sections and their morphisms, and all the opera- 
tions related to them-see for instance [2,12,24]. 
Manifolds are assumed to be real, pamcompact and modeled on a Banach space 
admitting partitions of unity [2]. F rom Section 6 to the end of the paper they are 
assumed to have finite dimension. All manifolds and maps are C”. 
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2. Linearly constrained systems 
Let us consider the following data: 
a differentiable manifold M, 
a vector M-bundle x: F -+ M, 
a morphism of vector M-bundles A: T(M) + F, 
a section CT: M + F of F (i.e., rr o CT = IdM). 
For a path [: I + M, where I c R is an open interval, the differential equation 
Ao[=aot (24 
can be considered. That is to say, the following diagram has to be commutative: 
We call the quintuple 
a linearly constrained system, and (2.1) the equation of motion for a path in M. 
Notice that (2.1) is the differential equation, in the sense of (1.2), defined by the 
subset D = A-‘(a(M)) of T(M), though it may not be a submanifold. 
If the local expression of A is (5, v) H (2, A(z) - v) and the local expression of ~7 is 
2 H (~44), th en the local expression of the equation of motion (2.1) is (1.3). 
The solutions of the equation of motion can be equivalently described as integral 
curves of vector fields. More precisely, we have the following proposition, whose proof 
is immediate: 
Proposition 1. Let N c M be a submanifold, and let X be a vector field in M tangent 
to N. Then the integral curves of X contained in N are solutions of the equation of 
motion (2.1) if and only if X satisfies 
AoX?$x 
(The notation X means equality at the points of N.) 
(2.2) 
We shall refer to (2.2) as the equation of motion for a vector field in M, and say 
that X is a solution of the equation of motion along N. 
If A is an isomorphism-for instance-then it can be inverted and the problem 
considered is nothing but to find the integral curves of the vector field A-’ o u. But in 
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general (2.1) may not have solutions passing through every point in M, and if there is 
a solution passing through a point x (at t = 0) it may not be unique. 
Thus, two questions must be faced: 1) to determine the subset where the motion 
can take place, and 2) to describe the multiplicity of the solutions passing through 
a point at a given time; in more physical terms, these questions correspond to the 
constraints and the gauge freedom. We shall not deal with other questions, like sym- 
metries, reduction procedures and gauge-fixing; these questions are very interesting 
and symplectic techniques are useful (when available) to solve them-see for instance 
[27,25,5] for presymplectic systems, and [18] for a coordinate gauge-fixing of lagrangian 
and hamiltonian formalisms. 
We call motion set the subset S of points x E M such that there is a solution [ of 
the equation of motion (2.1) passing by x. Notice that 5’ can be obtained formally as 
the union of all the submanifolds N c Ii4 appearing in the solutions of equation (2.2), 
though S may not be a submanifold. 
The ideal C = I(S) = IM(S) f f o unc ions in M vanishing on the motion set S will t 
be called the constraint ideal. A function 4 E C”(M) belongs to C if and only if, for 
every solution [ of the equation of motion, 4 o [ = 0; then it is called a constraint 
function. 
If S is closed then it is determined by its constraint ideal. Indeed, if V(C) is the 
subset of points of M where all the functions of an ideal C vanish, then in general the 
closure S is V(I(S)). 
3. Morphisms of linearly constrained systems 
A morphism of linearly constrained systems between (M, F, T, A, O) and (M’, F’, T’, 
A’, a’) is just a morphism (cy, f) b t e ween the vector bundles F and F’ over M and M’ 
such that the following diagram is commutative: 
T(M 
M 
That is to say, 
ao7r=7r’of, 
f o A = A’o T(a), 
f ou = U’OCL 
With this definition the linearly constrained systems constitute a category. If (a, f) 
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is moreover an isomorphism of vector bundles then it is an isomorphism of linearly 
constrained systems. 
Many constructions with linearly constrained systems can be carried out: subsys- 
tems, quotients, products, . . . These constructions induce natural morphisms. We point 
out only the following. 
1. If j: N + M is a manifold morphism then a linearly constrained system 
can be defined; it is called the inverse image of that of M by j. Here we use the following 
notation: j*(F) is the vector N-bundle N Xj F (inverse image of F by j), whose 
projection is j*(r) = pr,; the induced morphism is j*(A) * wY = (y, (A o T(j)) * vuy), and 
the induced section is j*(o)(y) = (y, (rr o j)(y)). If we write J = pr2:j*(F) + F, then 
(j, J) is a morphism. 
In particular, given a submanifold j: Mu + M the inclusion induces a subsystem 
(MO, FI&&’ &_@ Al&’ “I&)* 
2. If p: F + G is a vector M-bundle morphism and TG is the projection of G, then 
is a linearly constrained system induced by p, and (IdM,p) is a morphism. 
In particular, if Fo c F is a vector subbundle and p: F + F/F0 the canonical map 
we obtain the quotient system (M, FIFO, TFIF,,~ o A,p o u). 
The interplay between morphisms and dynamics is given by the following two propo- 
sitions, whose proof is immediate: 
Proposition 2. Let ((Y, f) be a morphism of linearly constrained systems, where 
cr: M + M’. 
1. If < is a path solution of the equation of motion in M, then <’ = CY o 5 is a 
solution in M’. 
2. If c$’ is a constraint in M’, then 4 = cy*(#) is a constraint in M. 
Corollary. A morphism ((Y, f) relates the motion sets and the constraint ideals by 
cr(S) c s’, 
o*(c’) c c. 
Proposition 3. Let ((Y, f) b e a morphism of linearly constrained systems, where 
CC M + M’. If N c M and N’ = (Y(N) c M’ are submanifolds and the vector 
field X in M is a solution of the equation of motion along N, then any vector field X’ 
on M’ a-related to X is a solution of the equation of motion along N’. 
These results can be improved in some particular cases. 
A geometric framework for constrained systems 229 
1. Proposition 4. Let (cu, f) be a morphism, where cr: M + M’, and such that, for 
every solution [’ in M’, there is a solution 6 in M such that I’ = cro[. Then a(S) = 5” 
and a*(C’) = C rl a*(C?(M’)). 
Proof. On one hand, if x’ E 5” and t’ is a solution passing by x’, then a solution ‘$ 
such that t’ = (Y o [ passes by a point x E M such that x’ = o(x). On the other hand, 
if C$ = a*(#) is a constraint then 4’ is also, since for every x’ E S’ there is x E S such 
that x’ = a(x), and @(x’) = d(z) = 0. Cl 
It should be noticed, however, that in general S # o-l(S’). This case occurs when 
M has constraints that are not a-projectable. 
2. Suppose that the system on M is the inverse image of that of M’. Then F = M x, F’ 
and, for each x E M, fz is the identity of F,. This is used to obtain the following result, 
whose proof is immediate. 
Proposition 5. If [ and t’ are paths related by I’ = a o [, then [ is a solution of the 
equation of motion if and only if [’ is also. 
If it is moreover assumed that S’ c Q(M) and that a is a subimmersion, then 
o-‘(S’) = s. 
3. Now suppose that there is a vector bundle morphism fo: F + T(M’) such that 
T(o) = fO o A. Th en K = fo o d is a vector field along cr, that is to say, a map 
I<: M + T(M’) such that 0~’ o li = a (see for instance [6,19, lo]). Therefore it is 
equivalent to a first order differential operator C”(M’) + C”(M): for h E C”(M’) 
and x E M, K - h is the function defined by 
(K - h)(z) := K(x) + h. 
Then we have: 
Proposition 6. Let [ be a path in M. If it is a solution of the equation of motion, 
then for each function h E C”(M’) we have 
$ ((Y*(h) 0 I) = (K * h) 0 6. (34 
The converse is true if fo is an isomorphism on each fiber. 
Proof. It is a consequence of the identities 
(K - h) o [ = (dh o (Y, A’) o [ = (dh 0 o 0 6, fo 0 0 0 S) 
o (Y o 0 = (dh o~o[,T(o)oj)= (dhocro[,fooAoi). 
For the converse, notice that a vector field along (II is determined by its contraction 
with the l-forms dh o (Y along o. 0 
Corollary. For each constraint I$’ in M’, the function K - 4’ is a constraint in M. 
230 X. Gnkia, J.M. Pons 
4. The stabilization problem 
Let (M, F, x, A, o) be a linearly constrained system. If A is not an isomorphism- 
this is the relevant case and will be assumed from now on-then the equation of motion 
(2.2) must be considered as an equation both for the submanifolds N c M where the 
motion can take place and for the dynamical fields X tangent to N. The union of all 
such N will be the motion set S. We now look for it under some regularity conditions 
which allow a recursive algorithm. 
The equation AZ-X(z) = o(x) for the unknown vector X(z) may not have solutions 
at each 2 E h4 because A, is not necessarily surjective. It can be solved only at the 
points x E A4 such that the compatibility condition 
o(x) E Im A, 
holds. Let 
(4.1) 
Mr = {x E M 1 C(X) E ImA,}. (4.2) 
This is a closed subset of M when Im A c F is a subbundle. As usual in the theory 
of constrained systems, we shall stick ourselves to consider points near which such 
procedures yield a closed submanifold, and perform the analysis only around these 
points. Under this regularity assumption, Mr c M will be called the primary constraint 
submanifold, and the functions in M vanishing on Mr will constitute the ideal of 
primary constraints Cl = I(Mr). 
The compatibility condition (4.1) has lead to consider solutions X which satisfy (2.2) 
only on the primary constraint submanifold Mr. But X must be tangent to Mr, and 
it may happen that, for a point 2 E Mr, O(Z) does not belong to the image of the 
restriction of A, to T&Ml). 
In other words, we are facing the initial problem, but restricted to the subsystem 
defined by Mr : 
where Fr = FI,, and ?rr, A1 and 01 are the corresponding restrictions to Mr. Then 
the compatibility condition for this system yields a subset M2 := (Mr)r c 441, also 
assumed to be a closed submanifold. It defines the ideal of secondary constraints Cz = 
bfW2) c C”(W. 
In general, let us write Me = M, A; = Al,(,) and 0; = aIMi, considered as maps 
into F; = FIMi, with projection 7r; onto M;, and define recursively 
M+r := (Mi)l = {X E M; 1 CT;(Z) E ImA;,} (4.3) 
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-recall that all them are assumed to be closed submanifolds. The corresponding ideals 
of constraints C; are also defined in C”(M); they will be called i-th generation con- 
straints. Now let 
Mj := f-j M;, (4.4) 
i)O 
This is also assumed to be a submanifold of M, and therefore called the final constraint 
submanifold. The ideal of final constraints is defined as Cf = I(Mf). We have defined 
a sequence of subsystems and the result is the subsystem restriction to Mr. But now 
aj has its image in Im Af, assumed to be a subbundle of Ff: 
T(Mj)A Im Af - Ff 
Therefore the equation 
Aj o Xj = uf (4.5) 
for a vector field Xf in Mf (if not empty) has solutions. Since Mf is closed these 
solutions can be extended throughout M to yield solutions of the equation of motion 
(2.2) along Mr. 
Given a particular solution Xj, the set of solutions is Xj + Ker Aj. Therefore the 
solutions are unique (on Mj) iff Aj is injective. 
Finally let us remark that under regularity conditions at each step of the algorithm, 
we have obtained the motion set 5’ = Mf. But if the Mi fail to be submanifolds, then 
to apply the stabilization algorithm some points of the base space M 
removed; in this case only a proper subset Mj c S will be obtained, 
be a submanifold-see Section 9 for examples. 
5. Morphisms and the stabilization algorithm 
will have to be 
and S may not 
Let (o, f) be a morphism between linearly constrained systems on M and M’ as in 
Section 3, and let us assume that the stabilization procedure of Section 4 can be carried 
out both in M and M’. Of course, if (o,f) is an isomorphism then the stabilization 
algorithms are equivalent at each step. In the general case, corollary to Proposition 2 
follows from a more precise result, which is similar and holds at each step, as we are 
going to see. 
Lemma 1. cr(M~) C M: and cr*(Ci) c Cl. 
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Proof. If z E Mi then O(Z) = A, *vu, for a certain V, E T,(M). Writing 2’ = o(x) we 
have a’(~‘) = fz . c$ x) = fz - (A, - v,) = AL, - (T,(o) - vG), which proves that z’ E Mi . 
The second inclusion follows from the first one. 0 
Under the assumptions of the preceding section on the well-behavedness of the ob- 
jects appearing in the stabilization algorithm, two linearly constrained systems on Mr 
and have been obtained, and the map cr induces a map or: Mr t Mi; in fact, a 
Now the lemma itself implies that cwr((Mr)r) c (n/il)l, that is to say, o(M2) c Ml. 
Proceeding by induction, we have proved the following: 
Proposition 7. Let (cy, f) be a morphism of linearly constrained systems, where 
Q: M + M’. If the stabilization algorithm of Section 4 can be performed on M and M’, 
then for each i we have 
a(Mi) c h/i,!, 
CX*(C:) C Ci* 
Remark. In the stabilization algorithm one could have defined Fl = Im AIMI instead 
of FJMl (if Im A was a subbundle of F); in the same way Fi. Then fr could still have 
been defined since the same reasoning in the lemma also proves that fi .Im A, c Im AL,. 
6. Primary constraints and primary fields 
From now on we only consider the case where M has finite dimension. However, 
what follows could be applied to some particular infinite-dimensional cases. 
Now the properties of Ker A C T(M) b ein g a vector subbundle, of Im A c F being 
a vector subbundle, and A having locally constant rank, are all equivalent, and will be 
assumed hereafter. Thus the transposed morphism ‘A has also constant rank, which 
implies that Ker tA is a vector subbundle of the dual F*. 
Then notice that the compatibility condition (4.1) is equivalent to saying that O(X) 
is orthogonal to the kernel of the transposed morphism, 
(Ker ‘A,, o(x)) = 0, 
since Ker tA, is the orthogonal of Im A, in the dual F,*. Therefore, 
(6.1) 
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Proposition 8. Assume that A has locally constant rank and let (s*)l++ be a local 
frame for Ker tA. Then Ml c M is locally described by the vanishing of the a functions 
Now let us consider equality (2.2). If h4 r is assumed to be a non empty closed 
submanifold, then there exist vector fields in A4 defined along Mr which satisfy this 
equality for N = Ml; these fields can be extended throughout M. So we arrive to the 
following definition: a vector field X in M satisfying 
AoX;a (6.3) 
is called a primary field. We have shown that such vector fields exist. 
Now suppose that X is a solution of the equation of motion (2.2). The corresponding 
equality holds only on a submanifold N of the motion set 5’ and the values of X, needed 
to describe the motion, are of interest only in N. Therefore, by slightly restricting N 
if needed, such a vector field X can be supposed to extend out of N however we want. 
To simplify, the solutions of the equation of motion for a vector field-if any-will be 
hereafter chosen to be primary fields. 
Proposition 9. Assume that A has locally constant rank and that Ml c M is a 
submanifold. Let X0 be a primary field. A vector field X is a primary field if and only 
if it differs from X0 on a section of Ker A on Ml. Thus, if (I’G)l~cl~m is a local frame 
for Ker A near M1, then there locally exist functions fp”, uniquely determined on Ml, 
such that, locally, 
x2 xo+Cf”r,. (64 
P 
Let us consider functions @ again. If the d@’ are linearly independent at each point 
of M1, which is locally described by the vanishing of the c#P, then Ml is (locally) a 
submanifold. Moreover, the 4” (loosely called the primary constraints) generate locally 
the ideal of functions in M vanishing on Ml. This is used to prove the following result: 
Proposition 10. Assume that A has locally constant rank, that Ml c M is a sub 
manifold locally described by the vanishing of functions c#P, and that the differentials 
d@ are linearly independent at each point of Ml. A vector field X is a primary field 
if and only if near each point of Ml there exist local sections Y, (1 < CY 6 u) of F 
such that, locally, 
u= AoX+x4*Y,. (6.5) 
a 
These sections are uniquely determined on Ml. If moreover the c#P are defined by (6.2), 
then the sections Y, locally satisfy the relation 
(6.6) 
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Proof. The first one is obvious, since the section (T-AoX M’, 0 must be a combination 
of primary constraints. Then we have, for a section (’ of F*, 
K, 4 = ttA 0 C, X> t ~W’&#a; (6.7) 
cy 
application to (’ = s” yields @ = (s”, o) = xD(s*,Yo)@, which proves (6.6) since 
the functions 4” are independent on Mr. Cl 
7. Explicit development of the stabilization algorithm 
The stabilization algorithm of Section 4 can be given an explicit form, with which 
the constraint submanifolds are recursively obtained together with the solutions of the 
equation of motion for a vector field. 
The same regularity conditions will be needed: A has locally constant rank and 
Mr c M is a submanifold. To go on, it will be assumed that the differentials d@ 
are linearly independent at each point of Mr (in usual examples this is true almost 
everywhere, perhaps after removing some identically zero 4”). Similar assumptions 
will be stated at each step of the algorithm. On the other hand, all our assertions are 
understood to have local character, though this will not be always explicitly recalled. 
Let Xu be a fixed primary field. Any other one has locally the form (6.4) of Propo- 
sition 9, for some functions fl” uniquely determined on Mr by X. Our aim is to find 
the solutions X of the equation of motion by determining, if needed, the functions fp, 
and restricting the submanifold Mr. 
Notice the following result: 
Proposition 11. With the notations in Proposition 9, let [: I -+ M be a path. Then 
t is a solution of the equation of motion (2.1) if and only if its range is in Ml and 
there exist functions up: I + lR such that 
I = (X0 0 S) t c “q&d 0 r>. W) 
P 
These functions are unique. 
This gives an idea of how one can proceed. For, if x E Ml and [ is a solution of the 
equation of motion passing by z at t = 0, we have, for each primary constraint c#I*, 
since t is contained in Ml and the 4” vanish at x. 
We start the discussion again to relate the stabilization algorithm with the primary 
fields. First let us quote the following result: 
Lemma 2. Let PO A P be a submanifold defined by the vanishing of the constraints 
8, such that the d& are linearly independent at each point of PO. Then Ker!L’(j) 
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admits the d&IPo as a frame. For a point x E PO, a tangent vector vu, E T,(P) belongs 
to Tz(Pu) f d i an only if, for each 8, v, - # = 0. 
Proposition 12. Let x E MI. Then x E MS if and only if there exists a primary field 
X such that, for every primary constraint @, 
(X * (b”)(x) = 0. (7.2) 
Equivalently, with the notations in Proposition 9, if and only if there exist functions 
f” such that, for every primary constraint 4”, 
(X0 * F%) + C(r@ * 4fw f”(x) = 0. (7.3) 
Proof. By definition, x E M2 if and only if or(x) E Im Al, or, what is the same, there 
is X, E T,(Mi) such that o(x) = AZ-X,. Since such X, can be extended to a primary 
field X, our assertion is equivalent to saying that there exists a primary field X such 
that X(x) E T,(Mi). By the lemma, this also amounts to (X - da)(z) = 0 for each 
constraint @. Thus x E MS is equivalent to the existence of functions f @ such that 
Xo+C,f% ( w ic a rees with X on Ml) anihilates the +* at the point 2. h h g El 
Suppose that the matrix (I’, -4a) h as constant rank m’ around z in A4r. Using Gauss’ 
method we can recombine the primary constraints c$* and the vector fields I’@ in order 
to obtain equivalent sets such that the matrix Br: = Ifi - qP has the form 
Bl M’, 
rr .@ . . . . . . r,! .@ 0 . . . 0 
-. 0 * 
-. *. . . 
0 . . . 0 r,, .4m’ i . . . i 
0 . . . . . . . . . 0 i 
. 
0 . . . . . . . . . . . . . . . 0 
withrr.&,...,r,,.4m’ non vanishing. Let BZ be the submatrix defined by its first 
m’ rows and columns. According to the preceding proposition, x E Mz if and only if 
xu * g@‘(x) = 0, (7.4) 
for cr” running from m’ + 1 to a; these are conditions for the point x, and define the 
subset M2 C MI. Then equation (7.3) is satisfied if and only if 
f c1’ = - c( B;l)f,(Xo . 4”‘) 
a’ 
(7.5) 
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is satisfied at the point 2, for p’ and o’ running from 1 to m’; these equalities determine 
the unknown functions f“’ on Mz. 
Then the functions fp’ defined by equality (7.5) are used to redefine the fixed primary 
field Xn as 
x* := x0 + c fp’rpL 
I-1’ 
(7.6) 
In order to proceed by induction as in Section 4 we need to pass to the subsystem 
defined by Mr. But Xr is not tangent to M 1, since Xr - c$* does not vanish on Mr. 
However it is tangent to Mr along M2. Therefore there exists an auxiliary vector field 
Xi in Ml such that Xi Ez X1. Since X1 is a primary field in M, Xi is a primary field 
in Ml: Al oXi M’, 81. 
On the other hand the IP,r, where p” runs from m’ + 1 to m, are tangent to Ml, 
since Ifir, . c$” M’, 0. Therefore the ILL,, (MI constitute a frame for the kernel of Al. 
We have also obtained the secondary constraints 
(7.7) 
because X1 .c#P” N Xu . da”, due to I,, . @‘I’ F1 0. An independent subset of them will 
be chosen to defiz the submanifold M2. 
Now we can repeat the procedure by looking for a primary field 
x = x1 + C f+pll, 
since such a vector field agrees on Mz with 
x’ = x; + C f d’ rptr IMl. 
P” 
In general this produces more constraints and determines some “arbitrary functions” 
f p”. This algorithm ends with the final constraint submanifold Mf ; the remaining 
arbitrary functions in X describe the multiplicity of the solutions of the equation of 
motion, that is to say, the kernel of Af. 
8. Applications to singular lagrangians 
8.1. Presymplectic systems 
Let (M, U) be a presymplectic manifold (see for instance [5,14,38]). The closed 
2-form w defines by inner contraction a morphism of vector M-bundles &T(M) + 
T(M)*. If M is endowed with a closed l-form p then we have a locally hamiltonian 
constrained system, and 
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is the equation of motion for the linearly constrained system 
(M, T(M)*, ok, 5, P). 
The problem of solving this equation was faced in [14], whose stabilization algorithm 
appears now as a particular case of our procedure of Section 4. See also [29] for a 
different realization of the stabilization algorithm. 
The presymplectic formalism appears in several particular cases related to singular 
lagrangians. Let us briefly recall the concepts and notations. 
1. Let Q be a manifold, V = T(Q) its tangent bundle and L: V --f IR a lagrangian 
function. This defines by derivation along the fibres the Legendre’s map FL: V + P, 
where P = T(Q) * is the “phase space”. Let uQ be the canonical 2-form of P and define 
the Lagrange’s 2-form WL := FL*(wQ). On the other hand consider the lagrangian 
energy EL := A - L - L, where A is the Liouville’s field of T(Q). In this way the 
lagrangian formalism without the second order condition is the linearly constrained 
system 
(V, T(V)*, o;,GL, d&J, 
which is studied in [15]. 
2. Assume moreover that the image of FL is a closed submanifold j: PO + P, and that 
the induced map FLn: V + PO is a submersion with connected fibres. Then there is 
a unique function Ho: PO --f IF& called hamiltonian, such that FLg(Ho) = EL. Let us 
consider the presymplectic form we := j*(uQ). Then the presymplectic hamiltonian 
formalism [14] is the linearly constrained system 
3. Now let A4 = T(Q)* XQ T(Q) an d construct the presymplectic form 0, := prl;‘(WQ). 
One defines the energy E, := (pr1,pr2) - pr?JL). In this way a first-order formalism 
is obtained [36,37], which is equivalent to the Euler-Lagrange equation. 
4. More generally, let us consider the bundle T”Q of Ic-velocities of Q [6,11,23,35]. 
A lath order lagrangian L: Tk(Q) ---f R can be considered. One defines the Legendre- 
Ostrogradskii’s map FL: V ---f P, with which presymplectic lagrangian and hamiltonian 
formalisms can be analogously developed in V = T2k-1(Q) and P = T(Tk-‘Q)’ (see 
for instance [as]). 
8.2. The lagmngian formalism 
The lagrangian formalism for a (first order, time-independent) lagrangian in Q can 
be defined in terms of a vector field in T(Q) satisfying the “second order differential 
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equation” condition. This is an additional condition to be required when the presym- 
plectic formalism is developed [16,30]. Both requirements can be conveniently met into 
a unique equation which is the equation of motion of a linearly constrained system. 
The main idea is the use of sections along maps [19]. With previous notations, for 
a first order lagrangian L there is a vector field along FL, denoted by K, uniquely 
characterized by the “presymplectic condition” 
FL*(iK(w o FL)) = dEL 
and the “second order condition” 
T(o;)) o K = Idv. 
Then the Euler-Lagrange’s equation for a path [ in V can be written 
T(FL)oi = K o[. (8.2) 
This equation corresponds to a linearly constrained system. Indeed, recall that a vec- 
tor field along FL can be identified with a section, let us write it L? to avoid confusion, of 
the inverse image of T(P) under FL. Let us also write FL’: T(V) + V XFL T(P) for the 
induced map. Then the lagrangian formalism corresponds to the linearly constrained 
system 
(V,V XFL T(f'),pr,,FL',@. 
This construction therefore provides, as a byproduct, an intrinsic stabilization al- 
gorithm for the lagrangian formalism. Earlier works are for instance [4], which is 
coordinate-dependent and relies on hamiltonian formalism, [30], which relies on the 
presymplectic lagrangian formalism, and [16], w ic moreover includes a gauge-fixing. h’ h 
Proposition 6, with fo = pr2: V xFL T(P) + T(P), can be applied to the lagrangian 
formalism. Its corollary shows that, for each hamiltonian constraint 4, the function K.qS 
is a lagrangian constraint. (By “lagrangian constraints” we mean the constraints aris- 
ing from the Euler-Lagrange’s equation in V. Therefore they may include constraints 
arising from the presymplectic equation and constraints arising from the second-order 
condition.) The converse is true: all the lagrangian constraints can be obtained applying 
the opemtor K to the hamiltonian ones. This result is proved in coordinates in [32], 
and within our present framework it can be proved geometrically by induction [17]. 
(See also [9], where another construction of K is given.) 
Let us show this result for the primary lagrangian constraints. To begin the corre- 
sponding stabilization algorithm, a frame for Ker!l’(FL) is needed. As in Lemma 2, 
such a frame is given by the d@ o FL, where the c#* are a basis of the primary hamil- 
tonian constraints-those defining PO = FL(V) C P. Therefore, according to (6.2), the 
primary lagrangian constraints are generated by the (d@ o FL, K), that is to say, the 
functions 
f = Is- -qF. (8.3) 
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8.3. Higher order lagrangians 
The preceding ideas have been generalized to a kth order lagrangian in a non-trivial 
way [21]. The Legendre-Ostrogradskii’s map of L can be decomposed into k “partial 
Ostrogradskii’s transformations” 
ok-1 
PO 2 PI 2 . ..+ Pk-1 + Pk, 
where PO Z T2k-’ Q and Pk g T(T”-l)*, whereas the other “intermediate spaces” are 
L-dependent. As done for first order lagrangians, k “intermediate evolution operators” 
K,. (0 6 r < k - 1) which are vector fields along cr, can be defined. Then the Euler- 
Lagrange’s equation of L is equivalent, for a path & in P,. (0 < r < k - l), to 
T(c+) o& = I<, o&. (8.4) 
With the same conventions as before, the higher order lagrangian formalisms corre- 
spond to the linearly constrained systems 
Proposition 6 can also be applied to them; this shows that for higher order lagrangians 
the evolution operators IC, yield the lagrangian constraints from the hamiltonian ones. 
In the same way that the presymplectic equation can be considered for a lagrangian 
in T(Q) ( th t wi ou considering the second order condition), for a kth order lagrangian 2k 
different dynamics can be constructed, where the mth order condition (for 1 < m < 2k) 
is considered for a vector field in T2k-’ Q in addition to the presymplectic equation [22]. 
In fact, with the previous notations, in the intermediate space Pr (0 < r < k - 1) 
the presymplectic equation implies the (r •l- 1)th order condition for a vector field X,. 
Therefore 2( k - r) different dynamics can be considered there, corresponding to the mth 
order condition for r + 1 < m < 2k - r. One can find a vector bundle ‘IT,,: F,, -+ Pr, 
a section uTm of Frm, and a vector Pr-bundle morphism Arm: T(P,) + F,, such that 
the linearly constrained system 
gives the dynamics in P,. with the condition of order m. Proposition 5 can be applied 
to relate the different dynamics with the same mth order condition. 
8.4. The Hamilton-Dirac formalism 
Suppose we have a linearly constrained system of the form 
where F % M is a vector bundle, FO c F a vector subbundle and F 5 F/F0 the 
canonical projection. Then A and a factorize (not uniquely) through F, and we have 
the following diagram: 





F - F/Fe 
The equation of motion corresponding to F/F0 is 
ACJ&U[, 
which can be written p o (A o i - u o [) = 0. If a frame (y@) for Fo is given then 5 is 
solution of this equation if and only if there exist functions of time UP such that 
then these functions are differentiable. 
Consider the particular case where M A P is a closed submanifold, F = T(P)], 
and A is the canonical injection T(j). So Q and the ycL are vector fields of P along the 
closed submanifold M, and they can be extended (not uniquely) to vector fields 5 and 
yp in P. Then a path [ in M is a solution of the equation of motion if and only if there 
are functions up such that 
This situation appears for instance in the Dirac’s formulation of the hamiltonian 
formalism for constrained systems. With previous notations, under some regularity 
conditions it can be shown that a path [ in P = T(Q)* is the image by FL of a solution 
of the Euler-Lagrange equation in T(Q) f i an only if [ is contained in PO = FI;(TQ) d 
and there exist m functions of time up such that 
i=XIAt~u~(X,o!$ (8.5) 
p 
This is the Hamilton-Dirac equation. Here H is a hamiltonian function in P, gY‘ are 
m independent hamiltonian constraints defining PO c P, XH is the hamiltonian field 
associated to H via the symplectic structure, and similarly X, = X4, (a careful 
coordinate discussion and references can be found in [4]). 
The Hamilton-Dirac equation actually does not depend on the particular hamilton- 
ian and primary constraints chosen. Locally, Fo c PO Xj T(P) is the vector subbundle 
spanned by the X,Iq, and a = po XH/~~, but they can be given an intrinsic construc- 
tion. Just notice that Ker “r(j) c T(P)*],O admits the d@‘lPO as a frame, according to 
Lemma 2. Then the linear isomorphism induced on PO by the symplectic form w of P, 
Ljlpo: PO Xj T(P) + PO Xj T(P)*, 
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identifies Ker “r(j) with a vector subbundle FO c PO Xj T(P) which admits the 
xPI, = (~7’ o d@‘& 
as a local frame. 
In conclusion, the Hamilton-Dirac equation corresponds to the linearly constrained 
system 
whose stabilization algorithm is that of Dirac and Bergmann (see for instance [13] and 
references in [14]). Th is construction can also be carried out for higher order singular 
lagrangians, since they also admit the Dirac’s hamiltonian formalism 1331. 
Which is the relation with the presymplectic formulation of the hamiltonian formal- 
ism? They are isomorphic: 
S 
T(Po) ‘2) T(P)I,JFo - T(P)*lq/ Ker!I’(j) “r(j! T(Po)*. 
In this diagram the second and third 
deduced from LjlpO by passing to the 
arrows are isomorphisms: the second one is 
quotient; the third one is deduced from the 
surjection “r(j). The composition of the three maps is also “r(j) o Ljlq o T(j) = z. 
Finally, these isomorphisms relate the sections of the corresponding linearly constrained ~ - 
systems: XH]~~, dH], and dHe, where the bars denote pass to the quotient. As a 
consequence, the Dirac-Bergmann constraint algorithm and the presymplectic one are 
equivalent. 




The map FL0 induces a bijection between the sets of solutions of Euler-Lagarange 
and Hamilton equations (a local proof is in [4]), therefore Proposition 4 can be ap- 
plied to this morphism. However-assuming that the stabilization algorithms can be 
performed-this does not induce in general an isomorphism between the final con- 
straint submanifolds, which may have different dimensions (see a detailed coordinate 
discussion of this point in [32]). 
To summarize, we state the following: 
Proposition 13. The presymplectic and the Dirac’s hamiltonian formalisms are iso- 
morphic. Under some regularity conditions [4] the Legendre’s map induces a morphism 
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between the lagrangian and the hamiltonian formalisms, such that the solutions of the 
equations of motion are in one- to-one correspondence. Cl 
9. Examples 
Here we present several examples to show different possibilities when solving a lin- 
early constrained system, and also to apply the stabilization algorithm. In all of them 
the base space is an IR”, and therefore all the vector bundles are trivial and the equation 
of motion is Ak = ~7 with A a matrix and cr a vector. Only the first example will be 
given with some detail. 
Example 1. We consider a simple pendulum. Its equations of motion can be written 
where TR is the string tension, g is the gravitational acceleration and R is the string 
length. 
We will apply our stabilization algorithm to this system. First let us try to solve 
A o X & CT for a certain primary field X = u’dr + . . . + u5& on a subset Mr C A4 = R5. 
In this way we determine the functions ul,. . . , u4, and we are restricted by the primary 
constraint 
# = x2 $ y2 - R2. 
(This constraint could have been obtained also by computing Ker tA = ((O,O, O,O, 1)) 
and applying (6.2).) 
At this level we have the primary constraint submanifold Mr = V(@), and the 
primary fields are 
X~Z)l~tZly~-T~~---(mtg)~tus~. 
dY z Y 
L 
x0 KerA 
The following step is to require X . # N 0; this does not change the primary fields 
but it defines the secondary constraint 
42 = 2(33, t yv,). 
Therefore we obtain M2 = V(+‘, 4”). 
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In the same way X . +2 2 0 only defines a tertiary constraint 
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and now Ms = V(@,$2,+3). 
Finally the requirement that X.CJ~~ = -2(R 2 5 3 w )-2@~~-4r#~~ N 0 determines u + g y 
the arbitrary function u5 = -3gvy/R2. 
The procedure ends at this step: the motion set is the submanifold S = Mj = MS, 
and the solutions of the equation of motion for a vector field have no arbitrariness 
on Mf , and are 
a a d 
xj Zf %z tvydy-72av c - (Ty t g); - 3gR-2v,;. 
Y 
Notice that the three constraints are linearly independent at each point, which proves 
that Mj is a submanifold of Iw5; indeed it is diffeomorphic to the cylinder Sr x II& 
as expected. Using coordinates (+J,v+,) on it, where the angle y begins at the equilib- 
rium point (x, y) = (0, -R) of the pendulum, the evolution field has the well-known 
expression 
Xj F, Q,? - gR-’ sinIp$--. 
aJP cp 
All the steps in the stabilization procedure can also be understood in geometric 
terms. For instance, once Ml is obtained, with usual coordinates (~9, v,, vy, r), then 
Rcose 0 0 0 
Al = CT1 = 
ZfY 
-rR cos 0 
-rRsine-g 
0 
One computes Ker tA1 = (( cos e, sin 0,0,0,0), (0, O,O, 0, l)), which yields the constraint 
c$~ as II, cos 0 •l- TJ~ sin 8 N 0. One also has the one-dimensional Ker AI, which describes 
the undeterminacy of the primary fields at this level. 
Example 2. 
Its solutions are xl(t) = f(t), z2(t) = f(t), x3(t) = 0, where f is an arbitrary function. 
Therefore the motion set is the submanifold S = Iw2 x {0}, and the solutions are not 
unique. 
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Now the search for the primary fields gives 
d d d x ig S’T2jp ; u3jy 
x0 KerA 
and the primary constraint 4 ’ - x 3. Its stabilization determines u3 = 0, so 5’ = Mf = 
MI = V(4’), and the evolution fields have (on Mj) one arbitrary function u2. 
Example 3. 
(h(zl2’) ::) (:: =( :)* 
The solutions of this systems are very different depending on h. For instance, if h = 1 
there is no solution: S = 0. If h = x2 then the motion set is the xl-axis. And if 
h = (xl)” + (x2)” - 1 then th e motion set is the unit circle minus two points. All these 
assertions can be also obtained using the stabilization algorithm. 
Example 4. 
Its solutions x(t) are x’(t) = C, x2(t) = 0, x3(t) = 0, where C E R. Therefore the 
solutions are unique and the motion set is the submanifold S = R x ((0, O)}. 
However this subset can not be obtained as a final constraint submanifold Mf. In- 
deed the primary constraint is obviously #r = x x ’ 2; this defines the primary constraint 
subset Ml, which is the union of two planes. To apply the stabilization algorithm we 
must restrict to submanifolds of MI, and then 5’ can be obtained. 
Example 5. 
Its solutions are x’(t) = f(t), x2(t) = 0, x3(t) = f(t), where f is an arbitrary function, 
and x’(t) = 0, x2(t) = l/(C - t/2), x3(t) = 0, where C E R. Therefore the motion 
set S is the union of the plane x 2 = 0 and the x2-axis. The solutions contained in the 
plane are not unique. 
This subset can be obtained as in the preceding example. The primary constraint is 
also 4’ = x1x2, and one has to restrict to submanifolds of Ml to apply the stabilization 
algorithm on them. 
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10. Conclusions 
In this paper we have devised a geometric generalization of some differential equa- 
tions (in particular, those arising from singular lagrangians) whose discussion usually 
leads to constraints. We call our objects “linearly constrained systems”, since they 
correspond to differential equations where the velocities are not isolated because of a 
linear factor multiplying them. This framework includes for instance the presymplectic 
systems and the lagrangian formalism. We have introduced equations of motion both 
for paths and vector fields, and carefully related them. 
To solve the equation of motion a stabilization algorithm has to be performed. Within 
the present framework this procedure has the advantage of being inductive: each step 
produces a new subsystem on which the stabilization problem can be considered. An 
explicit realization of the algorithm is accordingly given. In particular, this provides an 
intrinsic stabilization algorithm for the lagrangian formalism. 
The morphisms between linearly constrained systems have been correspondingly 
defined. We have especially studied the relationship between the morphisms and the 
constraints at each step of the stabilization algorithm. Thus we have obtained, as partic- 
ular cases, some already known results concerning the relations between the lagrangian 
and hamiltonian constraints, and we have naturally related the presymplectic and the 
Dirac’s hamiltonian formalisms. 
Besides the results stated, the generalization hereby presented has been especially 
valuable in the description of the dynamics of higher order singular lagrangians and 
their “higher order differential equation” conditions, as it is briefly explained. On the 
other hand, the differential equations here studied have several applications to technical 
sciences, who could benefit from our geometric procedures. 
We think that our formalism will be useful in a deeper geometric study of constrained 
systems, in particular lagrangian formalism and symmetries, and that a generalization 
to graded manifolds would be of great interest. 
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