Background: Global resource needs estimation is a critical part of addressing the HIV/AIDS epidemic. To generate these estimates knowledge of costs and cost structures is required. The evidence base for costs of HIV prevention programmes is limited. Even less is known about the existence of economies scale and whether, as economic theory suggests, average costs form a 'u'-shaped curve as scale increases. Using an econometric analysis, this paper addresses this question by estimating marginal costs and economies of scale for HIV prevention programmes for vulnerable groups in Southern India with different levels of coverage.
Background
Addressing the HIV epidemic is a priority for governments and international agencies throughout the world. A comprehensive prevention package is a core part of this response [1] . Estimates for financing the expansion of HIV prevention services are part of the on-going global resource needs estimation for HIV/AIDS programmes [1, 2] . Despite this, the costs and cost structures of HIV prevention programmes are still poorly understood [3] [4] [5] [6] [7] [8] [9] . Resource requirement estimates for these programmes rely on scarce evidence and a limited understanding of what and how different factors might influence average costs, especially as programmes are expanded [10] [11] [12] [13] . Existing studies show that general health service costs are influenced by scale of activity (the level of output), the production technology applied (the mix of inputs used in service delivery), the scope of activities (e.g. the range of services provided), input prices, levels of efficiency including technical inefficiencies, the context and length of time the service has been provided [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . In the case of scale, economic theory suggests that as output increases average costs will first fall and then rise, resulting in a 'u' -shaped average cost curve. To test such a hypothesis for HIV prevention services estimates of the marginal cost (the change in total cost with each unit increase in scale) using a cost function approach are required [14] . However, standardised data on the cost structures and factors that might influence changes in average costs, needed to carry out this type of analysis, have been lacking [3, 4, [7] [8] [9] 20, 25] .
In India, where 15% of the world's population infected with HIV are living [13] , recent studies have started to provide insight into the costs of prevention programmes for commercial sex workers (CSWs), sexually transmitted infections (STI) clinic services, the prevention of mother to child transmission (PMTCT) and voluntary counselling and testing (VCT) services [26] [27] [28] [29] [30] . Two of these studies suggest decreasing average costs or economies of scale across the ranges of output examined for CSW and VCT services [26, 27] . In contrast, using different data sets, Guinness et al. found, amongst a range of factors, that coverage (number of people reached) explained over 50% of the variation in unit cost of CSW services and, a simple non-parametric regression analysis, suggested a 'u' -shaped average cost curve [28] . Finally, Marseille et al's 2007 multinational study indicates rising cost per 1 st visit and cost per mother completing post-test counselling as output increased for STI clinic and PMTCT services in India, respectively [30] .
The paper presented here goes beyond the simple regressions used in this previous research to estimate an econometric cost function for HIV prevention services. It uses the CSW cost data presented in Guinness et al [28] and a new set of data from 78 HIV prevention projects for vulnerable groups collected for the present analysis. Marginal costs for different levels of coverage are calculated to measure the degree of scale economies in HIV prevention projects targeted at high risk populations. The impact of other key contextual factors on total and average costs is also assessed.
The paper uses data from HIV prevention projects for vulnerable groups, a priority for the Indian National AIDS Control Programme, in Andhra Pradesh and Tamil Nadu, two Indian states with high levels of prevalence (2.0% and 0.5% of the sampled antenatal clinic population, respectively [31] 
Methods

(i) Data
The sampling frame, sampling methods and data collection instruments are described in Table 1 . The sample frame comprised existing HIV prevention projects for vulnerable groups in Tamil Nadu and Andhra Pradesh. Their similar implementation approach (a combination of peer education, condom distribution, referral for STI treatment and creating an enabling environment) is based on the National AIDS Control Programme best practice model [32] . This allows for pooling of the sample across the states and funding agencies.
Expenditure data, for the financial year 2001/02, from 78 HIV state-funded prevention projects in Andhra Pradesh were analysed (the financial dataset) to explore the impact on costs of scale, target group, institutional history and price. This large sample allowed for statistically robust results. However, expenditure data do not provide a complete a picture of costs. They include reported recurrent expenditures which in this case fall in the following categories: rent, personnel, office running expenses, expenses associated with specific activities (behaviour change communication & creating an enabling environment), peer educator incentives, condoms, STI treatment, expenses incurred by staff to participate in training, travel, monitoring and evaluation and "other." They do not include costs incurred at the funding agency level, capital investments or donated inputs. As a result a second smaller dataset (the case study dataset) of economic costs, for 2001/02, from 16 commercial sex worker projects across Tamil Nadu and Andhra Pradesh was analysed. This allowed the additional assessment of the impact of costs incurred at the funding agency level and other inputs not valued in the expenditure data, as well as differences across the states. A detailed description of the case study dataset is provided elsewhere [28] . In summary, the additional costs included in the case study dataset are: the annualised capital costs of training, development of educational materials, equipment, furniture and vehicles; monitoring and other managerial costs incurred at the funding agency level; and, donated inputs at the project level, including volunteer time, vehicles and building space used by the projects (see table 2 ).
(ii) Econometric model specification The cost function estimation followed methods applied in the hospital cost literature in which total costs are a function of input prices and output [33] [34] [35] [36] . To allow for the influence of other explanatory variables beyond output measures, a hybrid functional form was used [33] . This implies that the cost function is linearly homogenous in input prices. It was assumed that the NGOs behave in a cost minimizing way given their constrained budgets.
The equation for the total cost function was therefore:
Where, C = total cost, a 0 and a 1 are constants; q is output of the project, x is a vector of independent variables that shift the cost function and w is a variable representing input prices. The model has a flexible functional form with linear, squared and cubed variables in output. Taking the log of both sides the equation becomes:
Using coefficient estimates, the marginal cost of output is:
The measurement of marginal cost allows for the calculation of an index of economies of scale (EOS bers of the target group reached i.e. individuals that have received HIV prevention services from the project). Other available measures of output (number of contacts, treated STIs) are directly related to the level of coverage and each other. If entered into the model they could cause problems of multicollinearity. A single price variable (w) was entered into the model (rent), representing regional variations in prices of locally purchased goods. Prices of personnel, drugs and condoms were not needed as they are set centrally and are constant across the projects [35] . As input substitution across other inputs (training, building and office expenses, monitoring and evaluation etc) is limited, it was valid to exclude all prices except for one, the cost of rent (rent) representing regional variations in prices of locally purchased goods [35, 37, 38] . Although, this variable is used in the summation of total costs, its correlation coefficient with total cost was less than 0.6 (Spearman's R = 0.5166, p < 0.001), indicating the relationship was insufficient to cause major bias.
Contextual factors likely to influence costs included were target group (target group), contractual history (funding agency/agency), location of the project (state) and project age (age) (see table 2 ). Target group influences costs as some populations are more difficult to reach than others.
Funding agency/agency captures variations in start-up input, ongoing training and technical support and so controls for differences in capital stock (see table 2 ). State was included to examine the influence of the different settings on cost. Finally, age can lower average costs through learning or increase average costs as more experienced workers demand higher salaries.
(iv) Estimation
The models were estimated using Stata version 8 and ordinary least squares regression. Following equation (2), the model was first estimated with the linear, squared and cubic coverage terms:
The regressions with higher order terms in coverage were potentially collinear causing instability in the estimates. The mean variance inflation factor (VIF) was used to identify multicollinearity. If the mean VIF for a model is greater than 1, multicollinearity is said to be a problem [39] . In the cubic models, the mean VIF's were 503.2 and 79.17 for the case study and financial datasets, respectively. The joint significance of squared and cubic terms in coverage was tested and found to be insignificant for both datasets and omitted from the model. A non-significant result from Ramsey's RESET test for the financial data set indicated that the new specification was correct (H0: the model has no omitted variables: F = 0.35, p = 0.9056). The results of the Ramsey RESET test for the case studies were more ambiguous (H0: the model has no omitted variables: F = 3.95, p = 0.0594). The presence of higher order terms could be rejected at the 95% confidence level. To examine this further, additional analyses were undertaken retaining the squared and cubic terms left in the model. Multicollinearity appeared to affect the estimation by generating the wrong sign on coverage squared, leading to negative values of marginal cost. This supported the choice to exclude the squared and cubic terms on coverage from the estimation.
The linear version was run with different combinations of the dummy variables listed in Table 2 and using both direct values and subsequently natural logs of the independent variables. The F statistic on all models run was significant at the 95% confidence level. The best fit model was therefore selected based on the value of the adjusted R 2 and whether coefficients on the independent variables were significant (p < 0.10).
(v) Identifying the best fit model
For the financial dataset, target group was the only factor beyond price and coverage found to influence the total cost function. Assuming that agency/funding agency is a good indicator of the variation in start up costs, the lack of significance of this variable was interpreted as meaning that start up costs had little influence on variable costs. As other capital investment, was minimal, no further control for capital stock was considered to be required. The final model specification for the financial dataset was therefore:
Where x 1 is a dummy variable representing vulnerable group interventions (non-vulnerable group being the excluded category).
For the case studies, state was the only other factor influencing the cost function significantly. Good fits were obtained with the direct values of price as well as their natural log. To facilitate comparability with the analysis of the financial dataset, the natural log of the price variable was used. The specification for the case study dataset was therefore:
Where x 1 is a dummy variable representing the state of Tamil Nadu (Andhra Pradesh being the excluded category).
The Cook-Weisberg (Breusch-Pagan) test was used to test for heteroscedasticity. This was found to be absent in the final models. Marginal cost and economies of scale were calculated using equations (3) and (5), respectively, with the predicted value of cost. To transform the geometric mean of the logged dependent variable to the arithmetic mean of the original variable, the average of the exponential of the residuals was used as a smearing factor so that [40-42]:
E C e e e a a w f x q mean resid ( ) Tables 3 and 4 provide descriptive statistics for the datasets. Forty CSW projects had been identified across the two states. For the case study data, 16 were selected purposively based on location, experience and quality of services (see table 1 ). On average the NGOs selected were smaller than the total population of projects identified in terms of total organisation annual expenditures (INR 2.2 million and INR 4.5 million, respectively) and total staff numbers (27 and 46, respectively). They had a similar level of experience in the field of HIV, with an average of 5 years working on HIV prevention. It is possible that there is a bias towards better quality projects as NGOs' funders were unlikely to invite the research team to poorer quality sites. This could have led to higher total costs and coverage.
Results
(i) Descriptive statistics
Within the case study data, there is a significant difference in mean annual economic cost across state (p < 0.01) and funding agency (p < 0.10). Coverage is significantly different across state but not across funding agency. Average cost is found to vary significantly across funding agency but not state. There is also a significant difference in rent between the two states.
The sampling frame for the financial dataset comprised all 101 projects supported by APSACS at the time of the study. Of these it was found that 5 were no longer in operation, documentation was missing for a further 3 and a further 11 failed to respond to our postal survey. In addition, in 4 cases, reported coverage variables were in unrealistic ranges relative to the town or district population size, and so were excluded from the study. Due to the lack of documentation it is not possible to assess whether there is a systematic difference between these 23 projects and the 78 finally included in the sample.
In the financial dataset no significant difference across target groups or agency was found for expenditure, age, or rent. Only coverage varied significantly across the target groups and only average expenditure varied across the agency variable. It appears that there is also a tendency for total expenditure and rent to vary across the agency variable (p = 0.185 and 0.168, respectively). 
(iii) Cost function estimates
Goodness of fit
Results from the best-fit regressions for each dataset are presented in table 5. For the financial dataset, the adjusted R 2 is 0.46 and the F statistic is significant at the 99% confidence level (F = 22.48, p < 0.001). For the case study dataset the adjusted R 2 is 0.79, with a strongly significant F test (F = 19.71, p < 0.001).
Relationship between coverage and total cost
For each model, the coefficient on coverage is statistically significant. The relative impact of scale on cost varies across the datasets. There is a 0.03% change in total cost for each extra person reached in the case study dataset, compared with a 0.002% change in total cost for each extra person reached in the financial dataset.
Marginal costs
The marginal cost at the median level of coverage in the case study dataset is over 25 times the equivalent value for the financial dataset (INR335 and INR 13, respectively). The higher value in the case study data is likely due to the different shapes of the cost functions as well as the nature of the data (economic cost in the former and financial cost in the latter). Marginal cost also varies across coverage levels within each dataset. Figures 1 and 2 also describe the shape of the predicted and actual average cost curves. For the financial dataset, average costs decline at a decreasing rate over the coverage range. There is an approximately four-fold drop in costs between coverage levels of 1000 and 5000 people reached. Average costs are then halved from INR 129 to INR 65 as coverage increases from 5000 to 15000. Average costs do not reach a minimum, nor does the marginal cost curve cross the average cost curve. On the other hand, average costs in the case study sample suggest there is some minimum efficient scale of operation for commercial sex worker projects. The average cost is 2.4 times higher at 500 people reached than at its lowest point at 1750 people reached, falling from INR 1231 to INR 516. *"Vulnerable group" projects include those for commercial sex workers (CSW), street children (SC), transgenders (TG) and men who have sex with men (MSM); "Non vulnerable group" projects are those for truckers, mobile populations and slum dwellers. ** Prior to 2001, the targeted interventions were funded and managed by 3 different projects -Andhra Pradesh State AIDS Control Society (APSACS); Department for International Development UK (DFID) supported Healthy Highways Project (HHP); and the DFID supported State Management Agency (SMA). The dummies represent these 3 different projects and that both APSACS and SMA recruited NGOs in 2 separate batches.***Projects started at the same time within each "agency" group. ^^^significant at the 99% confidence level; ^^significant at the 95% confidence level; ^significant at the 90% confidence level. (1)) 5.81** 3.29*** Additional tests *significant at 99%; **significant at 95%; ***significant at 90%; § Two cases are dropped as rent = 0
Average cost
Impact of non-scale factors on cost
The estimation shows that costs also vary with location and target group. For the case studies, the coefficient on state is negative and significant (p = 0.045), i.e. costs are 28% lower in Tamil Nadu than Andhra Pradesh. For the financial dataset, including target group improves model fit (p = 0.0220), indicating that the "vulnerable" group interventions are 11% higher in total cost than the "nonvulnerable" group interventions.
Price also has a positive and significant relationship with total cost (p = 0.017 for the case study dataset, p < 0.001 for the financial dataset). Costs are therefore price inelastic so that a 1% increase in price leads to a rise in costs of 0.48% and 0.17% increase in costs in the financial and case study datasets, respectively.
The model including agency was rejected as the adjusted R 2 was lower than in the model including state. However the high adjusted R 2 and significance of the model (adjusted R 2 = 0.7887, p < 0.001) led to the perception that agency could impact on costs. The rejected model was therefore run using the case study data i.e. including agency and excluding state. The new model found total costs of the TNSACS and CAPACS projects were 54% (p = 0.021) and 47% (p = 0.043) less than the APSACS projects, respectively.
Discussion
This paper has presented the econometric estimation of a cost function for HIV prevention services using two sets of data. Results generated from the datasets are similar: there are differences in costs across the targeted interventions associated with scale and local prices. For the case study data, the analysis found that there were scale efficiencies to be exploited. These appear to be exhausted at a coverage level of between 1750-2000 CSWs reached. Although the up turn in the average cost curve is driven by only two data points, the EOS index shows projects with higher levels of coverage are operating with close to constant returns to scale. The model based on the financial dataset found that economies of scale are not exhausted even at higher levels of coverage. In addition, differences between target groups are an important influence on cost. Total cost of vulnerable group projects are on average 11% higher than for the non-vulnerable group. This change in the intercept in the relationship between cost and coverage implies higher fixed costs in the vulnerable group projects. This is likely to reflect greater difficulty in reaching the more marginalized groups represented in vulnerable group projects (e.g. CSWs, men who have sex with men) and requiring greater investment in initiating the project, in particular in establishing a relationship with the community. When agency is included in the model, the case study data also This analysis represents the first of its kind for HIV prevention programmes. However, it does have limitations. In both cases, the datasets are cross-sectional. This precludes examination of time effects on cost e.g. lagged cost or lagged coverage and leads to a possible bias in results. The quality of the case study data has been discussed elsewhere [28] . The small size of this data set could affect the level of significance of the different models tested in the selection of the best fit. Despite the limited data, the F statistic on all models was significant at the 95% confidence level. The financial dataset is subject to misreporting. However as the NGOs are unable to exceed the agreed budget this is most likely to affect the proportion of spending on individual line items rather than the total reported expenditure used here. In the present analysis, coverage is considered to be exogenous. Targets are frequently not met and are based on estimates of target population size. In addition, although budgetary guidelines, issued by the National AIDS Control Programme, have the potential to restrict flexibility [32] , it is believed that there is sufficient variation in costs to warrant the econometric approach. Budget setting involves NGO consultation, consideration of the previous years' activities and the budgets granted deviate from the guidelines. A concern remains that pre-determined costs and outputs lead to bias in the regression coefficients [35] .
The results from the financial and case study datasets are striking for both their similarities and differences. The best-fit functional form is almost identical across the two datasets. Both display some potential for economies of scale. There is a major difference in the coefficients on coverage in the regressions, i.e. the proportionate change in cost associated with an additional person reached. This results in the steeper marginal cost curve generated from the case study data. Along with the 'u' -shape of the average cost curve, seen in the case study data analysis, this could arise from a number of factors. First, the range of coverage in the financial dataset (675-24,111 people reached) is far greater than in the case study dataset (250-2008 CSWs reached). Second, definitions of total cost vary. The economic costing (case study dataset) incorporates the value of volunteer time, the value of all inputs irrespective of the funding source and the inputs of training, monitoring and supervision and management made by the funding or management agency. Together these contain the value of a number of fixed inputs. Theoretically, it is fixed costs that are responsible for increases in average costs as scale increases. As a result, the inclusion of these fixed costs in the case study dataset is likely to have important implications for the differences in marginal cost and economies of scale as coverage increases across the datasets. Third, it may be harder to reach CSWs beyond the limit of the population within a specific geographical location, giving rise to an increase in fixed costs. Finally, the appropriate functional form for the case studies may not in fact coincide with that for the financial dataset. The more ambiguous results of the Ramsey RESET test for the case study model indicate that either higher order terms or interactions of the dummies with output may have been omitted. However, persistent problems with multicollinearity did not permit stable estimation with higher order terms and the small sample precluded the inclusion of interaction terms.
Kumaranayake and Watts (2000), using cost data from a range of HIV/AIDS prevention and care programmes, found that projects are likely to encounter diseconomies of scale arising from infrastructural barriers as coverage increases [5] . The analysis of the case study data reinforces these more general findings and suggests a point of minimum efficient scale. On the other hand, results from the financial dataset indicate continuing economies of scale, at least over the range examined here. These support the findings of Dandona et al in examining the economics costs of HIV prevention for commercial sex workers also in India (coverage range = 803-6379) [26] . The differing results could be associated with the wider range of coverage. They also suggest that the case study analysis may reflect the impact of bottlenecks that can be addressed in the long run. If this is the case, the coverage level at which fundamental changes in the fixed costs are required in order to improve efficiency as activities are scaled up is therefore around 1750-2000. The paper adds to a growing literature which finds contrasting results on costs and scale in the area of HIV prevention [5, [26] [27] [28] 30 ]. These differences and the influence of the contextual factors, identified here, underline the importance of full economic costing and the understanding of a project's context when planning and estimating resource requirements.
Conclusion
This paper presents the estimation of a cost function for HIV prevention services using two datasets, using a flexible functional form. The combination of the two standardised datasets and econometric techniques has provided greater insights into how costs change with coverage and the key factors that influence total costs. The findings indicate there are economies of scale as coverage increases. The case study dataset suggests that, in terms of scale efficiency, it would be optimal for a project to operate at a coverage in the region of 1750-2000 sex workers.
The financial dataset suggest that large scale projects are more efficient than small scale projects with a 5 fold increase in coverage level (1000 to 5000 people reached) leading to four fold drop in average cost. The results also show that local price variations, the project target group and location are important influences on average cost. The analysis demonstrates the importance of understanding the nature of the cost function in designing project contracts, selecting efficient levels of coverage for these projects, constructing their respective budgets and for estimating resource requirements for scaling up coverage of HIV prevention projects. 
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