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Abstract
We present an existence theorem of a two-dimensional sedimentation model coupling a shallow water
system with a sediment transport equation. The shallow water system includes Coriolis and friction terms.
A Galerkin method is used to obtain a finite-dimensional problem which is solved using a Brouwer fixed
point theorem. We prove that the limits of the resulting solution sequences satisfy the model equations.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The shallow water (SW) equations are first order non-linear hyperbolic partial differential
equations. They are used to describe the behaviour of a homogeneous incompressible and invis-
cid fluid layer. The SW equations are derived from the depth-averaged Navier–Stokes equations
under Boussinesq and hydrostatic pressure assumptions. The SW system is extensively used
in environmental studies to model hydrodynamics in lakes, estuaries, coastal regions and other
applications. Several theoretical results have been obtained in the past few years for the SW
equations. Indeed, an existence theorem for a SW model including a rotational term is developed
in [8]. In [1] the existence of global weak solutions of a viscous SW model with the presence of
a friction term is demonstrated.
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B. Toumbou et al. / J. Differential Equations 244 (2008) 2020–2040 2021Fig. 1. Schematic of a homogeneous layer of fluid over an irregular bed shape.
In [12] the state of-the-art computational simulation aspects of river sedimentation and mor-
phology are comprehensively reviewed. Extended informations on sedimentation engineering
problems in estuaries and coastal seas, including fields measurements, laboratory scale models
and numerical models are given in [11]. A number of sedimentation numerical models have been
developed recently. A simplified one-dimensional sediment transport model is explored numeri-
cally in [4] using a discontinuous Galerkin approach. Numerical methods for coupled SW sedi-
mentation equations are developed in [6,7]. In [7] the spatial discretisation is performed by using
a spectral method based on Chebyshev polynomials and a fully implicit scheme is chosen for the
temporal discretisation. A finite volume method employing unstructured triangles is used in [6].
By employing a fluid–solid mixture approach, Burger has considered two-dimensional sedi-
mentation consolidation processes and he has obtained theoretical results in the one-dimensional
case. In [3] the mass and momentum conservation equations are considered for both the fluid and
the solid parts. A variable φ representing the local volume fraction of the solid part is introduced
and the coupling is obtained by letting the local volume fraction of the fluid part to be 1 − φ.
In this study, we use a different approach. Indeed, we couple a two-dimensional SW model
with a sediment transport equation by considering a time-dependent bed shape. We then prove
an existence theorem for the coupled model and generalize the results given in [10]. Up to our
knowledge, such a coupling between the SW and sediment transport models is a research area
where there is a lack of theoretical results.
The paper is organized as follows. In Section 2 we establish the model equations. Some pre-
liminary estimates are given in Section 3. Finally, we state and prove the existence theorem for
the coupled model in Section 4.
2. Governing equations
Integrating the 3D Navier–Stokes equations over the fluid layer and taking into account the
bed evolution lead to the SW model written in a non-conservative form
ht + ∇ · (hu) = 0 in Q = Ω × ]0, T [, (1)
ut + (u · ∇)u + g∇(h−H)+ f0e3 ∧ u + k0u + k1|u|u − νu = f in Q, (2)
u = 0 in ∂Ω × ]0, T [, (3)
h(0) = h0 in Ω, u(0) = u0 in Ω, (4)
where Ω is an open bounded set of R2 with boundary ∂Ω . Here h(x, t) denotes the height of the
water column and H(x, t) describes the evolution of the bottom, as shown in Fig. 1, where the
free surface is η = h−H . The flow velocity is u = (u, v), f is the external resulting force, ν is
the viscosity coefficient and g is the gravitational acceleration. The drag terms k0u and k1|u|u are
used in the laminar and turbulent regimes, respectively, with k0 > 0 and k1 > 0. The latter term is
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The Coriolis factor f0 and the time T are assumed to be positive constants. Here, e3 is a unit
vector in the vertical direction. For the sediment transport equation we adopt the general model
given in [4]
ξt + ∇ ·
(
A|u|n−1u)= 0 in Q, (5)
where ξ(x, t) is the thickness of the sediment layer.
In [4], Eq. (5) is solved numerically without theoretical analysis for n = 1 and A constant.
Here, we choose n = 1 and A = h(x, t). However, assuming that η  H and ∇η  ∇H , we
replace h = H + η by H and then A = H(x, t). Such assumptions are largely used to model
lake and oceanic flows and they are chosen here for the sake of simplicity and for subsequent
applications in the Guiers Lake in Senegal. Since ξ +H is constant in time (and in space), then
ξt = −Ht and (5) leads to
−Ht + ∇ · (Hu) = 0 in Q, (6)
with H(0) = H0 in Ω. (7)
Let u0 ∈ (H 10 (Ω))2, (h0,H0) ∈ (L1(Ω))2, h0  0, H0  0 and f ∈ L2(0, T ; (H−1(Ω))2). In the
next section, we write the sediment SW system (1)–(4) and (6)–(7) in a finite-dimensional space
and some preliminary estimates are established.
3. Preliminary estimates
Let V = (H 10 (Ω))2, V = H 10 (Ω) and denote by ‖ .‖ the norm of either L2(Ω) or
(L2(Ω))2. Let {v1, . . . ,vn, . . .} be a Hilbertian basis of V, vn ∈ (Hm(Ω))2, m  3, and
Vn = span{v1, . . . ,vn}. Then for un(t) ∈ Vn, we have un(t) =∑i=1,...,n ai(t)vi and from (1)–(4)
and (6)–(7) we obtain the following finite-dimensional problem
(hn)t + ∇ · (hnun) = 0 in Q, (8)
(un)t + (un · ∇)un + g∇(hn −Hn)+ f0(e3 ∧ un)+ k0un − νun + k1|un|un = f, (9)
(Hn)t − ∇ · (Hnun) = 0 in Q, (10)
where the initial and boundary conditions are given by
un = 0 in ∂Ω × ]0, T [, (11)
hn(t = 0) = hn,0  0, Hn(t = 0) = Hn,0  0, (12)
un(t = 0) = un,0 in Ω. (13)
In order to obtain estimates of un, hn and Hn in (8)–(10), we multiply (9) by v ∈ Vn and integrate
over the domain to obtain the variational problem
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∫
Ω
(un)t · vdx +
∫
Ω
(un · ∇)un · vdx +
∫
Ω
g∇(hn −Hn) · vdx − ν
∫
Ω
∇ · (∇un) · vdx
+ f0
∫
Ω
(e3 ∧ un) · vdx + k0
∫
Ω
un · vdx + k1
∫
Ω
|un|un · vdx
=
∫
Ω
f · vdx, ∀v ∈ Vn. (14)
Replacing v by un(t) in (14) and using (8) and (10) lead to
1
2
d
dt
∫
Ω
un · un dx + g
∫
Ω
∇hn · un dx − g
∫
Ω
∇Hn · un dx + k0
∫
Ω
un · un dx
+ k1
∫
Ω
|un|un · un dx − ν
∫
Ω
un · un dx +
∫
Ω
(un · ∇)un · un dx
=
∫
Ω
f · un dx. (15)
Note that the term f0
∫
Ω
(e3 ∧ un) · un dx vanishes because (e3 ∧ un) · un = 0. Each term in (15)
is now successively examined. We have
1
2
d
dt
∫
Ω
un · un dx = 12
d
dt
‖un‖2, (16)
g
∫
Ω
∇hn · un dx = g
∫
Ω
1
hn
∇hn · hnun dx = g
∫
Ω
∇(loghn) · hnun dx
= −g
∫
Ω
loghn∇ · (hnun) dx.
Using (8) we obtain
g
∫
Ω
∇hn · un dx = g
∫
Ω
loghn(hn)t dx.
Moreover,
g
∫
Ω
loghn(hn)t dx = g d
dt
∫
Ω
(hn loghn − hn)dx,
and hence
g
∫
∇hn · un dx = g d
dt
∫
(hn loghn − hn)dx. (17)Ω Ω
2024 B. Toumbou et al. / J. Differential Equations 244 (2008) 2020–2040Thanks to (10), we obtain by analogy
−g
∫
Ω
∇Hn · un dx = g d
dt
∫
Ω
(Hn logHn −Hn)dx. (18)
We also have
−ν
∫
Ω
un · un dx = ν‖un‖2V. (19)
By applying the Young inequality, we obtain
∫
Ω
f · un dx 12λ‖f ‖
2
(H−1(Ω))2 +
λ
2
‖un‖2V, ∀λ > 0. (20)
Finally, since un = (un, vn) ∈ V and x = (x, y), we have
∫
Ω
(un · ∇)un · un dx =
∫
Ω
(
1
3
((
u3n
)
x
+ (v3n)y)− 12
(
u2n(vn)y + v2n(un)x
))
dx
= −1
2
∫
Ω
u2n(vn)y dx −
1
2
∫
Ω
v2n(un)x dx.
Moreover, by using the Schwartz inequality, we obtain
∣∣∣∣
∫
Ω
u2n(vn)y dx
∣∣∣∣ ‖un‖2L4(Ω)‖vn‖H 10 (Ω),
∣∣∣∣
∫
Ω
v2n(un)y dx
∣∣∣∣ ‖vn‖2L4(Ω)‖un‖H 10 (Ω). (21)
Thanks to the Gagliardo–Nirenberg inequality, we have
‖un‖2L4(Ω)  C1‖un‖H 10 (Ω)‖un‖, ‖vn‖
2
L4(Ω)  C2‖vn‖H 10 (Ω)‖vn‖, (22)
and using (21), it follows
∣∣∣∣
∫
Ω
(un · ∇)un · un dx
∣∣∣∣ C2 ‖un‖2V‖un‖, (23)
where C = C1 +C2. By replacing (16)–(20) and (23) in (15), we obtain
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2
d
dt
‖un‖2 + g d
dt
∫
Ω
(hn loghn − hn)dx + g d
dt
∫
Ω
(Hn logHn −Hn)dx
+ ν‖un‖2V + k0‖un‖2 + k1‖un‖3(L3(Ω))2
 1
2λ
‖f ‖2
(H−1(Ω))2 +
λ
2
‖un‖2V +
C
2
‖un‖2V‖un‖. (24)
In order to simplify (24), we integrate successively (8) and (10) over Ω and ]0, T [ and because
un ∈ Vn, we obtain∫
Ω
hn(x, t) dx =
∫
Ω
hn,0(x) dx,
∫
Ω
Hn(x, t) dx =
∫
Ω
Hn,0(x) dx, (25)
and hence,
d
dt
∫
Ω
hn dx = 0, d
dt
∫
Ω
Hn dx = 0. (26)
By setting B(t) = κ − λ2 − C2 ‖un(t)‖, where κ = inf(ν, k0), using (26) and integrating (24) over]0, t[ it follows
1
2
∥∥un(t)∥∥2 + g
∫
Ω
hn(t) loghn(t) dx + g
∫
Ω
Hn(t) logHn(t) dx
+
t∫
0
B(s)‖un‖2V ds + k1
t∫
0
‖un‖3(L3(Ω))2 ds
 1
2
‖un,0‖2 + 12λ
t∫
0
∥∥f (s)∥∥2
(H−1(Ω))2 ds
+ g
∫
Ω
hn,0 loghn,0 dx + g
∫
Ω
Hn,0 logHn,0 dx. (27)
Note that B is time-dependent in (27) and not necessarily positive. In Section 4, (27) is improved
under additional assumptions.
4. Existence theorem
In the sequel, we introduce and prove six lemmas in order to establish an existence theorem.
Section 4.1 is devoted to the three estimate lemmas. In Section 4.2 two lemmas allow to obtain
the mass and the momentum conservation equations (8)–(10). We show, in Section 4.3 that the
finite-dimensional problem (8)–(13) admits a solution. In the last section, we give some remarks
on the regularity of the finite-dimensional solution and show the positiveness of hn and Hn. We
conclude by proving the following existence theorem in Section 4.5.
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of problem (1)–(4) and (6)–(7) verify
1
λ
‖f ‖2
L2(0,T ;H−1(Ω)2) + ‖u0‖2 + 2g
∫
Ω
h0 logh0 dx + 2g
∫
Ω
H0 logH0 dx + 4g
e
meas(Ω)
<
(
D
C
)2
, with D = 2κ − λ, (28)
then problem (1)–(4) and (6)–(7) has a solution (u, h,H). Moreover, we have
u ∈ L2(0, T ,V)∩L∞(0, T ; (L2(Ω))2)∩L3(0, T ; (L3(Ω))2), (29)
(h,H) ∈ L∞(0, T ;L1(Ω))×L∞(0, T ;L1(Ω)). (30)
We first show that D−C‖un‖L∞(0,T ;(L2(Ω))2) > 0 holds. We assume that the data of problem
(8)–(13) verify (28). Then, we have ‖un,0‖ < DC . Since un is continuous on [0, T ], there exists
t1 ∈ ]0, T [ such that ‖un(t)‖ < DC , ∀t ∈ ]0, t1[. By contradiction, suppose that ‖un(t1)‖ = DC ,
then (24) leads to
(
D
C
)2
+ 2g
∫
Ω
hn loghn dx + 2g
∫
Ω
Hn logHn dx
 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx + 2g
∫
Ω
Hn,0 logHn,0 dx. (31)
Moreover, we have
h logh−1
e
, ∀h 0. (32)
Then by using (32) in (31), we obtain
(
D
C
)2
− 4g
e
meas(Ω) 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx
+ 2g
∫
Ω
Hn,0 logHn,0 dx. (33)
Inequality (33) is in contradiction with assumption (28). We thus conclude that
D −C‖un‖L∞(0,T ;(L2(Ω))2) > 0, and we now give estimates for (8)–(13).
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Setting B∞ = D −C‖un‖L∞(0,T ;(L2(Ω))2), Eq. (27) becomes
∥∥un(t)∥∥2 + 2g
∫
Ω
hn(t) loghn(t) dx + 2g
∫
Ω
Hn(t) logHn(t) dx
+B∞
t∫
0
∥∥un(s)∥∥2V ds + 2k1
t∫
0
‖un‖3(L3(Ω))2 ds
 ‖un,0‖2 + 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) ds
+ 2g
∫
Ω
hn,0 loghn,0 dx + 2g
∫
Ω
Hn,0 logHn,0 dx. (34)
We now state and prove the following three lemmas as the first step in order to demonstrate the
existence theorem.
Lemma 4.1.1. Let Ω be an open bounded set of R2, hn  0 and M > 0,
∫
Ω
hn(t) loghn(t) dxM implies that hn loghn ∈ L∞
(
0, T ;L1(Ω)).
Proof. Let us fix t ∈ ]0, T [ and set
Ω+t =
{
x ∈ Ω: hn(x, t) 1
}
, Ω−t =
{
x ∈ Ω: 0 hn(x, t) < 1
}
.
Since ∫
Ω
hn(t) loghn(t) dx =
∫
Ω+t
hn(t) loghn(t) dx −
∫
Ω−t
−hn(t) loghn(t) dx,
we have ∫
Ω+t
hn(t) loghn(t) dxM +
∫
Ω−t
−hn(t) loghn(t) dx. (35)
By integrating (32) over Ω−t we obtain∫
−
−hn(t) loghn(t) dx 1
e
meas(Ω). (36)
Ωt
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Ω
∣∣hn(t) loghn(t)∣∣dx =
∫
Ω+t
hn(t) loghn(t) dx +
∫
Ω−t
−hn(t) loghn(t) dx,
Eqs. (35) and (36) lead to
∫
Ω
∣∣hn(t) loghn(t)∣∣dxM + 2
e
meas(Ω) < ∞.
Taking the supremum over t ∈ ]0, T [ in the left-hand side (LHS) of the previous inequality ends
the proof of Lemma 4.1.1. 
Lemma 4.1.2. We suppose that un,0, f , hn,0 and Hn,0 satisfy (28) and (hn,0,Hn,0) in (L2(Ω))2,
then
un is bounded in L2(0, T ;V)∩L∞
(
0, T ; (L2(Ω))2)∩L3(0, T ; (L3(Ω))2), (37)
hn is bounded in L∞
(
0, T ;L1(Ω)), (38)
Hn is bounded in L∞
(
0, T ;L1(Ω)). (39)
Proof. We only prove (37) and (38). The proof of (39) is obtained in the same manner as for (38).
By combining (32) and (34) we obtain
∥∥un(t)∥∥2 +B∞
t∫
0
∥∥un(s)∥∥2V ds + 2k1
t∫
0
‖un‖3(L3(Ω))2 ds
 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx
+ 2g
∫
Ω
Hn,0 logHn,0 dx + 4g
e
meas(Ω), ∀0 < t < T .
Taking the supremum over t in the LHS of the above inequality, we obtain
sup
t
∥∥un(t)∥∥2 +B∞ sup
t
t∫
0
∥∥un(s)∥∥2V ds + 2k1 sup
t
t∫
0
‖un‖3(L3(Ω))2 ds
 1
λ
‖f ‖L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx
+ 2g
∫
Hn,0 logHn,0 dx + 4g
e
meas(Ω).Ω
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‖un‖2L∞(0,T ;(L2(Ω))2) +B∞‖un‖2L2(0,T ;V) + 2k1‖un‖3L3(0,T ;(L3(Ω))2)
 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx
+ 2g
∫
Ω
Hn,0 logHn,0 dx + 4g
e
meas(Ω),
which proves (37). We now establish (38) by taking the supremum over t ∈ ]0, T [ in (25). Be-
cause hn  0, we obtain ‖hn‖L∞(0,T ,L1(Ω)) =
∫
Ω
hn,0(x) dx, which proves (38). Similarly, we
establish (39) by using (25). 
We now provide some convergence results.
Lemma 4.1.3. By using the assumptions of Lemma 4.1.2, we have
unhn ∈ L2
(
0, T ; (L1(Ω))2), (40)
unhn → α1 in
(
L1(Q)
)2
weakly, (41)
unHn ∈ L2
(
0, T ; (L1(Ω))2), (42)
unHn → β in
(
L1(Q)
)2
weakly, (43)
and one can extract from Hn, hn and un some subsequences, denoted by Hn, hn and un such that∫
Q
hnθ dxdt →
∫
Q
hθ dxdt, for all θ ∈ L1(0, T ;L∞(Ω)), (44)
∫
Q
Hnθ dxdt →
∫
Q
Hθ dxdt for all θ ∈ L1(0, T ;L∞(Ω)). (45)
Proof. We establish (40), (41) and (44) since (42), (43) and (45) are proved in a similar manner.
First, let us prove (44). We use the Dunford–Pettis theorem (see [2]) to show that hn is in a weak
compact subset of L1(Q).
Indeed, we have to verify that
∀ > 0, ∃δ > 0 such that
∫
A
hn dxdt < , ∀A ⊂ Q and meas(A) < δ.
By setting E1 = A ∩ {hn(x, t) < k} and E2 = A ∩ {hn(x, t)  k} for a real number k > 0, we
prove that there exists C > 0 such that∫
hn dxdt < k meas(A)+ C| log k| . (46)
A
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k2
with k  1), and
thus hn is in a weak compact subset of L1(Q). Consequently, there exist h ∈ L1(Q) and a sub-
sequence of hn denoted by hn such that
hn → h in L1(Q) weakly. (47)
We now prove (44) by applying technics developed in [8]. For θ ∈ L1(0, T ;L∞(Ω)), we define
Tr(θ) as follows
Tr(θ) =
{
θ if ‖θ(t)‖L∞(Ω) < r,
0 if ‖θ(t)‖L∞(Ω)  r. (48)
We have Tr(θ) ∈ L∞(Q). Since hn converges to h in L1(Q) weakly, we have∫
Q
Tr(θ)hn dxdt →
∫
Q
Tr(θ)hdxdt as n → ∞.
Note that ‖θ − Tr(θ)‖L∞(Ω) = ‖θ‖L∞(Ω)1P, where 1P is the characteristic function de-
fined on P = {t ∈ (0, T ) | ‖θ‖L∞(Ω)  r}. Then we have
∫
Q
(θ − Tr(θ))|hn − h|dxdt ∫
Q
|hn − h|‖θ‖L∞(Ω)1P dxdt , which implies
∫
Q
(
θ − Tr(θ)
)|hn − h|dxdt 
T∫
0
‖hn − h‖L1(Ω)‖θ‖L∞(Ω)1P dt
 ‖hn − h‖L∞(0,T ;L1(Ω))
T∫
0
‖θ‖L∞(Ω)1P dt.
Since (hn−h) ∈ L∞(0, T ;L1(Ω)), ∃C > 0 such that ‖hn−h‖L∞(0,T ;L1(Ω))  C, and we obtain
∫
Q
(
θ − Tr(θ)
)|hn − h|dxdt  C
T∫
0
‖θ‖L∞(Ω)1P dt. (49)
The RHS of (49) tends to zero as r tends to infinity. By using
∫
Q
(hn − h)θ dxdt =
∫
Q
(hn − h)
(
θ − Tr(θ)
)
dxdt +
∫
Q
(hn − h)Tr(θ) dxdt
 C
T∫
0
‖θ‖L∞(Ω)1P dt +
∫
Q
(hn − h)Tr(θ) dxdt,
convergence (47) leads to ∫ hnθ dxdt → ∫ hθ dxdt as n → ∞.Q Q
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• Let u ∈ (H 10 (Ω))2, by using the Trudinger–Moser inequality there exists α positive such that
∫
Ω
exp
(
α
|u|2
‖u‖2V
)
dx C. (50)
• Let u ∈ (H 10 (Ω))2, for all k ∈ R, there exists K such that
exp
(
k
|u|
‖u‖V
)
K(k). (51)
• For all a ∈ R+, b ∈ R+, C ∈ R+, we have
ab C
(
a loga + exp
(
b
C
− 1
))
. (52)
We apply (52) with a = hn, b = |un| and C = ‖un‖V, and we obtain
|unhn| ‖un‖V
(
hn loghn + exp
( |un|
‖un‖V − 1
))
. (53)
Taking k = 1 in (51) we obtain
exp
( |un|
‖un‖V
)
K. (54)
By using (54), we have
‖un‖V
(∫
Ω
hn loghn dx +
∫
Ω
exp
( |un|
‖un‖V − 1
)
dx
)
 ‖un‖V
(∫
Ω
hn loghn dx +K1
)
, (55)
where K1 = 1eK meas(Ω). Inequalities (53) and (55) imply that∫
Ω
|hnun| ‖un‖V
(∫
Ω
hn loghn dx +K1
)
.
Since un ∈ L2(0, T ;V) and hn loghn ∈ L∞(0, T ;L1(Ω)), we have∫
|hnun| ∈ L2(0, T ),Ω
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Y = {uh ∈ B(0,R1): u ∈ L2(0, T ;V), (h,h logh) ∈ (L∞(0, T ;L1(Ω)))2}
is in a weak compact subset of (L1(Q))2 where B(0,R1) is the ball of (L1(Q))2 of radius
R1 > 0. We use again the Dunford–Pettis theorem and because Y is bounded in (L1(Q))2, it
suffices to show that
∀ > 0, ∃δ > 0 such that
∫
A
uhdxdt <  ∀A ⊂ Q and meas(A) < δ.
We set C = ‖u‖V in (52) where  > 0, and it follows
|uh| ‖u‖V
(
h logh+ exp
( |u|
‖u‖V − 1
))
.
To estimate the term exp( |u|
‖u‖V ), we set s =
|u|
‖u‖V . If
s

 αs2 with α verifying (50), then |uh|
‖u‖V(h logh+exp(α|u|2‖u‖2V −1)). Now if
s

> αs2, we have |uh| ‖u‖V(h logh+exp( 1α2 −1)).
Consequently,
|uh| ‖u‖V
(
h logh+ exp
(
α|u|2
‖u‖2V
− 1
)
+ exp
(
1
α2
− 1
))
.
Since α verifies (50), we have exp(α|u|2‖u‖2V ) is bounded in L
∞(0, T ;L1(Ω)). Moreover, h logh
and ‖u‖V are bounded in L∞(0, T ;L1(Ω)) and L2(0, T ), respectively. Hence
∫
A
|uh| K +∫
A
‖u‖V exp( 1α2 − 1), and thus
∫
A
|uh| < K +  exp
(
1
α2
− 1
)
‖u‖L2(0,T ;V)
√
meas(A). (56)
The RHS of (56) tends to zero as  tends to zero (e.g. √δ = exp(− 1
α2
)), and hence, Y is in a
weak compact subset of (L1(Q))2. Since the sequence unhn is in Y there exists α1 ∈ (L1(Q))2
such that
unhn → α1 in
(
L1(Q)
)2
weakly.
In a similar manner we prove that there exists β ∈ (L1(Q))2 such that
unHn → β in
(
L1(Q)
)2
weakly. 
B. Toumbou et al. / J. Differential Equations 244 (2008) 2020–2040 20334.2. Passage to the limit in Eqs. (8)–(10)
In Lemma 4.2.1 we establish that it is possible to pass to the limit in the continuity equation
(8) and in the sediment transport equation (10). In Lemma 4.2.2 we give the convergence results
which allow us to pass to the limit in the momentum equation (9).
Lemma 4.2.1. By using the assumptions of Lemma 4.1.2, we have
hn → h in L2
(
0, T ;L1(Ω)) weakly, (57)
Hn → H in L2
(
0, T ;L1(Ω)) weakly, (58)
uh = α1, (59)
uH = β. (60)
Proof. We only prove (57) and (59). The proof of (58) and (60) is obtained in the same manner
as for (57) and (59), respectively.
The operator Tr(ξ) is defined as in (48) but with ξ ∈ L2(0, T ;L∞(Ω)). To obtain (57) we
use (47) and follow the same steps as for the proof of (44).
We now prove (59). For φ ∈ D(Ω), we set v = uφ, vn = unφ. We have vn → v in
L2(0, T ; (H 1(R2))2) weakly. We regularise vn by convolution and set vδn = vn × ρδ , where ρδ
is a sequence verifying ρδ ∈ (D(R2))2, B(0, 1
δ
) ⊃ supp(ρδ), ∫R2 ρδ = 1.
Classical results of convolution in Sobolev spaces show that
vδn → vn in L2
(
0, T ; (Hm(R2))2) strongly as δ → ∞, (61)
∀p ∈ N, vδn → vδ in L2
(
0, T ; (Hp(R2))2) weakly as n → ∞. (62)
On the other hand, for δ large enough, Ω ⊃ supp(vδn) because vδn has a compact support. Finally,
by using (61) and (62) we obtain
vδnhn → vnhn in L1
(
0, T ; (L1(Ω))2) strongly as δ → ∞, (63)
vδnhn → vδh in D′(Q) as n → ∞. (64)
To end the proof we combine (61) and (64). 
Remark. The two sequences vδn and hn are not defined in the same open set but it suffices to
extend hn by zero in R2 to give sense to vδnhn. The resulting sequence hn also converges in
L2(0, T ;L1(R2)) weakly.
We now state the following lemma for the momentum equation (2).
Lemma 4.2.2. Let (un,hn,Hn) verify (14). One can extract a subsequence, also denoted by un,
such that
un ⇀ u in L2(0, T ;V), un → u in L∞
(
0, T ; (L2(Ω))2) weak star, (65)
(un)t is bounded in L
4
3
(
0, T ; (H−3(Ω))2), (66)
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(
0, T ; (L 43 (Ω))2), (67)
|un|un ⇀ |u|u in L 32
(
0, T ; (L 32 (Ω))2), (68)
1
2
∫
Ω
ut · vdx +
∫
Ω
(u · ∇)u · vdx − g
∫
Ω
h∇ · vdx + g
∫
Ω
H∇ · vdx
+ k0
∫
Ω
u · vdx + k1
∫
Ω
|u|u · vdx − ν
∫
Ω
u · vdx + f0
∫
Ω
(e3 ∧ u) · vdx
=
∫
Ω
f · vdx, for all v ∈ (Hm(Ω))2 ∩ V, m 3. (69)
Proof. From (37), we deduce (65). We now establish (66)–(69).
First, we prove (66) by considering hn in L1(Ω) for almost every t and noting that the imbed-
ding from L1(Ω) to the dual of C0 is continuous. Because the imbedding from H 2(Ω) to C0 is
continuous in two dimensions, we deduce by duality that the imbedding from L1(Ω) to H−2(Ω)
is also continuous, and hence hn ∈ L2(0, T ;H−2(Ω)). Consequently in (9), (un)t is bounded in
L
4
3 (0, T ; (H−3(Ω))2), which proves (66).
We now establish (67). Thanks to the Gagliardo–Nirenberg inequality ‖un‖2(L4(Ω))2 
C‖un‖‖un‖V, the imbedding from V to L4(Ω) is continuous, and because un is bounded
in L∞(0, T ; (L2(Ω))2) ∩ L2(0, T ;V), we obtain un is bounded in L∞(0, T ; (L2(Ω))2) ∩
L2(0, T ; (L4(Ω))2). Hence, we have (un.∇)un is bounded in L 43 (0, T ; (L 43 (Ω))2). There-
fore, there exists a subsequence of (un.∇)un denoted also by (un.∇)un which converges in
L
4
3 (0, T ; (L 43 (Ω))2). We now apply the Aubin compacity theorem [5] with p0 = 2, p1 = 43
and B0 = V, B1 = (H−3(Ω))2, B = (L2(Ω))2 being reflexive Banach spaces. Note that
B0 ⊂ B ⊂ B1, and the imbedding from B0 to B is compact. We set
W = {v, v ∈ L2(0, T ;V), vt ∈ L 43 (0, T ; (H−3(Ω))2)}
and with the norm ‖v‖Lp0 (0,T ;B0) + ‖vt‖Lp1 (0,T ;B1), W is a Banach space. Then by applying the
Aubin compacity theorem we prove that the imbedding W ⊂ Lp0(0, T ;B) is compact. Conse-
quently,
un → u strongly in L2
(
0, T ; (L2(Ω))2) and a.e. in Q. (70)
Now we show that (un.∇)un ⇀ (u.∇)u in L 43 (0, T ; (L 43 (Ω))2). First, let v = (v1, v2) ∈
(D(Q))2, with un = (un, vn) and u = (u, v), we have
∫
Q
(
(un.∇)un − (u.∇)u
) · vdx = ∫
Q
(
un(un)x − uux
)
v1 +
∫
Q
(
vn(un)y − vuy
)
v1
+
∫ (
un(vn)x − uvx
)
v2 +
∫ (
vn(vn)y − vvy
)
v2.Q Q
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∣∣∣∣
∫
Q
(
un(un)x − uux
)
v1
∣∣∣∣
∣∣∣∣
∫
Q
(un − u)(un)xv1
∣∣∣∣+
∣∣∣∣
∫
Q
(
(un)x − ux
)
uv1
∣∣∣∣

∥∥(un)x∥∥L2(Q)‖v1‖L∞(Q)‖un − u‖L2(Q)
+
∣∣∣∣
∫
Q
(
(un)x − ux
)
uv1 dx
∣∣∣∣.
Since un is bounded in L2(0, T ;V), there exists K > 0 independent of n such that
‖(un)x‖L2(Q) < K . We obtain ‖(un)x‖L2(Q)‖v1‖L∞(Q)‖un − u‖L2(Q) → 0, as n → ∞ by us-
ing (70) and thanks to the weak convergence of un to u in L2(0, T ;V), we have∣∣∣∣
∫
Q
(
(un)x − ux
)
uv1 dx
∣∣∣∣→ 0 as n → ∞,
and then | ∫
Q
(un(un)x − uux)v1| → 0, as n → ∞. By following the same reasoning we show
that when n tends to ∞∫
Q
(
vn(un)y − vuy
)
v1 → 0,
∫
Q
(
un(vn)x − uvx
)
v2 → 0,
∫
Q
(
vn(vn)y − vvy
)
v2 → 0,
which proves (67).
Let us prove now (68). Since un is bounded in L3(0, T ; (L3(Ω))2) then we deduce that
|un|un is bounded in L 32 (0, T ; (L 32 (Ω))2). Let w be a smooth function. We have to show that∫
Q
(|un|un − |u|u) · w tends to zero as n tends to infinity. Indeed,
∫
Q
(|un|un − |u|u) · w =
∫
Q
(|un|un − |un|u) · w +
∫
Q
(|un|u − |u|u) · w. (71)
For the first term of (71) we have the following majorations
∣∣∣∣
∫
Q
(|un|un − |un|u) · w
∣∣∣∣ ‖un − u‖(L2(Q))2∥∥|un|w∥∥(L2(Q))2
 ‖un − u‖(L2(Q))2‖un‖(L2(Q))2‖w‖(L∞(Q))2 .
By using (70) we deduce that there exists K > 0 such that ‖un‖(L2(Q))2 <K . And then we obtain∣∣∣∣
∫
Q
(|un|un − |un|u) · w
∣∣∣∣→ 0 as n → ∞.
On the other hand we have
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∣∣∣∣
∫
Q
(|un|u − |u|u) · w
∣∣∣∣ ∥∥(|un| − |u|)w∥∥(L2(Q))2‖u‖(L2(Q))2
 ‖un − u‖(L2(Q))2‖u‖(L2(Q))2‖w‖(L∞(Q))2 .
And thus we prove (68).
The proof of (69) is obtained by combining (44), (45) and (65)–(68). 
4.3. Existence of the finite-dimensional problem solution
In order to prove that the finite-dimensional problem (8)–(13) has a solution, we establish the
following lemma.
Lemma 4.3.1. Problem (8)–(13) has a solution verifying
un ∈ L2(0, T ;Vn)∩L∞
(
0, T ; (L2(Ω))2), (72)
(hn,Hn) ∈
(
C1(Q)
)2
, (73)
−4g
e
meas(Ω) ‖un‖2L∞(0,T ;(L2(Ω))2) + 2g sup
t
∫
Ω
hn(t) loghn(t) dx
+ 2g sup
t
∫
Ω
Hn(t) logHn(t) dx +B∞‖un‖2L2(0,T ;V)
 1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2 + 2g
∫
Ω
hn,0 loghn,0 dx
+ 2g
∫
Ω
Hn,0 logHn,0 dx. (74)
Proof. Let w ∈ B ′(0,R) where B ′(0,R) denotes the closed ball of radius R of L2(0, T ;Vn),
and define k and l to be the solutions of the following problems
kt + ∇ · (wk) = 0 in Ω × ]0, T [, (75)
k(t = 0) = hn,0 in Ω, (76)
−lt + ∇ · (wl) = 0 in Ω × ]0, T [, (77)
l(t = 0) = Hn,0 in Ω. (78)
To obtain un, we solve
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∫
Ω
(un)t · vdx +
∫
Ω
(un · ∇)un · vdx +
∫
Ω
g∇(k − l) · vdx − ν
∫
Ω
∇ · (∇un) · vdx
+ f0
∫
Ω
(e3 ∧ un) · vdx + k0
∫
Ω
un · vdx + k1
∫
Ω
|un|un · vdx
=
∫
Ω
f · vdx, ∀v ∈ Vn, (79)
un(t = 0) = un,0. (80)
In order to apply the Brouwer fixed point theorem, the application
π : w ∈ B ′(0,R) → un ∈ L2(0, T ;Vn)
must be continuous and π(B ′(0,R)) ⊂ B ′(0,R). Note that B ′(0,R) is compact for the weak
topology of L2(0, T ;V) according to the Banach–Alaouglu theorem. We now solve (79) with
the initial condition (13). We take v = un and by using (79) we obtain
d
dt
‖un‖2 +
(
D − gα − g −C‖un‖L∞(0,T ;(L2(Ω))2)
)‖un‖2V
 1
λ
‖f ‖2
(H−1(Ω))2 +
2g
α
‖k‖2 + 2g

‖l‖2, ∀ > 0, ∀α > 0, ∀λ > 0. (81)
By letting A = D − (g(α + )+C‖un‖L∞(0,T ;(L2(Ω))2)), we have
‖un‖2L∞(0,T ;(L2(Ω))2) +A‖un‖2L2(0,T ;V)
 2g

‖l‖2
L2(0,T ;L2(Ω)) +
2g
α
‖k‖2
L2(0,T ;L2(Ω)) +
1
λ
‖f ‖2
L2(0,T ;(H−1(Ω))2) + ‖un,0‖2. (82)
Since D −C‖un‖L∞(0,T ;(L2(Ω))2) > 0, we choose λ, α and  such that A> 0. It follows
‖un‖2L∞(0,T ;(L2(Ω))2) +A‖un‖L2(0,T ;Vn)
 ‖un,0‖2 + 2g T
α
‖k‖2
L∞(0,T ;L2(Ω)) + 2g
T

‖l‖2
L∞(0,T ;L2(Ω)) +
T
λ
‖f ‖2
L∞(0,T ;(H−1(Ω))2).
We now use the convergence results of Lemma 4.2.2 and show that (79) and (13) admit a solution
un ∈ L2(0, T ;Vn). First, let us show that π verifies the Brouwer fixed point theorem conditions.
Using the estimates
‖k‖2
L∞(0,T ;L2(Ω))  ‖hn,0‖2 exp
(
2
T∫
0
∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
, (83)
‖l‖2
L∞(0,T ;L2(Ω))  ‖Hn,0‖2 exp
(
2
T∫ ∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
, (84)0
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A‖un‖2L2(0,T ;Vn)  ‖un,0‖2 + 2g
T
α
‖hn,0‖2 exp
(
2
T∫
0
∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
+ 2g T

‖Hn,0‖2 exp
(
2
T∫
0
∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
+ T
λ
‖f ‖2
L∞(0,T ;(H−1(Ω))2). (85)
Since we want to obtain π(w) ∈ B ′(0,R) for any given w ∈ B ′(0,R), thanks to (85), it suffices
to have
‖un,0‖2 + 2g T
α
‖hn,0‖2 exp
(
2
T∫
0
∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
+ T
λ
‖f ‖2
L∞(0,T ;(H−1(Ω))2)
+ 2g T

‖Hn,0‖2 exp
(
2
T∫
0
∥∥∇ · w(s)∥∥
L∞(Ω) ds
)
<AR2. (86)
We choose T such that (86) is satisfied. It remains to show that the application π is continuous.
We use the weak topology of L2(0, T ;Vn) and consider a sequence wm which converges to w
in L2(0, T ;Vn) weakly. Thus we have to show that umn = π(wm) converges to un = π(w) in
L2(0, T ;Vn) weakly. If km and lm are solutions of (75)–(76) and (77)–(78), respectively, with
w = wm, km(t = 0) = hn,0 and lm(t = 0) = Hn,0, then km and lm verify the estimates (83) and
(84), respectively. It follows that km converges to hn in L∞(0, T ;L2(Ω)) weak star where hn
verifies (hn)t + ∇ · (whn) = 0 with hn(t = 0) = hn,0.
Further, lm converges to Hn in L∞(0, T ;L2(Ω)) weak star where Hn verifies Hn,t − ∇ ·
(wHn) = 0 with Hn(t = 0) = Hn,0. Therefore the solution umn of (79)–(80) with k = km and
l = lm converges to un = π(w) in L2(0, T ;Vn) weakly and we have un(t = 0) = un,0.
Note that it is established in [8] that (75)–(76) and (77)–(78) have solutions in
L∞(0, T ;L2(Ω)) where hn,0 ∈ L2(Ω) and Hn,0 ∈ L2(Ω). Using (75) we have kt ∈
L2(0, T ;H−1(Ω)), then k is continuous from [0, T ] to H−1(Ω) and k(t = 0) makes sense in
H−1(Ω). We then obtain k(t = 0) = hn,0. In a similar manner we prove that l(t = 0) = Hn,0. 
4.4. Positivity of hn and Hn
Here, we give some regularity results for the finite-dimensional problem solution and de-
duce that hn and Hn are positive. Thanks to the expression of un as a finite linear com-
bination of elements of (Hm(Ω))2, m  3, we have un in H 1(0, T ; (Hm(Ω))2), and un in
C0([0, T ]; (C1(Ω))2). Consequently, hn verifies (8) with hn(t = 0) = hn,0 ∈ C1(Ω), and hn ∈
C1([0, T ],C0(Ω)). In a similar manner, by using (10) it is shown that Hn ∈ C1([0, T ],C0(Ω)).
We now establish that hn  0. We set Ω0 = {x ∈ Ω: hn,0(x) = 0}, and Ω+ = {x ∈ Ω:
hn,0(x) > 0}. We have Q = (Ω0 × ]0, T [) ∪ (Ω+ × ]0, T [). By using (8) we show that
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∫ t
0 −∇ · un(s) ds). If (x, t) in Ω0 × ]0, T [ then |hn(x, t)| = 0, which
implies that hn(x, t) = 0. If (x, t) in Ω+ × ]0, T [ then |hn(x, t)| > 0 and hn(x, t) = 0. Since hn
is in C1([0, T ],C0(Ω)) and hn = 0 in Ω+ × ]0, T [, it follows that hn has a constant sign in
Ω+ × ]0, T [. Moreover, hn,0(x) = hn(x,0) is strictly positive since (x,0) ∈ Ω+ × ]0, T [ and
hence, hn(x, t) is also strictly positive for all (x, t) ∈ Ω+ × ]0, T [. Consequently hn  0 in Q
and similarly we have Hn  0 in Q.
4.5. Proof of Theorem 4.1
Equations (41), (59) and (43), (60) imply that
unhn → uh in L1
(
0, T ; (L1(Ω))2) weakly, (87)
unHn → uH in L1
(
0, T ; (L1(Ω))2) weakly, (88)
respectively. From (87) and (88) we deduce (1) and (6), respectively, further (69) leads to (2). We
assume
hn,0 ∈ C1(Ω), hn,0 → h0 in L1(Ω), (89)
un,0 ∈ Vn ∩
(
Hm(Ω)
)2
, m 3, (90)
un,0 → u0 in V, (91)
Hn,0 ∈ C1(Ω), Hn,0 → H0 in L1(Ω). (92)
Thanks to (87) and (88), we obtain (∇ · (uh),∇ · (uH)) ∈ (L2(0, T ;W−1,1(Ω)))2, implying
(ht ,Ht ) ∈ (L2(0, T ;W−1,1(Ω)))2. We then deduce that (h,H) is in (W 1,2(0, T ;W−1,1(Ω)))2.
Thus, h is continuous from [0, T ] to W−1,1(Ω) and h(t = 0) makes sense in W−1,1(Ω). By using
(89) we show that h(t = 0) = h0. Similarly, we prove that H(t = 0) makes sense in W−1,1(Ω)
and by using (92) we have H(t = 0) = H0.
It remains to show that u(0, x) makes sense and is equal to u0(x). Since ut ∈ L 43 (0, T ;
(H−3(Ω))2) and u ∈ L2(0, T ; (L2(Ω))2) ⊂ L 43 (0, T ; (H−3(Ω))2), it follows that u is continu-
ous from [0, T ] to (H−3(Ω))2. Consequently, u(0, x) makes sense in (H−3(Ω))2 and by using
(91) we obtain u(0, x) = u0(x).
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