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t'bersicht: Es sei (Zn) eine Folge von linearen stetigen Operatoren, die einen normierten 
Raum B in sich abbilden. Es ist ein Hauptproblem der Approximationstheorie, das 
asymptotische Verhalten der Folge 
Qn Cf] = i! I - Zn [/]11 I E n 
zu untersuchen. In dieser Arbeit wird gezeigt, daß sich unter gC'eigneten VorausHPtzUtlgen 
über die Zn die Qn [f] unter Venrendung der 
E n [f] = inf :1 f -- u \: 
U E Zn (l!) 
abschätzen lassen. Da das asymptotische Verhalten der E n [f] in mehreren Spezialfällen 
gut bekannt ist, ist damit eine :\Iethode gegeben, mit der sich bekannte und neue Resultate 
über den Annäherungsgrad in einfacher und einheitlicher \Veise herleiten lassen. 
Sumlll ({ ry- Ld (Zn) be ({ seqllence 01 continollS linear operators which map a normed space B 
in itsell. It is a main problem in approximation theory to study the ({8ymptotic behaviour 0/ 
Qn [fJ = l,! t - Zn U] jE B 
J n this paper estil/wtes 01 Qn Cf] by means of 
E n [f] = inf i! t - u!! 
" EZn(R) 
(Ire rJil"PiI, 1'-'hielt (ire mlid um/er si/itable conditions for (Zn). As the asymptotic behaviour 0/ 
E n [i] i.s u'dl ""0/1"11 in 80me special ca ses, this i8 a method to get new and "nown results 
flbCJ/I/ fhe rl"rJiee 0/ approximation in simple and un'ified manner. 
1. Einleitung 
In der Approsimationstheorie begegnet man häufig der folgenden Situation: 
Gegeben seien 
a) ein normierter Raum ß 
b) ein Elenwnt f E B 
e) eine Folge von emlli("hdimen~ionalen Cnterräumen 
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d) eine Folge von linearen stetigen Operatoren Zn mit 
Zn (B) = Un 
Gefragt ist nach dem asymptotischen Verhalten der Folge 
Qn [fJ = 1I t - Zn [fJ li. 
Dies Problem ist in vielen speziellen Fällen gründlich studiert (z. B. wenn die 
Zk ftJ Interpolationspolynome oder Teilsummen von Fourierschen Reihen oder 
Fejersche Mittel oder Bernsteinpolynome bedeuten), jedoch sind genauere 
~-iussagen im allgemeinen Fall bis heute nicht zu machen. Immerhin weiß man 
folgendes: wenn Zk Projektionsoperator ist, d. h. U k punkt weise auf sich 
abbildet, dann gilt (Lebesgue) 
iIt - ZdtJ i: :s:: ( I: Zk I; + 1) EdfJ. 
Dabei ist, wie in der Approximationstheorie üblich 
EdtJ = inf I1 f -u li 
1t E "Ck 
gesetzt. 
Beweis von (1,1): Es sei Uk (j) E U k ein Element mit 
I1 f - Uk (f) I = E k [f], 
dann ist 
. f - ZdlJ i! :S:: 11 j - Uk (f) I! + 11 Uk (j) - ZdfJ : = EdfJ + 
(1,1) 
I! ZdUk (f)] - Zk [tJ li :S:: Ek [tJ + I: Zk 11 11 Uk (f) - f = (' Zk -i- 1) Edfl. 
Die Abschätzung (1,1) ist zur Untersuchung der oben formulierten Frage 
mehrfach mit gutem Erfolg benutzt worden; man hat daher ,~ersucht, durch 
Verwendung der Eie [I] gekennzeichnete Analoga zu (1,1) zu finden, die auch 
für allgemeinere Operatoren gelten. 
Den ersten wesentlichen Schritt in dieser Richtung tat S. B. Stechn [1 J bei 
der Behandlung der Approximation stetiger periodischer Funktionen durch 
ihre Fejerschen Mittel. Eine auf beliebige lineare ~Iittel von Teilsummen von 
Fourierschen Reihen anwendbare Verallgemeinerung hat dann JI. F. Timan 
[2J ohne Beweis veröffentlicht. G. Freud [3J hat Stetkius ~Iethode auf Ortho-
gonalpolynomreihen übertragen. 
In dieser Arbeit soll eine Abschätzung der in Rede stehenden Art von all-
gemeinerem Charakter bewiesen und es sollen einige ~-inwelldungen der·selben 
betrachtet werden. 'Wesentlich für die hier verwendete Beweismethode (die 
der von Steckin ähnelt, aber keine direkte ,-erallgemeinerung ist) ist. daß die 
Zk sich in übersichtlicher ·Weise als Linearkombinationen ron Projektions-
operatoren darstellen lassen. Die oben genannte Vorau~setzung c) möge daher 
in folgender "-eise präzisiert werden: 
er) Es sei ein Dreiecksmatrix '2( = (ank ·l' = 0.1 .... 11: n = 0,1, ... ) von 
nichtnegativen Zahlen mit 
gegeben. 
n 
1.: anie = 1 
k~O 
11 = 0, 1, ... 
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C2) Es sei ein Systemy = (S~) i k = 0, 1, ... n; n = 0, 1, ... ) nm auf ,B 
erklärten Projektionsoperatoren gegeben. Da bei ha be s~n) den Bil<lra um [) Ie· 
C3) Es gelte 
n 
Z "'" o(n) n = .::;..(lnleDk . 
k~O 
Bevor die grundlegende Abschätzung formuliert und bewie,;en \\'ird, mögen 
noch einige Bezeichnungen yereinbart werden. Es sei p einc feste nat ürliche 
Zahl. Der lineare Operator 
werde mit R':!J bezeichnet. Seine Xorm werde dureh eine als Funktion von k 
(bei fe.,tem 11 und p) nicht abnehmende Folge S~;k majori"ü,rt: 
k = 0, 1. ... 11. 
Für k:> 11 sei 
(lnle = 0 sowie N~;l = N~:;; 
und für k < 0 sei 
(Lnle = 0 80wie R~;2 = 0 
ge.setzt. enter 0) (f; b) werde der Stetigkeitsmodul einer auf ewem Segment 
definierten stetigen reellen Funktion f yerstanden: 
()) (f; 6) = sup 'f (y) - t (x) I. 
Ix-YI:Sd 
Schließlil'h sci noch notiert, daß der Differenzoperator ~" durch 
Jv ale = ß V -1 ale - ..1v-1 (lk-'-1; Llo ale = (lle 
(h'finiert ist. lind daß sich die Differenzenbildung stets auf die Abhängigkeit 
von k hezieht. 
2. Diegru/ltll('geude Abschätzung 
In diesem Abselll1itt \\'erde der Einfachhnl't h Ib b' 0 R(I') cl 
v a er el (lnk, 0nk, nk un 
"
(I» . '1 I I I 
... fi k Je,,'el ~ (er H( PX Jl \v(·ggelassen. 
Satz I: 
E, gf'!'(' eine Zahl (' derart, \laß 
~i -+ 1 
_l~\, 
j -;- 1 L 
k ." i -)J 
(2,1) 
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für alle v mit 0 <:::; v <:::; p und alle j mit 0 <:::; j <:::; n gilt. Dann ist 
n n 
tt f - 2: ak Sk [f] i[ <:::; C L p 2: ak N(~\+l E k [f] 
k-O k-O 
wo L p eine nur von p abhängige Zahl ist. 
Beweis: 
Es seien bV) nicht negative Zahlen, die den Bedingungen 
k 
(j) 2 b k = (lk 
j - [fl 
k = 0, 1. ... 
bV) = 0 für j - p <:::; k < j und 2 j + 1 < k <:::; 2 j --;- 1 + p 
genügen. Die Abschätzung beginnt folgendermaßen: 
n 2)+ 1 
= ii 2 L bV) (Sdf] - f) !: = ;'2 T j <:::; 2: T j 
j-O k~j )-0 jO 
Mit Uj (f) werde nun ein Element aus [Tj bezeichnet, für das 
Ej [f] = • f - 1Ij (f) 1, 
gilt. :Man kann wegen 
Sk [llj (f)] = 1lj (f) für alle k ::2'- j 
weiter umformen zu 
'2j + 1 
Tj = L b~) {Sk [f - llj (f)J --i- (lIj (j) -- f) } , 
k-j 
p-fache partielle Summation führt auf 
2 j + 1 
Tj = L tlPbij)(k; P) {Ri l ') [j - IIj (j)I- (lIj (j) - j);. 
k-j-p 
was man abschätzen kann durch 
11; (f) -- f 
(2,2) 
(2,3) 
(2A) 
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Die letzte Summe wird nun durch geeignete Verfügung über die bVl weiter 
abgeschätzt, und zwar wird gesetzt: 
bVl = ak (d l + dijl ) 
mit 
(2 j - k + 2 P) (2 k - 2 j + 2 P) 2p '1,p 
= 2 -'-------=--(-c;-k-+-:--:4-P-.-c--t--c--1:--) 
4p + 1 
1 t (j) lJ I'e \"enn~' eine gerade Zahl ist und }' = k (rilt. In diesem une [k = an J r" (c ,., 
AU6l1ahmefall ist 
( k+4 P+1) 4 P -i-- 1 
zu setzen, 
~Ian hat zunächst zu yerifizieren, daß durch diese 'Wahl dic an die bV) ge-
stellten Bedingungen (2,2) erfüllt sind, Dazu benutzt man dio Idcntitäten 
:2 r~ 1 
" I ('2 j - '2 r -- 1 T 2 P) (4 r -i-- 2 - '2 j + '2 P) = ( 2 r + 1 + 4 P + 1 ') 
-_ 2p 2p, 4p+l 
j= r 
und 
:!.r 
2 )" (2 j- '2 r -,- '2 P) (4 r - '2 j + 2 P) = (r + 2 p) (2 r + 4 P, + 1) 
"-- 2p ,. '2p , 2p+ 4p+l. 
er 
die erste im Fall k = 2 r ., L elie zweite im Fall k = 2 r, Man beweist sie am 
llE'<[uemsten mit dC'r :\lethode dcr erzeugenden Funktionen. 
Ir cgcn der Linearität (lcs J -Operators ist 
(2,5) 
fn der z\\'eitpll SummC' rechts sind höchstcns die Terme von Xull verschieden, 
hC'i del'f'I1 Bildung rlji) yerwcndct wird. abo die Summanden mit j - p s k s j. 
:\Iall ii!Jer!('gt sich leicht, daß diese Summe durch 
() (4 P --'- 1)! 
.)1' (l' d} S 2P -,---aJ' 
- '} j (J -:- 1)/! (2,6) 
ab~('s('hiitzt worden kann. l-m nun auoh den anderen Summanden in (2,5) in 
gp('ignl'tpr "'eise abzuschätzen, benutzt man die leicht zu beweisende Formel 
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(2,7) 
mit deren Hilfe man 
,Ap-. cU) 
, LJ k+ v : (2,8) 
erhält. 
Zur Abschätzung von i ßP- v CV~. I wendet man (2,7) zweimal nacheinander 
an und benutzt die Beziehungen 
/ ßX (2 k q+ 1'11 = I( -1)x .t(:) (2 k t~ x+ V)j s: 2" (2 k + r + x)q-x. 
/
L1x_1_J = I_q_ 1 I< (q + x)! . (k ; r) / q + x (k ; ~ ~ X) I - (k + r - q + l)q -:- x 
:N'ach einfachen Zwischenrechnungen erhält man 
( . 1 ! /jP-" cl) i < L* (k -). + 2p)" --,----c--
, k+. ,- P (j + l)P -d ' 
wobei L~ nur von p abhängt. Setzt man dies Ergebnis in (2,8) ein und beachtet 
noch (2,1), dann ergibt sich 
2i-'-l" U)/ L; ~(p)c 2P L;C k~~-p! Llp a1c Ck s: (j + 1)P .::-0 v, ,Uj = (j + 1)P aj. 
Kombiniert man (2,9), (2,6) und (2,5), dann hat man 
~j+l u. ~ ILlPbV)!:s:C (j+)l)P (2PL;+2P (4p+1)!J. 
k~j-p 
woraus wegen (2,4) und (2,3) die Behauptung unmittelbar folgt. 
(2,9) 
Im Fall p = 1 des Satzes 1 ist die folgende einfache Feststellung häufigvonXutzen: 
Satz 2: 
Es seien die beiden folgenden Bedingungen erfüllt: 
(i) Es gibt eine Zahl Cl mit 
max ak:S: Cl aj 
j-l:Sk:S 2i+ 2 
j = 0,1 ... , 
(ü) die Folge (LI a1c; k = 0, 1, .. , n) hat nicht mehr als r Zeichel1\\·e('h~el. 
Dann ist im Fall p = 1 die Voraussetzung von Satz 1 mit 
C = 6 (r + 2) Cl 
erfüllt. 
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3. p-zulässige JIatrizen 
Definition: 
Eine Matrix '21 heiße p-zulässig, wenn jede ihrer Zeilen die Beclingung (2,1) 
(darin ist ak also durch ank zu ersetzen) mit einem von 11 unabhängigen (' erfüllt. 
Satz 3: 
Die (Cesclro- )}iatrix '21 = (ank) mit 
(n + q - 1 - k) q - 1 
ank = ---'------=------'~ (n + '1) 
q , 
k = 0, 1, .. , 11, 
q eine natürliche ZahL ist p-zulässig für jedes p S q, 
B~'His: 
Es ist 
j--l 
"1 2: !.Jvanlc\(k-j+2p)V~(2p)flp max ii1"ll nlc] J, k~j-p i-Jl<,k~:j-l 
5 (2 p)" p . 2P max Unle. 
j-p::::-:k~j 'r-)J 
)Ian verifiziert leicht. daß 
max Unk 
j ,,<k<jep 
anj 
unterhalb einer nur yon q abhängigen Schranke bleibt. 
:'I1an hram·ht nun also nur noch 
zu unt('r~ueh('n, Für die in Frage kommenden 'Ir erte von k gilt: 
(11 --;- '1 - 1 - k - V) 
'1 - 1 - v 
(11 --;- '1) 
'1 , 
falb nicht q C~ l)= I' j.;t Die.;er letzte vall l' -,t b . t· . 1 n" 
" "-' - ~ Ci a er In l'l\'la er 11 else zu ef-
J('(lIgen. :'IiJt r!Pr Abkiirzung m = min (2 j + 1. n) hat man 
_
_ 1_ '" (" (I 1 k ' 
" --;-- 1 --- ,,- - V) (k- /' ) j- 1,,":'; q 1 _ l' ,-- :., p)' 
I 
, ) (11 '- (l }. 
-,--- (1/ -, J -- :. p)" -
! -- 1 L q -- l' 
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1 
-s: -'-'-1 (n - j + 2 p)V [in + q - j - V),I-" - (n - m)1-'] ], 
1 
~ -. -'-1 (n - j + 2 p)' (q - v) (m + q - j - v) (n + q - j - v)1-"-1 ], 
1II+q-j-11 . (q-V-l)'I-V-1( 2 P -1)' 
= (q - 11) . , (n - J + 1)q-1 1 + --'-, - 1 -+- --.-,-
J,l n-J-r- l , 1I-J-t-1 
j--l-l+q-v 
.c:;: (q - 1') '., 1 (q- v)q- V-1(2p)" (n-j+ 1)q-1 
JT 
52 ft q'I q! (n + : = i - j), 
womit alles be,Yiesen ist. 
Satz 4: 
Die (Rie8z- )Matrix '21 = (ank) mit 
(!nk- 1- -- - 1- -,-
- r (k )131q l (k + 1,)13 11 
n + 1 ,n -t- 1 k = 0, 1. '" 11. 
wo (i und q beliebige positive Zahlen sind, ist für jedes p -s: q p-zulässig. 
ße\\eis: 
Die Summanden in (2,1) mit k :::::: j lassen sich ganz ähnlich wie beim yorigen 
Be\\"cis abschätzen. Bei der Behandlung der iibrigen SUl11manuen ist das 
folgenue Lemma wesentlich. 
Lemma: 
Es ist mit den an!.; aus Satz 4 
0(1) v+1 
Jva I<, '" [in ' 1),0 - k"j1-x 1.:iix -'-1 
," n!.;I--CO(n+l)ßqx~1 T 
falls ° < k :::::: 1/. 
Hier, wie auch im folgenden bedeutet 0 (1) eine Zahl. die nur yon ri und q 
abhängt. Zum Beweis des Lemmas im Fall 0< 1.: S 11 - I' lW11ehte man, daß 
gesetzt werden kann, man hat also 
( r I.: ,l11 .1"+1 11-(11~1)i) 
, 'I 
abzuschätzen, und das ist wegen 
~1" f (1.:) = (-1)" f!,j (I.:~" I' 0) mit 0< O· 
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leicht möglich, wenn man 
d'-' 1 ( (. I.: )' 1 'I 
- --) d kv + 1 n + I, . 
kennt. Diese Ableitung läßt sich mit Hilfe der Formel von f'd(/ rli Hrulto 
(vgl. z. B. [4J S. 92) in der Form 
_1 '~1 0(1) [1 __ (_k_' jPI'I-X (_k_' )'1 X 
kVT1%~1 l n+1 1l+1 
schreiben. Hieraus folgt das Lemma leicht, abgesehen von den k-Werten mit 
n - v <: k <;. 11. Für diese setzt man 
!jv anlc! = I /1' -1 (11 _ (_I.: (1'1) I I ·l n -r- 1. 1 
r (I.: ("1'1 :::;;: 2' -'-1 l1 - .n -;- 1) 
.)" - 1 
= - [In + I)ß - kßF--" 1 t(n:- nil - !.:ri I' '1 
(n + 1)ß1 
Zur weiteren Abschätzung dieser und ähnlicher Ausdrück<' verw<,lIdet 
man zweckmäßig das folgende System von Ungleichungen ("gI. [51 s. 39) 
r .rr--1 (x - y):::::: XV - yr :::::: r yr-1 (.r - y) falls r::::' 1 (:),1) 
r ,rv-1'(;r - y) s;: xr - yr s;: r yr 1 (;1: - y) falls 0/ l' 1. (:~,2) 
Dabei seien .r und y positive Zahlen. 
Es sei nun ß :::::: 1 vorausge:3etzt, für (3 < 1 ist der Beweis ähnlich. Verwendet 
man die erste der obigen Cngleichungen, dann hat man 
was man ,,-egon n -- )' < k <C 11 weiter abschätzen kann durch 
J' an!.' < 0 (1) [(n.l- 1),1 _ ki1 J7- v-1 k(ß-1) (v: 1) 
- (n + l)il'l ' 
\\-orau, das Lemma unmittelbar folgt. 
Xun kann ller ße\\-e18 von Satz 4 in Angriff genommen werden. 
-'Lln heginnt mit der Feststellung. daß 
lllax 
1-_ k' :!; 
v-\-[ I ',1 1"-1 (j ~ 1),1 111 - 1 Y - (, 1) I I -) 
% 1 ,( I! ~ 1)ß - (j + 1) ß 
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ist. und wendet nun (3,1) an, dabei möge ß ~ 1 vorausgesetzt werden. im 
Fall ß <: 1 hat man die weiteren Schritte et\\-as zu modifizieren, 
.\fan erhält 
max .1" Gnk ,~ 0 (1) l(n + 1)P - (j + 1)ßjq-l j,'-11 2: (_!_' _)% 
i<k:S~j+l (n+l)ßq % Il 11 -j 
also 
max i j' ank 
i<k:S~i+l 
und 
mux 
j<k ~:!.j + 1 
fa1l8 :2 j + 1 :> 11 
Aus diesen Pngleichungon ergibt sich nach einfachez' Rechnung (man beachte 
dabei .1' Gnk = 0 für I.: > n) 
,. 0 (1) L '1)' . 1 I1 1" 1 1 va k ' (I.: - ) + 2 p)" < (11:- ,-- (I - ), q- I" . 
n -(n+l)ßY " . 
Durrh zweimalige Anwendung yon (3,1) erhält man schließlieh, daß der 
letzte Au,.,druek gleich 
0(1) anj 
i~t. was -- zusammen mit der Bemerkung am Anfang - den Satz 4 be\\-ei~t. 
Satz 5: 
Die folgenden Matrizen sind i-zulässig 
(i) (ele la rallee Pou8sin) 
, 2 n 2 4 n 3 
1
3 (2 I.: +, 1 _ 3 k 2 + 3, k + 1) 
(/0 1 k = 
- n - , 3 2 I.: + 1 3 1.: 2 + :i k -;-
--3----1- 1 
n 211 2 ' 41/: 
(ii) (Bernstein-Rogosinski) 
1
2 sin 2 (2 ;~, + 1) sin 
ank = 
, ;r 
Sin 
2(2n+1) 
(iii) (!ie Za Vallee P01l8sin) 
(2 I.: -1- 1);r 
2(2n+1) 
für n ~ I.: <c' 2 t/ -, 
für 0/ l.:.' 11 
für l.: = 11 
(1/!)2 21:-1 
ank = (n - 1:) ! (n -i- k)! 11 -: I: --1- 1 
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(iY) (Korovkin) 
1 ;r: 
a k - ~-tan ----
n - n + 2 2 (n + 2) 
{ 
2k+l;r: ) . k-,l } 
2(n-k+l)sin 2 (n+2);r:cos 2 (n+2) +sllI n +2;r; 
Der Beweis läßt sich mit Hilfe von Satz 2 führen. In allen Fällen hat .1 {l nk 
(k = 0,1, ... n) nur einen Zeichenwcchse.l. Zur v,eit~ren Unt~rsucl.nmg yer~ 
wendet man zweckmäßig die folgenden leIcht herzuleItcnden ['nglelehungen. 
Fall (üi) 
k -,-- 1 ,k + 1 (" --- < {lnk < C 
n n 
Fall (i\-) 
k..l..l ~ ,k+1 
C--.,- ~ ank < C ~-?-
11- n-
Dabei bedeuten c und c' positiye Konstanten. 
für k -< t n; 1 
fiirk 
n i- 1 
2 
n+1 für k /"" ---
- 2 
1/+1 
für k / 
4. AnwclHlung ,"on Satz 1 auf Fragen der trigonometrisl'!wll Approximation 
Es werde für B der Raum O2,, der stetigen reellen Funktionen mit der Periode 
:2:l. \-ersclwn mit der Xorm: 
. f . = sup • f (t) i 
t 
gp\\ühlt. r k sei (kr Raum der trigonometrischen Ausdrücke k-ter Ordnung. 
Sie Itl ,.;pi die k-tf' Teihiumme der Fouriersehen Reihe yon fE 02n. "Wegen des 
lwkannten FrjÄrsclten Satzes kann man S~,lk = 1 wählen. Kombiniert man den 
Fall p = 1 des Satzcs 1 mit den Sätzen 3, -1, 5 und der Jacksunschen Ab-
"cl!iitzung für (lie E\ [f], so erhält man eine Fülle von teib bekannten, teils 
!leuen El'i!f'hnisc'en über den .\nnäherungsgrad. Das sei hier nur im Fall der 
Ri".,:,-C'hcn :\1ittf'1 etwas näher ausgeführt. 
~ntz ti: 
:-; .. i 
'i·1l 
.) 
'V L 'Xk COS k.e 
k -1 
di\' F"lIri,,.,,l'Iw f{,'ilw nm f E ('"", \\"eiter seien q und ß zwei positiye Zahlen, 
I{ _ 1. E~ werdl' g"~('(zt: 
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Rn IfJ = IX; + Jl [1 - (n ~ 1 rr (lXk cos k X + ß k sin k .r). 
Dann gilt für 
f2n [fJ = sup I f (x) - Rn [fJ ! 
x 
die Abschätzung: 
1 n 
f2n [I]:S: 0(1) (n + l)ß k~O (k + l)ß-l E k [f] (4.1) 
Es werde weiter vorausgesetzt, daß f eine stetige rote Ableitung (r = 0, 1, 2 ... ) 
mit dem Stetigkeitsmodul ()) (j(r); 15) = ()) (15) habe. Dann sind in (4,1) die 
folgenden Ergebnisse enthalten: 
a) Ist ß > r + 1, dann gilt 
0(1) (1 ) 
Qn [f] = (n + 1)' (I) n + 1 
b) Ist ß = r + 1, dann gilt 
o (1) (ln (n -i- 1)) 
Qn [fJ s::: (n + 1)' w--;;--;-1 
e) Ist ß = r + 1, und gibt es eine Zahl IX < 1 derart, daß 11' W ( ~) \\'ächst, 
,/1 
dann gilt 
1 0 (1) ( 1 ) 
en [fJ:S: 1 _ IX (n + 1)r W ,/1 + 1 
d) Ist ß < r + 1, dann gilt 
en[fl~ (n~~~~ 1 W(II ~ 1)' 
Belnis: 
~Ian hat wegen Satz 1 
" en [f] s::: 0 (1) ~ ank E k [f] (4,2) 
k=O 
mit den ank aus Satz 4. Mit Hilfe der Ungleichungen (:l.t) bz\\'. (:l.2) erhält man 
sofort (4,1). Man überlegt sich leicht, daß die hierbei benutzte "ergriil.lerung 
an der Größenordnuna der rechten Seite ,'on (4,2) nieht~ iindert. Für die 
E k [fJ 8etzt man die "durch den Jacksoll~chen Satz ([öJ S.2/30) gegehene 
Abschätzung 
E k [tl< _c_. w (rJ ; 
- (k -t- 1)r , 
1 
k Tl) 
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in (4,1) ein und erhält 
[fl < 0(1) ~ (kTl)r-r-\(!{-:--~-). I.!n - (n + l)ß k.tf::O /, . I 
H · h"lt Inan a) und d) 'wenn man noch von (ler folgPlHlen Eigenschaft teraus er a " , . 
des Stetigkeitsmoduls Gebrauch macht ([61 S. 10.!). j<,,.. gilt 
«) (Öl) < :2 (,) (152) fall,.. Öl __ : ()~ O. 
Öl -- ,)2 
Im Fall c) hat man 
11 (1 n 1 l ( 1 ) \ - k '- 1 '(0) ---:6 (I) k -'- 1 .) - .~ (k ' 1 )' ( "1) k +- I 
k'-O , k-O T 
(
1 1 , 
< (n + 1)' (0) --)--(11 f- 1)\ 
- 11+11-(/. 
zu berücksichtigen. und im .Fall b) geht man ,,0 nll': 
Es sei 
m=l~~\. lln (n +- 1) I 
Damit ist 
11 1 m 1 l (1 l\ L w(-. -,-)s:: L -k . 1 (k + 1)(1) -k 1
k- 0 k T 1 k~O' -t- + ( 
I . 
f-(n r 1)1') --,-) 
/11 j- 1 
:C2(1n+l)w( __ 1_'-1) i -k 1 +(11 1 1)1')(_1_, -1) m'l . k-O . + 1 m T 
(ln (n + 1)) :s; c (n + 1) w --;;-+~ . 
Der hiermit vollständig bewie,;ene Satz 6 ü,t keineswegs in allen Teilen neu, 
vielmehr sind spezielle Fälle häufig untersucht worden (Der Spezialfall q = ~, 
ß = 1 von (4,1) ist der in der Einleitung genannte Satz von Steckin). Die 
allgemein,;ten Resultate hat Suzuki [TI mit einer ziemlich komplizierten 
)'lethode hergeleitet. Sie sind mit einer Ausnahme (\-gl. Abschnitt 5) in deIll 
weitergehenden Satz 6 enthalten. 
Da der Jack80llsche und der Fejexsche Satz in den Räumen (U' (1 S p< 00) 
Analoga hahen, lassen sich alle Abschätzungen auf diese Räume übertragen. 
Bl'i Anwendung von Satz 1 auf die trigonometrische Interpolation wählt man 
B und CI; wic oben und Skin) [fl wird definiert durch 
, .. ~.,,) [fl ~__ 7.\;') : k (>,) (n) • 
0, --;) T I 'X, . cos V x + ßv Sln v:r, 
... 1<= 1 
wohei 
'Y.~:I) , 
--'-
:3 
" " (1/) ß(n) . ~::J.1I COS Y .1' + v Sill V .r 
'''-=01 
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derjenige trigonometrische Ausdruck ist, der mit f an den Stellen 
2kn 
Xk=---
2 n + 1 k = 0, 1, ... 211 
übereinstimmt. Man kann N~11 = 1 wählen .. es ist nämlich ([8J S. 407) 
al~o 
(I) s1n) [f] + '" Skn) [f] Rnk U] = ----,------=----k+1 
l
· k+1 12 1 2" sm ~(x-x,.) 
= , 2.: t (x,.) (211 + 1) (k + 1)v.~o . ;);- .l"v 81n--
2 
N~/k= sup I i R~,lk [/1 '! = R~lU1] = 1. 
11 t 11 :5 1 
~ach dem Muster von Satz 61asseu sich nuuleieht viele ,reitere Abschätzuuuen 
herleiten. Die einfachsten unter ihnen sind bekannt ([8], [9]. [10]. [11]). e 
5. lTnverbesserbarkeit von einigen Abschätzungen 
Es sei F n eine fallende Xullfolge. Mit K (F n) werde die .Menge der Elemente 
j EBbezeichnet, für die 
~st. 1Ian kann sagen, daß die durch Satz 1 gegebene Abschätzung bestmöglich 
1st, wenn es ein c > 0 gibt, derart, daß es zu jeder Klasse K (F n) ein t E K (F n) 
gibt, für das 
n n 
f '" s (n) jJ I' '" ~T(fi) F -~ank k [ i 2 c .:;.ank 1'n.2kc 1 k 
k~O k~O 
n = 1. 2, '" 
gilt. 
Es soll nun gezeigt werden, daß im Fall der Limitierung von Fourierschen 
Reihen bei Zugrundelegung der Metrik des Raumes C2 . .., eine derartige rnyer-
hesserharkeitsaussage gilt. Dazu werde die spezielle Funktion 
00 
t (.1:) = L (FV-l - F p ) eOB ~':I: (.5.1) 
v=l 
betrachtet. Offenbar ist t E C2" und wegen 
E n [fJ .::;: sup I L (F.-l - F,.) eos }·.Y = F ll 
X l' > n 
ist t E K (F,,). Versteht man unter Sr') [fJ die k-te Teibumme der Fouriersehen 
Reihe von f, dann gilt 
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n n k 
~. f ~ ~>n"S~') ltJ ii = sup I f (x) ~ ~;anle.2 (P" 1 ~ P,,) COS 11X' 
k~O x k~l v~l 
n n 
::2 F o ~ .2 anle (Fo ~ F,,) = .2 an" F le . 
k~l k~O 
Damit ist eIie Behauptung schon bewiesen (den Spezialfall an" = (11 + 1)-1 
hat Stechn [1J im wesentlichen mit der gleichen :\fethode behandelt). 
Bemerkenswert ist noch, eIaß eIas hier konstruierte lEK (F n) nicht von 21 
abhängt. 
Im folaenden wird eine typische Anwenduna dieser tberlegungen beschrieben. 
Dazu ~"ird daran erinnert, daß gilt: Für I EÖ °2" ist 
consh 
E" [f]::;: (k + 1)r+1 
genau dann erfüllt, wenn j<r) existiert und 
sup i I<r) (x + h) ~ 2 j<r) (x) + I(r) (x ~ h) I ::;: const . t (5,2) 
x;[h[ '5ct 
ist. IYenn man diesen klassischen Satz mit Satz 6 im Fall (:I = r + t und mit 
dem oben Bewiesenen kombiniert, erhält man das Ergebnis: Ir enn f(r) 
existiert und (5,2) erfüllt, gilt - Bezeichnungen wie in Satz 6 - im Fall 
/j=1'+1 
0(1) const 
!2 n [f]::;: (n + W In (n + 1) 
und die Größenordnung dieser Abschätzung kann nicht verbessert werden. 
Interessanterweise kann sie doch verbessert werden (man kann den Faktor 
In (11 -~ 1) v.cglassen), wenn man (5,2) durch 
sup I l(r) (x + h) - j<r) (x) 1 ::;: const t 
x;I"1 :::;t 
er~etzt und ß eiIw gerade Zahl ist (Zygm und [9J, Suzuki [7]). 
Dip im vorigen Absclmitt hergeleiteten _~bschätzungen zur trigonometrischen 
Interpolation sind ebenfalb scharf in dem oben präzisierten Sinn, wenn man 
zusätzlich noch die KOll\"exität der Folge (1\) fordert. Um das einzusehen, 
benutzt man "'ieder die Funktion (5,1). Beachtet man, daß aus 
'XJ 00 
f (x) = .2 cv COS 11 :c 
;" ~ . 1 
mit L i cv : < 00 
v=l 
für di,' Kodfizient\'ll ües Interpolatiollsausclruckes 
)/ 
S;;,) [f J =c .2 c,. eos )J .i: 
" 0 
m=2n+l 
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folgt, dann erhält man nach einfacher Rechnuna E> 
n 
!! t - L ank Si") U] 11 
k~O 
~ i ank {I (1'10" +k - F(I'+1)m-k-tl - OOL (1'0.",-1 - 1'1'1>1)' 
k=O /1=0 p=l L 
'Wegen 
k = 1. 2. '" 
hat man 
(5,3) 
l' I'm + k - 1'<1,71) m-k-1 ~ 1'(1' + 1) m-k-1 - 1'(1' + 1) m +k fl = 0, 1, ... 
[
n - 11 
falls k <::::: ko = -2-j ist. Also gilt für diese k-\Yerte 
00 
L (1'1'''' +k - F u< + 1) m-k-,) 
I'~O 
1 00 
~ '2 ,,~}(Fl'm+k - 1'(1' + 1) m-k-tl + (1'(1' - 1) m-k-1 - 1'(/, . 1) m"- k))] 
1 
= -Fk 2 . 
Ganz ähnlich rechnet man 
00 1 L (F"m-1 - 1'''111) <::::: F 2n - 1'2n+1 -;- ~ (1'" - F".q) 
Jl=l rn p:crn 
1 2 n 1 1 
<::::: --- L (1'1' - 1'1""1) + -Fm <---Fn. 
11 + 1 I' ~n 111 - 11 -'- 1 
Setzt man die beiden Abschätzungen in (5,:3) ein. so erhält man 
Schließlich sei noch angenommen. daß die ank den gleichen Yorau~"etzungpn 
wie in Satz 1 genügen. Aus (2.1) für v = ° folgt nach piner kurzen Rechnung 
wo (\ < 1 eine nur ,'on C abhängende Konstante i~t. ~Iit di",",pr Beziehung 
erhält man 
n 
; t - Lank sf') [tJ 
k~O 
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falls 11 > 8 C 11 , und damit ist der Beweis becndet. 
Diese Vnverbesserbarkeitsaussagen sind nur für den Raum C2n bewie,;en, in 
anderen Räumen brauchen sie nicht zu gelten. Z. B. gilt, wenn S~') [fJ wieder 
die kote Teilsumme der Fourierreihe von f bedeutet 
1 
wie leicht nachzurechnen. Daraus folgt im Fall E" = - für die Größellorrlnung 
l' 
I 'ln 11 In n . 
des Fehlers -- , während AmH'l1dung von ~atz 1 nur -- ergibt. 
11 n 
6. Andere Anwendungen yon Satz 1 
'Yeitere wichtige Amvendungen nJIl Satz 1 beziehen sich auf die Approximation 
durch :JIittel von Orthogonalpolynomentwicklungen. Legt man insbesondere 
ultra"phärische Polynome P~:') zugrunde (vgI. L 12]), so läßt sich stets N~i'l· = 
COllst ,,'ählell. wenn nur p ::'> }. ist [13]. Zusammen mit dem Jacksonschen Satz 
ergibt das 
Satz i: 
Die auf [-1, 1 J stetige Funktion t habe die Entwicklung 
00 l: !)(v P v (}) (x) 
v=O 
naeh ultrasphärisehen Polynomen PP). Ist 
n I (v ')ßl q 'li/'Ii;) [11 = sup ; t (x) - L ,1 - --, - !)(v P)),) (x) 
.TE[-l,l] V~O n T 1 
mit fJ ) .. so gilt 
( Jen 
'l}'!) rtJ ~ ( + 1)ß L (k + 1)ß-1 E/c Cf] 
n k=O 
wo r nur ,'on IJ. ri lllHl ). abhängt. Hieraus folgen die gleichen Abschätzungen, 
wi,' "it· in Satz (j unter a) bis <1) genannt sind. 
Di,' C'1H'r]"gungcll de,-; ,'origen Abschnittes über Cnverbesserbarkeit lassen 
"ich eht'llfalis fast wörtlich übertragen. 
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Von besonderem Interesse ist noch der Fall der Cl-Mittel von Entwicklunaen 
nach Tschebyscheffpolynomen zweiter Art P.(l). Hier gilt N nk(1) = c In (n + 1) 
[13J. Damit erhält man 
Satz 8: 
Für die Entwicklung nach Tschebyscheffpolynomen zweiter Art gilt 
(1,1) c n (' 1) 
f2n [fJ::;;n+1v~owf;v+1In(v+1). 
Insbesondere ist die Entwicklung von t nach Tschebyscheffpolynomen zweiter 
Art gleichmäßig Cl-limitierbar, wenn 
lim (() (I; ~) In v = 0 
v---+oo V 
ist. 
Die Approximation von stetigen Funktionen durch Cl-Mittel ihrer EntwicklunO" 
in Walsh-Reihen (zu diesen vgl. [14J, [15]) läßt sich ebenfalls mit Hilfe vo~ 
Satz 1 behandeln. Man wählt als Raum B die lineare abgeschlossene Hülle 
(bezüglich der Supremum-Norm) der Menge der Walshfunktionen Wi (i = 
0, 1, 2, ... ) und als U k den von Wo, Wl, ... , Wk aufgespannten Raum. 
Man überlegt sich leicht, daß U2 n-l der Vektorraum derjenigen Treppen-
funktionen auf [0, 1J ist, die höchstens an den Stellen 
'z 
Xj = 2n i = 1,2, ... 2" - 1 
Sprünge haben. Es folgt 
also ist für 
2n ::;; k < 2n +1 
1 EdIJ ::;; E z n [fJ ::;; 2 w (f; 2-n ) ::;; (() (I; 2- n - 1 ) ::;; (() (f: k- 1 ) 
vVenn man nun beachtet, daß Nnk(l) = const gesetzt werden kann (das ist im 
wesentlichen schon von Walsh [14J bewiesen), dann lassE'll sich ganz leicht 
wieder die üblichen Abschätzungen beweisen und insbe:,;ondere eine Frage \"on 
N. J. Fine ([15J S. 397) beantworten. Diese Frage ist mit einer anderen 
:Methode auch von S. Yano [16J beantwortet. 
Schließlich seien noch die Anwendungsmöglichkeiten \"on Satz 1 bei Ent-
wicklungen nach Eigenfunktionen einer Sturm-Lioudlleschen Rawhn'rt-
aufgabe (dazu vergleiche man [17], [18], [19]), bei Entwicklungen IHH'h Kugd-
funktionen [20] und bei Polynominterpolation mit Xulbtellen n)!l ultra-
sphärischen Polynomen als Knoten [21] genannt. 
7. Ein Gegenbeispiel 
Es ist natürlich wünschenswert, den Gültigkeitsbereich der in Satz 1 gegebelwn 
Abschätzung möglichst weit auszudehnen. Die Voraussetzung (2,1) ist auf die 
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wichtigsten Anwendungen zugeschnitten. Betrachtet man aber beliebige 
~Iatrizen ~l, so ist sie doch recht einschränkend, z. B. folgt ja <tn;,\ (2.1) t-\ofort, 
daß ank =f= 0 für alle k mit 0 oe:;: k oe:;: n gelten muß. (2,1) läßt ~ich in ver-
schiedener 'Yeise abschwächen, man kann etwa die rE'ehte Seitn ('aj durch 
C (aj -+- (Ij-l) ersetzen, ohne daß Satz 1 seine Gültigkeit verlit'ft. E,., ,.,eheint 
aber nicht leieht zu sein, einen einfachen und viel weiter reiehenden Er,.;atz für 
(2,1) zu finden. Man hat also - wenn man sich noch auf den Fall s~:2 = eonst 
beschränkt - das Problem: 
,.L'nter welehen Voraussetzungen über 'll und y gilt 
(7,1) 
n = 1,2,3, ... 
mit einem von Il und tunabhängigen C für alle t E B '1" 
Wenn man die triviale Abschätzung E k [f] :S:: I: j ! benutzt. dann kann man 
aus (7.1) sofort 
n 
! L ankSt') u] <:: (C + 1) ! t !i, 
k- n 
und damit 
n 
" S(n) " --- (' f- 1 ~ (lnk k 1 1: ..:::..: __ / -
k~O 
11 = 1,2, ... (7,2) 
folgern. (7,2) ist also eine notwendige Bedingung für die Giilti"keit von (7,1). 
Si: ist aber nicht.hinreie~en~. Da,.; soll nun durch ein Beispiel ~ezoigt werden. 
DIe folgende BeZIehung 1St em Spezialfall von (7,1): 
11 1 2/1-1 ,("/1-1 11 1 ~1I-1 
11
-;: .2 f-h- ) [fJ - t 1 oe:;: C - L Bk If] 
k-n n k=n 
Sptzt man hier ein tEe n+l ein, dann erhält man 
11 
oeler 
S~,'2 /I 1) lf J <C C E n [f J + i t :S:: (C + 1) I i t I 
1Ja~ i~t im Fall der Legel/rlre-Reihen nicht riehtia. L'm das einzusehen wähle 
lllall für ein genügend großes 11 '" , 
t (x) = 1n lPIl-'-l (:c) - P n- l (x)] 
und Iwnutzn dip IwkanrüPll Beziehungen [121 
const 
Slip Pn-'-l (x) - P n- l (x) I :s;: 
L E[-I.I] Vn 
sup P n (x) , = 1 
xE [-1,1] 
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Nun ist die Legendre-Reihe einer stetigen Funktion f gleichmäßig ('I -limitierbar 
gegen f. Daraus folgt wegen 
~ 2~1 812n-1) = 2 (_1_2~1 8 i~n-l») _ ~ "f 8fn-1) 
n k= n 2 n k=O n k=O 
daß (7,2) erfüllt ist. Damit ist gezeigt, daß (7,2) nicht hinreichend für (7,1) ist. 
übrigens kommt man auch dann nicht zu weitertragenden Ergebnissen, wenn 
man (bei Gültigkeit "on (7,2» zuläßt, daß die Konstante C in (7,1) von f 
abhängt. 
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