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Abstract 
The oil price-inflation relationship has been at the center of attention among economists and 
policy makers, especially after 1970’s oil shocks that resulted to a significant increase in the inflation 
rate in number of countries around the world. In this study, we aim to investigate the evolving 
relationship between oil price and inflation in South Africa, using time series data starting from 
January 1922 to July 2013. We fit both asymmetric and symmetric dynamic conditional correlation 
exponential GARCH (DCC-EGARCH) models to the data, and we find oil price to have a positive 
relationship with inflation and further, the asymmetric EGARCH shows that the positive shocks 
have higher impact on inflation than negative shocks of the same magnitude. Moreover, we 
observe that the correlation has been decreasing gradually over time despite the significant increase 
in oil consumption in South Africa over time and higher world oil price that keeps on rising. The 
less significant oil price- inflation relationship, observed in recent years, can be attributed to the 
South African Reserve Bank commitment to stabilize inflation expectation in the presence of 
external shocks.  
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1. Introduction  
 
The oil-inflation relationship has received attention since the oil price shock in 1973 where the 
inflation in a number of countries tripled following the decision of the OPEC countries to limit 
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the extraction of oil for later generation. South Africa was not immune to that specific oil shock 
that affected a number of countries as towards the end of year 1973, inflation moved from 16% 
to 46%.  
 
Beside 1973 oil price shocks, other oil shocks (1979 Iranian revolution, 1990 Iraq invasion of 
Kuwait and 2000’s period characterized by an increase in global oil demand) have occurred but 
their effect on macroeconomics variables tends to be less pronounced in recent years compared 
to 1970s. In the literature, the changing effect of oil shock on the economies is attributed, by some 
authors, to a better monetary policy that controls the price movement and to a less share of oil 
usage in production process.  
 
Blanchard and Gali (2007) identified four oil shocks from 1985 period to 2005. In their study, oil 
shock was defined as 50% increase in the oil price for a period of 1 year. The authors found that 
despite the same intensity of the four oil price shocks, the effect of these shocks on growth and 
inflation has been different over the years. The 1970s shocks were characterised by higher inflation 
and lower growth while in the recent period lower inflation and increasing growth is observed 
despite the ongoing increase in energy consumption over time. The authors explain different 
outcomes on macroeconomics variables linked to a better monetary policy, a decrease in wage 
rigidities and a reduction of oil usage in production process.  
 
On the other hand Kilian (2009) stresses out the relevance of the type of oil shocks and their effect 
on macroeconomic variables. In their study, three sources of oil shocks were identified, firstly 
1970’s oil supply shortage that resulted in OPEC countries oligopolistic decision to limit the oil 
extraction for future generation, secondly the recent shocks due to an increase in the demand of 
oil worldwide, and thirdly the shortage of oil due to precautional demand on unexpected increase 
in the price of oil that materialized because of war and political instability in oil producing 
countries.  
 
Nkomo (2006) in his study on crude oil price movement and its impact on South Africa stressed 
out the negative impact of higher oil price on South Africa economy due to its dependency on 
imported oil. For an oil importing country like South Africa, oil price is determined by the forces 
that are exogenous to South Africa, with oil price movements mainly affecting households’ 
consumption, the transport sector and agriculture sector, which, in turn, translate directly or 
indirectly to the overall price level, hence higher inflation. 
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Given that the impact of oil price on a specific country depends on the structure of the economy, 
this study aims to investigate oil-inflation relationship in South Africa and to check whether the 
effect of oil price on South Africa’s inflation has been changing over time, and gives a detailed 
insight of observed significant changes between January 1922 to July 2013.  
 
Using Dynamic Conditional Correlation (DCC) specification proposed by Engle (2002), we fit 
multivariate DCC-EGARCH model, hence the conditional variance is specified as EGARCH. In 
this specification, the variance covariance matrix is decomposed in order to get time-varying 
correlation. The DCC model will enable us to observe the change in the correlation of shocks over 
time. We also perform Granger causality on the conditional mean equation of the inflation, in 
order to test the direction of causality in mean from the oil price to inflation.  
 
Dynamic Condition correlation has been used extensively in literature to identify the comovement 
between stock prices and other economic relationships. In this study, Bayesian approach of 
Dynamic Conditional correlation will be used in order to address the optimization problem that 
we encounter when dealing with GARCH models (Ardia, 2006). 
 
To the best of our knowledge, this is the first study to investigate the time-varying relationship 
between oil price and inflation in South Africa.  
 
The rest of the chapters are outlined as follows, beside the introduction, Section 2 reviews the 
literature, Section 3 describes the model and data used in this study while Section 4 presents and 
discusses the findings, and Section 5 will conclude. 
 
2. Literature  
 
The impact of oil price on macroeconomics variables, more specifically on inflation and growth, 
has been an important topic amongst researchers and policy makers. Higher oil price creates 
challenges to policy makers while choosing optimum policy solution between both lower inflation 
and growth stability in the presence of oil shocks.  
 
The three transmission mechanisms that are commonly identified in literature include the direct 
impact of oil price to inflation where high crude oil price instantaneously affects the price of 
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refined products such as the fuel price for transport that is included directly in the basket of 
Consumer Price Index in South Africa, hence has an impact on inflation. The oil price also 
increases consumer price indirectly through producer price in South Africa. The fuel is used to 
operate agriculture machinery and is considered as one of input to agricultural firms. Then, an 
increase in fuel price will lead to an increase in the cost of production, and agricultural firms will 
be inclined to adjust prices of their final products accordingly. Moreover, an increase in the oil 
price tends to fuel inflation expectation of consumers in general.  
 
Given that South Africa has limited oil reserves and 95 percent of its crude oil requirements are 
met through imports, any increase in the oil price due to an increase in either demand or decrease 
in supply will have an effect on the economy of an oil importer country like South Africa.   
 
A number of researchers have focused their attention on the impact of oil price on macroeconomic 
variables. In literature, it has been observed that despite the large increase in demand for oil 
worldwide in the recent period, the impact of the oil price shocks on macroeconomic variables 
has been less compared to 1970’s.  
 
Hooker (2002) using Phillips Curve models, which allow for various nonlinearities and structural 
breaks, found no evidence of causal influence of oil price on US main macroeconomics variables 
after 1981; moreover, the author finds structural break specification to fit better than asymmetric 
and nonlinear specifications. Jose De Gregorio et al. (2007) analyse the impact of oil price on 
inflation for a number of countries and found that the reduction of the impact of oil price to 
inflation is due to a reduction in oil intensity, a reduction in exchange rate pass-through and a more 
favourable inflation environment. In addition, the authors stress out that the impact of oil on 
macroeconomics variables depends on the source of oil price shock. 
 
L’oeillet and Licheron (2001) examined the relationship between oil price and inflation in Euro 
area by taking into consideration non-linear relationship and structural break that occurred during 
the period under investigation and they found that the 1973 and 1979 oil shocks had a big impact 
on inflation compared to recent oil shocks. The reduction on intensity of oil shocks was attributed 
to credibility of monetary policy in Euro area that minimizes the inflation expectation and to a 
reduction in the energy intensity.  
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Moreover, the issue of asymmetric response of oil effect on macroeconomic variables has been 
investigated in the literature. Mork (1989) considers the possibility of asymmetric responses of real 
growth to oil price. The author finds the increase in the oil price to have a higher negative impact 
on growth than a decrease in the oil price. In the same line of research, Mory (1993) observes that 
oil price change results in an asymmetric response of the economic activity.   
  
Catik and Karacuka (2012), using Markov Regime Switching Vector Autoregressive, investigate 
the oil inflation pass through under lower and higher inflation regime in Turkey. The non-linear 
regime-dependent impulse response shows that the lower inflation environment significantly 
reduces the pass through of oil to inflation, which is observed during the inflation targeting regime. 
 
In South Africa, a number of studies has explored oil-inflation relationship, among others, 
Niyimbanira (2013) using Johansen cointegration methodology investigates the relationship 
between inflation and oil and he found existence of a long run relationship between inflation and 
oil price and further, by performing Granger causality test, the author found oil price to granger 
causes inflation up to 2 and 4 lags.  Chisadza et al. (2013) investigate the impact of oil shocks on 
South African economy using VAR with sign restriction. Their results show no reaction from 
monetary policy when faced by oil supply shock, oil demand shock and oil-specific demand shocks. 
The authors found the output to be affected positively by both the oil demand and oil-specific 
demand shocks, while an oil supply shock has no significant effect. In addition, they observe 
instantaneous but temporary rise in inflation caused by both the oil supply and oil demand shocks; 
and the effect of oil-specific demand shock reported to be insignificant. Gupta and Kanda (2014) 
use causality testing in the frequency domain to highlight significant short and long-run causal 
relationship running from oil price growth to inflation.      
 
The aim of this study is to extend the empirical literature on oil-inflation dynamics in South Africa. 
The time-varying relationship between oil and inflation is utmost important for a country like 
South Africa because of its higher dependency on oil in transport and agricultural sectors. Using 
both asymmetric and symmetric dynamic conditional correlation EGARCH approach, the time-
varying correlation between oil price and inflation shocks in South Africa will help us to investigate 
the role of monetary policy in South Africa to mitigate the negative effect of oil shocks. Our study 
builds on the work of Ajmi et al., (2014), who highlighted asymmetric causality between oil price 
and the consumer price index in South Africa, but did not account for possible time-variation in 
the relationship between the two variables. 
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DCC-GARCH methodology has been applied in empirical studies to investigate the dynamic 
relationship among financial and macroeconomics variables. Filis et al. (2011), in their study, 
distinguish the impact of oil prices on stock market of both oil importing countries and oil–
exporting countries using asymmetric DCC-GARCH; and the time varying correlation displays no 
difference in oil importing and oil exporting countries. The correlation increases positively in the 
response to aggregate demand-side and negatively to precautionary demand. The authors found 
aggregate supply shock to not influence the relationship between oil import and oil export markets, 
and the lagged correlation results show that oil price exerts a negative impact in all markets 
regardless of the origin of oil price shocks with the exception of year 2008’s oil price shock where 
a positive correlation was observed.  
 
In this study, a bivariate DCC-EGARCH is employed using South African monthly data from 
January 1922 to July 2013. The DCC-EGARCH can be successively used to estimate large time-
varying covariance matrices, with less number of parameters than other multivariate GARCH-
models. Moreover, this study will make use of both asymmetric and symmetric approaches in order 
to check asymmetric effect of negative and positive oil shocks on conditional volatility.  
Hamilton (2003) study shows that an increase in oil price affects the economy while a decrease 
does not. 
 
3. Data and Methodology  
 
3.1 Data  
 
We make use of the year-on-year growth rate of the seasonally adjusted CPI as a measure of 
inflation in South Africa and The West Texas Intermediate-Cushing Oklahoma spot prices quote 
for the crude oil prices as a measure of the exogenous world oil price for year 1922:M01 to 
2013:M07.   
The data on both variables are obtained from the Global Finance Database. Phillips-Perron (1988) 
and Kwiatkowski-Phillips-Schmidt-Shin (1992) unit root tests (see the Appendix) reveal that both 
variables are stationary in levels I(0). 
 
3.2 DCC-GARCH Model  
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DCC-GARCH model is based on the decomposition of the conditional covariance matrix into 
conditional standard deviations and correlations. 
 
Engle (2002) introduced a Dynamic Conditional Correlation (DCC) model that extends the 
Bollerslev’s (1990) constant conditional correlation (CCC) model by including a time dependent 
component in the conditional correlation matrix. Although, the CCC model has been used in 
number of empirical studies, the assumption of constant conditional correlations may be very 
restrictive. Therefore Engle (2002) modified CCC model by allowing condition correlation matrix 
to be time varying. 
 
Based on Engle (2002), we first consider the following multivariate GARCH (Bauwens et al., 2006) 
model:  
yt = F0 + F j
j=1
p
å yt- j + e t          (1)  
where ty  denotes an 1n vector of dependent variables, j , pj ,...,1  denotes n´ nmatrix of 
conditional mean parameters. In Equation (1), the conditional mean of the variables are specified 
as vector autoregressive (VAR) process with order p. The residual matrix in Equation (1) is defined 
as  
 
ttt uH
2/1             (2)  
 
Where H t
1/2  is Cholesky factor of the time-varying conditional covariance matrix tH  and tu  is an 
1n  vector that is assumed to be independent and identically distributed with   0tuE  and 
Var ut( ) = In, where In  is the identity matrix of order n . 
 
In multivariate GARCH literature, different possible specifications of tH  have been developed 
(see VEC model by Bollerslev, Engle and Woodridge (1988) and BEEK model by Engle and 
Kroner (1995)).  
 
In this study, a bivariate model DCC-EGARCH specification (Engle, 2002) is used and time- 
varying covariance matrix tH  is defined as:  
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         tttt
DRDH   
 
where tD  is a diagonal matrix of conditional variances. 
 
          
 
 
Following Nelson (1991), each conditional variance in tH  is specified as univariate exponential as 
EGARCH (1, 1) model of the form: 
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To take into account of asymmetric effect in volatility from positive and negative shocks, the 
following asymmetric EGARCH(1,1) is used:  
 
     
,,...,1),log()log( 1,
1
1
1
1
1
, kih
h
u
d
h
u
h tiii
t
t
t
t
iitii  



      (4)  
 
where i  measures persistence in volatility in both Equation (3) and Equation (4) and i  and 1d  
capture volatility spillovers. When the coefficient 01 d , it means that there is existence of an 
asymmetry in the variance equation and a positive value of 
1d  implies that positive shocks increase 
the conditional variance more than negative shocks while its negative value means that negative 
shocks increase conditional variance more than positive shocks.  
 
In order to capture the correlation dynamics, tR , in the conditional variance, is a matrix of 
conditional (quasi) correlations of the following form:  
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tR  is given by,  
 
Rt = diag Qt( )
-1/2
Qt diag Qt( )
-1/2
 
 
where tQ  are n´ n symmetric positive-definite matrices given by,  
  1
'
111   tttt QuuQQ           (5)  
 
where tu  is an 1n vector of standardized residuals, ttD 
2/1 , Q denotes the unconditional 
covariance matrix of tu , 0,0   and 1 , the parameters   and   in Equation (5) are 
non- negative scalar and they represent the correlation persistence parameters of the DCC-
EGARCH model, as their sum implies the persistence of the correlation to shocks. 
 
Conditional covariances are obtained as 
 
 tjjtiitjjtiitijtij qqhhqh ,,,,,, /  
 
The matrix tQ is written as a EGARCH (1,1)–type equation and then transformed to give the 
correlation matrix tR . 
In this study, we adopt a fully Bayesian approach to estimate all unknown parameters in the DCC-
EGARCH model. We jointly model oil and inflation by using multivariate EGARCH models with 
symmetric and asymmetric specifications of conditional variance. 
Moreover, the oil price is an exogenous variable for South Africa and not affected by the inflation 
series of South Africa. This means that the inflation does not Granger cause oil prices. We impose 
the restrictions by this Granger non-causality in Equation (1) as zero restriction, leading to a near-
VAR specification. Defining   ttt flationinpriceoily , ,  the Granger non-causality from 
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inflation to oil price implies that f12
( j ) = 0, where  f12
( j ) is the (i,j) element of the matrix F j , 
j=1,2,…,p, in Equation (1).  Additionally, we can test the hypothesis that the oil price does not 
Granger cause inflation in mean as an F-test the restrictions  f21
( j ) = 0. j=1,2,…,p. 
  
3.3 Estimation§ 
 
The conditional likelihood function of model (1), for a sample of observations  nyyy ,......,1  
can be written as  
 
   tt
n
t
t yHHl
2/1
1
2/1 


  ,  
which is equivalent to: 
 
    ttttt
n
t
k
i
tii yDRDRhl
2/12/1
1 1
2/1
,

 
  





                     (6) 
 
where p  is the joint density function for t ’s and the set of all model parameters is represented 
by  .,...,,,,,...,,, ,112111 kkkkk    
The natural choice for the error distribution in Equation (1) would be a standardized multivariate 
normal distribution. However, normality is rejected in presence of higher Kurtosis.  
In the univariate case, the excess Kurtosis greater than zero has been most commonly 
accommodated with Student t-distributed errors (see Baillie and Bollerslev (1989)). Another 
alternative in the multivariate case is then multivariate t-distribution (Fiorentini at al. 2003), which 
has the extra parameter, degrees of freedom parameter v , to be estimated and when this parameter 
tends to infinity, the student t density tends to normal density,  and it is  assumed that v>2 so that
tH
 can always be interpreted as a conditional covariance matrix.  
 
The density function for multivariate t distribution is given by: 
                                            
§ Note that we adopted Bayesian estimation approach described in Ehlers et al. (2007).  
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(7)  
 
where   is the Gamma function, the likelihood function is easily obtained by applying in 
Equation (6). Note that the standardized version of the multivariate Student t-distribution for 
2  is implied by   0tE   and Var et( ) = In. 
When v , multivariate t-distribution tends to multivariate normal distribution. When 2v  
(for 2 ), the tails of the density become thicker and thicker.  
 
3. 4. Prior information  
 
Using Bayesian approach, the joint posterior density is proportional to the product of the 
likelihood function and the joint prior density. The prior distributions of all parameters are as in 
Ardia (2006).  For EGARCH (1, 1), coefficients in Equation (3) and Equation (4) are given by 
  iiii IN 0
2,~   ,    102,~  iii IN    and    10
2,~  iii INi   , .,....,1 ki   A prior 
distribution for the tail parameter is assigned as    22,~ vvv INv i    when using multivariate t-
distribution.  
Similar approach is adopted for the parameters   and   in Equation (4). For these prior 
distributions, the values of the hyper parameters were kept fixed. The hyperparameters are 
specified as  0   viii  and 100
22222    vii . 
We adopt Monte Carlo Markov Chain (MCMC) sampling strategies for obtaining samples from 
the joint posterior distributions. Since the full conditional posterior distribution is not of known 
form, Metropolis-Hastings steps provide the easier sampling strategy to yield the required 
realization of posterior estimate  y/ . 
 
4. Findings  
 
4.1 Descriptive statistics 
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Before we start our model estimation, we perform some preliminary descriptive statistics. We start 
by viewing the individual plot of each series. Note that the two variables, namely, inflation and oil, 
are expressed in percentage. 
From Figure 1, we can see that the inflation has been quite high in 1970s till 1990s where the 
inflation starts declining. During that specific period, South Africa Reserve Bank was following a 
more eclectic approach of monetary policy where a set of instruments such as changes in bank 
credit extension, overall liquidity in the banking sector, the yield curve, changes in official foreign 
reserves, changes in the exchange rate of the Rand, inflation movements and inflation expectations. 
From 2000 up to now, the South Africa Reserve Bank has been following formal inflation targeting 
and the core objective of monetary policy is price stability with the target range of inflation being 
between 3-6 percent. 
 
 
 
 
Figure 1: Annualized inflation rate  
 
During the inflation targeting period, despite South African vulnerability to various 
external shocks, the South African Reserve Bank managed to keep the inflation within the 
target band beside period 2002 and 2008 sub-prime crisis; the inflation was way above the 
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target range due to depreciation of the Rand in 2002 and during subprime financial crisis 
in 2008. 
 
Figure 2: Year-on-year oil growth rate. 
 
Figure 2 show that oil price growth movement has been volatile since 1970, and significant 
increases in the oil growth during 1973-1974, 1979 and 2000, which represents 3 oil price events 
namely, Oil supply shortage early 1970’s, Iran revolution (1979) and 2000’s characterized by 
increase in oil demand. We also observe a decrease in oil price during period 1986 and 2008 sub-
prime crisis.  
Table 1 below, displays summary statistics. The variance of oil growth rate is quite high and it also 
exhibits a high Kurtosis of 7.38. We also observe negative skewed inflation rate series and positive 
skewed oil growth rate. Using the Box-Pierce test for autocorrelation, we reject the null hypothesis 
of no-autocorrelation up to 36 lags at 1% level of significance for both series and the null 
hypothesis of normality for both series is also rejected at 1% level of significance using Jarque-
Bera (JB) statistics.  
The correlation coefficient between the growth rate of the oil prices and South African inflation 
rate is 0.0892, which shows a weak positive linear relationship over the sample period and the 
covariance between two series is 12.05.   
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Variable  Mean  Standard 
deviation  
Minimum  Maximum  Skewness  Kurtosis  Box-
Pierce  
JB  
Oil   3.68  25.55 -89.21 127.81 0.73 7.39 0.00 0.00 
Inflation   5.28  5.29 -22.94  18.76 -0.20 4.36 0.00 0.00 
 
Figure 1: Summary Statistics of both annualized inflation rate and year-on-year oil growth 
rate 
 
After preliminary summary statistics, we specify both asymmetric and symmetric bivariate DCC-
EGARCH model for the two series. According to Schwarz’s Bayesian Information Criterion (SBC) 
(Schwarz, 1978), we opt for four optimal lag length in our Bivariate EGARCH models. SBC has 
shown better performance when compared to AIC, FPE and HQC in the case of  larger sample 
sizes (Liew, 2004). The optimal VAR order p is also selected by the SBC and is 4.  
The DCC-EGARCH results are summarized in Table 3 and Table 4.  
 
4.2 Empirical Results   
 
4.2.1 Multivariate DCC-GARCH estimates.  
 
By fitting multivariate DCC-EGARCH, we observe that constant term in the mean of inflation 
equation is statistically significant at 1 percent level of significance for both symmetric and 
asymmetric specification. The conditional mean of inflation depends on lag 1 up to 4 of oil growth 
and to its own lag 1 up to 4, and all the coefficients are statistically significant at 1 percent level of 
significance. The inflation in the oil equation is restricted to zero, meaning that oil is treated as 
exogenous. Then, oil depends on its own lags only. The asymmetric model shows that the lagged 
oil coefficients are only statistically significant up to two lags while for symmetric specification are 
up to 4 lags.  
Moreover, from variance equation, the statistical significance at 1% level of significance for both  
  and  terms justifies the suitability of the EGARCH(1,1) for both oil and inflation equation. 
The coefficient of the lagged conditional volatility, as shown by  ’s in Equation (3) is 1 and for 
Equation (4) is very close to 1, suggesting a high persistence in the shocks to the conditional 
variances. 
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 Oil   Inflation  
Mean equation 
Constant   0.000140866 0.0767306257*** 
Oil(-1) 1.004636557*** 0.009869042*** 
Oil(-2) -0.004631925* -0.003372854*** 
Oil(-3)  0.000054146 -0.006365411*** 
Oil(-4) -0.002119038 0.002109940*** 
Inflation(-1)  - 1.098872699*** 
Inflation(-2) - -0.029135894*** 
Inflation(-3) - -0.082296643*** 
Inflation(-4) - -0.000795012*** 
Variance equation 
  -0.072550249*** -0.054838357*** 
  0.064027577*** 0.392634852*** 
  1.003927040*** 0.957319625*** 
 1d                                                0.000535106***                             0.061194158***  
DCC parameters 
                                                   0.009277995*** 
                                                   0.990606614*** 
Univariate diagnostic test    
Standardized residuals  Z1 Z2 
Test Statistic** 
Ljung-Box(4) 
Ljung-Box(8) 
 4.6530*** (0.3248)  
 7.7502*** (0.4582) 
1.6079***(0.8074) 
7.5550***(0.4781) 
Turning points  -14.4660(0.0000) -1.0521***(0.2928) 
Different sign  -9.4117(0.000) 0.2093***(0.8342) 
Rank Test  -0.6186***(0.5362) 0.6342***(0.5260) 
Multivariate diagnostic test 
Multivariate(Q4) 
Multivariate(Q8)  
Normality(JB)   
Multivariate ARCH(9)                                                                      
16.2465***(0.43590) 
45.1844*(0.06116) 
4653195.707(0.000) 
8.14***(0.52009)
 
 
                                            
** The values in parantheses indicate p-value 
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Notes: *,**,*** denote significance at 10%, 5% and 1% levels, respectively 
 
 
 
Table2: Asymmetric Dynamic Conditional Correlation EGARCH estimates. 
 
The asymmetric terms 1d  in both oil and inflation equations are positive and significant, which 
reveals that the positive shocks have a higher impact on volatility than negative shocks of the same 
scale, the similar findings was in line with Mork (1989) and Mory (1993), among others.   DCC 
estimates show that ARCH parameters   in the conditional correlation equation are small and 
significant at 1% level for both asymmetric and symmetric specification.  
 
 
 Oil     Inflation  
Mean equation 
Constant   -0.0729***   0.0761*** 
Oil(-1)   1.1840***   0.0103*** 
Oil(-2) -0.1895***  -0.0046*** 
Oil(-3)  0.0176***  -0.0070*** 
Oil(-4) -0.0572***   0.0037*** 
Inflation(-1)  -   1.0965*** 
Inflation(-2) -  -0.0313*** 
Inflation(-3) -  -0.0261*** 
Inflation(-4) -  -0.051376531*** 
Variance equation 
  -0.1053***  -0.1735*** 
   0.2056***   0.3170*** 
   0.9937***   0.9608*** 
DCC parameters   
                                                      0.009153556***  
  0.990806508***  
Univariate diagnostic test    
Standardized residuals    Z1  Z2 
Test   Statistic†† 
                                            
†† The values in parentheses indicate p-value 
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Ljung-Box(4) 
Ljung-Box(8) 
  1.3709***(0.8492) 
  2.6426***(0.9547)      
 0.8151***(0.9364) 
 6.6989***(0.5694) 
Turning points   -12.1706(0.000) -0.7651***(0.4442) 
Different sign    12.1379(0.000) -0.2093***(0.8342) 
Rank Test    0.6281***(0.530)  0.4742***(0.6354) 
Multivariate diagnostic test 
Multivariate(Q4) 
Multivariate(Q8)  
Normality(JB)   
Multivariate ARCH(9)                                                                      
  7.3757***(0.96532) 
41.3847***(0.12377) 
14247902.298(0.000) 
10.27***(0.32870)
 
 
 
Notes: *,**,*** denote significance at 10%, 5% and 1% levels, respectively 
Table3: Symmetric Dynamic Conditional Correlation EGARCH estimates. 
 
 
 
The GARCH parameters   in both models are large and close to one, indicating that time-varying 
correlation exhibits a high degree of persistence. In addition to the higher conditional volatility, 
our results show significant time-varying co-movement.   and   in both asymmetric and 
symmetric model are non-negative and statistically highly significant at 1% level of significance 
and they satisfy condition of 1 . The shape parameter of 2.0954 for asymmetric EGARCH 
and 2.6420 for symmetric EGARCH are statistically significant which support the use of t-
distribution to accommodate fat tails.  
 
We also perform multivariate Granger causality test in the mean equation, and obtain F-stat of 
1696.26 and 2570.84 for asymmetric and symmetric specification, respectively; the null hypothesis 
of oil price does not Granger causes inflation is rejected at 1% level of significance for both models, 
we conclude that oil does Granger causes inflation in South Africa.  
 
4.2 Diagnostic tests  
 
To check whether the fitted asymmetric DCC-EGARCH and symmetric DCC-EGARCH models 
are appropriate, we check each standardized residual separately as well as multivariate case. 
According to Ljung-box, both standardized residuals Z1 and Z2 for symmetric and asymmetric 
DCC-EGARCH do not show any presence of serial correlation up to 4 lags and 8 lags in the levels 
and squares standardized residuals, respectively, which show that the joint linear and nonlinear 
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serial correlations in the standardized residuals have been eliminated in the bivariate DCC-
EGARCH model; these results are also supported by multivariate Ljung-Box statistics.  
The turning point with p-value of 0.000, indicates that the standardized residuals are not 
independently identically distributed using 4 lags up to 8 lags for oil equation residuals while for 
inflation residuals, p-value is equal to 0.2928, and we can conclude that the standardized residuals 
of inflation are independent and identically distributed (i.i.d).  
Moreover, two more non-parametric test of randomness of residuals are used to check the 
performance of the DCC-EGARCH model. For both asymmetric and symmetric DCC-EGARCH 
specification, different sign tests are used to test the presence of trend in the residuals, the null 
hypothesis of i.i.d is rejected for oil standardized residuals while for inflation, we fail to reject the 
null hypothesis at 1% level of significance, implying that the inflation standardized residuals are 
random. On the other hand, we use the rank test to test the presence of linear trend in the residuals 
and we fail to reject the null hypothesis if i.i.d for both standardized residuals.   
The joint test for normality shows that the standardized residuals are not normally distributed.  
 
4.3 Time varying correlation  
 
Estimation method for reported time varying correlations is Bayesian with t-distribution prior 
(df=10). Lower and upper bounds are also from the Bayesian estimates. The estimated time-
varying correlations between standardized residuals are depicted in Figure 3 and Figure 4.  
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Figure 3: Asymmetric DCC correlation  
 
        
Figure 4: Symmetric DCC correlation 
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The time-varying correlation shows similar pattern for both asymmetric and symmetric 
approaches, and the correlation coefficient changes over time and it appears to be decreasing in 
recent years compared to 1970’s period. Our results are in agreement with the empirical findings 
by Blanchard and Gali (2007), De Gregorio et al. (2007) and others that found a decrease in oil 
price-inflation relationship over time. The time-series patterns show a tendency of temporary 
upward shift in the pair-wise conditional correlations during oil crisis period 1973-1974, 1979 and 
a spike in 2003 coincides with Iraq war and an increase in global oil demand. We also observe 
upward shift in correlation in the year 1986, which can be attributed to South Africa oil embargo. 
These results are in line with financial literature that states that the correlation increases in periods 
of high turbulence. We also observe a decreasing trend in correlation coefficient in recent year that 
can be explained by South African Reserve Bank commitment to stabilize inflation expectation in 
the presence of external shocks. From Figure 3 and Figure 4, we can see that after the adoption of 
inflation targeting in 2000, despite the fluctuation in oil price intensified by exchange rate 
depreciation in certain period, the correlation decreased further and this shows the role played by 
South African Reserve Bank inflation targeting monetary policy. Moreover, it is important to point 
out that despite decrease in correlation over time, we also observe that uncertainty in time-varying 
relationship between inflation and oil, increases in recent years due to oil production disruption 
caused by wars and political instability in some of oil producing countries.  
 
5. Conclusion  
 
This paper investigates the magnitude and changing dynamic nature of the relationship of oil price 
and inflation in South Africa during period 1922 January to 2013 July. Dynamic conditional 
correlation EGARCH approach used in this study, allows us to investigate on one hand the 
relationship between oil price and inflation, and on the other hand, the time-varying correlation 
relationship between the two variables. Moreover, the methodology approach used in this study 
allows us to further investigate the asymmetric response of inflation to oil price.  
The empirical results show that the oil price does have a positive relationship with inflation over 
the sample period and also oil does Granger causes inflation. We observe no significant difference 
in both symmetric and asymmetric time-varying correlation but the asymmetric specification 
reveals that positive shocks does have a higher impact on conditional variance compared to 
negative shocks of similar magnitude. Moreover, time varying correlation depicts a decreasing 
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behaviour over time and an increasing uncertainty in recent period. The decreasing correlation can 
be attributed to commitment of South Africa Reserve Bank to anchor inflation expectation in the 
presence of external shocks during inflation targeting regime. 
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Appendix 
Table A.1: Unit root tests 
Series             Model        PP (1988)                      KPSS (1992)               Conclusion 
Growth 
rate of oil 
price 
𝜏𝜏  -8.05*** 
 
  0.05*** 
 
   Stationary  
𝜏𝜇  -8.01*** 
 
  0.05*** 
 
𝜏  -7.90*** 
 
 
Inflation 
𝜏𝜏  -5.61*** 
 
  0.42*** 
   Stationary 
𝜏𝜇  -5.38***   2.24 
𝜏  -3.12***  
Notes: 𝜏𝜏 represents the trend and intercept, 𝜏𝜇 the intercept, 𝜏 no constant no trend and *(**)[***] indicate 
significance at 1%, 5% and 10% level of significance, respectively. 
