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A bstract
Single crystals of K(CN)x(B r)j_x enriched in 15N have been 
studied by 15N NMR. Because of the anisotropic chemical shift, the 
NMR frequency spectrum of the orientational glass state reflects 
the distribution of cyanide orientations. By studying the spectrum 
at many orientations of each crystal, the orientational probability 
distribution function P(Q) has been determined for x = 0.50 and 
for x = 0.20. The probability function is largest along the [100] 
directions, intermediate in the [110] directions, and nearly 0 along 
the [111] directions. The NMR determined P(f2) is presented 
graphically and in terms of the Kubic Harmonic functions. The 
NMR results are in sharp contrast to molecular dynamics calcula­
tions but agree with neutron scattering data for x = 0.53.
NMR ON SINGLE CRYSTALS OF KCCN^Br)^
(A measurement of the orientational probability distribution
function of the CN‘ ion)
Chapter 1 
Introduction
The term glass encompasses a wide variety of systems. These 
systems may be loosely grouped into different classes but all 
glasses have a common property. Unlike the crystalline materials 
usually dealt with in elementary courses, glassy materials have 
frozen-in disorder. Every atom or molecule sees a different envi­
ronment. Furthermore, each time a sample is frozen to form a 
glass, a particular atom or molecule will see a different environ­
ment than before.
Different types of glasses have different types of disorder. For 
instance, in ordinary window glasses such as amorphous silica the 
atoms have random positions while in spin glasses it is electron 
*—* spins which have random spin orientations. Over the past 20 years, 
glasses of all types have received much attention. It is not the pur­
pose of this work to review the entire field as there are already 
many excellent books1' 4 on the subject. What follows is a brief re­
view to put this work in the context of a greater picture.
The nature of the freezing in glasses is still a matter of debate 
and may be different in different types of glasses. While ordinary
window glasses such as vitreous silica are amorphous like liquids,
they are rigid like solids. Indeed, one may think of many glasses as 
simply liquids which have been rapidly cooled through the temper­
ature of the crystal-liquid phase transition into a metastable glassy 
state. It is a "liquid" with a very large viscosity, so large that it
2
3supports shear forces like a solid does. In this context the motions 
of the atoms or molecules of the liquid simply slow down as the 
temperature is decreased. The motions freeze out continuously. 
The correlation times on the microscopic level go from ~ 10 '12 s in a 
warm liquid to as long as the age of the universe for a cold glass. 
The glass seems solid because the molecules simply do not move on 
the time scale of any observation.
It should be cautioned that the above model of a glass as a 
very viscous liquid, while intuitively appealing, is disputed. An­
other model suggests that in ordinary window glasses such as a- 
SiC>2 , the transition from liquid to glass is a true thermodynamic 
phase transition of second order and that kinetic effects smear out 
the usual signatures of the second order phase transition (i.e. the 
discontinuity in the heat capacity with no latent heat). This of 
course implies a collective freezing and a true glass transition tem­
perature Tg at which the underlying transition occurs. In practice, 
a working glass transition temperature Tg’ (Tg' > Tg) can be defined 
to within 5 or 10 degrees. Tg’ will vary depending on the technique 
used to measure it, as well as how long the system is allowed to 
relax between measurements. The smearing of the glass transition 
occurs because glasses are characterized by a wide distribution of 
correlation times - as large as 6 orders of magnitude. The true un­
derlying transition is never observed because one cannot cool 
slowly enough or wait long enough to reach the lowest entropy 
glass state and a metastable state is frozen in.
As in ordinary window glasses, the nature of the freezing in 
spin glasses is also a matter of some debate. There are theories
4which suggest that it is a thermodynamic phase transition and 
competing theories which suggest that it is a continuous freezing.4
All glasses exhibit two universal properties5. The low temper­
ature (T < IK) heat capacity Cp is proportional to T instead of T3 as 
is the case for insulating crystals. A log-log plot of Cp/T 3 vs. T (see 
fig. 1) shows this. The plot also displays a bump near 5 K. The low 
temperature thermal conductivity KT is proportional to T2 and a 
log-log plot of k t  v s . T (see fig. 2) exhibits this. The plot also pro­
duces a plateau in the neighborhood of 5 K. Not only are the tem­
perature dependences of Cp and K T  the same for all glasses, the ac­
tual values for all glasses are all within an order of magnitude of
each other. These universal behaviors as well as the coincidence of
the peak and plateau in the neighborhood of 5 K were the initial 
stimuli behind some recent theoretical work on glasses.
The accepted m icroscopic model for the anomalous low 
temperature behavior of glassy systems is the two level system. In 
this model there are two states which are close but not identical in 
energy (see fig. 3). The energy difference is characterized by an 
asymmetry parameter S. These states are separated by a potential 
barrier of height V0. The system then moves from state to state via 
either quantum mechanical tunneling through the barrier or ther­
mally activated hopping. The glassy properties result from a dis­
tribution of barrier heights and asymmetries which give a constant 
density of states. The great success of the model is that it correctly 
predicts the temperature dependence of the low temperature heat 
capacity and the low temperature thermal conductivity. Further 
support for the two level system model comes from acoustic mea-
5«o
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Fig. 1) A log-log plot of Cp/T3 vs. T  for silica taken from ref. 5. The 
dashed line indicates the crystalline form a-quartz  and the solid 
line is the glassy form vitreous silica. The Jow temperature portion 
of Cp/T3 vs. T for vitreous silica has a slope of two indicating a lin­
ear temperature dependence. There is also a peak around 5 K. 
Both features appear in glasses of all types. Note the flat portion of 
C p/T 3 vs. T for a -  quartz showing the normal T3 behavior of crys­
tals.
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Fig. 2) A log-log plot of k t  v s . T for silica taken from ref. 5. The 
dashed line indicates the crystalline form  a-quartz and the solid 
line is glassy (vitreous) silica. The low temperature thermal con­
ductivity of the vitreous silica has a slope of two indicating a T2 
temperature dependence. There is also a plateau around 5 K. Both 
features appear in glasses of all types. Note that the slope for a  - 
quartz is 3 showing the normal T3 behavior of crystals.
7V(x)
*
Fig. 3) The double potential energy well used in the two level 
model with barrier height V0 and asymmetry S.
surements. Acoustic attenuation can be saturated and phonon 
echoes have been observed. But for all its success, there has been 
no unambiguous identification of a microscopic two level system. 
That is, the nature of the x co-ordinate in fig. 3 is unknown as yet.
K (C N )x(B r)i_x is one of a class of materials known as orien­
tational glasses. These include o-H 2 / p - H 2 6' 7, N 2 / A r 8' 10, 
C O / ^ / A r 11-13 and many different mixtures of M(CN)x(H )j_x14-19 
where M is an alkali metal ion and H is a halide ion. Orientational 
glasses are of particular interest in the study of glassy materials in 
general. Crystalline solids are relatively well understood precisely 
because they are crystalline. The translational symmetry inherent 
in crystals allows periodic boundary conditions to be imposed 
which makes the theoretical description of crystals relatively easy. 
Glasses do not have this advantage - except for orientational 
glasses.
Orientational glasses are made by direct substitution of a 
spherical molecule for a dumbbell shaped molecule on its lattice 
site in a random manner. Thus there is random site disorder and 
the dumbbells have no long range orientational correlations. But
when the spheres and dumbbells are of approximately the same 
size they sit on regular lattice sites. Thus orientational glasses pro­
vide an opportunity to study the physics of glasses while retaining 
the translational symmetry of crystals. Specifically, the site loca­
tions are ordered but the site occupation is disordered.
Some of the orientational glass systems given above are listed 
in table 1. They have very similar phase diagrams (see fig. 4) and 
yet they have very different anisotropic interactions between the
9System
o-H2/p-H 2
N 2/Ar
CO/N2/Ar
K(CN)x(Br)!.x
TABLE 1
Orientational Glass Systems
Dumbbell Sphere In terac tion
o-H2(J=1) P-H2(J=0) MQQ
N2
n 2 & c o
CN'
A r
A r
B r
MQQ & Anis. 
repu lsion
MQQ & Anis. 
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L attice strain 
coupled
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Fig. 4) The phase diagram s o f  three orientational glasses.
The degree o f  sim ilarity  is surprizing in view o f the different 
in term olecular in teractions in each system .
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d u m b b e lls20 (see table 1). At higher temperatures the dumbbells 
execute isotropic spherical rotation. On a time average they look 
like spheres. For x = 1 ( i.e. all dumbbells) each system goes 
through a first order phase transition into an orientationally or­
dered state. As x is decreased the temperature of that phase tran­
sition also decreases until some critical concentration xc is reached. 
The value of xc is system dependent. Below xc, as the temperature 
is decreased, there is no phase transition. Instead the dumbbells, 
which execute fast isotropic rotation at high temperatures, contin­
uously freeze out into the orientational glass state6’8' 14-16*22' 25. 
This glassy state has also been called a quadrupole glass since the 
interactions between the dumbbells have quadrupolar symme- 
t r y i 5 , i 6 , 2 4 , 2 5  -pjjg orientational glasses mentioned above also have 
sim ila r tem p era tu re  dependences in  their NM R line- 
sh a p e s8,12,14’20’26 and those that have dipole moments show the 
same characteristic temperature and frequency dependence in their 
dielectric susceptibilities13’24*27.
Analogies between orientational glasses and spin glasses have 
been made7’15’16. Orientational glasses, like spin glasses, result 
from the random site selection of moments. The difference is that 
the moments are m olecular quadrupole moments rather than 
electronic magnetic moments of atoms. In addition to the random 
site selection of the moments due to dilution, there is also an ab­
sence of long range orientational order due to frustration. A system 
is said to be frustrated when topological constraints prevent the 
neighboring local moments from adopting a configuration where all 
the interaction energies between all nearest neighbor pairs are
12
minimized simultaneously. This is easy to see with quadrupoles on 
a triangular lattice. If there are only two electric quadrupoles as 
nearest neighbors, the lowest energy configuration is the "T" (see 
fig. 5a). But if there are three nearest neighbors, the energy is 
minimized with none of the three pairs in the "T" configuration (see 
fig. 5b).
The freezing in these orientational glasses, as a function of 
temperature, appears to be continuous in nature6,8* 12»14. It should 
be stressed that the continuous freezing is different than single 
particle freezing. In continuous freezing the local moments are 
coupled to each other and short range order occurs. In the model of 
single particle freezing the local moments freeze in some local po­
tential which is random and is independent of the configuration of 
surrounding moments. Single particle freezing is possible in ori­
entational glasses if the coupling of the crystal field to the orienta­
tional degrees of freedom is larger than any other coupling present 
such as coupling between pairs of moments. This can be realized in 
practice by sufficiently diluting the moments.
There are differences among the orientational glasses, how­
ever. Already mentioned are the anisotropic interactions (see table 
1). In 0 -H2 /P -H 2 , the anisotropic interaction is the molecular 
quadrupole-quadrupole (MQQ) interaction which varies as 1/r5. In 
N 2 /Ar and CO/N2 /Ar the anisotropic interaction is a combination of 
the MQQ and hard core steric repulsion. In K(CN)x(B r)1.x the MQQ is 
too weak since the quadrupoles are separated by at least one K+ ion. 
Instead the interaction is lattice strain coupled. The slightly oblong 
shape of the CN' (which is characteristic of all these molecular
13
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quadrupoles) distorts the lattice. This distortion in turn changes 
the potential that the neighboring CN' sits in. Another difference is 
that for large x the first order phase transition temperature ap­
pears to go to 0 as x is decreased for 0 -H2 /P -H 2 , N2 /A r, and 
C O /N 2 /Ar but not K(CN)x(Br)i_x (see fig. 4). A11 of these systems ex­
cept CO/N2 /A r may be prepared at any concentration x, but the o- 
H 2 /P -H 2  has the interesting property that x is a time dependent 
quantity due to ortho-para conversion. Thus, concentration effects 
can be studied within a single sample. It should also be noted that 
fo r 0 -H2 / P - H 2 , N2 /Ar, and CO/N 2 /A r the high tem perature 
orientationally disordered phase is HCP and the low temperature 
ordered phase is FCC whereas for K(CN)x(B r)i_x the high temper­
ature orientationally disordered phase is cubic (NaCl type) and the 
low temperature ordered phase is orthorhombic.
Thus while there are macroscopic properties of glasses which 
seem to be universal in nature there are microscopic differences 
between different types of glasses, even within the orientational 
glasses. Ideally one would like to be able to derive the various 
universal glassy properties from microscopic models appropriate to 
each glass. There has been much theoretical and experimental 
work on glasses in general as well as on orientational glasses in 
particular, but the microscopic details of glasses are not well under­
stood. At this point the challenge is to try to understand the details 
o f at least one system - K(CN)x(Br)i_x.
Chapter 2 
Experim ental
A) Apparatus
This experiment was done in an 8 Tesla Oxford supercon­
ducting magnet with a 2.125 inch room temperature bore made of 
G10 epoxy. The G10 bore was installed when the magnet was fitted
with a new dewar by Kadel of Indianapolis. The G10 bore has a
major advantage over the standard copper bore. There is sig­
nificantly less heat conduction along the bore from room temper­
ature. Thus the bore of the magnet hovers much closer to 77 K 
during operation since it is looking directly at the liquid nitrogen 
shield of the magnet. This makes it easier and less expensive to 
reach liquid helium temperatures.
The experiment was done in an Oxford continuous transfer 
flow cryostat. Temperature was regulated with an Oxford tem­
perature controller using a gold-iron (.03%) vs. chromel thermocou­
ple using a liquid nitrogen reference. The temperature was mea­
sured with a carbon-in-glass thermometer supplied and calibrated 
by Lake Shore Cryogenics. The two temperatures always agreed to 
within two degrees Kelvin. The reading of the carbon-in-glass 
thermometer is much more reliable than that of the thermocouple 
and was always used in this work. It should be noted that precise 
temperature measurement is not critical for this experiment. It is 
only necessary to keep the sample sufficiently cold that motional 
narrowing does not occur.
15
1 6
B) S p ec tro m ete r
The spectrometer used in this experiment (see fig. 6) was pat­
terned after the one described by Ellett et. al.28, but of course it has 
its own special adaptations. It was a super-heterodyne system, 
tunable up to 350 MHz. The reference at the intermediate fre­
quency was the 30 MHz available from the back of the PTS 160 
frequency synthesizer. Frequencies higher than 160 MHz could be 
obtained with the use of a frequency doubler (not shown), but this 
was not necessary for this experiment. All the splitters, mixers, 
and combiners which go into the pulse gating and phase shifting 
(box 2) and the phase sensitive detector (box 3) are standard items 
and were purchased from Mini-Circuits Laboratories, Inc.
Box 1 (see fig. 7) simply amplifies and splits the 30 MHz ref­
erence for use by boxes 2 and 3.
Box 2 (see fig. 8) is the gated phase shifter. As the name im­
plies, this is where the continuous RF from the frequency synthe­
sizer is turned on and off to form pulses. The RF is also shifted in 
phase 0°, 90°, 180°, or 270° as the experiment requires. The control 
signals are generated by the Apple lie  computer, fed to the pulse 
generator where the pulse lengths are determined, and then appear 
at the appropriate gates. Box 2 makes extensive use of RF mixers. 
These mixers perform the simple function of multiplication. Thus, 
by feeding one of the inputs with positive, 0, or negative DC voltage, 
a simple RF on/off/inversion gate can be made. Another conse­
quence of the multiplication property is that if two different fre­
quencies are fed into two inputs, the sum and difference
1 7
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frequencies appear on the output. This can be seen from the trigo­
nometric identity
2 cos(x)cos(y)=[cos(x+y)+cos(x-y)]. (2 . 1 )
Box 2 is also where f+30 MHz is mixed with the 30 MHz refer­
ence to produce the NMR frequency f. Unfortunately, mixing also 
produces f+60 MHz. This is filtered out with either a band pass or a 
low pass filter. This is different and technically much easier than 
schemes which do single sideband generation.
The box labeled duplexer/ pre-amp (see fig. 6 ) is unique to 
each experiment, but all have common features. The first feature is 
the crossed diodes in series on the transmitter output. This is to 
limit transmitter noise from leaking through to the pre-amp when 
the transmitter is turned off. The second is a quarter wave (XI4) 
cable with crossed diodes at the end to protect the pre-amp while 
the transmitter is on. What is unique to each box is that the X/4 
cable is a different length for each frequency and the tuned pre­
amp is tuned to the NMR frequency. The 30 dB gain pre-amp am­
plifies the NMR signal which is on the order of a microvolt.
The tuning box is simply a matching network. The transmitter 
output impedance (and the optimum source impedance for the pre­
amplifier) is 50 £2 , so the capacitors and inductor are varied until 
the input of the tuning box looks like 50 £2 resistive. This matching 
produces maximum power transfer to the probe and the best sig- 
nal-to-noise reception of the spin signals.
21
Box 3 (see fig. 7b) is the receiver. Here the NMR signal, f+Af, is 
mixed with f+30 to produce 30-Af. Af represents the resonance off­
set of a particular isochromat in the NMR line. Thus one amplifier, 
the IF Strip, can be used to amplify the signal near 30 MHz regard­
less of what the NMR frequency is.
Box 4 (see fig. 9) is the phase sensitive detector. The ZSC-2-1 
splits the 30 MHz from the back of the frequency synthesizer and 
phase shifts one of the outputs by 90°. These two outputs are then 
mixed with the NMR signal at 30-Af producing two audio frequency 
signals 90° out of phase with each other. The audio frequencies are 
denoted Af. The Af are beat frequencies i.e. the frequency differ­
ence between f and the frequencies within the NMR line.
C) Probe
The probe used in this experiment was built in this lab (see 
fig. 10). It was of standard design using radiation baffles (not 
shown) and thin wall stainless steel tubing for the structural mem­
bers. The thin wall stainless also served as the outer conductor of 
the transmission line. A goniometer was added to do this single 
crystal experiment.
The drive shaft of the goniometer consisted of two pieces con­
nected by a coupler and set screw arrangement. The top piece was 
thin wall stainless steel tubing to minimize heat leaks and the bot­
tom piece was 0.125 inch diameter brass rod. At the top, the shaft 
was fed through a sliding O-ring arrangement in which the O-ring 
was substituted for the ferrules in a standard 1 / 8  inch swage fit­
ting. The angular gradations were made by putting an 1/8 inch
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hole in the center of a piece of polar graph paper. It was trimmed 
down to the size of the swage nut and epoxied to the back of the 
nut. This made the setting of the angle at 30 degree intervals to +/- 
5 degrees relatively easy.
The crystal/gear holder was machined out of delrin and is 
shown in fig. 10. This is the same material as the gears. Thus dif­
ferential contraction will not cause the gears to either bind or un­
mesh. The arrangement shown in fig. 10 is a bevel gear ar­
rangement. The gears were purchased from Stock Drive Products a 
division of Designatronics Inc., New Hyde Park, New York. The gear 
reduction ratio was 3:1 as the large gear on the sample had 36
teeth and the small gear on the drive shaft had 12 teeth. Thus, 3
turns at the top corresponded to one turn of the crystal. Thus it 
was easy to turn the crystal by 1 0  degrees ± 2  degrees.
The small gear was attached to the end of the brass rod with 5 
minute epoxy which can be purchased at any hardware store. In 
the process of loading the sample, the small gear must be retracted 
far enough to allow the large gear to slip by. Thus it was necessary 
to develop a method to keep the small gear in place during actual 
operation. This was done by passing the shaft through a retainer
(see fig. 1 0 ) and an aluminum annulus with a set screw in the side.
Once the small gear was in place the annulus was paced against the 
retainer and the set screw tightened.
The crystals were mounted in thin wall pyrex glass tubing. 
This was accomplished by inserting a small piece of cotton string 
with the crystal to take up space. The pyrex tube was then 
mounted in the large (36 teeth) gear via a light force fit, only suf­
25
ficiently tight to hold the pyrex. The light force fit was obtained by 
wrapping approximately 1  turn of masking tape on the outer diam­
eter of the pyrex tube and making the force fit over the tape. 
Mounting the pyrex in this manner served two purposes - both 
aimed at preventing the pyrex from breaking when the delrin gear 
shrinks due to thermal contraction. First, the tape allows one to 
customize the force fit described above. Second, the tape has some 
give which will take up some of the thermal contraction. It should 
be noted that this procedure was developed when a pyrex tube did 
break .
The sample in the pyrex tube with the gear was then placed in 
the goniometer such that the visible cleavage planes were parallel 
to the vertical edges of the goniometer. This puts one of the <100> 
directions of the crystal along the field.
The line broadening of 15N in CN’ is dominated by the aniso­
tropic chemical shift which is about 500 ppm. With the 8  Tesla 
field (34.5 MHz on 1 5 N) used in this experiment this translates into 
a relatively wide line of about 17 KHz. This places some special 
demands upon the spectrometer and the probe. In particular, 
short, high power pulses are necessary to excite all frequencies 
across the line equally. High power pulses on the other hand lead 
to RF breakdown, especially in a helium atmosphere. Thus, a num­
ber of things were done to get high power Hi pulses without RF 
breakdow n:
1) The "coil" was actually four wires wound in parallel 
(quadfilar) for 4 turns. This decreases the L/C ratio and the
26
series resistance of the coil making for higher currents and 
lower voltages for a given H j.
2) The coil was capacitively tapped (see fig. 11). This puts RF 
ground halfway between the two ends of the coil and thus 
reduces the maximum voltage with respect to ground by a 
factor of two. It also takes some of the circulating current 
off the transmission line, thus reducing power losses there.
3) The capacitors used for the tapping down were Johanson 
chip capacitors. The ceramic dielectric material in these ca­
pacitors seems to promote helium ionization at the surface 
which was a source of RF breakdown. Another possibility is 
that high electric fields near corners of the capacitor plates 
ionized the helium. In either case the characteristic blue 
discharge around the capacitors demonstrated that the RF 
the breakdown was occurring around the dielectric, not 
through; the breakdown occurred in a helium atmosphere, 
but not in air. This problem was taken care of by simply 
potting the entire capacitor bank in GE Varnish 7031.
D) Samples
Pure KCN 99% enriched with 15N was purchased from MSD 
Isotopes and was sent to the University of Utah Crystal Growth Lab. 
There crystals of K(CN)x(Br)j_x were grown with CN‘ concentrations 
of x = 0.20 and x = 0.50. In each case the CN" ions labeled with 15N 
were 10 mole % of the sample (i.e. 1 anion in 10 was labeled). This 
particular mix provided enough signal to noise to make the 
measurements while keeping the 15N dilute enough that the effects
27
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of spin diffusion and like spin dipole-dipole interactions were not a 
problem .
In each case crystals were machined into cylinders with either 
one of the [1 ,0 ,0 ] crystal directions or one of the [1 , 1 ,0 ] crystal di­
rections parallel to the cylinder axis. Thus, four crystals were stud­
ied - both rotation axes and both concentrations. Having the crys­
tals cut in this manner has its advantages. All three major cubic 
symmetry axes, [0 ,0 ,1 ], [1 , 1 ,0 ], and [1 , 1 , 1 ] are perpendicular to a 
[1,-1,0]. Thus each of these symmetry axes can be brought parallel 
to the field when the crystal is turned about the [1 ,-1 ,0 ] direction. 
As will be seen later this allows a direct measurement of the rela­
tive number of CN' ions pointing along those directions.
That [1 ,-1,0] is perpendicular to those symmetry axes can be 
readily shown via the dot product. Take the rotation axis to be the 
[1,-1,0]. Then
[1, 1,0] • [1,-1,0] = 0
[0 ,0 ,1] .  [1,-1,0] = 0 (2 .2)
[1,1,1] • [1»-1»0] = 0.
This demonstrates that all three major cubic symmetry axes, [0,0,1], 
[1 , 1 ,0 ], and [1 , 1 , 1 ], are perpendicular to some [1 ,1 ,0 ].
Chapter 3 
NMR Theory of Lineshapes
Nuclear Magnetic Resonance (NMR) has a long history of being 
used to obtain orientational information29'31. This is a result of the 
fact that there are three major interactions in NMR: the dipole-
dipole, the electric quadrupole, and the chemical shift, which all are 
describable by a second rank tensor. All three have the same 
functional dependence on orientation (in the high field limit) given 
by
co «  3cos^p - 1, (3.1),
where P is the angle between the major axis of the tensor and the 
external field. This will be shown later for the chemical shift. Ide­
ally a single crystal sample should be used, but this is often hard to 
obtain. There are many cases in the literature where significant 
in fo rm ation  has been obtained from po lycrysta lline  sam- 
ples8.12.14.20,26.
The three interactions above are useful to varying degrees.
The dipole-dipole interaction in solids usually results in a strongly
coupled, many spin system. Thus it is not often useful to determine
orientations because it involves so many angular coordinates. An
important exception is that of isolated spin pairs, such as Pake's2 9
early study. The electric quadrupole is many times a local,
intramolecular interaction. Deuterium is a good example and is the
quadrupolar nucleus most frequently used for this purpose due to a
2 9
3 0
combination of its small quadrupole moment and the small electric 
field gradient generated by C-D bonds. The chemical shift is also a 
local, intramolecular interaction. A notable exception is the Knight 
shift in metals. The chemical shift can be viewed as a small local 
magnetic field produced by the nearby electrons (some of which 
participate in chemical bonds) which circulate in response to the 
externally imposed magnetic field. Thus systems with anisotropic 
chemical shift can give information on the orientation of molecules 
in a crystal or the orientation of chemical bonds within the 
molecule. The data presented in this work is NMR on single crystals 
of the orientational glass K(CN)x(B r ) j .x. These crystals were en­
riched with 15N to provide a spin 1/2 nucleus. The chemical shift of 
15N is used to obtain the distribution of orientations of the CN' ions 
within the crystal. The following is an outline of the NMR theory 
necessary to interpret the data.
The appropriate NMR Hamiltonian is
H = y h l . ( !  + o ) • H 0  (3.2)
where y is the gyro-magnetic ratio, I is the quantum mechanical 
spin operator, 1i is Plank's constant divided by 2rc, 1 is the second 
rank identity tensor, o is the second rank chemical shift tensor, and 
H 0  is the externally imposed magnetic field. The first term con­
taining the identity tensor is the usual Zeeman interaction. The 
second term is the chemical shift. It is much smaller than the Zee­
man interaction. Indeed it is customary to express the size of the
3 1
chemical shift in parts per million of the Zeeman interaction. This is 
possible because both interactions are proportional to H0.
fSS
Since a  is a symmetric second rank tensor it may be expressed 
in terms of its principal axes and principal values o 1 1 , 0 2 2 * and 0 3  3  
with a n  < ^ 2 2   ^ a 3 3 * ^  *s easy to show3 0 ' 3 1  that the resonant fre­
quency is
to = co0 + yH0(anCOS2asin 2p + 022sin2asin2p + O33cos2p) ( 3 .3 )
where co0  is the resonant frequency of the nucleus from the Zeeman 
term and a  and P are the two Euler angles necessary to rotate the 
principal axis frame so that its z axis is parallel to the z axis of the 
laboratory frame (along H 0). The CN' ion has axial symmetry which 
is expressed in the chemical shift tensor by o n  = 0 2 2  with 0 3 3  
pointing along the C-N bond axis. Then
to = co0 + yHqKcth - aj_)cos2p + o j  ( 3 .4 )
where p is the angle between 0 3 3  and the external field H0. 0 \\ and 
Oj_ are 0 3 3  and 0 2 2  respectively. With Ao = o x - tfii the chemical shift 
can be written as
®CSA = ® '  ®o -  yH0 (Aocos2p + o ±). (3.5)
Furthermore the isotropic chemical shift o 0  can be expressed as
o0  = 1/3 ( a n  + 0 2 2  + a 3 3  ) = 1/3 ( 2oj. + on) = g ±  - Ao/3. (3.6)
3 2
Solving eq. (3.6) for o ± and substituting back into eq. (3.5), the 
equation
“ csa  = "YH0 {ct0  - Aa/3 (3cos2p -1)) (3.7)
is obtained.
It is through the angle p that NMR is able to probe the ori­
entations of the CN' ions. Since p is the angle of the CN' bond axis 
measured from the external magnetic field, it is easy to see (see fig.
12) that the CN' that have bond axes which lie on a cone about the 
field will have the same NMR frequency. Furthermore, the sense of 
C-N or N-C does not matter since oj depends on cos2 p. In general 
the NMR lineshape is given by3 0 *3 1
J 8 (C0  - GJcsA^))1^ ) ^  (3 -8)
0  0
where P(£2) is the orientational probability distribution function. In 
the case of a powder all orientations are equally likely so that P(J3) 
= 1. This gives the well known powder pattern lineshape (see fig.
13). The height of each small element of the NMR lineshape gives 
the number density of the CN' pointing along a cone about H0. The 
powder pattern is the sum of many lines and is thus inhomoge- 
neously broadened.
Note that each individual frequency within the line corre­
sponds to many different orientations. This is true for all fre-
33
Fig. 12 Any cyanide lying on a cone of orientations about H0  
will have the same NMR frequency. The head-tail sense of 
the cyanide does not matter.
3 4
<L
CO=CO(0)
Fig. 13) The standard chemical shift powder pattern for an axially 
symmetric tensor.The right shoulder corresponds to the cyanides 
pointing along the field. The cusp is from those cyanides pointed 
perpendicular to the field.
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quencies within the line but one, the degenerate case where the an­
gle of the cone is 0. The height of the NMR lineshape at that posi­
tion gives the number density of the CN" pointing along a unique 
direction - parallel to the field H0. This corresponds to the position 
marked on in fig. 13. Thus the lineshape I(co) is a convolution of the 
orientational information P(£2). The task is to deconvolute it, thus 
obtaining P(£2) from the lineshape I(o») at several crystal orienta­
tions.
In most single crystals there exists a definite orientational re­
lationship between the principal axes of the chemical shift tensor 
and the crystallographic axes. Thus, in a case such as a single 
crystal of low temperature pure KCN where the CN" do exhibit ori­
entational order, P(£2) consists of a few 5 functions. The lineshape 
would be a few narrow lines.
It might be expected that in an orientational glass such as 
K (C N )x(Br)i_x where the CN" have no long range orientational order 
(even in a single crystal sample) the lineshape would be that of a 
powder. As will be seen, such is not the case. All orientations do 
have a probability, but all orientations do not have an equal proba­
bility. Theories regarding the motions and interactions between the 
C N " dumbbells predict the orientational probability distribution 
function P(£2). Here, NMR is used to measure P(C2) at two concen­
trations, x=,2 and x=.5 using the 15N NMR lineshape.
Chapter 4 
The Glassy State in K(CN)x(B r)j.x
A) Review
K (C N )x(B r)i_x has been the subject of much study in the last 
two decades. There are some very good review articles5 *2 1 *2 5  in the 
literature but this work will attempt to recount the highlights.
K (C N )x(B r)j_x can be prepared in all concentrations x so the 
many interesting physical phenomena of this system can be studied 
as concentration and temperature are varied over a wide range. 
The alkali halide based systems also have the added advantage that 
it is much easier to prepare single crystals than it is for the other 
orientational glasses due to the high melting point of the alkali 
halides (the cryogenic samples are hard to grow and orient; they 
are easy to melt). When x is below the critical concentration, xc s  
0.57, K(CN)x(B r) j_ x provides an opportunity to study the ori­
entational glass state. Furthermore, this system provides an op­
portunity to study the importance of the translation-rotation cou­
pling vs. the random strain fields produced by the random site 
selection.
A discussion of K(CN)x(Br)i_x must start with a review of the 
two constituents KCN and KBr. Both have NaCl type cubic crystal 
structures with very similar lattice parameters: 6.523 A for KCN 
and 6.578 A for KBr. The melting points are 634.5 °C for KCN and 
734 °C for KBr. At temperatures above 168 K in pure KCN, the CN' 
ion executes rapid reorientation so that on a time average it looks
36
37
like a sphere. This "sphere" is very close in size to a B r  ion w h ich  
accounts for the very similar lattice parameters. KBr remains cubic 
at all temperatures. KCN on the other hand undergoes a first order 
phase transition at 168 K into an orthorhombic structure where the 
C N  - lie parallel to the b axis32-34. KCN also undergoes a second 
order phase transition at 83 K 3 5  into an antiferroelectric 
arrangement of the CN- (the CN- ion has a small dipole moment). 
KCN and KBr are miscible in all proportions in the melt and form 
solid solutions upon freezing for all values of x. No phase 
separation occurs.
The two component phase diagram of K(CN)x(Br)i_x is very 
similar to that of other orientational glasses and is shown in fig. 14. 
As KCN is diluted with KBr the phase transition temperature of the 
higher transition gradually drops and the entropy change across 
this transition decreases2 1  until it becomes 0 for x = 0.57. For x > 
0.57 a number of stable and metastable orientationally ordered 
phases occur depending on the CN‘ concentration x. The formation 
of many phases indicates that those phases have nearly equal free 
energies and is typical of glass-forming systems. These phases are 
suppressed in fig. 14 as they are not of direct concern in this work.
For x < 0.57 there are no sharp phase transitions. Instead, as 
the temperature is lowered the solid solution remains cubic and the 
rapid reorientations of the CN' ions freeze out into the orientational 
glass state15*16. The temperature at which the CN" ions freeze is 
concentration dependent. The freezing temperature measured at a 
given concentration is also technique dependent. This is indicated 
as a wide hatched line in fig. 14. This glassy state has also been
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called a quadrupole glass1 5 * 1 6 *2 4 *2 5  since the CN' have a substantial 
molecular quadrupole moment oriented along the C-N bond axis. 
Because pure quadrupoles do have end for end symmetry, the 
sense of C-N is not important to the formation of a quadrupole glass 
- only the direction of the bond axis is. K(CN)x(B r) j.x has also been 
called a dipole glass because the CN' does have a small dipole 
moment. The random placement of the moments and the 
frustration inherent in it make this system analogous to spin 
glasses.
K (C N )x(Br)i_x has studied by a variety of techniques including 
inelastic neutron scattering36*37, neutron diffraction15*34*38' 43, 
dielectric response 2 1  *24*27*38*44*45, ultrasonic response24*37' 39*46*47, 
x-ray diffraction37, Brillouin scattering22*48, optical transmission49, 
in fra red  sp ec tro sco p y 50, and NM R14. The existence of the 
orientational glass state was first proposed by Rowe1 5 *2 3  et. al. 
based upon their neutron scattering experiments as well as the 
Brillouin scattering experiments of Satija and Wang22. Both tech­
niques showed a dramatic softening in the shear elastic constant 
C 4 4 , but that C4 4  did not go to 0. Instead, C4 4  went through a 
minimum as the temperature was lowered. Furtherm ore, the 
temperature at which C4 4  went through a minimum decreased 
along with the concentration. This was taken as the signature of 
the glass transition. Subsequent studies of K(CN)x(B r)i_x by Bril­
louin scattering48, acoustic attenuation38*39, and torsional pendu­
lu m 4 5  measurements all showed the same phenomena.
Another interesting phenomena is the difference between the 
dipolar and quadrupolar freezing. This phenomena has been
4 0
probed with dielectric response24*44, ultrasonic response24, neutron 
scattering24, torsion pendulum measurements45, and NMR14. These 
experiments show that the dipolar freezing temperature is lower 
than the quadrupolar freezing temperature. Thus the dipolar 
freezing is considered to be a secondary freezing2 5  as the local 
environm ent has already been deformed by the quadrupolar 
freezing. The dielectric and NMR are particularly useful in mea­
suring the two temperatures. The dielectric response is directly 
sensitive to the 1 = 1  (in the sense of spherical harmonics) modes 
and thus is sensitive to head-tail flips as well as smaller reorien­
tations. NMR is directly sensitive to the 1 = 2 function of CN" ori­
entation through the NMR lineshape but is totally insensitive to 
purely head tail flips. Thus use of these two techniques directly 
measures the different freezing temperatures.
The freezing temperature measured at a given concentration is 
technique dependent25*45*51. The freezing temperature has been 
measured at frequencies as high as the THz region by neutron 
s c a t te r in g 4 0 *5 2  and down to the 100 Hz region by dielectric 
re sp o n se 2 4  and torsional pendulum 4 5  experiments. Naturally, the 
low frequency techniques indicate lower freezing temperatures.
B) M otion in  the Glassy State - Two Level Systems
It has been attempted to apply the two level system model to 
orientational glasses. In orientational glasses such as K(CN)x(Br)i_x 
the direction is defined by unit vector n pointing along the C-N 
bond. The natural coordinates for n  are the the spherical polar 
coordinates 0  and $ relative to a crystal axis such as the (0 ,0 , 1 ).
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Thus one can imagine a 3 dimensional plot of the potential V(0,<t>) 
where 0 and <|> are two of the coordinates and the potential V(0,<|>) is 
the third. V(0,<t>) would of course have maxima and minima and 
saddle points.
For K(CN)x(B r)i_x there has been much debate as to the nature 
of the effective single particle potential V(0 ,<|>), the dynamics of the 
CN" in the potential V(0 ,<1>), and the distributions of barrier heights. 
It has been suggested5 3 -5 4  that the two levels for a CN" ion are its 
ground state which specifies a certain orientation and the 
orientation that is 180° away from that. The model assumed that at 
high temperature the reorientation between states was thermally 
activated and at low temperature the reorientation was due to 
quantum mechanical tunneling. A gaussian was used to model the 
wide distribution of barrier heights and fit to the dielectric 
d a ta24-55. This distribution was used to predict the heat capacity in 
K (C N )x(B r)i_x. The asymmetry in V(0,<|>) comes from the dipole 
moment of the CN" as well as the slight mass asymmetry.
There are problems with this model however. At low tem­
perature where the anomaly in the heat capacity is observed, only 
a small number of two level systems with particularly small bar­
riers are able to tunnel in accessible times. Thus the model is de­
pendent on accurately obtaining the tails of the gaussian. This is 
not an easy task.
There is a recent mean field theoretical treatm ent of 
K (C N )x(Br)i_x by Kanter and Sompolinsky56. They argue that at low 
energies and temperatures the distribution of barrier heights to 
180° reorientations is linear, i.e P(V) «  v, as opposed to P(V) = con­
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stant (such as the tails of a gaussian). Since the data fits the 
standard two level theory where P(V) = constant, this suggests that 
the barriers being tunneled through not those between 180° flips 
but are something else.
There is also the orientational glass CO/N2 /Ar which provides 
the unique opportunity to study the glassy state keeping the 
dum bbell concentration fixed w hile varying the asym m et­
ric/symmetric (CO/N2 ) ratio. The heat capacity in C O /^ /A r 1 1  could 
not be explained from the dielectric data1 3  in the same manner that 
successfully explained the K(CN)x(B r ) j .x heat capacity data. For 
example there is a large excess low temperature heat capacity for 
N 2 /A r u  even though there is no asymmetry in the dumbbell. A 
180° flip of the N2  yields the same state and cannot influence the 
heat capacity. NMR m easurem ents12*20, on the other hand,
demonstrate that the manner in which the two systems freeze, 
whatever it is, is the same. This suggests that if the low
temperature excess heat capacity is due to reorientations of the N2  
molecule, it is by angles other than 180°.
Another possibility is that the reorientations responsible for 
the excess low temperature heat capacity are not by single CN" ions
but involve clusters of CN" ions executing a collective reorientation.
There is some neutron scattering 4 0 * 5 2  data which has been
interpreted this way. In such a case the two states involved in the 
two level system would involve the orientational coordinates of
many CN" ions.
Thus in view of the complicated, strongly coupled nature of
the system as well as the reasons mentioned above it seems it is
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implausible that 180° flips the CN" cause the low temperature 
thermal anomalies. The fact that the low temperature heat capacity
can be predicted from the dielectric dispersion data may indicate
the role of two level systems, but those systems do not involve 
180° flips. A reorientation of a dipole through any angle will give a 
dielectric response - not just 180° flips.
C) Freezing in the Glassy State
The freezing of the rapid reorientations of the CN" ions is not a 
simple kinetic slowing of the ions as it is in window glasses. The 
manner in which the CN" freeze is a matter of some debate. There 
are two ways in which the freezing could occur and they will be
referred to as the favored orientation model and the homogeneous
distribution of correlation times model.
In the favored orientation model, as the temperature is low­
ered, the reorientation of the ions does not necessarily slow down. 
In this model, the slowing of the motion is irrelevant. One assumes 
that the motions remain sufficiently rapid that the measuring tech­
nique (e.g. NMR) is sensitive only to the Boltzmann average of some 
function of the molecular average. This is the ergodic assumption. 
In this model, the orientational probability distribution function 
changes only because of the Boltzmann factor exp(-V/kT). Here V 
is the true potential, not an effective potential, and involves all of 
the coordinates of the cyanide ions; V need not be separable into 
single particle terms. Thus, as the temperature is lowered, the mo­
tion (still at high frequency) becomes restricted so that a vector 
pointing along the bond axis does not uniformly cover a sphere.
4 4
This corresponds to the vector covering a small solid angle rapidly. 
As the temperature is lowered, the peaks in P(£2) become more nar­
rowly confined.
In the homogeneous distribution of correlation times model, 
the molecules continue to cover a sphere but the reorientation does 
not have a single characteristic rate. Instead, the reorientation is 
characterized by a very wide distribution of relaxation rates and 
each molecule's motion has components at each of those relaxation 
rates. This is analogous to the motion of an atom in a crystal which 
is a linear combination of the normal modes of the system. As the 
temperature is lowered, the entire distribution moves to slower re ­
laxation rates. If the temperature is such that the rate distribution 
is centered about the characteristic observation frequency of an ex­
periment, the high frequency motions of the distribution would 
mimic the high frequency oscillations about a preferred direction 
(as discussed above in the favored orientation model) and the low 
frequency motions would appear stationary, i.e. like the preferred 
direction imposed by the favored orientation model. Of course as 
the temperature is lowered further, the entire distribution of rates 
moves below the observation frequency and the CN" ions all appear 
sta tionary .
The critical difference between the two models is not the re ­
sulting motions of the CN" ions on the time scale of the experiment 
because in either case they appear approximately the same. In­
deed, standard NMR techniques cannot tell the difference. The dif­
ference is what happens on very long time scales. In the favored 
orientation model, the orientations of the cyanides truly have a
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static component. There is a large spike at exactly zero frequency 
in the spectral density of the motion. In the homogeneous distri­
bution of correlation times model, the spectral density is piled up 
near, but not at zero frequency; given sufficient time, the cyanides 
will reorient and will sample all orientations equivalent by cubic 
symmetry equally.
D) Structure of the Glassy State
There has also been some controversy as to the microscopic 
structure of orientational glass. By definition there is no long range 
orientational order (except that imposed by the crystal lattice). 
This however admits the possibility of short range correlations 
between the orientations of neighboring CN'. In the ferroelastic 
domain model first proposed by Ihm57’58, the CN' have a tendency 
to lie parallel to their neighbors. This is plausible because this is 
precisely what happens for K(CN)x(B r)i_x in pure KCN. In this re­
gion x is large enough that the translation-rotation coupling will 
drive a crystallographic phase transition. When the system goes to 
orthorhombic (it doesn't always) there are domains where all the 
C N ' lie parallel. Thus for x < 0.57 it is plausible that in pockets 
where there is locally a high density of CN‘, the cyanides will align 
in the same manner as when x is larger. Locations with a lower lo­
cal density of CN' would in effect constitute domain walls. There 
have been recent molecular dynamics calculations5 9 ' 6 1  which also 
suggest this, but as will be seen those calculations do not agree with 
the data presented in this work in other important ways. The other
4 6
possibility is of course that the short range correlations exist but do 
not lead to well defined domains.
E) Microscopic Theory of the Glassy State
The glassy state in K(CN)x(Br)j_x is generally believed to be the 
result of the coupling of the rotational modes of the CN' ions to the 
random strain fields generated by random site occupation of the 
CN" ions on the anion sublattice. There have been attempts to re­
produce experimental observations in different ways such as 
m olecu lar dynam ics s im u la tio n s59' 61, mean field approxi­
m ations62*63, tunneling models54, a ferroelastic domain model57*58, 
and microscopic first principles calculations16' 19*64*65. All have 
been successful to some extent. Here the first principles approach 
taken by M ichel1 7 ' 1 9  and by Michel and Rowe1 6 *6 4 *6 5  will be out­
lined to motivate this work.
The potential energy of this system is given by
V = V™ + VTR + VR + + VSR. (4.1)
VTT is the usual harmonic lattice term and leads to simple harmonic
motion of a CN" about its lattice site. VTR denotes the coupling of
the translational modes to the rotational modes of the CN'. VRR is 
the coupling of the rotational modes of neighboring cyanides; it a 
direct through space interaction due to electric multipole interac­
tions. VR contains the coupling of the rotational modes of a CN' to 
the surrounding static crystal field (the true single particle term). 
V SR is the term which describes the coupling of the CN" rotational
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modes to the random strain fields produced by the random substi­
tution of B r  for CN' on the lattice sites. It is this last term which 
makes this potential different than what is necessary to adequately 
describe pure KCN.
Michel and Rowe6 4 -6 5  show that
V T T  +  y T R  _  w r r  (4.2)
where WRR is the effective lattice mediated interaction. w RR is 
now a function of orientational coordinates only. The translational 
coordinates have been eliminated from the problem. \y RR and 
V RR are dynamical parts of the potential since they both couple 
modes. This work is concerned with the low temperature static 
limit so WRR and VRR will not be considered further.
M ichel and Rowe6 4 *6 5  also show that the self-interaction is 
included in VR. After the self-interaction is subtracted off, the 
effective static single particle potential is denoted WR. WR can be 
expanded
W R = ZA„Kn (4.3)
where the Kn are the Kubic Harmonics of order n and the An are 
expansion coefficients.
V SR may also be expanded in terms of the Kubic Harmonics2 5
V SR = SmZ„AnK n(m)hI1(m ) (4.4)
48
where the 2 m is a sum over the anion lattice sites of Ising-like vari­
ables denoting the occupation of either a cyanide or bromide ion.
Thus, in the low temperature static limit, the potential is given by
V(Q) = WR + VSR (4.5)
Then P(£2 ) can be calculated through6 4
P(Q) = Z0 -1exp[-pV(n>], (4.6)
where Z0  is given by
ZQ = J exp[-pV(£2 ) ] d a  (4.7)
Thus an inversion of eq. (4.6) will give an expression for the po­
tential.
The result of the above equations is that the potential in this 
system is conveniently expanded in terms of the Kubic Harmonics. 
In the low temperature limit the CN" will sit in the minima of the 
potential and thus a measurement of P(£2) will give clues about the 
relative importance of the self interaction, the random strain fields, 
the crystal fields, and the adjustable parameters which go into the 
calculations.
Chapter 5 
Data and Analysis
A) Procedure
The samples were cooled using flowing He gas to temperatures 
such that the CN* ions were stationary. This is indicated by the 
sharp edges on the powder patterns. The x = 0.20 samples were 
studied at 15 K and the x = 0.50 samples were done at 32 K. The 
higher "freezing temperature" for x = 0.50 is indicative of the much 
stronger coupling of the CN* to each other. The x = 0.20 sample was
originally run at 20 K but slight rounding of the cusps was noticed,
so the temperature was lowered to 15 K. The choice of temperature 
was a compromise. Of course it is necessary for the CN* to be sta­
tionary, but if the temperature is too low T* becomes unacceptably 
long. Tj for x = 0.20 was about 120 s and about 180 s for x -  0.50.
The sample in the pyrex tube with the large gear on it was
then placed in the goniometer such that the visible cleavage planes 
were parallel to the vertical edges of the goniometer. This puts one 
of the [100] directions of the crystal along the field. This position is 
referred to as a  = 0°. The small gear was then engaged by sliding 
the entire shaft on the O-ring seal. The set screw on the aluminum 
keeper was then tightened and the entire probe was put into the 
cryostat. The above procedure had to be done quickly as the sam­
ples are hygroscopic and if exposed to typical St. Louis atmosphere 
for long will degrade due to absorption of water from the atmo­
sphere. This problem also necessitated the warming up of the sam-
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pie to above room temperature before removing the sample (to 
avoid condensing moisture).
A mark was placed on the goniometer shaft at the 0° position 
so that the angle through which the sample was turned could be 
measured. Twenty signal averages were taken at each orientation. 
The shaft was turned 30° between each collection of data, corre­
sponding to 1 0 ° for the crystal.
B) Pulse Sequence
The pulse sequence used in this experiment is shown in fig. 15. 
The first pulse is simply a 90° pulse which acts as a saturation 
pulse. It may seem counterproductive for the first action of a pulse 
sequence to destroy that which one is trying to detect - the magne­
tization. However saturation ensures that each subsequent signal 
average will have the same initial conditions.
The first delay is on the order of a few T j's to allow the mag­
netization to build back up. When using this method to measure 
lineshapes, there is a danger that Tj will vary across the line and 
thus distort the lineshape. This effect was checked for and no evi­
dence was found that Tj varied across the line.
At the end of the first delay is another 90° pulse. The phase of 
this pulse was alternated by 180° each time so that the sense of the 
rotation of the magnetization about the x axis was opposite. This 
inverts the sign of the echo which permits the addition and sub­
traction of alternating signal averages to eliminate DC offsets, coil 
disease, and coherent noise.
FID
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There is another delay of x at the end of the alternating 90°
*
pulse which is on the order of T2 - In these experiments x was about 
300 p.sec.
After the delay comes the 180° pulse. This refocuses the mag­
netization into a spin echo at a time x beyond the 180° pulse. This 
experiment used a compensated 180° pulse66,67. As indicated in 
fig. 15, the compensated 180° pulse consists of a 90° pulse about 
the y axis, a 180° about the x axis, and another 90° pulse about the 
y axis to produce an effective 180° pulse about the x axis. As with 
a simple 180° pulse, the compensated 180° pulse inverts the mag­
netization. The compensated 180° pulse has advantages however. 
90° pulses and 180° pulses are not always perfect and this combi­
nation corrects for the imperfections due to Hi inhomogeneity. It 
also does a better job of correcting for off-resonance effects which 
are particularly important here where the line is so wide. For a 
single pulse, a 180° pulse at the center of the line will not be a 180° 
pulse at the edge of the line, if Hi is not much larger than the 
resonance offset. Here a 90° pulse was about 11 (isec which corre­
sponds to 22 KHz. The resonant offset at the edge of the line was 
about 9 KHz. Thus a compensated 180° pulse is needed.
C) Phase Corrections
The first step in analyzing the data is to fourier transform and 
properly phase the result. The pulsed NMR data consists of the free 
induction decay (FID) and the spin echo (see fig. 15). The echo can 
be thought of as back-to-back FIDs. Thus, it is a common practice 
to shift the data, throw away the portion to the left of the peak, and
53
treat the right half of the echo as a FID. The advantage of this pro­
cedure over direct measurement of the FID is that the 0 time in­
formation is not lost due to coil ringing and receiver dead time.
The data is collected in the time domain in two channels - in 
phase and in quadrature relative to a reference signal. The fourier 
transform of the FID also has two channels called the absorption 
and the dispersion, also known as the real and imaginary parts. 
Furthermore the dispersion and the absorption are related by the
Kramers-Kronig relations. It is the absorption that this work will
be concerned with and is referred to as "the line". The details of 
the line are referred to as the lineshape.
When analyzing NMR lineshapes it is important to properly 
phase the spectra so that accurate lineshapes are obtained. As the 
terms real and imaginary imply, the data in the two channels can 
be thought of as projections on two orthogonal axes. It is stressed 
that this is true for each point in the time and frequency domains. 
The task is to separate absorption and dispersion neatly into their 
respective channels.
If the reference is not in phase with the NMR signal, the re­
sulting frequency domain data will be a combination of absorption 
and dispersion in both channels. This problem corresponds to a 
rotation of the real and imaginary axes by a fixed angle and is 
called the constant phase shift. This is relatively easy to do in 
software. In fact the phase angle between the NMR time domain 
signal and the reference can be calculated via
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, Echo h e ig h t in  the  re a l ch a n n e l v 
<(> = tan (.Echo h e ig h t in the im ag in a ry  ch an n e l^ ’ (5.1)
where the echo heights are determined at the echo peak. Then by 
multiplying the appropriate channels by sin<t> and cos<j> the data is 
rotated so that the absorption and dispersion appear in separate
channels. This correction can be done in either the time or the
frequency domain. In practice the phase shift was calculated in the 
time domain and executed in the frequency domain. This phase 
corrects the spectra to first order. Since the dispersion is much 
wider than the absorption, if there is some dispersion mixed into 
the absorption it will be reflected in the absorption by baselines of 
different height on either side of the line. Thus a criteria for fur­
ther fine tuning of the constant phase is that the baselines be the 
same height.
A more serious phasing problem results from digitization er­
rors due to missing the zero time point. Ideally, it is desired to 
digitize the spin echo so that the echo peak will occur exactly at 
some digitizer point. In practice, this is never realized because 
there is a non-zero time interval between digitizer points. It would 
be highly fortuitous for the digitizer to happen to digitize the signal 
at the proper time. Usually the echo peak falls between two of the 
digitizer points. It is possible to digitize fast enough so that this
type of error is hardly noticed. Unfortunately, faster digitization in
the time domain translates into a larger frequency per point in the 
frequency domain. This means resolution is lost in the frequency
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domain. Thus if the corrections can be done, it is in the interest of 
spectral resolution to use a slower digitization.
To see how missing the t -  0 point affects the fourier trans­
form consider the fourier transform
f(t) is the complex time domain signal and obeys f(-t) = f*(t). This 
is because the real part is the sum of cosines and thus symmetric 
and the imaginary part is the sum of sines and thus anti­
symmetric. g(to) is the fourier transform that is desired. But if the 
0  time point is missed the fourier transform that is obtained is
where T is the amount of time by which the 0 point has been 
missed. By defining u = t-T and using du = dt, eq. (5.3) can be 
rewritten as
g(co) = j f(t)exp(icot)dt. (5.2)
h(co)= J f(t-T)exp(icot)dt (5.3)
h(co) = J f(u)exp(ico(u+T))du. (5.4)
Since T is a constant it can be brought out of the integral
h(o>) — [J f(t)exp(icc»t)dt]exp(i(nT) (5.5)
where the variable of integration has been labeled t. Note that h(co) 
has a phase shift that is linear in o) (the exp(icoT) term) This phase 
shift can be corrected for by
b(co) = h(co)exp(-io)T) (5.6)
or,
b(o>) = J Tf(t)exp(io>t)dt. (5.7)
Comparing eq. (5.7) with eq. (5.2) it is evident that the error in the 
fourier transform is
The right side of Eq. (5.8) can be viewed as the product of the 
true time domain signal with a square pulse © (t) extending from -T 
to 0. Since 0 ( t)  is 0 everywhere except between -T and 0 (where it 
is 1), the limits can be extended from -<*> to «>. This, combined with 
a change of variables of t to -t and the relation f(-t) = f*(t), gives
The convolution theorem from fourier transform theory6 8  is
b(o) - g(o>) = J @(-t)f*(t)exp(-icot)dt. (5.9)
5 7
F(a>)*K(a>) = J f(t)k(t)exp(-ia>t)dt (5.10)
where f(t) and F(to) as well as k(t) and K(co) are fourier transform 
pairs. Here F(co) is the fourier transform of interest (i.e. g(to)) and 
K(co) is the fourier transform of ® (-t), a sine function. Thus the 
spectrum resulting from missing the 0  time is
i.e. the true lineshape minus the convolution of the true lineshape 
and a sine function. The sine function K(to) is very wide compared 
to g(co). If the point taken to be the 0  time point is ± one digitizer 
point from the true 0  time point, the resulting sine function has a 
central lobe which is much greater than the width of g(co). Thus the 
last term is essentially K(co) and is almost flat in the region of the 
absorption signal. Thus this source of distortion is very small.
The linear phase correction that was done in eq. (5.6) can be 
done in software but is not trivial. The distortion from a linear 
phase shift is equivalent to grabbing the full complex fourier 
transform at each end and twisting by angles ±0. The phase at each 
end of the spectrum becomes +0 and -0 respectively. The center of 
the spectrum accumulates no phase shift. If there is a significant 
linear shift in the spectrum it manifests itself as dips or elevations 
in the absorption baseline at the edges of the absorption spectrum.
b(co) = g(<o) - g(co)*K(to), (5.11)
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D) Kubic Harmonics
As was stated earlier, the NMR lineshape gives a direct mea­
surement of the orientational probability distribution function P(£2) 
- especially if the shoulder at is measured. Thus, in principle, the 
crystal could be turned such that all orientations of the crystal are 
brought parallel to the field and P(S2) would be mapped out. This 
however requires a goniometer capable of varying two angles, 
which was not feasible given the limited amount of space. It would 
also be very time consuming since only one feature of the spectra - 
the shoulder - is used.
Since all of the orientational information, P(Q), is in each spec­
trum, another way to take and analyze the data is to turn the 
crystal about one axis and then try to reproduce the lineshape from 
a trial orientational probability distribution function. The data is 
easier and much less tedious to take, but it is harder to analyze. 
This is the method that was used here.
Here the orientational probability distribution function P(f2) 
was modeled as a linear combination of Kubic Harmonics, i.e.
P(Q) = ZAnKn. (5.12)
This is a natural way to expand P(£2) since these crystals have cubic 
symmetry and since the right side of eq. (5.12) is the same as the 
right side of eq. (4.3) from the first principles theory of Michel and 
Rowe.
The Kubic Harmonics, which were first derived by Von Der 
Lage and Bethe6 9  through the 8 th order, are given through the 10th
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order in table 2. It should be noted that there was a minor mistake 
in the early work and the correct form for Kg can be found else­
w h ere70. The Kubic Harmonics are a set of orthogonal functions 
which can be derived from the spherical harmonics71'73. This work 
uses the Kubic Harmonics with the symmetry appropriate to cubic 
crystals; i.e. they are invariant under interchanges of x, y, and z, 
and sign reversals of x, y, or z. These are the functions that Von 
der Lage and Bethe labeled the a  type and are given in table 2. The 
a type Kubic Harmonics are of the form xPy9zr with p + q + r  = n 
where n is the order of the Kubic Harmonics and p, q, and r are 
even integers.
A prescription for obtaining the higher order functions is to 
multiply out (p 2 ) 1^ 2  with p2  = x2  + y2  + z2  = 1. This will produce n/2 
polynomials of the proper symmetry. These polynomials which will 
be called the subharmonics consist of terms of all the permutations 
of p, q, and r. For example, for n=6 ,
(r 2)6/2 _  x6 +  y6 + z6
+ 3 {x4 y2  + x2 y4  + x4 z2  + x2 z4  + y**z2  + y2 z4} (5.13)
+ 6 x2  y2 z2.
The three subharmonics are the three different lines on the 
right side of eq. (5.13). These subharmonics are linearly dependent 
with each other. Thus only one subharmonic will be linearly inde­
pendent with the lower order Kubic Harmonics. Which subhar­
monic is used to construct the Kubic Harmonic of order n is a matter 
of choice. Von der Lage and Bethe happened to use x2 y 2 z 2  to con-
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TABLE 2.
A list of the Kubic Harmonics of type a  from Von der Lage and 
B eth e69. All functions are normalized to 4k . p 2  is taken to be 1 and 
thus does not appear here. Functions in square brackets indicate 
functions with normalization constants omitted. Kjq was derived in 
this work num erically using Gram-Schmidt orthogonalization, 
starting with the function x 1 0  + y1 0  + z10.
K0  “  1
K4  = {5(3*7)^2 /4}( x4  + y4  + z4  - 3/5 )
K 6  = {3*7*11(2* 13)1/2/8}( x2 y2 z2  + [K4 ] / 2 2  - 1/105 )
K 8  = {5*13(3*11 *17)1/2/16}( x8  + y8  + z8  - 28[K6]/5 - 210[K4]/143
- 1/3 )
K 1 0  = {667.60K x 1 0  + y 1 0  + z 1 0  - 2.380[K8] - 7.415[K6] - 1.469[K4]
- 0.2727 )
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struct Kg. Construction is done via Gram-Schmidt orthogonalization 
with the lower order functions.
The Kubic Harmonics through the 8 th order are the ones re­
ported in the literature43*70. Note that K2  ~  x2  + y 2  + z2  = 1 , which is 
Kq. Thus K j is not linearly independent of Kq and is not included in 
the table 2. The 10th order function was derived in this lab on the 
apple He computer using Gram-Schmidt orthogonalization and is 
given in table 2. The inclusion of K 1 0  did not significantly improve 
the fits for x = 0.20 but helped some for x = 0.50.
E) Computer Programs
When analyzing the data two things must be kept in mind. 
P(£2 ) is a probability so care must be taken to avoid the unphysical 
situation of P(fi) being negative in some direction. A simple routine 
was written to check this on the computer. Furthermore, it is not 
enough to simply reproduce the lineshape at one angle. The line­
shape must be reproduced reasonably well at all angles a  with re­
spect to the field by one set of coefficients.
In view of eq. (5.12) above, I(o>) can be written as
i2 . i t  f t  * 2 n  f t
I(co) = j  J 8 (to - coCSA)P(ft)dft = J J 5(© - GoCSA)EAnKndQ (5.14) 
0 0 0 0
Interchanging the order of summation and integration gives
I(co) = £A n J f 8 (to - (DCSA)KndQ (5.15)
0 0
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Thus the contributions to the lineshape from the different Kubic 
Harmonics can be identified as
To that end, the contributions to the lineshape at each angle a  
due to each Kubic Harmonic In(a ) were calculated with Kn = Kq, K4, 
Kg, Kg, or Kjo- These lineshapes were plotted out and displayed so 
that relative contributions could be judged by eye and the next set 
of coefficients tried on the computer. This turned out to be unsat­
isfactory and a program (to be described later) was written in First 
to vary the coefficients and search for the set of coefficients which 
best approximated the lineshape. The plots are given in Appendix
There are a number of interesting properties to note about 
these various contributions to the lineshape. Inspection of the In 
shows that a given In has n/ 2  nodes and that the position of the 
modes was not a function of a .  This observation as well as inspec­
tion suggest that
G>cSA)Knd a (5.16)
B.
In(£Xi) = B(aj) *In(a=0) (5.17)
where B(aj) is a constant. Not only are Kubic Harmonics orthogonal, 
so are the lineshape contributions i.e.
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(1/N ) £  In(o>i) • Im (cOj) -  Sm n (5.18)
i
where N is a normalization constant. This result was suspected af­
ter inspecting the In. 1 q is the standard powder pattern at all an­
gles a .  All of the above were checked numerically on the Apple 
lie  computer and found to be true to better than 1 part in 100. It 
is cautioned that while these empirical observations hold true for 
rotation of the crystal about the [1 ,1 ,0 ] and [1 ,0 ,0 ] axes, these are 
high symmetry axes and the observations may not hold true for an 
arbitrary rotation axis.
Eq. (5.17) suggests one way in which to take data so that data 
analysis is easier. One merely needs to find some orientation <xj in 
which one (preferably more than one) of the coefficients B(otj) is 0. 
A spectrum at that angle would thus reflect at least one less Kubic 
Harmonic in P (O ). Thus by judiciously picking the proper orienta­
tions, P(£2) could be determined relatively easily. Indeed this is in 
large part why the data analysis did not stop at Kg as had other
studies. The spectrum at 30° in the (110) plane simply could not be
fit with K4  and Kg alone. Unfortunately, this was not realized until 
after the data was taken so brute force was used to fit the data.
A program written in First was used to calculate each of the 
In (cti) via eq. (5.16) and eq. 3.7 for n = 0,4,6,8,10 and for each ctj in 
the (110) and (100) planes. The grid used was 1.25° in both the 
azimuthal and polar angles, ctj ranged from 0° to 90° in 10° steps 
for the (110) plane and from 0° to 40° in 10° steps for the (100)
plane. All of these spectra were stored on disk to be recalled later
during simulations. The limits on the simulations reflect the sym­
metry of a cubic crystal. The simulations as well as the lineshapes 
should be symmetric about a  = 0° and 90° in the (110) plane and 
about a  = 0° and 45° in the (100) plane. Experimental spectra were 
measured at the symmetry related angles and were found to be 
nearly the same.
Another program was written to simulate the spectra. The 
program multiplied each In calculated previously by the appropri­
ate An for a particular angle and summed the result. That is, it 
executed eq. (5.15). A small amount of gaussian broadening was 
convoluted to simulate the natural dipolar broadening. Data (also 
stored on disk) was retrieved and compared to the simulation. A 
program was written to calculate the square of the deviation of the 
simulation from the data. It did this calculation point by point and 
summed the result to form a minimization parameter. These pro­
grams were iterated by a master program w hich varied the 
coefficients and searched for a minimum in the minimization pa­
rameter. This procedure produced a set of coefficients for one ori­
entation and was repeated for all orientations.
Since a particular Kn contributes different amounts to I(co) at 
different angles (see eq. (5.17)) weighting coefficients were calcu­
lated so that a proper average for each An could be calculated. The
weights for each cq were calculated via
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F) R esults
When the spectra were analyzed in the manner described above a 
set of coefficients was obtained. It was relatively easy to have the 
computer fit the spectra with cubic harmonics of up to Kg, Kg, or
KlO. The results are listed in table 3. Also listed in table 3 are the
results of a previous neutron scattering4 3  study and the results of a 
m olecular dynam ics 6 1  calculation. Blank entries indicate that 
functions of that order were not used in the fit.
The experimental data and fits for x = 0.50 are shown in fig.
16 and for x = 0.20 the data and fits are shown in fig. 17. Only
some of the data is shown for clarity. The data is shown as solid
curves and the fits as dashed curves. A complete set of data is
shown in Appendix A. The coefficients used for the fits in figs. 16 
and 17 are from table 3, lines 1 and 6  respectively. The fits are 
very good but not perfect. Any one of the spectra could be fit 
better but the reported sets of coefficients represent a compromise 
which fits all of the spectra reasonably well.
There are some important points to make about the data. As
figs. 16 and 17 show, the lineshape does change significantly with 
angle. P(£2) is definitely anisotropic. The height of the right shoul­
der, which is the unique point in the spectrum where the field de­
fines a unique direction, goes to 0 at a  = 60°. This indicates that 
there are few if any CN’ pointing along the [111] directions. In the 
(100) plane, spectra at 20° and 70° are shown. These are symme­
try related angles and indeed they match reasonably well. This in­
dicates that a good job was done in orienting and turning the crys-
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TABLE 3
A listing of the results of this work. The fits are through Kg, Kg, or 
K jo» f°r x = 0-50 and x = 0.20. Also included are results from 
n eu tro n  sc a tte rin g 4 3  (x = 0.53) and molecular dynam ics6 1 
calculations.
x Aq A4  Ag Ag Ajo
0.50a.b 1.00 0 .62  -0 .16 0 .10  -0.13
0 .50 1.00 0.58 - 0.12 0.21
0.50b 1.00 0 .54  -0 .06
0.53c 1 . 0 0  0 .36  -0 .08
0 .50d 1.00 -0 .70  0 .52
0.20a,b 1.00 0.54 - 0.01 0.23 0.00
0 .20b 1.00 0 .49  -0.01
0 .25d 1.00 -0 .80  0.75
a coefficients used for dashed lines in figs. 16 and 17 
b These coefficients used in fig. 19 
c Neutron diffraction data, ref. 43. 
d Molecular dynamics calculations, ref. 61.
X = 0.50 T = 30 K 
[110] Rotation Axis [100] Rotation axis
67
a  =  O' a  = O'
a =  30' a =  20
a  -  60 a  = 40
a  = 90 a  = 70
Fig. 16) The 15N  NMR spectra (solid) and the fits (dashed) for x = 
0 .5 0  taken at T  ~  30 K. T h e  coeffic ien ts  used for the fits are from 
table 3, line 1. The crystals were rotated about the [110] axis (left) 
and the [100] axis (right). Thus the a  =  0° spectra are the same ori­
entations but are physically different crysta ls . The a  = 20° and a  = 
7 0  0 for the (1 0 0 | rotations should be the same by symmetry.
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x = 0.20 T = 15 K 
[110] Rotation Axis [100] Rotation axis
a  = O' a  =  O'
a  = 30
a  = 60 a  = 40
a = 90' a  = 70
Fig. 17) The same as fig. 16 excep t for x = 0 .2 0 . The data were 
taken at T -  15 K. The coefficients for the fits are from table 3, line 
6 .
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tal. As stated earlier, the original attempts to fit the lineshapes 
using the Kubic Harmonics through order 6  were unsatisfactory. It 
is possible to arbitrarily improve the fits by increasing the number 
of orthogonal functions without gaining any additional physically 
significant knowledge. This would happen when the fits approxi­
mate the lineshape much better than variations in the lineshape 
due to errors in setting the angle. However it is felt that this 
boundary was not crossed for many reasons. For a  = 30° in partic­
ular, there was no way to fit the lineshape as I4  and Ig for 30° in 
the (110) plane are virtually flat as shown in fig. 18. Furthermore, 
for a  = 80 0  and 90° for both x = 0.50 and x = 0.20 in the (110) 
plane, the value for Ag changed sign from the other angles. Thus 
attempts were made to fit the lineshapes using Kg as well. This 
greatly improved the fits for a  = 30° in the (110) plane for both x = 
0.50 and 0.20. However, it did not fix the problem of Ag changing 
sign. Thus Kjq was derived and included in the fits. The inclusion 
of K jo also did not remove the problem of Ag changing sign. Also, 
as is evident from line 6  of table 3, the use of Kjq did not help the 
fit of the x = 0.20 data (since Ajq = 0.00). Inclusion of Kjq did how­
ever improve the fits of the line shapes for x = 0.50 by a small 
amount. While inclusion of Kg did improve the 30° spectra in the 
(110) plane it did make some of the fits at other angles for x = 0.50 
a slight bit worse. Inclusion of Kjq made these fits as good as be­
fore. Another indication that the inclusion of Kjo was justified is 
that the fits for x = 0.50 all gave an unphysical (i.e. P(£l) < 0 in some 
direction) set of coefficients. Each coefficient was adjusted by the 
smallest amount possible to obtain a physical set. For x = 0.50, the
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Fig. 18) The In( a  =  30°) in the (110 ) plane. The upper trace is 
data, n =  4  and n = 6 contribute almost nothing to the fit because o f  
their sm all amplitude at this angle . Thus higher K ubic Harmonics 
were necessary  to adequately fit the lineshapes.
7 1
adjustments became progressively smaller as more Kubic Harmon- 
ics were added to the fit. Thus it is felt that the boundary of di­
minishing physical returns has not been crossed here. The fits of x 
= 0.20, in particular, admit the possibility of higher order Kubic 
Harmonics, but that may be pushing the accuracy of the data.
A convenient way to present P (fi) from the fits is to show polar 
plots of cuts along the planes in which the data were taken. These 
are shown in fig. 19. For x = 0.50, P(£2) is largest in the [100] 
direction, has some probability in the [ 1 1 0 ] direction, and goes 
nearly to 0 along the [111] direction. The same is true for x = 0.20 
except that P(£l) does not go quite to 0 along the [111] direction. 
This indicates that at x = 0.20 the system is already beginning to 
cross over into the dilute regime where it is known that the CN‘ do 
point along the [1 1 1 ] directions50.
The fits using Kubic Harmonics through Kjq are the solid 
curves in fig. 19 while the fits though Kg are the dashed curves. In­
creasing the number of Kubic Harmonics used to fit the lineshapes 
did change the coefficients by a small amount, but it made for only 
minor changes in the shape of P(£2). This indicates the high degree 
of sensitivity of NMR to P(fl). Also shown in fig. 19 as a dotted 
curve are the results from a previous neutron scattering study4 3  
done at x = 0.53. The agreement with the x = 0.50 data presented 
here is reasonable although the minima along the [1 1 1 ] directions 
do not go to 0 in the neutron data. It should also be pointed out 
that there is a brief report7 4  of a neutron scattering study which 
claims that the CN" in x ~ 0.20 material are oriented predominately 
along the [111], in contrast with the x = 0.20 data shown in fig. 19.
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x =  0.50 
[1 0 0 ] planex  -  0.50 
[lio jp la n e
[ Oi l ]
[001] [001]
[010]
X = 0.20 [HO]
[1 1 0 ] plane [ H I ]
x = 0.20 
[100] plane [Oi l
[001]
Fig. 19) Polar plots o f  P (Q ) along the cuts show n. The solid  curves 
are for the fits for lines 1 and 6 o f  table 3 (x  = 0 .50  and x = 0.20 re­
sp ect ive ly )  and the dashed curves are for l in es  3 and 7 o f  table 3. 
The dotted curve is from the x = 0 .53  neutron scattering data listed 
in table 3, line 4.
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B lschner and Petersson 7 5  examined the related system 
N a(C N )x(C l)i_x with 23Na NMR, the sodium serving as an indirect 
probe of the cyanide orientations. They found electric field gradi­
ents at the sodium sites with [100] principal axes. They argue that 
this can only occur for cyanides oriented primarily in the [1 0 0 ] di­
rections. This agrees qualitatively with the data presented here 
(see fig. 19). However, no quantitative measurement of P(Q) was 
given.
The molecular dynamics6 1  calculations do not agree at all with 
this work or the neutron scattering data. Not only are the coeffi­
cients presented in table 3 different, but they are of different sign. 
There are a few possibilities for the discrepancy. The molecular 
dynamics simulations ran for 6  ps or 16 ps, a very short time scale 
compared to these experiments where the samples were cooled 
over about an hour. It may be that the calculations found 
metastable states. No experiment will ever be able to cool the 
sample temperature by 50 K or 100 K in 10 ps. Another problem is 
the sample size. The simulations were done on 4x4x4 or 6 x6 x6  unit 
cells. In a highly coupled system such as K(CN)x(B r) j .x it may be 
necessary to use larger samples to truly recreate the random 
nature of the potentials. It may also be that the potentials used 
may be inadequate although the same model does reproduce the 
structural phase diagram76. In any case molecular dynamics is in a 
good position to "measure" many quantities (e.g. short range 
orientational correlations inherent in the ferroelastic domain 
model) that are inaccessible by direct measurement. Thus it is
7 4
important for the molecular dynamics simulations to be able to 
reproduce the data reported here.
C h ap te r 6  
C o n c lu sio n s
The orientational probability distribution function of CN' ions 
in K(CN)x(B r)i_x has been measured by 1SN NMR. This is accom­
plished using the 15N chemical shift, which causes the NMR 
frequency to depend on the cyanide orientation with respect to the 
external field . The NMR spectra taken at several crystal 
orientations result in an unambiguous determination of P(£2). The 
important result is that P(Q) has large maxima along the [100] 
directions with smaller maxima in the [1 1 0 ] directions; few if any 
cyanides point in the [1 1 1 ] directions for both of the concentrations 
studied. This is in good agreement with neutron scattering data for 
x = 0.53, but in sharp contrast to molecular dynamics simulations 
for both concentrations.
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A ppendix  A
L ineshape D ata 
(Lineshapes have been outlined as guides to the eye)
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Appendix B 
Lineshape Contributions of Kn
(Lineshapes have been outlined as guides to the eye)
Kq at all angles
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