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Abstract
Depth sensing has many practical applications in vision-related
tasks. While many different depth measurement techniques exist
and depth camera technologies are constantly being advanced, ac-
tive depth sensing still rely on specialized hardware that are highly
complex and costly. Motivated by this, we present a novel tech-
nique for inferring depth measurements via depth from defocus us-
ing active quasi-random point projection patterns. A quasi-random
point projection pattern is projected onto the scene of interest, and
each projection point in the image captured by a camera is anal-
ysed using a calibration model to estimate the depth at that point.
The proposed method has a relatively simple setup, consisting of a
camera and a projector, and enables depth inference from a single
capture. Furthermore, the use of a quasi-random projection pat-
tern can allow us to leverage compressive sensing theory to pro-
duce full depth maps in future applications. Experimental results
show the proposed system has strong potential for enabling active
depth sensing in a simple, efficient manner.
1 Introduction
Depth sensing is a fundamental low level computer vision task that
allows for 3D geometric measurements of the world. Depth infor-
mation is crucial for many applications including 3D reconstruc-
tion, action recognition, human-computer interfacing, etc. As such,
depth cameras have received much attention both academically
and in industry with constant advancements to depth camera tech-
nology.
Traditionally, active depth sensing techniques include methods
such as projector-camera structured light systems, laser scanners,
ToF cameras, and IR projected point patterns such as the Microsoft
Kinect [1]. While recent efforts have lowered the cost of depth cam-
era sensors, depth sensing still requires specialized complex hard-
ware that are not compact. Motivated by these challenges, in this
paper we present a system for inferring sparse depth measure-
ments from a single camera capture by leveraging active quasi-
random point projections and camera defocus. The proposed method
of inferring sparse depth has a relatively simple setup, thus can
potentially lead to very compact and low cost active depth sens-
ing systems. The proposed method involves projecting a quasi-
random point pattern onto the scene of interest. The quasi-random
point pattern can for instance be generated by using a light source
with a point pattern mask, resulting in much simpler and cheaper
hardware configuration. The detected projected points on the im-
aged scene are analyzed to determine their point spread functions
(PSF), which is then are used to estimate depth via a calibrated
model.
2 Related Work
Depth from defocus (DFD) methods generally estimate depth by
analyzing the difference in blurriness of two images captured at
different focal lengths [2, 3, 4], with different methods using differ-
ent filters for determining the measure of blur. A major drawback to
such DFD methods is the unreliable detection of blur, especially in
untextured areas of the image. This problem is mitigated in active
depth sensing, where an optical projection is used to find corre-
spondences for triangulation. A review of structured light patterns
for depth measurement is provided by Salvi et al. [5]. Therefore,
using active projection patterns does not depend on the objects in
the scene and is also effective in untextured regions. On the other
hand, active depth sensing systems suffer from occlusion and re-
quire complex hardware. As such, we are motivated in the pro-
posed system to takes advantage of the benefits from both DFD
and active depth sensing methods to design a system that has a
simple setup yet reliable in the depth measurements.
The concept of using DFD using active projections have also
been explored in literature. Pentland et al. [6] used evenly spaced
line projections to determine depth from line spread. This simple
method is able to create low resolution depth maps. Nayar et al. [7]
used a dual sensor plane with optimized projection and camera
setup to produce a dense depth map and reduce front/back focal
ambiguity. Ghita et al. [8] used a dense projected pattern with a
tuned local operator for finding the relationship between blur and
depth. Moreno et al. [9] used an evenly spaced point pattern with
defocus to obtain an approximate depth map used for automatic im-
age refocusing. These methods use a high density projection pat-
tern which require either a projector or more specialized calibrated
hardware, neither of which are required by the method presented
here.
3 Proposed Method
The proposed system can be described as follows. A quasi-random
point pattern is projected onto the scene, which is then captured by
a camera. The camera’s focus is fixed such that the degree of fo-
cus of each point in the quasi-random point pattern as it appears in
the captured image is dependent on the depth of the surface. The
relationship between depth and the point spread function (PSF) of
the projected point pattern is characterized in a calibration model,
and used to infer the depth at each point to produce sparse depth
measurements. A one-time calibration step is required to learn the
calibration model.
3.1 Calibration
The purpose of the calibration procedure is to characterize the re-
lationship between PSF and depth in a calibration model. When
out of focus, a projected point will appear blurred, with the degree
of blurriness correlated with the depth of the scene at that point,
which we can model using a PSF. The blur effect of a projected
point is visualized in Figure 1. Here, the PSF of the projected dot
as captured in the image can be approximately modelled by a 2-D
Gaussian [10]:
h(x,y) =
1
2piσ2
e−
x2+y2
2σ2 (1)
where σ is the standard deviation of the PSF.
Fig. 1: Projected points on an object at various distances (30cm to
60cm) away from the setup, as captured by the camera.
Therefore, to learn the calibration model, a point pattern is pro-
jected onto various planes with known distances away from the
projector-camera setup. The measured data points corresponding
to standard deviation vs. depth can then be used to construct the
calibration model characterizing the relationship between standard
deviation of the PSF and the distance away from setup. To ob-
tain a continuous curve for the calibration model, regression with
a third order polynomial function is used to fit the data points. A
visualization of the calibration model is shown in Figure 2.
3.2 Sparse Depth Estimation Pipeline
With the calibrated model, the proposed system can then be used
to estimate sparse depth of the scene. To this end, the proposed
depth recovery method can be divided into 4 main stages outlined
in Figure 3 and described as follows.
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Fig. 3: Flowchart of the depth recovery pipeline
Active Quasi-random Point Projection: A quasi-random point
pattern is projected onto the same. In the current system, a Pois-
son Disc Sampling method was utilized to generate the quasi-random
point pattern such that the random points are tightly packed to-
gether, but no closer than a specified minimum distance. Com-
pared to other random sampling methods, Poisson-Disc method
significantly reduces the chances of having overlaps between blurred
projected points, which would result in erroneous depth recovery.
Point Localization: After the projected point pattern has been
captured by the camera, Otsu’s method is used to obtain a binary
map consisting of regions corresponding to the projected points [11].
The centroid of each region is computed and the distance between
the closest pair of centroid is used to define the regions of interest
of the projected points. The identified projected points and their
corresponding regions are shown in Figure 4.
Point Spread Function Estimation of Projected Points: Based
on the detected regions of interest of the projected points, the stan-
dard deviation of the point spread function of each projected point
is estimated by using an intensity-weighted approach, where the
number of samples at each location is approximated by multiplying
the pixel intensity by a factor of 10,000. Based on these gener-
ated sample populations, the sample mean and sample standard
deviation can be computed as follows:
σ =
√
∑mi=1∑
n
j=1(xi j−µ)2
N−1 (2)
Fig. 4: Identification of projected points in the acquired scene.
µ =
∑mi=1∑
n
j=1 xi j
N
(3)
Figure 5 shows a point spread function computed for an exam-
ple projected point.
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Fig. 5: A PSF computed for an example projected point.
Recovery of Sparse Depth Map Based on the standard devia-
tion of the PSF of a projected point, the calibration model can then
be used to infer the depth corresponding to that projected point.
By performing this on all projected points in the quasi-random point
projection pattern, the sparse depth map can be obtained.
4 Experimental Setup
The main goal of this current realization of the proposed technique
is to build a compact and portable system to obtain depth infor-
mation of the scene. For this purpose, the scene is imaged using
a Point Grey Chameleon3 USB Camera (resolution: 1280× 1024 )
with a 30mm prime lens and the quasi-random point pattern is pro-
jected using a BENQ MH630 Digital Projector (resolution: 1440×
900).
Fig. 6: The diagram of the experimental setup
The experimental setup is described in Figure 6. The camera is
mounted on a tripod, 40 cm behind the projector. The camera lens
is in-line with the projection lens. The focal plane of both projector
and the camera are on a plane 80 cm away from the projector.
5 Results
The test scene was the edge of a rectangular box (two slanted pla-
nar surfaces 90◦of each other), and the quasi-random point density
is approximately 0.05% of the projector resolution.
Fig. 7: Sparse depth map of the scene with ground truth surfaces
Ground truth surfaces were constructed from known measure-
ment points. Figure 7 shows the depth recovery of the object com-
pared to the ground truth surfaces. To evaluate the performance
of the pipeline, the correlation coefficient was computed between
the estimated depth and the ground truth depth at corresponding
locations.
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Fig. 8: Ground truth depth vs. estimated depth
Fig. 9: Top view of the reconstructed sparse depth map
The correlation coefficient was computed to be 0.9533, which
demonstrates that a strong positive correlation between the ground
truth depth and the estimated depth. This strong correlation be-
tween the ground truth depth map and the estimated depth can
also be observed in the sample point visualization shown in Fig-
ure 8.
Figure 9 shows the top view of the sparse depth recovery of the
test scene. It is worth mentioning that when the projected points
appear close to the edge of the captured image, part of the pro-
jected points end up being cut off from the image, thus leading to
inaccurate estimates of the standard deviation of the PSF of these
cut-off projected points. This is clearly observed at the left and
right edges of the reconstructed sparse map of the scene, where
the points stray far from the ground truth depth locations. Never-
theless, it can be observed that the basic geometry of the target
object is well captured using the proposed technique.
6 Conclusion
This work presented a sparse depth measurement system based
on active quasi-random point projection and depth from defocus.
Preliminary results demonstrated promising results for inferring depth
data of the scene. The main advantage of the proposed method is
its simplicity in hardware and computation, requiring merely a cam-
era and projected dot pattern.
There are many additional future directions that can be ex-
plored. Different quasi-random patterns other than Poisson Disc
patterns can be explored to determine if improvements in depth
accuracy can be achieved. As well, different point spread function
models can be examined to account for lighting and object tex-
ture. In addition, the density of the active quasi-random projection
patterns can be dynamically adjusted to generate denser measure-
ments in areas of more detailed structure.
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