Geographic localization of knowledge spillovers is a central tenet in multiple streams of research.
INTRODUCTION
Empirically establishing the micro-foundations of industrial agglomeration is a key focus in multiple streams of research. Ever since the seminal work of Marshall (1920) , scholars have studied not just exogenous locational factors but also three endogenous mechanisms for why agglomeration takes place:
benefits from labor pooling, efficiency gains from collocation of industries with input-output relationships, and localized knowledge spillovers.
1 Of these, knowledge spillovers have generated the most scholarly attention in recent years, perhaps because they are seen as critical for innovation and new value creation in an increasingly knowledge-intensive economy. In this study, we take a closer look at various geographic elements in shaping such spillovers, distinguishing between the roles played by political borders (at the national or state level) vs. simply spatial proximity.
Although several studies have documented localization of knowledge spillovers, the geographic levels most relevant for this phenomenon remain unclear given the approaches employed. For instance, a significant body of empirical work has studied only country-level spillovers (Branstetter, 2001; Keller, 2002; Jaffe and Trajtenberg, 2002, Chapter 7; Singh, 2007) , with the findings from such studies then being justification for assumptions used in theoretical models of economic growth of nations (Romer, 1990; Grossman and Helpman, 1991) . Others have taken political borders at a less aggregate level -states -as the geographic unit of interest (Jaffe, 1989; Audretsch and Feldman, 1996; Almeida and Kogut, 1999; Rosenthal and Strange, 2001 ), but mostly without consideration of national borders or geographic distance. The typical focus on just one of the borders arises for two reasons -one practical and the other more theoretical. The practical reason has been that it is hard to obtain precise measures for geographic proximity, so national or state borders can be seen as a convenient way of measuring it indirectly. The more substantive reason has been a belief that political borders are important over and above any spatial proximity effects, for example due to institutional differences. In either case, however, the extent to which political borders and geographic proximity measure the same thing or not has not been typically tested.
A glaring gap in the literature therefore remains that few studies have attempted to rigorously disentangle the effects operating at different geographic levels, providing limited guidance regarding the exact geographic scope of knowledge spillovers. For example, the fact that within-country knowledge spillovers are found to be more intense than those across countries might simply reflect an aggregation of state-level or metropolitan-level mechanisms. Similarly, interpretation of state-level localization findings is also unclear, as these too might be driven by effects operating more locally and are open to criticisms to the effect that "state boundaries are a very poor proxy for the geographical units within which knowledge ought to circulate" (Breschi and Lissoni, 2001: 982) . Perhaps motivated by such ambiguities, or by criticism like Krugman's remark that "states aren't really the right geographic units" in economic analysis (1991:43) , recent research appears to have renewed focus on exploring agglomeration at less coarsely defined geographic levels.
The economic geography literature has a long tradition of emphasizing a link between localized knowledge spillovers and urban growth (Jacobs, 1969; Glaeser, Kallal, Scheinkman and Schleifer, 1992; Saxenian, 1994) . More recently, studies such as Rosenthal and Strange (2003) , Singh (2005) and Arzaghi and Henderson (2008) have carefully established agglomeration effects related to such spillovers as indeed being particularly strong over short distances within a city (a few miles or even less). This research is complemented by the broader literature emphasizing the role knowledge spillovers through spin-offsalso often geographically localized -can play in industry and regional growth (Gompers, Lerner and Scharfstein, 2005; Klepper and Sleeper, 2005; Agarwal, Audretsch and Sarkar, 2007) . Advances are now being made towards formal models capturing micro-foundations of the geographic scope of geographic clusters like Silicon Valley and calibrating these models against real data (Kerr and Kominers, 2010) .
Despite these rich yet distinct bodies of work examining different geographic levels, few studies related to knowledge spillovers have considered different levels of border and proximity effects simultaneously in an attempt to unpack the true contribution of each. In addition to not separating the country, state and metropolitan effects from one another, most studies do not separately identify these from the role of spatial distance either. It is therefore unclear whether to interpret prior findings simply as reflecting that "distance matters" or as borders also having an important and independent role. Even studies that do consider multiple geographic levels, such as the path-breaking article by Jaffe, Trajtenberg and Henderson (1993) , analyze these different geopolitical units separately and again do not account for precise spatial distance. When at least some distance-based measures have been employed, most have still been too aggregate to disentangle the precise geographic effects of interest. For example, although Keller (2002) employs data on distance between capital cities of countries, he does not consider different withincountry distances. Likewise, Peri (2005) extends this to consider distances between different pairs of states, but still does not distinguish city-to-city distances within a state. A forthcoming article by Belenzon and Schankerman (2012) is an exception that does simultaneously consider geographic distance and collocation even within a state. However, their analysis is based only on knowledge originating from universities, which comprises a tiny fraction of the overall knowledge created in the economy and plays a relatively minor role in the overall knowledge diffusion patterns.
We analyze the role of borders vs. proximity in diffusion of a large knowledge base represented by a set of 631,586 patents, employing recent empirical advancements in studying knowledge diffusion and documenting long-term trends in both within-country and within-state localization effects after multiple geographic effects are all accounted for together. Given the role that specific assumptions regarding the geographic scope of knowledge spillovers can play in research areas as diverse as regional and international economics, business strategy, technological innovation and entrepreneurship, we see our study as fulfilling a need to dig deeper into the geography of knowledge spillovers in a manner analogous to advances in the literature on cross-regional trade -a field that has made much more progress in examining the borders vs. proximity question at both the country level (e.g., McCallum, 1995; Anderson and Wincoop, 2003) and the state level (e.g., Wolf, 2000; Hummels, 2003, 2008) .
Our empirical approach builds upon the increasingly sophisticated use of patent citations to measure diffusion of knowledge. As a motivation for examining the above questions using patent citation data, Figure 1 provides simple graphical evidence regarding the geographic pattern of inter-firm citations to patents filed during by inventors based in the U.S. 2 Three observations are worth making.
First, the likelihood of citation between random pairs of patents decreases with geographic distance.
Second, the citation likelihood is greater within country borders than across, within state borders than across, and within metropolitan area boundaries (measured using "CBSA" definitions explained later) than across. Third, the national and state border effects seem to be only partly explained by geographic proximity: there seems to be an independent "border effect" within each of the buckets for spatial distance (a finding that continues to hold even with further refining the distance buckets used in the figure).
Figure 1 is, however, just a depiction of summary statistics and does not account for a number of empirical issues addressed in more formal analyses we report later as a part of this study. In our preferred approach, we employ regression models to run a "horse race" among different geographic variables to isolate the level at which localization of knowledge spillovers operates most prominently. Specifically, we construct a dataset of patent pairs (representing actual or potential patent citations) using choice-based sampling and estimate a "citation function" modeling the likelihood of citations between random patents.
Our framework departs from previous studies by making no ex ante assumptions about the most appropriate geographic unit of analysis. Instead, it allows us to simultaneously account for collocation of the source and destination of knowledge within the same country, state or metropolitan area as well as for fine-grained spatial distance.
Consistent with prior work, separate analyses we conduct at the national, state and metropolitan levels exhibit spillover localization at all levels. Importantly, simultaneously accounting for all of these shows how individual analyses overstate their respective importance. We also extend the analysis to first parametrically control for distance and then employ a set of non-parametric indicator variables to more flexibly capture the more nuanced effects of distance. A key finding is that robust border effects are seen even after accounting for geographic proximity. In other words, we continue to see independent country border and state border effects even after carefully controlling for the effect of metropolitan area collocation and the decaying of spillover intensity with spatial distance.
The same-country localization of knowledge spillovers turns out to be several times stronger than the same-state effect. One could view this large and robust national border effect as perhaps in line with expectation, given the well-documented linguistic, cultural, institutional and economic differences among countries (Coe, Helpman and Hoffmaister, 2009 ). However, time-trend analysis also reveals a more surprising finding: a strengthening of the same-country effect over time despite the accepted trend toward globalization and technological advances which supposedly smooth cross-border communication.
We find the state border effect even more puzzling. The finding turns out not to be driven by just one or two specific states (like California) or sectors (like computers or communication technologies).
The result is seen even in subsamples comprised of cited patents close to state borders, and so is also not driven just by those in the interior of states. In fact, significant state border effects are found even in a conservative test where metropolitan effects are completely isolated by considering only patents and (potential) citations arising within a subset of metropolitan areas that span state borders. We also analyze trends over time and find that -in contrast to country borders -the state border effect weakens considerably over the 30-year time period our cited patent sample is drawn from.
To further boost confidence in our findings, we confront two key challenges inherent in using patent citations to measure knowledge spillover localization. First, citation patterns are determined in part by technological relationships which cannot be perfectly captured by any formal classification system (Thompson and Fox-Kean, 2005) . Second, some citations are added by patent examiners, not inventors, and the extent to which the two represent spillovers likely differs (Alcacer and Gittelman, 2006) . To address these concerns, we first examine the robustness of our prior findings to using only inventor-added citations. We then employ an identification strategy (motivated by Thompson, 2006) that calculates true geographic effects as the difference between localization estimates for subsamples of citations added by inventors vs. patent examiners. Border effect findings remain robust even though this approach weakens the effect of proximity, further highlighting the importance of borders beyond pure geographic proximity in shaping knowledge diffusion patterns.
EMPIRICAL APPROACH

Constructing a patent-based dataset
Although citation-based measures are noisy in capturing true knowledge flows, surveys of inventors have established that citations-especially in large samples-do capture knowledge flows meaningfully (Jaffe and Trajtenberg, 2002; Duguet and MacGarvie, 2005) . Even assuming that citations do correctly capture knowledge flows, it is not possible to decipher when a given citation represents a "spillover", i.e., a true externality for which the receiver does not fully pay. Nevertheless, we follow the prevalent view that citations do at least partly represent spillovers and for the rest often represent benefits the receiver gets in the form of "gains from trade" even in cases where they represent purely market transactions. 84.7%). 5 Our results are, however, robust to either classification system.
Before proceeding to construct a sample of patent pairs representing actual or potential citations, we restrict the cited patent sample to only patents whose geographic origin is unambiguously defined in order to avoid making arbitrary assumptions in trying to resolve locational ambiguity of a knowledge source. In other words, we exclude patents from geographically dispersed inventor teams, even though these might be an interesting (but different) topic to study. We also omit patents not assigned to any organization as well as those to non-firm sources (such as universities and government bodies) as the focus of this study is to examine inter-firm diffusion of knowledge. In the end, all the steps mentioned above yield a set of 631,586 potentially cited patents as sources of knowledge.
3 Our distance data are restrictive in two ways. First, since we have only a single latitude and longitude coordinate per city, we cannot calculate distances between inventors within a city or even be completely precise about distances between those in different cities. Second, USPTO data contain the city of residence of the inventor, which might not coincide with the city where the work was done. But this is still the best available proxy for an invention's geographical origin as assignee address typically refers only to the overall firm's registered office or headquarters. 4 A cruder approach (that has been employed in the past) could be to designate one single "phantom MSA" for each state to handle cases where an inventor does not fall within an actual MSA. However, doing so would confound metropolitan effects with state effects, and is therefore inappropriate for the research question of interest here. 5 Additional details on CBSA definitions are at https://www.census.gov/geo/www/2010census/gtc/gtc_cbsa.html.
Constructing a matched sample of actual and potential citations
For each cited patent mentioned above, we collect data on all citations received during a 10-year window since its application and drop all within-firm citations. As a highly influential study by Jaffe, Trajtenberg the corresponding effects being manifestations of mechanisms operating at more local levels (such as city or CBSA) or driven purely by spatial distance? Our preferred approach for answering these questions is a regression framework that can simultaneously examine the effect of different geographic levels.
A regression framework for estimating citation likelihood
With collocation within a certain pre-defined geographic unit as the dependent variable in the JTH model, one cannot easily examine multiple geographic levels at the same time. One could try to ascertain the relative importance of different geographic levels by somehow comparing the findings across models;
however, this would likely remain a statistically complex and unsatisfactory exercise. We instead rely on a regression framework that estimates the likelihood of citation between two random patents, making the existence of a citation between a pair of patents the dependent variable and employing the entire set of geography-related variables simultaneously as explanatory variables in a single model.
6
Our citation-level regression framework has the added advantage of flexibility in modeling technological relatedness between patents, allowing multiple levels of technological granularity to be 6 Our methodology builds upon studies such as Sorenson and Fleming (2004) and Singh (2005) that also model the citation likelihood between patents in a regression framework, though to study different research questions.
considered at once. This addresses a criticism previous studies have faced in choosing a specific technological granularity when constructing a JTH-style control sample. As Thompson and Fox-Kean (2005) and Henderson, Jaffe and Trajtenberg (2005) discuss, one faces a dilemma in using matching:
the three-digit technology match commonly employed might be too crude to capture all relevant technological relationships, but using a finer classification could suffer from selection bias because a match would not be found for most of the sample. Both articles suggest a regression approach that simultaneously accounts for technological relatedness at multiple levels of granularity.
7
A seemingly straightforward extension of the JTH methodology might be to employ a regression approach using a JTH-style matched sample in a (logit or probit) regression model, wherein the existence of a citation between a pair of patents is taken as the dichotomous dependent variable.
However, this would imply that the matching procedure was in effect used to carry out sampling based on the dependent variable in the first place, since the JTH method draws a "zero" (unrealized citation) corresponding to each "one" (actual citation). This needs to be taken into account to get estimates truly representative of the population. Further, the potentially citing patents used in constructing the control pairs are drawn only from technology classes and years from which citations to the cited patent actually exist, ignoring the population of potentially citing patents from the remaining technology classes and years. As the technical appendix explains, this can further bias the results. Here, building on Singh (2005) , we describe a micro-level citation regression framework that ameliorates this issue.
Before discussing how to extend our matched sample for citation-level regression analysis, for exposition we imagine a sample of random patent pairs constructed by pairing each of our potentially cited patent with a random draw of potentially citing patents. We could model the likelihood of a patent citation in this sample as a Bernoulli outcome y that equals 1 with a probability
Here, i is an index for the sample of potential citations (i.e., patent pairs), x i represents the vector of covariates and controls (described later), and β β β β is the vector of parameters to be estimated. Since the likelihood of a focal patent being cited by a random patent is extremely small, it is not practical to carry out the estimation based solely on a dataset constructed via random sampling of possible pairs of patents. Instead, we employ a "choice-based" sample, wherein the sampled fraction γ of potentially citing patents that actually cite a focal patent is much larger than the fraction α of the patents not involved in a real citation to it. The usual (unweighted) logistic estimation based on such a sample would be biased, since the sampling rate is different for different values of the dependent variable. One way to avoid the bias is the weighted exogenous sampling maximum likelihood (WESML) approach, which involves a modified logistic estimation based on weighting each observation by the reciprocal of the ex ante probability of its inclusion in the sample (Manski and Lerman, 1977) .
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The basic WESML approach as described above is based on employing a sample where the "zeroes" are drawn from the population of unrealized citations with the same ex ante likelihood.
Recognizing that technological relatedness is a particularly strong driver of citation likelihood between patents, we can refine the choice-based sampling approach further to also get benefits from stratification on this explanatory variable. This implies allowing the parameter α to vary across different y=0 subpopulations (Manski and McFadden, 1981; Amemiya, 1985, Ch. 9) . Indeed, by carefully considering the respective subpopulations (defined by different technology classes and years of origin) from which we have effectively drawn our JTH-style control patents in the previous section, we can interpret our matched sample as above and appropriately calculate the weights to use with each control pair. However, as the technical appendix explains in more detail, this is not sufficient in itself.
Using the WESML approach with the matched sample also requires extending the sample to ensure Rather than making specific functional form assumptions about temporal patterns, we account for citation lag (i.e., years elapsed between the cited and citing patents in a pair) non-parametrically by employing a full set of indicator variables. This is in addition to accounting for the cited patent's time period of origin using a separate set of indicator variables (Rysman and Simcoe, 2008) . Relying upon longitudinal variation in our sample, we are therefore able to separately identify cohort effects and citation lag effects in a way that previous studies with more restrictive samples (such as Thompson, 2006) were not able to. We also include indicators for the cited patent's 2-digit NBER technological subcategory. 9 Finally, since the citation probability might also be driven by other characteristics of the cited patent, we control for observables and cluster standard errors to account for unobserved ones.
EXTENDING THE TRADITIONAL MATCHING APPROACH
Before turning to our regression approach in the next section, we present some analysis that extends the more traditional JTH-style approach. This should allow a reader familiar with prior literature to better relate our study to existing research in terms of both what kind of findings remain similar across the two approaches and which new insights emerge specifically from using the regression approach.
Baseline analysis comparable with prior work
Following the empirical approach of JTH, we compare the incidence of geographic collocation of the potential knowledge sources as represented in actual citations as well as matched control pairs, in turn using the country, state, and metropolitan area as the geographic units of analysis. As the side-by-side comparison in Table 1 shows, our findings at each of the three units of analysis are quite comparable to those reported by JTH as well as a replication by Thompson and Fox-Kean (2005) . The incidence of collocation for all three geographic units is statistically and economically greater between actual citations and the corresponding matched control pairs: 74.7% vs. 57.6% at the country level; 13.4% vs.
6.2% at the state level; and 7.6% vs. 2.6% at the metropolitan level. 
Further investigation of the border effects using the traditional matching framework
It is difficult within the JTH framework to separate the extent to which localization spillovers are driven primarily by political borders, spatial proximity, or both. However, we can carry out at least some informative analysis. In doing so, we focus most on the robustness and nature of the state border effect because, although localization at the country level might be less surprising, the presence of a localization effect truly associated with state borders within a country like the U.S. is puzzling.
A first step in separating border and proximity effects even within the JTH framework is checking whether the state finding is driven by observations geographically distant from the state border. Columns (1)- (4) in Table 2 report findings from a JTH-style analysis using a subsample where the distance of a potentially cited patent's originating town or city to the closest state border is not more than 20 miles. If state borders played no role in knowledge diffusion and prior findings were driven entirely by observations distant from the borders, the state result ought to now disappear.
Comparing column (2) in Table ( 1) with column (2) in Table ( 2), we find that not to happen. Even though state-level collocation in column (2) is substantially lower for citations in the near-border sample than the whole sample (7.1% in Table 2 vs. 13.4% in Table 1 ), the matched pair sample collocation incidence is also lower (2.7% in Table 2 vs. 6.2% in Table 1 ) so that the ratio reported calculated in column (4) is in fact higher in Table 2 . In other words, taking account of geographic distribution of technological activity, we find no evidence that not accounting for distance from state border is somehow driving the state effect reported earlier.
While the above analysis based on a subset of cited patents (representing the source of knowledge) originating near a state border increases confidence in the possibility that state borders do indeed have an independent effect, columns (5)- (8) Hampshire. Given that the citing patents in the matched pairs in our original sample could be from
anywhere, this analysis relies on a new matched sample appropriate to the task. A control patent is now generated by matching the citing patent to a patent not just from the same 3-digit technology class and the same year but also originating from within the state dyad being considered.
The interpretation of the results reported in columns (5)- (8) is that, in a sample comprising only dyads of neighboring states, knowledge generated within 20 miles of a state border is still much more likely to be used within its state of origin than the neighboring state (after, as before, adjusting for geographic distribution of different technology classes). In other words, the finding of a state border remains qualitatively robust to using this alternate methodology. 11 Since we use a new sample that restricts actual and potential citations to be between neighboring states within the U.S., note that country border effects have been filtered out (so country-level analysis is no longer carried out) and that the reported numbers are also not comparable with the findings from columns (1)-(4).
One interesting feature of U.S. geography is that 62 of the 943 CBSAs include more than one state. For example, the CBSA containing Cincinnati, Ohio also extends into sections of Kentucky and
Indiana. This allows us to test the border effect by examining whether in-state localization exists even for knowledge flows within such CBSAs. Specifically, columns (9)- (12) report the findings based on a subsample of the data in columns (5)- (8) where the observations only include cited patents originating in a multi-state CBSA. The observations are further restricted to citations coming from within the CBSA that are also matched to control citations also within the same CBSA. By construction, metropolitan effects have therefore been filtered out (so CBSA-level analysis is no longer carried out).
Difference of means between incidences of state-level collocation for actual citations and the corresponding controls remains statistically significant. Although their ratio is now much smaller, it should be noted that this is a very conservative test using a smaller, highly restrictive within-CBSA sample. Thus, just the fact that we find any state-border effect in this case is perhaps in itself quite remarkable. To a skeptic, this could be an indication instead that the state border effect is perhaps not as strong as it is made out to be in the earlier analysis. At this point, we are agnostic to an exact interpretation -preferring instead to address the issue using our regression framework.
Analyzing long-term localization trends using the traditional matching framework
Our sample size is orders of magnitude larger than those employed in previous studies, so we can carry out more detailed analyses as reported in Table 3 . Columns (1) through (4) (4) as an indicator of the strength of the geographic effects. What is rather striking is that -despite much talk about globalization and decreasing relevance of geographic separation -the role of geography appears to have increased rather than decreased over time. Given that the JTH framework only analyzes each geographic unit in isolation, this analysis is however not able to disentangle whether the time trends are reflective primarily of underlying border effects, proximity effects or a combination of the two. We will therefore return to this issue later in the context of our preferred regression framework that accounts for all geographic effects simultaneously.
Analyzing inventor vs. examiner citations using the traditional matching framework
Recent work has noted that many patent citations are included not by the inventors themselves but later by patent examiners (Alcacer and Gittelman, 2006) . Therefore, it is useful to carry out analysis complementary to the above by examining just inventor-added citations, since these might arguably be more likely to reflect prior art that an inventor was aware of in coming up with the focal invention.
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Columns (5) through (8) of Table 3 report the JTH-kind analysis based only on the subsample of citations added by inventors (and the corresponding controls). Since the inventor/examiner distinction is only available for citations post-2001, these calculations are reported only for the cited patent originating during one of the three five-year periods for which the citation window overlaps with availability of this information for a significant fraction of the citations. Comparing the extent of the localization effect calculated in column (8) vs. column (4) reveals that a focus on just inventor-added citations significantly strengthens the geographic localization for all three geographic units of analysis.
Unlike the results in column (4), the results in column (8) do not show any time trends -though that is largely reflective of the fact that the analysis cannot even be carried out for the first three periods due to unavailability of the inventor vs. examiner distinction for citing patents pre-2001. Thompson (2006) exploits the inventor/examiner distinction to address a challenge when using a JTH-style matching approach: since even the finest available technological classification might not capture some unobserved technological characteristics driving both patent citation patterns and geographical collocation, it is hard to be definitive about geographic collocation leading to increased knowledge diffusion. He suggests an identification strategy wherein one only takes greater localization for inventor-contributed citations relative to that for citations added by examiners as reliable evidence of localized knowledge spillovers. The rationale is twofold. First, because patent examiners are generally recruited directly after college, they do not have any specialized work experience that could bias them towards adding citations to patents from specific locations. Second, these examiners work at a single campus in Alexandria (Virginia), further making them "geography blind." In other words, the examiners should have no reason to disproportionately add localized citations over and above the natural distribution of prior patents relevant for a given patent application, making examiner-added citations useful as an appropriate benchmark for interpreting geographic localization of inventor-added citations. To use this approach for analyzing inventor citation findings from columns (5)- (8), we first report analysis using just examiner-added citations (and corresponding matched controls) in columns (9)-(12). Comparing columns (8) and (12), the calculated ratio between collocation incidences for realized citations vs. matched patent pairs is found to be higher in all cases for inventor-added citations than for examiner-added citations, further establishing the robustness of the finding on geographic localization of knowledge spillovers. Note that we still have not disentangled border vs. proximity effects, for which we turn to their simultaneous examination in our regression framework.
ANALYSIS USING THE WESML REGRESSION FRAMEWORK
Simultaneous examination of multiple geographic levels
We now turn to the regression framework to simultaneously examine national and state borders after accounting for proximity effects related to metropolitan (i.e., CBSA) collocation and geographic distance. Table 4 summarizes the variables used in our analyses. It is worth restating the data limitation that distance is measured based on the latitude and longitude coordinates we have for inventor cities, and not the exact inventor addresses. Before trying to disentangle borders and proximity, however, it is instructive to get an overall sense of diffusion and geography. The analysis reported in column (1) of Table 5 is the simplest way of seeing this. The WESML regression estimates have an intuitive interpretation in terms of how an explanatory variable drives the likelihood of citation between random patents in the population, with the fact that citations are rare events making it possible to in fact directly interpret the logistic model coefficients as percentage effects on citation likelihood.
14 Column (1) implies that the likelihood of citation falls by 36% with a doubling of distance.
The analysis reported in column (2) also includes relevant control variables. This includes controls for technological similarity and relatedness between patents using a series of associated variables rather than only relying on the three-digit technology class match. The findings in column (2) imply that the likelihood of citation now falls by 27% with a doubling of distance -the difference between the citation likelihoods corresponding to column (1) and (2) and non-overlap of the corresponding confidence intervals is indicative of this difference being statistically significant. This highlights the benefit of using a regression approach in disentangling effects at the various geographic levels by simultaneously considering the effect of all three.
15
14 In a logistic model, the marginal effect for a variable j is β j Λ'(xβ), which turns out to equal β j Λ(xβ)[1-Λ(xβ)]. In general, this would need to be calculated either based on the mean predicted probability or using the sample mean for Λ(xβ). But the fact that citations are rare events allows further simplification: since Λ(xβ) is much smaller than 1, β j Λ(xβ)[1-Λ(xβ)] is practically equivalent to β j Λ(xβ). This means the coefficient estimate for β j can be directly interpreted as the percentage change in citation probability with a unit change in variable j. 15 If we carry out this analysis excluding the 9-digit technology control, the magnitude of geographic localization on all three dimensions turns out to be larger -with the difference being the greatest for metropolitan collocation. This
Simultaneously considering multiple geographic units indicates that there is more to the national and state border effects than a mere aggregation of localization mechanisms operating at the metropolitan level. The estimates in column (5), however, do not rule out the possibility that such effects are not epiphenomenal with spatial distance since including the CBSA collocation variable does not account for distance-related effects that might be more gradual than CBSA collocation. To this point, the model in column (6) now also includes our distance variable from before. As expected, with geographic proximity now better controlled for through the combination of metropolitan collocation and distance, both border effects become smaller. The extent of this drop -calculated in terms of a percentage difference in the average predicted marginal effect for a variable across the two models -turns out to be much larger for the same state effect than the same country effect.
To allow more flexibility in how distance constrains knowledge flows, column (7) repeats the analysis with a series of indicator variables for distance ranges, covering increasing distances starting in the sequence distance 0 miles (i.e., same city), distance 0-10 miles, and so on. The omitted category is distance greater than 6,000 miles. This non-parametric approach ensures that the same country and same state estimates more accurately measure border effects independent of geographic proximity.
(Even more fine-grained indicators did not materially alter findings.) Not surprisingly, estimates for the distance indicators themselves reveal that knowledge flows are greatest when the source and recipients are collocated within the same city (i.e., distance = 0) and that the distance effect gradually falls (more or less monotonically) with distance. Once more, however, we find statistically and economically significant estimates for same country and same state even after we have accounted for geographic proximity using same CBSA and distance indicators. 16 (Note that it is hard to directly compare same country and same state coefficients across columns (6) and (7) as the latter has a large number of new variables in the form of distance indicators.) This finding challenges an interpretation that localized knowledge diffusion reported by previous studies is merely a manifestation of intraregional distances being on average smaller than cross-regional distances. 
Further investigation of the border effects using the WESML regression framework
We now examine subsamples to figure out whether our findings are driven by particular kinds of is in line with intuition that geographic concentration of technological activity-which is what our technologyrelated control variables account for-is greater when viewed at a finer level of granularity for technology. 16 Rather than calculating standard errors based on clustering at the patent level, we also tried the Associate Editor's suggestion of geographic clustering at different levels -the city, the CBSA and even the state -to be conservative in the kinds of unobserved heterogeneity accounted for. Although the standard errors did become larger as expected, the coefficients for same country, same state and same cbsa still remained statistically significant at the 1% level. 17 In additional analysis, we tried models with indicators for contiguous countries and contiguous states to distinguish cases where the source and destination share a border. While we did find knowledge flow to be more intense between contiguous regions, we found that independent country and state border effects persist.
patents. One concern might be whether the state-level finding is driven by observations that are quite distant from the state border. Analogous to the near-border analysis presented for the JTH approach, we analyze diffusion of knowledge originating near state borders to see if there is on average a similar state-border effect even for these. Specifically, we look at the subset of potentially cited patents that lie within 20 miles of a state border. As column (8) in Table 5 indicates, the findings for the near-border cited patent sub-sample turn out to be qualitatively similar to those from the full sample (column (7)), including the continued presence of a significant same-state effect.
Next, we subset our sample by removing California as Silicon Valley has been often described as an outlier for diffusion (Almeida and Kogut, 1999) . As the top state in terms of patenting activity and one of the largest in terms of area, one might worry that our results depend on California in ways that state fixed effects do not capture. In column (9) of Table 5 , both country and state localization are found to be robust to excluding California. To further investigate whether our findings are statespecific, in analysis not reported to conserve space, we also carried out analogous analyses for cited patent subsamples from the ten largest patenting states. The findings revealed that, in six of these ten cases, observed state-level localization of knowledge originating within the state borders could not be completely explained simply by geographic proximity effects in the form of metropolitan collocation and/or shorter geographic distances. In other words, the finding is not driven by just one or two specific states. In fact, California turned out to be one of the minority cases where state borders do not seem to have an effect independent of distance (but CBSA boundaries like those of the Silicon Valley still do), suggesting that -once one crosses out of certain areas like Silicon Valley -knowledge is no longer further constrained by state borders over and above effects related simply to distance.
Next, we turn to checking whether the results could similarly be driven by specific sectors. To start with, we exclude the one-digit NBER technology category Computers & Communications -a sector many scholars consider to be unique. As column (10) in Table 5 shows, the results are qualitatively unchanged. We also carried out (but omit for space) separate analyses for cited patent subsamples from all six different one-digit NBER categories. The findings revealed that the findings are not driven by a specific sector. In fact, in five of the six cases, observed state-level localization of knowledge could not be completely explained simply by geographic proximity effects, the only exception being the NBER category Others. Similarly, repeating the analysis with two-digit NBER subcategories revealed an independent state border effect for 30 of the 36 subsamples. Thus the state border finding is clearly not driven by just one or two specific sectors either.
Analyzing long-term localization trends using the WESML regression framework
We next investigate whether these effects are driven by particular time periods as opposed to being persistent. Before disentangling long-term trends in border and proximity effects, it is useful to start with an overall sense of how the role of geography in knowledge diffusion has evolved over time.
With this view, column (1) in Table 6 extends the analysis from column (2) in Table 5 by adding an interaction term period * ln(distance + 1) between the distance variable and the time period variable capturing the five-year period when the cited patent originated. (See Table 4 for detailed definition.)
18 Surprisingly, and contrary to the widespread notion that the importance of distance has been eroding over time due to globalization and technological advancement, the decay in citation rate with distance seems to have increased over time, albeit the economical magnitude of this is not too large.
In column (2), we turn to disentangling time trends in the border vs. proximity effects, with the goal of figuring out whether the role of political borders has strengthened or weakened over time once proximity is accounted for. In addition to the distance variable, we re-introduce our other three geographic variables -same country, same state and same cbsa, but now also bring in their interaction effects with the time variable period. The trends turn out to differ across different variables: the effect of national borders seems to have increased over time while that for state borders and CBSA boundaries has decreased. Additional analyses in columns (3) and (4) all the way down to 1.15 in 2000-04 (4.3 in a million vs. 3.8 in a million). We offer a similar chart of CBSA for completeness; however, as our distance variable is based on a single latitude and longitude value for a city, we consider it too noisy to reliably disentangle micro-level distance effects from CBSA effects. We therefore suggest caution in interpreting the CBSA variables, treating these as controls for our study rather than taking the results as conclusive.
Relying on statistical testing using the period above has helped us formally test for long-term trends in knowledge diffusion patterns. However, for period-by-period findings that do not impose linear restrictions on the effect of period, column (5) 
Analyzing inventor vs. examiner citations using the WESML regression framework
We now revisit the issue that many citations are generated not by inventors but by patent examiners.
For easy interpretation, logistic regression estimates for the inventor vs. examiner subsample are first separately reported in columns (1)-(3) and columns (4)-(6) respectively of Table 7 . This is followed by the last three columns that examine the two subsamples together in a single multinomial logistic framework in order to allow more rigorous inference. As noted in section 3.4, unavailability of information on whether a pre-2001 citation was added by an inventor or examiner restricts our analysis to patents receiving a meaningful number of relatively recent citations. This reduces the number of observations considerably compared to Table 5 , and also makes it impractical for exploiting the inventor/examiner citation distinction to shed further light on the long-term time trends.
We start with side-by-side analyses of the inventor-added citations subsample (which includes not only actual citations but also controls matched to those) in columns (1)-(3) and the examiner-added 19 We wondered about the extent to which the temporal patterns are an artifact of changes in sectoral composition over time. In analysis not detailed here, we found that the increase in country-level localization as well as the drop in state-level localization is a more general phenomenon than being driven by increasing dominance of specific sectors.
citations subsample (which also includes actual citations and corresponding controls) in columns (4)-(6) in Table 7 . We begin by comparing columns (1) and (4) so as to assess the overall geographic effect. When not simultaneously accounting for political borders, the effect size implied by the coefficient on ln(distance = 1) variable is almost twice as large for citations added by inventors than by examiners. However, simultaneously considering all our geographic units representing political borders and spatial proximity in the remaining columns questions whether a large part of the overall effect is truly comprised of an impact of proximity per se. The difference between the effect sizes for coefficients on ln(distance + 1) for columns (2) and (5) are not that large relative to the big gap between the two for columns (1) and (4). Similarly, the effects size for same CBSA is not too different between columns (2) and (5), and in fact becomes virtually indistinguishable between columns (3) and (6) as distance is accounted for non-parametrically in the form of our full set of indicator variables.
This reinforces the concerns expressed by Thompson and Fox-Kean (2005) and Thompson (2006) that knowledge spillovers reported in earlier studies might, to a significant extent, have been a manifestation of the USPTO classification system (or, for that matter, any formal classification system) only imperfectly capturing true technological relationships across patents.
The previous finding on the influence of political borders, however, is not diluted as much by the inventor/examiner distinction. Comparing the estimates for same country in columns (2) and (3) with those in columns (5) and (6) respectively, examiner-added citations in fact show no country-level localization while the effect for inventor citations is economically and statistically highly significant.
The state-level result also remains robust. However, although the same state coefficient is statistically insignificant for the examiner-added citation analysis in column (5), it turns significant for the preferred specification in column (6) once distance is accounted for in a non-parametric fashion. Still, the effect size corresponding to the coefficient on same state in column (3) remains considerably larger than that in column (6). The relative weakness of the same state effect in this analysis might in part be due to the limited timeframe of the inventor vs. examiner distinction, as we are able to observe patents only in the latter portion of our 30-year window. Recall from the earlier time trends analysis that the The first set of multinomial logit analyses, reported in columns (7)- (9), take No Citation as the omitted (reference) category. The findings seem qualitatively very similar to those from separate logistic analyses for the two sub-samples as described above. In particular, most of the distinction between the coefficients on ln(distance + 1) between the Inventor Citation and Examiner Citation outcomes again disappears in going from column (7) to column (8). In contrast, the coefficients for same country and same state remain much stronger for the Inventor Citation outcome than for the Examiner Citation outcome even in columns (8) or (9). The only distinction from before is that even the same CBSA effect now seems significantly stronger for the Inventor Citation case than Examiner Citation case, although the magnitude of the same CBSA difference is still somewhat smaller than that for the same state effect and much smaller than for the same country effect in the preferred model (9).
In order to formally test hypotheses comparing Examiner Citation estimates with the Inventor
Citation estimates, columns (10)- (12) replicate the same multinomial logit specification as in columns (7)- (9) after now taking Examiner Citation as the omitted category. This obviates the need to compare coefficient values across inventor and examiner citations in specification (9), instead allowing direct inspection of the equivalent column (12) coefficient significance as a formal test of the geographyrelated effects for political borders after accounting for spatial proximity. All three effects -same country, same state and same cbsa -are found to be statistically significant in column (12). Additional statistical tests reveal that the same country effect is indeed significantly larger than the same state and same cbsa effects, although the latter two are statistically indistinguishable from each other. Overall, our main qualitative finding -that there are independent border effects even after geographic proximity is accounted for -therefore continues to hold even with a careful inventor vs. examiner citation distinction. We can be quite confident in concluding that the border effect finding is indeed quite robust and not just an artifact of either the geographic proximity of inventors not being accounted for or there being measurement issues related to geographic distribution of technological activity.
DISCUSSION AND CONCLUSION
The contribution of this study is employing a novel regression framework based on choice-based sampling to simultaneously consider the impact of different geopolitical levels to help us disentangle border effects from geographic proximity effects. In addition to accounting for technological relatedness between the citing and cited patents at multiple levels of granularity, we employ an identification approach inspired by Thompson (2006) to address concerns about unobserved aspects of technological relatedness. A robust finding of our study is that, on average, country and state borders serve as constraints on knowledge diffusion even after accounting for geographic proximity in the form of metropolitan collocation and geographic distance. We document that the findings are robust to examining only near-border samples and also not driven by specific states or sectors. In fact, application of the alternate identification strategy using the inventor/examiner distinction in citations only strengthens this finding regarding an independent effect of borders.
The finding that national borders have a strong effect might not be too surprising. The literature already suggests several border-related variables future research could consider for digging deeper, such as linguistic, cultural, political and economic differences between countries. Indeed, in analysis not reported here, we found knowledge flows from the U.S. to other English-speaking countries to be stronger even after accounting for geographic distance. A more general treatment of this issue in the form of gravity-type models employed in international economics would, however, require a sample where not just the citing but also the cited patents are drawn from multiple countries.
One might still worry whether country-level results are driven by patents originating in different countries systematically differing in their propensity to cite USPTO patents for reasons unrelated to true knowledge flows. However, previous work such as Jaffe and Trajtenberg (2002, Chapter 7) and Singh (2007) -although not examining multiple geographic levels -has used USPTO data to report countrylevel localization effects of comparable magnitude as the U.S. in a number of other countries as well, suggesting that biases arising from systematic differences in propensity to cite are unlikely to be too large.
Our additional finding that the country-level localization effect is driven almost entirely by citations that inventors themselves add also points to systematic differences in propensity to cite not being evident at least in citations that USPTO examiners add later.
What is most surprising about our country-level finding is that it has only grown stronger over a period that has seen the rise of information technology in general and the internet in particular. We take this as evidence that U.S. inventors seem to be disproportionately relying upon knowledge generated within the U.S. even as the fraction of patents originating overseas has grown. However, this finding could also at least partly be an artifact of patent data. For example, in the absence of inventor/examiner citation distinction for our full sample period, we cannot rule out the possibility that the U.S. is becoming more specialized in a way not captured by the formal technological classification system. If this were true, we might still observe U.S. patents as increasingly citing other domestic patents in a way not fully reflecting true knowledge diffusion trends associated with national borders. While we also cannot rule out a possibility that part of the uptick might be due to some idiosyncrasy in how USPTO functioning has evolved, just the fact that this effect has not declined over time seems remarkable.
Turning to the counterintuitive finding of an independent state border effect, it is worth noting that a few studies (e.g., Holmes, 1998) have found state-level effects in other contexts before. Belenzon and Schankerman (2012) even document state-level localization specifically for knowledge diffusion, though they examine only patents assigned to universities and hence argue that policies promoting withinstate knowledge diffusion from state-funded public universities might be a driver of their finding. Our study reveals that the state border effect is more general, applying even to knowledge arising in private companies. Further insight into the puzzling state border effect will require a comprehensive exploration of considerations such as government support for research, spending on higher education and policies affecting inter-firm mobility of personnel (Marx, Strumsky and Fleming, 2009) . Another fruitful direction might be exploring diffusion of knowledge through localized networks of individuals (Singh, 2005; Singh and Agrawal, 2011) , with future work focusing on differences in the nature of formal and informal networks operating at different geographic levels and how various networks might have evolved over time in a way that can explain the state-level localization effect (but not the country-level effect) to decline over time. Linking the existence and evolution of such networks to underlying institutional differences across regions would then be a natural next step.
While further exploration of mechanisms like institutional factors and policies seems promising for future research, we cannot rule out that at least some of the effects we find might not to be robust to using alternate research designs. At a minimum, however, our study as an initial inquiry into borderrelated diffusion effects for flow of ideas, paralleling analogous studies disentangling border effects and spatial proximity effects for flow of goods in cross-regional trade (McCallum, 1995; Wolf, 2000; Anderson and Wincoop, 2003; Hummels, 2003, 2008) . Further progress toward unpacking the geography of knowledge spillovers would also help refine existing theoretical models of innovation, entrepreneurship and growth, ultimately leading to more effective innovation-related policies. Table III in a manner similar to that reported by Thompson & Fox-Kean (TFK) . The TFK sample statistics are for the first sample they construct by employing three-digit technology matching to be comparable to JTH. While TFK subsequently construct other samples using more fine-grained technology matching, we instead rely on regression models to similarly account for technology more finely. Using formal t-tests confirmed that difference of means between incidences of geographic collocation for actual citations vs. corresponding controls were statistically significant in all cases, so the t-statistics have not been reported to conserve space.
Table 2. Further investigation of the state border effect
Notes: To ensure that within-state localization reported above is not just a distance effect driven by cited patents in a state's interior, columns (1)-(4) carry out the JTH-style analysis using a subsample of our matched sample where the distance of the cited patent's originating town or city to the closest state border is not more than 20 miles. In columns (5)-(8), the set of actual citations is restricted to those arising either within the cited patents or in the closest neighboring state -with the set of control citations to use as a benchmark also being regenerated based on a matching with all potentially citing patents within these two states using their application year and a three-digit technology class. In columns (9)- (12), as an additional robustness check to distinguish the effect of metropolitan collocation from state borders, analysis has been further restricted to cited patents originating in CBSAs that cross state borders and having both actual as well as corresponding control citations within the CBSA (with one or both of them potentially still crossing the state border). Difference of means between incidences of geographic collocation for actual citations vs. corresponding controls were statistically significant in all cases, so the t-statistics have not been reported to conserve space.
(1) (2) (3) (4) (5) (6) (7) (8) Notes: Columns (1) through (4) employ exactly the same matched sample as the corresponding columns in the previous table except that the analysis has now been broken up into six five-year time periods based on the application year of the cited patent. The sample size drops during 2000-2004 because, while the first five periods employ the full ten-year citation window, the observed window is shorter for patents in this period given that we only observe citing patents until 2009. Columns (5) through (8) are based only on the subsample of citations added by inventors and their corresponding controls, and columns (9) through (12) are based only on the subsample of citations added by examiners and their corresponding controls. Since this distinction is only available for citing patents post-2001, this analysis is done only for the cited patent originating periods for which the citation window overlaps with availability of the inventor vs. examiner distinction information for citations.
(1) (2) (3) (4) (5) (6) (7) (8) Notes: The unit of observation is a pair of patents representing an actual or potential citation. The dependent variable is an indicator for whether or not the potentially citing patent actually cited the focal patent. A choice-based stratified sample is used, and a weighted logistic regression (WESML) approach is implemented using observation weights that reflect sampling frequency associated with different strata. The regression model also uses a constant term and indicator variables as indicated above, but these are not reported to conserved space and are available from the authors upon request. Robust standard errors are shown in parentheses, and are clustered on the cited patent. Asterisks indicate statistical significance (*** p<0.01, ** p<0.05, * p<0.1).
(1) Table 5 apply here as well, except that regression coefficients for the control variables as well as for the distance-period and distance indicators (when applicable) are also omitted to further conserve space. As indicated, distance indicators are excluded in the first two models since a continuous distance variable has been directly included in those models. Table 5 apply here, except that regression coefficients for the distance indicators and control variables are not shown. The first six columns employ weighted logistic regressions as before, but with only inventor-added citations and corresponding controls included in columns (1)-(3) and only examiner-added citations and corresponding controls included in columns (4)-(6). The last six columns employ weighted multinomial logistic regressions based on the combined sample, with the regression specifications used for columns (7)-(9) differing from those in columns (10)- (12) Choice-based sampling involves drawing a fraction (γ) of the "ones" and a smaller fraction (α) of "zeroes" from the population. The probability of a citation conditional on a dyad being in the sample follows from Bayes' rule: (Greene, 2003) . Since the functional form is still logistic, one way to correct the logit estimates is subtracting ln(γ/α) from the constant term. However, noting that such a correction is overly sensitive to the assumption of the logistic functional form being completely accurate, Manski and Lerman (1977) . As Amemiya (1985, Section 9.5 .2) demonstrates, consistency of WESML comes from the expected value of the weighted log likelihood turning out to be the same (except for a scaling factor) as the expected log likelihood for the same sample resulting through random (exogenous) sampling.
WESML can be implemented using a logistic approach by "simulating" an exogenous sample by weighting each observation by the number of elements it represents from the population (i.e., by the reciprocal of the ex ante probability of inclusion of an observation in the sample). An appropriate estimator of the asymptotic covariance matrix is White's robust "sandwich" estimator. Strictly speaking, WESML is not statistically "efficient" (Imbens and Lancaster, 1996) . Nevertheless, efficiency issue can be mitigated by employing sufficiently large samples.
A2. Combining Choice-Based Sampling with Stratification on Explanatory Variables
In basic choice-based sampling, the "zeroes" are all drawn from the y = 0 population with a uniform sampling rate (α). This approach can be generalized to obtain additional benefits from stratification on key explanatory variables-that is, allowing "α" to vary across different y = 0 subpopulations (Manski and McFadden, 1981; Amemiya, 1985, Ch 9) . Let us define z as a label for different strata that takes values 1, 2, …, T, and note that This forms the basis for deriving the pseudo-likelihood function for choice-based sampling with stratification. As per the WESML method, each log-likelihood function term needs to be weighted by the inverse of the ex ante probability of that observation being included in the sample. These weights can still be computed as long as the sample as well as population counts for each stratum are known. Once we have the weights w tj corresponding to z = t (t = 1, 2, …., T) and y=j (j = 0, 1), the required pseudo-likelihood function is given by Since C is independent of β, it can be ignored. Thus, a weighted logistic estimation can again be used, with the weights given by w i . (Note that the weights now depend not just on y but also on the stratum z i .)
A3. Applying WESML to (Extended) Matched Samples
This approach can be extended to matched samples such as the one we have constructed following JTH. For a given cited patent, since the matched patent is drawn randomly from the year and technology class of an actual citing patent, we can interpret each {citing year, citing class} combination as a different stratum and calculate the implied sampling rates based on the sample and population counts for each stratum to determine appropriate weights.
However, the matched sample is not representative of the population since the {citing year, citing class} combinations for which no actual citations ("ones") exist are ignored from the point of view of the potential citations ("zeroes"). To ensure the strata are mutually exclusive and exhaustive while still keeping their number manageable, we create (for each cited patent) a new observation by randomly selecting one potentially citing patent for each year (in the 10-year window) belonging to one of the technology classes from which no citation occurs (in that year). The weight for each of these is computed using the implied sampling rates for random draws from these subpopulations.
An example should clarify the sample construction. One of our cited patents is 4205881, applied for in 1980 and in tech class 299. It receives two citations during 10 years: from 4441761 {year 1982, class 299} and 953915 {1989, 299}. Therefore patent pairs (4205881, 4441761) and (4205881, 4953915) represent actual citations ("ones") included with a weight of 1 (as we include all citations, i.e., set γ = 1). In JTH-based matching, citing patent 4441761 was matched to control patent 4402550 {year 1982, class 299}. In year 1982 and class 299, there were 92 potentially matching patents from which patent 4402550 was chosen through a random draw. So the observation (4205881, 4402550) was included as a control pair ("zero") with a weight of 92. Similarly, citing patent 4953915 mentioned above was matched to control patent 4974907 {1989, 299}. In year 1989 and class 299, there were 59 potential matches from which 4974907 was chosen. So the observation (4205881, 4974907) was included as a control pair ("zero") with a weight of 59. Finally, for each of the year 1981 through 1990, we selected a random potentially citing patent, constrained not to be from technology class 299 for the years 1982 and 1989 (as class 299 is already included in finer strata above just for these two years). The range of weights for these 10 observations ended up being between 61,578 and 99,371, depending on the number of eligible patents in the given citing year. 
