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strength is strong enough. Secondly, it is proved that the settling times are determined by
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Over the past several years, synchronization of coupled chaotic systems (oscillators) has received much attention due to
its wide application in secure communication, image and information processing, complex networks and biological systems.
Synchronization of two identical chaotic systems with different initial conditions was ﬁrst studied by Pecora and Carroll [1].
Various methods for synchronization of chaotic systems have been proposed, such as linear state feedback control [2–7],
adaptive control and backstepping nonlinear control [8–13], hybrid control method [14], passivity-based control and sliding
mode control [15–17] (see the references therein).
Recent studies of chaos synchronization have more focused on the convergence rate of coupled chaotic systems. The main
drive for studying the convergence rate is that from a practical point of view the coupled chaotic systems are required
reaching synchronization within a short period of time. By using above mentioned conventional control methods, the con-
trolled chaotic systems can only achieve asymptotic convergence and their trajectories reach synchronization in inﬁnite time.
In order to achieve fast synchronization, an effective method is the use of ﬁnite-time control techniques to optimize conver-
gence time in coupled systems [18–35]. The ﬁnite-time control techniques have demonstrated better robustness, disturbance
rejection and fast convergence rate properties [18,19]. Other methods regarding the ﬁnite-time stability of autonomous and
time-varying systems, such as pure ﬁnite-time control [20–23], adaptive ﬁnite-time and linear state feedback control
[24–27], sliding mode control method [28–30], output feedback control [31,32], ﬁnite-time stochastic control method [33]
and CLF-based control method [34,35] have also been developed.
This paper investigates the fast synchronization of directionally coupled chaotic systems in a chained interaction topol-
ogy. The directed topology is considered based on the fact that most of informations exchange between oscillators are direc-
ted, in other words, the coupled oscillators in a group cannot receive information from each other and only receive or send. All rights reserved.
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nization and its criteria of coupled oscillators in directed network topology have so far received little attention in the liter-
atures. It is thus necessary to consider the directionally coupled chaotic systems and derive the ﬁnite-time convergence
conditions. The methods to be developed for chained coupled systems can provide preliminary results on how to select
the Lyapunov function and derive the convergence criteria of multiple chaotic systems in a complex directed network
topology.
The main aim of this paper is to develop the convergence conditions and settling times for the directionally coupled cha-
otic systems. Speciﬁcally, this paper studies under what conditions such coupled systems can achieve synchronization and
how quickly they can reach ﬁnite-time synchronization. Furthermore, synchronization of the coupled system containing
bounded individual chaotic sub-systems will also be investigated. This consideration is based on the fact that the exactly
initial conditions may not be easily obtained in some cases (such as the random initial conditions), instead, the bounded
values of all individual chaotic systems can be estimated by using the physical devices limitation or the experimental results.
When the individual chaotic system is bounded, simpler controllers can be used to ensure such coupled systems to achieve
ﬁnite-time synchronization. It will be shown that the settling times are mainly determined by the bounded value and dimen-
sion of all chaotic systems for given interaction strength and system function parameter.
The rest of this paper is organized as follows. In Section 2, the notations and problem formulations are presented. Section
3 provides the main results of ﬁnite-time synchronization without and with linear interactions. Illustrative examples and
numerical simulations are presented in Section 4. Conclusion for the coupled systems is given in Section 5.2. Problem formulations
Throughout this paper, let R deﬁne a set of real numbers; Rn be the n-dimensional real vector; Rnn be the set of n n real
matrices; diagða1; . . . ; anÞ denote a diagonal matrix with diagonal elements a1; . . . ; an; the sign matrix function
signðxjðtÞ  xiðtÞÞ ¼ diagðsignðxj1ðtÞ  xi1ðtÞÞ; . . . ; signðxjnðtÞ  xinðtÞÞÞ 2 Rnn; jxjðtÞ  xiðtÞjh ¼ ðjxj1ðtÞ  xi1ðtÞjh; . . . ; jxjnðtÞ
xinðtÞjhÞ> 2 Rn, signðxjðtÞ  xiðtÞÞh ¼ signðxjðtÞ  xiðtÞÞjxjðtÞ  xiðtÞjh, 0 < h < 1 and signðzÞðz 2 RÞ be the sign function.
The equations of directionally coupled chaotic systems in a chained network topology can be described by the following
differential equations [21]:_xiðtÞ ¼ f ðxiðtÞÞ þ ci;iþ1signðxiþ1ðtÞ  xiðtÞÞh þ ci;i1signðxi1ðtÞ  xiðtÞÞh þ di;iþ1ðxiþ1ðtÞ  xiðtÞÞ þ di;i1ðxi1ðtÞ  xiðtÞÞ; i ¼ 1; . . . ;N: ð1ÞHere, xiðtÞ ¼ ðxi1ðtÞ; xi2ðtÞ; . . . ; xinðtÞÞ> 2 Rn is the state vector of system i. ci;iþ1 and ci;i1 are the coupled nonlinear strengths
of system i with its neighbour systems iþ 1 and i 1, respectively. If system i can send information to system iþ 1, then
ciþ1;i > 0, otherwise ciþ1;i ¼ 0. Similarly, di;i1 and di;iþ1 are the coupled linear strengths of the system. f : Rn ! Rn is Hölder
continuous vector-valued function satisfying f ð0Þ ¼ 0. There are some smooth functions, such as sinðzÞ; lnð1þ z2Þ and
arctanðzÞ(z 2 RÞ [32] satisfying this property. Since the network topology is chained, any sub-system in the network has
two neighbours except the ﬁrst and last one. In order to ensure that the ﬁrst and last sub-system each has one neighbour
only, it is assumed that c10 ¼ d10 ¼ cN;Nþ1 ¼ dN;Nþ1 ¼ 0 in system (1). Such an assumption makes system (1) mathematically
meaningful for i ¼ 1; . . . ;N. Here c10 and d10 can be considered as the coupling strengths of sub-system 1 with its virtual
neighbour, sub-system 0. While for sub-system N; cN;Nþ1 and dN;Nþ1 can be regarded as the coupling strengths of sub-system
N with its virtual neighbour, sub-system N þ 1. In reality, for a system composed of N sub-systems, sub-system 0 and sub-
system N þ 1 do not exist.
In practical applications, it is hoped that simple control inputs can be used to guarantee all oscillators in system (1) to
attain ﬁnite-time synchronization. However, in most cases the linear and non-linear control inputs in (1) are necessary
for general systems of coupled chaotic oscillators to attain synchronization in ﬁnite time. When the oscillator (or sub-sys-
tem) is bounded, the obtained results show that all oscillators in (1) can attain fast synchronization by only using the
non-linear control input (i.e., letting the linear coupling di;iþ1 ¼ di;i1 ¼ 0 in Eq. (1)). So, system (1) can be synchronized by
using simple controllers, which can be rewritten as:_xiðtÞ ¼ f ðxiðtÞÞ þ ci;iþ1signðxiþ1ðtÞ  xiðtÞÞh þ ci;i1signðxi1ðtÞ  xiðtÞÞh; i ¼ 1; . . . ;N: ð2ÞIn most physically realizable systems and coupled oscillators, such as Lorenz systems, Rösystems, Genesio system, Chen
systems, chaotic motors, harmonic oscillators, Chua’s circuits and Dufﬁng oscillators, it was found that all trajectories of such
chaotic oscillators stay in a bounded region at all times [25,36]. When the individual chaotic system is bounded, the theo-
retical results show that all coupled oscillators given in (2) can achieve fast synchronization and the settling time is mainly
dependent on the bounded value and dimension of coupled systems.
System (2) is simpler than (1) since it does not have linear interactions between the chaotic systems. In this paper, it is
always assumed that systems (1) and (2) have a unique solution in forward time with respect to initial conditions [20]. The
objective of the present paper is to derive the conditions such that limt!T0 ðxjlðtÞ  xilðtÞÞ ¼ 0 for all oscillators in systems (1)
and (2) (i; j ¼ 1; . . . ;N; l ¼ 1; . . . ;n), where t ! T0 denotes t approaches T0 (settling time) from the left. In other words, sys-
tems (1) and (2) can achieve fast (ﬁnite-time) synchronization under given convergence conditions.
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3.1. Fast synchronization with linear interactions
Theorem 1. Suppose Assumption 1 holds (see Appendix) and assume that ci ¼ ci;iþ1 þ ciþ1;i  ci;i1  ciþ1;iþ2 > 0; di ¼
di;iþ1 þ diþ1;i  di;i1  diþ1;iþ2 > 0 for i ¼ 1; . . . ;N  1. Then, all oscillators in (1) can achieve synchronization in ﬁnite time as
t ! T0 6 T1. The settling time corresponding to system (1) is given by:T1 ¼
T11 ¼ 1ðebÞð1hÞ ln 1þ ebc ðhþ 1Þ
1h
hþ1V
1h
hþ1ð0Þ
 
; h1 ¼ 1 and e > b;
T12 ¼ 1eð1hÞ ln 1þ ecb ðhþ 1Þ
1h
hþ1V
1h
hþ1ð0Þ
 
; h1 ¼ h and c > b;
8><
>: ð3Þwhere c ¼min16i6N1 ci2 ; d ¼min16i6N1
di
2 ; e ¼ hdhþ1 and b ¼ 1hþh1 max16l6n
Pn
h¼1 hc
eð1þh1h Þ
lh þ h1c
ð1eÞð1þ hh1Þ
hl
 
(0 6 e 6 1).
Proof. For system (1), select the Lyapunov function:VðtÞ ¼ 1
hþ 1
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1: ð4ÞNoting Assumption 1 and Lemma 2.2 (see Appendix) and differentiating VðtÞ with respect to time along the trajectory of (1)
yields:_VðtÞ ¼
XN1
i¼1
Xn
l¼1
signðxiþ1;lðtÞ  xilðtÞÞhð _xiþ1;lðtÞ  _xilðtÞÞ ¼
XN1
i¼1
Xn
l¼1
signðxiþ1;lðtÞ  xilðtÞÞh flðxiþ1ðtÞÞ þ ciþ1;iþ2signðxiþ2;lðtÞ  xiþ1;lðtÞÞh

þciþ1;isignðxilðtÞ  xiþ1;lðtÞÞh þ diþ1;iþ2ðxiþ2;lðtÞ  xiþ1;lðtÞÞ þ diþ1;iðxilðtÞ  xiþ1;lðtÞÞ  flðxiðtÞÞ  ci;iþ1signðxiþ1;lðtÞ  xilðtÞÞh
ci;i1signðxi1;lðtÞ  xilðtÞÞh  di;iþ1ðxiþ1;lðtÞ  xilðtÞÞ  di;i1ðxi1;lðtÞ  xilðtÞÞ

¼
XN1
i¼1
Xn
l¼1
signðxiþ1;lðtÞ  xilðtÞÞh flðxiþ1ðtÞÞ  flðxiðtÞÞð Þ 
XN1
i¼1
Xn
l¼1
ciþ1;ijxiþ1;lðtÞ  xilðtÞj2h þ diþ1;ijxiþ1;lðtÞ  xilðtÞjhþ1

þci;iþ1jxiþ1;lðtÞ  xilðtÞj2h þ di;iþ1jxiþ1;lðtÞ  xilðtÞjhþ1

þ
XN1
i¼1
Xn
l¼1
signðxiþ1;lðtÞ  xilðtÞÞh
 ciþ1;iþ2signðxiþ2;lðtÞ  xiþ1;lðtÞÞh þ diþ1;iþ2ðxiþ2;lðtÞ  xiþ1;lðtÞÞ  ci;i1signðxi1;lðtÞ  xilðtÞÞh  di;i1ðxi1;lðtÞ  xilðtÞÞ
 
6
XN1
i¼1
Xn
l¼1
Xn
h¼1
clhjxiþ1;lðtÞ  xilðtÞjhjxiþ1;hðtÞ  xihðtÞjh1 
XN1
i¼1
Xn
l¼1
ciþ1;ijxiþ1;lðtÞ  xilðtÞj2h þ diþ1;ijxiþ1;lðtÞ  xilðtÞjhþ1

þci;iþ1jxiþ1;lðtÞ  xilðtÞj2h þ di;iþ1jxiþ1;lðtÞ  xilðtÞjhþ1

þ
XN1
i¼1
Xn
l¼1
1
2
ciþ1;iþ2jxiþ1;lðtÞ  xilðtÞj2h þ 12 ciþ1;iþ2jxiþ2;lðtÞ  xiþ1;lðtÞj
2h

þ 1
hþ 1diþ1;iþ2jxiþ2;lðtÞ  xiþ1;lðtÞj
hþ1 þ h
hþ 1diþ1;iþ2jxiþ1;lðtÞ  xilðtÞj
hþ1 þ 1
2
ci;i1jxi1;lðtÞ  xilðtÞj2h þ 12 ci;i1jxiþ1;lðtÞ  xilðtÞj
2h
þ 1
hþ 1di;i1jxi1;lðtÞ  xilðtÞj
hþ1 þ h
hþ 1di;i1jxiþ1;lðtÞ  xilðtÞj
hþ1

6 1
hþ h1
XN1
i¼1
Xn
l¼1
Xn
h¼1
hceð1þ
h1
h Þ
lh þ h1c
ð1eÞð1þ hh1Þ
hl
 
jxiþ1;lðtÞ  xilðtÞjhþh1  12
XN1
i¼1
Xn
l¼1
ðci;iþ1 þ ciþ1;i  ci;i1  ciþ1;iþ2Þjxiþ1;lðtÞ  xilðtÞj2h
 h
hþ 1
XN1
i¼1
Xn
l¼1
ðdi;iþ1 þ diþ1;i  di;i1  diþ1;iþ2Þjxiþ1;lðtÞ  xilðtÞjhþ1  c122
Xn
l¼1
jx2lðtÞ  x1lðtÞj2h  d12hþ 1
Xn
l¼1
jx2lðtÞ  x1lðtÞjhþ1
 cN;N1
2
Xn
l¼1
jxNlðtÞ  xN1;lðtÞj2h  dN;N1hþ 1
Xn
l¼1
jxNlðtÞ  xN1;lðtÞjhþ1 6 b
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþh1  c
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h
 e
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1: ð5ÞIf h1 ¼ 1, then from Lemma 2.1 (see Appendix):_VðtÞ 6 ðe bÞ
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1  c
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h 6 ðe bÞðhþ 1ÞVðtÞ  cðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ:It follows that V
 2h
hþ1ðtÞdVðtÞ
cðhþ1Þ
2h
hþ1þðebÞðhþ1ÞV
1h
hþ1ðtÞ
6 dt and dV
1h
hþ1ðtÞ
cðhþ1Þ
2h
hþ1þðebÞðhþ1ÞV
1h
hþ1ðtÞ
6  1hhþ1 dt. Furthermore, ln 1þ ebc ðhþ 1Þ
1h
hþ1V
1h
hþ1ðtÞ
 
 ln 1þ ebc ðhþ 1Þ
1h
hþ1V
1h
hþ1ð0Þ
 
6 ðe bÞð1 hÞ t, so:
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e b
c
ðhþ 1Þ1hhþ1V 1hhþ1ð0Þ
 
;where T11 is the settling time and Vð0Þ ¼ 1hþ1
PN1
i¼1
Pn
l¼1jxiþ1;lð0Þ  xilð0Þjhþ1.
If 0 < h1 < 1, then select h ¼ h1 and:_VðtÞ 6 e
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1  ðc  bÞ
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h 6 eðhþ 1ÞVðtÞ  ðc  bÞðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ:The settling time can be obtained in a similar way to the case h1 ¼ 1. This completes the proof of Theorem 1. h
When h1 ¼ h, all oscillators in (1) can also achieve ﬁnite-time synchronization (asymptotic synchronization) without lin-
ear interactions, in other words, all oscillators in (2) can achieve fast synchronization.
Corollary 1. Assume h1 ¼ h; c > b and suppose that the conditions in Theorem 1 hold. Then, all oscillators in (2) can achieve
synchronization in ﬁnite time as t ! T0 6 T2 ¼ ðhþ1Þ
 2h
hþ1
cb V
1h
hþ1ð0Þ.Proof. Selecting (4) as the Lyapunov function and differentiating VðtÞ with respect to time along the trajectory of (2) results
in:_VðtÞ 6 b
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h  c
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h 6 ðc  bÞðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ:The settling time T2 can be obtained by using Lemma 1 (see Appendix). h
System (1) describes two coupled chaotic systems by choosing N ¼ 2, which can be expressed by the following
differential equations:_x1ðtÞ ¼ f ðx1ðtÞÞ þ c12signðx2ðtÞ  x1ðtÞÞh þ d12ðx2ðtÞ  x1ðtÞÞ;
_x2ðtÞ ¼ f ðx2ðtÞÞ þ c21signðx1ðtÞ  x2ðtÞÞh þ d21ðx1ðtÞ  x2ðtÞÞ:
(
ð6ÞCorollary 2. Suppose Assumption 1 holds. Then, all oscillators in (6) can achieve synchronization in ﬁnite time as t ! T0 6 T3. The
settling time corresponding to (6) is given as follows:T3 ¼
T31 ¼ 1ðd12þd21bÞð1hÞ ln 1þ
d12þd21b
c12þc21 ðhþ 1Þ
1h
hþ1V
1h
hþ1ð0Þ
 
; h1 ¼ 1 and d12 þ d21 > b;
T32 ¼ 1ðd12þd21Þð1hÞ ln 1þ
d12þd21
c12þc21b ðhþ 1Þ
1h
hþ1V
1h
hþ1ð0Þ
 
; h1 ¼ h and c12 þ c21 > b:
8><
>:Proof. For system (6), select the Lyapunov function:VðtÞ ¼ 1
hþ 1
Xn
l¼1
jx2lðtÞ  x1lðtÞjhþ1:Differentiating VðtÞ with respect to time along the trajectory of (6) results in:_VðtÞ ¼
Xn
l¼1
signðx2lðtÞ  x1lðtÞÞhð _x2lðtÞ  _x1lðtÞÞ
¼
Xn
l¼1
signðx2lðtÞ  x1lðtÞÞh flðx2ðtÞÞ  flðx1ðtÞÞð Þ 
Xn
l¼1
c21jx2lðtÞ  x1lðtÞj2h þ d21jx2lðtÞ  x1lðtÞjhþ1

þc12jx2lðtÞ  x1lðtÞj2h þ d12jx2lðtÞ  x1lðtÞjhþ1

6 b
Xn
l¼1
jx2lðtÞ  x1lðtÞjhþh1  ðc12 þ c21Þ
Xn
l¼1
jx2lðtÞ  x1lðtÞj2h  ðd12 þ d21Þ
Xn
l¼1
jx2lðtÞ  x1lðtÞjhþ1:The settling time can be obtained by the similar way presented in Theorem 1, so it is omitted here for brevity. hRemark 1. Theorem1 demonstrates that all oscillators in (1) can exponentially achieve synchronization in ﬁnite time under a
chained topology. If the individual oscillator is bounded, that is, jxilðtÞj 6 al, and the exactly initial conditions of all oscillators
cannot be obtained, then inequality Vð0Þ 6 u can give the estimated value Vð0Þ in (3), where u ¼ 2hþ1 ðN  1ÞPnl¼1ðalÞhþ1.
S. Cheng et al. / Applied Mathematical Modelling 37 (2013) 127–136 131System (6) can describe master–slave system if letting either c12 ¼ d12 ¼ 0, or c21 ¼ d21 ¼ 0, where sub-system 1 can be
considered as master system and sub-system 2 slave system. Corollary 2 shows that the master–slave system can also
achieve fast synchronization.3.2. Fast synchronization without linear interactions
In this subsection, the convergence conditions and settling times for system (2) will be presented. System (2) is simpler
than (1) since it only has non-linear interactions between the chaotic systems. The results to be presented are different from
the results in Theorem 1, and the theoretical results show that the settling times are mainly dependent on the bounded value
and dimension of coupled systems when the individual chaotic sub-system is bounded.
Theorem 2. Suppose Assumption 1 holds,
PN1
i¼1
Pn
l¼1jxiþ1;lðtÞ  xilðtÞjhþ1 6 M; sM < hþ 1 ðs > 0Þ. Then, system (2) can achieve
ﬁnite-time synchronization as t ! T0 < T4. The settling time corresponding to system (2) is given below:T4 ¼
T41 ¼ pðhþ1Þ
2ð1hÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
cb1b2
p ; h1 ¼ 1 and c > bðhþ 1Þ
1h
hþ1sh1hþ1r11 ;
T42 ¼ pðhþ1Þ
2ð1hÞ
ﬃﬃﬃﬃﬃﬃﬃﬃ
cb3b4
p ; h 6 h1 < 1 and c > bðnðN  1ÞÞ
1h1
hþ1 s
hh1
hþ1 ðhþ 1Þ
h1h
hþ1 r13 ;
8>><
>>:where bi; ri ði ¼ 1; . . . ;4Þ will be deﬁned shortly.Proof. For system (2), select the Lyapunov function:VðtÞ ¼ s
hþ 1
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1: ð7ÞDifferentiating VðtÞ with respect to time along the trajectory of (2) results in:_VðtÞ ¼ s
XN1
i¼1
Xn
l¼1
signðxiþ1;lðtÞ  xilðtÞÞhð _xiþ1;lðtÞ  _xilðtÞÞ 6 bs
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþh1
 s
2
XN1
i¼1
Xn
l¼1
ðci;iþ1 þ ciþ1;i  ci;i1  ciþ1;iþ2Þjxiþ1;lðtÞ  xilðtÞj2h  c12s2
Xn
l¼1
jx2lðtÞ  x1lðtÞj2h
 cN;N1s
2
Xn
l¼1
jxNlðtÞ  xN1;lðtÞj2h 6 bs
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþh1  cs
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h:If h1 ¼ 1, then:_VðtÞ 6 bðhþ 1ÞVðtÞ  cs1hhþ1ðhþ 1Þ 2hhþ1V 2hhþ1ðtÞ 6 bðhþ 1ÞV 2hhþ1ðtÞ  cr1s1hhþ1ðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ  cr2s1hhþ1ðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ
6 bðhþ 1ÞV 2hhþ1ðtÞ  cr1s1hhþ1ðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ  cr2s1hhþ1ðhþ 1Þ
2h
hþ1V
2
hþ1ðtÞ
¼ ðcr1s1hhþ1ðhþ 1Þ
2h
hþ1  bðhþ 1ÞÞV 2hhþ1ðtÞ  cr2s1hhþ1ðhþ 1Þ
2h
hþ1V
2
hþ1ðtÞ ¼ b1V 2hhþ1ðtÞ  cb2V 2hþ1ðtÞ;where b1 ¼ cr1s1hhþ1ðhþ 1Þ
2h
hþ1  bðhþ 1Þ, b2 ¼ r2s1hhþ1ðhþ 1Þ
2h
hþ1, r1 > 0; r2 > 0 and r1 þ r2 ¼ 1. By performing algebraic manip-
ulations, the above equation can be reorganized as dV
1h
hþ1ðtÞ
b1þcb2V
2ð1hÞ
hþ1 ðtÞ
6  1hhþ1 dt and arctanð
ﬃﬃﬃﬃﬃ
cb2
b1
q
V
1h
hþ1ðtÞÞ  arctanð
ﬃﬃﬃﬃﬃ
cb2
b1
q
V
1h
hþ1ð0ÞÞ
6  1hhþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cb1b2
p
t, so:t 6 hþ 1
ð1 hÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cb1b2
p arctan
ﬃﬃﬃﬃﬃﬃﬃ
cb2
b1
s
V
1h
hþ1ð0Þ
0
@
1
A arctan
ﬃﬃﬃﬃﬃﬃﬃ
cb2
b1
s
V
1h
hþ1ðtÞ
0
@
1
A
0
@
1
A 6 hþ 1
ð1 hÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cb1b2
p arctan
ﬃﬃﬃﬃﬃﬃﬃ
cb2
b1
s
V
1h
hþ1ð0Þ
0
@
1
A < T41
¼ pðhþ 1Þ
2ð1 hÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cb1b2
p ;
where T41 is the settling time and Vð0Þ ¼ shþ1
PN1
i¼1
Pn
l¼1jxiþ1;lð0Þ  xilð0Þjhþ1.
If h 6 h1 < 1, then from Lemma 2.3 (see Appendix):
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XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþh1  cs1hhþ1ðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ
6 bs
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞjhþ1
 !hþh1
hþ1
ðnðN  1ÞÞ
1h1
hþ1  cs1hhþ1ðhþ 1Þ 2hhþ1V 2hhþ1ðtÞ
6 bðnðN  1ÞÞ
1h1
hþ1 s
1h1
hþ1 ðhþ 1Þ
hþh1
hþ1 V
hþh1
hþ1 ðtÞ  cs1hhþ1ðhþ 1Þ 2hhþ1V 2hhþ1ðtÞ
6 bðnðN  1ÞÞ
1h1
hþ1 s
1h1
hþ1 ðhþ 1Þ
hþh1
hþ1 V
2h
hþ1ðtÞ  cr3s1hhþ1ðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ  cr4s1hhþ1ðhþ 1Þ
2h
hþ1V
2
hþ1ðtÞ ¼ b3V 2hhþ1ðtÞ  cb4V 2hþ1ðtÞ;where b3 ¼ cr3s1hhþ1ðhþ 1Þ
2h
hþ1  bðnðN  1ÞÞ
1h1
hþ1 s
1h1
hþ1 ðhþ 1Þ
hþh1
hþ1 , b4 ¼ r4s1hhþ1ðhþ 1Þ
2h
hþ1, r3 > 0; r4 > 0 and r3 þ r4 ¼ 1. The settling
time can be obtained in a similar way to the case h1 ¼ 1. h
When f ðxiðtÞÞ ¼ 0, system (2) describes the consensus problem and the ﬁnite-time consensus results can be obtained
accordingly.
Corollary 3. Assume f ðxiðtÞÞ ¼ 0, so system (2) can achieve ﬁnite-time consensus as t ! T0 6 T5 ¼ ðhþ1Þ
1h
hþ1
cð1hÞ V
1h
hþ1ð0Þ.Proof. Select (7) (s ¼ 1) as the Lyapunov function. So,_VðtÞ 6 c
XN1
i¼1
Xn
l¼1
jxiþ1;lðtÞ  xilðtÞj2h 6 cðhþ 1Þ
2h
hþ1V
2h
hþ1ðtÞ:The settling time can be obtained from Lemma 1. hRemark 2. In some cases, the exactly initial conditions may not be easily obtained (or maybe unknown), instead, the
bounded value M can be estimated by using the physical devices limitation or the experimental results. It is noted that,
for a givenM < þ1, a small s satisfying sM < hþ 1 can always be obtained. Selection of large c can guarantee the conditions
in Theorem 2 to be satisﬁed and ensure that all oscillators in (2) achieve ﬁnite-time synchronization.
If the initial conditions of all oscillators can be obtained, then it follows that T41 ¼ hþ1ð1hÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃcb1b2p arctan
ﬃﬃﬃﬃﬃ
cb2
b1
q
V
1h
hþ1ð0Þ
 
and
T42 ¼ hþ1ð1hÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃcb3b4p arctan
ﬃﬃﬃﬃﬃ
cb4
b3
q
V
1h
hþ1ð0Þ
 
.
4. Illustrative examples
Six coupled Genesio systems [7] and six chaotic brushless DC motors [29] are presented for illustrative examples. Fig. 1
shows the directionally chained topology. Numerical simulationswere performed usingMATLAB software, and the ode45 sol-
ver was used to solve nonlinear equations. In all simulations, the parameters are chosen as h ¼ 0:5; h1 ¼ 1; ciþ1;i ¼ aðiþ 1Þ
and diþ1;i ¼ 5aðiþ 1Þ ði ¼ 1; . . . ;5; a > 0Þ, so it can be obtained from Theorem 1 that c ¼ a2 ; d ¼ 5a2 and e ¼ 5a6 .
4.1. Fast synchronization of six coupled Genesio systems
The Genesio system is one of paradigms of chaos since it captures many features of chaotic systems, and can be described
by the following equations:_x11ðtÞ ¼ x12ðtÞ;
_x12ðtÞ ¼ x13ðtÞ;
_x13ðtÞ ¼ a1x11ðtÞ þ a2x12ðtÞ þ a3x13ðtÞ þ x211ðtÞ:
8><
>: ð8ÞIn this subsection, the simulations are carried out for system (1), in which each chaotic system is a Genesio system. The initial
conditions for system (1) were chosen as ðxi1ð0Þ; xi2ð0Þ; xi3ð0ÞÞ ¼ ð1Þiþ1ð7 iÞð0:2;0:4;0:6Þ, so jxi1ðtÞj 6 6;
jxi2ðtÞj 6 8; jxi3ðtÞj 6 15 ði ¼ 1; . . . ;6Þ and b ¼ 12:1. It was noted that the solution trajectory of (8) approaches chaos
with parameters a1 ¼ 6; a2 ¼ 2:92 and a3 ¼ 1:2 [7]. By using the results of Theorem 1, choosing large value of
e ¼ 15 > 12:1 can guarantee the conditions in Theorem 1 to be satisﬁed and ensure that system (1) achieve ﬁnite-time
synchronization as t ! T0 6 T11 ¼ 0:59. In order to show the relationship between the coupling strength and the settling
time, the absolute error responses of three variables are also presented under three coupling strengths.Fig. 1. Chained directed interconnection topology.
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Fig. 2. Fast synchronization of six coupled Genesio systems.
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134 S. Cheng et al. / Applied Mathematical Modelling 37 (2013) 127–136Fig. 2 shows that the six coupled Genesio systems in (1) can achieve fast synchronization within a short period of time.
Fig. 3 shows the absolute error response of eiðtÞ ¼
P5
l¼1jxliðtÞ  xlþ1;iðtÞj ði ¼ 1;2;3Þ in (1) under three coupling strengths
(a ¼ 20;60 and 180). It indicates that the settling times have the relationship T180 < T60 < T20. It is clear that the stronger
of the coupling strength is, the shorter of settling time is.4.2. Fast synchronization of six coupled chaotic motors
As a practical application in real control systems, the nonlinear chaotic brushless DC motor [29] is selected as the indi-
vidual oscillator in system (2). The chaotic motor can be described by the following nonlinear equations:_x11ðtÞ ¼ 0:84x11ðtÞ þ x12ðtÞx13ðtÞ;
_x12ðtÞ ¼ x12ðtÞ þ x11ðtÞx13ðtÞ þ 7:961x13ðtÞ;
_x13ðtÞ ¼ x11ðtÞx12ðtÞ  3:708x13ðtÞ:
8><
>: ð9ÞThe initial conditions for (2) are chosen as ðxi1ð0Þ; xi2ð0Þ; xi3ð0ÞÞ ¼ 0:5ð1Þiþ1ð0:2i;0:3i;0:1iÞ, so jxi1ðtÞj 6 1; jxi2ðtÞj
6 1; jxi3ðtÞj 6 0:4 ði ¼ 1; . . . ;6Þ and b ¼ 9:25. It can be obtained from Theorem2 thatM ¼ 31:86; s ¼ 4:71 102 when choos-
ingr1 ¼ 0:8. From Theorem2, choosing large value of c P 36:65 can guarantee the conditions in Theorem2 to be satisﬁed and
guarantee that all chaotic systems in (2) can achieve ﬁnite-time synchronization as t ! T0 6 T41 ¼ 2:36 ðT41 ¼ 3:47Þ. Fig. 4
shows the absolute error response of eiðtÞ ¼
P5
l¼1jxliðtÞ  xlþ1;iðtÞj ði ¼ 1;2;3Þ in (2) with coupling strength c ¼ 38. Clearly,
the six coupled chaotic brushless DC motors in (2) can achieve fast synchronization within a short period of time.
It can be concluded from Figs. 2–4 that the theoretical results are in good agreement with numerical simulations. More-
over, numerical simulations show that the convergence conditions are sufﬁcient and conservative.5. Conclusion
The present paper studied the fast synchronization of directionally coupled chaotic systems under a chained interaction
topology. It was shown that such directionally coupled systems can achieve synchronization in ﬁnite time as long as the cou-
pling strength is strong enough. The settling times were found to be mainly determined by the interaction strength, the
S. Cheng et al. / Applied Mathematical Modelling 37 (2013) 127–136 135parameter of system function, the bounded value and dimension of chaotic systems. Illustrative examples and numerical
simulations were used to interpret the theoretical results.
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Appendix A
Lemma 1 ([20,32,35]). Consider the non-Lipschitz continuous system in the form of:
_xðtÞ ¼ FðxðtÞÞ; ð10Þwhere F : D ! Rn is continuous on an open neighborhood D#Rn of the origin and Fð0Þ ¼ 0.
Suppose there exist a continuous differential function V : D ! R deﬁned on a neighborhood of the origin, and real positive
numbers l > 0; 0 < m < 1 satisfying that function VðxÞ is positive deﬁnite and:
_VðxÞ 6 lVmðxÞ;where _VðxÞ ¼ @V
@x FðxÞ is the derivative of VðxÞ along the solutions of system (10). Then the origin of (10) is ﬁnite-time stable, and
there exists a settling-time function satisfying Tðx0Þ 6 1lð1mÞV1mðx0Þ for all x0 in some open neighborhood of the origin.
Lemma 2
Lemma 2.1 (Inequality [37,30]).XN
i¼1
pi P
XN
i¼1
pi
 !
; pi P 0; 0 <  6 1:Lemma 2.2 (Young’s inequality [31]).ab 6 a
1þc
1þ c þ
cb1þ
1
c
1þ c ; aP 0; bP 0; c > 0:Lemma 2.3 (Holder’s Inequality [37]). Let pi P 0, qi P 0; a > 1; b > 1. Then,XN
i¼1
piqi 6
XN
i¼1
pai
 !1
a XN
i¼1
qbi
 !1
b
;
1
a
þ 1
b
¼ 1:Assumption 1. Assume function flðxÞ is globally (locally) Hölder continuous [26,39] with positive numbers clh > 0,jflðxiþ1Þ  flðxiÞj 6
Xn
h¼1
clhjxiþ1;h  xihjh1 ; l 2 n; ð11Þfor all points in R ([a,b]) (where, 0 < h1 6 1 denotes the parameter of system function).Remark 3. Assumption 1 gives some requirements for the dynamics of individual system in systems (1) and (2). Most phys-
ically realizable systems and chaotic systems are bounded, and their dynamic behaviors satisfy Assumption 1 [38]. More-
over, it is easy to check that almost all the well known chaotic systems, such as Lorenz systems, Rösystems, Genesio
system, Chen systems, as well as the chaotic motor, the Chua’s circuits and Dufﬁng oscillators, and so on (see [2–16], and
the references therein) can be included in the form of Eq. (11) [39]. Assumption 1 is the Lipschitz condition when h1 ¼ 1.References
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