Understanding the microstructure of the financial market requires the processing of a vast amount of data related to individual trades, and sometimes even multiple levels of quotes. Analyzing such a large volume of data requires tremendous computing power that is not easily available to financial academics and regulators. Fortunately, public funded High Performance Computing (HPC) power is widely available at the National Laboratories in the US. In this paper we demonstrate that the HPC resource and the techniques for data-intensive sciences can be used to greatly accelerate the computation of an early warning indicator called Volume-synchronized Probability of Informed trading (VPIN). The test data used in this study contains five and a half year's worth of trading data for about 100 most liquid futures contracts, includes about 3 billion trades, and takes 140GB as text files. By using (1) a more efficient file format for storing the trading records, (2) more effective data structures and algorithms, and (3) parallelizing the computations, we are able to explore 16,000 different ways of computing VPIN in less than 20 hours on a 32-core IBM DataPlex machine. Our test demonstrates that a modest computer is sufficient to monitor a vast number of trading activities in real-time -an ability that could be valuable to regulators.
Introduction
A number of factors have contributed to the explosion in the amount of financial data over the last few years: the migration of flow from pits to electronic exchanges, decimalization of stock prices, direct market access, etc. More than half of the trades in the E-mini S&P500 futures during the year 2012 were for a size of 1 unit. This extreme order slicing has created a great demand for extracting usable information from the mountains of data generated by ever-larger market databases. The major trading firms typically have their own well-funded computing efforts to handle the big data problem. However, the academic researchers and government regulators are lagging behind in computing power and software tools to work with the big data 1 . Markets need contributions of regulators and academic researchers to understand the implications of the rapid trading processes and mechanisms commonly called high-frequency trading. A better understanding of the high-frequency trading and better regulations might have prevented events like the Flash Crash of May 6, 2010 [15, 32] . Conversely, a lack of understanding of the market may mislead financial academics and regulators, resulting in flawed conclusions and counter-productive regulations. To empower the academic researchers and regulators, we introduce a set of techniques used by scientific data management community [25, 36] and demonstrate their effectiveness using a large set of futures trading data.
Scientific research activities such as the Large Hadron Collider at CERN and climate modeling produce and analyze petabytes (10 15 bytes) of data. The data rates from such activities are in fact multiple orders of magnitude higher than those from financial markets. In most cases, scientists are conducting their analysis tasks not on the expensive data warehousing systems, but using open-source software tools augmented with specialized data structures and analysis algorithms [36, 7] . We believe that these tools and techniques could significantly improve the handling of financial data in a relatively inexpensive way, and help academics and regulators understand and respond to the challenges posed by high-frequency data.
To demonstrate the effectiveness of the techniques to be used, we will process a large data set to compute a popular liquidity indicator called Volume-synchronized Probability of Informed Trading (VPIN) [8, 17] .
When the values of VPIN exceed a certain event threshold, say 2 standard deviations larger than the average, we declare a "VPIN event." Within a time window immediately following a VPIN event, we expect that the market would be more volatile than usual. To verify this hypothesis, we compute a realized volatility measure named the Maximum Intermediate Return (MIR), which essentially measures the largest range of price fluctuation in a time window [13] . We compare the MIR values following VPIN events against the average MIR value sampled at random time periods. If the MIR following a VPIN event is equal or less than the average MIR of random time periods, the VPIN event is a false positive. The functions for computing VPIN and MIR are controlled by six parameters including the size of the support window for computing VPIN and the time window for computing MIR. These parameters will be explained in Sections 3 -7 where we discuss the details of the algorithm for computing VPIN and MIR. For each set of these parameters, we compute an average false positive rate over the different types of trading instruments. In later discussions, we use this average false positive rate as the measure of the quality of VPIN.
The primary goal of this paper is to introduce a set of scientific data management techniques for the analysis of financial data. These techniques include 1. an efficient file organization for storing the trading records, 2. efficient data structures and algorithms for computing VPIN and MIR, 3 . parallelization of computational tasks to make full uses of the computing resources.
The bulk of this paper is on the data structures and algorithms used for computing VPIN and MIR. For example, we have developed a new algorithm for computing MIR in Section 7, introduced a new way to modify the computation of VPIN in Section 3, and applied a number of new ways implement the computation procedures.
To demonstrate their effectiveness, we apply our programs on a large set of trading records of futures contracts. Our test data contains all trading records of nearly 100 most liquid futures contracts spanning from the beginning of 2007 through the middle of 2012 including about 3 billion trading records. This data set has a large variety of trading instruments including stock indices, precise metal, currency and so on. Without compression, it takes up 140 GB of disk space. This data set is much larger than any previous datasets used for VPIN computations. To our knowledge, no study on market microstructure in research literature has this large volume of data or this variety of trading instruments [2, 33, 40] .
The computational task we have chosen for this study is to evaluate the effectiveness of VPIN. Our efficient computer algorithms allow us to tune the handful of free parameters of VPIN for the 100 or so different types of futures contracts. We are able to determine a set of recommendations for choosing these parameters to achieve a low average false positive rate over the variety of futures contracts.
There are many market indicators that can be computed in real-time to monitor the health of the market [11] . Further research might reveal better ways of tuning VPIN or computing better indicators, however, it is clearly useful to compute some indicators in real-time on the vast amount of high-frequency trading data. By demonstrating that we can perform this computation on a modest computer, we show that the technology required to monitor real-time liquidity conditions over all markets already exists, and can be deployed with a modest investment.
In the following we first discuss the dataset used in this study (Section 2) and afterwards describe the computation of VPIN and MIR (Section 3-7). One key technology that allows us to compute VPIN values efficiently is the HDF5 file format we use to store the trades. The structure of the HDF5 files is described in Section 2. The computation of VPIN and MIR is performed in several steps. First, the data is organized in volume bars to enable sampling of the market signal at regular intervals and to allow application of standard statistics (Section 3). VPIN evaluates the balance between buy and sell volumes in the market. Based on the volume bars, the trades are then classified as either seller-initiated or buyer initiated, or simply sell or buy (Section 4). Finally, the volume bars are organized into buckets used to compute the imbalances between buy and sell (Section 5). The procedure to compute VPIN is given in Section 6, where we also describe how VPIN values are normalized for easy comparisons. We give a careful definition of MIR in Section 7 and describe how to compute its value effectively. In Section 8, we discuss the effort to parallelize the computation. In Section 9, we describe our tests on computing VPIN and MIR using the sample data, and discuss how the false positive rates are affected by the six parameters controlling the computation procedures. We summarize the paper in Section 10.
Test data and data file formats
In this work, we use a comprehensive set of liquid futures trading data to illustrate the techniques to be introduced. More specifically, we will use 67 months worth of tick data of the most liquid futures traded on all asset classes. The data comes to us in the form of 94 CSV files, one for each futures contract traded. The source of our data is TickWrite, a data vendor that normalizes the data into a common structure after acquiring it directly from the relevant exchanges. The total size of the CSV (Coma Separated Values) files is about 140GB. They contain about 3 billion trades spanning from beginning of January 2007 through end of July 2012 2 . Five of the most heavily traded futures contracts have more than 100 million trades during this five and half year period. The most heavily traded futures, the file containing E-mini S&P500 futures, symbol ES, has about 500 million trades involving a total number of about 3 billion contracts. The second most heavily traded futures is Euro exchange rates, symbol EC, which 188 million trades. The next three are Nasdaq 100 (NQ), 173 million trades; light crude oil (CL), 165 million trades; and E-mini Dow Jones (YM), 110 million trades. The complete list of the futures contracts used in our study is shown in A.
To improve the efficiency of data handling, we convert the CSF files into HDF5 files [24] . In a published study on a similar task of computing the VPIN values on a months worth of stock trades, it took 142 seconds 2 The end date is the time when the data files are collected and passed to the hands of this group of researchers for this study. using the CSV file while it only took 0.4 seconds with the corresponding HDF5 file [8] . One reason for this efficiency is that the HDF5 files store data in the binary form, which require less storage space. For the set of test data used in this work, the total size of all HDF5 files is about 41GB, while the CSV files are 140 GB in size. The total size of HDF5 files is about 29% of that of CSV files. It is possible to compress the CSV files to reduce the storage requirement. In fact, it takes only 21GB to store the gzip compressed CSV files. However, compressed CSV files have to be decompressed before their contents could be used. This decompression process typically takes more time than reading the uncompressed data.
Since a CSV file takes up more bytes than the corresponding HDF5 file, the latter requires less time to read into memory. Furthermore, after reading the CSV values, the program has to convert the strings into numerical values, while the values read from a HDF5 file can be directly used by the application code without further interpretation. Furthermore, HDF5 allows for better organization of the data, e.g., by day and stock symbol, so that the data required for a given calculation can be located and loaded directly in HDF5 without the need for time consuming search operations needed to located data in CSV files.
We are not the first to note the potential gain from using HDF5 for financial data. For example, StratBox from PuppetMaster Trading stores its data as HDF5 files at the backend since 2008 3 ; and professor Henning Bunzel of Aarhus University mentioned that HDF5 is a part of the set of software packages available at his organization 4 . However, the only peer-reviewed documentation of the effectiveness of HDF5 in handling financial data is in a 2012 article by Bethel et al [8] . In these cases, HDF5 was used to store TAQ data. In this work, we use the HDF5 for trades, i.e., level-1 information of futures trading tick data.
One difference between trading data about stocks and futures is that the latter have expiration dates that occur at a certain frequency. As a result, contracts on a single instrument with different expiration dates have different symbols, and need to be rolled before expiration. For example, while the basic symbol for E-MINI is ES, the contract that expires in March 2007 is labeled as ESH07, and the contract that expires in June 2010 would be ESM10. The details of the rolling rules are also given in A.
Following the organization of the CSV files, we create a HDF5 file for each CSV file, and place contracts with the same symbols in a top-level HDF5 group. We further divide the trades into groups of days. This allows us to only record the time of the day for each trade. Effectively we only store three 4-byte words for each trade, which is the key reason for the compact sizes of the HDF5 files. A depiction of the actual organization is shown in Figure 1 using the tool named h5view from HDF5 library.
Bars
One key characteristic of high-frequency data is that it arrives at irregular frequency. This complicates the application of standard statistical techniques [3, 6] . Practitioners typically circumvent this problem by sampling market data at regular time or volume intervals, which generate time or volume bars [9, 20] . This type of time-scale transformation is common in physical sciences in order to recover data invariance. Aggregating the individual trades in bars could significantly improve the effectiveness of microstructure models. Part of the reason for this is that the estimation of those models typically relies on the sequential price changes and it is difficult to reconstruct the precise order of the execution of trades with (nearly) identical time stamps. In this work, we decide to follow the recommendation from recent publications and construct volume bars [15] .
All trades involving the same instrument, such as S&P 500 E-mini (ES), are processed together. In the previous section, we noted an important feature of futures contract trading to be that the symbols are rolled periodically. When this happens, we drop the last few trades that do not fill up a bar. Other than this feature, the process of constructing bars for futures contracts is the same as for stocks and commodities reported in literature [14, 16] .
A volume bar is a number of trades that are close to each other in time and having a prescribed total volume. Based on the published literature [18, 16] , we determine the volume of a bar as a fraction of the average daily volume over the entire data set. This average daily volume is computed by dividing the total volume of all trades in the data set by the number of trading days. Most of the commodities are traded after hours as well as during the normal weekday business hours. If we simply count the number of distinct days that appear in the data records, we typically see six trading days per week, Monday through Friday plus an hour or so of trading before Midnight on Sunday. Most traders view these trades on Sunday night as part of the Monday trading; therefore we have decided to do the same. In general, we have decided to absorb days with less than two hours of trading to the following day. This allows us to have five effective trading days for the purpose of computing daily volume. The resulting average daily volumes are close to what are reported in the financial press. Therefore, we believe this to be a reasonable choice.
In later processing steps, each bar is treated as a single trade with a time stamp, a volume and a price. Clearly, the volume is the user specified constant, which does not need to be recorded in the data structure for the bar. Therefore, the basic information for each bar includes its nominal time and its nominal price. Following the convention used in the published works, we declare the time stamp of the last trade in the bar as the time stamp for the bar [14, 16] . The time stamps of bars are not used in any important operations in this work.
The second piece of information in a bar is its nominal price. In earlier work, the nominal price for a volume bar is defined as the price of the last trade in the bar. We say that the price of the volume bar is represented by the closing price [14, 16] . Typically, the volume of a bar is relatively small and the trades in the bar have nearly the same price, however, there are cases where the prices of the trades are different. Therefore, it might be worthwhile to consider different ways of computing the nominal price for a bar. Here are a few choices we consider in this work: (1) closing prices, (2) unweighted average prices, (3) median prices, (4) volume-weighted average prices, and (5) volume-weighted median prices.
In our implementation, we use a stable sorting procedure known as "shell sort" to order the trades in a bar in order to compute the median prices [34] . This sorting procedure is very simple and requires only a few words of working space. Let N b denote the number of trades in a bar. On average, we expect that each trade is to be compared log 2 N b times in order to compute the median prices. In contrast, the closing price can be obtained by simply taking the price of the last trade, and the average price can be computed with one pass through all the trades in a bar. Overall, we expect the cost of computing the closing prices to be less than the cost of computing the average prices and less than the cost of computing the median prices. Furthermore, computing the weighted average or weighted median would take slightly more time than computing their unweighted versions. Figure 2 shows the median time used to form the volume bars with different nominal prices. These tests generated about 6,000 bars per trading day and about 9,000,000 bars for each commodity type. From these timing values, we see that computing the median prices requires much more time than computing the closing prices or the average prices. In constructing the volume bars, we have two free parameters to choose: how to compute the nominal prices and the size of the volume bars. We denote the pricing strategy with ⇡ in the remaining of this paper. In this study, we will consider five differ pricing strategies for a volume bar mentioned earlier. The size of a bar is further discussed in the next section.
Bulk volume classification
The computation of VPIN, like many other techniques for analyzing market microstructures, requires us to determine directions of trades, which is classifying each trade as either as buyer-initiated or sellerinitiated [17] , or simply as a buy or a sell [29, 28] . A common method used in the market microstructure literature is the tick rule or more formally the Lee-Ready trade classification algorithm [29, 38] . The basic idea of the tick rule is to assign a trade as buy if its price is higher than the preceding trade, as sell if its price is lower than the preceding trade, and the same type (buy or sell) as the preceding trade if there is no change in price.
This classification is heavily dependent on the sequential order of trades. Typically, the order of trades can be determined from the time stamps of the trades. However, in our data as in many other sources of data, there are frequently many trades with the same time stamp due to high-frequency trading. Another more serious source of timing issue is that the time stamps on trades executed at multiple matching engines may not be synchronized to the precision used to record the time stamps. Furthermore, the use of Bulk Volume Classification (BVC) significantly reduces the computational cost [10] . For these reasons, we follow the recommendation from a recent publication from Easley et al [18, 16] and use Bulk Volume Classification on trades.
BVC assigns a fraction of the volume to buys and the remainder to be sells based on the normalized sequential price change [18] . On a set of volume bars, each bar is used as a single trade with the nominal price of a bar as the price used for classifying the fractions of the volume as buy or sell. In the earlier publications [18, 16] , the closing price of a bar is always used as the nominal price. In this work, we will also examine different choices for the bars as discussed in the previous section.
BVC is known to produce different buy and sell volumes than the tick rule, a strategy used earlier for classifying buy and sell volumes. For example, the differences reported by Chakrabarty et al. are between 5% and 16% on stocks [10] and the differences reported by Easley et al are around 10% on futures contracts [14] . Since the tick rule does not provide perfect classification anyway, and this particular study is carried out on futures, we follow that recommendation of Easley et al [16] .
Given a sequence of volume bars with prices, P 0 , P 1 , . . ., the sequential price changes are 1 ⌘ P 1 P 0 ,
, and so on. The Bulk Volume Classification (BVC) method assumes these sequential price changes follow a distribution such as the Normal distribution or the Student t-distribution, and assign a fraction of the volume in a bar to be buy and the remaining to be sell. Let V b j denote the buy volume for bar j, and the volume of bar to be V j , we can compute V b j from V j as follows [18] ,
where Z is the cumulative distribution function of either the Normal distribution or the Student t-distibution. The parameter & is the standard deviation of the sequential price changes. The rest of the volume in the bar is considered as sells,
The expression j / could be considered a way to normalize the price changes. The common practice is to subtract the average price change first before dividing by the standard deviation. However, when working with the high-frequency data, the average is much smaller than the standard deviation as shown later in Table 6 . Following the recommendation from earlier publications [18, 16] , our implementation of the BVC method always use zero as the center of the Normal distribution and the Student t-distribution.
The fourth free parameter in computing VPIN is the parameter to control the assumed distribution for sequential price changes. We use either the Normal distribution or the Student t-distribution. When using the Student t-distribution, we can freely choose the dimension of the distribution denoted by ⌫.
In our software implementation, we use a software pattern known as Policy, which defines a common interface for different choices of the probability distribution [21] . This allows us to determine the distribution function to use when invoking the function for forming buckets to compute VPIN values.
Buckets
A bucket contains a user-specified number of bars. When forming buckets, each volume bar is used as if it is a single trade with the nominal price. A VPIN value is computed from a set of buckets following each other in time. Typically, 30 -50 bars are placed in a bucket. From the published literature, we know that the number of bars in a bucket has only minor influence on the final value of VPIN [1, 16] . In this work, we have chosen to fix the number of bars in a bucket to be 30 for all tests.
Once we fix the number of bars per bucket, then the size (or volume) of a bar and a bucket is determined by the number of buckets per day. We denote the number of bucket per day with . In this study, we vary from 50 to 1000.
The information required about each bucket for the computation of VPIN is the buy volume and the sell volume, nothing else. Furthermore, only the most recent few, say !, buckets are needed for the computation of a VPIN value. The value of ! is the third free parameter we can choose to maximize the effectiveness of VPIN. However, instead of directly specifying the number of buckets to use, we specify the number of buckets as a fraction of the number of buckets in a day, . Using as the free parameter, we are using a fixed fraction of an average day's trades as the basis for computing VPIN. This appears to be a better choice than fixing the the number of buckets for computing VPIN while varying other parameters.
In our implementation, we only keep ! most recent buckets with their buy and sell volumes. We keep these values in a ring buffer that occupy a fixed piece of computer memory. This implementation strategy requires much less memory than storing all buckets in memory or in a data management system. Because the ring buffer is fixed for the entire duration of the computation, it requires only a minimal amount of work to update as the pseudocode in Listing 1 shown. These features allows VPIN values to be computed quickly.
The complete pseudocode listing of the definition of a ring buffer in C++ syntax is given in Listing 1.
Listing 1: Pseudocode of a ring buffer for storing buckets 
VPIN
VPIN measures the average order flow imbalance in the market [15, 1] . It not only takes into account the imbalance of buyer-initiated and seller-initiated orders, but more generally the imbalance between buying and selling pressure. This difference is important, because not all buying pressure is the result of an excess of buy-initiated orders. VPINs definition has deep theoretical meaning [17, 15] , however, the formula for estimating its actual value is quite straightforward. Based on a probabilistic model of information imbalance, the authors have developed a set of elegant formulas for computing VPIN. We refer the readers interested in the derivation of the formulas to references [17, 15] , here we simply give the formula we use,
The pseudocode for computing a VPIN using the variables in the above ring buffer data structure is given in listing 2.
Listing 2: Pseudocode for computing VPIN using the ring buffer defined in listing 1
for (unsigned j = 0; j < vbuy.size(); ++ j) In the above definition, we have neglected to specify the number of buckets to use for computing a VPIN value, i.e., the number of buckets in the ring buffer. From earlier publications on VPIN, we see that it is meaningful to associate the number of buckets with something such as fraction of an average trading day [16] . We call this time window for computing VPIN the support window and denote it as in the future discussion.
The above procedure generates VPIN values between 0 and 1. The large VPIN values indicate unusually high buy-sell imbalance. To decide what values should be considered large, it would be convenient to set a common threshold for a large class of financial instruments. However, in practice, the value of VPIN is frequently concentrated in a narrow range, and the range is different for different stocks, indices or futures contracts. In the published literature, researchers recommend normalizing the VPIN values by working with its cumulative distribution function (CDF) [14] . This strategy is equivalent to picking a constant threshold, say , and declare a VPIN event whenever a value is standard deviations larger than the average.
Assume the VPIN values follow the Normal distribution, then the CDF of VPIN can be computed by invoking the Gaussian error function from a standard math library. The relationship between the CDF and the error function is
where, erf is the error function, µ is the average of VPIN values, and is the standard deviation. We declare a VPIN event whenever the CDF of a VPIN is larger than a threshold ⌧ . We could use the same threshold ⌧ on a variety of trading instruments [15, 16] . Furthermore, using the value ⌧ as the threshold on the CDF has a simple explanation. Assuming all VPIN values follow the Normal distribution, if the CDF of VPIN is greater than 0.99, then the VPIN value is larger than 99% of all VPIN values.
The VPIN values are typically much less than 1. Empirical evidences suggest that they might be better described as following the lognormal distribution. In other words, the logarithm of VPIN values might fit normal distribution better. The key challenge in computing the logarithm of VPIN values is that they might be exactly zero or very close to zero. The logarithms of these small values have very large absolute values, which can distort the values of average and standard deviation. In all of our calculations that assume lognormal distribution, we treat VPIN values less than 0.001 as 0.001, in order to avoid this difficulty with small VPIN values 5 . In the research literature, this variation of the lognormal distribution is known as following a truncated lognormal distribution [12] .
In our tests, we always use the log-normal distribution. The parameter ⌧ is the fifth free parameter we needed to determine to maximize the power of VPIN.
Maximum Intermediate Return
When the CDF of a VPIN value is above a given threshold ⌧ , we say that we have encountered a VPIN event, and expect the volatility immediately following the event to be higher than usual. Our next task is to select a measure to quantify the volatility [35] , which will enable us to discriminate whether a VPIN event is a true event or a false event. Specifically, we need to identify: I) the duration of a VPIN event during which the volatility is expected to be high, and II) a measure to quantify the volatility of the trades in any time window. In this work, we assume the event has the same duration for all futures contracts throughout 67-month trading history, and attempt to determine this event duration through a set of empirical measurements to be discussed later in Section 9. To measure volatility, we use the Maximum Intermediate Return (MIR) [13, 16] . The remaining of this section describes in detail the definition of MIR, the algorithm and its computational cost. A key innovation is this work is an efficient algorithm for computing MIR.
Definitions
Let's assume a VPIN event always last the same amount of time ⌘ (measured in days). Given a volatility measure M, we say a VPIN event is a true event, if its M value is greater than the average value from randomly selected time intervals of the same duration ⌘. A false event has an M value that is less or equal to the average of the random events. It is possible to use a more sophisticated criterion, however all known definitions rely on an arbitrarily chosen threshold that determines a discrete binomial outcome (true or false). These definitions typically require the computation of the standard deviations of the volatility measures in addition to the average value required for our criteria. Generally, the additional cost of computing their average and standard deviation is relatively small compared to the time needed to compute the volatility measures. Therefore, our choice does not significantly affect the computational cost of evaluating the VPIN events. Since this work is focused on the computational costs, our choice should be nearly as good as other more sophisticated choices.
We call a false event a false positive. The fraction of events that are false positives is the false positive rate. If VPIN is perfectly effective in predicting future volatility, then we expect the false positive rate to be zero. Since the computation of the false positive rate involves a division by the number of VPIN events, we need to deal with the special case of no event. In cases where no VPIN event is detected, we take the number of events to be 0.5 and the number false positives to be 0.5 as well. Clearly, this choice is quite arbitrary. The practical reason for this choice is to prevents the problem of division by zero. Another important consideration is to prevent us from favoring parameter choices that produce no VPIN event.
To measure the volatility, we believe any number of well-known measures could in principle be fine [35, 4, 5, 6] . For this work, we opt for an instantaneous volatility measure called the Maximum Intermediate Return or MIR for short. Many of the well-known volatility measures are based on the realized return over the entire duration of an event. However, these measures are not appropriate for events like the "Flash Crash" of May 6, 2010, which is generally considered as a liquidity crisis, where VPIN might be effectively used [8, 15, 16, 26] . During the "Flash Crash," the return from the official beginning of the crisis (2.32pm) to the end of the session (4.15pm) was only -0.5%. However, during the same period, prices had an intermediate collapse of over -6%. The intermediate return is a much better indicator of trouble than the official return of the entire period. During the time period, the average return between any two consecutive volume buckets of size 40,000 contracts was -0.0003%, and their standard deviation was 0.8%. The standard return and volatility metrics based on these values do not capture the magnitude of the stop losses triggered during the "Flash Crash." The reason is that prices followed a characteristic V-pattern, however, those standard metrics are based on the assumption that sequential observations are statistically independent. Clearly, this independence assumption is violated in the cases of interest to us. We believe that the Maximum Intermediate Return (MIR) could correctly capture the stop losses of market participants during such extreme market events [16] .
Given prices of N trades, P i , i = 0, 1, . . . , N 1, the intermediate return between trades j and k (j < k) is
Here is an example to illustrate how MIR is different from the typical uses of returns. Given a series of 51 trades where where the first 25 R j 1,j = 0.01 and the last 25 R j 1,j = 0.01. Most existing volatility measures use the average and the standard deviation of these sequential returns. In this case, the average return is 0 and the standard deviation is slightly greater than 0.01. In contrast, the maximum intermediate return is over 22%. We believe that this maximum intermediate return is a better metric to assess the volatility derived from failures of the liquidity provision process. We call a pair of trades, j ⇤ and k ⇤ , sentinels if they maximize the intermediate returns over all possible pairs of trades,
The Maximum Intermediate Return (MIR) is the intermediate return from the sentinels,
In words, MIR is the return (positive or negative) with largest magnitude between any two observations (not just sequential trades) within the sample of study. In this way, independent of whether prices follow a continuous trend, a V-pattern, or are pure noise, MIR correctly measures the maximum stop loss that a market participant may have experienced. For the reasons stated earlier, this is the metric of instantaneous volatility that matters to traders in general, and market makers in particular.
The straightforward approach to computing MIR would use a double nested loop to evaluate Equation 4. If we take the event duration to be 1 day long, then for many futures contracts, the event duration would include millions of trades. Therefore, the double loop for evaluating Equation 4 would need to compute trillions of different pairs of intermediate returns R i,j requiring a very significant amount of compute time. We could significantly reduce the amount of computation by considering the prices of buckets or bars instead of individual trades, because there are fewer buckets or bars. However, because the buckets and the bars are aggregates of many trades, using them will miss the actual maximum intermediate return in most cases.
To compute the exact MIR quickly, we employ two strategies. The first strategy is to have each volume bar carrying the maximum price and the minimum price of trades in the bar along with their positions in the list of trades. These values allow us to compute the true MIR in most cases; the exceptional cases will be explained after we describe our algorithm for computing MIR. The second strategy is to replace the double loop algorithm for computing MIR with a recursive procedure to be described next. After describing the algorithm, we show that the algorithm examines each price a small number of times on the average.
Algorithm for computing MIR
To simplify the description of the algorithm, we proceed as if the computation is performed using individual trades. It is straightforward to take into account of the fact we are actually using the minimum and the maximum prices of volume bars.
To determine MIR, we need to compute the largest and the smallest intermediate returns, R and R. For clarity, we will call R the maximum intermediate gain and R the maximum intermediate loss. It is easy to see that MIR is either R or R depending on which one has the larger absolute value. Normally, R and R will have different signs, i.e., one positive and the other negative. We call the positive return a gain and the negative return a loss. In cases where the prices steadily rise or fall during the entire period under consideration, both R and R would have the same sign, i.e., both are positive or both are negative. It seems to counterintuitive to have a negative gain (R < 0) or a positive loss (R > 0). To avoid these unexpected values, we assign the one with the smaller absolute value to be 0. This choice does not affect the output of MIR, while at the same time it preserves our general notion of gain or loss.
Given N trades with prices P i , i = 0, 1, . . . , N 1. Since the prices are always positive numbers, i.e., P i > 0, to find R we need to maximize the numerator and minimize the denominator in Equation 3 ; to find R we need to minimize the numerator and maximize the denominator in Equation 3. These observations suggest that we should locate the minimum and maximum prices within the event duration. An important fact to note about Equation 3 is that the earlier price is in the denominator and the later price in the numerator, i.e., j < k. Assuming P v is the lowest price in the time duration, and P^is the highest price within the time duration, if P v appears earlier in time than P^, then the intermediate return P^ Given two prices P v and P^, such that P v < P^, we have
The implication of this relationship is that if we have found the maximum intermediate gain R from the maximum and minimum prices, then there it must be the MIR, however, if we have found the maximum intermediate loss R, then it is possible to have a maximum intermediate gain with a larger absolute value even though the prices are neither the maximum price or the minimum price.
The maximum price and the minimum price within the event duration may appear multiple times. Based on the above observation, we need to locate the first appearance of the minimum price and the last appearance of the maximum price. This will maximize the chance that the minimum price appears before the maximum price, in which case we have determined the MIR. On the other hand, if the last appearance of the maximum price occurs before the first appearance of the minimum price, then we have computed the maximum intermediate loss R and need to search for the maximum intermediate gain R.
Let j be the position of the last appearance of the maximum price and j be the position of the first appearance of the minimum price. Normally, j 6 = j. The only possibility that the two positions might be the same is when all the values are the same. In which case, we can assign j = 0 and j = N 1, and terminate the computation of MIR early.
We need to compute the maximum intermediate gain R when j < j. In this case, we need to break the N prices into three groups: (L) j  j, (R) j > j, and (M) j < j < j. The prices in the group (L) end with the maximum price. To compute the maximum intermediate gain from this group, we simply need to locate the minimum price in the group. This gives us the first candidate for the maximum intermediate gain R L . The prices in the group (R) start with the minimum price of the group, to compute the maximum intermediate gain we need to locate the maximum price of the group. This will give the second candidate for the maximum intermediate gain R R . The situation for the third candidate of the maximum intermediate gain R M is similar to the task of computing the maximum intermediate gain over the whole set of prices in the time duration. Therefore, we can invoke the procedure for computing the maximum intermediate gain recursively. This recursive procedure terminates when there are only a small number of elements to be examined. In which case, we can use the double-nested loop procedure based on Equation 4 .
When invoking the recursive procedure to compute R M , we have already computed R, R L , and R R . In order for the R M to change the overall MIR, it must be larger than R, R L , and R R . Inside the procedure for computing the maximum intermediate gain and after we have determined the maximum and minimum prices, we can provide a bound on the possible values of the maximum intermediate gain from the list of prices. Assuming P v is the lowest price in the list of prices and P^is the highest price, (R M )  P^/P v 1. If this upper bound is less than the one of R, R L , and R R , then we can terminate the procedure and return 0 because continuing the computation cannot affect the value of MIR.
A listing of the pseudocode for implementing this recursive procedure is given in Listing 3. // Given an array P, find the minimum value between i and j 10 find_min(P, i, j)
for (++i; i < j; ++i) 13 
if (P[i] < pmin) pmin = P[i]
14 return pmin 15 16 // Given an array P, find the maximum value between i and j Next, we briefly discuss the use of bars instead of individual trades for computing MIRs.
In our implementation of Listing 3, we actually use bars with minimum and maximum prices instead of individual trades. It is straightforward to modify the functions find min, find max, and find min max to use the information in the bars to find the trades that have the minimum and the maximum trade prices. When the two extreme prices do not appear in the same bar, then the above algorithm can proceed as described. When the two extreme prices do appear in the same bar, we need to distinguish two cases. When the minimum price comes before the maximum price, we have reached the maximum intermediate gain and would terminate the procedure. However, when the minimum price comes after the maximum price, we have information to compute the maximum intermediate loss, but no way to determine whether or not we have missed an intermediate gain with a larger absolute value than the maximum intermediate loss. It is theoretically possible for us to miss the correct MIR using the bars even with the minimum and the maximum prices. In our tests, we have found this not to be a concern. Shall this not be the case in any other use cases, the user would have to compute MIR from individual trades. In which case, it would be even more important to use the algorithm outlined in Listing 3 because the number of trades in an event duration would generally be much larger than the number of bars.
Since the MIR actually has both positive and negative values, when we say the volatility is high, we generally mean that the MIR value has a large absolute value. In our implementation, we separate out the positive MIR values from the negative ones, and compute the average in these two groups separately. If an event produces a positive MIR, its value has to be larger than the average of all positive MIR values in order to be a true event. If an even produces a negative MIR, its value has to be less than the average of all negative MIR values in order to be a true event. Any events with an MIR value between the two average values are considered as false positives.
Computational cost
It is easy to see that the double nested loop implementation of Equation 4 will read N prices N (N + 1)/2 times. In computational complexity theory, this is known as an order N 2 algorithm. Next we outline a set of arguments to show that the pseudocode given in Listing 3 reads N prices order N times. In other word, we have designed a linear algorithm. When N is large, a linear algorithm can be arbitrarily faster than an order N 2 algorithm. Therefore, it is worthwhile to establish this fact clearly.
Assume the prices given to the above procedure are randomly distributed and there is only one minimum price and one maximum price, then the position of the minimum price and the maximum price are statistically independent. In terms of computational cost, we see that the function compute MIR and max intermediate gain each has four parts: (1) a single pass through all incoming elements to compute the minimum and the maximum prices, (2) a loop through the group L, (3) a loop through the group R, and (4) a recursive call to another function on group M. Given N input prices, loop 1 reads all N elements of the array and the total cost can be counted as N . If the minimum price appears before the maximum prices, the computation terminates. The probability of this is 1/2 because of the independence assumption. Based on the same assumption, the average numbers of elements in the three groups are the same, N/3. The cost of looping through group L and group R is 2N/3. The cost of recursion is basically repeating the current procedure but on N/3 prices rather than N of them. Thus the total cost is 
Had the function for computing the maximum intermediate gain simply gone through the group M once, the expected cost of computing MIR would have been N + N/2. The recursive calls to compute the maximum intermediate gain on group M increases the total cost. However, because the recursive invocation only happens half the time and only on an input array of 1/3 the size, we see that the total cost of computing MIR is only slightly larger than N + N/2. On average, we read each input array element 1.6 times. The above analysis is for the average case, it is possible that the recursive procedure needs to be invoked on a large fraction of the input values, for example when the input values are in the descending order. In this case, j = 0, j = N 1, and the group M has N 2 elements. This recursion may continue for N/2 times, which will take N 2 time altogether. However, in this case, our algorithm will terminate at some point, because the upper bound on the maximum intermediate gain will become less than the absolute value of the maximum intermediate loss R, therefore, avoid using N 2 execution time.
Parallelization
The process of computing VPIN and MIR for each futures contract can proceed independently. For example, computing VPIN values on ES does not require any information from any other futures contracts. This allows us to run a number of parallel tasks, one for each contract instruments. This parallelization strategy is often referred to as the "task parallelism" in High-Performance Computing literature [27, 23] . Given that we have all the trading records, we could further parallelize the computation procedures by dividing the trading records from different time periods as different tasks. However, it is more straightforward to handling all computations involving on contract instrument in a single parallel task than splitting the computation onto multiple processors and the time required for each task is relatively short as we will see in the next section. we anticipate that in a real-time setting each parallel task is likely to be handling one contract instrument. Therefore, it is more useful to measure its computational cost.
Our parallel implementation uses POSIX threads [30, 23] , which is more widely supported than alternatives such as MPI [22] and Hadoop [41] . The parallel job spawns a user-specified number of parallel processes. The parallel processes share a common task list, which holds the list of contract instruments [31] . When a process finishes its assigned task, it takes the next available task from this shared list. The parallel job completes when the last process finishes its assigned tasks.
Since different contract instruments have wildly different number of trades, ES has 478 million trades while MW has only 33 thousand trades, each parallel task may require very different amount of compute time. To minimize the time spent by the parallel job, we need to ensure the tasks assigned to each parallel process complete in the same amount of time. In our case, the computation time for each task is a linear function of the number of trades for the contract instrument, we choose to assign the instrument with the largest number of trades first. This strategy also work well for other computational tasks where the cost is a monotonic function of the input size.
Our program is implemented in C++ [37] , which is better suited for High-Performance Computing than more commonly used scripting languages such as Python [39] . However, Python and similar languages are also used to process massive amounts of data, and many of them are able to make use of POSIX pthreads for parallel computations as well.
Experimental evaluation
In this section, we present the test results using the 94 most active futures contracts. Our computation procedure will first produce volume bars, group the bars into buckets, and then compute the VPIN values. In this process, we have a number of different parameters to choose. The six parameters we test are listed in Table 1 : Parameters to control the computation of VPIN and MIR. The six parameter choices form 16,000 different combinations. When any of them is not specified, the following default values are used unless otherwise specified: ⇡ = closing, = 200, = 1, ⌘ = 1, normal distribution for BVC, ⌧ = 0.99.
Description
Choices Table 1 . In this section, we first describe the test machine we used, describe a way to verify that the VPIN events are indeed different from random selection of time points, and move to have more quantitative way to measure the difference between MIRs described above. Table 1 shows 6 parameters with four or five different choices each, with a total of 16,000 different combinations. We will use these parameter choices to demonstrate the effectiveness of our program and to identify the parameter combinations that produce the lowest false positive rates.
Test setup
We conducted our tests using an IBM DataPlex machine located at the National Energy Research Supercomputing Center (NERSC) 6 . The HDF5 files are stored on the file system generally known as the global scratch space, which is a GPFS system exported to all NERSC machines. This file system is heavily used and therefore we observed significant variations in the time needed to read the same data file. For example, the file ES.h5 is about 5.7GB in size. The minimum observed time for reading this data file is 45.9s, the median time is 48.8s and the average time is 50.4s. We see that the average time is almost 4.5s longer than the minimum. The average value is larger than the median, which indicates there are large values that are significantly larger than other. We performed these reading operations always using a single thread. The median reading speed is about 117MB/s and the fastest reading rate is about 125MB/s. These reading rates are typically of what can be achieved using a single thread. Generally, by using more computer nodes to read the same file, we could achieve higher aggregate reading speed.
Time breakdown
To understand where the compute time is spent in the C++ program, we measure the time used by the key functions. In Figure 3 , we show four such functions: reading the data from the HDF5 file into memory, constructing the volume bars, computing the VPIN values (including forming the buckets), and computing the MIR values. Overall, we see that the time required to read the data into memory dominates the total execution time. The next largest amount of time is spent on constructing the volume bars. In this case, we are using the closing price as the nominal price of the bar, therefore, the time to form the bars is relatively 6 Information about NERSC available online at http://nersc.gov/ small. Had we used the median price or the weighted median price, the time to form the volume bars would be even longer according to Figure 2 .
The time needed to compute VPINs and MIRs are about the same in all five cases. This is because those steps are operating on about the same number of objects. The input for computing VPINs is the volume bars. Because the number of volume bars is about the same in each trading day, and the number of trading days is the same for these five futures, they produce similar number of buckets and about the same number of VPINs. The numbers of VPIN events are different, but they are relatively few compared to the number of random events used as references. Our program always uses 10,000 random events as references. The time for computing MIR values includes the time to compute MIRs for both VPIN events and reference events. Since each event contains the same number of volume bars, the time to compute MIRs is roughly the same. The time for computing MIR is relative small, we might feel the effort spent in producing a recursive algorithm was not worth it. However, in these cases, the number of bars in an event is 6,000. The simple double loop algorithm for computing MIR would have taken thousands of times longer, which would have made the time to compute MIR the dominant operation. Therefore the effort to reduce the time for computing MIRs was necessary.
The test job that runs over all 16,000 combinations listed in Table 1 as well as over all 94 futures contracts took 19 hours 26 minutes and 41 seconds using a 32-core computer node and about 74GB of memory. In this case, we read the input data into memory once and repeat the different combinations of parameters without reading the data again. This reduces the I/O times and make it much more efficient to try different combinations. The average time to compute VPIN, detect VPIN events, and compute the false positive rates is 1.49 seconds on a single CPU core, 32 ⇥ (19hours + 26minutes + 41seconds) 16000 ⇥ 94 = 1.49seconds.
In other words, one CPU core can process 67-month data in 1.5 seconds. This speed is able to keep up with the real-time data stream of trading data. A python version of this program that stores bars and buckets in a SQLite database took more than 12 hours to complete one parameter combination on ES, while the C++ version took about 60 seconds on the same machine. The C++ program is about 720 times faster than the python program. Table 2 shows the days of VPIN events on ES. To show that the detected events correspond to notable real-world events, we have listed some important market events that occurred on the same day. Since these events are known to cause high volatility in the markets, we see that VPIN events are correlated to these high volatility events.
Events detected

Kolmogorov-Smirnov test
Now we turn our attention to examine the effectiveness of VPIN. We first demonstrate that VPIN events produce a different sequence of MIRs compared to random events. To do this, we apply the widely used Kolmogorov-Smirnov test on the two sequences, and report the probability that they follow the same distribution in Table 3 . The first thing we observe from Table 3 is that all the probability values are less than 10 4 , which indicates that the two sequences of MIR values are extremely unlikely to be drawn from the same probability distribution. These probability values are representative of all futures weve tested. In other words, the events identified by VPIN values are extremely different a sequence of randomly selected events.
The tests shown in Table 3 the lognormal distribution, we expect 1% of the VPIN values would be larger than the threshold. There are about 300,000 VPIN values computed in each case, 1% of which would be 3,000. Clearly, the actual number of events is far less than 3,000.
False-positive rates
To determine whether an event is a true event or a false positive, we use the average MIR from a set of randomly selected time windows as the reference for comparison. In our test program, we always choose 10,000 random events to compute the averages of the positive MIR values and negative MIR values. The choices of parameters given in Table 1 define 16,000 different combinations. We apply all these 16,000 combinations to all 94 different futures contracts. For each of the 16,000 combinations, we compute the average false positive rate of the 94 test cases, one for each futures contract. Figure 4 shows the average false positve rates of 16,000 different parameter combinations. There are 604 combinations with ↵ < 0.1, and 70 combinations with ↵ > 0.5. The median value of the false positive rates is about 0.2 (i.e., 20%). Clearly, it is worthwhile to carefully choose the parameters for VPIN. Table 4 shows the ten combinations that produced the lowest average false positive rates over all 94 futures contracts. From Table 4 we observe that each of the ten combinations produces an average false positive rate of around 7%. Given the diversity of the data, these false positive rates are remarkably low. The 7% false postive rate is about 1/3rd of the median value (⇠ 20%) of all false positve rates in our test. Next, we examine the parameter combinations listed in Table 4 in more detail.
To achieve the lowest false positive rates, we could use the values from the first row in Table 4 . However, it is not immediately obvious that this choice would be good for other type of data or the best choice would remain to be the best had we tested more parameter combinations. Here we attempt to discover the patterns in the parameters that achieve good performance in Table 4 .
Among the ten best parameter combinations, we see that the threshold ⌧ on CDF is always 0.99, the event duration ⌘ is 0.1 days in nine out of the ten cases, the number of buckets per day is 200 in eight cases, the support for computing VPIN is 1 day in six cases, the bulk volume classification parameter ⌫ is 1 in six cases, and the Weighted Median is the preferred pricing method for volume bars in five cases. Based on this observation, we say that the value of ⌧ has strongest influence on the false positive rate. A different value of ⌧ would strongly affect the false positive rate. In contrast, the pricing method ⇡ seems to be the least influential; it could take a different value in five of the ten cases while still achieving very good false positive rates. Next, we study these two parameters in more detail. It would be interesting to study the other four parameters more carefully as well, but we will leave that for a future study. 9.6 CDF Thresholds Figure 5 shows the false positive rates and the number of VPIN events detected under different CDF thresholds (⌧ ). Table 5 shows the parameters combinations that give rise to the lowest ↵ under different choices of ⌧ . The red line in Figure 5 marked as average is the average over all 2,000 combinations of the other five parameters and 94 different futures contracts, and the blue line marked as best is produced from the combination of the other five parameters that produces the smallest average false positive rate over all 94 futures contracts. If the average is close to the best, then the choices of the other five parameters do not have a large influence on the false positive rates. In our tests, the differences between the average rates and the best rates range from about 7% when ⌧ =0.9 to about 5% when ⌧ =0.99. The exception is that when ⌧ =0.999, the difference is 12.5%. Given that the false positive rate is 27% when ⌧ =0.9, a difference of 7% is relatively small. This agrees with our previous observation that ⌧ has a much stronger influence on the false positive rates than the other parameters.
To understand how the CDF threshold affects the false positive rates, we also plotted the number of VPIN events detected in Figure 5 . Generally, fewer events are detected with higher CDF thresholds. Had the VPIN values followed the log-normal distribution as assumed, the number of events should be proportional to 1 ⌧ and should descrease linearly as ⌧ increases. We see the "average" number of events is pretty close to be decreasing linearly as ⌧ increases. However, with the best parameter combinations, the number of events detected descreases much slower as ⌧ increases. This suggests that the "average" parameter choices are more reflecting the "random" fluctuation in the VPIN values, which the "best" parameter choices are much better in picking up the buy-sell imbalance reflected in the test data.
From our test results, we see that ⌧ =0.99 or 0.98 might be reasonable choices. Either of these choices produces less than 10% false positive events and detects around 20 events per futures contract. The false positive rates are pretty low and the number of events is small enough that a human expert might be able examine each event to verify the validity of the signals.
Pricing the bars
Previous publications on VPIN generally use the closing price as the price of a bar [1, 10, 16] . Because the prices of trades in a bar are typically quite close to each other, it is somewhat surprising that computing prices differently can affect the VPIN events detected. Figure 6 shows the prices computed using different methods in a brief time window where the price of ES changes quickly. We see that the prices computed are quiet close to each other, which agree with our expectation.
To see how the small differences between the prices from different pricing methods lead to different VPIN values, we recall that the VPIN values critically depend on sequential price changes and their standard deviation. These sequential price change statistics affect the Bulk Volume Classification (BVC) and the projected imbalance between buy and sell that determine the value of VPIN. Table 6 lists the basic statistics about the sequential price changes and the resulting VPIN values. We can see that the average price changes are very small compared to the actual prices of ES. From Figure 6 we see the price of ES is around 1000, while the average price changes are about 10 6 , such differences are too small to be observed in Figure 6 . The standard deviations of the price changes are about 0.2, which are five orders of magnitude larger than mean sequential price changes. In addition, the differences among the standard deviations are also larger than the difference among the mean sequential price changes. Since the standard deviations of the price changes have a more directly influence on the computation of BVC (cf Eq. 1), and therefore VPIN. We see more noticeable differences among VPIN computed with different pricing methods as shown in Table 6 . The standard deviations of VPIN values are around 0.02 and the difference among the average VPIN values are nearly one standard deviation apart from each other. Clearly, the VPIN values should be considered different.
Next, we take a detailed look at two specific VPIN events to see if there are general patterns in the VPIN values. Figure 7 shows the VPIN values for two different days where VPIN values reach above 0.99, August 16, 2007 and September 29, 2008 . In these cases, we see the CDF (and therefore VPIN) values are generally quite close to each other, especially, when they are close to 1 and when their are rising quickly. This suggests that the different pricing methods should have nearly the same power in detecting VPIN events. In other words, the VPIN values computed using different pricing methods should reach the threshold for VPIN events at nearly the same time.
To see the difference among the onset time of VPIN events detected with different price methods, we show the time of day of all VPIN events detected with the threshold of 0.99 in Figure 8 . In this figure, the vertical axis is the time of the day while the horizontal axis is the day of an event. Each vertical column of points indicates a set of VPIN events on the same day. The most noticeable feature in the figure is that there are always multiple different points clustered together for each day, which indicates that different pricing methods lead to the detection of the same event. Therefore, the two events shown in Figure 7 are common cases. In most cases, the onset time of VPIN events are less than 2 hours apart. In fact, in many cases, the symbols representing the different pricing methods are right on top of each other indicating the onset time is within minutes of each other. This suggests that VPIN is detecting events based on underlying information imbalance not the details of the pricing methods.
Clearly, the details of the pricing methods actually matter because not all pricing methods lead to the same set of events. Furthermore, a number of the VPIN events have wildly different onset time. Additional study of these pricing strategies is necessary to understand these differences. Table 2 .
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Summary
In this study we set out to apply the HPC experience gathered over decades of Big Data analysis by the National Laboratories on a set of data analysis tasks on high-frequency market data. While some financial practitioners, like NANEX, use these techniques routinely, however there are still relative few research publications on handling massive amounts of data. We have demonstrated an interesting use case for HPC techniques in this paper.
We implemented a popular liquidity metric known as VPIN on a large investment universe of nearly 100 most liquid futures contracts over all asset classes. To our knowledge, this is the first microstructure study to analyze such a vast investment universe. In doing so, we demonstrated that the technology required to monitor real-time liquidity conditions over all markets already exists, and can be deployed with a modest investment.
With our approach, we were able to quickly examine 16,000 different parameter combinations for evaluating the effectiveness of VPIN on all liquid futures traded in 67 months, on all asset classes. Our results confirm that VPIN is a strong predictor of liquidity-induced volatility, with false positive rates as low as 7%. Here recommended parameter choices to achieve this performance: pricing the volume bar with the median prices of the trades, buckets per day = 200, bars per bucket = 30, support window for computing VPIN = 1 day, event duration = 0.1 day, bulk volume classification with Student t-distribution with ⌫ = 0.1, and threshold for CDF of VPIN = 0.99. This set of parameters produce an observed false positive rate that is one third of that median value achieved among the 16,000 test cases.
This HPC task took about 20 hours on a single computer node at the National Energy Research Supercomputing Center (NERSC), many thousands times faster than commonly used alternatives. This speed up is achieved by using (1) a more efficient data organization, (2) more efficient data structures and algorithms for computing VPIN and related quantities, (3) better utilization of computer resources through parallelization. We believe that these techniques are useful to many data analysis challenges posed by todays high-frequency markets.
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A List of futures contracts Table 1 lists the contracts in out study; we list their descriptions, rolling rules, trading venues, classes as well as the total number of trades (in thousands). The rolling rules are as follows:
1. An integer value in the "Roll" column indicates the number of days before expiration when we have applied the roll.
2. When the "Roll" column registers a * followed by an integer value, it means that the roll was applied that number of days before expiration, unless the volume shifted to the next serial contract before that day.
3. A zero value in the "Roll" column indicates that the roll date was purely determined by the transfer of volume from one contract to the next. 
