Abstract. We propose a framework for the specification of infinite state systems based on Petri nets with distinguished may-and must-transitions (called modalities) which specify the allowed and the required behavior of refinements and hence of implementations. For any modal Petri net, we define its generated modal language specification which abstracts away silent transitions. On this basis we consider refinements of modal Petri nets by relating their generated modal language specifications. We show that this refinement relation is decidable if the underlying modal Petri nets are weakly deterministic. We also show that the membership problem for the class of weakly deterministic modal Petri nets is decidable. As an important application scenario of our approach we consider I/OPetri nets and their asynchronous composition which typically leads to an infinite state system.
Introduction
In component-based software development, specification is an important phase in the life cycle of each component. It aims to produce a formal description of the component's desired properties and behavior. A behavior specification can be presented either in terms of transition systems or in terms of logic, which both cannot be directly executed by a machine. Thus an implementation phase is required to produce concrete executable programs.
Modal specifications have been introduced in [18] as a formal model for specification and implementation. A modal specification explicitly distinguishes between required transitions and allowed ones. Required transitions, denoted with the modality must, are compulsory in all correct implementations while allowed transitions, denoted with the modality may, may occur but can also be omitted in an implementation. An implementation is seen as a particular specification in which all transitions are required. Thus modalities support underspecification as well as tight specifications saying that certain activities must be present.
Therefore they provide a flexible tool for system development as decisions can be delayed to later steps of the component's life cycle. Two different modal formalisms have been adopted in the literature, the first one, introduced in [15] , is based on transition systems while the second one, introduced in [24] , is a language-based model defining modal language specifications.
A transformation step from a more abstract specification to a more concrete one is called a refinement. It produces a specification that is more precise, i.e. has less possible implementations. Hence the set of implementations of a refinement is included in the set of possible implementations of the original specification. From the practical and from the computational point of view, it is of course an important issue to be able to check refinements, and even better, to decide whether a refinement relation holds. For modal transition systems with finite states and for modal language specifications whose underlying languages are regular, the refinement problem is decidable.
Due to its simplicity and appropriateness to design, this modal approach has led both to industrial case studies, see, e.g., [17] , and to theoretical developments in order to integrate timing requirements [6] or probabilistic requirements [8] . However, none of these works deals with infinite state systems or asynchronous composition while in distributed systems such features are indispensable. For instance, (discrete) infinite state systems can easily appear by the asynchronous composition of components, since asynchronous communication introduces a delay between the actions of sending and receiving a message between the communication partners. Indeed the size of every communication channel is potentially unbounded. But also requirement specifications for complex systems may involve infinite state spaces. Thus the motivation of our work was to extend the modal approach to take into account infinite state system specifications and their modal refinement while keeping most of the problems decidable. In particular, our results should be applicable to systems of asynchronoulsy communicating components.
Our Contribution. Petri nets are an appropriate formalism for our needs since they allow for a finite representation of infinite state systems. Automata with queues might be another alternative, but all significant problems (e.g. the reachability problem) are known to be undecidable [7] while they are decidable when considering deterministic Petri nets [21] . In our approach, we consider Petri nets with silent transitions labeled by . Silent transitions are invisible to the environment and hence are the basis for observational abstraction. This is particularly important to obtain a powerful refinement relation which relies only on observable behaviors. In our approach we define the generated language of a Petri net by abstracting away silent transitions. Then we consider Petri net refinement as inclusion of the generated languages which means that the observable execution traces of a "concrete" (refining) Petri net must be observable execution traces of the "abstract" (refined) Petri net as well. We know from [21] that for languages generated by deterministic Petri nets the language inclusion problem is decidable but also, from [10] , that in general the language inclusion problem for Petri nets is undecidable. In the presence of silent transitions we are, unfortunately, very often in a situation where Petri nets have non-deterministic silent choices such that we cannot use the decidability results for the deterministic case. Therefore, we introduce the generalized notion of weakly deterministic Petri nets, which are deterministic "up to silent transitions". We show that the following problems are decidable:
1. Decide whether a given Petri net is weakly deterministic. 2. Decide whether a given language L(N ) generated by a Petri net N is included in the language L(N ) generated by a weakly deterministic Petri net N .
In the next step, we incorporate modalities in our approach and consider modal Petri nets with may-and must -transitions. For the definition of refinement, we follow again a language-based approach and use modal Petri nets as a device to generate modal language specifications. A subtle aspect of this generation concerns the treatment of silent may-and must -transitions. Refinement of modal Petri nets is then considered as refinement of their generated modal language specifications in the sense of Raclet et al. [25] . In particular, the must modality is important here to express that certain activities must be respected by refinements and hence implementations. On the other hand, the language inclusion property following from the may modality guarantess, as in the non modal case, that safety properties are preserved by refinements for all observable execution traces. We also extend the notion of weak determinacy to the modal case and show that the following problems, which extend the ones from above to the modal context, are decidable:
3. Decide whether a given modal Petri net is (modally) weakly deterministic. 4. Given two modal language specifications S(M ) and S(M) generated by two weakly deterministic modal Petri nets M and M respectively, decide whether S(M ) is a modal language specification refinement of S(M).
As a particular important application scenario of our approach, we consider asynchronously communicating Petri nets. To realize the communication abilities we distinguish between input, output and internal labels which leads to our notion of a modal I/O-Petri net. We define an asynchronous composition operator for such nets where all actions related to communication (i.e. sending and receiving) are represented by internal labels. I/O-Petri nets obtained by asynchronous composition typically exhibit infinite state spaces. When considering refinements, transitions with internal labels should be treated as silent transitions. Therefore, we introduce a hiding operator on I/O-Petri nets which relabels internal labels to the silent label . Then we can directly apply our techniques and decidability results described above for the treatment of refinements in the context of asynchronously composed I/O-Petri nets. Thus our machinery is particularly useful in typical situations where an infinite abstract requirement specification is implemented by an architecture consisting of asynchronously communicating components. We will illustrate such an application in the context of a cash desk system case study.
Outline of the Paper. We proceed by reviewing in Sect. 2 modal language specifications and their associated notion of refinement. Sect. 3 consists of two parts: In Sect. 3.1 we first recall the notion of a Petri net with silent transitions and then we define its generated language specification by abstracting silent transitions away. We also introduce the notion of weak determinacy and state the first two decision problems from above. In Sect. 3.2 we extend our approach to modal Petri nets. We define the generated modal language specification of a modal Petri net, consider modally weakly determinsitic Petri nets and state the last two decsion problems from above in the context of modalities. In Sect. 4, we focus on asynchronously communicating modal Petri nets over an I/O-alphabet with distinguished input, output, and internal labels. We define the asynchronous composition of modal I/O-Petri nets and adopt them, by hiding of internal labels, to our approch for modal refinement. Then, in Sect. 5, we discuss a case study to illustrate our principles. In Sect. 6 we present the decision algorithms of the four decision problems mentioned above. Sect. 7 concludes this paper and presents some future work perspectives.
Modal Language Specifications
Modal specifications were introduced by Larsen and Thomsen in [18] in terms of modal transition systems where transitions are equipped with distinguished may (allowed) and must (required) modalities. This idea has been adapted by Raclet in his (French) Ph.D. thesis [23] in which he applied it to language specifications where the complexity of decision problems is more tractable than with modal transition systems. Moreover, modal refinement is sound and complete with the language-based formalism while it is non-complete with the transition system based formalism [16] . Therefore we base our considerations on a language approach to modal specifications. Let us first review the underlying definitions of modal language specifications and their refinement as introduced in [24] . Notation. Let E be a set, then P (E) denotes its powerset.
Definition 1 (Modal language specification).
A modal language specification S over an alphabet Σ is a triple L, may, must where L ⊆ Σ * is a prefix-closed language over Σ and may, must :
-a ∈ may(u) means that the action a is allowed after u, -a ∈ must(u) means that the action a is required after u, -a / ∈ may(u) means that a is forbidden after u.
The modal language specification S is consistent if the following two conditions hold:
Observation. If must(u) contains more than one element, this means that any correct implementation must have after the trace u (at least) the choice between all actions in must(u).
Example 1. Let us consider the example of a message producer and a message consumer represented in Fig. 1 . The transition with label in represents an input received by the producer from the environment, which is followed by the transition with label m representing the sending of message m. The consumer must be able to perform the transition labeld with m, representing the reception of m, and then it must be able to "output" out to the environment. 
Similarly, the modal language specification associated with the consumer is (m.out) * + m.(out.m) * , may, must with:
Modal language specifications can be refined by either removing some allowed events or changing them into required events.
Definition 2 (Modal language specification refinement)
Let S = L, may, must and S = L , may , must be two consistent modal language specifications over the same alphabet Σ. S is a modal language specification refinement of S, denoted by S S, if:
Modal language specifications support underspecification and thus stepwise refinement but they are not appropriate for the specification of infinite state systems since refinement can not be decided in this case. Moreover, they do not support silent transitions and hence observational abstraction.
Modal Petri Nets
Petri nets provide an appropriate tool to specify the behavior of infinite state systems in a finitary way. Therefore we are interested in the following to combine the advantages of Petri nets with the flexibility provided by modalities for the definition of refinements. Of particular interest are Petri nets which support silent transitions. Silent transitions are important to model, e.g., internal alternatives which are invisible to the outside. In the following of this section we will consider such Petri nets and extend them by modalities.
Petri Nets and Their Generated Languages
In this subsection, we first review basic definitions of Petri net theory and then we develop our first decision problems without taking into account modalities yet. A marking is a mapping m :
Definition 3 (Labeled Petri Net
The labeling function is extended to sequences of transitions σ = t 1 t 2 ...t n ∈ T * where λ(σ) = λ(t 1 )λ(t 2 )...λ(t n ). According to this definition λ(σ) ∈ Σ * , i.e. λ(σ) represents a sequence of observable actions where silent transitions are abstracted away.
For each t ∈ T , • t (t • resp.) denotes the set of input (output) places of t. i.e.
). The input (output resp.) vector of a transition t is the column vector of matrix W − (W + resp.) indexed by t.
In the rest of the paper, labeled Petri nets are simply called Petri nets. We have not included final markings in the definition of a Petri net here, because we are interested in potentially infinite system behaviors. We now introduce the notions related to the semantics of a net. 
Definition 4 (Firing rule). Let N be a Petri net. A transition t ∈ T is firable from a marking m, denoted by
m[t , iff ∀p ∈ • t, m(p) ≥ W − (p,
t). The set of firable transitions from a marking m is defined by f irable(m)
The reachable markings of a Petri net correspond to the reachable states of the modeled system. Since the capacity of places is unlimited, the set of the reachable markings of the Petri nets considered here may be infinite. Thus, Petri nets can model infinite state systems. The semantics of a net will be given in terms of its generated language. It is important to note that the language generated by a labeled Petri net abstracts from silent transitions and therefore determines the observable execution traces of a net. Technically this is achieved by using the empty word as a label for silent transitions such that, for each sequence σ ∈ T * of transitions, λ(σ) shows only the labels of the observable transitions.
Definition 6 (Petri net language). Let N be a labeled Petri net over the alphabet Σ. The language generated by N is:
A particular interesting class of Petri nets are deterministic Petri nets as defined, e.g., in [21] . In our approach, however, we deal with silent transitions which often model non-deterministic choices. For instance, silent transitions with nondeterministic choices will naturally appear in asynchronous compositions considered later on (c.f. Sect. 4) when communication actions are hidden. Therefore, we are interested in a relaxed notion of determinacy which allows us to consider determinism "up to silent moves". This leads to our notion of weakly deterministic Petri net. We call a Petri net weakly deterministic if any two firing sequences σ and σ which produce the same word u can both be extended to produce the same continuations of u. In other words, in a weakly deterministic Petri net, one may fire from a reachable marking two different sequences labelled by the same word but the visible behaviours from the reached markings are the same. So an external observer cannot detect this non-determinism. In this sense our notion of weak deterministic Petri net corresponds to Milner's (weak) determinacy [20] and to the concept of a weakly deterministic transition system described in [11] . The underlying idea is also related to the notion of output-determinacy introduced in [14] . Weakly deterministic Petri nets will play an important role for deciding refinements. Hence, it is crucial to know whether a given Petri net belongs to the class of weakly deterministic Petri nets. This leads to our first decision problem stated below. Our second decision problem is motivated by the major goal of this work to provide formal support for refinement in system development. Since refinement can be defined by language inclusion, we want to be able to decide this. Unfortunately, it is well-known that the language inclusion problem for Petri nets is undecidable [10] . However, in [21] it has been shown that for languages generated by deterministic Petri nets the language inclusion problem is decidable. Therefore we are interested in a generalization of this result for languages generated by weakly deterministic Petri nets which leads to our second decision problem. Observe that we do not require N to be weakly deterministic.
Definition 7 (Weakly Deterministic Petri Net
First decision problem. Given a labeled Petri net N , decide whether N is weakly deterministic.
Second decision problem. Let L(N ) and L(N ) be two languages on the same alphabet Σ such that L(N ) is generated by a weakly deterministic Petri net N and L(N ) is generated by a
The descion problems deal with refinements based on an observational abstraction of silent transitions of the underlying Petri nets.
Modal Petri Nets
In the following we extend our approach by incorporating modalities. For this purpose we introduce, following the ideas of modal transition systems and modal language specifications, modal Petri nets with modalities may and must on their transitions. Note that we require any must -transition to be allowed, i.e. to be a may-transition as well.
Definition 8 (Modal Petri net). A modal Petri net
M over an alphabet Σ is a pair M = (N , T ) where N = (P, T, W − , W + , λ, m 0 ) is a
labeled Petri net over Σ and T ⊆ T is a set of must (required) transitions. The set of may (allowed) transitions is the set of transitions T .
Example 2. Let us consider the same example of a message producer and a message consumer (see Fig. 2 ). The producer may receive a message in (white transition) but must produce a message m (black transition). The consumer must receive a message m and then it must produce a message out.
•
Fig. 2. Modal Petri nets for a producer (a) and a consumer (b)
Any modal Petri net M = (N , T ) gives rise to the construction of a modal language specification (see Def. 1) which extends the language L(N ) by may and must modalities. Similarly to the construction of L(N ) the definition of the modalities of the generated language specification should take into account abstraction from silent transitions. While for the may modality this is rather straightforward, the definition of the must modality is rather subtle, since it must take into account silent must -transitions which are abstracted away during language generation. For the definition of the must modality we introduce the following auxiliary definition which describes, for each marking m, the set must mk (m) of all labels a ∈ Σ which must be produced by firing (from m) some silent must -transitions succeeded by a must -transition labeled by a. This means that the label a must be producible as the next visible label by some firing sequence of m. Formally, for any marking m, let
λ(t) = a and m[σt }
We can now consider for each word u ∈ L(N ) and for each marking m, reachable by firing a sequence of transitions which produces u and which has no silent transition at the end 1 , the set must mk (m). The labels in must mk (m) must be exactly the possible successors of u in the generated modal language specification.
Definition 9 (Modal Petri Net Language Specification). Let M = (N , T ) be a modal Petri net over an alphabet Σ such that λ : T → Σ ∪ { } is the labeling function and m 0 is the initial marking of N . M generates the modal language specification S(M) = L(N ), may, must where:
Remark 1. Any modal language specification generated by a modal Petri net is consistent. Condition C1 is a consequence of the inclusion must mk (m) ⊆ may mk (m) and condition C2 is a consequence of the definition of may mk (m). The modal language specification generated by this net consists of the language L presented by the regular expression (a * b * ) * and modalities may(u) = {a, b}, and must(u) = {a} for u ∈ L. Note that b is not a must as it is preceeded by a silent may-transition (which can be omitted in a refinement).
The notion of weakly deterministic Petri net can be extended to modal Petri nets by taking into account an additional condition for must -transitions. This condition ensures that for any two firing sequences σ and σ which produce the same word u, the continuations of u produced by firing sequences of musttransitions after σ and σ are the same. Example 4. The Petri net in Fig. 3 (considered without modalities) 
Let us now consider the modal Petri net in Fig. 4 .
• tr, a t l , a b
Fig. 4. Non weakly deterministic modal Petri net
Let m l (m r resp.) be the marking obtained by firing the transition t l (t r resp.). Obviously, both transitions produce the same letter but must mk (m l ) = {b} while must mk (m r ) = ∅ (since the silent transition firable in m r is only a maytransition). Hence the Petri net is not modally weakly deterministic. However, one should note that, if we forget the modalities, then the Petri net in Fig. 4 is weakly deterministic.
The two decision problems of Sect. 3.1 induce the following obvious extensions in the context of modal Petri nets and their generated modal language specifications. Observe that for the refinement problem we require that both nets are weakly deterministic.
Third decision problem. Given a modal Petri net M, decide whether M is (modally) weakly deterministic.
Fourth decision problem. Let S(M)
and S(M ) be two modal language specifications over the same alphabet Σ such that S(M) (S(M ) resp.) is generated by a weakly deterministic modal Petri net M (M resp.). Decide whether S(M ) is a modal language specification refinement of S(M).
Modal I/O-Petri Nets and Asynchronous Composition
A particular application scenario for our approach is given by systems of asynchronously communication components. The characteristic property of this communication style is that communication happens via a potentially unbounded event channel such that the actions of sending (output) and receiving (input) of a message are delayed. In order to model such systems we consider modal Petri nets where the underlying alphabet Σ is partitioned into disjoint sets in, out, and int of input, output and internal labels resp., i.e Σ = in out int. Since / ∈ Σ, this means that all labels, including the internal ones, are observable. Such alphabets are called I/O-alphabets and modal Petri nets over an I/O-alphabet are called modal I/O-Petri nets. The discrimination of input, output and internal labels provides a mean to specify the communication abilities of a Petri net and hence provides an appropriate basis for Petri net composition. A syntactic requirement for the composability of two modal I/O-Petri nets is that their labels overlap only on complementary types [2, 17] , i.e. their underlying alphabets must be composable. Formally, two I/O-alphabets Σ 1 = in 1 out 1 int 1 and 
The input and output labels of the alphabet composition are the input and output labels of the underlying alphabets which are not used for communication, and hence are "left open". The internal labels of the alphabet composition are obtained from the internal labels of the underlying alphabets and from their shared input/output labels. Since we are interested here in asynchronous communication each shared label a is duplicated to a and a where the former represents the asynchronous sending of a message and the latter represents the receipt of the message (at some later point in time).
We are now able to define the asynchronous composition of composable modal I/O-Petri nets. We first take the disjoint union of the two nets. Then we add a new place p a (called channel place) for each shared label a. 3 The shared label a of every output transition t becomes a and such a transition produces a token in p a . The shared label a of every input transition t becomes a and such a transition consumes a token from p a . The next definition formalizes this description. 
Definition 12 (Asynchronous Composition
). Let M 1 = (N 1 , T 1 ), N 1 = (P 1 , T 1 ,-P c = P 1 P 2 {p a | a ∈ Σ 1 ∩ Σ 2 } (each p a is a new place) -T c = T 1 T 2 and T c, = T 1 T 2 -W − c (resp. W + c )
is the P c × T c backward (forward) incidence matrix defined by:
• for each
• for each p a ∈ P c \ {P 1 ∪ P 2 } with a ∈ Σ 1 ∩ Σ 2 and for all {i, j} = {1, 2} and each t ∈ T i with,
is defined, for all t ∈ T c and for all {i, j} = {1, 2}, by
λ c (t) = ⎧ ⎨ ⎩ λ i (t) if t ∈ T i , λ i (t) / ∈ Σ 1 ∩ Σ 2 λ i (t) if t ∈ T i , λ i (t) ∈ in i ∩ out j λ i (t) if t ∈ T i , λ i (t) ∈ in j ∩ out i -m c0 is defined, for each place p ∈ P c , by m c0 (p) = ⎧ ⎨ ⎩ m 10 (p) if p ∈ P 1 m 20 (p) if p ∈ P 2 0 otherwise
Proposition 1. The asynchronous composition of two weakly deterministic modal I/O-Petri nets is again a weakly deterministic modal I/O-Petri net.
Proof. (Sketch) We introduce the following notations. Given a word σ over some alphabet A and A ⊆ A, |σ| denotes the length of σ, σ A denotes the projection of σ on A and |σ| A is defined by |σ| A = |σ A |. Given a shared label a, out(a) (in(a) resp.) denotes the set of output (input resp.) transitions with label a. Given a marking m of M c , m (i) denotes the projection of m on P i with i ∈ {1, 2}.
We start the proof with a key observation. Let m 0 [σ m be a firing sequence of M c . Then:
We only prove that M c is weakly deterministic. The proof of the other condition is similar. Example 5. Consider the two modal producer and consumer Petri nets of Fig. 2 as I/O-nets where the producer alphabet has the input label in, the output label m and no internal labels while the consumer has the input label m, the output label out and no internal labels as well. Obviously, both nets are composable and their asynchronous composition yields the net shown in Fig. 5 . The alphabet of the composed net has the input label in, the output label out and the internal labels m and m. The Petri net composition describes an infinite state system and its generated modal language specification has a language which is no longer regular.
We will now discuss how the results of our theory presented in Sect. 3 can be applied in typical application scenarios involving asynchronous composition. Assume given an abstract requirements specification for a possibly infinite state system given in form of a modal I/O-Petri net M. As an example for M consider An example architecture for a producer/consumer system is shown by the asynchronous composition of the two Petri nets in Fig. 5 . According to our theory in Sect. 3, implementation correctness could mean that the modal language specification S(M c ) generated by M c is a modal language specification refinement, in the sense of Def. 2, of the modal language specification S(M) generated by M. Unfortunatley, we can immediately detect that this cannot be the case since the asynchronous composition has additional communication actions represented by internal labels of the form a and a which are not present in the abstract requirements specification. In the example the internal labels are just the labels m and m used for the communication. On the other hand, from the observational point of view internal actions, in particular communication actions, can be abstracted away when considering refinements. In our approach this can be simply achieved by relabeling internal labels, and hence communication labels a and a, to which is formally defined by the following hiding operator: Coming back to the considerations from above we can then express implementation correctness by requiring that the modal language specification S(α(M c )) generated by α(M c ) is a modal language specification refinement of the modal language specification S(M) generated by M. According to the results of Sect. 6, we can decide this if M and α(M c ) belong to the class of weakly deterministic modal Petri nets which again is decidable. Looking to the producer/consumer example the "abstract" Petri net in Fig. 6 is obviously modally weakly deterministic. For the composed Petri nets in Fig. 5 it is not obvious that the hiding operator produces a modally weakly deterministic net but, according to the results of Sect. 6, we can decide it (and get a positive answer). Note, however, that in the case where one of the transitions used for the communication were not a "must" then, after hiding, the Petri net composition would not satisfy the second condition of modal weak determinacy. Finally, we can also decide whether the refinement relation holds in the example between the generated modal language specifications and get also a positive answer.
Definition 13 (Hiding). Let M = (N , T ) be a modal I/O-Petri net over the I/O-alphabet Σ = in out int with Petri net N = (P, T, W

Case Study: Cash Desk Application
In order to illustrate our approach with a more ambitious example we consider a cash desk application (inspired by the case study of a trading system in [26] ). First, we provide a requirement specification for the behavior of the cash desk in terms of the modal I/O-Petri net shown in Fig. 7 . The net is based on an I/O-alphabet partitioned into sets of input labels and output labels. There are no internal labels in this requirement specification. Here and in the following drawings we write m? to indicate that a label m belongs to the set of input labels; similarly, we write m! if a label m belongs to the set of output labels. The requirement specification says that a cash desk must be able to read repeatedly an item, represented by the must-transition with input label item?, and that afterwards it must be able to print (on the bill) each item's details (output printItem! ). Since the number of items to be processed is not limited, and since the cash desk can proceed with reading the next item before the details of the previous item have been printed, the system specification involves infinitely many states. On the other hand, the specification determines what must/may be done when a sale is finished. First, when no item is read anymore, it must be possible to finish a sale (input finishSale? ) and then to print the total sum of the sale (output printTotal! ). Afterwards the cash desk must be able to accept cash payment (input cash? ), but it may also be implemented in such a way that one can choose a credit card for the payment. Hence, the transition with input label creditCard? is a may-transition. Note that printItem! may always interleave with other actions but at most as often as item? has occurred before. Hence this is a loose specification. In practice one would expect that printTotal! can only occur if the details of all inputed items are indeed printed before, but to specify such a property would need further extensions of the formalism.
We are now going to provide a refinement of the cash desk requirement specification. For this purpose we want to use two components, one representing a graphical user interface of the cash desk (Cash Desk GUI) and another one representing a controller of the cash desk (Cash Desk Controller). The single components with their input and output labels are shown in Fig. 8 and the behavior of each single component is specified by the modal I/O-Petri nets in Fig. 9 . The specified behavior of the cash desk GUI is straightforward. It is initiated by an input of newSale? from the environment and then the GUI must be able to read iteratively items (input item? ) or to accept a request to finish a sale (input saleFinish? ). After an item has been read the GUI must immediately forward the details of the item for further processing to the environment (output itemReady! ). Similarly, if the GUI has received a request to finish a sale it must forward this request to the environment to take over the control (output finish! ).
The behavior of the cash desk controller specified by the Petri net on the righthand side of Fig. 9 is more subtle. It contains two unconnected parts, the "upper" part describing a global protocol that a cash desk controller must follow and the "lower" part controlling the printing of items. As a consequence, the cash desk controller is always able to consume items with itemReady? and then to print the item with printItem!. In particular printItem! can interleave everywhere (which, in fact, is also possible in the requirement specification). Of course, this is not a desirable behavior for a concrete implementation of the cash desk controller and it would be better if the cash desk controller could only finish (finish? ) if there are no more items provided by the environment for itemReady?. In a concrete implementation this could be achieved, e.g., by introducing a priority such that the cash desk controller priorizes available inputs for itemReady? against available inputs for finish?. Such an implementation would be conform to our specification of the cash desk controller, but to specify such a priorization would need further extensions of the formalism.
Finally, we connect the two components which yields the system architecture shown in Fig. 10 whose dynamics is described by the asynchronous composition of the I/O-Petri nets of the single components as shown in Fig. 11 . All Petri nets considered here are modally weakly determinisitic, which is decidable by the results of Sect. 6. Moreover, after hiding the communication labels of the form m and m in the asynchronous composition in Fig. 11 (by relabeling them to ), the resulting net is also modally weakly deterministic. Therefore we can also decide, according to Sect. 6, whether the modal language specification generated by the Petri net obtained by hiding the internal communication labels from the asynchronous composition in Fig. 11 is a modal refinement of the modal language specification generated by the modal Petri net for the requirement specification in Fig. 7 . This is indeed the case but requires a detailed proof.
Decision Algorithms
We begin this section by some recalling semi-linear sets and decision procedures in Petri nets.
Let E ⊆ N k , E is a linear set if there exists a finite set of vectors of
is a finite union of linear sets; a representation of it is given by the family of finite sets of vectors defining the corresponding linear sets. Semi-linear sets are effectively closed w.r.t. union, intersection and complementation. This means that one can compute a representation of the union, intersection and complementation starting from a representation of the original semi-linear sets. E is an upward closed set if ∀v ∈ E v ≥ v ⇒ v ∈ E. An upward closed set has a finite set of minimal vectors denoted min(E). An upward closed set is a semi-linear set which has a representation that can be derived from the equation
Given a Petri net N and a marking m, the reachability problem consists in deciding whether m is reachable from m 0 in N . This problem is decidable [19] . Furthermore this procedure can be adapted to semi-linear sets when markings are identified to vectors of N |P | . Given a semi-linear set E of markings, in order to decide whether there exists a marking in E which is reachable, we proceed as follows. For any linear set E = {v 0 + 1≤i≤n λ i v i | ∀i λ i ∈ N} associated with E we build a net N E by adding transitions t 1 , . . . , t n . Transition t i has v i as input vector and the null vector as output vector. Then one checks whether v 0 is reachable in N E . E is reachable from m 0 iff one of these tests is positive.
In [28] given a Petri net, several procedures have been designed to compute the minimal set of markings of several interesting upward closed sets. In particular, given a transition t, the set of markings m from which there exists a transition sequence σ with m[σt is effectively computable. Now we solve the decision problems stated in the previous sections.
Proposition 2.
Let N be a labeled Petri net, then it is decidable whether N is weakly deterministic.
Proof. First we build a net N (1) whose places are two copies of places of N , (2) whose firing sequences are pairs of firing sequences in N with the same label and, (3) whose markings are pairs of the corresponding reached markings in N . Then we define the semilinear sets F a with a ∈ Σ that characterize the markings of N where a firing sequence can produce the label a starting from the first item of the pair while such a sequence does not exist from the second item of the pair. Proceeding in such a way reduces the weak determinism N to a reachability problem for N . Let us detail the proof. N is defined as follows.
-Its set of places is the union of two disjoint copies P 1 and P 2 of P .
-There is one transition (t, t ) for every t and t s.t. λ(t) = λ(t ) = ε. The input (resp. output) vector of this transition is the one of t with P substituted by P 1 plus the one of t with P substituted by P 2 . -There are two transitions t 1 , t 2 for every t s.t. λ(t) = ε. The input (resp. output) vector of t 1 (resp t 2 ) is the one of t with P substituted by P 1 (resp. P 2 ). -The initial marking is m 0 with P substituted by P 1 plus m 0 with P substituted by P 2 .
Then for every a ∈ Σ, we compute a representation of the set E a from which, in N a transition labelled by a is eventually firable after the firing of silent transitions (using results of [28] ) and a representation of its complementary set E a . Afterwards we compute the representation of the semi-linear set F a whose projection on P 1 is a vector of E a with P substituted by P 1 and whose projection on P 2 is a vector of E a with P substituted by P 2 . Let F = a∈Σ F a then N is weakly deterministic iff F is not reachable which is decidable.
Proposition 3. Let N be a weakly deterministic labeled Petri net and N be a labeled Petri net then it is decidable whether L(N ) ⊆ L(N ).
Proof. W.l.o.g. we assume that P and P are disjoint. First we build a net N (1) whose places are copies of places of N and N , (2) whose firing sequences are pairs of firing sequences in N and N with the same label and, (3) whose markings are pairs of the corresponding reached markings in N and in N . Then we define the semilinear sets F a with a ∈ Σ that characterize the markings of N where a firing sequence can produce the label a starting from the item of the pair corresponding to N while such a sequence does not exist from the item of the pair corresponding to N . Now the key observation is that since N is weakly deterministic, from any other marking of N reached by a sequence with the same label there does not exist such a sequence. Thus proceeding in such a way reduces the inclusion L(N ) ⊆ L(N ) to a reachability problem for N . Let us detail the proof. The net N is defined as follows.
-Its set of places is the union of P and P .
-There is one transition (t, t ) for every t ∈ T and t ∈ T s.t. λ(t) = λ(t ) = ε. The input (resp. output) vector of this transition is the one of t plus the one of t .
Then for every a ∈ Σ, we compute a representation of the set E N ,a (resp. E N ,a ) from which in N a transition labelled by a is eventually firable preceeded only by silent transitions and a representation of its complementary set E N ,a (resp. E N ,a ). Afterwards we compute the representation of the semi-linear set F a whose projection on P is a vector of E N ,a and whose projection on P is a vector 
Proposition 4. Let M be a modal Petri net, then it is decidable whether M is (modally) weakly deterministic.
Proof. We first recall the two conditions for weak determinism: Observe that the first condition for being weakly deterministic is decidable by proposition 2. In order to decide the second condition, we build as in the corresponding proof the net N . Then we build representations for the following semi-linear sets. G a is the set of markings m of N such that from m a transition of T labelled by a is eventually firable after firing silent transitions of T . Afterwards we compute the representation of the semi-linear set H a whose projection on P 1 is a vector of G a with P substituted by P 1 and whose projection on P 2 is a vector of G a with P substituted by P 2 . Let H = a∈Σ H a then M fulfills the second condition of weak determinism iff H is not reachable.
Proposition 5. Let M, M be two weakly deterministic modal Petri nets then it is decidable whether the modal specification S(M) refines S(M ).
Proof. We first recall the two conditions for refinement:
Observe that the first condition for refinement is decidable by proposition 3. In order to decide the second condition, we build as in the corresponding proof the net N . Then we build representations for the semi-linear sets G a (as in the previous proof) and similarly G a in the case of N . Afterwards we compute the representation of the semi-linear set H a whose projection on P is a vector of G a and whose projection on P is a vector of G a . Let H = a∈Σ H a then the second condition for refinement holds iff H is not reachable. This procedure is sound. Indeed assume that some marking (m, m ) ∈ H a is reachable in N witnessing that after some word w, some firing sequences σ ∈ N , σ ∈ N s.t. 
Conclusion
In the present work, we have introduced modal I/O-Petri nets and we have provided decision procedures to decide whether such Petri nets are weakly deterministic and whether two modal language specifications generated by weakly deterministic modal Petri nets are related by the modal refinement relation. It has been shown that our theory is particularly useful in the context of refinements given by an architecture of asynchronously communicating components.
Our work extends the expressive power of modal transition systems [18, 17] and of modal language specifications [23, 24] since Petri nets allow to specify with a finite representation the behavior of infinite state systems. On the other hand, our work provides also an extension of Petri net theory since we have considered observational refinement abstracting silent moves during language generation and we have introduced modalities for Petri nets. In particular, the must modality is important to express that certain activities must be respected by refinements and hence implementations.
An important role in our approach has been played by the hypothesis of weak determinacy which has two justifications. First, without this hypothesis, the refinement problem is undecidable (but we have not proved it in this paper). Secondly, as nets represent specifications, using weakly deterministic Petri nets limits the class of specifications, but this class is already much more expressive than regular specifications (the standard model). But still weak determinacy is a proper restriction since it does not allow internal decisions if they lead to different observable execution traces. More discussions and examples of weak determinacy in the context of state transition systems without modalities can be found in [11] . In particular, it is shown in [11] that a transition system is weakly deterministic if its minimization w.r.t weak bisimulation leads to a deterministic transition system without silent transitions. From the point of view of complexity, it is well known that reachability of Petri nets has a high theoretical complexity but in practical cases of specifications the empirical complexity is significantly smaller than the theoretical one.
For the application of our theory to asynchronously communicating components we have used a hiding operator which translates communication actions into silent transitions (which then are abstracted for refinement). Since, in general, the hiding operator does not preserve modal weak determinacy, we are interested in the investigation of conditions which ensure this preservation property. This concerns also conditions for single components such that the hiding of communication labels from their composition is automatically modally weakly deterministic. We claim that this is indeed the case if the single components are modally weakly determinsitic and if all transitions concerning communication actions are must -transitions. Another direction of future research concerns the study of behavioral compatibility of interacting components on the basis of modal I/O-Petri nets, and the establishment of an interface theory for this framework along the lines of [1, 17, 5] . This would involve, in particular, compositionality results on the preservation of local refinements by global compositions. Such results are important to achieve independent implementability and thus substitutability of components which may lead to applications of our theory to web service substitutability as considered in [27] . Actually, the refinement notion proposed in [27] , called accordance there, is conceptually different from ours. In [27] , refinement is motivated by requiring preservation of interaction correctness of services with their communication partners. In our approach we do not consider communication partners for the refinement definition, but we compare behaviors of abstract and concrete modal Petri nets (formalized by their generated modal language specifications). Then refinement ensures, first, that all observable execution traces of the concrete net are allowed by the abstract one, hence safety properties are preserved, and secondly, that all required transitions of the abstract net are respected by the concrete one. In modal interface theories [17, 5, 12] this property has then the consequence that certain required interactions are preserved by refinements, much in the spirit of [27] .
