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Introduction
An Internet router table is a set of tuples of the forḿ Ô µ, where Ô is a binary string whose length is at most Ï (Ï = 32 for IPv4 destination addresses and Ï = 128 for IPv6), and is an output link (or next hop). When a packet with destination address arrives at a router, we are to find the pair´Ô µ in the router table for which Ô is a longest matching prefix of (i.e., Ô is a prefix of and there is no longer prefix Õ of such that´Õ µ is in the table). Once this pair is determined, the packet is sent to ouput link . The speed at which the router can route packets is limited by the time it takes to perform this table lookup for each packet.
Several solutions for the IP lookup problem (i.e., finding the longest matching-prefix) have been proposed. These solutions are surveyed in [4, 7] . In this paper, we focus on the collection of hash tables (CHT) scheme of Waldvogel et al. [10] .
Let È be the set of prefixes in a router table, and let È be the subset of È comprised of prefixes whose length is . In the scheme of Waldvogel et al. [10] , we maintain a hash table À for every È that is not empty. À includes the prefixes of È as well as markers for prefixes in Ï È . Each marker Ñ in À is bits long and Ñ ÐÑÔ is the longest matching-prefix for Ñ. Consider the prefix set È È½ È of Figure 1 (a). The prefixes of È have 5 distinct lengths 1, 2, 4, 6, and 7. So, the CHT of [10] will comprise À ½ , À ¾ , À , À , and À . Given a destination address , the longest matching-prefix, ÐÑÔ´ µ is found by searching the À s using a binary search. Suppose that the binary search follows a path as determined by the binary tree of Figure 1 (b). That is, if the first four bits of correspond to a prefix in À , this prefix becomes the longest matching-prefix found so far and the search continues to À ; if the first four bits of correspond to a marker Ñ in À , then Ñ ÐÑÔ becomes the longest-matching prefix found so far and the search continues to À ; otherwise, the search continues to À ½ . The quest for ÐÑÔ´ µ examines at most 3 hash tables in our example. When the number of distinct lengths is Ð ×Ø , the number of hash tables examined is Ç´ÐÓ Ð ×Ø µ.
For the described search to work correctly, À must have markers for È and È ; À ½ for È¿; and À for È . À ½ , for example, will include È½ and È¾ plus the marker ½£ for È¿ (actually, since È¾ ½ £, the marker isn't needed); while À will include È plus the marker 1001* for È and È . The ÐÑÔvalue for the marker 1001* is È¿.
Srinivasan and Varghese [9] have proposed the use of controlled prefix-expansion to reduce the number of distinct lengths and hence the number of hash tables in the CHT. By reducing the number of hash tables in the CHT, the worst-case number of hash tables searched in the quest for ÐÑÔ´ µ may be reduced. Prefix expansion [9] replaces a prefix of length Ù with ¾ Ú Ù prefixes of length Ú, Ú Ù . sequences of length Ú Ù to the prefix being expanded. So, for example, the prefix 1* may be expanded to the length 2 prefixes 10* and 11* or to the length 3 prefixes 100*, 101*, 110*, and 111*.
When reducing the number of distinct lengths from Ù to Ú, the choice of the target Ú lengths affects the number of markers and prefixes that have to be stored in the resulting CHT but not the number of hash tables, which is always Ú. Although the number of target lengths may be determined from the expected number of packets to be processed per second and the performance characteristics of the computer to be used for this purpose, the target lengths are determined so as to minimize the storage requirements of the CHT. Consequently, Srinivasan and Varghese [9] formulated the following optimization problem.
Exact Collection of Hash Tables (ECHT)
Given a set È of Ò prefixes and a target number of distinct lengths , determine target lengths Ð ½ Ð such that the storage required by the prefixes and markers for the prefix set ÜÔ Ò× ÓÒ´È µ obtained from È by prefix expansion to the determined target lengths is minimum.
When È and are not implicit, we use the notation À ÌÈ µ. For simplicity, Srinivasan [8] assumes that the strorage required by the prefixes and markers for the prefix set ÜÔ Ò× ÓÒ´È µ equals the number of prefixes and markers. We make the same assumption in this paper. Srinivasan [8] provides an Ç´ÒÏ ¾ µ-time heuristic for ECHT. We first show, in Section 2, that the heuristic of Srinivasan [8] may be implemented so that its complexity is Ç´ÒÏ · Ï ¾ µ on practical prefix-sets. Then, in Section 3, we provide an Ç´ÒÏ ¿ · Ï µ-time algorithm for ECHT. In Section 4, we formulate an alternative version ACHT of the ECHT problem. In this alternative version, we are to find at most distinct target lengths to minimize storage rather than exactly target lengths. The ACHT problem also may be solved in Ç´ÒÏ ¿ · Ï µ time. In Section 5, we propose a reduction in the search range used by the heuristic of [8] . The proposed range reduction reduces the run time by more than 50% exclusive of the preprocessing time. The reduced-range heuristic generates the same results on our benchmark prefix data-sets as are generated by the full-range heuristic of [8] . A more accurate cost estimator than is used in the heuristic of [8] is proposed in Section 6. Experimental results highlighting the relative performance of the various algorithms and heuristics for ECHT and ACHT are presented in Section 7.
The Heuristic of Srinivasan
The ECHT heuristic of Srinivasan [8] uses the following definitions:
ÜÔ Ò× ÓÒ Ó×Ø
This is the number of distinct prefixes that result when all prefixes in È Õ ¾ È , Õ are expanded to length . For example, when È ¼£ ½£ ¼½£ ½¼¼£ , ÜÔ Ò× ÓÒ Ó×Ø ½ ¿ (note that 0* and 1* contribute 4 prefixes each; 01* contributes none because its expanded prefixes are included in the expanded prefixes of 0*).
ÒØÖ × This is the maximum number of markers
in À (should be a target length) plus the number of prefixes in È whose length is . Srinivasan [8] uses "maximum number of markers" in the definition of ÒØÖ × rather than the exact number of markers because of the reported difficulty in computing this latter quantity.
3. Ì Ö This is an upper bound on the storage required by the optimal solution to À ÌÉ Öµ, where É È comprises all prefixes of È whose length is at most ; the optimal solution to À ÌÉ Öµ is required to contain markers, as necessary, for prefixes of È whose length exceeds .
Srinivasan [8] provides the following dynamic programming recurrence for Ì Ö .
To compute ÜÔ Ò× ÓÒ Ó×Ø and ÒØÖ ×, a 1-bit trie [1] is used. Figure 2 shows a prefix set and its corresponding 1-bit trie. Notice that nodes at level (the root is at level 0) of the 1-bit trie store prefixes whose length is · ½ .
Srinivasan [8] For ÒØÖ × , Srinivasan [8] proposes counting the number of prefixes stored in level ½ of the 1-bit trie and the number of (non-null) pointers (in the 1-bit trie) to nodes at level (the number of pointers actually equals the number of nodes). The former gives the number of prefixes whose length is and the latter gives the maximum number of markers needed for the longer-length prefixes.
Suppose that Ñ and are target lengths and that no 1. An expanded prefix counted in ÜÔ Ò× ÓÒ Ó×Ø Ñ · ½ may be identical to a prefix in È whose length is .
2. Some of the prefixes in È whose length is more than may not need to leave a marker in À because their length is not on any binary search (sub)path that is preceded by the length . For example, for the binary search described by Figure 1(b) , À ½ needs markers only for prefixes in À ¾ ; not for those in À , À , and À . However, ÒØÖ × ½ accounts for markers needed by prefixes in À ¾ as well as those in À , À , and À .
3. ÒØÖ × doesn't account for the fact that a marker may be identical to a prefix in which case the storage count for the marker and the prefix together should be 1 and not 2. For example, in Figure 2 (b), the marker corresponding to the non-null pointer to node AE ¾ is identical to the prefix È ¿ and that for the non-null pointer to AE ¿ is identical to È .
Exclusive of the time needed to compute ÜÔ Ò× ÓÒ Ó×Ø and ÒØÖ ×, the complexity of computing Ì Ï and the target lengths using Equations 1 and 2 is Ç´ Ï ¾ µ [8] . So, the overall complexity is Ç´ÒÏ ¾ µ (note that Ò ). As noted above, we may reduce the time required to compute ÜÔ Ò× ÓÒ Ó×Ø on practical prefix-sets by performing a postorder traversal of the 1-bit trie. Hence, for practical prefix-sets, the overall run time is Ç´ÒÏ · Ï ¾ µ.
An Optimal-Storage Algorithm
In our development of the optimal-storage algorithm, we assume that the hash- 
Expansion Cost

Number of Markers
Define Å ´ Ñµ, ½ Ñ Ï, to be the number of markers in À under the following assumptions.
1. The prefix set comprises only those prefixes of È whose length is at most Ñ.
2. The target lengths include ½ (for notational convenience, we assume that 0 is a trivial target length for which À ¼ is always empty) and but no length be- 
Algorithm for ECHT
Let ÇÔØ´ Öµ by the storage requirement of the optimal solution to ÀÌ´È Öµ under the following restrictions: (1) only prefixes of È whose length is between and are considered, (2) exactly Ö target lengths are used, and (3) is one of the target lengths (even if there is no prefix whose length is ).
Let Ð Ñ Ü , Ð Ñ Ü Ï, be the length of the longest prefix in È. We see that ÇÔØ´½ Ð Ñ Ü µ is the storage requirement of the optimal solution to ÀÌ´È µ. When Ö ½ , there is exactly one target length, . So, all prefixes must be expanded to this length and there are no markers. Therefore,
When Ö ¾, one of the target lengths is and the other, say Ñ, lies between and ½. Because we assume Ñ ´ÐÓÛ· ÙÔµ ¾ , the first search is made in À and the second in À Ñ . Consequently, neither À nor À Ñ has any markers. À (À Ñ ) includes prefixes resulting from the expansion of prefixes of È whose length is between Ñ · ½ and ( and Ñ). 
An Alternative Formulation (ACHT)
In the ÀÌ´È µ problem, we are to find at most target lengths for È that minimize the storage cost. In case of a tie, the solution with the smaller number of target lengths is preferred, because this solution has a reduced average lookup for the preceding example, the solution to ÀÌ´È ¿µ is ½ ¾ ¿ , whereas the solution to ÀÌ´È ¿µ is ¾ ¿ .
The
ÀÌ problem may be solved in the same asymptotic time as needed for the ÀÌproblem by first computing ÇÔØ´ Öµ, ½ Ð Ñ Ü , ½ Ö and then finding the Ö for which ÇÔØ´½ Ð Ñ Ü Ö µ is minimum, ½ Ö .
A Reduced-Range Heuristic
We first adapt the ÀÌheuristic of Srinivasan [8] to the ÀÌ problem. For this purpose, we define the function , which is the ÀÌ analog of Ì. To get the definition of , simply replace ÀÌ´É Öµ by ÀÌ´É Öµ in the definition of Ì . Also, we use the same definitions for ÜÔ Ò× ÓÒ Ó×Ø (now abbreviated to Ó × Ø ) and ÒØÖ × as used in [8] (see Section 2). It is easy to see that ´ Öµ ´ Ö ½µ Ö ½. Let Í´ Öµ be as defined below:
In [2] , we show that
Heuristically, the range for Ñ ( Any implementation that attempts to use Theorem 1 to reduce the range for Ñ in Equation 6 must be able to verify condition . Unfortunately, the time required to check condition exceeds the anticipated gain from using the narrower range. In [2] , we provide good reason to expect that condition will hold on almost all practical data sets (certainly, the condition holds on the practical data sets available to us). Therefore, we propose the use of the narrower range in practice. Even if the condition fails on some data set, the penalty for using the narrower range would be a suboptimal solution. Since and Ì are themselves only upper bounds on the cost of optimal solutions, it isn't clear that much is to be lost by solving for Ì and inexactly. 
Experimental Results
All algorithms were coded in C and compiled using the gcc compiler and optimization level O2. The codes were run on a SUN Ultra Enterprise 4000/5000 computer. For test data, we used the five IPv4 prefix databases of Table 1 .
These databases correspond to backbone routers. È is the database, È is the number of prefixes in È , and Ì´È µ is the number of nodes in the 1-bit trie for È . Notice that the number of nodes in the 1-bit trie for each of our databases is between ¾Ò and ¿Ò, where Ò is the number of prefixes in the database. Table 2 shows the memory (i.e., sum of number of prefixes and markers to be stored in the hash tables) required by the solution to À ÌÈ µ for each of our five databases. The values used by us are 3, 7, and 15 (corresponding to a lookup performance of 2, 3, and 4 memory accesses per lookup, respectively). For the two heuristics S (heuristic of [8] ) and AC (heuristic of Section 6, we provide both the memory requirement as estimated by the Ì function as well as the actual requirement of the solution generated by these two heuristics (since the two heuristics consistently generated solutions with the same actual memory requirement, the actual requirement data is provided in a single column). This latter quantity is obtained by counting the number of prefixes and markers for the lengths determined by the heuristic. As expected, the use of the more accurate cost estimator in heuristic AC results in smaller Ì values. However, these smaller values do not translate into a reduced actual memory cost. In all test cases, the use of the more accurate cost estimator did not affect the selection Table 3 . Preprocessing time in milliseconds of the lengths and the resulting actual number of prefixes and markers was the same using heuristics S and AC. The space-optimal algorithm of Section 3 produces solutions whose memory requirement is up to 15% less than that of the two heuristics. Interestingly, for = 3, the two heuristics generate optimal solutions for all 5 of our databases.
The corresponding results for ÀÌ may be found in [2] . Table 3 gives the preprocessing time (i.e., the time to compute ÜÔ Ò× ÓÒ Ó×Ø, , ÒØÖ ×, Å , and Å Ó×Ø as needed by the heuristic or optimal algorithm) for our heuristics and optimal algorithm. The preprocessing time for the optimal algorithm is 8 to 9 times that for the heuristic of [8] . The preprocessing time for the more accurate cost-estimator heuristic is about 60% more than that for the heuristic of [8] .
The times needed to solve the dynamic programming recurrences for our heuristics and our optimal-space algorithm is 2 to 3 orders of magnitude smaller than the corresponding preprocessing times.
Conclusion
We have developed optimal algorithms for the À ÌÈ µ and ÀÌ´È µ problems; shown how the dynamic programming recurrence for the heuristic of [8] may be solved in Ç´ÒÏ · Ï ¾ µ time on practical data sets (in contrast, the analysis of [8] suggests an Ç´ÒÏ ¾ µ complexity); proposed a reduced-range heuristic as well as a more accurate cost-estimator heuristic.
