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Stochastic differential equations (SDEs) of the formdxt ¼ f ðt; xtÞdt þ Gðt; xtÞdwt; ð1Þ
or the equivalent integral formxt ¼ xt0 þ
Z t
t0
f ðs; xsÞdsþ
Z t
t0
Gðs; xsÞdws; ð2Þwith initial value xt0 , coefﬁcients f : ½t0;t  Rd ! Rd, G : ½t0;t  Rd ! Rdm and fwtgt2½t0 ;t being an m-dimensional Wiener
process (Brownian motion) are used in many applications to model classical problems in physics and engineering under ran-
dom disturbances. The theory of such equations and their solutions as stochastic processes can be found in [2] or [3], for
example.
The motivation for this work is the desire for investigating mechanical systems under stochastic excitations depending on
parameters. The purpose of this article is thus to consider SDEs whose initial value xt0 and coefﬁcients f and G depend on
parameters. The uncertainty of these parameters can be modeled by random variables for which certain probability distri-
butions have to be assumed. But in practice, there may only be scarce information available like a small sample size or esti-
mates on the mean value and the variance. Hence, the classical probabilistic approach might involve tacit assumptions that
cannot be veriﬁed and the need for alternative uncertainty models may arise (for a general discussion see for example [4]).
Among those alternative models are random sets which can be interpreted as imprecise observations of random variables,
that is, instead of a single value one assigns a set which is supposed to include the actual value to each of the elements of the
underlying probability space. It has been demonstrated in [5–7] how random intervals constructed from Chebyshev’s. All rights reserved.
d at ISIPTA’09, Sixth International Symposium on Imprecise Probability: Theories and Applications.
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information.
We point out that this article addresses the case where f and G are single-valued coefﬁcient functions with single-valued
arguments t, x and some single-valued parameters whose uncertainty is modeled by random sets. This is in contrast with
the case where f and G are functions taking values in the space of (closed) subsets of Rd or Rdm and where the state variable
in the SDE is set-valued which is discussed in [8–13]. Note that, the latter approach could also be applied to the case of single-
valued coefﬁcients involving set-valued (even time dependent) parameters. But, one substantial restriction is that a set-valued
coefﬁcient G in the noise term can lead to unbounded random sets in the solution process (even in very simple examples – see
[12], Theorem 1) whereas using the method proposed in this paper leads to compact values when random compact sets are
used to model parameter uncertainty. A parallel approach could be to use fuzzy sets instead of random sets. But, since each
fuzzy set can be interpreted as a random set on the interval [0,1] as underlying probability space, dealing with random sets
is more general.
The paper is organized as follows: in Section 2.1, we will start with a rather detailed review of the basic theory of stochas-
tic processes containing the so-called Kolmogorov–Chentsov criterion for the continuity of sample functions. In Section 2.2,
we recall the most important facts concerning measurability, selections and (Aumann) expectation of a random set. Section 3
is devoted to solutions of SDEs involving parameters: in Section 3.1, we consider deterministic parameters and give condi-
tions under which the continuous dependence on both, time and parameters, can be veriﬁed via the Kolmogorov–Chentsov
criterion. The next step is taken in Section 3.2 where we model the parameter uncertainty by a random variable and show
that this leads to a continuous stochastic process on the product space formed by the underlying probability spaces of the
random variable and the Wiener process. Applying this result to selections of the parameter random set Section 3.3 leads us
to continuous stochastic processes whose values are compact subsets of Rd. Furthermore, we state conditions for the exis-
tence of the (Aumann) expectation. Section 4 discusses possible deﬁnitions of analogues of ﬁrst entrance times for set-valued
processes and their representability by ﬁrst entrance times of selections. In Section 5, a simple example from mechanics is
given to illustrate the theoretical concept developed in the foregoing sections.
2. Preliminaries
2.1. Stochastic processes
Throughout this section let (X,R,P) denote a probability space with r-algebra R and probability measure P and let (T,r)
and ðE;qÞ be metric spaces. A stochastic process is a mapx : T X! E; x# xtðxÞ ¼ xðt;xÞ;
such that for each t 2 T the mapxt : X! E; x# xtðxÞ;
is a random variable, that is, it is measurable. For ﬁxed x 2X the mapxðxÞ : T ! E; t# xtðxÞ;
is called sample function. Very often properties of stochastic processes cannot be veriﬁed for allx 2X but only for almost all
x, that is, for some subset of X whose probability is 1. That is why the term version is frequently used. Two stochastic pro-
cesses x and ~x are called versions of each other (or stochastically equivalent) if for all t 2 T it holds thatPðfx : xtðxÞ ¼ ~xtðxÞgÞ ¼ 1:
The ﬁrst property that should be mentioned here is separability.
Deﬁnition 1 ([14,15]). Suppose that (T,r) is separable. A stochastic process x : T X! E is said to be separable if there exists
a dense countable subset D of T and a set N 2R of measure zero such that for each open subset G # T and every closed subset
F# E the two setsfx : 8t 2 G \ D : xtðxÞ 2 Fg; fx : 8t 2 G : xtðxÞ 2 Fg;
differ at most in N.
Hence, one could say that separability means that considering x for countably many t 2 T is enough to observe the behav-
ior of the whole process. The following theorem whose proof can for example be found in [14] or [15] is fundamental for the
theory of stochastic processes.
Theorem 1 ([14,15]). Suppose that T is separable and E is compact. Then for any stochastic process x : T X! E there is a
separable version.
Note that, if E is only locally compact (which is the case if E ¼ Rd) then one can always ﬁnd a separable version in some
compactiﬁcation of E and its values are still in E with probability 1 for each t 2 T.
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Recall that a probability space (X,R,P) is said to be complete if all subsets of sets N 2 Rwith P(N) = 0 are measurable, that
is, lie in R. The completion of a probability space (X,R,P) is denoted ðX;RP ; PÞ.
Proposition 1 [16]. Suppose that (T, r) is separable and (X,R, P) is complete. Then, a separable stochastic process which has an
almost surely continuous version is almost surely continuous itself.
The next theorem states the so-called Kolmogorov–Chentsov criterion for almost sure continuity of sample functions.
Theorem 2 [17]. Let T ¼ Rp, let ðE;qÞ be a complete metric space. Suppose that a process x : T X! E satisﬁes for some positive
constants a, b, c the following conditionEðqðxs; xtÞaÞ 6 cks tkpþb 8s; t 2 T ¼ Rp: ð3Þ
Then, x has an almost surely continuous version.
In the situation of the above Theorem 2, by Proposition 1, separability of x implies almost sure continuity of x if (X,R,P) is
complete.
Deﬁnition 3. A stochastic process x : T X! E is called measurable if x is a measurable function with respect to the
product-r-algebra BðTÞ  R where BðTÞ denotes the Borel-r-algebra of (T,r).Theorem 3 [18]. Suppose that T is separable. Then, a continuous process x : T X! E is measurable.
In the case, where it is only known that almost all sample functions are continuous one can construct a version possessing
only continuous sample functions by choosing a continuous sample path and replacing all discontinuous sample functions
with this path.
2.2. Random sets
A random set is a random variable whose values are sets. It is usual to consider random closed sets, that is, random vari-
ables whose values are closed subsets of some topological space E. The Borel-r-algebra on E is denoted by BðEÞ while GðEÞ,
FðEÞ and KðEÞ denote, respectively, the family of open, closed and compact subsets of E. By F0ðEÞ and K0ðEÞ we mean
FðEÞ n f;g and KðEÞ n f;g, respectively.
Again let (X,R,P) be a probability space. As with random variables a random closed set A : X! FðEÞ has to fulﬁll some
measurability condition. We shall demand thatAðBÞ ¼ fx : AðxÞ \ B – ;g 2 R; 8B 2 BðEÞ: ð4Þ
For other measurability deﬁnitions for set-valued maps we refer to [19,18], for example. Furthermore, we call A a random
compact set if Condition (4) is satisﬁed and for all x 2X it holds that AðxÞ 2 KðEÞ.
One can view a random set A as a collection of random variables that ﬁt inside A. Such single-valued measurable functions
a : X! E fulﬁllingaðxÞ 2 AðxÞ; 8x 2 X;
are called selections of A. Let SðAÞ denote the set of all measurable selections of A. The following theoremwhich is referred to
as the Fundamental Measurability Theorem gives conditions for the measurability of random closed sets and the existence of
measurable selections. For its proof and related results see [19,18].
Theorem 4 ([19,18]). Suppose that ðE;qÞ is a complete separable metric space. Let A : X! F0ðEÞ be a set-valued mapping with
non-empty values. Consider the following properties:
(i) For all B 2 BðEÞ it holds that A(B) 2 R,
(ii) For all F 2 FðEÞ it holds that A(F) 2 R,
(iii) For all G 2 GðEÞ it holds that A(G) 2 R,
(iv) There is a Castaing representation of A, that is, a sequence fangn2N of measurable selections such that for all x 2X
AðxÞ ¼ clðfanðxÞgn2NÞ;
where cl denotes the closure in E,
(v) For all x 2 E the function x´ infy2A(x)q(x,y) is measurable,
(vi) The graph of A, i.e. Gr(A) = {(x, x) : x 2 A(x)}, belongs to R BðEÞ.
Then, the following implications hold:ðiÞ ) ðiiÞ ) ðiiiÞ () ðivÞ () ðvÞ ) ðviÞ
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Note that in the literature (see for example [20], Section 1.2.1, Th. 2.3) one can also ﬁnd ‘‘almost all” versions of the above
theorem and deﬁnitions. For further background information on random sets see [20–22].
There are several approaches (see [20], Ch. 2) to deﬁne the expectation of a random closed set. The most usual one is the
so-called Aumann expectationEðAÞ ¼ clðfEðaÞ : a 2 S1ðAÞgÞ;
where SpðAÞ ¼ SðAÞ \ LpðXÞ denotes the set of p-integrable selections of A (1 6 p 61). Under certain conditions, it is not nec-
essary to take the closure since the set of E(a) is already closed.
In the following sections random compact sets will be considered. Thus, we state a few facts about the topological space
K0ðEÞ which can be found in [19,21,20]. A frequently used topology on K0ðEÞ is the so-called myopic topology which is gen-
erated by the setsK0G ¼ fK 2 K0ðEÞ : K \ G – ;g;
K0F ¼ fK 2 K0ðEÞ : K \ F ¼ ;g;where G ranges over the family of open sets GðEÞ and F ranges over the family of closed sets FðEÞ. If ðE;qÞ is a metric space
then K0ðEÞ can be endowed with the Hausdorff-metric H which is deﬁned byH : K0ðEÞ  K0ðEÞ ! ½0;1Þ; ðK; LÞ# max sup
x2K
inf
y2L
qðx; yÞ; sup
y2L
inf
x2K
qðx; yÞ
 !
:It is a well-known fact (see [21], Prop. 1-4-4) that the myopic topology on K0ðEÞ is equivalent to the topology induced by the
Hausdorff-metric.
Furthermore, several properties of ðE;qÞ carry over to K0ðEÞ, such as separability, completeness, local compactness
([19], Th. II-5, Th. II-8, [21], Sections 1–4). It can be shown ([19], Th. II-10) that if E is a separable metric space then
the Borel-r-algebra on K0ðEÞ can be generated by the sets K0G or by the sets K0F , that is,BðK0ðEÞÞ ¼ rðHÞ ¼ r K0G : G 2 GðEÞ
  ¼ r K0F : F 2 FðEÞ :3. Stochastic differential equations with random set parameters
3.1. Deterministic parameters
Let us consider stochastic differential equations of the form (2) whose initial value xt0 and coefﬁcients f and G depend on
some vector a ¼ ða1; . . . ; apÞ 2 A of parameters where A#Rp denotes the set of possible parameter values, that is, we con-
sider differential equations of the formxt;a ¼ xt0 ;a þ
Z t
t0
f ðs; a; xs;aÞdsþ
Z t
t0
Gðs; a; xs;aÞdws; ð5Þwhere t0 6 t 6 t <1, a 2 A, w denotes an m-dimensional Wiener process on a probability space (X,R,P) and
xt0 : AX! Rd; ða;xÞ# xt0 ;aðxÞ;
f : ½t0;t A Rd ! Rd; ðt; a; xÞ# f ðt; a; xÞ;
G : ½t0;t A Rd ! Rdm; ðt; a; xÞ# Gðt; a; xÞ:Assume that for each a 2 A the partial maps f(,a, ) and G(,a, ) are measurable functions and the usual conditions for the
existence of a solution process ([2,3]) are fulﬁlled, that is,
(IV) xt0 ;a is a random variable independent of the increments wt wt0 , tP t0.
(Lip) Lipschitz condition: there is a constant L > 0 such that for all t 2 ½t0;t and all x; y 2 Rd it holds thatkf ðt; a; xÞ  f ðt; a; yÞk þ kGðt; a; xÞ  Gðt; a; yÞk 6 Lkx yk:
(RG) Restriction on growth: there is a constant K > 0 such that for all t 2 ½t0;t and all x 2 Rd it holds thatkf ðt; a; xÞk2 þ kGðt; a; xÞk2 6 Kð1þ kxk2Þ:Note that, the constants L and K can depend on a. If the above conditions are fulﬁlled we get for each a 2 A a solution
process fxtgt2½t0 ;t ¼ fxt;agt2½t0 ;t, which leads to a map of the formx : ½t0;t AX! Rd; ðt; a;xÞ# xt;aðxÞ: ð6Þ
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stochastic process on ½t0;t A which is a metric space. Hence, according to Theorem 1, we can assume x to be
separable.
Looking at the process x deﬁned by Eq. (6) the question arises if it is continuous on ½t0;t A. From Itô’s theory it is well-
known that for ﬁxed a 2 A the solution process fxt;agt2½t0 ;t is continuous in t. Furthermore, it fulﬁlls the following two
inequalities for all s; t 2 ½t0;t and some constant C > 0 (see [2] or [3])Eðkxtk2nÞ 6 ð1þ Eðkxt0k2nÞÞe2nð2nþ1ÞKðtt0Þ; ð7Þ
Eðkxt  xsk2nÞ 6 Cjt  sjn; ð8Þif the 2nth moment of the initial value is ﬁnite. Hence, Eq. (8) says that the inequality in Theorem 2 holds for solutions of
SDEs. The next proposition will give conditions under which the corresponding inequality with respect to t and a is fulﬁlled
on ½t0;t  U where U 2 K0ðRpÞ is a subset of A.
Proposition 2. Let fxt;agðt;aÞ2½t0 ;tA denote the process deﬁned by Eq. (6), let U 2 K0ðRpÞ be a subset of A and let n 2 N. Assume
that Conditions (IV), (Lip) and (RG) are fulﬁlled and in addition, the following conditions hold:
(C1) L = L(a) from (Lip) and K = K(a) from (RG) are bounded on U.
(C2) Local Lipschitz condition with respect to a: for all x 2 Rd there exists a constant ~L ¼ ~LðU; xÞ > 0 such that for all t 2 ½t0;t and
for all a, b 2 U it holds thatkf ðt; a; xÞ  f ðt; b; xÞk þ kGðt; a; xÞ  Gðt; b; xÞk 6 ~LðU; xÞka bk;where the growth of ~L is bounded by a polynomial in kxk, that is, there is an M = M(U) > 0 and a k ¼ kðUÞ 2 N such that for
all x 2 Rd
~LðU; xÞ 6 MðUÞð1þ kxkÞk:
(C3) The 2nkth moments of the initial values xt0 ;a exist and are bounded on U, that is,sup
a2U
Eðkxt0 ;ak2nkÞ <1:
In addition, there is a constant c = c(U,n) such that for all a,b 2 U it holds that
Eðkxt0 ;a  xt0 ;bk2nÞ 6 cka bk2n:Then, there is a constant C = C(U,n) > 0 such that for all s; t 2 ½t0;t and for all a, b 2 U the following inequality holdsEðkxs;a  xt;bk2nÞ 6 C
s t
a b
  n: ð9Þ
The rather technical proof is omitted since it is similar to the proof of (8) (see [2,3]).
To extend the validity of this inequality to ½t0;t A we assume that A can be written as a countable union of compact
subsets of Rp (which is the case if A is open or closed) and that we can ﬁnd a common n 2 N big enough such that the con-
ditions of the above proposition are fulﬁlled for each of these compact sets.
Proposition 3. Assume thatA ¼ Sm2NUm where Um 2 K0ðRpÞ for all m 2 N. The stochastic process fxt;agðt;aÞ2½t0 ;tA deﬁned by (6)
is almost surely continuous on ½t0;t A if there is an nP pþ 2 such that the conditions of Proposition 2 are satisﬁed for each Um.Proof. Without loss of generality we can assume that the Um are increasing. Since for allm 2 N the conditions of Proposition
2 are fulﬁlled for some nP p + 2 (independent ofm) we know that (9) holds for all ðs; aÞ; ðt; bÞ 2 ½t0;t  Um which means that,
according to Proposition 1 and Theorem 2, x is an almost surely continuous process on ½t0;t  Um, that is, there is a measure-
zero set Nm 2R such that for all x 2 Ncm the sample function x,(x) is continuous. Since A ¼
S
m2NUm the set N
c ¼ Tm2NNcm is
measurable and has probability 1 which means that x is an almost surely continuous process on ½t0;t A. h
If we replace, as described at the end of Section 2.1, fxt;agðt;aÞ2½t0 ;tA by a continuous version, we can infer measurability
from Theorem 3.
Corollary 1. Let fxt;agðt;aÞ2½t0 ;tA be an almost surely continuous process of the form (6). If we choose an x 2X such that x,(x) is
continuous and replace all discontinuous sample functions by x,(x) we get a continuous version which is, according to Theorem 3,
measurable with respect to Bð½t0;tÞ  BðAÞ  R.
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From now on the probability space on which the Wiener process fwtgtPt0 is deﬁned shall be denoted (Xw,Rw,Pw). We
assume that, the stochastic process fxt;agðt;aÞ2½t0 ;tA deﬁned by Eq. (6) is measurable with respect to the product-r-algebra
Bð½t0;tÞ  BðAÞ  Rw and all sample functions are continuous on ½t0;t A. The measurability of x allows us to model the
parameter uncertainty of a by a random variable, that is, a measurable function a : XA ! A on some probability space
ðXA;RA; PAÞ. Consequently, the mapa^ : ½t0;t XA Xw ! ½t0;t AXw; ðt;xA;xwÞ# ðt;aðxAÞ;xwÞ;is measurable with respect to the product-r-algebra Bð½t0;tÞ  RA  Rw. Composing a^ and x leads to the measurable map
na ¼ x  a^na : ½t0;t XA Xw ! Rd; ðt;xA;xwÞ# xðt;aðxAÞ;xwÞ; ð10Þwhich can be interpreted as a stochastic process fnat gt2½t0 ;t on the time interval ½t0;t and the product space ðX;R; PÞ ¼
ðXA Xw;RA  Rw; PA  PwÞ.
Proposition 4. The map na deﬁned by (10) can be interpreted as a stochastic process fnat gt2½t0 ;t on the time interval ½t0;t and the
probability space (X,R, P). The process fnat gt2½t0 ;t is measurable and all sample functions are continuous.Proof. The map na ¼ x  a^ is measurable since it is the composition of the two measurable functions a^ and x where the
domain of x is the same measure space as the range of a^. Consequently, for each t 2 ½t0;t the partial mapnat : X! Rd; x# xt;aðxAÞðxwÞ;
is a random variable which means that na is a measurable stochastic process. Note that for each a 2 A and each xw 2Xw the
partial map x,a(xw) is continuous because the sample function x,(xw) is continuous. Since for allxA we have aðxAÞ 2 Awe
can infer that na ðxÞ ¼ x;aðxAÞðxwÞ is continuous for all x 2X. h3.3. Parameters modeled by random sets
The uncertainty of the parameter a in Eq. (5) shall now be modeled by a random compact setA : XA ! K0ðAÞ;where K0ðAÞ denotes the set of all non-empty compact subsets of Rp that are also subsets of A. Then, we can deﬁne a set-
valued function X byX : ðt;xÞ# fxt;aðxwÞ : a 2 AðxAÞg; ð11Þ
where ðt;xÞ 2 ½t0;t X and x is the process deﬁned by (6) which is still assumed to be measurable and continuous. The next
proposition states that X is a set-valued process with compact values, that is, for each t 2 ½t0;t it holds that Xt is a random
compact set which particularly means that the measurability condition (4) is fulﬁlled.
Proposition 5. Let A : XA ! K0ðAÞ be a random compact set and let X be the set-valued map deﬁned by Eq. (11). Then, the
following holds:
1. X can be interpreted as a set-valued process on the time interval ½t0;t and the completed probability space ðX;RP ; PÞ with val-
ues in K0ðRdÞ.
2. All sample functions of X are continuous with respect to the Hausdorff-metric H on K0ðRdÞ.
3. X is measurable with respect to the completion of the product-r-algebra Bð½t0;tÞ  R.
4. For a Castaing representation fangn2N of A the processes fnngn2N deﬁned bynnt ðxÞ ¼ xt;anðxAÞðxwÞ; ðt;xÞ 2 ½t0;t X;
form a Castaing representation of X and for each t 2 ½t0;t the family fnnt gn2N forms a Castaing representation of Xt.Proof. First note that Xt(x) is a non-empty compact subset of Rd for all t 2 ½t0;t and allx 2X since xt,(xw) is continuous on
A and AðxAÞ is a non-empty compact subset of Rp for all xA 2 XA. Since for the proof of the ﬁrst three statements the Cas-
taing representation fnngn2N is used Assertion 4 is proved ﬁrst. Hence, we show that for all ðt;xÞ 2 ½t0;t X it holds thatfxt;aðxwÞ : a 2 AðxAÞg ¼ cl nnt ðxÞ
 
n2N
	 

:
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anj ðxAÞ ! a for j?1. Continuity of xt,(xw) on A implies n
nj
t ðxÞ ¼ xt;anj ðxAÞðxwÞ ! xt;aðxwÞ which means that xt;aðxwÞ 2
cl nnt ðxÞ
  
. On the other hand, it is clear that anðxAÞ 2 AðxAÞ for all xA 2 XA, n 2 N and consequently nnt ðxÞ 2 XtðxÞ for
all x 2X and n 2 N. Since Xt(x) is closed, it holds that cl nnt ðxÞ
 
n2N
	 

#XtðxÞ. Hence, for each t 2 ½t0;t it follows that
XtðxÞ ¼ cl nnt ðxÞ
 
n2N
	 

for all x 2X. According to the Fundamental Measurability Theorem (Theorem 4), this means that
Xt is a random compact set on the completion of the probability space (X,R,P), that is,XA Xw;RA  RwPAPw ; PA  Pw
 
:The continuity of X is a consequence of the continuity of the processes nn (n 2 N). Indeed, suppose that for arbitrary x 2X
there is a t 2 ½t0;t and an e0 > 0 such that for all d > 0 there is an s = s(d) such that js  tj < d andHðXsðxÞ;XtðxÞÞP e0:
Because of the closedness of Xt(x) and Xs(x) this corresponds to the assumption that at least one of the following two
inequalities holdssup
n2N
inf
m2N
knns ðxÞ  nmt ðxÞkP e0;
sup
m2N
inf
n2N
knns ðxÞ  nmt ðxÞkP e0:From the ﬁrst inequality one can infer that there is an n 2 N such that for all m 2 N it holds thatnns ðxÞ  nmt ðxÞ
 P inf
m2N
nns ðxÞ  nmt ðxÞ
 P e0
2
:Of course, this inequality also holds for the choice m = n which leads tonns ðxÞ  nnt ðxÞ
 P e0
2
;but this would mean that nn is not continuous at t. If we apply the same argument to the second inequality we can conclude
that H(Xs(x),Xt(x))P e0 cannot hold. Hence, X is a continuous process.
Since K0ðRdÞ together with the Hausdorff metric H is a metric space the measurability of X is a direct consequence of the
continuity of all sample functions X(x) and Theorem 3. hRemark 1. Note that, if all focal elements of A are connected so are the focal elements of Xt (t 2 ½t0;t) because of the con-
tinuity of the maps xt,(xw).
The next proposition gives a condition under which the expectation (i.e. an integrable selection) of the set-valued process
X deﬁned by Eq. (11) exists.
Proposition 6. Let A : XA ! K0ðAÞ be a random compact set and let X be the set-valued process deﬁned by Eq. (11). If there is a
selection a 2 SðAÞ with bounded range then Xt is an integrable random compact set for each t 2 ½t0;t.
Proof. We have assumed A ¼ Sm2NUm (Um 2 K0ðRpÞ) and that for eachm 2 N the conditions of Proposition 2 are fulﬁlled for
some n. If a 2 SðAÞ has bounded range then we can ﬁnd a compact U such that aðxAÞ 2 U for all xA 2 XA and we can infer
from Condition (C1) that Ka is a bounded function on XA, that is, there is a K 2 R such that KðaðxAÞÞ 6 K for all xA 2 XA.
From (C3) we can infer thatsup
xA2XA
Ewðkxt0 ;aðxAÞk2nkÞ <1;for some k = k(a)P 1 where Ew denotes the expectation with respect to the measure Pw. Since na is measurable w.r.t.
Bð½t0;tÞ  RA  Rw we getE nat0
 2nk ¼ Z
XAXw
kxt0 ;aðxAÞðxwÞk2nkdðPAPwÞðxA;xwÞ ¼
Z
XA
Ewðkxt0 ;aðxAÞk2nkÞdPAðxAÞ6 sup
xA2XA
Ewðkxt0 ;aðxAÞk2nkÞ<1:Since fxt;aðxAÞgt2½t0 ;t is a solution process of the SDE (5) with parameter aðxAÞ we can apply Inequality (7) which leads toE nat
 2nk	 
 ¼ Z
XA
Ewðkxt;aðxAÞk2nkÞdPAðxAÞ 6
Z
XA
ð1þ Ewðkxt0 ;aðxAÞk2nkÞÞe2nkð2nkþ1ÞKðaðxAÞÞðtt0ÞdPAðxAÞ
6 1þ sup
xA2XA
Ewðkxt0 ;aðxAÞk2nkÞ
 !
e2nkð2nkþ1ÞKðtt0Þ <1:
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R t
t0
E nat
 2nk	 
dt <1 which means that
na 2 S2nkðXÞ#S1ðXÞ. hRemark 2. If X is a continuous stochastic process whose values are compact intervals (d = 1) then X can be written asXtðxÞ ¼ ½LtðxÞ;UtðxÞ;
whereL : ½t0;t X! R; ðt;xÞ# inf XtðxÞ;
U : ½t0;t X! R; ðt;xÞ# supXtðxÞ:It can be shown that L and U are continuous stochastic processes. Furthermore, if Xt is integrable its expectation can be com-
puted byEðXtÞ ¼ ½EðLtÞ; EðUtÞ:
At the end of this section, we summarize the different maps that appeared in this section together with their underlying
measure spaces in the following table. (Note that k and kp denote the Lebesgue measures on Bð½t0;tÞ and BðAÞ, respectively.)Map Underlying measure spacex ð½t0;t AXw;Bð½t0;tÞ  BðAÞ  Rw; k kp  PwÞ
a, A ðXA;RA; PAÞ
a^, n ð½t0;t XA Xw;Bð½t0;tÞ  RA  Rw; k PA  PwÞ
X ð½t0;t XA Xw;Bð½t0;tÞ  RA  Rw
kPAPw
; k PA  PwÞ4. First entrance and inclusion times for set-valued processes
In many applications, it is useful to observe the ﬁrst time where a single-valued stochastic process enters some subset of
the state space or the last time where it leaves this subset. For example, one could be interested in the ﬁrst exceedance of a
certain level by a real-valued process to assess the reliability of a system described by this process (see for example [23]). In
his book [24], Dynkin discusses the theory of ﬁrst entrance and exit times of right-continuous Markov processes. Other the-
oretical background can be found in [25,26].
Assume that ðE;qÞ is a metric space. For an E-valued stochastic process fntgt2½t0 ;t on a probability space (X,R,P) and a sub-
set B#E we shall callsBn : X! ½t0;t; x# infft 2 ½t0;t : ntðxÞ 2 Bg; ð12Þ
the ﬁrst entrance time of n into B. Note that, if the inﬁmum does not exist we set sBnðxÞ ¼ t. Considering the natural ﬁltration
fAtgt2½t0 ;t of n deﬁned byAt ¼ r n1s ðBÞ : s 2 ½t0; t; B 2 BðEÞ
 
; ð13Þ
and the right-continuous ﬁltration fAtþgt2½t0 ;t where\Atþ ¼
t<s6t
As; Atþ ¼ At; ð14Þone can show the following proposition (see [24]) which gives conditions under which sBn is a stopping time.
Proposition 7. Suppose that fntgt2½t0 ;t is a continuous stochastic process on a probability space (X,R, P) with values in a metric
space ðE;qÞ. Let fAtgt2½t0 ;t be its natural ﬁltration deﬁned by (13).
1. If B 2 GðEÞ is an open subset of E then x : sBnðxÞ 6 t
  2 Atþ. Hence, sBn is a stopping time w.r.t. the right-continuous natural
ﬁltration.
2. If B 2 FðEÞ is a closed subset of E then x : sBnðxÞ 6 t
  2 At . Hence, sBn is a stopping time w.r.t. the natural ﬁltration.
If we consider an arbitrary continuous process fXtgt2½t0 ;t (not necessarily of the form (11)) with values in K0ðRdÞ we can
deﬁne the following two maps that correspond to (12):sB : X! ½t0;t; x# infft : XtðxÞ \ B – ;g; ð15Þ
sB : X! ½t0;t; x# infft : XtðxÞ#Bg: ð16ÞIf the inﬁmum does not exist, we set sBðxÞ ¼ t or sBðxÞ ¼ t, respectively. We call sB the ﬁrst entrance time of X into B, and we
call sB the ﬁrst inclusion time of X in B.
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Rt ¼ r Xs ðBÞ : s 2 ½t0; t;B 2 BðRdÞ
 
#R; ð17Þwe can give conditions under which sB and sB are measurable or even stopping times w.r.t. the augmented ﬁltrationbRPtn o
t2½t0 ;t
, that is the ascending family of complete r-algebras deﬁned bybRPt ¼ rðRt [ NÞ#RP ; ð18Þ
where N is the set of all subsets of measure-zero sets in R.
Before we phrase the set-valued analogue of Proposition 7 we state the following lemma which is needed for its proof.
Lemma 1. For a set-valued process fXtgt2½t0 ;t on a probability space (X,R, P) with values in K0ðRdÞ consider the ﬁltration
fRtgt2½t0 ;t deﬁned byRt ¼ r X1s ðBÞ : s 2 ½t0; t;B 2 BðK0ðRdÞÞ
	 

:Then for all t 2 ½t0;t it holds that RtP ¼ RtP and thus bRPt ¼ R^Pt , bRPtþ ¼ R^Ptþ.
Proof. Let t 2 ½t0;t. At the end of Section 2.2 we stated thatBðK0ðRdÞÞ ¼ rðK0G : G 2 GðRdÞÞ;
which means that BðK0ðRdÞÞ is generated by the sets K0G ¼ fK 2 K0ðRdÞ : K \ G – ;g. Together with the fact that Xs ðGÞ ¼
X1s K0G
 
(for all s 2 [t0, t], G 2 GðRdÞ) this leads toRt ¼ r X1s ðBÞ : s 2 ½t0; t;B 2 BðK0ðRdÞÞ
	 

¼ r X1s K0G
 
: s 2 ½t0; t;G 2 GðRdÞ
	 

¼ r Xs ðGÞ : s 2 ½t0; t;G 2 GðRdÞ
 
:Then,Rt#Rt andRtP #RtP since GðRdÞ#BðRdÞ. The Fundamental Measurability Theorem (Theorem 4) says that Xs ðGÞ 2 RtP
for all G 2 GðRdÞ and s 2 [t0, t] is equivalent to Xs ðBÞ 2 RtP for all B 2 BðRdÞ and s 2 [t0, t]. Hence, Rt#RtP . hProposition 8. Suppose that fXtgt2½t0 ;t is a continuous K0ðRdÞ-valued process on a probability space (X,R, P) and fRtgt2½t0 ;t is its
natural ﬁltration deﬁned by (17).
1. If B 2 GðRdÞ is an open subset of Rd thenfx : sBðxÞ 6 tg; fx : sBðxÞ 6 tg 2 bRPtþ:
2. If B 2 FðRdÞ is a closed subset of Rd thenfx : sBðxÞ 6 tg; fx : sBðxÞ 6 tg 2 bRPt :
Proof. Note thatsBðxÞ ¼ infft 2 ½t0;t : XtðxÞ \ B – ;g ¼ inf t 2 ½t0;t : XtðxÞ 2 K0B
 
;
sBðxÞ ¼ infft 2 ½t0;t : XtðxÞ#Bg ¼ infft 2 ½t0;t : XtðxÞ 2 K0B
cg:Furthermore, K0B ¼ fK 2 K0ðRdÞ : K \ B – ;g;K0B
c ¼ fK 2 K0ðRdÞ : K#Bg are open (closed, resp.) subsets of K0ðRdÞ if B is an
open (closed, resp.) subset of Rd. Since ðK0ðRdÞ;HÞ is a metric space we can apply Proposition 7 which implies that the above
statements are true with respect to the r-algebrasRt ¼ r X1s ðBÞ : s 2 ½t0; t;B 2 BðK0ðRdÞÞ
	 

; t 2 ½t0;t:Thus, the proof of the proposition follows from Lemma 1. h
An interesting question is if sB and sB can be attained by ﬁrst entrance times of selections of X. The next proposition states
that this is possible.
Proposition 9. Let X : ½t0;t X! K0ðRdÞ be a continuous set-valued process with non-empty compact values and let B#Rd be
an arbitrary subset of Rd. Then for all x 2X it holds thatinf
n2SðXÞ
sBnðxÞ ¼ sBðxÞ;
sup
n2SðXÞ
sBnðxÞ 6 sBðxÞ:
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which holds for all t 2 ½t0;t andx 2X. If (X,R,P) is complete and B is an open subset of Rd then sB is R-measurable by Prop-
osition 8. Consider the mapY : ðt;xÞ# XtðxÞ if s
BðxÞ 6 t;
XtðxÞ \ Bc if sBðxÞ > t;

which has non-empty closed values. Note thatM ¼ fðt;xÞ 2 ½t0;t X : sBðxÞ 6 tg 2 Bð½t0;tÞ  R;
since ðt;xÞ# sBðxÞ  t is a measurable function. Furthermore, it can be checked easily that for any C 2 BðRdÞ it holds thatYðCÞ ¼ ðXðCÞ \MÞ [ ðXðBc \ CÞ \McÞ 2 Bð½t0;tÞ  R;
which means that Y is a random closed set. From the implication (i)) (iv) of the Fundamental Measurability Theorem (The-
orem 4) one can infer that there is a measurable selection n 2 SðYÞ which implies that sBnðxÞ ¼ sBðxÞ for all x 2X. Since
Y(x) # X(x) for all x 2X the map n is also a selection of X. h
For a set-valued process deﬁned by (11) which fulﬁlls the conditions of Proposition 5 we can consider for each a 2 SðAÞ
and a 2 A the special entrance timessBa : x# infft 2 ½t0;t : xt;aðxAÞðxwÞ 2 Bg;
sBa : xw # infft 2 ½t0;t : xt;aðxwÞ 2 Bg:Proposition 10. Let X : ½t0;t X! K0ðRdÞ be a set-valued process deﬁned by (11) which fulﬁlls the conditions of Proposition 5.
Then, the following relations hold for all x 2Xinf
a2AðxAÞ
sBaðxwÞ ¼ infa2SðAÞ s
B
aðxÞ ¼ inf
n2SðXÞ
sBnðxÞ
sup
a2AðxAÞ
sBaðxwÞ ¼ sup
a2SðAÞ
sBaðxÞ 6 sup
n2SðXÞ
sBnðxÞ:Proof. Let x 2X. Note that, sBaðxÞ ¼ sBaðxAÞðxwÞ for all a 2 SðAÞ and AðxAÞ ¼ faðxAÞ : a 2 SðAÞg. Then in both lines the left
equality is obvious. According to Proposition 9 the second equality in the ﬁrst line is proved by showinginf
a2AðxAÞ
sBaðxwÞ ¼ sBðxÞ;which can be done similarly as for the equality from Proposition 9. From the relations fx;a : a 2 SðAÞg#SðXÞ and
sBx;a ðxÞ ¼ sBaðxÞ we get the inequality in the second line. h
This means that for processes of the form (11) the ﬁrst entrance time sB can be attained by observing the ﬁrst entrance
times of the special selections x,a or x,a. This can be useful for the practical calculation of sB. In general, the inequality for the
suprema in Proposition 10 cannot be replaced by an equality which means that sB cannot be attained by the ﬁrst entrance
times of the selections x,a (see end of Section 5 for a numerical example).
5. Application
In the following we shall apply the theoretical concept of the foregoing sections to a single-degree-of-freedom oscillator
with mass m, viscous damping parameter r and stiffness k excited by some ground motion with acceleration €xg . The corre-
sponding second order stochastic differential equation ismð€xþ €xgÞ þ r _xþ kx ¼ 0;
which can be written in the form€xþ 2fx _xþx2x ¼ €xg ;
where f = r/(2mx) is the non-dimensional damping coefﬁcient and x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k=m
p
is the natural circular frequency. Modeling
the ground acceleration by white noise we can further write this as a linear ﬁrst order SDE systemdyt ¼
0 1
x2 2fx
 
yt þ
0
1
 
dwt; y0 ¼ 0; ð19Þ
Fig. 1. Left picture: drawing of the single-degree-of-freedom oscillator; right picture: contour function of the random set A (black line) and plots of the
selections a1 (blue line), a2 (green line) and a3 (red line). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
B. Schmelzer / International Journal of Approximate Reasoning 51 (2010) 1159–1171 1169where y ¼ ðx; _xÞT. We assume that, the oscillator is weakly damped (f = 0.005) and that its natural frequency varies within
±10% around a ¼ 4p. To model this uncertainty we use the random compact setA : ð0;1 ! K0ðRÞ;xA # 9þxA10  a;
11xA
10
 a
 
;where XA ¼ ð0;1 is equipped with the uniform distribution. Note that, A can also be interpreted as a triangular (fuzzy) num-
ber. Its coverage function ([20], Section 1.1.6) is depicted in Fig. 1.
Obviously, the SDE (19) fulﬁlls all conditions of Proposition 3. Considering the ﬁrst component of y which is the displace-
ment x of the oscillator we get by Proposition 5 a set-valued process X.
In the following we present results of a numerical simulation of the solution on the time interval ½t0;t ¼ ½0;20 using the
Order 1.5 Strong Taylor Scheme (which actually has order two because of the special form of the SDE (19), see [27]) with 800
time steps and involving 1000 sample functions of theWiener process. The random set A is discretized by 40 intervals AðxA;jÞ
(j = 1, . . . ,40) where the xA;j are chosen equidistantly from xA;1 ¼ 0:01 to xA;40 ¼ 1 with weights PðxA;1Þ ¼ 0:01 and
PðxA;jÞ ¼ xA;j xA;j1 for j = 2, . . . ,40. The base interval A ¼ ½0:9a;1:1a is discretized by 201 equidistant points for which
approximations of the processes x,a are computed. The approximations of the bounds of X are obtained by choosing in each
time step, for each Wiener path and for each focal element of A the smallest and the greatest value among all xt,a for which a
is contained in the focal element. In addition we consider three selection processes nak (see (10)) obtained from the following
selections of A:a1 : ð0;1# R; xA # 9þxA10  a;
a2 : ð0;1# R; xA # 11xA10  a;
a3 : ð0;1# R; xA # a:Note that, a1 selects the lower interval bounds of A (blue line in Fig. 1), a2 selects the upper interval bounds of A (green line)
and a3 is a constant map selecting the nominal value a (red line).
Due to the inﬁnite variance of the white noise excitation the driving term cannot be calibrated to the ground acceleration
€xg and thus the magnitude of the displacement of the oscillator is undetermined. To this end we scale x by the expectation of
the largest structural displacement when a takes its nominal value a, that is,E ¼ Ew max
t2½t0 ;t
jxt;aj
 
¼ E max
t2½t0 ;t
jna3t j
 
2 R:We denote the scaled quantities byz ¼ x=E; Z ¼ X=E; fak ¼ nak=E;
which can be seen as non-dimensional displacements.
The left-hand picture of Fig. 2 shows the boundaries L and U of a sample function of the set-valued displacement Z (black
lines) and the corresponding sample functions of the selection processes fa1 (blue line), fa2 (green line) and fa3 (red line).
Note that, the blue and the green lines do not coincide with the black ones which means that the dependence between
the parameter and the displacement is non-monotonic and the boundaries of Z cannot be determined by simply computing
fa1 and fa2 . The right-hand picture of Fig. 2 shows the corresponding expectations (calculated according to Remark 2) of the
absolute displacements which are deﬁned byjZjtðxA;xwÞ ¼ fjzt;aðxwÞj : a 2 AðxAÞg;
in the set-valued case.
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Fig. 2. Left picture: sample functions of set-valued displacement (boundaries in black) and selections fa1 (blue line), fa2 (green line) and fa3 (red line); right
picture: expectations of absolute set-valued displacement (boundaries in black) and selections fa1 (blue line), fa2 (green line) and fa3 (red line). (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 3. Left picture: lower and upper probabilities of B for set-valued non-dimensional displacement (black lines) and probabilities of B for selections fa1
(blue line), fa2 (green line) and fa3 (red line); right picture: CDFs of ﬁrst entrance and inclusion times of set-valued non-dimensional displacement (black
lines) and CDFs of ﬁrst entrance times of selections fa1 (blue line), fa2 (green line) and fa3 (red line). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
1170 B. Schmelzer / International Journal of Approximate Reasoning 51 (2010) 1159–1171Fig. 3 shows plots concerning the exceedance of a level of 0.6 by the absolute value of the non-dimensional displacement
of the oscillator. On the left the lower and upper probabilities of B = (0.6,1) deﬁned byPtðBÞ ¼ Pðfx : jZjtðxÞ#BgÞ;
PtðBÞ ¼ Pðfx : jZjtðxÞ \ B – ;gÞ;as well as the corresponding probabilities of the three selection processes are plotted. In the right-hand picture we see cumu-
lative distribution functions of the ﬁrst inclusion time sB and the ﬁrst entrance times sB, sB
fak
(k = 1,2,3) whose expectations
result inEðsBÞ ¼ 4:754; EðsBÞ ¼ 16:465;
E sBfa1
	 

¼ 6:466; E sBfa2
	 

¼ 7:949; EðsBfa3 Þ ¼ 7:119:Finally, we illustrate the assertion of Proposition 10 and the subsequent paragraph by listing the following values obtained
by considering one particular Wiener path w(xw) and one particular focal element AðxAÞ:sBðxA;xwÞ ¼ 3:95; sBðxA;xwÞ ¼ 20;
inf
a2AðxAÞ
sBaðxwÞ ¼ 3:95; sup
a2AðxAÞ
sBaðxwÞ ¼ 18:375:6. Summary and conclusions
In this paper, we consider ordinary stochastic differential equations whose coefﬁcients depend on parameters. Conditions
are given under which solution processes continuously depend on these parameters. If this is the case then modeling param-
eter uncertainty by using random compact sets leads to set-valued stochastic processes with compact values which are con-
tinuous with respect to the Hausdorff-metric. We show that the single-valued solutions of the stochastic differential
equation under scrutiny obtained by choosing single parameter values are selections which can be used to represent the
B. Schmelzer / International Journal of Approximate Reasoning 51 (2010) 1159–1171 1171set-valued process. Furthermore, analogues of ﬁrst entrance times for set-valued processes are deﬁned and their attainability
by selections is discussed. Finally, a simple example from mechanics is given to illustrate the theoretical concept.
As a topic for future research, we plan the proper investigation of the selection processes of (11) and the comparison with
alternative ways of deﬁning set-valued solutions and sets of solution processes. Furthermore, this theoretical concept will be
applied to more involved real-world problems from mechanics.
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