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Abstract Systematic literature studies have received much attention in empir-
ical software engineering in recent years. They have become a powerful tool to
collect and structure reported knowledge in a systematic and reproducible way.
We distinguish systematic literature reviews to systematically analyze reported
evidence in depth, and systematic mapping studies to structure a field of interest
in a broader, usually quantified manner. Due to the rapidly increasing body of
knowledge in software engineering, researchers who want to capture the published
work in a domain often face an extensive amount of publications, which need
to be screened, rated for relevance, classified, and eventually analyzed. Although
there are several guidelines to conduct literature studies, they do not yet help
researchers coping with the specific difficulties encountered in the practical appli-
cation of these guidelines. In this article, we present an experience-based guideline
to aid researchers in designing systematic literature studies with special emphasis
on the data collection and selection procedures. Our guideline aims at providing
a blueprint for a practical and pragmatic path through the plethora of currently
available practices and deliverables capturing the dependencies among the single
steps. The guideline emerges from various mapping studies and literature reviews
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conducted by the authors and provides recommendations for the general study
design, data collection, and study selection procedures. Finally, we share our ex-
periences and lessons learned in applying the different practices of the proposed
guideline.
Keywords Systematic Literature Review · Systematic Mapping Study ·
Empirical Software Engineering · Guideline Proposal · Lessons Learned
1 Introduction
Systematic literature studies have received much attention in recent years as a
powerful instrument to gather and structure reported knowledge in a systematic
and reproducible way. We distinguish two types of secondary studies:
A Systematic Mapping Study (SMS; Petersen et al. [40]) is a method to build
a classification schema for topics studied in a field of interest. By counting
the number of publications for categories within a schema, the coverage and
maturity of the research field can be determined. Graphical maps showing the
number of publications in the different categories of the schema represent the
study results. Mapping studies usually cover a broader range of publications
as the analysis focuses on the key terms and abstracts of publications.
A Systematic Literature Review (SLR; also: Systematic Review, SR; Kitchenham
et al. [22]) is a means to identify, analyze and interpret reported evidence
related to a set of specific research questions in a way that is unbiased and
(to a degree) repeatable. In contrast to mapping studies, systematic reviews
usually cover a smaller, more specific range of publications while the analysis
focuses on the details of the published contributions.
A mapping study is therefore often used to provide (and visualize) a big picture
of a publication space while the systematic review is additionally concerned with
analyzing and integrating the knowledge contained in the reviewed publications,
as well as identifying inconsistencies among results, and areas that need more
investigation. Both types of secondary studies (also applicable in combination)
allow to share a structured overview of the publications in a specific research area
and a common understanding of the state of reported evidence in topics along a
given (or emerging) classification scheme. Since the initially proposed guidelines
to conduct literature studies in software engineering [19], we, as a community,
could collect and systematize the procedures required, and we could see a boost of
secondary studies in the various international evidence-based software engineering
venues. This indicates the value of such studies to the research communities.
Problem Statement Since researchers face a variety of challenges for which avail-
able guidelines do not yet give sufficient practical advice; they either comprise
generic workflows or provide methods and techniques in a compendium-like style
[22,41], or elaborate selected methods only, e.g., the effectiveness of certain se-
lection procedures [1,58]. Hence, conducting a literature study still depends to a
large extent on the expertise of the involved researchers. Furthermore, conducting
literature studies, to a large extent, still lacks tool support [13,5,52] thus making
the research process as such difficult to implement; notably for novices. While
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working on a number of literature studies ourselves (Sect. 3), we experienced the
following challenges to be the most critical ones worth deeper examination:
– How do we begin a secondary study, how do we build search strings adequate
for given databases, and how can we control accurate results given the de-
pendency to the expertise, experiences, and potential subconscious bias of the
researchers?
– How do we deal with a large amount of data including hundreds or even thou-
sands of potentially relevant papers to classify and structure, and how do we
efficiently filter relevant results from irrelevant ones?
– How do we efficiently work in a distributed team? Which tools can we use to
organize our (potentially distributed) way of working?
We experienced those challenges to concern mainly the design of a study [22] and
the data collection and study selection itself [58], notably independent of whether
it is conducted as a systematic review or a mapping study. The choice of one
particular study approach or a combination thereof (as for instance found in [41]
oftentimes) affects subsequent data analysis where the data is structured, classified,
coded, and analyzed to draw conclusions in tune with the research questions.
Despite the criticality of the initial design and data collection steps, little prac-
tical advice is given on how to effectively cope with the mentioned challenges. Ex-
isting guidelines are either too generic [51], or they focus on what a design should
accomplish rather than on how and why particular practices should be executed
in a cost-effective way, and how these practices are interconnected with each other
(see also our discussion in Sect. 4). In turn, for each literature study, researchers
need to carefully design and outline the process from the beginning again and
again, and they need to work out or even re-invent their own set of best practices.
Contribution In this article, we report on our own experiences in conducting sys-
tematic literature studies and contribute
– A detailed blueprint for the design, data collection, and study selection proce-
dures steered by the aforementioned challenges.
– A set of practical lessons learned and supporting material readily available for
use by other researchers approaching their own systematic literature studies.
We aim at supporting researchers, who already have a basic knowledge about the
general guidelines, in their literature studies by providing a practical and prag-
matic, experienced-based path through the available practices and deliverables
capturing the dependencies among the single steps (Sect. 4). Researchers can di-
rectly reuse our blueprint to design and conduct their own domain-specific litera-
ture study and build on top the data analysis to answer their individual research
questions.
Outline The remainder of this article is organized as follows: In Sect. 2, we present
our experienced-based approach to design and set up a literature study. We de-
scribe our procedures as they emerged from our previously conducted studies. We
also outline the handover to the data analysis, which depends on the type of the
respective study (mapping study and/or systematic review) and the research ques-
tions previously defined. Our previously conducted studies from which we distill
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the blueprint are discussed in Sect. 3 along practical lessons we learned while con-
ducting these studies. In Sect. 4, we finally discuss related work and position our
guideline, before concluding our article in Sect. 5. In the articles’s appendix, we
provide exemplary integrated workflows describing reusable standard workflows,
and further complementing material.
2 Study Design and Data Collection: An Experience-based Approach
We provide an experienced-based guideline to support the study design, and to per-
form the data collection, cleaning, and study selection procedures. For each step,
we provide a guideline complemented with small inline examples. The guideline is
organized in the three phases Preparation, Data collection and Dataset cleaning,
and Study selection. Figure 1 provides a big picture of the whole process includ-
ing the most important inputs and outputs for the respective phases. The figure
also outlines the variations in the data analysis procedures that depend (in more
detail) on whether it is a mapping study or a systematic review.
Preparation Data collection & Dataset cleaning Study selection 
Data analysis 
& Visualisation
Protocol
- Res. questions
- Search strings
- ...
Publications
- All papers free 
from duplicates
Relevant 
Publications
Reporting
Scope of contribution: Design and data collection Individual facets of data analysis in
mapping study / literature review
Classification
- Qual. vis.
- Quant. vis. 
  (Maps)
Report
Fig. 1 Overview of the presented approach and scoping.
Our guideline presented in this article emphasizes the early stages of a literature
study and constitutes a new building block in the methodical instrumentation of
evidence-based software engineering [22]. A detailed discussion on the relation to
existing guidelines and publications is provided in the related work in Sect. 4.
2.1 Preparation
The study preparation phase serves the purpose of setting up the study design
including, inter alia, the definition of appropriate research questions, the choice
of relevant literature databases, or the development of search queries. This phase
relates to the planning step mentioned in [22] where, for instance, the protocol
development is described. To set the scope of the search, inclusion and exclusion
criteria need to be carefully outlined, and, if necessary, preliminary studies can be
carried out to, among other things, support search string development or testing
and improving the study design (see also test-retest procedures as mentioned in
[22], or the quasi-gold standard search approach from [58]). In the following, we
describe the individual and minimum steps to be carried out during the preparation
of a literature study and give examples.
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2.1.1 Research Goals and Research Questions
There is no silver bullet to define the goals of a literature study, as this strongly de-
pends on the purpose of the study. In general, the primary goal of literature studies
is to systematically collect reported knowledge in an area of interest. This can be
done in-breadth, usually in scope of mapping studies [40] that quantify selected
aspects reported in literature, or in-depth, usually in scope of systematic reviews
[22] to analyze publications in detail. The purpose of a study eventually dictates
the goals of the study, such as providing an overview of all relevant contributions
dealing with a particular topic.
Independent of the respective goals, we have found some general research ques-
tions particularly worth considering in a literature study, as they help elaborating
a big picture and providing relevant background information about the publica-
tion space. Table 1 summarizes such generic research questions, which could be
answered in every literature study—regardless of the particular study’s scope and
selected topic.
Table 1 Exemplary standard research questions for literature studies.
No. Research Question
1 Which/how many publications on [topic] are published?
2 Which/how many publications on [topic] are published over the years?
3 What is the scientific maturity of the publication set?
4 What is the contribution of the publication set?
5 What are observable mainstreams in the publication set?
6 What new approaches for [topic] are available?
The research questions in Table 1 address the general descriptive aspects
present in every result set. Questions 1 and 2 aim at drawing a demographic
picture to outline the current state of a field under investigation, i.e., providing
information about publication quantity and frequency. This information can be
instrumented to show the development over time of the studied domain and to
analyze trends, for example, an emerging or a maturing domain (as exemplarily
depicted in Figure 2). The level of detail and data type (quantitative or qualitative)
further depends on the respective study type1.
To direct the study towards its goal, i.e., a mapping study or a literature re-
view, further standard questions can be asked that support the next steps in the
study selection process. For instance, the scientific maturity addresses the classi-
fication according to the research type facet [55] to work out the level of evidence
1 Note that finding the “right” research question is a challenge and highly depends on the
actual study type. For instance, Kitchenham et al. [22] mention (standard) research questions
for systematic reviews usually addressing the evaluation of impact and/effectiveness of certain
paradigms, while mapping studies usually address more high-level questions with the purpose of
providing some sort of categorization. The questions presented in Table 1 are addressing more
the latter aspect, as this covers information available from all sorts of studies. Nonetheless,
to plan and implement a literature study efficiently, Staples and Niazi [51] make clear that
narrowly defined research questions are key. We therefore recommend to use a combination of
generic research questions (e.g., Table 1 to “get a feeling” about the result set) and specific
narrow research questions—even for mapping studies.
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Fig. 2 Exemplary demographic distribution of publications over specific facets (addressing
research questions 1, 2, and 4) as taken from [28]. This figure illustrates on top the number of
publications over time and per year depicting publication trends. The bottom part indicates
to the maturity of the result set by providing information about the research type facets.
in the publications. A mature field should for example not only contain solution
proposals, but also validation and evaluation research papers, and consequently
experience reports (Figure 2). The question for the result set’s contribution aims
at working out the different kinds of contribution type facets [40] and their respec-
tive distribution in the publication population. For instance, does the result set
contain models, theories, lessons learned, or frameworks? The remaining questions
address further general aspects, such as observable streams in the result set. Such
streams can become obvious by certain trends or accumulations of publications,
e.g., outstanding number of solution proposals and, at the same time, no theories.
Such a discussion can also be supported by applying further specific models, such
as the rigor-relevance model proposed by Ivarsson and Gorschek [16]. Mainstreams
can also be brought to light by studying the contents of the paper in more de-
tail, e.g., by introducing focus type facets [37], which can also direct the in-depth
investigation of a systematic review.
In summary, the standard research questions from Table 1 aim at providing a
demographic overview of the study. Answering these questions shows how many
publications have been published over time, about which topics they are, and which
results they provide. These questions already provide a big picture of a research
field, and they allow for getting a better understanding of the studies available
in that field. Finally, these questions also help scoping the study and preparing
the collection and selection procedures according to the overall study objectives.
For example, an initial analysis of the demographic information helps checking the
suitability of research questions and adjusting them if necessary.
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2.1.2 Search Strings
Once the scope of the study has been set, researchers need to reflect on proper
search strings, which also depend on the domain under investigation. Depending on
the precision of the search strings, the queries may produce inappropriate results,
too much overhead, or just an incomplete result set. Therefore, search strings must
be defined with care [22], and search queries should always be tested prior to the
actual search2. There exist some strategies to develop proper search strings, e.g.:
Snowballing One way to narrow down the search space in advance is to conduct
a preliminary investigation of the field by relying on snowballing [22]. That is, the
investigation starts by studying publications known in advance and by iteratively
extending the known literature set by following the references provided therein.
This procedure helps providing an initial overview of the publication space and
key contributors, but very much depends on the expertise necessary to select an
appropriate starting point (see also Sect. 3). However, as reported by Badampudi
et al. [2], manual search strategies compared to automatic ones are capable of
producing “competitive” results regarding result set precision while, at the same
time, avoiding vast overhead usually produced by automatic database searches.
Trail-and-Error Search One approach suitable to find and test search queries is
the “Trail-and-Error Search”. This approach relies on meta-search engines, e.g.,
Scopus or Google Scholar, and requires initial keywords or (partial) key phrases
that are considered search query candidates for the “real” search. The purpose
aims at iteratively narrowing down the list of potential candidates by checking
whether:
– A search query returns a (potentially) meaningful result set.
– A keyword or a combination thereof returns hits (at all).
– A search query is of sufficient precision; for instance, if searching a particular
domain, how many hits are not in the domain of interest?
Hence, a trail-and-error search serves two major purposes: First, it can be used
to initially test and develop search queries, e.g., by determining which keywords
might (not) generate useful results. Second, results from such test runs can be
used to harvest reference publications to support manual search strategies (as for
instance exercised in [53]). Although this approach can be seen as everything but
a good scientific practice, it still helps taking the initial steps into the overall
research design development—especially in domains in which few or no secondary
studies are present to provide structure to the field of interest (as it for instance
was the case in [15]).
2 Note that the construction of search strings also depends on the planned search strategy
(see Sect. 2.2), since search stings for automated database searches have a different “layout”
than those used for a curiosity-driven or trail-and-error search, e.g., using Google Scholar.
Regardless of the search strategy, finding the proper key words is crucial. The most straight-
forward approach to develop appropriate search strings is either to do a trail-and-error search
or to call in domain experts. Alternatively, a preliminary study can be conducted to “test” the
field of interest.
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2.1.3 Inclusion and Exclusion Criteria
Depending on the study’s scope, result sets can contain a vast amount of poten-
tially relevant publications. In the worst case, we experienced searches to yield in
several thousands of hits. We doubt it should be questionable that several 10,000
hits cannot be treated seriously within an acceptable timeframe3. Therefore, re-
searchers need to clean the dataset and to select the relevant studies. In order to
make these procedures rigorous and reproducible, inclusion and exclusion criteria
need to be defined.
Table 2 Exemplary (standard) inclusion (I) and exclusion (E) criteria for literature studies.
No. Criterion
1 I Title, keyword list, and abstract make explicit that the paper is related to [topic].
2 I The paper presents [topic]-related contributions, e.g., [topic list].
3 E The paper is not in English [or any other language of interest].
4 E The paper is not in the domain [domain name(s)].
5 E The paper is a tutorial-, workshop-, or poster summary only.
6 E The paper relates to [topic] in its related work only.
7 E The paper occurs multiple times in the result set.
8 E The paper’s full text is not available for download.
Similar as with standard research questions (Table 1), we experienced some
inclusion and exclusion criteria to be useful in a broad spectrum of studies. These
standard criteria listed in Table 2 allow researchers to obtain an appropriate result
set and to define their requirements on the objective-dependent relevance of publi-
cations retrieved. For instance, experience shows workshop- or tutorial summaries
can contain a lot of relevant keywords, but might not necessarily advance the ac-
tual body of knowledge. Also, since contributions might occur multiple times or
might be out of scope, those have to be eliminated as soon as possible (criterion 7).
Another important criterion is the eighth, i.e., if the full text is not available, the
respective publication is usually of little value (regarding possibilities to analyze
them and eventually draw proper conclusions). In context of a mapping study, this
issue can be compensated to a certain extent as those studies focus on an early,
abstract-based analysis. However, when it comes to in-depth analyses, e.g., in a
systematic review, the full text needs to be available.
Finally, Kitchenham et al. [22] recommend aligning search strings with the
research questions. We add to this the suggestion to also align the in-/exclusion
criteria with the research questions. This might result in a number of “duplicated”
criteria, i.e., a paper could be relevant to topic A or to topic B if the literature study
aims at synthesizing knowledge thus requiring multiple topics to be addressed and
analyzed together. This furthermore allows for later replication why a specific
paper was in- or excluded to/from the study.
3 As it is also criticized by Staples and Niazi [51]. In [28], however, we accepted this challenge.
It took us about a year just to clean the data and perform the selection procedures. We do
not recommend this for replication.
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2.2 Data Collection and Dataset Cleaning
Once the study is designed, data can be collected. In that stage, the resulting
data needs to be analyzed, cleaned/harmonized, and prepared for the upcoming
investigations.
2.2.1 Data Collection
The data collection is usually conducted as an automated search using different
sources. Automated data search, however, needs careful preparation and poten-
tially extra test runs, as every data source has a slightly different format of the
query strings, or constraints regarding the queries’ length and complexity (see also
the discussion in [1,2,4,22]). In practice, we experienced the design of multiple and
overlapping query strings beneficial. Although the search procedure must be exe-
cuted several times and produces some overhead, simple queries are usually better
accepted by the search engines (see Sect. 3 for a detailed discussion).
Appropriate Data Sources Depending on the particular disciplines, several stan-
dard databases or collections (so-called baskets4) are available. In the following,
we give an exemplary discussion for software engineering. Apart from specific
conference- and workshop series (so-called restricted approach [22]), a literature
search should address the most common sources. That is, instead of searching
specific proceedings of a conference, search queries should be designed to work
with entire digital libraries. For the more general field of software engineering, the
following libraries can be considered as standard libraries (or subsets thereof if
opting for the restricted approach):
– IEEE Digital Library (Xplore)
– ACM Digital Library
– SpringerLink
– ScienceDirect (Elsevier)
– Wiley Interscience
– IET (also accessible via IEEE)
However, these libraries have their “specialties”, notably, regarding the search
query construction. Another point to take care of when using such digital libraries
is the continuous indexing, i.e., indexes will “evolve” over time, which makes it
hard to reproduce searches (see Sect. 3.1.2).
Checking the Result Set Before conducting the data collection, we recommend to
have a set of reference publications available. One criterion we found useful for
checking the appropriateness of a search is if the result set contains the expected
reference publications (see also, e.g., [58]). If one expects a particular publication
in the result set, e.g., arising from a preliminary search, but it is not contained in
that set, the revision of the search might be recommendable. Options to identify
reference publications can be found in Sect. 2.1.2.
4 Such as the Senior Scholars Basket, cf. http://home.aisnet.org/displaycommon.cfm?an=
1&subarticlenbr=346
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Primary Search and Backup Search Primary searches should always be conducted
using aforementioned (or comparable) standard libraries. However, for several rea-
sons, those libraries do not always contain all relevant publications. For example,
contributions relevant to the field might result from Ph.D. theses that are not
published in/not indexed by the standard libraries.
Therefore, we experienced it beneficial to complement the primary search with
a backup search utilizing meta-search engines to complete the result set. However,
using a meta-search engine must be done carefully. Besides the standard meta-
search engines5, such as DBLP or Scopus, Google Scholar is often used to get
results quickly. However, the quality of search results obtained from such engines
also depends on search preferences and even trends and, thus, searches might be
much less repeatable than compared to standard libraries. Also, the results might
also provoke duplicates and introduce extra threats to the validity of a literature
study. A Ph.D. thesis, for example, can be written in a cumulative manner where
parts of it exist separately as peer-reviewed publications already present in the
result set of the primary search. Hence, it is important that the results obtained via
meta-search engines are not included into the main result set without crosscheck.
To this end, hits produced by such engines should be included in an own category,
and such searches should be discussed as part of the threats to validity to increase
the transparency.
(Data) Export Practices Data obtained from a data source must be stored in a
way in which it can be used for further analyses. This part can become time
consuming since different databases provide different export formats, which later
on need to be joined and integrated. Therefore, data should be exported in at least
two formats:
– A literature management tool of choice, such as BibTEX
– As plain or (better) comma-separated (CSV) text files
These formats have the advantage that they are easy to process and convert into
spreadsheets to allow for further selection (Sect. 2.2.2), and later on, analysis steps.
2.2.2 Dataset Cleaning
Cleaning a result set is a demanding, time-consuming task. Usually, we find two
types of papers to be removed from the result set (cf. Table 2):
1. Contributions that are out of scope, and
2. Duplicates.
Duplicates are easy to find and eliminate, yet it is hard to decide which of the
duplicates should be eliminated. It often happens that one publication is listed
in multiple literature databases (e.g., for cross-indexing reasons). In such cases,
it needs to be decided which paper to consider for inclusion into the result set.
A pragmatic approach is to include the results from the database that provides
the paper for download and to remove the other occurrences; this needs, however,
5 Note: Apart from serving the backup search, meta-search engines can also be a useful
instrument in studies that also include (continuous) updates, e.g., to monitor the development
of a field over time [23].
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Fig. 3 Example of a word cloud from [28] for visually inspecting the result set. “Outliers” to
be used for excluding further papers from the result set are highlighted.
to be defined in the exclusion criteria for the sake of transparency. Another case
for a duplicate is a conference paper, followed by a journal article, e.g., a special
issue paper. In such cases, it must be decided whether the original or the extended
publication should be selected for inclusion. A criterion could be to always select
the higher-valued publication, i.e., journal over conference, as journal articles are
expected to have a higher maturity [37] and level of detail.
Publications that are out of scope are, on the other hand, easy to remove, yet
they are often hard to identify if part of a large result set. Since the result set
might have been created from an automatic search, even out-of-scope publications
that met at least one selection criterion could be present. Those publications need
to be found manually and removed in the cleaning procedures.
Scoping via Word Clouds To support the identification of out-of-scope-papers,
we experienced word clouds (tag clouds) to be a useful tool. Word clouds can
be automatically created using keyword lists or abstracts. A word cloud is an
instrument to visualize the (quantified) occurrence of a word/term in relation to
other terms. They can be easily created using several publicly available tools6,
e.g., Wordl or TagCrowd7.
Word clouds can serve two purposes: First, word clouds can be used to analyze
the appropriateness of a result set. A word cloud, which is based on the keywords,
can be analyzed to work out whether the contained publications’ keywords match
the expectations (Figure 3). Unexpected and/or “wrong” keywords can be easily
detected and used to clean the result set. Depending on the quality, a considerable
share of non-fitting papers can be removed; remaining papers (in a reduced set)
are then removed during the selection phase (Sect. 2.3).
However, word clouds have to be used with care: even though there is research
that shows word clouds providing improvement concerning the clustering and sum-
marizing of descriptive information, such as [36,44,29,48,46], there is still the risk
6 Note: Some of the tools have limitations regarding the amount of text they can process.
Furthermore, the tools offer different features, such as thresholds, visualization and export
mechanisms. Those points need to be evaluated prior to usage.
7 Both tools are available at: http://www.wordle.net and http://tagcrowd.com/
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of eliminating relevant papers; for instance, because those papers might rely on
a rarely used terminology. Therefore, eliminating papers based on word clouds
only might threaten the validity of a study why we recommend that the use of
word clouds must be planned with care and in detail in advance, and resulting
candidates for removal require careful inspection.
As a second purpose to be served, a word cloud can support the later analysis
of a result set during, for example, the concept classification conducted as part
of a mapping study. For instance, in our study on method engineering [27], we
analyzed the final word cloud to get a better understanding about which research
type facets to expect from the publication set (e.g., how to interpret terms like
“case study” as used in the respective community). The result of the word cloud
and the result of the classification conducted in the study can then be compared
to analyze the subjective authors’ self-classification and the more objective one
from the reviewers’ classification. In another example [24], we used a word cloud
to support the development of a focus type facet [37] and, furthermore, to conduct
a cluster analysis.
Merging and Reducing the Integrated Dataset Depending on the particular search
strategy—especially the search query construction approach—researchers have to
deal with multiple (isolated) datasets. This is especially true if the work during the
data collection is distributed among multiple researchers. To prepare the selection,
the individual result sets need to be integrated into a holistic one. This integration
constitutes a challenging task:
– If a literature database was queried multiple times (e.g., for the search string
construction), the individual results need to be joined.
– Every literature database provides a slightly different export format and/or
structure, e.g., CSV files obtained from Springer and from ACM have a different
structure. These differences need to be reconciled.
– If duplicates were removed on a per-database basis, the integrated result set
may still contain cross-database duplicates. The integrated dataset must then
be cleaned again by identifying and removing duplicates.
– If the individual datasets were yet not investigated for duplicates, the respective
cleaning procedures must be performed now.
The aforementioned steps can be (partially) automated [23]. Nevertheless, the in-
clusion and exclusion criteria selected for the study should be consulted to support
the compilation of the integrated dataset as well. We experienced the following
procedure (Figure 4) to be best suited for the stepwise integration:
1. Integrate and clean the data on a per-database level, i.e., if a database was
queried multiple times, integrate the obtained sub-result-sets first.
2. Integrate all sub-result-sets into the integrated dataset and repeat the cleaning.
Eventually, we create an integrated dataset. Appendix B provides an example
illustrating and explaining the minimal required data. Please note that the step of
integrating and reducing the data is crucial and, therefore, needs to be documented
carefully. The particular steps of the applied procedures are valuable information
for other researchers to reproduce the overall study. Furthermore, the outcome
of these steps forms the input for the rest of the study. Hence, researchers must
ensure that no relevant publication is lost during this step.
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Result Set 1.1LiteratureDatabase 1
Result Set 1.2
...
Result Set 2.1LiteratureDatabase 2
Result Set 2.2
...
Further Literature
Databases...
Result Set 1 
(integrated)
Result Set 2 
(integrated)
Integrated 
Result Set
remove multiple
occurences
remove multiple
occurences
integrated literature
database; cleaned
from duplicates
Fig. 4 Exemplary proce-
dure of stepwise integrat-
ing and cleaning litera-
ture databases. In each in-
tegration step, reporting-
relevant information needs
to be recorded.
Step-wise Dataset Completion Once an integrated data set is obtained, it should
be analyzed for (sufficient) completeness. Depending on the database and the
individual publications, some information might be missing, e.g., abstracts or key-
words. This information needs to be collected and integrated, however, the step
bears some pitfalls:
– There are abstract-free publications, e.g., magazine articles, of which the re-
spective literature databases provide parts of the introduction section as ab-
stract substitute. Such cases require a manual inspection and researchers need
to discuss how to treat them.
– There are publications without (electronically available) keywords. These are
publications that have no keywords at all, or publications that may well have
defined keywords, but those were not listed in the exported data structure. For
those publications, it must be defined how to treat them.
– For technical reasons, some literature databases do not provide options to
export the abstracts. In such cases, manual work is required to get the abstract
and integrate it into the dataset.
– Pieces of required metadata might be missing, e.g., the publication year, pub-
lication vehicle (conference, journal, etc.). This information needs to be com-
pleted.
Apart from this essential information, another aspect needs to be taken into ac-
count: the representation of the authors. Literature databases do not have a uni-
form representation of the author lists; for instance, authors might have varying
affiliations or their first and second names are ordered differently (e.g., “J. J.
Abrams” versus “Abrams, J. J.”). If researchers plan for a study, for example,
to conduct some analyses on the author lists, such as by creating collaboration
networks, cliques, and mainstreams, the author information must be available in
a uniform way. As dataset completion can be extremely fidgety work, it should be
performed iteratively and under continuous quality assurance:
1. Complete the abstracts
2. Complete the keywords
3. Complete all other required metadata
4. Ensure consistency in the author lists
Dataset Structure: A Template To support all aforementioned steps, a defined
data structure needs to be in place. The particular data structure depends on the
specific study. However, we recommend minimal data structure shown in Table 8
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(Appendix B) as it emerges from our previously conducted studies. The table
illustrates the recommended minimal data structure to organize the result set.
This table serves the basic purposes and can be extended respecting the actual
study’s needs, such as extra columns for classifications for mapping studies.
2.3 Study Selection
In the study selection phase, the prepared dataset is analyzed for publications
relevant for the actual study, i.e., researchers systematically select the relevant
papers from the search results (this phase relates to the (primary) study selection
in [22]). Since result sets can comprise several hundreds or even thousands of
papers, this phase requires special attention and, thus, careful planning.
2.3.1 Plan: Defining the Study Selection Procedure
Many factors influence the actual study selection (e.g., number of researchers, de-
gree of distribution, familiarity with the topic, etc.). In case of multiple researchers
conducting the study, we consider the following aspects of the study selection nec-
essary to be planned and agreed on in advance:
– Schedule for the study selection including workshops, regular meetings/calls
for discussing intermediate selection/classification results, etc.
– Technical infrastructure (tools, data storage, file formats, etc.)
– The criteria upon which researchers decide the relevance of a publication
– The procedure to infer an agreement and the voting procedure (if applicable)
The last step, the voting, assumes that various researchers vote for in-/exclusion
of a publication independently. The final decision for including the publication
into the final result set then depends on the result of the voting. There are many
practices that can be included into the voting procedure (e.g., veto rights) while
we believe that this also much depends on the research context, e.g., researchers’
experience, expertise, but also their personal preferences to conduct the study (see
also Sect. 2.3.3).
2.3.2 Kick-Off: Setting Up the Selection Approach
Assuming a study within a group of multiple researchers, the study selection starts
with a kick-off meeting in which the inclusion and exclusion criteria are recalled
(Table 2), the selection/voting procedure is discussed, and a schedule for subse-
quent meetings is defined. In the following, every participating reviewer gets a copy
of the cleaned result set, which is rated individually. That is, the study selection
procedures are initiated.
2.3.3 Voting Procedure
Voting is essentially a headcount procedure in which a team of researchers works
out a decision whether a particular paper is considered relevant for the study or
not, i.e., to eliminate those papers from the result set that are considered irrelevant.
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The relevance can be determined by different measures, which need to be defined
in advance (e.g., title, abstract, and full text). Potential routes towards a decision
are majority votes or relative ratings. The actual classification can be carried out
in a group of researchers or individually, iteratively, round-based or in workshops.
In the following, we focus on an individual, traditional round-based classification.
Majority Voting The voting is a headcount that aims to bring in objectivity into
the study selection. Although there are in-/exclusion criteria, the final application
of the criteria to the publications to be selected is in the hands of individuals
thus including individual interpretations of a publication. The reason why we
recommend including multiple researchers in this procedure is to overcome the
inherent threat arising from this subjectivity. Hence, we also consider a majority
vote to be the standard procedure as it is the most straightforward approach:
every reviewer is provided with the integrated result set and reviews the items
individually according to defined criteria, e.g., title and/or abstract. If a reviewer
considers a publication relevant, 1 point is given, 0 otherwise. For n reviewers and
m publications, the procedure results in an n ×m voting matrix, which helps to
select the relevant papers. The (final) selection is then based upon the agreements,
such as a threshold or agreement statistics (e.g., Cohen’s or Fleiss’ κ). For example,
if three reviewers participate, the voting procedure could be organized as shown
in Figure 5: two reviewers start individually. To get a paper included in the set
of relevant papers, 2 points are required (threshold approach). Two reviewers can
come up with the following results: 2 points = paper is relevant, 0 points = paper
is irrelevant, and 1 point = paper is not yet decided. In the next step, the third
reviewer8 is called in and is presented a reduced list that only contains the papers
yet not decided. The third reviewer then conducts the voting to finally decide
about the papers’ relevance.
A
B
C
D
E
F
G
0
1
0
0
0
1
1
0
0
0
0
1
0
1
B
E
F
0
1
1
Paper Reviewer 1 Reviewer 2
out
out
in
Reviewer 3
0
1
0
0
0
1
1
0
0
0
0
1
0
1
0
1
1
out
integrated vote
(threshold = 2)
in
Fig. 5 Overview of the
standard majority voting
procedure for a 3-reviewer
team.
Alternative Approaches Instead of calling in a third reviewer to conduct a fully
independent review, a voting workshop can be organized. In such a workshop,
all reviewers involved in the selection process discuss and decide the non-decided
8 Please note that a reviewer can be an internal reviewer (e.g., a co-author) as well as an
external researcher or expert not involved at all in the design in case of unknown domains.
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Fig. 6 Paper selection
based on overlapping pa-
per subsets (a reviewer
evaluates only subset of
papers, usually just one
run required to find the
selection).
papers. We applied this approach for instance in [34,28]. Yet another approach
is to provide reviewers with overlapping subsets of the whole result set, e.g., to
incrementally collect three votes in just one run (Figure 6).
Scaling So far, we performed the majority voting procedure with 2 reviewers in the
workshop model, 3 and 4 reviewers, and two 2-person review teams (see Sect. 3).
However, as we talk about simply summing up points, the approach can be scaled
to an even larger number of reviewers. A paper’s relevance is then simply defined
by a function
relevance : R+× Z→ {0, 1, ?} (1)
that is used to determine the relevance of a paper pj in relation to a threshold th,
and to (de-)select papers or marking them for later decision:
relevance(rating(pj), th) =

1 if rating(pj) > th
0 if rating(pj) < th
toDecide if rating(pj) = th
(2)
The actual threshold th needs to be defined during the initialization of the selection
procedure (Sect. 2.3.1). The rating (simple, unweighted case; Figure 5) of a paper
is then defined by the number of points that a paper received from n reviewers
involved in the process:
rating(pj) =
n∑
i=1
ri(pj) (3)
Regardless of the number of stages and reviewers involved, rating statistics need to
be carefully documented in order to be able to reproduce which paper came in in
which stage and to make explicit the inter-rater agreement. Furthermore, we also
suggest to document according to which criteria a paper was included or excluded
after all, which can require extending the data structure of the result set to keep
this information.
Relative Rating The relative ratings approach9 as illustrated in Figure 7 is similar
to the majority voting where all reviewers are asked to vote a result set, but with a
9 So far, we did not yet apply this method to a complete study, but partially applied it
during sample-based result set testing and evaluation (cf. Sect. 3). As this approach is quite
complex compared to the majority vote, it requires sufficient tool support.
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Fig. 7 Paper selection
based on relative votes
(final selection is, in this
example, made using the
mode value, while the
“neutral” element 3 serves
as marker for papers to be
discussed).
difference in the applied metric: Instead of a simple “Yes/No” (1/0) metric, in this
approach, we use Likert scales and thresholds. The basic underlying procedure
remains the same: each reviewer is provided with the integrated result set and
rates a paper, but on a scale, such as a 5-point Likert scale:
– 5 points: Paper is highly relevant (must be included)
– 4 points: Paper is (somewhat) relevant
– 3 points: neutral/no opinion
– 2 points: Paper is not relevant
– 1 point: Paper is absolutely irrelevant
Based on the individual ratings, relevance can be determined, e.g., using the mean
value or the mode, and precision can be determined, e.g., using standard deviations
or distance metrics. The inclusion criterion is then a selected value on the used
scale, e.g., 4 (or better). Critical is the handling of papers that end up with the
neutral value. These papers require extra handling.
Balancing Votes How reliable is this way of selecting papers? In the simple case,
which is the majority vote, a democratic headcount is used to in-/exclude a paper.
However, this procedure has some flaws. For instance, given a situation in which
two reviewers ended up in a stalemate. A third reviewer is then called in to make
the decision; and now scale this up to 7 reviewers: the 7th reviewer makes the
final decision by outvoting 3 others. To overcome such situations, workshops can
be performed to discuss critical papers (which can be unrealistic if, for instance,
250 papers need to be discussed), thresholds can be defined, or weights can be
introduced, e.g., senior reviewer votes count twice. However, the basic problem
remains: what is the level of agreement, i.e., the reliability of the selection? As a
first step to determine the reliability, the inter-rater reliability can be calculated,
e.g., using Cohen’s κ [6] for two reviewers or, more general, Fleiss’ κ [11] for more
than two reviewers10. Furthermore, the basic agreement can be visualized (and
partially automated) as shown in Figure 10 (Appendix B).
Yet, the headcount is a fairly simple, but absolute metric. In some cases, we
experienced the need for a more differentiated vote, which can be implemented,
e.g., using relative votes with Likert scales. However, the more differentiating scale
introduces a new challenge: How to find a final and consolidated rating? Approach-
ing a consolidated rating via the mean or the mode might fail, because they are
10 Please note that inter-rater reliability calculations also depend on the scales applied, e.g.,
weighted κ values when using ordinal data (cf. [22,56]).
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easy to trick or because they might be even not applicable; consider, for example,
the mode of {0, 0, 1, 1}, and what a resulting mean of 0.5 even implies in relation
to a th ∈ Z (cf. Eq. 1). Again, a simple solution could be to introduce rater-specific
weights. Furthermore, simple weighting methods, such as, the 3-point-method can
be applied, with Vj = {vr1pj , ..., vrnpj } being the set of n reviewer votes for a paper
pj :
rating(pj) =
∣∣∣∣min(Vj) + 4 · V¯j +max(Vj)6
∣∣∣∣ (4)
The extended weighted rating from Eq. 4 can be used in the determination of the
relevance in Eq. 2.
2.3.4 The Gathering: Integrate and Finalize the Paper Selection
Having all individual ratings conducted, the study’s moderator (Kitchenham et al.
[22] speak of a team leader) collects all individual ratings and starts the integration
of the results. The basic task is to, initially, integrate the individual ratings to work
out the current state of selected and/or undecided papers (see also color-coding in
Figure 10 that is based on Eq. 2 and Eq. 3). Depending on the approach defined in
the initialization of the selection procedure (Sect. 2.3.1), the moderator prepares
the dataset for extra review iterations and/or organizes required workshops. In the
following, the selection procedure is iterated until all papers are finally decided.
Once all papers are decided, the moderator draws a baseline and prepares
the final selection of papers, i.e., a cleaned list that only contains those papers
considered relevant for the study, and he finally prepares the clearing work.
2.3.5 Class Dismissed: Analyze the Result Set and Report
When the selection is done, the moderator concludes the selection process and
prepares the handover to the actual analysis. This includes some standard tasks
as well as some optional tasks depending on the eventually targeted study. In
particular, the moderator has to prepare the study selection report and the result-
ing literature database. The literature database must at least contain all papers
that were selected as relevant to the study. The report comprises some statistics,
such as, databases, results per database from search, and elimination statistics (an
example is shown in Table 3).
Depending on the intended study type, just in this step, the moderator can
also provide some extra data to support the later analyses. For example, if ap-
plicable, the inter-rater agreement helps identify those publications that form the
heart of the result set. Furthermore, several outputs can be generated from the
result set that help finding a starting point, e.g., exports of the keyword lists and
abstracts and word clouds generated thereof, and, associated with more effort,
social networks (Sect. 3.1.4).
2.4 Concluding and Handover to Data Analysis
The last step consists in initiating the actual data analysis, which is dictated by
the research questions and eventually the type of secondary study. From the afore-
mentioned described steps, the outcomes listed in Table 4 have to be assembled
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Table 3 Exemplary search and selection report (excerpt from [28]).
Step IEEE ACM . . . Total
Step 1: Search
S1 and (C1 or C2) 71 543 . . . 3,185
. . . . . . . . . . . . . . .
S8 and C2 114 105 . . . 8,374
Step 2: Removing Duplicates
Duplicates per database 1,486 566 . . . 16,643
Duplicates across all databases 916 551 . . . 5,315
Step 3: In-depth Filtering
Applying filters F1 and F2 578 – . . . 1,562
Unfiltered – 551 . . . 1,610
Result set (search process) 578 551 . . . 3,172
Step 4: Voting
Final result set 283 65 . . . 635
and shipped to the in-depth analyses. These deliverables can be properly inte-
grated with the research protocols as, for instance, recommended by Kitchenham
et al. [22].
Table 4 Artifacts to be created in the early stages of literature studies to be shipped to the
in-depth data analysis.
Reference Outcomes and content to be delivered
Sect. 2.1.2 Search terms and resulting search queries (generic terms and queries, as well as
database-specific queries)
Sect. 2.1.3 In-/exclusion criteria used in the study
Sect. 2.2.1 List of selected and queried databases, and raw result sets (e.g., CSV files)
Sect. 2.2.2 Cleaned and integrated data sets (including all support instruments used)
Sect. 2.3.1 A documented study selection approach, including team setup, selection proce-
dures, and so forth
Sect. 2.3.4 Decided data set (final result), statistics of the selection, further complementing
report data
3 Example Studies and Lessons Learned
The guideline presented in this article emerges from various conducted systematic
reviews and mapping studies. In this section, we provide an overview of the previ-
ously contributed studies and discuss how we applied the discussed practices and
procedures so far. Table 5 provides an overview of the referred studies and relates
the studies to the respective methods and techniques.
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Table 5 Overview of the different studies utilizing the presented practices.
Ref. Title T
y
p
e
(r
/
m
)
P
r
e
li
m
in
a
r
y
S
tu
d
y
T
r
a
il
-a
n
d
-E
r
r
o
r
S
e
a
r
c
h
S
n
o
w
b
a
ll
in
g
S
e
a
r
c
h
S
tr
in
g
(1
/
n
)
M
a
jo
r
it
y
V
o
ti
n
g
R
e
la
ti
v
e
R
a
ti
n
g
(s
/
f)
W
o
r
k
sh
o
p
s
In
te
r
-r
a
te
r
A
g
r
e
e
m
e
n
t
(s
/
f)
M
u
lt
ip
le
R
e
se
a
r
c
h
e
r
T
e
a
m
s
W
o
r
d
C
lo
u
d
s
S
o
c
ia
l
N
e
tw
o
r
k
A
n
a
ly
si
s
R
ig
o
r
-R
e
le
v
a
n
c
e
M
o
d
e
l
[1
6
]
[27] A Mapping Study on the Feasibility of
Method Engineering
m 3 3 3(n) 3(3) 3 3 3
[34] Where Do We Stand in Requirements
Engineering Improvement Today? First
Results from a Mapping Study
m 3 3(n) 3(3) 3(f) 3
[18] Criteria for Software Process Tailoring:
A Systematic Review
r 3 3(n) 3(3)
[26] Systematic Software Process Develop-
ment: Where Do We Stand Today?
r 3 3(1) 3(3)
[28] Software Process Improvement: Where
Is the Evidence?
m 3 3(n) 3(2) 3(s) 3 3(s) 3
[23] Software process improvement: A sys-
tematic mapping study on the state of
the art I
m 3 3(n) 3(2) 3 3(s)
[24] How does software process improve-
ment address global software engineer-
ing?
m/r 3 H 3(2) 3 3 3
[17] On the Role of Software Quality Man-
agement in Software Process Improve-
ment
m/r 3 H 3(2) 3 3
[25] Towards Artifact Models as Pro-
cess Interfaces in Distributed Software
Projects
m/r 3(n) 3(2) 3
[53] Is Water-Scrum-Fall Reality? On the
Use of Agile and Traditional Develop-
ment Practices
r 3 3 3(1) 3(2) 3 3(2)
[15] On the Use of Safety Certification Prac-
tices in Autonomous Field Robot Soft-
ware Development: A Systematic Map-
ping Study
m 3 3 3(n) 3(3) 3
[43] Value Creation by Agile Projects:
Methodology or Mystery?
m 3 3(n) 3(3)
[7] A Systematic Mapping Study on Em-
pirical Evaluation of Software Require-
ments Specifications Techniques
m 3 3(n) 3(4)
[14] A Systematic Literature Review on Ag-
ile Requirements Engineering Practices
and Challenges
r 3 3(n) 3(3)
Search String (1/n): The study uses 1 large or n smaller search strings
Relative Rating (s/f): Relative rating of the full result set or on samples thereof
3(∗): * number of search strings, or number of reviewers involved
I: Study update for [28]; H: Detailed study using the dataset from [23]
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3.1 Selected Examples and Lessons Learned
Over the last years of working on literature studies, we collected a number of
lessons learned, which we briefly summarize below. Furthermore, in order to il-
lustrate the lessons learned with examples, in this section, we relate the lessons
learned to the studies from Table 5 and provide some examples. Moreover, the
practices listed in Table 5, in general, can be considered self-contained building
blocks, i.e., they can be combined in different ways. However, in our experience,
some combinations of practices showed especially beneficial. Those are presented
in Appendix A as a blueprint. We also have to note that there might exist de-
pendencies and/or constraints providing arguments in favor or against applying
certain practices in respect of a particular context (see also [58]). For example, if
a preliminary study was already conducted to find the study’s scope and a set of
reference publications, the “Trail-and-Error” search approach will not add to the
study. Another example is the combination of selection strategies, i.e., the com-
bination of majority votes, relative ratings, and voting/rating workshops. Here,
setting up workshops (“expensive” due to required human resources) should be
preferably scheduled for the late selection phases when the amount of publications
to be decided was reduced to a manageable number (see Sect. 2.3.3). The rest of
this section is organized according to the stages of this guideline (cf. Figure 1).
3.1.1 Basic Planning
Regarding the general planning activities associated with a literature study, we
consider the following lessons learned the most important.
Make a Cunning Plan that Cannot Fail Given the effort, duration, and the in-
volvement of various researchers, a literature study should be built upon a concrete
plan of which the research protocol [22] is key. We experienced that involving all
researchers at the beginning is crucial to establish a shared understanding of:
– The basic terms, concepts, and their synergies, in the field of interest, and
– The way the classification criteria should be interpreted and applied.
If classifying the relevance or other concepts based on a pre-defined scheme, those
concepts need to be clarified at the beginning.
Watch out! The Technical Infrastructure Matters One of the most important ad-
ministrative tasks is to define the technical infrastructure to be used for the study.
The two most important aspects are:
– Use a version control system (VCS).
– Don’t mix up Microsoft Excel and OpenOffice.org/LibreOffice.
The VCS is crucial to create baselines of the study, e.g., raw data or tentative
result sets. Furthermore, a VCS allows for distributed collaborative and concur-
rent work, and it ensures that results are not accidentally overwritten. The second
aspect is caused by practical experience: In several studies, some researchers just
took the pre-configured Microsoft Excel file (see Appendix B) and worked on it
with OpenOffice.org/LibreOffice, so that many scripts and auto-formatting con-
figurations did not further work, or that other researchers could simply not open it
anymore with the respectively other tool (e.g., as happened in [28]). Fixing those
situations is time-intensive and avoidable.
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3.1.2 Search Strings and Search Engines
Regarding the construction of proper search strings, we consider the following
lessons learned the most important ones.
One Search String or Multiple Ones? Applying the introduced search strategies
may result in more than one search string, which then can be customized for the
different search engines. A practical problem remains: the length and complexity of
the search strings, and the ability or limitations of literature databases to process
search queries of and above a certain complexity (as observed when trying to
replicate [47]). That is, the major question is which alternative is better: One
integrated long search string or multiple shorter ones, as exemplarily shown in
Table 6.
Table 6 Exemplary search strings for an automated database search (excerpt from [28]).
Search string Addresses. . .
S1 (life-cycle or lifecycle or life cycle) and (management
or administration or development or description or
authoring or deployment)
process management: gen-
eral life cycle
. . . . . .
S8 (feasibility or experience) and (study or report) reported knowledge and em-
pirical research
An integrated search string has the advantage of (relative) high precision. Fur-
thermore, it allows for capturing the entire domain in only one query. However,
many literature databases, such as IEEE Xplore, have some limitations regarding
length and complexity. Furthermore, the syntax of the search queries differs from
database to database, thus, requiring database-specific instances of the query any-
way. In contrast, multiple shorter search queries bypass database limitations by
providing simpler structures (also recommended by [22]) and, furthermore, those
strings are easier to adapt to specific database requirements. On the other hand, in
order to ensure search precision, multiple search strings require more effort in their
design. For instance, to get a maximum of publications, multiple search strings re-
quire some overlap to avoid “losses at the borders”. This, however, may cause
some overhead in the result set and multiply occurring publications that have to
be identified and removed later on. Furthermore, due to the simpler structure,
such search strings are prone to attract unwanted publications [58] thus requiring
extra context selectors and filter constructs [28].
Don’t trust Old Result Sets When it comes to updating or replicating a literature
study, one problem is the literature database as such. For example, in a student
study activity, we aimed at replicating and updating a previously conducted SLR
[47] of which we had the full research protocol available. The replication package
also included text files containing the database-specific search strings. In an initial
test run, we encountered the following to happen: IEEE Xplore rejected the search
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query stating it was too complex having more than 50 terms. Transferring the
(general master) search string to Scopus (to test if it will trigger any papers at all)
and configuring the search properly (limiting the venues and publishers etc.), we
found 215 instead of 125 papers matching the search criteria. So far, we couldn’t
sufficiently elaborate what happened exactly, but argue this being one of the effects
coming along with continuously updating indexes (see also Brereton et al. [4], who
mention indexing of current digital libraries inappropriate). In short, over the
time, search queries age and literature databases evolve. There is no guarantee
that a result set obtained at one point in time will be re-constructible some time
later. There is no mitigation strategy for this problem, except to increase the
transparency of the data collection by reporting a timestamp for the searches to
support the reproducibility and thereby the validity. Therefore, search queries as
well as raw result sets (Sect. 2.2) should be stored—at least to reproduce the
findings from the raw data.
3.1.3 Data Collection and Cleaning
Regarding the data collection and cleaning, we consider the following lessons
learned the most important ones.
Find the Right Scope In some studies, we saw an explicit and intentional limi-
tation of the search; for instance, instead of searching a whole library, authors
of a study limited themselves to particular conferences or journals [47]. Such an
approach promises the advantage of having a more focused result set by avoid-
ing overhead [22]. However, this may come possibly at the price of information
loss, because many relevant publications might not be found. Such procedure is
of course possible, but not recommended; yet, if conducted that way, it should be
explicitly mentioned in the threats to validity to increase the transparency and re-
producibility. Finally, if the ultimate goal is a systematic mapping study, however,
this approach cannot be applied, as the limitation of the search scope hampers the
overall result set quality and also the quality and reliability of the conclusions.
What Publication Type to Include? Besides the used search engines, researchers
need to clarify what types of publications can/cannot be included into the result
set. We consider, for example, including textbooks and edited chapters as a viable
option in case the study is about the analysis of definitions, e.g., to understand the
meaning of a particular concept as used by authors in a field. The choice of certain
books can and should be justified based on their popularity in a community; for
example by including well-established textbooks as used for teaching, or books
that have a high number of citations in empirical papers in the area. Master
theses in turn should be avoided given their missing peer-review process. Involving
Ph.D. theses, however, depends on various contextual characteristics; for instance,
whether they passed a peer-review process or whether they are cumulative ones
(which might, of course, lead to duplicates in the result set given that the content
is previously published material, see also Sect. 2.2.1).
How Valid is the Paper Selection Process? In the previous sections, we described
different voting procedures that can be applied. With every voting procedure comes
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different ways of increasing the validity of the methods applied and the results
obtained. The least common denominator of all procedures, however, is the inter-
rater agreement [22]. We postulate the use of inter-rater agreements especially
if used in a multi-staged voting procedure as they serve as a constructive quality
assurance measure between the stages; for example, to clarify misconceptions, mis-
interpretations of research questions, misinterpretations of classification schemes,
and different understanding of the relevance of publications. Besides the value
of inter-rater agreements for constructive quality assurance, it also increases the
transparency to the reader and, therefore, the conclusion validity. However, such
an agreement makes only sense if the voting procedure is not conducted itera-
tively over incomplete result sets whereby it is impossible to use the agreement as
a means to improve the classification between stages (if not used in a training/test
phase). Hence, there is a trade-off regarding the purpose and the effort of using
the inter-rater agreement, which needs to be clarified in advance.
How Much is Enough? As a matter of fact, there is no meaningful metric that
could be used to indicate whether the result set is sufficiently large or not, let alone
because the size of a dataset provides no indicator to the quality of its content [57,
58,2]. For example, in [18] and [15], we performed the data search, but then capped
the result sets to include only the first 50 hits per query result. Is this enough?
What is the risk of loosing relevant papers? As there is no common ground, such
a decision must be taken on a per-study basis. Yet, it needs to be ensured that
the result set of papers obtained is of high quality, i.e., representative for the field
of investigation and the research questions formulated. This means to ensure an
accurate result set and a detailed and validated review protocol including a search
string potentially adapted to the particularities of the search engines, and detailed
inclusion and exclusion criteria.
3.1.4 Preparing the Handover
Although a study selection might be completed, more activities can be carried out
before entering the in-depth analysis. The final dataset provides already data that
can be used early in the overall literature study process to help researches finding
appropriate points to start with the analysis. From our so far conducted studies,
we consider the following lessons learned helpful.
Exporting Keyword Lists, Abstracts, and Word Clouds From the result set, key-
word lists and abstracts can be easily harvested and prepared to support the
beginning of the analysis. We can create, for example, word clouds from these
lists to get a quick visual inspection where a striking keyword could indicate to a
set of publications to start with. However, what seems easy to generate and use
can eventually turn out to be difficult or even misleading: several tools for word
cloud generation have limitations regarding the amount of text they can process.
A solution is to perform a keyword coding, which serves three purposes (as used
in [28]): first, the list of keywords is shortened; second, the used terminology is
harmonized (e.g., “small-to-medium-sized companies” and “small and medium en-
terprises” are coded to “SME”); third, the keyword coding can be considered a
first step towards full coding, which is normally performed in the context of a
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mapping study to work out the classification schemas. If a keyword (and/or ab-
stract) coding would be performed, the outcomes of the activities would comprise
the respective keyword lists, abstract lists, the mapping files containing the codes
and all synonyms, and optionally generated visuals.
Utilizing Social Network Analysis as a Means for Pre-Selection A social network
is a graph that provides an overview of subjects and their relationships (see for in-
stance [12,49,54]). Right in the early stages, even before the actual study begins,
a social network graph can be generated from the result set. Such a graph can
serve multiple purposes. For instance, a social network graph highlights coopera-
tion cliques, i.e., authors that collaborate and contribute a considerable share of
the result set, thus, forming the “community leaders”. When it eventually comes
to begin with the result set analysis, researchers can face the problem to find a
proper starting point. Potentially identified clusters can provide some guidance
through the result set. Another option is to look for domain-shaping key contri-
butions, which are potentially highlighted by a citation network11. Beyond the
analysis preparation, a social network is also a supportive means within a study.
For example, in [27], we used a collaboration network to study if a found trend in
the publication space is just because of the result set’s background noise. There-
fore, we generated the social network to identify the key contributors and created
a sub-map, which was based on the respective publications only, and compared
whether the general trends differed.
4 Related Work and Discussion
This article complements a number of existing guidelines and initiatives for con-
ducting literature studies. In this section, we provide an overview of related work
including approaches, methods, experiences, and tools to support literature stud-
ies and position our contribution in context of the current publication landscape.
Table 7 summarizes the body of knowledge in existing guidelines we found particu-
larly relevant and adds how our contribution at hand deviates (i.e., adapts/extends)
from existing contributions.
Approaches We deliberately use the term “approaches” to subsume all the differ-
ent processes and methods utilized in literature studies. One prominent approach
in context of literature studies is the systematic review process as initiated for soft-
ware engineering by Kitchenham [19] and continuously improved, e.g., Kitchenham
and Charters [21], eventually leading to a consolidated guideline [22], as well as
the systematic mapping study made popular for software engineering by Petersen
et al. [40] (updated in [41]).
These general guidelines, which—despite of their value to provide a common
structure and consistent terminology—have been experienced as too generic for
direct practical application [41,51]. They still serve as an umbrella and a multi-
tude on fine-grained methods and models, and advice and best practices can be
11 This approach needs to be considered with care, as for instance newer publications may
have a high-quality contribution, but don’t have a high citation count (e.g., compared to a
10-year old publication). Therefore, citation networks only deliver initial indication and trends
shouldn’t be taken for granted.
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Table 7 Relation of the present guideline with further established guidelines.
Ref. Key Contributions Adaptation/Extension
[22] Kitchenham et al. provide a well elaborated
overview of the systematic literature study pro-
cesses. To this end, they introduce a conceptual
description of what to do in a systematic review
or in a systematic mapping study, and an ex-
planation of why these steps should be carried
out. The aim is to provide a generalized view
on what to do while concrete advice of how to
operationalize the respective steps in a specific
context is out of scope.
Our guideline emphasizes the operationalization of the
particular steps in the data collection and study selec-
tion phase, and the guide provides examples and crit-
ical discussion of lessons we learned. Furthermore, our
guideline describes activities as building blocks and of-
fers exemplary workflow templates for literature studies
of different complexity and size.
[41] Peterson et al. propose a guideline, which ex-
tends their original one [40] grounded in ev-
idence obtained from analyzing 52 mapping
studies and comparing the guidelines used
therein. The guideline provides a checklist of ac-
tivities and refers to articles that used those to
select data for the study. It further proposes a
more detailed classification schema (compared
to [40,55]) and comprises small examples for
illustration.
Our guideline has a different scope compared to [41] as
we focus on the relatively unexplored early stages only.
That is, our guideline focuses on the data collection and
study selection process, whereas we pay little attention
to the data extraction and analysis which we believe to
be already well elaborated. Yet, our guideline provides
a more detailed perspective, e.g., on the different prac-
tices and how to combine them, how to utilize techniques
such as word clouds or social networks to aid the selec-
tion process (both not mentioned in [41]). Therefore, our
guideline is a pragmatic complementation of the study
identification phase from [41].
[58] Zhang et al. describe a “quasi-gold standard”
to find an effective study selection strategy.
Among other things, Zhang et al. define a
search process to achieve high sensitivity and
precision of the searches.
Similar to Zhang et al., our guideline recommends utiliz-
ing different search engines. Yet, our guideline provides
more details regarding actual practices to analyze and
clean the result (sub-)sets obtained from different search
runs, and we also provide recommendations to develop an
integrated result set to be evaluated in the actual study
selection process. Therefore, our guideline complements
[58] and provides recommendations to fill gaps, such as
missing information concerning the steps required to get
from step 4 (conduct automated search) to step 5 (eval-
uate search performance).
[55] The work by Wieringa et al. has become repre-
sentative for developing classification schemas
based on a well elaborated reference (see also
[40,37] or [41]).
In the present guideline, we explicitly do not aim to sup-
port schema development. However, when providing a
data structure template, we leave room for classifica-
tion schemas. Furthermore, grounded in our experience,
we also propose considering free metadata to be col-
lected, since we found strict classification schemas not
well-applicable in all setups.
[16] The rigor-relevance model by Ivarsson et al.
provides a scale-based approach to determine
the relevance to industry and the rigorousness
of the research conducted. Hence, this model
can support the paper selection process.
In our guideline, we utilize the rigor-relevance model ex-
actly as proposed as an explicit extra dimension to sup-
port the classification, because we experienced it to be
of particularly high value. We therefore recommend to
use a combination of “standard schemas” (e.g., [55,16,
40,37]) complemented with study-specific schemas, e.g.,
those developed from free metadata.
embodied by the guidelines. For example, a challenge in literature studies is the
development of proper classification schemas. In literature, we find, for instance,
the research type facet classification schema developed by Wieringa et al. [55] and
the contribution type facet schema as illustrated by Petersen et al. [40] (adopted
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from Shaw’s work [50]) serving as generic classification patterns for studies [41].
Another perspective is provided by Paternoster et al. [37], who utilize a focus type
facet and a pertinence facet. Furthermore, Paternoster et al. [37] include a model
for determining rigor and relevance of the involved studies (based on a model pro-
posed by Ivarsson and Gorschek [16]) to support the determination of the result
set’s reliability. However, Petersen et al. [41] mention those classification schemas
critical. The reason is that such schemas, as the one by Wieringa et al. [55], leave
room for interpretation. As a matter of fact, we can find “tailored” variants of
this schema in a number of studies (see also Wohlin et at. [57]). It also remains a
challenge to construct a schema in a proper and efficient manner, and a number
of strategies are available for this purpose [39]. For instance, in our study [28],
we used the focus type facet concept finding the described construction procedure
from [37] inappropriate for the following reasons: if one has to deal with a very
large number of papers, a manual coding-based schema construction is too costly.
Moreover, it is challenging to clearly define the elements of such a schema, as
indicated by Portillo-Rodr´ıguez et al. [42]. This is because not all papers have
sufficient information in title, keywords, and abstracts to conduct a proper and
fine-grained classification [4], and if the purpose of the study is to capture an entire
domain, developing a precise classification is close to impossible, as many publi-
cations address multiple topics, which makes a unique classification hard or even
impossible. Therefore, in previous work [28], we started collecting “free” metadata
instead of providing a big picture of the domain, but leaving the full classification
to the fine-grained analyses of selected topics. As outcome, in [23,24] we used the
metadata to generate heat maps (as also done in [38]) to work out trends worth
further investigation.
Constructing a classification schema requires data to apply the schema. In this
respect, Petersen et al. [41] found 15 ways to collect and identify relevant studies.
Data search is mainly done using manual and database searches, and snowballing.
Yet, it is currently subject to discussion which of the practices (or combinations
thereof) result in datasets of sufficient quality and what is considered a sufficient
dataset after all [57]. Ali and Petersen [1] review strategies to select studies in
systematic reviews and formulate a selection process. They conclude that a good-
enough sample could be obtained by following a less inclusive but more efficient
strategy. Zhang et al. [58] present a “quasi-gold standard” to identify relevant
studies and Badampudi et al. [2] show that snowballing also leads to an appropriate
result set. That is, all the different search strategies used so far produce sufficient
datasets. Up to now, however, little has been reported on the complementary
use of the different search strategies, costs and benefits associated with such a
combination. In the present article, similar to Dyb˚a et al. [8], we stress this aspect
by presenting the combined use, and we also demonstrate how a search can be
complemented by further techniques, such as social network analysis [49,54] or
word clouds [28,24], to support pre-selection, analysis scoping, and dataset/result
visualization.
The search and selection procedures also include the definition and use of in-
clusion and exclusion criteria. However, Petersen et al. [41] found only five out
of 10 guidelines explicitly addressing this topic, but there was so far no attempt
to craft a set of standard in-/exclusion criteria. Similarly to standard research
questions, standard data collection workflows, and standard study selection pro-
cedures, we have proposed a set of standard inclusion and exclusion criteria to
28 Marco Kuhrmann et al.
support a quick start of the study and to lay the foundation for the development
of further study-specific criteria.
Experiences Regarding the (generic) guidelines used by empirical software engi-
neering researchers, Petersen et al. [41] found and compared in total 10 guidelines
used, whereas the (more general) ones by Kitchenham and Charters [21] and Pe-
terson et al. [40] were identified as the most frequently used. Furthermore, their
findings include identified gaps in the individual guidelines, such as missing practi-
cal advice on how to do self-evaluation, justification and motivation of the research
question chosen regarding the demographic overview of a planned study, or miss-
ing shared practices from personal accounts of designing systematic reviews and
mapping studies by following specific guidelines. Petersen et al. [41] add to a se-
ries of meta-studies that aim to monitor the guidelines’ application and to collect
lessons learned and best practices is a required step to consolidate experience. For
instance, Kitchenham and Brereton [20] analyzed 68 studies and found that the
time required to conduct a systematic review and difficulties regarding quality as-
sessment are problematic. This finding provides extra arguments for sophisticated
tool support. In their study, authors also found current digital libraries not appro-
priate for broad literature searches. This is also supported by Brereton et al. [4],
who specifically found the indexing of those digital libraries inadequate and also
mention that the quality of paper abstracts is too poor, e.g., to judge upon the
relevance of a paper based on its abstract only. This provides a rationale for dif-
ferent search and selection strategies [1,2,58]. A more general discussion is raised
by Staples and Niazi [51], who generally recommend using guidelines, but also
mention a need to optimize the process as such (e.g., narrowly defined research
questions, improved selection procedures, and improved data extraction) to reduce
the effort needed to conduct such a study. However, exemplary research questions
to start a literature study are only provided by Petersen et al. [41] as part of the
analysis of other studies, thus, being focused to the respective study subjects—
the presented list of quoted research questions does not serve the generalization.
Dyb˚a et al. [8] consider “normal” meta-analytic approaches to be of limited use
for software engineering only and, hence, report their experience from applying
diverse study types in a systematic review; a mixed-method approach similar to
the practices reported in the present article. Riaz et al. [45] provide a different
perspective in their report and mention experts and novices having a different
perception of the systematic review process and its challenges. The present article
also addresses this point by providing examples, reusable assets like research ques-
tions or in-/exclusion criteria, and a detailed elaboration on selected practices and
a demonstration of their use. Such challenges are also addressed by Fabbri et al.
[10], who provide an experienced-based guideline that comes as integrated process
with the purpose of externalizing tacit knowledge about the process and its im-
plementation. In contrast to Fabbri et al. [10], the present article is not supposed
to be a self-contained comprehensive guideline covering the process of conducting
a literature study as a whole. Instead, we focus on the early stages and provide
a limited, but interlinked set of practices illustrated by examples and reusable
building blocks, which we also compile into reference workflows to follow.
Tools The body of knowledge in software engineering is growing and, thus, lit-
erature studies are likely to grow in size and complexity as well. Tool support
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has therefore become crucial to collect, manage, and evaluate data. However, the
question of what can be considered as proper tool support has puzzled researchers
for years [13,52]. A group around Marshall conducted research on tool support for
literature studies [30,31,32,33]. Among others, they provided a feature analysis to
define basic requirements [32], and in [5], authors found a strong need to provide
support for planning and teamwork when conducting a literature study. In [33],
the same author group concluded a recommended list of requirements, which was
generated based on 13 semi-structured interviews. Yet, the requirements list only
provides a high-level overview of features that opens a fairly large design space that
should be carefully considered when designing tools. The challenges coming along
with this large design space were explicitly addressed in [52] in which we, based
on a shared set of requirements, independently developed two tools—both real-
izations with different features emphasized and implementing different work and
collaboration patterns. Over the years, few tools dedicated to support researchers
performing systematic reviews have been proposed; notable examples are SLuRp
[3], SESRA [35], and StArt [9]. These tools were analyzed in [32], yet those are not
ranked with flying colors. Still, the classic spreadsheet application (quite often) in
combination with so-called reference managers (e.g., EndNote, Mendeley, Papers,
and Zotero) seem to build the standard tooling for literature studies.
Summary of Related Works The present article contributes to the body of knowl-
edge by stressing the need for more concrete advice to complement the generic
guidelines, and by offering an experience-based guideline especially to perform the
steps in the early stages. Although for instance Petersen et al. [41] provide a com-
prehensive selection of practices used for these stages, a streamlined approach to
presenting, explaining, and linking these steps to each other is not in scope of their
contribution. In a nutshell, most of the available guidelines are focused on what
a design should accomplish rather than on how and why a particular step should
be executed in a cost-effective way. For example, we found no guideline explaining
what pieces of information are worthwhile including and what justified particular
configurations of descriptive data pieces to be taken care of by the researchers.
Our recommended minimal data structure (Table 8) can be directly used by re-
searchers facing this question. Furthermore, no guideline so far discussed in detail
the ways to run a voting procedure. We provided an operationalized description
on how to do this in a systematic way, along with a discussion on a research team
model, a scaling/vote calculation schema and a demonstration of a potential tech-
nical realization based on the suggested minimal data structure (Figure 10). Based
on our reported experience, we also provide a description of the work deliverables
that are produced during a literature study process and the dependencies among
the deliverables (Sect. 2.4), and we shared our lessons learned regarding the issues
coming along with handling search engines, which are barely discussed in available
guidelines.
5 Conclusion
Systematic literature studies have become a powerful means to elaborate and struc-
ture the state of reported knowledge. Especially in the software engineering com-
munity, they have received much attention in recent years. Despite their relevance
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to the community and first valuable proposals of guidelines, they are difficult to
conduct, require a lot of effort and depend on experiences and expertise of the re-
searchers involved. Especially the latter decides often over the success of a study,
depending on aspects such as
– Appropriateness of the research questions and value to the community,
– Accuracy of the design, or
– Reproducibility of the data collection.
When conducting literature studies, there are various challenges all concerning
the initial stages of the data collection rather than the particularities of the later
analytical phase, and there are challenges that concern the organization of such a
study.
In this article, we reported on our experiences made in the course of various
literature studies and contributed an experience-based guideline that puts strong
emphasis on tackling some practical challenges. Our aim was to specifically sup-
port young scholars facing their first literature study and to provide them with a
pragmatic and easy-to-enact guideline. To this end, we collected and structured
our experiences, and we also shared our experiences in utilizing different tools to
support the data collection, the dataset cleaning, or the study selection procedures.
Furthermore, we provided some generalized blueprint-style workflows to follow in a
particular study, also increase the efficiency in the way study designs are reported
in papers within the space limitations given for conference submissions so that the
used approaches don’t have to be justified from scratch all the time drowning the
presentation of the results out.
While compiling this guideline, we also realized again the need for fine-grained
guidelines and, moreover, the need for a sophisticated tool support. As a matter
of fact, all our studies were conducted utilizing fairly simple tools, such as spread-
sheets or plain text files to feed further external tools, e.g., word cloud generators.
However, having conducted the data collection, research teams have rich data avail-
able, which could be used for extensive tool-support. Yet, comprehensive tools are
not yet publicly available or, if at all, in their early stages of their development as
for instance [52]. This indicates to a strong need to (1) increasing the effort spent
on developing applicable procedures and fine-grained reference workflows from the
available knowledge and experience, and (2) to put effort into the development
of tools to support literature studies. These tools need to support the collection
of data, their storage and organization, the management of in-/exclusion criteria,
support to implement workflows for paper selection and classification, which also
includes the management of classification schemas, and, eventually, supporting
the connection to further tools, e.g., word cloud generators, statistics software,
and social network analysis tools.
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A Study Workflow Templates
In this appendix, we provide selected workflow templates, which we inferred from experiences
(Table 5) for simple reuse in research method descriptions of scientific papers. The provided
templates can be used to inspire or shorten the description of research methods, which es-
pecially in conference papers consumes much precious space. For each model in subsequent
sections, we provide a brief context description, an exemplary workflow, and textual descrip-
tion.
A.1 Template 1: 2 Researcher Workshop Model with Snowballing
Context: This model addresses smaller literature studies in which just two researchers collab-
orate, thus, having no option to implement more comprehensive study selection procedures,
such as majority votes. Our experience shows this model to be well-applicable in settings with
up to approximately 50 papers, two senior or one senior and one junior researcher, and in
distributed settings. Apart from an initial research objective and/or a set of research questions
and a (small) set of reference publications, no extra entry conditions need to be fulfilled.
Workflow: Figure 8 illustrates the basic workflow for this model including some notes em-
phasizing the most relevant points to be considered.
Select Reference 
Studies (Papers)
Carry out 
Snowballing
Define Queries Define Data Sources Define Inclusion and Exclusion Criteria
Carry out Data 
Collection
Clean Result Set
Rating Workshop
Perform Kick-Off 
Meeting 
Perform Individual 
Rating
Integrate Individual 
Ratings
(call in 2 
reviewers)
[Consensus=no]
Keywording on 
Studies obtained from 
Snowballing
(decide on those studies
that are not yet voted in
or out; in the workshop,
1st: discuss paper based
on metadata, 2: inspect
the whole paper)
(discuss in-/exclusion criteria
and agree upon schedule)
(integrate the individual data 
sets and analyze the results; 
identify the undecided studies 
and prepare a closing or rating 
workshop)
(conduct automated data search 
based on the queries developed 
from the snowballing outcomes)
(analyze the snowballing 
results to generate "formal" 
keyword lists for the search 
query construction)
(define AND test the search
queries; run tests and inspect 
the results: are the reference 
papers in the result?)
(define the in-/exclusion 
criteria; use standard criteria 
and revise them with study-
specific criteria)
[Consensus=yes]
(handover to the main study)
Fig. 8 Exemplary workflow for the 2 researcher workshop model with a snowballing-based
preliminary study.
Workflow Description: The 2 Researcher Workshop Model with Snowballing is implemented
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as follows: Right in the beginning of the study, a snowballing-based preliminary study is con-
ducted. For this pre-study, a set of reference papers is selected to lay the foundation for an
(incremental) snowballing search. When the snowballing is done, the obtained papers are ana-
lyzed for keywords, which are used to construct the search queries for an automated database
search. As the last preparation steps, the data sources of interest are selected and the inclusion
and exclusion criteria are defined.
The data collection is performed (according to the search strategy, Sect. 2.2.1). After
the search, the dataset is cleaned (Sect. 2.2.2), e.g., by a stepwise integration of individual
datasets. The kick-off meeting is—on the one hand—closing the data collection and cleaning
phase and—on the other hand—starts the study selection phase. In the kick-off meeting, both
researchers reflect on all the criteria, inspect and prepare the dataset for the rating, and agree
on a schedule. According to the procedure illustrated in Figure 5, each researcher gets a copy
of the dataset and carries out the individual rating. When the rating is done, both datasets
are integrated and checked for consensus. In a rating workshop (or multiple workshops), both
researchers iterate through the dataset discussing all items that are not yet decided to find an
agreement. When the concluding integration is done, the study selection phase is closed and
the result set is transferred to the main study (Sect. 2.4). For handing over the result set, a
copy of the fully rated result set is created for archiving, and the actual result set is reduced,
i.e., those dataset items that were rated as irrelevant for the main study are removed from the
dataset so that only relevant data finds its way into the analysis.
A.2 Template 2: 3 Researcher Voting-only Model
Context: This model addresses literature studies in which three researchers collaborate and
implement a voting-based study selection procedure. Our experience shows this model to be
well-applicable in the majority of all literature study settings. This model supports mixed and
distributed teams, whereas at least one senior researcher has to be involved to guide the study
project. Our standard implementation of the 3 Researcher Voting-only Model follows the 2+1
approach (Figure 5, p. 15), i.e., the voting procedure to select relevant papers is organized by
two researchers carrying out the full voting independently and calling in a third researcher to
make the final decisions. In order to set up a study following this model, research objectives
and questions, keyword lists and accordingly derived search queries have to be in place; op-
tionally, a (small) set of reference publications is available.
Workflow: Figure 9 illustrates the basic workflow for this model including some notes em-
phasizing the most relevant points to be considered.
Workflow Description: The 3 Researcher Voting-only Model is implemented as follows:
After defining the search queries, data sources of interest, and the required inclusion and ex-
clusion criteria, actual data collection is performed (Sect. 2.2.1). After the data collection, the
data sets are cleaned (Sect. 2.2.2), e.g., via a stepwise integration of individual datasets.
In the kick-off meeting, the team of researchers nominates two researchers who will con-
duct the initial rating. According to the procedure illustrated in Figure 5, each of the two
selected researchers gets a copy of the integrated dataset for carrying out the individual rat-
ing. When both researchers have rated the dataset, one of them integrates both and analyzes
the integrated result set for the agreement. Those dataset items that are not yet decided are
selected and exported in a reduced dataset, which is given to the third reviewer. The third
reviewer then performs a rating on the reduced dataset and, eventually, integrates the outcome
with the full dataset. After performing this third rating, the dataset is now fully decided and
can be prepared to be transferred to the main analysis (Sect. 2.4). If using a tool-supported
approach as, for instance, shown in Figure 10, the different stages can be supported by simple
calculation, scripts, and conditional formatting (color coding).
B Recommended Data Structure
In this section, we present a recommendation of a data structure to store data obtained by a
manual/automatic literature search. Table 8 presents this recommended data structure, which
emerges from several literature studies (Table 5), and the table explains the meaning of the
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Perform Kick-Off 
Meeting 
Perform Individual 
Rating
Integrate Individual 
Ratings
[Consensus=yes]
[Consensus=no]
(call in reviewer 3)
Define Queries Define Data Sources Define Inclusion and Exclusion Criteria
Carry out Data 
Collection
(conduct automated data search 
based on the queries in the defined 
data sources)
(define AND test the search
queries; run tests and inspect 
the results: are the expected 
papers in the result?)
(define the in-/exclusion 
criteria; use standard criteria 
and revise them with study-
specific criteria)
Clean Result Set
(call in 2 reviewers)
(discuss in-/exclusion criteria, decide 
which 2 reviewers do the initial 
selection, and agree upon schedule)
(handover to the main study)
Fig. 9 Exemplary workflow for a data collection and study selection approach for 3 reviewers
using a voting-only approach.
different fields. Note: We consider the presented data structure to be minimal, i.e., specific
studies will require further data fields. However, due to the absence of comprehensive and
mature tools to support mapping studies, the normal would be to set up a simple spreadsheet.
Examples of such spreadsheets (Figure 10) can be obtained from http://goo.gl/PBylsn.
Fig. 10 Example of a color-coded voting spreadsheet. The sheet shows different combinations
of a 3-person majority vote (2 reviewers + 1 extra reviewer for final decisions).
The data structure as presented in Table 8 only contains a minimal set of data, which
needs to be extended according to the study’s scope. For systematic mapping studies, the
following extra data should be contained:
– Generic/reused classification schemas, such as research/contribution type facet (Wieringa
et al. [55], Petersen et al. [40])
– Study-specific classification schemas, such as focus type facets (Paternoster et al. [37]) or
rigor/relevance models (Ivarsson and Gorschek [16])
– In-/exclusion criteria to document, why a paper was in-/excluded (cf. Table 2)
Furthermore, grounded in our experience from [28], we also recommend adding “dynamic
metadata” to the data structure (as already mentioned in Table 8). Such metadata can be
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Table 8 Recommended minimal data structure.
Field Cardinality Description
No. 1 The overall publication number in the integrated dataset.
DB-No. 1 The database-specific number if a paper from the individual lit-
erature database to allow for linking an entry to the originating
dataset.
Title 1 Title of the publication.
Authors 1, 1..n Authors of the publication; either integrated in one cell and
separated by special characters (e.g., “;”), or converted into a
one-author-per-cell pattern, i.e. there are n columns to represent
the author list.
Keywords 1 List of keywords separated by special characters (e.g., “,” or
“;”).
Abstract 1 Abstract of the paper.
Year 1 Year of publication (note: e.g., for journals, there might be mul-
tiple dates, such as accepted, online available, preprint, pub-
lished, etc.—it is required to define which of these is the one
that makes it into the dataset).
Publisher/
Database
1 Which database created this item? In case of cross-indexing,
publisher and originating database can differ, e.g., IEEE Xplore
also lists IET papers.
Source/
Venue
1 Which source or venue published this paper? In case of
a conference, this field should contain the conference name
and/acronym, in case of a journal, the name/acronym of the
journal should be contained, and so forth.
Publication
Vehicle
1..n For every publication vehicle, an individual column should be
present, e.g., journal, magazine, conference, workshop, book,
chapter, misc, and so forth. Experience shows individual
columns beneficial for later analyses.
General
Comments
1 Provide some space for general comments.
Metadata
Classes
(optional)
0..n It was shown beneficial to provide some space for metadata, for
example, this is a survey, a literature review, this deals with
Agile, and so forth. The number of metadata is not limited and
can be extended during analysis. Furthermore, metadata should
allow for categorization, that is, one column per metadata class
should be provided.
added on-the-fly and can support the enhancement of the dataset. From our experience [23],
we recommend to collect metadata at least from the dimensions Study and Context.
The dimension Study covers the overall research approach followed in a particular paper,
e.g., is a particular paper a primary study, a replication, or even a secondary study, and it
can even contain the research methods used, such as interview research or grounded theory
analyses. Metadata from this category supports a more detailed classification and analysis
of papers regarding the research and contribution type facets. The dimension Context aims
at collecting as much context information from the selected papers as possible, such as the
software engineering lifecycle phase addressed by a paper (e.g., design, coding, test), the orga-
nizational context in which the research was conducted (e.g., SMEs, global players etc.), and
the application domain of a paper (e.g., automotive software or software for the healthcare
domain).
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