Descriptive Statistics
Descriptive statistics for the sample used to estimate the effect of incumbency on license approval and rejection are in table 1; those for the sample used to estimate the effect of license approval on electoral outcomes are in table 2. These descriptive statistics underscore that the political control of community radio is largely a small-town phenomenon. In table 1, containing the variables used in balance testing for the RD analysis, coalition votes and the size of the municipal electorate are markedly skewed to the right, as is the absolute value of the raw vote margin. In table 2, containing the variables used in matching, size of the electorate and the number of applications from a given municipality are similarly skewed to the right.
Alternative Forcing Variables

Standardized Vote Margin
As discussed on page 13, we have a theoretical preference for using raw vote margin as the forcing variable in the RD analysis. However, as a robustness test, we re-ran the analysis using vote margin as a share of total valid votes as our forcing variable. Bandwidth for the local linear regression was determined via a new application of the cross-validation algorithm; discontinuity sample bandwidths were chosen to give similar sample sizes as in the main analysis. Treatment effects (table 4) using this alternate forcing variable do not differ markedly from those obtained when using raw vote margin; all four specifications give positive effect estimates for application approval and negative effect estimates for application rejection. The major difference is that fewer estimates obtain conventional levels of statistical significance.
Despite the similar results, balance statistics for this alternative forcing variable (table 3) give strong reason to prefer raw vote margin. On average across the four specifications, 3 of 18 covariates differ significantly between treatment and control groups at the .05 level, far more than would be expected by chance. Moreover, one of these specifications fails our placebo test (the effect of incumbency on application approval before the election). These findings argue strongly against the "as if" random assumption of the RD design. Finally, two specifications show significant treatment effects on the decision to apply for a license, suggesting that conditioning on this variable induces post-treatment bias. Taken together, these balance statistics should cast doubt upon the treatment effect estimates in table 4. None of these problems arises when using raw vote margin as the forcing variable.
Inflated Vote Margin
As discussed in endnote 11, using raw vote margin as a forcing variable has the disadvantage that, in small municipalities, the window used for the RD analysis may sometimes be large relative to the total number of votes received. Losing by one vote is a bare loss in any election; losing by 40 might be a bare loss for a candidate who received 20,000 votes, but not for one who only received 80. The latter outcome is likely in small towns. Thus, as a robustness check, we re-ran the analysis using an "inflated vote margin," where raw vote margin M ij was multiplied by v ij /(v ij − M ij ) for winning candidates, and (v ij − M ij )/v ij for losing candidates. The value of this inflation factor is always greater than 1, and bandwidths remain the same as in the main analysis, so this transformation has the effect of removing some observations from each sample without introducing any new ones.
Using inflated vote margin, we obtain good balance for all specifications except the smallest discontinuity sample, and there are no significant results for the placebo test or the effect of incumbency on applying for a license (table 5) . Except for the smallest discontinuity sample, which may suffer from bias due to confounding, effect estimates are similar to those obtained in the main analysis (table 6) .
Heterogeneous Treatment Effects by Municipality Size
As discussed on page 13, we expect that the effect of incumbency on the fate of community radio license applications should be greatest in small towns. This expectation underlies our preference for raw rather than standardized vote margin as a forcing variable, since the latter overrepresents large municipalities (see endnote 11). We find some evidence to support this conjecture when examining heterogeneous treatment effects by municipality size, with the sample split by the median municipal population of towns served by community radio (14,149). Table 7 presents the heterogeneous treatment effect estimates using our alternative forcing variable, standardized vote margin.
In the low population municipalities, treatment effects are larger and more consistently significant than in the full sample, especially for application rejection. In the high population municipalities, we obtain small and insignificant effect estimates, despite the fact that these samples are larger in three out of four specifications.
When using raw vote margin as a forcing variable (table 8) , we see less of a stark difference between low and high population municipalities. Estimated effects are mostly insignificant, presumably because of the reduced statistical power with these smaller sample sizes.
On the whole, these results do seem to support our hypothesis that treatment effects should be larger in small towns. However, this question is one that should be revisited when more data are available, especially given the insignificant results when splitting the raw vote margin sample by municipality size.
Matching with Covariate Adjustment
As discussed on page 21, the only covariate remaining slightly imbalanced after matching (indicated by a KS test or t-test p-value of less than 0.1) was the log of candidate assets. As a robustness check, we used regression adjustment after matching to correct for the remaining imbalance. ATT estimates, reported in the top panel of table 9, are nearly identical to those obtained in the main analysis.
Matching with Alternate Control Groups
As discussed in endnote 14, our initial control group consists primarily of candidates who applied for a radio license before the election and were rejected at some point prior to data collection. Many of these applications will have been rejected before the election, though we cannot identify them because we do not have rejection dates. Unobserved factors leading an application to be rejected before the election, such as a politician's incompetence or political biases against him/her, might also influence the outcome of the election. If so, our estimates could suffer from confounding.
As a robustness check, we re-ran the matching analysis using two different initial control groups, which each eliminate the 907 candidates who applied before the election and had their applications rejected. Doing so leaves far fewer control than treated observations, so in order to obtain acceptable balance, we were also forced to expand the initial control groups. In the first alternate control group, we included all candidates who applied for a radio license after the election, regardless of the fate of their application. In the second alternate control group, we include these post-electoral applicants, along with candidates who formally expressed interest in acquiring a radio station but
had not yet applied, typically because a formal call for applications had not been issued.
1 Both groups of candidates should be more similar to the treated candidates (who applied and received their licenses before the election) than those who never applied or expressed interest.
These alternate control groups do suffer from some drawbacks, though of a different sort from our main control group. The results of the election might influence candidates' subsequent decision to apply for a radio station, or they might influence regulators' decisions about their license applications. The latter problem affects the newly included post-electoral applicants, but also the pre-electoral applicants who ended up rejected and were cut from the control group; some of these licensing decisions will have occurred after the election. In other words, the outcome of the analysis might partially affect the composition of our alternate initial control groups, which could bias our results in a way not possible with our main control group. We seek to mitigate this sort of bias by including post-electoral applicants regardless of the fate of their applications.
For the first alternate control group, our estimand is average treatment effect on the treated, but unfortunately, common support was impossible to achieve without dropping some treated units. To obtain covariate balance, we exactly matched (or used a caliper) on election year, vote share in the previous election, education, media-related occupation, PSDB party membership, and municipal vote share for the PSDB in 2000. This matching strategy resulted in a sample of treated unitswhen compared to treated units in the full sample-that were slightly less educated, received lower prior vote shares, were less likely to belong to the PSDB or work for the media, and came from municipalities that were less supportive of the PSDB in 2000. On the whole, however, the differences between the matched treatment group and the full sample treatment group were small.
Balance statistics for the first alternate control group are reported in table 10. By using a caliper, we were able to obtain good balance on all covariates except the log of the number of competing applications, which, as discussed in the text, seems unlikely to have a direct effect on election outcomes. This variable depends partially on municipality size, which could matter directly for electoral results, though we do obtain balance on the log of the municipal electorate, so population should not be a confounder.
For the second alternate control group, the inclusion of additional pre-matching control unitsthose who expressed interest in acquiring a radio station without formally applying-means that we were not forced to drop treated units to obtain decent balance. As with the first alternate control group, excellent balanced is obtained on all covariates except the log of the number of competing applications (table 11) .
Results obtained when using these alternate control groups are reported in the bottom two panels of table 9. Three of the four effect estimates are slightly larger than those obtained when using the main control group, and they achieve similar levels of statistical significance. For probability of election with the first alternate control group, the estimated effect is still positive, though smaller and statistically insignificant. 
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-2.9×10 Table 11 . Balance Statistics before and after matching using the second alternate control group. Standardized difference is the mean difference divided by the standard deviation of the treatment units, multiplied by 100. p-values are from t-tests (two-sample before matching, paired after matching) and, for non-binary variables, bootstrapped Kolmogorov-Smirnov tests. 
