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Abstract
This paper proposes general methods for the problem of multiple test-
ing of a single hypothesis, with a standard goal of combining a number of
p-values without making any assumptions about their dependence struc-
ture. An old result by Ru¨schendorf and, independently, Meng implies
that the p-values can be combined by scaling up their arithmetic mean
by a factor of 2 (and no smaller factor is sufficient in general). Based
on more recent developments in mathematical finance, specifically, robust
risk aggregation techniques, we show that K p-values can be combined
by scaling up their geometric mean by a factor of e (for all K) and by
scaling up their harmonic mean by a factor of lnK (asymptotically as
K → ∞). These and other results lead to a generalized version of the
Bonferroni–Holm method. A simulation study compares the performance
of various averaging methods.
The version of this paper at http://alrw.net (Working Paper 21) is up-
dated most often.
1 Introduction
Suppose we are testing the same hypothesis using K ≥ 2 different statistical
tests and obtain p-values p1, . . . , pK . How can we combine them into a single
p-value?
One of the earliest papers answering this question was Fisher’s [7]. However,
Fisher’s paper assumes that the p-values are independent (in practice, obtained
from independent test statistics), whereas we would like to avoid any assump-
tions besides all p1, . . . , pK being bona fide p-values. Fisher’s method has been
extended to dependent p-values in, e.g., [4, 18], but the combined p-values ob-
tained in those papers are approximate; in this paper we are interested only in
precise or conservative p-values.
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Without assuming any particular dependence structure among p-values, the
simplest way of combining them is the Bonferroni method:
F (p1, . . . , pK) := K min(p1, . . . , pK) (1)
(when F (p1, . . . , pK) exceeds 1 it can be replaced by 1, but we usually ignore
this trivial step). Albeit F (p1, . . . , pK) is a p-value (see Section 2 for a precise
definition of a p-value), it has been argued that in some cases it is overly con-
servative. Ru¨ger [26] extends the Bonferroni method by showing that, for any
fixed k ∈ {1, . . . ,K},
F (p1, . . . , pK) :=
K
k
p(k) (2)
is a p-value, where p(k) is the kth smallest p-value among p1, . . . , pK ; see [25]
for a simpler exposition. Hommel [13] develops this by showing that
F (p1, . . . , pK) :=
(
1 +
1
2
+ · · ·+ 1
K
)
min
k=1,...,K
K
k
p(k) (3)
is also a p-value. Simes [29] improves (3) by removing the first factor on the
right-hand side of (3), but he assumes the independence of p1, . . . , pK .
To us, intuitively, the most natural way to combine K p-values is to average
them, by using p¯ := (p1 + · · · + pK)/K. Unfortunately, p¯ is not necessarily a
p-value. An old result by Ru¨schendorf [27, Theorem 1] shows that 2p¯ is a p-
value; moreover, the factor of 2 cannot be improved in general. In the statistical
literature this result was rediscovered by Meng [24, Theorem 1].
In this paper (see Section 3) we move on to a generalized notion of the
mean as axiomatized by Andrei Kolmogorov [17] and adapt various results
of robust risk aggregation [5, 1, 6, 31, 16] to combining p-values by averag-
ing them in Kolmogorov’s wider sense. In particular, to obtain a p-value from
given p-values p1, . . . , pK , it is sufficient to multiply their geometric mean by e
(as noticed by Mattner [22]) and to multiply their harmonic mean by e lnK
(for K > 2). More generally, we consider the mean Mr,K(p1, . . . , pK) de-
fined by ((pr1 + · · · + prK)/K)1/r for r ∈ [−∞,∞]; in particular, our results
cover the Bonferroni method (1), which corresponds to M−∞,K(p1, . . . , pK) =
K min(p1, . . . , pK) (see, e.g., [11, (2.3.1)]).
Median is also sometimes regarded as a kind of average. Ru¨ger’s (2), applied
to k := dK/2e, says that p-values can be combined by scaling up their median by
a factor of 2 (exactly for even K and approximately for large odd K). Therefore,
we have the same factor of 2 as in Ru¨schendorf’s [27] result. (Taking k =
b(K + 1)/2c = dK/2e is suggested in [21, Section 1.1].) More generally, the α
quantile p(dαKe) becomes a p-value if multiplied by 1/α.
It is often possible to automatically transform results about multiple test-
ing of a single hypothesis into results about testing multiple hypotheses; the
standard procedures are Marcus et al.’s [20] closed testing procedure and its
modification by Hommel [14]. In particular, when applied to the Bonferroni
method the closed testing procedure gives the well-known method due to Holm
[12], which we will refer to as the Bonferroni–Holm method; see, e.g., [14, 15]
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for its further applications. In Section 4 we briefly discuss a similar application
to one of the procedures of Section 3.
Section 5 discusses weighted averaging, and Section 6 contains a simulation
study which compares various methods of averaging. Section 7 concludes the
paper. As this paper targets a statistical audience, in the main text, we shall
omit proofs and techniques based on results from the literature of robust risk
aggregation; the details can be found in the Appendix.
Some terminology
A function F : [0, 1]→ [0,∞) is increasing (resp. decreasing) if F (x1) ≤ F (x2)
(resp. F (x1) ≥ F (x2)) whenever x1 ≤ x2. A function F : [0, 1]K → [0,∞) is
increasing (resp. decreasing) if it is increasing (resp. decreasing) in each of its
arguments. A function is strictly increasing or strictly decreasing when these
conditions hold with strict inequalities.
2 Merging functions
A p-value function is a random variable P that satisfies
P(P ≤ ) ≤ , ∀ ∈ (0, 1). (4)
The values taken by a p-value function are p-values (allowed to be conserva-
tive). In Section 1 the expression “p-value” was loosely used to refer to p-
value functions as well. A merging function is an increasing Borel function
F : [0, 1]K → [0,∞) such that F (U1, . . . , UK) is a p-value function for any
choices of random variables U1, . . . , UK (on the same probability space, which
can be arbitrary) distributed uniformly on [0, 1]. Without loss of generality we
can assume that U1, . . . , UK are defined on the same atomless probability space,
which is fixed throughout the paper (cf. [8, Proposition A.27]). Let U be the set
of all uniformly distributed random variables (on our probability space). Using
the notation U , an increasing Borel function F : [0, 1]K → [0,∞) is a merging
function if, for each  ∈ (0, 1),
sup {P(F (U1, . . . , UK) ≤ ) |U1, . . . , UK ∈ U} ≤  (5)
We say that a merging function F is precise if, for each  ∈ (0, 1),
sup {P(F (U1, . . . , UK) ≤ ) |U1, . . . , UK ∈ U} = . (6)
Remark. The requirement that a merging function be Borel does not follow
automatically from the requirement that it be increasing: see the remark after
Theorem 4.4 in [10] (Theorem 4.4 itself says that every increasing function on
[0, 1]K is Lebesgue measurable).
It may be practically relevant to notice that, for any merging function F ,
F (P1, . . . , PK) is a p-value function whenever P1, . . . , PK are p-value functions
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(on the same probability space). Indeed, for each k ∈ {1, . . . ,K} we can define
a uniformly distributed random variable Uk ≤ Pk by
Uk(ω) := P(Pk < Pk(ω)) + θ P(Pk = Pk(ω)), ω ∈ Ω,
where θ is a random variable distributed uniformly on [0, 1] and independent of
P1, . . . , PK , and Ω is the underlying probability space extended (if required) to
carry such a θ; we then have
P(F (P1, . . . , PK) ≤ ) ≤ P(F (U1, . . . , UK) ≤ ) ≤ , ∀ ∈ (0, 1).
Therefore, the procedure of merging can be carried out in multiple layers (al-
though it may make the resulting p-value overly conservative).
3 Combining p-values by symmetric averaging
In this section we present our methods of combining p-values via averaging. A
general notion of averaging, axiomatized by Kolmogorov [17], is
Mφ,K(p1, . . . , pK) := ψ
(
φ(p1) + · · ·+ φ(pK)
K
)
, (7)
where φ : [0, 1] → [−∞,∞] is a continuous strictly monotonic function and
ψ is its inverse (with the domain φ([0, 1])). For example, arithmetic mean
corresponds to the identity function φ(p) = p, geometric mean corresponds to
φ(p) = ln p, and harmonic mean corresponds to φ(p) = 1/p.
The two general results of this section, Theorems 1 and 7, will be con-
sequences of known results in the field of mathematical finance dealing with
robust risk aggregation. In Appendix A, with a few auxiliary results, we estab-
lish a connection between the p-value merging problem and recent results on
robust risk aggregation, where one also finds the proofs of the vast majority of
other results of this paper.
Theorem 1. Suppose a continuous strictly monotonic φ : [0, 1] → [−∞,∞] is
integrable, i.e.,
∫ 1
0
|φ(u)|du <∞. Then, for any K ∈ {2, 3, . . .} and any  > 0,
P
(
Mφ,K(p1, . . . , pK) ≤ ψ
(
1

∫ 
0
φ(u)du
))
≤ . (8)
As we stated it, Theorem 1 gives a critical region of size . An alternative
statement is that Ψ−1(Mφ,K) is a merging function, where the strictly increasing
function Ψ is defined by
Ψ() := ψ
(
1

∫ 
0
φ(u)du
)
,  ∈ (0, 1). (9)
We focus on the most important special case of (7), namely,
Mr,K(p1, . . . , pK) :=
(
pr1 + · · ·+ prK
K
)1/r
, (10)
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where r ∈ R \ {0} and the following standard conventions are used: 0c :=∞ for
c < 0, 0c := 0 for c > 0, ∞ + c := ∞ for c ∈ R ∪ {∞}, and ∞c := 0 for c < 0.
The case r = 0 (considered in [22]) is treated separately (as the limit as r → 0):
M0,K(p1, . . . , pK) := exp
(
ln p1 + · · ·+ ln pK
K
)
=
(
K∏
k=1
pk
)1/K
,
where, as usual, ln 0 := −∞, −∞+c := −∞ for c ∈ R∪{−∞}, and exp(−∞) :=
0. It is also natural to set
M∞,K(p1, . . . , pK) := max(p1, . . . , pK),
M−∞,K(p1, . . . , pK) := min(p1, . . . , pK).
The most important special cases of Mr,K are perhaps those corresponding to
r = −∞ (minimum), r = −1 (harmonic mean), r = 0 (geometric mean), r = 1
(arithmetic mean), and r =∞ (maximum); the cases r ∈ {−1, 0, 1} are known
as Platonic means.
The main results of this section are summarized in Table 1, where a family
FK , K = 2, 3, . . ., of merging functions on [0, 1]
K is called asymptotically precise
if, for any a ∈ (0, 1), aFK is not a merging function for a large enough K; in
other words, this family of merging functions cannot be improved by a constant
multiplier. It is well known [11, Theorem 16] that Mr1,K ≤Mr2,K on [0, 1]K if
r1 ≤ r2; therefore, the constant in front of the precise merging functions should
be decreasing in r.
We start by presenting results for r > −1. The following corollary is a direct
consequence of Theorem 1.
Corollary 2. Let r ∈ (−1,∞]. Then (r + 1)1/rMr,K is a merging function.
The expression (r + 1)1/r is understood to be e = limr→0(r + 1)1/r when
r = 0 and 1 = limr→∞(r + 1)1/r when r =∞.
Proof. Evaluating the term (9) in (8), we obtain:
ψ
(
1

∫ 
0
φ(u)du
)
=
{
/e if r = 0
(r + 1)−1/r otherwise.
Next we show that the constant (r+1)1/r in Corollary 2 cannot be improved
in general.
Proposition 3. Let r ∈ (−1,∞). The family of merging functions (r +
1)1/rMr,K , K ∈ {2, 3 . . .}, is asymptotically precise.
In particular, Proposition 3 implies that the constant factor e for the geo-
metric mean cannot be improved in general for large K.
Proposition 4. For r ∈ (−1,∞) and K ∈ {2, 3, . . .}, the merging function
M := (r + 1)1/rMr,K is precise if and only if r ∈ [ 1K−1 ,K − 1].
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Table 1: The main results of Section 3: examples of merging functions, all of
them precise or asymptotically precise (except for the case r = −1 where the
asymptotic formula is not a merging function for finite K); the column “claimed
in” contains the number(s) of the relevant proposition and/or corollary (if not
obvious)
range of r merging function special case claimed in
r =∞ Mr,K precise maximum
r ∈ [K − 1,∞) K1/rMr,K precise 2 and 5
r ∈ [ 1K−1 ,K − 1] (r + 1)1/rMr,K precise arithmetic 2 and 4
r ∈ (−1,∞] (r + 1)1/rMr,K asymptotically precise 2 and 3
r = 0 eMr,K asymptotically precise geometric 2 and 3
r = −1 e(lnK)Mr,K K > 2; not precise harmonic 10
(lnK)Mr,K (asymptotic formula) 11
r ∈ (−∞,−1) rr+1K1+1/rMr,K asymptotically precise 8 and 9
r = −∞ KMr,K precise Bonferroni
The most straightforward yet relevant example of Proposition 4, the arith-
metic average multiplied by 2, namely,
M1,K(p1, . . . , pK) :=
2
K
K∑
k=1
pk,
is a precise merging function for all K ≥ 2. As another special case of Propo-
sition 4, the scaled quadratic average multiplied by
√
3, namely
√
3M2,K , is a
merging function, and it is precise if and only if K ≥ 3.
In the case r ≥ 1, the merging function in Proposition 4 can be modified in
such a way that it remains precise even for r > K − 1:
Proposition 5. For K ∈ {2, 3, . . .} and r ∈ [1,∞),
min(r + 1,K)1/rMr,K
is a precise merging function.
Because of the importance of geometric mean as one of the Platonic means,
the following result gives a precise (albeit somewhat implicit) expression for the
corresponding precise merging function.
Proposition 6. For each K ∈ {2, 3, . . .}, aKM0,K is a precise merging func-
tion, where
aK :=
1
cK
exp (−(K − 1)(1−KcK))
6
and cK is the unique solution to the equation
ln(1/c− (K − 1)) = K −K2c (11)
over c ∈ (0, 1/K).
Proposition 3 already suggests that aK → e as K → ∞. Table 2 reports
several values of aK/e numerically calculated in R. It suggests that in practice
there is no point in improving the factor e for K ≥ 5.
Table 2: Numeric values of aK/e for geometric mean
K aK/e K aK/e K aK/e
2 0.7357589 5 0.9925858 10 0.9999545
3 0.9286392 6 0.9974005 15 0.9999997
4 0.9779033 7 0.9990669 20 1.0000000
The condition r > −1 in Corollary 2 ensures that the term (9) is finite, and
also that the condition
∫ 1
0
|φ(u)|du <∞ in Theorem 1 is satisfied. However, the
condition rules out the harmonic mean (for which r = −1) and the minimum
(r = −∞). The next simple corollary of another known result will cover those
cases as well.
Theorem 7. Suppose φ : [0, 1] → [−∞,∞] is a strictly decreasing continuous
function satisfying φ(0) =∞. Then, for any  ∈ (0, 1) such that φ() ≥ 0,
P (Mφ,K(p1, . . . , pK) ≤ ) ≤ inf
t∈(0,φ()]
∫ φ()+(K−1)t
φ()−t ψ(u)du
t
. (12)
As t→ 0, the upper bound in (12) is not informative since, for t ≈ 0,∫ φ()+(K−1)t
φ()−t ψ(u)du
t
≈ Ktψ(φ())
t
= K,
which is dominated by the Bonferroni bound. On the other hand, the upper
bound is informative when t = φ() provided the integral is convergent. For
example, we have the following corollary.
Corollary 8. For r < −1, rr+1K1+1/rMr,K is a merging function.
Proof. By Theorem 7 applied to φ(u) := ur, r < −1, we have:
P (Mφ,K(p1, . . . , pK) ≤ ) ≤
∫Kφ()
0
ψ(u)du
φ()
=
r
r + 1
K1+1/r.
Corollary 8 includes the Bonferroni bound (1) as special case: for r := −∞,
we obtain that KM−∞,K is a merging function.
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Proposition 9. Let r ∈ (−∞,−1). The family of merging functions
r
r+1K
1+1/rMr,K is asymptotically precise.
Corollary 8 does not cover the case r = −1 of harmonic mean directly, but
easily implies a bound for this case that turns out to be not so crude, as we will
see later.
Corollary 10. For K > 2, (e lnK)M−1,K is a merging function.
Proof. Let us find the smallest value of the coefficient rr+1K
1+1/r in Corollary 8
and Proposition 9. Setting the derivative in r of the logarithm of this coefficient
to 0, we obtain a linear equation whose solution is
r =
lnK
1− lnK . (13)
Plugging this into the coefficient gives e lnK. It remains to notice that r de-
fined by (13) satisfies r < −1 and apply the inequality Mr,K ≤ M−1,K [11,
Theorem 16].
Tighter, albeit more complicated, versions of Corollary 10 can be derived
from other known results in robust risk aggregation.
Proposition 11. Set aK :=
(yK+K)
2
(yK+1)K
, K > 2, where yK is the unique solution
to the equation
y2 = K((y + 1) ln(y + 1)− y), y ∈ (0,∞).
Then aKM−1,K is a precise merging function. Moreover, aK/ lnK → 1 as
K →∞.
Even though aK/ lnK → 1, the rate of convergence is very slow, and
aK/ lnK > 1 for moderate values of K. In practice, it might be better to use the
conservative merging function (e lnK)M−1,K of Corollary 10. Table 3 reports
several values of aK numerically calculated in R. For instance, for K ≥ 10, one
may use (2 lnK)M−1,K , and for K ≥ 50, one may use (1.7 lnK)M−1,K .
Table 3: Numeric values of aK for the harmonic mean
K aK K aK K aK
3 2.499192 10 1.980287 100 1.619631
4 2.321831 20 1.828861 200 1.561359
5 2.214749 50 1.693497 400 1.514096
The main emphasis of this section has been on characterizing a > 0 such
that F := aMr,K is a merging function, or a precise merging function. Recall
that F : [0, 1]K → [0,∞) is a merging function if and only if (5) holds for all
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Algorithm 1 Generalized Bonferroni–Holm procedure
Require: A significance level  > 0 and parameter r < −1 (or, w.l.o.g., (14)).
Require: A sequence of p-values p1, . . . , pK ordered as pk1 ≤ · · · ≤ pkK .
for k = 1, . . . ,K do
reject := true
I := {k}
for i = K, . . . , 1, 0 do
if rr+1 |I|1+1/rMr,|I|(pI) >  then
reject := false
end if
I := I ∪ {ki}
end for
if reject = true then
reject Hk
end if
end for
 ∈ (0, 1), and that F is a precise merging function if and only if (6) holds for all
 ∈ (0, 1). The next proposition shows that in both statements “for all” can be
replaced by “for some” if F = aMr,K . A practical implication is that even if an
applied statistician is interested in the property of validity (4) only for specific
values of  (such as 0.01 or 0.05) and would like to use aMr,K as a merging
function, she is still forced to ensure that (4) folds for all .
Proposition 12. For any a > 0, r ∈ [−∞,∞], and K ∈ {2, 3, . . .}:
(a) F := aMr,K is a merging function if and only if (5) holds for some  ∈
(0, 1);
(b) F := aMr,K is a precise merging function if and only if (6) holds for some
 ∈ (0, 1).
4 Application to testing multiple hypotheses
In this section we apply the results of the previous section, concerning multiple
testing of a single hypothesis, to testing multiple hypotheses. Namely, we will
arrive at a generalization of the Bonferroni–Holm method [12]. Fix a parameter
r ≤ lnK
1− lnK (14)
(cf. (13)); the Bonferroni–Holm case is r := −∞.
Suppose pk is a p-value for testing a composite null hypothesis Hk (meaning
that, for any  ∈ (0, 1), P(pk ≤ ) ≤  under Hk). For I ⊆ {1, . . . ,K}, let HI
be the hypothesis
HI := (∩k∈IHk) ∩
(∩k∈{1,...,K}\IHck) ,
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Algorithm 2 Generalized Bonferroni–Holm procedure for adjusting p-values
Require: A parameter r < −1 (or, w.l.o.g., (14)).
Require: A sequence of p-values p1, . . . , pK ordered as pk1 ≤ · · · ≤ pkK .
for k = 1, . . . ,K do
p∗k := 0
I := {k}
for i = K, . . . , 1, 0 do
if rr+1 |I|1+1/rMr,|I|(pI) > p∗k then
p∗k :=
r
r+1 |I|1+1/rMr,|I|(pI)
end if
I := I ∪ {ki}
end for
end for
where Hck is the complement of Hk.
Fix a significance level . Let us reject HI when
r
r + 1
|I|1+1/rMr,|I|(pI) ≤ ,
where pI is the vector of pk for k ∈ I; by Corollary 8, the probability of error
will be at most . If we now reject Hk when all HI with I ⊇ {k} are rejected,
the family-wise error rate (FWER) will be at most . This gives the procedure
described as Algorithm 1, in which (k1, . . . , kK) stands for a fixed permutation
of {1, . . . ,K} such that pk1 ≤ · · · ≤ pkK .
An alternative representation of the generalized Bonferroni–Holm procedure
given as Algorithm 1 is in terms of adjusting the p-values p1, . . . , pK to new
p-values p∗1, . . . , p
∗
K that are valid in the sense of the FWER: we are guaranteed
to have P(mink∈I p∗k ≤ ) ≤  for all  ∈ (0, 1), where I is the set of the indices
k of the true hypotheses Hk. The adjusted p-values can be defined as
p∗k := max
k∈I⊆{1,...,K}
r
r + 1
|I|1+1/rMr,|I|(pI)
and computed using Algorithm 2.
If we do not insist on controlling the FWER, we can still use our ways of
merging p-values instead of Bonferroni’s in more flexible procedures for testing
multiple hypotheses, such as those described in [9].
5 Combining p-values by weighted averaging
In this section we will briefly consider a more general notion of averaging:
Mφ,w(p1, . . . , pK) := ψ (w1φ(p1) + · · ·+ wKφ(pK))
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in the notation of (7), where w = (w1, . . . , wK) ∈ ∆K is an element of the
standard K-simplex
∆K :=
{
(w1, . . . , wK) ∈ [0, 1]K
∣∣w1 + · · ·+ wK = 1} .
One might want to use a weighted average in a situation where some of p-values
are based, e.g., on bigger experiments, and then we might want to take them
with bigger weights. Intuitively, the weights reflect the prior importance of the
p-values (see, e.g., [3, p. 5] for further details).
Much fewer mathematical results in the literature are available for asymmet-
ric risk aggregation. For this reason, we will concentrate on the easier integrable
case, namely, r > −1. Theorem 1 can be generalized as follows (proofs of all
results in this section are given in Appendix A).
Theorem 1w. Suppose a continuous strictly monotonic φ : [0, 1] → [−∞,∞]
is integrable and w ∈ ∆K . Then, for any  > 0,
P
(
Mφ,w(p1, . . . , pK) ≤ ψ
(
1

∫ 
0
φ(u)du
))
≤ .
Similarly to (10), we set
Mr,w(p1, . . . , pK) := (w1p
r
1 + · · ·+ wKprK)1/r
for r ∈ R and w = (w1, . . . , wK) ∈ ∆K . We can see that Corollary 2 still
holds when Mr,K is replaced by Mr,w, for any r ∈ R and w ∈ ∆K . This is
complemented by the following proposition.
Proposition 4w. For w = (w1, . . . , wK) ∈ ∆K and r ∈ (−1,∞), the merging
function (r + 1)1/rMr,w is precise if and only if w ≤ 1/2 and r ∈ [ w1−w , 1−ww ],
where w := maxk=1,...,K wk.
Next we generalize Proposition 5 to non-uniform weights.
Proposition 5w. For w = (w1, . . . , wK) ∈ ∆K and r ∈ [1,∞), the function
min(r+1, 1w )
1/rMr,w is a precise merging function, where w := maxk=1,...,K wk.
An interesting special case of Proposition 5w is for r = 1 (weighted arith-
metic mean). If w ≤ 1/2, i.e., no single experiment outweighs the total of all
the other experiments, the optimal multiplier for the weighted average is 2, ex-
actly as in the case of the arithmetic average. If w > 1/2, i.e., there is a single
experiment that outweighs all the other experiments, our merging function is,
assuming w1 = w,
1
w
M1,w(p1, . . . , pK) = p1 +
K∑
k=2
wk
w
pk.
It is obtained by adding weighted adjustments to the p-value obtained from the
most important experiment.
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6 Simulation study
The merging functions Mr,K for r ∈ [−∞,∞] provide different ways of com-
bining p-values via averaging. It is in general unclear which way of merging is
more efficient in a particular situation. In this section we present a simplistic
simulation study to compare different ways of averaging.
We assume a normal population of variance 1, and test whether a given
set of data has zero mean. There are K tests conducted based on different
samples which are not necessarily independent. Each sample in a test contains
n iid normal observations with mean d/
√
n and known variance 1. We merge
the p-values obtained from a two-sided z-test on each sample. In addition to
the number of tests K, the sample size n, and the deviation d, we specify the
following parameters:
1. o is the percentage of overlap of observations between any two tests, be-
tween 0 and 1; o = 1 corresponds to identical tests.
2. c is the correlation coefficient of non-overlapping observations among tests
(not within a test); c = 1 also corresponds to identical tests. More pre-
cisely, the kth sample is {Xk,1, . . . , Xk,n}, and we assume Xk1,i = Xk2,i
for i = 1, . . . , bonc, and corr(Xki,j , Xk2,j) = c for k1 6= k2 and j =
bonc+ 1, . . . , n. All other correlation coefficients are zero.
3. N is the number of trials of the procedure.
In Figures 1 and 2, we report the percentage of rejecting the null hypothesis
(the sample has mean zero) at the 5% significance level for each of the following
averaging methods: Bonferroni (r = −∞), harmonic (r = −1), geometric (r =
0), arithmetic (r = 1), quadratic (r = 2), and maximum (r =∞), under several
representative choices of parameters. The percentage, interpreted as the power
of the combined test, is represented as the height of the corresponding column.
The sample size n does not affect our results since we standardized the deviation
by dividing it by
√
n.
For a practical implementation, the constant in front of the geometric mean
is chosen as e, the constant in front of the harmonic mean is chosen as 2 lnK,
which is valid for K ≥ 10, and for all other methods we use precise merging
functions.
The average combined p-values (i.e., the averages of the realizations of
Mr,K(p1, . . . , pK)) for each method across the N trials are also reported. The
sizes (i.e., the probabilities of rejecting the null hypothesis when it is true) of
our combined tests are not reported as the merging methods are all conserva-
tive. A bigger power (i.e., taller column) or a smaller average combined p-value
indicates a more efficient merging method.
From Figures 1 and 2, we make the following observations.
1. The Bonferroni method performs very well in cases where tests are inde-
pendent or moderately overlapping and correlated.
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Power,  K=50, n=50, o=0, c=0, d=2, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.0047 0.0128 0.0845 0.2771 0.4245 0.8488
(a) independent tests, d = 2
Power,  K=50, n=50, o=0.7, c=0.7, d=2, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
1.1364 0.6651 0.2844 0.2479 0.2472 0.3094
(b) overlap & correlation 70%, d = 2
Power,  K=50, n=50, o=0, c=0, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0 1e−04 0.0046 0.0621 0.1417 0.4074
(c) independent tests, d = 3
Power,  K=50, n=50, o=0.7, c=0.7, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.2532 0.1787 0.0837 0.0795 0.0853 0.1335
(d) overlap & correlation 70%, d = 3
Power,  K=50, n=50, o=0, c=0, d=4, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0 0 1e−04 0.01 0.0347 0.1231
(e) independent tests, d = 4
Power,  K=50, n=50, o=0.7, c=0.7, d=4, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.0138 0.0112 0.0063 0.0072 0.0089 0.0185
(f) overlap & correlation 70%, d = 4
Figure 1: The power of each merging method under different settings. The
average combined p-values are reported on top of each column.
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Power,  K=50, n=50, o=0.5, c=0.5, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.0518 0.0693 0.0571 0.0837 0.1144 0.2355
(a) overlap 50%, correlation 50%
Power,  K=50, n=50, o=0.9, c=0.9, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
1.2449 0.3333 0.1196 0.0908 0.081 0.0745
(b) overlap 90%, correlation 90%
Power,  K=50, n=50, o=0, c=0.95, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.1997 0.1112 0.0488 0.0445 0.0463 0.0693
(c) overlap 0%, correlation 95%
Power,  K=50, n=50, o=0.95, c=0, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.6652 0.2152 0.0799 0.0627 0.0576 0.0599
(d) overlap 95%, correlation 0%
Power,  K=500, n=50, o=0.7, c=0.7, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.4494 0.1316 0.0448 0.0472 0.0551 0.1595
(e) large number of tests (K = 500)
Power,  K=20, n=50, o=0.7, c=0.7, d=3, N=100
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Bonferroni harmonic geometric arithmetic quadratic maximum
0.1186 0.1038 0.0629 0.0617 0.0684 0.1008
(f) small number of tests (K = 20)
Figure 2: The power of each merging method under different settings. The
average combined p-values are reported on top of each column.
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2. When tests are heavily overlapping and correlated, the arithmetic and
quadratic methods perform well. The arithmetic method has a relatively
stable average p-value across all examples in Figure 2 (d = 3 in all exam-
ples there), since it is simply twice the average p-value of the individual
tests.
3. The geometric method seems to perform quite nicely in most cases, espe-
cially for large K, in terms of both the power and the average combined
p-value. On the other hand, the harmonic and maximum methods almost
always perform poorly.
4. The average combined p-value of the Bonferroni method is often the largest
among all methods. It seems that Bonferroni merging is unstable in the
sense that, for the same setting, it sometimes gives very small p-values
and sometimes very big ones.
5. In the case of independent tests, the Bonferroni method gives an average
combined p-value that is very close to zero, even when the deviation is
small. It seems that the Bonferroni method is able to utilize the extra
information produced by multiple tests if they are independent. This is
not the case for the arithmetic mean, as whether the tests are independent
is irrelevant for the mean of its combined p-value.
To summarize the observations into a rule of thumb, if the tests are highly
similar (i.e., using similar data sets), then the arithmetic and geometric aver-
aging methods are more powerful; if the tests are almost independent, then the
Bonferroni method performs the best. The geometric mean seems to have the
advantages of both incorporating independent information sources and being
efficient when the tests are similar.
7 Conclusion
These are examples of specific mathematical questions for further research:
• Explore how far our merging functions are from being precise for r ∈
(−∞,−1), complementing Proposition 9 by results for small K.
• How far is our merging function (r + 1)1/rMr,K from being precise for
r ∈ (−1, 1K−1 )?
We note that these questions have corresponding versions in the context of
robust risk aggregation, which are also unanswered. But perhaps the most im-
portant direction of research is to find practically useful applications, in multiple
testing of a single hypothesis or testing multiple hypotheses, for our methods
of merging p-values. The Bonferroni method of merging a set of p-values works
very well when experiments are almost independent, while it produces unsat-
isfactory results if all p-values are approximately equal. Our methods are de-
signed to work for intermediate situations; in particular, the arithmetic and the
geometric averaging methods perform very well in many cases.
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A Robust risk aggregation and proofs
The main topic of this paper is closely connected to robust risk aggregation.
The origin of this field lies in a problem posed by Kolmogorov (see, e.g., [19]).
This appendix is devoted to the proofs that depend on known results in robust
risk aggregation, in particular, many results in [5, 1, 6, 31, 16].
Merging functions and quantiles
We start from a simple result (Lemma 13 below) that translates probability
statements of a merging function into corresponding quantile statements. This
result will allow us to freely use some recent results in the literature on robust
risk aggregation.
Define the left α-quantile of a random variable X for α ∈ (0, 1],
qα(X) := sup{x ∈ R : P(X ≤ x) < α},
and the right α-quantile of X for α ∈ [0, 1),
q+α (X) := sup{x ∈ R : P(X ≤ x) ≤ α}.
Notice that q1(X) is the essential supremum of X and q
+
0 (X) is the essential
infimum of X. For a > 0, let U(a) be the set of all random variables distributed
uniformly over the interval [0, a], a ≥ 0; we can regard U as an abbreviation for
U(1). For a function F : [0, 1]K → [0,∞) and α ∈ (0, 1), write
qα(F ) := inf {qα(F (U1, . . . , UK)) |U1, . . . , UK ∈ U} .
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Lemma 13. For an increasing Borel function F : [0, 1]K → [0,∞):
(a) F is a merging function if and only if q(F ) ≥  for all  ∈ (0, 1);
(b) F is a precise merging function if and only if q(F ) =  for all  ∈ (0, 1).
Proof. Part “if” of (a): Suppose q(F ) ≥  for all  ∈ (0, 1). Consider
arbitrary U1, . . . , UK ∈ U . We have q(F (U1, . . . , UK)) ≥  for all  ∈ (0, 1). By
the definition of left quantiles, P(F (U1, . . . , UK) < ) ≤ . It follows that, for
all δ ∈ (0, 1− ),
P(F (U1, . . . , UK) ≤ ) ≤ P(F (U1, . . . , UK) < + δ) ≤ + δ,
which implies
P(F (U1, . . . , UK) ≤ ) ≤ ,
since δ is arbitrary. Therefore, F is a merging function.
Part “only if” of (a): Suppose F is a merging function. Let U1, . . . , UK ∈
U and  ∈ (0, 1). We have P(F (U1, . . . , UK) ≤ ) ≤ . By the definition of right
quantiles, q+ (F (U1, . . . , UK)) ≥ . It follows that, for all δ ∈ (0, ),
q(F (U1, . . . , UK)) ≥ q+−δ(F (U1, . . . , UK)) ≥ − δ,
which implies q(F (U1, . . . , UK)) ≥  since δ is arbitrary.
Part “if” of (b): Suppose q(F ) =  for all  ∈ (0, 1). By (a), F is a
merging function. For all , δ ∈ (0, 1), there exist U1, . . . , UK ∈ U such that
q(F (U1, . . . , UK)) ∈ [,  + δ), which implies P(F (U1, . . . , UK) ≤  + δ) ≥ .
Since δ is arbitrary, we have
sup {P(F (U1, . . . , UK) ≤ ) |U1, . . . , UK ∈ U} = ,
and thus F is precise.
Part “only if” of (b): Suppose F is a precise merging function. Since F
is a merging function, by (a) we have q(M) ≥  for all  ∈ (0, 1). Suppose, for
the purpose of contradiction, that q(M) >  for some  ∈ (0, 1). Then, there
exists δ ∈ (0, 1− ) such that q(F (U1, . . . , UK)) > + δ for all U1, . . . , UK ∈ U .
As a consequence, we have
P(F (U1, . . . , UK) ≤ + δ/2) ≤ P(F (U1, . . . , UK) < + δ) ≤ .
Therefore,
sup {P(F (U1, . . . , UK) ≤ + δ/2) |U1, . . . , UK ∈ U} < + δ/2,
contradicting F being precise.
Remark. This remark discusses briefly how the problem of merging p-values
is related to robust risk aggregation. In quantitative risk management, the
term robust risk aggregation refers to evaluating the value of a risk measure of
an aggregation of risks X1, . . . , XK with specified marginal distributions and
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unspecified dependence structure. More specifically, if the risk measure is cho-
sen as a quantile qα, known as Value-at-Risk and very popular in finance, the
quantities of interest are typically
q := sup {qα(X1 + · · ·+Xn) |X1 ∼ F1, . . . , Xn ∼ Fn}
and
q := inf {qα(X1 + · · ·+Xn) |X1 ∼ F1, . . . , Xn ∼ Fn} ,
where F1, . . . , Fn denote the pre-specified marginal distributions of the risks.
The motivation behind this problem is that, in practical applications of bank-
ing and insurance, the dependence structure among risks to aggregate is very
difficult to accurately model, as compared with the corresponding marginal dis-
tributions. The interval [q, q] thus represents all possible values of the aggregate
risk measure given the marginal information. A more detailed introduction to
this topic can be found in [23, Section 8.4.4] and [28, Chapter 4]. Via Lemma 13,
the quantities q and q are obviously closely related to the problem of merging p-
values. There are few explicit formulas for q and q but fortunately some do exist
in the literature, and we will rely on them in our study of merging functions.
In all proofs below, for statements that have a weighted version in Section 5,
namely Theorem 1 and Propositions 4 and 5, we present a proof of the corre-
sponding weighted version, which is stronger.
Proof of Theorem 1w
Without loss of generality we can, and will, assume that φ is strictly increasing.
Indeed, if φ is strictly decreasing, we can redefine φ := −φ and ψ(u) := ψ(−u)
and notice that the statement of the theorem for new φ and ψ will imply the
analogous statement for the original φ and ψ.
Define an accessory function Φ : (0, 1) → [−∞,∞] by Φ() = 1
∫ 
0
φ(u)du.
Fix  ∈ (0, 1). Since φ is integrable, Φ() is finite.
Known results from the literature on robust risk aggregation can be applied
to random variables Xk := φ(Uk), where Uk ∈ U ; notice that the distribution
function of Xk is ψ:
P(Xk ≤ x) = P(φ(Uk) ≤ x) = P(Uk ≤ ψ(x)) = ψ(x).
Theorem 4.6 of [1] gives the following relation:
q(Mφ,w) = inf
{
q1
(
ψ
(
K∑
k=1
wkφ(Vk)
))∣∣∣∣∣V1, . . . , VK ∈ U()
}
. (15)
Since
q1 (w1φ(V1) + · · ·+ wKφ(VK)) ≥ E [w1φ(V1) + · · ·+ wKφ(VK)] = Φ()
for V1, . . . , VK ∈ U(), we have q(Mφ,w) ≥ ψ(Φ()).
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Proof of Proposition 3
Now φ(u) = ur, which gives Φ() = r/(r + 1), in the notation of the previous
proof. Using Corollary 3.4 of [6], we have
lim
K→∞
φ(q(Mr,K))
Φ()
= 1,
leading to limK→∞ q(Mr,K) = (r + 1)−1/r. It follows that, for a < (r + 1)1/r,
lim
K→∞
q(aMr,K) < 
and so, by Lemma 13, aMr,K is not a merging function for K large enough.
Proof of Proposition 4w
Using (15) and Theorem 1w, we have, for  ∈ (0, 1):
(q(Mr,K))
r
= inf
{
q1
(
K∑
k=1
wkV
r
k
)∣∣∣∣∣V1, . . . , VK ∈ U()
}
≥ 
r
1 + r
(16)
if r > 0,
(q(Mr,K))
r
= sup
{
q+0
(
K∑
k=1
wkV
r
k
)∣∣∣∣∣V1, . . . , VK ∈ U()
}
≤ 
r
1 + r
(17)
if r < 0, and
q(Mr,K) = exp
(
inf
{
q1
(
K∑
k=1
wk lnVk
)∣∣∣∣∣V1, . . . , VK ∈ U()
})
≥ 
e
(18)
if r = 0. By Lemma 13, M is a precise merging function if and only if the
inequality in (16)–(18) is an equality for all  ∈ (0, 1).
Fix  ∈ (0, 1) and r ∈ (−1,∞). For k = 1, . . . ,K, let Fk be the distribution of
wkV
r
k where Vk ∈ U(). Using the terminology of [31], notice that the inequality
in (16)–(18) is an equality if and only if (F1, . . . , FK) is jointly mixable due to
a standard compactness argument (see [31, Proposition 2.3]). Therefore, we
can first settle the cases r = 0 and r < 0, as in these cases the supports of
F1, . . . , FK are unbounded on one side, and (F1, . . . , FK) is not jointly mixable
(see [31, Remark 2.2]).
Next assume r > 0. Since F1, . . . , FK have monotone densities on their
respective supports, by Theorem 3.2 of [31], (F1, . . . , FK) is jointly mixable if
and only if the “mean condition”
wr ≤ 
r
1 + r
≤ r − wr
is satisfied. This is equivalent to w ≤ 11+r ≤ 1 − w and, therefore, to the
conjunction of w ≤ 1/2 and r ∈ [ w1−w , 1−ww ]. This completes the proof.
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Proof of Proposition 5w
Notice that, for each k = 1, . . . ,K, the distribution of wkU
r
k , where Uk ∈ U , has
a decreasing density on its support. Therefore, we can apply Corollary 4.7 of
[16], which gives
inf {q (w1Ur1 + · · ·+ wKUrK) |U1, . . . , UK ∈ U} = max
(
wr,
r
1 + r
)
.
Simple algebra leads to
q(Mr,K) = max
(
w,
1
1 + r
)1/r
,
and by Lemma 13, M is a precise merging function.
Proof of Proposition 6
Our goal is to obtain the precise value of q(M0,K). Set
bK := sup
{
q+0 (−(lnU1 + · · ·+ lnUK))
∣∣U1, . . . , UK ∈ U}
= sup
{
q+0 (−(lnV1 + · · ·+ lnVK) +K ln )
∣∣V1, . . . , VK ∈ U()} .
It is easy to see that
q(M0,K) = exp
(
inf
{
q1
(
lnV1 + · · ·+ lnVK
K
) ∣∣∣∣V1, . . . , VK ∈ U()})
= exp
(
− sup
{
q+0
(
− lnV1 + · · ·+ lnVK
K
) ∣∣∣∣V1, . . . , VK ∈ U()})
= exp (−bK/K + ln )
=  exp(−bK/K).
It is clear that ebK/KM0,K is a precise merging function. In the proof of Proposi-
tion 3, we have already seen that, as K →∞, bK/K → 1 since q(M0,K)→ /e.
Next we focus on bK for finite K.
Since − lnU has the standard exponential distribution for U ∈ U and, there-
fore, a decreasing density on R, we can apply Theorem 3.2 of [1] (essentially
Theorem 3.5 of [30]) to arrive at
bK = −(K − 1) ln(1− (K − 1)cK)− ln cK ,
where cK is the unique solution to (11) (see [30, Corollary 4.1]). Using (11), we
can write
bK/K = − ln cK − (K − 1)(1−KcK).
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Proof of Theorem 7
We will apply Theorem 4.2 of [5] in our situation where the function φ (and,
therefore, ψ as well) in (7) is decreasing. Letting Xk := φ(pk) and using the
notation m+ (used in Theorem 4.2 of [5]), we have, by the definition of m+,
P
(
K∑
k=1
Xk < s
)
≥ m+(s),
P
(
1
K
K∑
k=1
φ(pk) < s/K
)
≥ m+(s),
P (Mφ,K(p1, . . . , pK) > ψ(s/K)) ≥ m+(s),
P (Mφ,K(p1, . . . , pK) ≤ ψ(s/K)) ≤ 1−m+(s).
The lower bound on m+(s) given in Theorem 4.2 of [5] involves 1−F (x), where
F is the common distribution function of Xk, and in our current context we
have:
1− F (x) = P(Xk > x) = P(φ(pk) > x) = P(pk < ψ(x)) = ψ(x).
The last inequality and chain of equalities in combination with Theorem 4.2 of
[5] give
P (Mφ,K(p1, . . . , pK) ≤ ψ(s/K)) ≤ K inf
r∈[0,s/K)
∫ s−(K−1)r
r
ψ(x)dx
s−Kr .
Setting  := ψ(s/K) ∈ [ψ(∞), ψ(0)] (so that it is essential that ψ(∞) = 0), we
obtain, using s = Kφ(),
P (Mφ,K(p1, . . . , pK) ≤ ) ≤ K inf
r∈[0,φ())
∫Kφ()−(K−1)r
r
ψ(x)dx
(φ()− r)K .
Setting t := φ()− r and renaming x to u, this can be rewritten as (12).
Proof of Proposition 9
We first show a simple property of a precise merging function via general aver-
aging. Define the following constant:
ar,K :=
(
1
K
sup{q+0 (Ur1 + · · ·+ UrK)
∣∣ U1, . . . , UK ∈ U})−1/r .
It is clear that ar,K ≥ 1 for r < 0.
Lemma 14. For r < 0, the function ar,KMr,K is a precise merging function.
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Proof. By straightforward algebra and Theorem 4.6 of [1],
q(ar,KMr,K) = ar,K inf {q1(Mr,K(V1, . . . , VK)) |V1, . . . , VK ∈ U()}
= ar,K inf {q1(Mr,K(U1, . . . , UK)) |U1, . . . , UK ∈ U}
= ar,K
(
1
K
sup
{
q+0 (U
r
1 + · · ·+ UrK)
∣∣U1, . . . , UK ∈ U})1/r
= .
By Lemma 13, ar,KMr,K is a precise merging function.
To construct precise merging functions, it remains to find values of ar,K .
Unfortunately, for r < 0 no analytical formula for ar,K is available. There is an
asymptotic result available in [2], which leads to the following proposition.
Proposition 15. For r ∈ (−∞,−1),
lim
K→∞
ar,K
K1+1/r
=
r
r + 1
.
Proof. The quantity ∆
Fd
in [2], defined as
∆
Fd
:= lim
α→1
sup {qα(Ur1 + · · ·+ UrK) |U1, . . . , UK ∈ U(α)}
K(1− α)r ,
satisfies
∆
Fd
=
1
K
sup
{
q+0 (U
r
1 + · · ·+ UrK)
∣∣U1, . . . , UK ∈ U} = a−rr,K .
Using Proposition 3.5 of [2], we have, for r < −1, by substituting β := −1/r
in (3.25) of [2] and ∆
Fd
= a−rr,K ,
lim
K→∞
a−rr,K
K−r−1
=
(
r
r + 1
)−r
,
and this gives the desired result.
Proof of Proposition 9
This proposition immediately follows from Proposition 15.
Proof of Proposition 11
Let us check that aK = a−1,K . For this we use Corollary 3.7 of [32]. Write
H(t) :=
K − 1
1− (K − 1)t +
1
t
=
1
t(1− (K − 1)t) , t ∈ [0, 1/K].
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By Corollary 3.7 of [32], we have
a−1,K =
1
K
sup
{
q+0 (U
−1
1 + · · ·+ U−1K )
∣∣U1, . . . , UK ∈ U}
=
1
K
H(xK) =
1
KxK(1− (K − 1)xK)
where xK solves the equation∫ 1/K
x
H(t)dt =
(
1
K
− x
)
H(x), x ∈ [0, 1/K).
Plugging in the expression for H and rearranging the above equation, we obtain
1−Kx
Kx(1− (K − 1)x) =
∫ 1/K
x
(
K − 1
1− (K − 1)t +
1
t
)
dt
=
∫ (K−1)/K
(K−1)x
1
1− ydy +
∫ 1/K
x
1
t
dt
= ln(1− (K − 1)x)− lnx. (19)
The uniqueness of the solution xK to (19) can be easily checked, and it is
a special case of Lemma 3.1 of [16]. Writing y = 1−Kxx > 0, (19) reads as
y
(y+1)K/(y+K) = ln(y + 1). Rearranging the terms gives
y2 = K((y + 1) ln(y + 1)− y), (20)
which admits a unique solution, yK =
1−KxK
xK
. Therefore,
a−1,K =
1
KxK(1− (K − 1)xK) =
(yK +K)
2
(yK + 1)K
,
and the first part of the proposition is shown.
Next we analyze the asymptotic behaviour of a−1,K as K → ∞. Using
ln(y + 1) ≥ y − y2/2 for y ≥ 0, we can see that (20) implies the inequality
y2 ≥ K
2
y2 − K
2
y3,
which leads to 2 ≥ K(1− y). Hence, we have lim infK→∞ yK ≥ 1.
Notice that (y+1) ln(y+1)−y is a strictly increasing function of y ∈ (0,∞).
Using lim infK→∞ yK ≥ 1, we obtain that
lim inf
K→∞
y2K ≥ K(2 ln 2− 1).
Therefore, limK→∞ yK = ∞. Applying logarithms to both sides of (20) and
taking a limit in their ratio, we obtain
1 = lim
K→∞
2 ln(yK)
lnK + ln(yK + 1) + ln
(
ln(yK + 1)− yKyK+1
) = lim
K→∞
2 ln(yK)
lnK + ln yK
,
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and hence ln yK/ lnK → 1 as K →∞. Using (20) again, we have
1 = lim
K→∞
y2K
K((yK + 1) ln(yK + 1)− yK) = limK→∞
y2K
K(yK ln yK)
= lim
K→∞
yK
K lnK
.
Therefore, we have
lim
K→∞
a−1,K
lnK
= lim
K→∞
(yK +K)
2
(yK + 1)K lnK
= lim
K→∞
(K lnK)2
(K lnK)K lnK
= 1.
This completes the proof.
Proof of Proposition 12
Let us check that for F := aMr,K the following statements are equivalent:
(a) F is a merging function;
(b) (5) holds for some  ∈ (0, 1);
(c) q(F ) ≥  for some  ∈ (0, 1).
The implication (a)⇒ (b) holds by definition.
To check (b)⇒ (c), let us assume (b). Since P(X ≤ ) ≤  implies q+ (X) ≥ 
for any random variable X,
inf
{
q+ (F (U1, . . . , UK))
∣∣U1, . . . , UK ∈ U} ≥ .
Using Lemma 4.5 of [1],
q(F ) = inf
{
q+ (F (U1, . . . , UK))
∣∣U1, . . . , UK ∈ U} ,
and hence (c) follows.
It remains to check (c)⇒ (a). For any  ∈ (0, 1), by straightforward algebra
and Theorem 4.6 of [1],
q(F ) = inf {q1(F (V1, . . . , VK)) |V1, . . . , VK ∈ U()}
=  inf {q1(F (U1, . . . , UK)) |U1, . . . , UK ∈ U} .
Therefore, to check q(F ) ≥  for all  ∈ (0, 1), one only needs to check the
inequality for one  ∈ (0, 1). By Lemma 13, F is a merging function.
This completes the proof of the first part of Proposition 12, and the second
part can be proved similarly.
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