This paper summarizes our present, preencounter understanding of the physical and chemical processes controling the inner (r < 1000 km) region of cometary atmospheres. Special emphasis was attached to compiling a self-consistent set of governing equations. We are aiming this review at readers who want to understand the present status of the mantle and coma regions and/or who want to develop new, next generation models which will be needed as the large volume of new observational data will become available in the near future.
and (2) their latent heat of vaporization is almost the same as the latent heat of pure water ice. In the presence of clathrate hydrates, H20 and more volatile CO molecules are evaporated simultaneously in agreement with some observations; however, the simple clathrate hydrate model cannot explain H20/CO production rate ratios smaller than 5. On the other hand, it was presently pointed out by R. Prinn (private communication, 1985) that not all volatile molecules can be trapped into the H:O lattice; for example, a CO: molecule is simply too big to "fit" into the ice structure. This means that in addition to clathrate hydrates other volatile ice components might also be present in some comets. This question will be discussed in greater detail in a later section. The presently prevailing view is that the solid components of cometary nuclei form an extremely porous, low-density, weak structure, rather than a coherent mass of rocky solids penetrated by gas or liquids that froze [cf. Whipple and Huebnet, 1976 
Vaporization and Gas Production Models
As a first approximation, vaporization models neglect the differentiated thin surface layer and consider the whole nucleus to be a homogeneous mixture of volatiles and dust. These homogeneous models implicitly assume that the uppermost dust layer, freshly evacuated of its ice component, is instantaneously blown away by the outflowing gas so that the slowly shrinking nucleus retains its undifferentiated pristine nature at all instances. Another consequence of the homogeneity assumption is that basic physical parameters, such as the bolometric albedo (A•), surface emissivity (e•), and thermal conductivity 0c) do not depend explicitly on time or spatial location; however, quantities like thermal conductivity, latent heat of vaporization, etc., are usually temperature dependent, and thus may show temporal and spatial variations. As horizontal temperature gradients are typically much smaller than the ones measured in the radial direction, homogeneous models usually neglect transverse heat flows. These explicit and implicit assumptions, almost without exception, result in models describing a one-dimensional radial heat flow problem, where for any given angular position the local external radiation field (which might be time and angular position dependent) controls the temperature distribution along the radial direction in the nucleus.
Homogeneous models assume that the absorbed radiation flux is balanced by a combination of blackbody reradiation, vaporization of surface volatiles and the maintenance of the thermal structure of the nucleus; in other words, they apply a version of the following energy balance equation at the cometary surface [cf. Squires and Beard, 1961]: ( Marconi and Mendis, 1982 , 1986 ], include nuclear rotation [Dobrovolskii and Markovich, 1972 One of the central questions addressed by all these models is how to calculate the production rate of outflowing gas particles. In a pioneering work, Delsemrne and Swings [1952] considered a cometary nucleus covered by a homogeneous surface of volatile snow. They assumed that the surface did not contain macroscopic irregularities; i.e., surface irregularities were much smaller than the mean free path of vaporized particles. As the pressure of the cometary atmosphere was much smaller at the nucleus surface than the critical pressure of the phase transition triple point, the liquid phase was unstable and sublimation of frozen volatiles was responsible for gas production. Assuming that the sublimated gas was in equilibrium with the surface, Delsemrne and Swings [1952] 
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where p• is the vapor pressure, p, is the saturated vapor pressure at a reference temperature T,, L(T) is the latent heat of vaporization, and k is Boltzmann's constant (k = 1.38 x 10-•6 erg/K). Delsemme and Swings [1952] also assumed that the sublimated molecules behave as a perfect gas (Ps = nkT), thus defining the gas number density n. In order to determine the bulk velocity of the outflowing gas, Delsemme 
For more than three decades, equations (3) and (5) have been widely used for calculating cometary gas production rates (compare earlier review papers by Whipple and Huebner [1976] , Delsemme [1982] , and Mendis et al. [1985] ). During the years, however, it drew criticism from several authors, who made some modifications (usually resulting in a change of the gas production rate within about a factor of 2) to improve the kinetic production model [Marconi and Mendis, 1984; Hordnyi et al., 1984] .
Expressing more fundamental criticism, Shulman [1972] The whole idea of applying a kinetic approach was criticized by Markovich [1963] and Mendis et al. [1972] and later by Wallis [1982] , Gombosi et al. [1985] , and Mendis et al. [1985] . These authors pointed out that at the cometary surface the gas mean free path was typically 10-10 2 cm; consequently, the neglect of collisions is inappropriate and gas dynamical methods have to be applied at the nucleus-coma interface. Wallis [1982] specifically noted that the kinetic sublimation curves published by Delsemme and Miller [1971] imply that collisionless effusion from an H20-dominated comet could only be appropriate outside 3 AU.
Self-consistent dusty hydrodynamic calculations [Probstein, 1968; Hellmich, 1979; Marconi and Mendis, 1982 , 1986 Gombosi et al., 1983 ] employ a surface gas density value obtained from equation (3) and determine the interrelated production rate and outflow velocity (z = nUout) by solving the coupled steady state dust and gas equations with the appropriate boundary conditions at infinity (Po• = 0). These calculations will be discussed in detail in section 4. In attempting to develop a realistic model of the gas flow through the evacuated porous dust layer (mantle), one needs to approximate the inhibited gas flow and the dust pickup in a manner which is both realistic and still permits meaningful solutions to be obtained. Two such models have been published recently [Fanale and Salvail, 1984; Gombosi et al., 1985 ] which have certain basic similarities but also have a number of different fundamental assumptions.
Extending the hydrodynamic approach to the vaporization process, Gombosi et al. [1985] proposed a gas dynamic "reservoir outflow" model to describe cometary gas production. In their model the sublimating surface below the mantle is replaced by a reservoir containing a stationary perfect gas with temperature T• and pressure Ps. It is assumed that the gas flow is so inhibited through the mantle that the gas is practically stationary and there is no significant pressure drop within the mantle. At the top of the evacuated dust layer the gas discharges to the low-pressure external medium dragging away dust particles from the top of the mantle. This approximation is applicable even in the case of a "bald" nucleus, because the sublimation has to take place below a microscopic layer of freshly evacuated dust (else the outflowing gas could not drag away dust grains). The gas from the reservoir is discharged to the low-pressure external medium either directly or through a thin layer of porous dust covering the nuclear surface. The gas production rate and outflow velocity are affected by the dust loading and by the gas parameters immediately outside the nucleus. Combining the results of a series of numerical solutions with the time-dependent dusty hydrodynamic equations describing gas outflow from such a reservoir and using the predictions of steady state gas dynamics, Gombosi et al. [1985] concluded that in a first approximation the gas production Comparing equations (5) and (6), it can be easily seen that for a typical 7 value of 4/3 (water vapor) the difference between the kinetic outflow [Delsemme and Swings, 1952 ] and the reservoir outflow ] models is only about 20%. However, this difference becomes much larger when one takes into account the choking effect of dust loading. A new set of time-dependent numerical calculations, similar to those reported by Gombosi et al. [1985] has recently been carried out for this review paper. The dependence of gas production rates and outflow velocities on surface temperatures and dust/gas mass production rate ratios (25) was deter- Numerical calculations leading to these expressions will be described in detail in section 4.4.
Equations (8) and (9) have several advantages compared with the predictions of the kinetic model. First, they were obtained from hydrodynamic calculations which describe the collision-dominated outflow region more properly than a collisionless effusion model. Second, these new results take into consideration the effects of dust loading, which was neglected by the kinetic approach.
A diffusive model of gas production was published by Fanale and Salvail [1984] , who considered the gas flow through the evacuated upper dust layer. They visualized this layer as a coherent solid with pores and capillaries and assumed that the sublimated gas flowing through the tubes is in the Knudsen regime. In this case the local gas velocity is [Fanale and Salvail, 1984] 4 (2k T• •ø'5 r0 grad (p) 
where To is the surface temperature and f is the mantle porosity, while the gas outflow velocity from the mantle (Uo) was assumed to be 0.6 times the mean thermal velocity Uth. 
here A is mantle thickness, R• is nuclear radius, % is thermal conductivity in the core, while e represents an infinitesimally small but positive number. where r/ is volume ratio of ice in the core, Pa is dust bulk density, Pi is ice mass density, and Zc is dust/ice mass ratio in the core. The energy balance equations in the mantle and in the core are (assuming only radial variations, heat conduction as the dominant energy transport mechanism, and the heating of the outward diffusing gas as the main energy loss process) 
where Pm is average mass density of the mantle, Pc is average mass density of the core, Cm is specific heat of the mantle, and Cc is specific heat of the core. The energy loss term in equation (18) is not zero, since it is assumed that the penetrating vapor is in thermal equilibrium with the dust throughout the mantle and so represents a sink of heat. Hordnyi et al. [1984] have argued that it is reasonable to expect the gas to accommodate to the mantle temperature at each location because the mean free path of a gas molecule is much larger than the average grain separation in the mantle [cfi Whipple and $tefanik, 1966]. Equations (15)-(19) contain some basic parameters describing such fundamental properties of the mantle and core as density, heat conductivity, and specific heat. As nobody has ever examined the structure of a nucleus, these basic parameters have mainly been obtained by guesswork, so that the values chosen are uncertain. On the other hand, one has the right to expect nucleus models to be internally self-consistent: two interrelated parameters should not be derived using contradictory assumptions. Here an attempt is made to compile a set of consistent functions from the various mantle/core models.
The ice mass density is assumed to be Pi = 0.9 g/cm 3. The average dust density is derived from the average density of dust particles observed in the coma. When deriving Pd, the dust density function used by Divine for comet Halley calculations [Divine and Newburn, 1983 ] and a Hanner-type dust size distribution [Hanner, 1983] Ca -8 x 106 erg/g/K was adopted by the Halley environment working group of the Interagency Consultative Group [Divine et al., 1986] . As there is no specific information available about the thermal properties of cometary nuclei, this value seems to be as good as anything else and was also adopted in this work. The situation is considerably better with respect to water ice. Klinger [1981] Houpis et al. [1985] . This "friable sponge" model assumes that (1) the dust grains in the mantle have the same spatial configuration (spongelike so as to permit the outflow of gas of the vaporizing ice at the coremantle interface) as they have in the core; (2) the destruction time of particles larger than the critical size, amax, is short; these big grains are extremely friable and break into smaller pieces before their accumulation results in a violation of assumption 1; (3) the mass loss rate of the mantle (or dust production rate) is proportional to the momentum flux of the outflowing gas (the proportionality factor,/•a, is a characteristic parameter of each comet).
Combining equations (9) Rotating nucleus. Two groups have published calculations taking into consideration the angular dependence of external radiation at the surface. Weissman and Kieffer [1981, 1984] considered a nucleus with no mantle and took into consideration the heat conducted into the core. They considered the core to be a sink of energy rather than a very large heat reservoir, which may increase the surface temperature at larger heliocentric distances (especially in the outbound part of the orbit). In a semiempirical way, Weissman and Kieffer [1981, 1984] also took into consideration the optical characteristics of the coma, thus decreasing the diurnal variation of the radiative flux reaching the surface. Hordnyi et al. [1984] adopted a more sophisticated mantle-core nucleus model but used the unattenuated solar radiation profile to study the diurnal variation of the surface and sublimating temperatures.
Both calculations concluded that (1) for active comets the amount of energy conducted into core was much smaller than the energy used for sublimation, (2) the temperature distribution in the uppermost layer of the nucleus reaches a steady state diurnal pattern after less than 10 rotations, and (3) the longitudinal temperature distribution reaches its daily maximum in the afternoon and its daily minimum in the predawn hours.
It seems to be very reasonable to expect a diurnal variation in the surface illumination at larger heliocentric distances where the coma is not well developed. However, closer to the sun, multiple light scattering on dust grains in the coma dramatically modifies the angular distribution of the absorbed radiation. Various radiative transfer calculations [Hellreich and Keller, 1981; Marconi and Mendis, 1982 , 1986 Kieffer, 1981, 1984] have indicated that as a result of the large collecting area represented by the thick dust coma the radiation energy density at the nucleus is probably somewhat larger than that of the unattenuated solar radiation and its distribution is fairly isotropic. This means that the more active a comet is, the less diurnal variation one can expect. 
60.

45.
30.
15.
O, -15.
-30.
-45.
-60.
-75.
205
90.
• a.) 
60.
45.
30.
15.
-15.
-60. These authors also considered an internal heat source caused by amorphous to hexagonal water ice phase transition, together with heat conduction in a finite core. As has already been mentioned earlier, this model has been criticized by Shulman [1983b] , who thinks that it is hard to argue for an evolutionary scenario which could prevent amorphous ice from crystallization at the beginning of the formation of the nucleus. On the other hand, the amorphous to crystalline transition model [Smoluchowski, 1981a, b; Klinger, 1981] Another important question regarding this type of calculation is the question of how quickly heat can be conducted within the core. The smaller the surface heat conductivity is, the longer it will take to conduct heat deep into the nucleus. Using an appropriately small value for the heat conductivity of the top layer, the surface layer can supply additional energy for sublimation after perihelion, thus shifting the maximum production rate up to • 100 days postperihelion. The problem is that this "appropriate" conductivity value represents a low porosity, an almost "concrete" like nucleus. It is difficult to visualize how such a low-porosity nucleus can produce dust particles at all. On the other hand, when the calculations take into consideration a pure hexagonal ice nucleus, the predicted light curve has its maximum at perihelion. Figure 4 (taken from Hermann and Podolak [1985] ) shows the surface temperature variation of a pure hexagonal ice nucleus in the orbit of Comet Halley after many revolutions. It can be seen that close to the sun where the temperature is above • 185 K, sublimation of water ice controls the surface temperature. The cooling due to sublimation is so strong and the heat conducted to the core is so small that the surface temperature rises only slightly as the comet passes the perihelion portion of the orbit. On the outbound leg between about 1.3 and 3.5 AU a portion of the thermal energy stored in the surface layer is being conducted into the nucleus to continue warming the deeper layers. Between 3.5 and 7.0 AU this inward heat flow continuously decreases, and beyond 7 AU the surface is partially heated by the interior. This process continues as the comet passes its aphelion and starts its journey inward. On the other hand, the heat content of the nucleus has already been depleted by this time; consequently, internal heating contributes less and less to the maintenance of the surface temperature.
Orbital evolution of the mantle thickness. It was first suggested by Whipple [1950] that an evacuated dust layer may cover the surface of cometary nuclei, although the first quantitative model of the mantle thickness variation along a comet orbit was published by Mendis and Brin [1977] [1984] used their diffusive mantle model to calculate the growth and distruction of the mantle, which resulted in expression (14) for the gas mass production rate. Inspection of equation (14) groups. Had they adopted a different set of material constants (for instance, the average intergrain distance (equation (27)) for the average capillary radius (as suggested by Hordnyi et al. [1984] ) and a smaller tortuosity value), they would have obtained an order of magnitude larger mantle thickness, in agreement with the other calculations. This different set of constants could also result in a better agreement between the diffusive and kinetic gas production rates for the A--} 0 limiting case (which presently differ by a factor of 6). However, at this point this discrepancy between competing models cannot be resolved, because we have no observations about surface morphology of comets.
The governing equations of the mantle thickness variation discussed earlier can be simplified further by neglecting the radiative term in the mantle heat conductivity (with the adopted material constant values, this term contributes less than 5% to •Cm below about 500 K) and assuming that the temperature distribution in the mantle can always be considered to be steady state (this assumption seems justifiable because the thermal time constant in the mantle is about an hour, which is much smaller than the time constants of orbital motion or mantle growth). In this case, one still has to solve equation ( time, while the gas and dust production rates continuously decrease. During consecutive revolutions this comet becomes fainter and fainter (i.e., the gas production rate decreases) and is finally suffocated by dust. The surface temperature of such a comet increases continuously and finally approaches a limit- The mantle thickness does not increase monotonically any more when the friability is larger than a critical value, but insteatt a repetitive cycle appears. Apart from the first approach to the vicinity of the sun, A and Qg follow the same curve during subsequent revolutions. Inspection of Figure 6 shows that at about 1.5 AU preperihelion the increase of A stops and then the mantle thickness starts to decrease. By the time the comet reaches ,-• 1 AU postperihelion, the mantle is practically blown off all at once and the gas production jumps by more than 1 order of magnitude. When the comet again leaves the vicinity of the sun, a new mantle is developed; this new mantle is blown off during the next perihelion passage. This process is repeated during subsequent revolutions.
When the friability parameter is further increased, the mantle thickness starts to decrease while still further away from the sun, and it will eventually be blown off before perihelion, rather than postperihelion. This early blow off results in fairly high perihelion production rates (,- In order to carry out quantitative studies of the gases flowing away from the surface of the nucleus, the appropriate coupled set of conservation equations have to be solved. A comprehensive summary of these transport equations and their relative applicability was given by Schunk [1975 Schunk [ , 1977 in a couple of review papers; other authors who have extensively discussed these equations, applicable to atmospheric and plasma studies, include Holt and Haskell [1965] and Tanenbaurn [1967] . All these equations are obtained by taking moments of the Boltzmann equation. Some differences do exist between the equations derived by different authors, because some authors obtain the moment equations with respect to the random velocity, while others use the actual (total) velocity.
As mentioned earlier, the most comprehensive presentation and studies of these transport equations, relevant to aeronomy, are those of Schunk [1975 Schunk [ , 1977 ; so this brief review will follow his approach, with one important difference. In a cometary atmosphere, unlike that of earth, the mean flow velocities can be comparable to the thermal velocities; therefore certain approximations adopted for studies of the terrestrial environment are no longer appropriate. Schunk [1975] presented a general system of transport equations for flowing neutral gases and plasmas, which were derived by using Grad's [1958] formulation and Burgers' [1969] collision terms. These systems of equations, sometimes referred to as the "13 moment equations," include continuity, momentum, internal energy, pressure tensor, and heat flow equations for each species under consideration. However, considering our very limited present-day understanding of cometary atmospheres, only the first three of these equations, corresponding to a "five-moment approximation," will suffice to characterize the neutral gas behavior within the collisiondominated region of comas.
In this five-moment approximation the properties of the gas are expressed in terms of just the species density, flow velocity, and temperature. The conservation equations for the density, velocity, and temperature, neglecting Coriolis, viscous stress, internal energy, and certain heat flow effects [see Holt and Haskell, 1965; Burgers, 1969; Schunk, 1975] , are
C9ns
•ns • + V(nsUs) - where Ds/Dt is the convective derivative, ns is the number density of neutral gas species s, u s is the velocity of neutral gas species s, ms is the mass of neutral gas species s, Ps is the kinetic pressure of neutral gas species s (=nskTs), T s is the temperature of neutral gas species s, Gs is the external volume force (e.g., gravity), CSns/& is the density source term due to collisions, cSMs/& is the momentum source term due to collisions, and •Es/•t is the energy source term due to collisions. As stated earlier, the energy equation (40c) was obtained neglecting the internal energy of the molecules. It is commonly assumed that the average energy per particle with internal degrees of freedom can be written as [cf. Burgers, 1969] There is a whole hierarchy of approximations for the collisional source terms. Relatively low order approximations can be adopted for comets given our very limited understanding of cometary atmospheres. The density source term is taken to be simply the chemical production minus loss rate of a given neutral species'
where Ps' is the production rate of neutral species s and ls' is the loss rate of neutral species s. Although we mentioned only chemical production and loss rates, processes such as sublimation of icy grains and ionization of neutral gases can easily be included in the production and loss rates, respectively. Rigorous derivations of the momentum and energy source terms have, in general, been carried out considering elastic collision processes only, with inelastic processes introduced only at the end in a heuristic manner. The momentum source term, considering only elastic hard sphere interactions [Schunk, 1975] 
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where rst is the sum of the radii of the colliding particles (see Table 2 for a few representative values). Estimates of equivalent hard sphere radii are given in Table  2 ; note that they are all in the range of 0.1 to 0.2 nm. It is important to point out that the few actually measured total scattering cross sections are significantly greater than the hard sphere cross sections calculated from the given radii. For example, the measured value of the H20-H20 cross section is about 3.35 x 10 -•'• cm 2 [Snow et al., 1973] The dominate. Therefore it appears at first that it should be relatively easy to calculate the spectral intensity of the solar flux as a function of the distance from the comet surface once a parent gas composition is selected. However, multiple scattering of the solar radiation and thermal reradiation by the outflowing dust grains means that complex and self-consistent radiative transfer calculations are necessary, in general, to obtain reliable flux intensities [l-lellmich, 1979, 1981; Weissman and Kieffer, 1981 Kieffer, , 1984 Marconi and Mendis, 1982 , 1986 . Such detailed radiative transfer calculations are especially important in calculating the entergy budget of the nucleus itself and regions near the surface. The net result of these processes is to increase the amount of radiative energy reaching the comet and thus leading to increased gas and dust production rates and outflow velocities. However, for photochemical calculations only the ultraviolet radiation with wavelength of less than about 200 nm is important, and in this wavelength region it is reasonable to assume that the only effect of the dust is that of an absorber [cf. Mendis et al., 1985] .
The calculation of the dissociating and ionizing solar flux (2 < 200 nm) requires a knowledge of the number densities of the neutral constituents, ns(r ), as a function of radial distance r, the absorption cross section of these constituents as a function of wavelength, asa(2), and the spectrum of the unattenuated solar radiation 1©(2). In terms of those quantities, the solar flux at any distance r is given by   1(2, r) = I o•(2) exp [-,(2, r) ] substituted. Bo was not forced to unity for the other set, which resulted in a somewhat better overall fit (higher correlation coefficients) to the data base, but in this case the reference flux is not recovered exactly for the July 1976 period. Both sets of B parameters are given in Table 5 . It should be noted that if an estimate of the solar flux over wavelength intervals not covered by the B parameters is desired, one needs to estimate the two key wavelength intensities at • = 33.5 nm and • = 102.6 nm, using equation (54), and then use equation (53) to scale the reference flux as necessary. A useful quantity for many aeronomic calculations is the frequency at which a given process (e.g., photodissociation) takes place owing to the unattenuated solar flux outside the atmosphere. Such photodissociation frequencies can be calculated from the available solar flux and cross-section information and are independent of the atmospheric densities. W. F. Huebner (work in preparation, 1986) calculated a wide variety of these frequencies for solar cycle minimum conditions; the ones most relevant for cometary atmospheres are given in Table 6 . Table 6 also gives the energy threshold for the given dissociation and ionization processes in terms of wavelength.
(The following simple relationship allows this information to be transformed from wavelength, /•, to eV if so desired: E(eV) = 1239.8/;t(nm).)
There have been no direct in situ measurements of the neutral gas composition and abundances in the coma. Estimates of the total densities and composition have been based on remote optical observations and guesses have been based on present ideas on how and where comet nuclei were formed. Table 7 , reproduced from Huebner [1985] , summarizes the variety of suggested composition ratios in the nucleus. In order to get an accurate description of the parent molecule densities in the atmosphere, one needs to correctly model the sublimation/evaporation processes followed by a selfconsistent solution of the coupled continuity, momentum, and energy equations, which is such a complex undertaking that only limited studies of this type have been carried out to date (see sections 2 and 4). A zero-order approximation to the parent molecule distribution in the inner coma can be obtained by (1) selecting an initial composition ratio from Table   7 , (2) assuming a 1/r 2 density variation, and (3) selecting an appropriate total gas production rate. Estimates of gas production rates as a function of heliocentric distance, for a number of comets of interest, are given in Tables 11-14. The dissociated and ionized molecules and atoms participate in a wide variety of chemical processes; some of these reactions lead to certain important constituents, which are not immediately apparent from the parent molecules (e.g., H30 + as the major ionic component). We give here some representative examples of these various processes, and in Table 8 
One important aspect of processes such as (55)-(59) is that the energy carried by the dissociation or reaction products can largely go into heating the neutral and/or ionized gas, at least in the collision-dominated region of a cometary atmosphere.
DUSTY GAS FLOW IN THE NEAR-NUCLEUS REGION
Governing Equations
It was recognized as early as the mid-1930s that gas outflow plays an important role in cometary dust production [Orlov, 
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The information in this 1935]. In early treatments of the gas-dust interaction it was assumed that the dust drag coefficient was independent of the gas parameters and that the gas velocity was constant in the dust acceleration region [Whipple, 1951; Weigert, 1959 Shulman [1969] , assuming that the heavy dust grains have no thermal motion and collide only with gas molecules. These authors pointed out that the gas mean free paths were much larger than the dust particle dimensions, and consequently, the gas flow could be considered to be free molecular relative to the dust component. In Probstein's [1968] dusty gas dynamic treatment, the traditional gas energy conservation equation was replaced by a combined dust-gas energy integral. He assumed a single characteristic dust size (a = 0.5 #m) and neglected any external dust or gas heating in the interaction region. It was later pointed out by Shulman [1972] , and Hellreich and Keller [1980] [1986] have investigated the effects of the dust thermal radiation on the energetics of neutral gas and found that this radiation can significantly increase H20 internal energies. Due to neutral-neutral collisions, this elevated internal energy can also increase the random energy of the neutral gas, thus resulting in much higher minimum neutral gas temperatures in the gas-dust interaction region than predicted by previous calculations.
Modeling efforts have shown that the spatial extent of the gas-dust interaction region is limited to less than ,-• 30 Rn [cf. Keller, 1983; Mendis et al., 1985] . Gas particles typically spend about 100 s in this region; this time scale is too short for any significant change in the gross chemical composition of the gas. There seems to be a general concensus in the literature that a single-fluid dusty hydrodynamical approach is adequate for describing the dynamics of the gas-dust interaction region (cf. the most recent review of Mendis et al. [1985] ). In this section the equations that govern the evolution of gas and dust parameters in a spherically symmetric water vapor dominated inner coma are summarized. (40) where p is gas mass density, p is gas pressure, u is gas velocity, A is area function (for spherical geometry A = r2), Fga is momentum transfer rate from the gas to the dust, Qga is energy transfer rate from the gas to the dust, Qcxt is external heat source rate (photochemical heating and infrared cooling). In the innermost coma, where the gas-dust interaction takes place, Qext can be approximated with relatively simple expressions; however, at larger cometocentric distances this term becomes fairly complicated. By neglecting collisions between dust particles one can obtain the following equation In the presence of an external radiation field the energy balance equation for a dust particle is [Probstein, 1968] 
Using this approximation, equations
4•t paa3Ca dTa '•' • = 4•ra2qa + /ra2t•absJr --4/ra2t•½maTa 4 (63)
where Ta is dust particle temperature, qa is the gas-dust heat transfer rate per unit surface area, Jr is the radiation energy flux, Ca is the dust specific heat, and eabs and /•em are the dust absorption and infrared reemission emissivities, respectively. Finally, the dust size distribution function fa must obey the following continuity equation:
where % is the production rate (per unit surface area) of dust particles with radius a. Equation (64) assumes that once a dust particle is released from the surface, it will be conserved in the coma: we neglect icy grain sublimation or particle fragmentation processes.
Gas-Dust Momentum and Ener•7y Transfer
In Probstein's [1968] formulation of drag and heat transfer to a spherical dust particle in its free molecular environment, grains are assumed to reflect the gas molecules diffusively around the surface, to have a perfect thermal accommodation, and to have a constant surface temperature. In this approximation the free molecular drag coefficient based on the projected area for a sphere with diffuse reflection is given by 
Steady State Solutions Without Radiative Transfer
In early treatments of the gas-dust interaction [Whipple, 1951; Weigert, 1959; Dobrovolskii, 1966; Huebner and Weigert, 1966 ] it was assumed that gas particles had mean free paths much larger than the grain size and collided elastically with the dust grains. These assumptions resulted in a constant Co = 2 value. Furthermore, these calculations assumed steady state and a constant gas flow velocity u. Using these assumptions and neglecting cometary gravity, one can obtain a transcendental expression for the dust velocities (which is a simplified version of Dobrovolskii's [1966] was replaced by a combined gas-dust Marconi and Mendis, 1982 , 1986 .
In a steady state self-consistent dusty gas dynamic treatment the gas continuity, momentum, and energy equations can be combined to yield the following first-order differential equation for the gas velocity: (75) is negative near the nucleus and has its maximum absolute value at the surface. A limiting case of this dusty gas flow model occurs if the dust/gas production rate ratio (Z) tends to zero. In this case, the presence of the dust does not affect the gas motion. This is the equivalent of seeding at the source an already established steady, radial, isentropic inviscid compressible source flow. In this case, the gas flow properties can be obtained from the well-known solution for a supersonic source in which the Mach number at the nucleus (source) surface is taken to be 1 in order to satisfy the appropriate boundary conditions at infinity and at the surface. On the other hand, a Z > 0 value indicates strong gas-dust interaction at the source resulting in a lower gas outflow velocity, Probstein [1968] concluded that the gas flow had to be subsonic at the surface and supersonic at large cometocentric distances. As has already been mentioned, the physical solution of equation (75) is a transonic accelerating gas flow. At first it is not obvious which external effect "accelerates" the gas and enables it to become supersonic. In order to visualize this effect, Gombosi et al. [1985] 
It is evident that M -1 is a singular (sonic or critical) point of equation (75). This means that an additional constraint needs to be imposed
Here rmi n and Tc represent the minimum gas temperature in the gas-dust interaction region and the gas temperature at the sonic point, respectively. We note that expression ( not contain the dust/gas mixing ratio, Z, in an explicit form. On the other hand, u oo and z depend on Z; so the dust loading does have an influence on the solution. In a first approximation, however, numerical results indicate that in the presence of external gas heating (but neglecting infrared trapping) uoo can be approximated as u• • 1.1Uth. Figure 10 shows a comparison between the various terminal velocity approximations and the results of a numerical solution of the coupled gas and dust equations. When evaluating expressions (73), (82), and (83), numerical constants listed in Table 9 (16)) and using 30 dust size classes. In the next step they solved the same equation system 30 times using single dust sizes and renormalized the solutions to give a dust terminal velocity distribution. The results are shown in Figure 11 , which shows that by using a realistic dust size distribution the dust terminal velocities decrease about 20%.
Approximate Supersonic Steady State Solutions
The coupled gas-dust differential equation system was solved during the last several decades by many authors using different approximations. Early calculations using mainly ana- [1982, 1983, 1984, 1986] , and Gombosi et al.
[1983] published steady state solutions, using "trial and error" methods to get through the 0/0 type singularity at the sonic point. In order to obtain a "physical" transonic solution, these authors had to "prescribe" the smooth behavior at the critical point. These calculations assumed a given surface gas density, temperature, and dust mass loading ratio and varied the sur- 
Based on fluid dynamics considerations, Gombosi et al.
[1985] suggested a simple approximate recipe for the flow parameters at the critical point. They pointed out that between the nucleus surface and the sonic point (typically located at a few tens of meters from the surface) the gas flow is isentropic within a few percent. In this case, the following relations hold between the gas quantities in the reservoir and those at the sonic point for an isentropic discharge of perfect gas from a stationary reservoir through a convergingdiverging ( A new set of dusty gas dynamics calculations was carried out for this review paper using the time-dependent code developed by Gornbosi et al. [19853. The sublimating and surface temperatures were both taken to be 200 K; there were 12 logarithmically spaced dust sizes between 0.1 and 100/•m; and the gas molecular mass, gas specific heat ratio, and dust specific heat were taken to be 18, 4/3, and 8 x 106 ergs/g/K, respectively. For the dust bulk density and source distribution functions, expressions (20) and (21) were used. Ten calculations were performed using different Z values distributed between 0 and 5. The initial condition was an empty coma in each calculation. At t = 0 the gas started to flow out of the reservoir and began to carry away dust grains, then the system was allowed to evolve until steady state was reached. In the next step, analytic approximations were fitted to the numerical values of gas production rate (z), outflow velocity (11out) , sonic point radius (Re) and gas terminal velocity (uo•), as a function of the dust to gas mass production rate ratio, Z. 
where Jr is the local external radiation field and qa is the gas to dust heat transfer rate (see equation (67)). As the thermal time constant of a dust grain is ra • 10 4 a 2 (where % is measured in seconds and "a" is given in centimeters), most dust particles reach their equilibrium temperature by the sonic point. In these new supersonic approximation calculations the dust temperature at the sonic point was defined by expression (93) for all dust sizes.
The total dust mass production rate is z a = •z; the source dust size distribution function (Na) is assumed to follow a Hanner type distribution [cf. Hanner, 1983] The results of a series of calculations starting from the sonic point were compared with the solutions obtained by using other steady state methods. Several test cases were calculated with the well-established shooting method, as well as with the time-dependent code. The results of the three independent methods were compared at various cometocentric distances between the sonic point and 3000 km. The typical deviation between the various results was a few percent' it never exceeded 10%. This comparison has proved that the supersonic approximation solution is an accurate enough approximation for describing the steady state radial evolution of the gas and dust parameters in the acceleration region. This new technique has a big advantage' it is our experience that on the average it is 3 to 10 times faster than the more traditional shooting method (depending on the complexity of the photochemical and radiative energy source terms). The big saving is that it is not necessary to solve the dust equation of motion in the subsonic region, where the radial grid size is very small owing to the large acceleration of small grains.
Some results of a supersonic approximation calculation are shown in Figure 12 It was recently shown by Marconi and Mendis [1986] that the trapping of infrared thermal radiation in the collisiondominated inner coma significantly influences the gas temperature profile. According to their new results the gas temperature decreases less than a factor of 2 from its surface value in the gas-dust interaction region, and the revised temperature minimum is about 100 K. Marconi and Mendis [1986] have also demonstrated that IR radiation trapping increases the gas terminal velocity by 30-40%, while the dust terminal velocities remain practically unchanged.
The new code incorporating the supersonic approximation was applied to calculate new sets of inner coma gas and dust parameters for four comets of special interest: Halley, Giacobini-Zinner (G-Z), Kopff, and Wild-2. Comets Halley and G-Z are being visited by spacecraft, while Kopff and Wild-2 have been discussed as potential targets of a comet rendezvous mission. Table 9 summarizes those model parameter values which were assumed to be the same for all four Tables 11 and 12 might still be useful by providing "intelligent guesses," which can be appropriately scaled. Next the gas production rate per unit surface area was derived using equation (38), and a single surface temperature was obtained using equation (37) (assuming a A = 0 mantle thickness). After all these preliminary steps the gas and dust parameters were calculated at the sonic point, and the coupled differential equation system was solved in the supersonic region. The external energy sources were taken from Gornbosi et al. [1985] . The calculation was stopped at 300-km cometocentric distance, where the gas and dust became practically decoupled and both components approached their terminal velocities. The results obtained for the four comets under consideration are summarized in Tables   11-14 . The listed parameters are heliocentric distance (AU), surface temperature (K), total gas production rate (molecules/s), average gas mass production rate per unit area, dust production rate, maximum liftable dust size, gas terminal velocity, gas number density at 300 km, gas temperature at 300 km, and dust terminal velocities for different grain sizes. Tables (80) that fia decreases with an increase in the gas production rate. On the other hand, a small fi• value predicts that the dust grain will quickly accommodate to the gas flow; consequently its terminal velocity will be higher than that of a particle characterized by a large fi• value. The conclusion is that the same dust grain will have a larger terminal velocity when the comet is more active than in the case of a lower gas production rate.
Inspection of
The gas and dust parameters shown in Tables 11-14 can serve as initial values for gas and dust calculations in the outer parts of the coma, where gas-dust interaction is not important any more. On the other hand, chemistry, radiative transfer, ionization, solar wind interaction, etc., make the situation complicated in the decoupled region.
Radiative Transfer
In most of the earlier dusty gas dynamics calculations, interaction of the solar radiation field with dust grains and gas particles was neglected. Studying a large number of potential neutral gas and ion reactions and their contribution to the coma optical depth, Huebner and Giguere [1978] concluded that gas emission and absorption are unimportant outside the resonance bands and lines of the most dominant molecules and atoms. They concluded that only the ultraviolet wavelength region might be optically thick owing to photolyric losses. On the other hand, there is recent indication [Marconi and Mendis, 1986 ] that infrared radiation trapping by the H20 molecules may also contribute significantly to radiation transfer in the coma.
The inner coma contains a large number of dust particles. A simple estimate based on an r -2 number density distribution of a more or less typical grain size (-• 1 #m) predicts that the optical thickness of the column above the surface is less than 0.1, causing only a marginal insulation effect. On the other hand, in the immediate vicinity of the nucleus the dust velocity is very small (see Figure 11a) ; consequently just above the surface the dust particle density varies much faster than r-2.
This "pileup" of slow dust grains may cause important effects, Marconi and Mendis, 1982 , 1986 ].
Recently, a comprehensive two-band, three-stream radiative transfer model was developed by Marconi and Mendis [1984, 1986] . They separately considered the variation of the UV flux, which is responsible for the major photolytic processes and the visual and near-infrared radiation, which is mainly responsible for heating the dust grains and the nucleus. In their model, Marconi and Mendis [1984] considered six constituents' nonthermal hydrogen (produced in photolyric processes), thermalized hydrogen, heavy neutrals (heavier than H), ions, electrons, and a single-size dust population. Photolytic reaction rates determine the mass source rates of various species and contribute to the momen.tum and energy source terms. The nonthermal hydrogen was .treated in a semikinetic way, the dust motion was approximated by the usual kinetic model, while the behavior of the remaining components was described by hydrodynamic equations. An ambipolar electric field was determined from the electron momentum equation assuming charge neutrality and the absence of net electric current. It was also assumed that ion and neutral velocities were equal' in effect this assumption grossly overestimates the ion-neutral drag effect at larger radial distances [Cravens et al., 1984 ' Kb'r&mezey, 1984 . Electron heat conduction and, neutral molecule radiative cooling [Shimizu, 1976] were also taken into account, contributing to the coma energetics. it overcompensates the screening of the direct solar radiation. The total radiation flux reaching the nucleus is about 25% higher than the unattenuated solar radiation; consequently, the gas and dust production rates are somewhat larger than they would have been if the optical properties of the coma were neglected. This effect, however, strongly depends on the optical characteristics Of the dust grains. It was pointed out by Keller [1983] . In a collisionless gas the resonant radiation is continuously absorbed and reemitted by the water molecules; in other words, it is trapped by the gas. Marconi and Mendis [1986] were the first to recognize that in the collisiondominated inner coma a large fraction of the rotational/vibrational excitation energy of water molecules can be transformed via collisions into translational energy, thus increasing the gas temperature. This new heating is the opposite of the radiative cooling [Shimizu, 1976; CrOvisier, 1984] Read, for example, "9.15E + 27" as "9. In their calculations, Gombosi et al. [1985] , Kitamura [1986] , and Gombosi and Hortinyi [1986] simultaneously solved the partial differential equation system (61) describing the gas behavior with the dust equations (62), (63), and (64). The dust-gas interaction was described by Probstein's [1968] model, while the gas was heated by H20 photodissociation and cooled by the Shimizu [1976] infrared cooling term.
As a result of the time-dependent dusty flow calculations, Gombosi et al. [1985] found that in addition to the similarity type expanding gas halo lip, 1981], another type of disturbance will also propogate outward in a cometary coma following an outburst on the nucleus. Next, Gombosi and Hortinyi [1986] calculated the evolution of gas and dust distributions following a spatially and temporally localized comet outburst using a dusty hydrodynamic--kinetic hybrid method. In the inner coma the time-dependent continuity, momentum, and energy equations of a dusty gas flow were solved assuming spherical symmetry within the 30 ø wide jet using 12 logarithmically spaced dust sizes following a Hanner type size distribution (with a surface spectral index of 4.2). Beyond 300 km a three-dimensional kinetic method [cfi Hordnyi and ] was used to calculate dust grain trajectories. it was found that following the onset of the simulated comet outburst, a gas-dust blast wave propagates outward in the inner coma. About 60 min after the increased gas and dust production .was initiated at the nucleus a new equilibrium was reached in the inner coma. The most important feature of this new steady state is the significant increase of the gas pressure (Figure 15 ). These higher terminal velocity values resulted in increased apex distances for dust particles emitted during the outburst. Gombosi and Hordnyi [1986] concluded that comet outbursts may generate long-lasting distinct dust envelopes in front of the regular dust coma, which later propagate tailward and finally dissolve (Figure 16 ).. These type of dust envelopes were observed at several comets (cf. comet Donati).
Recently, a couple of groups started to work on multidimensional modeling of cometary jets. Sagdeer et al. [1985] have calculated the steady state shape of a long-lasting, localized jet assuming that after the passage of the initial blast wave there is no significant gas pressure gradient across the jet boundary. On the basis of this assumption, Sagdeer et al. [1985] concluded that the angular extent of the dust jet varies with cometocentric distance as r {•-•)/2. Kitamura [1986] recently published the first time-dependent axisymmetric dusty gas jet calculation describing inner coma gas and dust distributions following a long-lasting, localized surface outburst. The jet profile at the surface was approximated by a Gaussian function with a half width of 10 ø. The main feature of Kitamura's [1986] numerical results is that the narrow outburst results in a conical jet. The physical reason for this conical jet formation is twofold: first, the surface gas pressure gradient initiates a lateral gas transport which quickly pushes the gas density peak to • 30 ø, and second, near the nucleus the dust grains attain a tangential velocity which is comparable to their radial velocities, thus depleting the dust population along the • = 0 ø line. Further away from the nucleus the dust particles lost most of their tangential velocities; consequently the modified dust structure "freezes" at a cometocentric distance of about 10 km. The result of these two processes is a laterally varying dust/gas mass ratio, resulting in different loading effects. Figure 17 (taken from Kitamura [1986] ) shows the gas velocity field. One can see that the sonic distance is further inside the jet than in the undisturbed region. It also can be seen that there is a dust loading peak near 30 ø , due to the lateral transport of dust grains in the immediate vicinity of the nucleus. An additional factor influencing the radial gas and dust velocity profiles is that the gas in the enhanced density region (around • = 30 ø) can adiabatically expand not only radially, but also tangentially. This means that only a smaller fraction of the gas internal energy will be transferred to the dust population than in the radially expanding gas regions. As a result of the combination of these processes, a slow, high-density dust jet is formed around • = 30 ø. Inside the jet the dust is faster than the ambient population; consequently the dust number density is smaller. Kitamura's [1986] results represent a significant improvement in modeling dusty gas jets. We expect the development of further interesting jet models following the Halley flyby projects, when (hopefully) more detailed observations will be available about the structure of inner coma dust and gas features.
SUMMARY DISCUSSION
In the next few months and years, we will learn a great deal more about both the nucleus and the dust/gas environment of comets through in situ measurements (ICE, VEGA, Giotto, Sakigake, and Suisei missions) and intense remote observations from the ground (International Halley Watch) as well as earth orbit (Astro 1, Space Telescope, etc.). These measurements will significantly advance our understanding of the physical and chemical processes controlling comets and their environment. Therefore the purpose of this review is not to be an encyclopedia of knowledge but to provide a description and summary of some of the most relevant basic physical and chemical processes along with the best present-day models which can be used as benchmarks to compare the new results with and then facilitate data interpretation and the resulting advances in our knowledge. The history of solar system studies has continuously demonstrated the importance of the symbiotic relation between theoretical studies and observations in achieving progress. We hope that these reviews will make some contribution to the dramatic advances expected in the next few years.
