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Abstract
Several deﬁnitions of growth factors for Gaussian elimination are compared. Some new pivoting strategies, intermediate between
partial pivoting and rook pivoting, are introduced. For random matrices, an approximation of the average normalized growth factor
associated with several pivoting strategies is computed and analyzed. A stationary behavior of the expected growth factors of the
new pivoting strategies is observed. Bounds for the growth factors of these pivoting strategies are provided. It is also shown that
partial pivoting by columns produces small growth factors for matrices appearing in practical observations and for which the growth
factors produced by partial pivoting are very large.
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1. Introduction and basic notations
Let us recall that Wilkinson proved that Gaussian elimination with partial pivoting is backward stable by showing
that the corresponding growth factor for n × n matrices was bounded above by 2n−1 (cf. [17]). He also commented in
[18] that, in practice, this theoretical bound is very pessimistic. The explanation of the reduced size of the growth factor
with partial pivoting remained open for many years (cf. [14]). Trefethen and Schreiber sheded light on this question
in [16] (see also [15, Lecture 22]). In [16], it was observed through numerical experiments that, for random matrices,
the average normalized growth factor could be approximated by n2/3 for partial pivoting and by n1/2 for complete
pivoting. Other pivoting strategies were considered in that paper, such as threshold pivoting, parallel pivoting and
pairwise pivoting. On the other hand, some recent papers have been devoted to rook pivoting strategy, which selects
each pivot to have maximal absolute value over both the row and column in which it lies (see [13,6,3]). It has been
shown in [6] that this strategy cannot have exponential growth factor. The cost of rook pivoting varies between twice
the cost of partial pivoting and the full cost of complete pivoting and its expected cost was analyzed in [13].
In contrast to the backward stability of Gaussian elimination with partial pivoting, it is well known that Gauss–Jordan
elimination with partial pivoting is unstable (cf. [12]). In [4], it was proved that Gauss–Jordan elimination is stable
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when applying partial pivoting by columns (see also [10]), that is, choosing in each step a pivot column instead of a
pivot row.
Section 2 analyzes and compares the theoretical bounds corresponding to several growth factors which have been
introduced in the literature. In Section 3, we ﬁnd through numerical experiments real numbers  such that n approxi-
mates the average normalized growth factor, for random n × n matrices, of Gaussian elimination with partial pivoting
by columns and with other strategies intermediate between partial pivoting and rook pivoting, which increase the
computational cost of Gaussian elimination with O(n2) additional elementary operations: double partial pivoting (see
also [10]) and the new strategies called triple partial pivoting and quadruple partial pivoting. We shall conclude from
the numerical experiments and the stationary behavior of the average normalized growth factor that it does not deserve
to consider further intermediate pivoting strategies. Bounds for the considered pivoting strategies are provided and it
is also illustrated how to obtain reduced upper bounds for the corresponding expected growth factors under particular
assumptions. We ﬁnish Section 3 considering the backward stability for Gauss–Jordan elimination of the presented
pivoting strategies.
Although matrices with large growth factors for partial pivoting do not use to appear in applications, Wright [19]
and Foster [5] have constructed examples which can appear in practical applications and with that property. In contrast,
we show in Section 4 that, with partial pivoting by columns, the growth factors are small and, in these examples, this
strategy frequently produces the same row and column exchanges as rook pivoting and complete pivoting (of course,
this implies that there are only column exchanges in the three strategies).
We now introduce some basic notations. Given k, l ∈ {1, 2, . . . , n}, let  (resp., ) be any increasing sequence of k
(resp., l) positive integers less than or equal to n. Let A be a real square matrix of order n. Then we denote by A[|]
the k × l submatrix of A containing rows numbered by  and columns numbered by . Besides let A[] := A[|].
Gaussian elimination transforms a linear system Ax = b into an equivalent upper triangular linear system Ux = c.
Gaussian elimination with a given pivoting strategy, for nonsingular matrices A, consists of a succession of at most
n − 1 major steps resulting in a sequence of matrices as follows:
A = A(1) −→ A˜(1) −→ A(2) −→ A˜(2) −→ · · · −→ A(n) = A˜(n) = U , (1.1)
where A(t) = (a(t)ij )1 i,jn has zeros below its main diagonal in the ﬁrst t − 1 columns:
A(t) =
⎛
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. (1.2)
The matrix A˜(t) = (a˜(t)ij )1 i,jn is obtained from the matrix A(t) by reordering the rows and/or columns t, t +1, . . . , n
of A(t) according to the given pivoting strategy and satisfying a˜(t)t t = 0. To obtain A(t+1) from A˜(t) we produce zeros in
column t below the pivot element a˜(t)t t by subtracting multiples of row t from the rows beneath it. Rows 1, 2, . . . , t are
not altered. If P,Q are the permutation matrices associated to the pivoting strategy and B := PAQ, then the Gaussian
elimination of B can be performed without row or column exchanges. If B =PA (resp., B =AQ) we say that we have
performed a row pivoting strategy (resp., a column pivoting strategy).
Several measures have been used as the growth factor for the Gaussian elimination: given an n × n nonsingular
matrix, we can mention the classical growth factor of A, used by Wilkinson,
Wn (A) :=
maxi,j,k|a(k)ij |
maxi,j |aij | , (1.3)
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and the growth factor given by
n(A) :=
‖|L| |U |‖∞
‖A‖∞ , (1.4)
where LU is the triangular factorization of the matrix B = PAQ and P,Q are the permutation matrices associated to
the pivoting strategy. More recently, Amodio and Mazzia (see [1, p. 398]) introduced the number
Nn (A) :=
maxt‖A(t)‖∞
‖A‖∞ (1.5)
(see also [9]). Finally, in the context of pivoting strategies controlling the size of L, the following growth factor has
been used (see [2,5] or [15, formula (22.2)]):
Un (A) :=
maxi,j |uij |
maxi,j |aij | . (1.6)
2. Theoretical bounds for the growth factors
It is well known that the backward error of Gaussian elimination depends on its growth factor. In this section,
we obtain and collect theoretical upper bounds for the growth factors introduced in Section 1 and we also compare
them. Although in practice they can be considerably smaller, the results show that controlling the size of the triangular
associated factors L and/or U also control the growth factor. Let us start by comparing the growth factors. Lemma 9.6
of [7] proves the following inequality:
n(A)1 + 2(n2 − n)Wn (A)
and [7, problem 9.9] provides this other inequality:
Wn (A)1 + nn(A).
The following result includes other inequalities relating to growth factors.
Proposition 2.1. Let A be an n× n nonsingular matrix and let us consider the growth factors Wn (A), n(A), Nn (A),
Un (A) deﬁned by (1.3)–(1.6), respectively. Then the following inequalities hold:
Nn (A)n(A), Un (A)Wn (A)nNn (A)nn(A), Nn (A)(n − 1)Wn (A).
Proof. The second, third and ﬁfth inequalities are straightforward and the fourth inequality is a consequence of the
ﬁrst and third inequalities. Thus, it is sufﬁcient to prove the ﬁrst one. Let P,Q be the permutation matrices associated
to the pivoting strategy and B := PAQ. Then the Gaussian elimination of B can be performed without row or column
exchanges and so, if B =LU with L a lower triangular matrix with unit diagonal and U a nonsingular upper triangular
matrix, then
B(t)[t, . . . , n] = L[t, . . . , n]U [t, . . . , n]
and
B(t)[1, . . . , t − 1|1, . . . , n]1 = U [1, . . . , t − 1|1, . . . , n].
From the previous formulas, we can conclude that ‖A(t)‖∞ = ‖B(t)‖∞‖|L| |U |‖∞ for all t = 1, . . . , n − 1. Thus,
Nn (A)n(A). 
The following result shows that it holds, for pivoting strategies leading to upper triangular matricesU =(uij )1 i,jn
satisfying that |uii | |uij | for all j i, a well known inequality satisﬁed by pivoting strategies such that the associated
lower triangular with unit diagonal matrix L = (ij )1 i,jn satisﬁes |ij |1 for all i, j .
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Lemma 2.2. If the LU decomposition of a nonsingular matrix A has the diagonal elements of U = (uij )1 i,jn
satisfying that |uii | |uij | for all j i and i=1, . . . , k−1, then maxi,j |a(k)ij |2k−1maxi,j |aij | for all k ∈ {1, 2, . . . , n}
and so Wn (A)2n−1.
Proof. Let us deﬁne
nkj :=
a
(k)
kj
a
(k)
kk
(
=ukj
ukk
)
, 1kn − 1, kjn. (2.1)
Then we can write
a
(k)
ij = a(k−1)ij − nk−1,j a(k−1)i,k−1 . (2.2)
By hypothesis, |nkj |1 for all 1kn − 1, kjn. Then we deduce from (2.2) that
|a(k)ij | |a(k−1)ij | + |a(k−1)i,k−1 |2max
i,j
|a(k−1)ij |
and, iterating the previous argument, we deduce the result. 
The following result provides an upper bound for the growth factor n(A) corresponding to pivoting strategies
leading to upper triangular matrices U = (uij )1 i,jn satisfying that |uii | |uij | for all j i.
Theorem 2.3. If the LU decomposition of a nonsingular matrix A has the diagonal elements of U = (uij )1 i,jn
satisfying that |uii | |uij | for all j i and i = 1, . . . , k − 1, then
n(A) =
‖|L| |U |‖∞
‖A‖∞ n(2
n−1 − 1) + 1. (2.3)
Proof. Let L = (lij )1 i,jn and U = (uij )1 i,jn. Since a(k+1)ik = 0 if i > k, we have that 0 = a(k)ik − lika(k)kk and
taking into account that lik = 0 if i < k and lii = 1 we have that
|lik||ukk| :=
{0, i < k,
|a(k)ik |, ik.
(2.4)
If we denote with M = (mij )1 i,jn the matrix M := |L| |U |, we have that
n∑
j=1
mij =
n∑
j=1
n∑
k=1
(|lik| |ukj |) =
n∑
k=1
n∑
j=1
(|lik| |ukj |) =
n∑
k=1
|lik|
⎛
⎝ n∑
j=1
|ukj |
⎞
⎠
. (2.5)
Using the hypothesis on U we deduce that, if in − 1, (2.5) is bounded above by n∑ik=1(|lnk| |ukk|) and that, if
i = n, then it is bounded above by n∑n−1k=1(|lnk| |ukk|) + |lnn| |unn|. In conclusion, by (2.4) we have
n∑
j=1
mij 
{
nmax1 in−1{∑ik=1|a(k)ik |} if in − 1,
n
∑n−1
k=1|a(k)nk | + |a(n)nn | if i = n.
(2.6)
Taking into account Lemma 2.2, we can derive, for in − 1,
n∑
j=1
mij n max
1 in−1
i∑
k=1
2k−1 max
i,j
|aij |n(2n−1 − 1)max
i,j
|aij |
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and, for i = n,
n∑
j=1
mij n max
1 in−1
i∑
k=1
2k−1 max
i,j
|aij | + 2n−1 max
i,j
|aij | = (n(2n−1 − 1) + 1)max
i,j
|aij |.
Finally, the result follows taking into account that maxi,j |aij |‖A‖∞. 
Let us observe that Lemma 2.2 and Theorem 2.3 can be applied to the following pivoting strategies considered in
the following section: partial pivoting by columns, double partial pivoting, quadruple partial pivoting, and, of course to
rook pivoting and complete pivoting (although in these last cases, the theoretical upper bounds obtained in the literature
are better).
Let us show the upper bounds for the growth factors of pivoting strategies such that the associated lower triangular
matrix L = (ij )1 i,jn satisﬁes |ij |1 for all i, j and that, in this case, Un (A) is close to the other growth factors.
Proposition 2.4. If the lower triangular with unit diagonal matrix L = (ij )1 i,jn of the LU decomposition of a
nonsingular matrix A satisﬁes |ij |1 for all i, j , then maxi,j |a(k)ij |2k−1maxi,j |aij | for all k ∈ {1, 2, . . . , n} and
Wn (A)2n−1, Nn (A)< 2n−1, n(A)<n2n−1 (2.7)
and
Wn (A)(n − 1)Un (A), n(A)n2Un (A). (2.8)
Proof. The bound for maxi,j |a(k)ij | and the bound for Wn (A) in (2.6) are well known. The bound for Nn (A) was given
in [1, Theorem 5.1]. Hence
‖U‖∞
‖A‖∞ < 2
n−1
. (2.9)
Since ‖L‖∞n by the hypothesis, we have
n(A)n
‖U‖∞
‖A‖∞ . (2.10)
Then we can conclude from (2.9) and (2.10) that n(A)<n2n−1.
From the fact that for all t = 1, . . . , n,
A(t)[t, . . . , n] = L[t, . . . , n]U [t, . . . , n]
and the hypothesis on L, we can deduce that Wn (A)(n − 1)Un (A). Finally, from (2.10) we get
n(A)
n‖U‖∞
maxi,j |aij |n
2Un (A). 
The ﬁrst inequality of (2.7) is the classical theoretical bound for partial pivoting derived by Wilkinson. A similarly
inequality does not hold for scaled partial pivoting strategies, although it has been recently proved in [11] that it holds
for ‖ · ‖1, if we use the growth factor (1.5): Nn (A)2n−1 (analogously to the second inequality of (2.7) which holds
for partial pivoting).
3. The average normalized growth factor of several pivoting strategies
Stability of Gaussian elimination with partial pivoting on average was analyzed through numerical experiments in
[16]. Here,we also consider the stability on average of other pivoting strategies. Following [16], we have considered
matrices whose elements are independent samples of the standard normal distribution of mean 0 and variance 1. In the
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numerical experiments such n× n matrices are selected at random, with the sample size N diminishing with n to keep
the computing time within reasonable bounds. A typical set of dimensions and sample sizes are listed below, although
for some of our experiments the samples were larger.
Dimensionn 2 4 8 16 32 64 128 256 512 1024
Sample size N 4096 2048 1024 512 256 128 64 32 20 10
We also modify the deﬁnition of Wn (see (1.3)): here we divide by the standard deviation A of the initial element
distribution:
ˆ := maxi,j,k|a
(k)
ij |
A
,
which will be called the average normalized growth factor.
Let us start by introducing some pivoting strategies and later we shall compare their average normalized growth factor
for random matrices. We say that we use partial pivoting by columns if the pivot element of the t th step of Gaussian
elimination (see (1.2)) satisﬁes that its absolute value is maxt jn{|a(t)tj |}. In [4], it was shown that Gauss–Jordan
elimination with this pivoting strategy presents a satisfactory bound for the residual norm. The rook pivoting strategy
(cf. [13]) selects each pivot to have maximal absolute value over both the row and column in which it lies. It has been
shown in [6] that this strategy cannot have exponential growth factor. In fact, in [6, Theorem 3] it was proved that
it satisﬁes
Un (A)1.5n3 ln(n)/4. (3.1)
Let us describe some intermediate strategies between partial pivoting and rook pivoting. We start by the pivoting
strategy called in [10] as double partial pivoting. For each t = 1, . . . , n − 1, given the matrix A(t) (see (1.2)), let pt
be the ﬁrst row index such that |a(t)pt t | = maxt in{|a(t)it |} and let qt be the ﬁrst column index satisfying |a(t)pt qt | =
maxt jn{|a(t)pt j |}. Then we choose a
(t)
pt qt as the t th pivot. If, for each t = 1, . . . , n − 1, we choose as the t th pivot
a
(t)
rt qt , where rt is the ﬁrst row index such that |a(t)rt qt | = maxt in{|a(t)iqt |}, we say that we apply triple partial pivoting.
Finally, if, for each t = 1, . . . , n − 1, we choose as the t th pivot a(t)rt st , where st is the ﬁrst column index satisfying
|a(t)rt st | = maxt jn{|a(t)rt j |}, then we say that we apply quadruple partial pivoting. Clearly, the computational cost of
double, triple and quadruple partial pivoting are less than twice, thrice and four times the computational cost of partial
pivoting, respectively.
Numerical experiments in [16] allowed Trefethen and Schreiber to observe that, when the elements ofA are normally
distributed, the distribution of the entries in the sequence A(k) of submatrices obtained in Gauss elimination with partial
pivoting and complete pivoting tends to be normal. We have carried out the analogous numerical experiments with
other pivoting strategies and we have observed that, if the initial entries in the initial coefﬁcient matrix A are normally
distributed, then the entries in the sequence A(k) of submatrices determined by partial pivoting by columns, double
partial pivoting, triple partial pivoting and quadruple partial pivoting in Gauss elimination also tend toward a normal
distribution. From now on, we shall assume that at every step of the elimination the entries of the submatrices A(k)
determined by these pivoting strategies are normally distributed. With these assumptions, we shall proceed with the
computation of the following probabilities. By [13, formula (3.3)], we know that partial pivoting applied to an n × n
matrix (n2) selects a pivot that is maximal in its row as well as in its column with probability P1 = n/(2n − 1). By
applying the same argument to AT, we also have that partial pivoting by columns selects a pivot that is maximal in its
row as well as in its column with probability
P1 = n2n − 1
1
2
. (3.2)
Let Pk (k > 1) be the probability that rook pivoting selects a pivot located in the kth vector searched (and in no previous
vectors). Thus, given an n× n nonsingular matrix A(1) = (a(1)ij )1 i,jn, P2 is the probability for a(1)p1q1 (q1 = 1) being
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maximal in its row as well as in its column, P3 is the probability for a(1)r1q1 (q1 = 1 and r1 = p1) being maximal in its
row as well as in its column and P4 is the probability for a(1)r1s1 (q1 = 1, r1 = p1 and s1 = q1) being maximal in its
row as well as in its column. So, P1 + P2 (P1 + P2 + P3 and P1 + P2 + P3 + P4, respectively) coincides with the
probability p that double (triple and quadruple, respectively) partial pivoting and rook pivoting, respectively, select the
same pivot (which is maximal in its row as well as in its column).
By [13, formula (3.6)], P2 = (n− 1)/(3n− 1), n2. So, by (3.2), we deduce that the double partial pivoting selects
a pivot that is maximal in its row as well as in its column with probability
P1 + P2 = 5n
2 − 4n + 1
6n2 − 5n + 1
5
6
, n2. (3.3)
From [13, Lemma 3.4], it can be deduced that P3 = (n − 1)/(8n − 4) (n2) and, using (3.3), that the triple partial
pivoting selects a pivot that is maximal in its row as well as in its column with probability
P1 + P2 + P3 = 23n
2 − 20n + 5
24n2 − 20n + 4
19
20
, n2. (3.4)
The last inequality is a consequence of the fact that P1 +P2 +P3 = 1920 for n=2, 3 and it is increasing when n increases.
Furthermore, it can be easily proved that
P1 + P2 + P3 2223 , n19. (3.5)
In fact, it asymptotically approaches to 2324 .
From [13, Lemma 3.4], it can be deduced that
P4 = (n − 1)
2(n − 2)
(2n − 1)(3n − 2)(5n − 6) , n3.
So, by (3.4), the quadruple partial pivoting selects a pivot that is maximal in its row as well as in its column with
probability
P1 + P2 + P3 + P4 1920 + P4, n3. (3.6)
For n = 3, P4 = 4325 and we derive from (3.6)
P1 + P2 + P3 + P4 2425 , n = 3. (3.7)
One can directly check that P4 160 for n = 4, 5, 6 and, for n> 6, it can be deduced from writing
P4 = n − 22n − 1
(n − 1)2
(3n − 2)(5n − 6)
1
3
1
20
.
Hence, taking into account (3.6), we get
P1 + P2 + P3 + P4 2930 , n> 3. (3.8)
In fact, it asymptotically approaches to 119120 .
In [16], it was illustrated through numerical experiments that the average normalized growth factor of the partial
pivoting and complete pivoting for random n × n matrices was very close to n2/3 and n1/2, respectively. Now, we
show in Tables 1 and 2 the average normalized growth factor of the previous pivoting strategies: ˆPPC (corresponding
to partial pivoting columns), ˆDPP (corresponding to double partial pivoting), ˆTPP (corresponding to triple partial
pivoting) and ˆQPP (corresponding to quadruple partial pivoting). The calculations were performed with MATLAB.
We can observe that the exponents  of the functions n approximating ˆPPC, ˆDPP, ˆTPP and ˆQPP are  = 0.659,
0.588, 0.56 and 0.559, respectively, so that it seems that they tend to a stationary value. This suggests that it does not
deserve to consider other possible strategies which could be deﬁned (analogously to the previous ones) as quintuplo
partial pivoting, sextuple partial pivoting, etc.
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Table 1
Approximations for ˆPPC and ˆPPC
n ˆPPC n
0.659 n ˆDPP n
0.588
2 1.53 1.5790 2 1.1307 1.5032
4 2.3940 2.4932 4 2.0347 2.2595
8 3.664 3.9367 8 3.1197 3.3964
16 5.8711 6.2161 16 5.0749 5.1053
32 9.9183 9.8151 32 7.9011 7.6741
64 15.75 15.4979 64 11.7669 11.5354
128 24.8338 24.4710 128 17.5530 17.3396
256 38.9552 38.6394 256 26.3659 26.0642
512 61.3206 61.0111 512 38.7267 39.1788
1024 97.0751 96.3358 1024 64.1112 58.8920
Table 2
Approximations for ˆTPP and ˆQPP
n ˆTPP n
0.56 n ˆQPP n0.559
2 1.5767 1.4743 2 1.4652 1.4732
4 1.9479 2.1735 4 2.0354 2.1705
8 3.2809 3.2043 8 3.2286 3.1976
16 4.4165 4.7240 16 4.8020 4.7109
32 7.2031 6.9644 32 6.5992 6.9403
64 10.0972 10.2674 64 10.3163 10.2248
128 15.0047 15.1369 128 15.3575 15.0637
256 22.1694 22.3159 256 21.9759 22.1925
512 33.2717 32.8996 512 32.1504 32.5644
1024 51.3461 48.5029 1024 46.8527 48.1679
In Section 2, we have seen theoretical bounds for the growth factors which are far from the practical observations.
Using the probabilities derived at the beginning of this section can lead to more realistic bounds, as we shall illustrate
in the following development. Let us assume that A is a nonsingular matrix. Let us illustrate how to obtain reduced
upper bounds for the expected growth factors associated to pivoting strategies (producing the sequence of matrices
(1.1)) satisfy one of the two following properties:
1. For each step t =1, . . . , n−1, the pivot element a˜(t)t t has absolute value greater than or equal to that of the remaining
elements of its row A˜[t |t, . . . , n], and it has, with probability p, absolute value greater than or equal to that of the
remaining elements of its column A˜[t, . . . , n|t].
2. For each step t =1, . . . , n−1, the pivot element a˜(t)t t has absolute value greater than or equal to that of the remaining
elements of its column A˜[t, . . . , n|t], and it has, with probability p, absolute value greater than or equal to that of
the remaining elements of its row A˜[t |t, . . . , n].
As examples of pivoting strategies satisfying the property 1, we can mention the partial pivoting by columns (with
p = 12 by (3.2)), the double partial pivoting (with p = 56 by (3.3)) and the quadruple partial pivoting (with p = 2930 for
n> 3 by (3.8)). As examples of the pivoting strategy satisfying the property 2, we have partial pivoting (with p = 12 by
(3.3) of [13]) and the triple partial pivoting (with p = 1920 by (3.4) and p = 2223 for n19).
LetP,Qbe the permutationmatrices associated to the pivoting strategy andB := PAQ. So, theGaussian elimination
of B can be performed without row or column exchanges, and let LU be the associated triangular decomposition of
B. For pivoting strategies satisfying properties 1 or 2 the following arguments suggest that the expected growth factors
satisfy, under special assumptions, sharper upper bounds than those of Lemma 2.2 or Proposition 2.4. Let us illustrate
this fact assuming, for simplicity, that the pivots which have simultaneously absolute value greater than or equal to
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the remaining elements of its row and column (whose expected number is greater than or equal to np) appear at the
end of the elimination process. This implies that the strategies satisfying the property 1 have the last [np] columns
j = n − [np] + 1, n − [np] + 2, . . . , n of L satisfying
|ij |1, ij (3.9)
and all rows i = 1, . . . , n of U satisfying
|uii | |uij |, j i (3.10)
(given a positive number r , [r] denotes the greatest integer less than or equal to r). Let us denote np := n − [np].
Analogously to the previous case, the strategies satisfying the property 2 have the last [np] rows i=np+1, np+2, . . . , n
of U satisfying (3.10) and all columns j = 1, . . . , n of L satisfying (3.9). Clearly,
Wn (B) := max{m1,m2}, (3.11)
where
m1 :=
maxi,jn;knp |b(k)ij |
maxi,j |bij | , m2 :=
maxi,j,k>np |b(k)ij |
maxi,j |bij | . (3.12)
By Lemma 2.2 (if the strategy satisﬁes the property 1) and Proposition 2.4 (if the strategy satisﬁes the property 2), we
have that
m12np−1. (3.13)
On the other hand, observe that our hypotheses guarantee that applying the rook pivoting strategy to B(np+1) does not
produce row or column exchanges. Hence, applying to B(np+1)[np + 1, . . . , n] the ﬁrst inequality in (2.8) and formula
(3.1), we get
maxi,j,k>np |b(k)ij |
maxi,j>np |b(np+1)ij |
([np] − 1)1.5[np]3 ln([np])/4
and so, reasoning also as in the obtention of (3.13), we get
m2([np] − 1)1.5[np]3 ln([np])/4
maxi,j>np |b(np+1)ij |
maxi,j |bij | ([np] − 1)1.5[np]
3 ln([np])/42np . (3.14)
Taking into account (3.11), (3.13) and (3.14) we obtain
Wn (B)([np] − 1)1.5[np]3 ln([np])/42np . (3.15)
Let us apply the previous formula to several pivoting strategies. For partial pivoting and partial pivoting by columns,
we have p = 12 (see (3.2)) and so
Wn (B)1.5
([n
2
]
− 1
) [n
2
]3 ln([n/2])/4
2(n1/2). (3.16)
For double partial pivoting, we have p = 56 (see (3.3)) and so
Wn (B)1.5
([
5n
6
]
− 1
)[
5n
6
]3 ln([5n/6])/4
2(n5/6). (3.17)
For triple partial pivoting, we can substitute (by (3.4)) in (3.15) p by 1920 (and by 2223 if n19: see (3.5)). For quadruple
partial pivoting, we can substitute (by (3.8)) in (3.15), for n> 3, p by 2930 .
Finally, let us recall that although Gaussian elimination with partial pivoting is backward stable, Gauss–Jordan
elimination is not backward stable (cf. [12,8]) because backward error of Gauss–Jordan elimination depends on the
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Skeel condition number of the resulting upper triangular matrix U and this number can be arbitrarily large when
using partial pivoting (see [10, Example 1]). However, the strategies partial pivoting by columns, double pivoting and
quadruple pivoting lead to upper triangular matrices U = (uij )1 i,jn such that |uii | |uij | for all j i and then they
have Skeel condition numbers which are theoretically bounded above by 2n − 1 (see [7, Lemma 8.6]) and, in practice,
it is much smaller as can be deduced from the arguments in [15, pp. 167–170] and is shown in [3, p. 69]. In conclusion,
these strategies are backward stable for Gauss–Jordan elimination.
4. Partial pivoting by columns versus partial pivoting in some examples
In [19,5], examples of matrices that arise naturally in applications and whose growth factors (associated to Gaussian
elimination with partial pivoting) grow exponentially are presented. In this section, we revisit some of these examples
and show that, in contrast, the growth factors associated to partial pivoting by columns are small. Of course, there are
many practical examples where the growth factor associated to partial pivoting is smaller than that associated to partial
pivoting by columns. However, we think it deserves to remark the nice behavior of partial pivoting by columns with
these matrices appeared in the literature.
Let us start with a boundary value problem presented in [5]. When solving numerically that problem the resulting
linear system is Ax = b, where A is the n × n matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 · · · 0 −
− 1 −  0 · · · 0 −
− −2 1 −  . . . ... ...
...
...
. . . 0 −
− −2 · · · −2 1 −  −
− −2 · · · −2 −2 1 − − 
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.1)
In [5, p. 1360], it was shown that, if || 13 , then no row exchanges are required in Gaussian elimination with partial
pivoting and that the corresponding growth factor can be very large.
Theorem 4.1. Let A be the n × n matrix of (4.1) with 0<  13 and > 0. Then Gaussian elimination with partial
pivoting by columns, with rook pivoting and with complete pivoting produce the same column exchanges and do not
produce row exchanges.
Proof. Let us ﬁrst suppose that > 1. Since 0<  13 and > 0, we have that the ﬁrst pivot of A = A(1) chosen by
partial pivoting by columns, rook pivoting and complete pivoting is the (1, n) element of A: −. For each step k2, it
can be checked that the pivot chosen by partial pivoting by columns, rook pivoting and complete pivoting is the (k, n)
element of A(k).
Let us now assume that =1. In this case, the (1, 1) entry 1 ofA=A(1) is chosen by partial pivoting by columns, rook
pivoting and complete pivoting as the ﬁrst pivot element. So, A˜(1) =A(1) and we can perform the ﬁrst step of Gaussian
elimination, obtaining the matrix A(2). Its submatrix A(2)[2, . . . , n] coincides with the corresponding submatrix of the
case > 1. Then we proceed analogously as in that case and we conclude again that partial pivoting by columns, rook
pivoting and complete pivoting produce the same column exchanges.
Finally, suppose that 0< < 1. The (1, 1) entry 1 of A = A(1) is chosen by partial pivoting by columns, rook
pivoting and complete pivoting as the ﬁrst pivot element. So, A˜(1) =A(1) and we can perform the ﬁrst step of Gaussian
elimination, obtaining the matrix A(2). Its submatrix A(2)[2, . . . , n] coincides with the corresponding submatrix of the
case > 1 except in its last column. Now we have A(2)[2, . . . , n|n]= [b1, b1, . . . , b1, a1], where b1 := −(1+ ) and
a1 := (1 − ) − (1 + ).
If we suppose that >(1−)/(1+), then it can be checked that the pivot chosen by the partial pivoting by columns,
rook pivoting and complete pivoting for each step k2 is the (k, n) element of A(k).
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If 0< (1−)/(1+) it can be proved that the (2, 2) entry 1− of A(2) is chosen by partial pivoting by columns,
rook pivoting and complete pivoting as the second pivot element and so A˜(2)=A(2). Then we can continue the Gaussian
elimination with the three mentioned pivoting strategies without row or column exchanges until the ﬁrst step k (k3)
such that the matrix A(k) has at place (k, n) an element bk−1 with |bk−1|> 1 − . At step k, the (k, n) entry bk−1 of
A(k) is chosen by partial pivoting by columns, rook pivoting and complete pivoting as the kth pivot element. Finally,
for each step sk + 1, the pivot chosen by partial pivoting by columns, rook pivoting and complete pivoting is the
(s, n) element of A(s). 
As illustration of the growth factor n(A) given by (1.4) when applying to the matrix (4.1) partial pivoting, we have
obtained n(A) = 6.5854 · 104 for N = 61,  = 18 and  = 16 , n(A) = 6.3785 · 1015 for N = 61,  = 13 and  = 16 ,
n(A) = 4.2581 · 109 for N = 100,  = 18 and  = 1, and n(A) = 2.4284 · 1012 for N = 100,  = 16 and  = 16 . The
corresponding values of the growth factor n(A) when applying to the matrix (4.1) partial pivoting by columns are:
6.8145, 2.8866, 1.4762 and 5.6296.
On the other hand, Wright found in [19] a class of two-point boundary problems that, when solved by the multiple
shooting method, yield an n × n (n = 2(N + 1)) linear system with coefﬁcient matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I I
−eMh I 0
−eMh I ...
. . .
. . . 0
−eMh I
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where M =
(−1/6 1
1 −1/6
)
(4.2)
and h is a positive parameter. It is assumed that h is chosen small enough that all elements of eMh are less than 1 in
magnitude. Then it was proved that the previous linear system suffers exponential growth when applying Gaussian
elimination with partial pivoting. In particular, this was shown in [19, p. 233] for N =200 (that is, n=402) and h=0.3.
We have checked that, for h = 0.3, the partial pivoting by columns produces the same column (and row) exchanges as
rook pivoting and the same column (and row) exchanges as complete pivoting for n52 (and up to the last two steps
if n< 52). In addition, as illustration of the growth factor n(A) given by (1.4) when applying partial pivoting to the
matrix (4.2) with N = 200, we have obtained n(A)= 1.6587 · 107 for h= 0.1, n(A)= 2.7465 · 1014 for h= 0.2 and
n(A) = 4.54 · 1021 for h = 0.3. The corresponding growth factors n(A) when applying partial pivoting by columns
are 17.2687, 9.603 and 6.4725.
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