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Resumé
En capturant l’ordonnancement des activités et le flux d’informations des données requises
et produites, les modèles de procédés décrivent précisément les interactions entre les di érents
participants du procédé. Cependant, comme toute activité intellectuelle impliquant l’homme,
un modélisateur peut introduire certaines erreurs ou incohérences lors de la modélisation. La
modélisation de procédés est une tâche complexe. Un modèle de procédé peut contenir un flux de
contrôle complexe impliquant boucles, synchronisation, parallélisme, contraintes temporelles et
dépendances entre les données et les ressources. Pour ces raisons, et comme cela a été souligné par
de récentes études, les modélisateurs tendent à faire beaucoup d’erreurs. La vérification de procédé
avant sa mise en application est donc une étape critique afin d’assurer le bon fonctionnement de
l’entreprise ainsi que la qualité des produits et services délivrés.
Afin de vérifier un modèle de procédé, l’approche la plus communément utilisée consiste
à recourir à des techniques de model-checking : une technique de vérification automatique et
exhaustive de systèmes réactifs. Bien que de nombreuses approches aient été proposées par la
communauté scientifique pour vérifier des procédés, aucune approche n’a réussi à s’imposer. Une
des principales raisons provient du fait que la littérature s’adresse principalement à la perspective
du flux de contrôle. Certaines approches proposent de vérifier une partie de la perspective
des données et d’autres quelques contraintes temporelles. Cependant, aucune d’entre elles ne
propose de vérifier toutes les perspectives des procédés de façon unifiée. En conséquence, une
grande gamme de propriétés impliquant plusieurs perspectives n’est pas exprimable en utilisant
les approches existantes. De plus, la complexité des outils proposés, leur nature pas toujours
complètement automatique et intégrée dans un environnement de modélisation et d’exécution,
ainsi que l’impossibilité, pour un simple modélisateur, d’exprimer des propriétés métiers, a
empêché leur adoption.
Dans cette thèse, nous avons tout d’abord fait une étude de l’état de l’art dans les di érents
domaines des procédés (métier, logiciel, militaire, médical, etc) afin d’identifier et de catégoriser
les principales propriétés à garantir. À partir de cette étude, nous avons défini une bibliothèque de
propriétés génériques et paramétrables pour tout modèle de procédé. Ensuite, nous avons défini
un framework pour la vérification de procédés appelé Alloy4PV. Il utilise un sous-ensemble
des diagrammes d’activités UML 2 comme langage de modélisation. Afin d’e ectuer la vérification
de procédés, nous avons (1) défini un modèle formel des diagrammes d’activités basé sur la
sémantique fUML (le standard de l’OMG donnant une sémantique à un sous-ensemble de UML)
en utilisant la logique de premier ordre, (2) implémenté cette formalisation en utilisant le langage
Alloy afin d’e ectuer du model-checking borné, et (3) automatisé, dans un outil graphique intégré
à Eclipse, la possibilité d’exprimer et de vérifier des propriétés sur toutes les perspectives du
procédé.
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Abstract
By capturing the ordering of activities and the flow of required and produced artifacts,
process models describe precisely all the interactions amongst the di erent process stakeholders.
However, like any activity involving intellectual human tasks, a modeler can introduce errors or
inconsistencies during the modeling phase. Indeed, a process model can contain a sophisticated
control-flow involving loops, synchronization, parallelism, timing constraints, and dependencies
between data and resources. Consequently, and as highlighted by some recent studies, process
modelers tend to do a lot of mistakes. The verification of the process model before its deployment
in an e ective production context becomes more than critical in order to ensure a good quality of
the company’s delivered products and services.
In order to verify a process model, the most common approach consists in using model-checking,
an automatic and exhaustive technique to verify reactive systems. Although a lot of approaches
have been proposed in the literature to verify process models, no approach has succeeded to be
largely adopted. One of the main reasons comes from the fact that these approaches addressed
principally the control-flow perspective. Some approaches propose to verify a part of the data
perspective, and others o er the possibility to check some temporal constraints. However, none of
them verify all the perspectives of process models in a unified way. Consequently, a wide range of
properties implying multiple perspectives is not expressible using these approaches. Moreover, the
complexity of the associated tools, their lack of a fully automatic support of the entire verification
chain, the fact that they are not integrated in a process environment and the impossibility for
the average process modeler to express business properties prevent their adoption.
In this thesis, we realized a study of the start-of-the-art on di erent process domains (business,
software, military, medical, etc.). The aim was to identify and categorize critical properties that
can be verified on any process model. This study resulted in a library of generic and configurable
properties. As a second step, we have defined a framework for process verification called Alloy4PV.
This framework uses a subset of UML 2 Activity Diagram as a process modeling language. For
process verification, (1) we defined a formal model of UML 2 Activity Diagram based on the fUML
semantics, the OMG standard that gives a semantic to a subset of UML 2. This was achieved
using first-order logic, (2) we implemented this formalization using the Alloy language in order
to perform bounded model-checking, and (3) we automatized in a graphical tool integrated to
Eclipse, the possibility to express and verify properties on all the perspectives of a process model.
This contribution resulted in a tool which is under evaluation by our MerGE project’s partners
and to five publications in conferences proceedings.
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Chapitre 1
Introduction
Le travail réalisé lors de cette thèse se situe à la croisée de plusieurs disciplines : celle des
procédés métiers, de la vérification formelle ainsi que de l’ingénierie dirigée par les modèles (IDM).
Le bénéfice principal de l’IDM peut être atteint en exploitant son potentiel pour l’abstraction et
l’automatisation. La vérification et la validation de modèles est l’un de ses meilleurs exemples.
Cependant, l’utilisation de méthodes formelles de vérification est loin d’être couramment répandue
dans la pratique du génie logiciel. L’une des raisons qui explique cette situation est que les
modélisateurs n’ont pas l’expérience et l’expertise nécessaire en ce qui concerne les méthodes
formelles. Une approche où le modélisateur se concentre sur son domaine de compétence, quand la
vérification est e ectuée sur demande, automatiquement et de façon transparente serait souhaitable.
L’objectif principal de cette thèse est de proposer une approche tirant parti des avancées des
méthodes formelles, et de construite au-dessus de technologies matures et standards, afin de
vérifier automatiquement des modèles de procédés.
1.1 Business Process Management
Il a été largement reconnu que l’utilisation de procédés métiers au sein d’une entreprise
permet de fournir des produits et des services de manière plus e cace [277]. En capturant
l’ordonnancement des activités, le flux d’informations des données requises et produites, les
modèles de procédé décrivent de manière détaillée les interactions entre les di érents participants
du procédé [265, 277]. La gestion de procédés métiers (BPM, pour Business Process Management)
a été définie par Van der Aalst comme une façon de “... supporter les procédés métiers en utilisant
des méthodes, techniques, et logiciels pour modéliser, exécuter, contrôler, et analyser les procédés
opérationnels impliquant des humains, organisations, applications, documents ou toute autre
source d’informations” [260]. Les modèles de procédés représentent donc une part essentielle du
patrimoine des entreprises et constituent leur plus grand facteur de réussite.
Les systèmes BPM (BPMSs) sont des outils logiciels destinés à automatiser la mise en
application de ces procédés. Lorsque l’un de ces systèmes est déployé au sein d’une entreprise,
cela a un impact significatif sur la productivité de l’entreprise. La figure 1.1 montre le cycle
de vie classique de la gestion des procédés métiers. Ce cycle commence par la modélisation du
procédé, où celui-ci est identifié, examiné, validé, et finalement représenté sous forme de modèle
de procédé [277]. Généralement, les modèles de procédés sont développés en utilisant un langage
de modélisation (PML, pour Process Modeling Language), p. ex., Business Process Modeling
Notation (BPMN) [192], Business Process Execution Language (BPEL) [133], Unified Modeling
Language (UML) [190], Software Process Engineering Metamodel (SPEM) [188], etc. Ensuite, le
modèle de procédé est utilisé pour configurer les informations au sein du système, ex., assigner
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Figure 1.1 – Cycle de vie de la gestion des processus d’a aires [65]
les activités aux employés. Dans la phase d’exécution, le procédé doit être exécuté au sein de
l’organisation en suivant la voie prescrite par la modélisation du procédé. La dernière phase
de diagnostic utilise les informations résultant de l’exécution afin de l’évaluer. Ce résultat est
utilisé pour fermer le cycle BPM dans le but de continuellement améliorer le procédé [36], selon
le diagnostic, certaines parties du procédé peuvent être remodélisées. L’objectif principal des
BPMSs est donc de supporter complètement ce cycle de vie.
1.1.1 Complexité et contraintes de modélisation
L’adoption croissante des BPMSs dans les entreprises encourage une automatisation toujours
plus poussée des procédés métiers. Certains modèles de procédés peuvent atteindre plus de 250
activités [34] contenant un flux de contrôle complexe impliquant boucles, synchronisation et
dépendances entre les données et ressources [103]. En e et, la figure 1.2 montre que les modèles
de procédés sont régis principalement par 3 perspectives : le flux de contrôle, les ressources et les
données. Sur cette figure, le modèle est un exemple simple contenant 3 activités pour enregistrer
un album dans la base de données. La perspective de flux de contrôle définit l’ordre d’exécution
des activités [268, 218]. La perspective des ressources détermine quelles ressources (humaines ou
non) sont autorisées à exécuter chacune des activités ainsi que leurs allocations par rapport à
celles-ci [268, 84, 219, 217]. La perspective des données définit quelles données sont disponibles
dans le procédé et comment les utilisateurs peuvent y accéder lors de l’exécution [268, 216]. De
plus, les modèles de procédés possèdent souvent une liste de contraintes spécifiques au projet ou
à l’entreprise. Par exemple, certains modèles contiennent des informations concernant le temps
a ecté à chacune des activités ainsi que la disponibilité des ressources [69, 149]. Pour toutes ces
raisons, la modélisation de procédé est une tâche complexe et est facilement sujette aux erreurs,
même pour un expert dans le domaine [268].
D’autre part, le cycle de vie des modèles de procédés est loin d’être trivial. Après avoir
été modélisés dans la phase de modélisation, ces modèles peuvent être modifiés à la volée
pendant la phase d’exécution [208, 199, 50] afin de prévenir le besoin de futures déviations du
modèle [46, 135, 49]. En e et, dans certains domaines de procédés métiers, il n’est pas toujours
possible de modéliser un modèle de procédé anticipant toutes les situations possibles qui pourraient
arriver pendant l’execution. Par exemple, dans le cas d’utilisation de procédé de développement
logiciel, Lanubile et Vissagio ont montrés que 98% des agents dévient, peu importe le procédé
utilisé (ex. scum, rup ...) [148]. De plus, ces modèles sont une nouvelle fois sujets à des ra nements
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Figure 1.2 – Les di érentes perspectives des modèles de procédés [197]
dans la phase de diagnostic par souci d’amélioration et de correction du modèle pour la prochaine
exécution [231, 52, 36].
Il est de notoriété publique qu’il est préférable de détecter les problèmes logiciels le plus tôt
possible, de préférence avant leurs mises en production [182]. Dans le cas des procédés métiers, ceci
est particulièrement important du fait qu’ils impactent directement le cœur du fonctionnement
de l’entreprise. Du fait que tout le cycle de vie BPM est dirigé par ces modèles de procédés, leur
exactitude est cruciale. “Le procédé est-il correct ?”. Comme toute autre activité intellectuelle
impliquant l’homme, un modélisateur peut introduire certaines erreurs ou incohérences lors de la
modélisation. Une erreur de modélisation peut, en plus d’entraîner une perte de temps et d’argent,
entraver le bon fonctionnement de l’entreprise et mener à un déclin dans la qualité des produits et
services délivrés. De toute évidence, plus une erreur est détectée tard, plus une partie du travail à
refaire sera importante.
1.1.2 Modèles erronées
Comme indiqué dans de nombreuses études, les modélisateurs de procédés tendent à faire
beaucoup d’erreurs. Par exemple, l’étude [173] montre que sur plus de 2000 modèles de procédés,
10% des modèles sont imparfaits et comportent des erreurs comportementales. Les modèles SAP,
un ensemble public de modèles contenant plus de 600 procédés non triviaux exprimés en terme
d’EPC (Event-Driven Process Chains), a montré un taux d’erreurs de plus de 20% [172, 171].
Gruhn et al. [104] ont collecté 285 EPCs à partir de di érentes sources (thèses, master, papiers
scientifiques, thèses de doctorat...) et sont arrivés à la conclusion que plus de 38% des procédés
contenaient des erreurs comportementales. Vanhatalo et al. [269] ont analysé le flux de contrôle
de plus de 340 procédés métiers modélisés avec IBM WebSphere Business Modeler [121] pour
découvrir que plus de la moitié d’entre eux n’étaient pas sûrs. Des erreurs classiques peuvent
consister en des inters-blocages, des activités jamais exécutées, une donnée ou une ressource non
disponible au démarrage d’une activité, un manque de temps pour e ectuer les activités, etc.
Bien que les procédés métiers soient utilisés depuis plus d’une vingtaine d’années [145], force est
de constater que ces récentes études soulignent l’incapacité des outils de modélisation à capturer
certaines de ces erreurs.
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Figure 1.3 – Procédé ProcessOrder de la spécification UML [190]
1.1.3 Besoin de vérification
Idéalement, après chacune des modifications apportées aux modèles, le procédé est analysé
et vérifié afin de garantir son exactitude [270, 261]. Cette vérification doit être non seulement
capable de relever les erreurs classiques communes à tous les procédés tels que les inter-blocages,
mais aussi de s’assurer que les contraintes relatives à l’entreprise, au projet et au domaine (p. ex.
médical, militaire, entreprise, développement logiciel) [19] soient respectées et préservées pendant
tout le cycle de vie du procédé. Des modèles de procédés e caces et fiables font partie des points
clés pour le succès des entreprises modernes. Cependant, sans outils proposant une vérification
automatique et exhaustive du procédé, il est impossible pour un expert du domaine de se faire
une représentation mentale de tous les chemins possibles d’exécutions et de garantir que certaines
propriétés essentielles sont respectées par le modèle.
Une façon d’e ectuer cette analyse consiste à recourir à des techniques de vérification formelle,
telles que le model-checking : une technique pour la vérification automatique de systèmes réactifs
introduite par Clarke et al. [40, 42]. L’approche consiste à définir formellement le modèle de
procédé et sa sémantique, ainsi que la propriété à vérifier. Ensuite, ces deux entités sont envoyées à
ce que l’on appelle un model-checker , qui va répondre à la question de satisfiabilité de la propriété
par le modèle en explorant exhaustivement l’espace d’état. Dans le cas où la propriété n’est pas
vérifiée, un contre-exemple est généré par le model-checker.
Bien que de nombreuses approches aient été proposées pour vérifier des procédés, aucune
technique de vérification n’a réussi à s’imposer et à détrôner les autres [179]. Leurs complexités [103],
l’utilisation de formalisme mathématique et l’impossibilité pour un simple modélisateur de procédés
d’utiliser et de comprendre ces outils ont été parmi les obstacles majeurs à leurs adoptions [171].
Afin de définir plus précisemment les principaux problèmes que nous avons identifiés, prenons
comme exemple un procédé de la spécification UML. La figure 1.3 montre ce procédé modélisé en
utilisant les diagrammes d’activités UML. Le but de ce procédé est de gérer la réception d’une
commande au sein d’une entreprise. Ce procédé comporte 7 actions (ReceiveOrder, FillOrder...)
reliées par di érents noeuds de contrôle (DecisionNode, ForkNode ...) pour représenter la pers-
pective du flux de controle. Les données sont représentées à l’aide d’épingles (pins) attachés
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aux actions (InputPin/OutputPin). Certaines informations organisationnelles sont attachées aux
actions telles que les resources utilisées par les actions (ex. BankConnector), ainsi que le temps
nécessaire pour les e ectuer. Dans la suite, nous catégorisons en deux sous-ensembles les types de
problèmes liés aux approaches de la littératures : (a) la formalisation utilisée et (b) leurs mises en
application.
Formalisation
a1 - Inadéquation du formalisme. Un des problèmes avec les approches de la littérature concerne
les formalismes et outils utilisés pour e ectuer la vérification. Quel que soit le PML utilisé,
une sémantique est donnée au langage en associant ses constructions soit à une variante des
automates [118], des réseaux de Petri [200] ou encore des algèbres de processus [16]. Cette
étape est nécessaire du fait que tous les model-checkers supportent un formalisme qui leur
est propre. Cependant, cela implique que la formalisation s’appuie sur la sémantique et les
concepts du langage formel utilisé en terme d’expressivité, au lieu de se baser directement
sur la sémantique du PML lui-même. Par exemple, pour vérifier la propriété “est-ce que
CloseOrder est toujours executé ?”, le modèle peut être exprimé en utilisant des réseaux de
Petri classiques [200]. Cependant, la propriété “est-ce que la facture (invoice) est toujours
produite apres l’execution de FillOrder ?” implique des données du système et impose
l’utilisation de réseaux de Petri colorés (CPN) [131]. Bien que les réseaux de Petri (en
incluant leurs di érentes extensions) soient turing-complet, c’est-à-dire capable de représenter
n’importe quel type d’algorithme, “cela n’implique pas que l’e ort de modélisation soit
acceptable” [263]. En e et, Van Der Aalst [263] montre quelques exemples de workflow
patterns [259] modélisés avec di érentes extensions de réseaux de Petri de manière complexe,
quand un langage de modélisation tel que les diagrammes d’activités UML ou BPMN peut
l’exprimer de façon naturelle.
a2 - Support limité de type de propriétés. Concernant les types de propriétés supportés par ces
approches, c’est principalement la perspective du flux de contrôle qui a attiré l’attention [261].
Certaines approches proposent de vérifier une partie de la perspective des données [14, 247,
144], de s’assurer de certaines propriétés temporelles [78, 105, 274], de vérifier certaines
propriétés métiers [13, 14, 162], mais aucune approche ne propose de vérifier toutes ces
propriétés de façon unifiée. Par exemple, la propriété “est-il possible de terminer le procédé
ProcessOrder en moins de 8 heures, en produisant la facture (invoice), sans utiliser la
resource BankConnector ?” nécessite d’être au courant de toutes les perspectives de manière
combinée. Cependant, ce type de propriétés n’est pas actuellement supportée par l’état de
l’art.
Mise en application
b1 - Di culté d’expression des propriétés. Un autre obstacle provient de la di culté d’exprimer
des propriétés à vérifier sur un modèle de procédé. Généralement, les modélisateurs ont
tendance à écrire leurs besoins et spécifications en langage naturel. Cependant, afin d’être
automatiquement vérifiée, une propriété doit être exprimée en utilisant un formalisme
mathématique [76], le plus souvent en utilisant une logique temporelle telle que LTL (Linear
Temporal Logic) [204] ou CTL (Computation Tree Logic) [107]. Toutefois, l’utilisation de
ce type de logique demande un bagage mathématique et formel poussé [41] pas toujours
compatible avec les compétences techniques d’un modélisateur lambda [12, 13, 235]. Parfois,
la propriété exprimée est “presque” correcte, mais échoue à capturer des concepts importants
et subtils du comportement attendu par le système [235].
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b2 - Manque d’outillage. Finalement, un dernier problème provient des outils actuels pour la
vérification de procédés. La plupart du temps, ces outils ne sont pas directement intégrés aux
BPMSs et/ou le processus de vérification n’est pas automatisé. Certaines étapes concernant
la traduction vers le formalisme [253] ou l’expression de la propriété doivent être faites
manuellement [57]. De plus, le résultat de la vérification, le plus souvent sous forme de
contre-exemple représentant une exécution invalidant la propriété, n’est pas représenté
graphiquement à l’utilisateur [279, 280, 281]. Seule une trace d’état représentant l’exécution
est textuellement présentée à l’utilisateur, sans explication sur le “pourquoi” ce contre-
exemple se produit. Par exemple, en cas de présence d’inter-blocage, un message a chant
“le procédé est sujet aux inter-blocages du fait que la transition de l’action MakePayment
vers l’action AcceptPayment est impossible” est infiniment plus utile qu’une simple liste
d’état représentant l’exécution. En somme, les approches actuelles ne sont pas toujours
complètement automatisées et se cantonnent à retourner le résultat renvoyé par le model-
checker sans l’analyser.
1.2 Objectifs de la thèse
Cette thèse est financée par le projet européen MERgE 1 [123]. L’objectif de ce projet est de
fournir des outils et solutions combinant à la fois sûreté et sécurité pour le développement de
systèmes. Le rôle du LIP6 dans ce projet consiste principalement à aider au développement de
systèmes par l’intermédiaire d’exécution de procédés logiciels. La vérification de ces procédés est
donc un des points importants du projet afin de s’assurer de la sûreté de développement, une des
thématiques principales de ce projet.
Dans cette section, nous détaillons notre choix du langage de modélisation étudié ainsi que
les objectifs et étapes nécessaire afin de répondre aux principaux problèmes des approches de
vérification de la littérature.
1.2.1 Choix du langage de modélisation et sémantique
Une des contraintes du projet MERgE concerne l’utilisation de diagrammes d’activités UML
(AD, pour Activity Diagram) pour la modélisation de procédés. UML est un standard reposant
sur di érents langages graphiques pour modéliser des systèmes logiciels. Parmi ces langages, les
diagrammes d’activités UML sont connus pour décrire le comportement dynamique d’un système
et ont été extensivement utilisés comme PML [64, 20, 21, 75, 220]. Un des avantages de UML est
que c’est un standard très largement utilisé dans l’industrie et supporté par un grand nombre
d’outils commerciaux. De plus, il a été montré que AD supporte un niveau d’expression su sant
pour modéliser la plupart des workflow patterns [259, 220, 218].
Néanmoins, un des problèmes majeurs de la spécification de UML [190] vient du fait que
la sémantique opérationnelle est imprécise et ambiguë. La sémantique est donnée seulement
en langage naturel et dispersée dans la spécification. Ce problème a été réglé avec la récente
sortie de fUML 1.0 (Semantics of a Foundational Subset for Executable UML Models) [189],
un nouveau standard définissant précisément la sémantique d’exécution d’un sous-ensemble de
UML. Dorénavant, la sémantique opérationnelle de UML est donnée en pseudo Java-code et
n’est plus sujette aux interprétations humaines. Cependant, cette sémantique n’est pas basée
sur un formalisme mathématique, ce qui empêche l’application de méthodes formelles tels que le
model-checking. Il n’existe pour le moment aucune approche permettant de faire de la vérification
de procédés modélisés avec des diagrammes d’activités UML basés sur la sémantique de fUML. En
1. http://www.merge-project.eu/
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e et, ce standard étant relativement récent, la littérature est pauvre en recherche et cas d’études
l’utilisant.
Il convient de noter que l’approche proposée dans cette thèse n’est pas exclusive aux diagrammes
d’activités UML, mais aurait pu être adaptée pour la vérification de modèles de procédés modélisés
avec BPMN [192].
1.2.2 Revue de l’état de l’art
Un des premiers objectifs consiste à faire une étude de la littérature dans les di érents domaines
de procédé afin d’identifier et de catégoriser les di érents types de propriétés intéressantes à
vérifier. Il existe principalement deux types de propriétés : syntaxique et comportementale. Le
premier type permet d’imposer des contraintes structurelles, vues comme des invariants, qui
ne peuvent être exprimées avec le langage de modélisation lui-même. Le second type permet
de déterminer en avance si le modèle de procédé expose certains comportements désirables
ou indésirables pendant l’exécution. Pour ce faire, il est nécessaire d’e ectuer une exploration
complète de l’espace d’états du procédé afin de garantir que la propriété soit vraie quelle que soit
l’exécution.
Dans cette thèse, nous nous intéressons principalement aux propriétés comportementales. Ce
choix s’est imposé du fait que les erreurs syntaxiques, bien que toujours présentes [172], peuvent
être déjà vérifiées de manière e cace [55] ou imposées par l’outil de modélisation [119]. Nous
catégorisons les propriétés comportementales en cinq sous-groupes :
Propriétés de flux de contrôle (soundness). Introduite dans [261], l’idée derrière le concept de
sûreté est de détecter toute anomalie sur le flux de contrôle sans connaissance du domaine,
par exemple, le fait qu’un procédé qui commence doit toujours pouvoir se terminer, ou que
le procédé ne doit pas contenir d’activités qui ne peuvent être exécutées.
Propriétés de flux de données. De la même façon, ces propriétés ont pour but de détecter toute
anomalie sur le flux de données, tel qu’une donnée manquante pour démarrer une activité.
Propriétés de ressources. Ces propriétés permettent de vérifier l’allocation des ressources sur
le procédé. Par exemple, de répondre à des questions telles que “est-ce que les ressources
seront toujours disponibles pour commencer à executer une activité ?”.
Propriétés de temps. Ces propriétés permettent de vérifier les contraintes temporelles du procédé.
Par exemple, de répondre à “est-il possible terminer le procédé à temps quelle que soit
l’exécution du procédé ?”.
Propriétés métiers. Elles représentent des propriétés spécifiques adaptées à un procédé donné.
Elles jouent un rôle important du fait qu’un procédé peut être syntaxiquement correct et
valide par rapport aux propriétés comportementales définies précédemment, mais violent des
contraintes métiers. Ces propriétés correspondent donc à des questions comme “est-ce que
l’activité ImportantAction sera exécutée, peu importe les choix faits pendant l’exécution
du procédé ?”, “est-ce que l’artéfact Documentation sera forcément disponible à la fin de
l’exécution ?”, etc.
1.2.3 Modèle formel basé sur UML AD et fUML
Afin de pouvoir vérifier automatiquement des procédés en utilisant des techniques de model-
checking, il est nécessaire de représenter de façon formelle le modèle de procédé ainsi que sa
sémantique. Le second objectif consiste à formaliser les diagrammes d’activités UML ainsi que leur
sémantique basée sur fUML. L’intérêt principal de cette formalisation est de donner une sémantique
mathématique claire et non ambiguë basée directement sur les concepts et la sémantique de UML
AD plutôt que de se reposer sur un formalisme tel que les réseaux de Petri (cf. a1 ).
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Afin de pouvoir raisonner sur chacune des perspectives du procédé, la formalisation couvre à
la fois la perspective de flux de contrôle et des données à travers l’utilisation de la notation des
diagrammes d’activités, mais prend aussi en compte les informations organisationnelles associées
telles que la perspective des ressources et les contraintes temporelles. Ces informations sont
essentielles pour supporter l’ensemble des propriétés identifiées lors de l’étude de la littérature. De
cette façon, il est possible d’exprimer une grande gamme de propriétés sur toutes les perspectives
du procédé de façon unifiée (cf. a2 ).
Nous utilisons Alloy [126] comme langage afin d’implémenter cette formalisation. Alloy est
un langage de modélisation déclaratif basé sur la logique de premier ordre (FOL, pour first-
order logic) associé aux calculs relationnels afin d’exprimer des contraintes complexes, aussi
bien structurelles que comportementales. La logique d’Alloy est très générique et n’engage pas à
l’utilisation d’un style particulier de spécification [47]. Nous pensons que cela est plus naturel et
permet de préserver la puissance d’expression du PML choisi (UML AD). Alloy est associé à un
outil, appelé Alloy Analyzer, un solveur de contraintes fournissant une simulation et vérification
automatiques basées sur une méthode de model-finding à travers un SAT solveur [124]. Bien que
Alloy n’ait pas été encore utilisé pour la vérification de procédés, il a été extensivement utilisé
dans le domaine de l’ingénierie dirigée par les modèles [141], mais aussi employé avec succès dans
une large gamme d’applications telles que la modélisation et l’analyse de protocoles dans les
systèmes distribués [240], les réseaux [97], ou dans des systèmes critiques [56].
1.2.4 Outillage
Dans le cadre du projet MERgE, il est nécessaire de développer un outil intégré à sa plate-forme
et basé sur Eclipse permettant la vérification (A) de procédés logiciels modélisés avec UML AD.
De plus, nous avons proposé un générateur de procédés aléatoires (B) à des fins de validation de
l’approche de vérification.
(A) Outil de vérification. Afin de vérifier simplement un procédé, il est nécessaire de construire
un outil graphique au-dessus de l’implémentation Alloy afin d’automatiser tout le processus de
vérification. La figure 1.4 donne un aperçu global de l’approche proposée pour vérifier un procédé.
Les modélisateurs créent le procédé (1), puis peuvent, quand ils le souhaitent, configurer l’outil
de vérification en annotant le modèle et en sélectionnant les propriétés désirées (2). Le but est
d’intégrer directement un ensemble de propriétés prêtes à être utilisées et configurables afin
de favoriser l’adoption de l’outil par les experts du domaine (cf. b1 ). De plus, pour simplifier
l’expression de propriétés métiers sur le procédé, nous proposons un langage d’annotation à utiliser
directement sur le modèle (cf. b1 ). Par exemple, pour vérifier que l’ActivitéA est toujours exécu-
tée avant l’ActivitéE, une simple annotation before(ActivitéE) ajoutée sur l’ActivitéA permet
d’exprimer cette contrainte. Ainsi, l’outil est capable de traduire automatiquement le modèle de
procédé ainsi que les propriétés désirées en spécification Alloy (3) afin d’être automatiquement
vérifiées par l’Alloy Analyzer. Le résultat de la vérification est ainsi directement analysé et
a ché visuellement à l’utilisateur (4) (cf. b2 ). Cette approche réduit le travail de l’expert à la
spécification de son procédé et de ce qu’il souhaite vérifier dessus, sans qu’il ne se préoccupe de
la manipulation de la représentation formelle. Ainsi, l’approche ne nécessite aucune connaissance
particulière en méthode formelle afin d’être utilisée.
(B) Outil de génération de procédés. Afin de valider précisément notre approche de vérification
de procédés, il est nécessaire d’avoir un grand nombre de procédés réalistes. Cependant, le petit
ensemble de modèles de procédés disponibles publiquement dans la littérature est insu sant
pour conduire une étude empirique sérieuse, et ainsi valider complètement les travaux réalisés
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Figure 1.4 – Vue globale de l’approche pour vérifier un procédé
autour de l’analyse et la vérification de procédés. De plus, pour des raisons de confidentialité, les
entreprises partenaires sont souvent réticentes à partager leurs modèles représentant le fruit d’un
long travail de modélisation, dévoilant l’expertise et le savoir-faire de leur coeur de métier.
Une façon de remédier à ce problème consiste à générer un ensemble de modèles de tests.
Dans la littérature, les approches proposant la génération de modèles sont limitées à la génération
de modèles structurels [31, 180, 74, 202], c’est à dire des modèles non comportementaux tels que
les diagrammes de classes UML. Nous avons donc proposé un générateur de procédés basé sur un
algorithme génétique multi objectifs [156]. Les procédés sont générés automatiquement à travers
une séquence de modifications de haut niveau (change pattern [275]) inspirée par la façon dont
un modélisateur pourrait avoir réellement modélisé le procédé. Le point clé de l’approche réside
dans le réalisme du procédé généré. Nous utilisons cette approche afin de générer des modèles de
procédés pour tester nos approches de vérification de procédés.
1.3 Structure du document
Le plan de cette thèse est structuré de la manière suivante :
– Chapitre 2 : Contexte et État de l’art. Dans ce chapitre, nous établissons les définitions
et concepts de base utilisés par la suite. Nous identifions et catégorisons les propriétés
importantes à vérifier sur un procédé. Finalement, nous comparons, selon les di érents
formalismes et propriétés supportés, les approches existantes permettant la vérification de
procédés et l’expression de propriétés métiers.
– Chapitre 3 : Formalisation de UML AD avec la sémantique fUML pour la vérification de
procédés. Ce chapitre commence par présenter le standard fUML. Ensuite, nous présentons
notre formalisation de UML AD et fUML en définissant la syntaxe du langage, puis sa
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sémantique. Finalement, nous présentons la formalisation des propriétés intéressantes à
vérifier sur un procédé en utilisant la PLTL.
– Chapitre 4 : Alloy4PV : Un framework basé sur Alloy pour la vérification de procédés
métiers. Ce chapitre présente Alloy4PV, notre framework basé sur la logique Alloy
et implémentant la formalisation du chapitre précédent, permettant de vérifier un large
éventail de propriétés sur un modèle de procédé. Nous commençons par présenter le langage
Alloy ainsi que son outil associé pour analyser et vérifier une spécification Alloy. Ensuite,
nous présentons les di érents modules Alloy afin d’implémenter la formalisation, après
avoir motivé notre choix concernant l’utilisation d’Alloy. Finalement, nous présentons l’outil
graphique associé à Alloy4PV et intégré à eclipse, afin d’automatiser tout le processus
de vérification.
– Chapitre 5 : Generation de procédés basée sur un algorithme génétique multi objectif. Dans
ce chapitre, nous proposons un générateur aléatoire de procédés basé sur un algorithme
génétique multi objectif. Nous présentons l’algorithme, son implémentation, discutons de
l’état de l’art concernant la génération de modèles, et finalement, évaluons notre approche.
– Chapitre 6 : Evaluation. Ce chapitre présente l’évaluation de notre approche. En plus
d’évaluer si nos objectifs de recherche ont été accomplis, ce chapitre évalue les performances
de notre approche en analysant trois cas d’études : (1) un procédé de la spécification UML,
(2) un procédé fourni par un partenaire du projet MERgE, et (3) un ensemble de procédés
générés.
– Chapitre 7 : Conclusion. Ce chapitre présente la conclusion générale de notre travail. Il met
en regard les objectifs de l’introduction générale avec les contributions détaillées dans le
contenu de cette thèse. Finalement, ce chapitre aborde les perspectives à court, moyen et
long terme, de ce travail.
– Appendice A : Alloy for Process Verification (Alloy4PV). Cet appendice montre l’ensemble
des modules Alloy constituant Alloy4PV afin d’e ectuer la vérification d’un des cas
d’étude de l’évaluation.
1.4 Publications
Ce travail a donné lieu à des publications dans les conférences internationales suivantes :
1. Laurent Yoann, Reda Bendraou, and Marie-Pierre Gervais. “Executing and debugging UML
models : an fUML extension.” In Proceedings of the 28th Annual ACM Symposium on
Applied Computing, SAC, pp. 1095-1102. ACM, 2013. [155]
2. Laurent Yoann, Reda Bendraou, and Marie-Pierre Gervais. “Generation of process using
multi-objective genetic algorithm.” In Proceedings of the 2013 International Conference on
Software and System Process, ICSSP, pp. 161-165. ACM, 2013. [156]
3. Laurent Yoann, Reda Bendraou, Souheib Baarir, and Marie-Pierre Gervais. “Planning for
Declarative Processes.” In Proceedings of the 29th Annual ACM Symposium on Applied
Computing, SAC, pp. 1126-1133. ACM, 2014. [154]
4. Laurent Yoann, Reda Bendraou, Souheib Baarir, and Marie-Pierre Gervais. “Formalization
of fUML : an Application to Process Verification.” In Advanced Information Systems
Engineering - 26th International Conference, CAISE, pp. 347-363. Springer, 2014. [153]
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5. Laurent Yoann, Reda Bendraou, Souheib Baarir, and Marie-Pierre Gervais. “Alloy4SPV :
a Formal Framework for Software Process Verification.” , In Modelling Foundations and
Applications - 10th European Conference, ECMFA, pp 83-100. Springer, 2014. [152]
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Chapitre 2
Contexte et État de l’art
Dans ce chapitre, nous présentons les définitions et les concepts de base concernant la
vérification de procédés métiers. La section 2.1 présente les notions utilisées tout au long de ce
travail. La section 2.2 présente l’ensemble des propriétés à vérifier afin de garantir la validité d’un
procédé métier basé sur les diagrammes d’activités UML. La section 2.3 présente un état de l’art
concernant la vérification de procédés métiers. La section 2.4 présente les principales approches
de la littérature afin d’exprimer des propriétés métiers sur un modèle de procédé. Finalement,
la section 2.5 présente nos contributions et justifie leur pertinence par rapport aux approches
détaillées précédemment.
2.1 Concepts et définitions
Dans cette section, nous présentons les définitions des concepts de base par rapport à la
gestion de procédé métiers et la modélisation de procédés. Nous présentons le standard UML et
mettons l’accent sur les diagrammes d’activités. Puis, nous présentons les di érentes approches
de la littérature pour représenter un procédé en se basant sur les diagrammes d’activités. Enfin,
nous présentons les techniques de vérification formelles.
2.1.1 Gestion de procédé métiers (BPM)
Dans les années 90, le terme “procédé” est devenu un nouveau paradigme de productivité [212].
Les entreprises étaient encouragées à penser en terme de procédés au lieu de fonctions ou procédures.
Au regard d’une intensification toujours plus grande de la mondialisation, une gestion e cace
de ces procédés d’entreprise est devenue primordiale. En e et, beaucoup de facteurs tels que
l’augmentation de la fréquence des commandes, le besoin d’un transfert rapide de l’information,
le besoin de s’adapter aux changements et aux nouveaux besoins, une compétition internationale
accrue, et la demande pour des cycles de développement toujours plus courts, ont rendu plus
di ciles la rentabilité et la survie des petites et grandes entreprises [232].
Pour répondre à ces challenges, les systèmes d’informations ont été exploités pour gérer les
procédés d’entreprises [51, 98]. Au cours de ces vingt dernières années, les formulaires précé-
demment remplis à la main ont été graduellement remplacés par leurs homologues électroniques.
L’influence de ces technologies pour gérer des procédés métiers peut être retracée grâce aux
travaux de Hammer et Champy sur le paradigme BPR (Business Process Re-engineering) [108]
ainsi que l’ouvrage de Davenport sur le “comment” l’innovation des procédés peut faciliter le
paradigme BPR [51]. Cependant, BPM et BPR ne sont pas la même chose : quand BPR appelle
13
14 CHAPITRE 2. CONTEXTE ET ÉTAT DE L’ART
une oblitération radicale des procédés d’a aires existants, son descendant BPM (Business Process
Management) est plus concret, itératif, et incrémental afin d’a ner un procédé d’a aires.
Deux autres terminologies souvent utilisées de manière vague sont WfM (Workflow Mana-
gement) et BPM. Hill et al. voient BPM comme une discipline de management avec WfM la
supportant comme technologie [109]. Un autre point de vue en provenance du monde académique
est que, selon Georgakopoulos et al. [98], WfM est un sous-ensemble de BPM défini par van der
Aalst et al. [260]. La principale di érence est que la phase de diagnostic du cycle BPM n’est
pas supportée par le WfM. La WfM coalition (WfMC) définit un workflow comme “l’automati-
sation des procédés d’a aires, en partie ou dans son ensemble, durant laquelle, des documents,
informations, ou tâches sont passés d’un participant à un autre, selon un ensemble de règles de
procédure” [157]. Un système WfM (WfMS) est défini comme un “système qui définit, crée, et
gère l’exécution des workflows à travers l’utilisation d’un logiciel, fonctionnant sur un ou plusieurs
moteurs de workflow, lequel est en mesure d’interpréter la définition du procédé, d’interagir
avec les participants du workflow et, si besoin, d’invoquer l’utilisation d’outils et applications
logiciels” [157]. Les deux définitions mettent en avant l’exécution, c’est-à-dire, l’utilisation d’un
logiciel pour supporter l’exécution de procédé opérationnel. Ces dernières années, les praticiens
ont commencé à réaliser que se concentrer sur l’exécution est trop restrictif. De ce fait, le nouveau
terme BPM a commencé à faire son apparition.
Il existe beaucoup de définitions de BPM mais la plupart d’entre elles incluent le concept
WfM. Van der Aalst définit BPM comme suit [260] :
Definition 1 (Business Process Management). Supporting business processes using methods,
techniques, and software to design, enact, control, and analyze operational processes involving
humans, organizations, applications, documents and other sources of information.
Les systèmes BPM (BPMSs) sont des outils logiciels destinés à automatiser la mise en
application de ces procédés. Van der Aalst définit un système BPM comme suit [260] :
Definition 2 (BPMS). A generic software system that is driven by explicit process designs to enact
and manage operational business processes.
Cependant, il semblerait, en réalité, que la plupart des systèmes BPM (BPMS) soient simple-
ment des systèmes WfM (WfMS) et n’aient pas maturé su samment pour supporter la phase de
diagnostic [145]. En e et, il apparaîtrait que depuis ces dernières années, beaucoup de vendeurs de
solutions ont mis à jour le nom de leur produit de “WfM” vers le plus contemporain “BPM” [145].
2.1.2 Modélisation de procédés
La modélisation de procédés métiers est l’activité de représenter le procédé d’une entreprise,
de manière à ce que ce procédé puisse être, entre autres, utilisé à des fins de simulation, d’analyse,
de vérification, et d’exécution. Traditionnellement, les modélisateurs obtiennent des informations
à propos de leurs procédés à partir d’interviews et de documentation existante. L’information
obtenue donne aux analystes et managers une idée sur les préoccupations commerciales qui
régissent leurs procédés opérationnels, afin de pouvoir améliorer l’e cacité, la qualité, et réduire
les délais. À partir des informations obtenues, des modèles de procédés sont construits. Un modèle
de procédé métier a été défini par Davenport comme suit [51]
Definition 3 (Business Process). A specific ordering of work activities across time and space, with
a beginning and an end, and clearly defined inputs and outputs. Processes are the structure by
which an organization does what is necessary to produce value for its customers.
Afin de construire ces modèles, il est nécessaire d’utiliser un langage de modélisation de
procédés. La modélisation d’un procédé est un processus compliqué et il est évident que di érentes
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techniques de modélisation ont leurs avantages et inconvénients dans di érents aspects dus à
la variété des formalismes sous-jacents. Il y a beaucoup de problèmes connus concernant les
langages de modélisation, tels que le compromis entre l’expressivité du langage de modélisation
et sa complexité d’analyse. Certains langages o rent une syntaxe riche permettant d’exprimer la
plupart des activités métiers et leurs relations dans le modèle de procédé, tandis que d’autres
fournissent des constructions de modélisation plus génériques facilitant une analyse e cace du
modèle de procédés aux moments de la modélisation. Pour définir un langage de modélisation de
procédé (PML pour Process Modeling Language), nous adoptons la définition de Lu et al. [163] :
Definition 4 (Process Modeling Language). A process modeling language provides appropriate
syntax and semantics to precisely specify business process requirements, in order to support
automated process verification, validation, simulation and process automation. The syntax of
the language provides grammar to specify objects and their dependencies of the business process,
often represented as a language-specific process model, while the semantics defines consistent
interpretation for the process model to reflect the underlying process logic.
Il y a principalement deux formalismes sur lesquels les PMLs sont développés : orientés sur
un graphe ou des règles. Les PMLs basés sur un graphe ont leurs racines dans la théorie des
graphes [29] et leurs variantes, tandis que les PMLs basés sur les règles sont basés sur la logique
mathématique [142].
Les PMLs basés sur un graphe comme BPMN [192], les diagrammes d’activités UML [190],
ou des langages plus formels tels que les réseaux de Petri [181] définissent un modèle de procédé
comme une spécification détaillée étape par étape d’une procédure qui doit être suivie pendant
l’exécution du procédé. Ces PMLs se basent sur les langages de programmation impératifs, en
adoptant des concepts tels que le branchement conditionnel (if, then, else) et boucle (for,
while, repeat) afin de représenter le flux d’exécution du procédé. Ces approches définissent avec
exactitude comment le procédé doit être exécuté.
Les PMLs basés sur les règles abstraient la logique du procédé en un ensemble de règles,
où chacune d’entre elles est associée à une ou plusieurs activités métiers, spécifiant certaines
propriétés de l’activité comme les pre et post conditions de l’exécution. Le moteur d’exécution
est généralement un moteur d’inférence de règles. Pendant l’exécution, ce moteur examine les
conditions de données et de contrôle et détermine l’ordre des activités à exécuter selon l’ensemble
des règles définies. Un exemple de ce type de procédé est Declare proposé par Pesic et al. [198].
Dans cette thèse, nous vérifions des procédés modélisés avec les diagrammes d’activités UML
(UML AD pour Activity Diagram), un PML basé sur la théorie des graphes. Comme expliqué
dans l’introduction, ce choix est une des contraintes du projet MERgE. Dans la prochaine section,
nous présentons rapidement le standard UML.
2.1.3 Unified Modeling Language (UML)
UML [190] est un langage de modélisation généraliste pour spécifier, visualiser, construire
et documenter les artefacts d’un système logiciels. UML est né de la fusion des méthodes objet
dominantes (OMT [213], Booch [30] et OOSE [128]), puis normalisé par l’OMG depuis 1997 [186].
L’OMG a pour but principal d’améliorer les pratiques actuelles des entreprises en permettant
l’utilisation d’outils de modélisation graphiques, interopérables et standardisés. UML a réussi à
s’imposer comme un langage dominant aussi bien dans le monde académique qu’industriel [88].
La figure 2.1 montre la catégorisation hiérarchique des di érents diagrammes de UML. UML
fournit di érents types de diagrammes (Diagram) pour modéliser à la fois le côté structurel et
comportemental d’un système :
– Les diagrammes structurels (Structure Diagram) mettent l’accent sur les éléments qui
doivent être présents sur le système modélisé. Ils représentent une structure qui est souvent
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Figure 2.1 – Catégorisation hiérarchique des di érents diagrammes de UML
utilisée pour documenter l’architecture des systèmes logiciels. Par exemple, le diagramme
de composant (Component Diagram) permet de décrire comment un système logiciel est
divisé en sous-composant tout en montrant les dépendances entre eux.
– Les diagrammes comportementaux (Behaviour Diagram) mettent l’accent sur ce qui doit se
passer dans le système. Ils représentent un comportement qui est souvent utilisé pour décrire
les fonctionnalités d’un système. Par exemple, les diagrammes d’états (State Machine
Diagram) permettent de décrire les changements d’états d’un objet ou d’un composant, en
réponse aux interactions avec d’autres objets/composants ou avec des acteurs.
– Finalement, les diagrammes d’interactions (Interaction Diagram), un sous-ensemble des
diagrammes comportementaux, mettent l’accent sur le flux de contrôle et de données parmi
les éléments du système modélisé. Par exemple, le diagramme de séquence (Sequence
Diagram) montre comment les objets communiquent entre eux en terme de séquence de
message.
Une explication plus détaillée de tous les di érents types de diagrammes UML ainsi que sur leurs
cas d’utilisation est disponible dans [214]. Dans la prochaine section, nous mettons l’accent sur
les diagrammes d’activités UML.
2.1.4 Les diagrammes d’activités UML
Le diagramme d’activités UML est un diagramme comportemental permettant de représenter
le séquencement d’actions au sein d’un système. Quand la version 1 de la spécification UML
définissait UML AD comme une forme spécialisée de diagramme à états, la version 2 de la
spécification UML à complètement redéfini ces diagrammes en les basant sur une sémantique de
règles de circulation de jetons entre les noeuds. Cette sémantique est inspirée des réseaux de Petri
colorés. Beaucoup de nouvelles structures comme les itérations, branchements conditionnels (if-
then-else) et gestion d’exceptions ont été introduites afin d’améliorer l’expressivité et la concision
de ces diagrammes. Ainsi, les diagrammes d’activités UML 2 sont basés sur un meta-modèle
complètement nouveau comportant les packages Actions et Activities. “Une activité est la
spécification d’un comportement paramétré comme une séquence coordonnée d’un sous-ensemble
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d’unités dont chacun de ses éléments est une actions. ” [190], quand une Action est définie
comme “une unité fondamentale de la spécification d’un comportement”. Ainsi, les diagrammes
d’activités sont utilisés pour modéliser le séquencement et les conditions pour coordonner le
comportement d’un système. Ces diagrammes reposent sur la définition d’un flux de contrôle et
de données pour modéliser ce comportement. UML fournit une taxonomie très détaillée d’actions,
comportant plus de 40 types d’actions. En revanche, une discussion détaillée de chacune d’entre
elles dépasserait le cadre de cette thèse.
Dans la suite, nous présentons seulement les éléments nécessaires afin de modéliser un pro-
cédé [20]. L’ensemble de ces éléments est visible sur la figure 2.2. Une Activity est ainsi représentée
comme un graphe orienté d’ActivityNodes et d’ActivityEdges. Une ActivityNode “peut être
l’exécution d’un comportement, telle qu’une opération arithmétique, l’appel d’une opération, ou la
manipulation du contenu d’un objet”, mais aussi “inclut des constructions de flux de contrôle, telles
que les synchronisations, les décisions, et des contrôles concurrents” [190]. Une ActivityNode
peut faire partie de trois types de noeuds : ObjectNode, ControlNode et ExecutableNode. Un
noeud ObjectNode représente les données dans un procédé, un noeud ControlNode coordonne
le flux d’exécution et un noeud ExecutableNode représente un noeud qui peut être exécuté,
c’est-à-dire, une action du procédé. Il y a deux types d’ActivityEdge pour lier les noeuds :
ObjectFlow et ControlFlow. Les ObjectFlow relient les ObjectNodes et permettent d’orien-
ter le flux de données entre eux. Les ControlFlow contraignent l’ordre d’exécution désiré des
ActivityNodes. Les ControlNode peuvent être utilisés pour le routage parallèle (ForkJoin), le
routage conditionnel (DecisionNode), la synchronisation (JoinNode) et la fusion de flux alter-
natifs (MergeNode). Les InitialNodes et AcitivityFinalNodes représentent respectivement le
début et la fin d’une Activity, tandis que les FlowFinalNode terminent un flux. Les InputPin
et OutputPin sont ancrés aux Actions afin de représenter les données consommées et produites
par l’action. Similairement, une Activity peut avoir de multiples ActivityParameterNode pour
représenter ses données entrantes et sortantes.
Dans la prochaine section, nous présentons les moyens de mettre à profit les diagrammes
d’activités UML pour modéliser un procédé métier.
2.1.5 Modélisation de procédés avec UML AD
Reprenons le procédé de la figure 1.3 présenté dans l’introduction. Ce procédé est modélisé en
utilisant les symboles présentés dans la section précédente. En utilisant strictement les éléments
définis dans le diagramme d’activité UML, il est principalement possible de représenter la
perspective du flux de contrôle et de données. En e et, dans [220], Russell et al. ont vérifiés
l’adéquation de UML AD pour la modélisation de procédés métiers, en évaluant leurs capacités à
capturer l’ensemble des workflow patterns définis dans [259]. Ils concluent que, bien que UML AD
supporte les principaux workflow patterns, UML AD tend à être “principalement concentré sur le
flux de contrôle et de données pour capturer l’acheminement statique associé aux actions”. UML
AD n’inclut pas les éléments nécessaires pour représenter les ressources et autres informations
organisationnelles nécessaires lors de la modélisation d’un procédé, tel que le temps alloué pour
e ectuer une activité.
Dans la littérature, les PMLs basés sur UML AD étendent en général le meta-modèle des
diagrammes d’activités UML avec les méta-classes nécessaires pour stocker et représenter ces
informations. Par exemple, UML4SPM [20], une extension du meta-modèle UML 2 pour la
modélisation de procédé logiciel, inclut ce genre d’informations organisationnelles, telles que les
agents, rôles et outils utilisés par les actions. Il permet aussi de spécifier les temps de début et
de fin des activités, permettant ainsi de modéliser toutes les dimensions d’un procédé. De la
même manière, Ellnet et al. [75] propose eSPEM, une extension de SPEM [188] se basant à la
fois sur les diagrammes d’activités UML pour modéliser la partie comportementale du modèle
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Figure 2.2 – Quelques éléments de la notation graphique pour représenter un UML AD
de procédé, et sur les diagrammes de machine à états UML pour capturer le cycle de vie des
artefacts. Strembeck et al. [239] propose un meta-modèle étendant celui de UML AD 2 afin de
pouvoir spécifier des procédés métiers supportant les rôles et les contrôles d’accès. Une discussion
plus détaillée de di érents PMLs basés sur les diagrammes d’activité UML est présentée par
Bendraou et al. dans [21].
D’autres approches étendent le meta-modèle UML à travers la définition de profile UML [190].
Ils fournissent un mécanisme pour étendre les méta-classes UML existantes à travers l’utilisation
de stéréotype, afin de permettre l’utilisation d’une terminologie spécifique adaptée au domaine
désiré. Les propriétés ajoutées par un stéréotype sont appelées tagged values. Jager et al. [129]
utilise ce mécanisme d’UML pour définir leurs modèles de procédés. L’avantage principal est de
pouvoir directement utiliser les outils standard de modélisation d’UML.
Pour résumer, il existe principalement deux approches afin de caractériser et représenter un
procédé avec des informations organisationnelles : (1) en utilisant des profiles UML et (2) en
définissant un méta-modèle étendant le celui d’UML.
Dans cette thèse, nous n’avons pas adopté un profil ou un méta-modèle particulier de la
littérature afin de capturer les informations organisationnelles d’un procédé basé sur UML AD.
Nous avons simplement défini un simple méta-modèle étendant le méta-modèle UML, afin de
stocker sur le modèle les informations organisationnelles nécessaires pour analyser l’ensemble des
propriétés comportementales présentées dans la section suivante. Ces concepts ont été formalisés
dans le chapitre 3. En redéfinissant la procédure de génération de code définie dans le chapitre
4, l’approche proposée dans cette thèse n’est pas limitée à l’utilisation de notre méta-modèle
UML, mais peut être adaptée pour tout PMLs basé sur UML AD supportant la définition de ces
informations.
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La prochaine section présente les deux principales approches des méthodes de vérification
formelle.
2.1.6 Vérification formelle
La vérification formelle représente l’acte de prouver ou réfuter l’exactitude d’un système par
rapport à certains cahiers des charges ou spécifications formelles, à l’aide d’outils mathématiques
des méthodes formelles. La vérification formelle peut être utile pour vérifier l’exactitude de
systèmes tels que : protocole cryptographique, matériel, ou bien code source de logiciel.
Il existe deux approches pour la vérification formelle : la preuve de théorèmes et le model-
checking. Dans la suite, nous présentons ces deux approches en mettant l’accent sur leurs avantages
et inconvénients.
Theorem proving
Le theorem proving consiste à exprimer une description du système à partir d’un ensemble
d’axiomes et de règles d’inférences, ainsi que les propriétés désirées afin de définir un théorème.
Les propriétés sont ensuite vérifiées sur le système à l’aide d’un theorem prover [195]. Les calculis
utilisés pour ces preuves ont été introduits pour la première fois par Hoare en 1969 dans [112] où
il raisonne sur la justesse du programme en terme de pre et post conditions.
Le principal avantage des theorem provers provient du fait qu’ils sont capables d’être utilisés
dans le cas de systèmes infinis. Cependant, ils ont pour désavantages de n’être pas complètement
automatiques. En e et, les assistants de preuve nécessitent un utilisateur avec une forte expertise
du système sous-jacent pour “donner” le chemin amenant à la solution du système. Ce problème
représente le frein le plus important entravant une plus large adoption par l’industrie. Le theorem
proving est principalement utilisé pour la vérification de système matériel [48]. Par exemple, la
méthode B [5] a été utilisée pour vérifier les composants critiques du système Météor équipant la
ligne 14 du métro parisien [18].
Model checking
L’autre technique importante de vérification formelle est le model-checking , une technique de
vérification automatique de systèmes réactifs à états finis introduit par Clarke et al. [40, 42]. Le
model-checking consiste à construire un modèle formel du système sous la forme d’un automate
à états finis. Généralement, un langage de spécification tel que les réseaux de Petri [201] ou
les processus séquentiels communicants [113] est utilisé. Il faut ensuite définir les propriétés
importantes à vérifier sur le modèle. Généralement, ces propriétés sont exprimées en utilisant
un langage logique de spécification de propriétés tels que LTL (Linear Temporal Logic) [204] ou
CTL (Computation Tree Logic) [107]. À partir de ces deux entités, un model-checker sera capable
de répondre à la question de satisfiabilité de la propriété par rapport au modèle en explorant
exhaustivement l’espace d’états. Dans le cas où la propriété n’est pas vérifiée, un exemple de
chemins invalidant la propriété est généré par le model-checker . La figure 2.3 résume le principe
du model-checking
L’avantage du model-checking est non seulement le caractère automatique de la procédure
de vérification, mais aussi, dans certains cas, la génération de contre-exemples. Le travail de
l’utilisateur est réduit à la modélisation formelle de son système et à la définition de la propriété.
Dans l’industrie, le caractère automatique du model-checking en fait une approche de vérification
formelle populaire. Un exemple récent concerne la sonde Curiosity envoyée par la NASA sur
la planète Mars. Après vérification, plusieurs parties clefs du code multi-threadé ont montré
des situations de compétitions (race condition) ou d’inter-blocages [116]. Cependant, un des
inconvénients du model-checking concerne le problème d’explosion combinatoire de l’espace d’états
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Figure 2.3 – Principe du model-checking
du système. Ce problème est dû à la croissance exponentielle de la taille de l’espace d’état
d’un système concurrent en fonction du nombre de processus et du nombre de composants par
processus [43].
La prochaine section présente l’ensemble des propriétés importantes à vérifier pour garantir la
conformité d’un procédé métier.
2.2 Propriétés à vérifier pour garantir la conformité d’un procédé
La vérification de propriétés sur un modèle de procédé est un moyen de valider la cohérence
d’un procédé. Il existe principalement deux types de propriétés qui peuvent être analysées sur un
procédé : des propriétés syntaxiques et des propriétés comportementales. Dans cette section, nous
présentons ces deux types de propriétés et mettons l’accent sur la présentation des propriétés
comportementales. Nous basons nos exemples sur les procédés modélisés avec les diagrammes
d’activités UML.
2.2.1 Propriétés syntaxiques
La vérification des propriétés syntaxiques correspond à examiner si la syntaxe du modèle
respecte son méta-modèle ainsi que ses contraintes associées. En e et, afin de garantir la conformité
syntaxique d’un modèle de procédé, il doit de toute évidence respecter la spécification de son méta-
modèle (c-à-d. ne pas utiliser de méta-classes ou attributs non définis dans celui-ci). Cependant,
les meta-modèles ne sont généralement pas assez expressifs pour fournir tous les aspects pertinents
de leurs spécifications. Il y a un besoin pour décrire des contraintes additionnelles aux méta-
modèles [141]. Ces contraintes sont souvent décrites en langage naturel. La pratique a montré
que cela était source d’ambiguïtés, et que cela empêchait leur vérification automatique.
En conséquence, l’OMG a défini un langage formel nommé Object Constraint Language (OCL)
pour spécifier des contraintes sur n’importe quel modèle ou méta-modèle conforme au Meta-Object
Facility (MOF) [187]. OCL peut être utilisé pour spécifier des contraintes concernant la structure
statique du système, c-à-d., des invariants qui doivent être vrais à tout moment pour toutes les
instances du méta-modèle [210]. Selon Atkinson et al. [11], beaucoup d’erreurs qui a ectent la
cohérence d’un procédé sont généralement liées aux erreurs typographiques ou syntaxiques.
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Figure 2.4 – Quelques exemples d’erreurs syntaxiques sur des UML AD
La figure 2.4 montre quelques exemples d’erreurs syntaxiques qui peuvent être évitées en
vérifiant le modèle avec des contraintes OCL :
(a) Le noeud InitialNode représente le point d’entrée de l’activité, ainsi il ne doit pas avoir
de ControlFlow en entrée.
(b) Un des deux ControlFlow est inutile du fait qu’il est identique à l’autre.
(c) Après exécution, le noeud DecisionNode doit choisir seulement un de ses ControlFlow sor-
tants, cependant dans ce cas, si l’évaluation de la décision est vraie, deux des ControlFlows
peuvent être choisies (la décision est non-déterministe, dépendant des points de variation
sémantique de UML utilisés).
(d) Un noeud ForkNode est utilisé pour démarrer des actions en parallèle, cependant celui-là
a seulement un ControlFlow sortant ce qui rend le noeud ForkNode inutile.
(e) Le noeud ActivityFinalNode représente la fin de l’activité, ainsi le noeud Action ne
sera jamais exécuté.
(f) Le noeud Action ne pourra jamais démarrer du fait que le ControlFlow a la même source
et destination.
(g) La ressource A1 est assignée deux fois à la même action Code.
(h) Le type de donnée créée par l’Action1 est de type integer, quand l’entrée de l’Action2
reçoit normalement une donnée de type string.
Certains de ces exemples peuvent être vus juste comme des avertissements (ex. (b), (d) et (g)) ou
des erreurs (ex. (a), (c), (e), (f) et (h)). Les avertissements n’ont aucun impact sur l’exécution
du procédé. Les erreurs doivent être réglées avant l’exécution du procédé du fait que le procédé
pourrait ne pas être exécuté comme attendu par le modélisateur.
Chacun de ces problèmes peut être vérifié en spécifiant une règle OCL, de manière à ce que le
résultat rendu par l’évaluation soit clair et non ambigü. Par exemple, l’évaluation de la contrainte
visible sur la figure 2.5 permet de vérifier le problème de la sous figure (f), c-à-d. pour chacun des
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ControlFlow, si leurs source et destination sont di érentes. En cas d’évaluation négative de la
règle, le ControlFlow incriminé peut être directement detecté.
1 context ControlFlow inv NoControlFlowSameSourceTarget:
2 self.source != self.target
Figure 2.5 – Contrainte OCL pour vérifier le problème de la sous figure (f)
Ce type de propriétés est bien supporté par de nombreux outils et approches [119, 7, 196], et
est vérifié presque instantanément [73]. Par exemple, Akehurst [7] propose un ensemble de règles
OCL pour valider une spécification BPEL. De la même manière, Pereira et al. [196] vérifient
la cohérence des procédés logiciels exprimés avec SPEM 2.0 en utilisant un ensemble de règles
syntaxiques exprimées en logique de premier ordre.
Cependant, la vérification de ces propriétés syntaxiques sur le modèle de procédés n’est pas
su sante pour s’assurer de sa justesse. Beaucoup de problèmes comportementaux peuvent rester
sur le modèle, même après avoir résolu les problèmes syntaxiques. La prochaine section présente
des propriétés temporelles qui ne peuvent être exprimées en utilisant un langage tel que OCL.
2.2.2 Propriétés comportementales
Les propriétés comportementales expriment des contraintes qui doivent être garanties pour
toutes les exécutions possibles d’un modèle de procédés. En e et, contrairement à certains
modèles statiques tels que les diagrammes de classes UML, les modèles de procédés définissent un
comportement s’établissant au cours du temps.
Dans la suite, nous présentons et catégorisons di érentes propriétés comportementales qui
peuvent être exprimées sur un procédé modélisé avec UML AD. Comme expliqué dans l’intro-
duction en section 1.2.1, cette thèse est basée sur la sémantique de UML AD définie par le
standard fUML [189], un nouveau standard définissant précisément la sémantique d’exécution
d’un sous-ensemble d’UML. Ainsi, nous nous limitons au sous-ensemble défini par fUML pour
exprimer un AD. Par exemple, certains problèmes de données peuvent être introduits sur un
procédé avec l’utilisation d’un noeud DataStoreNode (un noeud pour stocker des informations
non transitoires) tel que l’incohérence des données du fait que ce noeud de données peut être écrit
par plusieurs activités en parallèle. Cependant, le noeud DataStoreNode n’étant pas disponible
dans fUML, nous ne catégorisons pas ce type de propriété dans la suite. Il est important de noter
que les exemples donnés dans cette section ne nécessitent pas de connaître la sémantique fUML
pour être assimilés. En revanche, le lecteur intéressé peut voir la section 3.1 pour une introduction
à fUML.
(1) Flux de contrôle. La littérature adresse principalement une sous-catégorie de ces propriétés
appelée propriété de sûreté (soundness). Introduite par Van Der Aalst et al. [261], cette notion
tend à étudier 3 cas :
(1.1) Possibilité de complétion (interblocage). Un procédé qui commence doit toujours pouvoir
se terminer. Sur la figure 2.6, cette propriété se traduit par l’obligation d’atteindre le
noeud ActivityFinalNode sur chaque exécution du procédé. Un contre-exemple est ex-
posé : {Initial, A,Decision,B,Merge}. En e et, quand le noeud DecisionNode décide de
l’exécution de l’action B, l’action D ne peut jamais être exécutée (du fait que C ne l’est
pas), impliquant une situation d’interblocage du fait qu’il n’est plus possible de continuer
l’exécution du procédé.
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Figure 2.6 – Exemple de problème d’impossibilité de complétion
(1.2) Complétion non propre. Il ne doit y avoir aucune autre tâche en cours d’exécution quand
le procédé se termine. Sur la figure 2.7, une situation de compétition (race condition) entre
B et C implique que le noeud ActivityFinalNode peut être atteint, alors que l’action C
est toujours en cours d’exécution.
Figure 2.7 – Exemple de problème de complétion non propre
(1.3) Transition morte. Un procédé ne doit pas contenir des activités qui ne peuvent jamais
s’exécuter. Sur l’exemple de la figure 2.8, l’action A est morte, du fait que pour exécuter A,
il faut aussi au préalable exécuter B, et inversement.
Figure 2.8 – Exemple de problème de transition morte
(2) Flux de données. Dans la littérature, il est aussi possible de trouver des propriétés qui se
rapportent à la notion de sûreté, mais qui se concentrent sur l’analyse du flux de données plutôt
que sur le flux de contrôle [221, 246, 247]. Certaines des propriétés référencées par ces travaux
ne demandent pas l’exploration de l’espace d’état du procédé, mais peuvent être simplement
exprimées à l’aide de propriétés syntaxiques (ex. l’incompatibilité des données [221] de la figure
2.4 (h)). L’idée ici est de vérifier le procédé contre di érents problèmes de données :
(2.1) Données manquantes. Quand certaines données doivent être accédées, mais elles n’ont
jamais été créées ou ont déjà été consommées. Sur l’exemple de la figure 2.9, ce problème
entraîne un inter-blocage. En e et, l’action D a besoin de la donnée produite par l’action
B pour s’exécuter, cependant, dans le cas où le noeud DecisionNode continue l’exécution
vers l’action C, cette donnée n’est jamais produite.
(2.2) Données redondantes. Quand certaines données sont créées, mais jamais utilisées par la
suite. Ce cas se présente sur la figure 2.10, lorsque le noeud DecisionNode choisit le chemin
vers l’action C, la donnée produite par l’action A n’est jamais utilisée.
La plupart des approches de vérification de procédés se concentrent sur la vérification du
flux de contrôle, et quelques une s’interessent aussi aux flux de données [246]. Cependant, il
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Figure 2.9 – Exemple de problème de données manquantes
Figure 2.10 – Exemple de problème de données redondantes
est aussi important de prendre en compte la partie organisationnelle du procédé. Ainsi, dans
la suite nous introduisons les propriétés liés aux ressources et aux contraintes temporelles. A
notre connaissance, peu d’approches proposent de vérifier certains problèmes temporels [33], mais
aucunes ne s’interessent aux problèmes liées aux ressources.
(3) Ressources. Généralement, les activités d’un procédé peuvent avoir besoin de ressources
comme des humains ou des ordinateurs. Ces ressources sont souvent finies et ne peuvent être
partagées avec d’autres activités. Dans ce cas, des conditions de compétitions peuvent poser
problème : une activité qui a besoin de certaines ressources ne peut commencer à s’exécuter à
temps à cause d’une autre activité utilisant la même ressource.
(3.1) Ressource manquante. Quand une activité ne peut commencer à cause d’un manque de
disponibilité des ressources nécessaires. Sur l’exemple de la figure 2.11, si l’action B est en
cours d’exécution, l’action C ne peut pas commencer à s’exécuter (et inversement) du fait
que la ressource R1 ne sera pas disponible.
Figure 2.11 – Exemple de problème de ressource manquante
Il est important de noter qu’une ressource peut avoir di érentes capacités d’utilisation.
Par exemple, si R1 est une ressource correspondant à une voiture, il n’est pas possible de
l’utiliser par deux personnes en même temps pour aller à des destinations di érentes. Si
R1 est une ressource humaine, il est fort probable qu’elle ne puisse pas travailler sur deux
activités en même temps. En revanche, ces informations dépendent grandement du contexte
du procédé, dans le cas des procédés de développement logiciel, il est très courant qu’une
2.2. PROPRIÉTÉS À VÉRIFIER POUR GARANTIR LA CONFORMITÉ D’UN PROCÉDÉ25
ressource humaine travaille sur deux activités en même temps. Il est aussi important de
noter qu’un potentiel inter-blocage peut aussi survenir si une activité a besoin d’un type
particulier de ressources, non disponible sur le procédé. Dans ce cas-là, il est possible de
vérifier structurellement (syntaxiquement) si le procédé possède ce type-là.
(3.2) Utilisation ine cace des ressources. Quand une ressource est utilisée de manière ine cace.
Sur cet exemple (figure 2.12), la ressource R1 est a ectée à l’action B. Cependant, si le
noeud DecisionNode choisit de continuer l’exécution vers l’action C, la ressource R1, bien
qu’ allouée pour l’exécution de l’action B, ne sera jamais utilisée. Il est important de noter
Figure 2.12 – Exemple de problème d’utilisation ine cace des ressources
qu’une utilisation ine cace des ressources n’est pas une erreur, mais plus une indication
sur le fait que la modélisation autorise des exécutions sur lesquelles certaines ressources ne
sont pas utilisées.
(4) Temps. Peu d’approches dans la littérature ont enquêté sur la modélisation du temps dans
un procédé. Selon Marjanovic et al. [168], trois contraintes temporelles peuvent être spécifiées :
(1) une contrainte de durée qui modélise la durée attendue d’une activité dans un procédé (un
temps relatif simple ou bien un intervalle de deux valeurs) ; (2) une contrainte de date limite
(deadline) qui peut être spécifiée en terme de limite de temps absolu quand une activité doit
débuter ou finir durant l’exécution du procédé ; (3) une contrainte temporelle interdépendante
qui détermine quand une activité doit commencer ou finir relativement au commencement ou
fin d’une autre activité. La cohérence temporelle joue un rôle crucial dans la modélisation des
contraintes de temps du procédé. Elle doit non seulement être vérifiée durant la modélisation du
procédé, mais aussi durant l’exécution du procédé (ex. à chaque début ou fin d’activité) pour
s’assurer que les activités sont en train de s’exécuter dans les temps comme prévu.
Figure 2.13 – Exemple de procédé annoté avec le temps nécessaire pour e ectuer les actions
Dans la figure 2.13, ces contraintes correspondent à :
26 CHAPITRE 2. CONTEXTE ET ÉTAT DE L’ART
(4.1) Durée du procédé. Si le procédé est prévu pour se terminer en 3h, le chemin d’exécution
{A,B,D} montre que c’est impossible et que le procédé terminera en 4h. En revanche, le
chemin d’exécution {A,C,D} termine le procédé dans les temps.
(4.2) Contrainte de début/fin d’activité. Si l’action D doit commencer à s’exécuter 2h après le
début du procédé, de la même manière que l’exemple précédent, le chemin d’exécution
{A,B, ...} montre que le début d’exécution de D commencera 3h après le début du procédé.
(4.3) Contrainte relative de début/fin d’activité. Si l’action D doit commencer à s’exécuter 1h
après la fin d’exécution de l’action A, encore une fois, le chemin d’exécution {A,B, ...}
montre que D commencera 1h trop tard.
(5) Métiers. Quand les autres propriétés précisent des contraintes qui doivent être valides pour
tous les procédés, les propriétés métiers représentent des propriétés adaptées à un procédé donné.
Elles jouent un rôle important du fait qu’un procédé peut être syntaxiquement correct et valide
par rapport aux propriétés présentées précédemment, mais invalide par rapport à des contraintes
métiers.
Figure 2.14 – Exemple d’un procédé valide
La figure 2.14 montre un exemple de procédé valide. Cependant, l’action ImportantAction
est considérée critique dans le sens où le modélisateur souhaite que cette action soit toujours
exécutée au moins une fois durant l’exécution du procédé. “Est-ce que ImportantAction est
exécutée, peu importe les choix faits durant l’exécution du procédé ?”. Sur cet exemple, ce n’est
pas toujours le cas du fait que le chemin d’exécution {A,B,D} termine le procédé correctement
sans exécuter ImportantAction. Une autre question importante pourrait être : “Est-ce que
ImportantArtefact (le but du procédé) est toujours disponible à la fin du procédé ?”. L’autre
chemin d’exécution {A, ImportantAction,D} montre un chemin où cet artefact n’est jamais créé.
Les propriétés métiers correspondent donc à des contraintes supplémentaires que la modélisation
du procédé doit respecter.
Le tableau 2.1 référence les principales propriétés métiers exprimables sur un procédé. Il
représente le résultat d’une étude de la littérature concernant à la fois la vérification de procédés
impératifs [179], mais aussi de contraintes de procédés déclaratifs [154]. Bien que non représenté
sur ce tableau, chacune de ces propriétés peut être représentée de façon négative. Par exemple,
“A n’est pas exécuté avant B”. Cependant, il est important de noter qu’il est très di cile de faire
un listing exhaustif de toutes les propriétés métiers exprimables sur un procédé. En e et, une
propriété métier peut être une combinaison logique de plusieurs autres propriétés métiers basiques.
En partant du principe que existence[a] est la propriété métier définissant que l’activité “a” doit
être exécutée pendant l’exécution du procédé, il serait possible d’imaginer une propriété telle
que :
existence[a, b, c] def= existence[a] =∆ (existence[b] · existence[c])
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impliquant que si l’activité a est exécutée, alors b et c doivent être exécutées aussi pendant
l’exécution (sans aucune contrainte d’ordre d’exécution, mais simplement d’existence). Un grand
éventail de propriétés métiers exprimables sur le flux de contrôle du procédé est disponible dans
le langage déclaratif DecSerFlow [257].
Les propriétés métiers peuvent être divisées en 2 catégories : (1) les propriétés spécifiées par
le modélisateur ; (2) les propriétés automatiquement déduites et générées à partir du modèle de
procédé. Selon le méta-modèle utilisé par le PML, certains proposent des informations permettant
de générer automatiquement ce genre de contraintes. Par exemple, UML4SPM [20] permet de
définir si les données produites sont des délivrables logiciels. Un délivrable étant généralement
un des buts principaux de l’exécution de procédés logiciels, une propriété métier spécifiant
pour chacun d’entre eux que cette donnée doit toujours être présente à la fin de l’exécution est
souhaitable pour s’assurer d’une modélisation correcte.
2.2.3 Propriétés faibles et fortes
Chacune de ces propriétés (flux de contrôle, données, ressources, et temps) peut être distinguée
en une version faible et forte. La version faible s’assure que la propriété est vraie pour au moins une
exécution possible. La version forte s’assure que la propriété est vraie pour toutes les exécutions
possibles du procédé. Prenons en exemple la propriété d’impossibilité de complétion par rapport à
la figure 2.6. La version faible de cette propriété correspond à “existe-t-il au moins une exécution
telle que le procédé se termine ?”, quand la version forte correspond à “quelque soit l’exécution,
le procédé se termine-t-il toujours ?”. Sur cet exemple, la version faible est valide grâce au chemin
d’exécution {A,C,D}. Cependant, la version forte ne l’est pas due au contre-exemple {A,B}. La
version faible est de toute évidence une version moins restrictive que la version forte. Généralement,
pour les propriétés sur le flux de contrôle et de données, il est important que la version forte
soit satisfaite. En e et, une possibilité d’interblocage n’est jamais une “bonne” situation, et
est toujours due à un problème d’erreurs de modélisation. En outre, un problème de ressource
manquante n’est pas forcément un problème critique. Cela peut simplement retarder l’exécution
de l’activité.
Bien que les exemples utilisés ici ont l’air simples, il est important de comprendre la complexité
associée à l’interconnexion des éléments du procédé. Un modèle de procédé peut connecter plus
d’une centaine d’éléments, avec un flux de contrôle très complexe, ayant di érentes dépendances,
boucles, synchronisation, contraintes temporelles, et avoir une vision globale du comportement
lors de l’exécution est impossible même pour un modélisateur expérimenté.
La prochaine section présente et compare les di érentes approches de la littérature concernant
la vérification de procédés métiers.
2.3 Comparaison des approches de vérification de procédés mé-
tiers
Il existe une abondante littérature sur la vérification de modèles de procédés. Beaucoup
de formalismes et de techniques ont été utilisés pour s’assurer de la validité d’un procédé. La
technique la plus couramment utilisée pour parvenir à ce but est le model-checking. Ceci est
principalement dû à son caractère complètement automatique, exhaustif, et son habilité à générer
des contre-exemples en cas de non-satisfaction.
Pour appliquer des techniques de model-checking, il est nécessaire de représenter la sémantique
du PML de manière formelle. Généralement, cette sémantique est représentée dans un des
formalismes (ex. réseaux de Petri) pris en entrée par le model-checker . Il est important de noter
que beaucoup de chercheurs s’accordent à dire qu’un modèle formel doit être directement utilisé
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Propriété Definition
Existence A est exécuté plus de x fois.
A est exécuté moins de x fois.
A est exécuté entre x et y fois.
Relation A est exécuté avant B.
A est exécuté après B.
A est exécuté en parallèle de B.
A est exécuté en exclusion de B.
A est exécuté entre B et C.
ExistenceData DataA est disponible.
RelationData DataA est disponible avant DataB.
DataA est disponible après DataB.
DataA est disponible en parallèle de DataB.
DataA est disponible en exclusion de DataB.
RelationDataActivity DataA est disponible avant l’exécution de A.
DataA est disponible après l’exécution de A.
DataA est disponible pendant l’exécution de A.
DataA est disponible en exclusion de l’exécution de A.
DataA est disponible entre l’exécution de A et B.
ExistenceTimeActivity A est executé avant x unité de temps.
A est exécuté après x unité de temps.
A est exécuté entre x et y unité de temps.
ExistenceTimeData DataA est disponible avant x unité de temps.
DataA est disponible après x unité de temps.
DataA est disponible entre x et y unité de temps.
ExistenceTimeResource ResourceA est utilisé avant x unité de temps.
ResourceA est utilisé après x unité de temps.
ResourceA est utilisé entre x et y unité de temps.
LogicBased preda · predb (ex. Existence[A] · Existence[B] )
preda ‚ predb
¬pred
Table 2.1 – Propriétés métiers essentielles
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comme une base pour un langage de modélisation de procédé [260, 255]. Les raisons les plus
courantes sont que (1) les modèles formels ne laissent aucune marge pour l’ambiguïté [251], et
(2) ils augmentent les possibilités d’analyse [278]. Selon Sid Askary, “cela nous permettrait de
non seulement raisonner sur la spécification courante et ses problèmes, mais aussi de découvrir
des problèmes qui auraient été, dans le cas contraire, inaperçus” [82]. Dans ce contexte, un
grand e ort a été concentré sur l’utilisation des réseaux de Petri et des algèbres de processus
tels que ﬁ-calculus. Cependant, cela a aussi conduit à un long débat pour décider quelle est
la fondation formelle la plus appropriée pour les modèles de procédés métiers. Smith soutien
le ﬁ-calculus et argumente que “les workflows sont justes ﬁ-calculus” [234]. Par exemple, le
langage d’orchestrations des services web BPEL est basé sur ﬁ-calculus [164]. D’un autre coté,
Van der Aalst a appelé à faire des travaux plus rigoureux pour prouver l’e cacité de ﬁ-calculus
pour la modélisation de procédés métiers [255], et prône l’utilisation de réseaux de Petri pour la
modélisation de procédés métiers [252].
Dans cette section, nous commençons par présenter l’ensemble des critères sur lesquels nous
allons comparer les di érentes approches de vérification. Puis, nous donnons un aperçu global
de l’état de l’art concernant la vérification de modèles de procédés en se concentrant sur les
approches formelles utilisant le model-checking. Nous présentons aussi un état de l’art concernant
la vérification de modèles UML et certaines approches alternatives au model-checking pour
la vérification de procédés. Enfin, nous présentons et comparons des approches permettant
l’expression de propriétés métiers sur un procédé. A la fin de chacune de ces sections, un tableau
de synthèse permet de résumer et de comparer les di érentes approches entre elles. Finalement,
nous présentons une synthèse générale de l’état de l’art à l’égard des problématiques soulevées
dans l’introduction de la thèse.
2.3.1 Critères de comparaisons des approches de la littérature
Cette section présente l’ensemble des critères sur lesquels nous allons comparer les approches
de vérification de la littérature. Ces critères ont été déduits des problématiques soulevées dans la
section 1.1.3 de l’introduction :
(1) Langage de modélisation La première caractéristique sur laquelle il est important de comparer
les approches concerne le langage de modélisation utilisé pour définir le procédé. Il existe
beaucoup de PMLs tels que UML AD [190], BPMN [192], SPEM [188], EPC [185], ou des
langages plus formels tels que les réseaux de Petri [200] et algèbre de processus [16]. Lu et
al. proposent un survey comparant l’ensemble des PMLs les plus couramment utilisé en
terme d’expressivité, flexibilité, adaptabilité, dynamisme et complexité [163] . Il n’est pas
question ici de débattre quel est le meilleur langage pour modéliser les procédés selon ces
précédents critères, mais de connaitre sur quel langage la technique de vérification a été
appliquée.
(2) Formalisme Une autre caractéristique des approches concerne le formalisme utilisé pour
e ectuer la vérification. Afin d’appliquer des techniques de model-checking, il est d’abord
nécessaire de donner une sémantique formelle aux langages de modélisation du procédé afin
de pouvoir l’analyser par un model-checker . Généralement, le modèle (ex. UML AD, BPMN,
BPEL ...) est traduit en un formalisme mathématique tel que les automates, réseaux de
Petri ou algèbre de processus afin de donner une sémantique formelle au langage. Ainsi,
cette sémantique peut être associée à des techniques d’analyse et de vérification qui peuvent
être utilisées pour examiner des propriétés d’une spécification. Ce point de comparaison
est tout particulièrement important du fait que chacun des formalismes expose di érents
avantages et inconvénients pour représenter la sémantique du PML [17].
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(3) Expressions des propriétés Ce critère détermine la façon dont sont exprimées les propriétés sur
le système. Selon les model-checkers, les propriétés sont généralement exprimées en utilisant
des logiques temporelles (CTL et LTL), la logique de premier-ordre, failure-divergence
(FDR2) [102], etc. Par exemple, certains model-checkers pour les réseaux de Petri proposent
seulement la vérification de propriétés CTL [224, 244], quand d’autres proposent aussi
LTL [226]. Il n’est pas question ici de déterminer l’expressivité des di érentes logiques telle
que dans [39], mais de catégoriser pour chaque approche la logique utilisée pour exprimer
les propriétés.
(4) Model-Checker Il existe beaucoup de model-checkers pour vérifier les di érents formalismes
existants. Certains formalismes tel que les réseaux de Petri possèdent une surabondance
d’outils permettant de les vérifier, quand d’autres proposent un formalisme directement
adapté pour un model-checker donné (ex. le formalisme Promela et le model-checkers
SPIN [115]). Comme souligné dans l’étude comparant 6 model-checker (Alloy, CADP, FDR2,
NuSMV, ProB, SPIN) pour la vérification de systèmes d’informations [89], il est très di cile
de comparer des model-checkers en terme de facilité d’utilisation pour spécifier le système
et les propriétés, ainsi que le nombre d’instances vérifiables. Un cas d’étude peut donner
l’avantage à l’un, quand un autre cas donne des résultats contraires. Le point le plus
important souligné par les auteurs concerne le fait “qu’un bon model-checker doit être
polyvalent” . Ce critère correspond donc à catégoriser pour chaque approche le model-checker
utilisé.
(5) Automatisation Ce critère distingue les approches selon les outils proposés pour automatiser
le processus de vérification :
(5.1) Traduction automatique La traduction vers le formalisme est-elle faite de manière
automatique ou manuelle ? Ce point est essentiel pour automatiser le processus de
vérification. Une traduction manuelle, en plus d’être facilement sujet aux erreurs, est
particulièrement longue et fastidieuse à e ectuer. Ceci est particulièrement vrai pour
des modèles de tailles importantes.
(5.2) Intégration dans un environnent Le processus de vérification est-il directement in-
tégré et automatisé dans un environnement de vérification ? Tout se passe-t’il dans
l’interface du model-checker ? Beaucoup d’approches n’automatisent pas le proces-
sus de vérification et se contentent de proposer la vérification dans l’interface du
model-checker . Les model-checkers ne sont pas adaptés à la vérification de procédés
métiers, mais de systèmes dynamiques au sens général. Beaucoup d’entre eux ne
possèdent pas d’interface graphique et s’utilisent seulement en ligne de commande.
Les contre-exemples générés par ses outils sont compliqués à comprendre et à analyser
du fait qu’ils dépendent grandement de la manière dont la sémantique du PML a été
mappée vers le langage formel. Les di érents éléments du PML ne sont jamais mappés
un-à-un vers un concept du formalisme utilisé par le model-checker . Ainsi, en plus de
la di culté d’utiliser le model-checker pour un modélisateur lambda, il est di cile
d’analyser et de comprendre les contre-exemples générés. Afin de garantir l’adoption
des approches de vérification formelle, il est important de “cacher” à l’utilisateur
l’utilisation d’un model-checker et de lui présenter les contre-exemples de manière
graphique, de préférence directement sur le modèle lui-même (ex. en colorant le chemin
représentant le contre-exemple). L’utilisateur ne devrait pas pouvoir se rendre compte
qu’un model-checker est utilisé pour e ectuer la vérification.
(5.3) Expressions de propriétés métiers Est-il possible d’exprimer des propriétés métiers ?
La plupart des approches proposent de vérifier certaines propriétés génériques (ex. si le
procédé est sujet aux interblocages). Cependant, comme expliqué dans la section 2.2.2,
les propriétés métiers sont importantes pour s’assurer de certaine contraintes métiers
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relatives au projet ou à l’organisation. Certaines approches où tout le processus de
vérification se passe dans le model-checker revendique la possibilité d’exprimer des
propriétés métiers en utilisant, par exemple, la logique LTL ou CTL. Cependant, il est
non seulement nécessaire d’avoir une forte connaissance du système sous-jacent, mais
aussi un bagage formel poussé afin d’exprimer ce genre de propriétés [41]. Ainsi, ce
critère détermine si l’approche propose une technique pour exprimer des propriétés
métiers de manière simplifiée. Il est important de noter que nous détaillerons ce critère
en lui consacrant une section entière. En e et, la section 2.4 compare les di érentes
techniques existantes pour exprimer des propriétés métiers sur un procédé.
(6) Perspectives supportées Quelles sont les perspectives du procédé supportées par la formali-
sation ?
(6.1) Contrôle Est-ce que l’approche supporte les propriétés exprimées sur le flux de contrôle
(ex. impossibilité de complétion) ?
(6.2) Données Est-ce que l’approche supporte les propriétés exprimées sur le flux de données
(ex. données manquantes) ?
(6.3) Ressources Est-ce que l’approche supporte les propriétés liées aux ressources (ex.
ressource manquante) ?
(6.4) Temps Est-ce que l’approche supporte les propriétés liées aux contraintes de temps
(ex. durée du procédé) ?
Il est important de noter que sur ces critères, nous partons du principe que si les auteurs
proposent de vérifier au moins une propriété liée à ladite perspective, nous considérons la
perspective comme supportée. Par exemple, une approche revendiquant la vérification des
inter-blocages (impossibilité de complétion) sera considérée comme supportant la perspective
de contrôle, même si les auteurs ne mentionnent pas forcément la vérification de “complétion
non propre” ou “transition morte”. Nous ne rentrons pas dans les détails de chacune des
propriétés supportées du fait que nous comparons di érents PMLs. En e et, certaines
propriétés présentées dans la section 2.2 ne s’appliquent pas forcément sur tous les PMLs.
Malheureusement, certains critères importants tels que le temps nécessaire pour e ectuer la
vérification ne peuvent être inclus. Ceci est dû à plusieurs facteurs :
– Presque aucune des publications ne donne des informations concernant le temps de vérifica-
tion.
– La sémantique des PMLs sous-jacents n’étant pas la même, vérifier, par exemple, que
le procédé n’est pas sujet aux inter-blocages avantagera de toute évidence les langages
possédant seulement les structures de flux de contrôle basique.
– Les formalisations plus simplistes telles que celles supportant seulement le flux de contrôle
et faisant abstraction des autres perspectives gagneront un avantage certain sur le temps de
vérification.
Dans la suite, nous présentons les principales approches basées sur les réseaux de Petri, les
algèbres de processus et la théorie des automates. Un tableau de synthèse reprenant chacun des
critères présentés ci-dessus est disponible à la fin de la prochaine section.
2.3.2 Approches basées sur les réseaux de Petri
Un réseau de Petri est un modèle mathématique servant pour la description et l’analyse de
systèmes dynamiques tels qu’un système distribué. Un réseau de Petri est un graphe connecté,
bipartite et orienté, dans lequel chaque noeud est soit une place soit une transition. Des jetons
marquent les places. Quand il y a au moins un jeton dans chacune des places connectées à une
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transition (et si les arcs sont marqués par un 1), la transition est dite active. N’importe quelle
transition active peut se déclencher en retirant un de ses jetons à partir de chacune de ses places
d’entrée, et déposer un jeton dans chacune des places de sortie. Une introduction complète aux
réseaux de Petri est disponible dans [209].
Du fait que les réseaux de Petri o rent une notation graphique facilement compréhensible, ils
ont été très largement appliqués pour la modélisation et la vérification de procédés, principalement
pour trois raisons [251, 262] :
1. Une sémantique formelle en dépit de sa nature graphique.
2. Basé sur des états au lieu d’uniquement des évènements.
3. Abondance de techniques d’analyse.
En e et, beaucoup d’approches de vérification ont leurs racines dans ce formalisme, soit parce
que le langage de modélisation du procédé est basé dessus (ex., FunSoft Nets [77], Workflow
Nets [252] ou YAWL [258]) soit à travers un mapping vers celui-ci.
Verbeek et al. présentent Woflan [271], un outil pour analyser le flux de contrôle de workflows
modélisés avec COSA [100], Sta ware [203], METEOR [229] et Protos [10]. Le modèle est traduit
en réseau de Petri puis est analysé par l’outil qui guide l’utilisateur pour résoudre les erreurs
de flux de contrôle de manière itérative en présentant les contre-exemples. Dans [272], Verbeek
et Van der Aalst se concentrent sur l’analyse de procédés basés sur BPEL (Business Process
Execution Language). Ils présentent un mapping vers la classe de réseau de Petri appellée Workflow
Nets [252]. L’analyse est basée sur l’outil Woflan, afin de vérifier des propriétés de terminaison et
détecter les noeuds qui ne peuvent jamais être exécutés. Seul un sous-ensemble de BPEL est pris
en compte. Dans [194], Ouyang et al. proposent un mapping de toutes les constructions basées sur
le flux de contrôle de BPEL vers les réseaux de Petri. En conséquence, ces auteurs proposent une
sémantique formelle pour BPEL basée sur la sémantique des réseaux de Petri. Dans [193, 194],
les auteurs décrivent deux outils qui, s’ils sont utilisés en combinaison, permettent la vérification
automatique des procédés basés sur BPEL. L’outil BPEL2PNML est utilisé pour e ectuer une
traduction de BPEL vers le Petri Net Markup Language (PNML) [27], un format standard
pour spécifier des modèles de réseaux de Petri. Le modèle résultant peut ensuite être utilisé par
l’outil WofBPEL [193], basé lui aussi sur Woflan. Ainsi, WofBPEL est capable d’analyser les
activités inaccessibles, de détecter l’activation simultanée d’activités qui consomme le même type
de message, et de déterminer, pour chacun des états possibles de l’exécution du procédé, quel
type de message peut-être consommé dans le reste de l’exécution.
Dijkman et al. [57] proposent une traduction de BPMN vers les réseaux de Petri. Les auteurs
proposent un outil permettant de traduire automatiquement un modèle BPMN dans le format
XMI en un PNML. Les auteurs utilisent ensuite le model-checker ProM [266] pour vérifier l’absence
de tâches mortes ainsi que la complétion propre du procédé.
Awad et al. [13] proposent de vérifier des règles de conformités sur un modèle BPMN en
utilisant BPMN-Q, un langage visuel basé sur BPMN. Les règles de conformités sont transformées
en logique temporelle (LTL) et le modèle est traduit en réseau de Petri en suivant la traduction
proposée par Dijkman et al. dans [57]. Ensuite, ces deux entités sont données en entrée au model-
checker LoLa [224] pour vérifier si le procédé les satisfait. Le concept de règles de conformité
correspond aux propriétés de type métiers. Le langage permet de définir des propriétés métiers
sur le flux de contrôle, et les données dans [14]. Afin de vérifier e cacement les propriétés, les
auteurs définissent des règles de réduction de graphe [267, 170] afin de combattre le problème
d’explosion combinatoire.
Dans [253], Van der Aalst propose une traduction de modèle Event-driven Process Chains
(EPCs) vers les réseaux de Petri. Ainsi, l’approche présentée permet de donner une sémantique
formelle basée sur les réseaux de Petri aux EPCs. Le but principal est l’analyse de ces modèles en
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utilisant les techniques de vérification classiques des réseaux de Petri. En revanche, seul le flux de
contrôle est formalisé.
Dans [225], Schmidt et al. discutent un mapping à partir de BPEL vers les réseaux de Petri
en donnant quelques exemples. Chacune des constructions BPEL est mappée en certains patrons
de réseaux de Petri. La transformation complète de BPEL vers les réseaux de Petri est donnée
par Stahl dans [237]. Hinze, Schmidt et Stahl [111] décrivent l’outil BPEL2PN qui implémente la
transformation automatique en supportant les exceptions et les compensations, mais en faisant
abstraction des données. Seul le flux de contrôle est pris en compte. Les détails de cet outil
sont présentés par Hinz dans [110]. Le model-checker LoLa [224] est ensuite utilisé pour vérifier
le réseau de Petri et générer l’espace d’états, c’est-à-dire le graphe d’accessibilité du réseau de
Petri. Les propriétés autres que les propriétés classiques liées aux réseaux de Petri sont générées
manuellement par les auteurs.
Fahland et al. [80] traduisent des diagrammes d’activités UML 2 vers des réseaux de Petri.
La sémantique adoptée n’est pas celle de la spécification UML 2, mais celle utilisée par l’outil
IBM WebSphere Business Modeler [121], un langage combinant des éléments des diagrammes
d’activités UML ainsi que certains concepts de BPMN. Pour chacun des concepts du langage, les
auteurs fournissent un réseau de Petri paramétré. Le modèle est traduit en instanciant le réseau
de Petri équivalent de chaque élément du modèle, puis en fusionnant les di érents fragments pour
former un réseau de Petri en accord avec la structure du modèle original spécifiant sa sémantique
comportementale. Le réseau de Petri généré peut ensuite être vérifié pour des erreurs de flux de
contrôle en utilisant le model-checker LoLa [224]. Dans un travail plus récent [81], de nombreux
procédés d’a aires industriels ont été testés avec succès sur les propriétés de flux de contrôle en
utilisant le model-checker LoLa [224], ainsi qu’en utilisant l’outil de diagnostics Woflan [271]. Afin
d’améliorer la vitesse de vérification, ces auteurs découpent les procédés en sous-fragments, en
utilisant la décomposition SESE (Single Entry Single Exit) [269], afin d’analyser de multiples
“petits” procédés au lieu de l’analyser dans sa globalité. En e et, la vérification à l’aide de
technique de model-checking étant un problème NP-Complet, cette stratégie montre qu’il est
possible de vérifier des propriétés structurelles sur le flux de contrôle de manière très e cace en
ayant recours à cette décomposition.
Dans [134], le procédé modélisé en diagramme d’activités UML 2 est mappé vers un réseau
de Petri coloré pour permettre sa vérification automatique. Les auteurs proposent des règles de
traduction et un algorithme de transformation pour traduire le modèle. En revanche, aucune
chaîne d’outil n’est présentée ; la vérification se passe dans le model-checker CPN Tools [244],
et le type de propriétés supporté n’est pas mentionné. Le cas d’étude présente un diagramme
d’activités représentant le retrait d’argent dans un ATM. Cependant, aucune vérification n’est
e ectuée, seuls plusieurs cas sont simulés (retrait normal, code pin invalide...).
Dans [238], les auteurs traduisent un diagramme d’activités UML 2 dans le framework
Fundamental Modeling Concepts (FMC) afin d’avoir une notation compacte pour éviter la
complexité engendrée par la traduction, et faciliter la visualisation par les participants [143].
Ensuite, cette représentation intermédiaire est transformée en un réseau de Petri coloré à des fins
d’analyse et d’exécution à travers CPN Tools [244]. Les étapes de transformations font abstraction
complète des noeuds objets du diagramme d’activités. Les auteurs ne présentent pas les types de
propriétés vérifiés, mais se limitent aux possibilités o ertes par l’outil CPN Tools (ex. invariant
place/transition, accessibilité, etc).
Thierry-Mieg et al. [243] propose de vérifier un modèle UML en le traduisant en Instantiable
Petri Nets (IPN), un formalisme basé sur les réseaux de Petri incluant le concept de type,
d’instance, de hiérarchie en utilisant la notion de synchronisation de transition pour composer le
comportement. La traduction se concentre sur le flux de contrôle des diagrammes d’activités UML
et supporte la composition hiérarchique (c’est-à-dire l’utilisation de CallBehaviorAction pour
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exécuter des sous-activités). Ainsi, il est possible de vérifier les erreurs classiques des réseaux de
Petri ainsi que d’analyser des erreurs de flux de contrôle (interblocage et possibilité de complétion).
Huai et al. [120] présentent une méthode pour vérifier des modèles BPMN basés sur les réseaux
de Petri temporels [205]. Premièrement, les auteurs traduisent le modèle BPMN en réseau de
Petri temporel. Ensuite, ils construisent le graphe d’accessibilité du réseau de Petri afin de vérifier
des propriétés de flux de contrôle ainsi que les conflits de temps. Les auteurs n’utilisent pas
un model-checker mais implémentent en Java un module de vérification construisant le graphe
d’accessibilité pour vérifier les propriétés. La vérification des propriétés est donc “encodée” dans
l’algorithme. Aucune métrique n’est donnée par les auteurs permettant de juger de l’e cacité de
leur approche, et il semble di cile d’ajouter de nouvelles propriétés à vérifier sans modifier le
code Java.
L’utilisation directe des réseaux de Petri classiques [201] pour la modélisation de procédés a été
depuis longtemps plébiscitée [264]. L’avantage de l’utilisation de langages de modélisation basés
sur les réseaux de Petri est la possibilité intrinsèque d’être analysés en utilisant les techniques
classiques de vérification de réseaux de Petri. En revanche, leurs utilisations n’ont pas donné le
résultat désiré. En e et, la description de procédés basés sur les réseaux de Petri tend à devenir
très complexe et extrêmement large. De plus, les réseaux de Petri classiques ne permettent pas de
modéliser les données et le temps. De ce fait, l’utilisation de réseaux de Petri de haut niveau,
c’est-à-dire des réseaux de Petri augmentés avec la notion de données, temps et hiérarchie [268]
a été investiguée [263]. Cependant, l’e ort de modélisation engendré par l’utilisation de ces
formalismes n’est pas adapté à la modélisation de procédés [263]. De ce fait, Van der Aalst et al.
introduit dans [252] les Workflow Nets, une classe particulière de réseaux de Petri dédiée à la
conception de workflow avec une notation graphique augmentée. Dans [261], l’auteur définit la
notion de “soundness”, catégorisée dans cette thèse comme des propriétés de flux de contrôle, et
montre comment analyser les Workflow Nets vis-à-vis de ces propriétés en utilisant les techniques
classiques des réseaux de Petri. Plus particulièrement, les auteurs utilisent des techniques classiques
telles que le graphe de couverture [181], de l’analyse structurelle d’invariants [254, 271], ainsi
que des règles de réductions [23]. Ling et al. [161] propose des “Time Workflow Nets”, un type
spécial de Workflow Nets étendu avec des intervalles de temps sur les activités. Ces auteurs ont
adopté la sémantique des Time Petri Net (TPN) [24] pour modéliser le temps dans le système. En
revanche, aucune implémentation n’est proposée démontrant leurs analyses. Dans [246, 247], des
“Workflow Nets with Data”, un type spécial de Workflow Nets avec des annotations concernant la
manipulation des données sont vérifiés par rapport à di érents problèmes de données exprimées
en LTL et CTL. Les auteurs ne fournissent pas d’implémentation, mais proposent de simplement
choisir parmi les nombreux model-checker de réseaux de Petri disponibles, tels que Kit [226] qui
supportent les logiques LTL et CTL, ou CPN Tools [244], un puissant framework pour modéliser
et analyser les réseaux de Petri colorés avec la possibilité d’analyser des propriétés CTL.
Dans [258], Van der Aalst et al. ont proposé YAWL (Yet Another Workflow Language)
basé sur les premiers travaux sur les Workflow Nets, pour supporter toujours plus de workflow
patterns [259]. Selon eux, YAWL est plus adapté que les réseaux de Petri de haut niveau dans le
sens qu’il supporte directement l’utilisation de plusieurs workflow patterns qui sont di ciles à
exprimer directement avec les réseaux de Petri. Les auteurs prétendent que YAWL est su samment
expressif pour mapper la plupart des langages de modélisation de procédés (ex. BPMN, UML AD,
EPCs, BPEL) vers YAWL sans perte d’informations concernant les détails du flux de contrôle.
En revanche, YAWL est pour le moment limité à la perspective du flux de contrôle. Dans [283],
Wynn et al. montrent comment vérifier le langage YAWL. La vérification se concentre sur les
propriétés de flux de contrôle, en incluant des structures de contrôle avancés comme les régions
d’annulation (ex. pour gérer les exceptions), et prend en compte certaines optimisations telles
que des règles de réductions pour améliorer la vitesse de vérification.
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Du fait que les réseaux de Petri jouissent d’une notation graphique facilement compréhensible
ainsi que d’une surabondance d’outils matures permettant leur analyse de façon e cace, ils ont
été très largement appliqués dans le domaine de la modélisation et de l’analyse de procédés.
Cependant, même si vérifier les procédés basés sur le formalisme des réseaux de Petri est e cace
pour examiner des propriétés comme l’accessibilité et la vivacité, les réseaux de Petri échouent
quand le système a besoin de gérer une grande variété de données. En e et, l’utilisation de
données sur le système multiplie le nombre de places et introduit des problèmes d’explosion de
l’espace d’états rendant leur analyse impossible. De plus, les réseaux de Petri classiques n’ont pas
la capacité d’intégrer les tâches, les agents, les ressources et les contraintes entre ces éléments de
façon naturelle. Les réseaux de Petri de hauts niveaux ont la capacité d’intégrer ces éléments,
mais leur complexités pour représenter les di érents workflow pattern rencontrés dans les procédés
rend leurs utilisations complexes. Aussi, la majorité des approches reposant sur les réseaux de
Petri se concentrent sur la vérification des propriétés de flux de contrôle.
Dans la suite, nous présentons les principales approches basées sur les algèbres de processus.
2.3.3 Approches basées sur les algèbres de processus
D’autres approches utilisent les algèbres de processus, une théorie stricte et bien établie
prenant en charge la vérification automatique de propriétés comportementales des systèmes
au même titre que les réseaux de Petri. Beaucoup d’algèbre de processus ont été introduites
incluant, par exemple, les Calculus of Communicating Systems (CCS) [175], Communicating
Sequential Processes (CSP) [114], LOTOS [28], et ﬁ-calculus [176]. Les algèbres de processus
sont généralement modélisées par le moyen d’un Labelled Transition Systems (LTS). La relation
de transition du LTS est généralement définie par une collection d’axiomes et de règles. Une
introduction complète aux algèbres de processus est disponible dans [22]. Dans la suite, nous
discutons des principales approches basées sur les algèbres de processus pour vérifier un modèle
de procédés métier.
Dans [279], les auteurs montrent comment l’algèbre CSP [114] peut être appliqué pour modéliser
des systèmes de workflow complexes. Ils utilisent le model-checker FDR (Failures-Divergences
Refinement) [102] pour vérifier automatiquement certaines propriétés comportementales sur un
procédé modélisé avec BPMN. Les propriétés sont exprimées en utilisant des a rmations CSP et
peuvent être exprimées sur le flux de contrôle seulement. Par la suite, ces auteurs généralisent
l’approche en proposant une sémantique formelle d’un sous-ensemble BPMN en utilisant la
syntaxe abstraite de Z [282] et la sémantique du langage CSP [280]. Enfin, ils augmentent leur
modèle formel avec la notion du temps relatif pour gérer les délais et durées du procédé [281].
Ainsi, le model-checker FDR [102] est utilisé par ces auteurs pour vérifier si le procédé est libre
d’interblocages et si aucune incompatibilité de temps n’est présente. Cependant, aucune chaîne
d’outils n’est proposée pour vérifier un modèle de façon automatique.
Dans [162], Liu et al. transforment les modèles exprimés en BPEL en ﬁ-calculus. Puis, le modèle
ﬁ-calculs est transformé en Finite State Machine (FSM) afin de pouvoir être utilisé en entrée par
un model-checker . Selon ces auteurs, l’avantage de la transformation intermédiaire est de pouvoir
avoir l’opportunité d’appliquer d’autres techniques de vérification comportementale proposées par
ﬁ-calculus comme les interblocages et la bisimulation. Ils capturent aussi des règles de conformité
dans la notation graphique Business Property Specification Language (BPSL, présenté en section
2.4) et les transforment automatiquement en logique temporelle. Cette approche permet de vérifier
les propriétés de type flux de contrôle et des propriétés métier exprimées avec leur langage.
Xu et al. [284] proposent une sémantique formelle à UML AD 2 en utilisant le langage CSP.
Les auteurs ont implémenté un outil pour permettre la transformation automatique de AD 2
vers CSP. Ainsi, le modèle peut être vérifié à travers le model-checker FDR. Les auteurs ne
précisent pas quel type de propriétés il est possible de vérifier par rapport à leur formalisation,
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mais simplement l’analyse liée au model-checker FDR (Traces refinement, Failures-divergence
refinement et Failures refinement).
Abdelhalim et al. [4, 1] présentent une approche pour transformer un modèle UML/fUML
(un modèle contenant certains éléments non compris dans le sous-ensemble fUML tels que
les diagrammes d’états) dans le langage CSP et utilisent le model-checker FDR pour vérifier
si le modèle n’est pas sujet aux interblocages. Quand un interblocage est trouvé, une trace
représentant ce contre-exemple est générée. Leurs formalisations se concentrent principalement sur
la communication asynchrone entre les objets fUML, qui a été guidée par leur cas d’étude. Dans [1],
les auteurs présentent la partie outil intégrée a MagicDraw pour vérifier leurs modèles. Les auteurs
proposent de “rejouer” le contre-exemple de la même façon que l’on débogue un modèle afin
d’avoir un retour visuel en animant le modèle. Dans [2], ils tentent de combattre les problèmes
d’explosion combinatoire lors de la vérification en générant un modèle CSP “optimisé”, c’est-à-dire
en suivant certaines règles de formalisation et en s’interdisant d’utiliser certains éléments du
langage CSP qui sont plus couteux en terme de temps de vérification. Finalement, dans [3],
les auteurs présentent leurs chaînes d’outils intégrées à MagicDraw en présentant les règles de
transformation du modèle UML vers CSP. Une des particularités de leur approche provient de
la façon dont les contre-exemples sont présentés dans cet outil : pour chacun d’entre eux, un
diagramme de séquence UML est généré représentant l’exécution menant au contre-exemple. Leur
approche se concentre principalement sur la vérification d’interblocage.
La principale di érence entre les réseaux de Petri et les algèbres de processus est que les
réseaux de Petri sont basés sur un graphe biparti quand les algèbres de processus sont basés sur
une description textuelle. Les deux domaines jouissent d’une impressionnante accumulation de
connaissances. Beaucoup de notions développées pour les réseaux de Petri ont été transmises aux
algèbres de processus et vice versa. Cependant, quelques di érences fondamentales persistent. Par
exemple, la notion d’invariants développée pour les réseaux de Petri n’existe pas dans les algèbres
de processus. Une description plus détaillée des di érences entre ces deux modèles mathématiques
est disponible dans la thèse de Basten [17].
En outre, les automates et les réseaux de Petri sont souvent utilisés pour modéliser un système
fermé, dont le comportement est complètement déterminé et contrôlé seulement par l’état du
système. Cependant, les algèbres de processus sont conçus pour modéliser des systèmes ouverts
de communication dont le comportement est défini par l’état du système et les interactions avec
l’environnement [8]. En e et, Liu et al. [162] argumentent que bien souvent un procédé a besoin
de feedback interactif de l’environnement du procédé, et prône l’utilisation de ﬁ-calculus. Un
de ses avantages proviendrait de sa mobilité et compositionnalité, c’est-à-dire, qu’il est possible
de modéliser un système à partir de ses sous-composants en utilisant l’opérateur naturel de
composition proposé par ﬁ-calculus. Cet opérateur n’est pas disponible dans les réseaux de
Petri, ce qui implique l’utilisation d’opérations et calculs additionnels pour gérer la composition.
ﬁ-calculus est théoriquement sûr, supporte l’analyse de bisimulation ainsi que le model-checking.
De plus, il bénéficie d’une popularité croissante en industrie et possède de nombreux outils le
supportant. En revanche, Van der Aalst a publié dans une courte note [255], une comparaison entre
les réseaux de Petri et ﬁ-calculus et montre un exemple simpliste de réseau de Petri demandant
une expression complexe de ﬁ-calculus. Ainsi, ﬁ-calculus est considéré comme “un langage pour
experts dans lequel les choses simples deviennent rapidement très compliquées” [255]. En e et,
il semblerait que les algèbres de processus comme ﬁ-calculus sont limités dans la capacité à
supporter directement la plupart des workflows patterns [259] utilisés dans les procédés [255].
Dans la suite, nous présentons les principales approches basées sur la théorie des automates.
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2.3.4 Approches basées sur la théorie des automates
Il existe aussi des approches basées sur la théorie des automates. Généralement, le model-
checker prend en entrée la représentation d’une structure de Kripke [42], c’est-à-dire un automate
non déterministe composé par un ensemble d’états, d’actions, de transitions entre les états, et un
état initial pour représenter la dynamique d’un système. Une introduction complète sur la théorie
des automates est disponible dans [117].
Eshuis [78] vérifie des diagrammes d’activités UML dans le contexte de la modélisation de
workflow en transformant le modèle dans le langage d’entrée de NuSMV [37], un model-checker
symbolique. Le travail a été réalisé avant la finalisation de la spécification UML 2.0, ainsi beaucoup
d’hypothèses et de choix ont été faits pour définir la sémantique donnée aux diagrammes d’activités
UML. Eshuis utilise un Clocked Transition System (CTS) [167, 138] pour définir la sémantique. Les
propriétés de flux de contrôle et de temps sont exprimables, en revanche l’auteur fait l’hypothèse
que les ressources sont toujours disponibles pour exécuter les activités, ainsi il n’est pas possible
d’exprimer les propriétés liées aux ressources. La sémantique prend en compte les données sur
le diagramme, mais contrairement aux diagrammes d’activités UML 2 où le flux de données est
modélisé explicitement sur le diagramme (à travers l’utilisation d’ObjectNode et d’ObjectFlow),
Eshuis permet simplement aux actions du diagramme d’écrire et de lire des variables globales (de
type entier).
Dans [105], Guelfi et al. proposent une transformation des diagrammes d’activités UML
dans le langage Promela (Process ou Protocol Metal Language) afin de vérifier des propriétés
comportementales avec le model-checker SPIN [115]. Ces auteurs ont aussi adopté un Clocked
Transition System pour formaliser la sémantique de UML AD. Le type de propriétés supportées
n’est pas présenté par les auteurs, bien qu’il semblerait qu’il soit possible de vérifier des propriétés
de type flux de contrôle et de temps. Ni les ressources ni les données ne sont prises en compte. De
plus, les auteurs ne proposent pas d’implémentation ni d’évaluation.
Dans [169], Mauw et al. vérifient une spécification Architectural Modelling Box for Enterprise
Redesign (AMBER) [72] en la transformant automatiquement en une machine à état dans le
langage Promela, le langage d’entrée du model-checker SPIN. Des propriétés comportementales
sur le flux de contrôle et les données sont exprimés en LTL.
Dans [144], les auteurs se concentrent sur l’aspect des données des procédés BPMN en faisant
une abstraction de certaines plages de données (jugées redondantes et non nécessaires) afin de
combattre le problème d’explosion combinatoire. Leur implémentation transforme automatique-
ment le modèle et le transmet au model-checker SAL [54] qui retourne un contre-exemple en cas
de problèmes.
Watahiki et al. [274] proposent une spécification formelle de BPMN avec des automates
temporisés. Premièrement, les auteurs étendent BPMN pour gérer des contraintes temporelles (le
temps minimal et maximal pour exécuter une activité) ainsi que des contraintes de concurrence
(ex. le nombre maximal d’instances exécutables en parallèle). Puis, ils fournissent un mapping
automatique de leur extension de BPMN vers les automates temporisés. Ils utilisent des formules
CTL pour vérifier les di érentes propriétés avec le model-checker UPPAAL [150]. UPPAAL
permet d’exprimer seulement un sous-ensemble de CTL. L’ensemble des propriétés supportées
n’est pas défini par les auteurs, seul un exemple de vérification d’interblocage et d’une contrainte
temps réel est proposée. De plus, seul un petit sous-ensemble des éléments BPMN est pris en
compte.
Chen et al. [34] decrivent comment la vérification à états finis peut être utilisée pour trouver
des erreurs dans des procédés médicaux. Les procédés sont modélisés avec Little-JIL [32], un
langage exécutable de haut niveau avec une syntaxe et une sémantique opérationnelle formelle
pour définir la coordination d’un procédé. Afin de spécifier les propriétés, les auteurs utilisent
Propel [235] (détaillé en section 2.4). Afin d’e ectuer la vérification, le modèle est d’abord
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traduit dans la représentation BIR (Bandera Intermediate Representation) [122], un langage pour
décrire des systèmes à états finis avec pour but d’être facilement traductible dans le langage
d’entrée de nombreux model-checker . Ainsi, cette représentation est traduite vers le langage
d’entrée de Flavers Flavers (FLow Analysis for VERification of Systems) [67] et de SPIN [115]
afin de pouvoir analyser la satisfiabilité des propriétés exprimées sur le flux de contrôle.
Dans la suite, nous présentons les autres approches de vérification alternative au model-
checking.
2.3.5 Autres approches de vérification
Sadiq et al. [222] argumentent que la fondation d’un modèle de procédé repose sur sa spécifi-
cation structurelle. Les auteurs proposent un ensemble de règles de réduction pour vérifier des
problèmes comportementales tels que des interblocages et manques de synchronisation (un com-
portement non voulu où une activité peut s’exécuter plusieurs fois). L’idée de base de l’approche
est de supprimer toutes les parties correctes du graphe représentant le procédé. Dans le cas où
le procédé est correct, la réduction entraîne un graphe vide. Cependant, Van der Aalst [256]
démontre plus tard que l’ensemble des règles de réduction proposées par les précédents auteurs
n’est pas complet. Il présente un exemple de modèle de procédé correct, mais non réductible
avec l’ensemble des règles proposées par Sadiq et al.. L’alternative proposée par Van der Aalst
consiste à traduire le procédé en Workflow Nets, afin de pouvoir l’analyser en utilisant les outils
de vérification des réseaux de Petri.
D’autres approches proposent de détecter des erreurs à travers l’utilisation de scénarios de
tests [35, 147] et simulation [137, 130, 119, 45]. Cependant, un procédé peut avoir une infinité de
scénarios due aux boucles et aux données ; il n’est donc pas possible de tout tester. En e et, le
principal désavantage des tests est que, comme souligné par Diskstra dans [58], ils montrent la
présence d’erreurs, mais pas leurs absences. En d’autres termes, si le procédé passe tous les tests,
il est toujours incertain si le procédé contient toujours des erreurs ou non. Ce problème est une
des principales raisons de l’utilisation de techniques de model-checking : e ectuer une vérification
automatique et surtout exhaustive du modèle.
Dans la prochaine section, nous présentons un état de l’art concernant la vérification de modèle
UML en utilisant les méthodes formelles.
2.3.6 UML et les méthodes formelles
Beaucoup d’approches ont été proposées pour vérifier formellement des modèles UML. La
plupart des approches de la littérature se concentrent sur la vérification des diagrammes d’états,
et peu d’approches ont été proposées pour vérifier les diagrammes d’activités. Dans la suite, nous
présentons l’état de l’art concernant la vérification de ces deux types de diagrammes.
Diagramme d’états
Beaucoup d’approches ont été proposées ces 15 dernières années pour vérifier les diagrammes
d’états UML [151, 159, 160, 60, 223, 227, 228, 184, 286, 287, 285].
Latella et al. vérifient ces diagrammes en les encodant en automates hiérarchiques (HA, pour
Hierarchical Automata) [174] à partir desquels ils génèrent une spécification pour le model-checker
SPIN [151]. Lilius et al. proposent un outil appellé vUML, pour la vérification automatique de
modèle UML, en se concentrant sur les diagrammes d’états [159, 160]. De la même manière, ces
auteurs transforment le modèle dans le langage d’entrée du model-checker SPIN. VeriUML [227]
est un ensemble d’outils développés par l’université du Michigan permettant de vérifier la syntaxe
et le comportement d’un diagramme d’états UML en utilisant un model-checker basé sur le langage
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SMV [228]. Zhao et al. [287] proposent de vérifier la cohérence entre les diagrammes de séquences
et les diagrammes d’états en utilisant le model-checker SPIN. Ng et al. [183] traduisent un modèle
UML (diagramme de classe et d’états) dans le langage CSP pour permettre sa vérification formelle
en utilisant le model-checker FDR.
Une comparaison et une catégorisation plus complète des approches de vérification des
diagrammes d’états sont disponibles dans [44].
Diagramme d’activités
Depuis la refonte des diagrammes d’activités UML dans la version 2.0 de la spécification, la
syntaxe abstraite et la sémantique des diagrammes d’activités ont radicalement changé. Beaucoup
de nouvelles structures ont été introduites pour améliorer l’expressivité et la concision de ces
diagrammes. Contrairement à UML AD 1, les diagrammes d’activités UML 2 ne sont plus basés
sur un type spécial de diagramme de machine à états, mais comme un graphe orienté basé sur
une sémantique de règles de circulation de jetons entre les nœuds, inspirés par les réseaux de
Petri colorés.
Sémantique opérationnelle. Certaines approches proposent, de la même façon que le standard
fUML, des sémantiques opérationnelles pour AD 2.0 [273, 146, 45, 140]. Par sémantique opé-
rationnelle, nous entendons d’une sémantique d’exécution, qui est souvent définie en utilisant
du code. Ces sémantiques n’étant généralement pas basées sur un langage ayant des fondations
formelles, il n’est pas possible d’utiliser directement ces sémantiques opérationnelles pour faire du
model-checking. Vitolins et al. [273] proposent une sémantique opérationnelle à UML AD 2.0 en
utilisant un mix entre pseudocode et des pré- et post-conditions OCL. La sémantique proposée est
basée sur des règles selon lesquelles les jetons peuvent transiter entre les noeuds. L’intérêt principal
de leur approche est la définition d’une machine virtuelle afin d’avoir un moteur d’exécution
et de simulation de UML AD. Korherr et al. [146] proposent une sémantique d’exécution pour
UML AD 2.0 en le traduisant vers BPEL. Crane et al. [45] presentent un interpréteur sous la
forme d’une machine virtuelle pour les actions et activités de UML 2.0. L’interpréteur supporte
seulement un sous-ensemble de UML AD (séquence, fork, join, merge, decision) et peut être
utilisé pour simuler et exécuter un UML AD. L’exécution peut être faite de manière aléatoire ou
guidée par l’utilisateur. En générant de nombreux chemins d’exécution, les auteurs proposent
d’analyser certaines erreurs par rapport au chemin généré. Du fait que la génération des chemins
n’est pas forcément exhaustive, les analyses e ectuées par l’outil ne sont pas garanties d’être
sûres. Kirshin et al. [140] décrivent une architecture pour implémenter un moteur d’exécution de
modèles génériques pour permettre la simulation de modèle. Ils implémentent cette architecture
pour UML AD. En revanche, très peu de détails sont donnés sur la sémantique opérationnelle
adoptée.
Sémantique formelle. D’autres approches proposent des sémantiques basées sur un formalisme
mathématique (ex. réseaus de Petri), permettant ainsi d’appliquer des techniques de model-
checking. Concernant la vérification des diagrammes d’activités UML 2.0, peu d’approches ont
été proposées, mais tous les précédents formalismes ont été utilisés : (1) les algèbres de processus
en utilisant ﬁ-calculus [61] et CSP [284, 4], (2) les automates en utilisant les formalismes de
NuSMV [79, 87] et de Promela [105], et (3) les réseaux de Petri à travers une transformation [80,
134, 238, 243]. Ces approches ont été détaillées dans les sections précédentes.
Il est important de noter que seuls les travaux de Abdelhalim et al. [4, 1, 2, 3] sont basés sur
la sémantique standard fUML. En revanche, leur formalisation a été guidée par le besoin de leurs
cas d’étude. Ainsi, elle se concentre sur la communication asynchrone entre les objets fUML et la
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vérification des interblocages. Il n’est pas possible de vérifier l’ensemble des propriétés présentées
en section 2.2 sur l’ensemble des perspectives d’un procédé.
2.3.7 Synthèse comparative des approches de vérification
Dans cette section, nous synthétisons les caractéristiques principales des approches que nous
avons présentées et discutons leurs forces et faiblesses. La comparaison des di érentes approches
se fait sur la base de l’ensemble des critères définis dans la section 2.3.1 :
1. Qui sont les auteurs ?
2. Quel est le langage de modélisation ?
3. Quel est le formalisme utilisé pour faire la vérification ?
4. Comment sont exprimées les propriétés ?
5. Quel est le model-checker utilisé ?
6. Concernant l’automatisation de la vérification :
(a) La traduction vers le formalisme est-elle automatique ?
(b) La vérification est-elle intégrée et automatisée dans un environnement de vérification
(tout ne se passe pas simplement dans l’interface du model-checker) ?
(c) Est-il possible d’exprimer des propriétés métiers ?
7. Quelles sont les perspectives du procédé (flux de contrôle, données, ressources et temps)
supportées par la formalisation ?
Le tableau 2.2 présente la synthèse des approches de la littérature. Chacune des colonnes
correspond respectivement aux questions présentées dans le paragraphe précédent. La majorité
des approches se basent sur les réseaux de Petri. Ce choix est souvent vu comme naturel du fait
que la sémantique de la plupart des langages de modélisation de procédés sont basés sur un flux
d’exécution d’activités, similairement à la sémantique des réseaux de Petri. En revanche, il est
surprenant de voir que l’état de l’art actuel se concentre principalement sur la vérification de
propriétés liées à la perspective du flux de contrôle et néglige les autres perspectives. En dépit
du grand nombre d’approches pour vérifier des propriétés comportementales sur un procédé,
aucune d’entre elles ne propose de vérifier les propriétés liées aux ressources. Comme expliqué en
section 1.1.3, certaines propriétés métiers nécessitent la prise en compte de toutes les perspectives
du procédé de manière unifiée. Par exemple, la propriété “est-il possible de terminer le procédé
ProcessOrder en moins de 8 heures, en produisant la facture (invoice), sans utiliser la ressource
BankConnector ?” par rapport au procédé de la figure 1.3 nécessite prise en compte de toutes les
perspectives de manière combinée. Cependant, aucune des approches de la littérature ne supporte
ce type de propriétés.
Si une comparaison doit être faite avec la plupart des approches de la littérature, dans cette
thèse, notre approche ne repose pas sur la sémantique et les concepts d’un langage formel donné
en terme d’expressivité (ex. les réseaux de Petri), mais directement sur la sémantique du langage
de modélisation. Dans le chapitre 3, nous donnons cette sémantique en logique de premier ordre
en nous basant sur les notions d’états, activation, et tir de transitions. Dans les approches
mentionnées précédemment, les auteurs partent de l’hypothèse que les choix sémantiques faits par
ces langages formels sont aussi valides pour le langage de modélisation. Bien que cela puisse être
le cas, cette problématique n’est jamais discutée ouvertement par ces auteurs. La seule exception
étant le travail d’Eshuis [78] dans lequel cette problématique est longuement discutée par rapport
aux choix de la sémantique de UML AD.
Concernant la vérification de diagrammes d’activités UML, il n’existe pas pour le moment
d’approches permettant de vérifier un procédé en se basant sur la sémantique standard fUML.
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Approche Langage Formalisme Propriétés Model-Checker Outil Perspectives Notes
Traduction
automa-
tique
Integra-
tion
Expr.
prop. Contrôle Données
Res-
sources Temps
Réseaux de Petri (RdP)
Verbeek et
al. [271]
COSA,
Sta ware,
METEOR,
Protos
RdP Propriétésclassiques RdP
Woflan,
erreur
a ché
dedans
X X - X - - -
Verbeek et
al. [272, 194,
193]
BPEL RdP Propriétésclassiques RdP Woflan X X - X - - -
Dijkman et
al. [57] BPMN RdP
Propriétés
classiques RdP ProM X - - X - - -
Awad et al.
[13, 14] BPMN RdP
Propriétés
classiques RdP LoLa X - X X X - -
Van der
Aalst et al.
[253]
EPC RdP Propriétésclassiques RdP Woflan - - - X - - -
Schmidt et
al. [225, 111] BPEL RdP
Propriétés
classiques RdP,
CTL
LoLa X - - X - - -
Fahland et
al. [80] UML AD RdP
Propriétés
classiques RdP,
CTL
LoLa X - - X X - -
Sémantique de IBM
WebSphere pour UML AD,
flux de données limité à une
multiplicité de [0,1]
Jung et al.
[134] UML AD RdP coloré
Propriétés
classiques RdP
CPN
Tools X - - X X - -
aucune vérification proposé
par les auteurs, juste de la
simulation
Staines et al.
[238] UML AD RdP colorés
Propriétés
classiques RdP
CPN
Tools X - - X - - -
Thierry-
mieg et al.
[243]
UML AD InstantiablePN
Propriétés
classiques RdP
CPN-
AMI X X - X - - -
Huai et al.
[120] BPMN Time PN
Algorithme pour
(1) Tache morte
(2) interblocages
(3) boucles et (4)
conflits de temps
Java im-
plémenta-
tion
X X - X - - X
Trcka et al.
[246, 247]
Workflow
Nets with
Data
RdP LTL, CTL Kit, CPNTools - - - X X - -
Wynn et al.
[283] YAWL RdP
Propriétés
classiques RdP Woflan X X - X - - -
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Approche Langage Formalisme Propriétés Model-Checker Outil Perspectives Notes
Traduction
automa-
tique
Integra-
tion
Expr.
prop. Controle Données
Res-
sources Temps
Algèbres de processus
Wong et al.
[279, 280,
281]
BPMN CSP FDRa rmations FDR - - - X - - X
Liu et al.
[162] BPEL
ﬁ-calculus
puis FSM LTL NuSMV 2 X X X X - - -
Xu et al.
[284] UML AD CSP
FDR
a rmations FDR X - - X - - -
Abdelhalim
et al.
[4, 1, 2, 3]
UML AD CSP FDRa rmations FDR X X - X - - -
Automates
Eshuis et al.
[78] UML AD SMV LTL NuSMVfair
X X ≥ X X - X
Les ressources sont toujours
disponible, beaucoup
d’hypothèses sur la
sémantique de UML AD
(entre la version 1.4 et 2 de
la spécification UML)
Guelfi et al.
[105] UML AD Promela LTL SPIN - - - X - - X
Mauw et al.
[169] AMBER Promela LTL SPIN - - - X X - -
Knuplesch et
al. [144]
AristaFlow
model
SAL
language LTL SAL X X X X X - -
Watahiki et
al. [274] BPMN
automates
temporisés CTL UPPAAL X - - X - - X
Chen et al.
[34] Little-JIL
Flavers
language,
Promela
LTL Flavers,SPIN X X X X - - -
Approche de cette thèse
Laurent et
al. UML AD
First-Order
Logic LTL Alloy X X X X X X X
Sémantique de UML basé
sur fUML
Table 2.2 – Synthèses des approches de model-checking pour vérifier un procédé
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2.4 Expression de propriétés métiers sur un modèle de procédé
Cette section présente les principales approches de la littérature permettant d’exprimer,
de manière simplifiée, des propriétés métiers sur un modèle de procédé. En e et, l’expression
de propriétés temporelles demande l’utilisation de formalismes qui ne sont pas adaptés aux
compétences d’un modélisateur de procédé. Ainsi, une approche où la complexité du formalisme
sous-jacent est cachée et simplifiée par une méthode d’expression plus haut niveau est souhaitable.
2.4.1 Revues de la littérature
Ly et al. [166] introduisent des règles de conformité exprimables sur un procédé. Ces règles
correspondent à ce que l’on appelle dans cette thèse les propriétés métiers. Les règles sont
exprimées sous forme de graphes pour exprimer des contraintes de relation entre les activités (ex.
A doit être exécuté avant B). La sémantique des règles est définie en logique de premier ordre
par rapport à une trace d’exécution, pour rester indépendante des langages de modélisation de
procédé et de leurs sémantiques d’exécution respectives.
Liu et al. [162] proposent un langage graphique de spécification de propriétés métiers appellé
Business Property Specification Language (BPSL). BPSL est basé sur LTL et fournit des notations
visuelles pour ses opérateurs logiques. BPSL peut être vu comme un DSL graphique pour
représenter une expression LTL. De plus, il définit des opérateurs pour les modèles logiques
récurrents trouvés dans les procédés métiers.
Awad et al. [13] proposent BPMN-Q, un langage visuel basé sur BPMN pour spécifier des
règles de conformités. Ces règles sont transformées en logique temporelle (LTL) afin de pouvoir
être vérifiées par la suite par un model-checker . BPMN-Q est défini pour exprimer des règles sur
le flux de contrôle du procédé, mais aussi sur les données comme spécifiées dans [14].
Les travaux de Forster et al. dans [85, 86, 87] définissent un ensemble de patrons visuel en
utilisant ce qui est appelé Process Pattern Specification Language (PPSL). Ces patrons sont
utilisés pour exprimer des contraintes poue un diagramme d’activités. Les patrons PPSL sont
ensuite traduits en formules PLTL (Past LTL). Les auteurs utilisent ensuite le model-checker
NuSMV pour vérifier la propriété sur le système de transition représenté par le diagramme
d’activités.
Figure 2.15 – Quelques exemples de règles de conformité [166]
Ces approches [166, 162, 13, 85] sont basées sur la définition d’un graphe visuel pour représenter
la propriété. Quelques exemples tirés des travaux de Ly et al. [166] sont visibles sur la figure 2.15.
Par exemple, la règle c1 définit que l’exécution de l’activité “start of development process”
doit être directement ou indirectement précédée par l’exécution de l’activité “define goals”.
Ainsi, ces approches définissent toutes di érents éléments graphiques pour représenter un concept
de vérification.
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Figure 2.16 – Exemple de specification TLChart [63]
Drusinsky [63] proposent TLCharts, un langage de spécification visuelle basé sur une sorte
de diagramme d’états afin d’exprimer des propriétés LTL et MTL. La figure 2.16 montre un
exemple de spécification TLChart. Les auteurs revendiquent une notation visuelle intuitive pour
représenter une propriété temporelle. Cependant, aucune évaluation n’est donnée montrant une
simplification pour la spécification de ces propriétés.
Smith et al. proposent Propel [235], une approche permettant de spécifier des propriétés
logiques temporelles à travers l’utilisation des principaux templates décrits dans [66]. Ces templates
couvrent les principaux cas d’utilisation des logiques temporelles et sont exprimés à la fois en
Finite-State Automaton (FSA) et en phrase du langage naturel.
Ces deux approches [63, 235] ne sont pas destinées à l’expression de propriétés pour le domaine
des procédés métiers, mais plus généralement pour tout système dynamique.
2.4.2 Synthèse des approches d’expression de propriétés
Le tableau 2.3 résume l’ensemble de ces approches en comparant le formalisme sous-jacent
pour exprimer la propriété, le format proposé, les perspectives du procédé supportées, ainsi que
leurs complexités d’utilisation et d’expressivité. Ce dernier critère est classé dans la même colonne ;
plus un langage est expressif, plus sa complexité d’utilisation est grande. De toute évidence, ce
critère peut être quelque peu subjectif. Nous expliquons les choix de notre notation concernant ce
critère dans la suite.
Bien que toutes ces approches pour spécifier des propriétés sur un modèle de procédé fournissent
un moyen d’exprimer des propriétés temporelles de manière simplifiée, seule les perspectives du
flux de contrôle et de données ont étés prises en compte par ces auteurs. Aucune de ces approches
ne permet, par exemple, d’exprimer une propriété permettant de vérifier que la ResourceA ou
l’ActivitéA est disponible/utilisée après x unité de temps.
L’approche proposée dans cette thèse est basée sur le fait d’annoter le modèle (cf. Chapitre 4).
Le grand avantage de cette approche provient de sa simplicité pour l’expression de la propriété :
en annotant directement les éléments du modèle, au lieu de définir séparément une représentation
visuelle de la propriété comme cela est proposé par les approches présentées précédemment.
En revanche, leurs pouvoirs d’expressivité sont supérieurs à notre librairie d’annotations, étant
donné qu’elles reposent (pour la plupart) sur l’instanciation d’un graphe représentant la propriété.
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Le nombre d’éléments n’est donc pas fixé comme sur une annotation. Cependant, ce pouvoir
d’expressivité entraîne aussi un accroissement de la complexité d’utilisation. Certaines de ces
approches ressemblent fortement à une version visuelle de la logique LTL, qui a été montrée
comme compliquée, pour un non-expert, d’exprimer certains comportements subtils attendus par
le système [235].
Notre approche proposée à base d’annotations du modèle est très proche de ce que Pro-
pel [235] propose. La di érence majeure est que Propel aide à exprimer des propriétés
logiques temporelles pour la vérification d’un système en général, quand nos annotations sont
orientées vérification de procédés et permettent d’exprimer facilement des propriétés sur toutes
les dimensions de celui-ci.
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Approche Nom Formalisme Format Adapté pour procédé ? Perspectives Complexité d’utilisation & Expressivité
Controle Donnée Ressources Temps
Ly et al. [166] - FOL Graph based Yes X X - - ••
Awad et al. [13, 14] BPMN-Q Past LTL Graph based Yes X X - - ••
Liu et al. [162] BPSL LTL Graph based Yes X X - - • • •
Forster et al. [85, 86, 87] PPSL Past LTL Graph based Yes X - - - • • •
Drusinsky [63] TLCharts LTL, MLT Statechart No n/a n/a n/a n/a • • • • •
Smith et al. [235] Propel FSA FSA, Textual No n/a n/a n/a n/a • • ••
Approche de cette thèse
Laurent et al. - LTL Annotations Yes X X X X •
Table 2.3 – Comparatif des approches d’expressions de propriétés
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2.5 Conclusion et synthèse générale
Comme visible et résumé sur le tableau 2.2, l’état de l’art sou re grandement du manque de
perspectives supportées par leurs formalisations (cf. page 5, problèmes a1 et a2 ). La majorité
des approches se confinent à être utilisées directement dans le model-checker et ne proposent
pas d’implémentation pour automatiser le processus de vérification ( b2 ), ni pour exprimer
des propriétés métiers sur le procédé ( b1 ). De plus, le tableau 2.3 montre qu’il n’existe pas
de façon naturelle pour exprimer des propriétés sur les perspectives de ressources et de temps
( b1 ). La plupart des approchent d’expression de propriétés métiers ont un niveau de complexité
d’utilisation élevé, proche de ce que serait une version graphique de la logique LTL.
Les dernières lignes des tableaux 2.2 et 2.3 résument les caractéristiques de l’approche proposée
dans cette thèse par rapport aux autres approches de la littérature. Pour répondre aux di érentes
problématiques, nous présentons dans le chapitre 3 une formalisation de UML AD supportant
toutes les perspectives des procédés, ainsi que le support de l’expression des propriétés présentées
dans la section 2.2. Le chapitre 4 présente l’implémentation de cette formalisation en utilisant le
langage Alloy, puis un plug-in intégré à eclipse, construit au-dessus de l’implémentation Alloy,
afin de vérifier de manière facile et automatique un procédé. De plus, en formalisant les propriétés
présentées dans le tableau 2.1, nous proposons une librairie d’annotations permettant d’exprimer
des contraintes métiers (ou propriétés) sur l’ensemble des perspectives du procédé. Ces annotations
ont été intégrées dans le plug-in eclipse. Ainsi, en annotant le modèle, il est possible de vérifier de
manière automatique les propriétés métiers représentées par ces annotations.
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Chapitre 3
Formalisation de UML AD avec la
sémantique fUML pour la vérification
de procédés
Ce chapitre présente notre contribution pour la formalisation des diagrammes d’activités
UML [190] associés à la sémantique fUML [189]. Il est divisé en trois parties. La section 3.1
présente le standard fUML. La section 3.2 présente notre formalisation en définissant la syntaxe
du langage, puis sa sémantique. La syntaxe représente la grammaire du langage, c’est-à-dire les
constructions correctes du langage. La sémantique traite la signification de ces constructions,
c’est-à-dire le comportement d’une instance du langage. La section 3.3 présente la formalisation
des propriétés intéressantes à vérifier sur un procédé en utilisant la PLTL [288]. Finalement, la
section 3.4 conclut ce chapitre.
3.1 Foundational UML (fUML)
Dans cette section, nous commençons par présenter les motivations derrière la spécification
fUML. Ensuite, nous décrivons sa syntaxe ainsi que sa sémantique. Nous présentons la façon dont
est défini le moteur d’exécution ainsi que son environnement d’exécution. Enfin, nous donnons un
exemple détaillé d’exécution.
3.1.1 Pourquoi fUML?
La version actuelle de la spécification UML est complexe et utilise une combinaison de
diagrammes semi-formelle, des contraintes et un langage naturel afin de définir sa sémantique
opérationnelle. L’imprécision et les ambiguïtés du langage naturel rendent di cile la détection et
la correction des incohérences de la spécification. De nombreuses études soulignent ces ambiguïtés
[83, 207, 233]. Les outils de modélisation implémentant UML sont obligés de faire certaines
interprétations basées sur ce langage naturel. De ce fait, ces interprétations compromettent
l’interopérabilité des outils basés sur UML. En e et, certains outils peuvent exécuter le même
modèle de manière di érente, et ne rendent pas, en conséquence, les mêmes résultats pour le
même modèle.
Afin de pallier ces problèmes, l’OMG a demandé, en 2005, la proposition d’une définition
formelle de la sémantique d’un sous-ensemble d’UML [215]. Cette demande stipule que, pour
chacun des éléments du sous-ensemble sélectionné, on doit avoir une sémantique précise et non
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ambiguë, de façon à ce que les outils conformes à ce standard puissent complètement interpréter
un modèle appartenant à ce sous-ensemble.
Ainsi, en février 2011, l’OMG a publié un nouveau standard appellé “Semantics of a Founda-
tional Subset for Executable UML Models” (version 1.0), qui définit une sémantique d’exécution
précise pour un sous-ensemble de UML 2.3, souvent appelé “foundational UML” (fUML). Cette
thèse est basée sur la version 1.1 du standard sortie en août 2013 [189].
Il est important de noter que l’OMG a aussi sorti en 2013 le standard Alf [191], fournissant
une syntaxe concrète et textuelle pour décrire un modèle fUML. La sémantique de Alf est définie
par un mapping de la syntaxe de Alf vers la syntaxe abstraite de fUML. En essence, Alf est une
version textuelle de la représentation des diagrammes d’activités et de classes, permettant ainsi
de décrire ces diagrammes sous forme textuelle. La syntaxe de Alf est proche de celle du langage
C et de celle de Java [191].
Dans la suite, nous détaillons la syntaxe de fUML ainsi que sa sémantique d’exécution.
3.1.2 Syntaxe de fUML : les éléments de modélisation
Le sous-ensemble sélectionné du méta modèle UML 2, choisi pour être les fondations d’UML,
constitue la base pour, éventuellement, définir la sémantique d’exécution d’éléments et de concepts
UML de plus haut niveau. Ceci est visible sur la figure 3.1. La surface du sous-ensemble UML
(surface UML subset) est le sous-ensemble utilisé pour modéliser un système. Cette surface
contient généralement plus de concepts que le sous-ensemble de fUML (Foundational UML
subset). Ceci implique qu’une traduction à partir de la surface du sous-ensemble d’UML vers
le sous-ensemble de fUML doit être e ectuée. De cette manière, fUML peut être vu comme un
intermédiaire entre la surface d’UML pour modéliser le système et le langage de la plateforme cible
(Platform language) pour exécuter le modèle du système. Ainsi, le modèle est défini en utilisant
les concepts de modélisation de UML, et peut être traduit dans le langage de la plateforme cible
(ex. Java) pour être exécuté.
Figure 3.1 – fUML comme un intermédiaire entre la surface du sous-ensemble UML et le
langage de la plateforme [189]
L’ensemble de fUML a été choisi en considérant trois critères : compacité, facilité de traduction
et simplicité. La compacité signifie que l’ensemble de fUML doit être petit, mais su sant
pour définir précisément sa sémantique. La facilité de traduction signifie que les traductions
surface-to-fUML et fUML-to-platform doivent être faciles à réaliser. La simplicité signifie que
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la sémantique définie par fUML détermine seulement comment les actions UML sont exécutées
en utilisant les fonctions primitives.
Bien sûr, ces critères interagissent entre eux et, en spécifiant l’ensemble de fUML, des
compromis doivent être pris en considération. Par exemple, il y a un conflit entre la compacité et
la facilité de traduction : si la traduction peut être simplifiée en ajoutant une traduction un-à-un
d’un élément de la surface UML vers le langage de la plateforme, cela cause une détérioration de
la compacité. En e et, une accumulation de fonctionnalités peut éventuellement détruire le but
d’avoir un ensemble compact.
Du fait que fUML est simplement un sous-ensemble de UML, le méta modèle de fUML est
un sous-ensemble du méta-modèle UML et est structuré de la même manière. Cela signifie que
la structure des packages du méta modèle fUML est la même que la structure des packages
du méta modèle UML. Les packages qui ne sont pas inclus dans fUML sont complètement
exclus. Les packages inclus peuvent être restreints, comparés au package correspondant dans
UML, c’est-à-dire que certains éléments du package peuvent être exclus et certaines contraintes
additionnelles peuvent être définies.
Le tableau 3.1 décrit les packages de UML inclus dans fUML. Nous distinguons les packages
pour la modélisation structurelle (ex. diagrammes de classes) de ceux pour modéliser le comporte-
ment (ex. diagrammes d’activités). Comme en témoigne ce tableau, fUML supporte principalement
les diagrammes de classes et d’activités. Le package Classes est inclus pour traiter la modélisation
des concepts basiques et pour décrire les classes d’un système, ses attributs, ses opérations et ses
relations entre elles. Pour modéliser le comportement, Actions, Activities et CommonBehaviors
sont partiellement inclus. En e et, certains éléments avec un niveau d’abstraction trop élevé sont
retirés de la spécification, ou seront tout simplement inclus dans les futures versions de fUML.
Sans lister le détail de chacun des éléments inclus ou non, il est important de noter que :
– Les “central bu er nodes” ou “data store nodes” sont exclus de fUML du fait qu’ils ont été
jugés non nécessaires pour la complétude de fUML. Ceci est dû au critère de compacité.
– Les variables sont exclues car le passage de données entre les actions peut être e ectué en
utilisant du flux de données (input et ouput pin sur les actions).
– Aucun mécanisme de gestion d’exception n’est géré.
– Les actions opaques ne sont pas incluses car elles ne peuvent pas être directement exécutées.
En e et, ces actions contiennent généralement du code dans un langage spécifique (ex. C#
ou Java).
– fUML est agnostique à propos du temps. Le package SimpleTime (nécessaire pour représenter
le temps et durée, ainsi que les actions pour observer leurs écoulements) est entièrement
exclu de fUML du fait que les évènements de temps et leurs contraintes ne font pas partie
du sous-ensemble retenu par fUML. En conséquence, il n’est pas possible, par exemple,
d’utiliser des éléments pour réagir en fonction du temps.
Ainsi, le package Activities permet de décrire comment les actions dans le système seront
exécutées en utilisant du flux de contrôle et de données entre les actions. Il est important de
noter que toutes les constructions présentées dans la description des diagrammes d’activités de la
section 2.1.4 de l’état de l’art sont incluses dans fUML.
3.1.3 Sémantique de fUML : un modèle d’exécution
Le modèle d’exécution de fUML est lui-même un modèle, écrit en fUML, qui spécifie comment
les modèles fUML sont exécutés. Du fait que cette forme de spécification conduit à de gros
diagrammes di ciles a lire, du pseudo-code Java est utilisé pour définir le modèle d’exécution (au
lieu de diagramme d’activités fUML). Le modèle d’exécution définit : la sémantique d’exécution
de tous les éléments de modélisation de fUML, un moteur d’exécution, et son environnement.
La structure des packages pour définir la sémantique des éléments de modélisation est la même
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Package UML Inclus dans fUML?
Modélisation de la structure
Classes X
Components
Composite Structures
Deployments
Modélisation du comportement
Actions X
Activities X
Common Behaviors X
Interactions
State Machines
Use Cases
Table 3.1 – Paquage UML inclus dans le sous-ensemble fUML
que la structure de la syntaxe abstraite (elle inclut les mêmes packages et sous-packages).
Additionnellement, le modèle d’exécution inclut un package appellé Loci, afin de représenter
le moteur d’exécution ainsi que son environnement. Ainsi, le modèle d’exécution incorpore les
packages suivants :
Loci. Ce package spécifie le moteur d’exécution et son environnement.
Classes. Ce package définit la sémantique structurelle de fUML.
CommonBehaviors, Activities, Actions. Ces packages définissent la sémantique comportementale
de fUML.
Ces définitions permettent donc de définir une machine virtuelle basique pour l’exécution de
modèles fUML. Par modèle fUML, nous entendons un modèle UML comprenant seulement des
éléments de modélisation inclus dans le sous-ensemble sélectionné par fUML.
Moteur d’exécution et environnement d’exécution
Comme le montre la figure 3.2, le package Loci contient les classes Locus, Executor, et
ExecutionFactory représentant un moteur d’exécution pour fUML. L’Executor fournit l’abs-
traction de base pour exécuter un modèle fUML. Il fournit l’interface basique pour évaluer des
valeurs et exécuter des comportements (ex. une activité) de manière synchrone ou asynchrone.
Chacune des exécutions prend place dans un Locus spécifique. Un Locus peut être vu comme
une abstraction d’un ordinateur physique ou virtuelle, capable d’exécuter des modèles fUML.
Chacun des objets et liens créés pendant ou avant l’exécution lui sont associés.
Le modèle d’exécution est basé sur le visitor pattern [96] pour instancier la syntaxe. En
utilisant ce patron, chacune des méta classes abstraites a un visiteur correspondant dans
le modèle d’exécution (nommé *Execution et *Activation, ex. CallBehaviorAction ‘æ
CallBehaviorActionActivation). Toutes les classes visiteurs dans le modèle d’exécution sont
descendantes, directement ou indirectement de la classe racine SemanticVisitor. L’Executor
utilise ces visiteurs afin d’instancier l’équivalent comportemental de l’élément. Afin d’instancier
l’élément du visiteur, l’Executor utilise une instance de la classe ExecutionFactory fournie à
l’exécution par le Locus. L’ExecutionFactory maintient l’ensemble des comportements primitifs
qui peuvent être appelés. Dans fUML, ces comportements primitifs sont définis comme des
instances de OpaqueBehavior. Pour chacune des instances d’OpaqueBehavior représentant un
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comportement primitif, l’ExecutionFactory possède une instance OpaqueBehaviorExecution
équivalente. L’ExecutionFactory contient aussi les instances des SemanticStrategy afin de
gérer les points de variations de sémantique de UML (ex. ordonnancement des évènements LIFO
ou FIFO, etc).
Additionnellement, le modèle d’exécution contient un package appellé Library qui contient
la Foundational Model Library, une libraire d’éléments définie par l’utilisateur qui peut être
référencée dans un modèle fUML. Elle définit les types primitifs tels que booleen, integer, string,
unlimited natural et les comportements primitifs sur ceux-ci tels que OR, XOR, AND, NOT sur
le type booleen.
Afin de configurer l’environnement d’exécution, il est nécessaire d’instancier cet ensemble
d’objets à l’intérieur du modèle d’exécution pour fournir l’environnement initial d’exécution.
Sémantique opérationnelle de fUML
La sémantique adoptée par le modèle d’exécution de fUML est basée sur le principe d’o re
et de consommation de jetons de type contrôles ou objets entre les di érents constituants de
l’activité (les noeuds et les arcs tels que présentés dans la section 2.1.4), similairement aux réseaux
de Petri colorés [131].
Afin d’exécuter un modèle fUML, le moteur d’exécution suit la procédure suivante :
1. Provision des entrées de l’activité (ActivityParameterNode). Avant que l’exécution de
l’activité démarre, les valeurs des paramètres d’entrées de l’activité sont fournies.
2. Identification des noeuds activables. Dans un second temps, les noeuds activables sont
identifiés par le moteur d’exécution : les noeuds initiaux (InitialNode), les paramètres
d’entrées de l’activité (ActivityParameterNode), et tous les noeuds (ActivityNode) qui
n’ont aucun arc entrant.
3. Envoi d’un jeton de contrôle aux noeuds activables. Une fois les noeuds activables identifiés,
des jetons de contrôle leur sont envoyés.
4. Exécution des noeuds de l’activité.
(a) Vérification si le noeud est prêt à être exécuté. Quand un noeud de l’activité reçoit
un jeton, le moteur d’exécution détermine si tous les prérequis sont remplis afin de
démarrer son exécution. Plus précisément, le moteur vérifie, par exemple, si un jeton
de contrôle est disponible sur tous ses arcs entrants, et dans le cas d’une action, si des
jetons de données sont disponibles sur ses pins d’entrées.
(b) Consommation des jetons. Si un noeud est prêt à être exécuté, c’est-à-dire, si tous les
jetons de contrôles et de données sont disponibles, le noeud consomme ces jetons qui
lui sont o erts. Ainsi, les jetons sont retirés des arcs entrants et un jeton est ajouté
dans le noeud.
(c) Execution du comportement du noeud. Après que les jetons soient consommés par le
noeud, le comportement du noeud est exécuté. Le comportement est di érent selon
le type de noeud qui s’exécute. Par exemple, un noeud de décision (DecisionNode)
choisira un chemin parmi ses arcs sortants, alors qu’une action pourrait produire des
jetons de données et les placer sur ses pins de sorties.
(d) Envoi des jetons aux noeuds suivants. Quand le comportement du noeud a terminé de
s’exécuter, un jeton de contrôle est inséré sur chacun des arcs sortants, et, dans le cas
d’une action avec des pins, des jetons de données sont produits sur les arcs de sortie
de ses pins.
(e) Exécution des autres noeuds de l’activité. Du fait qu’après l’exécution d’un noeud,
des jetons ont été propagés sur ses arcs sortants, de nouveaux noeuds pourraient être
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Figure 3.2 – Loci package du modèle d’exécution de fUML [189]
prêt à s’exécuter. Ainsi, les étapes “a” à “d” sont e ectuées pour les noeuds ayant reçu
des jetons.
5. Provision des sorties de l’activité. Quand aucun autre noeud ne peut être exécuté, ou qu’un
noeud ActivityFinalNode a été exécuté, l’exécution de l’activité est terminée et les valeurs
présentes sur les noeuds de sorties de l’activité sont renvoyées.
Un des points importants de la sémantique d’exécution de fUML et qu’elle possède un concept
implicite d’exécution concurrente de threads. Par défaut, les noeuds de l’activité sont ou peuvent
être exécutés de façon concurrente. Ainsi, les jetons peuvent être produits et consommés de façon
parallèle à travers les arcs d’entrées et de sorties des noeuds. Cependant, la spécification fUML
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Figure 3.3 – Interactions entre les éléments du diagramme d’activité
ne contraint pas à ce que les exécutions soit réellement parallèles, de manière physique. En e et,
elle ne spécifie pas précisément comment implémenter le parallélisme. N’importe quelle exécution
séquentiellement ordonnée ou partiellement parallèle est valide, à partir du moment que les
contraintes du modèle fUML exécuté, en terme de création, terminaison et synchronisation soient
respectées. L’implémentation de référence de fUML développé par la “ModelDriven Community”
[242] utilise seulement un seul thread pour exécuter les modèles. En essence, cette implémentation
ne peut pas exécuter deux noeuds réellement en même temps, mais produit toujours des traces
d’exécution légale envers la spécification et le modèle exécuté.
3.1.4 Exemple d’exécution d’une activité
Afin de détailler comment le modèle d’exécution se comporte pour exécuter une activité, la
figure 3.3 présente un diagramme d’activité simpliste illustré par un diagramme de séquences
UML. Ce diagramme se concentre sur les interactions faites entre les di érents éléments du
diagramme d’activité, et ne montre pas tous les appels de méthodes e ectués pour représenter
l’exécution complète. ActionActivation et ActivityEdgeInstance sont les instanciations de la
syntaxe abstraite (réalisée grâce au design pattern visitor). Quand les préconditions de l’action
A sont remplies, cette action reçoit l’o re (receiveO er), puis commence à exécuter son propre
comportement (fire). Une fois cette exécution terminée, l’action A o re un jeton sur son arc
de contrôle sortant AtoB (sendO er). Ainsi, l’arc AtoB propose à l’action B de recevoir l’o re
(receiveO er). En essence, l’exécution correspond à une chaîne étendue de sendO er-receiveO er-
fire-sendO er entre les di érents éléments composant le diagramme.
La figure 3.4 présente un diagramme d’activité ainsi qu’une exécution potentielle. Ce diagramme
comprend les noeuds les plus basiques pour définir le flux de contrôle : des Action (A, B, B1,
B2, C, D), un noeud InitialNode, un noeud ForkNode, un noeud DecisionNode, un noeud
MergeNode, un noeud JoinNode, et un noeud ActivityFinalNode. Les étapes pour exécuter
cette activité sont les suivantes :
1. Le modèle d’exécution insère un jeton dans les noeuds activables. Sur cette étape, seul le
noeud InitialNode est activable.
2. A la fin de l’exécution du noeud InitialNode, le jeton est envoyé sur son arc sortant.
3. Les préconditions de l’action A sont remplies, il peut commencer à s’exécuter.
4. A la fin de l’exécution de l’action A, le jeton est envoyé sur son arc sortant.
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5. Le noeud ForkNode peut donc commencer à s’exécuter du fait que ses préconditions sont
remplies.
6. Le but d’un noeud ForkNode étant de réaliser un branchement parallèle, à la fin de son
exécution, des jetons sont fournis sur chacun de ses arcs sortants. Il est important de noter
que ce comportement est celui par défaut de tous les noeuds des diagrammes d’activités
(c’est-à-dire Fork et Join implicites sur les noeuds).
7. Les préconditions pour exécuter B et C sont remplies. Sur cette exécution, c’est l’action B
qui a commencé à s’exécuter.
8. Du fait que tout se passe en parallèle, B peut terminer de s’exécuter, ou C peut commencer
à s’exécuter. Sur cette étape, B se termine.
9. Les préconditions des noeuds DecisionNode et C sont remplies. Le noeud DecisionNode
commence à s’exécuter.
10. Le noeud DecisionNode o re un jeton sur seulement un de ses arcs de sortie. Ce compor-
tement est propre à ce type de noeud et est déterminé par rapport à l’évaluation d’un
comportement spécifié sur le noeud (l’attribut “decisionInput”, non visible sur la figure).
Sur cette étape, l’évaluation a choisi l’arc allant vers l’action B2.
11. Les noeuds B2 et C sont activables. Le noeud B2 commence à s’exécuter.
12. Le noeud C commence à s’exécuter.
13. Le noeud C termine son exécution et insère un jeton sur son arc sortant.
14. Les noeuds B2 et C peuvent se terminer. En revanche, le noeud JoinNode n’est pas encore
activable, seul un de ses arcs entrants possède un jeton. L’action B2 se termine.
15. Contrairement aux autres types de noeud, afin que les préconditions du noeud MergeNode
soient remplies, seul un de ses arcs entrants doit avoir une o re. Le noeud MergeNode est
donc activable et commence à s’exécuter.
16. Le noeud MergeNode o re un jeton sur son arc sortant.
17. Les préconditions du noeud JoinNode sont remplies. Sur cette étape c’est le seul noeud
activable. Le noeud JoindeNode commence donc à s’exécuter.
18. A la fin de son exécution, le noeud JoinNode o re un jeton sur son arc sortant.
19. Le noeud D peut commencer à s’exécuter.
20. A la fin de l’exécution de D, le noeud o re un jeton sur son arc sortant.
21. Les préconditions pour exécuter le noeud ActivityFinalNode sont remplies, le noeud
s’exécute. Du fait que plus aucun noeud n’est activable et qu’un noeud ActivityFinalNode
a été exécuté, l’exécution de l’activité est terminée.
Il est important de noter que l’exemple décrit ici est seulement une des exécutions possibles
de ce diagramme d’activité. Dès lors que des noeuds de branchement parallèle sont introduits,
l’indéterminisme du parallélisme implique la possibilité de nombreux chemins d’exécutions
di érents.
L’exemple d’exécution ainsi que les informations sur l’environnement d’exécution présenté
dans cette section sont su sants pour comprendre la formalisation introduite dans la prochaine
section. En revanche, ils ne couvrent pas entièrement tous les aspects pertinents de la spécification
fUML. Les lecteurs intéressés par une introduction plus poussée peuvent se référer directement à
la spécification [189].
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Figure 3.4 – Exemple d’exécution d’un modèle fUML
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3.2 Formalisation de UML AD et fUML
Comme expliqué dans la section précédente, la sémantique de fUML est donnée en pseudo-code
Java. Les auteurs ont donc déjà pris des décisions liées au langage Java afin de lui donner une
sémantique opérationnelle. La sémantique donnée est donc restreinte par rapport aux constructions
du langage que celui-ci propose (language dependent), ce qui n’est pas toujours adapté pour la
généralité de la sémantique que l’on souhaite exprimer. De plus, cette forme de spécification basée
sur le langage Java augmente la complexité. En e et, il serait en théorie “possible” d’extraire les
di érents états et fonctions de franchissement de la sémantique opérationnel afin de construire
un model-checker autour du moteur d’exécution. Cependant, la vérification de ce système de
transition extrait aurait une trop grande complexité due à un manque d’abstraction.
Ainsi, formaliser fUML dans un langage mathématique de plus haut niveau apporterait de
nombreux avantages : (1) se détacher du langage cible choisie par les auteurs de fUML, (2) d’être
capable de l’implémenter facilement dans le langage d’un model-checker donnée, (3) pouvoir
e ectuer une vérification plus e cace du système, et (4) pouvoir l’étendre pour prendre en compte
les informations organisationnelles associées aux modèles de procédés telles que la perspective des
ressources et les contraintes temporelles (cf. section 2.2.2).
Nous avons décidé d’utiliser la logique de premier-ordre (FOL, pour first-order logic) pour
e ectuer cette formalisation. La FOL est su sament expressive pour permettre de donner une
sémantique mathématique claire et non ambigüe à fUML, en se basant directement sur sa
sémantique opérationnelle, plutôt que de de reposer sur un formalisme tel que les réseaux de Petri
pour lesquels les choix sémantiques du langage ne seraient pas forcément adaptés à fUML. Par
exemple, il a été montré que les réseaux de Petri classiques ne sont pas adaptés pour modéliser
un système tel qu’un procédé contenant des données, ressources et temps [268]. En e et, bien que
possible en utilisant di érentes extensions des réseaux de Petri, leur expression n’est pas naturelle
et engendre des réseaux complexes avec un e ort de modélisation important [263].
L’implémentation de cette formalisation permettrait donc d’appliquer des techniques de model-
checking (non borné [42] ou borné [25]) du fait qu’elle soit basée sur une fondation mathématique,
comme tous les langages pris en entrées par les model-checkers.
Dans la suite, nous réduisons formellement la représentation d’un procédé en un graphe aux
sommets labelisés (vertex-labeled graph) [29]. Chacun des noeuds du graphe correspond à un noeud
d’activité UML selon son type (c’est-à-dire ControlNode, ExecutableNode ou ObjectNode). La
sémantique d’exécution de ce formalisme est basée sur les notions d’états, activation, et tir de
transitions, similairement à celles utilisées dans les réseaux de Petri colorés [131]. Afin de pouvoir
exprimer une grande gamme de propriétés sur toutes les perspectives du procédé de façon unifiée
(cf. section 2.2), la formalisation couvre à la fois la perspective de flux de contrôle et des données
à travers l’utilisation de la notation des diagrammes d’activités, mais prend aussi en compte les
informations organisationnelles associées telles que la perspective des ressources et les contraintes
temporelles.
Dans la prochaine section, nous présentons notre modèle formel en commençant par définir sa
syntaxe, puis sa sémantique.
3.2.1 Syntaxe
La figure 3.5 montre un extrait du méta modèle des diagrammes d’activités fUML géré par
notre formalisation. Cette formalisation adresse seulement un sous-ensemble compris dans le
standard fUML et utile pour la modélisation de procédés comme identifié dans [20] et introduit
dans la section 2.1.4 page 16 lors de la présentation des diagrammes d’activités UML.
Formellement, nous considérons trois éléments basiques : Control, Executable, et Object.
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Figure 3.5 – Extrait du meta-modèle des diagrammes d’activités fUML géré par notre formali-
sation
– Control = {fork, join, decision,merge, initial, activityF inal, flowFinal} représentent les
noeuds de type ControlNode,
– Executable = {action} représente les noeuds de type ExecutableNode,
– Object = {activityParameter, outP in, inP in} représentent les noeuds de type ObjectNode,
– Types = Control ﬁ Executable ﬁObject représente l’ensemble de tous les types de noeuds.
Ainsi, nous introduisons la notion d’un diagramme comme un vertex-labeled graphe :
Definition 5. Un Diagram est un tuple D = (V,E, lab, lower, upper) tel que :
– V est l’ensemble des sommets.
– E ™ V ◊ V est l’ensemble des arcs.
– lab : V ‘æ Types est la fonction d’étiquetage qui associe à chacun des sommets v œ V un
type.
– lower/upper : V ‘æ Nﬁ {‘} sont les fonctions qui retournent, respectivement, la multiplicité
inférieure et supérieure d’un noeud de type objet.
lower(v) def=
Y][n œ N if lab(v) œ Object‘ otherwise
La fonction upper a la même définition.
Pour un diagramme D = (V,E, lab, lower, upper), nous introduisons des fonctions auxiliaires
afin de nous aider à formaliser un diagramme d’activité :
– V lab : Types ‘æ 2V est la fonction qui retourne tous les sommets pour un type donné :
V lab(t) def= {v œ V | lab(v) = t}
– incoming/outgoing : V ‘æ 2E sont les fonctions qui retournent, respectivement, les arcs
entrants et sortants d’un noeud :
incoming(v) def= {(x, y) œ E | y = v}
outgoing(v) def= {(x, y) œ E | x = v}
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– source/target : E ‘æ V sont les fonctions qui retournent, respectivement, la source et la
destination d’un arc :
source(e) def= {s œ V | e = (s, t)}
target(e) def= {t œ V | e = (s, t)}
– input/output : V ‘æ 2V sont les fonctions qui retournent, respectivement, les entrées et
sorties d’un noeud de type action :
input(v) def=
Y_]_[
in ™ V if lab(v) = action · ’vÕ œ in, lab(vÕ) = inP in · ((v, vÕ) œ
E ‚ (vÕ, v) œ E)
ÿ otherwise
output(v) def=
Y_]_[
out ™ V if lab(v) = action·’vÕ œ out, lab(vÕ) = outP in· ((v, vÕ) œ
E ‚ (vÕ, v) œ E)
ÿ otherwise
Maintenant, nous pouvons définir la notion d’Activity Diagram comme un Diagram avec
certaines contraintes structurelles additionnelles.
Definition 6. Un Activity Diagram est un Diagram, AD = (V, E, lab, lower, upper), avec les
contraintes additionnelles suivantes :
– Aucun noeud n’est déconnecté :
’v œ V, incoming(v) ”= ÿ ‚ outgoing(v) ”= ÿ
– La source et destination d’un arc sont di érentes :
’e œ E, source(e) ”= target(e)
– Les noeuds initiaux n’ont pas d’arcs entrants :
’v œ V lab(initial) : incoming(v) = ÿ
– Tous les noeuds de fin d’activité ou de fin de flux n’ont pas d’arcs sortants :
’v œ (V lab(flowFinal) ﬁ V lab(activityF inal)) : outgoing(v) = ÿ
– Les pins sont connectés à un seul autre noeud pin :
’v œ V lab(inP in) : |incoming(v)| = 1 ·
’v œ V lab(inP in),’e œ incoming(v),’a œ source(e) : lab(a) = outP in ·
’v œ V lab(outP in) : |outgoing(v)| = 1 ·
’v œ V lab(outP in),’e œ outgoing(v),’a œ target(e) : lab(a) = inP in
– La borne inférieure d’un noeud objet est inférieure ou égale à sa borne supérieure :
’v œ V lab(Object) : lower(v) Æ upper(v)
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– La borne supérieure d’un noeud objet est au minimum égale à un :
’v œ V lab(Object) : upper(v) Ø 1
Généralement, un procédé est caractérisé par deux parties principales : son workflow et les
informations organisationnelles associés. Ici, le workflow est représenté en utilisant UML AD.
Les informations organisationnelles sont directement attachées aux actions afin de donner des
informations à propos de l’exécution. Ces informations sont dépendantes du domaine du procédé.
Par exemple, les modèles de procédés logiciels peuvent comporter des informations sur le nombre
d’agents et leurs compétences requises, tandis que des modèles de procédés médicaux comportent
les équipements et les médicaments nécessaires pour e ectuer la tâche. Ainsi, nous définissons un
procédé comme un AD étendu avec les informations organisationnelles les plus communes : les
ressources et le temps. Il est important de noter que la définition peut être facilement étendue
pour prendre en acompte d’autres informations dépendantes du domaine.
Definition 7. Un Process est un tuple P = (V, E, lower, upper, lab, Resource, Use, Capacity,
T iming) où :
– (V,E, lower, upper, lab) forme un Activity Diagram tel que :
– V contient au moins un noeud initial : ÷v œ V lab(initial).
– V contient au moins un noeud final : ÷v œ V lab(activityfinal).
– Resource est un ensemble fini de ressource,
– Use : V ‘æ 2Resource ﬁ {‘} est la fonction qui associe à chaque action un ensemble de
ressource :
Use(v) def=
Y][r ™ Resource if lab(v) = action‘ otherwise
– Capacity : Resource ‘æ N ﬁ {‘} est la fonction qui associe à chaque ressource une capacité
maximale d’utilisation :
Capacity(r) def=
Y][r œ N if lab(v) = action‘ otherwise
– T iming : V ‘æ Nﬁ{‘} est la fonction qui associe à chaque action un temps pour l’e ectuer :
T iming(v) def=
Y][v œ N if lab(v) = action‘ otherwise
3.2.2 Sémantique
La sémantique de notre modèle suit le standard fUML [189]. Nous formalisons la façon dont
les jetons transitent entre les arcs et les noeuds qui composent un AD.
Généralement, pour appliquer des techniques de model-checking, le système est représenté
par un système de transitions [42]. Un système de transitions est un modèle qui définit les états
et actions qui provoquent les transitions entre ces états. Principalement, il y a deux façons de
modéliser un système de transitions. Dans l’idiome opérationnel, les transitions sont exprimées
en utilisant des instructions d’a ectations, soit avec du flux de contrôle de langage fonctionnel
impératif (comme Promela, le langage du model-checker Spin [115]), soit en utilisant des variantes
des commandes de gardes de Diskstra (tel que Murphi [59] ou SMV [38]). Dans l’idiome déclaratif,
les transitions sont exprimées avec des contraintes, soit sur l’exécution complète, soit, plus souvent,
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sur des étapes individuelles. L’idée de cet idiome prend racine dans les premiers travaux sur
la vérification de programmes : la spécification d’opération des langages déclaratifs VDM [132],
Larch [106] ou Z [236], qui sont essentiellement les pre et post conditions des triplets de Hoare
[112].
Dans cette section, nous exprimons la sémantique de notre formalisme en utilisant la FOL et
l’idiome déclaratif. Nous définissons les notions (1) d’état, (2) d’activation et (3) de tir de transitions.
Comme identifié dans le chapitre 2.2, il est important d’avoir des informations concernant
l’écoulement du temps dans le système pour vérifier certaines propriétés temporelles. Afin de
pouvoir vérifier ce type de propriétés, nous adoptons l’approche des Clocked Transition System
(CTS) [167, 138], une extension des systèmes de transitions avec des variables supplémentaires,
appellée horloges, pour mesurer l’écoulement du temps dans le système. Les horloges actives
s’incrémentent uniformément quand le temps progresse. Certaines horloges “locales” peuvent être
remises à zéro dans certaines transitions. Il y a toujours une horloge “maître”, représentant le
temps global, qui, elle, ne peut jamais être remise à zéro.
(1) État. Un état formalise la configuration dans laquelle le procédé se trouve à n’importe quel
moment de son exécution.
Definition 8 (State). Un état d’un procédé P = (V, E, lower, upper, lab, Resource, Use,
Capacity, T iming) est un tuple s = (m, gc, lc) tel que :
– m : V ﬁ E ‘æ N est la fonction, appelée “marquage”, qui associe à chacun des noeuds et
arcs un entier :
– pour v œ V , m(v) est le nombre de jetons,
– pour e œ E, m(e) est le nombre d’o res.
– gc œ N est l’horloge discrète globale représentant le temps courant passé sur le procédé,
– lc : V ‘æ Nﬁ {‘} est l’horloge discrète locale représentant le temps courant passé sur l’action
donnée :
lc(v) def=
Y][n œ N if lab(v) = action‘ otherwise
L’ensemble de tous les états d’un procédé P est noté States.
Definition 9 (Initial State). Un état initial s0 = (m0, gc0, lc0) du système est toujours défini
comme suit :
– Tous les noeuds ont 0 jeton, sauf (i) les noeuds initiaux qui commencent avec 1 jeton et (ii)
les paramètres d’entrées de l’activité démarrent avec un nombre de jetons qui varie entre
leurs bornes inférieures et supérieures :
m0(v) =
Y____]____[
1 if lab(v) = initial
n œ {lower(v), ..., upper(v)} if lab(v) = activityParameter ·
incoming(v) = ÿ
0 otherwise
– L’horloge globale est initialisée à 0 : gc0 = 0.
– Les horloges locales sont initialisées à 0 :
lc0(v) =
Y][0 if lab(v) = action‘ otherwise
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La dynamique d’un procédé, c’est-à-dire son exécution, est définie à travers la notion de
transition. Pour passer d’un état à un autre, une transition est d’abord activée avant d’être tirée.
Ainsi, la notion d’activation correspond à une précondition, tandis que la notion de tir correspond
à une post-condition. Nous définissons en premier la notion d’activation, puis nous formalisons le
concept de tir.
(2) Activation de transition. Une transition est dite active quand certaines préconditions sont
remplies (pour autoriser le tir de la transition). En faisant une abstraction de la façon dont le
modèle d’exécution de fUML exécute un AD, deux cas peuvent être distingués : (i) un noeud
est prêt à être exécuté ; (ii) un noeud est prêt à se terminer. Dans notre formalisation, ces
préconditions sont représentées respectivement par les prédicats enabledStart et enabledFinish.
De plus, il est important de noter que pour gérer l’écoulement du temps, le système peut aussi
progresser en utilisant le prédicat enabledTime.
Considérons un procédé P = (V, E, lower, upper, lab, Resource, Use, Capacity, T iming) et
un état s = (m, gc, lc). Pour simplifier notre notation, nous assumons que s est implicitement
disponible dans les prédicats suivants.
1. enabledStart est le prédicat qui détermine si un noeud v est prêt pour être exécuté. Sa
définition formelle repose sur les prédicats auxiliaires suivants :
– La première condition correspond à vérifier si le noeud n’est pas déjà en train de s’exécuter
(ne possède pas de jeton) et possède des arcs entrants :
pAll(v) def= (m(v) = 0) · incoming(v) ”= ÿ
– Un noeud activity a besoin d’une o re sur tous ses arcs entrants :
pNode(v) def= pAll(v) ·
ﬁ
eœincoming(v)
(m(e) > 0)
– Un noeud action étend ce comportement avec des pins entrants, sortants et une liste de
ressources utilisées, ainsi que le nombre d’o res sur les noeuds entrants et la disponibilité
des ressources sont aussi vérifiés. Nous introduisons d’abord actionResource : Resource ‘æ
2V , la fonction qui renvoie toutes les actions utilisant une ressource r :
actionResource(r) def= {v œ V lab(action) | r œ Use(v)}
pAction(v) def= pNode(v) ·
ﬁ
eœincoming(input(v))
(m(e) Ø lower(v))
·
ﬁ
rœUse(v)
(|{o œ actionResource(r) | m(o) > 0
· o ”= v}| < Capacity(r))
– Contrairement aux autres noeuds, un noeud merge a besoin qu’au moins un de ses arcs
entrants possède une o re :
pMerge(v) def= pAll(v) ·
ﬂ
eœincoming(v)
(m(e) > 0)
Ainsi, le test d’activation pour déterminer si un noeud peut s’exécuter correspond à :
enabledStart(v) def=
Y__]__[
pAction(v) if lab(v) = action
pMerge(v) if lab(v) = merge
pNode(v) otherwise
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2. enabledFinish est le prédicat qui détermine si un noeud est prêt à se terminer et repose sur
les prédicats auxiliaires suivants :
– Le noeud doit posséder des jetons :
haveTokens(v) def= (m(v) > 0)
– Un noeud action doit avoir son horloge locale au moins égale à son timing défini dans le
procédé :
pT iming(v) def= (lc(v) Ø T iming(v))
Ainsi, le test d’activation pour déterminer si un noeud peut se terminer correspond à :
enabledF inish(v) def=
Y][haveTokens(v) · pT iming(v) if lab(v) = actionhaveTokens(v) otherwise
3. enabledTime détermine si les horloges locales peuvent être augmentées. Les horloges peuvent
être augmentées seulement quand il y a au moins une action qui s’exécute :
enabledT ime() def=
ﬂ
vœV,lab(v)=action
((m(v) > 0) · (lc(v) < Timing(v)))
(3) tir de transition. Le tir d’une transition et l’e et que cela a sur un état peut être définis
comme suit. Trois cas sont à distingués : (i) le tir d’une transition sur un noeud qui peut démarrer ;
(ii) le tir d’une transition sur un noeud qui peut terminer ; (iii) le tir d’une transition pour
représenter le temps qui s’écoule.
Considérons un second état sÕ = (mÕ, gcÕ, lcÕ). fireStart, fireFinish et fireTime expriment les
contraintes qui doivent être satisfaites pour s’assurer que sÕ est un successeur de s. fireStart est un
prédicat lié au démarrage d’un noeud (un noeud satisfaisant le prédicat d’activation enabledStart),
fireFinish est un prédicat lié à la terminaison d’un noeud (un noeud qui satisfait le prédicat
d’activation enabledFinish), et fireTime est un prédicat lié à l’incrémentation des horloges (si
l’état courant satisfait le prédicat d’activation enabledTime). À des fins de clarté, nous assumons
que s et sÕ sont implicitement disponibles dans les prédicats d’activation ci-dessous.
Nous introduisons d’abord le prédicat fz qui contraint à l’égalité le marquage de tous les noeuds
et arcs de s et sÕ, à l’exception de ceux donnés comme paramètre p :
fz(p ™ V ﬁ E) def=
ﬂ
vœV ﬁE\p
(mÕ(v) = m(v))
De la même manière, le prédicat fzT ime contraint à l’égalité l’horloge globale ainsi que les
horloges locales de s et sÕ, à l’exception de celles données comme paramètre p :
fzT ime(p ™ V lab(action)) def= (gcÕ = gc) ·
ﬂ
vœV \p
(lcÕ(v) = lc(v))
1. fireStart est basé sur les prédicats auxiliaires suivants.
– Un noeud activity est exécuté en ajoutant un jeton et en retirant les o res de ses arcs
entrants :
sNode(v) def= (mÕ(v) = m(v) + 1) ·
ﬁ
eœincoming(v)
(mÕ(e) = m(e)≠mÕ(v))
·fz({v} ﬁ incoming(v))
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– Un noeud action demande des conditions additionnelles dues à la présence des pins
d’entrées et de sorties. Les o res des arcs entrants de ses pins d’entrées sont consommées
jusqu’à la borne maximale autorisée par leurs multiplicités. Puis, des jetons sont produits
sur les pins de sorties entre leur borne minimale et maximale :
sActionIP in(v) def=
ﬁ
i œ input(v),
inc œ incoming(i)
((¬(upper(i) Ø m(inc)) ·mÕ(i) = m(inc))
‚ ((upper(i) Ø m(inc)) ·mÕ(i) = upper(i)))
sActionOPin(v) def=
ﬁ
oœoutput(v)
(mÕ(o) Ø lower(o) ·mÕ(o) < upper(o))
sActionEdge(v) def=
ﬁ
e œ incoming(v)
ﬁincoming(input(v))
(mÕ(e) = m(e)≠mÕ(v))
sAction(v) def= (mÕ(v) = m(v) + 1) · sActionIP in(v)
· sActionOpin(v) · sActionEdge(v)
· fz({v} ﬁ input(v) ﬁ output(v)
ﬁ incoming(v) ﬁ incoming(input(v))
– Contrairement aux autres noeuds, un noeud merge est exécuté en retirant l’o re de
seulement un seul de ses arcs entrants :
sMerge(v) def= (mÕ(v) = m(v) + 1) · (
ﬂ
e œ incoming(v),
m(e) > 0
(mÕ(e) = m(e)≠mÕ(v))
· fz({e} ﬁ {v}))
Ainsi, la transition pour démarrer l’exécution d’un noeud est caractérisée par :
fireStart(v) def= fzT ime(ÿ) ·
Y__]__[
sAction(v) if lab(v) = action
sMerge(v) if lab(v) = merge
sNode(v) otherwise
2. fireFinish est basé sur les prédicats auxiliaires suivants.
– Un noeud activity retire le jeton qu’il possède et l’o re sur tous ses arcs sortants :
fNode(v) def= (mÕ(v) = m(v)≠ 1) ·
ﬁ
eœoutgoing(v)
(mÕ(e) = m(e) +m(v))
· fz(v ﬁ outgoing(v))
– Un noeud flowFinal retire le jeton qu’il possède, mais ne l’o re pas :
fF lowFinal(v) def= (mÕ(v) = m(v)≠ 1) · fz({v})
– Un noeud decision retire le jeton qu’il possède et l’o re seulement sur un seul de ses arcs
sortants :
fDecision(v) def= (mÕ(v) = m(v)≠ 1)
·
ﬂ
eœoutgoing(v)
(mÕ(e) = m(e) +m(v) · fz({v} ﬁ {e}))
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– Un noeud action demande en plus des conditions d’un noeud activity, de remettre à zéro
à la fois les jetons sur ses pins de sorties et d’entrées, et de les o rir sur les arcs sortant
de ses pins de sorties. De plus, son horloge locale est réinitialisée à zéro :
fActionP in(v) def=
ﬁ
pœ(output(v)ﬁinput(v))
(mÕ(p) = 0)
fActionEdge(v) def=
ﬁ
e œ (outgoing(v)
ﬁoutgoing(output(v)))
(mÕ(e) = m(e) +mÕ(v))
fAction(v) def= (mÕ(v) = m(v)≠ 1) · fActionP in(v) · fActionEdge(v)
· (lcÕ(v) = 0) · fz({v} ﬁ input(v) ﬁ output(v)
ﬁ outgoing(v) ﬁ outgoing(output(v))
Ainsi, la transition pour terminer un noeud est définie par :
fireF inish(v) def=
Y_____]_____[
fF lowFinal(v) · fzT ime(ÿ) if lab(v) = flowFinal
fDecision(v) · fzT ime(ÿ) if lab(v) = decision
fAction(v) · fzT ime({v}) if lab(v) = action
fNode(v) · fzT ime(ÿ) otherwise
3. fireTime incrémente en plus de l’horloge globale du système, les horloges locales de chacune
des actions en cours d’exécution :
fireT ime() def= (gcÕ = gc+ 1) ·
ﬁ
v œ V lab(action)
·(m(v) > 0)
(lcÕ = lc+ 1) · fz(ÿ)
Il est maintenant possible de définir la relation de transition complète, c’est-à-dire la condition
sous laquelle un état est le successeur d’un autre état. Globalement, quand un noeud activityF inal
est exécuté, ou quand il n’y a aucun noeud qui peut soit commencer, soit terminer, l’exécution
est terminée.
Definition 10 (Successor Relation). Soit P = (V, E, lower, upper, lab, Resource, Use, Capacity,
T iming) un procédé. Soit s = (m, gc, lc) et sÕ = (mÕ, gcÕ, lcÕ) deux états de P . sÕ est le successeur
de s, si et seulement si le prédicat transition(s, sÕ) est vrai :
stepTokens() def=
ﬂ
vœV \V lab(outPin)ﬁV lab(inPin)
(enabledStart(v) · fireStart(v)
‚ enabledF inish(v) · fireF inish(v))
stepT ime() def= (enabledT ime() · fireT ime())
transition(s, sÕ) def=
ﬁ
vœV lab(activityFinal)
(m(v) = 0)
· (stepT ime() ‚ stepTokens())
Ainsi, pour représenter une exécution de procédé, nous définissons la notion de trace :
Definition 11 (Trace). Soit P = (V, E, lower, upper, lab, Resource, Use, Capacity, T iming)
un procédé. Une Trace est une séquence d’état ordonné notée ‡ = Ès0, s1, ..., snÍ œ Statesú t.q. :
’i œ N, transition(‡[i],‡[i + 1]) est vrai, avec ‡[i] = si et s0 est l’état initial. L’ensemble de
toutes les traces est noté Traces(P).
3.2. FORMALISATION DE UML AD ET FUML 67
3.2.3 Exemple d’exécution
Prenons en exemple l’exécution du procédé de la figure 3.4. Nous allons décrire les fonctions
du tuple de façon enumérative : le premier élément du couple est un élément du domaine de
la fonction et le deuxieme élément est le résultat de la fonction sur l’élément. Soit le procédé
P = (V, E, lower, upper, lab, Resource, Use, Capacity, T iming) tel que :
V ={Initial, A, Fork,B,Decision,B1, B2,Merge, C, Join,D, F inal},
E ={(Initial, A), (A,Fork), (Fork,B), (Fork, C), (B,Decision),
(Decision,B1), (Decision,B2, (B1,Merge), (B2,Merge),
(Merge, Join), (C, Join), (Join,D), (D,Final))}
lower ={(Initial, ‘), . . . , (Final, ‘)}
upper ={(Initial, ‘), . . . , (Final, ‘)}
lab ={(Initial, initial), (A, action), (Fork, fork), (B, action),
(Decision, decision), (B1, action), (B2, action), (Merge,merge),
(C, action), (Join, join), (D, action), (Final, activityF inal)}
Resource = ÿ
Use ={(Initial, ÿ), . . . , (Final, ÿ)}
Capacity = ÿ
T iming ={(Initial, ‘), (A, 1), (Fork, ‘), (B, 1),
(Decision, ‘), (B1, 1), (B2, 1), (Merge, ‘),
(C, 1), (Join, join), (D, 1), (Final, activityF inal)}
Dans la suite, nous détaillons la trace de d’états nécessaire pour représenter l’exécution de la
figure 3.4 selon le modèle formel défini précédemment. Par souci de clarté, seul le marquage des
noeuds et arcs possédant au moins 1 jeton est noté. De la même façon, seules les horloges locales
des actions dont leurs valeurs sont di érentes de 0 sont notées. Entre chacun des états, nous notons
les prédicats d’activation évaluée à vrai, et soulignons celui choisi. Ce choix est fait normalement
de façon non déterministe dans le modèle présenté. Cependant, l’exemple d’exécution donné
ci-dessous suit l’exécution de la figure 3.4.
Certains états supplémentaires sont nécessaires pour représenter l’écoulement du temps. De ce
fait, bien que sur la figure 3.4 l’exécution se déroule en 21 étapes, notre modèle formel nécessite
plus d’états pour prendre en compte le temps. Ainsi, pour faire coïncider les numéros d’état de la
figure 3.4 avec ceux ci-dessous, nous nommons les états incrémentant le temps avec la notation
StateXbis. En revanche, nous avons délibérément associé au procédé P un besoin d’une seule
unité de temps pour e ectuer chacune des actions du procédé, afin de ne pas avoir une trace trop
longue.
State1 ={{(Initial, 1), . . .},
{0}
{. . .}}
enabledF inish(Initial)
State2 ={{((Initial, A), 1), . . .},
{0}
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{. . .}}
enabledStart(A)
State3 ={{(A, 1), . . .},
{0}
{. . .}}
enabledT ime
State3bis ={{(A, 1), . . .},
{1}
{(A, 1), . . .}}
enabledF inish(A)
State4 ={{((A,Fork)), 1), . . .},
{1}
{. . .}}
enabledStart(Fork)
State5 ={{(Fork, 1), . . .},
{1}
{. . .}}
enabledF inish(Fork)
State6 ={{((Fork,B), 1), ((Fork, C), 1), . . .},
{1}
{. . .}}
enabledStart(B), enabledStart(C)
State7 ={{(B, 1), ((Fork, C), 1), . . .},
{1}
{. . .}}
enabledT ime, enabledStart(C)
State7bis ={{(B, 1), ((Fork, C), 1), . . .},
{2}
{(B, 1), . . .}}
enabledF inish(B), enabledStart(C)
State8 ={{((B,Merge), 1), ((Fork, C), 1), . . .},
{2}
{. . .}}
enabledStart(Decision), enabledStart(C)
State9 ={{(Decision, 1), ((Fork, C), 1), . . .},
{2}
{. . .}}
enabledF inish(Decision), enabledStart(C)
State10 ={{((Decision,B2), 1), ((Fork, C), 1), . . .},
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{2}
{. . .}}
enabledStart(B2), enabledStart(C)
State11 ={{(B2, 1), ((Fork, C), 1), . . .},
{2}
{. . .}}
enabledT ime, enabledStart(C)
State11bis ={{(B2, 1), ((Fork, C), 1), . . .},
{3}
{(B2, 1), . . .}}
enabledF inish(B2), enabledStart(C)
State12 ={{(B2, 1), (C, 1), . . .},
{3}
{(B2, 1), . . .}}
enabledF inish(B2), enabledT ime
State12bis ={{(B2, 1), (C, 1), . . .},
{4}
{(B2, 2), (C, 1), . . .}}
enabledF inish(B2), enabledF inish(C)
State13 ={{(B2, 1), ((C, Join), 1), . . .},
{4}
{(B2, 2), . . .}}
enabledF inish(B2)
State14 ={{((B2,Merge), 1), ((C, Join), 1), . . .},
{4}
{. . .}}
enabledStart(Merge)
State15 ={{(Merge, 1), ((C, Join), 1), . . .},
{4}
{. . .}}
enabledF inish(Merge)
State16 ={{((Merge, Join), 1), ((C, Join), 1), . . .},
{4}
{. . .}}
enabledStart(Join)
State17 ={{(Join, 1), . . .},
{4}
{. . .}}
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enabledF inish(Join)
State18 ={{((Join,D), 1), . . .},
{4}
{. . .}}
enabledStart(D)
State19 ={{(D, 1), . . .},
{4}
{. . .}}
enabledT ime
State19bis ={{(D, 1), . . .},
{5}
{(D, 1), . . .}}
enabledF inish(D)
State20 ={{((D,Final), 1), . . .},
{5}
{. . .}}
enabledStart(Final)
State21 ={{(Final, 1), . . .},
{5}
{. . .}}
La trace d’exécution T correspond donc à :
T = ÈState1, State2, . . . , State21Í
La prochaine section présente la formalisation des propriétés intéressantes à vérifier sur un
procédé.
3.3 Formalisation des propriétés pour la vérification d’un procédé
Afin d’étudier les propriétés du procédé modélisé en utilisant notre formalisme, nous avons
besoin d’une logique formelle [76]. Beaucoup de logiques existent et peuvent exprimer di érents
types de propriétés, telles que CTL [107] ou LTL [204]. En raison de sa sémantique de temps
linéaire, qui est plus appropriée dans le contexte de la vérification de procédé métiers, LTL a
été clairement préférée par rapport à la sémantique de branchement du temps de CTL [162].
Dans notre cas, toutes nos propriétés peuvent être exprimées en utilisant LTL. En e et, LTL est
généralement utilisée pour la spécification et la vérification de propriétés formelles par rapport à
une trace d’exécution.
Les spécifications (formules) LTL sont construites à partir de propositions atomiques, de
connecteurs booléens (·,¬) et d’opérateurs temporels (X "suivant", U "jusqu’à").
Definition 12 (Syntaxe de LTL). Soit AP un ensemble de propositions atomiques, alors les
formules de LTL sont définies inductivement par les règles suivantes :
– chaque proposition atomique p œ AP est une formule,
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– si f et g sont des formules alors f · g, ¬f , Xf et fUg en sont aussi.
Les abréviations habituellement utilisées sont :
(ou) f ‚ g … ¬(¬f · ¬g)
(vrai) True … f ‚ ¬f
(faux) False … ¬ True
(finalement) Fg … True Ug
(toujours) Gg … ¬F¬g
Example 1. La propriété de sûreté “durant toute l’exécution, x est supérieur à 0” se traduit en
logique LTL par G (x > 0)
Il existe deux sémantiques pour la LTL : (1) la sémantique classique LTL est définie sur les
executions infinies [204] du système considéré, et (2) la sémantique LTL borné où la formule est
anaysée seulement sur une profondeur borné k [25].
Dans notre cas, il est plus naturel d’utiliser la deuxieme sémantique car nos exécutions (trace
def. 11) sont finies. 1 Cependant, l’utilisation de la première sémantique ne pose pas de problème
majeur car il su t d’étendre les traces finies en trace infinies en bégayant sur le dernier état de la
trace.
Pour la généralité du propos, nous considérons que nos traces sont infinies et nous donnons la
sémantique LTL classique dans la définition suivante. 2 Nous étendons donc l’ensemble Traces(P )
de la definition 11 en Traces(P )Ê
Definition 13 (Sémantique de LTL). Soit P un procédé, s un état de P et ‡ = Ès0, s1, . . .Í une
trace de P , alors pour une proposition atomique p et deux formules LTL quelconques f et g nous
avons :
• ‡ |= p … p œ  (‡in(0)),
• ‡ |= f · g … (‡ |= f) · (‡ |= g),
• ‡ |= ¬f … ¬(‡ |= f),
• ‡ |= Xf … ‡1 |= f,
• ‡ |= fUg … ÷i tel que (’j < i,‡j |= f) · (‡i |= g).
Nous définissons alors la satisfaction de f par P comme suit :
• P |= f … ’‡ œ Traces(P )Ê, ‡ |= f
La PLTL (Past LTL) [288] étend la LTL avec des opérateurs homologues permettant des
déclarations par rapport aux états passés. Elle introduit les opérateurs temporels supplémentaires
suivants :
– Y ou X≠1 : precedent state (hier) : Y p signifie que p est vrai dans l’état précédent le long
de l’exécution.
– P ou F≠1 : previously (avant) : P p signifie que p est vrai avant dans un état de l’exécution.
– H ou G≠1 : historically (toujours avant) : H p signifie que p est vrai dans tous les précédents
états de l’exécution.
– S ou U≠1 : since (depuis) : p S q signifie que p est toujours vrai jusqu’à un état précédent
où q est vrai.
La PLTL est particulièrement utile pour exprimer des spécifications en langages naturels qui
utilisent souvent des références vers des évènements qui se sont produit dans le passé. Gabbay et
al. [94, 93] ont prouvé que n’importe quelle propriété temporelle exprimée en utilisant la PLTL
peut être traduite en propriété équivalente LTL (quand évaluée au début du chemin). En d’autres
1. Par essence, les procédés sont des procédures ayant un début et forcément une fin, et donc amenés à se
terminer.
2. Pour le cas borné, nous renvoyons le lecteur intéressé vers [25].
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termes, LTL avec les opérateurs du passé n’est pas plus expressif que la LTL classique. L’argument
principal pour l’utilisation de la PLTL est motivé par la pratique : elle permet de spécifier les
propriétés de façon plus succincte, directe et naturelle que la LTL classique.
Example 2. La propriété “toute subvention (grant) est précédée par une demande (request)” se
traduit en logique LTL classique par :
¬((¬request) U (grant · ¬request))
et peut-être aussi exprimée de manière plus directe en utilisant les opérateurs de la PLTL telle
que :
G (grant =∆ F≠1 (request))
Ainsi, nous utilisons la (P)LTL afin d’exprimer nos propriétés dans la suite. Dans notre
formalisme, les propositions atomiques sont soit statiques (liées à la structure du procédé) soit
dynamiques lié à un état.
Definition 14 (Propositions atomiques statiques). Une proposition atomique statique peut avoir la
forme suivante : lower(v) op n, upper(v) op n, r œ Use(v), Capacity(v) op n, ou T iming(v) op n,
avec v œ V , r œ Ressource, op œ {=, ”=, <,Æ, >,Ø} et n œ N.
Definition 15 (Propositions atomiques dynamiques). Une proposition atomique dynamique peut
avoir la forme suivante : m(v) op n ou gc op n avec v œ V ﬁE, op œ {=, ”=, <,Æ, >,Ø} et n œ N.
Avant de passer à la formalisation des propriétés, nous introduisons d’abord quelques pré-
dicats et ensembles pour simplifier leurs expressions. Encore une fois, nous assumons que s est
implicitement disponible :
– token : V ﬁ E ‘æ bool est le prédicat qui détermine si un noeud ou un arc v possède un
jeton :
token(v) def= (m(v) > 0)
– start : V ‘æ bool est le prédicat qui determine si un noeud v commence à s’executer :
start(v) def= (¬token(v)) · X (token(v))
– end : V ‘æ bool est le prédicat qui determine si un noeud v termine son execution :
end(v) def= (¬token(v)) · X≠1 (token(v))
– data : V lab(outP in) ‘æ bool est le prédicat qui détermine si une donnée v est présente :
data(v) def= (token(v)) ‚
ﬁ
oœoutgoing(v)
(token(o))
– parallel ™ 2V est l’ensemble qui regroupe toutes les actions en cours d’execution :
parallel
def= {v œ V lab(action) | token(v)}
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3.3.1 Propriétés de flux de contrôle
(1.1) Possibilité de complétion. Cette propriété est exprimée en vérifiant que, finalement, au
moins un noeud de type activityF inal sera exécuté :
F (
ﬂ
vœV lab(activityFinal)
(token(v)))
(1.2) Complétion propre. Cette propriété est exprimée en vérifiant que, globalement, dès qu’un
noeud de type activityF inal est exécuté, cela implique qu’il n’y a pas d’autre noeud de type
action en cours d’exécution.
G (
ﬂ
vœV lab(activityFinal)
(token(v)) =∆
ﬁ
vÕœV lab(action)
(¬token(vÕ)))
(1.3) Transitions mortes. Vérifier que le procédé ne contient pas d’activité morte correspond
à une propriété d’accessibilité. En e et, il est nécessaire de répondre à la question : “existe-t-il
une exécution telle que actionA est exécutée”. Pour répondre à cette question, la propriété est
exprimée de manière à vérifier que actionA n’est jamais exécutée. Ainsi, dans ce cas-là, un
contre-exemple prouve la possibilité d’exécuter cette action, et montre que la transition n’est pas
morte :
’v œ V lab(action),G (¬token(v))
3.3.2 Propriétés de flux de données
(2.1) Données manquantes. Cette propriété peut être vérifiée en s’assurant que quand un noeud
a des o res sur ses flux de contrôle entrants, il aura finalement des o res sur ses pins d’entrées :
G (
ﬁ
vœV lab(action)
(pNode(v) =∆ F (pAction(v)))
(2.1) Données redondantes. Cette propriété peut être vérifiée en s’assurant que quand le procédé
se termine, toutes les o res sur le flux de données doivent avoir été consommées :
G (
ﬂ
vœV lab(activityFinal)
(token(v)) =∆
ﬁ
eœE,lab(target(e))œObject
(¬token(e)))
3.3.3 Propriétés de Ressources
(3.1) Ressource manquante. Cette propriété peut être vérifiée en s’assurant que quand une action
est prête pour être exécutée, ses ressources sont disponibles (ou avec une capacité su sante) :
G (
ﬁ
v œ V lab(action),
r œ Resource·
r œ Use(v)
(enabledStart(v) =∆
( |{o œ parallel | o ”= v · r œ Use(o)}| < Capacity(r))))
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(3.1) Utilisation ine cace des ressources.
– Cette propriété peut être vérifiée en s’assurant que chaque ressource a ectée au procédé est
toujours utilisée au moins une fois :
’r œ Resource,F (
ﬂ
vœV Lab(action),rœUse(v)
(token(v)))
– Une version plus précise de cette propriété peut être définie en s’assurant que la capacité
maximale d’utilisation de la ressource finit toujours par être atteinte :
’r œ Resource,F (|{v œ {parallel} | r œ Use(v)}| = Capacity(r))
3.3.4 Propriétés de temps
(4.1) Durée du procédé. Soit t œ N la valeur représentant le nombre maximal d’unités de temps
pour e ectuer le procédé. Pour vérifier que le procédé termine toujours avant t correspond à :
F (
ﬂ
vœV lab(activityFinal)
(token(v)) · (gc < t))
(4.2) Contrainte de début/fin d’activité. Soit t œ N la valeur représentant un nombre maximal
d’unités de temps.
– Pour vérifier que l’action “a” commence toujours avant t unité de temps correspond à :
G (start(a) =∆ (gc < t)))
– Pour vérifier que l’action “a” commence toujours après t unité de temps correspond à :
G (start(a) =∆ (gc > t)))
– Pour vérifier que l’action “a” termine toujours avant t unité de temps correspond à :
G (end(a) =∆ (gc < t)))
– Pour vérifier que l’action “a” termine toujours après t unité de temps correspond à :
G (end(a) =∆ (gc > t)))
(4.3) Contrainte relative de début/fin d’activité. Pour définir ces propriétés, nous utilisons le
domaine infini des entiers, qui en font des formules (P)LTL non standard. Le problème provient
d’une des limitations de la (P)LTL : il n’est pas possible de comparer les propositions atomiques
de plusieurs états à la fois. Ainsi, la comparaison de deux états donnés (ex. comparer l’horloge
globale de deux états di érents) est impossible. Une solution possible pour pallier cette limitation
consiste à augmenter la définition de l’état (State) avec l’information nécessaire pour comparer
les états. Par exemple, stocker dans chaque état un ensemble contenant chacun des noeuds déjà
exécutés ainsi que l’horloge globale à ce moment-là. Par souci de lisibilité, nous allons garder
l’écriture avec les données infinies. Soit t œ N la valeur représentant un nombre maximal d’unité
de temps.
– Pour vérifier que l’action “a” commence toujours avant t unité de temps après que l’action
“b” se soit exécutée correspond à :
’i œ N,G (end(b) · (i = gc) =∆ F (start(a) · (gc < i+ t)))
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– Pour vérifier que l’action “a” commence toujours après t unité de temps après que l’action
“b” se soit exécutée correspond à :
’i œ N,G (end(b) · (i = gc) =∆ F (start(a) · (gc > i+ t)))
– Pour vérifier que l’action “a” termine toujours avant t unité de temps après que l’action “b”
se soit exécutée correspond à :
’i œ N,G (start(b) · (i = gc) =∆ F (end(a) · (gc < i+ t)))
– Pour vérifier que l’action “a” termine toujours après t unité de temps après que l’action “b”
se soit exécutée correspond à :
’i œ N,G (start(b) · (i = gc) =∆ F (end(a) · (gc > i+ t)))
3.3.5 Propriétés métiers
Cette section présente la formalisation de l’ensemble des propriétés métiers du tableau 2.1 de
la section 2.2.2 par rapport au modèle formel présenté précédemment.
Existence Permet d’exprimer des cardinalités concernant le nombre d’exécutions des noeuds :
– existence(a) est la propriété qui spécifie que le noeud a œ V est exécuté au moins 1 fois :
F (token(a))
– existence_2(a) est la propriété qui spécifie que le noeud a œ V est exécuté au moins 2
fois :
F (token(a) · X (existence(a)))
– existence_3(a) est la propriété qui spécifie que le noeud a œ V est exécuté au moins 3
fois :
F (token(a) · X (existence_2(a)))
– existence_N(a) est la propriété qui spécifie que le noeud a œ V est exécuté au moins N
fois :
F (token(a) · X (existence_N -1(a)))
– abscence(a) est la propriété qui spécifie que le noeud a œ V est exécuté 0 fois :
G (¬token(a))
– abscence_2(a) est la propriété qui spécifie que le noeud a œ V est exécuté au plus 1 fois :
¬existence_2(a)
– abscence_3(a) est la propriété qui spécifie que le noeud a œ V est exécuté au plus 2 fois :
¬existence_3(a)
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– abscence_N(a) est la propriété qui spécifie que le noeud a œ V est exécuté au plus N
fois :
¬existence_N+1(a)
– range_N_M(a) est la propriété qui spécifie que le noeud a œ V est exécuté entre N et
M fois :
existence_N(a) · absence_M(a)
Relation Permet d’exprimer des contraintes sur l’ordre d’exécution des noeuds :
– relation_before(a, b) est la propriété qui spécifie que a œ V est toujours exécuté avant
b œ V :
G (token(b) =∆ F≠1 (token(a)))
– relation_after(a, b) est la propriété qui spécifie que a œ V est toujours exécuté après
b œ V :
G (token(b) =∆ F (token(a)))
– relation_par(a, b) est la propriété qui spécifie que a œ V est toujours exécuté en même
temps que b œ V :
G (token(a) =∆ F (token(a) · token(b)))
– relation_excl(a, b) est la propriété qui spécifie que a œ V est toujours exécuté en exclusion
de b œ V :
G (token(a) =∆ ¬token(b))
– relation_between(a, b, c) est la propriété qui spécifie que a œ V est toujours exécuté
entre b œ V et c œ V :
G (token(a) =∆ F≠1 (tokens(b)) · F (token(c)))
ExistenceData Permet d’exprimer des contraintes sur la présence ou non de données :
– existence_data(d) est la propriété qui spécifie que la donnée d œ V lab(outP in) est
disponible à la fin de l’exécution :
F (data(d))
RelationData Permet d’exprimer des contraintes sur l’ordre de création des données :
– relation_data_before(da, db) est la propriété qui spécifie que la donnée da œ
V lab(outP in) est disponible avant la donnée db œ V lab(outP in) :
G ((data(db)) =∆ F≠1 ((data(da))))
– relation_data_after(da, db) est la propriété qui spécifie que la donnée da œ V lab(outP in)
est disponible après la donnée db œ V lab(outP in) :
G ((data(db)) =∆ F ((data(da))))
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– relation_data_par(da, db) est la propriété qui spécifie que la donnée da œ V lab(outP in)
est disponible en même temps que la donnée db œ V lab(outP in) :
G ((data(da)) =∆ F ((data(da)) · (data(db))))
– relation_data_excl(da, db) est la propriété qui spécifie que la donnée da œ V lab(outP in)
est disponible en exclusion de la donnée db œ V lab(outP in) :
G ((data(da)) =∆ ¬(data(db)))
RelationDataActivity Permet d’exprimer des contraintes sur l’ordre de création des données par
rapport à des actions :
– relation_data_act_before(d, a) est la propriété qui spécifie que la donnée d œ
V lab(outP in) est disponible avant l’exécution de l’action a œ V lab(action) :
G (token(a) =∆ F≠1 (data(d)))
– relation_data_act_after(d, a) est la propriété qui spécifie que la donnée d œ
V lab(outP in) est disponible après l’exécution de l’action a œ V lab(action) :
G (token(a) =∆ F (data(d)))
– relation_data_act_during(d, a) est la propriété qui spécifie que d œ V lab(outP in) est
disponible pendant l’exécution de l’action a œ V lab(action) :
G (token(a) =∆ F (token(a) · data(d)))
– relation_data_act_excl(d, a) est la propriété qui spécifie que d œ V lab(outP in) est
disponible en exclusion de l’exécution de l’action a œ V lab(action) :
G (data(d) =∆ ¬token(a))
– relation_data_act_between(d, a, b) est la propriété qui spécifie que d œ V lab(outP in)
est disponible entre l’exécution de l’action a œ V lab(action) et b œ V lab(action) :
G (data(d) =∆ F≠1 (token(a)) · F (token(b)))
ExistenceTimeActivity Permet d’exprimer des contraintes de temps réel par rapport à l’exécution
des noeuds :
– time_activity_before(a, t) est la propriété qui spécifie que a œ V lab(action) est exécuté
avant t œ N unité de temps :
G (token(a) =∆ gc < t)
– time_activity_after(a, t) est la propriété qui spécifie que a œ V lab(action) est executé
après t œ N unité de temps :
G (token(a) =∆ gc > t)
– time_activity_between(a, t1, t2) est la propriété qui spécifie que l’action a œ V lab(action)
doit être executé entre t1 œ N et t2 œ N unité de temps :
G (token(a) =∆ gc > t1 · gc < t2)
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ExistenceTimeData Permet d’exprimer des contraintes de temps réel par rapport à la disponibilité
des données :
– time_data_before(d, t) est la propriété qui spécifie que la donnée d œ V lab(outP in) doit
être disponible avant t œ N unité de temps :
G (data(d) =∆ gc < t)
– time_data_after(d, t) est la propriété qui spécifie que la donnée d œ V lab(outP in) doit
être disponible après t œ N unité de temps :
G (data(d) =∆ gc > t)
– time_data_between(d, t1, t2) est la propriété qui spécifie que la donnée d œ V lab(outP in)
doit être disponible entre t1 œ N et t2 œ N unité de temps :
G (data(a) =∆ gc > t1 · gc < t2)
ExistenceTimeResource Permet d’exprimer des contraintes de temps réel par rapport à l’utilisa-
tion des ressources :
– time_resource_before(r, t) est la propriété qui spécifie que la ressource r œ Resource
doit être utilisée avant t œ N unité de temps :
G (
ﬁ
aœV lab(action)
(token(a) · r œ Use(a) =∆ gc < t))
– time_resource_after(r, t) est la propriété qui spécifie que la ressource r œ Resource
doit être utilisé après t œ N unité de temps :
G (
ﬁ
aœV lab(action)
(token(a) · r œ Use(a) =∆ gc > t))
– time_resource_between(r, t1, t2) est la propriété qui spécifie que la resource r œ
Resource doit être utilisé entre t1 œ N et t2 œ N unité de temps :
G (
ﬁ
aœV lab(action)
(token(a) · r œ Use(a) =∆ gc > t1 · gc < t2))
Comme expliqué dans la section 2.2.2 page 26, il est possible de définir des variations de
cet ensemble de propriétés pour vérifier di érents cas plus spécifiques. Par exemple, vérifier
que l’activité A est toujours exécutée directement après l’activité B (sans possibilité d’exécuter
d’autre activité entre ces deux exécutions) n’est pour le moment pas exprimable à partir de
l’ensemble défini ci-dessus. Seule la contrainte spécifiant que A finira forcément par être exécuté
dans le futur après B (relation_after(B,A)) l’est. Par souci de simplicité d’utilisation, nous nous
restreignons à ces propriétés basiques et essentielles, plûtot que de définir toutes les variations
possibles. Proposer des centaines de propriétés métiers di érents dont chacune d’entre elles est
seulement une légère variation de la propriété précédente détruirait notre but concernant la
simplicité d’utilisation de notre libraire.
Ainsi, nous définissons nos propriétés métiers par :
1. Un ensemble de propriétés basiques exprimées en PLTL, tel que la librairie proposée
précédemment, et
2. des connecteurs logiques tels que ‚,·,¬, =∆ .
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Ainsi, la combinaison de ces propriétés basiques avec les opérateurs de logiques classiques
permet d’exprimer un grand éventail de propriétés.
Example 3. La propriété “l’activité A doit être exécutée avant B et C” peut être exprimée telle
que : “relation_before(A,B) · relation_before(A,C)”.
Il est important de noter que l’utilisation directe de la libraire (c’est-à-dire sans composer
les propriétés “basiques” avec des connecteurs de la logique classique) permet déjà de couvrir la
grande majorité des cas nécessaires.
3.4 Conclusion
Ce chapitre propose une formalisation en utilisant la FOL de la nouvelle spécification fUML,
dans le contexte de la vérification de procédé basé sur UML AD. La formalisation est capable de
gérer le flux de contrôle, de données, les ressources, et les contraintes temporelles du procédé de
manière unifiée. Un grand nombre de propriétés sur toutes les di érentes perspectives du procédé
ont été formalisées en utilisant la PLTL. Ainsi, il est possible de vérifier des propriétés impliquant
toutes les dimensions du procédé. L’ensemble de ces propriétés permet de garantir la validité d’un
procédé basé sur UML AD.
Une fois la formalisation établie et l’ensemble des propriétés défini, la prochaine étape consiste
à choisir un langage d’implémentation. Alloy [177] a été choisi dans ce but. Le prochain chapitre
présente Alloy4PV, notre implémentation de la formalisation présentée dans ce chapitre.
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Chapitre 4
Alloy4PV : Un framework basé sur
Alloy pour la vérification de procédés
métiers
Ce chapitre présente Alloy4PV, un framework basé sur la logique Alloy et implémentant
la formalisation du chapitre 3, permettant de vérifier un large éventail de propriétés métiers sur
un modèle de procédé. La section 4.1 présente le langage Alloy ainsi que son outil associé pour
analyser et vérifier une spécification Alloy. La section 4.2 motive le choix d’Alloy comme langage
d’implémentation, puis présente les di érents modules Alloy afin d’implémenter la formalisation.
La section 4.3 présente l’outil graphique, intégré à eclipse, basé sur l’API d’Alloy, afin d’automatiser
tout le processus de vérification.
4.1 Alloy : un langage et un outil pour les modèles relationnels
Alloy [126], souvent appelé “lightweight formal methods” [125] par son auteur, provient du fait
qu’il apporte le bénéfice des approches traditionnelles des méthodes formelles à un coût plus léger,
sans avoir besoin d’un grand investissement initial. Il permet de modéliser le système de façon
incrémentale en fonction de la perception de son utilisateur, en explorant les problèmes potentiels
le plus tôt possible de façon automatique. Cette section présente non seulement le langage Alloy
et son outil associé, mais aussi un cas d’étude simple de modélisation statique et dynamique de
modèle Alloy afin d’illustrer son utilisation sur un cas concret.
4.1.1 Le langage Alloy
Alloy est un langage de modélisation déclaratif développé par le MIT basé sur la logique
de premier ordre (FOL) associé aux opérateurs du calcul relationnel. Le langage Alloy a été
grandement inspiré par la notation Z [236]. De la même façon, il décrit toutes les structures (dans
l’espace et le temps) avec un minimum de notions mathématiques. Cependant, Alloy est encore
plus simple que Z. Alloy est très fortement influencé par la modélisation orientée-objet. De la
même façon, il permet de facilement classifier les objets, et associer des propriétés aux objets
selon leur classification. Alloy supporte les “expressions de navigation”, qui sont dominantes dans
la modélisation objet, en utilisant une syntaxe particulièrement simple et uniforme. La logique a
été maintenue exempte de toute notion qui l’aurait rattachée à un langage de programmation ou
modèle d’exécution particulier.
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Un modèle Alloy consiste en un nombre de déclarations de signature (sig), relations, faits
(fact) et prédicats (pred). Chacune des signatures indique un ensemble d’atomes, représentant les
entités basiques d’Alloy. Un atome est une entité primitive ayant trois propriétés : (1) indivisible,
elle ne peut être fracturée en plusieurs sous partie ; (2) immutable, ses propriétés ne changent
pas au cours du temps ; (3) non interprétée, il n’a pas de propriété innée (ex. comme les chi res).
Chacune des relations est déclarée sous une signature, afin de représenter les liens entre les
signatures. Alloy introduit les faits comme des déclarations définissant des contraintes sur les
éléments du modèle. Les prédicats peuvent être vus comme des contraintes paramétrables, et être
utilisés à partir d’autres prédicats et faits.
Une des caractéristiques importantes du langage Alloy est qu’il gère les scalaires et les ensembles
comme des relations, et ce afin de généraliser la notion de jointure relationnelle. Par exemple,
une relation entre deux atomes A1 et A2 est représentée par la paire {(A1,A2)}. Un ensemble
comme {A1,A2} est représenté comme un ensemble de relations unaires tel que {(A1),(A2)}.
Finalement, un scalaire est représenté comme une relation unaire à un seul élément (un singleton).
Par exemple, le scalaire A1 sera représenté dans Alloy par {(A1)}. Traité à la fois les scalaires et
les ensembles comme des relations est une propriété intéressante d’Alloy, qui a été introduite pour
la première fois dans les travaux de Tarski [241]. En conséquence, le même opérateur de jointure
(“.”) peut être appliqué sur les scalaires, sur les ensembles et sur les relations. Ainsi, changer la
“multiplicité” d’une relation dans sa déclaration n’implique pas de devoir changer la contrainte
dans laquelle elle apparaît (et ce, peu importe si l’opérateur de jointure fait correspondre un
élément vers un scalaire ou vers un ensemble). Se passer de distinction entre les ensembles et les
scalaires permet aussi de rendre les contraintes plus uniformes et faciles à écrire, tout en éliminant
le problème d’application partielle de fonction, permettant d’éliminer le besoin de valeurs spéciales
“non définies”. Cependant, présenter tous les détails du langage Alloy dépasse la portée de ce
travail. Jackson, l’auteur d’Alloy, a minutieusement expliqué tous ses principes et concepts dans
son remarquable ouvrage [126].
4.1.2 Alloy Analyzer
L’Alloy Analyzer (figure 4.1) est un outil complètement automatique qui trouve des instances
de spécifications Alloy (ou modèle Alloy), c’est-à-dire qu’il est capable d’assigner des valeurs aux
ensembles et relations de la spécification de manière à ce que, pour chaque a ectation, toutes les
formules de la spécification soient valides. Cet outil est capable d’e ectuer deux types d’analyse.
Il permet de produire des instances du modèle (spécification Alloy) satisfaisant une condition, ou
encore de vérifier que certaines propriétés sont satisfaites par le modèle. L’Alloy Analyzer est
donc capable d’e ectuer 2 types d’analyses : (1) de la simulation en utilisant le mot clé “run” et
(2) de la vérification en utilisant le mot clé “check”.
L’Alloy Analyzer fonctionne en transformant automatiquement une spécification Alloy en un
problème de satisfiabilité booléenne (SAT) en utilisant le model-finder Kodkod [245]. Ce problème
est ensuite résolu par un SAT solveur tel que SAT4J [158], MiniSat [70] ou Berkmin [101], et
le résultat de l’analyse est a ché à l’utilisateur. La satisfiabilité booléenne est le problème de
trouver une a ectation à une formule booléenne de manière à ce que toute la formule soit évaluée
à vrai. Aussi facile que cela puisse paraître, il fait partie des problèmes complexes et toujours
en suspend dans l’informatique pour répondre à ce problème de manière e cace. Il existe une
grande et florissante communauté autour de la construction d’algorithme pour la résolution SAT
afin de résoudre des formules toujours plus complexes. Chaque année, une compétition 1 est
tenue pendant laquelle les dernières améliorations concernant la résolution SAT sont mises en
compétitions entre elles sur des problèmes communs. Grâce à un grand nombre de compétiteurs,
1. “The SAT Competition”, http ://www.satcompetition.org/
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Figure 4.1 – Screenshot de l’Alloy Analyzer
un format standard d’entrée ainsi qu’une facilité pour évaluer la performance des SAT solveur, de
nombreuses améliorations ont été introduites au cours de ces dix dernières années. De nos jours,
les SAT solveurs ont étés appliqués sur une grande variété de problèmes qui étaient inconcevables
quelques années auparavant [206].
Afin de gérer le problème d’explosion d’état [250], l’utilisateur spécifie une borne sur les
éléments du modèle (les signatures) afin de limiter le domaine. Une borne est un entier positif
limitant le nombre d’instances de chacun des éléments d’une instance du système analysé. Cette
borne est nécessaire du fait que “la logique de premier ordre n’est pas décidable” [124]. Il est
impossible de créer un outil automatique permettant de dire, avec fiabilité, si une a rmation
est valide, et ce quelles que soient les a ectations possibles. Ainsi, dans le cas d’une vérification
(check), si aucun contre-exemple n’est trouvé, l’a rmation pourrait toujours être invalide pour
une borne supérieure. De la même manière, dans le cas d’une simulation (run), si aucune instance
n’est trouvée, la condition pourrait être valide pour une borne supérieure.
Une autre fonction importante de l’Alloy Analyzer est le débogage de modèle sur-contraint
(aussi connu sous le nom de UnSAT, pour “unsatisfiable core”) [230]. Plus particulièrement, si un
modèle est trop contraint de façon à ce que l’analyseur ne puisse trouver une instance satisfaisant
le modèle, l’outil est capable d’indiquer les déclarations conflictuelles.
Finalement, l’Alloy Analyzer peut énumérer les instances ou contre-exemples de façon à
produire un résultat di érent à chaque fois.
Il est important de noter que les auteurs d’Alloy fournissent l’API Java sur laquelle l’Alloy
Analyzer a été construit. En conséquence, il est très facile d’intégrer la puissance d’analyse d’Alloy
dans les outils de l’IDM.
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1 module simpleProcess
2
3 abstract sig ProcessElement {}
4 abstract sig Node extends ProcessElement {}
5 abstract sig Edge extends ProcessElement {
6 source : one Node,
7 target : one Node
8 }
9 pred sameEdge[e1,e2:Edge] {
10 e1·source = e2·source and e1·target = e2·target
11 }
12 fact onlyOneEdgeSameSourceTarget {
13 no disj e1,e2:Edge | sameEdge[e1,e2]
14 }
15
16 one sig NodeA extends Node {}
17 one sig NodeB extends Node {}
18 one sig EdgeAB extends Edge {}
19
20 run {} for 3 ProcessElement
21 check { all e:Edge | not (e·source = e·target) } for 3 ProcessElement
Listing 4.1 – Modèle Alloy représentant des noeuds et arcs
4.1.3 Exemple statique et dynamique de modèles Alloy
Alloy permet de modéliser des systèmes à la fois statiques et dynamiques. Un modèle statique
décrit des états, et non un comportement. Leurs propriétés peuvent être vues comme des invariants ;
par exemple, vérifier qu’une liste est ordonnée. Un modèle dynamique décrit les transitions entre
les états. Les propriétés sont des opérations ; par exemple, comment fonctionne un algorithme de
tri.
Dans cette partie, nous présentons un cas d’utilisation de Alloy basé sur un modèle simple
comprenant des noeuds et des arcs. Nous commençons par modéliser le système statiquement,
puis nous lui rajouterons une dynamique basée sur un jeton transitant entre les noeuds et les arcs.
Le but est de comprendre les principaux concepts d’Alloy sur un exemple simpliste, pour pouvoir
appréhender son utilisation lors de la définition de Alloy4PV (dans la section suivante).
Modélisation statique
Le listing 4.1 montre un modèle Alloy représentant des noeuds et des arcs. La ligne 1 déclare le
nom du module, c’est l’équivalent d’un package en Java ; leur but est de regrouper les signatures
et prédicats ensemble afin de faciliter la modularité. La ligne 3 déclare une signature abstraite
appellée ProcessElement. Une signature abstraite est une signature sans aucune instance directe.
Les lignes 4 et 5 déclarent des signatures en tant que sous-signatures (ou sous-ensembles) de
ProcessElement, dues à la présence de la déclaration “extends ProcessElement”. Cependant,
la signature Edge a deux relations déclarées, source et target représentant chacune un seul
Node. Le mot clé “one” implique la multiplicité de la relation, ici seulement un noeud ([1,1]). Il
existe d’autres mots clé pour d’autres multiplicités, tels que “lone” ([0,1]), “some” ([1,*]) ou “set”
([0,*]). La Ligne 9 déclare un prédicat sameEdge prenant en paramètre deux Edges. Ce prédicat
spécifie si les deux arcs sont identiques, c’est-à-dire si leurs source et target sont identiques. La
ligne 12 déclare un fait (fact) contraignant le système ; plus précisément aucun (“no”) Edge e1
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Figure 4.2 – Résultat de la commande “run for 3 ProcessElement” sur le modèle Alloy de
la figure 4.1
1 [···]
2
3 some sig NodeI extends Node {}
4 some sig EdgeI extends Edge {}
5
6 run { all e:Edge | not (e·source = e·target) } for 10 ProcessElement
Listing 4.2 – Modification du modèle Alloy de la figure 4.1
et e2 disjoint (disj, c’est-à-dire e1 ”= e2) tel que le prédicat sameEdge est évalué à vrai. Ainsi, le
système n’accepte aucun Edge identique. Les lignes 16 à 18 déclarent des signatures qui seront
représentées comme des singletons due à la présence du littéral “one”. Ainsi, un seul NodeA et
NodeB, sous-ensemble de Node, est autorisé. De la même façon, un seul EdgeAB sous-ensemble de
Edge est autorisé.
La ligne 20 définit une simulation (“run”) vide, produisant une instance aléatoire du modèle
satisfaisant les faits. L’analyseur essaie de trouver des a ectations de variables pour chacune
des relations de façon à ce que les contraintes soient vraies. La partie “for 3 ProcessElement”
spécifie la borne pour les éléments du système. Plus particulièrement, l’Alloy Analyzer essaie
de produire une instance du modèle en utilisant seulement trois atomes pour la signature
ProcessElement. Dans cet exemple, nous avons déjà déclaré trois atomes, c’est-à-dire NodeA,
NodeB et Edge, ce qui limite grandement le résultat de recherche.
La figure 4.2 montre les résultats de cette simulation pour ce problème. Seules 4 solutions
existent. Les instances (1) et (2) définissent les relations “source” et “target” sur la même
signature, NodeA ou NodeB. Les instances (3) et (4) définissent “source” soit sur NodeA ou NodeB,
et inversement pour la relation “target”.
Il est aussi possible de faire de la vérification. La ligne 21 définit une vérification (“check”)
pour s’assurer que, quel que soit l’Edge, “source” et “target” sont di érents. Sur cet exemple,
cette vérification trouve les 2 contre-exemples (1) et (2) de la figure 4.2.
Dans ces exemples, la borne des signatures est gardée faible à des fins de compréhension.
Cependant, en modifiant les lignes 16 à 18 par les lignes 3 et 4 du listing 4.2 et en utilisant la
simulation de la ligne 6, les modèles trouvés par l’Alloy Analyzer peuvent devenir plus complexes.
En e et, les lignes 3 et 4 définissent deux signatures NodeI et EdgeI de type respectivement Node
et Edge avec une multiplicité “some” ([0,*]). Cette fois-ci, la borne maximale des ProcessElement
est de 10 éléments, avec comme contrainte à satisfaire que tous les Edges doivent avoir une
“source” et “target” di érentes (ligne 6). Quelques exemples de résultat sont visibles sur la
figure 4.3. Dans ce cas-ci, il n’est pas possible de lister exhaustivement dans ce document les
solutions possibles.
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Figure 4.3 – Quelques exemples de simulation aléatoire du modèle Alloy de la figure 4.2
Modélisation dynamique : traces pattern
Alloy ne fournit pas de support direct pour spécifier des systèmes dynamiques dont l’état
évolue au cours du temps ; il n’y a pas de notion de temps ou d’état mutable. Cependant, plusieurs
idiomes et extensions ont été proposés pour aborder ce problème [99, 90]. Le “traces pattern”
est l’un des plus populaires pour modéliser et raisonner par rapport à des opérations et des
traces d’exécution [126]. Ce patron permet de modéliser une séquence d’exécution d’une machine
abstraite. L’idée est de modéliser explicitement les états du système et de créer un ordre total et
linéaire entre eux. Chaque paire d’états consécutifs est liée de façon à ce qu’ils satisfassent une
opération donnée. Une opération est généralement modélisée comme un prédicat spécifiant la
relation entre l’état avant et après la transition. Deux variantes de ce patron existent, connues
respectivement comme “global state” et “local state” [126]. Dans le premier, tous les champs
mutables sont définis dans une signature globale. Cela permet de grouper artificiellement tous les
champs mutables ensemble. Dans le second, la signature de l’état est ajoutée localement à chacun
des champs mutables. Cela permet d’être plus modulaire parce que les champs sont déclarés
dans la signature à laquelle ils appartiennent naturellement. Dans ce document, nous utilisons
seulement la variante “global state” pour modéliser nos systèmes dynamiques. Ce choix facilite la
compréhension en faisant une séparation complète de la partie statique et dynamique du modèle
Alloy.
Alloy propose un module (l’équivalent d’une bibliothèque dans un langage de programmation
traditionnelle) permettant d’établir un ordre total et linéaire au-dessus d’une signature donnée.
La figure 4.4 présente ce module. Ce module est générique, il permet d’imposer un ordre total
sur n’importe quel type de signature (signature S sur cet exemple). Ce module propose plusieurs
prédicats par rapport à l’ensemble des signatures ordonnées, c’est-à-dire par rapport à la trace.
Par exemple, first et last retournent le premier et le dernier élément de la trace. À partir d’un
élément de la trace, il est possible de savoir le prochain (next) ou le précédent (prev) élément.
De la même manière, nexts et prevs retournent l’ensemble des éléments précédents et suivants
d’un élément de la trace. Comme cela est visible sur la figure 4.4, d’autres fonctions et prédicats
existent pour comparer les positions des éléments de la trace.
4.1. ALLOY : UN LANGAGE ET UN OUTIL 87
Figure 4.4 – Module d’ordonnancement de Alloy [178]
1 open util/ordering [State]
2
3 [···]
4
5 sig State {
6 t : ProcessElement ælone Token
7 }
8 one sig Token {}
9
10 fact traces {
11 init [NodeA]
12 all s: State - last | let s’ = s·next | {
13 transition[s,s’]
14 }
15 }
16 pred init[e:ProcessElement] { first·t = e æToken }
17 pred transition[s,s’:State] { s·t ”= s’·t }
18
19 fact theTokensIsAlwaysSomewhere {
20 all s:State | one e:ProcessElement | s·t·Token = e
21 }
22
23 run {} for 3 ProcessElement, 3 State
24 check { some s:State | s·t·Token = NodeB } for 3 ProcessElement, 3 State
Listing 4.3 – Excerpt of Semantic.als
Dans la suite, nous rajoutons de la “dynamique” aux modèles Alloy de la figure 4.1. L’idée est
d’ajouter un jeton qui transite aléatoirement entre les noeuds et les arcs (ProcessElement). La
seule contrainte importante est qu’un jeton ne peut pas rester deux fois de suite sur le même
élément.
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Figure 4.5 – Simulation du modèle Alloy figure 4.3
Le code Alloy de la figure 4.3 donne la solution au problème précédent en utilisant le traces
pattern. Ligne 1, le module ordering d’Alloy est utilisé sur la signature State. Les lignes 5 à 7
définissent la signature State représentant un état de la trace. Sur cet exemple, l’état est défini
par la relation “t” associant pour chaque ProcessElement, zéro ou un Token (lone). Ligne 8, le
jeton est modélisé en déclarant une simple signature de type singleton nommé Token. Ligne 10,
le fait traces contraint la trace de States. Le prédicat init initialise l’état initial du système en
imposant que le premier état (first) soit initialisé de façon à ce que son paramètre “e” détienne
le jeton. Ici, c’est le noeud NodeA qui est initialisé avec le jeton. Les lignes 12 à 14 contraignent un
à un chacun des états du système, quand “s” représente l’état courant et “s’” l’état suivant. Dans
cet exemple, toutes ces paires d’états successeurs doivent satisfaire le prédicat “transition”. Ce
prédicat, défini dans la ligne 17, impose simplement que la relation “t” de l’état courant soit
di érente de celle de l’état suivant. Finalement, un fait est rajouté sur la ligne 19 afin d’imposer
que sur tous les états, seulement un ProcessElement possède le jeton. Ligne 23, la simulation
est la même que précédemment, sauf qu’une borne de 3 States est utilisée. Ainsi, le système
peut être analysé sur une longueur de trois transitions. La figure 4.5 montre le résultat de la
simulation. L’étiquette (1) montre un modèle aléatoire trouvé par l’Alloy Analyzer. Les étiquettes
(2), (3) et (4) présentent le même résultat quand l’a chage est projeté sur respectivement l’état
State0, State1 et State2. Sur cette simulation, le jeton est au début sur NodeA, puis transite
vers EdgeAB, pour terminer sur NodeB. Bien sûr, beaucoup d’autres simulations sont possibles.
Cet exemple est une simple simulation satisfaisant tous les faits et contraintes du modèle Alloy.
Ligne 24, la vérification permet de s’assurer que, quelle que soit l’exécution, il y aura des
States tel que NodeB aura le jeton. Cette vérification retourne un contre-exemple. En e et, il existe
beaucoup d’exécutions du modèle, de sorte que cette a rmation soit fausse. Un contre-exemple
correspondrait à une trace où le jeton transite parmi ces éléments : {NodeA, EdgeAB, NodeA}. Ce
type de propriété exprimé par rapport à une trace d’exécution peut être assimilé à une logique
temporelle. De cette manière, Alloy est capable d’exprimer non seulement des propriétés LTL [47],
mais aussi CTL avec des contraintes d’équité [249]
Cet exemple, bien que simpliste, montre un sous-ensemble des possibilités du langage Alloy et
de son outil afin de faire de la simulation et de la vérification de modèles. La prochaine section
présente notre framework Alloy4PV. Ce dernier implémente la formalisation du chapitre
précédent.
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4.2 Alloy4PV : Un framework pour la vérification de procédés
Cette section commence par présenter les raisons qui nous ont poussés à choisir Alloy comme
langage formel, puis présente les di érents modules Alloy nécessaires pour représenter et vérifier
un modèle de procédé avec l’Alloy Analyzer.
4.2.1 Pourquoi Alloy ?
Ci-dessous, nous mettons en avant les points qui ont motivé notre choix pour Alloy :
– Il supporte une large variété de propriétés telles que les invariants, a rmations définies par
l’utilisateur, LTL [47] et formules CTL [249] avec des contraintes d’équité.
– L’expressivité du langage est su sante pour représenter un modèle UML associé à des
contraintes OCL de manière presque directe, comme présenté par l’outil UML2Alloy [9]. Ce
critère est particulièrement important pour la communauté de l’ingénierie dirigée par les
modèles (MDD pour Model-Driven Development).
– La logique d’Alloy est très générique et n’oblige pas l’utilisateur à un style particulier de
spécification pour modéliser et vérifier des systèmes réactifs.
– Il permet de spécifier le SAT solveur à utiliser pour résoudre le problème, permettant de
mettre à profit les avancées toujours plus importantes en temps de vérification pour la
résolution SAT.
– Il possède la capacité de produire l’“unsatisfiable core” (UnSAT) lorsqu’il échoue à trouver
une instance pour un problème donné (c’est-à-dire l’ensemble des clauses pour lesquelles
aucune instance satisfaisante n’existe). Ainsi, lorsque l’évaluation d’une propriété échoue,
il est possible de donner des explications sur la raison de cet échec à partir des clauses
compromettantes.
– Il possède un outil graphique ainsi qu’une API Java pour intégrer de façon transparente le
processus d’analyse et de vérification dans un BPMS.
– Il jouit d’une grande et active communauté avec un développement continu de l’équipe du
MIT.
– Etant basée sur la logique de premier ordre, l’implémentation de la formalisation telle que
décrite dans le chapitre 3 peut être e ectuée de manière (presque) directe.
– Beaucoup d’extensions sont proposées par la communauté, telles que : (1) DynAlloy [91],
une version dynamique d’Alloy proposant des constructions opérationnelles pour modéliser
l’exécution d’opérations et raisonner par rapport à des traces d’exécutions. (2) Moolloy
[127], une extension implémentant un algorithme d’amélioration guidée (GIA, pour Guided
Improvement Algorithm) pour résoudre des problèmes d’optimisation multi objectifs. (3)
Kelloy [248], un outil pour vérifier des spécifications Alloy sur des domaines infinis en les
traduisant dans le langage d’entrée du theorem proving KeY [6].
Ces outils permettront, dans le futur, la possibilité d’améliorer le framework Alloy4PV
de façon presque “gratuite”. Par exemple, Moolloy permettrait de résoudre des propriétés
telles que “quelle est l’exécution la plus rapide pour exécuter l’activité A”, quand Alloy
est simplement capable de répondre à la question de satisfiabilité telle que “quel chemin
exécute l’activité A”, sans notion d’optimisation de la solution trouvée.
Ainsi, afin d’implémenter la formalisation présentée dans le chapitre 3, nous utilisons le langage
Alloy. La popularité croissante d’Alloy en tant que méthode formelle pour la communauté MDD
provient de sa notation orientée-objet basée sur une logique simple de relations, en incorporant
les notions d’abstraction et d’héritage. Cette notation partage beaucoup de ressemblance avec
UML enrichi de contraintes OCL, tout en proposant un outil puissant d’analyse automatique basé
sur un SAT-solver, mettant à disposition la puissance de la vérification formelle aux ingénieurs
logiciels.
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Figure 4.6 – Aperçus au niveau du framework Alloy4PV
Dans la prochaine section, nous présentons la vision haut niveau de notre framework Al-
loy4PV.
4.2.2 Aperçu haut niveau de Alloy4PV
Alloy4PV (Alloy for Process Verification) est le nom donné à notre framework permettant
la vérification de procédés métiers. Ce framework est basé sur notre formalisation de fUML et est
implémenté en utilisant di érents modules Alloy. La figure 4.6 montre un aperçu du processus pour
e ectuer la vérification avec Alloy4PV dans un BPMS. Le BPMS prend en entrée un modèle
de procédé (Process Model) dans le format UML AD. La vue des propriétés (Properties View)
permet aux modélisateurs de sélectionner et d’exprimer des propriétés à travers une interface
graphique. La vue du procédé (Process View) a che les résultats de la vérification.
Alloy4PV est composé de cinq modules : Semantics.als, Syntax.als, Library.als,
ProcessModels.als et Properties.als. Dans la suite, nous détaillons le contenu de ces modèles
statiques et dynamiques (contextuellement générés) requis par l’Alloy Analyzer afin de vérifier
un modèle de procédé. Le but est de donner un aperçu global de la façon dont Alloy4PV
est implémenté en utilisant le langage Alloy, plutôt que de donner une définition exhaustive de
ceux-ci. De plus, trois routines sont nécessaires :
ProcessToAlloy pour représenter le modèle de procédé dans le langage Alloy.
PropertiesToAlloy pour représenter les propiétés à analyser dans le langage Alloy.
AlloyToProcess pour analyser les résultats retournés par l’Alloy Analyzer et les a cher à l’utili-
sateur.
Ainsi, nous détaillons les di érents modules Alloy et routines pour pouvoir vérifier de manière
automatique un procédé. Un listing complet de ces modules est disponible dans l’annexe A.
4.2.3 Modules statiques
Syntax.als Ce module représente la syntaxe du PML. Il contient les signatures et relations
Alloy pour représenter l’équivalent des classes et attributs du méta modèle, en l’occurrence, le
méta modèle de UML AD. Le listing de la figure 4.7 montre un exemple se concentrant sur les
ActivityEdges du méta modèle. Grâce à la notation orientée-objet de Alloy, il est naturel et
direct de représenter un méta modèle. Une méta classe correspond à une signature, et les attributs
des méta classes à des relations. De toute évidence, une signature existe pour représenter chacun
des éléments d’un AD.
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1 abstract sig FumlObject extends Object
2 abstract sig Element extends FumlObject {···}
3 abstract sig NamedElement extends Element {···}
4 abstract sig RedefinableElement extends NamedElement {···}
5 abstract sig ActivityEdge extends RedefinableElement {
6 source : ActivityNode,
7 target : ActivityNode
8 }
9 abstract sig ControlFlow extends ActivityEdge {}
10 abstract sig ObjectFlow extends ActivityEdge {}
Figure 4.7 – Apperçus de la partie pour représenter les ActivityEdge du module Syntax.als
1 abstract sig Resource extends Object {}
2
3 abstract sig Info {
4 use_i : ExecutableNode æset Resource,
5 timing_i : ExecutableNode æInt,
6 capacity_i : Resource æInt
7 }
8 fun Use : ExecutableNode æset Resource { Info·use_i }
9 fun Timing : ExecutableNode æInt { Info·timing_i }
10 fun Capacity : Resource æInt { Info·timing_i }
Listing 4.4 – Partie organisationnelle d’un procédé
Le listing 4.4 montre comment sont représentées les informations organisationnelles liées au
procédé. La signature abstraite Resource permet de définir les ressources. La signature abstraite
Info comprend 3 relations use_i, timing_i, capacity_i mappant respectivement des noeuds
exécutables vers un ensemble de ressources (pour représenter les ressources utilisées par l’action),
des noeuds exécutables vers un entier (pour représenter le nombre d’unités de temps nécessaire
pour exécuter le noeud) et une ressource vers un entier (pour exprimer la capacité d’utilisation de
la ressource). En plus de ces 3 relations, des fonctions (Use, Timing, Capacity) sont définies
pour accéder à toutes les informations organisationnelles définies sur le modèle. Définir ces
informations correspond donc à instancier la signature Info.
Ainsi, le module Syntax.als permet de représenter toutes les informations syntaxiques du
modèle défini dans la section 3.2 de la formalisation. Plus précisément, ce module contient les
signatures nécessaires pour représenter une instance d’un tuple Process.
Semantic.als Ce module correspond à la partie comportementale du PML. Il représente les
notions d’états, activation, et tir de transition définies dans la formalisation. Comme expliqué
dans la section 4.1.3, Alloy ne fournit pas de façon prédéfinie pour modéliser un comportement
dynamique, du fait que les instances peuvent être seulement peuplées d’atomes immutables. Il est
nécessaire d’utiliser l’idiome “traces pattern” [126] en introduisant une signature pour représenter
l’état global du système, et de modéliser les opérations comme des prédicats définissant les
relations entre les états avant et après. Nous utilisons la variante “global state” de ce patron.
Le listing 4.5 présente la signature State (ligne 6) pour représenter un état du système. Ligne
1, le module util/ordering est utilisé sur la signature State pour créer un ordre total et linéaire
entre les di érents états. La ligne 3 définit la signature Status, utilisée comme relation dans la
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1 open util/ordering[State]
2
3 abstract sig Status {}
4 one sig Running, Finished extends Status {}
5
6 sig State {
7 v : ActivityNode æone Int, // tokens
8 e : ActivityEdge æone Int, // offers
9
10 lc : ExecutableNode æone Int, // local clock
11 gc : Int, // global clock
12
13 running : Status
14 }
Listing 4.5 – Représentation d’un State
signature State (ligne 13). La ligne 4 définit deux singletons de Status : Running et Finished.
Quand chacune des relations (v, e, lc, gc) de State correspond aux informations représentant
un état tel que défini dans la formalisation (cf. definition State page 62), la relation running est
nécessaire seulement au niveau de l’implémentation. Cette relation permet de définir si la relation
de transition a pu se dérouler complètement. Lorsqu’il y a toujours des prédicats d’activation
évalués à vrai, running est a ecté à Running ; quand aucun prédicat d’activation n’est évalué à
vrai, running est a ecté à Finished.
Comme montré sur le listing 4.6, afin de simplifier la notation des futurs prédicats, il
est possible de définir di érentes fonctions et prédicats. Par exemple, le prédicat hasTokens
détermine si un noeud donné possède au moins un jeton. Il est important de noter que
nous utilisons ici la “receiver syntax” . State.hasTokens[node:ActivityNode] est l’équivalent
de hasTokens[this:State,node:ActivityNode]. Cette notation permet d’avoir une syntaxe
“orientée-objet” et plus naturelle lors de la définition du système.
Le listing 4.7 présente le fait traces pour contraindre un à un tous les états (State) du
système. “s” correspond à l’état courant, et “s’” à son état successeur (s.next). Ainsi, chacun
des States ayant sa relation running à Running est contraint par le prédicat transition. Ce
prédicat correspond au même prédicat que celui défini respectivement dans la formalisation et est
visible sur les lignes 16 à 22. De la même façon, il appelle les prédicats stepTime (ligne 25) et
stepTokens (ligne 28) afin de faire évoluer les états du système. Dans le cas où la relation running
est à faux, le prédicat endLoop (lignes 11 à 15) bégaye le dernier état en forçant l’égalité entre s et
s’. En e et, lorsque la borne pour la signature des States est supérieur, il arrive un moment où
la relation de transition ne peut plus être déroulée étant donné qu’aucun prédicat d’activation ne
peut être évalué à vrai. Dans ce cas-ci, comme préconisé par Jackson [126], la meilleure solution
consiste à simplement bégayer le dernier état, pour “remplir” les States supplémentaire.
Dans la suite, nous ne détaillons pas tous les prédicats d’activation et de tir, mais nous
présentons seulement les prédicats enabledFinish et fireFinish. Comme visible sur le listing 4.8,
les prédicats enabledFinish et fireFinish suivent exactement les définitions de la formalisation.
Finalement, le listing 4.9 présente le prédicat init, prenant en paramètre n, e et global
correspondant respectivement à la relation entre les ActivityNodes et leurs nombres de jetons, les
ActivityEdges et leurs nombres d’o res, et l’horloge globale du système. Ce prédicat initialise le
premier état du système. En e et, la relation first définie dans le module util/ordering renvoie
le premier état. Ainsi, tous les noeuds et arcs sont initialisés à 0 à l’exception de ceux donnés
en argument dans n et e (++ correspond à l’opérateur de recouvrement de relation, relational
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1 // getters
2 pred State·hasOffers[edge:ActivityEdge]
3 { this·e[edge] > 0 }
4 fun State·getTokens[node:ActivityNode] : Int
5 { this·v[node] }
6 pred State·hasTokens[node:ActivityNode]
7 { this·v[node] > 0 }
8 fun State·getOffers [edge:ActivityEdge] : Int
9 { this·e[edge] }
10 fun State·getLocalClock[node:ExecutableNode] : Int
11 { this·lc[node] }
12
13 // setters
14 pred State·setTokens[node:ActivityNode, i : Int]
15 { this·v[node] = i}
16 pred State·setOffers [edge:ActivityEdge, i : Int]
17 { this·e[edge] = i}
18 pred State·setLocalClock[node:ExecutableNode, i : Int]
19 { this·lc[node] = i }
20
21 // block Edge and Node
22 pred freezeAll[s,s’:State]
23 { freezeAllNode[s,s’,ActivityNode] and freezeAllEdge[s,s’,ActivityEdge]}
24 pred freezeAllEdge[s,s’:State,edge: set ActivityEdge]
25 { all e : edge | freezeEdge[s,s’,e] }
26 pred freezeAllNode[s,s’:State,node: set ActivityNode]
27 { all n : node | freezeNode[s,s’,n] }
28 pred freezeEdge[s,s’:State, edge:ActivityEdge]
29 {s·getOffers[edge] = s’·getOffers[edge] }
30 pred freezeNode[s,s’:State, node:ActivityNode]
31 { s·getTokens[node] = s’·getTokens[node] }
32 pred freezeTime[s,s’:State]
33 { s’·lc = s·lc and s’·gc = s·gc }
34 [···]
35
36 pred State·start[n:ExecutableNode]
37 { not this·hasTokens[n] and this·next·hasTokens[n] }
38 pred State·end[n:ExecutableNode]
39 { not this·hasTokens[n] and this·prev·hasTokens[n] }
Listing 4.6 – Quelques fonctions et prédicats pour simplifier l’écriture
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1 fact traces {
2 all s: State - last | let s’ = s·next | {
3 s·running = Running implies {
4 transition[s,s]
5 } else {
6 // stuttering the last state
7 endLoop[s,s’]
8 }
9 }
10 }
11 pred endLoop[s,s’:State] {
12 freezeAll[s,s’]
13 freezeTime[s,s’]
14 s’·running = Finished
15 }
16 pred transition[s,s’:State] {
17 some f:ActivityFinalNode | s·hasTokens[f] implies {
18 endLoop[s,s’]
19 } else {
20 s’·running = Running
21 (stepTime[s,s’] or stepTokens[s,s’])
22 }
23
24 }
25 pred stepTime[s,s’:State] {
26 s·enabledTime and fireTime[s,s’]
27 }
28 pred stepTokens[s,s’:State] {
29 one n:(ActivityNode-Pin) | {
30 (s·enabledStart[n] and fireStart[s,s’,n])
31 or
32 (s·enabledFinish[n] and fireFinish[s,s’,n])
33 }
34 }
Listing 4.7 – “traces pattern” pour dérouler la relation de transition
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1 pred State·enabledFinish[node:ActivityNode] {
2 this·hasTokens[node] // the node is already executing
3 some node·outgoing // the node owns outgoing edge
4 node in Action implies { // enough time spent on this action?
5 this·getLocalClock[node]·gte[Timing[node]]
6 }
7 }
8 pred fireFinish[s , s’ : State, node:ActivityNode] {
9 freezeTime[s,s’,node] // freeze all the clock except "node"
10 node in Action implies {
11 s’·setTokens[node, 0]
12 // add offers to both outgoing edge and outgoing edge of output
13 // the number of added offers corresponds to the number of tokens on the node
14 all edge : (node·outgoing+ node·output·outgoing) | {
15 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
16 }
17 // reset input and output pin
18 all pin : (node·output+ node·input) | {
19 s’·setTokens[pin, 0]
20 }
21 freezeAllEdge[s,s’,(ActivityEdge-(node·outgoing+ node·output·outgoing))]
22 freezeAllNode[s,s’,(ActivityNode-(node+ node·input+ node·output))]
23 }
24 else node in DecisionNode implies {
25 s’·setTokens[node, 0]
26 // offer tokens on only one outgoing edge
27 one edge : node·outgoing | {
28 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
29 freezeAllEdge[s,s’,(ActivityEdge-edge)]
30 }
31 freezeAllNode[s,s’,(ActivityNode-node)]
32 }
33 else node in ActivityNode implies {
34 s’·setTokens[node, 0]
35 all edge : node·outgoing | {
36 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
37 }
38 freezeAllEdge[s,s’,(ActivityEdge-node·outgoing)]
39 freezeAllNode[s,s’,(ActivityNode-node)]
40 }
41 }
Listing 4.8 – Prédicats d’activation et de tir pour terminer l’exécution d’un noeud
override operator). En outre, toutes les horloges locales sont initialisées à 0 et l’horloge globale
est initialisée à global.
Library.als contient l’ensemble des propriétés définies dans la section 3.3 de la formalisation,
représenté dans le langage Alloy. Alloy ne propose pas de représentation directe de la (P)LTL.
Cependant, la représentation en FOL des formules (P)LTL peut être e ectuée de manière (presque)
directe en suivant la traduction présentée dans [25], pour e ectuer du model-checking borné de
formule LTL. Dans [47], Cunha et al. expliquent en détail la traduction dans le langage Alloy
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1 pred init[ nodes:ActivityNodeæInt, edges:ActivityEdgeæInt, global : Int] {
2 first·v = (ActivityNode æ0) ++ nodes
3 first·e = (ActivityEdge æ0) ++ edges
4
5 first·gc = global
6 first·lc = (ExecutableNode æ0)
7
8 first·running = Running
9 }
Listing 4.9 – Predicat d’initialisation du système
des formules LTL en se basant sur les travaux de [25]. Dans cette section, nous ne redonnons
pas l’ensemble des propriétés de la section 3.3 exprimées avec Alloy, mais donnons quelques
exemples. En e et, redonner l’ensemble des propriétés exprimées en FOL (Alloy) serait redondant
par rapport à la formalisation des propriétés en PLTL présentée dans la section 3.3.
Il est important de comprendre que l’expression des propriétés repose grandement sur le
module util/ordering d’Alloy (tel que visible sur la figure 4.4) pour “accéder” aux di érents
états de la trace d’exécution. Les fonctions les plus couramment utilisées correspondent à :
– first pour retourner le premier état de la trace,
– last pour retourner le dernier état de la trace,
– s.next pour retourner l’état suivant de s,
– s.prev pour retourner l’état précédent de s,
– s.nexts pour retourner l’ensemble des états successeurs de s, et
– s.prevs pour retourner l’ensemble des états prédécesseurs de s.
(1.1) Possibilité de complétion.
F (
ﬂ
vœV lab(activityFinal)
(token(v)))
Cette propriété peut être traduite dans le langage Alloy tel que :
1 pred Completion {
2 some s:State, f:ActivityFinalNode | s·hasTokens[f]
3 }
spécifiant qu’il existe au moins un état (some s:State) et au moins un noeud final (some
f:ActivityFinalNode) tel que l’état s possède un jeton sur le noeud f.
(2.1) Données redondantes.
G (
ﬂ
vœV lab(activityFinal)
(token(v)) =∆
ﬁ
eœE,lab(target(e))œObject
(¬token(e)))
Cette propriété peut être traduite dans le langage Alloy comme suit :
1 pred RedondantData {
2 all s:State | some f:ActivityFinalNode | s·hasTokens[f] implies {
3 all o:ObjectFlow | not s·hasOffers[o]
4 }
5 }
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spécifiant que pour tous les états (all s:State) dont au moins un noeud final (some
f:ActivityFinalNode) possède un jeton (s.hasTokens[f]), les arcs de flux de données (all
o:ObjectFlow) n’ont pas d’o res (not s.hasOffers[o]).
(3.1) Ressource manquante.
G (
ﬁ
v œ V lab(action),
r œ Resource·
r œ Use(v)
(enabledStart(v) =∆
( |{o œ parallel | o ”= v · r œ Use(o)}| < Capacity(r))))
Cette propriété peut être traduite dans le langage Alloy tel que :
1 pred LackOfResource {
2 all s:State, en:ExecutableNode, r:Resource | s·enabledStart[en] and (r in Use[en])
implies {
3 #{ o : ExecutableNode | o ”= en and r in Use[o] and s·hasTokens[o] } < Capacity[r
]
4 }
5 }
spécifiant que pour tous les états (all s:State) et pour toutes les ressources (r:Resource) sur
lesquels un noeud exécutable (en:ExecutableNode) est prêt à être exécuté (s.enabledStart[en])
utilisant une ressource donnée (r in Use[en]), le nombre (#{expr} représente la cardinalité de
l’ensemble expr) d’autres noeuds (o:ExecutableNode | o != en) actuellement en cours d’exécu-
tion (s.hasTokens[o]) et utilisant la même ressource (r in Use[o]) est inférieur à la capacité
totale d’utilisation de la ressource (< Capacity[r]).
(4.3) Contrainte relative de début/fin d’activité.
’i œ N,G (end(b) · (i = gc) =∆ F (start(a) · (gc < i+ t)))
Nous avons choisi spécifiquement de présenter cette propriété étant donné qu’il est normalement
nécessaire de comparer les propositions atomiques de deux états entre eux (ce qui n’est pas
possible en LTL classique). Grâce au “traces pattern” , tous les états du système sont modélisés
explicitement. Ainsi, il est possible de s’adresser directement à n’importe quel State de la trace
d’exécution pour les comparer entre eux. Cette propriété peut être traduite dans le langage Alloy
de la façon suivante :
1 pred TimeRelativeNode[a,b:ExecutableNode, t:Int]{
2 all s1:State | s1·start[b] implies {
3 some s2 : (s1+ s1·nexts) | s2·start[a] and s2·gc·lt[s1·gc·add[t]]
4 }
5 }
spécifiant que pour tous les états (all s1:State) tel que le noeud exécutable “b” démarre
(s1.start[b]), il existe des états dans le futur (some s2 : (s1+s1.nexts)) tel que “a” com-
mence à s’exécuter (s2.start[a]) et que l’horloge globale à ce moment-là est inférieure à l’état
global plus t lorsque b avait démarré (s2.gc.lt[s1.gc.add[t]]). Le prédicat lt correspondant
à la comparaison “inférieure à” entre deux entiers. La fonction add correspondant à l’addition
entre deux entiers. Ces deux prédicats/fonctions ont la syntaxe “receiver” (Int.lt[Int] et
Int.add[Int]) et sont définis dans le module des entiers d’Alloy (util/integer).
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Propriété métier : relation_between
relation_between(a, b, c) def= G (token(a) =∆ F≠1 (tokens(b)) · F (token(c)))
Nous avons choisi cette propriété pour montrer comment sont exprimées les propriétés PLTL
utilisant un opérateur du passé. Cette propriété peut être traduite dans le langage Alloy de la
façon suivante :
1 pred relation_between[a,b,c:ExecutableNode] {
2 all s:State | s·hasTokens[a] implies {
3 (some s1:(s+ s·prevs) | s1·hasTokens[b] )
4 and
5 (some s2:(s+ s·nexts) | s2·hasTokens[c] )
6 }
7 }
spécifiant que pour tous les états (all s:State) tel que le noeud exécutable “a” possède un
jeton (s.hasTokens[a]), il existe des états dans le passé (some s1:(s+s.prevs)) et dans le
futur (some s2:(s+s.nexts)) tel que les noeuds “b” et “c” possèdent respectivement un jeton
(s1.hasTokens[b]/s2.hasTokens[c]). Comme visible ici, les opérateurs du passé de la PLTL
peuvent être facilement représentés grâce aux fonctions State.prev et State.prevs du module
ordering d’Alloy.
4.2.4 Modules dynamiques
Alors que la section précédente présentait les modules statiques, cette section présente les
modules dynamiques, c’est-à-dire les modules qui sont générés selon le procédé et les propriétés à
analyser.
ProcessModel.als représente l’instance du procédé à analyser. La figure 4.8 montre un simple
procédé avec du flux de contrôle et de données, des ressources, et des contraintes de temps.
La routine ProcessToAlloy permet de généré une spécification Alloy à partir du modèle de
procédé, tel que visible sur le listing 4.10. Chacun des éléments du procédé est représenté comme
un singleton (one sig) de son type équivalent, défini dans Syntax.als. Certains éléments, tels
que les noeuds exécutables et les pins, spécifient leurs relations vers l’élément correspondant
(ex. input = InB2 sur la ligne 17). Les informations organisationnelles telles que les ressources
utilisées par les actions (use_i), le temps pour l’e ectuer (timing_i) et la capacité d’utilisation
de chaque ressource (capacity_i) sont renseignées en instanciant la signature Info. Les lignes
28 et 29 définissent quelques MultiplicityElement pour spécifier la borne basse et haute des
pins. Les multiplicités les plus communes ([0,1], [1,1], [0,*], [1,*]) sont déjà définies dans le
module Syntax.als. Cependant, comme cela est visible sur ses lignes, il est possible de définir ses
propres multiplicités (ex. [1,2]). Il est important de noter que la fonction max (ligne 29) représente
l’entier maximal exprimable sur le système. Cette fonction est définie dans le module standard
util/integer. L’analyse des modèles Alloy reposant sur un SAT solveur, une multiplicité “infinie”
(ex. *) n’est pas directement représentable. Comme visible sur ce listing, la représentation du
procédé dans le langage Alloy est naturelle et directe. Chaque élément et concept correspond à
une nouvelle instanciation d’une signature définie dans le module Syntax.als.
Properties.als contient les commandes pour lancer l’Alloy Analyzer par rapport à un ensemble
de propriétés à vérifier. Le listing 4.11 montre le fait (fact) appelant le prédicat init, permettant
d’initialiser le premier état du système. Sur cet exemple, tous les noeuds initiaux (InitialNode)
sont initialisés avec un jeton, tous les arcs sont initialisés à zéro, et l’horloge globale est initialisée
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Figure 4.8 – Exemple de simple procédé avec du flux de données, des ressources, et des
contraintes de temps
1 open semantic
2 open syntax
3
4 // Organisational information
5 one sig R1 extends Resource {}{}
6 one sig InfoProcess extends Info {} {
7 use_i = (B2 æBankConnector) + (C æR1)
8 timing_i = (A æ1) + (B1 æ1) + (B2 æ1) + (B3 æ1)
9 capacity_i = (R1 æ1)
10 }
11
12 // UML AD
13 one sig Initial extends InitialNode {} {}
14 one sig A extends OpaqueAction {}{input = none and output = none}
15 one sig Fork extends ForkNode {} {}
16 one sig B1 extends OpaqueAction {}{input = none and output = OutB1}
17 one sig B2 extends OpaqueAction {}{input = InB2 and output = none}
18 one sig C extends OpaqueAction {}{input = none and output = none}
19 one sig Join extends JoinNode {} {}
20 one sig Final extends ActivityFinalNode {} {}
21 one sig OutB1 extends OutputPin {}{multiplicityElement = MultiOneOne}
22 one sig InB2 extends InputPin {}{multiplicityElement = MultiOneOne}
23 one sig f1 extends ObjectFlow {} {source = Initial and target = A}
24 [···]
25 one sig f8 extends ControlFlow {} {source = Join and target = Final}
26
27 // (common MultiplicityElement defined in Syntax·als)
28 one sig MultiOneOne extends MultiplicityElement {} {lower = 1 and upper = 1}
29 one sig MultiZeroStar extends MultiplicityElement {} {lower = 0 and upper = max[]}
Listing 4.10 – Représentation du procédé de la figure 4.8 en utilisant Alloy
à zéro. Ce prédicat est particulièrement utile pour pouvoir initialiser le système avec di érents
états initiaux. Par exemple, si le modèle de procédé est modifié à la volée, où si une propriété
temporelle est revérifiée pendant l’exécution, la possibilité d’initialiser l’état initial avec l’état
courant d’exécution est primordiale.
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1 fact initialize {
2 init[
3 InitialNode æ1,
4 ActivityEdge æ0,
5 0
6 ]
7 }
Listing 4.11 – Fait d’initialisation du système
1 run {Completion} for 0 but 15 State
2 check {Completion} for 0 but 15 State
3 check {relation_between[B1,A,B2]} for 0 but 15 State
4
5 // same as first line
6 run {Completion} for 0 but 15 State, 10 ActivityNode, 9 ActivityEdge, 1 Resource
7 run {Completion} for 0 but 15 State, 1 ActivityFinalNode, 1 InitialNode, 4
ExecutableNode, 8 ControlFlow, 1 ObjectFlow, ···, 1 Resource
Listing 4.12 – Commandes pour vérifier le système
Le listing 4.12 montre les commandes pour lancer l’analyse des propriétés. Comme expliqué
dans la section 4.1, il y a deux façons de lancer une analyse avec l’Alloy Analyzer. La commande
run (ligne 1) permet de chercher un modèle qui satisfait la formule, alors que la commande
check (lignes 2 et 3) permet de chercher un contre-exemple par rapport a la formule. Dans la
section 2.2.3, nous avons discuté de la di érence entre les propriétés faible et forte : une propriété
faible correspond à s’assurer qu’au moins une exécution satisfait la propriété quand une propriété
forte s’assure que la propriété est vraie, et ce quelle que soit l’exécution. Alloy permet donc de
répondre très facilement à ce besoin en utilisant respectivement la commande run et check pour
les propriétés faible et forte. La ligne 1 permet de chercher pour une exécution, tel que le procédé
termine (un noeud ActivityFinalNode possède un jeton) et de répondre à la propriété faible
Completion. La ligne 2 permet de s’assurer que, quelle que soit l’exécution, le procédé termine
toujours et répond à la propriété forte Completion. La ligne 3 permet de s’assurer que l’action
B1 est toujours exécutée entre A et B2. Sur cette propriété, le prédicat prend en paramètres les
actions instanciées dans le module ProcessModel.als.
Sur chacune des commandes, il est nécessaire de spécifier une borne sur les signatures pour
fermer le domaine. Toutes les bornes sont contraintes par le modèle de procédé pris en entrée afin
d’être analysé. Par exemple, si le procédé possède 10 noeuds, la borne de la signature ActivityNode
sera de 10. De la même façon, si le procédé possède 2 types de ressources di érentes, la borne des
Resource sera de 2. La partie “for 0” implique que, par défaut, toutes les signatures ont une
borne de 0, sauf (but) les signatures précisées après. Comme montré sur le listing (lignes 1, 2 et
3), seule la signature du nombre de State est précisée (cf. section suivante). Alloy possède de
nombreuses règles pour définir ces bornes de façon implicite lors de la définition des signatures ou
explicitement au niveau des commandes [126]. Du fait que le module ProcessModel.als possède
de nombreuses signatures de type singleton (one sig), l’Alloy Analyzer détermine ces bornes
implicitement à partir de la spécification soumise, et outrepasse la borne par défaut de 0. Ainsi,
les lignes 1, 6 et 7 sont équivalentes sur la manière dont l’Alloy Analyzer sera configuré pour
lancer l’analyse.
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Ainsi, la génération des propriétés par la routine PropertiesToAlloy est très simple à réaliser
et correspond seulement à générer les bons prédicats à analyser (avec ses paramètres si requis par
la propriété). La seule di culté consiste à connaître le nombre de State sur laquelle analyser
le procédé. En e et, l’Alloy Analyzer n’est pas capable de déterminer, de lui-même, le nombre
total de States nécessaire pour analyser “complètement” le modèle. C’est à l’utilisateur de choisir
cette borne. Il y a deux cas à distinguer :
1. La borne des States est supérieure au nombre de States normalement requis pour dérouler
complètement la relation de transition.
2. La borne des States n’est pas su sante pour dérouler complètement la relation de transition.
Nous avons vu que le premier cas est géré en bégayant le dernier état afin de “remplir” la trace.
Dans le second cas, nous expliquons dans la prochaine section comment calculer la borne de la
signature State (c’est-à-dire la longueur de la trace) afin de toujours pouvoir analyser de manière
“complète” le modèle de procédé.
4.2.5 Longueur de trace
En reprenant le cas d’exécution de la figure 3.4 présenté dans la formalisation, il est montré
qu’une borne de 10 States n’est pas su sante pour pouvoir dérouler complètement la relation
de transition. En revanche, une borne de 100 States est de toute évidence trop “grande” et non
nécessaire pour pouvoir analyser complètement le procédé.
Du fait que l’Alloy Analyzer repose sur un SAT solveur, il e ectue du model-checking borné
(BMC, pour Bounded Model Checking). Ainsi, il est seulement capable de garantir l’absence de
contre-exemple jusqu’à une certaine borne k. Cependant, dans le cas de la vérification de procédés,
le système vérifié n’est pas un système dont les executions sont infinies (tel que l’exécution d’un
système d’exploitation). Un procédé a un début et une fin, généralement marqués respectivement
par un noeud initial et un noeud final (InitialNode et ActivityFinalNode).
Du fait que nous savons qu’un procédé est amené à se terminer un jour, la relation de transition
définie est, en conséquence, elle aussi amenée à se terminer. Tel que défini dans le listing 4.7, le
déroulement de la relation de transition est terminé lorsque la relation running de l’état courant
est a ectée à Finished. Une fois a ecté à Finished, l’état est bégayé grâce au prédicat endLoop.
Ainsi, une façon de vérifier que le système possède toujours un nombre d’états su sant pour
dérouler complètement la relation de transition consiste à vérifier que pour chaque execution,
finalement, il existe au moins un état tel que sa relation running est a ectée à Finished. Dans le
cas contraire, cela implique qu’il existe au moins une exécution telle que la relation de transition
n’a pu se terminer, démontrant un besoin d’analyse sur un plus grand nombre d’états.
Le listing 4.13 présente le code Alloy pour e ectuer cette vérification, et, ainsi, calculer la
longueur de trace (c’est-à-dire le nombre de State) nécessaire pour e ectuer une analyse complète
du procédé. Ainsi, le prédicat transitionOver (ligne 1) spécifie qu’il existe des états (some
s:State) tels que la relation de transition est déroulée complètement (s.running = Finished).
Les lignes 6, 7 et 8 indiquent à l’Alloy Analyzer de vérifier que, quelle que soit l’exécution, le
prédicat transitionOver est toujours vrai. Ainsi, un contre-exemple est disponible seulement
quand le déroulement de la relation de transition n’a pu être terminée. Sur ces lignes, à partir de
40 States, aucun contre-exemple n’est trouvé. Il n’est pas possible de trouver une exécution telle
qu’en 40 States, la relation ne soit pas terminée.
Le calcul de la longueur de la trace consiste donc à vérifier le prédicat transitionOver en
incrémentant le nombre de States jusqu’à ce qu’aucun contre-exemple ne soit trouvé, c’est-à-dire
en utilisant des techniques d’incremental-scoping [26]. Ainsi, bien que nous e ectuons avec Alloy
du model-checking borné, nous analysons le modèle sur une longueur de trace su sante pour
prendre en compte toutes les exécutions possibles.
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1 pred transitionOver {
2 some s:State | s·running = Finished
3 }
4
5 [···]
6 check {transitionOver} for 0 but 20 State // counter-example
7 check {transitionOver} for 0 but 30 State // counter-example
8 check {transitionOver} for 0 but 40 State // NO counter-example
Listing 4.13 – Calcul de la longueur de trace
Figure 4.9 – Exemple de procédé potentiellement infini
Dans la pratique, le nombre d’analyses du prédicat transitionOver n’est jamais très im-
portant. En utilisant certaines heuristiques, il est possible de déterminer le nombre d’états
approximatifs du modèle. Un diagramme d’activité étant un graphe orienté, il est possible de le
transformer en graphe orienté pondéré (weighted graph). La pondération sur les arcs dépend des
temps associés aux actions. À partir de ce graphe, un simple calcul du plus long chemin vers un
des noeuds finaux permet d’avoir une approximation minimal du nombre d’états. À partir de
cette approximation, et en associant la technique d’incremental-scoping sur le nombre de State,
il est possible de déterminer la longueur de la trace pour tester toutes les exécutions possibles.
Il est important de noter que notre façon de calculer la longueur de trace est possible seulement
car nous vérifions un système fini, c’est-à-dire amené à se terminer.
La prochaine section discute des problèmes liés aux boucles dans les procédés.
4.2.6 Gestion des boucles dans le procédé
La figure 4.9 montre un exemple de procédé dont l’exécution est potentiellement infinie. En
e et, le noeud DecisionNode peut potentiellement toujours choisir la transition vers le noeud
MergeNode. Ainsi, en vérifiant, par exemple, la propriété Completion sur ce procédé, un contre-
exemple est toujours généré montrant que la transition vers le noeud MergeNode est toujours
choisie par le noeud DecisionNode.
Certains model-checker permettent de spécifier l’équité (fairness) au niveau du système. Une
condition d’équité permet de préciser que quelque chose ne se produit pas infiniment souvent.
Ainsi, une condition d’équité précisant que la transition vers le noeud MergeNode ne peut être
choisie indéfiniment résoudrait le problème des boucles dans le procédé, tel qu’utilisé par Eshuis
dans [79].
Cependant, Alloy ne propose pas de moyen de spécifier les conditions d’équité. Il est nécessaire
de restreindre le système pour ne pas prendre en compte les exécutions de sorte que cette transition
est choisie indéfiniment. Une façon de restreindre le système de cette manière est de rajouter
un fait (fact) s’assurant que seules les exécutions telles que la relation de transition a pu être
déroulée complètement (transitionOver) seront analysées :
1 fact fairness {
2 transitionOver
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3 }
Ainsi, le contre-exemple présenté précédemment ne peut plus être produit par l’Alloy Analyzer
du fait que, sur ce contre-exemple, la relation de transition n’est pas terminée.
En revanche, le problème de cette solution est qu’elle ne peut pas être utilisée pour calculer
la longueur de la trace telle que présentée dans la section précédente. En e et, parce qu’un fait
(fact) implique une restriction directement au niveau du système lui-même, vérifier le prédicat
transitionOver deviendrait trivialement vrai. Ainsi, lors du calcul de la longueur de trace sur
laquelle analyser le procédé, le système doit être restreint de façon à ce que, par exemple, la
même transition de sortie de noeud DecisionNode ne puisse pas être choisie plus de x fois (x
étant fixé par l’outil ou personnalisables selon les besoins de l’utilisateur) :
1 pred fairness[n:Int] {
2 all decision:DecisionNode | fairDecision[decision,n]
3 }
4 pred fairDecision[node:DecisionNode,n:Int] {
5 all edge:node·outgoing |
6 #{getNumberOfEdgeActivation[edge]} < = n
7 }
8 fun getNumberOfEdgeActivation[edge:ActivityEdge] : State {
9 { s : State | not s·hasOffers[edge] and s·next·hasOffers[edge] }
10 }
11
12 fact fairnessTransitionOver {
13 fairness[2]
14 }
15 fact fairnessTransitionOverUserDefined {
16 fairDecision[DecisionA, 1]
17 fairDecision[DecisionB, 5]
18 }
Le prédicat fairness impose que tous les noeuds de décision (all decision:DecisionNode) ne
puissent choisir la même transition indéfiniment (fairDecision). En e et, ce prédicat spécifie que
le nombre de fois (getNumberOfEdgeActivation) que ses arcs de sorties ont un jeton o ert soit
inférieur à n. Finalement, le fait fairnessTransitionOver (lignes 12 à 14) restreint le système
de manière à ce que tous les noeuds DecisionNode ne puissent choisir le même arc de sortie
plus de 2 fois. Il est aussi possible de laisser l’utilisateur définir manuellement, sur chacun des
di érents noeuds, le nombre maximal d’activations de ses arcs de sorties, tel que visible sur le
prédicat fairnessTransitionOverUserDefined.
La prochaine section présente la façon d’analyser le résultat renvoyé par l’Alloy Analyzer.
4.2.7 Analyse du résultat renvoyé par l’Alloy Analyzer
Quand l’ensemble des solutions ou des contre-exemples sont calculés par l’Alloy Analyzer,
les résultats sont renvoyés vers la Process View en utilisant la routine AlloyToProcess. Cette
routine analyse le résultat retourné par l’Alloy Analyzer (ex. en extrayant le chemin menant
à l’interblocage) et le montre sur la Process View. La figure 4.10 montre un modèle trouvé
par l’Alloy Analyzer. La sous-figure (a) présente l’ensemble des signatures et des relations
trouvées pour satisfaire la propriété faible Completion (c’est-à-dire un exemple d’exécution tel
que le procédé termine) par rapport au procédé de la figure 4.8. Toutes les States sont mises
“à plat” sur la visualisation. L’Alloy Analyzer permet de faire des projections par-dessus une
signature donnée, afin de pouvoir parcourir et visualiser le résultat de manière plus simple. Une
projection sur la première State est visible sur la sous-figure (b). L’Alloy Analyzer permet aussi
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(a) Résultat global
(b) Projection sur la première State
(c) Projection sur la première State avec personnalisation du thème pour les signatures et relations
Figure 4.10 – Résultat retourné par l’Alloy Analyzer sur la propriété faible Completion, dans
son ensemble (a), puis projeté sur le premier état (b) et avec un thème pour une meilleure
visualisation (c)
de personnaliser l’a chage des di érentes signatures et relations trouvées. La sous-figure (c)
montre la même projection que la sous-figure (b) mais avec une personnalisation de l’a chage.
Toutes les signatures autres que descendantes de ActivityNode ou ActivityEdge ont été cachées.
Les signatures ActivityEdge et ActivityNode sont respectivement mises sous forme de trapèzes
et rectangles. Les trapèzes de couleur rouge et verte représentent respectivement les ObjectFlow
et ControlFlow. Les rectangles de couleur rouge, jaune et bleu représentent les ObjectNode,
ExecutableNode et ControlNode. Une personnalisation supplémentaire a été apportée aux noeuds
InitialNode et ActivityFinalNode en leur donnant une forme de cercle simple et double. De
plus, les relations liées aux états ont été a chées directement sur leurs signatures associées,
c’est-à-dire que chacune des ActivityNode possède un attribut v représentant son nombre de
jetons. Ainsi, en parcourant dans l’ordre les States, il est possible de “rejouer” l’exécution
directement sous l’Alloy Analyzer.
L’API Alloy permet de récupérer un graphe d’objets représentant le graphe des signatures et
relations visibles sur la figure 4.10 (a). Récupérer la solution ou le contre-exemple représentant
l’exécution satisfaisant ou invalidant la propriété (run ou check) correspond donc à parcourir,
dans l’ordre, l’ensemble des signatures State renvoyé par l’API en regardant ou se situe les jetons
et les o res tant que la relation running est a ectée à Running. Une fois ce chemin récupéré,
il est possible de l’a cher à l’utilisateur dans la Process View, soit sous forme textuelle (ex.
{Initial, A,B, . . . , F inal}) ou mieux encore en l’a chant graphiquement sur le procédé.
L’annexe A présente l’ensemble du code Alloy présenté dans cette section, dont l’ensemble des
propriétés présenté dans la formalisation. La prochaine section présente notre outil, implémenté
au-dessus de la spécification Alloy afin d’automatiser tout le processus de vérification.
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Figure 4.11 – Outil graphique associé à Alloy4PV
4.3 Outil graphique associé à Alloy4PV
Au-dessus des spécifications Alloy de Alloy4PV, nous avons développé un outil, fourni
comme un plug-in Eclipse Modeling Framework (EMF). Il vient avec une librairie de propriétés
prédéfinies prêtes à être utilisées directement sur le modèle et permet d’ajouter des propriétés
métiers à travers une interface graphique. L’utilisateur a seulement à choisir dans l’interface
les propriétés qui l’intéressent, et remplir, si nécessaire, les paramètres (ex. le temps maximal
pour terminer le procédé). La figure 4.11 montre une impression d’écran de notre outil pour la
modélisation, l’exécution [155] et la vérification [153, 152] de procédé, en mettant en avant la partie
visuelle du procédé ainsi que son analyseur. Le prototype repose sur Obeo UML Designer pour
modéliser et a cher graphiquement le procédé. Afin de tirer parti des processeurs multicoeurs, il
incorpore un pool de threads afin de vérifier directement plusieurs propriétés en parallèle.
Modèle pris en entrée. Afin de définir et modéliser un procédé pris en entrées par notre prototype,
nous avons créer un méta modèle basé sur le méta modèle UML 2 afin de prendre en compte
certaines informations organisationnelles non représentables directement avec un simple diagramme
d’activité. Ce méta modèle est visible sur la figure 4.12. Nous avons volontairement gardé le méta
modèle simple en prenant seulement en compte les informations organisationnelles telles que
présentées dans le chapitre 3. Cette option a été choisie parce que les autres informations ne sont
pas nécessaires pour vérifier le comportement du procédé (ex. vérifier qu’une ressource donnée est
bien a ectée à un type d’action est un problème syntaxique). La méta classe ProcessActivity
étend Activity en ajoutant un attribut totalTime représentant le temps total alloué pour e ectuer
l’activité. La méta classe Resource permet de définir les ressources allouées au procédé, tout
en prenant en compte leurs capacités d’utilisation (capacity). La méta class ProcessAction
étend ExecutableNode en ajoutant un attribut permettant de spécifier le temps pour e ectuer
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Figure 4.12 – Méta modèle étendant le méta modèle de UML AD pour la définition des
informations organisationnelles
l’action (timeToPerform) tout en associant les Resources utilisées par celle-ci (use). La méta
class ProcessActivity contient aussi un ensemble de propriétés métiers (Property). Une méta
classe Property étend CommentNode et peut être de deux types di érents : SimpleProperty ou
LogicProperty. Une SimpleProperty correspond à une propriété basique telle que définie dans
la librairie de propriétés métiers présentée dans la section 3.3.5. Son attribut property sert à
contenir directement la propriété (ex. “existence(A)”). La méta classe LogicProperty permet de
définir des propriétés logiques composées de SimpleProperty. Une LogicProperty peut être de
type Unary ou Binary selon l’opérateur de la logique représenté :
Not permet de spécifier la négation d’une SimpleProperty.
And, Or, Imply permettent de spécifier les opérateurs AND, OR, et d’implication de la logique
entre deux SimpleProperty.
Les méta classes Property, LogicProperty, Unary et Binary sont abstraites. Ainsi,
SimpleProperty représente les propriétés métiers de notre librairie, et les méta classes Not, And,
Or, Imply permettent de composer des Property.
Il est important de noter qu’il aurait été possible de définir une méta classe par propriété
métier (ex. Existence contenant un attribut de type ProcessAction, etc). Cependant, nous
avons choisi de garder le méta modèle petit et simple, afin de ne pas avoir à modifier le méta
modèle à chaque modification de la librairie de propriétés métiers. La validité de l’attribut property
de SimpleProperty est assurée par l’outil.
Expression de propriétés métiers. Les propriétés métiers peuvent être ajoutées à travers des
templates prédéfinis, par exemple en sélectionnant que l’ActionA doit toujours être exécutée avant
l’ActionB. La figure 4.13 (a) montre un exemple d’expression de propriétés métiers à travers
l’interface graphique : l’utilisateur sélectionne le type de propriétés (RELATION sur cet exemple),
puis les di érents paramètres nécessaires sont ensuite sélectionnables par l’utilisateur. Dans ce
cas-ci, seuls les noeuds ExecutableNode sont sélectionnables dans les listes déroulantes. Il est
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(a)
(b)
Figure 4.13 – Expression de propriétés métiers sur le procédé (a) avec a chage des propriétés
sur le procédé sous forme d’annotations (b)
aussi possible de sélectionner le type de propriétés logiques, et de sélectionner si l’on souhaite
faire une relation AND, OR, Not ou Imply entre deux propriétés définies précédemment. Une fois
la propriété validée, un élément de type Property est ajouté sur le modèle. Comme visible sur la
figure 4.13 (b), les propriétés métiers sont visibles sous forme d’annotations, où plus précisément
de noeud UML CommentNode.
Résultat de vérification. Quand la vérification est e ectuée, le chemin menant vers le contre-
exemple (s’il y en a un) est mis en évidence en vert pour les propriétés faible et en rouge pour les
propriétés forte. De plus, des noeuds UML CommentNodes sont directement insérés dans le modèle
afin d’a cher les erreurs qui doivent être corrigées sur le modèle. Finalement, les annotations
sont coloriées en vert quand la propriété est valide, et en rouge quand la propriété est invalide.
Il est important de noter que le prototype ne demande aucun bagage formel pour être utilisé
par le modélisateur. Tout est automatisé à travers l’utilisation de l’interface graphique, et ce, afin
de faciliter l’adoption de l’outil.
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Figure 4.14 – Procédé sou rant à la fois d’impossibilité de complétion et de données manquantes
4.3.1 Ordre de vérification des propriétés
Afin de faire un diagnostic précis des erreurs d’un procédé, il est nécessaire de suivre un
ordre pour vérifier les propriétés du procédé. En e et, certaines propriétés non valides entraînent
automatiquement l’invalidité d’autres propriétés dépendant des caractéristiques assurées par cette
dernière. Par exemple, un problème syntaxique tel que l’exemple (f) de la figure 2.4 (page 20)
implique directement des problèmes comportementaux tels que des inters blocages et/ou des
transitions mortes. Ainsi, il est nécessaire de corriger les erreurs syntaxiques avant la vérification
des propriétés comportementales.
Le flux de contrôle du procédé définit les chemins d’exécution possibles du procédé. Les
données, l’allocation des ressources et la durée des activités ne font que restreindre ces chemins
d’exécution, c’est-à-dire qu’ils ne peuvent pas ajouter de nouveaux chemins d’exécution qui ont
été exclus par la perspective du flux de contrôle [271]. Prenons en exemple le procédé de la
figure 4.14. Ce procédé sou re à la fois du problème de la figure 2.6 (impossibilité de complétion,
page 22) et de la figure 2.9 (données manquantes, page 23). En analysant ces 2 propriétés,
on obtient le même contre-exemple : {A,C}. Il est, dès lors, plus compliqué de comprendre
la raison de l’insatisfiabilité des propriétés. Ainsi, de la même manière qu’il est nécessaire de
vérifier les propriétés syntaxiques avant les propriétés comportementales, un ordre existe parmi
ces dernières. En e et, un problème au niveau du flux de contrôle a pour conséquence d’entraîner
automatiquement une insatisfiabilité d’autres propriétés. Par exemple, une propriété de temps
sur la durée du procédé pourrait être insatisfiable, car si le procédé est sujet aux interblocages, il
ne peut tout simplement pas se terminer. En reprenant l’exemple de la figure 4.14, si ce procédé
sou rait seulement du problème de données manquantes (en retirant le ControlFlow de B vers
D), la vérification de la propriété d’impossibilité de complétion retournerait quand même un
contre-exemple, bien que le problème se situe sur le flux de données. Ainsi, il est non seulement
nécessaire d’e ectuer l’analyse des propriétés selon un ordre défini, mais aussi nécessaire de faire
une abstraction de certaines perspectives lors de l’analyse.
Ainsi, il est nécessaire d’analyser en premier lieu le flux de contrôle en isolation, puis les
propriétés de flux de données combinées avec la perspective de flux de contrôle. Quand ces deux
analyses sont terminées, il est possible d’analyser les propriétés liées aux ressources et au temps de
manière unifiée avec toutes les perspectives. Prenons en exemple le procédé de la figure 2.11. Ce
procédé est annoté avec l’utilisation des ressources ainsi que des contraintes temporelles. “Est-il
possible de terminer le procédé en 4h ?”. Dans le cas où l’on fait abstraction de l’utilisation des
ressources, cette propriété est vraie. Toutes les actions sont exécutées (A, B, C, D), mais C est
exécuté en même temps que B. Cependant, dans le cas où l’on prend en compte l’utilisation des
ressources, il est impossible d’exécuter B et C en même temps du fait que ces actions utilisent la
même ressource. Bien que le flux de contrôle définisse ces actions après un ForkNode, les autorisant
à s’exécuter en parallèle, la ressource R1 restreint ce comportement. Ainsi, la vérification des
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Figure 4.15 – Procédé annoté avec l’utilisation des ressources et contraintes temporelles
Figure 4.16 – Ordre d’analyse des propriétés mis en oeuvre par Alloy4PV
propriétés liées aux ressources et aux temps nécessite de prendre en compte toutes les perspectives
du procédé de façon combinée. La figure 4.16 résume l’ordre d’analyse des propriétés sur un
procédé.
Ainsi, nous avons en fait implémenté 2 versions du module Semantics.als :
Flux de contrôle et flux de données. Toutes les conditions dans les di érents prédicats (pré condi-
tions et activation) liées aux ressources et aux temps (horloges locales et globales) ont été
complètement retirées.
Complet Implémentation complète de la formalisation ne faisant aucune abstraction.
L’intérêt principal de ces deux versions concerne l’e cacité de la vérification. En e et, dû aux
nombreux tics de l’horloge globale et des horloges locales, de nombreux états sont introduits
pour supporter l’écoulement du temps dans le système. Cependant, pour une grande gamme de
propriétés (celle liée au flux de contrôle et de données), le calcul de ces états intermédiaires n’est
pas nécessaire.
L’outil associé à Alloy4PV guide l’utilisateur pour la correction du procédé. En suivant
l’ordre établi sur la figure 4.16, l’utilisateur est encouragé à corriger en premier lieu les erreurs
trouvées sur la dite perspective avant de passer à la perspective suivante. De cette façon, il est
beaucoup plus facile de comprendre et de raisonner sur la raison de cette erreur comportementale
qui est présente sur le procédé.
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4.4 Conclusion
Ce chapitre présente une implémentation de notre formalisation en utilisant le langage Alloy.
Afin d’automatiser tout le processus de vérification, un outil basé sur Eclipse EMF, Obeo Designer
et l’API d’Alloy a été développé. L’outil permet de vérifier une grande gamme de propriétés sur
le flux de contrôles, de données, des ressources et du temps. Il permet aussi de spécifier et vérifier
des propriétés métiers basées sur une librairie paramétrable.
Un des points importants concernant l’utilisation de l’outil est qu’aucun bagage mathématique
n’est requis par l’utilisateur pour pouvoir vérifier son procédé. Aucune connaissance du langage
Alloy, ni en expression de logique temporelle n’est requise. L’Alloy Analyzer est complètement
caché à l’utilisateur. Tout est automatisé à travers l’utilisation de l’interface graphique pour
faciliter l’adoption de l’outil.
Bien que l’approche proposée ici soit basée sur du model-checking borné, nous prenons en
compte les boucles dans le procédé et calculons la longueur de trace nécessaire pour vérifier toutes
les exécutions pertinentes du modèle.
De toute évidence, une certaine compréhension de la sémantique de fUML est requise par
l’utilisateur pour “comprendre” les erreurs et corriger le modèle. La correction automatique
d’erreur comportementale reste un problème ouvert, auquel certains auteurs tentent de répondre
[95]. Cependant, sans connaître les intentions réelles du modélisateur, il peut être di cile de
proposer une correction adaptée à ses besoins réels.
Le prochain chapitre présente une approche permettant de générer aléatoirement des procédés,
afin de pouvoir générer un ensemble de modèles de test pour évaluer Alloy4PV.
Chapitre 5
Generation de procédés basée sur un
algorithme génétique multi objectif
La complexité croissante des procédés (ex. métiers, logiciels, médicaux ou militaires), stimule
l’adoption de toujours plus de techniques d’exécution, d’analyse et de vérification. Cependant,
ces techniques ne peuvent pas être validées précisément du fait qu’il n’est pas possible d’obtenir
de nombreux modèles de procédés réalistes afin de les mettres à l’épreuve. Le petit ensemble
de modèles de procédés disponible publiquement dans la littérature est généralement insu sant
pour conduire une étude empirique sérieuse et, ainsi, valider complètement les travaux autour de
l’analyse et la vérification de procédés.
Dans ce chapitre, nous répondons à ce problème en proposant un générateur aléatoire de
procédés basé sur un algorithme génétique multi objectif. L’originalité de notre approche provient
du fait que le modèle de procédés est construit au travers d’une séquence d’opérations de
haut niveau (appelées change patterns) inspirée de la façon dont un modélisateur aurait pu
travailler pour modéliser un procédé. De plus, l’approche utilisée est générique et complètement
indépendante du langage de modélisation. Un prototype basé sur cet algorithme a été implémenté
et montre qu’il est possible de générer rapidement de gros procédés, syntaxiquement corrects, et
personnalisés selon le besoin de l’utilisateur.
La section 5.1 présente les motivations pour la création d’une approche permettant de générer
des procédés. La section 5.2 présente notre idée pour représenter et générer un procédé. La section
5.3 présente le fonctionnement des algorithmes génétiques et la section 5.4 les utilise pour générer
des procédés. La section 5.5 discute de la validité des procédés générés. La section 5.6 présente
le prototype que nous avons développé. La section 5.7 présente l’évaluation de ce prototype. La
section 5.8 présente l’état de l’art concernant la génération de modèles. Finalement, la section 5.9
conclut ce chapitre en présentant les futures perspectives de ce travail.
5.1 Motivations
Une situation frustrante à laquelle doivent faire face beaucoup de scientifiques est l’incapacité
de valider leurs approches par manque de données et de modèles réalistes. Par modèles réalistes,
nous entendons de modèles non seulement d’une taille donnée, mais aussi exposant certaines
propriétés spécifiques et des constructions complexes, comparables à ce qu’un modélisateur aurait
pu produire dans un projet réel. La communauté de modélisation et d’analyse de procédés sou re
particulièrement de ce manque. En e et, beaucoup d’approches ont été proposées pour vérifier
et analyser des procédés. Cependant, ces approches ne peuvent pas être validées précisément
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parce qu’il n’est pas possible d’obtenir de nombreux procédés réalistes afin de les tester. Le
petit ensemble d’“échantillons” de modèles publiquement disponibles dans la littérature est
généralement insu sant pour conduire une étude empirique sérieuse. De plus, certains procédés
disponibles sont souvent sous forme textuelle ou dans un formalisme inadapté, ce qui entraîne le
besoin de convertir le procédé dans le format d’entrée attendu par l’outil d’analyse.
Une des solutions aurait pu être de promouvoir des initiatives afin de mettre en place un
dépôt de procédés. Cependant, ce genre d’initiatives rencontre des problèmes de confidentialité.
Peu d’organisations acceptent de partager leurs modèles (ex. seuls 150 modèles ont été soumis
sur le dépôt Moogle [165]). Additionnellement, aucune garantie n’est disponible sur la qualité et
la sûreté de ces modèles, ou, s’ils disposent de propriétés intéressantes, pour tester la validité
d’approches de vérification.
Dans la littérature, beaucoup d’approches ont été proposées pour générer des modèles à des
fins de tests [177, 180, 74, 202, 31]. Toutes ces approches concernent la génération de modèles
ayant des préoccupations structurelles, c’est-à-dire des diagrammes de classes ou autres instances
de méta-modèles EMF. Généralement, le but principal de ces approches est de tester le passage
à l’échelle de certains outils ou approches. Ces générateurs ont généralement été utilisés pour
produire de gros modèles pour tester, par exemple, le passage à l’échelle de la vérification de
langage ou la comparaison de modèles. Un des problèmes majeurs concernant ces approches de
génération concerne l’impossibilité de définir certains paramètres pendant la génération : (1)
des contraintes syntaxiques, (2) des contraintes entre les di érents éléments générés, (3) des
pondérations sur la façon dont les éléments seront générés, et (4) des objectifs sur le modèle
généré. Par exemple, l’application de l’approche proposée par Mougenot et al. [180] pourrait
potentiellement générer le procédé visible sur la figure 5.1. Cependant, ce procédé, en plus de
posséder des erreurs syntaxiques, ne ressemble en rien à un procédé qu’un modélisateur aurait pu
avoir modélisé. Le principal problème de toutes ces approches est que, à notre connaissance, aucune
d’entre elles n’abordent la génération de modèles comportementaux. Un modèle comportemental
tel qu’un procédé possède une logique d’execution exprimé en composant le modèle de di érent
éléments de manière logique pour exprimer une certaine dynamique. Une simple génération
d’éléments aléatoire ne garantis pas des modèles réalistes.
Figure 5.1 – Exemple de procédé qui aurait pu être généré par les approches de la littérature
La vérification de procédés est plus préoccupée par la vérification des propriétés comportemen-
tales (telles que présentées dans la section 2.2) présentes dans le modèle de procédé, plutôt que
simplement leur taille. C’est pourquoi, une approche générant aléatoirement un certain nombre
de di érents noeuds et arcs n’est pas su sante. Afin de valider une approche de vérification, il est
nécessaire d’avoir des modèles réalistes, comportant certains workflow patterns [259], ayant des
constructions complexes telles que les boucles, routage parallèle et conditionnel, synchronisation
et fusion de flux alternatifs, combinées d’une façon cohérente, de la façon dont un modélisateur
aurait pu les créer.
De plus, il y a généralement di érents objectifs derrière chacune des génération de procédés.
Par exemple, si le but de la génération est de tester le passage à l’échelle d’approche d’exécution
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de procédé, il est important de pouvoir influencer la génération vers un procédé massivement
parallèle. Ainsi, nous avons identifié plusieurs objectifs de générations :
1. la taille du procédé généré (ex. le procédé doit contenir environ 100 noeuds),
2. le nombre de chacun des éléments du méta-modèle (ex. le procédé doit contenir plus de
trois structures de branchement parallèles, et moins de trente activités),
3. des contraintes syntaxiques (ex. les noeuds de branchement conditionnel n’ont pas plus de
trois arcs sortants), et
4. la présence (ou non) de workflow patterns [259]. Les workflow patterns representent un
ensemble de patrons récurrents que l’on peux rencontrer quand on définie un modèle de
procédé. Ils définissent donc des structures que l’on peux appliquer sur les di érentes
perspectives d’un procédé, pour répondre a di érent problèmes et situations lors de la
modélisation.
La section suivante présente notre intuition pour représenter et générer un procédé.
5.2 Idées pour représenter et générer un procédé
Figure 5.2 – Vue d’ensemble des change patterns [275]
Dans [275], Weber et al. proposent un ensemble d’opérations de haut niveau (change patterns)
pour adapter un procédé. Cet ensemble a été trouvé empiriquement en utilisant des procédés
métiers de di érents domaines (santé, automobile, etc). Une vue d’ensemble de ces change
patterns est visible sur la figure 5.2. Ces change patterns permettent donc d’adapter un procédé
en ajoutant, supprimant, déplaçant ou modifiant une partie d’un procédé. Dans cette section,
nous ne présentons pas l’ensemble de ces change patterns, mais donnons simplement un aperçu
du change pattern AP1 pour ajouter un fragment de procédé. Comme visible sur la figure 5.3,
ce change pattern possède trois variantes d’insertion : sequentielle, parrallèle et conditionnelle.
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Figure 5.3 – “AP1 Insert Process Fragment” change pattern [275]
Le fragment X peut être un simple noeud ou un ensemble d’éléments. L’application d’un change
pattern transforme donc un procédé S en un autre procédé SÕ contenant le nouveau fragment X.
Un procédé peut être représenté comme une séquence d’application de change patterns. La
figure 5.4 montre la construction d’un procédé en 6 étapes en utilisant seulement les change
patterns de la figure 5.3. Il est important de noter que les change patterns n’ont pas été définis
spécifiquement pour les diagrammes d’activité UML, mais sont indépendants du langage de
modélisation de procédés. Cependant, générer des procédés en appliquant aléatoirement des
change patterns ne garantit en rien des procédés réalistes, ou des procédés exposant certains
objectifs définis (présentés dans la section précédente). Comment atteindre les objectifs fixés par
l’utilisateur lors de la génération ? La section suivante présente les algorithmes génétiques, une
solution pour générer aléatoirement des procédés atteignant des objectifs désirés.
Figure 5.4 – Construction d’un procédé en 6 étapes, en utilisant seulement le “Insert Process
Fragment” pattern
5.3 Genetic Algorithm
Les algorithmes génétiques (GA, pour Genetic Algorithm) [53] sont des algorithmes de
recherche probabilistes qui utilisent le principe de sélection naturelle (basé sur la théorie de
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l’évolution de Darwin) pour résoudre itérativement un ensemble de solutions (appellé population)
vers une solution optimum. Une solution potentielle est appelée un chromosome. Un chromosome
est composé de multiples gènes. Un gène est une composante distincte d’une solution potentielle.
Durant chaque évolution, le principe de sélection naturelle est appliqué pour déterminer quelles
solutions survivent, et quelles solutions sont écartées.
Afin d’e ectuer le processus de sélection, une fonction d’évaluation (fitness en anglais) est
requise afin d’être capable d’évaluer la qualité d’une solution parmi les autres. La fonction
d’évaluation a ecte un entier positif, ou score (fitness value en anglais), reflétant la qualité de la
solution donnée (ex. un grand nombre implique une meilleure solution). Ce score est ainsi utilisé
dans le processus de sélection naturelle pour choisir quelle solution potentielle continuera sur la
prochaine génération, et lesquelles disparaitront. Cependant, le processus de sélection ne choisit
pas forcément les x meilleures solutions. Les solutions sont en réalité choisies statistiquement de
manière à ce qu’une solution avec un score élevé ait plus de chance d’être choisi, mais rien n’est
garanti. Ce comportement est dû au fait qu’une solution peut être temporairement inférieure aux
autres, mais pourrait évoluer dans plusieurs générations en une solution encore meilleure que les
précédentes “meilleures” solutions. La taille de la population est fixe, ainsi un candidat peut être
sélectionné plusieurs fois.
Pour faire évoluer la population en une nouvelle, des opérations génétiques sont appliquées
sur la population telles que : (1) la reproduction, c’est-à-dire faire une copie d’une solution
potentielle (2) le croisement, c’est-à-dire échanger les gènes entre deux solutions potentielles,
simulant l’“accouplement” des deux solutions et (3) la mutation, c’est-à-dire l’altération aléatoire
des gènes d’une solution potentielle.
L’évolution continue jusqu’à ce qu’une condition de terminaison soit atteinte telle qu’une
limite de temps ou qu’un score désiré soient atteints par un membre de la population.
Ainsi, le plan pour appliquer un algorithme génétique correspond à :
1. Genèse : Création d’un ensemble initial de n candidats (population), ou solutions potentielles
(fournis ou générés aléatoirement).
2. Evaluation : Évaluation de chacun des membres de la population en utilisant une fonction
d’évaluation.
3. Survie du plus apte : Sélection d’un certain nombre de membres de la population, favorisant
ceux ayant un score élevé.
4. Evolution : Génération d’une nouvelle population en appliquant des opérations génétiques.
5. Iteration : Répétition des étapes 2 à 4 jusqu’à ce que la condition de terminaison soit
atteinte.
5.4 Utilisation d’un algorithme genetique pour la génération de
procédés
L’intérêt d’utiliser un GA pour générer des procédés provient de leur habilité à optimiser
une population de solutions potentielles vers les objectifs de génération désirés. En donnant
à l’algorithme un moyen de faire évoluer un procédé et en donnant une fonction d’évaluation
des objectifs, le GA est capable de faire évoluer une population de candidats vers une solution
potentielle à travers le principe de sélection naturelle.
La figure 5.5 montre comment le GA est utilisé pour générer un procédé et est expliquée dans
la suite en reprenant les étapes décrites précédemment pour appliquer un GA. Un chromosome
correspond à un procédé quand un élément de celui-ci (c’est-à-dire des noeuds et arcs) représente
ses gènes.
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Figure 5.5 – Vue globale de l’utilisation d’un GA pour la génération d’un procédé [156]
Genèse. Afin de configurer la population initiale, certaines informations sont requises :
– La taille de la population, qui correspond au nombre maximal de solutions possibles. Une
taille importante augmente les chances de converger plus rapidement vers les objectifs, au
coût d’un temps de calcul supérieur pour faire évoluer la population.
– Le procédé initial qui évoluera pendant la phase d’évolution. Par défaut, le procédé cor-
respond à un simple procédé avec un noeud initial (ex. InitialNode) et un noeud final
(ex. ActivityFinalNode). Ce choix est naturel du fait que tous les procédés possèdent un
début et une fin. Par ailleurs, il est aussi possible d’utiliser un procédé initial défini par
l’utilisateur. Dans ce cas, les procédés générés seront une dérivation de ce procédé. Ainsi,
ce procédé initial est copié dans toute la population initiale.
Evaluation. La fonction d’évaluation évalue une solution par rapport aux objectifs définis. En
partant du principe que p est une solution potentielle, Cs est la taille désirée du procédé, Cm est
la marge acceptée sur la taille Cs, Ce est l’ensemble qui contient le nombre désiré de chacun des
éléments du méta-modèle, Cw est l’ensemble qui contient le nombre désiré de workflow patterns,
Cc est l’ensemble des contraintes syntaxiques, et Ws, We, Ww, Wc sont les poids respectifs à
chacun de ces objectifs. Soit W la somme de tous les poids. Soit hold(candidate, objective) une
fonction qui retourne 1 si l’objectif (objective) est atteint par le candidat (candidate), et 0 dans
le cas contraire. Soit size(candidate) une fonction qui retourne la taille (en terme de nombre
de noeuds et arcs) d’un candidat (candidate). Soit margin(x) une fonction de seuil utilisé pour
connaître les tailles de procédé acceptées selon la marge Cm. La fonction fitness(candidate)
retourne un réel entre [0, 1] qui reflète la qualité du candidat (une valeur élevée veut dire que la
solution est meilleure) :
margin(x) =
Y][0 i x 6 Cm1 i x > Cm
fitness(p) =
A
1
1 +margin(|size(p)≠ Cs|)
B
ú Ws
W
+
Qa ÿ
wœCw
hold(p, w)
card(Cw)
Rb ú Ww
W
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+
Qaÿ
eœCe
hold(p, e)
card(Ce)
Rb ú We
W
+
Qaÿ
cœCc
hold(p, c)
card(Cc)
Rb ú Wc
W
(5.1)
Soit ” un nombre réel entre [0, 1] représentants le seuil d’acceptation d’un candidat. Soit
fitenough(candidate) une fonction qui retourne un booléen déterminant si la solution est consi-
dérée su samment correcte (c’est-à-dire si les objectifs sont atteints) :
fitenough(p) = 1≠ fitness(p) < ” (5.2)
Il est important de noter qu’une valeur faible a ectée à ” implique plus de rigidité afin qu’une
solution potentielle p soit jugée su samment correcte. Le principal intérêt d’utiliser des poids
est que s’il est impossible de remplir tous les objectifs, il est toujours possible de prioriser les
objectifs les plus importants en leur associant un poids plus grand. Les objectifs peuvent être
vus comme des buts moue qui doivent être atteint le mieux possible. Plus des objectifs sont
ajoutés sur les buts de la génération, plus l’ensemble des solutions potentielles est restreint. Par
exemple, il existe moins de solutions possibles correspondant à “générer un procédé de 10 noeuds
dont 3 de branchement conditionnel” que simplement “générer un procédé de 10 noeuds”. De
plus, certain objectifs peuvent être mutuellement exclusifs : “générer un procédé ne contenant
aucun noeud de branchement parallèle, mais contenant le workflow pattern parallel split”. En
e et, un procédé contenant le workflow pattern “parallel split” contient forcément un noeud de
branchement parallèle. Ainsi dans ce genre de cas, il est impossible de satisfaire tous les objectifs.
Survie du plus apte. La sélection doit favoriser les candidats jugés bons par rapport à ceux
jugés plus faibles. Cependant, il n’y a pas de règles générales, aucune stratégie n’est la meilleure
pour tous les problèmes. Nous utilisons la technique de sélection proportionnelle aux scores la
plus couramment utilisée, appelée “Roulette Wheel Selection” (RWS) [15]. Conceptuellement,
chacun des membres de la population se voit attribué une section sur une roulette imaginaire.
Une proportion de la roue est attribuée à chacun des candidats en fonction de leurs scores. À
l’inverse d’une roue réelle, les sections sont de di érentes tailles, proportionnellement à chacune,
de manière à ce que les candidats avec un score élevé se voient attribuer une plus grosse portion
de la roue. La roue est ainsi tournée, et le candidat associé à la section sélectionnée est choisi.
La roue est tournée autant de fois que nécessaire pour sélectionner l’ensemble des parents de la
génération suivante. Afin de s’assurer que certains candidats prometteurs ne puissent être perdus
lors du passage à la génération suivante, nous utilisons le principe d’élitisme. Ce principe implique
qu’une portion des meilleurs candidats est directement copiée vers la prochaine génération.
Evolution. Pour chacune des évolutions, certaines opérations génétiques sont appliquées sur
chacun des candidats de la population. Nous utilisons seulement le principe de mutation. Dans
notre cas, cette mutation correspond à l’application aléatoire d’un change pattern. Afin de générer
des procédés réalistes, il est nécessaire de pouvoir spécifier une probabilité sur la chance d’appliquer
un change pattern donné sur un candidat. En e et, lorsqu’un modélisateur construit un procédé,
il y a plus de chance qu’il e ectue un serialInsert plutôt qu’un conditionalInsert. Ainsi,
la fonction d’évolution a besoin de prendre en compte une probabilité définie par l’utilisateur
pour chacun des change patterns. Il est bien évidemment possible de donner des probabilités par
défaut à chacun des change patterns en étudiant des procédés de la littérature ou d’un domaine
donné. Cependant, il est intéressant de pouvoir modifier ces valeurs. Par exemple, augmenter la
probabilité d’application du change pattern parallelInsert augmentera les chances de générer
des procédés massivement parallèles tout en réduisant les chances de générer des procédés plutôt
séquentiels. Des probabilités bien a nées sur chacun des change patterns permettent de générer
des procédés réalistes en simulant ce qu’aurait fait réellement un modélisateur. Ainsi, la mutation
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correspond à appliquer un change pattern selon sa probabilité d’être choisie. La population entière
évolue en parallèle.
Iteration. La génération termine quand une condition est atteinte. Nous proposons plusieurs
solutions (non exclusives) pour terminer la génération :
1. Arret quand une solution est trouvée (la fonction fitenough renvoie vraie) ;
2. Arret après x itérations ;
3. Arret après x stagnation du meilleur candidat (aucune amélioration du score après plusieurs
itérations) ;
4. Arret après x secondes (permets de spécifier un temps d’expiration s’assurant que l’algo-
rithme ne s’exécute pas indéfiniment).
Si plusieurs conditions de terminaison sont spécifiées, l’évolution s’arrête dès que l’une d’entre
elles est atteinte. Utiliser simplement la condition n°1 peut impliquer que l’algorithme s’exécute
indéfiniment. Par exemple, en cas d’objectifs mutuellement exclusifs, il est possible que le score
des candidats soit toujours insu sant pour que la fonction fitenough renvoie vraie. Ainsi, les
conditions n°2, 3 et 4 donnent des conditions qui finiront forcément au bout d’un certain temps à
être remplies. Quand l’évolution se termine, l’algorithme renvoie le candidat dont le score est le
plus élevé. Ainsi, le candidat est la solution, c’est-à-dire le procédé généré.
5.5 Validité des procédés générés
Comme expliqué dans la section 2.2, la validité d’un procédé concerne deux aspects : (1)
vérifier si le procédé est bien formé (c’est-à-dire sans les erreurs syntaxiques), et (2) de déterminer
en avance, si le procédé exhibe certains comportements désirables (c’est-à-dire sans les erreurs
comportementales).
La construction du procédé à travers une séquence de change pattern permet d’assurer la
sûreté syntaxique. En e et, l’application d’un change pattern ne peut entraîner l’ajout d’erreurs
syntaxiques [275]. La seule façon de générer des procédés contenant des erreurs syntaxiques est
de fournir un procédé en contenant lors de la phase d’initialisation de la population (cf. la phase
de genèse).
Figure 5.6 – Procédé sujet à un interblocage dû à l’application du change pattern
addControlDependency
En revanche, l’algorithme ne peut s’assurer de la sûreté comportementale. Par exemple,
la figure 5.6 montre l’application du change pattern addControlDependency impliquant un
interblocage sur le procédé. Les deux Action après le ForkNode ont besoin d’un jeton sur tous
leurs ControlFlow d’entrée afin de démarrer, ce qui n’est pas possible avec ces deux ControlFlow
ajoutés.
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Le problème avec la sûreté comportementale est que, à moins d’explorer complètement l’espace
d’états du procédé, il n’est pas possible d’en assurer une évidence. Malheureusement, il n’est pas
possible de s’o rir ces vérifications dans chacune des étapes de la génération du procédé (ex. après
chaque mutation, vérifier qu’aucune erreur n’a été introduite sur le candidat) du fait qu’explorer
entièrement l’espace d’états est notoirement connu pour être un problème exponentiel, qui échoue
en temps de vérification pour de gros modèles [81].
Cependant, notre but en générant des procédés est de simuler la façon dont un modélisateur
aurait pu créer un procédé. Ainsi, les procédés générés peuvent contenir des anomalies comporte-
mentales de la même façon qu’un modélisateur pourrait construire un procédé avec des anomalies
comportementales. De plus, générer des procédés avec ce type d’anomalies est un point important
pour tester des approches de vérification formelle, telles que présentées dans le chapitre 4.
5.6 Prototype
Le prototype que nous avons développé est actuellement fourni comme un plug-in Eclipse EMF
(Eclipse Modeling Framework). Nous utilisons le “Watchmaker Framework” [68] pour implémenter
l’algorithme génétique multi objectif. Ce framework fournit une API orientée-objet, extensible et
haute performance (multi threadée) pour implémenter des algorithmes génétiques en Java.
La figure 5.7 montre ce prototype. Du fait que notre solution est indépendante du langage de
modélisation, et afin de favoriser son adoption, nous avons intégré dans l’outil la possibilité de
générer des procédés basés sur UML AD 2.0, mais aussi des modèles BPMN.
Concernant l’utilisation de l’outil, il existe trois types de réglages :
1. configuration générale :
– Etiquette 1 : sélection de l’emplacement de génération.
– Etiquette 2 : bouton pour démarrer et arrêter la génération.
– Etiquette 3 : choix du type de modèle généré (UML AD ou BPMN).
2. Réglages des objectifs :
– Etiquette 4 : choix de la taille des procédés générés (en terme de noeud et de marge
autorisée).
– Etiquette 5 : choix du nombre d’éléments présents du méta-modèle.
– Etiquette 6 : choix des workflow patterns présents.
– Etiquette 7 : contraintes syntaxiques (exprimées en utilisant le langage OCL).
3. Réglages du GA
– Etiquette 8 : taille de la population et procédé initial (par défaut, un procédé avec
simplement un noeud de début et de fin est utilisé).
– Etiquette 9 : choix du nombre de candidats sujet à l’élitisme et de la stratégie de sélection
(ex. Roulette Wheel Selection).
– Etiquette 10 : choix des change patterns utilisés pour les mutations ainsi que leurs
probabilités d’être appliqués.
– Etiquette 11 : choix des conditions de terminaisons.
– Etiquette 12 : choix des poids associé aux objectifs, afin de prioriser ceux-ci.
Des valeurs par défaut existent pour chacun des paramètres d’entrées de la configuration,
de manière à ce que l’utilisateur ait simplement à spécifier le répertoire de destination afin de
pouvoir commencer à générer des procédés.
5.6.1 Détails techniques d’implémentation
Afin d’implémenter l’algorithme génétique, les deux principaux concepts à implémenter
correspondent aux opérations génétiques et à la fonction d’évaluation.
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Figure 5.7 – Prototype du générateur de procédé intégré dans Eclipse
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Figure 5.8 – Procédure pour appliquer aléatoirement le change pattern serialInsert
Opérations génétiques. La façon dont les mutations sont appliquées sur un candidat est faite
de manière aléatoire. Prenons en exemple l’application du change pattern serialInsert. Les
trois étapes concernant son application sont visibles sur la figure 5.8 : (1) un arc du procédé est
choisi aléatoirement ; (2) la destination de cet arc est changée vers l’entrée du nouveau fragment à
insérer ; (3) la sortie du fragment est reliée à l’ancienne destination de cet arc. Chacun des change
patterns possède sa propre liste d’actions à e ectuer afin d’être appliqué sur un procédé. La
figure 5.9 montre la classe UmlSerialInsert implémentant le change pattern serialInsert pour
appliquer cette mutation sur un procédé basé sur les diagrammes d’activité UML. L’algorithme
suit exactement les étapes de la figure 5.8.
Fonction d’évaluation. Afin de calculer le score attribué aux candidats durant la phase d’évalua-
tion, il est nécessaire d’évaluer chacun des objectifs isolément pour savoir si ceux-ci sont satisfaits
par le candidat. La taille du procédé et le nombre d’éléments du méta-modèle correspondent
simplement à parcourir la structure du procédé en comptant les di érents éléments et en les
comparant avec la valeur spécifiée par l’utilisateur. Nous utilisons l’API EMF d’eclipse pour
parcourir la structure du modèle. Concernant la présence de workflow pattern, de la même manière,
il faut explorer le modèle pour trouver la présence de certaines structures. La plupart des workflow
pattern sont analysés en utilisant des interrogations OCL. Par exemple, le workflow pattern
ParallelSplit correspond à vérifier que le modèle possède au moins un noeud de routage paral-
lèle (ex. ForkNode) ayant au moins deux arcs de sortie. L’API EMF fournit aussi le framework
pour analyser des requêtes OCL contre un modèle EMF. En revanche, certains workflow patterns
tel que la présence de cycles arbitraires (ou boucles) nécessitent de parcourir le graphe du procédé
et n’est pas exprimable en utilisant OCL. Pour ce type de workflow pattern, nous utilisons l’API
EMF pour parcourir “à la main” la structure du modèle et vérifier leur présence. Finalement,
l’objectif correspondant aux contraintes syntaxiques est spécifié par l’utilisateur directement en
utilisant le langage OCL. De la même manière, il su t simplement d’utiliser l’API EMF pour
vérifier ces objectifs. Ainsi, selon les résultats de chacune des évaluations des objectifs, le score
est calculé en utilisant la fonction 5.1.
5.7 Évaluation
L’e cacité du prototype, en terme de temps de génération, dépend grandement de la manière
dont il est configuré. D’une manière générale, plus les objectifs de générations sont précis,
plus le temps de génération est important. Par ailleurs, déterminer les meilleurs paramètres
pour configurer l’algorithme génétique (ex. taille de la population), en fonction des objectifs
de génération, est loin d’être trivial. Par meilleurs paramètres, nous entendons les paramètres
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Figure 5.9 – Classe implémentant la mutation serialInsert pour les diagrammes d’activités
UML
optimisant le temps de génération afin de pouvoir converger vers une solution le plus rapidement
possible. Par exemple, une population importante implique une diversité plus grande sur laquelle
les solutions seront recherchées et ainsi améliore les chances d’obtenir, sur peu de générations,
directement une solution. En revanche, le temps pour faire évoluer cette “grande” population à
travers les opérations génétiques sera plus important.
En outre, les algorithmes génétiques étant basés sur l’application d’opérations génétiques et
de sélection aléatoire, pour les mêmes objectifs, une solution peut être trouvée en 20 générations
comme en 80. Cela dépend, en partie, de la chance de tomber rapidement (ou non) sur des
candidats satisfaisant les objectifs. Ainsi, il est di cile d’évaluer, de manière précise, l’e cacité
de notre prototype pour générer un procédé. Nous proposons donc deux évaluations : (1) le
temps pour générer un procédé selon les mêmes objectifs, mais en faisant évoluer la taille de la
population, et (2) le temps pour générer un procédé en faisant évoluer la complexité des objectifs.
Toutes les mesures suivantes ont été faites sur un MacBook Air 2011 avec un processeur Intel
Core i5 avec 4 GB de RAM. Nous avons fait la moyenne sur 100 exécutions afin de combattre le
côté aléatoire de l’algorithme.
Nous réglons l’outil pour générer des diagrammes d’activités UML et initialisons les poids tel
que Ws = 1, We = 1, Ww = 1, Wc = 1, et ” = 0 (vu que ” = 0, les poids importent peu étant
donné que tous les objectifs doivent être remplis afin qu’une solution soit considéré comme valide)
Nous initialisons les objectifs tels que : Cs = 30 (taille des modèles générés en nombre de
noeuds), Cm = 10% (marge pour la taille), Ce = {{ForkNode Ø 2}, {JoinNode Ø 2}} (nombre
d’éléments du méta-modèle), Cw = {{ExclusiveChoice Ø 1}, {ArbitraryCycle > 2}} (présence
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1 ForkNode.allInstances()≠>select(
2 f : ForkNode | f.outgoing≠>size() > 3
3 )≠>size() >= 2
Listing 5.1 – Contrainte OCL exprimant qu’“au moins deux ForkNode possèdent plus de trois
arcs sortants”
de workflow pattern), Cc = “il doit y avoir au moins deux ForkNode possédant plus de trois arcs
sortants” (contrainte syntaxique, exprimée avec OCL et visible sur la figure 5.1).
Concernant les paramètres du GA, soit Ep l’ensemble associant à chacun des change patterns
une probabilité d’application, Ee la portion de la population sujette à l’élitisme, Ec la condition
de terminaison, Es la taille de la population, et Ei le procédé pour initialiser la population initiale.
Nous initialisons ces paramètres comme suit : Ep = { conditionalInsertæ 2, parallelInsertæ 2,
serialInsertæ 10, removeæ 4, loopInsertæ 1} (probabilité sur chacun des change patterns,
Ee = 5 (élitisme), Ec = “jusqu’à la première solution trouvée”, et Ei correspond au procédé par
défaut avec un simple noeud initial et un noeud final.
Taille de la population (Es) Nombre de générations Temps de génération
50 128 5.8s
100 54 4.6s
200 41 6.4s
400 36 9.3s
800 33 15.0s
Table 5.1 – Temps pour générer un procédé en fonction de la taille de la population
(1) Taille de population. Le tableau 5.1 montre le temps pour générer un procédé en fonction de
la taille de la population. Les résultats montrent qu’une taille importante de la population permet
de réduire le nombre de générations afin de trouver une solution. En revanche, le temps pour
trouver une solution devient plus important (si Es Ø 100) du fait qu’il est nécessaire d’appliquer
les opérations génétiques sur l’ensemble de la population. Dans le cas d’une population trop
faible (Es) Æ 50), beaucoup plus de générations sont nécessaires afin de, finalement, trouver une
solution. Bien que le temps pour faire évoluer une population de petite taille soit plus faible, le
temps global de génération est augmenté du fait que plus de générations sont nécessaire pour
arriver à la solution. Selon ces mesures, il semblerait qu’une population de 100 candidats soit la
plus optimale pour avoir un temps de génération le plus petit. Cependant, il est important de
noter que cette valeur est vraie dans ce cas-ci seulement. En e et, dans un autre contexte avec
d’autres objectifs de générations, il est possible qu’une population plus importante ou plus faible
soit plus optimale en terme de temps pour arriver à une solution.
(2) Complexité des objectifs. Le tableau 5.2 montre le temps pour générer un procédé en fonction
de la complexité des objectifs (la première ligne correspond au même test que la seconde ligne
du tableau 5.1). La taille de la population est fixe et a pour valeur 100. Chacune des valeurs
numériques des objectifs est multipliée par un facteur pour augmenter la complexité (ex. la taille
désirée (Cs) passe de 30 à 60, le nombre de ForkNode requis passe de 2 à 4, etc). L’expérimentation
montre qu’il est possible de générer relativement rapidement des procédés de grande taille. Le
temps de génération est linéaire en fonction de la taille des procédés générés.
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Complexité des objectifs Nombre de générations Temps de génération
◊1 (Cs = 30, . . . ) 54 4.6s
◊2 (Cs = 60, . . . ) 96 9.1s
◊4 (Cs = 120, . . . ) 188 17.7s
◊8 (Cs = 240, . . . ) 366 34.5s
Table 5.2 – Temps pour générer un procédé selon la complexité des objectifs
5.8 Travaux connexes
Alloy [177] étant un “model-finder” , il est intrinsèquement capable de générer des modèles. En
e et, à partir d’une formule logique exprimée avec le langage Alloy, l’Alloy Analyzer essaye de
trouver un modèle de façon à ce que la formule soit valide. Cependant, du fait que Alloy est basé
sur un SAT solver, la complexité pour trouver un modèle appartient à la class NP-complet, et
ainsi il n’est pas capable de produire de grands modèles. De plus, il n’est pas possible d’influencer
la manière dont le SAT solver résoud les contraintes limitant le réalisme des procédés générés. Il
est seulement possible de configurer les bornes supérieures des éléments composant le modèle.
Mougenot et al. [180] proposent un générateur aléatoire et uniforme de grosses instances de
méta-modèle. L’approche repose sur la méthode de l’échantillonnage aléatoire de Boltzmann afin
de générer, de façon scalable, des instances d’un méta-modèle donné de n’importe quelle taille.
En plus, l’approche est capable d’influencer la génération en ajoutant des pondérations sur les
éléments. Cependant, cette approche ne supporte pas l’addition de contraintes sur la syntaxe du
méta-modèle et se limite à produire des modèles seulement valides envers son méta-modèle.
Brottier et al. [31] présentent un formalisme pour générer aléatoirement des modèles avec
des contraintes, afin de tester des approches de transformations de modèles. L’approche consiste
à dériver un ensemble de modèles d’exemple d’entrée en une instance aléatoire en utilisant un
algorithme “fait maison”. Un problème majeur de l’algorithme est qu’il nécessite une instance
d’un modèle pour en générer d’autres. Par conséquent, le modèle de sortie peut avoir beaucoup
de similitudes avec celui d’entrée.
Ehrig et al. [74] présentent un algorithme qui peut générer des instances d’un méta-modèle.
Le méta-modèle est transformé en un ensemble de règles de spécification de graphes, puis ces
règles sont appliquées aléatoirement pour e ectuer la génération.
Pietsch et al. [202] présentent un générateur de modèles de tests pour les outils de traitement
de modèles. Ils utilisent un contrôleur stochastique pour appliquer des opérations de bas niveau
(créer, supprimer, mettre à jour, déplacer) et des opérations plus complexes (composées de ces
opérations bas niveau) sur les éléments du modèle. Les éléments sont choisis en utilisant une
méthode de sélection inspirée de celle utilisée par les algorithmes génétiques.
Malheureusement, [177, 180, 74, 202, 31] ne sont pas adaptés pour la génération de modèles
comportementaux (ex. un procédé) et peuvent produire des modèles irréalistes du fait que la
possibilité d’influencer la génération (en utilisant, par exemple, des pondérations) est soit non
disponible, soit gérée seulement sur un élément donné (et non sur un ensemble d’éléments comme
notre approche avec les change patterns). Ce problème provient du fait que ces approches ont
pour but de générer des modèles statiques et n’ont pas été adaptées à l’égard de la génération de
modèles de procédés.
5.9. CONCLUSION 125
5.9 Conclusion
Ce chapitre présente un algorithme génétique multi objectif pour générer des procédés. Le
générateur construit à partir de cet algorithme possède 3 particularités intéressantes. Premièrement,
il passe a l’échelle, la complexité de l’algorithme de génération est linéaire en fonction de la taille
des procédés générés. Il permet aussi de générer des procédés selon di érents objectifs, permettant
de générer des procédés réellement personnalisés selon les besoins de l’utilisateur. Dans le cas où
les objectifs ne sont pas réalisables, l’algorithme est toujours capable de retourner un procédé qui
s’en rapproche le plus, tout en prenant en compte l’importance attribuée à chacun des objectifs
par l’intermédiaire de leurs poids associés. Finalement, la génération permet de s’assurer de la
validité syntaxique du modèle à travers la séquence d’application des change patterns et simule la
façon dont un modélisateur aurait pu modéliser son procédé. Cela permet de s’assurer de générer
des procédés réalistes tout en simulant les erreurs qu’un modélisateur aurait pu avoir fait.
L’algorithme peut être facilement étendu avec de nouveaux objectifs de génération en modi-
fiant la fonction d’évaluation. Les objectifs présentés ici se concentrent principalement sur les
aspects syntaxiques des procédés. Cependant, nous pouvons aussi imaginer l’ajout d’objectifs
comportementaux (ex. trois actions peuvent s’exécuter simultanément). Par ailleurs, il serait
aussi intéressant d’explorer d’autres opérations génétiques basées sur le principe du croisement
afin de combiner directement entre eux des candidats (ou des partis de ceux-ci) dans le but de
converger plus rapidement vers les objectifs définis.
La génération se concentre sur l’aspect structurel du procédé (c’est-à-dire le flux de contrôle).
Une extension intéressante pourrait être de générer aussi les informations organisationnelles
(telles que les ressources, les contraintes temporelles, etc) associées au procédé. Cependant, ces
informations sont souvent dépendantes du domaine et il peut être di cile de trouver une solution
générique qui s’adapte à tous les types de procédés. De plus, un inconvénient de l’ensemble des
change patterns proposés par Weber et al. [275] provient du fait qu’ils ont été définis seulement
pour le flux de contrôle. Un ensemble de change patterns incluant les éléments de données doit
être établi afin de générer le flux de contrôle et de données de manière unifiée.
Finalement, la technique de génération proposée dans ce chapitre ouvre la voie à des applications
plus larges que la simple génération des procédés. Par exemple, en initialisant la population avec
un procédé donné et en réglant le bon objectif dans la fonction d’évaluation, il serait possible
de chercher automatiquement pour des dérivations de ce procédé, qui répondraient aux besoins
souhaités (ex. vers la correction automatique des erreurs comportementales, similairement aux
travaux de Gambini et al. [95]).
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Chapitre 6
Evaluation
Dans ce chapitre, nous présentons l’évaluation de nos contributions. La section 6.1 a pour but
d’évaluer si nos objectifs de recherche ont été accomplis. La section 6.2 évalue les performances
de notre approche en analysant trois cas d’études : (1) un procédé de la spécification UML, (2)
un procédé fourni par un partenaire du projet MERgE, et (3) un ensemble de procédés générés.
Il est important de noter qu’une partie du travail réalisé concernant l’implémentation des
di érents outils constitue déjà en soi une partie de l’évaluation, en ayant montré comment les
outils répondaient aux problématiques soulevées dans ce document. Ainsi, la majeure partie de ce
chapitre se concentre sur la vérification de propriétés sur un modèle de procédé.
6.1 Accomplissement des objectifs
Comme cela a été présenté dans l’introduction et souligné dans l’état de l’art, les approches de
la littérature sou rent non seulement d’un problème concernant leurs formalisation (par exemple,
manque de perspectives supportées) ( a1 ), d’un support limité de type de propriétés ( a2 ), mais
aussi d’un manque d’outillage pour automatiser le processus de vérification ( b1 ) et pour exprimer
des propriétés métiers ( b2 ).
Dans la suite, nous reprenons ces problèmes en expliquant comment nos contributions se
positionnent par rapport à ces manques.
6.1.1 Formalisation
La formalisation présentée dans le chapitre 3 utilise la logique de premier ordre pour définir
le système afin d’utiliser un langage mathématique de haut niveau et se détacher des choix
sémantiques mis en place par les langages utilisés par les model-checker . Comme expliquée dans
la section 3.2, notre formalisation est capable de prendre en compte toutes les perspectives :
– le flux de contrôle et de données, à travers l’utilisation des structures proposées par les
diagrammes d’activités UML et la sémantique fUML basée sur le passement de jetons ;
– les ressources, à travers la possibilité d’a ecter des ressources aux actions, en spécifiant
leurs capacités d’utilisations. Les prédicats d’activation pour démarrer un noeud prennent
en compte la disponibilité des ressources ;
– le temps, à travers l’utilisation d’horloges globales et locales aux actions pour exprimer
l’écoulement du temps dans le système. Encore une fois, les prédicats d’activation prennent
en compte ces concepts afin de s’assurer que le temps écoulé pendant l’exécution d’une
action est su sant.
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Le tableau 2.2 de l’état de l’art résume l’ensemble des perspectives supportées par les approches
de la littérature et souligne le fait que, seule, notre approche les prend toutes en compte. En
e et, comme exposé dans la section 3.3, l’ensemble des propriétés présentées dans la section 2.2
peut être exprimé en utilisant (P)LTL du fait que le modèle formel expose toutes les propositions
atomiques nécessaires, et que sa sémantique de temps linéaire s’est révélée être parfaitement
adaptée dans le contexte de la vérification de procédés métiers.
Dans le chapitre 4, nous avons choisi d’implémenter la formalisation avec le langage Alloy. Alloy
étant un langage de modélisation orienté-objet et basé sur la logique de premier ordre, nous avons
pu implémenter le modèle formel de manière élégante et directe. Chacun des concepts a pu être
implémenté de manière modulaire. En e et, un module est présent pour représenter la syntaxe, la
sémantique, la librairie de propriétés, le modèle de procédé à vérifier et l’ensemble des propriétés à
analyser. Cette implémentation modulaire permet, dans le futur, de pouvoir facilement maintenir
et mettre à jour l’implémentation. De plus, Alloy s’est montré assez expressif et versatile pour
exprimer tous les concepts formalisés de manière élégante, avec pour seul compromis, la borne
sur chacune des signatures. En e et, les analyses e ectuées par l’Alloy Analyzer s’apparentent
à du model-checking borné. Cependant, comme montrée dans la section 4.2.5, la possibilité de
calculer le nombre d’états nécessaire pour vérifier “complètement” le procédé permet d’enlever les
restrictions apportées par le model-checking borné [25]. Par restrictions apportées, nous parlons
de la limite d’analyse du système sur une profondeur bornée k.
La traduction de l’ensemble des propriétés exprimées en PLTL peut être exprimée de manière
presque directe en logique de premier ordre en suivant la traduction proposée par [47] (LTL
vers Alloy). Par ailleurs, certaines propriétés demandant de pouvoir comparer les propositions
atomiques de plusieurs états entre eux sont naturellement exprimables en utilisant Alloy. Ceci est
dû aux “traces pattern” où chacun des états est modélisé explicitement. Ce type de propriété
n’est pas typiquement exprimable en utilisant un model-checker classique supportant seulement la
LTL. Dans ce contexte, il est nécessaire d’augmenter le système avec les variables nécessaires sur
chacun des états. Cependant, cet ajout au système entraîne un accroissement de la complexité, et
donc du temps de l’analyse.
Par ailleurs, l’utilisation de prédicats pour définir les propriétés (cf. Library.als section 4.2.3)
permet d’exprimer de manière naturelle des propriétés paramétrables afin de représenter notre
bibliothèque de propriétés métiers. Chacun des paramètres du prédicat représente un paramètre
nécessaire pour utiliser la propriété.
En somme, Alloy s’est montré parfaitement adapté pour exprimer à la fois le système et les
propriétés sur celui-ci répondant aux problèmes d’inadéquation du formalisme ( a1 ) et du support
limité de type de propriétés souligné dans l’introduction ( a2 ).
6.1.2 Mise en application
Dans le chapitre 2, nous avons catégorisé, identifié et présenté l’ensemble des propriétés
importantes à vérifier sur un procédé. Dans cette catégorisation, nous avons présenté l’ensemble
des propriétés métiers essentielles (tableau 2.1 page 28) exprimables sur un procédé. Toutes ces
propriétés ont été formalisées en (P)LTL puis implémentées dans le langage Alloy.
En utilisant l’outil associé à Alloy4PV dans la section 4.3, il est non seulement possible
de vérifier très facilement l’ensemble de ces propriétés en cochant celles désirées dans l’interface
graphique, mais aussi d’exprimer des propriétés métiers en sélectionnant les éléments du procédé
sur lesquels la propriété s’applique. Pour les utilisateurs plus expérimentés, il est possible de
composer l’ensemble des propriétés métiers en utilisant les opérateurs de la logique (¬,·,‚, =∆ )
à l’aide de l’interface graphique. Ainsi, l’utilisateur n’aura jamais à exprimer lui même la propriété
en utilisant, par exemple, une logique temporelle. L’outil traduit automatiquement le modèle
de procédé (ProcessToAlloy) et les propriétés choisies et exprimées dans l’interface graphique
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(PropertiesToAlloy) dans sa représentation Alloy (cf. ProcessModel.als et Properties.als
page 98).
De plus, afin de faciliter la compréhension des résultats d’analyse (AlloyToProcess), nous
avons mis plusieurs éléments en place :
1. le résultat de l’analyse est a ché graphiquement sur le procédé, en coloriant en vert ou en
rouge le chemin d’exécution satisfaisant ou invalidant (contre-exemple) la propriété ;
2. un message sous forme de CommentNode est inséré pour notifier à l’utilisateur un problème
concernant la modélisation e ectuée ;
3. les di érentes perspectives sont vérifiées en isolation en suivant l’ordre établi dans la section
4.3.1. En e et, comme souligné dans cette section, un modèle peut exhiber le même contre-
exemple pour deux propriétés di érentes. Ainsi, l’utilisation de l’ordre de vérification permet
de cibler et comprendre plus facilement la cause du problème.
L’approche proposée réduit le travail du modélisateur à la spécification de son procédé,
sans qu’il ne se préoccupe de la représentation formelle. Le model-checker (Alloy Analyzer) est
complètement caché à l’utilisateur, et les résultats renvoyés par celui-ci sont analysés et traités par
l’outil afin d’être a chés graphiquement. Aucune connaissance particulière en méthodes formelles
n’est nécessaire pour utiliser l’outil, permettant à un modélisateur lambda de tirer profit de la
vérification formelle.
Ainsi, l’outil associé à Alloy4PV permet de répondre à la problématique concernant
la di culté d’expression des propriétés métiers ( b1 ), mais aussi au manque d’outillage ( b2 )
concernant l’automatisation du processus de vérification à travers les traductions automatiques,
la vérification des perspectives en di érentes étapes, et un a chage graphique des résultats.
6.2 Performance
Dans cette section, nous donnons les performances concernant l’analyse de procédé avec l’outil
Alloy4PV. Nous proposons d’utiliser l’outil sur trois cas d’étude :
1. le procédé tiré de la spécification UML pour gérer les commandes reçus par une l’entreprise,
2. un procédé fourni par un partenaire du projet MERgE, et
3. un ensemble de procédés générés avec l’outil présenté dans le chapitre 5.
Probleme SAT. Afin d’e ectuer la vérification, l’Alloy Analyzer réduit la spécification Alloy
en un problème SAT. Il le présente à un SAT solveur dans le format Conjunctive Normal Form
(CNF). Une formule CNF est une conjonction de clauses. Chacune des clauses représente une
disjonction de variables binaires. Une solution d’un problème SAT consiste en une a ectation
de variables booléennes de façon à ce que toutes les clauses soient satisfaites. Généralement, la
complexité d’un problème SAT est mesurée par son nombre de clauses et de variables.
Cadre de l’analyse. Toutes les analyses de cette section ont été e ectuées sur un MacBook Air
2011 avec un processeur Intel Core i5 basse tension et 4GB de RAM. Le système d’exploitation
utilisé est OS X “Yosemite” (version 10.10). Le SAT solveur utilisé est à MiniSat [71], un de
ceux fournis par défaut avec l’Alloy Analyzer. Chacun des résultats donnés dans les sous-sections
suivantes correspond à une moyenne e ectuée sur 10 analyses.
6.2.1 Procédé de la spécification UML
La figure 6.1 montre le procédé ProcessOrder tiré de la spécification UML [190], modélisé
comme un diagramme d’activité UML dans l’outil Alloy4PV grâce à Obeo Designer. Ce
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Figure 6.1 – Procédé ProcessOrder de la spécification UML [190] modélisée avec Obeo Designer
procédé est le même que celui présenté sur la figure 1.3 de l’introduction. Le temps a ecté aux
actions n’est pas visible graphiquement, mais seulement comme attribut du noeud dans la vue
Properties d’eclipse. Ainsi, les temps correspondent à :
T iming ={(ReceiveOrder, 1), (FillOrder, 2), (SendInvoice, 1)
(MakePayment, 1), (AcceptPayment, 2), (ShipOrder, 3)
(CloseOrder, 3), . . .}
Le tableau 6.1 résume les résultats obtenus pour analyser les propriétés présentées dans la
section 2.2.2. La colonne 1 représente la variante de la propriété utilisée (run ou check). La
colonne 2 représente le nom de la propriété analysée. La colonne 3 définit la version du module
Semantics.als utilisé (voir section 4.3.1). Lorsque le module complet est utilisé (c’est-à-dire la
version incluant les ressources et les horloges globales et locales pour gérer l’écoulement du temps),
nous utilisons l’icône . Les colonnes 4 et 5 représentent respectivement le nombre de variables
et de clauses. Les colonnes 6 et 7 représentent respectivement le temps pour générer la CNF et le
temps pour résoudre le problème SAT. La colonne 8 spécifie le résultat de la vérification : si une
instance a été trouvée lors de l’utilisation de la commande run (Instance), ou si un contre-exemple
est présent lors de l’utilisation de la commande check (CE). Dans le cas où aucun de ces deux
résultats n’est disponible, nous a chons “-”. La longueur de trace, comme expliquée dans la
section 4.2.5, a été calculée à 27 States pour la sémantique sans le temps, et 38 States pour la
sémantique avec le temps.
Il est important de noter que si aucun contre-exemple n’est trouvé lors de la vérification d’une
propriété forte (check), la vérification de son homologue faible trouvera forcément au moins une
instance satisfaisant la propriété. Par exemple, si aucun contre-exemple n’est trouvé de sorte
que le procédé entre en situation d’interblocage (check Completion), alors trouver une instance
telle que le procédé puisse terminer est trivialement vrai (run Completion). En e et, de manière
général, l’Alloy Analyzer est simplement capable de trouver des instances satisfaisant une formule
(run F). Afin de générer des contre-exemples lors de la vérification (check F), l’Alloy Analyzer
tente simplement de trouver des instances de la négation de la formule (c’est-à-dire que run F ©
check ¬F). En règle générale, il est intéressant d’évaluer une propriété faible seulement lorsque
la propriété forte a exhibé un contre-exemple.
Flux de contrôle. Le procédé ne sou re pas d’interblocages, se termine toujours proprement, et
les 3 actions testées ne sont pas mortes (elles sont toutes exécutables par au moins une
exécution, telle qu’attestée par la présence d’un contre-exemple).
Flux de données. Le procédé ne sou re ni de données manquantes ni redondantes.
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Type Propriété Semantic Variables Clauses CNF SAT Résultat
Flux de contrôle
run Completion - 397k 1094k 17s 0.3s Instance
check Completion - 393k 1093k 16s 0.2s -
run CompletionClean - 395k 1098k 17s 0.4s Instance
check CompletionClean - 397k 1099k 16s 3s -
check DeadTransition[ReceiveOrder] - 397k 1093k 17s 0.2s CE
check DeadTransition[FillOrder] - 397k 1093k 17s 1.8s CE
check DeadTransition[SendInvoice] - 396k 1098k 21s 1.3s CE
Flux de données
run NoMissingData - 397k 1094k 20s 2.1s Instance
check NoMissingData - 407k 1127k 16s 5s -
run NoRedondantData - 395k 1097k 17s 0.5s Instance
check NoRedondantData - 401k 1095k 16s 4s -
Ressources
run LackOfResource 611k 1701k 24s 2.5s Instance
check LackOfResource 621k 1725k 22s 33s -
run InefficientRessourceUseA[BankConnector] 614k 1704k 22s 31s Instance
check InefficientRessourceUseA[BankConnector] 609k 1697k 22s 3.2s CE
run InefficientRessourceUseB[BankConnector] 614k 1705k 22s 31s Instance
check InefficientRessourceUseB[BankConnector] 611k 1702k 23s 3.3s CE
Temps
run TotalTime[12] 2329k 7908k 110s 22s Instance
check TotalTime[12] 2307k 7899k 114s 128s -
run TotalTime[6] 2329k 7908k 116s 12s Instance
check TotalTime[6] 2307k 7899k 112s 85s CE
Métiers
check range[ReceiveOrder,0,1] 609k 1697k 24s 20s -
check range[ReceiveOrder,2,2] 609k 1697k 34s 2.3s CE
check relation_before[SendInvoice,MakePayment] 614k 1698k 30s 3.1s -
check relation_before[MakePayment,SendInvoice] 614k 1698k 30s 3.1s CE
check relation_excl[ReceiveOrder,CloseOrder] 614k 1698k 25s 12.5s -
check relation_excl[ShipOrder,AcceptPayment] 614k 1698k 26s 13s CE
check relation_between[MakePayment,SendInvoice,AcceptPayment] 614k 1699k 25s 27s -
check existence_data[OutputPinInvoice] 616k 1718k 25s 7s CE
check time_activity_before[ShipOrder,2] 2329k 7908k 122s 171s CE
check time_activity_before[ShipOrder,12] 2329k 7908k 117s 209s -
check time_data_between[OutputPinInvoice,1,4] 2350k 7987k 112s 115s CE
check time_data_between[OutputPinInvoice,1,10] 2350k 7987k 114s 196s -
Table 6.1 – Métrique de l’Alloy Analyzer pour analyser le procédé de la figure 6.1
Ressources. Le procédé ne sou re pas d’un manque de ressources. En revanche, il existe des exécu-
tions telles que des ressources allouées aux procédés (BankConnector) ne sont pas toujours
utilisées, bien qu’allouées sur le procédé ({Initial, ReceiveOrder, CloserOrder, F inal}). De
la même manière, la version plus stricte de la propriété vérifiant l’utilisation des ressources
montre que la capacité totale d’utilisation de la ressource n’est pas toujours atteinte (check
InefficientRessourceUseB). Ce résultat est attendu parce que que la version moins stricte
(InefficientRessourceUseA) possédait déjà un contre-exemple. Par ailleurs, il existe des
exécutions telles que ces deux propriétés soient valides (run InefficientRessourceUseA
et InefficientRessourceUseB) comme l’exécution : {Initial, F illOrder, SendInvoice,
MakePayment, AcceptPayment, ShipOrder, CloseOrder, F inal}.
Temps. La propriété pour vérifier si le procédé termine à temps (TotalTime) est analysée avec 2
valeurs : 6 et 12 unités de temps. Les résultats montrent que la variante faible de ces propriétés
est satisfaite : il est possible de terminer le procédé en moins de 6 ou 12 unités de temps
(run TotalTime[12] et TotalTime[6]). En revanche, bien que le procédé puisse toujours
(variante forte) se terminer en moins de 12 unités de temps (check TotalTime[12]), ce
n’est pas vrai pour seulement 6 unités de temps (check TotalTime[6]).
Métiers. La première catégorie montre que l’action ReceiveOrder est toujours exécu-
tée entre 0 et 1 fois, mais ne peut pas l’être 2 fois. La seconde catégorie explore
di érentes propriétés sur l’ordre d’exécution des actions. Par exemple, le résultat
de la propriété “relation_before[SendInvoice,MakePayment]” montre que l’ac-
tion SendInvoice est toujours exécutée avant MakePayment, et donc, de toute évi-
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dence, son contraire “relation_before[SendInvoice,MakePayment]” exhibe un contre-
exemple. La propriété de la troisième catégorie (existence_data[OutputPinInvoice])
montre que la donnée “invoice” n’est pas toujours disponible, comme le montre
le contre-exemple : {Initial, ReceiveOrder, CloserOrder, F inal}. Finalement, la der-
nière catégorie de propriété métiers vérifie certaines contraintes temporelles sur le
procédé. Par exemple, l’action ShipOrder n’est pas toujours exécutée avant 2 uni-
tés de temps (time_activity_before[ShipOrder,2], mais l’est toujours avant 12
unités (time_activity_before[ShipOrder,12]). De la même manière, les propriétés
“time_data_between[OutputPinInvoice,1,X]” montrent que lorsque cette donnée est
présente, elle ne l’est pas toujours entre 1 et 4 unités de temps, mais entre 1 et 10 unités de
temps.
Globalement, la vérification des propriétés sans la sémantique du temps est plus rapide (flux
de contrôle et de données). Ceci provient du fait que la profondeur sur laquelle le procédé est
analysé est plus faible (27 contre 38 States). En e et, il n’est pas nécessaire de calculer les
états intermédiaires pour faire progresser le temps dans le système. Ces propriétés sont toutes
analysées autour de 20 secondes (environ 400k variables et 1100k clauses). Concernant l’ensemble
des propriétés reposant sur la sémantique du temps, les états supplémentaires impliquent une
augmentation du temps de vérification (plus ou moins 30 secondes, pour 620k variables et 1700k
clauses).
En revanche, toutes les propriétés ayant recours à la proposition atomique comparant l’horloge
globale (State.gc) à un entier (c’est-à-dire les propriétés TotalTime et time_*) ont une com-
plexité beaucoup plus grande (2300k variables et 7900k clauses). La raison principale provient du
besoin d’utiliser un bitwidth plus important pour encoder les entiers dans le système. Le bitwidth
correspond aux bornes minimales et maximales utilisées pour encoder les entiers. L’horloge globale
du système devant contenir le temps total écoulé depuis le début de l’exécution, il est nécessaire
d’utiliser une borne plus grande pour “encoder” cet entier.
Lors de la transformation de la spécification Alloy en problème SAT, les entiers sont encodés
sous forme booléenne. Une plus grande borne des entiers entraîne donc des formules beaucoup
plus complexes. Plus particulièrement, l’utilisation d’opérations arithmétiques sur les entiers
(telles que les additions utilisées pour incrémenter les horloges, ou l’ajout et suppression de jetons
sur les noeuds et arcs) entraîne une complexité du système croissante lors de l’utilisation d’un
plus grand bidwidth. En e et, les opérations sont e ectuées bit à bit dans un problème SAT. Ainsi,
les propriétés temps réel ont un temps de vérification supérieur dû à une longueur de trace et un
bitwidth plus important pour prendre en compte l’horloge globale.
L’ensemble des modules de Alloy4PV pour vérifier un procédé disponible dans l’an-
nexe A est basé sur ce cas d’étude (pour les deux modules dynamiques ProcessModel.als et
Properties.als).
6.2.2 Procédé d’un partenaire industriel
Dans le cadre du projet MERgE, nous avons travaillé sur des procédés de di érents domaines
venant de nos partenaires industriels : aérospatiale, automobile, système de contrôle industriel,
et communications. Dans cette section, nous utilisons notre outil sur un de ces procédés. La
figure 6.4 montre ce procédé modélisé avec les diagrammes d’activités UML par un de nos
partenaires. Ce procédé représente une procédure de haut niveau pour délivrer des services au
sein de l’entreprise. Pour des raisons de confidentialité, nous n’avons pas le droit de publier ce
procédé dans ce document. Ainsi, nous avons rendu anonyme le procédé en remplaçant le nom des
noeuds par les lettres de l’alphabet et nous ne donnons pas de détails sur leurs descriptions. Il est
important de noter que le modèle de procédé qui nous a été fourni ne contient pas les informations
organisationnelles telles que le temps alloué pour les actions et les ressources. Ce procédé contient
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Type Propriété Semantic Variables Clauses CNF SAT Résultat
Flux de contrôle
run Completion - 8590k 25528k 17min 13min Instance
check Completion - 8552k 25526k 17min 12min -
run CompletionClean - 8557k 25540k 18min 13min Instance
check CompletionClean - 8590k 25566k 17min 15min -
check DeadTransition[N] - 8590k 25528k 16min 13min CE
check DeadTransition[S] - 8590k 25528k 17min 14min CE
check DeadTransition[R] - 8590k 25528k 17min 13min CE
Flux de données
run NoMissingData - 8564k 25551k 21min 16min Instance
check NoMissingData - 8653k 25761k 22min 35min -
run NoRedondantData - 8557k 25539k 16min 14min Instance
check NoRedondantData - 8622k 25558k 16min 15min CE
Table 6.2 – Métrique de l’Alloy Analyzer pour analyser le procédé de la figure 6.4
19 Actions, 30 ObjectNodes dont 28 Pins et 2 ActivityParameterNodes, 15 ControlNodes dont
3 MergeNodes, 3 DecisionNodes, 4 ForkNodes et 5 JoinNodes ; 14 ObjectFlows, 40 ControlFlows,
et 4 Swimlanes. Les Swimlanes représentent une façon de partitionner le diagramme pour regrouper
les actions e ectuées par la même entité. Ces structures ne font pas partie du sous-ensemble de
fUML (et donc de notre formalisation) du fait qu’elles ne possèdent pas de sémantique d’exécution :
elles ajoutent une information sur le diagramme, mais n’influent pas sur l’exécution de celle-ci.
Ainsi, le procédé contient (sans compter les swimlanes) 54 ActivityEdges et 64 ActivityNodes
pour un total de 118 éléments UML dans le modèle.
Le tableau 6.2 présente le résultat pour l’évaluation du flux de contrôle et de données du
procédé. La longueur de trace est calculée à 70 States. Les colonnes du tableau sont les mêmes
que le tableau 6.1 présenté précédemment.
Flux de contrôle. Le procédé ne possède pas d’erreurs sur son flux de contrôle. Il peut toujours
se terminer, et, quand il se termine, aucune autre action n’est toujours en cours d’exécution.
De plus, les noeuds testés (N, S et R) ne sont pas morts : il existe toujours au moins une
exécution de façon à ce que le noeud soit exécuté, tel qu’attesté par la présence d’un
contre-exemple.
Flux de données. Le flux de données ne sou re pas de données manquantes. En revanche, la
propriété vérifiant les données redondantes exhibe un contre-exemple. En e et, l’exécution
peut se terminer, alors que des o res sont toujours présentes dans les flux de donnée
OutN ‘æ ParamOutA et OutS ‘æ ParamOutB. La propriété “run NoRedondantData” démontre
que ce problème n’est pas toujours présent. En fait, une condition de compétition (race
condition) est présente dans le procédé : lorsque N et S sont exécutés, des o res sont présentes
sur les arcs sortants de leurs pins de sortie. Cependant, il n’existe aucune restriction forçant
les noeuds de sortie d’activité ParamOutA et ParamOutB à s’exécuter directement après
l’exécution de N et S. Après leurs exécutions, 3 noeuds sont prêts à être exécutés : JoinNS,
ParamOutA et ParamOutB. Si JoinNS est exécuté, les 3 noeuds qui peuvent être exécutés
deviennent : Final, ParamOutA et ParamOutB. Ainsi, dans le cas où le prochain noeud
exécuté est Final, les noeuds ParamOutA et ParamOutB ne sont pas exécutés, et l’exécution
d’un noeud ActivityFinalNode (Final) termine l’exécution de l’activité, sans les données
sur les noeuds de sortie d’activité. La propriété “check NoRedondantData” est donc détectée
invalide du fait que des données ont été produites, mais non utilisées avant la fin de l’activité.
Nous avons e ectué des tests d’exécution en utilisant notre outil de débogage basé sur
l’implémentation de référence de fUML [155]. Comme expliquée dans la section 3.1.3 (page
54), l’implémentation de référence utilise seulement un seul thread pour exécuter les modèles.
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Figure 6.2 – Exemple d’un procédé généré de 35 éléments UML (19 ControlFlow et 16
ActivityNode) , en utilisant notre outil de génération aléatoire de procédés
Lorsqu’une action est exécutée, les jetons sont directement propagés sur les arcs de sorties des
pins en exécutant, si possible, le noeud de destination. Ainsi, l’implémentation de référence
n’exhibe pas ce problème dû à son déterminisme venant de son unique thread. Une façon de
corriger le modèle consiste à forcer l’exécution des noeuds ParamOutA et ParamOutB avant
le noeud Final en ajoutant, par exemple, des flux de contrôle de ParamOutA/ParamOutB
vers Final.
La taille du procédé étant beaucoup plus grande que celle du procédé analysé précédemment,
l’analyse du procédé est de toute évidence beaucoup plus longue. La réduction de la spécification
Alloy produit un problème SAT d’environ 8 millions de variables et 25 millions de clauses pour
l’ensemble des propriétés. La vérification met en moyenne environ 30 minutes sur l’ensemble des
propriétés, dont 16 minutes pour générer le problème CNF et 14 minutes pour le résoudre. La
propriété NoMissingData prend plus de temps dû à la complexité beaucoup plus grande de la
propriété. En e et, cette propriété utilise les prédicats pNode et pAction (page 63 du chapitre
3) inspectant les jetons des flux de contrôle et de données entrant ainsi que les multiplicités des
noeuds de données.
La prochaine section sur la vérification de procédés générés discute plus en détail du temps
d’analyse par rapport aux tailles des procédés.
6.2.3 Procédés générés aléatoirement
Dans cette section, nous évaluons notre approche sur des procédés que nous avons générés
avec l’outil de génération de procédés présenté dans le chapitre 5.
Nous avons généré des procédés aléatoires entre 10 et 100 éléments UML (noeuds et arcs).
Ces procédés contiennent seulement du flux de contrôle, sans aucune boucle, et contiennent du
routage séquentiel (ControlFlow), des actions à e ectuer (OpaqueAction), du routage parallèle
(ForkNode), des synchronisations (JoinNode), du routage conditionnel (DecisionNode) et des
fusions de flux alternatifs (MergeNode). Bien que ces procédés aient été générés, ils ressemblent
grandement à des procédés qui auraient pu être modélisés par un humain. La figure 6.2 montre
un exemple de procédé généré. Chacun de ces procédés est vérifié sur la propriété Completion,
et, seuls les modèles sans contre-exemple sont retenus. En e et, seul le temps de vérification le
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Figure 6.3 – Nombre de variables, de clauses, et temps total (génération CNF et résolution
SAT) pour vérifier la propriété check Completion, selon la taille du procédé
plus large a de l’intérêt (la présence d’un contre-exemple étant toujours plus rapide à trouver que
son absence).
La figure 6.3 montre les courbes représentant le nombre de variables, clauses, et le temps
total pour vérifier la propriété, en fonction de la taille du procédé généré. Les résultats montrent
que le temps de vérification est raisonnable par rapport à la complexité des procédés générés.
Les courbes sont exponentielles du fait que les problèmes SAT appartiennent à la catégorie des
problèmes NP-complets. Le problème SAT généré pour les modèles de 100 éléments contient
presque 18 millions de clauses et 8 millions de variables, et les vérifier prend en moyenne 31
minutes ce qui met en évidence le fait que nos problèmes SAT appartiennent à une catégorie
facile à vérifier.
6.3 Conclusion
L’évaluation met en évidence l’accomplissement des objectifs définis dans l’introduction. La
formalisation, son implémentation, et l’outil associé permettent de vérifier toutes les perspectives
des procédés métiers de manière automatique.
Dans l’ensemble, les temps de vérification sont encourageants en partant du principe que nous
n’avons pas appliqué d’optimisations particulières telles que des techniques de slicing [276] ou de
réduction de graphe [181]. Nous discutons de façon plus détaillée de l’ensemble des techniques
d’optimisation applicables dans les perspectives de notre chapitre conclusion.
Un des principaux inconvénients de l’Alloy Analyzer provient de l’impossibilité de spécifier
le bitwidth pour chacun des entiers déclarés. En e et, le bitwidth s’applique à l’ensemble des
entiers du système. Ainsi, lors de l’analyse des propriétés temps réel, il est nécessaire de spécifier
un bitwidth plus important pour gérer l’horloge globale. Cependant, tous les entiers, incluant
136 CHAPITRE 6. EVALUATION
ceux spécifiant le nombre de jetons que possèdent les noeuds et arcs, sont impactés. Ainsi, toutes
les opérations d’ajout et de suppression de jetons entre les di érents éléments du diagramme
d’activités sont encodées de manières plus complexes dans le problème SAT. La possibilité de
spécifier le bitwidth pour chacun des entiers permettrait d’améliorer la vitesse d’analyses des
propriétés temps réel de manière significative.
Le prochain chapitre conclut cette thèse en résumant nos contributions et en présentant les
perspectives à court, moyen et long termes.
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Figure 6.4 – Procédé d’un partenaire du projet MERgE modélisé avec Obeo Designer
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Chapitre 7
Conclusion
Dans cette thèse, nous avons présenté notre framework pour vérifier de manière automatique
toutes les perspectives d’un modèle de procédé, en se basant sur des techniques de model-checking.
7.1 Contributions
Nos contributions sont constituées des points suivants :
Identification des propriétés. Nous avons identifié les propriétés importantes à vérifier afin de
valider la conformité d’un modèle de procédé. Nous avons e ectué une étude de la littérature
dans les di érents domaines de procédé métiers afin d’identifier et de catégoriser les propriétés
essentielles à vérifier. Nous avons classé ces propriétés en 5 catégories : (1) “flux de contrôle”
pour s’assurer que le procédé n’a pas d’erreurs sur ses structures de flux de contrôle telles que les
impossibilités de complétion et autres transitions mortes ; (2) “flux de données” pour s’assurer que
le procédé n’a pas d’erreurs sur ses structures de flux de données telles qu’un manque de données
pour e ectuer une activité ; (3) “ressources” pour s’assurer que les ressources sont correctement
utilisées sur le procédé ; (4) “temps” pour s’assurer que les contraintes temporelles du procédé
sont respectées ; et (5) “métiers” pour s’assurer que des propriétés contextuelles et spécifiques à
un procédé donné soient respectées.
Librairie de propriétés métiers. Nous avons défini une librairie paramétrable de propriétés afin
de pouvoir exprimer de manière simplifiée des propriétés métiers sur un procédé, sans avoir besoin
de manipuler une logique temporelle.
Formalisation de fUML. Nous avons formalisé fUML pour la vérification de procédés en prenant
en compte les di érentes perspectives (flux de contrôle, données, ressources et temps). Dans
la littérature, les formalisations existantes de la sémantique des diagrammes d’activités UML
ne sont pas basées sur la sémantique o cielle fUML. Dans la littérature, les auteurs ont dû
faire beaucoup d’hypothèses sur la spécification faite en langage naturel dans le standard UML.
Notre modèle formel de fUML constitue le premier travail pour vérifier des procédés basés sur les
diagrammes d’activités UML associées à la sémantique fUML. Cette formalisation a donné lieu à
une publication dans la “International Conference on Advanced Information Systems Engineering”
(CAiSE’14) à Thessalonique en Grèce [153].
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Formalisation des propriétés. Nous avons formalisé l’ensemble des propriétés importantes à
vérifier pour valider un procédé, mais aussi une librairie paramétrable de propriétés métiers en
logique PLTL. Le modèle formel de fUML défini est assez expressif pour supporter l’ensemble de
ces propriétés.
Alloy4PV. Nous avons implémenté la formalisation de fUML ainsi que les propriétés en
utilisant le langage Alloy. L’implémentation est basée sur di érents modules Alloy faisant une
distinction entre tous les concepts formalisés et vérifiés. En e et, contrairement à beaucoup
de langages pris en entrée par un model-checker , le langage Alloy a permis d’implémenter la
formalisation de manière modulaire en faisant une séparation entre la syntaxe, la sémantique,
le modèle de procédé, et les propriétés à vérifier. Bien que Alloy e ectue du model-checking
borné, nous sommes capables de calculer la longueur de trace nécessaire pour analyser toutes les
exécutions du modèle. A titre d’exemple, l’ensemble des modules de Alloy4PV (Syntax.als,
Semantic.als et Library.als), dont ceux générés dynamiquement pour le premier cas d’étude
de l’évaluation (Process.als et Properties.als), fait environ 1100 lignes de code Alloy.
Outil graphique intégré à Eclipse. Nous avons créé un outil graphique afin d’automatiser tout
le processus de vérification d’un procédé basé sur le framework Alloy4PV. L’outil, basé
sur Eclipse EMF, Obeo Designer et l’API Alloy, permet de supporter la chaîne complète de la
spécification du modèle de procédé à la production des résultats de vérification. Les résultats
sont a chés graphiquement à l’utilisateur en coloriant sur le modèle le chemin satisfaisant la
propriété ou le contre-exemple. Il permet aussi de spécifier des propriétés métiers, sous forme
d’annotation, en utilisant la librairie paramétrable de propriétés métiers que nous avons définie. Un
des points importants concernant l’outil est qu’il ne demande aucune connaissance d’un formalisme
particulier pour exprimer le système ou la propriété afin d’être utilisé. Tout est automatisé à
travers l’interface graphique. Finalement, il guide l’utilisateur lors de la vérification du procédé
en analysant les di érentes perspectives du procédé lors de di érentes étapes. L’outil est composé
d’environ 10000 lignes de code Java qui ont été intégrées et déployées dans la platforme MERgE.
Il a été utilisé au sein du projet afin de vérifier l’ensemble des procédés des di érents partenaires
industriels. Le framework Alloy4PV et son outil ont donné lieu à une publication dans la
“European Conference on Modelling Foundations and Applications” à York au Royaume-Uni [152].
Une approche de génération de procédés. Nous avons proposé une approche et un outil basés
sur un algorithme génétique multi objectifs pour la génération de modèles de procédés. Le procédé
est généré au travers d’une séquence d’opérations de haut niveau (change patterns) inspirée par
la façon dont un modélisateur aurait pu modéliser un procédé, favorisant le réalisme des procédés
générés. À notre connaissance, c’est une des premières approches se confrontant à la génération
de modèles comportementaux, et non seulement syntaxiques. L’outil implémenté contient presque
8000 lignes de code Java et permet de générer des instances de modèles de procédés dans le format
UML AD ou BPMN, selon les objectifs définis par l’utilisateur. Cette approche a donné lieu à
une publication dans la “International Conference on Software and Systems Process” (ICSSP’13)
à San Francisco aux États-Unis.
Travaux complémentaires. Parallèlement à nos travaux sur la vérification de procédés métiers,
nous avons non seulement proposé une extension au standard fUML pour pallier certaines de ses
lacunes, mais aussi développé une approche permettant la planification de procédés déclaratifs.
Extension du standard fUML. Dans le cadre du projet MERgE, il était aussi nécessaire de
développer un outil permettant d’exécuter des procédés logiciels modélisés avec UML AD.
La façon la plus naturelle pour exécuter ces procédés consiste à utiliser la machine virtuelle
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fUML définie par le standard [189]. Cependant, le modèle d’exécution utilisé par la machine
virtuelle n’est pas adapté pour exécuter des procédés. En e et, le modèle d’exécution est
défini pour exécuter les modèles de manière “atomique” et ne remplit pas les conditions pour
“enacter” le procédé. Il n’est pas possible de contrôler l’exécution ni de l’observer. Nous avons
proposé une extension du standard afin de pallier ces inconvénients et nous avons développé
un débogueur de modèle UML en utilisant cette extension. Ce débogueur étend l’état de
l’art concernant les fonctionnalités de débogage des autres approches [139, 62, 92, 211], mais
surtout propose les fonctionnalités essentielles permettant d’“enacter” un procédé (mettre
en pause, reprendre, exécuter pas à pas, revenir en arrière (rollback), inspecter et modifier
les données instanciées, etc.). Cette extension du standard pour exécuter et déboguer un
modèle UML a donné lieu à une publication dans la conférence “Symposium on Applied
Computing” (SAC’13) à Coimbra au Portugal [155].
Planification de procédés déclaratifs. Récemment, la modélisation de procédé déclaratif a gagné
un grand intérêt dans le monde de la recherche et de l’industrie [257]. Ces langages
sont basés sur le fait de déclarer les di érents éléments du procédé (activités, ressources,
données, etc.) et d’appliquer des contraintes sur ces éléments qui doivent être respectées
pendant l’exécution du procédé. Dans ce contexte, l’exécution du procédé est dirigée par
les contraintes : tout ce qui ne viole pas une contrainte peut être exécuté. L’engouement
pour les langages déclaratifs pour la modélisation de procédés provient de leur flexibilité.
En e et, il a été prouvé que ces langages étaient appropriés pour accomplir un haut degré
de flexibilité du fait qu’ils ne nécessitent pas une spécification explicite de chacune des
exécutions possibles, mais permettent une spécification implicite de ces alternatives [198].
La di érence clef entre un modèle de procédé déclaratif et impératif est que, dans le premier,
tout est autorisé, à moins qu’explicitement interdit, tandis que dans le second, tout est
interdit, à moins qu’explicitement spécifié. Bien que ces langages permettent un haut degré
de flexibilité, cette liberté mène à des problèmes de compréhension : avoir une représentation
mentale des chemins d’exécution possible du modèle devient très rapidement beaucoup trop
compliqué pour être géré par un humain, au fur et à mesure que le nombre de contraintes
augmente sur le modèle [198]. Nous avons proposé une nouvelle approche formelle pour
générer automatiquement des plans d’exécution d’un procédé déclaratif. Au moment de la
modélisation, les plans d’exécutions permettent d’augmenter la compréhension du modèle
en fournissant une expérience directe avec celui-ci. Au moment de l’exécution, un module
de planification est primordial pour donner des traces d’exécution satisfaisant les objectifs
désirés. Ce travail a donné lieu à une publication dans la conférence “Symposium on Applied
Computing” (SAC’14) à Gyeongju en Corée [154].
Ces deux contributions n’étant pas directement liées à la vérification de procédés, nous ne les
avons pas présentées en détail dans ce document.
En plus d’une collaboration fructueuse dans le cadre du projet européen MERgE incluant
di érents partenaires académiques et industriels, l’ensemble de nos travaux a donc donné lieu à 5
publications dans des conférences internationales incluant des conférences de premier plan.
7.2 Perspectives
Ces travaux ouvrent di érentes perspectives à court, moyen et long termes.
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7.2.1 À court terme
Sous-ensemble de fUML formalisé. Un des points importants que nous souhaitons amé-
liorer concerne le sous-ensemble de fUML formalisé. Bien que la formalisation couvre les
points les plus importants de UML AD pour la définition d’un procédé, certains éléments
tels que les AcceptEventAction et SendSignalAction (pour gérer les événements) et les
StructuredActivity (noeud de haut niveau pour représenter des boucles et autres noeuds
conditionnels...) pourraient être intéressants à inclure dans un premier temps.
Un des points non traités de la formalisation concerne l’aspect contenu des données (data-
aware). Actuellement, le contenu des jetons à l’intérieur des ObjectNodes ne sont pas pris en
compte. Cela empêche, par exemple, d’exprimer des gardes (guard) sur les arcs pour déterminer si
l’arc peut être traversé. Certaines formalisations ont pris ces concepts en compte [79]. Cependant,
beaucoup de simplifications ont été faites par rapport à la façon dont fUML opère et seulement
les entiers ont été considérés.
Dans fUML, chaque jeton peut avoir un type primitif (integer, string, natural, boolean) ou
un type plus complexe (un Classifier) défini dans un diagramme de classes, représentant
ainsi une instance d’objet. Ces jetons sont manipulés en utilisant les noeuds d’actions définies
dans le package IntermediateActions. Ce package définit les actions classiques pour créer, lire,
supprimer ou modifier les jetons pendant l’exécution au sein d’un AD. Formaliser l’ensemble de
ces concepts est une tâche non triviale et pourrait être aussi intéressant à inclure dans un second
temps.
7.2.2 À moyen terme
Amélioration de l’outil de génération de procédés. Il pourrait être intéressant de définir un
ensemble de change patterns prenant en compte le flux de données, et d’étendre l’approche pour
générer les informations organisationnelles associées au procédé. Ceci permettrait d’avoir un
échantillon de modèle de procédé plus complet afin d’avoir une évaluation plus poussée de notre
approche de vérification.
Par ailleurs, il serait aussi intéressant d’étendre l’approche à tous les types de modèles
comportementaux. Un procédé étant seulement un type de modèle comportemental, une approche
de plus haut niveau et générique, basée sur le même type d’algorithme génétique, permettrait un
champ d’application beaucoup plus large, et également de toucher des communautés autres que
celles liées aux procédés métiers.
Module de planification. Actuellement, les propriétés faibles correspondent à des propriétés de
satisfiabilité : trouver une exécution telle qu’une condition (la propriété) est satisfaite. Faire de la
planification comme un problème de satisfiabilité n’est pas nouveau [136]. Cependant, dans notre
cas, définir un module de planification basé sur notre framework Alloy4PV correspondrait à
générer un ou plusieurs plans qui satisfont le ou les objectifs définis (ex. ActiviteA et ActiviteB
sont exécutées), sans optimisation quelconque. Moolloy [127], une extension d’Alloy implémentant
un algorithme d’amélioration guidée permet de résoudre des problèmes d’optimisation multi
objectifs (MOO, pour multi-objective optimization). Moolloy fonctionne en ajustant à maintes
reprises le problème SAT pour trouver des solutions de mieux en mieux jusqu’à ce qu’aucune
meilleure solution n’existe, explorant ainsi les frontières du Pareto Front. Moolloy étend légèrement
la syntaxe du langage Alloy en permettant de définir di érentes fonctions à optimiser (minimiser
ou maximiser). Ainsi, en utilisant Moolloy, il serait possible de générer le plan optimal pour les
objectifs donnés. Des exemples de fonctions à optimiser pourraient être : la minimisation du
nombre d’états nécessaires pour atteindre les objectifs, la minimisation du temps (horloge globale)
pour atteindre les objectifs, la maximisation d’utilisation des ressources, etc. Ainsi, en intégrant
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Moolloy à notre prototype, et en définissant ces fonctions à optimiser, il serait, dès lors, possible
de générer des plans optimisés en respectant la sémantique de fUML, pour atteindre des objectifs
définis. Les premiers tests e ectués “manuellement” ont déjà validé la possibilité d’intégration de
Moolloy dans nos outils.
7.2.3 À long terme
Techniques d’optimisation. Bien que les outils développés et l’évaluation aient prouvé la faisabi-
lité de notre approche, il reste beaucoup de points qui pourraient être optimisés :
1. Utiliser des techniques de slicing [276], c’est-à-dire en générant partiellement les modules
Alloy selon les besoins de la propriété :
En réalité, nous avons déjà appliqué cette technique manuellement en implémentant les
modules Alloy avec et sans les horloges globales et locales pour évaluer plus e cacement les
propriétés ne nécessitant pas le temps réel. Cependant, l’idée, ici, est d’aller plus loin et
d’être encore plus modulaire.
2. Utiliser des règles de réduction de graphes pour réduire la taille du procédé en s’inspirant
des règles de réduction utilisées sur les réseaux de Petri [181] :
De toute évidence, les règles de réductions ne peuvent pas être appliquées indi éremment
des propriétés analysées. Par rapport à cet exemple, la réduction appliquée ne pose pas de
problème pour vérifier si le procédé est sujet aux interblocages, mais aurait trop abstrait le
procédé dans le cas où l’on aurait souhaité vérifier relation_before(C,F ). Ainsi, les règles
de réduction appliquées dépendent en partie des propositions atomiques de la propriété
analysée. Comme expliqué dans l’évaluation, analyser des procédés de taille réduite permet
un gain de temps de vérification non négligeable.
3. Utiliser des techniques de décomposition du procédé, telles que la décomposition SESE
(Single Entry Single Exit) mise en place par Vanhatalo et al. dans [269] :
144 CHAPITRE 7. CONCLUSION
Encore une fois, les décompositions doivent être adaptées aux propriétés analysées selon ses
propositions atomiques. Dans la littérature, cette approche a, pour le moment, seulement
été mise en place pour l’analyse des propriétés de flux de contrôle.
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Annexe A
Modules Alloy4PV
A.1 Modules statiques
A.1.1 Syntax.als
1 module Syntax
2
3 open util/integer
4 open util/boolean
5
6 abstract sig Object {}
7
8 --
9 -- fUML·Syntax·Classes·Kernel
10 --
11 abstract sig RedefinableElement extends NamedElement {}
12 abstract sig Element extends Object {}
13 abstract sig NamedElement extends Element {}
14 abstract sig Class extends BehavioredClassifier {}
15 abstract sig Classifier extends Type {}
16 abstract sig Type extends Namespace {}
17 abstract sig Namespace extends PackageableElement {}
18 abstract sig PackageableElement extends NamedElement {}
19 abstract sig MultiplicityElement extends Element {
20 upper : Int,
21 lower : Int
22 }
23 abstract sig TypedElement extends NamedElement {}
24 abstract sig Parameter extends TypedElement {}
25
26 --
27 -- fUML·Syntax·Activities·IntermediateActivities
28 --
29 abstract sig ActivityEdge extends RedefinableElement {
30 source : ActivityNode,
31 target : ActivityNode,
32 }
33 abstract sig ActivityNode extends RedefinableElement {
34 outgoing : set ActivityEdge,
35 incoming : set ActivityEdge
36 }
37 abstract sig ControlNode extends ActivityNode {}
38 abstract sig FinalNode extends ControlNode {}
39 abstract sig ActivityFinalNode extends FinalNode {}
40 abstract sig FlowFinalNode extends FinalNode {}
41 abstract sig Activity extends Behavior {}
42 abstract sig ActivityParameterNode extends ObjectNode {
43 parameterMultiplicityElement : MultiplicityElement,
44 direction : ParameterDirectionKind
45 }
46 abstract sig ParameterDirectionKind extends Element {}
47 abstract sig ObjectNode extends ActivityNode {}
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48 abstract sig ControlFlow extends ActivityEdge {}
49 abstract sig ObjectFlow extends ActivityEdge {}
50 abstract sig DecisionNode extends ControlNode {}
51 abstract sig MergeNode extends ControlNode {}
52 abstract sig ForkNode extends ControlNode {}
53 abstract sig JoinNode extends ControlNode {}
54 abstract sig InitialNode extends ControlNode {}
55
56 --
57 -- fUML·Syntax·CommonBehaviors·BasicBehaviors
58 --
59 abstract sig Behavior extends Class {}
60 abstract sig BehavioredClassifier extends Classifier {}
61
62 --
63 -- fUML·Syntax·Activities·ExtraStructuredActivities
64 --
65 abstract sig ExpansionKind extends Object {}
66 abstract sig EK_parallel, EK_iterative, EK_stream extends ExpansionKind {}
67 abstract sig ExpansionNode extends ObjectNode {}
68 abstract sig ExpansionRegion extends StructuredActivityNode {}
69
70 --
71 -- fUML·Syntax·Activities·CompleteStructuredActivities
72 --
73 abstract sig Clause extends Element {}
74 abstract sig ConditionalNode extends StructuredActivityNode {}
75 abstract sig ExecutableNode extends ActivityNode {}
76 abstract sig LoopNode extends StructuredActivityNode {}
77 abstract sig StructuredActivityNode extends Action {}
78
79 --
80 -- fUML·Syntax·Actions·BasicActions
81 --
82 abstract sig Action extends ExecutableNode {
83 output : set OutputPin,
84 input : set InputPin
85 }
86 abstract sig CallAction extends InvocationAction {}
87 abstract sig CallBehaviorAction extends CallAction {}
88 abstract sig CallOperationAction extends CallAction {}
89 abstract sig SendSignalAction extends InvocationAction {}
90 abstract sig OpaqueAction extends Action {}
91 abstract sig InputPin extends Pin {}
92 abstract sig OutputPin extends Pin {}
93 abstract sig Pin extends ObjectNode {
94 multiplicityElement : MultiplicityElement
95 }
96 abstract sig InvocationAction extends Action {}
97
98 --
99 -- sig - help to write simple process
100 --
101 one sig ParameterDirectionIn extends ParameterDirectionKind {}
102 one sig ParameterDirectionOut extends ParameterDirectionKind {}
103
104 one sig MultiZeroOne extends MultiplicityElement {} {
105 lower = 0
106 upper = 1
107 }
108 one sig MultiOneOne extends MultiplicityElement {} {
109 lower = 1
110 upper = 1
111 }
112 one sig MultiZeroStar extends MultiplicityElement {} {
113 lower = 0
114 upper = max[]
115 }
116 one sig MultiOneStar extends MultiplicityElement {} {
117 lower = 1
118 upper = max[]
119 }
120 one sig MultiTwoStar extends MultiplicityElement {} {
121 lower = 2
A.1. MODULES STATIQUES 161
122 upper = max[]
123 }
124 one sig MultiStarStar extends MultiplicityElement {} {
125 lower = max[]
126 upper = max[]
127 }
128
129 fact nodeAndEdgeConnectivity {
130 all node : ActivityNode, edge : ActivityEdge | edge·source = node implies edge in node·outgoing
131 and
132 all node : ActivityNode, edge : ActivityEdge | edge·target = node implies edge in node·incoming
133 and
134 all node : ActivityNode, edge : ActivityEdge | edge in node·outgoing implies edge·source = node
135 and
136 all node : ActivityNode, edge : ActivityEdge | edge in node·incoming implies edge·target = node
137 }
A.1.2 Semantic.als
1 module Semantic
2
3 open util/ordering[State] as Ord
4 open util/integer
5 open util/boolean
6 open Syntax
7
8 --
9 -- organizational
10 --
11 abstract sig Resource extends Object {}
12
13 abstract sig Info {
14 use_i : ExecutableNode æset Resource,
15 timing_i : ExecutableNode æInt,
16 capacity_i : Resource æInt
17 }
18 fun Use : ExecutableNode æset Resource { Info·use_i }
19 fun Timing : ExecutableNode æInt { Info·timing_i }
20 fun Capacity : Resource æInt { Info·capacity_i }
21
22 --
23 -- State
24 --
25 abstract sig Status {}
26 one sig Running, Finished extends Status {}
27
28 sig State {
29 v : ActivityNode æone Int, // tokens
30 e : ActivityEdge æone Int, // offers
31
32 lc : ExecutableNode æone Int, // local clock
33 gc : Int, // global clock
34
35 running : Status
36 }
37
38 --
39 -- Helper
40 --
41 // getters
42 pred State·hasOffers[edge:ActivityEdge]
43 { this·e[edge] > 0 }
44 fun State·getTokens[node:ActivityNode] : Int
45 { this·v[node] }
46 pred State·hasTokens[node:ActivityNode]
47 { this·v[node] > 0 }
48 fun State·getOffers [edge:ActivityEdge] : Int
49 { this·e[edge] }
50 fun State·getLocalClock[node:ExecutableNode] : Int
51 { this·lc[node] }
52 // setters
53 pred State·setTokens[node:ActivityNode, i : Int]
54 { this·v[node] = i}
55 pred State·setOffers [edge:ActivityEdge, i : Int]
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56 { this·e[edge] = i}
57 pred State·setLocalClock[node:ExecutableNode, i : Int]
58 { this·lc[node] = i }
59 // block Edge and Node
60 pred freezeAll[s,s’:State]
61 { freezeAllNode[s,s’,ActivityNode] and freezeAllEdge[s,s’,ActivityEdge]}
62 pred freezeAllEdge[s,s’:State,edge: set ActivityEdge]
63 { all e : edge | freezeEdge[s,s’,e] }
64 pred freezeAllNode[s,s’:State,node: set ActivityNode]
65 { all n : node | freezeNode[s,s’,n] }
66 pred freezeEdge[s,s’:State, edge:ActivityEdge]
67 {s·getOffers[edge] = s’·getOffers[edge] }
68 pred freezeNode[s,s’:State, node:ActivityNode]
69 { s·getTokens[node] = s’·getTokens[node] }
70 pred freezeTime[s,s’:State]
71 { s’·lc = s·lc and s’·gc = s·gc }
72 pred freezeTime[s,s’:State,r:ActivityNode] {
73 r in ExecutableNode implies {
74 all n:ExecutableNode-r | s’·setLocalClock[ n,s·getLocalClock[n] ]
75 s’·setLocalClock[ r, 0 ]
76 s’·gc = s·gc
77 } else {
78 freezeTime[s,s’]
79 }
80 }
81
82 --
83 -- Transition Systems
84 --
85 pred init[ nodes:ActivityNodeæInt, edges:ActivityEdgeæInt, global : Int] {
86 first·v = (ActivityNode æ0) ++ nodes
87 first·e = (ActivityEdge æ0) ++ edges
88
89 first·gc = global
90 first·lc = (ExecutableNode æ0)
91
92 first·running = Running
93 }
94 fact traces {
95 all s: State - last | let s’ = s·next | {
96 s·running = Running implies {
97 transition[s,s’]
98 } else {
99 // stuttering the last state
100 endLoop[s,s’]
101 }
102 }
103 }
104 pred transition[s,s’:State] {
105 some f:ActivityFinalNode | s·hasTokens[f] implies {
106 endLoop[s,s’]
107 } else {
108 s’·running = Running
109 (stepTime[s,s’] or stepTokens[s,s’])
110 }
111
112 }
113 pred stepTime[s,s’:State] {
114 s·enabledTime and fireTime[s,s’]
115 }
116 pred stepTokens[s,s’:State] {
117 one n:(ActivityNode-Pin) | {
118 (s·enabledStart[n] and fireStart[s,s’,n])
119 or
120 (s·enabledFinish[n] and fireFinish[s,s’,n])
121 }
122 }
123 pred endLoop[s,s’:State] {
124 freezeAll[s,s’]
125 freezeTime[s,s’]
126 s’·running = Finished
127 }
128
129 --
A.1. MODULES STATIQUES 163
130 -- Timing
131 --
132 pred State·enabledTime[] {
133 some en:ExecutableNode | this·hasTokens[en] and not this·getLocalClock[en]·gte[Timing[en]]
134 }
135
136 pred fireTime[s,s’:State] {
137 freezeAll[s,s’]
138 // update localClock
139 all n:ExecutableNode | s·hasTokens[n] implies {
140 // incremental localClock
141 s’·setLocalClock[n,s·getLocalClock[n]·add[1]]
142 } else {
143 s’·setLocalClock[n,s·getLocalClock[n]]
144 }
145 // update globalClock
146 s’·gc = s·gc·add[1]
147 }
148
149 --
150 -- Step Finish
151 --
152 pred State·enabledFinish[node:ActivityNode] {
153 // the node is already executing
154 this·hasTokens[node]
155 and
156 // the node owns outgoing edge
157 some node·outgoing
158 and
159 // enough time spent on this action?
160 node in Action implies {
161 this·getLocalClock[node]·gte[Timing[node]]
162 }
163 }
164 pred fireFinish[s , s’ : State, node:ActivityNode] {
165 freezeTime[s,s’,node] // old one using "node" in param
166 // Action
167 node in Action implies {
168 s’·setTokens[node, 0]
169 // add offers to both outgoing edge and outgoing edge of output
170 // the number of added offers corresponds to the number of tokens on the node
171 all edge : (node·outgoing+ node·output·outgoing) | {
172 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
173 }
174 // reset input and output pin
175 all pin : (node·output+ node·input) | {
176 s’·setTokens[pin, 0]
177 }
178 freezeAllEdge[s,s’,(ActivityEdge-(node·outgoing+ node·output·outgoing))]
179 freezeAllNode[s,s’,(ActivityNode-(node+ node·input+ node·output))]
180 }
181
182 // DecisionNode
183 else node in DecisionNode implies {
184 s’·setTokens[node, 0]
185 // offer tokens on only one outgoing edge
186 one edge : node·outgoing | {
187 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
188 freezeAllEdge[s,s’,(ActivityEdge-edge)]
189 }
190 freezeAllNode[s,s’,(ActivityNode-node)]
191 }
192
193 // FlowFinalNode
194 else node in FlowFinalNode implies {
195 s’·setTokens[node, 0]
196 freezeAllEdge[s,s’,(ActivityEdge)]
197 freezeAllNode[s,s’,(ActivityNode-node)]
198 }
199
200 // (default) ActivityNode
201 else node in ActivityNode implies {
202 s’·setTokens[node, 0]
203 all edge : node·outgoing | {
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204 s’·setOffers[edge, s·getOffers[edge]·add[s·getTokens[edge·source]]]
205 }
206 freezeAllEdge[s,s’,(ActivityEdge-node·outgoing)]
207 freezeAllNode[s,s’,(ActivityNode-node)]
208 }
209 }
210
211 --
212 -- Step Start
213 --
214 pred State·enabledStart[node:ActivityNode] {
215 // the node is not already executing
216 not this·hasTokens[node]
217 and
218 // the node owns incoming edge
219 some node·incoming
220 and
221 // if the node is a MergeNode
222 // only 1 incoming edge with offers is required
223 (node in MergeNode implies {
224 some n:node·incoming | this·hasOffers[n]
225 }
226 // if the node is a Action
227 // check if all the incoming edge have offers
228 // check if all the input pin have enough offers depending of their multiplicity
229 else node in Action implies {
230 (all n:node·incoming | this·hasOffers[n])
231 and
232 (all n:node·input·incoming | this·getOffers[n] Ø n·target·multiplicityElement·lower)
233 and
234 (all r:Use[node] | (
235 #{others:(ExecutableNode-node) | r in Use[others] and this·hasTokens[others] } < Capacity[r]
236 ))
237 }
238 // (default) If the node is a ActivityNode
239 // check if all the incoming edge have offers
240 else node in ActivityNode implies {
241 all n:node·incoming | this·hasOffers[n]
242 })
243 }
244 pred fireStart[s , s’ : State, node : ActivityNode] {
245 freezeTime[s,s’]
246 // Action
247 node in Action implies {
248 s’·setTokens[node, 1]
249 // set the number of consumed tokens in the input pin
250 // trying to consume all offered tokens
251 all iPin : node·input | {
252 iPin·multiplicityElement·upper Ø s·getOffers[iPin·incoming]
253 implies
254 // consume all
255 s’·getTokens[iPin] = s·getOffers[iPin·incoming]
256 else
257 // consume up to upper
258 s’·getTokens[iPin] = iPin·multiplicityElement·upper
259 }
260 // set the number of tokens in the output pin
261 // nondeterministic between lower and upper multiplicity
262 all oPin : node·output | {
263 s’·getTokens[oPin] Ø oPin·multiplicityElement·lower
264 and
265 s’·getTokens[oPin] < = oPin·multiplicityElement·upper
266 }
267 // remove offers from both incoming edge and incoming edge of input
268 // the number of removed offers corresponds to the new number of tokens on the node
269 all edge : (node·incoming+ node·input·incoming) | {
270 s’·setOffers[edge, s·getOffers[edge]·sub[s’·getTokens[edge·target]]]
271 }
272 freezeAllEdge[s,s’,ActivityEdge-(node·incoming+ node·input·incoming) ]
273 freezeAllNode[s,s’,ActivityNode-(node+ node·input+ node·output)]
274 }
275
276 // MergeNode
277 else node in MergeNode implies {
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278 s’·setTokens[node, 1]
279 // choose one incoming edge
280 one edge : node·incoming | {
281 // the choosed edge need to have offers
282 s·hasOffers[edge]
283 // remove offers from the edge
284 s’·setOffers[edge, s·getOffers[edge]·sub[s’·getTokens[edge·target]]]
285 freezeAllEdge[s,s’,(ActivityEdge-edge)]
286 }
287 freezeAllNode[s,s’,(ActivityNode-node)]
288 }
289
290 // ActivityFinalNode
291 else node in ActivityFinalNode implies {
292 s’·setTokens[node, 1]
293 all edge : node·incoming | {
294 s’·setOffers[edge, s·getOffers[edge]·sub[s’·getTokens[edge·target]]]
295 }
296 freezeAllEdge[s,s’,(ActivityEdge-node·incoming)]
297 freezeAllNode[s,s’,(ActivityNode-node)]
298 s’·next·running = Finished
299 }
300
301 // (default) ActivityNode
302 else node in ActivityNode implies {
303 s’·setTokens[node, 1]
304 all edge : node·incoming | {
305 s’·setOffers[edge, s·getOffers[edge]·sub[s’·getTokens[edge·target]]]
306 }
307 freezeAllEdge[s,s’,(ActivityEdge-node·incoming)]
308 freezeAllNode[s,s’,(ActivityNode-node)]
309 }
310 }
A.1.3 Library.als
1 module Library
2
3 open Syntax
4 open Semantic
5
6 // Helper
7 pred State·start[n:ExecutableNode]
8 { not this·hasTokens[n] and this·next·hasTokens[n] }
9 pred State·end[n:ExecutableNode]
10 { not this·hasTokens[n] and this·prev·hasTokens[n] }
11 pred State·data[n:Pin]
12 { this·hasTokens[n] or this·hasOffers[n·outgoing] }
13 fun State·parallel[] : set ExecutableNode
14 { { n:ExecutableNode | this·hasTokens[n] } }
15
16 fun getNumberOfEdgeActivation[edge:ActivityEdge] : State {
17 { s : State | not s·hasOffers[edge] and s·next·hasOffers[edge] }
18 }
19 fun getNumberOfNodeActivation[node:ActivityNode] : State {
20 { s : State | not s·hasTokens[node] and s·next·hasTokens[node] }
21 }
22
23 --
24 -- Fairness
25 --
26 // (1)
27 pred fairness1 {
28 some s:State | s·running = Finished
29 }
30 // (2)
31 pred fairness2[n:Int] {
32 all decision:DecisionNode | fairDecision[decision,n]
33 }
34 pred fairDecision[node:DecisionNode,n:Int] {
35 all edge:node·outgoing |
36 #{getNumberOfEdgeActivation[edge]} < = n
37 }
38
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39 --
40 -- Flux de controle
41 --
42 // (1·1) Impossibilite de completion
43 pred Completion {
44 some s:State, f:ActivityFinalNode | s·hasTokens[f]
45 }
46
47 // (1·2) Completion non propre
48 pred CompletionNotClean {
49 all s:State | some f:ActivityFinalNode | s·hasTokens[f] implies {
50 all o:ExecutableNode | not s·hasTokens[o]
51 }
52 }
53
54 // (1·3) Transition morte (accessibilite)
55 pred DeadTransition[n:ExecutableNode] {
56 all s:State | not s·hasTokens[n]
57 }
58
59 --
60 -- Data
61 --
62 pred State·pAll[node:ExecutableNode] {
63 not this·hasTokens[node]
64 and
65 some node·incoming
66 }
67 pred State·pNode[node:ExecutableNode] {
68 this·pAll[node]
69 and
70 node in ActivityNode implies {
71 all n:node·incoming | this·hasOffers[n]
72 }
73 }
74 pred State·pAction[node:ExecutableNode] {
75 this·pAll[node]
76 and
77 node in Action implies {
78 (all n:node·incoming | this·hasOffers[n])
79 and
80 (all n:node·input·incoming | this·getOffers[n] Ø n·target·multiplicityElement·lower)
81 and
82 (all r:Use[node] | (
83 #{others:(ExecutableNode-node) | r in Use[others] and this·hasTokens[others] } < Capacity[r]
84 ))
85 }
86 }
87 // (2·1) Donnees manquantes
88 pred MissingData {
89 all s:State, n:ExecutableNode | s·pNode[n] implies {
90 some ss:(s+ s·nexts) | ss·pAction[n]
91 }
92 }
93 // (2·2) Donnees redondantes
94 pred RedondantData {
95 all s:State | some f:ActivityFinalNode | s·hasTokens[f] implies {
96 all o:ObjectFlow | not s·hasOffers[o]
97 }
98 }
99
100 --
101 -- Resources
102 --
103 // (3·1) LackOfResource
104 pred LackOfResource {
105 all s:State, en:ExecutableNode, r:Resource | s·enabledStart[en] and (r in Use[en]) implies {
106 #{ o : ExecutableNode | o ”= en and r in Use[o] and s·hasTokens[o] } < Capacity[r]
107 }
108 }
109 // (3·2) Utilisation inefficace des ressources·
110 pred InefficientRessourceUse[r:Resource] {
111 some s:State, n:ExecutableNode | r in Use[n] and s·hasTokens[n]
112 }
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113 pred InefficientRessourceUse2[r:Resource] {
114 some s:State | #{n : s·parallel[] | r in Use[n]} = Capacity[r]
115 }
116
117 --
118 -- Time
119 --
120 // (4·1) Duree du procede·
121 pred TotalTime[t:Int] {
122 some s:State, f:ActivityFinalNode | s·hasTokens[f] and s·gc·lt[t]
123 }
124 // (4·2) Contrainte de debut fin d activite·
125 pred TimeActivityStartLowerThan[t:Int, n:ExecutableNode] {
126 all s:State | s·start[n] implies {
127 s·gc·lt[t]
128 }
129 }
130 pred TimeActivityStartHigherThan[t:Int, n:ExecutableNode] {
131 all s:State | s·start[n] implies {
132 s·gc·gt[t]
133 }
134 }
135 pred TimeActivityEndLowerThan[t:Int, n:ExecutableNode] {
136 all s:State | s·end[n] implies {
137 s·gc·lt[t]
138 }
139 }
140 pred TimeActivityEndHigherThan[t:Int, n:ExecutableNode] {
141 all s:State | s·end[n] implies {
142 s·gc·gt[t]
143 }
144 }
145 // (4·3) Contrainte relative de debut/fin d’activite·
146 pred TimeRelativeStartLowerThan[a,b:ExecutableNode, t:Int]{
147 all s1:State | s1·start[b] implies {
148 some s2 : (s1+ s1·nexts) | s2·start[a] and s2·gc·lt[s1·gc·add[t]]
149 }
150 }
151 pred TimeRelativeStartHigherThan[a,b:ExecutableNode, t:Int]{
152 all s1:State | s1·start[b] implies {
153 some s2 : (s1+ s1·nexts) | s2·start[a] and s2·gc·gt[s1·gc·add[t]]
154 }
155 }
156 pred TimeRelativeEndLowerThan[a,b:ExecutableNode, t:Int]{
157 all s1:State | s1·start[b] implies {
158 some s2 : (s1+ s1·nexts) | s2·start[a] and s2·gc·lt[s1·gc·add[t]]
159 }
160 }
161 pred TimeRelativeEndHigherThan[a,b:ExecutableNode, t:Int]{
162 all s1:State | s1·start[b] implies {
163 some s2 : (s1+ s1·nexts) | s2·start[a] and s2·gc·gt[s1·gc·add[t]]
164 }
165 }
166
167 --
168 -- Business
169 --
170 // Existence
171 pred range[a:ExecutableNode, min,max:Int] {
172 let n = #{getNumberOfNodeActivation[a]} | {
173 n·gte[min] and n·lte[max]
174 }
175 }
176 // Relation
177 pred relation_before[a,b:ExecutableNode] {
178 all s:State | s·hasTokens[b] implies {
179 some ss:(s+ s·prevs) | ss·hasTokens[a]
180 }
181 }
182 pred relation_after[a,b:ExecutableNode] {
183 all s:State | s·hasTokens[b] implies {
184 some ss:(s+ s·nexts) | ss·hasTokens[a]
185 }
186 }
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187 pred relation_par[a,b:ExecutableNode] {
188 all s:State | s·hasTokens[a] implies {
189 some ss:(s+ s·nexts) | ss·hasTokens[a] and ss·hasTokens[b]
190 }
191 }
192 pred relation_excl[a,b:ExecutableNode] {
193 all s:State | s·hasTokens[a] implies {
194 not s·hasTokens[b]
195 }
196 }
197 pred relation_between[a,b,c:ExecutableNode] {
198 all s:State | s·hasTokens[a] implies {
199 (some ss:(s+ s·prevs) | ss·hasTokens[b])
200 and
201 (some ss:(s+ s·nexts) | ss·hasTokens[c])
202 }
203 }
204 // ExistenceData
205 pred existence_data[d:OutputPin] {
206 some s:State | s·data[d]
207 }
208 // RelationData
209 pred relation_data_before[da,db:OutputPin] {
210 all s:State | s·data[db] implies {
211 some ss:(s+ s·prevs) | ss·data[da]
212 }
213 }
214 pred relation_data_after[da,db:OutputPin] {
215 all s:State | s·data[db] implies {
216 some ss:(s+ s·nexts) | ss·data[da]
217 }
218 }
219 pred relation_data_par[da,db:OutputPin] {
220 all s:State | s·data[da] implies {
221 some ss:(s+ s·nexts) | ss·data[da] and ss·data[db]
222 }
223 }
224 pred relation_data_excl[da,db:OutputPin] {
225 all s:State | s·data[da] implies {
226 not s·data[db]
227 }
228 }
229 // RelationDataActivity
230 pred relation_data_act_before[d:OutputPin, a:ExecutableNode] {
231 all s:State | s·hasTokens[a] implies {
232 some ss:(s+ s·prevs) | ss·data[d]
233 }
234 }
235 pred relation_data_act_after[d:OutputPin, a:ExecutableNode] {
236 all s:State | s·hasTokens[a] implies {
237 some ss:(s+ s·nexts) | ss·data[d]
238 }
239 }
240 pred relation_data_act_during[d:OutputPin, a:ExecutableNode] {
241 all s:State | s·hasTokens[a] implies {
242 some ss:(s+ s·nexts) | ss·hasTokens[a] and ss·data[d]
243 }
244 }
245 pred relation_data_act_excl[d:OutputPin, a:ExecutableNode] {
246 all s:State | s·data[d] implies {
247 not s·hasTokens[a]
248 }
249 }
250 pred relation_data_act_between[d:OutputPin, a,b:ExecutableNode] {
251 all s:State | s·data[d] implies {
252 (some ss:(s+ s·prevs) | ss·hasTokens[a])
253 and
254 (some ss:(s+ s·nexts) | ss·hasTokens[b])
255 }
256 }
257 // ExistenceTimeActivity
258 pred time_activity_before[a:ExecutableNode, t:Int] {
259 all s:State | s·hasTokens[a] implies {
260 s·gc·lt[t]
A.2. MODULES DYNAMIQUES 169
261 }
262 }
263 pred time_activity_after[a:ExecutableNode, t:Int] {
264 all s:State | s·hasTokens[a] implies {
265 s·gc·gt[t]
266 }
267 }
268 pred time_activity_between[a:ExecutableNode, t1,t2:Int] {
269 all s:State | s·hasTokens[a] implies {
270 s·gc·gt[t1] and s·gc·lt[t2]
271 }
272 }
273 // ExistenceTimeData
274 pred time_data_before[d:OutputPin, t:Int] {
275 all s:State | s·data[d] implies {
276 s·gc·lt[t]
277 }
278 }
279 pred time_data_after[d:OutputPin, t:Int] {
280 all s:State | s·data[d] implies {
281 s·gc·gt[t]
282 }
283 }
284 pred time_data_between[d:OutputPin, t1,t2:Int] {
285 all s:State | s·data[d] implies {
286 s·gc·gt[t1] and s·gc·lt[t2]
287 }
288 }
289 // ExistenceTimeResource
290 pred time_resource_before[r:Resource, t:Int] {
291 all s:State, a:ExecutableNode | (
292 s·hasTokens[a] and r in Use[a]
293 ) implies {
294 s·gc·lt[t]
295 }
296 }
297 pred time_resource_after[r:Resource, t:Int] {
298 all s:State, a:ExecutableNode | (
299 s·hasTokens[a] and r in Use[a]
300 ) implies {
301 s·gc·gt[t]
302 }
303 }
304 pred time_resource_between[r:Resource, t1,t2:Int] {
305 all s:State, a:ExecutableNode | (
306 s·hasTokens[a] and r in Use[a]
307 ) implies {
308 s·gc·gt[t1] and s·gc·lt[t2]
309 }
310 }
A.2 Modules dynamiques
A.2.1 Process.als
1 module Process
2
3 open Semantic
4 open Syntax
5
6 fact initTokens {
7 init[
8 Initial æ1 + RequestedOrder æ1 ,
9 ActivityEdge æ0,
10 0
11 ]
12 }
13
14 one sig BankConnector extends Resource {}{}
15
16 one sig InfoIPSW6 extends Info {} {
17 use_i = AcceptPayment æBankConnector
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18 timing_i = (Action æ1) ++ (ReceiveOrder æ1 + FillOrder æ2 + SendInvoice æ1 +
19 MakePayment æ1 + AcceptPayment æ2 + ShipOrder æ3 +
20 CloseOrder æ1)
21 }
22
23 one sig RequestedOrder extends ActivityParameterNode {} {
24 parameterMultiplicityElement = MultiOneOne
25 direction = ParameterDirectionIn
26 }
27 one sig Initial extends InitialNode {} {}
28 one sig ReceiveOrder extends OpaqueAction {}{
29 input = InputPinReceiveOrder
30 output = none
31 }
32 one sig DecisionOrder extends DecisionNode {} {}
33 one sig FillOrder extends OpaqueAction {}{
34 input = none
35 output = none
36 }
37 one sig Fork extends ForkNode {} {} //6
38 one sig SendInvoice extends OpaqueAction {}{
39 input = none
40 output = OutputPinInvoice
41 }
42 one sig MakePayment extends OpaqueAction {}{
43 input = InputPinInvoice
44 output = none
45 }
46 one sig AcceptPayment extends OpaqueAction {}{
47 input = none
48 output = none
49 }
50 one sig ShipOrder extends OpaqueAction {}{
51 input = none
52 output = none
53 }
54 one sig Join extends JoinNode {} {}
55 one sig Merge extends MergeNode {} {}
56 one sig CloseOrder extends OpaqueAction {}{
57 input = none
58 output = none
59 }
60 one sig Final extends ActivityFinalNode {} {}
61 one sig OutputPinInvoice extends OutputPin {}{
62 multiplicityElement = MultiOneOne
63 }
64 one sig InputPinInvoice extends InputPin {}{
65 multiplicityElement = MultiOneOne
66 }
67 one sig InputPinReceiveOrder extends InputPin {}{ //17
68 multiplicityElement = MultiOneOne
69 }
70 one sig f1 extends ObjectFlow {} {
71 source = RequestedOrder
72 target = InputPinReceiveOrder
73 }
74 one sig f2 extends ControlFlow {} {
75 source = Initial
76 target = ReceiveOrder
77 }
78 one sig f3 extends ControlFlow {} {
79 source = ReceiveOrder
80 target = DecisionOrder
81 }
82 one sig f4 extends ControlFlow {} {
83 source = DecisionOrder
84 target = FillOrder
85 }
86 one sig f5 extends ControlFlow {} {
87 source = FillOrder
88 target = Fork
89 }
90 one sig f6 extends ControlFlow {} {
91 source = Fork
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92 target = SendInvoice
93 }
94 one sig f7 extends ControlFlow {} {
95 source = SendInvoice
96 target = MakePayment
97 }
98 one sig f8 extends ObjectFlow {} {
99 source = OutputPinInvoice
100 target = InputPinInvoice
101 }
102 one sig f9 extends ControlFlow {} {
103 source = MakePayment
104 target = AcceptPayment
105 }
106 one sig f10 extends ControlFlow {} {
107 source = AcceptPayment
108 target = Join
109 }
110 one sig f11 extends ControlFlow {} {
111 source = ShipOrder
112 target = Join
113 }
114 one sig f12 extends ControlFlow {} {
115 source = Join
116 target = Merge
117 }
118 one sig f13 extends ControlFlow {} {
119 source = DecisionOrder
120 target = Merge
121 }
122 one sig f14 extends ControlFlow {} {
123 source = Merge
124 target = CloseOrder
125 }
126 one sig f15 extends ControlFlow {} {
127 source = CloseOrder
128 target = Final
129 }
130 one sig f16 extends ControlFlow {} {
131 source = Fork
132 target = ShipOrder
133 }
A.2.2 Properties.als
1 module Properties
2
3 open Process
4 open Library
5
6 fact {fairness1}
7
8 // (1·1) Impossibilite de completion
9 run Completion for 0 but 38 State, 3 Int expect 1
10 check {Completion} for 0 but 38 State, 3 Int expect 0
11 // (1·2) Completion non propre
12 run CompletionNotClean for 0 but 38 State, 3 Int expect 1
13 check {CompletionNotClean} for 0 but 38 State, 3 Int expect 0
14 // (1·3) Transition morte (accessibilite)
15 check {DeadTransition[ReceiveOrder]} for 0 but 38 State, 3 Int expect 1
16 check {DeadTransition[FillOrder]} for 0 but 38 State, 3 Int expect 1
17 check {DeadTransition[SendInvoice]} for 0 but 38 State, 3 Int expect 1
18 // (2·1) Donnees manquantes
19 run MissingData for 0 but 38 State, 3 Int expect 1
20 check {MissingData} for 0 but 38 State, 3 Int expect 0
21 // (2·2) Donnees redondantes
22 run RedondantData for 0 but 38 State, 3 Int expect 1
23 check {RedondantData} for 0 but 38 State, 3 Int expect 0
24 // (3·1) LackOfResource
25 run LackOfResource for 0 but 38 State, 3 Int expect 1
26 check {LackOfResource} for 0 but 38 State, 3 Int expect 0
27 // (3·2) Utilisation inefficace des ressources·
28 run {InefficientRessourceUse[BankConnector]} for 0 but 38 State, 3 Int expect 1
29 check {InefficientRessourceUse[BankConnector]} for 0 but 38 State, 3 Int expect 1
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30 run {InefficientRessourceUse2[BankConnector]} for 0 but 38 State, 3 Int expect 1
31 check {InefficientRessourceUse2[BankConnector]} for 0 but 38 State, 3 Int expect 1
32 // (4·1) Duree du procede·
33 run {TotalTime[12]} for 0 but 38 State, 5 Int expect 1
34 check {TotalTime[12]} for 0 but 38 State, 5 Int expect 0
35 run {TotalTime[6]} for 0 but 38 State, 5 Int expect 1
36 check {TotalTime[6]} for 0 but 38 State, 5 Int expect 1
37 //--- Metiers
38 // Existence
39 check {range[ReceiveOrder,0,1]} for 0 but 38 State, 3 Int expect 0
40 check {range[ReceiveOrder,2,2]} for 0 but 38 State, 3 Int expect 1
41 // Relation
42 check {relation_before[SendInvoice,MakePayment]} for 0 but 38 State, 3 Int expect 0
43 check {relation_before[MakePayment,SendInvoice]} for 0 but 38 State, 3 Int expect 1
44 check {relation_excl[ReceiveOrder,CloseOrder]} for 0 but 38 State, 3 Int expect 0
45 check {relation_excl[ShipOrder,AcceptPayment]} for 0 but 38 State, 3 Int expect 1
46 check {relation_between[MakePayment,SendInvoice, AcceptPayment]} for 0 but 38 State, 3 Int expect 0
47 // RelationData
48 check {existence_data[OutputPinInvoice]} for 0 but 38 State, 3 Int expect 1 //
49 // ExistenceTimeActivity
50 check {time_activity_before[ShipOrder,2]} for 0 but 38 State, 5 Int expect 1
51 check {time_activity_before[ShipOrder,12]} for 0 but 38 State, 5 Int expect 0
52 check {time_data_between[OutputPinInvoice,1,4]} for 0 but 38 State, 5 Int expect 1
53 check {time_data_between[OutputPinInvoice,1,10]} for 0 but 38 State, 5 Int expect 0
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