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In recent years much attention has been drawn to the problem of non-sam-
pling errors in surveys. vlhile there are now adequate methods available for 
controlling, or at least meast~ing, sampling errors in the usual probability 
survey, little is known about the sources of non-sampling error, or what their 
effects are upon sample estimates. One can never be quite sure that his sam-
ple averages do not contain some element of bias, or that his sample variances 
are not inflated by errors other than what his formulae for standard error 
allow. 
Non-sampling errors, as their name implies, are independent of the sam-
pling procedure and may enter into the survey at any point from the designa-
tion of the objectives to the conclusions drawn from the results (1, 1944). 
Most concern, however, has been directed toward those errors which arise in 
the collection of the data from the respondents. Much has been written on the 
problem of non-response due to both those not at home when the interviewer 
calJ.s and those who refuse to be interviewed. Methods have been devised for 
including these people in the sample or for getting unbiased estimates from 
the sample when these people are not included. Recently, too, concern has been 
expressed over those errors occurring during the interviewing situation. These 
errors may arise from the interaction of the interviewer and the respondent or 
may be due to errors on the part of the interviewer or respondent alone. Some 
of the more important causes will be mentioned in greater detail in a later 
section of the paper. 
1 Report of research prepared in c9nnection with the National Analysts, Inc. -
A. J, King Grant. 
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Interviewer errors may be thought of as arising from two fundamental sources: 
1. Differential interviewer effects which are a reflection of the indivi-
dual interviewer's idiosyncrasies upon the recorded response. 
2. An overall bias which will affect the results of all interviews in the 
same manner • 
For example, it has been noted that when eye estimates of crops have been made 
by two different groups of enumerators on the same crop there is individual 
variation in the estimates of different enumerators and also a bias common to 
each group depending upon what training methods were used for each group and 
under what auspices the groups are working. It should be noted that while a 
group of interviewers may be completely homogeneous in the results they eJicit; 
i.e., there is no differential response within each group, the group as a whole 
may be biasing the results. 
It is important to distinguish between these two sources of error, for 
when dealing with a single group of interviewers, while we shall be able to 
test whether differential interviewer effects exist we cannot test whether our 
interviewing group as a whole is biased unless we have outside means of verify-
ing the estimates. For example, we could test the validity of such factual 
data as date of birth, ownership of a telephone, driver's license, etc. by 
checking with offi~ial records. It would be much harder, though, to try to 
validate such intangibles as oplnion or attitude structure since a major prob-
lem would arise in attempting to define an individual's "true" opinion or 
attitude. 
While individual interviewer effects may be self cancelling (there is no 
guarantee that this will be so) the variation amongst interviewers may contri-
bute a greater portion to the total error of the survey than will sampling 
variation. 
It may also be that one or two of the interviewing staff may be getting 
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results which are not in line with the results of the rest of the interviewers. 
'-There a small interviewing staff is being used, the discrepant results of these 
one or two interviewers may have an unduly large effect upon the final esti-
mates. It will be of interest, then, to have some estimate as to the inter~ 
viewer's contribution to the total variation along with a check as to whether 
certain interviewers are obtaining discrepant results. No attempt will be made 
to suggest methods for correcting any observed differences in results nor will 
there be any attempt to hypothesize the causes of observed differences. These 
considerations are outside the scope of this paper and depend to some extent 
upon the practical situations arising out of any particular survey. It shall 
be left to persons who are familiar with the content of the survey in question 
and the makeup of the interviewing staff to decide what action (if any) should 
be taken when interviewer effects are shown to be present. 
We shall further confine Ol~selves to testing for differences when the 
following restrictions are imposed: 
1. Actual survey conditions are in operation. 
2. Respondents are chosen by a random device and not by the interviewer. 
The detection methods suggested in this paper have been formulated with 
the aim of being cax·ried out as an integral part of the survey design. The 
methods should be subordinated to the usual survey administrat:ive considera-
tions and should be incorporated into the survey in such a manner as to keep 
added costs at a minj.mum. Experiments have been set up to test whether inter-
viewer differences exist either between certain groups of interviewers (exper-
ienced vs. inexperienced, training method A vs. training method B, etc.) or 
between individual interviewers within a group. For the most part, however, 
the experimental results have been the predominant objective and the conditions 
under which these ex:feriments were carried out called for a compromise from 
the usual survey techniq~es in order to assure valid comparisons of the exper-
imental results. 
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It is des:l.rable to eliminate from this discussion the so-called 11 judgment" 
and "quota" sampling techniques since when they are used there is no estimate 
of sampling error available and there is also an additional potential source 
of bias present due to the fact that the interviewer is allowed to choose the 
individuals he is to interview. Certain interviewers might be prone to choose 
certain types of res:pondents within their quota groups, e.g., those people who 
seem easiest to approach or those people the interviewer thinks will give the 
11best 11 kind of interview. The obvious solution to this problem of added bias 
present in the quota type survey is to use a probability sample. 
Review of the Literature 
The overall problem of interview bias has been approached in a fundamental 
manner by members of the National Opinion Research Center in a research program 
sponsored by the National Research Council and the Social Science Research 
Council through their Joint Committee on the Measurement of Opinion, Attitudes, 
and Consumer Wants. The results of tbe project have not yet been published 
in a unified report but in an interim report (2, 1949) H. Hyman has outlined 
the program of research followed at that date: 
l· Examination of existing surveys for variables related to effects, mag-
nitudes of such effects, and the process by which they occur. 
2. Intensive interv~ews of interviewers concerning their experiences. 
3. Intensive interviews with a small sample of respondents. 
~ 4. Measurement of interviewer differences under national survey condi-
tions where interviewers were given equivalent assignments using both homo-
geneous and heterogeneous groups of interviewers. 
Although a complete report of findings has not yet been published, various 
aspects of the project have been dealt with in articles by members of the 
N. 0. R. C. staff appearing for the most part in Public Opinion Quarterly and 
the International Jo,~nal of Opinion and Attitude Research, Hypotheses as to 
the presence of interviewer effect have been tested with regard to the follow~ 
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ing situations: 
1. Different types of questions, e.g., dichotomous with alternatives 
explicitly stated, categorical eliciting many answers, etc., were compared for 
the purpose of testing whether certain types of questions allowed interviewer 
effects to operate through them. It was found that four types of questions 
predominated in allowing effects to operate through them (3, 1947). 
2. In area sampling a study of interviewer performance was made (4, 1949) 
in which it was shown that intervie,vers make conscious or unconscious errors 
in listing dwelling units. There is also a possibility of error in the selec-
tion of individuals within a dwelling unit. 
3. A study of the influences of sub-ques~ions on interviewer performance 
(5, 1949) showed that there is no marked tendency for interviewers to classify 
answers into categories which will avoid further questioning by means of sub-
questions. It was found, however, that those interviewers who favored a 
question themselves received more replies to it than those who did not favor it. 
4. A study was made to show effects by classifying answers into pre-coded 
boxes. It was found that interviewer attitudes and expectations have little 
effect upon the classification of response (6, 1949). 
5. The hypothesis that interviewer expectations as to the organized 
structure of the respondentst attitudes distort survey results through errors 
in recording was tested (7, 1950). The hypothesis was not rejected and it 
was postulated that interviewer expectations could operate in the following 
manner: 
a. Role expectations: The interviewer views the respondent as a member 
of some group and the response is stereotyped accordingly when there is any 
room for the interviewer to interpret ambiguous answers. 
b. Attitude structure expectations: The interviewer assumes that the 
attitudes of a respondent must in some way be consistent, e.g., those who are 
pro-Democrat will be pro-labor. 
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c. Probability structure expectations: The interviewer enters the inter-
view situation with certain concepts of opinion distribution, e.g., nearly 
everyone favors N. A. T. 0.; few doctors favor socialized medicine. Besides 
the tendency to interpret ambiguous responses in light of the interviewer's 
expectations it is also thought that the interviewer will also tend to over-
simplify the responses. 
6. A field study with a large number of interviewers was carried out in 
the city of Denver to test whether or not interviewer opinions had any influence 
on response (8, 1951). ln this study an attempt was made to insure compara-
bility of results by dividing the city into sectors, each of which was composed 
of a representative group of census tracts. A group of interviewers would then 
interview in all census tracts in one sector. Comparisons were first made for 
each group within a sector and then results for all sectors were pooled allow-
ing comparisons for the whole staff of interviewers. Negative results were 
obtained inasmuch as the hypothesis of interviewer effect was rejected. 
Studies on biases and on differences among samples in visual methods of 
estimating various characteristics of field plots have been reported by a 
number of authors (9, 1934; 10, 1935; 11, 1936; 12, 191~o). In those experi-
ments that were set up in such a way as to allow comparisons among observers 
(for e~ample, 9, 11) it was shown that there is also a variation in amount of 
bias obtained by different observers. Yates and Watson (9, 1934) report the 
use of a lOxlO latin s~uare to test variation in bias when it was necessary to 
determine by means of an eye estimate the number of shoots of a plant that had 
reached a certain height. The results were checked for bias by digging up all 
plants on the experimental plots. In the experiment reported ten experimental 
plots were each examined by ten trained observers. The plots were checked in 
a certain order both to insure that two observers were not examining the same 
plot at the same time and to determine whether the order in which the plots 
were checked bad any influence on the magnitude of the bias obtained. The 
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rows of the latin square corresponded to the observers, the columns to the 
plots, and the treatments to the order of examination. It was found that all 
observers tended to underestiroate the number of shoots and that there was also 
a significant difference in the magnitude of the biases of different observers. 
The amount of bias also differed significantly according to the order in which 
the plots were examined. This was thought to be due to the fact that those 
who first examined a plot disentangled and separated the shoots of the plants 
thus making a more accurate estimate possible by those who later examined the 
plots. 
Studies by workers at Iowa State College (13, 1940; 14, 1942; 15, 1946; 
and 16, 1946) and in India (17, 1947) have shown that the yield of a crop is 
overestimated if the sampler is allowed to use any judgment whatsoever in the 
placement of the sampling frame. In placing the sampling frame the question 
always arises as to which plants to include and which to exclude. The tend-
ency is to include too many~ There is also a tendency to choose a better 
than average spot in the field in which to throw the hoop (13, 14, 15). This 
tendency may be overcome by choosing a random spot in the field over which to 
place the hoop (14). When a crop looks poor the observers must also use judg-
ment as to whether or not the field will be harvested. Unless some standard 
criteria are agreed upon for deciding whether or not a crop will be classed 
as harvestable there will be discrepancies in the results of different enum-
- erators. 
Another example in which a survey was designed so that it is possible to 
get "unconfounded" estimates of the effects of two or more groups of inter-
viewers is described by Durbin and Stuart (18, 1951). A factorial experiment 
is used to test whether differences in the rate of response elicited exist 
between experienced and inexperienced interviewers. The design used is a 
4x3x3x3x2 factorial replicated seven times, the factors being as follows: 
4 ages of subject 
3 questionnaires 
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2 experienced 
3 groups of interviewers 1 inexperienced 
3 city boroughs of districts 
2 sex of subject 
A total of 1512 interviews were attempted within this experiment, 504 by 
each interviewer group. It was possible to carry out the experiment testing 
simultaneously whether the experience of the interviewer, type of subject 
matter in the questionnaire, district in which the survey was carried out, 
age of respondent, and sex of respondent, bad any effect upon the response 
rate obtained. It should be noted that the use of such a layout does not 
enable us to detect whether or not differences exist between individual inter~ 
viewers but only between interviewer groups, i.e., if we have found that the 
groups differ we cannot identify the particular interviewers in the group that 
are causing the discrepant results of the group. 
It was found in this experiment that the inexperienced interviewers did 
obtain a ~ignificantly lower response rate but since the inexperienced inter-
viewers were all university students while the experienced interviewers were 
members of two commercial survey firms no conclusions could be reached as to 
whether the lower response rate was que to the inexperience of the group or 
to some other characteristic which might be ascribable to the student group. 
As opposed to those surveys in which an experimental layout or design 
is used to allow valid comparisons of interviewer results and whose main 
objective is the testing of some hypothesis about certain groups of inter-
viewers or individtml interviewers, there have been developed methods which, 
when incorporated into a survey. will allow a comparison of the results of 
individual interviewers or groups of interviewers. These comparisons are not 
the main objectives of the survey but are an intrinsic part of the actual 
survey design. 
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Since 1938, workers at Iowa State College (see 13, 1940; 14, 1942, and 
15, 1946) under the direction of A. J. King were conducting route-sample 
surveys to estimate crop acreage and production of field crops. Two samplers 
were assigned to each car. Upon reaching the designated field each sampler 
took one of the two designated samples from each field. By identifying the 
samples it was possible to compare samplers. For example, in the soybean 
survey reported by Houseman et al. (15, 1946) the following analysis of var-
iance between samplers was obtained: 
Source of Sam:Elers A and B SamElers A and c 
variation df ms df ms 
Samplers 1 0.2h 1 188.36 
Fields 45 118.20 19 83.83 
Samplers x Fields 45 73.72 19 79-77 
The results from samplers A and B agree very closely. However, it is known 
that the data obtained were not the result of collusion between the samplers 
but a chance event. The difference between samplers A and C is not unusually 
large. King and Jebe (13, 1940) also mention a discrepancy in the results 
of two observers although no data is given on the discrepancy. 
P. C. Mahalanoois has played a large part in the development of these 
methods and has made use of them in much of his survey work. One metbod 
which he describes (19, 1946) is most commonly used by him and his associates. 
Within each stratum in which tbe sampling units or clusters of sampling units 
are located at random the sampling units are given serial numbers as they 
are located. Two or more independent interpenetrating samples are made from 
those units which have even-ending serial numbers and those that have odd-
ending serial numbers. These samples are then enumerated by different inter-
viewers or groups of interviewers, thus supplying different estimates of 
error. This method allows one to make comparisons within strata but not for 
different interviewers working in different strata. This technique also 
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re~uires that both enumerators cover the whole stratum or segment rather than 
each one working within a more compact portion of the segment. This means 
that travel costs will be higher for all interviewers and a greater length 
of time will most likely be required for the completion of the survey. This 
type of design fits itself best to a survey situation in which a small group 
of interviewers travel together from stratum to stratum, sharing the inter-
viewing within each stratum, e.g., a sociological survey carried out by a 
university where the interviewing staff might consist of two or three trained 
sociologists travelling in the same automobile within a state. 
Hochstim and Stock (20, 1951) have reported a method for "measuring 
interviewer variability". They assume the following additive model: 
Yij = xi + aj + eij 
where yij = an observation on the ith respondent by the jtb interviewer, 
xi = the "true" value of the characteristic measured on the ith respondent, 
a. : the effect of the jth interviewer in repeated observations on the 
J 
whole population, and 
€ • . = a random error. l.J 
Assuming that k interviewers are assigned at random to n sampling units 
they use the analysis of variance techni~ue for a completely randomized design 
to estimate the component of sampling variation due to interviewers. The 
analysis of variance is: 
Source of variation df ms ms an estimate of 
Between interviewers k-1 B 02 + k' oB 2 
Between respondents n-k A 02 
Within interviewers 
total n-1 
\-There k' = 
k n. 2 
1 (n - E -:l-) k-1 j=l n where each interviewer interviews nj respond-
k 
ents and .E1 n. = n, J= J 
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cr2 =the common variance of the €ij's 
and crB2 =the common variance of the aj's. 
If we assume that the a.'s and €i.'s are independently and normally distributed 
J J 
the ratio B/A will have an F distribution and we can then test whether or not 
there is an effect due to interviewers. We can estimate this effect (without 
B- A 
assuming normality of the aj's and €ij's) by k' • Hochstim and Stock 
extend the model to deal with the case in which interviewers work in more 
than one block, the blocks being assumed to have been assigned at random to 
each interviewer. The block effects are also assumed to be additive and 
independent. 
While in the examples given in their paper Stock and Hochstim cla~. that 
for the purposes of the analysis interviewer assignments can be assumed to 
be randomly distributed throughout the population, it is doubtful whether 
these requirements of random assignments will be met in most surveys. Usually 
interviewers are assigned certain compact segments of sampling units so that 
travel costs wil.l be kept at a minimum. This is especially true in area 
sampling where sometimes widely separated clusters of sampling units are 
chosen. Some survey supervisors also feel that certain of their interviewing 
staff are mor~ adept at obtaining interviews in certain segments of the pop-
ulation and assignments are therefore made in this decidedly non-random 
fashion. 
It might also be said that the model used by Stock and Hochstim in their 
analysis of variance is not realistic inasmuch as it does not allow for inter-
action between interviewer and respondent. It is likely that a respondent 
would react differently to two different interviewers and a given interviewer 
will in turn be influenced in a different manner by different respondents. 
Sukhatme and Seth (21, 1952), and Hansen and Hurwitz (22, 1951) have 
independently developed models, essentially equivalent, which take into account 
the interaction of interviewer with respondent. The following general 
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mathematical model is given by Sukhatme and Seth: 
{ ~ = 1, 2, J = 1, 2, 
k = 1, 2, 
... ' 
... ' 
. . . ' 
1 
m 
n .. l.J 
where x., a., and € •• k are defined as in the above model with Ex1. = ll• ]. J l.J 
5 ij rep:resents the interaction of the i th respondent with the jth enumerator. 
yijk can then be thought of as the value of the characteristic reported by 
the jth intervievTer on the ith respondent for the kth occasion. 
Assuming that the m interviewers to be used are fixed and that terms 
in 1/N are negligible in the case where there is a fixed population of N units 
the following expectation and variance can be derived: 
where 
E(y. • •) 
v CY ••• ) 
y ••• is the 
l 1 
-
.El ml l.= 
= 
m n.a. 
J J 1..1. + . .El-J= n = 
= 
n 2 a 2 
1 i• 2 nij o. 
. ~1 --:2' CJ . + .E.E 2 .1 l.- n ij n 
total mean 
m 1 
nij 
. .El k~l y ijk J= n .. l.J 
a 2 
€ 
+-
n 
N (x.-1..1.) 2 
.E ]. i=l ""!N=--~1- and a 2 and a€2 are similarly defined. 5. 
J 
It is sometimes claimed that the effects of interviewers are self-
cancelling and Ci:l.~l therefore be ignored. This would obviously not be so if 
each a. =a (same common bias for all interviewers) but even if 
J 
a.n i 
E J ·~ were negligible for an adequately large group of interviewers, the j n 
sampling error,besides containing the intrinsic variation o2 will be in-
flated by the addition of terms in a5 2 and a€2 • It will hot be sufficient j 
to know that the a.'s cancel each other but in each survey one should have 
J 
some assurance that the contribution of response variation to the total var-
iation is negligible. 
If each unit is observed only once (nij = 1) it is not possible to get 
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separate estimates of a2 , a 2 a 2 although we can get an estimate of a 2 
E ' 8j a 
and upon making the appropriate normality assumptions we can test whether or 
not a 2 = 0. The mean square between respondents within interviewers is now 
a 
a 2 
m _e."' t ' t f 2 - 2 2 - 2 ~ I an es 1ma e o a + a8 + ae , where a8 = j~l m 
Sukhatme and Seth also show that in order to estimate separately the components 
a2 a 2 a 2 and a 2 we must have a sit~ation where some of the units are 
'a' 8' e j 
reported on only once, same twice and those reported on twice being done either 
by the same interviewer or by two different interviewers. 
It is obvious that in the usual surveys in which human populations are 
sampled this condition would be out of the question since it would be highly 
impractical to administer a questionnaire to the same respondent more than 
once. The best, therefore, that we can hope to do, if we assume Sukhatme 
and Seth's model to be the correct one, is to estimate a 2 along with a 
a 
linear combination of a2 , a8 .2 , and ae2 • 
J 
They also point out the fact that within any one stratum the test for 
differential interviewer effects will not have good discriminating power be-
cause of the small number of sampling units usually allotted to one stratum. 
However, if we pool the results for all strata we will no longer have a test 
of individual diff~rences since we just get the average biases of the m 
enumerators averaged over all strata. Although this test may point up dis-
agreement, to locate the disagreement it is still necessary to return to the 
individual stratum. On this basis plus the added travel costs necessary 
under these schemes Sukhatme and Seth disagree with Mabalanobis in the re-
commendation of the interpenetrating sample as an integral feature of a 
survey (see 23, 1948) but instead would relegate it to be used in pilot st~dies 
for improving the questionnaire or interviewing techniques. In its place 
they suggest that "adequate and effective supervision" of the field staff be 
instituted. 
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Hansen and Hurwitz (22, 1951) while using essentially the same mathema-
tical model as Sukhatme and Seth use a difterent approach to the problem: 
Let y = sample mean, which is used as an estimate of the true population 
mean X, 
R = E(y) -X is the response bias, y 
and the mean square error of y will equal 
2 
where cr- = y 
CJ 2 - CJ y yi 
n 
C1 
+ -l± for n respondents and k interviewers. 
k 
cry! is defined to be the covariance between responses obtained from different 
individuals by the same interviewer. 
Hansen and Hurwitz's cry! corresponds to Stikhatme and Seth's cra2 and 
a 2 - a to cr2 + a 2 + cr 2 • y yi 5 € 
Hansen and Hurwitz now proceed, using a simple cost function, to deter-
mine the optimum number of interviewers for reducing the interviewer contri-
bution, a I' to the variance cr-2 • y y Both single and double sampling schemes 
are given for jointly re~ucing the bias component R 2 and the variance cr-2 • y y 
Also included in the paper is a discussion of the applicability of the 
specified mathematical model in which it is pointed out that what is .needed 
is experimental evidence to determine whether or not the specified mathemati-
cal model is appropriate to approximate conditions found in any survey. 
Suggested Methods and Their Limitations 
It might at first appear feasible to make use of outside related in-
formation to ~]£! for enumerator differences and the correction procedure 
might be stated as follows: 
Suppose we know each intervie\ver 's opinions with regard to a certain set of 
questions on a questionnaire to be administered. Suppose it is also assumed 
that there is a (linear) relationship between each enumerator's opinion and 
the responses of those that he interviews. Suppose the interviewers' responses 
{ i = 1 can be assigned values x. . . 1 ~J J = 
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k 
m 
and corresponding to the jth question 
asked by the ith enumerator is y ..• If we compute an analysis of covariance 
l.J 
and from our analysis use the within interviewer regression coefficient b 
we can calculate adjusted means for the responses to each interviewer using 
y. • b(x. -X). In almost all cases, though, we are not interested in the 
~ ~ 
result of each interviewer p~r ~but in an average y summed over all inter-
viewers. How·ever. this y will be the same, whether or not any adjustment is 
made since Eb(x. - x) = O. If instead of using the within interviewer 
~ 
regression for adjustments we use the individual regressions b. we will not 
l. 
get a zero average adjustment unless all the b. 1 s are equal but it will still 
~ 
be difficult to ascertain whether or not anything has been gained by making 
the adjustment since we are merely correcting to the mean of the group and 
there is no indication that this mean is any closer to the "true" value, than 
are the individual means. It is also very doubtful whether an interviewer's 
opinion and the response he elicits are linearly (or even curvilinearly) 
related. There is also no evidence to show that there is any bias due to the 
interviewer's opinions influencing responses. Any corrections, using the 
interviewerts opinions as the concomitant variable, can at best eliminate only 
a part of tbe interviewer effect; if they are used indiscriminantly to adjust 
to the mean value they give far worse results than if the responses had not 
been adjusted. 
The assumption most likely to be violated in the models set out by both 
Hochstim and Stock and Sukhatme and Seth is the assumption that interviewer 
assignments are randomly chosen from the sampling units to be enumerated, As 
stated previously there is more likely to be some clustering of assignments 
within compact areas in order to save time and cut down travel costs. To 
require that each interviewer enumerate, or be available to enumerate, in all 
segments of the population would likely raise travel costs, so as to render 
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the whole survey economically unfeasible. One of the main consequences, how-
ever, of the failure of the assumption of random assignments is that the inter-
viewers are likely to be enumerating different segments of the population and 
interviewer differences now become confounded with segment differences. If 
it were possible to get an estimate as to what the segment effects were, they 
might be eliminated by means of a covariance analysis. Two methods of getting 
estimates of segment effects will be considered: 
1. Use of an interviewer common to all segments whose results would be 
used as a measure of each segment's effect. 
2. Use of outside information such as census data as a measure of each 
segment's effect. 
It would probably be only feasible to use a "check" interviewer's results 
for some restricted group of interviewers, e.g., those interviewing in one 
city or one country or group of countries, since it would be required that the 
"check" interviewer take a certain number of interviews in the same segments 
as each other interviewer. Unless the scheme were restricted to a small 
number of segments it would be physically impossible for the "check" inter-
viewer to complete his assignments in the time allotted for the survey. One 
objection to this scheme is that with the present size of segment being used 
it is doubtful whc.~her the "check" interviewer wculd be able to take enough 
interviews in any one segment to provide a usable estimate of its effects. 
If' it were possible to overcome this objection one would use "between inter-
viewers" error of estimate as the greater mean square in the F ratio and the 
"between respondents within interviewers" error of estimate as the lesser 
mean square. One further assumption, besides the usual ones necessary for 
using the F ratio, is that there is no interaction between the "check11 inter-
viewer and segments. If an interaction were present we would not only be 
getting a measure of the effect of the segment but also a component due to the 
variable effect of segments upon the 11 check11 interviewer. 
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The use of outside information such as census tract or block statistics 
data provided by the Bureau of the Census is a much more hazardous type of 
adjustment since we are tacitly assuming that there is a simple relationship 
between the characteristics one is studying and the information at hand. Even 
if this assumption were warranted the adjustment by covariance would be 
extremely tedious and time-consuming since multiple and perhaps curvilinear 
relationships would likely be assumed, depending upon the characteristic being 
measured. It is doubtful whether we could assume the segments to be homogen-
eous in all characteristics merely because we had adjusted for differences in 
certain other characteristics. More efficient use can probably be made of 
this type of data if it is used as a check to be compared with interviewers' 
results when enumerating the same characteristics. Care should be taken when 
using outside information in this regard since it often becomes obsolete with~ 
in a short period of time after publication. 
One method of assigning interviewers at random to the sampling units so 
that interviewer comparisons can be made but at the same time grouping them 
in relatively compact segments would be to use a 11partially balanced incomplete 
block design" to lay out interviewer assignments. This would require that 
segments be large enough to afford two interviewers one or more days work. 
It is also requirea. that each interviewer be available to interview in any 
segment of the population and for this reason such a plan would probably be 
restricted for use in comparing interviewer results within a large city or a 
county • It is not necessary that 1;1.ll interviewers interview the same number 
of respondents but it is necessary that they interview in the same number of 
segments, this number being specified by the design~ 
A partially balanced incomplete block has the following properties (see 
24, 1952) : 
1. There are t treatments in b blocks of k plots, and r replicates of 
• 
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each treatment. 
2. With reference to any specified treatment, the remaining (t-1) fall 
into m sets, the ith of which occurs with the specified treatment in A. blocks 
~ 
and contains ni treatments, the number ni being the same, regardless of the 
treatment specified. 
3· If we call the treatments that lie in a block A. times with a ~ 
specified treatment e , the ith associates of e, the number of treatments 
common to the ith associates of 9 and the jth associates of ~' where e and 
¢ are kth associates is k pij , this ntwber being the same for any pair of 
kth associates. 
In the context of this paper we would. designate t interviewers in b seg-
ments consisting of k (= 2) interviewers each, with each interviewer inter-
viewing in r segments. 
For example, to compare 9 interviewers in blocks of 2 our design would have 
the following parameters: 
t = 9, b = 18, k = 2, r = 4, n1 = 4, 1-.1 = 1, n2 = 4, A2 = O, 
This particular design would require that there are at least 18 segments or 
blocks and that each interviewer interview in 4 segments. 
An example is now given of how a design with these particular parameters 
would be applied· in a practical situation. We will suppose that segments have 
been chosen and that sampling units within each segment specified in advance. 
For our design to be feasible in practice it would be required that each seg-
ment be large enough to provide tlto days interviewing for each of the two 
interviewers working within a segment. This will allow each interviewer to 
attempt to interview on the second day those respondents missed in the first 
attempt. 
·-
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The nine interviewers are first assigned randomly into pairs as specified 
by the d.esign. Suppose the pairing is as follows: 
(A, B), (B, H), (E, F), (B, E), (D, G), (H, I), (A, C), (C, F), (E, H), (B, C), 
(D, F), (G, I). (A, D), (C, I), (F, I), (A, G), (D, E), (G, H). 
Note that we have 18 interviewer pairs with each interviewer appearing in 4 
different pairs. If there are more than J.8 segments to be sampled we may 
choose 18 of these at random. 
Each of the 18 pairs of interview·ers is now assigned at random to the 
segments. We might end up with the following distrivution of pairs: 
Segment 1 2 3 4 5 6 7 8 9 
Pair AB AC AD AG BC BE BH GF CI 
Segment 10 11 12 13 14 15 16 17 18 
Pair DE DF DG EF EH FI GH GI HI 
Within each segment serial numbers are assigned to the sampling units 
in a systematic fashion. One interviewer of a pair can then be assigned at 
random to the even numbered units within the segment and the other to the odd 
numbered units. 
Since the experimental unit is the sum of all sampling units for a given 
interviewer in a given segment it is not necessary to assign the interviewer 
to each of the sampling units at random but merely to one of the two exper-
imental units in each segment at random. Each interviewer's assignment is 
thus completely determined and within these specifications the interviewing 
procedure can be carried out as usual. The shortest routes within and between 
segments can be determined and the interviewing can be scheduled so as to 
minimize travel time. It is not necessary that both interviewers be in a 
segment at the same time. 
To illustrate how the analysis would be carried out suppose that it is 
desired to test whether or not there is apy difference in the percentage of 
• 
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11 don 1 t knmv 11 (D .K.) responses the nine interviewers received to a certain 
question. In this case some action might be taken if differences are detected 
since those intervievrers receiving a high number of D .K. 1 s might not be 
using probes when they should be. On the other hand interviewers receiving 
an unduly low m.unber of D.K. 1s may be forcing the respondent's replies into 
categories in which they don't really belong. 
The example has been constructed so that one interviewer, F, reports an 
inordinately high percentage of D.K.'s while interviewer D shows a very low 
percentage. Although a transformation should be applied to the percentages 
before computing an analysis of variance this won't be carried out here since 
the data is used merely to illustrate a technique. 
The model used for the analysis of intra-hlock estimates -vrill be the 
simple additive model 
= ~+b. + t. + € •• 
~ J ~J 
When there is no appreciahle decrease in experimental error brought about by 
the grouping of units into incomplete blocks it is desirable to make use of 
inter-block estimates in forming a combined estimate of treatment (interviewer) 
effects. To make use of this estimate it will be necessary to assume that 
segments are a random sample from some population of segments. In our case 
• this is not a severe restriction since this assumption is generally satisfied 
by the survey design~ 
• 
The data are given below: 
• 
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The analysis of variance will take the following form: 
Source df 
6 
! 
E ! I 
5 I 
----·--1 
_lj 
12 
D I 
_ij 
~ I 
18 
r I 
I 9 
H 
10 
ms 
--·------------------------~~------------~-----~~------Segments (ignoring interviewers) 
Interviewers (eliminating segments) 
Error 
17 (b .. l) 
8 (t-1) 
10 (bk-b .. t+l) 
~4 5 -"-" 
.,) • ·' 7\ 
---------------------------·-----~-----------------------
Total 35 bk - 1 
The intra-block esti~ates of interviewer effects are: 
A B c D E F G H I 
4.3 1.2 3.2 20.2 4.3 
The efficiency factor of a design of this type is 5o% of what it would have 
been if interviewers had been compared in complete blocks. Since it is 
• 
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desirable to make use of inter-block information the following analysis of 
variance will be necessary for estimating weighting factors: 
Source 
Segments (eliminating interviewers) 
Interviewers (ignoring segments) 
Error 
df 
8 
10 
ss 
93.441 
463.22 
4.559 
ms 
.4559 
The combined estimates using inter-block information will be found to be 
A 
7.9 
B 
6.7 
c D 
5.9 
E 
4.7 
F 
15.6 
G 
5.2 
H 
9.0 
I 
7.4 
The methods of computation may be found in (24, 1952). The computations were 
not shown here since the example is a straightforward application of the 
analysis for a partially balanced design. 
If discrepancies in results are not so obvious as in this example one 
might make use of Tukey's method (25, 1949), using as an approximate esti-
mate of error variance: 
error mean square 
bk 
One is then able to test whether or not the most discrepant means differ 
significantly from the group mean and to group the means into homogeneous 
classes or groups • 
What action to take when the interviewer means fall into two or more 
equal groups will differ in different situations. One would probably ex• 
amine each group to look for such common factors as training, supervision, or 
personality. On the basis of this examination it may be possible to come to 
some conclusion as to which group's results are discrepant and what method 
of correction to use. 
• 
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It is doubtful whether the conditions under which any detection method 
might be used will be completely met in all surveys. The main difficulty faced 
is the fact that interviewer assignments are not randomized and that any 
attempt to randomize them will result in a rise in travel costs. Since for 
most organizarions travel costs form a very large proportion of interviewing 
costs there is an understandable reluctance to incorporate a method into a 
survey which will raise costs unless some benefits are assur~d from the method. 
If a survey organization is able to ascertain bow discrepancies in results 
arise and feel that the information arising from a detection scheme will be 
of some use in re-training their interviewing staff for future surveys then 
such a scheme may be of value to them. As pointed out before, such an analysis 
will not tell them whether or not the interviewing staff as a whole is getting 
biased results beca11se? for example, of a faulty training method, unless other 
information is available for comparison with the results. 
What is probably required before detection methods for interviewer 
differences can be utilized more fully and efficiently is empirical verifi-
cation of the assumed mathematical models along with more fundamental research 
into the sources and ramifications of interviewer bias . 
.. 
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