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SUMMARY 
The early chapters give surveys of the historical 
development, slowing down, and resonance aspects of reactor 
theory. The theory of renewal processes is developed and 
the application of renewal theory to the estimation of neutron 
diffusion time is discussed as a mathematical example of the 
same type of problem encountered with the infinitely dilute 
resonance integral. 
In chapter 4 an historical (and mathematical) 
J 
treatment of the relevant distribution functions is given 
and the expression for the infinitely dilute resonance integral 
derived. The contributions of the various workers in this 
field from Kuhn and Dresner to Dyos and the growth of the 
statistical model are discussed. The recent work on synthetic 
kernels in this field is summarised. 
Chapter 5 is based oh the paper "Concerning Infinitely 
Dilute Resonance Integrals" by Wilkins and Thompson (1967). 
Although the entire paper was a joint effort, section 5.2 of this* 
thesis was largely the work of the candidate who contributed to a lesser 
degree to the other sections. 
The renewal density, 
f(x) - W(x) -f f(u) du , 
o 
was calculated using Simpson's rule, together with a Gaussian rule 
which was derived by the candidate. This calculation involved 2h 
hours of IBM 1620 machine time. The results were employed to 
calculate the first moment, 
e(Sy) -
y 
h(y*) e (W;y') dy» 
0 
and close agreement was found with the results of Relchel and 
Wllklns. To calculate the second and third moments, the evaluation 
of double and triple Integrals was Involved. Because of the 
Increased accuracy needed for the evaluation of these multiple 
Integrals a considerably larger amount of machine and programming 
time would have been necessary. Hence, as this approach was 
unwarranted from the practical point of view, the synthetic kernel 
method of chapter 4 was then tried and this yielded close agreement 
with the results of Wllklns et al for the first moment. However 
when applied to calculations of variance, the results obtained were 
about 6% of those of Dyos and Stevens, due to round-off errors 
severly Interfering with small differences of relatively large 
quantities. It was decided to Include neither these results 
which did not give a positive contribution to the literature, 
nor earlier calculations which served only to check the candidate's 
methods against the results of others. 
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K HISTORICAL INTRODUCTION 
The fission products of a neutron-
induced Uranium fission have a mass deficit when compared with 
the total mass of the initial neutron and nucleus. The mass-
energy conversion postulated by Einstein's Special Theory of 
Relativity showed that considerable energy would be released 
because of the decrease in mass. Extensive research was 
commenced in order to produce a system (reactor) which would 
be self-sustaining and which would tap the vast reserves of 
energy available from the fission process. 
In 1938 Hahn and Strassman had shown that 
a heavy nucleus could absorb a neutron and undergo fission, 
and in 1939 Bohr and Wheeler had predicted that only very heavy 
nuclei having an odd number of neutrons would be fissile to 
neutrons at all energies. 
Fermi and Szillard began an attempt to 
obtain a chain reaction using thermal neutrons which had to be 
obtained from the fast fission neutrons by a slowing down 
(moderating) process. The most desirable fuel to use is natural 
(or slightly enriched) uranium because of the cost of separation 
of the isotopes. 
It was realised that during moderation 
some of the neutrons could be lost to the system because of 
3 0009 02987 9637 
resonance absorption by the non-fissile uranium isotopes. It 
was thought that a homogeneous mixture of natural uranium and 
moderator would not be self-sustaining because of such absorption. 
Bohr had suggested that even if a chain reaction could be initiated, 
the resultant rise in temperature would cause an increase in 
resonance absorption and so cause the reaction to cease. 
Thus a study of resonance absorption was 
vital to reactor design. Further work on resonance led 
Placzek to emphasise that absorption was not due to a single 
line but to many lines. 
Fermi and Szillard (and many others) 
decided that if the natural uranium were lumped in a heterogeneous 
system, the resonance absorption would be reduced because of a 
shielding effect. Major studies have been carried out by many 
workers to obtain the optimum configuration for a heterogeneous 
system. Heterogeneous systems are equivalent to some homogeneous 
system and are studied using this equivalence. 
In a homogeneous system, as the concentration 
of absorbing nuclei increases, the resonance absorption of 
neutrons per nucleus decreases due to self-shielding. The 
extent of this self-shielding is referred to a standard known 
as the Infinitely Dilute Resonance Integral^ (Reichel and Wilkins 
1964) and it is with this integral that this thesis is mainly 
concerned. 
A more detailed discussion of the 
historical background specific to various sections of this 
thesis is embodied in the text of chapter 4. 
2, PHYSICAL AND THEORETICAL BASIS OF REACTORS 
2.1 Introduction 
In order to appreciate the role of the 
infinitely dilute resonance integral in reactor theory, it is 
necessary to give a brief survey of the background physics and 
the classical theory. This chapter also provides examples of 
mathematical processes to illustrate later work. It is interest-
ing to note in this connection, that, as Wilkins et al (1968) 
have recently demonstrated, one method expressly designed for 
dealing with problems of a purely slowing-down nature, has 
proved to be of practical use for resonance integral problems. 
The underlying reason for this is that both types of problem 
involve renewal processes (chapters 3, 4, 5). 
2.2 Types of Reaction 
There are two main types of reaction 
taking place in a nuclear reactor; viz. spontaneous dis-
integrations and collisions involving a nucleus. Most of 
the fission products transform by beta decay and account for 
about ten per cent (Weinberg and Wigner 1958) of the total 
energy release in a chain reactor. Of prime importance are 
interactions of neutrons with fissionable nuclei or with 
moderator and other materials contained in the reactor. 
2.21 Disintegrations 
The stability of a particular nuclide 
is determined by the ratio of the number of neutrons to the 
number of protons in its nucleus. Stability only occurs when 
this ratio lies within a definite range. A nucleus which has 
a paucity of protons will convert a neutron into a proton, 
ejecting a negative beta particle; a nucleus with an excess 
of protons will convert a proton into a neutron, emitting a 
positive beta particle or positron, yielding in each case a 
nucleus of greater stability. A nucleus may also disintegrate 
by emitting alpha-particles or gamma rays, or by fission. 
The reaction rate is determined by the 
disintegration constant X which gives the probability that a 
nucleus will disintegrate' in unit time, independently of past 
history. Thus the process is the first example of a Poisson 
process (chapter 3) in reactor theory. We have 
(2.1) 
dt 
where N = the number of atoms present. 
Integrating over any arbitrary time gives 
N = N e"^^ (2.2) 
o 
where N = the number of atoms present when t is equal to 
o 
zero. The factor e""^^ is the survivor function discussed 
in chapter 3 and gives the probability that the nuclide has 
not decayed in time t. 
2.2.2 Nuclear Collisions 
Nuclear collisions and hence nuclear 
reactions are infrequent when compared with those involving 
atoms and molecules since the nuclear diameter is of the order 
of 10 ^^ cm. whereas the diameter of an atom is 10 to 10 ® cm, 
In addition, two nuclei would require energy of several Mev to 
overcome the coulombic repulsion between them when they are 
sufficiently close cm.) to each other to react. The 
probability that they would possess such energy at ordinary 
temperatures is remote. 
2.2.3 Collisions Involving Neutrons 
The probability of interaction is vastly 
increased if one nucleus is replaced by a neutron which, having 
no electrical charge, suffers no repulsion when approaching a 
nucleus and so can readily react with it. Quantum mechanics 
theory shows that the probability of interaction between a 
neutron and a nucleus increases as the speed of the former 
decreases (Glasstone and Edlund 1952). The collision between 
a neutron and a nucleus may be considered as the interaction 
of a neutron wave with a nucleus. Since the effective wave 
length of a neutron is inversely proportional to its velocity, 
slow neutrons have an increased probability of interaction. 
2.2.4 Compound Nucleus Model 
An incident neutron, whose kinetic energy 
is approximately equal to or greater than the binding energy 
(Preston 1962) per nucleón, reacts with a single nucleón or a 
few nucléons. However, if its kinetic energy is less than the 
mean interaction energy per nucleón, it reacts with the nucleus 
as a whole. (The mean binding energy per nucleón is approximately 
8 Mev for all but a few light nuclei). Under these conditions 
the compound nucleus model of Neils Bohr (1936) applies. 
In this model, the incident particle is 
first absorbed by the target nucleus and then, after a lapse 
of time, the compound nucleus disintegrates, expelling a particle 
or a quantum of radiation. For a compound nucleus to be considered 
as a separate entity, its lifetime must be long compared with 
the transit time of the incident particle. A slow neutron of 
speed 10^ cm/sec would take 10 ^^ sec to cross a nucleus, and 
as the mean lifetime of the excited compound nucleus in many 
reactions with heavy nuclei is about 10 sec, this condition 
is satisfied. 
The decay of the compound nucleus depends 
only on its energy, angular momentum and parity and not on its 
particular mode of formation (Elton 1965). The independence of 
the processes of formation and decay was demonstrated experimentally 
by Ghoshal (1960). Bohr's assumption is based on the concept 
of a nucleus as a system of particles with very strong interactions 
and short range forces. If the incident particle comes within 
the range of these forces, its energy (kinetic and binding) is 
quickly shared among the constituent n^ucleons before any re-
emission can occur. The state of the compound system, and hence 
its final break-up, is then independent of its mode of formation. 
Regardless of how the nucleus was formed, there will be definite 
probabilities of decay into each of several possible residual 
nuclei. Statistical equilibrium is established during the long 
lifetime of the compound nucleus and the formation and dis-
integration can be regarded as independent events (Bethe and 
Morrison 1947). 
2.2.5 Scattering Collisions 
Scattering collisions result only in energy 
changes, with the projectile and target nucleus being unaltered 
in nature. Collisions are of two types, viz. elastic and inelastic. 
In elastic scattering, which is important in the slowing down of 
neutrons, both kinetic energy and momentum are conserved. In 
the case of inelastic scattering, the resultant nucleus is in 
an excited state, portion of the kinetic energy of the incident 
particle being converted to internal energy of the target. If 
the target nucleus captures the projectile and forms a compound 
nucleus, a particle of the same type may be ejected at a lower 
energy, temporarily leaving the residual nucleus in an excited 
state, to return to its ground state by gamma radiation. For 
inelastic scattering to occur, the incident particle requires 
an energy in excess of the first excited level of the compound 
nucleus and this may range from 0.1 Mev to several Mev 
(Glasstone 1950). 
2.3 Nuclear Energy Levels, Lifetimes and Level Widths 
The presence of nuclear energy levels or 
quantum states has been indicated from a study of gamma 
radiation. For nuclei of medium (100 - 150) mass number, the 
spacing of levels ranges from 0.1 Mev near the ground state 
to from 1 to 10 ev in the region of 8 Mev above the ground 
level. For light nuclei, the separations vary from 1 Mev to 
10,000 ev over the same range of energies above the ground 
state. 
To every excited quantum state of a nucleus 
is associated a mean lifetime, T, which is the average length 
of time that a nucleus will remain in such a state without 
undergoing some change. Every quantum state has a level 
width r which is an expression of the indefiniteness of the 
determined energy of that state, the indefiniteness arising 
from the interaction of the measuring device and the system 
being measured. From the Heisenberg uncertainty principle 
(Smith 1965), the mean lifetime and the level width are 
related by 
TF - il-27r (2.3) 
where h » Planck's constant. 
As a compound nucleus in an excited state 
may undergo change by several different channels, a partial 
level width is defined for each channel (process). If T^ 
is the mean lifetime of the particular quantum state and assuming 
the process i to be the only possible way in which excitation 
energy can be lost, the partial level width for the process 
is given by 
h 
"̂ î i 2Tr (2.4) 
and the total level width is the sum of the partial level 
widths. The level width is proportional to the probability 
that the compound nucleus in the given excited state will 
undergo change in unit time. The partial level width, F^, 
is a measure of the probability that the process i will occur 
in unit time. 
2.A Resonance Absorption 
Experimental evidence from the bombardment 
of various target elements with different projectiles has 
demonstrated that, when the particles are of certain definite 
energies, there is a sudden increase in reactivity. If a 
slow neutron is used as thé incident particle, this phenomenon, 
called resonance absorption, is very marked. It occurs when 
the resulting excited state of the compound nucleus is very 
close to one of its quantum states. As each level has a level 
width there is a corresponding energy range for resonance 
absorption. The probability that a compound nucleus will be 
formed in a given reaction is greatest at an energy which co-
incides with one of the quantum states. 
2.5 Cross Sections 
Adopting the procedure of Glasstone 
and Edlund (ibid), consider a uniform beam of I neutrons 
per cm^, impinging normally in a given time on a layer, one 
atom thick, of target material containing N^ atoms per cm^ 
and causing N^ nuclear reactions per cm^. The microscopic 
cross section, a, for the reaction is defined as the average 
number of reactions occurring per incident neutron in the beam, 
per nucleus. Thus 
N 
a = ^^^ ^^^ nucleus. (2.5) 
a 
Nuclear cross sections are generally expressed in terms 
of b a m s where a b a m is equal to lO''̂ '̂  cm^ per nucleus. 
From equation (2.5) 
N 
- f = a.N (2.6) I a 
and equation (2.6) gives the fraction of neutrons reacting and 
also the fraction of surface reacting and hence a represents 
the effective target area per nucleus for the reaction. 
Neglecting the scattering effect, consider 
2 a 1 cm area of a slab of material x cm thick and let I neutrons o 
impinge normally on this area. If there are N target nuclei 
3 
per cm , then the number present in a thin layer dx parallel to 
the surface is N dx and the fraction reacting is therefore 
Nadx - ' Y 
2 
where dl is the increase in the number of neutrons per cm 
on travelling dx. Integration over a thickness x yields 
I = I (2.8) X o 
where I of the original I neutrons travel x cm normal X ® o 
to the surface. 
The macroscopic cross section, Z, 
is related to a by 
Z = Na cm"^ (2.9) 
3 
where N is the number of nuclei per cm and hence I is 
3 
the total cross section of the nuclei in 1 cm of material. 
From equations (2.7) and (2.9), 
-dl Edx (2.10) 
and since is the fraction of neutrons absorbed in dx 
then Edx represents the probability that a neutron will 
interact in the path dx. Also from equation (2.8), 
(2.11) 
o 




then e is the probability that a neutron will penetrate 
a distance x without interaction. The mean free path or 
average distance, X, that a neutron will travel before 
interacting is therefore 
00 
X e Zdx 
(2.12) 
This again is a Poisson process. 
The total cross section, is the 
sum of the absorption cross section, Z ,, and the scattering a 
cross section, I . The total scattering is not restricted 
s 
to scattering (resonance) derived from the formation of a 
compound nucleus (section 2.2.4.). Potential scattering, which 
does not depend on the energy of collision, occurs when the 
neutron is deflected without forming a compound nucleus. 
Near a resonance, the resonance cross section is dominant. 
but at collision energies distant from a resonance, potential 
scattering is of prime importance. In the region in which the 
resonance and potential scattering cross sections are approximately 
equal, there is interference between the waves due to the two 
processes, diminishing the cross-section below the resonance 
(cf. Dyos and Keane - chapter 4) and increasing it above the 
resonance. 
2.6 Slowing Down of Neutrons in an Infinite 
Homogeneous Medium 
As the first excited state lies about 
1 Mev above the ground state for heavy nuclei and .1 Mev for 
light nuclei, inelastic scattering plays no role in the 
degradation of neutron energies below 100 Kev and hence elastic 
scattering is responsible for the slowing down of neutrons 
throughout the resonance region. 
The target nuclei are assumed to be 
stationary prior to a collision with a neutron. Assuming that 
the scattering nucleus and the neutron behave as perfectly 
elastic spheres, and, applying the principles of conservation 
of momentum and of energy in both the laboratory and the centre 
of mass frames of reference, we find that the ratio of neutron 
energies is given by 
E' A^ + 2A cos e -f 1 . . E (ATTP 
where E and E' are the neutron energies before and after collision^ 
A is the ratio of the mass of the nucleus to the mass of a 
neutron and 





^ « I [il+a) + (l-a)cose] . (2 .15) 
The minimum energy loss occurs in a 
glancing collision with 6 zero and E* equal to E. In a"head on" 
collision with a 6 of tt and E' equal to aE, we get a maximum 
loss of E(l-a). Hence a neutron's energy is decreased more by 
collisions with light than with heavy nuclei and a neutron in-
volved in a collision with a hydrogen nucleus could lose its 
total energy. Thus, those light elements which are also poor 
absorbers, make good moderators. The effect of a moderator 
is to "hurry" the slowing down process and thus minimise the 
loss of neutrons by absorption in the resonance region. 
Assuming that scattering is spherically 
symmetric in the centre of mass system throughout this energy 
range, the probability that a neutron will be scattered into 
an element of solid angle, dii, lying between the angles 6 
and 6 + de is 
Pr(e)de - 4tt 
27rsin9d9 
47r 
» Y sine de . (2.16) 
The probability that a neutron's energy will have fallen from 
E to between E* and E' + dE' is 
PrCE') dE» « Pr(e) dE qL 
-dE 
(l~a)E a E ^ E' ^ E 
E' < a E . (2.17) 
Consider a reactor moderating system 
which is infinite and hence has no neutron loss due to leakage. 
If critical, fast neutrons are being produced by fission at a 
constant rate over a range of energies, the most probable of 
which is about 2 Mev. High energy neutrons, once below the 
inelastic scattering threshold, lose energy mainly by collisions 
with the moderator until they asjrmptotically approach thermal 
energies where slow neutrons react with the fissile material 
causing fission and, repeating the cycle, gives a steady state 
system. 
The integral equation for slowing down in an 
infinite medium is 
<i)(E) dE -
a 
Zg(E») <i)(E») dE» S(E) dE 
E 
or F(E) - <i>(E) 
dE* 
F(E») + S(E) (2.18) 
E 
where: F(E) is the collision density per unit energy so that 
F(Ei)dE' is the number of neutrons scattered from dE* 
3 per cm per sec; 
4)(E) « N(E)v is the neutron flux per unit energy at energy E; 
3 N(E) « the number of neutrons per cm per sec at energy E 
and associated velocity v; 
S^(E) « E (E) + E_(E) (2.18a) t a b 
is the total macroscopic cross section at energy E; 
Z (E) is the macroscopic absorption cross section at a 
energy E; 




E will fall in dE*; 
is the probability that a neutron, scattered from 
L^iE) <j)(E) dE is the total number of scattering and 
3 
absorbing collisions per cm per sec occurring in dE* 
and S(E) is the contribution of source neutrons. 
The slowing down density, q(E), is defined 
3 






where ^^^ is the probability that a neutron, scattered 
from dE' will scatter past E. 
M S I . d_ y 
dE dE 
E 
-Z fE)<i)(E)- Z^(E)(i)(E) - S ( E ) 4 ^ Z^(E)(i)(E) 
8 i*~u t X"~u o 




Lethargy is defined by 
E 
u » In 
or 
E = E e 
o 
-u (2.21) 
where E^ is some convenient reference energy which is usually 
taken to be 10 Mev,being higher than the energy of most fission 
neutrons. 








u ^ u ' $ u + l n — 
a 
u' > u + In ^ . (2.22) 
is defined by 















In a (2.23) 
and is simply the average lethargy increment per scattering 
collision. 
The higher moments, of the lethargy 





u e du 
0 
T ^ ^^^ ^ > 1.(2.24) 
The neutron flux is now defined by 
<i)(u)du « -(í)(E)dE 
which gives 
<j)(u) « E(i)(E) . (2.25) 
For £L source we have 
S(u)du « -S(E)dE 
or 
It now follows that 
S(u) = E S(E) . 













If there is no absorption, the sequence 
of lethargy increments constitutes a renewal process (chapter 3) 
Under this condition, equation (2.28) becomes. 
F(u) 
fU -(u-u*) 
du' + S(u) (2.29) -I 1 -»-""Ot u-ln A a 
which has been solved by Teichmann (1960). Allowing for 
absorption, equation (2.28) becomes 
F(u) -
Z (u') s -f -(u-u*) , , 
(2.30) 
If the cross sections are similarly varying, this equation may 
be solved by a method similar to that used by Teichmann. However, 
equation (2.28) cannot be easily solved for arbitrary cross 
sections for moderators of mass number greater than unity. 
For the non-absorbing case and a monoenergetic 
source, Placzek (1946) showed that initially with increasing 
lethargy, there is a monotonie rise in the collision density per 
unit lethargy until a lethargy interval of In ~ has been traversed. 
At this stage there is a discontinuity due to a loss of source 
contribution and then oscillations about the asymptotic value 
of ^ (Q being the source strength). The fluctuations, which 
dampen rapidly, are negligible after three lethargy intervals 
of In —. When hydrogen is the moderator and the source 
a 
monoenergetic, there is no discontinuity as a neutron may lose 
any fraction of its energy on collision, and its collision 
density is its constant asymptotic value for all lethargies, 
2.8 Exact Solution for Slowing Down in Hydrogen 
For hydrogen, the value of A is unity 
and consequently, (equation 2.14), a has the value zero. Hence 
the lethargy increment has probability density function e 
Thus slowing down in hydrogen is essentially a Poisson process 
(chapter 3). Exact expressions for F(u) etc., may be determined 
in various ways, but here the approach of Keane (1961) is adopted. 
The integral equation (2.28) now becomes 
2:̂ (E)(j)(E) 
I 
Z (E»)(i)(E») S(E) (2.31) 
E ® ^ 
or in terms of lethargy. 
L^(u)<t>(u) (u»)(i)(u') + S(u) (2.32) s 
0 
where the zero of lethargy is taken above the source. 
Defining the Laplace transform of f(x) as, 
fOO 
je{f(x)} « F(p) = e"P''f(x) dx, 
0 
we have from equation (2.32) and the convolution theorem, 
«c^{2:g(u)(i.(u)}- . 
Using equation (2.18a) and rearranging terms gives 
and hence, 
Inverting and noting (Keane 1965) that, 
X 
- F(p) f(u) du} P o 
it follows that, 
lCu)i^(u) s 
u 
(S(u») - Z (u')(i>(u'))du' + S(u) - Z (u)(i)(u) a a 
« q ( u ) + q » ( u ) (2.33) 
where we have used the result of equation (2.27). 
Elimination of <)>(u) from equations (2.33) and (2.27) yields 
-Z (u) Z (u) 
Z % • Z ^ • q(u) +q»(u) 
a a 
and it follows that 
E (u) E (u) 
Using the integrating factor e 
equation can be solved to give 
f^Za(u)du^ 
0~z7(u5 ^ linear differential 
'U 
q(u) 
U Z (u') s 
o 
TV • S(u') e du» 
Assuming that - ^^^ • S(u) = Q 6(u) 
so that there is a monoenergetic source at u = 0, then 
Jo 
q(u) « Q e (2.34) 
where 6(u) is the Dirac 6-function 3 
and Q is the number of neutrons per cm per sec that have 
a non absorbing collision at u = 0. 
2.9 Resonance Escape Probability 
From equation (2.34), 
ru 2 (u') 
Q 
^ du' (2.35) 
o 
where is called the resonance escape probability. It 
is defined by Wigner (1956^)as the ratio of the number of 
neutrons which,during slowing down, reach the ^ region (below 
the lowest resonance) to the number which reach the resonance 
region (n, y region below the fast fission threshold). 
2.9.1. Resonance Escape Probability 
in a Mixture of Several Nuclides 
For a system containing several (n) 
different nuclides, at energies well below source energies. 
equation (2.27) becomes. 
I l^MHu). (2.36) 
i-1 H 
Dividing by q(u) and Integrating from lethargy u to lethargy 0 
•u we get, n m 
-I I J 
Za. (u')*(u') du' 
j 
q(u) - Q e q(u') (2.37) 
where Q Is the neutron source at lethargy 0 and 
Iĝ  Is the absorption cross section of the 
resonance of the species. 





, 1-1 > 1 " T-r^ (2.38) P(u) - e ^ q(u') 
where P(u) Is the probability that a neutron will reach 
lethargy u without capture. 
If absorption Is zero and all scattering 
cross sections similarly varying, then (In lethargy) slowing 
down is a renewal process. Again, for a monoenergetic source, 
the equation for F(u) may be solved exactly, by an extension of 
Telchmann's method for a mixture of any number of species, 
provided all cross sections are similarly varying. This solution 
is somewhat complicated. The solution for the non-absorbing 
case Is given by McKeegan (1967). 
2.10 Asymptotic Solution of the Slowing Down Equation 
In a system containing several nuclides, equation 
(2.28) becomes. 
ru 
-(u-u') , , I l ( u ) H u ) - I "«Hu')t(u') e-^^-^ -̂ du' 39) 
1-1 H 1-1 u-ln^ 1 - a^ ^ a 1 
where the subscript 1 refers to a nuclide of the type 
and 
M - I L M . (2.39a) 
1-1 -1 
In the absence of absorption, an asymptotic solution of 
equation (2.39) may readily be obtained. Taking Laplace transforms 
and emptying the convolution theorem, we have 
n 
^ { Z (u)Hu)} - iJ^il (u)<i>(u)}K.(P) -f-^{S(u)} (2.40) 




^ ~ °1 . (2.41) 
(1-a )(p+l) 
Assuming that the scattering cross sections are constant or 
vary the same way with energy so that /Z^ is constant, 
equation (2,40) may be rearranged thus: 
s 
i . X i ^ M ^ • (2.41a) 
1 - I K rp) 
Z (u) s 
This has a simple pole at p = 0, and being the pole with the 
greatest real part, this pole gives the dominant term for large 
u. Using L'Hôpital*s rule, the residue at p = 0 is 
2TTi 2Tri /o ^̂  ; (2.42) 
I ̂ i S i=l Z s 
_ n E 
where ^ - I i,, (2.43) 
s 
is the mean value of the average change in lethargy. The 
inversion of equation (2.41) for large u gives 




Hence, well below the source, the asymptotic solution is 
Z (u)(i)(u) = (2.45) I 
where Q is again the source strength. 
In the above, the usual practical assumption 
has been made that S(u) tends to zero as u goes to infinity. 
Such is true for all the sources of interest in reactor theory. 
Of course in the high lethargy tail of the source, equation 
(2.44) is just an approximation. A correction term may be 
formally obtained by the method of Goertzel and Greuling (1959) 
which employs a "synthetic" kernel. Essentially the synthetic 
kernel method consists of replacing the true kernel, (equation 
(2.22)), by another which approximates it in some sense. The 
Goertzel - Greuling kernel is, 
Pr(u^) = (1 - 6u' + e ' (2.46) 
— ^ 
Use of the Goertzel - Greuling method yields, 
Ẑ (u)(j)(u) = Ç 1 ^ S(u')du' + yS(u) (2.47) 
o 
^ = ̂  (2.48) 
and y^ is the average value of the r^^ power of the lethargy 
gained per collision. 
Further corrections may be found in the recent discussion of 
snythetic kernels by Wilkins and Keane (1966). 
2.11 Breit-Wigner Single Level Cross Sections 
As discussed earlier (section 2.4), if 
the energy of activation (kinetic plus binding) exactly corresponds 
to the excitation energy of one of the quasi-stationary states, 
the probability of neutron capture is strongly enhanced and we 
have the phenomenon of resonance absorption. Breit and Wigner 
(1936) developed a resonance formula analogous in many respects 
to the dispersion formula of resonance absorption of optical 
radiation. Assuming that the resonance energies of the compound 
nucleus are widely spaced and do not interfere with each other, 
the single level formulae for neutron absorption and scattering 
cross sections of a nucleus are (e.g. Huria (1964)) given by 
the equations, 
a H 7 
r E 1 + (E-E r^ o 
a 
and 
a - o. ̂ n 1 s o r , . 4 r. v2 
''ô p S f • 2(E-E )/r+ a p 
r^ o 
where a » microscopic absorption cross section, a 
a - total microscopic scattering cross section, s 
E = energy of resonance, o 
E = neutron energy, 
o^ - peak height of resonance profile 
= 2.608 X 10^ g r 
— , (2.50a) r E ' o 
r^ « radiation width. 
r^ = neutron width, 
r = total width, 
a^ = potential scattering cross section, 
g « statistical factor depending on the spin quantum 
numbers of the target nucleus and the compound nucleus, and 
r^, the fission width, is taken as zero. 
The three terms involved in the expression 
for a are the resonance scattering, interference between s 
resonance and potential scattering, and potential scattering 
respectively. The formulae for a and a in equation (2.50) a s 
are for stationary target nuclei and are not strictly valid 
when the temperature is not zero, because thermal motion of the 
nuclei is neglected. Such motion causes an effect known as 
Doppler broadening which results in a widening of the resonance 
line with a resultant drop in the maximum cross section. 
To allow for the motion of nuclei, the 
cross sections at E are averaged over the distribution of 
relative velocities of the neutron and nucleus, the latter 
being assumed to have a Maxwellian distribution. 
Let V be the velocity of the neutron 
and (v-V) the velocity of the neutron relative to the target 
nucleus. The relative kinetic energy, is given by 
E . - E - mvV rel 
= E - (2inE)̂ V (2.51) 
where E is the absolute energy and m is the neutron mass. 
The Maxwellian distribution for V is, 
w(V)dV e ^^^ dV (2.52) 
where M = mass of the target nucleus, 
T = the gas temperature, 
and k = Boltzmann*s constant. 
Differentiating with respect to V in equation (2.51) and 
eliminating dV from equation (2.52) it follows that the 
probability of E^^^ given E is , 
w(E ,,E)dE D^ ^^^^ (2.53) ^ rel' rel /TT ]) 
where D = (2.54) 
- ( r e l ) 
and D is called the Doppler width. Instead of the energy, E, 
in equations (2.49) and (2.50) we substitute E^^^ and obtain 








- j L r e l J 
a (E J e 52 d E 
s rel rel • 
(2.56) 
It now follows by putting E = ^^ equations (2,49) and 
(2.50) that. 
a (E) = a^ £ l ^ 





and a^(E) - o / ^ ^ 
_t (x-y) 
e " ^ dy 
« l+y2 
n 
^ a a 
r o p 
t 
ITiT 
<» t (x-y) 
l+y2 
dy + a 
(2.57) 
(2.58) 
, 2(E-E ) 
where x = o , 
2(E'-E ) 
y = J : 2 i 
r 
(2.58a) 
and it is assumed that E = E^. 
The above equations now become 
a (E) = a^ -f?- li; (t,x) 
a 0 1 
and 
r 1 
^ip (t,x) + a a )'^x(t,x)+a 








and x(t,x) t 
27i 
t 2 
- ' (x-y) 




Neglecting the Interference scattering term, we get 
r 
(2.63) 
2.12 Narrow Resonance Approximation 
In the narrow resonance approximation It 
Is assumed that resonances are widely spaced and that absorption 
Is restricted to a range of energy which Is very narrow compared 
with the maximum possible energy loss In one collision. As 
there Is no absorption between resonances, the asymptotic value 
of the collision density Is valid. Equation (2.39) now becomes 
n 
2:.(u)(()(u) - I 










-(u-U*) , , 




In terms of energy we now have, 
Q(E) - ~ 












Q-q = ^ 
r dE' 
Now P(E) = 
« Z (E»)dE' 
E 
T e c 
(2.67) 
It is to be noted that use of this 
narrow resonance formula is equivalent to substituting for the 
true kernel (equation (2.22)), the Wigner synthetic kernel, 
Pr(u') = ~ e T . (2.68) 
Equation (2.67) simplifies to give. 
P(E) - e 
NI 




the number of resonant absorbing nuclei per cm ; 
* 
the macroscopic potential cross section and 
(2.69) 
r I Z (E')dEi 
P a 




1 + sr 
(2.70) 
where a^^ « the microscopic resonance scattering cross section 
and I Is called the effective resonance Integral. 
In very dilute mixtures, when the potential 
scattering cross-section Is very large compared with the res-







• a + a 
1 -f a sr 




This thesis Is primarily concerned with 
assessing the contribution of the statistical region to the 
quantity 
•CO a dE a 
E 
The statistical region is the range of 
energies above the resolved region. All resonances in it can 
be thought of as narrow since E(l-a) is large when E i- large 
3. RENEWAL THEORY 
3.1 Introduction 
Renewal Theory developed from the study of 
certain probability problems associated with the failure and replacement 
of components and has been applied to a wide range of practical, 
scientific, engineering and industrial problems. For instance, it 
was used in inventory theory (Jewell, 1960), the theory of dams 
(Ghossal, 1960) and the theory of queues (Cox and Smith, 1961). In 
1962 Wilkins applied renewal theory to the slowing down of neutrons 
and in 1963 Wilkins and Keane used it to explain a discrepancy between 
two methods for calculating the collision density at epithermal 
energies. A similar approach was used by Wilkins in 1964 to deal 
with a problem at high energies. 
The first application of renewal theory to 
the resonance integral was apparently that reported by Hammersley 
(1958). In 1964 Reichel and Wilkins adopted a renewal theoretical 
approach to the infinitely dilute resonance integral in the statistical 
region, while it has recently figured in investigations of the 
number of resonances missed in experimental resolution (See Musgrove, 
(1967), and Wilkins, (1967)). 
At this stage v/e give a development of the 
theory which is applied in later chapters, (4, 5 and 6). 
3.1.1 Distributions of Failure Time 
A renewal process is a random walk (Mercer 
and Smith (1959)) which has a zero probability of negative displacement 
arid no restriction on positive movement. Its essential properties 
are that the displacement sizes are non-negative and that they are all 
drawn from the same distribution (Wilkins 1967). As a concrete 
example, suppose we have a batch of components whose life is being 
tested. The life or failure time may be represented by a non-negative 
random variable x. Feller (1950) discusses the discrete case but 
our interest lies in the continuous case which has been dealt with by 
Cox (1961). 
In slowing-down problems, the components 
correspond to collisions and the life time to the lethargy increment 
between collisions and in resonance problems, the components 
correspond to resonances and the energy spacings between successive 
resonances to life times. 
Consider the case where x has a probability 
density function f(x), zero for negative x, and the failure times 
Xj^ , X ^ , ... are mutually independent. We then have, 
N lini prob(x < X $ x + 6x) 
and f(x) dx = 1 . (3.2) 
0 
Also in common use are two other 
functions which are equivalent to f(x). They are the cumulative 
distribution function and the survivor function. The cumulative 
distribution function, F(x), gives the probability that a component 
has failed by time x. 
F(x) «Pr(X $ x) 
X 
f(u) du . (3.3) 
Hence F'(x) = f(x) . (3.4) 
The survivor function, cî (x) , gives the 
probability that a component has not failed by time x. It is defined 
by 
c7(x) «Pr<X > x) 
= 1 - F(x) 
>00 
f(u) du . (3.5) 
X 
Hence </'(x) = -f (x) . (3.6) 
3.1.2. Laplace Transforms 
The Laplace transform which, except for 
the sign of s is the moment generating function of mathematical 
statistics, plays a vital role in renewal theory and certain re-
quired results are now developed. Denoting the Laplace transform 
of f(x) by f(s) we have, 
J ^ = e""" f (x) dx 
00 -SX 
. (3.7) 
Since f(x) is a probability density function, 
Now 
f(o) « 1 
f(s) = E I ( - l ) ' ^ s V 
r«0 rl 
(3.8) 
I ( - 1 ) ^ 3 % . 
r«o 




Hence the r moment of x about the origin is (-1) .rl times 
the coefficient of s^ in the Taylor expansion of f(s) (Cramer(1956)). 
We now apply the Laplace transform to the 





f(u) du dx « 
Reversing the order of integration gives. 
F(s) 
c ? ( s ) 
-sx 




f(u) du - f(u) du dx 
1 - f(s) . 
s 
(3.12) 
3.1.3, Application of Laplace Transform 
to Sums of Independent Random Variables 
Let ... ̂ ^ be non-negative, independently 
distributed, random variables with probability density functions 
fj(x), ... The Laplace transform of the probability density 
function of X^ is, 




Since (Munroe (1951)) the expectation of the product of mutually 
independent random variables is the product of their expectations, 
n -sX i îi i=l . 
n 
= .TT, f.(s) . 1= 1 1 
When the ^ are identically distributed. 
f.(x) « f(x) (i = 1 ... n) 
n 
and, denoting the probability density function of J X by 
i=l ^ 
f (x), we have an ' 
f^^(s) = (f(s))''. an 
(3.13) 
(3.14) 
It may be possible in invert f(s) using 
transform tables as a function is uniquely determined by its transform. 
An explicit inversion formula is given by van der Pol and Bremmer 
(1955) as 
A2 
f(x) = ¿ T 
Y+i" 
e®* f(s) ds, (3.15) 
Y-ioo 
where the path of integration is parallel to the imaginary axis. 
Y being chosen so that all singularities of f(s) lie to the left 
of the line of integration. When the inversion presents great 
difficulty we may look at the asymptotic results which are valid 
as X 00, or as X 0. From a consideration of equation (3.7) 
it follows that the behaviour of f(x) for x near 0 is closely 
related to that of f(s) for s near «> and also that the behaviour 
of f(x) as X approaches infinity follows that of f(s) as s tends 
to zero. For example if as s 0, 
f(s) - A7 + - + 0(1) (3.16) z s s 
then as X ~ 
f(x) = Ax + B 4- 0 ( 1 ) (3.16a) 
where 0(1) denotes a function of s bounded as s 0 and 
0(1) denotes a function of x tending to zero as x 
3.1.4. Special Distributions 
Many of the general results of renewal 
theory can be simplified by using certain special distributions. For 
example the use of the negative exponential in the Wigner synthetic 
kernel(equation (2.68)) results in the narrow resonance approximation. 
A 3 
Any distribution of continuous, non-
negative, random variables for which the Laplace transform of the 
probability density function is a rational function of s is a general 
Erlangian distribution which may be used to approximate arbitrarily 
closely to any distribution of failure time. When the Laplace 
transform is where a is an integer we get the special Erlangian 
distribution whose probability density function is, 
f va-1 -px 
f(x) - • (3.17) 
i^en a equals 1, this becomes the 
exponential distribution, 
f(x) = pe"^^ . (3.18) 
In 1955 Dresner assumed the exponential distribution, yielding 
constant energy spacings for resonancds of the same spin and parity. It was 
also used by Fuketa and Harvey (1965) in their estimation of the 
number of resonances missed in an interval. Renewal processes 
with f(x) as in equation (3.18) are called Poisson processes and 
were of frequent occurrence in chapter 2. 
If a in equation (3.17) is not necessarily 
integral, we have the gamma distribution with 
/ va-1 ,-px 
f(x) = ° (3.19) 
If a and p are both equal to y, we 
have the family of chi-squared distributions. 
c, Vv 1 /VX.2 2 V = — ~ (-y) e • -T: (3.20) 
^ r(|) ^ ^ 
where v is the number of degrees of freedom. This distribution 
has been widely used in resonance theory. (Porter and Thomas (1956), 
Nicholson (1960), Hwang (1965) and Gilks (1968)). 
3.2.1 Ordinary, Modified and Equilibrium 
Renewal Processes 
Consider a population of components whose 
failure times, x^, are independent, non-negative, identically dis-
tributed, random variables with density function f(x). Suppose 
we begin at zero time with a new component which fails at time 
and is replaced by a component which fails at time X^ + X^ and the 
process is continued in this fashion. The r^^ failure occurs at time 
S^ given by 
r 
S « y X. (3.21) 
i.l ^ 
th 
and we have an ordinary renewal process. The time up to the r 
renewal is given by the random variable, S^, defined in (3.21). 
The number of renewals occurring in (0,t) is denoted by the random 
variable N^ and the number of renewals in (tj^,t2) is given by 
The renewal function, H(t), is the mean 
value of N^ and is given by. 
H(t) - E(N^) . (3.23) 
It follows that, 
^ ) = H(tJ - H(t,) (3.24) 
The renewal density, h(t), is defined by 
h(t) - lim 
H E 
« H ' ( t ) . (3.25) 
The mean number of renewals which may be expected in a narrow 
interval near t is given by the renewal density. We have, 
, , . Pr{one,or more, renewals in (t,t+6t)} 
" li™ ^ (3.26) 6t->o 
The result (3.26) figured largely in the thinking of early workers -
on the resonance integral in the statistical region, save that they 
took it to be constant. The asymptotic value of the renewal density 
is derived in section (3.4.3). 
A modified renewal process is one in which 
the first failure time has a different distribution from the other 
failure times. When the first failure time, X^, has the density 
function,o^(x) / , the system is called an equilibrium renewal 
VI 
process. It may be regarded as an ordinary process which has been 
in operation for a period of time before observation commences. If 
the process has been going on for a long time before t = 0, then, 
using the result of equation (3.57), the first failure after t = 0 
has density given by 
f(x) 0 1 ^ f(x-y)dy 
- M O O 
fCO 1 f(u)du 
X 
• (3.27) P 
If the density function of > 1) 
is pe then, 
</(x) « e'P"" (3.28) 
P = (3.29) and p 
and hence the density function of ^^ is pe ^ and it follows 
that ordinary and equilibrium renewal processes are identical 
when the density function is exponential. 
3.2.2. Poisson Process 
As mentioned already, a Poisson process 
—px 
has a distribution which is exponential with density function pe 
General formulae for an ordinary renewal process are considerably 
simplified when we have a Poisson process which is why it exerts such 
an attraction. 
The density function of the time up to the 
r^^ renewal, s^, is a special Erlangian distribution with r stages, 
A7 
i«e, f(x) as in equation (3,17) with a = r. The number of renewals 





t -Pti -P(t2-ti) 
e p 6ti^.e 
V i 
-p(t -t ) '«> 
« n n~ i - ̂  
p6t2 ... e p 6t^ 
/ -pt 
(pt) e , 
nl 
(3.30) 
Hence the expected value of N^, H(t), is given by 
~ / -pt 
H(t) - I R M I ^ 
Oil . 
n«l 








- P t ; 
Pt e-P^ I (n')I 
pt 
t s — • (3.31) 
and hence the renewal density, 
h(t) = P = r (3.32) 
Comparing the above formulae with the results derived below, 
A8 
it will be seen that the Poisson formulae are much simpler than for 
other cases. 
3.3,1 Time of the r^^ Renewal 
An early discussion of this topic in a 
slowing down context was given by Marshak (1947) who was of 
course interested only in the isotropic distribution. Let the time, 
S = I X , 
^ i«l 
at which the r^^ renewal occurs have a density function, t^(x) and 
a cumulative distribution function T^(x). It follows using equation 
(3.13) that for ordinary, modified and equilibrium renewal processes, 
r-1 
t^(s) - f^(s) { f(s) } . (3.33) 
For an ordinary renewal process. 
f^(x) « f(x). 
and thus ^t^ - { f(s) } . (3.34) o r 
Using equation (3.12) and (3.27) we have for an equilibrium 
renewal process. 
r-1 
- ^ " ^^^^ • { -fis) } (3.35) e ps 
(The symbols o and e indicate ordinary and equilibrium renewal 
processes respectively). Inverting (3.34) and using equation (3.14) 
we have, 
t (x) « f (x) (3.36) o r or 
A9 
where f^^(x) is the r-fold convolution of f(x). This result may 
also be obtained as was equation (3.30). Inverting equation (3.35) 
and using equation (3.11) it follows that, 
t (x) - ~ { F ,(x) - F (x) } (3.37) 
where F^(x) f^(u) du . (3.38) 
0 
From the central limit theorem 
(Cramer (ibid)) it follows for a distribution of failure time 
with mean y and variance a^, that as r S^ is asymptotically 
normally distributed with mean yr and standard deviation a/r. 
That is, for fix«d z, 2 
lim Pr(S^ < p r + z a /r) = 
t 
^ T e dt . (3.39) 
3.3.2 Distribution of the Number 
of Renewals 
It is preferable because of its 
th 
simplicity, to study S^, the time up to the r renewal, in :order 
to determine N^, the number of renewals in (o,t), and since 
N^ < r <»> S^ > t , 
it follows that 
Pr(N < r) « P(S > t) 
« 1 - T^(t) (3.AO) 
and hence 
r) = T^(t) - T ^ i ( t ) (3.41) 
with T (t) = 1 . (3.42) 
Thus the probability distribution of N^^^ can be obtained 
explicitly for all r. What equation (3.41) says, is that the 
probability of r renewals in the time interval (o,t) is the 
probability that the r^^ renewal is in the interval but the (r+l)^^ 
is not. 
3 .3 .3 Probability Generating Function 
Equation (3.41) may be converted 
into an equation for the probability generating function for N^. 
Put 
CO 
K(t . z ) = I z"" Pr(N = r) (3.43) 
r=0 
z M T ^ ( t ) -
r=0 
- 1 + (z-l) I z'^-^T (t) . (3.4A) 
r=l 
Taking Laplace transforms and using equation (3.11) we have 
1 " r-1 • — T T (3.45) 
Using equation (3.34) we have for the ordinary renewal process 
° ® 2 r=l 
(z~l) f(s). 
® s[l-z f(s)] 
^ - • (3.46) 
s[l-z f(s)] 
If we substitute e^ for z in equation (3.46), we have the Laplace 
transform of the moment generating function of N^ (equation 3.55) 
Applying equations (3.33) and (3.45) 
we have for a modified renewal process 
m o o • X r=l 
S S 1 1 - f(s) 
1 - z f(s) + z f^(s)-f^(s) 
s(l-z f(s)) (3.47) 
Substituting from equation (3.35) in 
equation (3.45) we get in the case of the equilibrium renewal process 
r=l 
i ^ z-1 . l-f(s) 
® l-zfT^ 
+ K(s,z) • (3.48) s \iS o * 
Inversion of this equation yields. 
K(t,z) « 1 + e ' y K(v,z) dv (3.49) 
Equating coefficients of z we get, 
- r) {P( N « r-l)-P( N = r)}dv(r-l,2...) o V o V 
1 - i y P( N = 0)dv r = 0 . (3.50) o V 
It follows from equations (3.46), (3.47) and (3.48) that whenever 
f(s), and if in use fĵ (s), Hre rational functions of s, the Laplace 
transform of the generating function can be expanded in partial 
fractions and hence inverted in terms of elementary functions. 
3.4 Moments of the Number of Renewals 
3.4.1 Moment Generating Function 
The average value of the random variable 
N z 
e ^ for given values of t and z is V(z,t) where, 
<» N z 
V(z,t) ̂  I e ^ Pr(N t) • (3.51) 
Partial differentiation of (3.51), r times with respace to N^ and 
then putting N^ equal to zero gives, 
H''(t) - E(N^) 
= E({the number of renewals in 
0 - t}^) . (3.52) 
For N^ > 0, 
Pr(N^,t) = f(t') Pr(N^-l,t-t')dt» (3.53) 
From equations (3.51) and (3.53), 
V(z,t) -
M CO (N -l)z 
f(t»)dt' + e^ I f(t»)e ^ Pr(N -l,t-l)dt» 
t N =1 
f(t')dt' + e f(t')V(z,t-t»)dt\ (3.54) 
Taking Laplace transforms, 
-7 1 - f(s) 
V(z,s) « ^ (3.55) 
sd-e-- f(s)) 
Laplace transforms of N^ may be 
found by differentiating equation (3.55) r times with respect to 










3.4.2. First Moment of the Number 
of Renewals 
The expected value of N^, H(t), called 
the renewal function is given by 
H(t) = E(N^) 
« I r Pr(N =r) 
r=0 ^ 
Using equation (3.41), 
H(t) « I r[T^(t) - T^^(t)] 
r«0 
'I T (t) . (3.58) 
r«l ^ 
Taking Laplace transforms we have 
I TJ^ ^ (3.59) 
® r=l 
In the case of an equilibrium renewal 
process, we have using equation (3.35), 
^ (3.60) ys 
and by inversion of equation (3.60), 
H(t)-- (3.61) e ^ ̂  p 
and hence the expected number of renewals in (0,t) is proportional 
to t. 
For an ordinary renewal process, we 




that is equation (3.56) which was obtained from the moment generating 
function. 





which is equation (3.31). 
For a modified renewal process, 
employing equation (3.33) we have 
r-1 
H(s) - I I f^(s) {f(s)} 




3.4.3 Renewal Dens i ty 
Differentiation of equation (3.58) and 
using equation (3.25), gives 
H t ) = I t (t) . (3.63) 
r=l ^ 
The result may also be developed by considering that t^(t)(St is the 
probability that the r^^ renewal occurs in (t,t+(St) and that h(t)6t 
is asymptotically the chance of renewal in (t,t+6t). 
From equation (3.61) it follows 
that for an equilibrium renewal porocess, the renewal density is 
a constant ~ . This fact has received independent attention in the 
reactor literature from Dyos (1964) and De Marcus (1959). In the 
case of the ordinary renewal process, taking Laplace transforms of 
equation (3.25) gives 
h(s) « s. H(s) - H(0) o o o 
^ ^ ^ ^ . (3.64) 
l-f(s) 
For the modified renewal process, 
h(s) = • (3.65) 
l-f(s) 
Using a result of Keane (ibid) and equations (3.64) and (3.9) 
we have 
lim h(t) = lim s h(s) 
t-x» s-^o 
2 s = lim s{l-sy^+Yr " 
s-̂ o — 
^̂ iTT ̂2'Tr 
(3.66) 
Equation (3.66) may also be obtained by the method of section (2.10). 
The result is very important. It was used in defining an equilibrium 
process (equation (3.27)) and was employed by Reichel and Wilkins (ibid) 
in evaluating the infinitely dilute resonance integral in the statistical 
region. Gilks (1968) has tabulated the renewal density associated 
with various x^ distributions and found that the asymptotic value 
was achieved at about 3p ( there are minor fluctuations between 1.5y 
and 3]J ) , agreeing with the findings of Reichel and Wilkins (section 4) 
for Wigner*s distribution. 
Rearrangement of equation (3.64) gives. 
^h(s) = f(s) + f(s) ^h(s) (3.67) 
the inversion of which yields 
h(t) = f(t) + o f(u) h(t-u) du (3.68) o 
0 
and from (3.57), for the modified renewal process after inversion 
we have. 
h(t) = f,(t) + m i f(u) h(t-u) du . (3.69) m 
0 
Equations (3.68) and (3.69) are usually taken as the starting 
points in the classical treatments of neutron slowing down (Placzek, 
loc.cit.). They are known as "renewal equations^'and a relatively 
large literature has been devoted to them (Smith 1959). They are 
of fundamental importance in resonance problems (Reichel and Wilkins 
(ibid), Hwang (1965)). 
3,4.4 Variance of the Number of 
Renewals 
The variance of the number of renewals 
may be calculated from the function, A(t), where 
var(N^) « A(t) - H(t) - H?t) . (3.70) 
A(t) = (3.71) 
00 
« I r(r+l) Pr(N =r) 
r=0 ^ 
: I r(r+l) [T^(t) - T^i(t)] . (3.72) 
r«0 
Taking Laplace transforms. 
A(s) r(rfl) [t^(s) -
r=0 
= 4 r- t^(s) , (3.73) 
In the case of an ordinary renewal process. 
A(s) = - r.{f(s)} 
2f(s) . (3.74) 
s{l-f(s)}^ 
and for an equilibrium renewal process, 
r-1 ^ I r.(l~f(s) . {f(s)} A(s, e s^^^ sp 
sV{l-f(s)} 
For the modified renewal process we have 
CO 
2 v _ ^A(s) = f I r f (s) {f(s)} 
r=0 
2 f1(s) . (3.76) 
s{l-TTiT} 




e ^ ' y 
H ( u ) d u + — • (3.77) 
It follows using equations (3.70) and (3.61) that 
•t 
var( N^) = -
e t y 
{ H(u) - - + h}du . (3.78) 
0 ° ^ 
For a Poisson process, 
= = ^ ^ ^ 
giving. 
and 
A(t) = A(t) = p^t^ + 2pt 
o e 
var( N ) « var( N^) = pt . (3.79) 
o t e t 
For an ordinary renewal process 
it may be more convenient to calculate the variance of N^ using 
equations (3.47) and (3.48) which were derived from the moment 
generating function. 
3.5 Cumulative Processes 
That the statistical model for the 
resonance integral is related to a cumulative process was first 
realised by Hammersley (ibid) who dealt with a case such as that 
discussed in the basic theory. Reichel and Wilkins (ibid) treated 
a model which took into account the energy dependence of the increments 
Hwang (ibid) has also considered a related problem. 
Although it is itself infrequently 
directly applicable, the basic theory which follows is necessary for 
an understanding of the related processes which occur in reactor 
theory where the increments generally are not identically distributed. 
A good example of this is provided by the investigation of the slowing 
down time of neutrons carried out by Wilkins (1965). This is discussed 
below. It provides a good bridge between the well-behaved increments 
of the basic model and the somevihat more-difficult-to~handle in-
crements given by infinitely dilute resonances, in that the time 
spent by a neutron diffusing at a given energy is energy-dependent, 
but not in the awkward way that the resonance increments are. 
Consider the random variable, X^, 
th 
defined as before, denoting the failure time of the i component. 
Now associate with each X^ a random variable W^, the X^ and W^ being 
independent. (The dependent case, where corresponding W^ and X, 
are correlated, is not of very much interest to reactor theorists 
i 
at the moment, though the case where the W. is dependent on Y X, 
j-=i J 
is and has been investigated by Reichel and Wiikins (ibid) and by 
Wilkins and Thompson (1967). It is discussed in chapters 4 and 5.) 
If the W^ are independent and identically distributed and W^ is 
independent of X. (j=ti) we have a cumulative process defined by 3 
N 
• I w. 
i=l ^ 
N 1, 2, ...) 
0 N^ « 0 • (3.80) 
If every W^ equals 1, Z^ equals N^, the number of renewals. 
When W^ is independent of X^ we 
write for the moment generating function of the continuous distribution. 
= E(e-P^) (3.81) 
and for the moment generating function of Z^, 
l(p,t) = . (3.82) 
Taking Laplace transforms with respect to t we have 
• *00 
l(p,s) = e"®^ . (3.83) 
It follows using equation (3.14) 
that the conditional distribution of Z^, given N^ equals r, is, 
- { J w f (3.84) 
and hence from equation (3.82) 
CO 
l(p,t) - I { { g W f Pr(N =r)} , (3.85) 
which is the probability generating function of N^ with argument 
g(p) . Taking Laplace transforms with respect to t, we have using equation (3.46) 
s{l-g(p).f(s)} 
(3.86) 
Expansion in powers of p yields the transform of the moments of Z^. 
-pz. 
Differentiation of equation (3.86) w . r . t . "p" gives 
r-1 
E(-Z^ e N^ - r) «= r(g(p)) (g(p)) (3.8^) 
and putting p equal to zero, 
E(Z^ I N^ = r) = rE(W). (3.88) 
From equation (3 .87 ) , 
E((Z^)^ e ^^^ I N^ - r) « r(i7P)) ' ' "^(g(p))+r(r-l) 
and 
E((Z^)^|: N^ = r) - rE(W^) + r(r-l) ( E ( W ) ) ( 3 . 8 9 ) 
Using equations (3.88) and (3.89) 
var(Z. I N = r) = r E(W^) - r(E(W))^ 
= r var(W) . (3.90) 
It follows from equation (3.88) that 
E ( z p = H(t)E(W) 
and from equation (3.89) that 
= E(N̂ )E(Ŵ ) + (E(N̂ ) - E(N̂ )) • (E(W) )̂  
and hence 
var(Ẑ ) = H(t) var(W) + var(N ) ( E ( W ) ) ( 3 . 9 1 ) 
From equation (3.86) we have 
-pz. E(N̂  e I N̂  = r) - r(g(p))'' 
and hence 
-pZ E(-Ẑ  N̂  e ^ I N̂  = r) = r (g(p))'''"\g(p))' 
which with p zero gives 
E(Ẑ  N̂  I N̂  = r) = r̂  E(W) 
from which i t follows that 
E(Ẑ ,N̂ ) = E(N̂ )̂ E(W). (3.92) 
The covariance of is given by 
cov(Ẑ , N̂ ) = E((Ẑ  - E(zp)(N^ - E(N̂ )) 
= E(Ẑ ,N̂ ) - E(Ẑ )E(N̂ ) . 
It follows, using equation (3.92) that 
cov(Ẑ ,N̂ ) = E(N̂ )E(W) - E(W)(E(N̂ ))̂  
= E(W) var(N̂ ) , (3.93) 
^ For cumulative processes such , as here 
discussed, it may be shown that for large u, Z^ is asymptotically 
normally distributed with mean, E(W) • t/E(X), and variance, 
var(W) . t/E(X) + (E(W))^ • var(X) • t/(E(X))^ ; Putting 
W = 1, E(W) becomes 1 and var(W) zero. So, for example, the 
number of collisions in (0,u) with large u is approximately 
normally distributed with mean u/C, a result originally derived 
by Feller (ibid). 
In the particular case when W^ = 1, 
g(p) 6(W-1) e"̂ ^̂  dW 
= e"P (3.94) 
and equation (3.86) becomes 
= = = 1 - f(s) 
sd-e-Pfd)) 
which except for.the sign of p, is the moment generating function 
derived as equation (3.55). 
3.5.1 Arbitrary Underlying Poisson Process 
For an arbitrary underlying Poisson process, 
equation (3.86) becomes 
_ 1 - f(s) il(p,s) -
For example, If is inversely proportional to velocity, the 
time spent by a neutron at lethargy u is a Poisson variable of 
average value - and the Laplace transform of the average time 
spent in (0,u) is given by differentiating equation (3.96) 
with respect to "p" and putting p equal to 0, yielding 
ps(l-f(8)) 
Noting the Laplace transform of the collision density (Wilkins 
1962), the average time in (0,u) is given by, 
ru 




where F(u) is the collision density, 
3.3.2 vPistribution of the Time Taken >>y a 
Neutron to Achieve a Given Lethargy> 
Suppose we now include time spent at 
lethargy zero and start at zero time so that, 
i<u,t) - p e"^^ (l-H(u-iln h ) 
IvX -a 
' f J p F(u' .f)du'dt' 
0 'u-£n ~ 1-a 
® (3.98) 
I 
where F(u,t) now denotes the probability density that a neutron 
should.spend time t in Co,u) and achieve lethargy u, with E^ 
Inversely proportional to velocity. Taking Laplace transforms 
with r e s p e c t to u, 
F ( s , t ) « p e'^^^fCiy + 
[where f ( s ) 
p e^^^-^'^fCs) F ( s , t ' ) d t » 
d u ' ) 
u-Jln — 1 - a a 
U 1 z' M 
0 l~a 
Using the convolut ion theorem and (Keane ( i b i d ) ) 
Â { f ( x - a ) H ( x - a ) } - e"^®F(s), 
s+1 
f ( s ) 
1 - a 
( s + 1 ) ( 1 - a ) ] 
Taking Laplace transforms with respect to t , 
F ( s , p ) - ^ f ( s ) F(s ,p) 
P f ( s ) 
p+p-pf(s) 
I n v e r t i n g with r e s p e c t to t . 
F ( p , t ) = p f ( s ) e 
- p ( l - f ( s ) ) t 
p-f(s)t 
pe • " ' { f ^ + p t ( 7 ( 7 ) ^ + . . . } . 
Expansion of ( f ( s ) ) and rearrangement of terms ( in powers of 
g i v e s 
F(s.t) - + + 2 : a - a ^ ( 8 + l ) 3 + . . . } 
^ (l-a) (s+1) * 2 ld-a)Hp+l ) ' ^ ^^ 
+ { ..Pt . 'r(Dt)^ 
f (Pt)2 ^^ (pt)3 , 3(s+l) 
3 : ( l -a ) ' ' ( s+ l ) - 41 (l-o) =>(s+l) ' ' ' 
± 1 . 
Inverting, 
f(u.t) - ... ) 
(i)(pt)2(u-lln + ... }H(u-in 
1-« 1 2 
l -g ^ ] (3.99) 




^F^Ca; b, c; z) = 1 + 5; ^^^r ^^ 
r-1 
with (a)^ « a(a+l) (a+r-1). 
3.5.3 A Generalisation of a Certain Process 
Unfortunately such simple processes as 
led to equation (2,86) are of infrequent occurrence in reactor 
theory. The increments are usually dependent on lethargy or 
energy. A good example is provided by the slowing down time. 
The time that a neutron spends diffusing at a particular lethargy 
has probability density function 
/2E u 
u -tZ. T 
^ ""tN/ m e (3.100) 
g(u,t) = ® 
Wilkins (1965) generalised this and 
considered a process such that with a renewal at x, there was 
associated an increment t with probability density function, 
-t 
. kx 
f(x,t) « e""^ . (3.101) 
ce 
His results apply to the slowing down time when E is 0, and a 
is constant with k = It is to be noted that if k = 0, 
we have an ordinary cumulative process. (Should Z be such 
- U 
•TT 
that e is a constant then Wilkins*^ analysis applies with 
k « 0. This case was discussed in full by Mercer and Smith (ibid) 
and has already been mentioned. It corresponds to the slowing down 
time when is inversely proportional to velocity). 
Wilkins considered a process such that 
with each element X^ of a renewal process { X j j=0 , 1 , 2 . . , ( X ^ = y , 
there is associated a random variable T. such that 
3 
j n 
Pr(T ^ t I X , X j , . . . X ) = l-exp{-t./[c exp kl x' }]} . 
3 J J J ^^Q 
From the 1:1 correspondence between the processes 
{X }n=0 ,l ,2 . . . (X £0) and {X }n=0,l ,2 . . • (X =y, ) , 
n o n o 1 
it follows that 
« S^(yi,y) (3.102) 
N(y-y,) 
where S (y y) = E(ll T^]"") . (3.103) 
n=0 
For m •• 1, 
ry 
S^(0,y) = C + g(y')S^(y»,y)dy' 
0 
^^ g(y')e^^'s^(0,y-y')dy' (3.104) 
0 
C + 
where g(x) is the probability density function of the random 
variable X^̂ . Then 
S^(p) = C/(l - g(p-k)) (3.105) 
where S (p) is the Laplace-Stieljes transform of S (0,y). 
m ™ 
If k < 0, then using a Tauberian theorem, 
asymptotically. 
S^(0,y) - C / (1 - gBc)) + o(l) (3.106) 
If k > 0, 
ky 
S^CO.y) « 0 (3.107) 
where \i « E(Xj^). 
N-1 . If (l-g(p)) is analytic in -k ^ Re(p) $ 0 , 
(except for a pole at the zero root of g(p)=l) then asymptotically 
S,(0.y) - C{ } + o(l). (3.108) 
^ l-g(-k) 
Using the binomial expansion of 
m 
(T + ) T ) , the higher moments may be determined recursively 
from the first moment S^(0,y). Hence the m moment of the total 
time to slow from lethargy zero to lethargy > y is where 






S^(p) = • (3.110) 
From equation (3.110) where k < 0 
f ^ 
S„(0,y) = + 0(1) (3.111) 
K (l-g(-jk)) 
and when k > 0 
S^(0,y) = 0 (m-DI c"̂  til ^ Mk ^|(l-g(jk) 





e H (-logg y) 
1 - a 
1 _ ^(P+Di^na 
(p+1) (1-a) 
and Wilkins gives for Sj^(0,y), 
«> . 1-kv n 
S^(0;y) = C I n H (y + n log d) 
n=0 




where F(x,n) n - c o , 0) e dw.* 
(3.114) 
When k « ^ the poles of the Laplace transform of the renewal 
density G(x) for the isotropic distribution, are given by the 
roots (î  - 1) of 
(l-a)(p+l) = 1 - (3.115) 
Wilkins (1963) has shown that the complex roots of equation 
(3.115) lie to the left of Re(p) - -1. 
From equation (3.108) it follows that asymptotically 
= ̂  - fitfc--a) . (3.116) 
Wilkins points out that if the constant term is ignored 
for large y, we have the expression first derived by Fermi 
for the slowing down time of a neutron. When g(x) has the 
form of equation (3.113), the renewal density G(x) may be 
considered as having its asymptotic value ^ for x greater 
than 3 An(^). When the target nuclei are very heavy, G(x) 
becomes essentially asjrmptotic very quickly and 
S^(0,y) - C 
x >y — 




— dx + 
0 ^ 
,y — 
e^ (G(x) - J)dx} 
0 
2e2 + _ 2 
T" Z (3.117) M 
It is to be noted that these asymptotic 
and other, results depend on the probability density function 
equation (3.100). In general it is naive to expect to be 
able to obtain correspondingly elegant results when this 
probability density function does not apply. We shal see that 
in the more complicated case where the increment is a somewhat 
awkward function of a variate having the Porter-Thomas dis-
tribution, the results are of a somewhat less attractive nature. 
This approximation employs the result G(x) ^ and the type of 
argument used by Wilkins et al. (ibid) in their application of 
synthetic kernels to the infinitely dilute resonance integral 
(section 4.8) 
4. STATISTICAL TREATMENT OF THE INFINITELY DILUTE RESONANCE 
INTEGRAL. 
4.1 Introduction. 
In heterogeneous reactors, strongly 
absorbing elements are concentrated in lumps or rods and are not 
uniformly distributed throughout the reactor*s core. In order to 
simplify calculations, it is useful to approximate this system to 
a homogeneous system. This procedure normally involves (Stewart 
and Sweifel (1958)) the definition of an effective absorption cross 
section, e f f ^^^^ multiplied by the flux for a homo-
geneous absorber, yields an estimate of the absorption. It is 
related to the true absorption cross section, Z , by the so called, a 
"self shielding factor", f, thus: 
E = fZ . (4.1) 
a eff a 
This factor accounts for self shielding, that is, the decrease in 
neutron absorption caused by the flux depression near and in the 
interior of a fuel element. 
The degree of this self shielding is 
referred (Reichel and Wilkins (ibid)) to a standard known as the 
infinitely dilute resonance integral which, for a given resonance 
is simply proportional to the area under the resonance profile. 
The evaluation of this resonance integral requires a knowledge 
of resonance parameters including neutron widths and level spacings. 
In the lower energy, resolved-resonance 
region, such parameters have been deduced from experimental data 
and are known for observed resonances. For higher neutron energies, 
in the unresolved region, only statistical evidence is available. 
A resonance parameter in this region is assumed to have the same 
average value as in the resolved region. On experimental and 
theoretical grounds (Lane (1957)), the distributions of local to 
average parameters have been estimated for the resolved region and 
are assumed to apply to the statistical region. These distributions 
have created considerable interest and a brief review of some of the 
papers which have been published in this field will now be presented. 
4.2 Historical Survey of Relevant Distributions 
4.2.1 Distribution of Reduced Neutron Widths 
Neutron widths, Tn, and the velocity 
o 
independent, reduced neutron widths, Tn , are determined experimentally 
o 
for resonances in the resolved region. Tn is defined by 
rn « rn e"^ (4.2) o 
where E « the peak height resonance energy, o 
Bethe (1955) observed the distribution 
x"^ exp(-x^) to give a good account of the reduced neutron widths 
of Hughes and Harvey (1955) found it to be inconsistent 
with the aggregate of the reduced neutron width data which favoured 
X^ distributions of one and two degrees of freedom. The general 
family is given by equation (3.20) as 
Pr(x , f ) - - V • " • e ' • f (4 .3) 
O O 
where x - Tn / <rn> , 
th 
The m moment of the distribution is given by V - vx 
•oo m T — ^ 
X /VXv 2 2 V J 
. e 
with lî  « 1 (^ .3) 
and ^ I -
Thus the variance of the distribution is 
a ^ « ^ (4.7) 
V 
and hence the half-width of the distribution is inversely 
proportional to v. As v increases, the distribution becomes 
more narrow and degenerates to a delta function (at x = 1) when 
V is infinite. 
Because of the importance of this 
distribution to nuclear reactor theory and engineering Porter and 
Thomas (1956) undertook a more quantitative analysis, based on the 
maximum likelihood estimator (Cramer (ibid)), of the data which had 
been examined by Hughes and Harvey. The distribution, 
Pr(x)dx = 2ttxV''/2 3 (4.8) 
was favoured because it accounts for a greater abundance of 
levels with small widths and it is assumed that many such levels 
would not be observed. They also chose a v of one on theoretical 
grounds by considering the matrix elements for neutron emission 
from a compound nucleus and the central limit theorem (Cramer (ibid)). 
This distribution is almost universally accepted and is generally 
referred to as the Porter-Thomas distribution. 
At the same time as they examined the 
distribution of reduced neutron widths, Porter and Thomas considered 
the distribution of gamma widths and of fission widths. They concxuded 
in favour of a constant or causal distribution of gamma widths and 
a V of about 2h for a x^ distribution of fission widths. 
¿k.2.2. The Spacin^s of Resonance Levels 
The statistical approach to resonance 
spacings is to determine the average value of spacings in the resolved 
region and to find a distribution which fits the observed data. It 
is then postulated that the same average value and distribution apply 
to the unresolved region. This procedure is reasonable when one 
considers that although we are changing from neutron energies in the 
0 - 4 Kev range to 4 - 1000 Kev, the kinetic energy of the neutron is 
completely masked by the binding energy (Glasstone and Edlund (ibid)) 
which is approximately 8 Mev per nucleón. 
4.2.:i Distribution of Resonance Spacings. 
The form of the distribution function for 
the spacing of nearest neighbour, or adjacent, levels about the 
average spacing, < D >, has aroused considerable interest (Wigner 
(1955), Mehta and Gaudin (1961), Dyson (1962), Gilks (ibid), etc). 
This distribution is denoted by P°(x) where 
X = D/< D > (4.9) 
If 
and P (x) represents the spacing distribution between two levels, 
having k intermediate levels. For a random level spacing dis-
tribution, k -X 
P^(x)dx = dx . (4.10) 
Landau and Smorodinsky (1955) indicated 
that although the distribution function for level spacings had not 
yet been investigated, the spacing between nuclear levels with 
different spins were not related and would be distributed according 
to a random law. They suggested that the distribution of levels with 
the same spin would not be random but would be such that the probability 
of very small spacings would be very small, the levels acting as if 
they repelled each other. This "level repulsion effect" had been 
observed experimentally by Harvey (1955). 
Goertzel et al (1955) considered a uniform 
spacing and x^ distributions with v*s of '2 and 4 and concluded from 
the data which were then available that the x^ distribution with four 
degrees of freedom was suggested by the distribution of low-energy 
resonances• 
Gurevich and Pevsner (1956) examined the 
distribution function of level spacings on theoretical grounds and 
concluded that the actual distribution differed from the random 
/ 
distribution. 
The most favoured distribution was first 
suggested by Wigner in 1956. He pointed out that the distribution 
of spacings between adjacent eigenvalues of matrices whose elements 
were arbitrarily chosen would show a deficiency of small spacings. 
This absence of small spacings was verified experimentally by 
Gurevich and Pevsner (ibid) and by Harvey and Hughes (1958). 
Blumber'g and Porter (1958) and later Rosensweig and Porter (1960) 
demonstrated a repulsion of energy levels in spacing distributions 
determined from the energy levels in complex atomic spectra. This 
work was confirmed and extended by Trees (1961). Wigner surmised 
that the spacing between adjacent members of a long series of levels 
having the same spin and parity would be distributed, relative to 
the mean spacing, by P°W(x) to a good approximation where 
P°W(x) - f X e"^ (4.11) 
til 
The m moment of this distribution about the origin is 
TT 2 
^ 0 0 — I ^ 
TT m+1 4 , f, 
TT X e dx (4.12) 2 
Thus y « 1 (4.13) 
and = — (4.14) 
L TT 
giving for the variance. 
- - 1 . (4.15) TT 
Rosensweig and Porter (ibid) also 
outlined the most characteristic features of Wigner*s distribution. 
The tail is very short, the maximum occurs in the vicinity of the mean 
and the probability density of zero spacings is zero. This latter 
property is the level repulsion effect and, according to Wigner, 
'follows from the fact that if you have a symmetric matrix, the 
probability that two energy levels co-incide is governed by the re-
quirement that two parameters be zero rather than one parameter be 
zero. As a result, the probability is zero." On the other hand, 
the exponential distribution has a long tail and, having a maximum 
at x = 0, it in no way eadiibits the effect of repulsion of levels 
and so is a poor approximation to the true distribution. 
According to Wigner, levels of different 
quantum states having different angular momenta or parity are in no 
way correlated in position. Hence the distribution of a sequence 
of levels which is a superposition of sets of different spins and 
parities, would be intermediate between the exponential distribution 
and Wigner's distribution. Rosensweig and Porter concluded that if 
a large number of different sets of levels are superimposed (Cox 
(ibid)i Cox and Smith (1954)) then under certain conditions, the 
exponential distribution will be approximated. 
Lane and Lynn (1957) investigated three 
frequency functions for the distribution of level spacings; x^ dis-
tributions with two and four degrees of freedom and Wigner's dis-
tribution. From an analysis of their data they strongly favoured 
Wigner*s distribution and of the x^ distributions, found a v of 
A more probable than a v of 2. Rosensweig (1958), by diagonalising 
matrices of fairly high order, the elements of which had the same 
normal distribution, made accurate numerical calculations and 
obtained a rather detailed histogram which, except for the largest 
spacings, agreed very closely with Wigner's distribution. 
Mehta (1960) derived vigorous upper and 
lower bounds for the cumulative distribution function (equation 3.3) 
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2 TTX̂  
1 - e ^ (A.16) 
was a very good approximation to F(x) where, 
F^(x) i F(x) i. F^(x) (4.17) 
- ( f ) ' 
with F^(x) « 1 - e ^ (4.18) 
and F^(x) = 1 - e ^ • (1 - . (4,19) 
Following a joint paper with Mehta, Gaudin (1961) obtained the 
exact form of P°(x) for the distribution of the eigenvalues of 
a real N x N matrix with randomly distributed elements as N 
This exact form which is rather complicated, although not precisely 
o 
PW(x), varies little from it. "Thus the Wigner formula may be 
regarded as a very good approximation to the exact function." 
(Garg et al 1964). 
Dyson (1962) considered the distribution 
function of the spacings, S between nearest neighbours in a large 
sequence of energy levels of average spacings. He demonstrated 
that the distribution of S could be deduced from the thermodynamical 
properties of a model which replaces the eigenvalue distribution by 
a continuous fluid. Applying methods of electrostatics, potential 
theory and thermodynamics, he finds that the distribution function 
of the spacings, S, is asymptotically, 
17 . 
Q(t) = A tT^ exp(-ii;t'' - ht) (4.20) 
where t « ^ • (4.21) 
He concludes that Wigner's distribution "underestimates the fre-
quency of large spacings by a factor which tends to infinity as t 
tends to infinity", but that this range of t is so devoid of spacings 
that for practical purposes it is "completely unimportant" and Wigner*s 
surmise has been "abundantly justified". 
Nicholson (1960) assumed that the distribution 
of level spacings could be adequately represented by a x^ distribution. 
To select a member of this family, he required a distribution which 
would yield the first and second moments of the experimental distribution 
His analysis gave a v of 10. Hutchins (196A), after stating that there 
was evidence to support a x^ distribution with a v of 10, used a 
constant spacing. Hwang (1965) used a x^ distribution with a v of 8. 
Gilks (ibid) has carried out a statistical analysis of recent data and 
favours a v of 6 as the best x^ approximation to the correct distribution 
function. 
Unfortunately, uncertainties in current data 
largely thwart attempts to select the best approximation to the actual 
distribution function for level spacings. Errors may occur through 
the missing of weak levels (Estimates of the number of missed levels 
have been made by Futeka and Harvey (1965) and Musgrove (1966) and 
important modifications were suggested by Wilkins (1966).) and in-
correct assigning of spins. In view of this, and bearing in mind 
factors relating to the superposition of sets of spacings, these 
findings do not invalidate the acceptance of Wigner's distribution. 
On the other hand, the use of a x^ distribution may be justified 
on purely practical grounds as it certainly facilitatesthe analysis 
of resonance problems. 
A.3 The Infinitely Dilute Resonance Integral 
In chapter two we derived an expression 
for the infinitely dilute resonance integral for an isolated 




where the integration was taken across the resonance. The 
limits of integration may be extended to from minus infinity 
/ 
to plus infinity and E^, the resonance energy, in its explicit 
form can be taken outside the integral sign since the major 
contribution to the integral is over a very narrow energy range 
Then, ' 
K-i o "oo 
a dE. a (4.22) 






o^ i|;(t,x)dE (4.23) 
where o^ is as in equation (2.50a); that is 
2.608 X 10" g Tn 
r E (4.24) 
Using equation (2.61) 
t 
"iTi" 
r e ^ (x-v) , , 
which upon reversing the order of integration^gives 
i^(t,x)dx = TT , (4.25) 
00 
Substitution from equation (4.25) in equation (4.23) and 
using equations (2.58a) and (4.24) yields 
T 1 !x 1 2.608 . 10^ . g r^ , T B — • " ' . ~ V ' I • • , w . — 
E r E • r ^ 1 o o 
r h e n /E Y Cfc— , • ' ' • ' 
4 i n E r ° / e + r . + r o n f Y 
(4.26) 
2 
where - 2.608 . 10^ (4.27) 4m 2 
This is the form of which is given by Reichel and Wilkins 
(ibid). Dyos and Stevens (1966) use basically the same 
expression which is also used by Dresner (1955) in a slightly 
different form. 
4.4 The Work of Dresner 
Dresner (1960) develops an expression for 
the effective resonance integral I, given by, 
71 a r 
I 2 _ j [ ( 4 . 2 8 ) 
2 E {3(l+3-d)}^ o 
47rR g r^ 
where d « — ; 
P 
R « potential scattering radius; 
k is the wave number of the incident particle and is given 
by Burcham (1963) as, 
k - ^ (4.30) 
where X - ^ ' (4.31) mv 
Substitution of equations (4.31) and (4.30) in equation 
(4.29) gives, 
/ 
g h^ r a « f n 
° 27rm E r 
which is equivalent to (using equation (4.27)) équation (4.24) 
and is the same as used by Reichel (1962). 
If a «> and hence 3 » 1-d, it follows 
P 
from equation (4.28) that the infinitely dilute resonance 
integral, 
r 
f'^oE^ (4.32) o 
which is equivalent to equation (4.26). 
Dresner (1955) took the contribution, 
to the infinitely dilute resonance integral of resonances 
in the unresolved region above : some cut-off energy E* as 
I = — 
« 2U 
^ HF 
<a r > (4.33) 
E* ° ^ ^ 
where the average is taken with respect to the statistical 
distribution of reaction widths. The average spacing of 
levels of the same spin and parity, D, has been assumed to be 
constant. This is essentially using the random or negative 
exponential distribution. 
Although Dresner's assumptions are rather 
inaccurate, it must be remembered that at this stage Wigner 
had not made his famous surmise (equation (4.11)) nor had the 
Porter-Thomas distribution (section (4.2.1)) been proposed. 
Substitution from equation (4.29) 
in equation (4.33) and putting 
2 2 
- ^^ . . > 1 1 (4.34) = — g 
D K ^^ r t r + r . E' 
E* n Y f 
n Y ^ 
= ITT 8 ^̂  2 
J e * / e + r + r . e 
n Y f 
DK' 
Dresner now took r^ as zero and assumed that all unresolved 
resonances have the same T^ and evaluated at E*. It follows 
that, 
r 
1 o 00 — / 
, o 1 <r°> /e 
2 T r ^ g Y n dE I . • 
E* <r°> /e + r E 
n Y 
n 
, ^ r" r E - E 
D K 2 
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D K^ E* 
à r 
1 y (y + B) 
where y « /E/E* 
and B « r /r* , 
Y n • 
(4.35) 
(4.36) 
The integral is easily evaluated,giving 
4Tr2 
0̂0 = — 2 
D k 
r 
^ Y B - ¿n(l+B) . 
B' 
(4.37) 
Kuhn and Dresner (1957) allowed for a Porter-
Thomas distribution of reduced neutron widths and using a random 
distribution for spacings gave the following equation for the 
resonance integral. 
4tt̂  g Y  
D k ^ 
e do) . 
(2ttw)^ 
(4.38) 
When 3 >> 1 an asymptotic series may be derived for the 
above integral by rearrangement of terms and using the 
o 
Maclaurin's expansion of ¿n(l+ /ca) and hence 
I = ^^^ K ^y 
D k^ 
. 1 ^ 8-3(£n g + Y + Jin Y (-l)^(2k-h3) I 
L ^ J k (kfl): +1  
(4.39) 
where y is Euler's constant. 
When S << 1, i.e. when I becomes infinitely dilute a power 
series in /3 may be derived for I by repeated applications 
of integration by parts, yielding. 
3 5 " • 3 - 14 " • ••• • 
When 3 1, Kuhn and Dresner applied numerical integration 
and in conjunction with equations (4.39) and (4.40) plotted 
a curve for the ratio of equation (4.38) to equation (4.37). 
Equation (4.38) was derived assuming that the widths and 
level spacings were independent of the spin of the compound 
state. If such a dependence is assumed, the resonance integral 
is equal to the sum of integrals, one for each spin state. 
4.5 Reichel^s Contribution 
Reichel (ibid) adopted the Porter-Thomas 
distribution of reduced neutron widths and retained the 
assumptions that resonances of the same spin and parity have 
a constant spacing which is equal to the mean of the statistical 
distribution of spacings. He gave an expression for in 
infinite series form and in view of its importance to Reichel 
and Wilkin's calculations, his derivation is given in slightly 
I 
fuller detail than in the original. 
From equations (4 .24 ) , (4.27) and (4.2) 
and putting F^ equal to zero we have, 
2 /e 
^ as £3 , , , 








where the average, of ^^ been taken over the reduced 
neutron widths. Using equations (4 .33 ) , (4.35) and (4.36) and 
the Porter-Thomas probability^ Pr(a)) dw, Reichel now gives for 
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u) e ¿n 0) du) 
•'o 
3^/(27r) 
2/(2u) e"'' du - I , , , - I 





and I ' 
(3) 
« 3/2 -a)/2 ^ 
0) e doj 
uH-3 
(4.47) 
Putting u) = u 3, 
3/2 - 2 -e/2 




= 2 S 
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e du 
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du • (4.49) 
Taking Laplace transforms with respect to 3 and reversing the 
order of integration gives. 
Inversion now yields. 
(A.50) 
From equations (4.50) and (4.48), 
^•(6) = 
3/2 1-B /.TT V . TT 3/2 _ /.g. 
/(27r) (1-B) + TT erfc/(|) . (4.51) 
To simplify calculations, the \jj function 
(Bateman Manuscript (1954)) is introduced by defining 
2 
erfc(x) = jr^ e'"" , 
where ip((x,r;x) = F^(a,Y;x), 
where 
and 
~ (a) x^ 
F (a,Y;x) = I 
r=0 "̂"̂ r 
(a) ^ r(a+r) 
r r(a) 
(4.52) 
It follows from equations (4.51) and (4.52) that. 
« /(27r) (1-3) + /tt ^^^^ 
/(27r) (1-3) + /TT ^y^UiT 
/(2TT)( M ) +TT3^/^e^/V(2TT) + + ^ 3 3.5 3.5.7 + . . . ] . 
Integration now yields. 
I^^^ ^o /(2TT)3 + TT e X dx 
2 3 3.4 3 .5 .5 3 . 5 . 7 . 6 
+ . . . ] . (4.53) 
Putting X equal to 2t , 
6 % % 
e X dx 
2 ' 2 
2 e ^ (3 - 3 3'^)+6/2 
^2 
e dt , 
(4.54) 
From equations (4 . 53 ) , (4.54) and (4 .55 ) , 
Z «3 
1 3V(27r) 
[ / (27r){|^+ . . . } + 2Tre ^{3 ^-33V6/27r[ e^ dt] 
00 r 





where (2r-l)i: « (2r-l)(2r-3) . . . 5 . 3 . 1 (4.56) 
Thus from equation (4.43) 
T 
2DmE* 
+ £ + Y e 
' 3 ^(2r-l)i: 
3 
//O \ 2 , 1 3, , 6/Tr 
- /(2Tr) e { — « . ^ 
2 
e^ dt] (4.57) 
The function e dt may be evaluated 
from its series expansion and it has been tabulated by Terrill 
00 r 
r 3 
and Sweeney (1944). The series I r(2r-l) II rapidly 
and hence the above approximation for the infinitely dilute 
resonance integral may be readily evaluated. 
4.6 Reichel and Wilkins' Renewal Theoretic Approach 
Reichel and Wilkins (ibid) relaxed Kuhn 
and Dresners* (ibid) assumption, that the density of resonances 
above the last resolved resonance was constant. They referred 
to the exponential distribution used by previous workers and, 
after considering the works of Wigner and Mehta (section 4.2.2.), 
decided in favour of Wigner and took the distribution of the 
level spacings D as 
W ( D ) = ^ e (4.58) 
It is to be noted however, that as recently as 1965, Hwang 
used a x^ distribution largely on the grounds of convenience, 
favouring eight degrees of freedom. As mentioned in section 
(4.2,2) Gilks has found that, of the x^ distributions, a v 
of 6 gives the best approximation. 
Assuming that Wigner*s distribution holds, 
the level spacings the statistical region, for resonances 
of the same spin and parity, are positive, independent and 
identically distributed random variables, with a distribution 
given by equation (4.58). Thus the sequence is a renewal 
process and the results of chapter 3 apply. Measuring energy 
from E*, the resolved cut-off energy in terms of D, the expected 
number of resonances, f(x) dx, in the interval (x,xfdx) is 
given from the renewal equation (3.68) by 
f(x) « W(x) + f(u) W(x-u)du (4.59) 
0 
, E-E* where x = — (4.60) 
D 
and W(x) is determined from equation (4.58) with D unity. 
Reichel and Wilkins tabulated and graphed 
the renewal density, f(x)„ (The original calculations involved 
the trapezoidal rule. More accurate results were obtained by 
halving the previously used interval and by combining Simpson's 
rule with a Gaussian (Hamming (1962)) rule which was derived. 
This was essential as the process involved alternately odd and 
even numbers of spacings. The improved accuracy however did 
not effect a significant change in the result of 2.821 bams 
for of Reichel and Wilkins). 
From renewal theory (equation (3.66)) 
it follows that f(x) asymptotically approaches the value 
J, ̂  1 
y foo 
x W(x) dx 
0 
t 
= 1 . (4.61) 
From the table and graph it follows that the renewal 
density approaches its asymptotic value for x ^ 3. As 
mentioned in section 3.2.2, Gilks observed similar results 
when Wigner's distribution was replaced by various x^ ¿is* 
tributions. 
Taking Laplace transforms it follows from 
equation (4.59) that. 
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1 - p e .erfc (4.63) 
and erfc (x) = 1 - erf(x) 
2 1 -x^ /•oo 9 
u e du 
•'o 
2 
- X 00 
y (-l)''(2r)I (4.64) 





Inversion of the series gives 
- r r r ir tt̂  ^ STT̂  TATT̂  . 706TT5 816277^ 
= T T " 7 T 7 6 - ^ ~ T o " T T i r " 
2p 2p 4p 16p 32p 6Ap 
. HO-.AIOtt^ 1,698,944ttQ . , , 
, 7 14 • ' 8 16 (^-65) 
2 p 2 p 
for large values of p. Inverting this equation and using a 
Tauberian theorem (section 3 .1 . 3 ) it follows that for small 
values of x, 
TT 27r2 x3 . IOTT̂  X^ 747r'+ x^ . 7067r5 
T — + 7 + 2 4 S 
2^ 31 5\ 2^ 71 2^ 91 
81627r^ x' ^ • 110,41071^ x^^ 1,698,944TTQ X^^ 
" y . I _____ ^ ^ ____ 1 . . . 
1 
(4.66) 
2^ 111 2^ 131 2^ 15J 
Reichel and Wilkins took sufficient terms to accurately 
reproduce their table of values of f (x ) . 
From equation (4 . 26 ) , setting T^ equal 
to zero, the average value of the infinitely dilute resonance 
integral is given by 
<i > « ^ 
,2 
i-co /e . Pr(iA>) do) 
00 
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Using the result of equation (4.50)^we have 
<i > -
00 ' • 2 
4mE 
A/. 
1 . /A 1 - V ^ e erfc /j (4.67) 
Reichel and Wilkins give without proof 
2 
expressions for the expected value of S^ and S^, the derivation 
of which, along with extensions, is given by Wilkins and 
Thompson (1-967). (See chapter 5. (dealing with Wilkins and 
Thompson)). In the former case, 
e(Sy) 
ry 
h(y») e (W;y»)dy» (4.68) 
where e(W;y*) is the average value of a resonance at 
h(y) is^the resonance density at y; 
S = I (4.69) 
.th 
W^ is the area of the i resonance profile and 
N is the number of resonances in (0,y). 
y 
Hence using.equations (4.67) and (4.59) the infinitely dilute 
resonance integral above E* is given by 
I* Aim e(S ) 
CO X X-H» 
1 
D E* D 
(4.70) 
Since f(x) realises its asymptotic 
value for x ̂  3, Reichel and Wilkins give 
'E*+3D , roo 
E* T) B ^E*+3D 
1 I* s — oo — D 
<I >dE (A.71) 
and ignoring minor fluctuations in f(x) give 
rE*+i.5D, 
I* = ^ oo 
D E* 
f(~—)<I >dE 4- -
D D 
_<I^>dE . (4.72) 
E*+1.5D 
In equations (4.71) and (4.72) the first integral may be 
evaluated using Simpson's rule and the table of f(x) and 
the second integral using Reichel's expansion of equation 
(4,57). 
Reichel and Wilkins calculated the 
infinitely dilute resonance integral in the range 1000 to 
30,000 ev using (i) Dresner's model, (ii) equation (4.72) 
with D as the arithmetic mean, (iii) equation (4.71) with 
D as the arithmetic mean and (iv) equation (4.71) using the 





These results were compared with those of Vernon (1959). 
The major achievement of Reichel and 
Wilkins was to put the infinitely dilute resonance integral 
in its proper statistical framework. Dyos and Stevens (see 
below) independently recognised and gave further play to the 
statistical aspect. 
4.7 Monte Carlo Methods - Dyos and Stevens 
4.7.1 Introduction 
Dyos and Stevens (1966) used Monte Carlo 
methods in evaluating the infinitely dilute resonance integral 
(equation (2.71)) in the statistical region. Early workers 
(Dresner, Reichel (sections 4.4 and 4.5)) in this field used the 
narrow resonance approximation (section 2.12). Dyos and Keane 
(1966) showed that for predominantly scattering resonances 
(i.e. for most resonances above a few Kev) the neutron flux 
below the energy E^ of the resonance centre could be in excess 
of its value above the resonance and hence equation (2.70) 
was a poor approximation below E^. In view of this, and apparently 
not being acquainted with Reichel and Wilkins* paper (ibid), D y o s ' 
and Stevens considered it preferable to adopt a method of 
constructing pseudo resonances in the statistical region, 
using random sampling techniques. They were interested (because 
of applications to Doppler broadening (section 2.11) etc.) in 
testing the validity of using statistical methods in the 
unresolved region and considered the infinitely dilute resonance 
integral. However, this integral has been derived using the 
narrow resonance approximation. 
4.7.2 Construction of Resonance Parameters 
Reduced neutron, capture and fission widths 
have been shown by Porter and Thomas (section4,2.1) to have been 
distributed according to a x^ distribution each with different 
numbers of degrees of freedom. The cumulative distribution 
function, F(x,~) (equation 3.3), from which the resonance 




r c f ) 
vx 
u e du • (4.74) 
Dyos, in his pseudo code (1966) allowed 
for statistical variation in the three parameters n̂d F^, 
but in his work with Stevens (1966) put F^ constant and V^ 
zero. Their method of calculating resonance parameters is now 
given. 
A random number C is obtained by sampling 
from the uniform distribution. 
Pr(C) = 1 , 0 ^ C $ 1 (4.75) 
The ratio of the local to average parameter is now obtained 
by solving the equation^ 
C = (4.76) 
and hence the local value of the parameter is found. (The 
cumulative distribution function, F(x), for any continuous 
distribtuion is monotonically increasing and is trapped between 
0 and 1. For a sample point, x, the probability density 
function of the random variable, F(x), is given by 
f(F(x))d F(x) = f(x)dx (4.77) 
and hence 
f(F(x)) « f(x) . dx dF(x) 
= 1 (4.78) 
using the result of equation 
In the case of the-reduced neutron 
width which satisfies the Porter-Thomas distribution, n ' 
u -z a 
(2ïïz) ^ e dz 
h 
erf /(-) . (4.79) 
This equation may be solved by various iterative techniques. 
Pinch Point, Regula Falsi, Newton-Raphson etc (Dodes and 
Greitzer 1964) but the last mentioned was used and is probably 
the best. 
For the level spacings, which to a very 
good approximation (Porter and Rosensweig, Dyson, Gilks etc 
(section 4.2.2)), follow Wigner's distribution, we find 
-TT 2 7" z TT 4 , — z e dz 
0 
- TT 2 
4 "" = 1 - e ^ . (4.80) 
Solving for u we have 
u « "7" v/̂ n -ri- . (4.81) 
/tt 
When sampling from the uniform distribution, C is as 
probable as 1 - C and hence 
u = ̂  An ^ ' (4.82) /TT ^ 
4.7.3 Generation of Resonances 
The first resonance in the statistical 
region is taken by Dyos and Stevens to be one average level 
spacing above the last resolved resonance. (In this connection 
Musgrove (1968) has pointed out errors in Cook and Wall's (1967) 
paper due to using for this spacing and showed that ^ 
is the correct value). The reduced neutron width is now 
determined by sampling from the uniform distribution (Munroe (ibid)) 
and solving equation (4.81). The next level spacing is then 
found by again sampling from the uniform distribution and 
using equation (4.82). This process is repeated until a 
given number of resonances has been generated or a given energy 
has been passed. If several ladders are constructed, the 
average number of resonances is given by Dyos and Stevens as 
D 
where AE is the energy span. 
This is true for an equilibrium process (equation (3.61)) 
and for a Poisson process (equation (3.31)) but not in general 
for an ordinary renewal process such as is being discussed. 
The correct average is obtained by the inversion of equation 
(3.56), employing equation (4.63), giving 
2 . 2 4 , . 3 6 
) = H(x) = ^ ^ 
D 
which is of the form of equation (4.66). 
rr/tx VI/ \ ^ 27T X IOtt'" X' , 
^fc) = H(x) = 2 2T - "T^- 4T " T ^ ? r " • • • 
The reduced neutron width, averaged over 
—cr 
the resonances in a ladder will approximate to F^ but will 
vary from ladder to ladder. It is claimed that if sufficient 
ladders are produced, one will match the actual resonance 
AVERAGE RESONANCE INTEGRAL, STANDARD DEVIATION, 
AND THEIR RATIO AS A FUNCTION OF THE NUMBER 








In Ladder I a v% 
4 keV-20keV 130 904 .7005 .0221 3.15 
4 keV-lOkeV 300 339 .5169 .0229 4.44 
4 keV-8 keV 300 226 .4288 .0237 5.53 
4 keV-5 keV 300 56 .1676 .0164 9.79 
structure. (This is false and is equivalent to saying that if 
one chooses a number between zero and one, often enough, one 
will eventually land precisely on say ~ ). If N ladders are 6 
generated, the mean of I^, I^, is given by 
I - è l i . 00 N . ̂  , ioo 1=1 
and the variance is 
9 — 9 
ô , ^ I (I. - I 
1=1 
If o^ is small compared with I^ then this approach is likely 
00 
to yield good results. In practice, when ladders contain a large 
number of resonances, the variance is small but it increases as 
the number of resonances decreases. 
Dyos and Stevens generated a large number 
of ladders to obtain reliable estimates of the mean and variance 
They calculated the ratio (v), expressed as a percentage of the 
standard deviation (a), of the mean resonance integral (I^) as 
a function of the total spanned energy range, being the per-
centage error in the calculated resonance integral. The table 
given opposite summarises their results. 
Dyos (1967) found that the distribution 
of. the infinitely dilute resonance integral about the mean was 




far from well behaved. It had the shape shown opposite. 
The average value of occurred almost at a local minimum 
of P(I^). The above type of distribution persisted even with 
900 ladders and Dyos was unable to explain this phenomenon. 
Dyos* finding is certainly unexpected, on the grounds that 
"nature prefers to have as few bumps as possible" (Segedin 
(1962)). 
A.8 Synthetic Kernel Approach - Wilkins et al. 
The method of synthetic kernels was used 
by Goertzel and Greuling (1960) and by Wilkins and Keane (1966) 
in neutron slowing down theory. It was applied by Wilkins 
et al. (1968) to resonance spacing problems. 
If e(W;E) is slovzly varying over the 
interval (E*,E* + 3D), equation (4.77) may be written 





e(W;E)[f(E-E*)- ̂ ]dE 
E* D 
(4.87) 
and approximated as 
e(S ) = -
y D 
e(W;E)dE + e(W;E*) 
E* 
E*+3D 
[f(E-E*) - ¿]dE 
E* D 
and 
-(V - J ^ D e(W;E)dE + e(W,E*) [f(E-E*) - -]dE , E* D 
(4.88) 





[f(E»-E*) - ijdE' = - 1 
E* D 2D 
= Y - 1 (4.89) 
where y • 
2T)' 
tD-̂  
— e dD^ 
o 2D 
Wigner*s disttibutlon, equation (A.13) having been used. A 
suitable substitution and integration by parts then gives 
TT 
Using the data of Reichel and Wilkins (ibid) . Wilkins et al. 
calculated (y-l) e(W;E*) to be -0.017 which is in agreement 
with the results of the former. 
Using the first two terms of the Taylor 
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From equations (4.90) and (4.13) 
4D 1 
y " o 
1 ^ 6D2 J 




An obvious substitution and repeated integration by parts 
now yields 
^ 4D D . 
" ^ tt (4.92) 
From equation (4.70) it follows that 
equation (4.88) is formally exact if 
f(E-E*) « i + (y-1)6(E-E*), E > E* . (4.93) 
D 
This has the effect of replacing the deviations of f(E-E*) from 
~ by a Dirac delta function at E*. It is similar to the collision 
D 
density given by the Greuling-Goertzel synthetic kernel. Substitution 
from equation (4.93) into equation (4.59) gives 
W(D) « (1 - -) 6 (D) + — e • (4.94) 
^ y2D 
Wilkins et al. conclude that synthetic kernels 
may have a place in resonance spacing problems (as in slowing down 
theory) and apply the S3mthetic kernel (equation 4.94) to an 
estimation of missing resonances which had been treated by Fuketa 
and Harvey (ibid) and more exactly by Wilkins (1967a, 1967b). 
li • THE HIGHER MOMENTS OF THE RESONANCE INTEGRAL 
5.1 Introduction 
The infinitely dilute resonance integral for 
a given resonance is simply the area under the graph of the res-
onance. For n given resonances, it is equal to the sum of the 
areas. 
In the unresolved region, Reichel and 
Wilkins (ibid) adopt a statistical approach in which it is 
assumed that the spacings of resonances of the same spin and 
parity are positively, independently and identically distributed, 
so that the sequence of spacings forms a renewal process (chapter 
3). Further it is assumed that the reduced neutron widths also 
form a renewal process, and in addition, that their distribution 
is independent of the resonance energies and spacings. The 
gamma-ray and fission widths are taken as constant, so that the 
height of any resonance will then depend only on the resonance 
energy and the reduced neutron width. 
Following the approach of Reichel and 
Wilkins, Wilkins and Thompson (1967), considering only resonances 
of the same spin and parity, point out that the infinitely 
dilute resonance integral in the statistical region is the average 
value of a random variable S^, generated as follows. 
Take the upper cut-off energy E* as the 
origin of the energy co-ordinate. Let {Y^} denote the sequence 
of resonance spacings, so that if 
Z. - i Y . (5.1) 
j = l ^ 
th the energy of the i resonance after Ê ^ is 
E^ « E'̂  + Z^ , (5.2) 
Then with each Y. there is associated a random variable W 
1 1 
(which is actually the area of the i^^ resonance) with a dis-
tribution which depends only on Z^ (E* being given). Let h(y) 
denote the density of resonances at y, N^ denote the number 
of resonances in the energy interval (O.y) and S denote the sum 
N y 
I W.. Let the expected value.of any variate v be denoted by e(v) 
i=l ^ 
and the expected value of v, given that another variable has 
the value u, be denoted by e(v,u). 
Then the infinitely dilute resonance 
integral for the resonances distributed over the interval (0,y) 
is just e(Sy), and is given by 
y 
h(y») e (W;y') dy', (5.3) 
0 
where e(W;y') is the average area of a resonance at energy 
E* + y'. Wilkins and Thompson give a method of evaluation of 
e(W^;y') and this is discussed in section (5.2). 
Ill 
The Porter-Thomas distribution (equation (4.13)) 
of the reduced neutron widths is apparently universally accepted, 
but various probability density functions are in use for the 
spacings (section 4,2.2.) For this reason, no explicit assumption 
is made, by Wilkins and Thompson, about the particular form of the 
distribution, nor is it assumed to be absolutely energy independent. 
The discussion naturally divides into two 
cases: 1. the resonance integral for a single resonance; and 
2, the integral for a number of resonances distributed 
over an interval. 
5.2 The Moments for a Single Resonance 
th 
If the i resonance in the statistical region 
occurs at energy E^, whilst the last resolved resonance is at Eŝ , 
1 
- E'if = y Y. 
3 = 1 ^ 
= z. . (5.4) 
We may write 
"i - -(ijî (1 + ^/w) 
-1 
where = ̂  ''y' 
with h, m, g and T^ as previously defined, being assumed constant. 
Also y 
r + r. 
-I I 
e ( 0 
(5.5) 
where'r^, the fission width, is zero for non-fissile absorbers, 
and E(r°) is the average value of the reduced neutron width, n 
r°. . n 
Finally, 
w n 
e ( 0 
(5.6) 
so w has a Porter-Thomas probability density function, that is, 




r« 2 , e d w 
Q (1+^/w)'' (2Trw) (5.7) 
Writing w = Ay , 
e(w;[; z p J 
Putting T (A) 
J 
( f . ) ^ f ) ^ 
1 
M-
2 r 2 
e dy 
,, 1 2 , 
(1 - TTT;!) e dy 
j=0 ^ J 














Taking Laplace transforms with respect to A, and changing the 
order of integration gives. 
{T^(A)} - ^ 1) • (5.11) 
Inversion of equation (5.11) gives, 
m /A\ TT T^(A) = y ere (y) 
TT J e (1 - erf (-j) ) . (5.12) 
Noting, (Reichel 1966), that erf(x) may be expanded to give 
7 
erf(x) 
3 , 5 2 , X , 1 X — r (x - V" + 1 X M 21 5 31 7 + - ) (5.13) 
and putting 
TT r r 
2 
2 ' 
2n / -INH 2n 2r V . \ LzXl I r- ] 
2r 2k k II 0 
,1 
X dx] 
TT r r 
2 
2r 2k 
7r\«0 I f: 
(1 - X^)^ dx 
0 
IIA 
.^.h Y rhs^ kl . 
Tl® - V — ) I (7) • /ov. ,M <2> - U i S t ) ! ' 
For j ^ 2, partial integration of equation (5,9) yields 
Tj(A) - {1 - l ^ j } + j ^ y Tj_2(A) . (5.15) 
Every Tj(A) is therefore of the form 
Tj(A) - P(A) • T^(A) + Q(A) • T^(A) (5.16) 
where P(x) and Q(x) are polynomials. 
Thus equations (5.8) and (5.15) make possible 
the explicit determination of an expression for any e(W^; Z^). 
i 
5.3 The Moments e(S^) Over An Interval 
To make their results as general as con-
veniently possible, Wilkins and Thompson assumed that if a 
resonance is given at energy E', the probability density function 
of the energy E at which the next resonance occurs is of the form 
f(E,E*), E ^ E'. That is, it is assumed that the density of the 
next spacing depends only on E*. In the usual renewal theoretical 
model, the density has the special form f(E-E'). It is assumed 
that f(E,E') is a well-behaved function so that all following 
operations are valid. 
The following notation was used: 
rE. 
(5.17) 
n ^ 2. 
Then f^(E,E') is the probability density function for the 





1 ^ j < n. (5.19) 
The total density of resonances at the 
energy E above E* is denoted by h(E,E*) where 
h(E,E*) - I f,(E,E*). 
1 ^ 
It is assumed that for any E > E^ > E*, 
(5.20) 
f^(E»,EpdE' -f h(E2,Ep 
f^(E»,E2)dE* dE2 « 1. (5.21) 
That is, it is assumed that with probability 1, the sum of the 
spacings between resonances is ultimately unbounded, no matter 
where the starting energy is. This assumption is certainly true 
in the renewal cases. 
To determine e ( S p , it is first noted that 
the average of (W^ + W2 + ... + W^ )^ for given E^, E^, ... E^ , 
y y 
is obviously 
^ k ^ k ' ' — 
1* 2* • • • ^^ . 1 1 
y 
X eCW^ ; E^) ... e(W^ ^> ^^ ^ » (5.22) 
y y 
where the sum is to be taken over all k^ ^ 0, (1 $ i $ N^) such 
that ^ 
I l̂ i - r. 
1 ^ 
The quantity (5.22) must now be multiplied by 
N f r ; J 
' •'E 
f^(E», E^ )dE» , (5.23) 
where E « y -f E*, E = E*. The function thus obtained must then 
be integrated over all E^, 1 ^ i ^ N , such that E^ ^ E^ ^ E^ $ E^ ^ E, 
y ° y 
to take account of variation in these energies. Finally, all such 
integrals must be summed from N^ = 0 to infinity, to take account 
of the variation of the number of resonances in the energy interval 
(E*, E). 
With the help of Eq. (5.22), it is seen that 
it is necessary to sum a series with terms of the general form 
o 1 m-l 
k k 
(E E ) ... f.(E E )f (E , E ) ... 
1 m, m—1 
rl 
with all k > 0, ^ k « r, 1 i: t i: m, m = ;23...,and 0 < n < n^ < ... < n^ $ 
^ 1 
First hold k^, ... k^, constant, and 
sum over m - n^. Using Equations (5.20) and (5.21), this gives 
a series of terms of the form 
m. 
rl 
If * k * v ^ . • . • . 
f,(E E ,)e(W ;E )dE dE^ ....dE . 
Using Equations (5.18) and (5.19), the last integral may be written 
k. 
rl 
If • k * IVĵ  . . * • IV̂  • 
E 







k * Ic ' 
• • • 
E k k 
V l ^ 2 
f t 
. . . dE^, m. > 0 . 
The k. from the coefficient of each term of 
1 
the last integral form a finite sequence with a variable number 
t(l $ t r) of terms. Take those terms with equal t, and such 
that corresponding k^ in each sequence, ranked according to increasing 
i are equal. Sum these terms over all positive integral m^. Again 
using Equation (5 . 20 ) , this yields 
rl 
k ' k * ^ . . . . iv̂  • 
E • 
E 
E k k 
^t-1 
Finally, the sum must be taken over the k. 
Hence, dropping the subscripts on the W^, we may write 
(s!) - I TT-r 
r: 
" L V » k * y K-ĵ . . . . iv^« 




hCE^.E^eCW . . . 
h (E^ ,E^_pe(W . . . dE^, (5.24) 
t-1 
where the sum is to be taken over all k such that k > 0,5]k =r, 1 ^ t ^ r, 1 1 ^ t 
I n p a r t i c u l a r , f o r r = 1 , 2 , a n d 3 , w e o b t a i n 
e ( S ) 
y E * 







h ( E E * ) e ( W ; E ) d E + 2 h ( E , , E * ) e ( W ; E . ) 
h ( E ^ , E * ) e ( W ^ ; E p d E ^ + 3 h ( £ . E * ) e ( W ; E ) 
J E * E 
h ( E 2 , E p e ( W ; E 2 ) d E 2 d E ^ 
L 
( 5 . 2 6 ) 







h ( E 2 , E p E ( W ; E 2 ) d E 2 d E ^ 
h ( E 2 , E ^ ) e ( W ; E 2 ) h ( E 2 , E 2 ) e ( W ; E ^ ) d E 2 d E 2 d E ^ . 
1 ^ 2 
( 5 . 2 7 ) 
CONCLUSION 
Although complicated, equation (5.24) 
may be evaluated once hCE^.E^) is known. This may be calculated 
from an equation such as 
hCE^.Ep - f(E2,Ep + 
fCE^.Ep + 
^ h(E\E ) f(E.,E')dE» 
^ f(E',E ) h(E_E')dE». (6.1) 
Usually, f(E2fEp is of the form f(E2-E^) and renewal theory 
may be used. Hwang (ibid) pointed out that h(E2,E^) can be 
determined in closed form if fiE^-E^) is a x^ distribution 
with an even number of degrees of freedom. Thus for practical 
purposes it may be more convenient to use a x^ distribution 
than Wigner's distribution which is somewhat difficult to 
handle. Gilk's (ibid) latest results favour a v of 6 or 8 
as good x^ function approximations to Wigner*s distribution. 
The two most important moments are the 
first two from which the variance may be calculated. Dyos 
and Stevens (section 4.7) performed some Monte Carlo calculations 
of the variance and their work demonstrates the importance of 
the higher moments, e(Sp, for a full understanding of the 
statistical model. For example, the third moment is needed 
to determine any of the standard measures of the skewness 
of the distribution of S^. 
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