Abstract-This paper investigates the information rate loss in analog channels, when the sampler is designed to operate independent of the instantaneous channel occupancy. Specifically, a multiband linear time-invariant Gaussian channel under universal sub-Nyquist sampling is considered. The entire channel bandwidth is divided into n subbands of equal bandwidth. At each time, only k constant-gain subbands are active, where the instantaneous subband occupancy is not known at the receiver and the sampler. We study the information loss through an information rate loss metric, that is, the gap of achievable rates caused by the lack of instantaneous subband occupancy information. We characterize the minimax information rate loss for the sub-Nyquist regime, provided that the number n of subbands and the SNR are both large. The minimax limits depend almost solely on the band sparsity factor and the undersampling factor, modulo some residual terms that vanish as n and SNR grow. Our results highlight the power of randomized sampling methods (i.e., the samplers that consist of random periodic modulation and lowpass filters), which are able to approach the minimax information rate loss with exponentially high probability.
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I. INTRODUCTION
T HE maximum rate of information that can be conveyed through a continuous-time communication channel is dependent on the sampling technique employed at the receiver end. In some cutting-edge communication systems, hardware and cost limitations often preclude sampling at or above the Nyquist rate, which presents a major bottleneck in transferring wideband and energy-efficient receiver design paradigms from theory to practice. Understanding the effects upon capacity of sub-Nyquist sampling is thus crucial in circumventing this bottleneck.
In many practical scenarios, the occupancy of the communication channel varies over time. An ideal adaptive sampler can be dynamically optimized relative to these channel variations. Nevertheless, in most practical systems, the samplers and the analog-to-digital converters are static and are designed independent of which subbands are active at any given time. This has no effect if the sampling rate employed is commensurate with the maximum bandwidth (or the Nyquist rate) of the channel. However, in the sub-Nyquist regime, the sampler design significantly impacts the information rate achievable over a given channel. As was shown in [1] , the capacitymaximizing sub-Nyquist sampling mechanism depends on knowledge of the channel spectrum. When the subbands available for communications are time-varying and a universal (static) sub-Nyquist sampler is used, capacity loss is typically incurred and our work characterizes this loss.
In the present paper, we consider a linear timeinvariant (LTI) Gaussian channel with known channel gain, whereby the entire channel bandwidth is divided into n subbands of equal bandwidth. At each timeframe, only a subset of k subbands are active for transmission, but the spectral occupancy information is not available at either the receiver or the sampler. The goal is to explore universal (channelindependent) design of a sub-Nyquist sampling system that is robust vis-a-vis the uncertainty of instantaneous channel occupancy. In particular, we aim to understand the resulting loss of information rates between sampling with and without subband occupancy information in some minimax sense (as will be detailed in Section II-C), and design a sub-Nyquist sampling system under which the information rate loss can be uniformly controlled and optimized over all possible channel support.
A. Related Work
In various scenarios, sampling above the Nyquist rate is not necessary for preserving signal information in the sense that it generates a discrete-time sufficient statistic, provided that certain signal structures are appropriately exploited [2] , [3] . Take multiband signals for example, that reside within several subbands over a wide spectrum. If the spectral support is known, then the sampling rate necessary for perfect signal reconstruction is the spectral occupancy, termed the Landau rate [4] . Such signals admit perfect recovery when sampled at rates approaching the Landau rate, assuming appropriately chosen sampling sets (e.g. [5] , [6] ). Inspired by recent "compressed sensing" [7] - [9] ideas, spectrum-blind sub-Nyquist 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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samplers have also been developed for multiband signals [10] . Two of the most widely used modules employed in the sampler designs are filter banks and periodic modulation [10] - [13] . These sampling-theoretic works, however, were not based on capacity as a metric in the sampler design.
On the other hand, the Shannon-Nyquist sampling theorem has frequently been invoked to investigate the capacity of analog waveform channels (e.g. [14] , [15] ). The effects upon capacity of oversampling have been investigated as well in the presence of quantization [16] , [17] . However, none of these works considered the effect of undersampling upon capacity. Another recent line of work [18] investigated the tradeoff between sparse coding and subsampling in AWGN channels, but did not consider capacity-achieving input distributions.
Our recent work [1] , [19] established a new framework for investigating the capacity of LTI Gaussian channels under a broad class of sub-Nyquist sampling strategies, including filter-bank and modulation-bank sampling and, more generally, time-preserving sampling. We demonstrated that sampling with a filter bank is sufficient to approach maximum capacity, assuming that perfect channel state information (CSI) is available at both the receiver and the transmitter. In many practical scenarios, however, the active frequency set available for communications might be changing over time, like in cognitive radio networks where the spectral subbands available to cognitive users are varying over time. To the best of our knowledge, no prior work has investigated, from a capacity perspective, a channel-blind sub-Nyquist sampling paradigm in the absence of subband occupancy information.
Finally, the effect of undersampling has been explored from a source coding perspective as well. For instance, the fundamental rate-distortion function of Gaussian sources has been determined under sub-Nyquist sampling with filtering [20] , revealing that the alias suppressing sampler design achieves the optimal rate distortion function. For the case where the input source signals are sparse, the recent work [21] characterized the rate-distortion function under independent and memoryless random sampling. The main results and techniques presented herein might potentially extend to these source coding settings to quantify the rate loss caused by spectral-blind sampling design.
B. Main Contributions
We consider a frequency-flat multiband channel model and the class of sampling systems with filter banks and periodic modulation. For this model, our main contributions are summarized as follows.
• We derive a lower bound (Theorem 2) on the minimax sampled information rate loss (defined in Section II) incurred due to the lack of channel occupancy information, under super-Nyquist universal sampling. This minimax lower limit depends almost only on the band sparsity factor and the undersampling factor, modulo some residual terms that vanish when SNR and n increase.
• We characterize in Theorem 3 the sampled information rate loss under a class of sampling systems with periodic modulation and low-pass filters with passband [0, W/n], when the Fourier coefficients of the modulation waveforms are generated in an i.i.d. Gaussian fashion (termed Gaussian sampling). We demonstrate that with exponentially high probability, the resulting sampled information rate loss matches the lower bound given in Theorem 2 uniformly over all possible subband occupancy. This implies that random sampling strategies are minimaxoptimal in terms of a universal sampling design.
• The power of random sampling arises due to sharp concentration of spectral measures of large random matrices [23] . To establish Theorem 3, we derive measure concentration of several log-determinant functions for i.i.d. Gaussian ensembles, which might be of independent interest for other works involving log-determinant metrics.
C. Organization
The remainder of this paper is organized as follows. In Section II we introduce our system model of multiband Gaussian channels. A metric called sampled information rate loss, and a minimax sampler, are defined with respect to sampled channel capacity. We then determine in Section III the minimax information rate loss. Specifically, we develop lower bounds on the minimax information rate loss in Section III-A. The achievability is treated in Section III-B. Besides, we derive measure concentration of several log-determinant functions in Section IV-C. Section V-A summarizes the key observation and implications from our results. Section VI closes the paper with a short summary of our findings and potential future directions.
D. Notation
Denote by H(β) := −β log β −(1−β) log(1−β) the binary entropy function. The standard notation
For a matrix A, we use A i * and A * i to denote the i th row and i th column of A, respectively. We let [n] denote the set {1, 2, · · · , n}, and write [n] k for the set of all k-element subsets of {1, 2, · · · , n}. We also use card (A) to denote the cardinality of a set A. Let W be a p × p random matrix that can be expressed as W = n i=1 Z i Z i , where Z i ∼ N (0, ) are jointly independent Gaussian vectors. Then W is said to have a central Wishart distribution with n degrees of freedom and scale matrix , denoted by W ∼ W p (n, ). Our notation is summarized in Table I .
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Compound Multiband Channel
We consider a multiband Gaussian channel of total bandwidth W , and it is divided into n continuous subbands 1 each of k is generated, which dictates the channel support. For ease of presentation, the present work focuses on the frequency-flat channel model, which suffices to capture the essence of our findings. Specifically, given a state s, the channel is assumed to be an LTI filter with impulse response h s (t) and frequency response
H, if f lies within subbands at indices from s, 0, else.
A transmit signal x(t) with a power constraint P is passed through this multiband channel, yielding a channel output
where η(t) is stationary zero-mean Gaussian noise with power spectral density S η ( f ) ≡ 1. It is assumed throughout that the knowledge of H and S η are available at both the transmitter and the receiver, while the state s is known only at the transmitter. The results derived herein can be extended to more general frequency selective channels with optimal power control. These extensions are described in more details in Section V-B and derived in [26] .
B. Sampled Channel Capacity
We aim to design a sampler that operates below the Nyquist rate (i.e. the channel bandwidth W ). In particular, the present work focuses on the class of filter-bank and modulation-bank sampling systems, which subsumes the most widely used sampling mechanisms in practice.
1) Sampling System and Channel Capacity: We consider the class of sampling systems that consist of a combination of filter banks and periodic modulation, as illustrated in Fig. 1(a) . Specifically, the sampling system comprises m branches, where at the i th branch, the channel output is passed through a pre-modulation LTI filter F i ( f ), modulated by a (l ∈ Z). Since the modulation waveform q i (t) is periodic, its Fourier transform can be represented by a weighted δ-train, namely,
for some sequence q i,l l∈Z . This modulation operation scrambles the spectral content of the channel input X ( f ). As can be seen, the signal after post-modulation filtering (i.e. y i (t) in Fig. 1(a) ) has Fourier response
Due to aliasing, the final sampling output (i.e. y i [n] in Fig. 1(a) ) is tantamount to a signal of Fourier
Since
for some sequence Q i,l 1≤i≤m,1≤l≤n . As a result, one can use an m × n matrix Q = Q i,l 1≤i≤m,1≤l≤n , to represent the sampling system, termed a sampling coefficient matrix.
On the other hand, for any given Q ∈ C m×n , there exists a sampling system such that the Fourier response of its sampled output obeys (6) . This can be realized via the m-branch sampling system illustrated in Fig. 1(b) . In the i th branch, the channel output is modulated by a periodic waveform q i (t) with Fourier response
passed through a low-pass filter with pass band [0, W/n], and then uniformly sampled at rate W/n. In the current paper, a sampling system within this class is said to be Gaussian sampling if the entries of Q are i.i.d. Gaussian random variables. It turns out that Gaussian sampling structures suffice to achieve overall robustness in terms of sampled information rate loss, as will be seen in Section III.
C. Universal Sampling
As was shown in [1] , the optimal sampling mechanism for a given LTI channel with perfect CSI extracts out the frequency set with the highest SNR and hence suppresses aliasing. Such an alias-suppressing sampler may result in a very low capacity for some channel support. In this paper, we desire a sampler that operates independent of the instantaneous subband occupancy, and our objective is to design a single linear sampling system that incurs minimal information rate loss across all possible channel occupancy. In particular, the information rate loss we consider is the gap between the capacity under sampling with and without spectral occupancy (i.e. Fig. 2(a) vs. Fig. 2(b) ).
1) Sampled Information Rate Loss: For notational convenience, define the undersampling factor and the sparsity factor as
respectively. It will be assumed throughout that α, β ∈ (0, 1) are some constants independent of n. Our prior work [1] reveals that for any given state s and sampling rate f s = αW , the capacity under channel-optimized sampling is given by
where we set
In addition, the channel capacity under the aforementioned filter-bank and modulation-bank sampling has also been derived [1, Th. 5] . When specialized to the frequency-flat channel model under uniform power allocation, the achievable rate at a given state s without subband occupancy information is given by
Here, we let A s represent the submatrix of A consisting of the columns at indices of s, and Q w := Q Q * − 1 2 Q the prewhitened sampling coefficient matrix. Note that Q w Q w * := I m . For any sampling system with a sampling coefficient matrix Q, we define the sampled information rate loss for each state s as
This metric quantifies the information rate loss of universal sampling due to the lack of subband occupancy information, i.e. the gap of achievable rates under the sampler in Fig. 2 (a) relative to the sampler in Fig. 2 
(b).
2) Minimax Sampler:
We aim to design a sampler that minimizes the loss function in some overall sense. Let L represent the minimax information rate loss, that is,
A sampling system associated with a sampling coefficient matrix M is then called a minimax sampler if it satisfies
The minimax criterion is of interest for designing a sampler robust against all possible channel occupancy situations, that is, we expect the resulting sampled channel capacity to be within a minimal gap relative to maximum capacity in a uniform manner. Note that the minimax sampler is in general different from the one that maximizes the lowest capacity among all states (worst-case capacity). While the latter guarantees an optimal worst-case capacity that can be achieved regardless of which channel is realized, it may result in significant information rate loss in many other states, as illustrated in Fig. 3 . The blue solid line represents the capacity under channel-optimized sampling with subband occupancy information, the black dotted line represents the capacity achieved by minimax sampler, the orange dashed illustrates the maximum capacity minus the minimax information rate loss, while the purple dashed line corresponds to maximum worst-case capacity.
III. MINIMAX SAMPLED INFORMATION RATE LOSS
The minimax sampled information rate loss problem boils down to minimizing max s L Q s over all sampling coefficient functions Q. In general, this problem is non-convex in Q, and hence it is computationally intractable to find the optimal sampler by solving a numerical optimization program. Fortunately, for the entire sub-Nyquist regime, the minimax sampled information rate loss can be quantified reasonably well at moderate-to-high SNR, and can be well approached by a sampler generated in a random fashion.
Our main results are summarized in the following theorem. Theorem 1: Suppose that 0 < α, β < 1. Define
1 := min
2 := min
Here, 1 ∼ 3 are some residual terms obeying
, and c 1 ∼ c 3 are some universal constants independent of n and SNR.
Remark 1: Note that H(·) denotes the binary entropy function. Its appearance is due to the fact that it is a tight estimate of the rate function of binomial coefficients.
Theorem 1 provides a tight characterization of the minimax sampled information rate loss relative to the capacity under channel-optimized sampling. The minimax limits per unit bandwidth are given by . We remark, however, that the factor
is not an optimal order and might be refined by other techniques.
The proof of Theorem 1 involves the verification of two parts: a converse part that provides a lower bound on the minimax sampled information rate loss, and an achievability part that provides a sampling scheme to approach this bound. As we show, the class of sampling systems with random periodic modulation followed by low-pass filters, as illustrated in Fig. 1(b) , is sufficient to approach the minimax sampled loss.
A. Lower Bound on the Minimax Information Rate Loss
We need to demonstrate that the minimax sampled information rate loss under any channel-independent sampler cannot be lower than (17)- (19) in respective regimes. This is given by the theorem below.
Here, is defined in (14) . For the entire sub-Nyquist regime, the lower bounds we derive are tantamount to some constants dependent only on α and β, except for some residual terms that vanish when the number n of subbands and the SNR tend to infinity. More precisely, when α = β, one has , = O 1 SNR , and hence these residuals are at most the order of O 1 SNR + log n n . In contrast, in the Landau-rate regime (α = β), the residual term is bounded in magnitude by
. In fact, the term O log n n arises when using the entropy function to approximate the rate of binomial coefficients, while an additional approximation loss O 1 SNR occurs when employing log SNR to approximate log (1 + SNR).
B. Achievability
In general, it is computationally intractable to find a deterministic solution to approach the minimax limits by solving a numerical optimization program. Fortunately, when n and SNR are both large, simple random sampling strategies suffice in approaching the minimax information rate loss limits uniformly under all channel occupancy. The achievability result is formally stated in the following theorem. 
Here, C, c 1 ∼ c 3 > 0 are some universal constants independent of SNR and n, and is given in (14) .
Theorem 3 indicates that Gaussian sampling approaches the minimax information rate loss (which is about
per Hertz) to within a small gap. In fact, with exponentially high probability, the sampled information rate loss is almost equivalent to the minimax limit uniformly across all states s ∈ [n] k , as will be shown later.
IV. EQUIVALENT ALGEBRAIC PROBLEMS
Our main results in Section III can be established by investigating equivalent algebraic problems. Observe that the information rate loss can be expressed as
SNR is defined in (14) . This identity makes log det I k + Q w * s Q w s a quantity of interest. In the sequel, we provide tight bounds on this quantity, which in turn establish Theorems 2-3. The proofs of these results rely heavily on non-asymptotic (random) matrix theory. In particular, the proofs for the achievability bounds are established based on measure concentration of log-determinant functions, which will be provided at the end of this section.
A. Upper Bound on Log Determinants
Recall that Q w Q w * = I, and that B s represents the m × k submatrix of B with columns coming from the index set s. The following theorem investigates the properties of log det I k + B * s B s for any m × n matrix B that has orthonormal rows.
Theorem 4: Consider any > 0. Let B be any m ×n matrix that satisfies B B * = I m .
(
(29) Theorem 4 together with (27) suggests that
which completes the proof of Theorem 2.
One of the key ingredients in establishing Theorem 4 is to demonstrate that the sum s∈(
is a constant independent of the matrix B, as long as B has orthonormal rows. Consequently, in order to maximize min s det I + B * s B s , one would wish to find a matrix B such that det I + B * s B s are almost identical over all s. When translated to the language of channel capacity, this observation suggests that an ideal minimax sampling method should be able to achieve (almost) equivalent information rate loss uniformly over all states s, for which random sampling becomes a natural candidate due to sharp concentration of measures.
B. Achievability Under Gaussian Ensembles
When it comes to the achievability part, the major step is to quantify log det(
k . Interestingly, this quantity can be uniformly controlled due to the concentration of spectral measure of random matrices [23] . This is stated in the following theorem, which demonstrates the optimality of Gaussian sampling mechanisms.
(a) If β < α and α + β < 1, then with probability at least
(b) If α < β ≤ 1, then with probability at least
(c) If β = α or if β < α and α+β ≥ 1, then with probability exceeding 1 − 9 exp (−2n),
Here, c 1 , c 2 , c 3 , C > 0 are some universal constants independent of n and .
Putting Theorem 5 and Equation (27) together implies that
if β = αor if β < α and α + β ≥ 1 with exponentially high probability, which establishes Theorem 3. The above achievability bounds are established via the concentration of spectral measure of large random matrices.
C. Measure Concentration of Log-Determinant Functions for Random Matrices
As mentioned above, the key machinery in establishing the achievability bounds is to evaluate certain log-determinant functions. In fact, many limiting results for i.i.d. Gaussian ensembles have been derived when studying MIMO fading channels (e.g., [28] - [31] ), which focus on the first-order limits instead of the convergence rate. Furthermore, the second-order asymptotics and the large deviation for mutual information have also been studied (e.g., [32] , [33] ) in the asymptotic regime of large n. Most of these results focus on a special case of the log-determinant function (i.e. log det( I + 1 n M M )) and suppose that n scales independent of . On the other hand, the concentration of some log-determinant functions has been studied in the random matrix literature as a key step in establishing universal laws for linear spectral statistics (e.g. [34, Proposition 48] ). However, these bounds are only shown to hold with overwhelming probability (i.e. with probability 1 − e −ω(log n) ), which are not sharp enough for our purpose. As a result, we provide sharper measure concentration results of log-determinants in this subsection.
One important class of log-determinant functions takes the form of Lemma 1: Suppose that A ∈ R m×n is a random matrix whose entries are independent standard Gaussian random variables. Assume that 0 < α < 1. Then for any δ > 0 and any τ > 0,
holds with probability exceeding 1 − 2 exp (−τ n).
Proof: See Appendix C. Lemma 2: Suppose that A ∈ R m×n is a random matrix with independent entries satisfying A i j ∼ N (0, 1). Assume that 0 < α < 1.
(1) For any τ > 0 and any n > max
with probability exceeding 1 − 2 exp −2τ 2 n .
(2) For any n > max 6 .414
and any τ > 0,
with probability exceeding 1 − 7 exp(−τ 2 n).
Proof: See Appendix D. The last log-determinant function considered here takes the form of log det I + A B −1 A for some independent random matrices A and B, as stated in the following lemma.
Lemma 3: Suppose that β < α and α + β ≤ 1. Let A = R m×k be a random matrix whose entries are independent standard Gaussian random variables, and let
with probability exceeding 1 − 9 exp −τ 2 n , where c 8 , c 9 > 0 are some universal constants 4 independent of n and . Proof: See Appendix E. As demonstrated in (27) , the information rate loss is captured by some logarithmic function. The preceding concentration of measure results will prove useful in determining such a information rate loss metric.
V. DISCUSSION
A. Implications of Main Results
In this subsection, we summarize several key insights from the main theorems.
(1) For the whole sub-Nyquist regime, the minimax information rate loss is captured by several binary entropy functions. When the number of subbands and the SNR are sufficiently large and
, the minimax limits depend almost only on the undersampling factor and the sparsity factor rather than (n, k, m), which are plotted in Fig. 4 . It can be observed from the plot that when sampling above the Landau rate (but below the Nyquist rate), increasing the α/β ratio improves the capacity gap, and shrinks the locus. In contrast, when α < β, increasing α/β results in a worse capacity gap. This implies that in the sub-Landau regime, the relative information rate loss is easier to control when α/β decreases, although the achievable channel capacity also shrinks. In fact, the information rate loss is the largest under Landau-rate sampling, as illustrated in Fig. 4 . Since the capacity under channel-optimized sampling scales as (W log SNR), our results indicate that the ratio of the minimax information rate loss to the maximum capacity vanishes at a rate (1/ log SNR).
(2) Note that under Landau-rate sampling (i.e. α = β), the minimax loss is
) modulo some residual terms. As a result, if we fix the channel sparsity factor and increase the sampling rate above the Landau rate, then the capacity benefit per unit bandwidth is captured by the term meaning that there is effectively no information rate loss under Nyquist-rate sampling. This agrees with the fact that Nyquist-rate sampling is information preserving. (3) The information rate loss incurred by Gaussian random sampling meets the minimax limit for Landau-rate sampling uniformly across all states s, which reveals that with exponentially high probability, random sampling is optimal in terms of universal sampling design. This arises since the capacity achievable by random sampling exhibits very sharp measure concentration.
B. Extension
• Universality of Random Sampling Schemes Beyond Gaussian Sampling. While the main theorems provided in the present paper focus on Gaussian sampling, we remark that a much broader class of random sampling strategies are also minimax-optimal. This subsumes the class of sampling coefficient matrices M such that its entries are independent sub-Gaussian random variables with matching moments up to the second order. The universality phenomenon that arises in large random matrices (e.g. [35] ) suggests that the minimaxity of random sampling matrices does not depend on the particular distribution of the coefficients, although they might affect the convergence rate to some degree. Interested readers are referred to [26] for derivation of these results and associated insights.
• Beyond Frequency-Flat Channels and Uniform Power
Allocation. The present paper concentrates on the frequency-flat channel models for simplicity of presentation. Note, however, that the main results derived herein can be readily extended to more general frequency-varying channels. Specifically, suppose that the information rate loss metric is defined as the gap of achievable rates under universal sampling relative to channel-optimized sampling (both employing optimal power allocation). Then as long as the peak-to-average SNR
is bounded, all results presented in this paper still hold, except for some additional gap on the order of O 1 SNR min , where
A proof of this result and derivation of the optimal power allocation is provided in [26] .
VI. CONCLUSIONS
We have investigated minimax universal sampling design from a capacity perspective. In order to characterize the loss due to universal sub-Nyquist sampling design, we introduced the notion of sampled information rate loss relative to the capacity under channel-optimized sampling, and characterize overall robustness of the sampling design through the minimax information rate loss metric. Specifically, we have determined the minimax limit on the sampled information rate loss achievable by a class of channel-blind periodic sampling systems. This minimax limit turns out to be a constant that depends solely on the band sparsity factor and undersampling factor, modulo some residual term that vanishes as the SNR and the number of subbands grow. Our results demonstrate that with exponentially high probability, Gaussian random sampling is minimax-optimal in terms of a channel-blind sampler design.
It remains to study how to extend this framework to situations beyond compound multiband channels. Our notion of sampled information rate loss might be useful in studying the robustness for these scenarios. Our framework and results may also be appropriate for other channels with state where sparsity exists in other transform domains. In addition, when it comes to multiple access channels or random access channels [36] , it would be interesting to see how to design a channel-blind sampler that is robust for the entire capacity region.
APPENDIX A PROOF OF THEOREM 4
Before proving the results, we first state two facts. Consider any m × m matrix A, and list the eigenvalues of A as
where S l is the lth elementary symmetric function of λ 1 , · · · , λ m defined as follows:
We also define E l ( A) as the sum of determinants of all l-by-l principal minors of A. According to [37, Th. 1.2.12],
Another fact we will rely on is the entropy formula of binomial coefficients [38, Example 11.1.3] , that is, for every 0 ≤ k ≤ n,
where 
Consider an index set r ∈ where the last equality is a consequence of the Cauchy-Binet formula (e.g. [39] ). Some algebraic manipulation yields that for any l ≤ min {k, m}, 
where ( (1) Suppose that k ≤ m ≤ n. The identity (43) reduces to s∈( 
which further gives
The above expression allows us to derive an upper bound as
Since the term 
plugging this inequality into (49) we obtain n k min s∈(
where the last equality follows from the binomial theorem.
In addition, the identity (48) can also be written as s∈(
(52)
which combined with (51) reveals that
Set K = β α−β n. Putting the preceding bounds (50) and (54) together suggests that min s∈(
The entropy formula (41) then allows us to simplify:
as claimed. (2) When m ≤ k, the identity (43) combined with (44) leads to
Observe that
This taken collectively with (57) suggests that
On the other hand, we claim that
for some integer K ≥ m. Putting this claim and (57) together leads to
This together with (58) implies that min s∈(
where the last inequality results from the fact log (1 + ) ≤ as well as the following identity:
Finally, it remains to establish the claim (59). In fact, when K ≥ m, one has
β−α · m, which justifies the claim (59). This taken collectively with (61) leads to min s∈(
concluding the proof.
APPENDIX B PROOF OF THEOREM 5
A. Proof of Theorem 5(a)
Our goal is to evaluate This motivates us to decouple them first as follows
The point of developing this identity (64) is to decouple the left-hand side of (64) through 3 matrices M s −1 \s M s , \s and M M . In particular, since M s and \s are jointly independent, we can examine the concentration of measure for M s and \s separately when evaluating M s −1 \s M s . The second and third terms of (64) can be evaluated through Lemma 2. Specifically, Lemma 2 indicates that 1
with probability at least 1 − C 6 exp (−2n) for some constant C 6 > 0, and that for all s ∈
[n]
hold simultaneously with probability exceeding 1 − C 9 exp (−2n).
Our main task then amounts to quantifying log det I k + M s −1 \s M s , which can be lower bounded via Lemma 3. This together with (65), (67) and (64) yields that 1 n log det
with probability exceeding 1 − C 9 exp (−2n) for some constants C 9 > 0.
Since there are at most n k ≤ 2 n different states s, applying the union bound over all states completes the proof.
B. Proof of Theorem 5(b)
We first recognize that
When α < β ≤ 1, Lemma 2 implies that
and
hold with probability exceeding 1−9 exp (−3n), where c 8 and c 9 are some positive universal constants. Putting the above three bounds together gives
for some universal constant c 10 > 0, where the last identity follows since
Applying the union bound over all n k states concludes the proof.
C. Proof of Theorem 5(c)
Without loss of generality, consider first the case where
The quantity under study can be rearranged as
The term log det 1 n M M can be controlled by Lemma 2. Thus, it amounts to derive a reasonably tight lower bound on the term log det
Fortunately, the concentration of spectral measure inequality [23, Corollary 1.8] can also be applied to control the quantity
for a variety of functions f (·). Consider the auxiliary functions
If we set
then using [23, Corollary 1.8] we get 5
for any τ > 0. Furthermore, repeating the same argument as in (119) and (123) we obtain
and for sufficiently large n,
By setting δ = 2/3 n −1/3 , one has, with probability exceeding
where (83) (80) and (119) suggests that for any ∈ 1 n , 1 , there exist universal constants
with probability exceeding 1 − 7 exp (−τ n).
It remains to develop a tight lower bound on Since m ≥ k, (88) further yields
As a result,
Here, the last inequality makes use of the entropy formula (41) as well as the following inequality
a consequence of the Stirling approximation (105). Substituting it back into the concentration bound (86) we get
with probability at least 1 − 7 exp (−τ n).
So far we have developed lower bounds on the term 
with probability at least 1 − 9 exp (−τ n), where c 5 , c 6 > 0 are some universal constants. Here, the inequality (91) follows from the following identity:
The proof is then complete by applying the union bound and setting τ = 3.
APPENDIX C PROOF OF LEMMA 1 Since the indicator function 1 [0,δ] (·) entails discontinuous points, we consider instead an upper bound on 1 [0,δ] 
Note that for any δ > 0 and x ≥ 0, one has
This together with the facts x ≥ 1 (0 ≤ x ≤ ) and x ≥ 0 (x ≥ 0) indicates that
leading to the upper bound 
Clearly, the Lipschitz constant of the function
is bounded above by √ 8/δ. Applying [23, Corollary 1.8(b)] then yields the following: for any ε > 0,
Put in other words, for any τ > 0, one has
with probability exceeding 1 − 2 exp (−τ n), as claimed.
In particular, by setting δ = n −1/3 , one has
with probability at least 1 − 2 exp (−τ n).
APPENDIX D PROOF OF LEMMA 2
Before proceeding to the proof of measure concentration, we first derive tight bounds on the quantity 1 n log E det 1 n A A . First, the Cauchy-Binet formula indicates that
where s ranges over all m-combinations of {1, · · · , n}, and A s is the m × m minor of A whose columns come from the columns of A at indices from s. 
which immediately leads to
Next, from the well-known Stirling inequality √ 2πm
one can obtain
These together with the entropy formula (41) give rise to
and, similarly,
(1) We are now in a position to establish the upper bound on log det 1 n A A . Since log det
is a separable function on the spectrum of 1 n AA , one strategy is to make use of the concentration of spectral measure results [23] . Note, however, that the function log x does not satisfy the Lipschitz condition required therein. To resolve this issue, we define an auxiliary function
as well as
Apparently, f 1,δ (x) ≥ log x, and the Lipschitz constant of the concave function
is bounded above by
holds in the event that λ min 1 n AA ≥ δ . The deviation of log det δ 1 n AA can be controlled via the concentration of spectral measure inequalities. Specifically, if we set
then [23, Corollary 1.8] suggests that for any τ > 0,
or, equivalently,
Since log det 1 n A A ≤ log det δ 1 n AA , it amounts to derive a tight upper bound on E log det δ 1 n AA . Note that the behavior of the least singular value of a rectangular Gaussian matrix has been largely studied in the random matrix literature (e.g. [42, Corollary 5.35] ), which we cite as follows.
Lemma 4: Consider a Gaussian random matrix
with probability at least 6 
τ n with probability exceeding 1 − 2 exp (−2τ n), as claimed.
(2) In order to derive a lower bound on log det 1 n A A based on (113), one would first need to bound E log det δ 1 n A A from below. Observe the following consequence from (112):
Taking the logarithm on both sides of (118) and plugging in the expression of Z yields
for any δ ≤ α. Here, the last inequality follows from simple numerical inequality 1 + 4 √ 2π x exp(2x) ≤ exp(5x) for any x ≥ 1. Consequently, for any δ ≤ α
This together with (113) characterizes a lower bound on log det δ 1 n A A . It remains to quantify the gap between log det δ 1 n AA and log det 1 n A A . On the one hand, the inequality (99) indicates that for any n ≥
On the other hand, it follows from [43, Th. 4.5] that for any n ≥ 6.414
The above two probability bounds taken collectively imply that for any n ≥ max 6 .414
Consequently, by setting δ = n −1/3 and applying Lemma 1 one obtains
with probability exceeding 1 − 5 exp (−τ n). By making use of (113), one obtains that when δ = n −1/3 ,
Putting the above two bounds together implies that for any n > max 6 .414
with probability exceeding 1−7 exp(−τ n). Here, (125) follows from (120), and the last inequality makes use of the fact that (126) 
with probability exceeding 1 − 7 exp −τ 2 n , wherê κ := 
On the other hand, it is well known (e.g. 
holds with probability exceeding 1 − 2 exp −2τ 2 n .
Combining (126), (127) and (126) with probability exceeding 1 − 9 exp −τ 2 n . Dr 
