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a b s t r a c t
We call a graph G k-stable (with respect to some graph H) if, deleting any k edges of G,
the remaining graph still contains H as a subgraph. For a fixed H , the minimum number of
edges in a k-stable graph is denoted by S(k).We prove general bounds on S(k) and compute
the exact value of the function S(k) for H = P4. The main result can be applied to extremal
k-edge-Hamiltonian hypergraphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
There is a wide range of graph theoretical questions that are special cases of the following very general question: let Π
be a graph property that is preserved by adding edges to a graph. What is the minimum number of edges in graphs on n vertices
that have the following property: removing any k edges or vertices from the graph, it still has propertyΠ?
Note that in many models, it is important that the addition of vertices is not allowed.
A classic example is the following: what is the minimum number of edges in a k-edge-connected graph on n vertices?
With the above terminology, being k-stable with respect to connectedness is equivalent to being (k+ 1)-edge-connected.
More examples concerning Hamiltonian and hypo-Hamiltonian graphs can be found in [1,2]. While these examples are
closely related to the topic of the present paper, they are not necessary to understand the results, and are omitted.
In the present paper we concentrate on the problemwhereΠ is the property that G contains some fixed subgraphH . We
regard the original problem as a separate question for each different choice of H . The main result is for H = P4 (the path of
three edges on four distinct vertices), but we also state some general facts.
Some notations and definitions are needed.
Definition 1 (Stability). Let H be a fixed graph. If the graph G has the property that removing any k edges of G, the resulting
graph still contains a subgraph isomorphic to H , then we say that G is k-stable.
S(n, k) denotes the minimum number of edges in a k-stable graph on n vertices, and S(k) denotes the minimum number
of edges in any k-stable graph (that is, S(k) = minn S(n, k)).
To keep the notation simple, we do not includeH in the notation, instead just keep inmind that a graphH is always fixed.
Again, we regard calculating the value of S(k) as a separate question for each H .
Note that for k fixed, S(n, k) is decreasing in n, aswe can just add isolated vertices to get k-stable graphs on n+1, n+2, . . .
vertices. This implies that for any fixed k, S(n, k) = S(k) if n is large enough. Also note that S(k) is strictly increasing in k.
A general bound for the value of S(k) holds.
Proposition 2. (a) k+ |E(H)| ≤ S(k)
(b) S(k) ≤ 2(|V (H)| − 1)k if k is large enough.
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Proof. (a) Trivial.
(b) Turán’s theorem states that if we delete at most

(|V (H)| − 1) m2 − 1 edges from the complete graph on n0 =
m(|V (H)|− 1) vertices then the remaining graph contains a complete graph on |V (H)| vertices. Obviously, this implies
that it also contains a subgraph isomorphic to H .
Therefore Kn0 is

(|V (H)| − 1) m2 − 1-stable. So, let m be the smallest integer such that (|V (H)| − 1) m2  − 1 ≥ k.
Then Kn0 is indeed k-stable.
By the choice ofm,

m−1
2

(|V (H)| − 1) ≤ k, and ifm ≥ 7, then

m−1
2

≥ m24 , so
|E(Kn0)| =

m(|V (H)| − 1)
2

≤ m
2(|V (H)| − 1)2
2
≤ 2

m− 1
2

(|V (H)| − 1)2 ≤ 2(|V (H)| − 1)k.
Finally,m ≥ 6 if, say, k ≥ 10|V (H)|, and the proposition holds.
The main moral of the previous proposition is that for any choice of H , S(k) is of a linear order. Of course, computing the
exact value of S(k) is a completely different matter. We are also interested in the structure of the extremal graphs, e.g. the
graphs for which the minimal value in S(k) is reached. For some choices of H , the problem is trivial:
Proposition 3. (a) If H = P3, then S(k) = k+ |E(H)| = k+ 2.
(b) If H is the graph on 4 vertices with two nonadjacent edges, then S(k) = k+ |E(H)| = k+ 2.
Proof (and identifying the extremal graphs) is left to the reader.
H = P4 is settled in the rest of this paper. However, for larger choices of H , the problem is increasingly difficult.
2. Main result
From this point on, we fix H = P4.
This question was raised in [1] during the examination of Hamiltonian chains in hypergraphs. The authors computed the
value of S(k) for k ≤ 8 and posed a conjecture for larger k-values [1, Conjecture 13]. In the present paper we prove this
conjecture.
Our main result is the following:
Theorem 4. For H = P4, S(1) = 4, and if k ≥ 2, then S(k) = k+

2k+ 94 + 32

.
Although it is written in an explicit form above, the following alternative definition may be easier to understand and just
as useful.
Proposition 5. The above formula for S(k) is equivalent to the following: S(1) = 4, S(2) = 6, and if k ≥ 3, then
S(k) =
S(k− 1)+ 2 if k =

l
2

for some l
S(k− 1)+ 1 otherwise.
Although it is quite easy to prove the equivalence, we provide the proof in Section 3.
Graphs containing no P4 can be identified in the following way:
Proposition 6. If the graph G contains no P4 as a subgraph, then all of its components are triangles and stars.
Proof. If there are two incident edges {v1, v2} and {v2, v3} in a component, then either {v1, v3} is an edge and there are no
more edges in this component, whichmeans that the component is a triangle, or all the other edges in this component must
contain v2, and the component is a star. If any edge different from {v1, v3} is connected to v1 or v3, we get a P4. 
Proposition 7. G is a graph with e edges on n vertices. G is k-stable if and only if G cannot be covered by k+ n− e stars and any
number of disjoint triangles.
Proof. If G is not k-stable then we can delete k edges such that the remaining graph contains no P4, in other words, we can
select e − k edges of G such that they contain no P4. Therefore we can select e − k edges of G such that they are edges of
disjoint triangles and stars, so G can be covered by k+ n− e stars and any number of triangles.
The last part may need some explanation. If there are t stars and some disjoint triangles on n vertices, they contain n− t
edges, because a triangle has three vertices and three edges while a star has one less edge than vertex, so we ‘‘lose’’ one edge
for every star. Then just take t = k+ n− e.
Since all implications were reversible, the reverse implication holds as well. 
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Fig. 1. Construction for k = 4 and k = 7.
In order to prove Theorem 4, we use the following theorem.
Theorem 8. Let G be a graph with e ≥ 5 edges. If e ≥

l−1
2

+1, then there exists a subgraph of G with l−1 edges that contains
no P4 as a subgraph.
Theorem 8 is proved in Section 3. For now, let us see what we can make of it.
Proof (Theorem 4). Notice the assumption e ≥ 5 in Theorem 8. Of course, graphs with at most four edges may only be
1-stable. On the other hand, S(1) ≥ 4. It turns out that C4 is 1-stable (and it is essentially the only 1-stable graph with four
edges), so S(1) = 4. From now on, we examine k ≥ 2, which implies S(k) ≥ 5, so the assumption in Theorem 8 will always
hold.
Let us take a graph with e = k +

2k+ 94 + 32

− 1 edges; we will show that it is not k-stable. Let l0 be such that
l0−2
2

≤ k ≤

l0−1
2

− 1 (l0 is unique to k). It is easy to check that l0 − 52 <

2k+ 94 ≤ l0 − 32 , so

2k+ 94 + 32

= l0,
which implies e− k = l0 − 1. Then
e = k+ l0 − 1 ≥

l0 − 2
2

+ l0 − 1 = l
2
0 − 5l0 + 6+ 2l0 − 2
2
= l
2
0 − 3l0 + 4
2
=

l0 − 1
2

+ 1,
so l0 is a valid choice for l in Theorem 8, and thus l0− 1 = e− k edges can be selected from the graph such that they contain
no P4. This means that S(k) ≥ k+

2k+ 94 + 32

.
In order to prove the reverse inequality we will exhibit a k-stable graph with e = k+

2k+ 94 + 32

edges.
Let l0 be such that

l0−2
2

≤ k ≤

l0−1
2

− 1. Thus
l0 − 1
2

+ 2 =

l0 − 2
2

+ l0 ≤ e = k+ l0 ≤

l0 − 1
2

− 1+ l0 =

l0
2

.
We have two cases: either l0 is divisible by three or not. First we consider the case when l0 is not a multiple of three.
Let us take any graph G with e edges on l0 vertices (this is an ‘‘almost complete’’ graph, because e ≥

l0−1
2

+ 2, so G
can be regarded as a graph resulting from the deletion of at most l0 − 3 edges from Kl0 ). We will prove that G is k-stable.
According to Proposition 7, it is enough to show that the vertices of G cannot be covered by l0 + k − e = 0 stars and any
number of disjoint triangles. This is clearly true, because G cannot be covered only by triangles, as 3| l0. The graph on the
left-hand side in the figure below shows an example for k = 4 (where l0 = 5 and e = 9).
The case when 3|l0 needs a different example. Take a complete graph Kl0−1 and a set X of e −

l0−1
2

additional
independent vertices, then connect each vertex in X to a different vertex of the complete graph with a new edge. Note
that e ≥

l0−1
2

+ 2 by the choice of l0, so it is always possible to do this. (The graph on the right-hand side in Fig. 1 shows
the example for k = 7; then e = 13 and l0 = 6.) It is enough to show that the vertices of this graph cannot be covered by
n+ k− e stars and any number of triangles, where n is the number of vertices of this graph (Fig. 2).
Since e = k+ l0, the number of stars that can be used in the cover is n+k−e = n− l0. It is clear from the construction that
the vertices in X have degree one, so they cannot be covered by any triangle. Since they are connected to different vertices
of the complete graph, one star cannot cover two vertices of X . However, |X | = n− (l0 − 1) > n− l0, so the vertices of this
graph cannot be covered by n+ k− e stars and any number of triangles. 
3. Proofs
Proof (Proposition 5). If k =

l
2

, then
2(k− 1)+ 9
4
+ 3
2

=

l2 + l− 2+ 9
4
+ 3
2

= l+ 2
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Fig. 2. A display of the values of S(k) and the minimal k-stable graphs for values of k up to 12. The values of k where S(k) has a jump of two units are
marked. Note that the examples are almost complete graphs except for values of kmultiples of 3.
while 
2k+ 9
4
+ 3
2

=

l2 + l+ 9
4
+ 3
2

= l+ 3,
because

l2 + l+ 94 > l+ 12 . It is also clear that if

l
2

< k <

l+1
2

, then
2k+ 9
4
+ 3
2

= l+ 2.
This yields exactly what we wanted. 
From now on, the proof of Theorem 8 is presented through several lemmas. We make some remarks first.
We may suppose that e ≤

l
2

, otherwise the theorem can be applied with a higher l. With

l−1
2

+ 1 ≤ e ≤

l
2

, l is
unique to e.
Notice that l is the least possible number of vertices such that l vertices can span e edges; if the G graph has l vertices,
then it is an ‘‘almost complete’’ graph, with at most l− 2 edges missing from Kl.
Let G be a graph on n vertices of size e. Then, from e ≤

l
2

, l =

1+√1+8e
2

, and let s = n − l. Of course, s ≥ 0. The
parameter smeasures how ‘‘spread out’’ the graph is in some sense.
It is also clear that l− 1 edges on n = l+ s vertices without a P4 form a graph which has at most s+ 1 star components
and any number of triangle components. So we will actually prove that the vertices of the graph can be covered by at most
s+ 1 stars and any number of triangles.
First we prove Theorem 8 for connected graphs. We prove separately for s = 0 and s = 1. For s ≥ 2, a stronger property
is true: vertices of such graphs can be covered using only stars (at most s + 1 of course). Finally, to complete the proof of
Theorem 8, we will consider non-connected graphs.
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Lemma 9 (The s = 0 Case). Let G be a graph with n ≥ 5 vertices and e edges, and l a positive integer such that

l−1
2

+ 1 ≤
e ≤

l
2

. If G has n = l vertices, then l− 1 edges can be selected such that they contain no P4.
Proof. We will select exactly one star and at most one triangle. It is enough to prove the statement in the case where
e =

l−1
2

+ 1, because otherwise we may delete some edges from G to get a graph with

l−1
2

+ 1 edges, from which we
can still select one star and some triangles.
So, let us fix a graph on n = l vertices with

l−1
2

+ 1 edges. Sometimes we will regard the number of edges as l− 2 less
than that of the complete graph, for it is easier to count the non-edges.
Themaximumdegree is either l−1 or l−2, because the average degree of the graph is 2l

l−1
2

+ 1

= 1l (l2−3l+4) >
l− 3. If the maximum degree is l− 1, then this is the centre of a star that covers all vertices, and we are done.
If the maximum degree is l− 2, then let A be a vertex with such a degree. A is connected to every vertex except B, whose
degree is b. If any two vertices among the neighbours of B are connected, then they form a triangle with B, and this triangle
together with the star with centre A is the configuration we need.
If none of the neighbours of B are connected, then let us count the non-edges in G. There are l− 1− b containing B,

b
2

among the neighbours of B, and possibly some others, which means that l− 1− b+

b
2

≤ l− 2, fromwhich we get b ≤ 2.
If b = 1, then every non-edge contains B, so its only neighbour, C , is connected with every vertex, which contradicts the
maximum degree being l− 2. If b = 2, then its two neighbours, C and D are not connected. l ≥ 5, so there is another vertex,
E, which is connectedwith all vertices except B. Now the triangle ADE and the star with centre C (covering all vertices except
A,D, E) contain l− 1 edges together. 
Lemma 10 (The s = 1 Case). If G is a graph with s = 1 and l ≥ 5 vertices, then there are l − 1 edges such that they contain
no P4.
Proof. Again we may suppose that G has e =

l−1
2

+ 1 edges, in other words, 2l − 2 edges are missing from the Kl+1
complete graph. We have to cover by (at most) two stars and any number of triangles.
Let D be a vertex of the highest degree. The average degree of the graph is at least l − 4, so that vertex A has at most
three non-neighbours. If there are only zero or one of them, there is a trivial covering of the graph. There can be either two
or three non-neighbours of D.
If there are two of them (say A and B), then let us make some remarks.
• If the two vertices are connected, then we are done (a big star with centre D and a star containing A and B covers the
graph).
• If any of A and B is covered by a triangle, we are done (the triangle plus the other vertex as a star plus the star of centre
D covers the graph).
• If the two vertices have a common neighbour, they are covered by a star, and we are done.
If none of the previous hold, then let the degrees of A and B be a and b respectively. We count the non-edges. There is one
non-edge going between A and B. There are l− 1− a and l− 1− b other non-edges from A, respectively, B; finally, between
the neighbours of A and B there are
 a
2

and

b
2

non-edges respectively. That is a total of 2l− 2 non-edges, so
1+ (l− 1− a)+
 a
2

+ (l− 1− b)+

b
2

≤ 2l− 2,
from which we obtain a
2

− a+

b
2

− b ≤ −1.
The possible values for
 a
2
− a (and  b2− b):
a 0 1 2 3 4a
2
− a 0 −1 −1 0 2
If a > 3, then
 a
2
 − a ≥ 2. From this, we get that one of  a2  − a and  b2 − b is −1, the other is −1 or 0, so the
possibilities for {a, b} are {1, 1}, {1, 2}, {2, 2}, {1, 3}, {2, 3}. In the first three cases  a2 − a+  b2− b = −2, so there is one
more non-edge, while in the last two cases there are nomore non-edges. Wemay suppose that a ≤ b. In each case we show
that one can choose one vertex adjacent to A and one adjacent to B such that they are the centre of two covering stars.
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Fig. 3. The centre of the two stars if a = 2 and b = 3.
• {1, 1}. Let C and E be the only neighbours of A and B respectively. The stars with centre C and E cover all vertices, because
they cover A, B and D and every other vertex is connected to either C or E as there is only one more non-edge.
• {1, 2}. We may choose A’s only neighbour and the one out of B’s neighbours that is not affected by the last non-edge to
get a similar solution to that of the previous case.
• {2, 2}. From both neighbourhoods there is a vertex not affected by the last non-edge.
• {1, 3} and {2, 3}. The only neighbour of A and any neighbour of Bwill do. (See Fig. 3.)
If D has three non-neighbours, then the proof is quite different. We will show that the three vertices can be covered by
one star, and this is enough, as all the other vertices can be covered by the star with centre D. Let the three non-neighbours
be A, B, C . Suppose indirectly that they cannot be covered by a star, then there is at most one edge between them, and they
do not have a common neighbour from the remaining l − 3 vertices, so the sum of the edges going between {A, B, C} and
the rest is at most 2l− 6 (pigeonhole principle).
We count the sum of non-degrees, that is, the number of non-edges to each vertex.
• The vertices other than A, B, C have a non-degree at least 3, which gives at least 3l− 6 to the sum of the non-degrees.
• A, B and C have at least two non-edges among themselves, that is 4 in the non-degrees.
• Between {A, B, C} and D, there are three non-edges, that is 3 in the non-degrees of A, B and C .
• Between {A, B, C} and the rest, there are at least 3(l− 3)− (2l− 6) = l− 3 edges by the pigeonhole principle.
The total sum is at least (3l−6)+4+3+ (l−3) = 4l−2, which is impossible, because there are only 2l−2 non-edges,
so the sum should be 4l− 4. This is a contradiction, so A, B and C can be covered by a single star, and thus the whole graph
can be covered by two stars. 
The last case (s ≥ 2) is a corollary of the following theorem of Vizing.
Theorem 11 ([4]). Let β(G) denote the minimum number of stars covering the vertices of a graph G. (β(G) is called
the domination number of the graph.) If G is a connected graph on n vertices and e edges, then
β(G) ≤

1+ 2n−√8e+ 1
2

, if e ≤ (n− 2)(n− 3)
2
.
(See [3] for an English language proof.)
Corollary 12 (The s ≥ 2 Case). If G is a connected graph with s ≥ 2, then G can be covered by at most s+ 1 stars.
Proof. In our case e =

l−1
2

+ 1 (and l =

1+√1+8e
2

) and n = l + s ≥ l + 2, so (n−2)(n−3)2 ≥ l(l−1)2 > e, so the previous
inequality states β(G) ≤

1+2(l+s)−√8e+1
2

=

1+2(l+s)−2(l− 12 )
2

= s+ 1, which is exactly what we need. 
We are done with connected graphs. Now we turn to disconnected graphs.
It is clear that any graph is the finite union of connected graphs. Now we will prove that the inequality is true for such
unions, too.
Lemma 13. Let G1 and G2 be two graphs which satisfy Theorem 8. Then
(a) Their disjoint union G = G1 ∪ G2 also satisfies Theorem 8, and
(b) If G1 has at least one edge then the disjoint union G = C4 ∪ G2 also satisfies Theorem 8.
Proof. (a) n = n1 + n2 and e = e1 + e2 clearly hold, where n and e are the respective parameters of G. Let us also use s as
the parameter of G. We have to prove that G can be covered by s+ 1 stars and any number of triangles. Theorem 8 holds
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for G1 and G2, so they can be covered by s1+ 1 and s2+ 1 stars and any number of triangles respectively, and thus G can
be covered by s1 + s2 + 2 stars and some triangles. We need s1 + s2 + 2 ≤ s + 1. This is true because e1 ≤

l1
2

from
the definition of l1, e2 ≤

l2
2

similarly and l ≤ l1 + l2 − 1 because
e = e1 + e2 ≤

l1
2

+

l2
2

≤

l1 + l2 − 1
2

,
as (l1 − 1)(l2 − 1) ≥ 0 is equivalent to the right hand side inequality.
From l ≤ l1 + l2 − 1 we get s ≥ s1 + s2 + 1 and finally s1 + s2 + 2 ≤ s+ 1.
(b) l2 ≥ 2, and l ≤ l2 + 2, because
e = 4+ e2 ≤ 4+

l2
2

≤

l2 + 2
2

,
which is equivalent to 4l2 ≥ 8. 
To complete the proof of Theorem 8, take a non-connected graph G with e ≥ 5 edges. If none of its components are
isomorphic to C4, part (a) of Lemma 13 can be applied directly. If there is a C4 component, first take any other component
that actually contains at least one edge and apply part (b) of Lemma 13. Then apply part (a).
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