Adaptation is the process that changes a neuron's response based on recent inputs. In the traditional model, a neuron's state of adaptation depends on the recent input to that neuron alone, whereas in a recently introduced model (Hebbian normalization), adaptation depends on the structure of neural correlated firing. In particular, increased response products between pairs of neurons leads to increased mutual suppression. We test a psychophysical prediction of this model: adaptation should depend on 2nd-order statistics of input stimuli. That is, if two stimuli excite two distinct sub-populations of neurons, then presenting those stimuli simultaneously during adaptation should strengthen mutual suppression between those subpopulations. We confirm this prediction in two experiments. In the first, pairing two gratings synchronously during adaptation (i.e., a plaid) rather than asynchronously (interleaving the two gratings in time) leads to increased effectiveness of one pattern for masking the other. In the second, pairing the gratings in a center-surround configuration results in reduced apparent contrast for the central grating when paired with the same surround (as compared with a condition in which the central grating appears with a different surround at test than during adaptation). These results are consistent with the prediction that an increase in response covariance leads to greater mutual suppression between neurons. This effect is detectable both at threshold (masking) and well above threshold (apparent contrast).
Introduction
Adaptation describes the change in neural responses based on recent input. It is prevalent throughout the nervous system, in sensory systems such as vision (Clifford et al., 2007) , audition (Condon & Weinberger, 1991) , and in non-sensory areas as well (Louie, Grattan, & Glimcher, 2011) . One consequence of adaptation is a reduction of sensitivity of neurons selective for the adapting stimulus. This was originally characterized as a kind of neural fatigue in which highly stimulated neurons reduce their gain (Maffei, Fiorentini, & Bisti, 1973; Ohzawa, Sclar, & Freeman, 1982; Sekuler & Pantle, 1967; Shapley & Enroth-Cugell, 1984) .
However, neural responses to adaptation are not limited to gain control (Solomon & Kohn, 2014) . Adaptation also modifies tuning curves, primarily by repelling tuning curves away from the adapter, and can reduce correlation in neural responses (Dragoi, Sharma, & Sur, 2000; Müller, Metha, Krauskopf, & Lennie, 1999) . The consequences of adaptation include homeostatic regulation of neural firing rates and pairwise response covariance (Benucci, Saleem, & Carandini, 2013) . As a result, some adaptation effects are stimulus-specific, i.e., responses are reduced more in all neurons for stimuli similar to the adapter than for stimuli that differ from it. However, in the gain-control model of adaptation, reduction in gain is specific to each neuron, rather than to a specific stimulus.
We recently introduced a new model of adaptation, the Hebbian normalization model (Westrick, Heeger, & Landy, 2016) . In this model, each neuron has a feed-forward drive determined by the stimulus and the neuron's tuning curve; that drive is normalized by (i.e., divisively suppressed by) a weighted sum of the responses of other neurons to generate the response for that neuron. In the model, adaptation leads to a change in the normalization weights. The weight update is, in a sense, Hebbian: the normalization strength is increased between neurons that fire together more often than expected. But, since that weight is effectively suppressive, the net effect is anti-Hebbian: if neurons fire together, they suppress one another more. This Hebbian normalization model is similar to a previous model of Barlow and Földiák (Barlow & Földiák, 1989; Földiák, 1990) , except that in our model the suppression is divisive and the learning rule in their model tries to drive neural correlations to zero. The Hebbian normalization model predicts many post-adaptation effects on neural responses including reductions in gain, shifts of tuning curves (Fig. 1) , and homeostasis of neural response covariance. In the classic gain-control model, adaptation of a neuron depends only on the recent history of input to that neuron. A distinguishing feature of the new model is that adaptation of a neuron depends on the recent response history of all neurons in the neuron's normalization pool, rather than just on its own input.
The Hebbian normalization model predicts that adaptation should depend on the 2nd-order statistics of input stimuli. That is, if two stimuli excite distinct sub-populations of neurons, then presenting those stimuli simultaneously during adaptation should increase suppression between those subpopulations, an effect we call contingent adaptation. Using pairs of gratings differing in orientation, we have confirmed the prediction that contingent adaptation strengthens normalization in cortex (Aschner, Solomon, Landy, Heeger, & Kohn, 2018) .
Adaptation effects in the nervous system have robust consequences for perception. Reduced neural gain suggests that sensitivity will be reduced for the adapted stimulus, and indeed, threshold elevation for stimuli similar to the adapter is a hallmark of adaptation (Blakemore & Campbell, 1969; Blakemore & Nachmias, 1971; Pantle & Sekuler, 1968) . This occurs in other senses as well, e.g., vibro-tactile detection (Hahn, 1968) . In addition to effects at threshold, reduced neural gain also predicts effects on appearance due to the altered population response after adaptation. For example, in the visual system, a prolonged exposure to a slightly clockwise-tilted grating results in repulsion: a vertical grating is perceived as tilted counter-clockwise, a result known as the tilt after-affect (Gibson & Radner, 1937) . And, there is an analogous spatial frequency after-effect (Blakemore & Sutton, 1969) . Similar effects are present in other senses as well (Calzolari, Azañón, Danvers, Vallar, & Longo, 2017; Li, Chan, Iqbal, & Goldreich, 2017) .
Here, we test the prediction of the effects of contingent adaptation on perception. In the first experiment, adapting to two overlapping gratings (i.e., a plaid) leads to strengthened masking as compared to adaptation to those same gratings presented asynchronously. In the second, adapting to two gratings in a center-surround configuration leads to reduced apparent contrast for the center grating when paired with the same surround as in the adapter, as compared to a centersurround pairing that differs between adaptation and test. Thus, contingent adaptation leads to perceptual effects both at and well above detection threshold.
Materials and methods

Participants
Four graduate students (three females; age range: 22-26) from New York University participated in Experiment 1. Two observers were naive to the purposes of the study. Three NYU graduate students participated in Experiment 2 (two females; age range: 22-26; two naive). All participants had normal or corrected-to-normal vision. The study was approved by the NYU Committee on Activities Involving Human Subjects. All participants gave informed consent prior to the experiment.
Apparatus
We presented stimuli using Psychtoolbox-3 for MATLAB (Kleiner et al., 2007) on a gamma-corrected, 20-inch HP p1230 CRT monitor (Hewlett-Packard, Palo Alto, CA) with a resolution of 1024 x 768 pixels and 60 Hz refresh rate. The monitor was controlled by a Mac Mini 2014 (Apple, Cupertino, CA) using an Intel Iris 1536 graphics card (Intel, Santa Clara, CA). To ensure that observers maintained steady fixation throughout a session, we monitored eye position using an SR Research Eyelink-1000 desktop eye tracker (SR Research Ltd., Ottawa, Ontario, Canada) with a sampling rate of 1000 Hz, controlled using the Eyelink Matlab Toolbox (Cornelissen, Peters, & Palmer, 2002) . Observers viewed the stimuli from a viewing distance of 80 cm (so that resolution was 40 pixel/deg) with the head stabilized using a chin rest in a dimly lit room.
Stimuli
Experiment 1: Detection
Throughout the experiment, a white fixation dot (100% Weber contrast, radius: 0.1 deg) appeared at the center of the screen. Background luminance was 40 cd/m 2 . Adapter and test stimuli were displayed 3 deg left and right of fixation. Stimuli were circular patches of sinusoidal grating (radius: 0.75 deg) with contrast
where c, , f and were the contrast, orientation, spatial frequency and phase of the grating, respectively. All gratings had a spatial frequency of 3 cycle/deg, and phase was uniformly sampled between 0 and 2 . Grating orientations were ± 15 or ± 45 deg. Grating edges were windowed with a raised cosine (period: 0.15 deg). There were two adaptation conditions: asynchronous and contingent. An adapter consisted of two 50%-contrast gratings with opposite orientations relative to the vertical. In the asynchronous condition, the two orientations alternated at 5 Hz (Fig. 2, top) . Thus, the two different orientations were never presented simultaneously. Identical grating patches were displayed left and right of fixation. For the contingent adapters, the 50%-contrast gratings with the two orientations were summed to form a plaid (Fig. 2, middle) . This plaid was alternated with a uniform, mean-luminance display at 5 Hz. As a result, time-averaged contrast powers of the asynchronous and contingent adapters were identical.
Test stimuli consisted of a 60%-contrast masker grating presented in both locations, plus an additional target grating added to one of the maskers (Fig. 2, bottom) . The target orientation was the opposite of the masker orientation. The target location and masker/target orientations were randomly varied across trials.
Experiment 2: Appearance
Adapter and test stimuli consisted of two circular patches of sinusoidal grating ('center', radius: 0.75 deg) with a surrounding ring of Fig. 1 . The Hebbian normalization model. Before adaptation, neurons had identical tuning curves varying in preferred orientation. A. Tuning curves after adaptation. Black curve: Post-adaptation tuning curve of the neuron selective for the 0-deg adapter. B. Pre-(solid) and post-adaptation (dashed) tuning curves of neurons tuned to the adapter (black) and a neighboring orientation (gray). Note the repulsive shift of the post-adaptation tuning curve of this latter neuron. C. Post-adaptation tuning-curve shift as a function of pre-adaptation preferred orientation. Note the repulsive shifts for nearby orientations on either side of the adapter. Figure reprinted with permission from Westrick et al. (2016) .
H. Yiltiz, et al. Vision Research 166 (2020) 72-80 grating ('surround', inner radius: 1 deg, outer radius: 2 deg). Centers and surrounds were windowed by a raised cosine (period: 0.15 deg). There were two types of adapters: same-orientation, where orientations of the center and surround gratings were identical, and opposite-orientation, where the orientations were opposite. An adapter consisted of one same-orientation and one opposite-orientation configuration (Fig. 3 , top); one was displayed 3 deg to the left and one 3 deg to the right of fixation. The choice of which adapter appeared on the left was varied across subjects. Adapters had 100% contrast. The phases of the center and surround adapters were chosen randomly and independently from a uniform distribution from 0 to 2 . Adapters alternated orientation at 5 Hz. The test stimuli had several key differences from the adapters (Fig. 3 , middle and bottom): (1) test stimuli were either same-orientation on both sides or opposite-orientation on both sides (varied within a session); (2) test stimulus surrounds had 65% contrast; and (3) one center grating (the standard) had a fixed contrast of 30%. The other (the comparison) had a contrast that was varied across trials by a staircase procedure.
Experimental design and statistical analysis
2.4.1. Experiment 1: Detection 2.4.1.1. Procedure. We measured contrast threshold for detecting a target grating superimposed on a mask grating. Target and mask had opposite orientations relative to vertical ( ± 15 or ± 45 deg). We used a two-alternative forced-choice (2AFC) design. There were two adaptation conditions (asynchronous and contingent). In both adaptation conditions, gratings with the same orientations as the mask and test each appeared 50% of the time. They either appeared simultaneously as a plaid (contingent adaptation) or alternated in time (asynchronous). Because the two gratings differed in orientation, they stimulated partially non-overlapping populations of neurons. Those neurons that typically respond only to the counter-clockwise-rotated grating and those that respond only to the clockwise orientation will alternate activity in the asynchronous condition, but will have correlated responses in the contingent condition. The Hebbian normalization model thus predicts an increase in mutual suppression between these neural populations in response to contingent adaptation. There were four types of sessions that varied in the grating orientations that were used ( ± 15 or ± 45 deg) and the type of adaptation (asynchronous or contingent). Sessions lasted about 30 min and were separated by at least one day. In the beginning of each session, we showed observers all possible stimuli at every contrast and the adapters that would be used in the experiment to familiarize them with the stimulus set. Observers dark-adapted to the dimly lit room for at least 3 min. Each session consisted of four runs of 88 trials separated by a brief break. Each run began with a 60 s presentation of the adapter followed by the experimental trials. Each trial began with a 2 s top-up adapter, a 150 ms inter-stimulus interval, and a 250 ms stimulus ( Fig. 4 ). An auditory tone signaled the start of the stimulus interval. Observers indicated by key press which patch (left or right) contained the target grating. The response initiated the subsequent trial after an inter-trial-interval of 250 ms. On the rare occasions when fixation was broken before the stimulus appeared, the stimulus was delayed until fixation was reacquired. Feedback after each trial indicated whether the response was correct.
Four randomly interleaved staircases (Levitt, 1971 ) controlled target contrast. Two 1-up-2-down staircases targeting 71% correct started from a contrast of 5% and two 1-up-3-down staircases targeting 79% correct started from a contrast of 10%. One staircase of each type was associated with a target appearing on the left, and the other with a target appearing on the right. Contrast values were restricted to lie between 1.5 and 40% with 20 logarithmically spaced steps. Each staircase ran for 20 trials. The session also included eight easy trials (40% contrast, 4 each with target on left or right) at Middle: Contingent adapter. The two gratings were summed to form a plaid pattern and alternated with a blank, mean-gray, uniform field at 5 Hz. Bottom: Test stimuli. One grating (the masker) was displayed in both locations (contrast: 60%). In one location, chosen randomly, the target grating (with the opposite orientation) was added to the masker (here, on the right). Pictured is an opposite-orientation configuration on the left and a same-orientation configuration on the right. The opposite configuration was used in half the sessions. Pictured is one of the two displays for this configuration; the other swapped the orientations of all gratings. These two displays alternated at 5 Hz. Middle: Test stimulus with the opposite-orientation configuration on both sides. The 30% contrast standard stimulus is the center patch on the left. Bottom: Test stimulus in the sameorientation configuration with the standard patch on the right. These adapters and test stimuli are from the ± 15 deg condition.
H. Yiltiz, et al. Vision Research 166 (2020) 72-80 randomly chosen times to maintain observer motivation and better constrain estimates of lapse rate, for a total of 88 trials/run. The orientation of the masker (clockwise or counterclockwise) and test (the opposite orientation) were randomized across trials. In a separate initial session, observers practiced with feedback without adapters for approx. 30 min or until thresholds stabilized. Observers were required to maintain fixation throughout each run. Subjects ran a total of 8-12 sessions on separate days.
Analysis.
There were four conditions based on adapter type (asynchronous vs. contingent adapter) and orientation ( ± 15 and ± 45 deg). We discarded runs where accuracies for the catch trials were lower than 80% (only one run for one subject met this criterion).
In the resulting data, we have between 1 and 4 runs for each subject in each condition (at least 2 runs in all but one combination of subject and condition). We fit psychometric curves for each condition (proportion correct as a function of target contrast) by maximum-likelihood estimation. With the assumption of log-normal internal noise, the psychometric function has the following form:
where c is the contrast of the target grating, µ and are the location and scale parameters in log contrast of the cumulative normal distribution , and is the lapse rate. ½ is the guess rate for our 2AFC task. We determined the parameter values (µ, and ) that maximized the likelihood of the data for each run within each session, then averaged the parameter estimates across runs that shared a common adaptation condition. Note that due to a moderate betweensession variability in the slope of the psychometric curves, we did not pool data across runs and sessions.
We used parametric bootstrapping to estimate confidence intervals for the model parameters for each observer (Maloney, 1990) . For each condition, we simulated the experiment 10,000 times assuming the fitted version of the psychometric function as an observer, and randomly sampled the same number of trials following the same procedure as in the experimental data. We re-fit each bootstrapped dataset by maximum likelihood to obtain sample parameter estimates. Based on the empirical distribution of these samples, we computed 95% bootstrap confidence intervals of threshold contrast µ. We tested for the significance of the threshold elevation effects due to contingent adaptation with parametric bootstraps. From each of the empirical distributions for asynchronous and contingent adapters, we re-sampled without replacement pairs of threshold contrast estimates. The difference of these estimates is a measure of effect size. We computed a p-value by counting the proportion of paired threshold estimates for which the difference in thresholds (asynchronous minus contingent) was less than zero. We tested separately for each observer and ± 15 and ± 45 deg orientations.
2.4.2. Experiment 2: Appearance 2.4.2.1. Procedure. We measured apparent contrast of a grating in a twospatial-alternative forced-choice task. Observers adapted to one of two contingencies between the orientations of center and surround on the left of fixation, and the opposite contingency on the right. For two subjects, the same-orientation adapter was on the left; for the other subject it was on the right. Each session began with a 60 s presentation of the adapter followed by the experimental trials. Each trial began with a 2 s top-up adapter, a 150 ms inter-stimulus interval, and a 250 ms stimulus, followed by an intertrial interval of 250 ms. In the test stimulus, there were identical contingencies on both sides (both same-orientation, or both oppositeorientation). Observers indicated which center patch appeared to have higher contrast. One center patch (the standard) had a fixed contrast of 30%. The other patch (the comparison) had contrast that varied across trials controlled by a staircase procedure. A session consisted of 8 staircases, each run for 20 trials. These corresponded to all combinations of two configurations of test stimuli (same-vs. opposite-orientation configurations), position of the standard stimulus (left or right of fixation), and type of staircase (1-up-2-down starting from 20% contrast and 2-up-1-down starting from 40% contrast). In addition, for each configuration and standard location there were two easy trials (comparison contrast: 80%) for a total of 168 trials. Observers participated in two sessions on one day separated by at least 15 min. The sessions differed in which orientations were used ( ± 15 and ± 45 deg), but had the same adapter configuration for both (either same-orientation on the left or on the right). The staircases were restricted to range from 15 to 80% contrast in 20 discrete log-spaced steps.
Analysis. Each session comprised four conditions based on
whether the test stimulus was a same-or opposite-orientation pair, and whether the comparison stimulus matched its corresponding adapter on the same side of fixation. If the comparison and the adapter matched, the theory predicts increased surround suppression (contingent adaptation), reducing apparent contrast of the comparison stimulus's center patch. This should, as a result, require higher contrast for the comparison to appear to have the same contrast as the standard stimulus. Recall that the standard stimulus had the same orientation configuration as the test, and the adapter had opposite configurations to the left and right of fixation, respectively. If the comparison and adapter did not match, the comparison should require less contrast to appear to have the same contrast as the standard (Fig. 5) .
We reduced the data from four conditions to two by pooling the two conditions in which the comparison matched its corresponding adapter (matching case), and pooling the two conditions in which they did not match (non-matching case). For each of the resulting two conditions, we fit a psychometric function by maximum likelihood to the data, i.e., the probability of choosing the comparison stimulus as a function of comparison contrast. With the assumption of normally distributed internal noise for appearance judgments, the psychometric function had the following form:
µ and are the location and scale parameters in physical contrast. We again fit the data separately for each observer and condition. The µ parameter corresponds to the 50% point of the psychometric function The top-up adapter was followed by a 150 ms uniform field and then a 250 ms stimulus. Observers indicated which patch (left or right) contained the target grating. Adapters had two gratings with opposite orientations. These gratings were presented simultaneously as a plaid interleaved with a uniform field (contingent) or were interleaved (asynchronous), illustrated on the left and right respectively.
H. Yiltiz, et al. Vision Research 166 (2020) 72-80 (the point of subjective equality, PSE) at which the comparison and standard appeared to have equal contrast. We estimated confidence limits on the PSEs using parametric bootstraps.
Model
We explored whether the Hebbian normalization model (Westrick et al., 2016) can predict our experimental findings. We simulated a population of orientation-selective neurons with orientation tuning preferences that were equally spaced and tiled the full range of orientations in a fully-connected feed-forward network. A learning rule adjusted the normalization weights between these neurons to find a balance between maintaining weights near their initial values and homeostatically maintaining the responses products of the corresponding pairs of neurons. The model for the detection task in Experiment 1 is illustrated in Fig. 6 . Model source code is available at https://github.com/hyiltiz/contingent-adaptation.
The tuning curves of the model neurons were raised cosines. The tiling was arranged so that the response energy (i.e., the sum of squared neural responses) was exactly equal to 1 for a full-contrast grating of any orientation (Simoncelli, Freeman, Adelson, & Heeger, 1992) . The feed-forward responses were then normalized by a weighted sum of neural responses. It is these weights that were modified by the learning rule. To simulate human behavior, the model was exposed to the same stimuli as the human observers, and the learning rule was applied after each stimulus. For test trials, we ran the model until simulated activity due to adaptation was stable. For Experiment 1, we determined the probability of correct response assuming late additive Gaussian noise for the population response and an ideal decoder responding to the simulated activity of the full population of model neurons. For Experiment 2, we took the mean of the population response as an estimate of the apparent contrast, and numerically solved for the PSEs.
Experiment 1: Detection
The network consisted of = N 180 fully connected neurons with raised cosine tuning curves and preferred orientations i spaced every 1 deg. The neurons shared the same receptive field location centered on the stimuli. The feed-forward response of the i th neuron to a set of gratings j was:
where j was the orientation of the j th stimulus component with corresponding contrast c j . Note that if b were zero, the sum of squared tuning curves would have been precisely uniform. The feed-forward responses were then subject to divisive normalization. The resulting normalized response R i t at time t was Icons represent stimulus configurations for the adapter (first column) and the corresponding comparison stimulus on the same side of fixation (column 2). In the first two rows, the adapter at the position of the comparison stimulus had opposite orientations in the center patch and surrounding ring; in the last two rows, these orientations matched. In the first and third rows, the center-surround orientation contingencies in the comparison stimulus matched those of the corresponding adapter; in the second and fourth rows, they did not match. When those contingencies matched, the theory predicts adaptation will lead to an increase in suppression between surround and center for the comparison stimulus, leading to reduced apparent contrast of the center patch. Therefore, the comparison will require increased physical contrast to match the standard stimulus. Similarly, in the non-matching cases (rows 2 and 4), the comparison will require less physical contrast to match the standard. (Note: in this design, when the comparison matches the corresponding adapter, the standard does not match its corresponding adapter, and vice versa.)
Fig. 6.
Model architecture for Experiment 1. The model is a feed-forward neural network. The input image m (adapter or test stimulus) was analyzed by a set of neurons with tuning curves of identical shape tiling the orientation space (from 0 to 180 deg). The squared outputs of these units were then normalized by (i.e., divided by) a weighted sum of other neurons' squared input drives plus a normalization constant (illustrated in the zoomed-in box on the left). These weights were modified by a Hebbian learning rule (not shown). For modeling the detection task, we assumed independent late noise so that d is proportional to the Euclidean distance between the output vectors of the two test stimuli.
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where W ij t was the normalization weight from neuron j to neuron i, and controlled the semi-saturation constant of divisive normalization. · denotes half-wave rectification, also known as a rectified linear unit (ReLU). We divided the normalization term by the number of neurons to make the normalization strength effectively independent of network size. The normalization weights were updated based on a Hebbian learning rule:
The second term is the Hebbian learning rule, which increases normalization weights if pre-and post-synaptic firing rates are both high, with learning rate . To reach the stable state faster, we started with a learning rate = 10 3 that quickly decayed exponentially to 1. The third term pushed weights back toward their initial values at leakage rate .
The same values C ij were used as the initial normalization weights, the value to which they decayed (the third term) and the value of response product homeostatically controlled by the second term. These values were set to the average response products of the network in response to a uniform distribution of grating orientations for a network with fixed weights = W 1 ij . To simulate the experiments, we presented the adapter for a given condition, and updated the weights repeatedly until the normalization weights, and therefore simulated responses, were stable. Then, we froze the normalization weights at the current values and determined the network response vector R for the mask alone as well as for the mask plus the target at each presented target contrast. To convert network responses to predicted behavioral response, we assumed the responses were perturbed by independent Gaussian noise with zero mean and standard deviation n , and that the decision was made by an ideal observer as predicted by signal detection theory (Wickens, 2001 
Assuming a symmetric, unbiased decision criterion, the predicted percentage correct for our two-alternative, forced-choice task is
where is the standard, cumulative normal distribution. We repeated the above procedure for each candidate set of values for the parameters b B , , and . Observers shared all of the model parameters, but we allowed n to vary across observers to account for observed individual differences in threshold elevation. Since this noise parameter effectively scaled d , we did not require a parameter for the absolute contrast sensitivity (i.e., the peak height of the tuning curves). We selected the parameters by maximum likelihood using a fine-resolution grid search. Using these best-fit parameters, we simulated the stimulation paradigm of Experiment 1 for orientations ranging from ± 10 to ± 80 and generated model predictions of threshold contrast.
Experiment 2: Appearance
The model for Experiment 2 was similar to the model above with modifications to account for the center-surround structure of the stimuli and the contrast-matching task. Specifically, we included an additional population of "surround" neurons that were tuned to the surround grating. This "surround" population had the same size and tuning preferences as the "center" population used for Experiment 1, and only differed in receptive field location. Experiment 2 measured PSEs rather than thresholds. We took the mean of the center neurons' responses as an estimate of apparent contrast. Observers shared all model parameters except for the semi-saturation constant , which varied to account for individual differences in PSE. For each set of model parameters, we computed the root mean squared error (RMSE) of predicted vs. observed PSEs over all observers. We selected the set of parameters that led to the smallest RMSE using a fine-resolution grid search. Fig. 7A shows responses (binned) and fitted psychometric functions for all observers and orientations for each of the two adaptation conditions. Estimated contrast threshold (Fig. 7C, black points) was greater for contingent relative to asynchronous adaptation for all subjects in all conditions. The increased threshold for contingent adaptation is consistent with our hypothesis: contingent adaptation led to greater crossorientation suppression, which in this task implied greater masking efficacy and hence elevated threshold. This effect was significant pooling over all 8 results ( ). At the individual subject level, this effect was significant only for two observers (GL, SL) in the ± 45 deg condition (parametric bootstrap for ± 15 deg condition: p = 0.096, 0.395, 0.106 and 0.19; ± 45 deg condition: p = 0.012, 0.197, 0.269 and 0.022), although the threshold in the contingent condition was greater than in the asynchronous condition in all eight data sets (4 subjects, 2 orientation pairs).
Results
Experiment 1: Detection
We simulated a neural network that followed the Hebbian normalization model with the stimulation paradigm of Experiment 1 (see Methods). The gratings of both adapters and test stimuli were input to a set of neurons with tuning curves spanning all orientations. The best-fit parameters for the network were = = = b B
.01, .19, 84 and = 0. The best-fitting value of parameter B, 84 deg, resulted in a half-height full-width bandwidth of 28 deg. The output noise scaling parameters n for our four observers (GL, SL, HSI and HY) were 11.4, 12.1, 14.3 and 15.0, respectively. The RMSEs were 0.0044, 0.0041, 0.0040 and 0.0035. These parameter settings resulted in threshold elevations similar to those demonstrated experimentally (Fig. 7C, red points and Fig. 7E ). Thus, our results are consistent with the predictions of the Hebbian normalization model.
With these model parameters, we simulated the stimulation paradigm for a wider range of orientations to extend our experimental findings. Fig. 7F shows predictions for observer GL (predictions for other observers were similar).
A single-neuron gain-control model would fail to predict these results. Each of the two orientations in each adapter was present 50% of the time. Thus, a single-neuron gain-control model would predict equivalent amounts of adaptation in the two conditions. Furthermore, if one includes cross-orientation suppression in such a gain-control model, contingent adaptation should lead to some cross-orientation suppression when the plaid adapter is displayed, weakening its effectiveness as an adapter. This predicts the opposite of what we found. Fig. 7B shows responses (binned) and fitted psychometric functions for all observers and adaptation conditions. The estimated PSEs are shown in Fig. 7D (black points) . As predicted, when the comparison matched the corresponding adapter (solid curves and circles), the comparison underwent greater surround suppression and thus required more contrast to appear to have the same contrast as the standard as compared to the condition when the comparison did not match the corresponding adapter (dashed curves and triangles). This effect is significant when pooled over all the data ( = ). The result is significant for 5 of the 6 combinations H. Yiltiz, et al. Vision Research 166 (2020) Detection (left, A, C, E, F) and Experiment 2 -Appearance (right, B, D, G, H) H. Yiltiz, et al. Vision Research 166 (2020) 72-80 of subject and orientation condition tested separately (parametric bootstrap: ± 15 deg condition: all < ± p . 001; 45 deg condition: HY: = p 0.16, other two observers: < p . 001). These results were based on pooling configurations in which both the standard and comparison stimuli were in the opposite-orientation configuration (Fig. 3, middle) and when they were in the same-orientation configuration (Fig. 3,  bottom) . The results did not change when examining each of these conditions separately (data not shown).
Experiment 2: Appearance
We simulated a neural network that followed the Hebbian normalization model with the stimulation paradigm of Experiment 2 (see Methods). The best-fit parameters for the network were = = b B .16, 84 and = 0. The semi-saturation constants for our three observers (HY, GL and XYW) were .09, .03 and .03, respectively. The RMSEs were 0.011, 0.042 and 0.032. These parameter settings resulted in PSEs similar to those demonstrated experimentally (Fig. 7D, red points and Fig. 7G ). Thus, our results are consistent with the predictions of the Hebbian normalization model.
With these model parameters, we simulated the stimulation paradigm for a wider range of orientations to extend our experimental findings. Fig. 7H shows predictions for observer GL (predictions for other observers were similar).
These results indicate that contingent adaptation affects appearance for stimuli at contrasts well above threshold. Again, since each orientation component occurred equally often in any of our conditions, a single-neuron gain-control model cannot explain our result.
Discussion
According to the classic single-neuron gain-control model, each neuron decreases its own gain in response to its own recent input history. Alternatively, the Hebbian normalization model predicts that a pair of neurons that co-fire will suppress each other more than they otherwise would have. Therefore, when two stimuli are presented simultaneously (contingent adaptation), pairs of neurons sensitive to each will co-fire and thus increase mutual suppression, leading to changes in the perception of subsequently presented stimuli. We designed two experiments to test this prediction. In both experiments, adapters consisted of pairs of gratings with orientations symmetric around vertical, hence balanced for oblique effects, and appeared equally often, hence balancing typical models of gain adaptation. However, we found that contingent adaptation increased masking effectiveness at detection threshold (overlap masking) and reduced apparent contrast in a center-surround configuration (i.e., increased surround suppression). It has been argued that masking and surround suppression are two distinct mechanisms in the early visual system (Petrov, Carandini, & McKee, 2005; Petrov & McKee, 2009 ). But, it appears that both effects have a similar underlying computation, such as Hebbian normalization, resulting in contingent adaptation effects.
Contingent adaptation requires the observer to be sensitive to second-order statistics of the adapting stimuli. Thus, one might argue that contingent adaptation is merely the consequence of well-known second-order texture mechanisms in spatial vision. This is an unlikely explanation for several reasons. Experiment 1 is a masking experiment in which one of the two plaid components has threshold contrast. At such contrast levels, first-order mechanisms dominate; second-order thresholds are generally much higher (Landy & Oruç, 2002) . In Experiment 2, the stimulus pairs were non-overlapping and thus included no second-order pattern components, and yet we still found significant contingent-adaptation effects. Thus, contingent adaptation is distinct from second-order pattern vision.
It is possible that contingent adaptation emerges naturally as a result of connectivity between neurons within and across functionally similar areas, where connected neurons interact suppressively following the Hebbian rule: neurons that fire together wire together. However, this learning results in strengthened normalization, that is, suppression. As a result, this learning rule is effectively anti-Hebbian.
Threshold elevation for detection due to masking decreases as the orientation difference between masker and test increases (Meese & Holmes, 2010; Phillips & Wilson, 1984) . Similarly, threshold elevation due to adaptation decreases as the orientation difference between adapter and test increases (Movshon & Blakemore, 1973) . Physiological recordings from macaque V1 neurons show that adaptation to a plaid (the cell's preferred orientation and the orthogonal orientation) results in increased cross-orientation suppression (Carandini, Movshon, & Ferster, 1998) .
Analogously, we found that threshold elevation due to contingent adaptation was significant for two individual subjects when adapted and tested with ± 45 deg gratings but not significant for ± 15 deg. Since the orientation tuning bandwidth of a V1 neuron is typically 15-30 deg, two input orientations 90 deg apart (in our ± 45 deg condition) excite distinct sub-populations of neurons, whereas there is a large overlap between the populations excited by the two grating components in our ± 15 deg condition. A greater difference in joint activation between contingent and asynchronous adaptation in the ± 45 deg condition predicts a correspondingly greater change in normalization weights and thus a greater threshold elevation, consistent with our results.
Neurons typically show peak surround suppression when center and extra-classical surround orientations both match the neuron's preferred orientation (Cavanaugh, Bair, & Movshon, 2002) . This implies that surround suppression was stronger and could involve a greater number of neuron pairs for the ± 15 deg than the ± 45 deg opposite-orientation adapters. As a result, the model would predict a greater increase in surround suppression when adapting to ± 15 deg, resulting in reduced post-adaptation apparent contrast when the test configuration matched the adapter as shown in Fig. 7F and H. Our experimental results show a hint of stronger effects of contingent adaptation leading to reduced apparent contrast in the ± 15 deg than the ± 45 deg condition, but this was not statistically significant.
In our models, most of the model parameters were shared across all four observers, and we used a per-observer late-noise parameter to account for individual differences in Experiment 1. For Experiment 2, there was no need for a late-noise scaling parameter, hence all model parameters except the semi-saturation constant were shared across observers. Allowing the semi-saturation constant to differ across observers in Experiment 1 led to better fits, but here we reported the simpler model. Although model parameters were not shared across experiments, note that the best-fitting temporal leak parameter for both experiments was 0, and the best-fitting half-height full-width bandwidths were both 28 deg. This orientation tuning bandwidth is at the narrow end of the range for orientation bandwidth reported in the literature (Beaudot & Mullen, 2006; Blake & Holopigian, 1985; Campbell & Kulikowski, 1966; Cavanaugh et al., 2002; Movshon & Blakemore, 1973) .
The existence of contingent adaptation suggests that adaptation in orientation-selective neurons in the early visual system depends on population activity rather than on the response history of individual neurons. In the Hebbian normalization model, the normalization pool is neuron-specific, and adaptation shapes the normalization pool based on network activity, in particular, in response to neural response products. This model, and the contingent-adaptation protocol are perfectly general, and might apply to other brain regions and other feature continua.
Note that earlier experiments have compared adaptation to gratings to adaptation to plaids (i.e., combinations of two grating components with different orientations) in V1 (Carandini, Barlow, O'Keefe, Poirson, & Movshon, 1997; Carandini et al., 1998) , but were inconclusive due to the small number of cells examined. However, more recent data confirm an increase in normalization strength in response to contingent adaptation to plaids (Aschner et al., 2018) . The perceptual effect of contingent adaptation is superficially similar to the McCollough effect (McCollough, 1965) , a contingent adaptation after-effect of color and orientation. However, the McCollough effect acts at much longer time-H. Yiltiz, et al. Vision Research 166 (2020) 72-80 scales. Other cross-feature aftereffects combining luminance and orientation (McCollough, 1965) , or color and orientation (Movshon & Lennie, 1979) have also been found. However, it is unclear whether and how functionally distinct neural populations (e.g., tuned to color vs. orientation) contribute to a shared normalization pool. Our model assumes that contingent adaptation is explained by mechanisms with simple-cell-like tuning curves with a single preferred orientation. Could our results be explained by adaptation in a higherlevel mechanism (e.g., in V2 or later) that is tuned to the plaid pattern used in the contingent adapter of Experiment 1? If this mechanism requires both orientations to respond, it will respond to the contingent but not the asynchronous adapter. However, such a mechanism is unlikely to be useful for the subsequent masked-detection task in which one grating is at threshold levels. If such a plaid mechanism responds when either orientation is present, it will behave similarly to a mechanism with an extremely broad orientation tuning bandwidth, and should be adapted by similar amounts by the contingent and asynchronous adapters, and thus will also fail to predict our data.
The experiments reported here demonstrate the existence of contingent adaptation in the orientation domain as a static phenomenon. But, the model is dynamic, and further tests of the model should investigate its time-varying behavior. Two time constants in the model are the learning rate for modifying normalization weights based on firing rate covariance as well as the window for determining whether activity is correlated. It will be straightforward to modify the current experimental designs to estimate these time constants and further test the predictions of the Hebbian normalization model.
