In this paper, the Gaussian quadrature method with exponential fitting is proposed for the solution of two-point singularly perturbed boundary value problems with layer at one endpoint, dual boundary layers and internal boundary layers. The given boundary value problem is reduced into an equivalent first order differential equation with the perturbation parameter as deviating argument. Then, Gaussian two-point quadrature technique with exponential fitting is implemented to solve the first order equation with deviating parameter. The analysis of the convergence of the method is discussed. Several numerical examples are illustrated with a layer at one end, a layer at two ends and internal layers. Comparison of maximum errors in the solution of the examples with other methods is shown to justify the method.
Introduction
Singularly perturbed problems have an important role in science and engineering. In several areas of applied mathematics such as quantum mechanics, fluid mechanics, chemical-reactor theory, optimal control, aerodynamics, reaction-diffusion process, geophysics and many other areas these problems have a great significance. Problems of this kind typically show solutions with boundary/interior layers; that is, the solution of the problem contains narrower domains where the solution derivatives are extremely hard. The mathematical treatment of such problems gives great computational difficulties due to the existence of layer behaviour. Various authors have developed a large number of special purpose methods for two-point singularly perturbed boundary value problems [5, 6, 8, 10, 13, 16] . Awoke and Reddy [2] proposed an exponentially fitted special second-order difference method for boundary value problems with the layer behaviour at one endpoint. A class of nonlinear singularly perturbed boundary value problems with a layer at one end is solved using a boundary value method by Attili [1] . Bawa [4] derived the fourth order finite difference method using cubic spline in compression for the solution of linear two-point singularly perturbed boundary value problem.
Hosseini and Shahraki [17] gives a new method which is a grouping of the upwind finite difference scheme and central finite difference method on a particular variable mesh for the perturbed boundary value problems. Kadalbajoo and Patidar [9] suggested a straightforward and direct method which converges uniformly to solve singular perturbation problem on a piecewise uniform mesh of Shishkin type. Mohammadi [11] developed a numerical method of order two using adaptive cubic spline functions for solving a class of two-point singular perturbation boundary value problems. Gupta and Kumar [7] introduce a scheme for the solution of perturbed problems with second order and third order by the method of multiple scales. Reddy [15] has given a numerical integration method using Simpson's formula for solving two-point singular perturbation problems with a layer on the left terminal of the domain. Aziz and Khan [3] derived a finite difference method using cubic spline in compression for the two-point singular perturbation problem.
The rest of the paper is organized as follows. The problem is described precisely and the numerical scheme is derived for the layer at left-end, right-end, dual layer and internal layer in Section 2. Convergence of the scheme is analyzed in Section 3. Numerical examples with results are provided in Section 4. Finally, some discussions and conclusion are given in the last section.
Description of the Method
Consider a two-point singularly perturbed boundary value problem:
with boundary conditions 
Left-end Boundary Layer Problem
With the Taylor's expansion about the point x, we have
In view of eq. (3), eq. (1) is replaced by the following differential equation with perturbation parameter as a small deviating argument:
The domain [p, q] is partitioned into N sub domains of mesh size h = q−p N so that t i = p + ih, i = 0, 1, . . . , N + 1 are the mesh points. Taking integration on eq. (4) with respect to x from t i to
For any continuous and differentiable function F(x) in an arbitrary interval [t i , t i+1 ], the Gaussian two-point quadrature formula becomes
where k = h 1− 1 3 2 . Using eq. (6) in eq. (5), we have
Using the linear interpolation for x(t i+1 −ε), x(t i −ε), x(t i −k) and x(t i+1 −k), the eq. (7) reduces to ε
Rearranging this equation, we have
Inserting a fitting factor σ(ρ) in the above scheme to control the layer behavior due the perturbation parameter ε, we get
The value of σ(ρ) is acquired by the procedure given by Doolan et al. [6] and is given by
Eq. (8) can be rewritten in a three term recurrence relation as follows:
where
The tri-diagonal system eq. (10) is solved efficiently by using Thomas Algorithm [2] .
Right-end Boundary Layer Problem
Taylor series expansion of x (t + ε) giving implies
and accordingly, eq. (1) is reduced to the following equation with a small deviating argument:
Integrating eq. (12) on [t i−1 , t i ], we get
Using Gaussian quadrature two-point formula for any continuous and differentiable function
Using eq. (13), from eq. (12), we get
Using linear interpolation for the terms
Rearranging this equation, we have
Introducing a fitting factor σ(ρ) in the above scheme to control the layer behavior due the perturbation parameter ε, we get
The value of σ(ρ) is obtained by using the procedure given in Doolan et al. [6] and is:
From eq. (15), we can re write the tri-diagonal system:
The system of eq. (17) is solved by using the Thomas algorithm [2] .
Dual Boundary Layer Problems
Here, eq. (1) is considered over the domain [p, q] . The functions a(t), b(t) and f (t) are assumed to be sufficiently smooth such that
With this assumption, the turning point problem eqs. (1)-(2) possesses a unique solution having two boundary layers of at both end points t = p and t = q.
Discretize the interval [p, q] into N parts with mesh size h = 1 N so that t i = p + ih for i = 0, 1, . . . , N are the mesh points. Hence, in [p, t m ] we use the finite difference scheme eq. (10) for i = 1, 2, . . . , m − 1 and in [t m , q] for i = m + 1, m + 2, . . . , N − 1 the scheme eq. (17) is used to get the solution. Now at t = t m i.e., for i = m, eq. (1) becomes
Since there no boundary layer at x = x m , we use central finite difference scheme on eq. (18) at this point. Hence the difference equation of eq. (18) is
Here
Now, we solve the system of eq. (10), eq. (19) and eq. (17) using Thomas algorithm.
Internal Boundary Layer
Here, we consider eq. (1) over the domain [p, q] . The functions a(t), b(t) and f (t) are taken to be sufficiently smooth, and such that eq. (1) has unique solution. The solution of eq. (1) possesses a layer or turning point behaviour depends on the coefficient a(x). Under following assumptions,
the given problem possesses a unique solution with interior layers at t = t m .
Decompose the interval [p, q] into N uniform spaced domains with mesh size h = 1 N and with mesh points t i = p + ih for i = 0, 1, . . . , N. Let us denote N 2 = m. Then, divide the interval [p, q] into subintervals [t i−1 , t i ] for i = 1, 2, . . . , m and [t i , t i+1 ] for i = m + 1, m + 2, . . . , N − 1. For this problem, the layer is at the right endpoint of the [p, t m ] and the layer is at the left endpoint of
Hence, in [p, t m ] we use the finite difference scheme eq. (17) for i = 1, 2, . . . , m − 1 and in [t m , q] the scheme eq. (10) for i = m + 1, m + 2, . . . , N − 1 is used to get the solution. Now at t = t m i.e., for i = m, eq. (1) becomes
Since there is an internal layer at x = x m , we take the average of the difference schemes eq. (10) and eq. (17). Hence the difference equation of eq. (20) is
Now, we solve the system of eq. (10), eq. (17) and eq. (21) using the Thomas algorithm.
Convergence Analysis
The convergence analysis of the method described in Section 2 is considered in this section.
Inserting the boundary conditions we write the system of equations in the matrix form as: 
The local truncation error T(h) associated with the proposed scheme is
Let l i = x i − X i , i = 1, 2, . . . , N − 1 be the discretized error, so that L = [l 1 , l 2 , . . . , l N−1 ] T = x − X .
Subtract eqs. (22)-(23), we have the equation for error as:
Let |P(t)| ≤ c 1 and |Q(t)| ≤ c 2 , where c 1 , c 2 is a positive constant if p i, j be the (i, j) th element of P, then
thus for sufficiently small h, we have
and
Hence, (D + P) is irreducible.
Let S i be the sum of the values of the i th row of the matrix (D + P), then we havē
Let C i = min |p(t)| and C * 1 = max |p(t), since 0 ≤ ε ≤ 1 and ε ∝ O(h) it is possible to verify that for sufficiently small h, (D + P)is monotonic.
Hence, (D + P) −1 exits and (D + P) −1 ≥ 0 thus eq. (24), we get
For sufficiently small h, we havē (D + P) −1 (i k)S K = 1 for i = 1, 2, . . . , N − 1,
Furthermore, Hence, the proposed scheme is first order convergent. In similar steps, we can analyze the convergence in other cases.
Numerical Experiments
To describe the proposed method computationally it is implemented on two left end layer, three right end layer, two dual layer and two internal layer problems. These problems are widely discussed and numerical results are available for comparison. The maximum absolute error E N ε = max 0≤i≤N |x(t i ) − x i | is calculated for each comparison by an example. Here x(t i ) is the exact solution and x i is the numerical solution. We use double mesh principle [13] ,
2i | to find the maximum errors in the examples for which exact solution is not known. Here x N i is the numerical solution with N subintervals and x 2N 2i is the numerical solution with 2N subintervals.
Example 1. Consider the left end boundary layer problem
The exact solution is
[exp(c 2 ) − exp(c 1 )] where c 1 = (−1 + sqrt(1 + 4ε))/(2ε) and c 2 = (−1 − sqrt(1 + 4ε))/(2ε).
The maximum absolute errors with comparison are shown in Table 1 for different values of ε and h. Exact and numerical solutions are shown graphically in Figure 1 for ε = 2 −10 with h = 2 −7 . 
, with x(0) = 0 and x(1) = e −0.5 − e −7/3ε .
The maximum errors with comparison are given in Table 2 for different values of ε and h. 
x(t) = exp((1 + ε) (t − 1) /ε) + exp(−t) is the exact solution of the problem. Table 3 represents the maximum absolute errors in the solution for different values of ε and h. Graphical representation of the solution is given in Figure 3 . The exact solution is Table 4 depicts the maximum absolute errors in the solution for different values of ε and h.
The layer behavior in the solution is shown graphically in Figure 4 . Example 5. Consider the right end boundary layer problem − εx (t)
x(t) = e t + 1/2 1 ε (t + 1) − ( 1+ 1 ε ) is the exact solution of the problem. The maximum errors in the solution are given in Table 5 for different values of h and ε. Numerical and exact solutions are illustrated graphically in Figure 5 . 
with x(0) = 1, x(1) = 1. This problem exhibits dual layers at t = 0 and t = 1.
The exact solution is given by x(t) = exp(−2t(1 − t)/ε). Table 6 shows the maximum absolute errors for different values of ε and h. Figure 6 depicts the graphical representation of the exact and numerical solution. The maximum absolute errors are posed in Table 7 for different values of ε and h. Figure 7 shows graphical representation of the numerical solution. 
The exact solution of this problem is This problem has an internal layer at t = 1 2 . Table 8 shows the maximum absolute errors for different values of ε and h. The numerical and exact solutions are plotted graphically in Figure 8 . For this problem, we have internal layers at t = 0.
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Discussions and Conclusion
In this paper, Gaussian quadrature with exponential fitting is implemented for the solution of two-point singularly perturbed boundary value problems with layer at one endpoint, two endpoints and interior point of the domain. When ε, the perturbation parameter is small, then to control the layer behavior, a fitting parameter is inserted in the Gaussian two point quadrature formula.
The method is analyzed clearly for one end boundary layer problem, dual boundary layer and internal boundary layer problem. Analysis of convergence of the method is discussed.
Numerical computations for the several examples with layer behavior are shown by comparison to justify the proposed scheme. We noticed that the method produces good results for ε < h also. Graphical representation of the numerical solution and exact solution of the examples is presented in figures. We took note that the numerical method meets the exact solution very well. The proposed method is easy to implement with less computational work.
