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UNIVERSAL SUBGROUPS OF POLISH GROUPS
KONSTANTINOS A. BEROS
Abstract. Given a class C of subgroups of a topological group G, we say that
a subgroup H ∈ C is a universal C subgroup of G if every subgroup K ∈ C is
a continuous homomorphic pre-image of H. Such subgroups may be regarded
as complete members of C with respect to a natural pre-order on the set of
subgroups of G. We show that for any locally compact Polish group G, the
countable power Gω has a universal Kσ subgroup and a universal compactly
generated subgroup. We prove a weaker version of this in the non-locally com-
pact case and provide an example showing that this result cannot readily be
improved. Additionally, we show that many standard Banach spaces (viewed
as additive topological groups) have universal Kσ and compactly generated
subgroups. As an aside, we explore the relationship between the classes of Kσ
and compactly generated subgroups and give conditions under which the two
coincide.
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1. Introduction
1.1. Background. The study of definable equivalence relations on Polish spaces
has been one of the major threads of descriptive set theory for the past thirty years.
In many cases, important equivalence relations arise from algebraic or combinatorial
properties of the underlying Polish spaces. A common situation is that of a coset
equivalence relation on a Polish group G. If H ⊆ G is a subgroup, one defines the
equivalence relation EH by
xEHy ⇐⇒ y
−1x ∈ H.
Viewed as a subset of G × G, EH has the same topological complexity (Borel,
analytic, etc...) as H and its equivalence classes are the left cosets of H . To give a
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concrete example, consider the equivalence relation E0 on 2
ω, defined by
xE0y ⇐⇒ (∀
∞n)(x(n) = y(n)).
Identifying 2ω with the Polish group Zω2 , one recognizes E0 as the coset equivalence
relation of the subgroup
Fin = {x ∈ Zω2 : (∀
∞n)(x(n) = 0)}.
Given equivalence relations E,F on a space X , one often asks whether or not
there exists a definable map f : X → X reducing E to F , i.e., such that
(∀x, y)(xEy ⇐⇒ f(x)Ff(y)).
In this situation, “definable” is usually (though not always) interpreted to mean
Baire- or Borel-measurable. (In the case that a Borel reduction exists, one writes
E ≤B F .)
Returning to the setting of groups, suppose that H,K ⊆ G are subgroups of a
Polish group G and ϕ : G→ G is a group homomorphism such that
(∀x)(x ∈ H ⇐⇒ ϕ(x) ∈ K).
This in turn gives a reduction of EH to EK since, by the properties of group
homomorphisms,
(∀x, y)(y−1x ∈ H ⇐⇒ ϕ(y)−1ϕ(x) ∈ K).
As mentioned above, one is generally interested in reducing maps which are at
least Baire-measurable. Recall, however, that Baire-measurable homomorphisms of
Polish groups are automatically continuous (see Kechris [7, 9.10]). Taken together,
these observations motivate the following definition.
Definition 1.1. Let G1, G2 be Polish groups. Suppose that H ⊆ G1 and K ⊆ G2
are subgroups. We say that H is group-homomorphism reducible to K if, and only
if, there exists a continuous homomorphism ϕ : G1 → G2 such that ϕ−1(K) = H .
We write H ≤g K.
As mentioned above,
(1.1) H ≤g K =⇒ EH ≤B EK .
In fact, many Borel reductions among coset equivalence relations derive from cor-
responding group-homomorphism reductions. Each of the Borel reductions E0 ≤B
E1, E2, E3 arises in this way.
1 The following is a representative example.
Example 1.2. Recall from above that E0 is the coset equivalence relation of the
subgroup Fin ⊆ Zω2 . Consider the equivalence relation E2, where
xE2y ⇐⇒
∑
x(n) 6=y(n)
1
n+ 1
<∞.
Notice that E2 is the coset equivalence relation of the subgroup
H = {x ∈ Zω2 :
∑
x(n) 6=0
1
n+ 1
<∞}
A map witnessing the reduction E0 ≤B E2 is
ϕ(x) = x(0)ax(1)2ax(2)4ax(3)8a . . . .
1See Kanovei [6] for definitions of these equivalence relations.
UNIVERSAL SUBGROUPS OF POLISH GROUPS 3
In other words, ϕ copies the nth bit of x to a block of 2n bits of ϕ(x). Observe
that ϕ is actually a continuous group homomorphism of Zω2 and Fin = ϕ
−1(H), i.e.,
Fin ≤g H . (This follows since each nonzero bit of x increases
∑
{ 1
n+1 : ϕ(x)(n) 6= 0}
by more than 12 .)
In general, however, the converse of (1.1) is false. Consider the following sit-
uation; suppose that H,K are normal subgroups of a group G and H ≤g K, via
ϕ. The map ϕ induces an injective homomorphism ϕ˜ : G/H → G/K, defined by
ϕ˜(πH(x)) = πK(ϕ(x)), where πH and πK are the quotient maps onto G/H and
G/K, respectively. This observation justifies the following two examples.
Example 1.3. Let
H2 = {x ∈ Z
ω : (∀n)(x(n) is divisible by 2)}
and
H3 = {x ∈ Z
ω : (∀n)(x(n) is divisible by 3)}.
Note that Zω/H2 ∼= Zω2 and Z
ω/H3 ∼= Zω3 . Thus H2 g H3 and H3 g H2, since
there are no injective homomorphisms Zω2 → Z
ω
3 , or vice versa.
On the other hand, EH2 ≤B EH3 via the map f : Z
ω → Zω given by
f(x)(n) =
{
0 if x(n) is even,
1 if x(n) is odd,
for each n ∈ ω. Similarly, EH3 ≤B EH2 .
Example 1.4. In [11], Christian Rosendal showed that the coset equivalence rela-
tion of the subgroup
B = {x ∈ Zω : (∃M)(∀n)(|x(n)| ≤M)}
is Borel-complete for Kσ equivalence relations. In particular, EH ≤B EB, for each
Kσ subgroup of Zω. There are, however, Kσ subgroups which are not group-
homomorphism reducible to B. For example,
2B = {x ∈ B : (∀n)(x(n) is even)} g B,
since Zω/2B has elements of order 2 and Zω/B has no elements of finite order.
Our work on≤g was motivated in part by the last example. In particular we won-
dered if there would be an analog of Rosendal’s theorem for group-homomorphism
reductions. In other words, are there ≤g-complete Kσ subgroups?
Naturally, one can ask this question for classes besides Kσ. This suggests the
following definition.
Definition 1.5. Let G1, G2 be Polish groups and C a class of subgroups of G1.
We say that a subgroup K of G2 is universal for subgroups of G1 in C if, and only
if, for each subgroup H ⊆ G1, with H ∈ C, we have H ≤g K.
In the case that G1 = G2 and K ∈ C, we simply say that K is a universal C
subgroup of G1.
In this context, the simplest classes to study are those for which membership of
a subgroup H in the class is determined by the nature of a generating set for H .
In the present paper, we will consider two classes of subgroups with this property,
namely the classes of Kσ and compactly generated subgroups. In [1], we take up
the study of Σ1n and Π
1
1 subgroups.
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1.2. Summary of results. Our main results concern the existence of universalKσ
and universal compactly generated subgroups in the countable powers and products
of various Polish groups.
The following is our principal positive result.
Theorem 1.6. Let (Gn)n∈ω be a sequence of locally compact Polish groups, each
term of which occurs infinitely often (up to isomorphism). We have the following;
(1)
∏
nGn has a universal compactly generated subgroup.
(2)
∏
nGn has a universal Kσ subgroup.
Although stated for products, Theorem 1.6 implies that the countable power of
any locally compact group has universal Kσ and compactly generated subgroups,
e.g., Zω2 , Z
ω , Rω, Qω (with the discrete topology on Q) and Tω (where T is the unit
circle in C).
For the case of groups which are not locally compact, we have an “approxima-
tion” of the last theorem.
Theorem 1.7. For every Polish group G, there is an Fσ subgroup H ⊆ Gω which
is universal for Kσ subgroups of G
ω, i.e., every Kσ subgroup of G
ω is a continuous
homomorphic pre-image of H.
We prove Theorems 1.6 and 1.7 in Sections 4.2 and 5, respectively. In Section 6,
we prove the following counterpoint to Theorem 1.7.
Theorem 1.8. There is no universal Kσ subgroup of S
ω
∞.
Theorem 1.8 is, in essence, a “sharpness” result for Theorems 1.6 and 1.7, sug-
gesting that neither can readily be improved.
The next two propositions will allow us to apply Theorems 1.6 and 1.7 in a
broader context, e.g., to groups which are not of the form GN.
Proposition 1.9. Suppose that G1 and G2 are topological groups such that there
exist continuous injective homomorphisms ϕ1 : G1 → G2 and ϕ2 : G2 → G1. Let C
be a class of subgroups which is closed under continuous homomorphic images. If
G1 has a universal C subgroup, then G2 also has a universal C subgroup.
Proof. LetH ⊆ G1 be a universal C subgroup of G1. We will show that H ′ = ϕ1(H)
is a universal C subgroup of G2. Indeed, fix a C subgroup K ⊆ G2. By the closure
properties of C, ϕ2(K) is a C subgroup of G1. Let ψ : G1 → G1 be a continuous
endomorphism such that ϕ2(K) = ψ
−1(H). The injectivity of ϕ1 and ϕ2 implies
that K = (ϕ1 ◦ ψ ◦ ϕ2)
−1(H ′). This completes the proof. 
Remark. The hypothesis of Proposition 1.9 is a very weak form of bi-embeddability,
since the maps ϕ1 and ϕ2 need not have continuous inverses and hence need not
be isomorphisms between their domains and ranges.
Since the class of Fσ subgroups is not closed under continuous homomorphic
images, we require a stronger form of mutual embeddability to apply Theorem 1.7
to a larger class of groups. The next proposition follows by the same proof as
Proposition 1.9.
Proposition 1.10. Suppose that G1 and G2 are Polish groups, each of which is
isomorphic to a closed subgroup of the other. If G1 has a universal Fσ subgroup for
Kσ, then so does G2.
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As an example, consider the Polish group cω0 , where c0 is the additive group
of sequences of real numbers tending to zero (with the sup-metric). In the weak
sense of Proposition 1.9, cω0 is bi-embeddable with R
ω. (We give more details in
Section 7.) Proposition 1.9 thus implies that cω0 has universal Kσ and universal
compactly generated subgroups, even though c0 is not a product of locally compact
groups.
Consider the groups S∞ and Aut(Q), both of which embed their countable pow-
ers as closed subgroups. Theorem 1.7 and Proposition 1.10 together yield an Fσ
subgroup of S∞ (resp., of Aut(Q)) which is universal forKσ subgroups of S∞ (resp.,
of Aut(Q)).
In Section 7, we give more details of such examples and provide further appli-
cations of Theorem 1.6 in conjunction with Proposition 1.9. We will also show
that a class of standard Banach and Hilbert spaces, viewed as complete topological
groups, have universal Kσ and compactly generated subgroups.
Section 4.1 is a brief detour exploring the relationship betweenKσ and compactly
generated subgroups. We obtain the following result.
Theorem 1.11. Suppose that G is countable discrete group. Every Kσ subgroup of
Gω is compactly generated if, and only if, every subgroup of G is finitely generated.
In particular, every Kσ subgroup of the countable power of a finite group is
compactly generated. Likewise, in Zω. Regarding this result, Arnold Miller [9]
has shown in that every Kσ subgroup of Rω is compactly generated. This is an
interesting complement to the theorem above as R is not discrete and, in general,
countable subgroups of R are not finitely generated.
In Section 8, we apply the method of Theorem 1.6 to demonstrate the existence
of complete Fσ ideals on ω, with respect to a weak form of Rudin-Keisler reduction.
2. Preliminaries and notation
The definitions and notation we use are standard and essentially identical to
those in Kechris [7] and Kanovei [6]. We recall some key points below.
A Polish space is a separable space whose topology is compatible with a complete
metric. A topological group is a topological spaceG equipped with a group operation
and an inverse map, such that the group operation is continuous as a function
G2 → G and the inverse map is continuous as a function G → G. Hence a Polish
group is a topological group, the topology of which is Polish.
Except when working with specific groups, we will always use multiplicative
notation for group operations. Henceforth, 1 will denote the identity element of a
multiplicative group.
It is useful to have the notion of a group word. An n-ary group word w is a func-
tion taking n symbols as input and combining these symbols using multiplication
and inverses. For example, w(a, b, c) = b−1ac−1 is a ternary group word. For an
n-ary group word w and a topological group G, note that w induces a continuous
function Gn → G. When there is no ambiguity, we will sometimes write w for
w(a1, . . . , an).
For A ⊆ G, we let w[A] denote the set
{w(x1, . . . , xm) : x1, . . . , xm ∈ A}
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We let 〈A〉 denote the subgroup generated by A, i.e., the smallest (with respect to
containment) subgroup of G which contains A. Equivalently,
〈A〉 =
⋃
{w[A] : w is a group word}.
For subsets A,B of a group G and g ∈ G, we let AB denote the set {ab : a ∈
A & b ∈ B}, gA denote {ga : a ∈ A} and A−1 denote {a−1 : a ∈ A}. Likewise,
define A+B and −A, in the case of additive groups.
If x is any sequence, we let x(n) denote the nth term (or bit) of x. We denote the
length n initial segment of x by x ↾ n. If I ⊂ ω is the interval {k, k+1, . . . , k+m},
then x ↾ I denotes the finite sequence
(x(k), x(k + 1), . . . , x(k +m)).
For a set A of sequences, we let A ↾ n denote the set {x ↾ n : x ∈ A}.
For finite sequences s, t, sat denotes the concatenation of s and t. If t is the
length 1 sequence (a), for some a ∈ X , we simply write saa, for sat.
If X is any set and a ∈ X , an denotes the finite sequence (a, . . . , a) ∈ Xn and a¯
the infinite sequence (a, a, . . .) ∈ Xω.
If T ⊆ X<ω is a tree, then [T ] denotes the set {x ∈ Xω : (∀n)(x ↾ n ∈ T )}. If
T ⊆ (X × Y )<ω is a tree, then p[T ] denotes the set {x ∈ Xω : (∃y ∈ Y ω)((x, y) ∈
[T ])}.
For α, β ∈ ωω, we write α ≤ β to mean that (∀i)(α(i) ≤ β(i)). Similarly, if
s, t ∈ ωk, s ≤ t means that s(i) ≤ t(i), for each i < k.
Finally, if A is a subset of a topological space X , cl(A) denotes the (topological)
closure of A.
3. A universal closed subgroup of Zω
The following is our simplest result. Although it does not fit into the scheme
outlined in Section 1.2, it provides an example of the type of “coding” we will use
to produce universal subgroups.
Theorem 3.1. There is a universal closed subgroup of Zω.
Proof. Zk is a free, finitely-generated, Abelian group. Hence all of its subgroup are
also finitely generated (see Lang [8, 7.3]). In particular, there are only countably
many subgroups of Zk. Enumerate them as Gk0 , G
k
1 , . . .. For each n, k, let I
k
n ⊆ ω
be an interval of length k, such that that {Ikn : n, k ∈ ω} partition ω.
Define a closed subgroup G of Zω by
x ∈ G ⇐⇒ (∀k, n)(x ↾ Ikn ∈ G
k
n).
We will show that G is a universal closed subgroup. Let H be an arbitrary closed
subgroup of Zω. We show that H ≤g G.
Let T be a pruned tree on Z such that H = [T ]. Note that, because T is pruned,
T ∩Zk is a subgroup of Zk, for each k. Given k, let nk be such that T ∩Zk = Gknk .
Define a continuous group homomorphism ϕ : Zω → Zω by
ϕ(x) ↾ Ikn =
{
x ↾ k if n = nk,
0k otherwise.
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For x ∈ Zω and y = ϕ(x), we have
x ∈ H ⇐⇒ (∀k)(x ↾ k ∈ T ∩ Zk)
⇐⇒ (∀k)(y ↾ Iknk ∈ G
k
nk
)
⇐⇒ (∀k, n)(y ↾ Ikn ∈ G
k
n)
⇐⇒ ϕ(x) ∈ G.
The third ‘ ⇐⇒ ’ follows from the fact that, if n 6= nk, then y ↾ Ikn = 0
k ∈ Gkn.
This shows that H ≤g G. 
If G is a finite group, then there are only finitely many subgroups of Gk, for each
k. Thus we have the following corollary to the proof of Theorem 3.1.
Corollary 3.2. If G s a finite group, then Gω has a universal closed subgroup.
4. Kσ subgroups
In Section 4.1 we study the relationship between Kσ and compactly generated
subgroups and prove Theorem 1.11. In Section 4.2, we produce universal Kσ and
compactly generated subgroups in the direct product of any sequence of locally
compact Polish groups, with infinitely often repeated factors, thereby proving The-
orem 1.6.
4.1. Kσ vs. compactly generated subgroups. A compactly generated subgroup
will always be Kσ. Examples of such subgroups in Zω are
B = {x : x is bounded}
(generated by the set of all 0-1 sequences) and
Fin = {x : (∀∞n)(x(n) = 0)}
(generated by the set of 0-1 sequences with at most one nonzero bit).
In some cases, the classes of Kσ and compactly generated subgroups coincide.
The following two theorems give a sufficient condition for this to be the case. In
particular, they imply that every Kσ subgroup of Zω is compactly generated.
Theorem 4.1. For a Polish group G, every Kσ subgroup of G is compactly gener-
ated if, and only if, every countable subgroup of G is compactly generated.2
Proof. The “only if” part follows from the fact that every countable subgroup is
Kσ.
For the “if” part, suppose that H =
⋃
nKn is a Kσ subgroup of G. Let U0 ⊇
U1 ⊇ . . . be a neighborhood base at the identity element 1 ∈ G, with the additional
property that each cl(Un+1) ⊆ Un. For each n
{xUn+1 : x ∈ Kn}
covers Kn. By compactness, there exists a finite set Sn ⊆ Kn such that
{xUn+1 : x ∈ Sn}
still covers Kn. Now let
K∗n =
⋃
x∈Sn
x−1((xcl(Un+1)) ∩Kn).
2For countable subgroups, note that compactly generated is not the same as finitely generated,
e.g., Q ⊆ R is generated by { 1
n
: n ∈ ω} ∪ {0}, but is not finitely generated.
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First note that, as the finite union of translates of compact sets, K∗n is compact.
Also, K∗n ⊆ H and 1 ∈ K
∗
n ⊆ U¯n+1 ⊆ Un. Furthermore, Kn ⊆ 〈K
∗
n ∪ Sn〉. Let
K∗ =
⋃
nK
∗
n. Then K
∗ ⊆ H and
H = 〈K∗ ∪
⋃
n
Sn〉.
We claim that K∗ is compact. Indeed, suppose that z0, z1, . . . ∈ K∗. If there is
n such that zj ∈ K∗n, for infinitely many j, then (zj)j∈ω has a subsequential limit in
K∗n, by compactness. On the other hand, suppose that there are only finitely many
zj in each K
∗
n. Let n0 < n1 < . . . and j0, j1, . . . be such that for each k, zjk ∈ K
∗
nk
.
Then for each k, zjk ∈ Unk . Hence zjk → 1 ∈ K
∗, as k →∞.
Let S ⊆ H be the subgroup generated by
⋃
n Sn (a countable subgroup). By
assumption, S is compactly generated. Therefore, take a compact set C ⊆ S with
S = 〈C〉. Then H will be generated by the compact set K∗ ∪ C. 
We now restate and prove Theorem 1.11.
Theorem 1.11. Suppose that G is countable discrete group. Every Kσ subgroup of
Gω is compactly generated if, and only if, every subgroup of G is finitely generated.
Proof. First suppose that there is a subgroupH of G which is not finitely generated.
Then H∗ = {a¯ : a ∈ H} is a Kσ subgroup of Gω with no compact generating set.
Suppose now that every subgroup of G is finitely generated. We will show that
every Kσ subgroup of G
ω is compactly generated. By the previous theorem, it
suffices to show that every countable subgroup of Gω is compactly generated. Fix
a countable subgroup C = {x1, x2, . . .}. For each n, let Cn = {x ∈ C : x ↾ n = 1
n}.
Claim 1. For each n, there is a finite set Fn ⊆ Cn such that if x ∈ Cn, then there
exists a group word w in the elements of Fn such that x · w−1 ∈ Cn+1.
Proof of claim. For each Cn there is a finite set Fn ⊆ Cn such that {x(n) : x ∈ Fn}
generates {x(n) : x ∈ Cn}, since the latter is a subgroup of G.
This implies that, for each x ∈ Cn there is a group word w in the elements
of Fn such that x(n) = w(n). Hence x(n) · w−1(n) = 1. On the other hand,
x ↾ n = w ↾ n = 1n, since x,w ∈ Cn. Thus
x · w−1 ↾ (n+ 1) = 1n+1.
In other words, x · w−1 ∈ Cn+1. This proves the claim.
Claim 2. For each n there exists x˜n ∈ Cn and a group word wn in the elements
of F0 ∪ . . . ∪ Fn−1 such that xn = x˜n · wn.
Proof of claim. The argument is a finite induction. Let wn,0 be a group word in
the elements of F0, as in Claim 1, such that xn · w
−1
n,0 ∈ C1. Set xn,1 = xn · w
−1
n,0.
Now let wn,1 be a group word in the elements of F1 such that xn,1 ·w
−1
n,1 ∈ C2 and
define xn,2 = xn,1 · w
−1
n,1. In general, we obtain xn,i ∈ Ci and group words wn,i in
the elements of Fi such xn,i+1 = xn,i · w
−1
n,i ∈ Ci+1.
Let x˜n = xn,n and wn = wn,n−1 · . . . · wn,0. Observe that wn is a group word in
the elements of F0 ∪ . . . ∪ Fn−1, x˜n ∈ Cn and xn = x˜n · wn, as desired.
Claim 2 implies that each xn is in the subgroup generated by x˜n together with
F0 ∪ . . . ∪ Fn−1. Thus the set
C˜ =
⋃
n
({x˜n} ∪ Fn)
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generates C.
It remains to check that C˜ is compact. For each n, observe that there are only
finitely many elements x ∈ C˜ such that x(n) 6= 1, since all such elements are
contained in {x˜i : i ≤ n} ∪ F0 ∪ . . . ∪ Fn. Thus every infinite sequence of distinct
elements of C˜ must converge to 1¯. This implies that every infinite sequence in C˜
is either eventually constant or has a subsequence converging to 1¯. 
We enumerate a couple of direct consequences.
(1) Every Kσ subgroup of Zω is compactly generated. (Since every subgroup
of Z is singly generated.)
(2) If G is a finite group, then everyKσ subgroup of G
ω is compactly generated.
For a Polish group G, even if there are non-compactly generated Kσ subgroups,
we can still ask whether or not every Kσ subgroup is group-homomorphism re-
ducible to a compactly generated one. The following two examples illustrate the
range of possibilities.
Example 4.2. Let S =
⊕
ω Z be the direct sum of countably many copies of Z.
Unlike Z, the countable group S is not finitely generated. Thus, with the discrete
topology, S is Kσ, but not compactly generated. (In a discrete space, compact is
the same as finite.)
By extension, not all Kσ subgroups of S
ω will be compactly generated. For
example, {x ∈ Sω : x is a constant sequence}. On the other hand, we will see that
every Kσ subgroup is group-homomorphism reducible to a compactly generated
one. We begin by showing that Sω may be mapped one-to-one homomorphically
into Zω. Let ϕn : S → Z be the projection map onto the nth coordinate. Define
ψ : Sω → Zω by
ψ(x)(〈m,n〉) = ϕn(x(m)),
where 〈·, ·〉 : ω2 ←→ ω is a fixed bijection. The map ψ is a continuous injective
homomorphism whose range is the Π03 subgroup
{y ∈ Zω : (∀m)(∀∞n)((x(〈m,n〉) = 0)}.
Now letH ⊆ Sω be anyKσ subgroup. The image ψ(H) ⊆ Zω is alsoKσ (because
ψ is continuous) hence compactly generated by Theorem 1.11. Say ψ(H) = 〈K〉.
Let i : Zω → Sω be the natural “inclusion” map. Then i(K) ⊆ Sω is compact and
H = (i ◦ ψ)−1(〈i(K)〉), because i ◦ ψ is injective.
For our next example, we introduce some terminology. Suppose that H is a
subgroup of an Abelian group G (with additive notation) and x ∈ H . We say that
x is divisible in H to mean that for each n ∈ ω, there exists y ∈ H such that x = ny.
Note that for subgroups H1, H2 ⊆ G, if ϕ : G→ G is a group homomorphism such
that ϕ−1(H2) = H1 and x ∈ H1 is divisible in H1, then ϕ(x) ∈ H2 is divisible in
H2.
Example 4.3. Consider the group Q of rational numbers with the discrete topol-
ogy. We will see that there areKσ subgroups ofQω that are not group-homomorphism
reducible to any compactly generated subgroup.
We first claim that there are no nonzero divisible elements in a compactly gen-
erated subgroup of Qω. Indeed, suppose that, on the contrary, H is generated by
the compact set K and there is a nonzero element x ∈ H , with x divisible in H .
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Let m ∈ ω be such that x(m) 6= 0. Let
A = {y(m) : y ∈ K}.
Note that, since x is divisible in H , x(m) will be divisible in 〈A〉 ⊂ Q. As K is
compact and we have given Q the discrete topology, A must be finite. Therefore,
let k ∈ Z be such that ka ∈ Z, for each a ∈ A. This implies that, for any b ∈ 〈A〉,
we also have kb ∈ Z. Let n be large enough that k
n
x(m) /∈ Z. Thus 1
n
x(m) /∈ 〈A〉,
contradicting the divisibility of x(m) in 〈A〉.
We now exhibit a Kσ subgroup which is not group-homomorphism reducible to
any compactly generated subgroup. Consider the subgroup
Fin = {x ∈ Qω : (∀∞n)(x(n) = 0)}.
Fin is Kσ and every element of Fin is divisible in Fin. Suppose that ϕ : Qω → Qω
is a continuous homomorphism and H is a subgroup such ϕ−1(H) = Fin. In the
first place, we have that ker(ϕ) ⊆ Fin. Note, however, that ker(ϕ) 6= Fin, since
then we would have ϕ ≡ 0 because Fin is dense in Qω. Hence there exists x ∈ Fin
with ϕ(x) 6= 0. Since x is divisible in Fin, we have that ϕ(x) is divisible in H and
nonzero. Thus H cannot be compactly generated, by the comments above.
4.2. Universal subgroups. Before giving the proof of Theorem 1.6, we consider
the special case of Zω to illustrate the main ideas in a more straightforward setting.
4.2.1. The case of Zω.
Theorem 4.4. There is a universal compactly generated subgroup of Zω.
Proof. We essentially construct a ≤g-complete compact subset of Zω.
For each m ∈ ω, let Ak0 , A
k
1 , . . . list all finite subsets of Z
k which contain 0k and
are such that −Akj = A
k
j . Let I
k
j (k, j ∈ ω) partition ω, with each I
k
j an interval of
length k. Define K0 ⊂ Zω by
x ∈ K0 ⇐⇒ (∀k, j)(x ↾ I
k
j ∈ A
k
j ).
Note that K0 is compact and −K0 = K0. Consider 〈K0〉 (the subgroup generated
by K0). We show that 〈K0〉 is universal for compactly generated subgroups of Zω.
Suppose that 〈K〉 is any compactly generated subgroup. With no loss of gener-
ality, we assume that −K = K and 0¯ ∈ K. There is a pruned tree T on Z such
that K = [T ]. Since K is compact, all levels of T must be finite. For each k, choose
τ(k) ∈ ω such that Ak
τ(k) = T ∩ Z
k. Define a homomorphism ϕ : Zω → Zω by
ϕ(x) ↾ Ikj =
{
x ↾ k if j = τ(k),
0k otherwise.
Observe that ϕ−1(K0) = K. The following claim will complete the proof of this
theorem.
Claim. ϕ−1(〈K0〉) = 〈K〉.
Proof of claim. Suppose that x ∈ 〈K〉, with x1, . . . , xm ∈ K such that x = x1 +
. . .+xm. (Note that, since −K = K, all elements of 〈K〉 are finite sums of elements
of K.) Then ϕ(x1), . . . , ϕ(xm) ∈ K0 and hence ϕ(x) = ϕ(x1)+ . . .+ϕ(xm) ∈ 〈K0〉.
Suppose, on the other hand, that ϕ(x) ∈ 〈K0〉, with y1, . . . , ym ∈ K0 such that
ϕ(x) = y1 + . . .+ ym. (Again, because −K0 = K0, 〈K0〉 is the set of finite sums of
members of K0.) We want x1, . . . , xm ∈ K with x = x1 + . . .+ xm.
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For each i ≤ m, let vki = yi ↾ I
k
τ(k). Since each yi ∈ K0, the definition of K0
implies that each
vki ∈ A
k
τ(k) = T ∩ Z
k.
Hence (because T is pruned) there exists xki ∈ K such that
xki ↾ k = v
k
i .
By the compactness of K, we may iteratively (for i ≤ m) take convergent sub-
sequences of (xki )k∈ω to obtain a common subsequence k0 < k1 < . . . such that, for
each i ≤ m, (xkni )n∈ω is convergent, with limit xi ∈ K. Finally, fix p and let kn ≥ p
be large enough that xkni ↾ p = xi ↾ p, for each i ≤ m. Thus
x ↾ p =
∑
i≤p
vkni ↾ p
=
∑
i≤p
xkni ↾ p (because kn ≥ p)
=
∑
i≤p
xi ↾ p.
As p was arbitrary, we have x =
∑
i≤m xi ∈ 〈K〉. This completes the proof. 
Corollary 4.5. There is a universal Kσ subgroup of Zω.
Proof. Since every Kσ subgroup of Zω is compactly generated by Theorem 1.11,
Theorem 4.4 actually gives a universal Kσ subgroup of Zω. 
4.2.2. Proof of Theorem 1.6. In this section, we prove the following theorem.
Theorem 1.6. Let (Gn)n∈ω be a sequence of locally compact Polish groups, each
term of which occurs infinitely often (up to isomorphism). We have the following;
(1)
∏
nGn has a universal compactly generated subgroup.
(2)
∏
nGn has a universal Kσ subgroup.
Note that if every Kσ subgroup of
∏
nGn is reducible to a compactly generated
subgroup, then part (1) of this result implies part (2). On the other hand, in
Section 4.1 we saw examples of Kσ subgroups of Polish groups which do not reduce
to compactly generated subgroups. In such cases, (1) and (2) remain distinct
results.
As mentioned in the Introduction, the following is a corollary of Theorem 1.6.
Corollary 4.6. If G is locally compact, then Gω has universal compactly generated
and Kσ subgroups.
For most of the examples we consider in Section 7, we will only use the statement
of Corollary 4.6.
Our key lemma in the proof of Theorem 1.6 is a restricted, but refined, version
of Theorem 1.6(1). (Recall that for an m-ary group word w, we define w[K] =
{w(x1, . . . , xm) : x1, . . . , xm ∈ A}.)
Lemma 4.7. Let G be a locally compact Polish group with identity element 1.
There exists a compact set K0 ⊆ Gω with 1¯ ∈ K0 and the property that for each
compact K ⊆ Gω, with 1¯ ∈ K, there is a continuous group homomorphism ϕ :
Gω → Gω such that, for each group word w,
ϕ−1(w[K0]) = w[K].
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In particular, 〈K0〉 is a universal compactly generated subgroup of Gω.
Basic notions. We begin with some notation and facts we will use in the proof of
Lemma 4.7. From now on, fix a locally compact Polish group G, with identity
element 1.
The following lemma gives a neighborhood base at 1 with the specific properties
we require.
Lemma 4.8. There is a neighborhood base {Uk} at 1 such that
(1) Each Uk has compact closure.
(2) U0 ⊇ U1 ⊇ . . ..
(3) For each k, U−1k = Uk.
(4) For each k > 0, cl(UkUk) ⊆ Uk−1.
Proof. We construct the Uk inductively. Let V0 ⊇ V1 ⊇ . . . ∋ 1 be any “nested”
neighborhood base at 1, such that cl(V0) is compact. (Such Vk exist since G is
locally compact.) Let U0 = V0. Suppose that U0 ⊇ . . . ⊇ Uk are given with the de-
sired properties. By the continuity of the group operation, there is a neighborhood
V of 1 such that cl(V V ) ⊆ Vk ∩ Uk. By the continuity of the map (x, y) 7→ x−1y,
there is a neighborhood W of 1 such that W−1W ⊆ V . Let Uk+1 = W−1W . Then
(Uk+1)
−1 = Uk+1 and
cl(Uk+1Uk+1) ⊆ cl(V V ) ⊆ Uk.

Fix a neighborhood base {Uk}, as in the lemma above. For a, b ∈ G, write a ≈k b
(“a k-approximates b”) if, and only if, a−1b ∈ cl(Uk). Note that, by the properties
of the Uk,
(1) a ≈k a
(2) a ≈k b ⇐⇒ b ≈k a
(3) a ≈k b ≈k c =⇒ a ≈k−1 c
(4) (a ≈k b & k′ ≤ k) =⇒ a ≈k′ b
(5) limn an = a ⇐⇒ (∀k)(∀∞n)(an ≈k a).
If x, y ∈ Gω (or Gp), we will write x ≈k y to indicate that x(i) ≈k y(i), for each
i ∈ ω (or i < p). Item 5 above implies that for x, xn ∈ Gω
(4.1) lim
n
xn = x ⇐⇒ (∀p, k)(∀
∞n)(xn ↾ p ≈k x ↾ p)
Also note that, for each k and fixed a0 ∈ G, the set
{a ∈ G : a0 ≈k a}
is compact.
Fix a countable dense set D ⊆ G, with 1 ∈ D. Let n ≤ ω be the cardinality of
D, and # : D ←→ n be a bijection, with #1 = 0.
For x ∈ Gω and k ∈ ω, we define a sequence βkx ∈ D
ω (which we call the least
k-approximation of x) as follows; for each i, let ai ∈ D be the element with #ai
least such that ai ≈k x(i). Define βkx ∈ D
ω by
(∀i)(βkx(i) = ai).
Given a closed set K ⊆ Gω and k ∈ ω, let
Bk = {β
k
x ↾ k : x ∈ K}.
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Since K is closed, (4.1) above implies that x ∈ K if, and only if, (∀k)(βkx ↾ k ∈ Bk).
We have the following fact.
Lemma 4.9. If K ⊆ Gω is compact, then {βkx(n) : x ∈ K} is finite, for each
k, n ∈ ω. In particular, each Bk is finite.
Proof. Since K is compact, so is the set A = {x(n) : x ∈ K} ⊆ G. There is thus
a finite set Fn ⊆ D such that, for each x ∈ K, there is an a ∈ Fn with x(n) ≈k a.
As βkx(n) is the #-least element of D which k-approximates x(n), we conclude that
#βkx(n) ≤ max{#a : a ∈ Fn}, for each x ∈ K. Hence {β
k
x(n) : x ∈ K} is finite.
This implies that each Bk is finite, since Bk ⊆
∏
n<k Fn. 
Proof of Lemma 4.7. Fix a locally compact group G and let D, #, ≈k be defined
as above for G. For each k ∈ ω, let Ak0 , A
k
1 , . . . ⊆ D
k be such that, for each k, j, we
have
• Akj is finite.
• 1k ∈ Akj .
• For each finite A ⊆ Dk, with 1k ∈ A, there exists j such that A = Akj .
Let Ikj (for k, j ∈ ω) be intervals partitioning ω such that each I
k
j has length k.
Define K0 ⊆ Gω by
x ∈ K0 ⇐⇒ (∀k, j)(∃u ∈ A
k
j )(u ≈k x ↾ I
k
j ).
Note that K0 is compact since “u ≈k x ↾ Ikj ” defines a compact subset of G
k
and the existential quantifier is over a finite set. We shall show that 〈K0〉 has
the property that for any compact K ⊆ Gω , containing 1¯, there is a continuous
homomorphism ϕ : Gω → Gω with
ϕ−1(w[K0]) = w[K],
for each group word w.
Let K be an arbitrary compact subset of Gω , with 1¯ ∈ K. For each k, let
Bk = {β
k
x ↾ k : x ∈ K}
be as above. As we remarked in Lemma 4.9, the compactness of K implies that
each Bk is finite. Since 1¯ is its own least k-approximation, each Bk contains 1k.
For each k ∈ ω, we may therefore choose τ(k) ∈ ω such that
Akτ(k) = Bk.
Define a continuous group homomorphism ϕ : Gω → Gω by
ϕ(x) ↾ Ikj =
{
x ↾ k if j = τ(k),
1k otherwise.
Fix an m-ary group word w. The following two claims will complete the proof.
Claim 1. x ∈ w[K] =⇒ ϕ(x) ∈ w[K0].
Proof of claim. Since ϕ is a group homomorphism, it will suffice to show that
x ∈ K =⇒ ϕ(x) ∈ K0. Suppose that x ∈ K. For each k, let
uk = β
k
x ↾ k ∈ Bk = A
k
τ(k).
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Hence uk ≈k x ↾ k = ϕ(x) ↾ Ikτ(k). On the other hand, if j 6= τ(k), then ϕ(x) ↾ I
k
j =
1k ∈ Akj . Putting these together, we see that
(∀k, j)(∃u ∈ Akj )(u ≈k ϕ(x) ↾ I
k
j ).
Thus ϕ(x) ∈ K0. This completes the claim.
Claim 2. ϕ(x) ∈ w[K0] =⇒ x ∈ w[K].
Proof of claim. Let y1, . . . , ym ∈ K0 be such that ϕ(x) = w(y1, . . . , ym). We will
find x1, . . . , xm ∈ K such that x = w(x1, . . . , xm) and conclude that x ∈ w[K].
For each k, i, let
vki = yi ↾ I
k
τ(k)
and let uki ∈ A
k
τ(k) = Bk be such that u
k
i ≈k v
k
i . By the definition of Bk, there exist
xki ∈ K such that u
k
i ≈k x
k
i ↾ k, for each k and i ≤ m. Since K is compact, we may
take k0 < k1 < . . . and x1, . . . , xm ∈ K with limn x
kn
i = xi, for each i ≤ m.
Let zki = v
k
i
a1¯. We claim that
lim
n
zkni = xi.
Indeed, fix p, r ∈ ω and let M be large enough that whenever kn ≥M , we have
xkni ↾ r ≈p+2 xi ↾ r.
The existence of M follows from (4.1), since limn x
kn
i = xi. We may assume that
M > r, p+ 2 and so if kn ≥M , we have
zkni ↾ r = v
kn
i ↾ r
≈p+2 u
kn
i ↾ r
≈p+2 x
kn
i ↾ r
≈p+2 xi ↾ r.
Hence zkni ↾ r ≈p xi ↾ r, for all kn ≥M . As p, r were arbitrary, we conclude (again,
by (4.1)) that zkni → xi as n→∞.
We may now finish the claim. Observe that for fixed r and each kn > r, we have
x ↾ r = (ϕ(x) ↾ Ikn
τ(kn)
) ↾ r
= w(vkn1 , . . . , v
kn
m ) ↾ r
= w(zkn1 , . . . , z
kn
m ) ↾ r.
Taking the limit as n→∞ and using the fact that w induces a continuous function
Grm → Gr we conclude that
x ↾ r = w(x1, . . . , xm) ↾ r.
Since r was arbitrary, x = w(x1, . . . , xm) ∈ w[K]. This completes the proof. 
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Proof of main result. We first prove (1) of Theorem 1.6 and then prove (2) from
(1).
Proof of Theorem 1.6(1). Let (Gn)n∈ω be a sequence of locally compact Polish
groups, with each term occuring infinitely often up to isomorphism. This implies
that
∏
nGn
∼=
∏
n(G
ω
0 × . . .×G
ω
n)
∼=
∏
nG
ω
n . It will therefore suffice to show that
there is a compactly generated subgroup of
∏
n(G
ω
0 × . . .×G
ω
n) which is universal
for compactly generated subgroups of
∏
nG
ω
n .
For each n, note that Gω0 × . . .×G
ω
n
∼= (G0 × . . .×Gn)ω. As the direct product
of finitely many locally compact groups, G0 × . . . × Gn itself is locally compact.
Therefore take compact sets Kn ⊆ Gω0 × . . .×G
ω
n with 1¯ ∈ Kn, as in Lemma 4.7,
such that, for any compact K ⊆ Gω0 × . . .×G
ω
n with 1¯ ∈ K, there is a continuous
endomorphism ϕ of Gω0 × . . . ×G
ω
n such that ϕ
−1(w[Kn]) = w[K], for each group
word w.
Define a compact set K∞ ⊆
∏
n(G
ω
0 × . . .×G
ω
n) by
ξ ∈ K∞ ⇐⇒ (∀n)(ξ(n) ∈ Kn)
We will show that 〈K∞〉 is universal for compactly generated subgroups of
∏
nG
ω
n .
Indeed, fix an arbitrary compactly generated subgroup 〈K〉 ⊆
∏
nG
ω
n . We may
assume that 1¯ ∈ K. For each n, Lemma 4.7 gives an endomorphism ϕn of G
ω
0 ×
. . .×Gωn such that
(4.2) ϕ−1n (w[Kn]) = w[K ↾ (n+ 1)] = w[K] ↾ (n+ 1),
for each group word w. (Recall here that K ↾ (n + 1) = {x ↾ (n + 1) : x ∈ K} ⊆
Gω0 × . . .×G
ω
n .)
Define a continuous homomorphism ϕ :
∏
nG
ω
n →
∏
n(G
ω
0 × . . .×G
ω
n) by
ϕ(x)(n) = ϕn(x ↾ (n+ 1)),
for each n. The following claim will complete the proof.
Claim. ϕ−1(〈K∞〉) = 〈K〉.
Proof of claim. It suffices to show that, for each group word w,
(4.3) ϕ−1(w[K∞]) = w[K].
Fix a group word w. Armed with (4.2) and the fact that w[K] is compact, we have
x ∈ w[K] ⇐⇒ (∀n)(x ↾ (n+ 1) ∈ w[K] ↾ (n+ 1))
⇐⇒ (∀n)(ϕn(x ↾ (n+ 1)) ∈ w[Kn])
⇐⇒ (∀n)(ϕ(x)(n) ∈ w[Kn])
⇐⇒ ϕ(x) ∈ w[K∞].
The third “ ⇐⇒ ” follows from the definition of ϕ(x)(n) as ϕn(x ↾ (n + 1)). This
completes the proof. 
Remark. In the proof above, (4.3) and the definition of K∞ imply that the state-
ment of Lemma 4.7 holds for
∏
nGn, i.e., 1¯ ∈ K∞ and, for each compact K ⊆∏
nGn containing 1¯, there is a continuous homomorphism ϕ :
∏
nGn →
∏
nGn
with ϕ−1(w[K∞]) = w[K], for each group word w.
Considering the group word w0(a) = a and noting that 〈K〉 =
⋃
w w[K], we
obtain the following corollary to the proof of Theorem 1.6(1).
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Corollary 4.10. Suppose (Gn)n∈ω are as above. There exists a compact set K0 ⊆∏
nGn such that 1¯ ∈ K0 and for each compact K ⊆
∏
nGn with 1¯ ∈ K, there is a
continuous group homomorphism ϕ :
∏
nGn →
∏
nGn such that
ϕ−1(K0) = K and ϕ
−1(〈K0〉) = 〈K〉.
We will use this in the next proof.
Proof of Theorem 1.6(2). Fix a sequence (Gn)n∈ω of locally compact Polish groups,
as above. For each n, let Dn ⊆ Gn be a countable dense set, containing the identity
element 1n ∈ Gn. For each n, fix an enumeration {xn0 , x
n
1 , . . .} of Dn, with x
n
0 = 1n,
and fix a neighborhood Un ∋ 1n, with cl(Un) compact.
For each n and x ∈
∏
nGn, define x
∗ ∈ ωω by
x∗(n) = min{i : (xni )
−1x(n) ∈ cl(Un)},
for each n ∈ ω. Define u∗ ∈ ωn analogously, for u ∈
∏
i<nGi. Observe that, by the
argument of Lemma 4.9, if K ⊆
∏
nGn is compact, then {x
∗ : x ∈ K} has compact
closure in ωω. Conversely, since each cl(Un) is compact, it follows that
{x ∈
∏
n
Gn : x
∗ ≤ α}
is compact, for each α ∈ ωω.
For notational reasons, we will consider the group
G′ =
∏
n∈ω
s∈ω<ω
(G0 × . . .×G|s|−1).
Note that n is a “dummy” index, serving only to produce infinitely many copies
of the term inside the product. For the sake of clarity, we remark that ξ(n, s) ∈
G0 × . . .×G|s|−1, for each n, s and ξ ∈ G
′.
Since each Gn is isomorphic to infinitely many other Gm, we have G
′ ∼=
∏
nGn.
To prove our theorem, it will therefore suffice to produce a Kσ subgroup of G
′
which is universal for Kσ subgroups of
∏
nGn.
Let K0 ⊆
∏
nGn be as in Corollary 4.10. For each n, define
An = {ξ ∈ G
′ : (∀n′ ≥ n)(∀s ∈ ω<ω)(ξ(n′, s) ∈ K0 ↾ |s|)}.
For each n, the subgroup 〈An〉 is Fσ. This follows from the fact that each An is
the direct product of a compact set with factors of the form G0 × . . .×Gk.
Define the set
A˜ = {ξ ∈ G′ : (∀∞n, s)(ξ(n, s)∗ ≤ s)}.
It follows that A˜ is Kσ and hence 〈A˜〉 is as well. Let
H0 = 〈A˜〉 ∩
⋃
n
〈An〉
and note that, since the term
⋃
n〈An〉 is an increasing union of subgroups, H0 itself
is a subgroup of G′. As the intersection of an Fσ set with a Kσ set, H0 is Kσ. We
will show that H0 is universal for Kσ subgroups of
∏
nGn.
Let B =
⋃
nBn be an arbitrary Kσ subgroup of
∏
nGn, with each Bn compact
and 1¯ ∈ B0 ⊆ B1 ⊆ . . .. Take continuous endomorphisms ψn of
∏
nGn such that
ψ−1n (K0) = Bn and ψ
−1
n (〈K0〉) = 〈Bn〉,
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for each n. Each ψm(Bn) is compact. As noted above, this implies that the closure
of {x∗ : x ∈ ψm(Bn)} is compact in ωω. Thus we may choose αn ∈ ωω such that
each αn is increasing, α0 ≤ α1 ≤ . . . and x∗ ≤ αn, for each x ∈
⋃
n′≤n ψn′(Bn).
Define ψ :
∏
nGn → G
′ by
ψ(x)(n, s) =
{
ψn(x) ↾ p if s = αn+p ↾ p,
(10, . . . ,1p−1) otherwise,
for each n ∈ ω and s ∈ ω<ω with p = |s|. It remains to show that ψ−1(H0) = B.
Claim 1. If ψ(x) ∈ H0, then x ∈ B.
Proof of claim. Let n be such that ψ(x) ∈ 〈An〉, with w a group word such that
ψ(x) ∈ w[An]. For each p, if s = αn+p ↾ p, we have
ψn(x) ↾ p = ψ(x)(n, s)
∈ {ξ(n, s) : ξ ∈ w[An]}
= w[K0 ↾ p]
= w[K0] ↾ p
and hence ψn(x) ∈ w[K0], since the latter is closed. (As the continuous image of
a compact set, w[K0] is compact.) This implies that ψn(x) ∈ 〈K0〉 and, since ψn
reduces 〈Bn〉 to 〈K0〉, we conclude that x ∈ 〈Bn〉 ⊆ B.
Claim 2. If x ∈ B, then ψ(x) ∈ H0.
Proof of claim. Suppose that x ∈ B, say x ∈ Bn0 . We first verify that ψ(x) ∈ An0 .
Fix n ≥ n0 and s ∈ ω<ω, with p = |s|. If s 6= αn+p ↾ p, then ψ(x)(n, s) =
(10, . . . ,1p−1) ∈ K0 ↾ p, since 1¯ ∈ K0. On the other hand, if s = αn+p ↾ p, then
ψ(x)(n, s) = ψn(x) ↾ p ∈ K0 ↾ p,
since ψn(Bn0) ⊆ ψn(Bn) ⊆ K0, by assumption. As n ≥ n0 and s were arbitrary,
we see that ψ(x) ∈ An0 .
It remains to see that ψ(x) ∈ 〈A˜〉. Naturally, it suffices to prove that ψ(x) ∈ A˜.
We must show that, for all but finitely many n, s,
(4.4) (ψ(x)(n, s))∗ ≤ s
Fix n, s with p = |s|. If s 6= αn+p ↾ p, then (4.4) follows, since ψ(x)(n, s) =
(10, . . . ,1p−1) and (10, . . . ,1p−1)
∗ = 0p. If s = αn+p ↾ p and n + p ≥ n0, then
(ψn(x))
∗ ≤ αn+p, since x ∈ Bn0 ⊆ Bn and n ≤ n+ p. Hence
(ψ(x)(n, s))∗ = ψn(x)
∗ ↾ p
≤ αn+p ↾ p
= s
and (4.4) holds for n, s. We see that (4.4) only fails when n + |s| < n0 and s =
αn+|s| ↾ |s|. There are only finitely many such pairs n, s.
We have shown that ψ(x) ∈ A˜ and hence ψ(x) ∈ A˜∩An0 ⊆ H0. This completes
the proof. 
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5. Universal Fσ subgroups for Kσ
Theorem 1.6 gives a universal Kσ subgroup of G
ω whenever Gω is locally com-
pact. If G is arbitrary, we can still prove that there is an Fσ subgroup of G
ω which
is universal for Kσ subgroups of G
ω (Theorem 1.7 from Section 1). In Section 6,
we will show that Sω∞ does not have a universal Kσ subgroup, implying that this
result cannot, in general, be improved.
We recall Theorem 1.7 and give its proof below.
Theorem 1.7. For every Polish group G, there is an Fσ subgroup H ⊆ G
ω which
is universal for Kσ subgroups of G
ω.
Before proceeding, it is worth mentioning a corollary of Theorem 1.7. Recall
that a Polish group G is universal if every Polish group is isomorphic to a closed
subgroup of G.
Corollary 5.1. If G is a universal Polish group, then there is an Fσ subgroup
H0 ⊆ G such that, for any Kσ subgroup H of a Polish group G, there is a continuous
injective group homomorphism ϕ : G→ G such that H = ϕ−1(H0).
Proof. Let G be a universal Polish group and H˜0 ⊆ Gω an Fσ subgroup which
universal for Kσ subgroups of Gω. By the universality of G, we may identify H˜0
with an Fσ subgroup H0 ⊆ G. Observe that, since G itself is isomorphic to a closed
subgroup of Gω, H0 is universal for Kσ subgroups of G.
Fix any Polish group G and H ⊆ G, a Kσ subgroup. Let π : G → G be an
isomorphic embedding. Note that π(H) is a Kσ subgroup of G and hence there is
a continuous homomorpism ϕ : G→ G such that ϕ−1(H0) = π(H). Inspecting the
proof of Theorem 1.7 below, it will become apparent that ϕ can be chosen to be
injective. Since π is injective, it follows that (ϕ ◦ π)−1(H0) = H . 
It is a theorem of V. V. Uspenski˘ı (see Kechris [7, 9.18]) that there are universal
Polish groups. In particular, the homeomorphism group of the Hilbert cube is a
universal Polish group.
Notation. For the sake of the next proof, we introduce some notation. If w is a
group word, let w−1 denote the shortest group word such that (w(a0, . . . , am))
−1 =
w−1(a0, . . . , am), for any group elements a0, . . . , am. (For example, if w(a, b) =
ab, then w−1(a, b) = b−1a−1.) If w1, w2 are group words, let w1w2 denote the
concatenation of w1 and w2, i.e., for any group elements a0, . . . , am and b0, . . . , bn,
w1w2(a0, . . . , am, b0, . . . , bn) = w1(a0, . . . , am) · w2(b0, . . . , bn).
Proof of Theorem 1.7. Fix a Polish group G, with compatible metric d and identity
element 1. For x ∈ G and A ⊆ G, let dist(x,A) = inf{d(x, y) : y ∈ A}. Let B be
a countable topological basis for G and let F denote the set of all finite families
F ⊆ B such that 1 ∈
⋃
F .
Since our objective is to produce a subgroup of Gω with the desired universality
property, we will simplify notation by assuming that G is itself a countable power
(i.e., G ∼= Gω) and show that there is an Fσ subgroup of Gω of which every Kσ
subgroup of G is a continuous homomorphic pre-image. Specifically, we will work
with an isomorphic copy of Gω in the form of GF×ω.
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Define an Fσ subset H of G
F×ω by letting ξ ∈ H if, and only if, there exist an
n ∈ ω and an (m+ 1)-ary group word w such that, for each F ∈ F and n′ ≥ n,
ξ(F, n′) ∈ cl({w(x0, . . . , xm) : x0, . . . , xm ∈
⋃
F}).
The next two claims will complete the proof.
Claim 1. H is a subgroup of GF×ω.
Proof of claim. Let 1¯ denote the identity element of GF×ω. We have 1¯ ∈ H ,
witnessed by n = 0 and the word w(a) = a, since 1 ∈
⋃
F , for each F ∈ F .
Closure under taking inverses follows from from the observation that if n and w
witness ξ ∈ H , then n and w−1 will witness ξ−1 ∈ H .
Suppose that ξ1, ξ2 ∈ H . Let n1, n2 ∈ ω and w1, w2 be group words as in the
definition of H , witnessing the membership of ξ1 and ξ2 in H , respectively. Let
n = max{n1, n2} and w = w1w2. It follows from the definition of H that the pair
n,w witnesses the membership of the product ξ1ξ2 in H .
Claim 2. Every Kσ subgroup of G is a continuous homomorphic pre-image of H .
Proof of claim. Fix a Kσ subgroup
⋃
nKn of G, with each Kn compact and
1 ∈ K0 ⊆ K1 ⊆ . . .. For each n, k, let Fn,k ∈ F be a finite
1
k
-cover of Kn (i.e.,
each U ∈ Fn,k has diameter less than 1/k and Kn ⊆
⋃
Fn,k) with the property that
U ∩Kn 6= ∅, for each U ∈ Fn,k. Define a continuous homomorphism ψ : G→ GF×ω
by
ψ(x)(F, n) =
{
x if (∃k)(F = Fn,k),
1 otherwise.
We wish to see that
⋃
nKn = ψ
−1(H). Suppose first that x ∈ Kn and hence
x ∈ Kn′ , for each n′ ≥ n. If w is the group word w(a) = a, then n and w
witness ψ(x) ∈ H . Indeed, if n′ ≥ n and, for some k, we have F = Fn,k, then
ψ(x)(F, n′) = x ∈ Kn′ ⊆
⋃
Fn′,k. On the other hand, if, for every k, we have
F 6= Fn′,k, then ψ(x)(F, n) = 1 ∈
⋃
F , since F ∈ F .
Suppose now that ψ(x) ∈ H , witnessed by n,w, where w is (m + 1)-ary. This
implies that, for each k ∈ ω,
x = ψ(x)(Fn,k, n) ∈ cl({w(x0, . . . , xm) : x0, . . . , xm ∈
⋃
Fn,k}).
Hence, by the choice of Fn,k, there exist x
k
0 , . . . , x
k
m ∈ G such that, for each k ∈ ω,
(1) d(x,w(xk0 , . . . , x
k
m)) ≤ 1/k and
(2) dist(xki ,Kn) ≤ 1/k, for each i ≤ m.
Since Kn is compact, condition 2 implies that there are elements y0, . . . , ym ∈ Kn
and a subsequence k0 < k1 < . . . such that, for each i ≤ m,
x
kp
i → yi as p→∞.
More explicitly, for each pair k, i, there is an element zki ∈ Kn with
d(xki , z
k
i ) ≤ 1/k.
Hence one may iteratively (for each i ≤ m) take convergent subsequences of (zki )k∈ω
to obtain a common subsequence k0 < k1 < . . . such that (z
kp
i )p∈ω converges, for
each i ≤ m. Letting yi = limp z
kp
i , we have yi ∈ Kn and yi = limp x
kp
i .
It remains only to show that x = w(y0, . . . , ym) and thereby conclude that x ∈
〈Kn〉 ⊆ H . To this end, fix ε > 0. Let p0 be such that if p ≥ p0, we have
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(1) 1/kp < ε/2 and
(2) d(w(x
kp
0 , . . . , x
kp
m ), w(y0, . . . , ym)) < ε/2.
Such a p0 exists satisfying the second condition since w determines a continuous
map Gm → G and each sequence (x
kp
i )p∈ω converges to yi. For each p ≥ p0, we
now have
d(x,w(y0, . . . , ym)) ≤ d(x,w(x
kp
0 , . . . , x
kp
m )) + d(w(x
kp
0 , . . . , x
kp
m ), w(y0, . . . , ym))
< 1/kp + ε/2
< ε.
Since ε was arbitrary, we have shown that x = w(y0, . . . , ym). This completes the
claim and concludes the proof. 
6. The example of S∞
In this section we prove that there is a countable power with no universal Kσ
subgroup. In particular, we show that Sω∞ has no universal Kσ subgroup (Theo-
rem 1.8). This suggests that Theorem 1.6 cannot readily be expanded to a larger
class of Polish groups. In some sense, the example of S∞ also serves as a comple-
ment to Theorem 1.7, again suggesting that this may be a “best possible” result.
We state the main result of this section.
Theorem 6.1. Their is no Kσ subgroup of S
ω
∞ which is universal for compactly
generated subgroups of Sω∞.
This theorem shows (in a strong way) that Sω∞ has neither universal compactly
generated nor universal Kσ subgroups. Since S
ω
∞ embeds in S∞ as a closed sub-
group and vice versa, it follows from Proposition 1.10 that it will suffice to prove
Theorem 6.1 for S∞, in place of S
ω
∞.
Recall that the topology on S∞ is generated by the basic clopen sets
U(s) = {s ∈ S∞ : s ⊂ f},
where s : ω → ω is a finite injection. Hence the sets U(id ↾ n) form a neighborhood
basis at the identity. Becuase we will refer to these open sets several times in what
follows, we write Un for U(id ↾ n).
The fundamental elements of S∞ are cycles. We use the notation [a1, . . . , an] for
n-cycles and [. . . , a−1, a0, a1, . . .] for ∞-cycles. For π ∈ S∞, we let
supp(π) = {n : π(n) 6= n} = {n : π−1(n) 6= n}.
For any f ∈ ωω (viewed as a function ω → ω) we write fp for the p-fold composite
of f with itself, e.g., f2 = f ◦ f . We will use this notation both for permutations
of ω as well as arbitrary functions on ω.
For each α ∈ ωω, define
Kα = {f ∈ S∞ : f, f
−1 ≤ α},
where “f ≤ α” signifies that, for each n ∈ ω, f(n) ≤ α(n). Note that each Kα
is compact in S∞ and that every compact subset of S∞ is contained in some Kα.
Suppose that H =
⋃
nKn is a Kσ subset of S∞, with each Kn compact. To show
that H is not universal for compactly generated subgroups of S∞, it will suffice to
find a compact set K ⊆ S∞ such that no homomorphic image of K is contained
in H . For this, it is enough to assume that each Kn has the form Kβn , for some
βn ∈ ω
ω. We therefore show
UNIVERSAL SUBGROUPS OF POLISH GROUPS 21
Theorem 6.2. Given β0, β1, . . . ∈ ωω, there exists α ∈ ωω such that, for each con-
tinuous injective group homomorphism Φ : S∞ → S∞, we have Φ(Kα) *
⋃
nKβn.
We require a few lemmas.
Lemma 6.3. If Φ is a continuous endomorphism of S∞ and ker(Φ) 6= S∞, then Φ
is injective.
Proof. Since Φ is continuous, ker(Φ) is a closed normal subgroup of S∞. On the
other hand, it is a theorem of Schreier-Ulam that the only normal subgroups of S∞
are {id}, the infinite alternating group, the group of finite support permutations
and S∞ itself. Of these, only {id} and S∞ are closed. 
Noting that every Kσ subgroup of S∞ is a proper subgroup, Lemma 6.3 im-
plies that a group-homomorphism reduction between Kσ subgroups of S∞ must be
injective. (This follows from the fact that, if A = ϕ−1(B), then ker(ϕ) ⊆ A.)
Lemma 6.4. Suppose that α ∈ ωω is such that (∀n)(α(n) ≥ n). If f ∈ Kα and
s ⊂ f is a finite injection, then there is a finite support permutation π ∈ Kα such
that s ⊂ π.
Proof. Let S be the set of cycles σ ⊂ f such that supp(σ) intersects the domain or
range of s. Since s is a finite function, S is a finite set of disjoint cycles. For each
∞-cycle τ ∈ S, we will define a finite cycle τ∗ ∈ Kα such that τ∗ agrees with τ on
dom(s) ∪ ran(s). Write τ as
[. . . a−1, a0, a1, . . .].
Let n0, n1 ∈ Z be such that n0 ≤ n1 and if ai ∈ dom(s) ∪ ran(s), for some i,
then n0 ≤ i ≤ n1. By taking n1 large enough, we may assume that an1 > an0 . Let
m ≤ n0 be large enough that am < an1 and am−1 > an1 . (Note that we have strict
inequalities since τ is an ∞-cycle and hence all ai are distinct.) Define
τ∗ = [am, . . . , an0 , . . . , an1 ].
We will verify that τ∗ ∈ Kα, i.e., τ∗, (τ∗)−1 are both bounded by α. Since
τ ⊂ f ∈ Kα, we know that τ, τ−1 are bounded by α. Hence we need only check
that an1 ≤ α(am) and am ≤ α(an1 ), since τ
∗ agrees with τ , except at an1 . That
an1 ≤ α(am) follows from
an1 < am−1 = τ
−1(am) ≤ α(am).
(We are using the fact that τ−1 ≤ α.) On the other hand, am ≤ α(an1) follows
from the fact that
am < an1 ≤ α(an1),
by our assumption that (∀n)(α(n) ≥ n).
We may now define the desired π as in the statement of the lemma. Let π be
the product of all finite cycles in S together with all τ∗, for ∞-cycles τ ∈ S. 
Lemma 6.5. If Φ is a continuous endomorphism of S∞ and α, βm ∈ ωω are
such that (∀n)(α(n) ≥ n), Φ(Kα) ⊆
⋃
nKβm and {βm : m ∈ ω} is closed under
composition, then there exist n,m ∈ ω such that
Φ(Un ∩Kα) ⊆ Kβm .
Proof. The following claim is the core of the proof.
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Claim. There exists a finite support permutation π ∈ Kα and m ∈ ω such that
Φ(U(π) ∩Kα) ⊆ Kβm .
Proof of claim. Let C be the compact set Φ(Kα). Applying the Baire Category
Theorem to C, it follows that exists m ∈ ω such that Kβm ∩ C is non-meager
relative to C. As Kβm is closed, this implies that there exists a nonempty open set
V ⊆ S∞ such that V ∩ C ⊆ Kβm . Let U = Φ
−1(V). Since U ∩ Kα 6= ∅, there is
a finite injection s : ω → ω with U(s) ⊆ U and U(s) ∩ Kα 6= ∅. Lemma 6.4 thus
yields a finite support permutation π ∈ Kα such that U(π) ⊆ U . Hence
Φ(U(π) ∩Kα) ⊆ Φ(U ∩Kα) ⊆ (V ∩ C) ⊆ Kβm .
This completes the claim.
Suppose that π,m are as in the claim, such that Φ(U(π) ∩Kα) ⊆ Kβm . If n is
an upper bound for the support of π, then πn! = id. Note that each permutation
in U(π) ∩ Kα has the form π ◦ f , for some f ∈ Kα, with supp(f) disjoint from
supp(π). With this in mind, fix an arbitrary π ◦ f ∈ U(π) ∩Kα and observe that
πn!−1 ◦ π ◦ f = f
and hence Φ(f) is the composite of n! elements of Kβm , since Φ(π),Φ(π◦f) ∈ Kβm .
On the other hand, any composite of n! elements of Kβm is bounded by the n!-fold
composite of βm with itself. As we assumed that {βm : m ∈ ω} is closed under
composition, we conclude that Φ(Un ∩Kα) ⊆ Kβr , for an appropriate r ∈ ω. This
completes the proof. 
Lemma 6.6. Given increasing βm ∈ ωω, there exists α ∈ ωω such that, for each
n,m ∈ ω, there is no continuous injective group homomorphism Φ of S∞ with
Φ(Un ∩Kα) ⊆ Kβm.
Proof. For the sake of the present proof, if f ∈ S∞, we define a chain of roots of
length n for f to be a sequence f0, . . . , fn ∈ S∞ such that f0 = f and f2j = fj−1,
for each 1 ≤ j ≤ n.
Suppose that f ∈ Kα is a product of disjoint 2k-cycles, for some k ≥ 1. If
n ∈ supp(f) (i.e., f(n) 6= n), then f has no chain of roots in Kα, of length greater
than α(n). This follows from the fact that, were f0, . . . , fp a chain of roots of
length p > α(n), then at least one fj is not a member of Kα, as f0(n), . . . , fp(n)
are all distinct. Recall here that “square-roots” of products of disjoint 2k-cycles are
obtained by interleaving terms of distinct cycles to form permutations containing
products of disjoint 2k+1-cycles. (This is a consequence of the fact that, if σ is a
2m-cycle, for some m, then σ2 is a product of two disjoint 2m−1-cycles.)
As an example,
f0 = [0, 1] [2, 3] [4, 5] [6, 7]
f1 = [0, 2, 1, 3] [4, 6, 5, 7]
f2 = [0, 4, 2, 6, 1, 5, 3, 7]
is a chain of roots for f0, of length 2. We remark that this behavior does not
apply to cycles of other lengths. For instance, in the case of 3-cycles, one has
[1, 3, 2]2 = [1, 2, 3].
Let α ∈ ωω be such that, for each k ∈ ω, the permutation
fk = [k, k + 1] [k + 2, k + 3] . . .
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has a chain of roots in Kα of length at least
max
i≤k
(β4k+1i (k)) + 1.
We may further assume that (∀k)(α(k) ≥ k + 2).
Suppose, towards a contradiction, that Φ is a continuous endomorphism of S∞
with Φ(Un ∩ Kα) ⊆ Kβm , for some α ∈ ω
ω and m,n ∈ ω. For simplicity, write
βm = β. Let a ∈ ω be least such that Φ([n, n+ 1, n+ 2])(a) 6= a.
For each k ≥ n+ 2, we have that
Φ([n, n+ 1, k]) = Φ([n+ 2, k]) ◦ Φ([n, n+ 1, n+ 2]) ◦ Φ([n+ 2, k]).
Observe that
[n+ 2, k] = [n+ 2, n+ 3] [n+ 3, n+ 4] . . . [k − 1, k] [k − 2, k − 1] . . . [n+ 2, n+ 3]
and hence [n+2, k] is a product of fewer than 2k members ofKα, since each [j, j+1]
is in Kα. Thus Φ([n + 2, k]) is a product of fewer than 2k members of Kβ. (Since
each Φ([j, j + 1]) ∈ Kβ, for each j ≥ n.) In particular, Φ([n+ 2, k]) is bounded by
β2k, the 2k-fold composite of β with itself. (This follows in part from the fact that
β was assumed to be increasing.) Hence we have
Φ([n+ 2, k])−1(a) = Φ([n+ 2, k])(a) ≤ β2k(a)
and thus there exists b0 ∈ supp(Φ([n, n+ 1, k])) with b0 ≤ β2k(a).
As noted above, the choice of α guarantees that each [j, j + 1] ∈ Kα. Hence
[k, k + 1] [k + 2, k + 3] . . . ∈ Kα
and thus
h = Φ([k, k + 1] [k + 2, k + 3] . . .) ∈ Kβ.
Observe now that
Φ([n, n+ 1, k, k + 1] [k + 2, k + 3] [k + 4, k + 5] . . .) (∗)
= Φ([n, n+ 1, k] [k, k + 1] [k + 2, k + 3] . . .)
= Φ([n, n+ 1, k]) ◦ Φ([k, k + 1] [k + 2, k + 3] . . .)
= Φ([n, n+ 1, k]) ◦ h
As can be seen from the line marked (∗), this permutation has order 4, while
Φ([n, n+1, k]) has order 3. Thus supp(h) must intersect each orbit of Φ([n, n+1, k]),
as otherwise the permutation above will contain a 3-cycle and not be of order 4.
In particular, supp(h) contains an element of the orbit of b0 under Φ([n, n+ 1, k]).
This implies that supp(h) contains an element b1 ≤ β4k(a). As h is of order 2, it
must be a product of disjoint 2-cycles. We now conclude that h has no chain of
roots in Kβ , of length greater than β(b1) ≤ β4k+1(a). (Again, we are using the fact
that β is increasing to obtain this inequality.)
On the other hand, if k ≥ m, a, then
β4k+1(a) ≤ β4k+1(k) = β4k+1m (k) ≤ max
i≤k
(β4k+1i (k))
and [k, k + 1] [k + 2, k + 3] . . . has a chain of roots in Kα of length at least
max
i≤k
(β4k+1i (k)) + 1.
This is a contradiction since Φ maps Kα into Kβ and, being a homomorphism,
must preserve chains of roots. 
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We may now complete the proof of Theorem 6.2.
Proof of Theorem 6.2. Suppose that β0, β1, . . . ∈ ωω are given. With no loss of
generality, we may assume that {βm : m ∈ ω} is closed under compositions and
that each βm is strictly increasing. (Making these assumptions only enlarges the
Kσ set
⋃
mKβm . Also, these two assumptions do not conflict as the composite of
increasing functions remains increasing.)
Let α ∈ ω be as in Lemma 6.6, for {βm : m ∈ ω}. Here we may assume that
α(n) ≥ n, for each n. If there is a continuous endomorphism Φ of S∞ such that
Φ(Kα) ⊆
⋃
mKβm , then Lemma 6.5 yields m,n such that Φ(Un ∩ Kα) ⊆ Kβm .
This contradicts the properties of α. 
7. Examples
7.1. Basic examples. We restate a proposition from the Introduction which will
be our main tool in this section.
Proposition 1.9. Suppose that G1 and G2 are topological groups such that there
exist continuous injective homomorphisms ϕ1 : G1 → G2 and ϕ2 : G2 → G1. Let C
be a class of subgroups which is closed under continuous homomorphic images. If
G1 has a universal C subgroup, then G2 also has a universal C subgroup.
The following examples are direct applications of Proposition 1.9, together with
Theorem 1.6.
Example 7.1. Let c0 ⊂ Rω be the subgroup
{x ∈ Rω : lim
n
x(n) = 0}.
Recall that c0 is a separable Banach space (hence a Polish group) when equipped
with the sup-norm (denoted by ‖·‖sup). Let C be either the class of compactly
generated or Kσ subgroups. Since c0 is nowhere locally compact, Theorem 1.6
does not immediately give universal a C subgroup of cω0 . Nonetheless, we shall see
that cω0 has a universal C subgroup.
The Banach space topology on c0 refines the subspace topology inherited from
Rω. To see this, suppose that U = I0 × . . .× Ik−1 × Rω is a basic open set in Rω
(where I0, . . . , Ik−1 ⊆ R are bounded open intervals) and x0 ∈ U ∩ c0. Let ε > 0
be small enough that, for each n < k, the open interval (x0(n) − ε, x0(n) + ε) is
contained in In. If
B = {x ∈ c0 : ‖x− x0‖sup < ε},
then B is open in c0 and x ∈ B ⊆ U ∩c0. Hence U ∩c0 is open with respect to the
Banach space topology on c0. This implies that the inclusion map c0 → Rω is a
continuous injective homomorphism and hence so is the inclusion cω0 → R
ω×ω ∼= Rω.
To apply Proposition 1.9, we also need to check that there is a continuous
injective homomorphism of Rω into cω0 . Indeed, this is witnessed by the map
ϕ : Rω → cω0 where
ϕ(x)(n) = (x(n), 0, 0, . . .).
By Proposition 1.9 we conclude that cω0 has a universal C subgroup, since R
ω does.
Remark. In the previous example, we do not claim that Rω is isomorphic to a
subgroup of c0, nor vice versa, as these would be false statements.
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By similar arguments using the fact that the Banach space topologies of ℓp, ℓ∞, c ⊂
Rω refine their subspace topologies, we can also conclude that the groups (ℓp)ω,
(ℓ∞)ω and cω contain universal subgroups for the classes of Kσ and compactly gen-
erated subgroups. The case of (ℓ∞)ω is interesting because ℓ∞ (with the sup-norm)
is complete, but not separable, i.e., not a Polish space.3
It is also worth mentioning the case of ℓ2. Since ℓ2 is a separable Hilbert space
and, by Corollary 5.5 in Conway [2], all separable Hilbert spaces (over R) are
isomorphic, we have that all separable Hilbert spaces are isomorphic to ℓ2. The
comments above thus imply the following.
Proposition 7.2. The countable power of every separable Hilbert space (over R)
contains universal Kσ and compactly generated subgroups.
Remark. The arguments above apply equally to C in place of R. (I.e., Cω also has
universal subgroups in these two classes.) Thus the proposition above applies to
complex Hilbert spaces as well.
The following example shows the existence of universal subgroups in another
non-separable topological group.
Example 7.3. Let S be a separable space and C(S) be the additive group of
continuous real-valued functions on S, with the topology of uniform convergence.
The group C(S) is metrizable, but not separable if S is not compact. A compatible
metric is
ρ(f, g) = sup{min{|f(x)− g(x)|, 1} : x ∈ S}.
The distance function ρ is the so-called “uniform metric” on C(S).4
Let A ⊆ S be a countable dense set. Consider the Polish group RA, equipped
with the product topology, i.e., RA ∼= Rω. The map ψ : C(S)→ RA defined by
f 7→ f ↾ A
is a group homomorphism. To see that ψ is continuous it suffices to check that
ψ−1(U) is open when U is a basic neighborhood of 0¯. Given a basic neighborhood
U ∋ 0¯, we may assume that, for some finite set F ⊆ A and ε > 0,
U = {x ∈ RA : (∀a ∈ F )(|x(a)| < ε)}.
Let F = {f ∈ C(S) : (∀a ∈ F )(f(a) = 0)} and take
V =
⋃
f∈F
{g ∈ C(S) : ρ(f, g) < ε}.
As the union of open sets, V is open in C(S) and ψ−1(U) = V . Also, ψ is injective
because A is dense and thus f ↾ A = g ↾ A implies f = g. It follows that
C(S)ω may be mapped into RA×ω ∼= Rω as well, via a continuous injective group
homomorphism.
Finally, note that Rω embeds in C(S)ω (as a closed subgroup in this case) via
the map ϕ : Rω → C(S)ω , where ϕ(x)(n) is the constant function f ≡ x(n). Propo-
sition 1.9 now lets us conclude that C(S)ω contains universal compactly generated
and Kσ subgroups.
As noted in Kechris [7, §12.E], every separable Banach space is isomorphic to a
closed subspace of C(2ω). By the previous example, we therefore have
3Definitions of the Banach spaces ℓp, ℓ∞ and c may be found in Conway [2].
4See Munkres [10, p. 266].
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Proposition 7.4. Let C be either the classes of compactly generated or the class of
Kσ subgroups. There is a subgroup H0 ⊆ C(2ω)ω, with H0 ∈ C, such that for any
separable Banach space B and any subgroup H ⊆ Bω in C, there is a continuous
group homomorphism ϕ : Bω → C(2ω)ω such that H = ϕ−1(H0).
The next example relates directly to Theorem 1.6.
Example 7.5. Let (Gn)n∈ω be a sequence of locally compact Polish groups. Con-
sider
⊕
nGn with the subspace topology from
∏
nGn. Although separable, the
direct sum
⊕
nGn is, in general, not Polishable.
5
The product
∏
nG
ω
n is isomorphic to a closed subgroup of (
⊕
nGn)
ω . Further-
more, (
⊕
nGn)
ω is isomorphic the the Π03 subgroup
{ξ : (∀k)(∀∞n)(ξ(n)(k) = 1n)}
of
∏
nG
ω
n . Theorem 1.6 together with Proposition 1.9 therefore imply that (
⊕
nGn)
ω
has universal compactly generated and Kσ subgroups.
7.2. Separable Banach spaces. In this section we show that every separable
infinite-dimensional Banach space with an unconditional basis (we give the defini-
tion below) has universal compactly generated and Kσ subgroups. The key facts
will be Proposition 1.9 along with the following.
Theorem 7.6. The Banach space c0 has universal compactly generated and uni-
versal Kσ subgroups.
In each case, we obtain the desired universal subgroup of c0 by “shrinking” an
appropriate universal subgroup of Rω. Note that we could also prove these facts
directly by modifying the proof of Theorem 1.6. We begin with a lemma.
Lemma 7.7. Suppose α : ω → R+ is such that limn α(n) = 0. If F ⊆ c0 is closed
and |x(n)| ≤ α(n), for each x ∈ F and n ∈ ω, then F is compact in c0.
Proof. Suppose that (xi)i∈ω is a sequence of elements of F . Let i0, i1, . . . be a
subsequence such that (xin(k))n∈ω is convergent, for each k ∈ ω. Such a subse-
quence may be obtained by succesively choosing subsequences to guarantee that
(xin(j))n∈ω is Cauchy for all j ≤ k and taking (in)n∈ω to be a pseudo-intersection
of these subsequences. Let x ∈ c0 be given by x(k) = limn xin(k), for each k. Note
that |x(k)| ≤ α(k), for each k ∈ ω.
To see that ‖xin − x‖sup → 0, as n → ∞, fix ε > 0 and let k0 be large enough
that |α(k)| < ε2 , for each k ≥ k0. Let n0 be large enough that |xin(k)− x(k)| < ε,
for each n ≥ n0 and k < k0. It follows that ‖xin − x‖sup < ε, for each n ≥ n0. 
Proof of Theorem 7.6. We consider each of the statements in Theorem 7.6 sepa-
rately.
Compactly generated subgroups. Let 〈K〉 ⊆ Rω be a universal compactly
generated subgroup of Rω. (Such a subgroup exists by Theorem 1.6(1).) With no
loss of generality, we assume that the compact setK contains 0¯. Let {In,p : n, p ∈ ω}
be intervals partitioning ω such that each In,p has length n. Define K
′ ⊆ Rω by
x ∈ K ′ ⇐⇒ (∀n, p)(x ↾ In,p ∈ (1/np)K ↾ n).
5To see this with Gn = Rn, suppose that T is a Polishing topology on
⊕
n
Rn. By the Baire
Category Theorem, there is an n such that Rn is T -non-meager in
⊕
n
Rn. Being a subgroup, Rn
is thus open in
⊕
n
Rn, by Pettis’ theorem. This gives a contradiction to separability, since Rn
has uncountable index in
⊕
n
Rn.
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Where (1/np)K ↾ n denotes the set of scalar multiples by (1/np) of elements of
K ↾ n. It follows from Lemma 7.7 that K ′ is compact in c0.
We will show that 〈K ′ ∩ c0〉 is a universal compactly generated subgroup of c0.
Indeed, fix an arbitrary compact A ⊆ c0. Since A is also compact in Rω, there is a
continuous group homomorphism ϕ : Rω → Rω such that 〈A〉 = ϕ−1(〈K〉).6
For each n ∈ ω, let τ(n) ∈ ω \ {0} be such that, for every x ∈ [−1, 1]ω and i < n,
we have |ϕ(x)(i)| ≤ τ(n). (Such τ(n) exist by the compactness of [−1, 1]ω and the
continuity of ϕ.) Define ψ : Rω → Rω by
ψ(x) ↾ In,p =
{
(1/np)ϕ(x) ↾ n if p = τ(n)2
0n otherwise
Claim 1. ψ(c0) ⊆ c0.
Proof of claim. Note that all continuous group homomorphisms of Rω are auto-
matically linear, hence ψ is linear. Thus, to prove the claim, it will suffice to show
that ψ(x) ∈ c0, for all x ∈ c0 with ‖x‖sup ≤ 1. Fix such an x and an ε > 0. For
i ∈ ω, ψ(x)(i) 6= 0 only if i ∈ In,τ(n)2 , for some n. For i ∈ In,τ(n)2 , we have
|ψ(x)(i)| ≤ (1/nτ(n)2)max
j<n
|ϕ(x)(j)|
≤ 1/nτ(n)
Thus |ψ(x)(i)| ≥ ε only if i ∈ In,τ(n)2 and 1/nτ(n) ≥ ε. There are only finitely
many such i.
Claim 2. For each x ∈ c0, we have x ∈ 〈A〉 ⇐⇒ ψ(x) ∈ 〈K ′ ∩ c0〉.
Proof of claim. To prove the claim, it will suffice to show that ψ(x) ∈ 〈K ′∩c0〉 ⇐⇒
ϕ(x) ∈ 〈K〉, since we already have x ∈ 〈A〉 ⇐⇒ ϕ(x) ∈ 〈K〉.
Fix a group word w,
ϕ(x) ∈ w[K] ⇐⇒ (∀n)(ϕ(x) ↾ n ∈ w[K] ↾ n)
⇐⇒ (∀n)(ψ(x) ↾ In,τ(n)2 ∈ (1/nτ(n)
2)(w[K] ↾ n))
⇐⇒ ψ(x) ∈ w[K ′].
The first and last “ ⇐⇒ ” use the fact that w[K] is closed (since K is compact).
As w was arbitrary, this completes the claim and proof.
Kσ subgroups. Let H =
⋃
nKn be a universal Kσ subgroup of R
ω, as given
by Theorem 1.6(1). We may assume that
(7.1) (0¯ ∈ K0) and (∀n)(−Kn = Kn and Kn +Kn ⊆ Kn+1).
Let {Im,p : m, p ∈ ω} be a family of intervals partitioning ω such that each Im,p
has length m. Define K ′n ⊆ R
ω by
x ∈ K ′n ⇐⇒ (∀m, p)(x ↾ Im,p ∈ (1/mp)Kn ↾ m)
and let H ′ =
⋃
K ′n. Again, Lemma 7.7 implies that each K
′
n is compact in c0.
Observe that (7.1) holds for the K ′n as well. In particular, H
′ is a subgroup of Rω.
We will show that H ′ ∩ c0 is in fact a universal Kσ subgroup of c0.
Let A =
⋃
nAn be an arbitrary Kσ subgroup of c0. Again, A is still Kσ in R
ω.
Hence there is a continuous homomorphism ϕ : Rω → Rω such that ϕ−1(H) = A.
6As noted earlier the Banach space topology of c0 refines the subspace topology inherited from
Rω and hence compactness is “preserved upwards.”
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Let τ(m) ∈ ω \ {0} be such that, for each x ∈ [−1, 1]ω and i < m, we have
|ϕ(x)(i)| ≤ τ(m). Define ψ : Rω → Rω by
ψ(x) ↾ Im,p =
{
(1/mp)ϕ(x) ↾ m if p = τ(m)2,
0m otherwise.
As in previous case, it follows that ψ(c0) ⊆ c0. Finally, to see that ψ−1(H ′) = A,
it will suffice to show that
(∀x ∈ c0)(∀n)(ψ(x) ∈ K
′
n ⇐⇒ ϕ(x) ∈ Kn).
To see this, observe that, for each n,
ψ(x) ∈ K ′n ⇐⇒ (∀m)(ψ(x) ↾ Im,τ(m)2 ∈ (1/mτ(m)
2)Kn ↾ m
⇐⇒ (∀m)(ϕ(x) ↾ m ∈ Kn ↾ m)
⇐⇒ ϕ(x) ∈ Kn.

We now proceed to the main result of this section. The following definition may
be found at the beginning of Gowers-Maurey [4].
Definition 7.8. Let B be an infinite-dimensional Banach space (over R). An
unconditional basis for B is a set {en}n∈ω ⊆ B such that
(1) each en is a unit vector,
(2) for each x ∈ B, there is a unique sequence a0, a1, . . . ∈ R with x =∑
n∈ω anen (convergence in norm) and
(3) any permutation of {en}n∈ω still has the previous property.
The following fact (also mentioned in [4]) gives a useful property of unconditional
bases.
Proposition 7.9 ([4], Theorem 1). If {en}n∈ω is an unconditional basis for a
Banach space B, then there is a constant C such that for each x =
∑
n∈ω anen ∈ B
and (εn)n∈ω ∈ [− 1, 1]ω, we have∥∥∥∑
n∈ω
εnan
∥∥∥ ≤ C∥∥∥∑
n∈ω
anen
∥∥∥.
The following lemma is consequence of this fact.
Lemma 7.10. If B is an infinite-dimensional Banach space with an unconditional
basis, then there are continuous linear maps T1 : B→ c0 and T2 : c0 → B.
Proof. Let {en}n∈ω be an unconditional basis for B, with C as in the previous
proposition.
We first show the existence of the map T1 : B → c0. Define T1 : B → c0 by
T1(
∑
n anen) = (an)n∈ω. Since the sum
∑
n anen is convergent, the sequence of
partial sums is Cauchy. Hence the norm of the nth term converges to 0. It follows
that T1 maps B into c0. We must now see that T1 is continuous. Since T1 is
linear, it will suffice to show that T1 is continuous at the zero element of B. Fix
x =
∑
n anen ∈ B. For each n, let εn = 1 and εk = 0, for k 6= n, and observe that
|an| = ‖anen‖ =
∥∥∥∑
n∈ω
εnan
∥∥∥ ≤ C‖x‖.
Thus ‖T1(x)‖sup ≤ C‖x‖, showing that T1 is continuous at 0 ∈ B.
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We now proceed to the second claim. Define T2 : c0 → B by T2((an)n∈ω) =∑
n
an
2n en. Since (an)n∈ω is a bounded sequence, this latter sum is always well-
defined. To see that T2 is continuous, observe that, if ‖(an)n∈ω‖sup ≤ 1, then by
Proposition 7.9
‖T2((an)n∈ω)‖ =
∥∥∥∑
n
an
2n en
∥∥∥ ≤ C∥∥∥∑
n
1
2n en
∥∥∥.
Thus T2 is a bounded linear map and hence continuous. 
Combining this lemma with Proposition 1.9, we obtain the following theorem.
Theorem 7.11. Let B be an infinite-dimensional Banach space with an uncondi-
tional basis. Then B has universal compactly generated and Kσ subgroups.
Remark. To put this theorem in context, recall that (among many others) all ℓp
spaces (1 ≤ p < ∞) have unconditional bases. (On the other hand, Per Enflo [3]
and later Gowers-Maurey [4] showed that there exist separable Banach spaces with
no unconditional bases.)
The following serves as an addendum to the last theorem.
Theorem 7.12. The following Banach spaces (viewed as topological groups) have
universal compactly generated and Kσ subgroups:
(1) ℓ∞,
(2) C(X), if X is infinite, Polish and compact, and
(3) C0(X), if X is infinite, Polish and locally compact.
Remark. In general, the spaces listed in this theorem may not have unconditional
bases (ℓ∞ is not even separable) and so Theorem 7.11 does not necessarily apply.
Proof of Theorem 7.12. In each case, we will apply Proposition 1.9 and Theo-
rem 7.6.
1. The injection c0 → ℓ∞ is via the inclusion map, while the injection ℓ∞ → c0
is by means of the map (an)n∈ω 7→ ((1/n)an)n∈ω.
2. Let {xn}n∈ω be a discrete sequence of distinct points in X . For each n,
let fn ∈ C(X) have sup-norm 1 and be such that fn(xn) = 1 and fn(xk) = 0,
if k 6= n. Such functions exist by the Tietze Extension Theorem. Then c0 may
be one-to-one homomorphically mapped into C(X) via the continuous function
x 7→
∑
n∈ω(x(n)/2
n)fn.
Let {yn}n∈ω be a countable dense subset of X . Then C(X) is injected into c0
via the map f 7→ ((1/n)f(yn))n∈ω .
3. Use the same functions as in 2. 
7.3. A negative example. The following example gives our only instances of per-
fect Polish groups without universal subgroups in either of the classes we consider.
The key fact is that any nontrivial group homomorphism of Rn is in fact an auto-
morphism.
Example 7.13. By Theorem 1.6 there is a universal Kσ subgroup of Rω. On
the other hand, we shall see that there is no universal Kσ subgroup of Rn, for
n ∈ ω. First, if ϕ : Rn → Rn is a continuous group homomorphism, then ϕ is
automatically a linear transformation. To see this, observe that, since ϕ is a group
homomorphism, one can show that ϕ(qr) = qϕ(r), for any q ∈ Q and r ∈ Rn. One
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then concludes that ϕ(ar) = aϕ(r), for any a ∈ R, by the density of Q in R and
the continuity of ϕ.
Towards a contradiction, suppose that H0 ⊆ Rn is a universal Kσ subgroup of
Rn. Let A˜, B˜ ( R be nontrivial Kσ subgroups such that A˜ is countable and B˜ is
uncountable. Let
A = {(x1, . . . , xn) ∈ R
n : x1 ∈ A˜ & x2 = x3 = . . . = xn = 0}
and
B = {(x1, . . . , xn) ∈ R
n : x1 ∈ B˜ & x2 = x3 = . . . = xn = 0}.
A and B are Kσ subgroups of Rn that contain no linear (over R) subspaces of
Rn other than {0n}. Let ϕA, ϕB be continuous endomorphisms of Rn reducing A,
B to H0. As ϕA and ϕB are actually linear transformations, ker(ϕA) and ker(ϕB)
are linear subspaces of Rn. Since ϕA and ϕB are reductions between subgroups,
we must have that ker(ϕA) ⊆ A and ker(ϕB) ⊆ B, in particular, both kernels are
trivial. Hence ϕA and ϕB are actually automorphisms. Thus A and B have the
same cardinality, a contradiction.
By the same reasoning, there are no universal compactly generated or Kσ sub-
groups of Rn.
8. An application to ideals
Recall that an ideal on ω is a set I ⊆ P(ω) that is closed under finite unions and
closed downwards (i.e., if x ⊆ y ∈ I, then x ∈ I). Also recall that P(ω) becomes a
Polish group when equipped with the addition operation
x△ y = (x \ y) ∪ (y \ x).
In particular, every ideal is a subgroup of P(ω), since x△ y ⊆ x ∪ y, for x, y ⊆ ω.
By identifying each x ⊆ ω with its characteristic function, one can regard
(P(ω),△) as (Zω2 ,+). With this identification, the relation x ⊆ y agrees with
the pointwise x ≤ y. We use the latter when dealing with Zω2 to avoid confusion
with the “⊂ ” (extension) relation on Z<ω2 .
In this section, we study the following weak form of Rudin-Keisler reduction.
Definition 8.1. For ideals I,J on ω, we write I ≤+RK J if, and only if, there is
a subset A ⊆ ω and a function β : A → ω such that x ∈ I ⇐⇒ β−1(x) ∈ J , for
each x ⊆ ω.7
Theorem 8.4 will use the method of Theorem 1.6 to show that there is a ≤+RK-
complete Fσ ideal. In a personal communication, Michael Hrus˘a´k has informed us
that, though unpublished, this result is already known to him, albeit in a slightly
different form.8
The only difference between ≤+RK and the usual Rudin-Keisler order is that the
reducing map in the case of ≤+RK need not be defined on all of ω. As with Rudin-
Keisler reduction, if I ≤+RK J and J is an ideal, then I is an ideal as well. We call
a map β as in the definition above a weak RK-reduction. Observe that the map
x 7→ β−1(x)
7We use the notation ≤+
RK
as a parallel with ≤RB versus ≤
+
RB
. See Kanovei [6, pp. 41-42] for
definitions.
8See Hrus˘a´k [5, 5.4] for a similar result.
UNIVERSAL SUBGROUPS OF POLISH GROUPS 31
defines a continuous homomorphism of P(ω) (equivalently, of Zω2 ). This implies
that, for ideals I,J , if I ≤+RK J , then automatically I ≤g J .
Before proceeding, we verify that ≤+RK is indeed weaker than ≤RK. Consider the
following example.
Example 8.2. For x ⊆ ω, let
Fin(x) = {y ∈ P(ω) : y is finite and y ⊆ x}.
With this notation, the ideal Fin is Fin(ω). If x is infinite, then any bijection
β : x ←→ ω witnesses Fin ≤+RK Fin(x). On the other hand, if x 6= ω, then
Fin RK Fin(x). To see this, suppose otherwise and let β : ω → ω be such for each
y ⊆ ω, y ∈ Fin ⇐⇒ β−1(y) ∈ Fin(x). Let a ∈ ω \ x and let b = β(a). We have
{b} ∈ Fin, but β−1({b}) /∈ Fin(x), since a ∈ β−1({b}) and a /∈ x.
We also remark on the fact that ≤g is weaker than ≤
+
RK.
Example 8.3. Consider H = {∅, {0, 1}} and the ideal Fin. Both are subgroups of
(P(ω),△) and H ≤g Fin, via the map ϕ : P(ω)→ P(ω) defined by
ϕ(x) =
{
∅ if 0, 1 ∈ x or both 0, 1 /∈ x,
ω otherwise.
It is easier to see that this is a group homomorphism by viewing P(ω) as Zω2 . With
this identification, ϕ is given by
ϕ(x)(n) = x(0) + x(1),
for all x ∈ Zω2 and n ∈ ω.
On the other hand, we cannot have H ≤+RK Fin, since this would imply that H
is an ideal.
We now proceed to the main result of this section.
Theorem 8.4. There is a ≤+RK-complete Fσ ideal in Z
ω
2 .
Remark. Since every ideal on ω is a subgroup of the compact group Zω2 , Theo-
rem 1.11 implies that every Fσ (i.e., Kσ) ideal is compactly generated. Since the
downward closure of a compact set is also compact, we conclude that every Fσ ideal
on ω is the set of finite unions of elements of a downward closed compact subset of
P(ω).
Proof of Theorem 8.4. For k ∈ ω and s ∈ ω<ω, let Aks be subsets of Z
k
2 such that
• Each Aks is closed downward, i.e., u ≤ v ∈ A
k
s =⇒ u ∈ A
k
s .
• If A ⊆ Zk2 is closed downward and A ⊇ A
k
s , then there exists i such that
A = Ak
sai
.
For each k, j, let Ikj be an interval in ω of length k, such that the I
k
j partition ω.
Define A ⊆ Zω2 by
x ∈ A ⇐⇒ (∃n)(∀k, s)(|s| ≥ n =⇒ x ↾ Iks ∈ A
k
s ).
Observe that A is Fσ and hence so is the ideal I0, generated by A. Note that A is
already closed downward and thus I0 is the set of finite unions of elements of A.
We will show that I0 is ≤
+
RK-complete among Fσ ideals.
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Let I =
⋃
n Fn be an arbitrary Fσ ideal. We may assume that F0 ⊆ F1 ⊆ . . .
and that each Fn is closed downward. (Since the downward closure of a closed set
is also closed.) For each k, choose αk ∈ ωω such that for each n,
Fn ↾ k = A
k
αk↾n
.
Let S =
⋃
s⊂αk
Iks . We will define a weak RK-reduction β : S → ω which will
witness I ≤+RK I0. For each I
k
s , with s ⊂ αk, if i is the jth element of I
k
s , we set
β(i) = j. We can re-write the map x 7→ β−1(x) in a way that will be easier to work
with. Observe that
β−1(x) ↾ Iks =
{
x ↾ k if s ⊂ αk,
0k otherwise.
The following two claims will complete the proof.
Claim 1. If x ∈ I, then β−1(x) ∈ I0.
Proof of claim. Suppose that x ∈ I, with x ∈ Fn0 . This implies that, for each k
and s ⊂ αk, with n = |s| ≥ n0, we have
β−1 ↾ Iks = x ↾ k
∈ Fn ↾ k
= Akαk↾n.
If s 6⊂ αk, then β−1(x) ↾ Iks = 0
k ∈ Aks , since A
k
s is closed downwards. Putting
these two cases together, we see that
(∀k, s)(|s| ≥ n0 =⇒ β
−1(x) ↾ Iks ∈ A
k
s ).
Hence β−1(x) ∈ A ⊆ I0. This proves our first claim.
Claim 2. If β−1(x) ∈ I0, then x ∈ I.
Proof of claim. Suppose that β−1(x) ∈ I0 and y1, . . . , ym ∈ A are such that
β−1(x) = y1 ∪ . . . ∪ ym. We will find x1, . . . , xm ∈ I such that x = x1 ∪ . . . ∪ xm.
Let n be such that for each i ≤ m,
(∀k, s)(|s| ≥ n =⇒ yi ↾ I
k
s ∈ A
k
s ).
Let vki = yi ↾ I
k
αk↾n
. For each k and all i ≤ m, vki ∈ A
k
αk↾n
= Fn ↾ k. Hence there
exists xki ∈ Fn such that v
k
i = x
k
i ↾ k. By repeated use of the compactness of Z
ω
2 ,
we choose a subsequence k0 < k1 < . . . and xi ∈ Fn such that, for each i ≤ m
lim
p→∞
x
kp
i = xi.
To check that x = x1 ∪ . . . ∪ xm, observe that, for each fixed ℓ and p with kp ≥ ℓ,
we have
x ↾ ℓ = (β−1(x) ↾ I
kp
αkp ↾n
) ↾ ℓ
= (v
kp
1 ∪ . . . ∪ v
kp
m ) ↾ ℓ
= (x
kp
1 ∪ . . . ∪ x
kp
m ) ↾ ℓ.
Taking the limit as p→∞, we see that
x ↾ ℓ = (x1 ∪ . . . ∪ xm) ↾ ℓ.
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Since ℓ was arbitrary, we must have x = x1 ∪ . . . ∪ xm. This shows that x ∈ I and
completes the proof. 
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