In the classical maximal flow problem, the objective is to maximize the supply to a single sink in a capacitated network. In this paper we consider general capacitated networks with multiple sinks: the objective is to optimize a general "concave" preference relation on the set of feasible supply vectors. We show that an optimal solution can be obtained by a marginal allocation procedure. An efficient implementation results in an adaptation of the augmenting path algorithm. We also discuss an application of the procedure for an investment company that deals in oil and gas ventures. 
In the classical maximal flow model, the objective is to maximize EilT Zi. We consider a general objective expressed by a complete order 1R on NT that satisfies two "concavity" properties (R1) and (R2) We call a supply vector z E Z a local optimum if (i) Z >Rz -e', for allt E Twith z -e'E Z; (ii) z Rz+e',foralltETwithz+e'EZ; (13) (iii) z Rz + e' -e" for all t, t' E T with z + e' -e' E Z. Step 6. 5. Fix a labeled but unscanned node i and scan it as follows: if (i, j) E E, xij < uij and j unlabeled give j the label i+; if (j, i) E E, xji > 0 and j unlabeled, give j the label i-. Go to Step 4. 6. Find t E T such that t is labeled and z + e' 2R Z + e" for all labeled t' E T. 7. if(no such t exists) or z + e' <R z then stop. 8. Starting at node t, backtrack an augmenting path; for a node j on this path with label i+ (i-), increase (decrease) xij (xji) by one; set z,:= z, + 1; erase all labels. end;
Assume a ranking subroutine is available to perform the test x -R y (for any x, y E NT) with constant running time.
Algorithm II requires up to v(T) iterations through Steps 2-7 and each iteration requires scanning of no more than 2 I E I arcs as well as 0( I T I) calls to the ranking subroutine. The overall running time is thus O(v(T) I E I).
In the next section we show how more efficient implementations or faster alternative procedures may be used in certain special cases.
Special Cases

Trees
We first show that all resource allocation problems of type (1) Figure 1 ). This network is a tree and has U A as its set of sinks T. Since every t E U A is connected to the source s through a unique path, existence of an augmenting path is trivial to verify, thus simplifying Steps 3 and 4 in Algorithm II. For this class of models, our algorithm reduces to Algorithm I of Brucker. We also conclude that for resource allocation problems of type (1), with A a tree-structured collection of sets, the set of feasible solutions defines the independence polytope of a polymatroid. (See Theorem 5 in Federgruen and Groenevelt for an alternative proof of this result.)
Bipartite Graphs
Next consider a bipartite graph with N -s) U I U J, with s the unique source, J the set of sinks and arcs going from s to I and from I to J (only). Let ai be the capacity on the arc connecting s with i E I, and u0j the capacity on the arc connecting i E I with j E J. This network represents the feasible region of the optimization problem (P) (see (3)-(6)). The set of feasible supply vectors z is described by E z, < Emin ( uij, a,), A CJ, 
Parametric Programming
In this section we show that the marginal allocation procedure is ideally suited for parametric programming, provided the order R is induced by a real-valued objective function. The bidding model for oil and gas ventures, discussed in Section 4, uses parametric programming for a systematic trade-off analysis between two competing performance measures.
Thus, suppose two real-valued objective functions r(.) and q(.) are specified, and assume both induce order relations on NT that satisfy the concavity properties (RI), (R2), (R1') and (R2'). Also, to facilitate the presentation and proofs, we assume r(z) and q(z) are nondecreasing in z. (Extensions to the general case are straightforward.) For all 0 < X < 1, let s(X; z) = (1 -X)r(z) + Xq(z), assume s(X, *) satisfies (R1), (R 1'), (R2) and (R2') for all relevant X, and consider the family of problems Q(X): maximize s(X; z) subject to (7) and (8).
The following procedure determines a (finite) sequence of optimal solutions. At each stage, a range is computed on the parameter X for which the same solution remains optimal. The variable transition on the boundary of these ranges is easily determined, and a simple interchange of one unit determines the solution in the adjacent range.
Multiplier Search Algorithm (MSA)
0. Solve Q(O) using Algorithm I or II and denote the optimal solution by zl?). Set X(?) = 0, n = 0.
1. Find X(n+l) = infIX > X)(n)S(X; z(,) + el -e') > S(X; z(n)) and (z(n) + el -el) E Z for some i, / E T}. Let i*, 1* E T be the indices for which this infimum is attained. If X(n+l) > 1, stop. 2. Set z(n+) '= z(n) + el* -ei*; n:= n + 1; go to
Step 1. Proposition 1. Let z (n)X (n) for n 3 1 be specified by the MSA. z( is optimal for Q(X) with X(n) < X < min(l, X (n+ 1)).
Proof. In view of Theorem 2 in Federgruen and
Groenevelt, every local optimum of Q(X) is a global optimum for 0 -X < 1. It thus suffices to show that z( is a local optimum for , X (n+l). We do so by induction. Suppose z(n) is a local optimum for Q( Xn)). Since s(X; z) is nondecreasing in z, we have ZjET Zj = v(T), so there is no t E T for which z(n) + el is feasible or z-n) _ e' strictly better than z(n) for any X > 0. But then, by step (1) and (13), z(n) is a local optimum for ( 
, X ),(n+ '). By continuity of s as a function of X, we have S(A(nlX); z(n)) = S(X(n+1); z(n+l)) so z(n+ ) is an optimal solution of Q(X(n+l)).
Step 0 Since z is optimal for Q(X), 6(X) < 0. Also, if O(X') > 0 for some ' > X, 0 < 6(X') -6(X) -(X' -X)dis. Hence (15) follows from X' -X > 0.
(16) follows immediately from (17).
The infimum in
Step 1 can thus be obtained as the minimum of the zeroes of at most I T I (I T I -1) known linear functions. The only remaining problem is the feasibility test (z + e' -e' E Z?), given z E Z. Assume (x, z) is a feasible solution of (7) and (8).
Observe that for fixed i E T, {l E T: z + e' -e'E Z) = {l E T: there exists an augmenting path from i to l}. The latter set may thus be determined by the classical labeling procedure with node i as starting point (see Steps 3-5 in Algorithm II). For problem (P) with u1j = ui for all i E I; j E J, the sets {l E J:z + el -e' E Z} (for fixed i E J) can again be obtained without using the underlying network structure. 
