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ABSTRACT 
 
Youth violence is a serious social problem with a 12-month prevalence rate of about 35 
percent (Herrenkohl, Lee, & Hawkins, 2012). While research has identified dynamic 
predictors of violence, there is little evidence of their malleability and impact on youth 
violence since experimental studies are scarce and few correlational studies have examined 
within-individual differences. Also, few studies have applied item response modeling (IRM), 
which allows differential weighting of violent acts. The current study is the first to use 
multilevel modeling (MLM) to examine predictors of within-individual change in violence 
among males in the National Longitudinal Study of Adolescent Health (Add Health) data set. 
Due to sex differences in the rates of violent offending, the sample is restricted to males. It is 
only the second study to use IRM to scale the violence outcome measure. The sample 
includes males (N=2288) from the Add Health public dataset, which captures violent 
offending from Wave 1 (age 11-21) to Wave 2 (age 12-22). Samejima’s (1997) graded 
response model translated self-reported violence onto a continuous scale. MLM examined 
dynamic predictors of within-individual change in violence, static predictors of between-
individual differences, and the interaction between age and peer delinquency. The IRM 
results showed that items varied in difficulty, poor factor loading for one item, and local 
dependence for two other items. The results of MLM indicated that, on average, individuals 
became less violent with age; Peer delinquency, a daily family meal, and alcohol use 
significantly predicted within-individual change in violence; and demographic variables, 
GPA, school attachment, history of grade retention, depressive symptoms, peer delinquency, 
and a daily family meal significantly predicted the level of violence between individuals.  
    v 
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Are “Dynamic” Predictors of Youth Violence Actually Dynamic? 
An Innovative Approach to Modeling Change 
Violent offending is a serious health problem, which peaks around age 18 to 24, and 
leads to physical injury, psychological trauma, and death (Lauritsen & Rezey, 2010). The 
National Research Council defines violence as “behaviors that intentionally threaten, attempt 
or inflict physical harm on others” (Dahlber & Potter, 2001). According to the latest 
estimates by the CDC (2010), homicide is the second leading cause of death for youth aged 
15 to 24 years old. Although the CDC reported declines in the non-fatal assault-related 
injuries among persons 10 to 24 years from 2001 to 2011, the rate remains nearly two times 
higher among youth 10 to 24 compared to all other ages (Youth violence: National statistics, 
2013).  
Research indicates that a subset of youth with an early age of onset commit more 
crimes and persist into adulthood (Moffitt, 1997). The estimated monetary value of saving a 
single 14-year-old high risk juvenile from a life of crime ranges from $2.6 to $5.3 million 
(Cohen & Piquero, 2008). While these crimes are not exclusively violent, non-violent 
delinquency is also a predictor of future violence (Herrenkohl, Lee, & Hawkins, 2012). The 
key to reducing youth violence is to identify dynamic risk and protective factors of violence 
perpetration with causal implications. 
There is little evidence of the malleability of dynamic predictors and their effect on 
youth violence due to the fact that experimental studies are scarce and most correlational 
designs examine mean differences between individuals. A risk factor predicts an increase in 
violence, while a protective factor predicts a decrease or low level of violence. Most research 
on predictors of violence has used cross-sectional or retrospective designs, but prospective 
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longitudinal designs, which allow the estimation of dynamic processes, are preferred (Lösel 
&Farrington, 2012). Traditionally, longitudinal studies have used a multivariate approach to 
analyze within-individual change, which require a balanced, repeated-measures design. This 
assumption of equal time-points, equal sample sizes, and equal number of observations is 
difficult to meet in longitudinal research. Multilevel modeling (MLM) is once method for 
analyzing individual change and its relations with dynamic and fixed variables in multi-wave 
data that doesn’t require the assumption of a balanced design (Bryk & Raudenbush, 1992; as 
cited in Francis, Schatschnieder, & Carlson, 2000). 
The current research is driven by theory in developmental and life-course 
criminology (DLC) and intends to understand change mechanisms that occur across 
development when violent offending is most malleable. The sample includes males from the 
National Longitudinal Study of Adolescent Health (Add Health) public dataset, which 
captures violent offending from age 11 to 21 at Wave 1 to age 12 to 22 at Wave 2. Self-
reported violence was translated onto a continuous scale using item response modeling 
(IRM) in order to permit more sophisticated statistical analyses. MLM examined dynamic 
variables that predict change in within-individual violence and static variables that predict 
differences between individuals.  
The aims of the present study were to (a) identify dynamic variables that predict 
within-individual change in youth violence above and beyond fixed effects; (b) examine 
whether static and control variables predict differences in violence between individuals; and 
(c) examine the interaction between peer delinquency and age. Results may inform risk 
assessment and management. 
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Review of Literature 
An Overview of Developmental and Life-course Criminology  
Developmental and life-course criminology (DLC) provides a context for research 
investigating the development (increase) and desistance (decrease) of violence. Farrington 
(2006) combines theories from developmental criminology with life-course criminology 
under the heading developmental and life-course criminology (DLC). DLC is concerned with 
risk and protective factors that can be targeted in treatment, the development of criminal 
behavior, how age interacts with risk and protective factors, how life events and transitions 
affect criminal behavior and the development of risk and protective factors, and research on 
within-individual changes in offending.  
 Predictors, which refer to both risk and protective factors, can be categorized as either 
dynamic or static. A dynamic predictor is changeable and thus can be targeted in 
interventions. Research on risk factors for recidivism has also identified a subcategory of 
dynamic risk factors, referred to as criminogenic because they directly increase the likelihood 
of crime (Benda et al., 2001). Static variables include variables that do not change, such as 
gender.  
Previous Research on Predictors of Youth Violence  
Most of the studies looking at predictors of youth violence focus on individual 
factors, such as academic achievement, neurological deficits, prior victimization, and 
criminal history. Family, school, and social factors, such as parental supervision, delinquent 
peers, and school attachment, are also highly related to youth violence perpetration. For 
purposes of discussion, these predictors can be categorized as either static or dynamic.  
Static predictors. 
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Scores on Intelligence Tests. A low verbal IQ has been linked to violent offending 
(Guo, Roettger, & Cai, 2008; Moffitt & Caspi, 2001; McNulty, Bellair, & Watts, 2012), but 
scholars suggest a number of confounds, such as low SES, school environment, self-esteem, 
and school attachment. Low verbal skills and lack of social bonds in school place youth at 
risk for violent offending and further disadvantage in competition for employment and 
admission to college. McNulty and colleagues (2012) found that verbal ability has both a 
direct effect and indirect effect (through academic achievement) on youth violence. In 
addition, repeating a grade and having a learning disability (Resnick et al., 2004) are risk 
factors for youth violence. It is also possible that exposure to violence and violent offending 
cause academic failure and low verbal ability. 
A common explanation for the high prevalence of violence during youth is poor 
impulse control, which is attributed to the developing prefrontal cortex. The prefrontal 
cortex, the part of the brain responsible for working memory, planning, and impulse control, 
is not fully developed until about age 25 (Sowell, Thompson, Holmes, & Jernigan, 1999; as 
cited in Johnson, Blum, & Giedd, 2009). On the contrary, a study of neurocognitive 
impairment in boys found no significant group differences on the WCST, a 
neuropsychological test indicative of frontal impairments, between the following groups in 
antisocial behavior: control, childhood-limited, adolescent-limited, and life-course persistent 
(Raine et al., 2005). However, the life-course persistent group had lower verbal IQs, more 
abuse and neglect, and non-significantly higher rates of Attention Deficit Hyperactivity 
Disorder (ADHD) (Raine et al., 2005); ADHD (p=.009) did not reach significance following 
a Bonferroni correction of p=.0083. Low verbal IQ may outperform low impulse control in 
the prediction of violent behavior.  
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History of child abuse and neglect. Caspi and colleagues (2002) found that 
monoamine oxidase A (MAOA) genotypes moderated the effect of maltreatment on the 
development of violence in male children; maltreated boys with low MAOA were much 
more likely to engage in violent behavior. Since Caspi and colleagues’ (2002) study, others 
have replicated their findings of high risk for violence among maltreated children with low 
MAOA activity (Fergusson et al., 2011; Kim-Cohen et al., 2006). Researchers have also 
found a direct relationship between a history of child abuse (Loeber et al., 2005) or prior 
violence victimization (Resnick et al., 2004) and violent offending. While the Add Health 
public dataset, on which the current study is based, does not allow for examination of this 
predictor, it is included here due to its prominence in the youth violence literature.  
Dynamic predictors. 
Academic achievement. Academic achievement appears to exert a mixed effect on 
youth violence, with high academic achievement (Loeber et al., 2008; Resnick et al., 2004) 
acting as a protective factor and low academic achievement (Ellickson & McGuigan, 2000; 
Loeber et al., 2005; Reingle et al., 2013) acting as a risk factor for youth violence.  
While the youth violence literature is missing experimental studies related to verbal 
and academic achievement, Project LEAD reduced recidivism rates among adult inmates by 
targeting individuals with deficient functional reading levels that made it difficult for them to 
seek and maintain employment (Williams, 1996). The project provided weekly instruction, 
computer assisted instruction and classroom instruction, individual academic tutoring, and 
life-skills sessions. 
Depressed mood. Depressive symptoms have been identified as a correlate of youth 
violence and may exhibit a dynamic effect on violent offending. A depressed mood has been 
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found to increase the risk of violence among male youth (Loeber et al., 2005; Reingle et al., 
2013; Reingle, Jennings, and Maldonado-Molina, 2011; Pardini, Loeber, Farrington, & 
Stouthamer-Loeber, 2012). Alternatively, a low level of depressive symptoms has been 
identified as a protective factor (Bernat et al., 2012). The relationship between depression 
and violent behavior is not unusual given the emotion dysregulation and lack of coping skills 
among offenders. Psychological or emotional disturbance among offenders may result in 
impulsive acts of violence for some individuals, which can serve as a maladaptive tool for 
emotion regulation. 
Nonviolent delinquency. Violent offenders often begin their criminal “careers” with 
less severe and non-violent acts of antisocial behavior. The youth violence prediction 
research has identified non-violent delinquent acts, such as truancy (Loeber et al., 2005) and 
alcohol and illicit drug use (Loeber et al., 2005; Maldonado-Molina, Reingle, & Jennings, 
2011; Resnick et al., 2004; Reingle et al., 2013) as predictors of violence. However, it is 
difficult to distinguish whether these correlations are measuring a potential causal 
relationship or an underlying trait that is common to both behaviors.  
Parental supervision. Poor parental monitoring has been cited as a risk factor for 
youth violence and aggression (Dishion & McMahon, 1998; Kim et al., 2011; Loeber et al., 
2005; Loeber et al., 2008). Parental monitoring, or supervision, refers to whether the youth’s 
parents are present when the youth is at home and generally know the youth’s whereabouts. 
Guo et al. (2008) observed a decreased probability for violent offending among youth in the 
Add Health sample that had daily meals with at least one parent, which is likely related to 
parental supervision. 
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Some evidence, however, shows that the relationship between parental monitoring 
and child antisocial behavior is reciprocal (Laird, Pettit, Bates, & Dodge, 2003; Stattin & 
Kerr, 2000; as cited in Dodge, Greenberg, & Malone, 2008). Dodge and colleagues (2008) 
observed that school failure paradoxically lowered parental monitoring, which, they 
hypothesized, might be caused by parents’ attempt to reduce conflict. Additionally, poor 
parental monitoring influenced violence directly and indirectly through its effect on 
delinquent peers (Dodge et al., 2008).  
Delinquent peers. Delinquent peers are one of the strongest and most consistent 
predictors of youth violence and delinquency (Herrenkohl et al., 2003; Loeber et al., 2005). 
Other peer factors that are related to youth violence include a friend’s attempted or 
completed suicide (Resnick et al., 2004) and peer social rejection (Dodge, Greenberg, & 
Malone, 2008).  
 Loeber et al. (2008) stated that “no other factor was so consistently and 
independently predictive of violence” as peer delinquency among the Pittsburgh Youth Study 
(PYS) sample (p. 201). Low peer delinquency has also been shown to act as a protective 
factor (Bernat et al., 2012; Pardini et al., 2012) and, less consistently, as a mixed factor 
(Loeber et al., 2008). However, there is a paucity of research distinguishing predictors of 
baseline violent offending and change in violence. Jennings, Maldonado-Molina, and Komro 
(2010), for example, found that delinquent peers no longer significantly distinguished 
delinquent trajectories from non-delinquents after controlling for baseline delinquency and 
demographic variables.  
Bernat et al. (2012) suggested that peer delinquency has a diminishing effect on 
violence perpetration. Bivariate analyses were used to measure the effect of peer delinquency 
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at age 13 on violence involvement at age 14 (Wave 2) and age 18-20 (Wave 3) among a 
subsample of males and females (N~1226) from the Add Health dataset. Results showed that 
individuals with a high level of peer delinquency at age 13 were at significant risk for violent 
offending at age 14 but not 18-20. While Bernat et al. concluded that high levels of peer 
delinquency were unrelated to violence perpetration in young adulthood; the lack of effect is 
likely due to the change in levels of peer delinquency across adolescence. In addition, the 
outcome measure was coded as dichotomous (yes or no) and did not capture variability in the 
severity of violent acts.  
On the contrary, Kroner & Yessine (2013) found evidence that peer delinquency may 
be causally related to adult recidivism. They examined the correlation between treatment 
changes among adult offenders under community supervision on recidivism. Interestingly, 
the Antisocial Associates reliable change score, a subscale of the Measures of Criminal 
Attitudes and Associates, showed the least amount of change and was not central to the 
treatment program but was the only measure to predict recidivism.  
While peer delinquency has been well established as a predictor of youth violence, 
little has been done to examine whether within-individual fluctuations in peer delinquency is 
associated with an increase in violent offending using longitudinal designs. Additionally, few 
studies have examined whether peer delinquency shows a diminishing or increasing effect on 
violence across development. Both dynamic processes and their interaction with age have 
important implications for violence risk assessment and management.  
 School attachment. Good school attachment, which refers to a youth’s satisfaction 
with their school, teachers, and peers, protects against youth violent offending (Herrenkohl et 
al., 2012; Resnick et al., 2004). Herrenkohl et al. (2003) found that youth who were 
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aggressive at 15 were less likely to be violent at 18 if they went to religious services and had 
strong school attachment (as cited in Walker et al., 2013). Frank (2000) examined the effect 
of attachment relationships on youth violence. He concluded that families, schools, and 
religious communities provide opportunities for youth to form secure attachments, which 
reduce violence. It is also possible that secure attachments exhibit their effect on youth 
violence by protecting against peer delinquency.  
Overview of Violence Research with Add Health  
The National Longitudinal Study of Adolescent Health (Add Health) is a school-
based longitudinal study of adolescents and young adults, beginning in the 7-12th grade. High 
schools were randomly selected from a sampling frame stratified by size, region, urbanicity, 
and percent white. The final school sample included 132 schools and 90,118 initial 
respondents. A subsample, stratified by grade and gender, was selected for in-home 
interviews, which occurred over four time points. Self-reported violent offending was 
measured when participants were ages 11 to 21 at Wave 1, 12 to 22 at Wave 2, 18 to 26 at 
Wave 3, and 24 to 32 at Wave 4. The Add Health public data set includes a subsample 
(N=6504) from Wave 1 and Wave 2.  
Most of the studies examining violence among youth in the Add Health data have 
used survey logistic regression, multiple regression, or bivariate analyses. Resnick et al. 
(2004) and Bernat et al. (2012) provide the most extensive analyses, so far, of risk and 
protective factors from Wave 1 predicting violence at Wave 2, with Bernat et al. including 
Wave 3. Several studies have examined genetic effects (Beaver et al., 2007; Boutwell & 
Beaver, 2008; Daigle, 2010; Guo et al., 2007; Guo et al., 2008; Lee, 2011; Vaske, Wright, 
Beaver, 2010). Several studies have also examined neighborhood effects and racial 
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disparities in violent offending among youth in the Add Health sample (Cui, 2012; Estrada-
Martinez et al., 2013; Knoester & Haynie, 2005; Reingle, Jennings, & Maldonado-Molina, 
2011). However, none of the studies have analyzed the prediction of within-individual 
change in violence and, therefore, cannot speak to the dynamic quality of predictors. 
Additionally, only one study (Cui, 2012) translated the survey responses onto a continuous 
scale. 
Gaps in Knowledge 
Traditional methods of examining predictors of violence, such as single time-point or 
cross sectional studies, cannot assess intraindividual change on a predictor, which is what 
makes it dynamic. Experimental studies using interventions among youth are scarce and 
typically use forensic populations, so they cannot examine the development of violence over 
time. Prospective longitudinal designs are preferred (Lösel &Farrington, 2012) and allow the 
estimation of the predictive value of dynamic processes. Growth modeling, a type of 
multilevel modeling, is one method for analyzing individual growth curves (IGCs) and 
correlates of change in multi-wave data (Bryk & Raudenbush, 1992; as cited in Francis, 
Schatschnieder, & Carlson, 2000). 
There is also little knowledge of how the predictability of risk and protective factors 
changes with age. Stouthamer-Loeber and colleagues (2008) found that more protective 
factors measured during age 7-12 predicted early desistance (by age 13-16) compared to 
intermediate (17-19 years) and late (20-25 years) desistance. While this study included 
nonviolent recidivism, it seems likely that a similar declining association would be found 
among violent offenders, which would emphasize the need for early intervention. Since Add 
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Health included a large sample of youth spanning ages 11 to 22 in the first two waves, we 
can test the interaction between age and important predictors.   
Measuring within-individual change with MLM 
Traditional methods of analyzing within-individual change, such as a multivariate 
approach, require a balanced, repeated-measures design. This assumption of equal time-
points, equal sample sizes, and equal number of observations is difficult to meet in 
longitudinal research. Individuals with missing data are omitted from the multivariate 
analysis, which lowers power and can create biased estimates (Maxwell & Delaney, 2004). 
 Multilevel models are more flexible than traditional approaches and can identify 
dynamic variables that predict growth (within-individual change) in violence while assessing 
fixed variables that predict differences between individuals. Francis and colleagues (1994) 
provide a detailed overview of the MLM approach to measuring change. There are several 
advantages to modeling individual growth with MLM: (1) subject characteristics that 
correlate with change will correlate to the parameters of individual growth; (2) estimation 
will improve as the number of waves increase; (3) the reliability of the growth curve can be 
directly estimated; (4) subjects with missing data at one time point can be included if there 
are more than two waves of data; (5) subjects do not need to be measured at exactly the same 
time point; (6) simultaneous intraindividual and interindividual analyses can be conducted; 
and (7) greater precision in the estimation of within-subjects growth parameters allows 
greater power in detecting between-subjects effects (Francis et al., 1994). In addition, the 
error covariance structure can be estimated, reducing the error variance when the appropriate 
error covariance structure is specified (Shek & Ma, 2011). MLM requires that the following 
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assumptions be met: (a) homogeneity of variance and (b) normality (Raudenbush & Bryk, 
2002).  
The first step to studying individual change is to formulate an unconditional mean 
model, which estimates the effect of time as a fixed covariate (see equation 1 below). The 
fixed effect of time (Y10) estimates the mean rate of change in the outcome. This is also 
referred to as the fixed slope. The fixed effect of the intercept (Y00) estimates the grand 
mean, or fixed intercept. Next, an unconditional growth model (see equation 2 below) 
estimates the random effect of the intercept (U0i), which is the average individual variation 
around the mean intercept, and the random effect of time (U1iTIMEti), which is the average 
individual variation around the mean slope. The unconditional linear growth model can be 
broken down into two levels. Level 1 (equation 3) includes random effects, while level 2 
includes the fixed effects on the intercept (equation 4) and slope (equation 5). Next, fixed 
covariates, which are restricted to vary by individual but not time, can be added to the model 
at level 2 in order to estimate between-individual differences. Equation 6 shows the addition 
of a fixed covariate (X1i), which varies by individual but not time, to the unconditional linear 
growth model (equation 2). This estimates the fixed effect, or average effect, of the covariate 
on the intercept (Y01) and slope (Y11). Dynamic covariates (Zti), which vary by individual and 
time, are added the unconditional linear growth model at level 1 and estimate the amount of 
individual variation in the effect of the covariate (U2i) accounting for change over time and 
any fixed covariates included in the model (see equation 7). In other words, it estimates 
individual differences in the relationship, or slope, between the covariate and violence.  
Unconditional mean model: Yit = Y00 + Y10TIMEti + eti                                    (1) 
Unconditional linear growth model:Yit = Y00 + U0i +Y10TIMEti +U1iTIMEti +eti       (2) 
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Level 1: Yit = β0i + β1i TIMEti + eti                                           (3) 
Level 2: β0i = Y00 + U0i                                                                                 (4) 
Level 2: β1i = Y10 + U1i                                                                                 (5) 
Fixed covariate added: Yit = Y00 + Y01X1i + U0i + Y10TIMEti + Y11X1i + U1iTIMEti +eti (6) 
Dynamic covariate added: Yit = Y00 + U0i +Y10TIMEti +U1iTIMEti +U2iZti + eti     (7) 
In this way, both intraindividual and interindividual differences can be examined, as well as 
both static and dynamic predictors of violence. 
Item Response Models allow better interpretation of self-reported violence 
One problem with using survey research is the restriction of the outcome variable to 
an ordinal scale. This leads to ceiling and floor effects in regression (Francis et al., 1994). 
Additionally, slope estimates do not yield true “rates” of change but identify differences in 
patterns of change (Francis et al., 2000). Item response modeling (IRM) is one approach, 
based on item response theory (IRT), which allows the transferring of ordinal scales onto 
continuous scales (Osgood, McMorris, & Potenza, 2002; Samejima, 1997).  
IRM is an innovative approach to scaling violence; Cui (2012) stated that very few 
studies (Osgood and Anderson 2004; Osgood, Finken, and McMorris 2002; Osgood et al., 
2002b; Piquero, MacIntosh, and Hickman 2000) have applied IRM to the study of 
crime/delinquency. Ordinal or dichotomous items are translated onto a continuous scale by 
computing a probability score for each response. An important advantage of using IRM 
includes differential weighting based on the seriousness of the violent offense (Osgood et al., 
2002b; Samejima, 1997). For these reasons, the present study incorporated IRM to create a 
continuous measure of violence.  
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Method 
Overview and design 
The current study aims to identify predictors of within-individual change in violent 
offending among males in a nationally representative longitudinal sample of youth using 
growth modeling. The publicly available data set includes a subsample from the Add Health 
study and is limited to Wave 1 and Wave 2. Two waves, or collection points, of data allow 
the minimum needed to obtain a growth estimate. Self-reported violence was translated onto 
a continuous scale using IRM. Bivariate Pearson’s correlations were calculated to construct a 
correlation matrix of all variables in the current study. An unconditional random intercepts 
model, a type of linear growth model, was estimated. A variance components covariance 
structure was tested. Demographic control variables, which included race/ethnicity, parent’s 
highest level of education, and family poverty, were tested as fixed effects and controlled for 
in all models. Fixed effects were entered into the random intercepts model in chunks, 
organized by school, mental health, and social factors. Stepwise model selection was used to 
build a model with significant fixed effects. Paired-sample t-tests estimated within-individual 
variation on dynamic variables, chosen for their predictive power from previous research and 
treatability. The dynamic effects of variables showing significant within-individual 
variability were examined individually while controlling for significant fixed effects. The 
resulting nested models tested whether dynamic variables predict within-individual change in 
violence and whether static variables predict violence between individuals. 
The purpose of the present study was to (a) identify dynamic variables that relate to 
within-individual change in youth violence above and beyond fixed effects; (b) examine 
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whether static and control variables predict differences in violence between individuals; and 
(c) examine the interaction between peer delinquency and age. 
The following hypotheses were examined:  
H1: Violence will vary significantly within individuals between Wave 1 and 2 
H2: On average, violence will increase within individuals over time 
H3: Demographic control variables will significantly predict differences in violence 
between individuals 
H4: Dynamic variables, including GPA, peer delinquency, a daily family meal, 
truancy, school attachment, depressive symptoms, drug use, and alcohol use will 
significantly predict within-individual change in violence 
H5: Low verbal IQ and repeated grade will predict higher levels of violence between 
individuals above and beyond demographic control variables 
H6: Age will interact with peer delinquency. 
Data and Sample  
Add Health study design. Add Health is a school-based longitudinal study of 
adolescents in 7th to 12th grade in the United States (www.cpc.unc.edu/addhealth). High 
schools were randomly selected from a sampling frame stratified by size, region, urbanicity, 
and percentage white. Selected high schools were matched with their primary feeder school 
that included 7th grade. There are a total of 132 schools in the study. Of the eligible students 
in grades 7-12, 90,118 respondents completed an in-school paper-and-pencil survey during 
the 1994-1995 school year.  
A subsample (Wave 1; ages 12-17; n=20,745), stratified by grade and gender, was 
selected for a 90-minute computer-assisted in-home interview between April and December 
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1995. Sensitive questions were delivered through earphones and adolescents entered their 
responses directly onto a laptop computer, a method shown to maximize reporting among 
adolescents (Turner, Rogers, et al., 1998). All of the Wave 1 participants, excluding the 12th 
graders, were invited to complete a follow-up survey between April and September 1996 
(Wave 2; n=14,738). All Wave 1 participants, including 12th graders, who could be located 
and interviewed, participated in Wave 3 interviews (Wave 3; ages 18-26; n=15,170) between 
2001 and 2002. Ninety two percent of Wave 1 participants were located for a fourth in-home 
interview and biological specimen collection and 80% participated between 2008 and 2009 
(Wave 4; ages 24-32; n=15,701).  
Study sample and eligibility criteria. For this study, the sample included males from the 
publicly available dataset who completed the in-home interviews at Wave 1 and Wave 2. The 
public dataset includes 3147 males at Wave 1 and 2315 males at Wave 2. Two thousand two 
hundred eighty eight males reported on their levels of violence at both waves. The average 
length of time between the two available data points for an individual was 11 months. Sixty 
nine percent of males endorsed at least one of seven violent acts at Wave 1, while 38% 
endorsed at least one out of seven violent acts at Wave 2.  
Measures  
Outcome variable. The dependent variable for this analysis is based on a seven-item 
scale of self-reported violence, which was adapted from Resnick et al. (1997), assessed at 
Wave 1 and 2. Once a fierce debate between criminologists, self-reports are considered a 
reliable and valid method of measuring violence, especially since evidence has shown that 
official police reports substantially underestimate criminality (Loeber et al., 2008; 
Thornberry, 2000). The degree of violent offending was measured by computing the 
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probability score for each respondent based on their responses to several different items in 
the Add Health violence scale using Samejima’s (1997) graded response model (GR), a type 
of IRM which translates ordered responses into probabilities using a logistic function. IRM is 
based on item response theory (IRT) and models the relationship between a latent trait and 
item responses. Developing the dependent variable using IRT allows differential weighting 
based on the seriousness of the violent offense and transfers the survey responses onto a 
continuous scale with a probability score for each item and respondent (Osgood, McMorris, 
& Potenza, 2002; Samejima, 1997).  
Three item response models were built to model the responses to the following 
questions: “During the past 12 months how often did you…” (a) use or threaten to use a 
weapon to get something from someone?; (b) take part in a group fight?; (c) get into a 
serious physical fight?; (d) get into a fight where you were injured and had to be treated by a 
doctor or nurse?; (e) hurt someone badly enough to need bandages or care from a doctor or 
nurse?; (f) pull a knife/gun on someone?; or (g) shoot/stab someone? Responses included 
never (0), once (1), or more than once (2). This scale was found reliable at both waves. Refer 
to Table 2 for Cronbach’s alpha coefficients. The final model included five items (see IRT 
results).  
Demographic control variables. Demographic characteristics, such as race/ethnicity, 
age, and socioeconomic status (SES), as measured by family poverty and parent education, 
were controlled for in all models due to evidence of their confounding effects on violent 
offending (Resnick et al., 1997). In addition, the language primarily spoken in the home 
controlled for consequential differences in Verbal IQ.  
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Race/ethnicity. Race and ethnicity were assessed during Wave 1 of the in-home 
interview. The following responses were entered into the model as a single categorical 
variable: White (non-Hispanic), Hispanic or Latino, Black or African American, American 
Indian or Native American, Asian or Pacific Islander, or Other. Dichotomous variables were 
not examined since differences in violence between ethnicities are out of the scope of the 
current project. See Cui (2012) for a comprehensive examination of racial differences in 
predictors of violence.  
Age. Age was calculated at each wave by subtracting the interview date from date of 
birth assessed at Wave 1.  
Family poverty. This measure is replicated from Wickrama, Noh, and Elder (2010). 
During the parent in-home questionnaire at Wave 1, parents were asked whether they or any 
member of their household received social assistance as measured by six dichotomous items: 
(a) Social Security or Railroad Retirement, (b) Supplemental Security Income, (c) Aid to 
Families with Dependent Children, (d) food stamps, (e) unemployment or worker’s 
compensations, or (f) a housing subsidy or public housing. Responses were be coded as yes 
(1) or no (0), and the measure equals the sum of responses. Wickrama et al. (2010) found this 
measure to be internally consistent (KR-20=0.85).  
Parent education. This measure is adapted from Wickrama et al. (2010). Parents’ 
highest level of education was measured using two items from the parent in-home 
questionnaire. The first question asked parents to identify their highest level of education, 
while the second question asked parents to identify their spouse’s highest level of education. 
Responses included never went to school (6), 8th grade or less (5), more than 8th grade, but 
did not graduate from high school (4), high school graduate or equivalent (3), some college 
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(2) four year college degree (1), or professional training beyond a 4-year college or 
university (0). Of the two questions, the lowest response was retained.  
English not spoken in home. Participants were asked at Wave 1 what language was 
primarily spoken in their home. Responses were coded as English (0) or Otherwise (1).  
Independent variables. This study is based on 10 predictors of youth violence 
established from previous research in the domains of individual, family, peer, and school 
factors. Table 2 displays a brief description of each measure, including the number of items, 
an example question, the answer scale or cutoff, the number of waves included, and the 
Cronbach's alpha coefficient.  
Most of the predictors were measured at Wave 1 and 2, when the participants were in 
the seventh to 12th grade. Verbal IQ and repeated grade were measured at Wave 1. A more 
detailed description of each measure, organized according to static and potential dynamic 
properties, follows. 
Dynamic variables. 
Grade Point Average (GPA). The mean of four items, which measure self-reported 
grades in English, Math, History at Waves 1 and 2, determines the youths’ academic 
achievement. Responses included A (4), B (3), C (2), or D or less (1). This scale was found 
reliable at both waves (see Table 2).  
Delinquent peers. This measure, adapted from Guo (2008) and Cui (2012), assesses 
the adolescent’s level of association with peers who commit minor types of delinquency, 
such as drinking alcohol, smoking cigarettes, and using marijuana. Substance use among 
peers is used as a proxy for other minor acts of delinquency here. The measure equals the 
sum of three items asked during Wave 1 and 2, which measured how many of the 
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participants’ three best friends engaged in each activity at least once a month. Cui (2012) 
found that these questions load high on one factor with scores .81 and higher; he also found 
that the first factor explained 67% of the variance for the latent construct. This scale was 
found reliable at both waves (see Table 2).  
A daily family meal. This variable is replicated from Guo (2008) and is based on a 
single-item measure assessed during Wave 1 and 2 of the in-home interview: On how many 
of the past seven days was at least one of your parents in the room with you while you ate 
your evening meal? Answers were coded as follows: 6 or more days=0, otherwise=1. 
Truancy. This variable is based on a single-item measure assessed during Wave 1 and 
2. Participants were asked: In the past school year, how many times did you skip school for a 
full day without an excuse? Responses were coded on a continuous scale.  
School attachment. This measure, adapted from Resnick et al. (2004), is based on the 
sum of seven items measured during Wave 1 and 2, which assessed how much adolescents’ 
got along with teachers and classmates, felt close to people at school, felt a part of their 
school, were happy and felt safe at school, and felt that teachers were fair. All items were 
reverse scored with a higher score indicating a higher school attachment. This scale was 
found reliable at both waves (see Table 2).  
Depressive symptoms. This measure is based on the mean of eight items assessed at 
Wave 1 and 2. It was adapted from Remster (2013) and quantifies the level of depression 
experienced by the participant in the past week. A slightly modified version of the Center for 
Epidemiological Studies Depression Scale (CES-D 10) (Kohout et al., 1993; as cited by 
Remster, 2013) was used in the ADD Health study. Participants were asked how often they 
experienced each of the following in the past seven days: (a) You felt depressed, (b) You felt 
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that you were too tired to do things, (c) You were happy (reverse scored), (d) You felt lonely, 
(e) You enjoyed life (reverse scored), (f) You felt sad, (g) You felt that people disliked you, 
and (h) It was hard to start doing things. Response options included never or rarely (0), 
sometimes (1), a lot of the time (2), and most of the time or all of the time (3). A higher value 
on this measure indicates higher levels of depression. This scale was found reliable at both 
waves (see Table 2).  
Drug use. This measure is based on the mean of four items asked during the in-home 
interview at Waves 1 and 2. Participants were asked the following: (1) During the past 30 
days, how many times have you used marijuana?; (2) During the past 30 days, how many 
times have you used cocaine?; (3) During the past 30 days, how many times have you used 
inhalants?; (4) During the past 30 days, how many times have you any other type of illegal 
drug, such as LSD, PCP, ecstasy, mushrooms, speed, ice, heroin, or pills, without a doctor’s 
prescription? Responses were continuous, with a larger score on this measure indicating 
more drug use. This scale was found reliable at both waves (see Table 2).  
Alcohol use. This measure is based on a single item asked during the in-home 
interview at Waves 1 and 2. Participants were asked how many days they got drunk or “very, 
very high” on alcohol in the past 12 months. Responses included none (0), 1 or two days in 
the past 12 months (1), once a month or less (2), two or three days a month (3), 1 or 2 days a 
week (4), 3 to 5 days a week (5), and every day or almost every day (6). A larger score on this 
item indicates more alcohol use.  
Static variables. 
PREDICTORS OF YOUTH VIOLENCE      22 
 
 
History of grade retention. This measure is based a single item assessed at Wave 1. 
Participants were asked whether they had ever repeated a grade or been held back. 
Participants who endorsed the item received a score of 1; otherwise they were coded as 0.  
Verbal IQ. The PVT, a slightly abbreviated version of the Peabody Picture 
Vocabulary Test (Lubin, Larsen, and Matarazzo 1984; Rice and Brown 1967; as cited by 
Guo et al., 2008), was given at Wave 1. The PVT is generally regarded as a measure of 
verbal IQ (Guo et al., 2008). Responses are continuous but were coded to distinguish those 
individuals who have at least average verbal intelligence (90 or greater)=0, low average 
verbal intelligence (80 to 89)=1, borderline impaired verbal intelligence (70 to 79)=2, or 
impaired verbal intelligence (less than 70)=3. Due to likely confounding effects, we 
controlled for whether English is spoken in the home, which was previously described under 
demographic control variables. 
Data Analysis Strategy 
 Item Response Modeling. 
First, the outcome variable (violent offending) was translated onto a continuous scale 
using Samejima’s (1997) GR model, a type of IRM. The GR model is appropriate when item 
responses are ordered categorical and items have different response formats (Embretson & 
Reise, 2000). It is considered an “indirect” IRT model because it requires two steps in order 
to compute the conditional probability for an examinee responding in a particular category. 
There are three model assumptions: local independence, monotonicity, and unidimensionality 
(Rupp, 2003). IRTPRO for Windows, a stand-alone computer software package that assists 
in the application of IRT modeling, was used to estimate item and person parameters for the 
GR model (Embretson & Reise, 2000). The subsequent model fit was assessed by the 
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standardized weighted mean squares of the item residuals, which are computed in IRTPRO. 
The standardized residuals indicate standardized discrepancies, which are weighted as a 
function of the variances of the expected response probabilities. IRTPRO also calculates tests 
of item fit, such as the S-X2 index, and a test of dependence, such as the standardized local 
dependence index, which is based on the Chen and Thissen (1997) test of local dependence. 
The factor loadings for each item were examined to identify multidimensionality. Person 
ability estimates were exported for SPSS. 
Repeated Measures ANOVA. 
SPSS was used to collate the data into one record per youth, as well as code the 
measures. Continuous independent variables, including GPA, truancy, school attachment, 
depressive symptoms, drug use, and alcohol use, were centered to the mean in order to make 
the intercept more interpretable. An inspection of the skewness and kurtosis measures, visual 
inspection of histograms, and QQplots indicated that violence was negatively skewed. A 
constant was added to each observation to account for negatives and zeros and log10 
transformations were used to account for non-normality. Visual inspection of histograms and 
frequency tables were used to identify outliers, which were transformed with winzorization. 
With only two levels of a repeated measure factor, the assumption of sphericity is always met 
(Hinton, McMurray, & Brownlow, 2004), so Hartley’s test for homogeneity of variance was 
conducted and results showed borderline acceptance for the assumption.  
Since the data is limited to two time points, repeated measures ANOVA was used to 
determine whether individuals changed significantly between Wave 1 and 2 on the violence 
measure (Hypothesis 1). The transformed violence variables (Wave 1 & 2) were modeled as 
a function of time. The significance of the within-individual contrast was examined. 
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Multilevel Modeling. 
Growth modeling, a type of multilevel modeling (MLM), was used to examine 
correlates of within-individual change (or growth) in violent offending. Growth modeling is 
able to easily handle unbalanced data, missing data, and uneven time points unlike more 
traditional approaches to longitudinal data, such as repeated measures ANOVA. MLM 
assumes homogeneity of error variance and that errors are normally distributed (Raudenbush 
& Bryk, 2002). Growth modeling is ideal for the examination of dynamic and static variables 
since it allows for within-individual analyses as well as between-individual analyses. The 
multilevel models were built using SPSS Mixed.  
The Mixed procedure in SPSS was used for multilevel model building. The data was 
translated from horizontal to vertical format, which is appropriate for the mixed procedure. 
Since the random slopes model requires at least three data points, this analysis was restricted 
to a random intercept model, which implies a compound symmetric covariance structure. To 
account for unequal sampling probabilities, all models were scaled using the most 
appropriate weight recommended by Add Health's User's Guide for longitudinal analysis: the 
sampling weight calculated for adolescents interviewed at Wave 1 and 2 for population 
average models. 
An unconditional mean model was built with SPSS mixed in which violence was 
regressed on time as a fixed factor to estimate the grand mean of violence (fixed intercept) 
and the estimated population growth rate (fixed time). The parameter estimate of time 
demonstrated the direction of the average rate of change within individuals (hypothesis 2).  
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Then an unconditional random intercepts model estimated the average variation from the 
grand mean of violence. The residual error from this model was compared to other random 
models to obtain an R-square estimate. 
Eleven multilevel models were built to test for fixed and random effects. First, fixed 
effects were entered into the random intercepts model in chunks, organized by school, mental 
health, and social factors. Stepwise model selection was used to build a model with the 
greatest fixed effects. AIC, BIC scores, and the chi-square likelihood test were obtained to 
assess model fit. Demographic control variables were controlled for in all models.  
The following fixed effects were examined sequentially (from Model 1 to 7): 
demographic control variables, alone (model 1); school/achievement factors, including GPA, 
school attachment, truancy, history of repeated grade, low verbal IQ, and English not spoken 
in the home (control variable) (model 2); history of repeated grade, alone (model 3); mental 
health factors, including depressive symptoms, alcohol use, and drug use (model 4); 
depressive symptoms, alone (model 5); social factors, including peer delinquency and a daily 
family meal (model 6); and a combined model, including demographic control variables, 
history of repeated grade, peer delinquency, and a daily family meal. The fixed effects of all 
variables, including demographic control variables (hypothesis 3) and static variables, 
estimated their relations with violent offending between individuals (hypothesis 5). The 
interaction between peer delinquency and age was tested in model 7, while controlling for 
demographic variables, history of repeated grade, and a daily family meal (hypothesis 6).  
Paired-sample t-tests examined within-individual variation on all dynamic variables. 
The random effects of dynamic variables showing significant within-individual variability 
were examined individually while controlling for the following fixed effects: demographic 
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control variables, a history of repeated grade, peer delinquency, and a daily family meal. The 
following dynamic variables were entered, individually, into the random intercepts model at 
level-1: peer delinquency, a daily family meal, and alcohol use. Chi-square and Wald Z 
statistics determined the significance of covariance parameters. R-square estimated the 
amount of within-individual variance in violence accounted for by each dynamic variable. 
The covariance parameters of significant dynamic variables estimated the amount of 
variation in the effect of the predictor on violence after accounting for change over time and 
any covariates included in the model. This tests whether dynamic predictors covary with 
within-individual violence (hypothesis 4).  
Results 
IRT Analysis Results 
Three models were tested in IRTPRO for violent offending at Wave 1. In the first 
model, all seven items were included. After examining the model fit, it was determined that 
there was poor factor loading for a single item: (d) get into a fight where you were injured 
and had to be treated by a doctor or nurse. In addition, the results indicated poor item fit for 
the following two items, in addition to item (d): (c) get into a serious physical fight and (e) 
hurt someone badly enough to need bandages or care from a doctor or nurse. Large standard 
residuals indicated poor overall model fit. Item (d) was removed from the model, which 
resulted in good factor loadings for all items but poor item fit for items (c) and (e). The Chen 
and Thissen (1997) test of local dependence indicated that items (c) and (e) were too highly 
correlated. Standard residuals also indicated poor overall model fit. In the third model, item 
(c) and (e) were combined by creating a new item that equaled the average of the two items. 
The results showed good factor loadings for all five items, and item level statistics indicated 
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good item fit and local independence. Last, standard residuals were acceptable, indicating 
good overall model fit. Table 3 compares the factor loadings for model 1 and model 3. Table 
4 presents the item parameter estimates for the final model (model 3).  
Descriptive Statistics 
The descriptive statistics for all variables prior to centering continuous variables are 
presented in Table 5. Regarding demographic characteristics of the sample, whites accounted 
for the largest proportion of the sample (60%), followed by blacks (24%), Latinos (6%), 
Asians (4%), Native American (3%), and other (3%). The average age at Wave 1 was 16, 
while the average age at Wave 2 was 17. About seven percent of the sample lived in a 
household where the primary language was not English.  
Repeated Measures ANOVA Results 
 Repeated Measures ANOVA was used to test whether individuals changed in level of 
reported violence from Wave 1 to 2 (hypothesis 1). Self-reported violence was modeled as a 
function of time. A significant within-subjects contrast (F=42.25, p<0.001) confirmed that 
violence varied on average from Wave 1 to Wave 2 within-individuals.   
Paired-Sample T-tests Results 
 Paired-sample t-tests examined within-individual variation on all dynamic variables. 
Mean within-individual differences are presented in Table 6. The results indicated that peer 
delinquency, a daily family meal, and alcohol use significantly changed within individuals 
from Wave 1 to 2, demonstrating their malleability. Within-individual differences in GPA, 
school attachment, truancy, drug use, and depressive symptoms failed to reach significance. 
Random effects of peer delinquency, a daily family meal, and alcohol use were estimated to 
confirm significant covariation with violence.  
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Multilevel Modeling Results  
 Eleven multilevel models were built to estimate the relations between transformed 
individual probability estimates of violence obtained from IRTPRO with fixed and dynamic 
variables. R-squared values for dynamic variables, which estimate the proportion of within-
individual variance in violence that is explained by the model, were calculated by comparing 
error covariance estimates to the unconditional random intercepts model. Table 7 displays the 
correlation matrix of all variables in the study. All correlation coefficients were less than 0.4. 
The strongest correlation was between depressive symptoms and school attachment (r=0.36, 
p<.001). Results of the 11 models for violent offending are presented in Table 8. 
 The parameter estimate for the fixed effect of the intercept (b=1.74, p<0.001) in the 
unconditional mean model, or fixed model, estimates the population mean for violence based 
on the IRT scale developed for the study. The fixed effect of time (b=-0.31, p<0.001) in the 
null model estimates the average growth rate in violence. Contrary to hypothesis 2, this 
shows that individuals decreased in violence on average across the two time points 
(hypothesis 2). Model 1 examines the relationship between demographic control variables 
and violent offending. Race (b=0.1, p<0.01), family poverty (b=0.15, p<0.001), and parent’s 
highest level of education (b=0.08, p<0.01) were all significantly related to violent offending. 
Since race was included as a control variable and contrasts between races were not planned 
or of interest, a dummy variable was used. This controls for differences in race in the model.  
Recall that parent’s highest level of education was reverse-coded, meaning a higher score 
indicates a lower level of education. The results suggest that violent offending increases 
between individuals as parent’s education decreases and family poverty increases. 
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Demographic control variables accounted for 21% of the between-individual variance in 
violent offending. 
 Model 2 examines the relationship between school factors and violent offending, 
while controlling for demographic control variables. Individuals with a higher GPA (b=-0.21, 
p<0.001) and greater school attachment (b=-0.07, p<0.001) reported less violence, while 
individuals who were more truant (b=0.03, p<0.001) and had a history of grade retention 
(b=0.19, p<0.001) reported more violence. Having a low verbal IQ did not predict 
differences in self-reported violence across individuals (b=0.08, p>0.05). Model 2 explained 
18% of the variance in violence between individuals. History of grade retention was 
examined individually in model 3, while controlling for demographic variables. The fixed 
effect of grade retention increased (b=0.36, p<0.001), and the variance explained increased to 
24%. 
 The fixed effects of mental health variables, including depressive symptoms, alcohol 
use, and drug use, were examined in model 4. The results show significant effects of 
depressive symptoms (b=0.37, p<0.01), drug use (b=0.01, p<0.001), and alcohol use (b=0.25, 
p<0.01) on self-reported violence. However, the amount of variance explained by the model 
equaled zero, so the effects may be very small and should be interpreted with caution. Model 
5 estimated the fixed effect of depressive symptoms, individually, while controlling for 
demographic variables. Individuals who reported more depressive symptoms reported a 
higher level of violence (b=0.60, p<0.001). Model 5 accounted for 9% of the variance in 
violence between individuals. Compared to model 5, demographic control variables alone in 
model 1 accounted for much more variance (R-square=0.21). 
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 Model 6 estimated the fixed effects of peer delinquency and a daily family meal while 
controlling for demographic variables. The results showed a positive relationship between 
peer delinquency and violence (b=0.18, p<0.001). In addition, individuals who had a daily 
family meal (reverse-coded) reported less violence compared to those who do not (b=0.15, 
p<0.01). R-square indicated that model 6 accounted for 49% of the variance in between-
individual violence.  
 Model 7 combined the fixed effects of model 3 and 6 to obtain estimates for history 
of grade retention (b=0.32, p<0.001), peer delinquency (b=0.18, p<0.001), and a daily family 
meal (b=0.17, p<0.001), while controlling for demographic variables. The total between-
individual variance accounted for by this model equaled 58%.  
Model 8 examined the interaction between peer delinquency and age (hypothesis 6). 
The interaction between peer delinquency and age did not significantly predict the level of 
violence between individuals above the fixed effects in model 7 (b=-0.006, p>0.05). We 
cannot conclude that the effect of peer delinquency on violence between individuals changes 
with age.  
  Models 9, 10, and 11 examined the random effects of peer delinquency, a daily 
family meal, and alcohol use, individually, over the fixed effects included in model 7. 
Alcohol use was added as a fixed effect in model 11, which examines its random effect. In 
model 9, peer delinquency significantly covaried with within-individual violence (variance 
component=0.03, p<0.001). Therefore, a change in peer delinquency related to a change in 
violence. Peer delinquency accounted for 5% of the variance in within-individual violence. 
Model 10 showed that a daily family meal (variance component=0.43, p<0.001) 
demonstrated a significant dynamic effect on within-individual violence and accounted for 
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3% of the within-individual variance in violence. Last, alcohol use demonstrated a significant 
dynamic effect on within-individual violence (variance component=0.11, p<0.001), however, 
the R-square was equal to zero. This effect may be miniscule and should be interpreted with 
caution. We can conclude that peer delinquency and having a daily family meal exhibit 
dynamic effects on within-individual violence. 
Discussion 
Repeated measures ANOVA indicated that violence varied significantly within 
individuals between Wave 1 and 2 (hypothesis 1). Contrary to hypothesis 2, the multilevel 
models indicated that violence decreased with age, on average, both within and between 
individuals. Demographic control variables significantly predicted violence between 
individuals (hypothesis 3). A daily family meal, peer delinquency, and alcohol use varied 
significantly within-individuals between measurement points and covaried with within-
individual change in violence while controlling for fixed covariates (hypothesis 4). Since 
GPA, school attachment, truancy, drug use, and depressive symptoms did not show 
significant within-individual variation, their dynamic effects could not be estimated. The 
following variables predicted the level of violence between individuals: age, race, family 
poverty, parent education, GPA, school attachment, history of grade retention, depressive 
symptoms, peer delinquency, and a daily family meal. Overall, school and mental health 
factors did not account for much variance in violence over demographic control variables. 
Demographic control variables, history of grade retention, peer delinquency, and a daily 
family meal accounted for the greatest amount of variance in violence between individuals 
(R-square=0.51). The addition of peer delinquency at level-1 over these fixed effects 
accounted for 58% of between-individual variance, and 5% of within-individual variance.  
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 The results of the multilevel models are promising for risk management since 
association with delinquent peers and a daily family meal, which is a proxy for parental 
supervision, can be monitored and managed. Overall, peer delinquency demonstrated the 
greatest dynamic effect and fixed effect, in combination with a daily family meal, on youth 
violence. This finding is not surprising, given conclusions by other researchers that 
delinquent peers are one of the strongest and most consistent predictors of youth violence 
(Loeber et al., 2008). The mean growth estimate in the current study was negative, meaning 
that the majority of youth decrease in propensity for violence with age, which supports 
Moffitt’s theory of adolescent delinquency. Future research should apply multilevel 
modeling, or mixed modeling, to the study of dynamic variables in the prediction of different 
life-course trajectories of violence, such as adolescent-limited and life-course persistent 
offenders.  
Our results show preliminary support for parental supervision as a dynamic variable. 
Although parental supervision was not directly measured in this study, a daily family meal 
served as a proxy. Our results are congruent with Guo et al. (2008). Parents who were present 
during the participant’s evening meal on at least six days a week protected youth against 
violence, while parents who were not present put youth at risk of violent offending.  Some 
researchers have suggested that parental supervision exhibits effects on youth violence 
through its effect on peer delinquency. However, peer delinquency and a daily family meal 
were not highly correlated at level 1 (r=0.19). The results of this analysis suggest that a daily 
family meal has an independent and dynamic effect on youth violence.  
Depressive symptoms, alcohol use and drug use are frequently named as correlates of 
youth and adult violence, however, the results of this analysis failed to find evidence of 
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dynamic effects for depressive symptoms or drug use. While individuals who reported higher 
levels of depression and drug use reported more violent offending, a relationship with within-
individual violence could not be ascertained given the lack of variability within individuals. 
In addition, these effects did not account for much variance in violence between or, in the 
case of alcohol use, within individuals.  
Implications for violence research include the benefit of using modern data analysis 
procedures to re-analyze preexisting longitudinal datasets. Item response modeling for the 
dependent measure can have important effects on outcomes and conclusions. In addition, the 
exploration of dynamic variables using multilevel modeling can identify potential targets for 
treatment. Age should be considered when evaluating predictors of violence due to the 
changing effects across development. Examining the interaction effects between predictors 
and age has implications for both risk assessment and intervention.  
Limitations 
A few limitations must be noted. Add Health is a school-based sample, so the 
findings may not generalize to youth who have dropped out of school and likely have a 
higher rate of violence. For instance, approximately 12 participants from the sibling sample, 
who were interviewed at Wave 1 and 2, were not interviewed at Wave 3 because they were 
incarcerated. Additionally, predictors are limited to those that can be reliably assessed by the 
in-home interview. Secondary analyses are always limited in the range of predictive variables 
that can be studied. While the current study used the maximum number of time points 
available in the Add Health public dataset, studies with two time points are vulnerable to 
measurement error; as Lord stated, “differences between scores tend to be much more 
unreliable than the scores themselves” (1956, p. 429; as cited in Rogosa, 1988).  Three data 
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points is the minimum necessary for a quadratic growth estimate. Although Add Health used 
computer survey methods shown to maximize reporting among adolescents (Turner, Rogers, 
et al., 1998), self-report measures are susceptible to invalid responding. On the other hand, 
self-reported violence is a valid and reliable measure of violence; the Pittsburgh Youth Study 
(PYS) showed that youth reported higher rates of serious offending than was obtained by 
arrest records (Loeber et al., 2008). The results should not be taken as an exhaustive list of 
the predictors of change in violence but as a preliminary analysis on which future analyses of 
longitudinal designs can expand upon. 
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Appendix 
 
Table 1 
List of Independent Variables 
"Dynamic" variables Static variables 
GPA Repeated a grade 
Delinquent peers Verbal IQ 
Daily family meals English not spoken in home* 
Truancy Race/ethnicity* 
School attachment Parent education* 
Depressive symptoms Family poverty* 
Drug use  
Alcohol use  
Note. *=Demographic variable 
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Table 3 
 
IRT W1 Violence Measure Results: Factor Loadings for Model 1 and Model 3 
Item Label Model 1 λ s.e. Model 3 λ s.e. 
a use or threaten to use a weapon to get 
something from someone 
0.76 0.04 0.81 0.04 
b take part in a group fight 0.80 0.03 0.82 0.05 
c get into a serious physical fight 0.81 0.02 -------- ----- 
d get into a fight where you were injured 
and had to be treated by a doctor or nurse 
0.20 0.07 -------- ----- 
e hurt someone badly enough to need 
bandages or care from a doctor or nurse 
0.85 0.02 -------- ----- 
f pull a knife/gun on someone 0.78 0.04 0.85 0.07 
g shoot/stab someone 0.85 0.03 0.90 0.06 
h Mean(c,e) -------- ----- 0.77 0.04 
 
 
Table 4 
 
Item Response Theory Item Parameter Estimates for the 5-Item W2 Violence Measure 
Item Label 
Item parameter estimates 
α β1 β2 β3 
g shoot/stab someone 3.6 2.12 2.62 
 
f pull a knife/gun on someone 2.92 1.7 2.43 
 
h Mean(c,e) 2.66 1.33 2.37 3.15 
b take part in a group fight 2.4 0.87 1.83 2.45 
a 
use or threaten to use a weapon to get something from 
someone 
2.28 2.04 2.77 3.11 
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Table 5 
 
Descriptive Statistics* 
Variable Name Wave 1 Wave 2 Grand Mean 
Mean SD Mean SD 
Age 16 1.7 17 1.6 16.5 
Probability of Violence 1.36 1.84 1.14 1.78 1.267 
White 0.58 0.5 0.58 0.5 0.58 
Black 0.23 0.42 0.23 0.42 0.23 
Hispanic 0.1 0.58 0.1 0.58 0.1 
Asian 0.03 0.18 0.03 0.18 0.03 
Native American 0.01 0.08 0.01 0.08 0.01 
Other 0.05 0.23 0.05 0.23 0.05 
English Not Spoken at Home 0.066 0.25 0.066 0.25 0.066 
Parent's Highest Education 3.37 2.23 3.37 2.23 3.37 
Family Poverty 0.38 0.8 0.38 0.8 0.38 
GPA 2.68 0.77 2.69 0.76 2.685 
Peer Delinquency 2.58 2.64 2.85 2.73 2.715 
A Daily Family Meal 0.53 0.5 0.52 0.5 0.525 
Truancy 2.17 7.47 1.53 4.43 1.85 
School Attachment 19.7 4.62 20 4.5 19.85 
Depressive Symptoms 0.56 0.43 0.54 0.42 0.55 
Drug Use 5.21 13.37 7.15 14.65 6.18 
Alcohol Use 1.51 1.62 1.78 1.67 1.645 
Low Verbal IQ 0.29 0.66 0.29 0.66 0.29 
Repeated Grade 0.26 0.44 0.26 0.44 0.26 
Note. *Results prior to centering continuous independent variables 
 
Table 6 
 
 Results of Paired-Sample T-Tests 
Variable 
Violence 
Mean difference 
-0.26 
t-value 
-6.5*** 
GPA -0.004 -0.25 
School attachment -0.14 1.52 
Truancy 0.21 1.56 
Peer delinquency 0.42 8.16*** 
A daily family meal 0.04 3.17** 
Drug use 1.64 0.80 
Depressive symptoms -0.013 -1.6 
Alcohol use 0.45 7.16*** 
Note. *p<0.05. **p<0.01. ***p<0.001. a=R-square for final model 
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