Assume that a family of domain-dependent functionals Ω possesses a corresponding family of least energy critical points which can be found as (possibly nonunique) minimizers of Ω over the associated Nehari manifold. We obtain a formula for the second-order shape derivative of Ω along Nehari manifold trajectories of the form
Introduction
To outline an idea of the paper, let us start with a discussion of the model Lane-Emden problem
in Ω, = 0 on Ω, (1.1)
where
)︀ stands for the -Laplacian, 2 ≤ < < * , and Ω ⊂ R is a bounded domain with the boundary Ω, ≥ 2. Here * = − for < , and * = +∞ for ≥ . It is well-known (see, e.g., [12] ) that (1.1) has infinitely many (weak) solutions, among which we will be interested in the so-called least energy solutions (also known as ground states). Such solutions can be defined as minimizers of the problem (Ω) := inf
Ω [ ] (see, for instance, [15] ), where Ω : ∘ 1 (Ω) ↦ → R is the energy functional associated with (1.1):
and (Ω) is the corresponding Nehari manifold:
(Ω) = {︁ ∈ ∘ 1 (Ω) ∖ {0} :
A natural class of optimization problems related to (1.1) consists in optimizing the value of (Ω) over a set of admissible domains. For instance, the generalized Faber-Krahn inequality (see, e.g., [7] ) can be employed to show that (Ω) ≥ ( ) if is a ball of the same volume as Ω. Moreover, the equality (Ω) = ( ) holds if and only if Ω = . That is, is a global minimizer for (Ω) among the set of all domains with equal volume. Somewhat opposite situation occurs if we consider a class of spherical shells Ω = ∖ , where > and ∈ [0, − ) is the distance between centres of the balls , of radius , , respectively. In this case, (Ω 0 ) ≥ (Ω ) and (Ω ) strictly decreases with respect to , see [5] . That is, the concentric spherical shell Ω 0 is the global maximizer for (Ω ) among ∈ [0, − ). We refer the reader to [2, 3] for the analogous result for the first eigenvalue of the -Laplacian and for relevant references.
In the proof of the latter optimization result, the following Hadamard-type estimate for the first-order domain variation˙(Ω) of (Ω) was used. Consider a smooth perturbation Φ (Ω) of the domain Ω driven by a family of diffeomorphisms
If is a minimizer of (Ω) and ∈ R is chosen in such a way that (Φ −1 (·)) ∈ (Φ (Ω)), then lim sup 2) where is the outward unit normal vector to Ω, see [5, Theorem 1.1] . Notice that (Φ (Ω)) is continuous but can be nondifferentiable with respect to since the corresponding minimizer is not necessarily unique (see [9, 16, 20] and a discussion in [5, Remark 3.5] ), and hence, in general, only estimates for finite differences of (Φ (Ω)) as in (1.2) are possible. However, in a variety of applications, estimates for˙(Ω) do not provide a sufficient information to obtain an optimality of a considered domain, and higher-order domain variations of (Ω) have to be studied. We refer the reader to the (by no means complete) list of works [4, 6, 11, 14, 21, 22] , where the second-order domain derivative of various functionals was considered. The main aim of the present paper is to provide an upper estimate for the second-order domain variation¨(Ω) in terms of the second-order domain derivative of Φ (Ω) along trajectories of the form ( (Φ −1 ( ))+ (Φ −1 ( ))), ∈ Φ (Ω), where ∈ R is a normalization coefficient such that ( (Φ −1 (·)) + (Φ −1 (·))) ∈ (Φ (Ω)), and is a corrector whose choice is unrestricted.
Note that the corrector is reminiscent of the concept of material derivative˙of [22] which appears in exact formulas for the second-order domain derivative of various functionals in the case when such derivative exists (see, e.g., [4, 11, 14] ). Roughly speaking, if { } is a sufficiently regular with respect to family of critical points of such a functional, then the material derivativė 0 can be defined by
In fact,˙0 can be seen as an optimal corrector. However, in order to use the exact formulas for the second-order domain derivative in particular applications, one is forced to solve a boundary value problem to determine the material derivative of , which can be a nontrivial task by itself (see Section 5 below for a more detailed discussion of this issue). The main idea pursued in this paper is that one does not need to find an optimal corrector if it is possible to guess its good approximation based on a physical or geometric intuition. A good approximation of the optimal corrector would yield a good upper bound for¨(Ω). In particular, if this upper bound is negative, then¨(Ω) is also negative, which implies the nonoptimality of Ω in the case˙(Ω) = 0. Let us mention that the results of our paper are also applied to sublinear problems of the type (1.1), as well as to problems with convex-concave nonlinearities [1] (for some range of a parameter), since such problems possess least energy solutions. Moreover, apart from problems of the type (1.1), we obtain in the same way an estimate for the second-order domain variation of the first eigenvalue of the -Laplacian
Note that 1 (Φ (Ω)) is at least once differentiable with respect to , see [13, 17] . Moreover, the first eigenfunction of the -Laplacian and least energy solutions of (1.1) are conceptually the same objects, see [15] for rigorous results in this direction.
The present paper is organized as follows. In Section 2, we state our problem in the full generality and discuss main results. In Sections 3 and 4, we treat estimates for the first-order and second-order domain variations, respectively. Section 5 is devoted to the formal discussion of the concept of optimal corrector. In Section 6, we consider two particular examples of the main result: the problem (1.1) and the first eigenvalue of the -Laplacian. In Section 7, we further simplify obtained formulas either in the planar case = 2 or under additional assumptions on the perturbation Φ . Finally, in Section 8, we apply our results to study the behaviour of the first eigenvalue of the Laplacian in rectangles under specific perturbations. In some cases, we are able to compare values of the second-order domain variation of 1 (Ω) computed for optimal and nonoptimal correctors.
Main results
Consider a bounded domain Ω ⊂ R with the boundary Ω, where ≥ 2. Let and̃︀ be smooth vector fields over Ω. Define a deformed domain Ω as Ω = Φ (Ω), where
and > 0 is sufficiently small. We will work with a general energy functional defined by
where denotes the corresponding Jacobi matrix,
We always assume that obeys the following set of assumptions:
(ii) possesses a nonzero least energy critical point which can be found as a minimizer of over the Nehari manifold
}︂ .
We will denote the corresponding least energy critical level as ( ), that is,
)︀ ∈ (Ω ), and 0 = 1, ( + ) ∈ (Ω).
(iv) There exists a least energy critical point of 0 such that
Remark 2.1. In Section 6 below, we will show that with ( , ) = 1 | | − 1 | | , where , ≥ 2, < * , and ̸ = , satisfies the required assumptions (i)-(iv). Such example of corresponds to the problem (1.1) and can be kept in mind as the main model case.
Remark 2.2. Hereinafter, we will always denote by a least energy critical point of 0 which satisfies the assumption (iv).
Consider a family of functions
and its transposition to Ω defined by
Here, ∈ ∘ 1 (Ω) is an arbitrary function called a corrector, and > 0 is chosen in such a way that ∈ (Ω ) (see the assumption (iii)). Thus, the family { } can be called a Nehari manifold trajectory emanating from . After the change of variables, the Nehari manifold constraint on reads as
By the definition (2.2) of ( ) and the assumption ∈ (Ω ), we have
The aim of the present paper is to obtain a formula for the second-order derivative of ( ) at = 0, which will allow to estimate ( ) from above for sufficiently small | | via Taylor's theorem. Let us introduce the symmetric bilinear form associated with the second-order variation of 0 :
Our main result is the following theorem.
where 8) and the functional is defined by
Remark 2.4. Let Ω be of class
(Ω) and ( , ·) is strictly convex for any ∈ R, then the first two integrals in (2.7) containing̃︀ can be expressed via the Pohozaev identity (see [10, Theorems 1 and 2]) as integrals over the boundary of Ω:
where is the outward unit normal vector to Ω. Moreover, under similar smoothness assumptions, according to the structural theorem obtained in [21] , it is natural to expect that other integral terms in (2.7) can be also expressed via integrals over the boundary Ω. We do not provide additional details in the present paper and postpone the corresponding investigations for future research.
In Proposition 4.1 below, we obtain a formula for¨(0) for an arbitrary corrector . Moreover, in Lemmas 4.2 and 4.4 below, we obtain formulas for¨(0) under other assumptions on than in Theorem 2.3.
Auxiliary expressions and first-order derivative
In this section, we establish a formula for˙(0). First, let us write expressions for˙0,¨0,Ψ 0 , and Ψ 0 , as they will be used in this and subsequent sections. Recalling the notations (2.1), we have
where 2 ( ) stands for the third-to-highest coefficient of the characteristic polynomial of the matrix . That is, if is a square matrix, then
To calculate the derivatives of Ψ , we use the rules for derivatives of the inverse matrix:
Thereby, we obtain
Let us now deduce a formula for˙(0). From the definition (2.5) of ( ), we geṫ
Since in the definition (2.3) of is differentiable (see the assumption (iii)), we havė
Therefore, recalling that ∈ (Ω ), we see that the last two terms in (3.4) are, in fact,
Thus,˙( ) can be rewritten aṡ
Putting now = 0, we obtaiṅ
Recalling that is critical point of 0 , we have
Hence, using the expressions (3.1) and (3.3), we arrive aṫ
Thus, we have obtained the following result. 
where is the outward unit normal vector to Ω.
Second-order derivative
In this section, we study the second-order derivative¨(0). Differentiating (3.6), we geẗ
::::::::::::::::::::::::::::::::::::::::::::
:::::::::::::::::::::::::::::::::::
::::::::::::::::::::::::::::::::::::
::::::::::::::::::::::::::
.
Dashed underline terms are of deformation-deformation type, i.e., the differentiation with respect to appears two times in terms dealing with the deformation. The term˙′[ ]( (Φ −1 (·))) will vanish at = 0. ::::: Wavy ::::::::: underline :::::: terms are of corrector-corrector type, i.e., they contain bothȧ nd . ::::: Wavy ::::::::: underline :::::: terms are transformed to the second-order variation of . That is, let us introduce the symmetric bilinear form (cf. (2.6))
Then, using (3.5), ::::: wavy ::::::::: underline ::::: terms can be compressed as
To catch the structure of¨( ), let us regroup the expression for¨( ) in the following way:
::::::::::::::::::
. Putting = 0 and noting that˙=˙0 + and
:::::::::::::::
Let us define a linear functional :
(see also the equivalent definition (2.9) of written via (3.1) and (3.3)). That is, collects the remainder terms (without underlining) that come out of differentiating the first-order derivativė ( ) when the derivative falls ones on the deformation coefficient Ψ or . Then,¨(0) can be rewritten as follows:
Let us now simplify˙0. For this end, we differentiate the constraint ′ [ ] = 0 given by the expression (2.4):
::::::::::::::::::::: 
where ⟨ , ⟩ 0 ̸ = 0 by the assumption (iv). Using now (4.3), we rewrite the last four terms in (4.1) in the following way:
Hence,¨(0) can be written as
Thus, we have obtained the following result. Let us now obtain several simplifications of (4.4) under additional assumptions on the corrector. Notice that¨(0) depends on − ⟨ , ⟩ 0 ⟨ , ⟩ 0 , i.e., minus its projection onto . That is, to simplify (4.4), it is natural to require the orthogonality of and in the sense that
Under this assumption, we arrive at the following intermediate result.
Note that (4.5) is, in general, quadratic with respect to . Moreover, we have the following information about the sign of ⟨ , ⟩ 0 .
Proof. Consider the function ( + ) ∈ ∘ 1 (Ω), where | | < and > 0 is sufficiently small, and a normalization coefficient (·) ∈ 1 ((− , ), (0, ∞)) is such that 0 = 1 and ( + ) ∈ (Ω). In view of the assumption (iii), such exists. In particular, we have 
We see from Lemma 4.3 that if ⟨ , ⟩ 0 = 0, then there are two possibilities: either ⟨ , ⟩ 0 = 0 or ⟨ , ⟩ 0 > 0. Suppose first that ⟨ , ⟩ 0 = 0, i.e., a degeneracy occurs. Then we obtain from (4.5) that¨(
Let us replace with in (4.6), where ∈ R. We see that¨(0) is a polynomial in of degree at most one. If [ ] ̸ = 0, then we can find with sufficiently large absolute value in order to achievë (0) < 0. Thus, we have shown the following result. Let us suppose now that ⟨ , ⟩ 0 > 0. Replacing with in (4.5), where ∈ R, we obtain a quadratic polynomial in whose major coefficient ⟨ , ⟩ 0 is positive. This polynomial attains a global minimum, which is
Substituting the expressions (3.1), (3.2), and (3.3) into (4.7), we obtain (2.7), and hence Theorem 2.3 is established.
Optimal corrector
In this section, we formally discuss an optimality of the choice of a corrector. All the terms in the formula (2.7) (or, equivalently, (4.7)) except for the last fraction depend solely on , and̃︀, and do not depend on a corrector . Considered alone, the sum of these terms is expected to be positive, which makes the upper estimate of¨(0) (in the sense of finite differences) by this sum meaningless. However, the last fraction depends on , and , and is nonpositive, which gives a possibility to prove that¨(0) < 0. This inequality implies¨(0) < 0, which in turn means that Ω is not optimal, provided˙(0) = 0. In that context, it is natural to call a corrector optimal whenever it maximizes
Boundary value problem for optimal corrector
Let us formally consider the problem of finding an optimal corrector:
If we suppose that there exists a maximizer for (5.1), then satisfies the following Lagrange equation:
where , ∈ R are Lagrange multipliers such that | | + | | > 0. In many particular cases (e.g., in the case of eigenvalue problems, see Section 6.2 below) it is possible to prove that either = 0 or ⟨ , ℎ⟩ 0 is identically zero. If this is true, then the equation (5.2) becomes
Substituting ℎ = , we obtain that
Since the quotient
is homogeneous, is also an optimal corrector. That is, at least formally, (5.3) can be seen as the boundary value problem for an optimal corrector.
Note that the equation (5.3) is linear with respect to and its right-hand side depends linearly on . The coefficients of these linear functionals, however, may depend nonlinearly on , which is usually not known in a closed form, and this leads to difficulties when one tries to solve such a boundary value problem.
Relation to minimizing trajectory
An optimal corrector obtained as a solution of (5.3) is, in fact, closely related to the concept of minimizing trajectories. By the assumption (ii), for every ∈ (− , ) the functional possesses a least energy critical point , and hence satisfies the equation
with zero Dirichlet boundary conditions on Ω or, in the weak form after transposition back to Ω,
Although it is far from guaranteed, suppose that forms a smooth family with respect to in the following sense. Define ( ) = (Φ ( )), ∈ Ω, and suppose that is a differentiable function (− , ) → ∘ 1 (Ω). In this case, we can differentiate (5.4) by and obtain, after setting = 0,
This problem coincides with (5.3) up to the multiplication of a solution by −1 and thus yields both the derivative along the minimizing trajectory and the optimal corrector. However, let us emphasize again that the minimizing trajectory can be very "degenerate" if one talks about superlinear problems of the type (1.1). Namely, although for each a least energy critical point exists, even the continuity of such family of minimizers is uncertain. Examples with a discontinuous family { } can be easily constructed. Consider, for instance, the problem (1.1) on a spherical shell (annulus) and its deformations driven by the radial shrinkage of, say, the inner boundary. Let us assume that the annulus is chosen sufficiently thin in order to guarantee that any least energy critical point on this annulus and its deformations is nonradial (see [9, 16, 20] for the existence results). Since any rotation of a fixed least energy critical point is again a least energy critical point, we can easily find a discontinuous family of minimizers by composing the domain deformation with noncontinuous rotations. On the other hand, even if we obtain a continuous family of minimizers, its differentiability is still uncertain, because it is usually proven by some variant of the inverse function theorem, which requires the quadratic form
′′ [ ](ℎ, ℎ) to be nondegenerate. However, thin annuli again provide a counterexample: there exists at least one nonzerõ︀ ℎ such that
′′ [ ](̃︀ ℎ,̃︀ ℎ) = 0, see, e.g., [8, Proposition 4.2] .
We postpone more detailed study of the optimal corrector and minimizing trajectory for future investigations.
Special cases with -Laplacian
In this section, we consider a particular case of Theorem 2.3 for the Lane-Emden problem (1.1), and we also obtain a formula as in Theorem 2.3 for the first eigenvalue of the -Laplacian (1.3). which is a critical point of and hence belongs to (Ω ). That is, a global minimizer is a least energy critical point and it can be obtained as a minimizer of ( ). The assumption (iii) can be established by the implicit function theorem in much the same way as in [5, Lemma 2.5] . Finally, to obtain the assumption (iv), we directly calculate that
Lane-Emden problem
since ̸ = , where we used that ∈ (Ω).
Let us now obtain a particular version of Theorem 2.3 for the considered case of . First, we see from (2.6) and the fact that is a critical point of 0 that the assumption ⟨ , ⟩ 0 = 0 reads as
Moreover, ⟨ , ⟩ 0 is given by (6.1) and ⟨ , ⟩ 0 is written in the following way:
Second, the functional [ℎ] is written as
In particular, we get
Let us additionally assume that˙(0) = 0. This assumption is natural in the study of the stability of (0), since if˙(0) ̸ = 0, then (0) is unstable, and hence there is no need to consider (0). In view of Proposition 3.1, we havė
Therefore, under the assumption˙(0) = 0, we get
Combining all together, we obtain the following result. = 0 and ⟨ , ⟩ 0 > 0, where ⟨ , ⟩ 0 is given by (6.2), then
We see that 1 (Ω) = (0) and 1 (Ω ) ≤ ( ) for all | | < . Consider the energy functional acting on :︀
While the functional̃︀ ( ) does not directly fit into Theorem 2.3, the arguments of Sections 3, 4, and 6.1 can be applied in much the same way by taking = 1 and hence˙= 0 for all . Indeed, by the definition of ( ), we havẽ︀ ( ) = 0. Consequently,︀ ( ) = 0 and︀ ( ) = 0. Therefore, resolving︀ ( ) = 0 with respect to˙(0), we geṫ
Under the assumption˙(0) = 0, the part of︀ (0) where the derivatives fall on the integral terms is exactly the same as in (6.5) of Proposition 6.1 with = . Thus, expressing¨(0) from the equation︀ ( ) = 0, we get the following result. 
and ⟨ , ⟩ 0 is written as
Remark 6.4. As in Remark 6.2, let us assume that Ω is of class 1, , ∈ (0, 1). Then ∈ 1, (Ω) for some ∈ (0, 1), see [18] . Therefore, we can compress the terms with̃︀ in (6.8) via the Pohozaev identity [10, Lemma 2] as follows:
Remark 6.5. Let us explicitly mention that
since, by definition, is the first eigenfunction of the -Laplacian. Moreover,
In the linear case = 2, the expressions in Proposition 6.3 can be simplified as follows. Note that ⟨ , ⟩ 0 is defined as
(6.9)
Since the first eigenfunction is unique modulo scaling [19] , we see from the definition of 1 (Ω) that ⟨ , ⟩ 0 > 0 for any ∈ ∘ 1 2 (Ω) ∖ {R }. Thus, we have the following result.
Lemma 6.6. Assume that˙(0) = 0, where˙(0) is given by (6.7). If a corrector ∈
where ⟨ , ⟩ 0 is given by (6.9) and the functional [ ] is written as
Special cases of deformations
In this section, we present some extra simplifications of Theorem 2.3 when = 2 or a vector field is effectively one-dimensional, i.e., = ( 1 , . . . , ), where is a constant vector and ∈ 1 (R , R) is a scalar function. . . .
Effectively one-dimensional deformation
Then, observing that div( ) = 1 , we have
Using this result and assuming̃︀ = 0, we can simplify (2.7) as follows:
The formula (6.5) for the Lane-Emden problem becomes
The formula (6.8) for the first eigenvalue of the -Laplacian becomes
Moreover, in the linear case = 2, (7.1) reduces tö
where is the identity matrix.
Proof. Both equalities can be proved by direct calculations.
Using Lemma 7.2 and assuming̃︀ = 0, we simplify (2.7) as
The formula (6.5) becomes
The formula (6.8) becomes
Applications
In this section, we provide an application of our results by studying the stability of the first eigenvalue 1 (Ω) of the Laplacian in the rectangle Ω = (0, 1) × (− , ) with ≥ 1 under perturbations of the form Φ ( , ) = ( , ) + ( , ), where ( , ) = ( ( ) ( ), 0) and , are 1 -smooth, see, e.g., Figures 1 and 5 . In some cases, we are able to find explicitly an optimal corrector, which gives us a possibility to compare¨(0) computed for optimal and several nonoptimal correctors.
First, we note that in view of the separable nature of our domain, we have
To use the formula (7.2) for¨(0), we have to require˙(0) = 0. Applying the Pohozaev identity (cf. (6.7) and Remark 6.4), we see thaṫ
Therefore, if either (0) = (1) or ( ) is odd, then˙(0) = 0. Below, we will work with the latter case.
For the considered , we have
Thus,
and we conclude from (7.2) thaẗ
where [ ] and ⟨ , ⟩ 0 are given by (6.10) and (6.9), respectively, i.e.,
Let us consider the problem of finding an optimal corrector (see Section 5.1):
Note that the constraint ⟨ , ⟩ 0 = 0 is fulfilled for any ∈ ∘ 1 2 (Ω) due to Remark 6.5. Moreover, since , , are regular, we easily see that the Rayleigh quotient
is weakly upper semicontinuous and
where = ( , , ) does not depend on . Let { } be a maximizing sequence for . We can always assume [ ] = 1 for all ∈ N. Moreover, { } does not converge to weakly in Applying the Lagrange multipliers rule, we see that satisfies
Making a substitution = −1/2 , we conclude that, for the optimal corrector ,
Performing an integration by parts in (8.4) , we see that the optimal corrector is the solution of the following boundary value problem:
The solution of (8.5) can be expressed via the Fourier series as
where , ∈ N, and
Here, the eigenvalues , and the eigenfunctions , are given, respectively, by
Hence, in view of (8.5), we have
Now we are ready to consider several explicit examples of the perturbation . We will treat the following six cases (see Figures 1 and 5 ):
(ii) ( ) = and ( ) = ;
For all cases (i)-(vi) we consider nonoptimal correctors = and = 1,2 , as well as several approximations of the optimal corrector :
Moreover, in the cases (iv) and (v), we obtain an analytic expression for the sum in ⟨ , ⟩ 0 and hence compute¨(0) for the optimal corrector. In the cases (i)-(iii), (vi), we are not able to obtain an analytic expression for the sum in ⟨ , ⟩ 0 , that is why only approximations of will be considered. Notice that each integral in (8.1), (8.2), (8.3) can be easily calculated analytically for such choices of (although the resulting expressions are relatively huge). We omit trivial calculations and only discuss the behaviour of¨(0) with respect to ≥ 1.
First, we consider the cases (i)-(iii). The behaviour of¨(0) with respect to ∈ (1, 1.1) is depicted on Figures 2-4 . We observe that¨(0) < 0 for all sufficiently large > 1, which implies that (Ω ) decays locally with respect to for such values of . In particular, in each case,¨(0) < 0 for all ≥ 1.01 when = 4, 6 . Note that we do not expect¨(0) = 0 at = 1, since in this case the shape of the right boundary of the deformed domain does not coincide with the shape of the nodal line of any second eigenfunction in the square (0, 2) × (−1, 1). That is, if = 1, then 1 (Ω ) has to increase with respect to . Note also that ( ) = 1 − cos (︀
2
)︀ gives better values for¨(0) for, at least, = and = 1,2 . This can be explained by the fact that the mass of near the left boundary = 0 changes slower with respect to this deformation than with respect to ( ) = sin (︀ Moreover, calculating the integrals in (8.6) and then using Mathematica 
Thus, the expressions for¨(0) with optimal correctors are obtained analytically for all ≥ 1 for these choices of . It is not hard to see that the corresponding values of¨(0) for these 's coincide for any ≥ 1. This observation reflects the fact that the second-order shape variation of 1 (Ω) depends only on the perturbation of the boundary, and does not depend on how the perturbation acts inside the domain, see [21] . We again observe that¨(0) < 0 for all sufficiently large > 1 and any choice of and the corrector . For instance,¨(0) < 0 for all ≥ 1.01 by choosing the nonoptimal corrector = 2,2 . Moreover, in the cases (iv) and (v),¨(0) < 0 for all > 1 and¨(0) = 0 for = 1, when the optimal corrector = is considered. This is naturally anticipated, since for = 1, the perturbation driven by ( ) = sin (︀ 2 )︀ changes the right boundary according to the behaviour of the nodal set of the second eigenfunction 2,1 + 1,2 in the square (0, 2) × (−1, 1) for sufficiently small > 0. That is, if = 1, then 1 (Ω ) will be unchanged. We also see that ( ) = 1 − cos (︀ 
