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Abstract— In this paper, a methodology for the automated detection and classification of  Tuberculosis(TB) is presented. Tuberculosis is a 
disease caused by mycobacterium which spreads through the air and attacks low immune bodies easily. Our methodology is based on clus-
tering and classification that classifies TB into two categories, Pulmonary Tuberculosis(PTB) and retroviral PTB(RPTB) that is those with  
Human Immunodeficiency Virus (HIV) infection. Initially K-means clustering is used to group the TB data into two clusters and assigns 
classes to clusters. Subsequently multiple different classification algorithms are trained on the result set to build the final classifier model 
based on K-fold cross validation method. This methodology is evaluated using 700 raw TB data obtained from a city hospital. The best ob-
tained accuracy was 98.7% from support vector machine (SVM) compared to other classifiers. The proposed approach helps doctors in their 
diagnosis decisions and also in their treatment planning procedures for different categories. 
 
Index Terms— Clustering, Classification, Tuberculosis, K-means clustering, PTB, RPTB 
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1 INTRODUCTION
Tuberculosis is a common and often deadly infectious 
disease caused by mycobacterium; in humans it is mainly 
Mycobacterium tuberculosis. It is a great problem for most 
developing countries because of the low diagnosis and 
treatment opportunities. Tuberculosis has the highest 
mortality level among the diseases caused by a single 
type of microorganism. Thus, tuberculosis is a great 
health concern all over the world, and in India as well 
[wikipedia.org]. 
Data mining has been applied with success in different 
fields of human endeavour, including marketing, bank-
ing, customer relationship management, engineering and 
various areas of science. However, its application to the 
analysis of medical data has been relatively limited. Thus, 
there is a growing pressure for intelligent data analysis 
such as data mining to facilitate the extraction of know-
ledge to support clinical specialists in making decisions. 
Medical datasets have reached enormous capacities. This 
data may contain valuable information that awaits extrac-
tion. The knowledge may be encapsulated in various pat-
terns and regularities that may be hidden in the data. 
Such knowledge may prove to be priceless in future med-
ical decision-making. Data analysis underlies many com-
puting applications, either in a design phase or as part of 
their on-line operations. Data analysis procedures can be 
dichotomized as either exploratory or confirmatory, based 
on the availability of appropriate models for the data 
source, but a key element in both types of procedures 
(whether for hypothesis formation or decision-making) is 
the grouping, or classification of measurements based on 
either goodness-of-fit to a postulated model, or natural 
groupings (clustering) revealed through analysis. 
Clustering is the unsupervised classification of patterns 
(observations, data items, or feature vectors) into groups 
(clusters). The clustering problem has been addressed in 
many contexts and by researchers in many disciplines; 
this reflects its broad appeal and usefulness as one of the 
steps in exploratory data analysis. However, clustering is 
a difficult problem combinatorially, and differences in 
assumptions and contexts in different communities has 
made the transfer of useful generic concepts and metho-
dologies slow to occur. 
Data classification process using knowledge obtained 
from known historical data has been one of the most in-
tensively studied subjects in statistics, decision science 
and computer science. Data mining techniques have been 
applied to medical services in several areas, including 
prediction of effectiveness of surgical procedures, medical 
tests, medication, and the discovery of relationships 
among clinical and diagnosis data. In order to help the 
clinicians in diagnosing the type of disease computerized 
data mining and decision support tools are used which 
are able to help clinicians to process a huge amount of 
data available from solving previous cases and suggest 
the probable diagnosis based on the values of several im-
portant attributes. There have been numerous 
comparisons of the different classification and prediction 
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methods, and the matter remains a research topic. No 
single method has been found to be superior over all oth-
ers for all data sets. 
It is important to understand the difference between clus-
tering (unsupervised classification) and classification (su-
pervised classification). In supervised classification, we 
are provided with a collection of labelled (preclassified) 
patterns; the problem is to label a newly encountered, yet 
unlabeled, pattern. Typically, the given labelled (training) 
patterns are used to learn the descriptions of classes 
which in turn are used to label a new pattern. In the case 
of clustering, the problem is to group a given collection of 
unlabeled patterns into meaningful clusters. In a sense, 
labels are associated with clusters also, but these category 
labels are data driven; that is, they are obtained solely from 
the data. Clustering is useful in several exploratory pat-
tern-analysis, grouping, decision-making, and machine-
learning situations, including data mining, document 
retrieval, image segmentation, and pattern classification. 
However, in many such problems, there is little prior in-
formation. 
In this paper, we introduce a combined approach in the 
detection of Tuberculosis by cascading machine learning  
algorithms.  K-means clustering algorithm with different 
classification algorithms such as Naïve Bayes, C4.5 deci-
sion trees, SVM, Adaboost and Random Forest trees etc. 
are combined  to improve the classification accuracy of 
TB. In the first stage, k-Means clustering is performed on 
training instances to obtain k disjoint clusters. Each k-
Means cluster represents a region of similar instances, 
“similar” in terms of Euclidean distances between the 
instances and their cluster centroids. We choose k-Means 
clustering because: 1) it is a data-driven method with rela-
tively few assumptions on the distributions of the under-
lying data and 2) the greedy search strategy of k-Means 
guarantees at least a local minimum of the criterion func-
tion, thereby accelerating the convergence of clusters on 
large data sets. In the second stage, the k-Means method  
is cascaded with the classification  algorithms to learn the 
classification  model using the instances in each k-Means 
cluster. 
2 RELATED WORK 
There has been few works done on TB using Artificial 
neural network(ANN) and more research work has been 
carried out on hybrid prediction models. 
Orhan Er. And Temuritus[1,2] present a study on tubercu-
losis diagnosis, carried out with the help of MultiLayer 
Neural Networks (MLNNs). For this purpose, an MLNN 
with one and  two hidden layers and a genetic algorithm 
for training algorithm has been used. Data mining ap-
proach was adopted to classify genotype of mycobacte-
rium tuberculosis using c4.5 algorithm[3]. Our proposed 
work is on categorical and numerical attributes of TB data 
with data mining technologies. Shekhar R. Gaddam  
et.al.[4] present “K-Means+ID3,” a method to cascade k-
Means clustering and the ID3 decision tree learning me-
thods for classifying anomalous and normal activities in a 
computer network, an active electronic circuit, and a me-
chanical mass-beam system.Chin-Yuan Fan et al., propose 
a hybrid model [5]by integrating a case-based data clus-
tering method and a fuzzy decision tree for medical data 
classification on liver disorder and breast cancer datasets. 
Jian kang[6] and his team propose a novel and abstract 
method for describing DDoS attacks with characteristic 
tree, three-tuple, and introduces an original, formalized 
taxonomy based on similarity and Hierarchical Clustering 
method. Yi-Hsin Yu  et. al. [7] attempt to develop an EEG 
based classification system to automatically classify sub-
ject’s Motion Sickness level and find the suitable EEG fea-
tures via common feature extraction, selection and clas-
sifiers technologies in this study. Themis P. Exarchos  et.al. 
propose  a methodology[8] for the automated detection 
and classification of transient events in electroencephalo-
graphic (EEG) recordings. It is based on association rule 
mining and classifies transient events into four catego-
ries.Pascal Boilot[9] and his team report on the use of the 
Cyranose 320 for the detection of bacteria causing eye 
infections using pure laboratory cultures and the screen-
ing of bacteria associated with ENT infections using ac-
tual hospital samples. Bong-Horng chu and his team[10]  
propose a hybridized architecture to deal with customer 
retention problems. 
3 DATA SOURCE 
The medical dataset we are classifying includes 700 real 
records of patients suffering from TB obtained from a 
state hospital. The entire dataset is put in one file having 
many records. Each record corresponds to most relevant 
information of one patient. Initial queries by doctor as 
symptoms and some required test details of patients have 
been considered as main attributes. Totally there are 11 
attributes(symptoms) and one class attribute. The symp-
toms of each patient such as age, chroniccough(weeks), 
loss of weight, intermittent fever(days), night sweats, 
Sputum, Bloodcough, chestpain, HIV, radiographic find-
ings, wheezing and class are considered as attributes. 
Table 1 shows names of 12 attributes considered along 
with their Data Types (DT). Type N-indicates numerical 
and C is categorical 
4 PROPOSED METHOD 
Figure 1 depicts the proposed hybrid model which is a 
combination of k-means and other classification algo-
rithms. In the first stage the raw data collected from hos-
pital is cleaned by filling in the missing values as null 
since it was not available. Second stage groups similar 
  
data into two clusters using K-means. In the third stage 
result set is then classified using SVM, Naïve Bayes, C4.5  
Decision Tree, K-NN, Bagging, AdaBoost and Random-
Forest  into two categories as PTB and RPTB. Their per-
formance is evaluated using Precision, Recall, kappa sta-
tistics ,Accuracy and other statistical measures. 
 
 
Table 1 
 List of Attributes and their Datatypes 
 
No Name DT 
1 Age N 
2 chroniccough(weeks) N 
3 weightloss C 
4 intermittentfever(days) N 
5 nightsweats   C 
6 Bloodcough C 
7 chestpain C 
8 HIV C 
9 Radiographicfindings C 
10 Sputum C 
11 wheezing C 
12 class C 
 
Fig. 1 proposed combined approach to cluster-classification 
5 ALGORITHMS 
5.1 K-Means Clustering 
K-means clustering is an algorithm[20] to classify or to 
group objects based on attributes into K number of group. 
K is a positive integer number. The grouping is done by 
minimizing the sum of squares of distances between data 
and the corresponding cluster centroid. It can be viewed 
as a greedy algorithm for partitioning the n samples into 
k clusters so as to minimize the sum of the squared dis-
tances to the cluster centres. It does have some weak 
nesses: The way to initialize the means was not specified.  
One popular way to start is to randomly choose k of the 
samples. The basic step of direct k-means clustering is 
simple. In the beginning we determine number of cluster 
k and we assume the centroid or centre of these clusters. 
Let the K  prototypes (w1……….wk) be initialized to one of 
the input patterns (i1………..in). Where wj il, j 1,………,k, 
l 1,…….nCj is the jth cluster whose value is a disjoint sub-
set of input patterns. The quality of the clustering is de-
termined by the following error function: 
 
Preprocess TB data 
by filling missing 
values with null  
Cluster the entire 
data into two clus-
ters using K-means 
Classifying the instances as 
PTB or RPTB using  
C4.5DecisionTree 
Naïve Bayes 
Original raw TB 
data collected 
from hospital 
K-NN  
SVM 
Bagging  
AdaBoost  
RandomForest  
  
The appropriate choice of  k is problem and domain de-
pendent and generally a user tries several values of k. As-
suming that there are n patterns, each of dimension d, the 
computational cost of a direct k-means algorithm per ite-
ration can be decomposed into three parts. 
          • The time required for the first  for loop in the algo-
rithm is O(nkd). 
          • The time required for calculating the centroids is 0 
(nd). 
          • The time required for calculating the error func-
tion is O(nd). 
5.2 C4.5 Decision Tree 
Perhaps C4.5 algorithm which was developed by Quinlan 
is the most popular tree classifier[21]. It is a decision sup-
port tool that uses a tree-like graph or model of decisions 
and their possible consequences, including chance event 
outcomes, resource costs, and utility. Weka classifier 
package has its own version of C4.5 known as J48. J48 is 
an optimized implementation of C4.5 rev. 8.  
5.3 K-Nearest Neighbor(K-NN) 
The k-nearest neighbors algorithm (k-NN) is a method 
for[22] classifying objects based on closest training exam-
ples in the feature space. k-NN is a type of instance-based 
learning., or lazy learning where the function is only ap-
proximated locally and all computation is deferred until 
classification. Here an object is classified by a majority 
vote of its neighbors, with the object being assigned to the 
class most common amongst its k nearest neighbors (k is a 
positive, typically small).  
5.4 Naïve Bayesian Classifier 
It is Bayes classifier which is a simple probabilistic clas-
sifier based on applying Baye’s theorem(from Bayesian 
statistics) with strong (naive) independence[23] assump-
tions. In probability theory  Bayes' theorem  shows how 
one conditional probability (such as the probability of a 
hypothesis given observed evidence) depends on its in-
verse (in this case, the probability of that evidence given 
the hypothesis). In more technical terms, the theorem ex-
presses the posterior probability (i.e. after evidence E is 
observed) of a hypothesis H in terms of the prior proba-
bilities of H and E, and the probability of E given H. It 
implies that evidence has a stronger confirming effect if it 
was more unlikely before being observed. 
5.5 Support Vector Machine 
The original SVM algorithm was invented by Vladimir 
Vapnik. The standard SVM takes a set of input data, and 
predicts, for each given input, which of two possible 
classes the input is a member of, which makes the SVM a 
non-probabilistic binary linear classifier. 
A support vector machine constructs a hyperplane or set 
of hyperplanes in a high or infinite dimensional space,  
which can be used for classification, regression or other 
tasks. Intuitively, a good separation is achieved by the 
hyperplane that has the largest distance to the nearest 
training data points of any class (so-called functional 
margin), since in general the larger the margin the lower 
the generalization error of the classifier.  
5.6 Bagging 
Bagging (Bootstrap aggregating) was proposed by Leo 
Breiman in 1994 to improve the classification by combin-
ing classifications of randomly generated training sets. 
The concept of bagging[24] (voting for classification, av-
eraging for regression-type problems with continuous 
dependent variables of interest) applies to the area of 
predictive data mining to combine the predicted classifi-
cations (prediction) from multiple models, or from the 
same type of model for different learning data. It is  a 
technique generating multiple training sets by sampling 
with replacement from the available training data and 
assigns vote for each classification.  
5.7 Random Forest 
The algorithm for inducing a random forest was devel-
oped by leo-braiman[25]. The term came from random 
decision forests that was first proposed by Tin Kam Ho of 
Bell Labs in 1995. It is an ensemble classifier that consists 
of many decision trees and outputs the class that is the 
mode of the class's output by individual trees. It is a pop-
ular algorithm which builds a randomized decision tree 
in each iteration of the bagging algorithm and often pro-
duces excellent predictors. 
5.8 Adaboost 
AdaBoost is an algorithm for constructing a “strong” clas-
sifier as linear combination of “simple” “weak” classifier. 
Instead of resampling, Each training sample uses a weight 
to determine the probability of being selected for a train-
ing set. Final classification is based on weighted vote of 
weak classifiers. AdaBoost is sensitive to noisy data and 
outliers. However in some problems it can be less sus-
ceptible to the overfitting problem than most learning 
algorithms. 
6 PERFORMANCE MEASURES 
Some measure of evaluating performance has to be intro-
duced. One common measure in the literature (Chawla, 
Bowyer, Hall & Kegelmeyer, 2002) is accuracy defined as 
correct classified instances divided by the total number of 
instances. A single prediction has the four different possi-
ble outcomes shown from confusion matrix in Table 2. 
The true positives (TP) and true negatives (TN) are cor-
rect classifications. A false positive (FP) occurs when the 
outcome is incorrectly predicted as yes (or positive) when 
it is actually no (negative). A false negative (FN) occurs 
when the outcome is incorrectly predicted as no when it 
is actually yes. Various measures used in this study are: 
  
Accuracy = (TP + TN) / (TP + TN + FP + FN) 
Precision = TP / (TP + FP) 
Recall / Sensitivity = TP / (TP + FN) 
 
TABLE 2 
Confusion Matrix 
 
     
 
 
 
 
 
 
k-Fold cross-validation: In order to have a good measure 
performance of the classifier, k-fold cross-validation me-
thod has been used (Delen et al.,2005).The classification 
algorithm is trained and tested  k time.In the most ele-
mentary form, cross validation consists of dividing the 
data into k subgroups. Each subgroup is tested via classi-
fication  rule constructed from the remaining (k - 1) 
groups. Thus the k different test results are obtained for 
each train–test configuration. The average result gives the 
test accuracy of the algorithm. We used 10 fold cross-
validations in our approach. It reduces the bias associated  
with random sampling method. 
Kappa statistics: The kappa parameter measures pair 
wise agreement between two different observers, cor-
rected for an expected chance agreement (Thora, Ebba, 
Helgi & Sven,2008). For example if the value is 1, then  it 
means that there is a complete agreement between the 
classifier and real world value. Kappa value can be calcu-
lated from following formula 
K = [P(A) - P(E)] / [1-P(E)] 
where P(A) is the percentage of agreement between the 
classifier and underlying truth calculated.  P(E) is the 
chance of agreement calculated. 
7 EXPERIMENTAL RESULTS 
For the implementation we have used Waikato Environ-
ment for Knowledge Analysis (WEKA) toolkit to analyze 
the performance gain that can be obtained by using vari-
ous classifiers (Witten & Frank, 2000). WEKA[26] consists 
of number of standard machine learning methods that 
can be applied to obtain useful knowledge from databas-
es which are too large to be analyzed by hand. Machine 
learning algorithms differ from statistical methods in the 
way that it uses only useful features from the dataset for 
analysis based on learning techniques.Table 3 displays the 
comparison of different measures such as Mean absolute 
error, Relative absolute error with kappa statistics whe-
reas Table 4 lists accuracy, F-measure and Incorrectly clas-
sified instances of multiple classifiers mentioned above. 
 
Table 3 Experimental Results of various statistical measures. 
 
 
 
 
 
   Predicted Label 
    Positive Negative 
Known 
Label 
Positive 
True Positive 
(TP) 
False Negative 
(FN) 
Negative 
False Positive 
(FP) 
True Negative 
(TN) 
Clusters Classifiers Class 
category 
Precision Recall Mean 
absolute 
Error 
Relative 
absolute 
Error 
Kappa 
Statistics 
Cluster 0 SVM PTB 98.5% 99.3% 0.0129 2.6387% 0.9736 
Cluster 1  RPTB 99% 98%    
Cluster 0 C4.5DecisionTree PTB 91.9% 95.3% 0.1323 27.1585% 0.8435 
Cluster 1  RPTB 93.2% 88.4%    
Cluster 0 NaiveBayes PTB 93% 91.9% 0.1388 28.49% 0.8216 
Cluster 1  RPTB 89% 90%    
Cluster 0 K-NN PTB 96.3% 95.8% 0.0472 9.6771% 0.9063 
Cluster 1  RPTB 94.3% 94.9%    
Cluster 0 Bagging PTB 98.1% 99.3% 0.0336 6.8966% 0.9677 
Cluster 1  RPTB 99% 97.3%    
Cluster 0 AdaBoost PTB 96.9% 99.3% 0.0524 10.746% 0.9529 
Cluster 1  RPTB 98.9% 95.6%    
Cluster 0 RandomForest PTB 98.5% 98.5% 0.0932 19.1267% 0.9648 
Cluster 1  RPTB 98% 98%    
  
Table 4 Comparison of Accuracy with other measures on different classifiers. 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
It can be 
seen from tables that SVM has highest accuracy followed 
by Bagging and RandomForest Trees compared to other 
classifiers.  
 
A Graph 
showing in detail the comparison of accuracy, True posi-
tive Rate(TPR), ROC area has been shown in figure 2 and 
figure 3 respectively. 
 
 
                            
Fig.2 Performance Comparison of all the classifiers. 
 
 
                               
Fig.3 Comparison of True Positive rate and F-measure. 
 
Classifiers Accuracy F-measure Incorrect classifica-
tion 
ANN(Existing Result 
in Ref.[1]) 
93% - - 
SVM 98.7% 0.987 1.2857% 
C4.5DecisionTree 92.4% 0.924 7.57% 
NaiveBayes 91.3% 0.913 8.7% 
K-NN 95.4% 0.954 4.5714% 
Bagging 98.4% 0.984 1.5714% 
AdaBoost 97.7% 0.977 2.2857% 
RandomForest 98.3% 0.983 1.7143% 
  
CONCLUSION 
Tuberculosis is an important health concern as it is also 
associated with AIDS. Retrospective studies of tuberculo-
sis suggest that active tuberculosis accelerates the pro-
gression of HIV infection. In this paper, we propose an 
efficient hybrid model for the prediction of tuberculosis. 
K-means clustering is combined with various different 
classifiers to improve the accuracy in the prediction of TB. 
This approach not only helps doctors in diagnosis but 
also to consider various other features involved within 
each class in planning their treatments. Compared to ex-
isting NN classifiers and NN with GA, our model pro-
duces an accuracy of 98.7% with SVM. 
ACKNOWLEDGMENT 
Our thanks to KIMS Hospital, Bangalore for providing 
the valuable real Tuberculosis data and  principal Dr. 
Sudharshan for giving  permission to collect data from 
the Hospital. 
REFERENCES 
[1] Orhan Er, Feyzullah Temurtas and A.C. Tantrikulu, “Tuberculosis 
disease diagnosis using Artificial Neural networks”, Journal of  Medi-
cal  Systems, Springer DOI 10.1007/s10916-008-9241-x  online, 
2008,print vol.34, pp.299-302,2010. 
[2] Erhan Elveren and  Nejat Yumuşak, “ Tuberculosis Disease Diag-
nosis using Artificial Neural Network Trained with Genetic Algo-
rithm”, Journal of  Medical  Systems, Springer, DOI 10.1007/s10916-009-
9369-,3,2009. 
[3] M. Sebban, I. Mokrousov, N. Rastogi and C. Sola  “A data-mining 
approach to spacer oligo nucleotide typing of Mycobacterium tuber-
culosis”, Bioinformatics, oxford university press, vol.18, issue 2, pp. 235-
243,2002. 
[4] Shekhar R. Gaddam, Vir V. Phoha and Kiran S. Balagani, “K-
Means+ID3: A Novel Method for Supervised Anomaly Detection by 
Cascading K-Means Clustering and ID3 Decision Tree Learning Me-
thods”, IEEE TRANSACTIONS ON KNOWLEDGE AND DATA EN-
GINEERING, vol.19, NO.3, MARCH 2007. 
[5] Chin-Yuan Fan, Pei-Chann Chang, Jyun-Jie Lin, J.C. Hsieh, “A 
hybrid model combining case-based reasoning and fuzzy decision 
tree for medical data classification”, Applied Soft Computing, vol.11, 
issue 1, pp. 632–644,  2011. 
[6] JIAN KANG, YUAN ZHANG, JIU-BIN JU, “CLASSIFYING 
DDOS ATTACKS BY HIERARCHICAL CLUSTERING BASED ON 
SIMILARITY”, Proc. Fifth International Conference on Machine Learning 
and Cybernetics, Dalian, 13-16 August 2006. 
[7] Yi-Hsin Yu, Pei-Chen Lai, Li-Wei Ko, Chun-Hsiang Chuang, Bor-
Chen Kuo, “An EEG-based Classification System of Passenger’s Mo-
tion Sickness Level by using Feature Extraction/Selection Technolo-
gies”,    978-1-4244-8126-2/10/$26.00 ©2010 IEEE 
[8] Themis P. Exarchos, Alexandros T. Tzallas, Dimitrios I. Fotiadis, 
Spiros Konitsiotis, and Sotirios Giannopoulos, “EEG Transient Event 
Detection and Classification Using Association Rules”, IEEE 
TRANSACTIONS ON INFORMATION TECHNOLOGY IN BIOME-
DICINE, vol. 10, NO. 3, JULY 2006. 
[9] Pascal Boilot, Evor L. Hines, Julian W. Gardner, Member, IEEE, 
Richard Pitt, Spencer John, Joanne Mitchell, and David W. Morgan, 
“Classification of Bacteria Responsible for ENT and Eye Infections 
Using the Cyranose System”, IEEE SENSORS JOURNAL, vol. 2, NO. 
3, JUNE 2002. 
[10] Bong-Horng Chu, Ming-Shian Tsai and Cheng-Seen Ho, “To-
ward a hybrid data mining model for customer retention”, Know-
ledge-Based Systems, vol. 20,issue 8, Pages 703-718 , December 2007. 
[11]  Kwong-Sak Leung, Kin Hong Lee, Jin-Feng Wang et al., “Data 
Mining on DNA Sequences of      Hepatitis B Virus”, IEEE/ACM 
Transactions On Computational Biology And Bioinformatics, VOL. 8, 
NO. 2, pp. 428-440, MARCH/APRIL 2011. 
 [12]    Hidekazu Kaneko, Shinya S. Suzuki, Jiro Okada, and Mo-
toyuki Akamatsu, “Multineuronal Spike Classification Based on 
Multisite Electrode Recording, Whole-Waveform Analysis, and Hie-
rarchical Clustering”, IEEE Transactions On Biomedical Engineer-
ing”,VOL.46, NO. 3, pp. 280-290, MARCH 1999. 
[13] Ajith Abraham, Vitorino Ramos, “Web Usage Mining Using 
Artificial Ant Colony Clustering and Genetic Programming”,  proc. 
World Congress on Evolutionary Computation 2003,vol.2, pp.1384 – 
1391, 8-12 Dec. 2003. 
[14] Lubomir Hadjiiski, Berkman Sahiner,Heang-Ping Chan, Nicho-
las Petrick and Mark Helvie, “Classification of Malignant and Benign 
Masses Based on Hybrid ART2LDA Approach”, IEEE Transactions 
On Medical Imaging, VOL. 18, NO. 12, pp.1178-1187,DECEMBER 
1999. 
[15] Chee-Peng Lim, Jenn-Hwai Leong, and Mei-Ming Kuan, “A 
Hybrid Neural Network System for Pattern Classification Tasks with 
Missing Features”, IEEE Transactions On Pattern Analysis And Ma-
chine Intelligence, VOL. 27, NO. 4, pp. 648-653,APRIL 2005. 
[16] Jung-Hsien Chiang and Shing-Hua Ho, “A Combination of 
Rough-Based Feature Selection 
and RBF Neural Network for Classification Using Gene Expression 
Data”, IEEE Transactions On Nanobioscience, VOL. 7, NO. 1, pp.91-
99,MARCH 2008. 
[17] Sabri Boutemedjet, Nizar Bouguila and Djemel Ziou, “A Hybrid 
Feature Extraction Selection Approach 
for High-Dimensional Non-Gaussian Data Clustering”,  IEEE Trans-
actions On Pattern Analysis And Machine Intelligence, VOL. 31, NO. 
8, pp. 1429-1443,AUGUST 2009.  
[18] Asha.T, S. Natarajan, K.N.B.Murthy, “ Diagnosis of Tuberculosis 
using Ensemble Methods”, Proc. Third IEEE International Confe-
rence on Computer Science and Informational Technology”(ICCSIT), 
pp.409-412, DOI 10.1109/ICCSIT.2010.5564025,sept.2010. 
[19] Asha.T, S. Natarajan, K.N.B.Murthy, “Statistical Classification of 
Tuberculosis using Data Mining Techniques”, proc. Fourth Interna-
tional Conference on Information Processing, pp. 45-50, Aug.2010. 
[20] R. C. Dubes and A. K. Jain, Algorithms for Clustering Data. Cam-
bridge, MA: MIT Press, 1988. 
[21] J.R. QUINLAN “Induction of Decision Trees” Machine Learning 
1, Kluwer Academic Publishers, Boston, 1986, pp 81-106. 
[22] Thomas M. Cover and Peter E. Hart, "Nearest neighbor pattern 
classification," IEEE Transactions on Information Theory, Vol. 13, issue 
1, 1967pp. 21-27. 
[23] Rish, Irina.(2001) “An empirical study of the naïve Bayes classifi-
er”, IJCAI 2001, workshop on empirical methods in artificial intelli-
gence, (available online). 
  
[24]  R. J. Quinlan, "Bagging, boosting, and c4.5," in AAAI/IAAI: Pro-
ceedings of the 13th National Conference on Artificial Intelligence 
and 8th Innovative Applications of Artificial Intelligence Conference. 
Portland, Oregon, AAAI Press / The MIT Press, Vol. 1, 1996,  pp.725-
730. 
[25] Breiman, Leo (2001). "Random Forests". Machine Learning 45 (1): 
5–32.,Doi:10.1023/A:1010933404324. 
[26] Weka – Data Mining Machine Learning Software, 
http://www.cs.waikato.ac.nz/ml/. 
[27] J. Han and M. Kamber. Data mining: concepts and techniques: 
Morgan Kaufmann Pub, 2006. 
[28] I. H. Witten and E. Frank. Data Mining: Practical Machine 
Learning Tools and Techniques, Second Edition: Morgan Kaufmann 
Pub, 2005. 
  
  
 
 
