We investigate the impact of the role of pairing correlation on the energy per particles of WignerSeitz cells in the inner crust of a neutron star. In particular, we compare some common approximations done to treat pairing effects and we estimate the possible error. To reduce the computational cost of the calculations required to determine the chemical composition of the crust, we present a new numerical method based on Gaussian Emulator Process.
Introduction
Neutron stars are extreme astrophysical objects, with incredibly strong gravitational and magnetic fields, and densities second only to those of black holes. They are usually formed after the death of massive stars via type II supernovae. The density ranges from far greater than atomic densities (ρ b = 10 6 gcm −3 near the surface) to well above normal nuclear densities (ρ b = 3×10 15 gcm −3 in the core of the largest neutron stars), such is the effect of gravity for massive enough stars [1] .
Following standard models [2] , we can identify three major regions of the star: the outer crust, the inner crust and the core. Within the outer crust, we find neutron rich nuclei arranged in crystal lattice and surrounded by an electron gas [3] . By increasing the density, the proton-neutron asymmetry increases and neutrons start to drip-out forming a continuum gas [4] . For barionic densities ranging from ρ b ≈ 5 × 10 11 g/cm 3 to ρ b ≈ 2 × 10 14 g/cm 3 , we define the inner crust: a region of the star where very exotic nuclei exist immersed in a neutron and electron gas. For higher values of the density, it is no more possible to form bound systems and the matter dissolves into a uniform Fermi liquid.
The inner crust represents a major challenge for nuclear-structure models. To describe such a region, the tool of choice is the Nuclear Energy Density Functional theory (NEDF) since it ables to describe with very high level of accuracy nuclear observables from drip-line to drip-line and to light to heavy systems [5, 6] . Since the seminal work of Negele and Vautherin [7] , several groups have tried to determine the chemical composition of the inner crust by using microscopic functionals [8, 9, 10, 11] . In most cases, the authors have spotted the major difficulty of solving the corresponding microscopic Hartree-Fock-Bogoliubov equations due to numerical errors and computational cost. To overcome these difficulties some approximations are introduced: a very common one is to make use of semi-classic approximations [12] based on Thomas-Fermi approximations.
In the present article, we briefly discuss some of the common approximations used in microscopic calculations of the inner crust and we compare the resulting error. This is illustrated in Sec. 2. Determining the chemical composition of the inner crust at different values of density and eventually temperature is computationally demanding task, thus we present for the very first time a new method based on Gaussian Process Emulators (GPEs) to speed up the optimisation procedure. Some simple examples are discussed in Sec.3. In Sec.4, we present our conclusions.
Error estimate
To determine the cluster composition of the inner crust, we have to determine the minimal energy configuration of each Wigner-Seitz (WS) cell for a given barionic density and, eventually, temperature T [7] . Within the NEDF formalism, this means solving several Hartree-Fock-Bogoliubov (HFB) [13] problems for different cluster configurations and WS cells to identify the configuration at minimal energy. The correct treatment of the problem, would imply the solution of the HFB equations together with periodic boundary conditions (BC) [14] . This is very demanding from the computational point of view, thus a first simplification consists in adopting simpler BC, namely the Dirichlet-Neumann BC as detailed in Ref. [7] . This choice implies a discretisation of the neutron gas state and the appearance of possible spurious shell effects that could affect the results, as spotted In Ref. [15] .
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To better quantify the impact of spurious shell effects in HFB calculations, the authors of Ref. [16] compared the binding energy per nucleon, E n N , for a gas of free neutrons in a box of radius R B and the analytical result coming from the equation of state (EoS) of a piece of pure neutron matter (PNM), E a N [17] .We define the energy difference due to the discretisation effects as In Fig.1 , we represent the results we obtained with our numerical code and using the SLy4 functional. As expected the error decreases as the box increases with very small dependence on the value of the density of the system ρ n , here expressed in terms of Fermi momentum k F = (3π 2 ρ n ) 1/3 . We observe that the discrepancy between the two calculations can be very small, ≈10 keV, for large boxes (R B = 60 fm) and thus corresponding to the low-density region of the crust, while for small boxes R B≈ 20 fm, corresponding to the high density region, such a discrepancy can be of the order of ≈ 200 keV. We can fit these results via a simple function as
to estimate the error done for each WS calculation. The parameter a = 61.67 fm 2 has been fitted on the data shown in Fig.1 . Using this function, we obtain the finite-size error related to each HFB calculations done for the different WS cells. For the current work, we use the WS cells extracted from the original work of Negele and Vautherin [7] and given in Tab.1. In the present article, we discard the denser configurations, 1500 Zr and 982 Ge, since they are not stable in our HFB calculations as discussed in Ref. [18] .
To avoid this problem, several authors prefer to adopt semi-classical approximations [12, 19, 20, 11] . In most of the calculations, pairing properties are simply neglected or treated at the simpler [7] . Each cell is characterised by a given proton (Z) and neutron (N) number and a fixed WS radius R W S .
BCS level [21] . Pairing correlations play a major role in determining the crust composition [9] , thus it is very important to assess the impact of such an approximation on the actual semi-classic calculations.
To assess the quality of the different approximation on the treatment of the pairing correlations, we performed different HFB calculations for the WS shown in Tab.1. For our test, we use the SLy4 functional in the particle-hole channel and a density dependent contact interaction in the particleparticle channel of the form
where q = n, p is the isospin index and ρ 0 = 0.16 fm −3 and V q 0 = −430 MeVfm 3 together with a sharp cut off of 60 MeV in quasi-particle space. More details on the numerical methods used to solve HFB equations can be found in Refs. [18, 22, 23] . From each HFB calculation we extract the total energy per particle E A HFB and we compare it with the three different approximations
• A fully self-consistent Hartree-Fock (HF).
• A fully self-consistent Hartree-Fock plus the pairing condensation energy E C [24] of the external neutron gas.
• A fully self-consistent Hartree-Fock+BCS calculation. See Ref. [23] for details.
We define three errors, as energy difference between the full HFB calculation and the Hartree-Fock one, σ HF , the HF corrected by pairing condensation energy σ HF+C and the HF-BCS one σ BCS .
Since the calculations are done in the same box, we assume that the error related to discretisation effect is roughly the same in the two calculations and thus it cancels out. This is of course a crude approximation, but we aim at estimating only the order of magnitude of the errors. The results
Impact Fig.2 together with the error due to finite-size effects. We notice that although several authors claimed that HFB calculations are biased by spurious finite-size effects, the other approximations are also affected by a significant error, especially in the pure HF limit, when pairing properties are neglected. This error becomes more and more important in the regions of the crust where pairing correlations are at their maximum. The inclusion of pairing condensation energy E C clearly improves the situation leading to errors comparable or smaller than the one related to finitesize effects. Only including fully self-consistently pairing correlations, although at BCS level, it is possible to bring down such an error to the order of few keV per particle. Notice that in Fig.2 , the errors related to the BCS approximations have been multiplied by a factor of 5 to make them visible on the energy scale adopted in the figure. The current analysis strongly depends on the choice of the pairing functional, for the current article, we have used a functional that gives a maximum pairing gap of 3.5 MeV in PNM as illustrated in Fig.5 of Ref. [18] . Weaker pairing strengths would lead to smaller errors. Since the calculations are usually done at fixed barionic density, it is not correct to assume that pairing correlations will be similar for different WS configurations, since the density of the external neutron gas is not constant. As a consequence, the errors presented in Fig.2 , should be also taken into account in the minimisation procedure.
Gaussian Process Emulators
GPEs perform spatial interpolation for a sample of simulation outputs, by making probabilistic predictions based on this sample. This is a Bayesian approach to interpolation, also known as Kriging; it aims to extract the maximum amount of information possible about the surface being simulated. The emulator learns about the simulation, building its own model, which is improved by each extra simulation output it receives. GPEs work best for deterministic simulations, where the same input parameters give a consistent output. It is also important that the output varies
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The motivation for using GPEs is to reduce the computational burden for calculations of the inner crust composition. A GPE can emulate a simulation output, ideally with good accuracy, and in less time. This is particularly important in combination with an HFB solver that requires a remarkable amount of CPU time to describe WS cells.
The computational performance of the GPEs depends on the number of input data points. As long as the time taken to run the emulation is small compared with the simulation time, and an effective speedup is obtained, the use of the GPE will have been successful. The emulator must invert a covariance matrix, a process which does not scale linearly with the number of data points. However this is not a problem, even for millions of data points, since the time for this matrix inversion will still be dwarfed by the HFB calculation time.
There are a few ways of taking simulation output samples to give to the emulator. One can choose a grid of varying size, e.g. taking every 5th point along each dimension of the surface. Another method is Latin Hypercube (LHC) sampling. This divides the surface into equal chunks of a given size, and then selects randomly a point from within each chunk. This semi-random sampling provides a better coverage of the surface, and tends to produce a smaller overall error when compared with simple grid sampling.
GPEs can be used iteratively, once after each simulation output has been received, to intelligently choose points to calculate. After a given iteration, the emulator identifies the point on the surface with the greatest uncertainty, and the simulation then calculates this point. This is a greedy, but effective method for maximising the information gleaned while minimising the number of simulation runs. An improvement on this iterative method was proposed by Hoang et al. [25] . Here, the emulator tries to balance choosing points which minimise global error, with choosing points that continue to train the emulator, providing a more accurate emulation in the long term. This is known as nonmyopic (literally 'not-short-sighted') learning.
GPEs have been used in several areas of science, but never before in theoretical nuclear physics. They have been applied to atmospheric chemistry, as well as to studies into tsunamis around small islands [26] , and models for Rabies [27] . The potential applications for GPEs are far-reaching. They will help in any situation where a large number of expensive computational simulations need to be carried out, so long as there is a correlation between these simulation outputs.
In Figure 3 , we shows how a GPE could be applied to a one dimension simulation. We consider a test function y(x), represented on the figure with dots, from which we extract some points with some random noise: 10 on the left panel and 20 on the right one. We assume for simplicity that each point comes with a constant error bar fixed by the user and not related to the way the points have been generated. We recall that in real applications, the underlying function y(x) is not known and the way the points are extracted, either numerically or experimentally, may contain errors arising from different sources. We apply GPE to both sets of data. The interpolating function is shown as solid line. On the same figure we also represent the 95% confidence interval for both cases.
By comparing the results of the two data sets, we observe that the GPE provides an accurate prediction of the unknown function. The size of the 95% confidence interval decreases noticeably once we double the number of data points, but in both cases the GPE prediction still lies well within this interval for the majority of the input space. The largest discrepancy between emulation and true function happens at the boundaries, where there is less information for the GPE to use. Therefore, it can be useful to run the simulation for values slightly outside the region of interest, in order to help the GPE within the region of interest. For a more complex function, more points are needed to have the same quality of emulation. As a future development of GPEs, we aim at using them to simulate the energy landscape of different clusters at β -equilibrium and different barionic densities [7] . These results will be presented in a forthcoming publication.
Conclusions
In the present article, we have presented a preliminary study to estimate the error of different models for the calculation of the chemical composition of the inner crust of a NS. In particular, we have studied the impact of the use of Dirichlet-Neumann boundary conditions in HFB calculations and several common approximations to treat pairing correlations. We have observed that, despite common statements, the error for different WS cells arising from finite-size effects or neglecting pairing correlations is of the same order of magnitude. This aspect has not been fully explored in semi-classical methods and it should be clearly addressed in the future since such an error is one or two order of magnitude larger than the typical energy differences between the different cluster configurations. A simple way to reduce this error is to consider the contribution of pairing condensation energy of the neutron gas. In this case the errors in the calculations are comparable or even smaller than the one related to finite-size effects. The inclusion of pairing condensation energy is not computationally expensive and it could be easily improved via a simple Local Density
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Since the WS cell is composed by a cluster immersed in a neutron gas, once could expect that a simple BCS approximation could be enough to discuss pairing correlations [23, 28] . We have thus compared fully self-consistent HFB and BCS calculation showing that the discrepancy on the energy per particle of the two calculations is very small. We thus conclude that semi-classical methods can be considered competitive respect to complete HFB calculations in a box, only if pairing correlations are taken properly into account.
In the second part of the article, we introduce a new statistical method called Gaussian Process Emulator to reduce the computational cost in numerical calculations done to determine the cluster composition of the crust, independently from the adopted method (either semi-classical ones or quantal). The main advantage of the GPE method is the possibility of taking into account the presence of error bars to determine the energy surfaces leading to the cluster composition. We plan to combine the GPE method with improved HFB solver together with currently estimated error bars to determine the chemical composition of the inner crust for few selected Skyrme functionals.
