Constant Modulus Algorithm (CMA), Fractionally-spaced Equalizer (FSE) and Recursive Least Squares (RLS)-CMA are investigated, and a low computational complexity RLS-CMA based on FSE with the simplified cost function of CMA (LRLS-FSE-SCMA) was proposed in this paper. To overcome the instability of RLS-CMA, the cost function of CMA is simplified to meet second norm form and an improved RLS-CMA (RLS-SCMA) is obtained. For the input signals of FSE are obtained by oversampling the received signal, the input signals of each sub-equalizer are correlative, and the autocorrelation matrixes of the input signals of each sub-equalizer are little difference. To reduce the computational complexity, we use one of the autocorrelation matrixes instead of the others in RLS-FSE-SCMA, and then LRLS-FSE-SCMA is obtained. The simulation results under the underwater acoustic channel condition show that LRLS-FSE-SCMA has faster convergence rate and lower steady state error compared with Stochastic Gradient Descent (SGD)-CMA and RLS-SCMA with transversal equalizer, while LRLS-FSE-SCMA has similar performance as RLS-FSE-SCMA with lower computational complexity.
Introduction
compensate and track the communication channel without any training sequence that can save the bandwidth of channel and improve the performance of communication [1] . Constant Modulus Algorithm (CMA) is widely used [2] , due to its low computational cost. However, when the channel has depth spectral zeros, CMA based symbol-spaced transversal equalizer has disadvantages, such as the noise is amplified and enough length of the equalizer is required to attain convergence. As a result, CMA based symbol-spaced transversal equalizer bears the slow convergence rate and large steady state error [3] . The FSE oversamples the output of the channel to provide enough diversity gain for channel equalization, and then it can compensate the channel distortion even the channel has zero point near the unit circle. Meanwhile, the FSE is not sensitive to system time error, so it can attain better performance under low Signal-to-noise Ratio (SNR) than symbol-spaced equalizer [4] . Many FSE blind equalization algorithms have been investigated recently. However, most of them based on Stochastic Gradient Descent (SGD) algorithm according to CMA criterion [5] and their convergence rate is still slow and steady state error is still large [6] . Compared with SGD, Recursive Least Squares (RLS) has faster convergence rate and better tracking ability and RLS-CMA blind equalization algorithm was proposed in [7] . Although the RLS-CMA algorithm attains excellent performance, the RLS-CMA shows instability sometimes for the cost function of CMA does not meet second norm form [8] . Furthermore, RLS-CMA bears the high computational complexity. In this work, we present a low computational complexity RLS-CMA based on FSE with the simplified cost function of CMA (LRLS-FSE-SCMA) which takes advantage over RLS and FSE to implement blind equalization [9] . Additionally, the autocorrelation matrix of the input of each sub-equalizer is recursive calculated only by one of the sub-equalizers which can reduce the computation complexity. The simulation results under the underwater acoustic channel condition show that LRLS-FSE-SCMA has faster convergence rate and lower steady state error compared with Stochastic Gradient Descent (SGD)-CMA and RLS-SCMA with transversal equalizer, while LRLS-FSE-SCMA has similar performance as RLS-FSE-SCMA with lower computational complexity.
RLS-SCMA Based on Symbol-spaced Equalizer
The CMA is one of Bussgang algorithms and its schematic diagram can be shown as Fig. 1 . Where x(n) is the send signal and h(n) is the unknown channel. x(n) transmits over h(n) and Gauss white noise n(n) is added, so the observation signal y(n) is received. The CMA uses equalizer w(n) to compensate the distortion of the channel, thus the received signalx(n) which removes the ISI from the observation signal y(n) is obtained.
The cost function of CMA is given by
where R CM is the constant modulus can be calculated by
Most of the CMA blind equalization algorithms implement according to Stochastic Gradient Descent (SGD) algorithm, which updates the equalizer weights as follow
where µ is the study step.
For the convergence rate of SGD-CMA is very slow and the steady state error is large, the RLS-CMA is proposed to improve the performance of CMA. Because the cost function of CMA does not meet second norm form, the RLS-CMA shows instability sometimes. To ensure the robustness of the RLS-CMA, the cost function of CMA is simplified to meet second norm form and an improved RLS-CMA (RLS-SCMA) is obtained.
The output of equalizer can be given bỹ
so the cost function of CMA can be rewritten as follow
where the symbol "H" denotes the complex conjugate transpose operator and the symbol " * " denotes the conjugate operator. From Eq. (5) We can see that the cost function of CMA does not meet second norm form. If let u(n) = y (n)(w H (n)y (n)) * , Eq. (5) can be rewritten as follow
Obviously the cost function of CMA as Eq. (6) meets the second norm form. However u(n) includes w (n) in the expression, it cannot act as the equivalent input of the equalizer w (n). If the blind equalization algorithm attains convergence, we can get the relationship of w (n) and
Letũ(n) = y (n)(w H (n − 1)y (n)) instead of u(n) in Eq. (6), the cost function can be further rewritten as follow
The cost function as Eq. (8) meets the standard second norm form. Alsoũ(n) does not include w (n) andũ(n) can be taken as the equivalent input of the equalizer w (n). Based on the simplified cost function Eq. (8) and the RLS algorithm principle, the RLS-SCMA can be summarized as follows begin Initialization w (0) = 0 in addition to the central tap is 1.
, where I is the identity matrix and δ is a little positive constant value.
Computation for n = 1, 2, . . .
λ is the forgetting factor.
end where P(n) is the inverse matrix of the autocorrelation matrix of the input of the equalizer. Let R(n) is the autocorrelation matrix of the input signalũ(n) and R(n) can be calculated according to time recursive as follow
According to the inverse matrix theorem, it is easy to get the recursion formula to calculate P(n)
LRLS-FSE-SCMA Blind Equalization
Although RLS-SCMA attains better performance than SGD-CMA, RLS-SCMA based on symbolspaced transversal equalizer still shows slow convergence rate and large steady state error when the channel has depth spectral zeros or the Signal to Noise Ratio (SNR) is low. The FSE oversamples the output of channel to provide enough diversity gain for equalization, which can attain better performance even if the channel has depth spectral zeros or the SNR is low. The FSE can be equivalent to a Single-input Multiple-output (SIMO) model [10] as shown in Fig. 2 .
(n) y (1) (n) w (1) (n)
Fig. 2: The schematic diagram of SIMO equalization
In Fig. 2 , the output of the each sub-channel is given by
where p = 1, 2, . . . , P and P is the times of oversample to sampling interval. N is the length of the impulse response of the sub-channel h (p) (n). Let the length of sub-equalizer w (p) (n) is L, the send signal x (n) and noise vector n (p) (n) is (L + N − 1) × 1, Eq. (10) can be written as follow
where
where h (p) (n) is a block Toeplitz matrix with L × (L + N − 1) dimension and h (p) (n) can be given by
According to Eq. (12) and Eq. (13), the expression of Eq. (11) can be expressed in terms of matrix as follow
where h(n), y (n) and n(n) are all vectors with (N − 1) × 1 dimension and they can be given by
The output of the equalizer can be given bỹ
If set the oversampling ratio P = 4, the equalizer is T /4 FSE. To simplify the calculation, we can drop part of the output of equalizer and only preserve the odd sampling, thus the output of the T /4 FSE can be obtained as follow
From the iterative process of the RLS-SCMA we can see that the computational complexity is mainly due to the calculation of the inverse matrix of the autocorrelation matrix of the input of the equalizer. For T /4 FSE, the RLS-FSE-SCMA needs calculating the inverse matrix of the autocorrelation matrix of the input of the each sub-equalizer, so the RLS-FSE-SCMA attains better performance at the cost of large computational complexity [11] . For the input signals of FSE are gotten by oversampling the received signal [12] , the input signals of each sub-equalizer are correlative [13] , and then the autocorrelation matrixes of the input signals of each sub-equalizer are little difference. To reduce the computation complexity, we use one of the autocorrelation matrixes instead of the others in RLS-FSE-SCMA, and then LRLS-FSE-SCMA is obtained. Based on the above analysis, the LRLS-FSE-SCMA can be summarized as follows begin Initialization w (p) = 0 in addition to the central tap is 1 and p = 1, 2, 3, 4.
for n = 1, 2, . . .
end From the iterative process of LRLS-FSE-SCMA, we can see that P(n) only needs to calculate one time rather than four times during one iterative process. As a result, the computation complexity is reduced. For the computational complexity of RLS algorithm is O(L) 2 to calculate P(n), where L is the length of equalizer, so L is the mainly factor of the computational complexity. When the channel has depth spectrum zeroes, the RLS-SCMA needs very long of the equalizer to attain equalization, however the FSE only needs the length of the sub-equalizer to meet the length and zero condition to obtain convergence, so the computational complexity of the LRLS-FSE-SCMA is commonly lower than the RLS-SCMA.
Simulations
The performance of the proposed algorithm is compared with SGD-CMA, RLS-SCMA and RLS-FSE-SCMA. The simulations are performed over 500 channels by Monte Carlo simulation using the Quadrature Phase Shift Keying (QPSK). The mixed-phase underwater acoustic channel which impulse response is h1 = {0.3132, −0.1040, 0.8908, 0.3143} and the deep sea underwater acoustic channel which impulse response is h2 = {0.0051 + 0.0051j, 0.0508 − 0.0071j, 0.1525+0.1017j, 0.7931−0.1220j, 0.2542−0.0010j, −0.3559+0.1525j, 0.2033−0.1525j, −0.1017+ 0.1220j, 0.0508 − 0.1017j, −0.0051 + 0.0508j} are used in the simulations [14] . The comparison is in terms of residual Inter-symbol Interference (ISI) which is defined as [15] 
where C is the combined impulse response of the channel and the equalizer. For T /4 FSE, C can be given by
The simulation parameters are set as Table 1 . where L is the length of the symbol-spaced equalizer and L b is the length of the sub-equalizer of FSE, µ the study step in the SGD algorithm and λ is the forgetting factor in the RLS algorithms. while the parameters of LRLS-FSE-SCMA is set similar to RLS-FSE-SCMA. The equalizer weights are initialized to zero, except the central tap which is set to 1. As can be seen in Fig. 3 and Fig. 4 that the proposed LRLS-FSE-SCMA performs better than SGD-CMA and RLS-SCMA, also LRLS-FSE-SCMA has the almost similar performance to RLS-FSE-SCMA. 
Conclusions
In this work the RLS-CMA and the FSE blind equalization are investigated and LRLS-FSE-SCMA
