Abstract.
is familiar to most of us since school days, though perhaps still slightly mysterious. One justification is that it ensures that the additivity of the integral
follows, regardless of the relative magnitudes of a, b and c. Let us introduce the notation I 
where f (j) denotes the function got by splitting f at the (n − j)th variable; f (j) (x 1 , x 2 , ..., x n−j+1 ; x n−j , x n−j+1 , ..., x n ) = f (x 1 , x 2 , ..., x n ), regarded as an element of the tensor product of of the spaces of polynomial functions on < (n−j) a,b
and <
(j)
b,c respectively, and it is understood that a function on the empty set is the constant 1. Indeed (4) follows from the additivity of integration by decomposing < (n) a,c into the n + 1 regions in which exactly the first j of the variables lie in the subinterval [a, b] for j = 0, 1, 2, ..., n. For the purposes of generalisations below, it may be noted that the use of tensor product notation in (4) conceals a multiplication of complex numbers; each of the pairs of integration maps I b,c has range C ⊗ C which is canonically identified with C by the multiplication rule z ⊗ w = zw.
If we want (4) to hold for arbitrary a, b and c we must first define I 
where
Assuming that b < a < c,using (1), (5) becomes f (x, y) dx dy, that is,
By additivity of the planar Lebesgue integral (see Figure 1) , it follows that
Replacing a and b by b and c we see similarly that the same definition (6) makes (5) hold when a < c < b and hence for arbitrary a, b and c.
More generally, for (4) to hold for arbitrary a, b and c and arbitrary n, we must make the definition that, if a > b,
...
this can be shown by induction on n but.will follow from Theorem 4 below. The alert reader may have noticed that in these arguments "diagonal" subsets have been ignored as of Lebesgue measure zero. For example to deduce (6) from (5) we need that, for b < a, the rectangular integral f (x, y)dy dx.
In the simple case when f = 1 this reduces to the identity 
Suppose now that Lebesgue integration is replaced by Itô integration against Brownian motion dB. Then the analog of (8),
is famously false, the correct version being
where the quadratic variation term (dBdB)(x) = dx. More generally, using Itô integration against Brownian motion rather than Lebesgue integration, since (2) will hold for arbitrary a, b and c with dx replaced by dB(x) if and only if for each b < a we define
it is not difficult to show that, if now for a < b
then (5) holds for arbitrary a, b and c if and only if, wheneverȧ > b
The main purpose of this paper is to understand the modification of the definition (7), generalising (9) , which is needed whenever iterated Lebesgue integrals are replaced by iterated integrals of Itô type, whether in classical or quantum stochastic calculus. We shall show that the correct modification of (7) involves the antipode in the corresponding Itô Hopf algebra. This is a generalisation of the antipode in the well-known shuffle product algebra (which corresponds directly to (7)). It incorporates lower rank corrections which correspond to the "diagonal" simplexes of dimensions less than n which arise in a decomposition into disjoint simplexes of cartesian products of simplexes of dimensions n − j and j for j < n.
. More generally we investigate the role of this antipode in both classical and quantum iterated stochastic integrals and how it is related to the continuous tensor product structure of Fock spaces. We are strongly motivated in this work by its necessity to complete a forthcoming theory of triangular or causal double product integrals, of the form a≤x≤y≤b (1 + dr(x, y)) where dr is a second rank tensor over the Itô algebra. The latter are motivated in turn by their role in a quantum Girsanov theorem, of rotational rather than translational type, leading to a corresponding quantum version of the Black Scholes model in mathematical finance.
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2. The shuffle product Hopf algebra. Let I be a complex vector space. The vector space T (I) of all tensors α = (α 0 , α 1 , α 2 , ...) with α N ∈ N (I) and only finitely many non-zero terms becomes the well known [2] shuffle product Hopf algebra over I, when equipped with the following five structure maps (M 0 , i, ∆, ε, S 0 ) :
where the N th rank component of the element γ of
where the sum is over all 2 N ordered pairs (A, B) of disjoint subsets whose union is {1, 2, ..., N }, and we use the place notation that α A |A| indicates that the |A|th-rank tensor α |A| is placed in the |A|-fold tensor product of copies of I labelled by elements of A ⊂ {1, 2, ..., N } so that, with β
|B| is an element of N (I) as required.
• the unit map i : C z → (z, 0, 0, ...) ∈ T (I).
• the coproduct ∆ : T (I) → T (I) ⊗ T (I) defined by linear extension of the actions defined on the unit element
and on homogeneous product tensors by
• the counit ε :
• the antipode S 0 is given by linear extension of the actions S(1
The multiplication M 0 is given equivalently by its action on homogeneous product tensors, (which gives the algebra its name):
where S(m, n) is the set of permutations π in S(m + n) which preserve the order of (1, 2, ..., m) and of (m + 1, m + 2, ..., m + n) within {1, 2, ..., m + n},that is to say of (riffle) shuffles of the left and right packs (dL 1 ⊗dL 2 ⊗· · ·⊗dL m ) and (dL m+1 ⊗dL m+2 ⊗ · · ·⊗dL m+n ).M 0 extends to the vector space of arbitrary sequences α = (α 0 , α 1 , α 2 , ...) with α N ∈ N (I) and possible infinitely many non-zero terms, which we call the extended shuffle algebra and denote by T * (I). The coproduct ∆ is given equivalently by its action on arbitrary α ∈ T (I),
where ∆(α) m,n denotes the component of joint rank (m, n) of ∆(α)as an element of
3. The Ito shuffle product Now let I be a general associative algebra with multiplication map µ : I × I −→ I. Then the spaces T (I) ⊂ T * (I) can be equiped with a corresponding associative multiplication map M given by a generalisation of the shuffle product (10), which we call the Itô shuffle product, namely M (α ⊗ β) = γ where the N th rank component of γ is now given by
where now the sum is over all 3 N ordered pairs (A, B) of not necessarily disjoint subsets whose union is {1, 2, ..., N } and, in the place notation, double occupancies corrsponding to places j ∈ A ∩ B are reduced using the multiplication map µ. Thus, more precisely,
N +r (I) → N +r−1 (I) acts by applying the multiplication map µ to the jth and kth copies of I in N +r (I)
The multiplication M is unital, with the same unit map i as that of the shuffle product algebra over the vector space I. Moreover the same coproduct map ∆,with its counit ε, is multiplicative for M and therefore equips the unital associative algebra (T (I), M, i) with the structure of a bialgebra (T (I), M, i, ∆, ε) [4] . That ∆ is indeed multiplicative for M was proved rather laboriously in [8] . A much simpler proof can be given using (14), rather than, as in [8] , (11) to define ∆. Indeed, for arbitrary α, β ∈ T (I) (∆α∆β) m,n = A∪B={1,2,...,m} C∪D={1,2,...,n}
where we use the bijection between ordered pairs of subsets (E, F ) with E ∪ F = {1, 2, ..., m + n} and ordered 4-tuples (A, B, C, D) with A ∪ B = {1, 2, ..., m} and C ∪ D = {1, 2, ..., n} given by
and conversely
4. The existence of the antipode.
The existence and uniqueness of an antipode S for the bialgebra (T (I), M, i, ∆, ε) can be inferred from the general principle [4] that deformation unital and counital bialgebras of Hopf algebras are themselves Hopf algebras by means of the following argument. We temporarily modify the product in the algebra I by the inclusion of a deformation parameter h, thus in the new product µ h given by
Equipped with µ h , I is thus a deformation of the trivial algebra over the vector space I. Correspondingly we obtain a deformation unital and counital bialgebra of the shuffle product Hopf algebra by modifying the formula (15): to α · h β = γ, where now
but with the same coproduct and counit. This bialgebra must have an antipode which is a deformation of the shuffle product antipode (12) . The antipode for the original bialgebra T (I) is obtained by setting h = 1. We call the resulting Hopf algebra (T (I), M, i, ∆, ε, S) the Itô Hopf algebra over I. The action of S on homogeneous product tensors must be of the form
where the lower rank correction terms λ we use the defining axiom [4] for an antipode,
Applying this to the element (0, 0, dK ⊗ dL, 0, 0, ...) we get, on the one hand since
On the other hand since m • (id
again leading to the conclusion λ 2 1 (dK, dL) = dKdL. Thus, since (19) holds trivially on tensors of ranks 0 and 1, (20) is necessary and sufficient that (19) holds on the space of all tensors of rank ≤ 2.
5. An explicit formula for the antipode. We define the map S by linear extension of its action on homogeneous product tensors,
where for 1 ≤ r ≤ N,
In particular λ N = dL N ⊗ dL N −1 ⊗ · · · ⊗ dL 1 so that when the multiplication is trivial we obtain the shuffle product antipode.
Theorem 1. S is an antipode for the bialgebra (T (I),M, ∆, i, ε).

Proof. We must verify that (19) is satisfied. Let us prove that
this amounts to showing that for each homogeneous product tensor
We write
and
and each product ν j Λ j r is formed with the multiplication M in T (I). To compute these products we use the differential map d : T (I) → T (I) ⊗ I, that is the linear map which acts on homogeneous product tensors by detaching the right-most component:
This satisfies the Leibniz-Itô formula
Since, with the convention that ν 0 = 1,
In the sum over the index j in (22) the jth summand consists of two parts. The first part consists of those terms in which the final differential begins with dL j , which cancel with corresponding terms in the (j − 1)th summand (or, in the case when j = 1,with the first term of (22) in all of which the final differential begins with dL 1 ). The second part consists of those terms in which the final differential begins with dL j+1 , which cancel corresponding terms in the (j + 1)th summand (or, in the case when j = N − 1, with the last term of (22) in all of which the final differential begins with dL N ). Thus there is complete cancellation and we conclude that the differential
Since the rank zero component [10] , which detaches the left-most component of homogeneous product tensors :
Note that since S(1) = 1 and each S(dL 1 ⊗ dL 2 ⊗ · · · ⊗ dL N ) = ±dL N ⊗ dL N −1 ⊗ · · · ⊗ dL 1 +terms of lower rank, the linear map S is invertible.
Opposite algebras.
The opposite coproduct ∆ opp for T (I) is defined by ∆ opp (1) = 1 ⊗ 1,
That ∆ opp is multiplicative and is thus indeed makes T (I) into a bialgebra follows from general arguments [11] but can be seen directly by modifying the argument proving (17). Moreover the same antipode S is an antipode for this bialgebra, as follows from the defining property (19) which holds with ∆ replaced by ∆ opp if it holds for ∆. Let I opp be the opposite algebra to the associative algebra I, defined by the opposite multiplication m opp for which µ opp (dL ⊗ dM ) = µ(dM ⊗ dL). As associative algebras we have
T (I opp ) is a Hopf algebra with either ∆ or ∆ opp as coproduct. The antipode is given (in terms of the original multiplication in I) by
Theorem 2. The linear maps S and S opp are mutually inverse Hopf algebras isomorphisms from T (I) onto T (I opp ) and vice versa.
Proof. Since S is invertible the Theorem follows the fact [11] that, for any Hopf algebra with invertible antipode S the opposite bialgebra is a Hopf algebra and S is a Hopf algebra isomorphism.
The antipode for symmetric tensors.
We recall [7] that the space of symmetric tensors S(I) ⊂ T (I) is isomorphic to the universal enveloping algebra U(I) of the Lie algebra got by equipping I with the commutator Lie bracket, under the universal extension Φ of the Lie algebra homomorphism φ : I dL → (0, dL, 0, 0, ...) ∈ T (I). 
A Hopf algebra of tensor-valued functions.
We consider the vector space P(I) consisting of formal sums f 0 + f 1 + f 2 + · · · with finitely many non-zero terms where each f n is a (⊗ n I)-valued function on < (n) 0,∞ , given in terms of a basis (dL 1 , dL 2 , · · · , dL D ) of I by
where each coefficient f
is an element of the space P n of polynomial functions on < (n) 0,∞ . By convention, f 0 is a complex number. P(I) is a unital associative algebra when equipped with the convolution product h = f * g is given by
. (24) where A = {α 1 < α 2 < · · · < α |A| } and B = {β 1 < β 2 < · · · < β |A| }. The coproduct ∆ in T (I) is extended to P(I) by defining ∆f n = n r=0 f (r) n where
and each polynomial f (j 1 ,j 2 ,...,jn) n is regarded as an element (f
n is an element of
The counit is extended as ε(f 0 +f 1 +, f 2 +· · ·) = f 0 . Finally the antipode S is extended to P(I) as as follows. Recall that in T (I)
where the rth rank component λ r is given by
We define Sf n = n r=1 f n,r where the rth rank component f n,r is given by f n,r (x r , x r−1 , ..., x 1 )
x r , x r−1 , x r−1 , ...,
In particular the nth rank component of f n is
With these structure maps P(I) becomes a Hopf algebra. Notice that the Hopf algebra T (I) is embedded in P(I) by mapping each element (α 0 , α 1 , α 2 , ...) to the sum of the constant functions taking the values α n on < (n) 0,∞ .
Change of orientation in iterated integrals.
From now on we assume that I is the algebra of Itô differentials in a classical or quantum stochastic calculus. To incorporate classical stochastic calculus, for example of the Poisson process or of multidimensional Brownian motion we may use a probabilistic realisation of an appropriate Fock space as the L 2 space of the corresponding probability space in which random variables are identified with corresponding multiplication operators.
Thus for each dL ∈ I and a < b ∈ R + we can define stochastic integrals, of suitable processes F, of the form lying between times a and b. In particular, since integral processes are integerable, iterated integrals of the form
are well defined for polynomial integrands f. 
in such a way that exponential vectors in F For the nth rank tensor-valued function f n on < (n) 0,∞ , given by (23) and for a < b ∈ R + , we define the operator J , x 2 , ..., x n ) dL j 1 (x 1 )dL j 2 (x 2 ) · · · dL jn (x n ).
For a sum f = ∞ n=0 f n of such tensor-valued functions, with finitely many non-zero components f n , we define
where it is understood that a zero-rank tensor function on the empty set <
0,∞ is a scalar constant and its integral is that constant times the identity operator. Then the higher order Itô product rule is that 
Proof. The proof generalises that of (4). Let f = (f 0 , f 1 , f 2 , ...) with f n given by (23) where we assume that each basis element dL j of I is chosen to be a component creation, conservation or annihilation operator. Using Evans' notation [3] we write, dL j = dΛ β j α j where α j , β j ∈ {0, 1, 2, ..., N } for some N ∈ N, so that stochastic integrals against dL j are determined by the "first fundamental formula" of quantum stochastic calculus [12] 
