Abstract. A sharp L p spectral multiplier theorem of Mihlin-Hörmander type is proved for a distinguished sub-Laplacian on quaternionic spheres. This is the first such result on compact sub-Riemannian manifolds where the horizontal space has corank greater than one. The proof hinges on the analysis of the quaternionic spherical harmonic decomposition, of which we present an elementary derivation.
Introduction
Let ∆ be the Laplacian in Euclidean space. The investigation of the relation between the L p -boundedness of functions F (∆) of the operator and the size and smoothness of the "spectral multiplier" F is a classical but still very active area of research of harmonic analysis, with important open problems such as the BochnerRiesz conjecture. Analogous problems have been investigated in non-Euclidean settings, and a number of optimal results have been proved when the Laplacian is replaced by a more general self-adjoint elliptic operator on a manifold, such as the Laplace-Beltrami operator on a Riemannian manifold. However, weakening the ellipticity assumption on the operator, by passing to sub-elliptic operators, whose underlying geometry is considerably more complex than in the Riemannian case, leads to substantial new challenges, and very little is known about sharp results in this context. This work is part of a programme aiming at shedding some light on this problem. Here we consider a sub-elliptic operator in a setting that presents several new difficulties. Despite these, we are able to prove a sharp spectral multiplier theorem via a delicate analysis of spherical harmonics on quaternionic spheres.
Let H be the skew field of quaternions. Recall that H is a 4-dimensional associative unital algebra over R. All elements x ∈ H can be uniquely written as (1.1)
where a, b, c, d ∈ R and the quaternionic imaginary units , , satisfy the relations
For x ∈ H as in (1.1), we denote by ℜx, ℑx, x and |x| the real part, the imaginary part, the conjugate and the modulus of x, given by ℜx = a, ℑx = b + c + d , x = ℜx − ℑx, |x| = √ xx.
Let n ∈ N be greater than 1. We consider H n as a left H-module. Define the quaternionic inner product ·, · : H n × H n → H by x, y = n j=1
x j y j for all x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) in H n . The real part ℜ ·, · is the usual R-bilinear inner product on H n , corresponding to the identification of H n with R 4n . Let S be the unit sphere in H n : S = {x ∈ H n : x, x = 1}.
S is a smooth real hypersurface in H n , that is, dim S = 4n−1. As usual, the tangent space T x S at each point x ∈ S can be identified with a 1-codimensional R-linear subspace of H n , given by T x S = {y ∈ H n : ℜ x, y = 0}.
The restriction of the inner product ℜ ·, · to each tangent space determines a Riemannian metric on S. Unless otherwise specified, integration on S is considered with respect to the rotation-invariant probability measure σ on S.
Let HS be the tangent distribution on S of corank 3 defined by H x S = {y ∈ H n : x, y = 0}
for all x ∈ S. It can be shown that HS is bracket-generating (see [7, 3, 5] ). So, together with the Riemannian metric, it determines a sub-Riemannian structure on S, whose horizontal distribution is HS. We denote the corresponding intrinsic sub-Laplacian (see [27, 1] ) by L.
A more explicit description of the horizontal distribution HS and the subLaplacian L may be given. It is easily checked that the vector fields (1.3) T : x → − x, T : x → − x, T : x → − x are tangent to the sphere S, and that we have the orthogonal decomposition
for all x ∈ S. Indeed T | x , T | x , T | x are an orthonormal basis of the orthogonal complement of HS x in T S x for all x ∈ S. Correspondingly, for all real-valued smooth functions f on the sphere S, the Riemannian gradient ∇ S f decomposes as
where ∇ H denotes the horizontal gradient associated with HS (that is, the projection onto HS of the Riemannian gradient) and the vector fields T , T , T are identified with first-order differential operators as usual. In particular,
for all real-valued smooth functions f, g on S. Taking integrals over S and then integrating by parts finally gives that
where ∆ S is the Laplace-Beltrami operator on S and Γ = −(T 2 + T 2 + T 2 ). The sub-Laplacian L is a nonnegative essentially self-adjoint hypoelliptic operator on L 2 (S). Hence a functional calculus for L can be defined via the spectral theorem and, for all bounded Borel functions F : R → C, the operator F (L) is bounded on L 2 (S). Here we are interested in the problem of finding sufficient conditions on the function F so that the operator F (L), initially defined on L 2 (S), extends to a bounded operator on L p (S) for some p = 2.
For all s ∈ [0, ∞), let L 2 s (R) denote the L 2 Sobolev space on R of (fractional) order s. We also define a local scale-invariant Sobolev norm as follows: for a Borel function F : R → C, set
for any fixed nonzero cutoff function χ ∈ C ∞ c ((0, ∞)). Note that different choices of χ give rise to equivalent norms. Note moreover that F L 2 s,sloc |F (0)|, since the value t = 0 is included in the supremum above.
One of our main results is the following L p spectral multiplier theorem of MihlinHörmander type for the sub-Laplacian L.
is of weak type (1, 1) and bounded on L p (S) for all p ∈ (1, ∞), and moreover
Note that L 1 -boundedness of F (L) in general does not hold under the assumptions of the previous theorem. However we can recover L 1 -boundedness in the case F is compactly supported.
, and moreover
Consequently, via complex interpolation, we immediately obtain an L p boundedness result for the Bochner-Riesz means associated to the sub-Laplacian L.
One reason of interest of the above results is that the critical index (4n − 1)/2 in the statements of Theorems 1.1 and 1.2 is sharp, that is, the order of smoothness required on the function F cannot be lowered.
Indeed it would be relatively straightforward to derive from the general results of [20, 12, 13] a weaker version of Theorems 1.1 and 1.2, where the L 2 Sobolev norm is replaced by an L ∞ Sobolev norm and the critical index (4n − 1)/2 is replaced by (4n + 2)/2. Here the value 4n + 2 is the "local dimension" associated with the sub-Riemannian structure on S; more precisely, if ̺ is the sub-Riemannian (or Carnot-Carathéodory) distance function on S, then
for all x ∈ S and r ∈ (0, ∞), where B(x, r) = {y ∈ S : ̺(x, y) < r} denotes the sub-Riemannian ball of centre x and radius r (see Proposition 1.4(i) below). The fact that the local dimension associated with ̺ is strictly larger than the topological dimension 4n − 1 of the manifold S is connected with the lack of ellipticity of the sub-Laplacian L [16] . Note that the statements of Theorems 1.1 and 1.2 remain true (and sharp) when the sub-Laplacian L is replaced by the Laplace-Beltrami operator ∆ S on S. However the results for ∆ S are particular instances of more general results for elliptic operators on compact manifolds [31] . In contrast with the elliptic case, the problem of obtaining analogous sharp results for sub-Laplacians, with a similar degree of generality as in [31] , appears to be still wide open.
Sharp multiplier theorems for sub-Laplacians are known in a few particular cases. Among these, the results of [10] for a distinguished sub-Laplacian on the unit sphere in C k are a natural predecessor of ours. When k = 2n, the sphere considered in [10] coincides with our S as a manifold; however here we study a different sub-Laplacian, associated with a different sub-Riemannian structure. Indeed in [10] the horizontal distribution has corank 1, rather than 3. Actually, our result is the first that we are aware of that applies to a sub-Laplacian on a compact sub-Riemannian manifold of corank greater than 1.
Another case where sharp multiplier theorems are known is that of homogeneous sub-Laplacians on certain classes of 2-step stratified groups [19, 28, 22, 24, 25] . Homogeneous sub-Laplacians on stratified groups are of particular relevance, in that they serve as "local models" for more general sub-Laplacians on sub-Riemannian manifolds (in a similar way as the Euclidean Laplace operator is a local model for second-order elliptic operators on manifolds). Indeed the sub-Laplacian on the sphere in C k studied in [10] is locally modelled on a homogeneous sub-Laplacian on the (2k − 1)-dimensional Heisenberg group H k−1 , while the sub-Laplacian L on S considered here corresponds to a homogeneous sub-Laplacian on the (4n − 1)-dimensional quaternionic Heisenberg group HH n−1 (see [3, Theorem 2.7] ). In particular, by means of a transplantation argument [23, Section 5] , sharpness of the above Theorems 1.1 and 1.2 can be derived from the results of [25] .
The basic approach to the proof of Theorems 1.1 and 1.2 will follow the scheme of [10] . Namely, since L satisfies finite propagation speed with respect to ̺ [26, 11] , Theorems 1.1 and 1.2 can be reduced, by means of general results proved in [12] (see also [9, Theorems 2.1 and 2.2]), to a certain set of estimates, that are listed in Proposition 1.4 below.
To state the required estimates, it is convenient to introduce some notation. For all Borel functions F : R → C supported in [0, 1] and all N ∈ N \ {0}, define
for all f, g ∈ C ∞ (S) when the kernel is indeed a function; in general the double integral in the right-hand side shall be intended in the sense of distributions.
for all x, y ∈ S. Then the following estimates hold.
(i) For all α ∈ [0, 3), all x ∈ S and all r ∈ (0, ∞),
(ii) For all α ∈ [0, 3), all N ∈ N \ {0}, and all bounded Borel functions F : R → C vanishing outside [0, N ),
(iii) For all sufficiently large ℓ ∈ N, and for all x ∈ S and r ∈ (0, ∞),
For all x ∈ S and r ∈ (0, ∞), σ(B(x, 2r)) ≤ Cσ(B(x, r)).
The proof of Proposition 1.4 can be found in Section 5 below. Similarly as in [10] , the "weighted Plancherel-type estimate" for L, appearing as part (ii) of Proposition 1.4, is the most demanding. Its proof requires a careful analysis of the spectral decomposition of L, which is developed throughout the paper.
Since L and the Laplace-Beltrami operator ∆ S commute, the spectral decomposition of L can be obtained by refining and recombining the spectral decomposition of ∆ S . The latter is nothing else than the well-known decomposition into spherical harmonics, that is, the decomposition of L 2 (S) into spaces of homogeneous harmonic polynomials.
A similar observation holds true for complex spheres. In [10] a decomposition into "complex spherical harmonics" is considered, that refines the classical (or "real") spherical harmonic decomposition on the unit sphere in C k and yields the joint spectral decomposition of the Laplace-Beltrami operator and the sub-Laplacian studied there. This complex spherical harmonic decomposition can be easily described in terms of "complex homogeneity", once polynomials on C k ∼ = R 2k are represented as polynomials in the "complex indeterminates" z 1 , . . . , z k ,z 1 , . . . ,z k . Namely, the space of homogeneous harmonic polynomials of a given degree h ∈ N is decomposed into spaces of (p, q)-bihomogeneous polynomials, where p + q = h and p and q denote the degrees with respect to the "holomorphic indeterminates" z 1 , . . . , z k and the "antiholomorphic indeterminates"z 1 , . . . ,z k respectively.
One of the main difficulties in dealing with the quaternionic case is that there does not seem to exist a comparably straightforward way of describing the "quaternionic spherical harmonic decomposition" (that is, the joint spectral decomposition of L and ∆ S ) in terms of homogeneity properties of polynomials, as in the real and complex cases. In addition, despite the fact that C embeds into H as a subfield and H n can be identified with C 2n , the quaternionic spherical harmonic decomposition is not itself a refinement of the complex spherical harmonic decomposition of L 2 (S) resulting from this identification. In other words, the passage from the complex case to the quaternionic case is substantially different from the passage from the real case to the complex case.
Nevertheless, as it turns out, complex and quaternionic decompositions are compatible (that is, they admit a common refinement). More is true: the action of the differential operators T , T , T on the space of polynomials on H n defines a representation of the Lie algebra su(2) which somehow "interweaves" the two decompositions. This makes it possible to derive a sufficiently detailed description of the quaternionic decomposition from the already known properties of the complex decomposition. Below we outline such an approach to the quaternionic spherical harmonic decomposition, which is developed in full detail in the Master Thesis of the first-named author [2] .
An important role in our analysis is naturally played by invariance properties with respect to certain isometries of the sphere. As a matter of fact, the aforementioned real, complex and quaternionic spherical harmonic decompositions correspond to the decomposition of the space of square-integrable functions on the sphere into irreducible representations of certain groups of isometries of the sphere, and can be subsumed under the analysis of the compact Gelfand pairs (1)) respectively. In particular, several of the properties of the quaternionic spherical harmonic decomposition that we present below can be deduced from more general results about the representation theory of the group Sp(n) × Sp(1) and, as such, can be found elsewhere in the literature (see, for example, [30, 21, 8] ).
In contrast, the approach described here does not rely heavily on representation theory, except perhaps from a few elementary and well-known facts about su (2) . Therefore our presentation is likely to be more readily accessible to a wider audience. Moreover, despite the lack of an evident notion of "quaternionic homogeneity", here the quaternionic spherical harmonic decomposition is derived as "byproduct" of a more general decomposition of the space of all polynomials on H n (see Section 2). This differs from the previous approaches of [30, 21] , which focus on functions on the sphere and zonal harmonics, and instead is consistent with the homogeneitybased approaches to the real and complex cases. For all these reasons, we maintain that the elementary approach to quaternionic spherical harmonics presented below can be of independent interest.
Quaternionic spherical harmonics
The Riemannian structure on S is clearly rotation-invariant, that is, it is invariant under the natural action of the orthogonal group O(4n) on H n ∼ = R 4n . In fact O(4n) can be thought of as the group of R-linear automorphisms of H n that preserve the real inner product ℜ ·, · . In particular, the Laplace-Beltrami operator ∆ S is O(4n)-invariant.
The sub-Riemannian structure determined by HS has a smaller symmetry group. Indeed an arbitrary element of O(4n) need not preserve the quaternionic inner product ·, · on H n . However two subgroups of O(4n) that do preserve the quaternionic inner product are easily identified. One is the compact symplectic group Sp(n), that is, the group of the H-linear elements of O(4n). The other is the group, that we denote by Sp(1), of R-linear transformations of H n given by left multiplication by unit quaternions, that is, of the form
where c ∈ H and |c| = 1.
Recall that H n is given here the structure of left H-module. Since multiplication in H is not commutative, the elements of Sp (1) need not be H-linear. On the other hand, the elements of Sp(n) are H-linear and therefore commute with the elements of Sp (1), by definition of H-linearity.
Note that, if we think of the elements of H n as row vectors, then H-linear endomorphisms of H n can be represented by n × n matrices with coefficients in H, acting by right multiplication. In this matrix representation, elements of Sp(n) correspond to quaternionic matrices whose rows form an orthonormal H-basis of H n . From this it follows easily that Sp(n) acts transitively on S, and that Sp(1) is isomorphic to (the opposite group of) the group Sp(1) of H-linear isometries of H 1 . From the above considerations, it is immediate that the subgroup Sp(1)·Sp(n) of O(4n) generated by Sp(1) and Sp(n) is compact. Moreover, since the quaternionic inner product on H n is Sp(1) · Sp(n)-invariant, the horizontal distribution HS is Sp(1) · Sp(n)-invariant as well. Consequently both L and Γ are Sp(1) · Sp(n)-invariant.
Note that, for all Ù ∈ { , , },
where exp : H → H denotes the quaternionic exponential map. Since ∆ S is Sp(1)-invariant, each of the vector fields T , T , T commutes with ∆ S , and in particular ∆ S and Γ = −(T 2 + T 2 + T 2 ) commute as well. Hence the analysis of the spectral decomposition of L = ∆ S − Γ can be reduced to that of the joint spectral decomposition of ∆ S and Γ.
The main result of this section is the description of this joint spectral decomposition, which is stated in the proposition below. The set of indices
will be of use in this description.
Proposition 2.1. There exists an orthogonal direct sum decomposition
with the following properties.
(i) H h,m is Sp(1) · Sp(n)-invariant and finite-dimensional, and
(ii) The elements of H h,m are joint eigenfunctions of ∆ S and Γ of eigenvalues
Note that T , T , T do not commute with one another. Indeed from the commutation relations (1.2) between , , it follows that
However these relations imply that each of T , T , T commutes with Γ. Hence it is possible to relate the joint spectral decomposition of ∆ S , Γ and that of ∆ S , T via their common refinement, that is, the joint spectral decomposition of ∆ S , Γ, T . As we shall see, in order to describe the joint spectral decomposition of ∆ S , T , it is useful to consider H n as a complex vector space. Note however that there is more than one complex structure on H n . Indeed every Ù ∈ { , , } can be thought of as a complex structure on H n , because Ù 2 = −1: namely, Ù induces a structure of Cvector space on H n , where multiplication by the imaginary unit i ∈ C corresponds to left multiplication by Ù. This complex structure is orthogonal, in the sense that multiplication by i is a linear isometry of H n . Moreover, with respect to this complex structure, T Ù is the same as the vector field z → −iz, that is,
The various spectral decompositions that we are interested in will be described in terms of spaces of polynomials on H n . Hence it is convenient to consider extensions of the differential operators on S introduced so far. Extend the Laplace-Beltrami operator ∆ S to a differential operator on H n \ {0} as follows: for a smooth function f on H n \ {0}, ∆ S f (x) is defined by applying ∆ S to the restriction of y → f (|x| y) to the sphere S and evaluating the result at x/|x|. If ∆ is the usual (nonnegative) Laplace operator on H n ∼ = R 4n , then the well-known formula for the Laplacian in spherical coordinates gives that
where Θ is the "Euler operator" (or "degree operator") given by
and | · | 2 is the multiplication operator given by
Moreover the operators T , T , T are naturally extended to differential operators on H n (indeed the formulas (1.3) define global vector fields on H n ), hence the same holds for Γ = − Ù∈{ , , } T 2 Ù . Let P denote the space of (complex valued) polynomial functions on H n ∼ = R 4n . Any system ξ 1 , . . . , ξ 4n of real orthonormal coordinates on H n can be used as a system of indeterminates for P; in other words, any element of P can be uniquely written as α∈N 4n c α ξ α for some coefficients c α ∈ C (all but finitely many of which are zero), where
ξ4n . Note that the operator p(∂) does not actually depend on the choice of orthonormal coordinates.
For any given orthogonal complex structure on H n , one can choose real orthonormal coordinates ξ 1 , . . . , ξ 4n in such a way that the expressions z j = ξ 2j−1 + iξ 2j define C-linear functionals on H n for j = 1, . . . , 2n. If we setz j = ξ 2j−1 − iξ 2j for j = 1, . . . , 2n, then every polynomial p ∈ P can be uniquely written as p = α,β∈N 2n c α,β z αzβ for some coefficients c α,β ∈ C (all but finitely many of which are zero), where
2n . The system z 1 , . . . , z 2n ,z 1 , . . . ,z 2n will be called a system of complex indeterminates for P compatible with the given complex structure.
Note that each of the operators ∆, Θ, T , T , T , Γ, | · | 2 maps P into P.
Lemma 2.2 (see [32, §IV.2]).
Let B : P × P → C be the sesquilinear form on P defined by
Then B is a (positive definite, hermitian) inner product on P. With respect to this inner product, the operators Γ, Θ are self-adjoint, the operators T , T , T are skewadjoint, and the operator | · | 2 is the adjoint of −∆. Moreover each of the operators T , T , T , Γ, | · | 2 ∆ commutes with Θ.
Proof. Let (ξ 1 , . . . , ξ 4n ) be real orthonormal coordinates on H n . It is easily seen that
is a (Hamel) basis of P, this shows that the sesquilinar form B is hermitian and positive definite, and that {ξ α / √ α!} α∈N 4n is an orthonormal basis with respect to B.
With respect to this orthonormal basis, the operator Θ is diagonal, with nonnegative eigenvalues, since
where |α| = α 1 + · · ·+ α 4n is the length of the multiindex α. Hence Θ is self-adjoint, and its eigenspaces in P correspond to the subspaces of homogeneous polynomials. Note also that
for all p, q ∈ P, whence | · | 2 is the adjoint of −∆.
Take now Ù ∈ { , , }. Introduce complex indeterminates z 1 , . . . , z 2n ,z 1 , . . . ,z 2n for P which are compatible with the orthogonal complex structure Ù on H n . Then
is an orthonormal basis of P with respect to B. Moreover T Ù is diagonal with respect to this basis, with purely imaginary eigenvalues, since, by (2.4),
Hence T Ù is skew-adjoint with respect to B.
Ù is self-adjoint with respect to B. Clearly each the operators T , T , T , Γ, | · | 2 ∆ preserves homogeneity and degree of polynomials; in other words, each of them preserves the eigenspaces of Θ, and therefore commutes with Θ.
The previous lemma allows us to recover immediately a few basic results about the classical decomposition in spherical harmonics (see, for example, [32, 4] ).
Let H be the subspace of P made of harmonic polynomials, that is, the p ∈ P such that ∆p = 0. For all h ∈ N, let P h denote the subspace of P made of polynomials that are homogeneous of degree h, and set H h = H ∩ P h . Clearly
By (2.6), the decomposition
corresponds to the decomposition of P into eigenspaces of Θ; since Θ and | · | 2 ∆ commute, we have the corresponding decomposition
From the identity (2.5), it follows immediately that the elements of H h are eigenfunctions of ∆ S of eigenvalue h(h + 4n − 2).
For notational convenience we set
for all h ∈ Z: indeed | · | 2 : P h−2 → P h is the adjoint of −∆ : P h → P h−2 with respect to the inner product B defined in Lemma 2.2, so P h can be written as the direct sum of the kernel H h of −∆ and the range of its adjoint. In particular
Denote by P| S , H| S , H h | S the sets of restrictions to S of elements of P, H, H h respectively. Iteration of (2.8) shows that P| S = H| S . In particular, by the StoneWeierstraß theorem, H| S is dense in L 2 (S). Moreover, by the maximum principle for harmonic functions, each element of H is uniquely determined by its restriction to S. Hence (2.9)
Since ∆ S is self-adjoint on L 2 (S) and the eigenvalues h(h + 4n − 2) are distinct, the spaces H h | S are mutually orthogonal in L 2 (S). Taking the closure in L 2 (S) of (2.9) then yields the direct sum decomposition (2.10)
which is the spectral decomposition of ∆ S . Due to the injectivity of the restriction map H ∋ f → f | S ∈ L 2 (S), in the following we shall generally identify subspaces of H with the corresponding subspaces of L 2 (S) and omit the restriction notation.
Introduce the "ladder operators"
It is worth remarking that Γ, T → , T ↑ , T ↓ commute with the degree operator Θ. Therefore, as in the case of real spherical harmonics, we will first study the decomposition of P into joint eigenspaces of Θ, Γ, T → , and then consider its intersection with H (where, by (2.5), ∆ S and Θ 2 + (4n − 2)Θ coincide). The decomposition of P into joint eigenspaces of Θ and T → is then easily obtained and well-known [17, 29, 10] . Introduce complex indeterminates z 1 , . . . , z 2n ,z 1 , . . . ,z 2n corresponding to the complex structure on H n . For all p, q ∈ N, we can then define the space Q p,q as the space of bi-homogeneous polynomials of degree p in z 1 , . . . , z 2n and of degree q inz 1 , . . . ,z 2n . Clearly
Moreover, by (2.7), every element of Q p,q is an eigenfunction of T → of eigenvalue λ
where Y p,q = Q p,q ∩ H. This decomposition is orthogonal in L 2 (S), because the Y p,q are contained in distinct eigenspaces of the self-adjoint operator T → . So from (2.10) it follows that
Moreover from (2.8) we deduce that
We are now going to use the above information about the joint spectral decomposition of Θ, T → to give a quite precise description of the joint spectral decomposition of Θ, Γ. The link between them is given by the following, well-known elementary results about the representation theory of the Lie algebra su(2). 
, and in particular (2.14)
Proof. Because of the commutation rules (2.3), a minimal {T , T , T }-invariant subspace of P is an irreducible representation of the Lie algebra su(2), and the above description follows by the (elementary) characterisation of such representations (see, for example, [18] ).
Lemma 2.4. Suppose that V is a finite-dimensional {T , T , T }-invariant subspace of P. Then
where, for all λ ∈ C, E V Γ (λ) and E V T→ (λ) denote the eigenspaces of Γ| V and T → | V of eigenvalue λ. Moreover, for all m ∈ Z,
and correspondingly, for all ℓ ∈ N,
are isomorphisms for all j = 1, . . . , ℓ and ℓ ∈ N. In particular, for all ℓ ∈ N,
). Proof. Note that, if W is a {T , T , T }-invariant subspace of V, then its orthogonal complement W ′ in V with respect to the inner product B of Lemma 2.2 is {T , T , T }-invariant as well (because T , T , T are skew-adjoint with respect to B), and V = W ⊕ W ′ . Iteration of this observation shows that V can be decomposed as a direct sum of minimal {T , T , T }-invariant subspaces.
By Lemma 2.3, for each of these subspaces one can choose a basis so that the behaviour of T → , T ↑ , T ↓ , Γ is prescribed by (2.13)-(2.14). These bases together constitute a basis of V, and inspection of the behaviour of T → , T ↑ , T ↓ , Γ on this basis immediately yields the validity of the decompositions (2.15)-(2.16)-(2.17) and the fact that (2.18)-(2.19) are isomorphisms.
In particular, the summands in the right-hand side of (2.17) have all the same dimension, and therefore
On the other hand, by applying (2.16) with m = ℓ,
and also, by applying (2.16) with m = ℓ + 2 and using the isomorphism (2.18) with ℓ replaced by ℓ + 2j and then j replaced by j + 1, we find that
Thus, by looking at the difference, we obtain that
and (2.20) follows.
We can now apply Lemma 2.4 to P h . By the decomposition (2.12), we know that the only eigenvalues of T → that appear in P h are
that is, they have the form ±(h − 2m) for some m ∈ {0, . . . , ⌊h/2⌋}. Hence, by (2.14) and (2.20), the only eigenvalues of Γ that may appear in P h are of the form λ Γ h,m = (h − 2m)(h − 2m + 2) for some m ∈ {0, . . . , ⌊h/2⌋}.
Define now P h,m as the subspace of P h made of eigenfunctions of Γ of eigenvalue λ Γ h,m . Observe that λ T→ p,q = p − q = h − 2q whenever h = p + q; so, by (2.15)-(2.17), putting ℓ = h − 2m and j = q − m, we find that
and moreover, by (2.20) and (2.11),
Correspondingly, if we define
Moreover from (2.8) it follows that
(note that | · | 2 and Γ commute and λ
Orthogonality in L 2 (S) of the decompositions (2.21) follows because the summands are contained in distinct eigenspaces of the self-adjoint operators Γ and T → . By (2.10) we then conclude that
so in particular the spaces H h,m are the joint eigenspaces of ∆ S , Γ in L 2 (S), and therefore they are Sp(1) · Sp(n)-invariant. This proves Proposition 2.1.
Zonal harmonics
In this section, we obtain explicit formulas for the integral kernels of the orthogonal projection operators associated with the quaternionic spherical harmonic decomposition (2.2). These kernels can be characterised by their invariance properties with respect to subgroups of Sp(1)·Sp(n) and can be thought of the quaternionic analogue of "zonal spherical harmonics".
The explicit formulas for these kernels are given in terms of classical orthogonal polynomials. For all q ∈ N, let U q denote the qth Chebyshev polynomial of the second kind, that is,
[15, §10.11, p. 185, eq. (23)]. Moreover, for all m, α, β ∈ N, let the polynomial J (α,β) m be defined by
where P For later use, we record here some useful identities involving the above polynomials. First of all, 
for all x, y ∈ S.
(ii) For all e ∈ S, if Sp(1) · Sp(n) e is the stabiliser of e in Sp(1) · Sp(n), then the space of Sp(1) · Sp(n) e -invariant elements of H h,m is 1-dimensional and spanned by Z h,m (·, e).
The symbol Z h,m shall denote the zero function whenever the indices h, m are off the range h, m ∈ N, m ≤ ⌊h/2⌋.
In order to prove Proposition 3.1, it will be first useful to determine the form of a polynomial which is invariant with respect to a group of isometries. 
where G fixes V , and the spaces W j are G-invariant. Moreover, for all k = 1, . . . , m, assume that the subgroup G k of G defined by
acts transitively on the unit sphere {x ∈ W k : |x| = 1} of W k . Let b 1 , . . . , b l be a basis of V , and let P j be the orthogonal projection onto W j for j = 1, . . . , m. Then a polynomial p on R d is G-invariant if and only if p is of the form
for some polynomial g on R l+m .
Proof. Clearly a polynomial p of the form (3.3) is G-invariant. Indeed, if P 0 denotes the orthogonal projection of j=1W j , whereṼ = V ⊕ W 1 andW j = W j+1 . In this way, ifb 1 , . . . ,b r is an orthonormal basis of W 1 , then we obtain that every G 1 -invariant polynomial p has the form
for some polynomial h on R l+r+m−1 . Note that every such polynomial p can be uniquely written as
for some polynomials h s,t on R r (all but finitely many of which are zero); in particular, if p is G-invariant, it follows at once (since the b j |x and the |P k x| 2 are G-invariant) that each of the polynomials h s,t ( b 1 |x , . . . , b r |x ) is G-invariant as well.
Sinceb 1 , . . . ,b r is an orthonormal basis of W 1 , the correspondence
is a linear isometric isomorphism. Since G acts transitively on the unit sphere of W 1 (and therefore, by linearity, on any sphere centred at the origin), we deduce that, if h s,t ( b 1 |x , . . . , b r |x ) is G-invariant, then h s,t (y) = h s,t (y ′ ) for all y, y ′ ∈ R r with |y| = |y ′ |. In other words, h s,t is O(r)-invariant. So, if we decompose h s,t into its homogeneous components, h s,t = u∈N h s,t,u , then each h s,t,u is O(r)-invariant as well. On the other hand, by homogeneity, h s,t,u is uniquely determined by its values on the unit sphere of R r ; so, if h s,t,u is constant on the unit sphere of R r , then it must be h s,t,u (y) = c s,t,u |y| u for some c s,t,u ∈ C, and in particular u must be even, unless c s,t,u = 0. From this it follows that h s,t (y) = q s,t (|y| 2 ) for some polynomial q s,t on R; hence, in this case,
and we are done.
We now apply the previous lemma to the group of isometries of H n referred to in Proposition 3.1.
Proposition 3.3. Let G = Sp(1) · Sp(n) e be the stabilizer of e ∈ S in Sp(1) · Sp(n). Then a polynomial f ∈ P is G-invariant if and only if f is of the form
for some coefficients c j,k,l ∈ C (all but finitely many of which are zero).
Proof. The conclusion would follow if we could apply Lemma 3.2 to the group G and the orthogonal decomposition H n = V ⊕ W 1 ⊕ W 2 , where V = Re and W 1 = (ℑH)e; indeed a polynomial in ℜ x, e , | x, e | 2 − (ℜ x, e ) 2 , |x| 2 − | x, e | 2 is the same as a polynomial in ℜ x, e , | x, e | 2 , |x| 2 . So we must show that the hypotheses of Lemma 3.2 are satisfied. Recall that an element A of Sp(1) · Sp(n) is an R-linear map on H n of the form
where c is a unit quaternion and T ∈ Sp(n). In particular, for all q ∈ H, (3.5) A(qe) = cT (qe) = cqc cT e = cqc Ae.
This immediately shows that, if A ∈ G, that is, Ae = e, then A fixes V = Re as well, and moreover V ⊕ W 1 = He is A-invariant. Since A is an isometry, it follows that W 1 = He ∩ V ⊥ and W 2 = (He) ⊥ are A-invariant as well. Note that the unit sphere in W 1 is the set of elements of the form qe, where q is an imaginary unit quaternion. Moreover, for all unit quaternions c, there exists T ∈ Sp(n) such that T e =ce (indeed Sp(n) acts transitively on S), so the map A defined by (3.4) with this T belongs to G and A(qe) = (cqc)e by (3.5) . Note now that unit quaternions act transitively by conjugation on the unit sphere of ℑH: indeed, for all t ∈ R, the matrices of q → exp(t )q exp(−t ), q → exp(t )q exp(−t ), q → exp(t )q exp(−t ) with respect to the R-basis { , , } of ℑH are
Hence we conclude that G acts transitively on the unit sphere of W 1 . Finally, it is clear that the stabilizer Sp(n) e of e in Sp(n) is contained in G, Sp(n) e fixes He = V ⊕ W 1 and Sp(n) e ∼ = Sp(n − 1) acts transitively on the unit sphere of W 2 = (He) ⊥ .
We can now determine a more precise expression for the quaternionic zonal harmonics.
Proposition 3.4. Let e ∈ S and G = Sp(1) · Sp(n) e . Let (h, m) ∈ I H . Let f ∈ P.
(i) f is G-invariant and in P h,m if and only if f is of the form
for some coefficients a 0 , . . . , a m ∈ C. (ii) f is G-invariant and in H h,m if and only if f is of the form
for some a ∈ C.
Proof. Let ∇ denote the usual (Euclidean) gradient on
Then it is not difficult to compute that, for all j, k, l ∈ N,
(differentiation is always meant with respect to x) from which one can derive that
Similarly, for all j, k, l ∈ N and all Ù ∈ { , , },
Let now f ∈ P h be G-invariant, where G = Sp(1) · Sp(n) e . By Proposition 3.3, f has the form
for some coefficients c k,l ∈ C. We now want to obtain conditions on the coefficients that correspond to f being in P h,m and in H h . Indeed, from (3.7), we easily deduce that f ∈ P h,m if and only if
for all k, l ∈ N with 2k + 2l ≤ h, where we stipulate that c −1,l = 0. This recurrence relation implies that c k,l can be chosen arbitrarily for k + l = m, that c k,l = 0 for k + l < m, and that the coefficients c k,l for k + l > m are uniquely determined by the previous choices (in particular c k,l = 0 for l > m). In other words, if we set (3.9) c m−l,l = 2 h−2m a l , and define
that is,
and we can rewrite f as
Note that, in the above expression, the coefficients a l are freely chosen.
On the other hand, from (3.6), we deduce that the polynomial f given by (3.8) belongs to H if and only if
for all k, l ∈ N, where we stipulate that c k,l = 0 whenever k < 0 or l < 0 or 2k + 2l > h. If we assume as before that f ∈ P h,m , so f is given by (3.10), and specialize the identity (3.11) to the case where k = m − l − 1 (so k + l < m and c k,l = 0), we obtain that
that is, by (3.9),
This shows that all the a l (0 ≤ l ≤ m) in this case are determined by the choice of a 0 . In other words, if we set
and we define
The conclusion follows by comparing A In order to complete the proof of Proposition 3.1, it remains to determine the correct normalization factors for kernels of orthogonal projections. for all T ∈ Sp(1) · Sp(n) and x, y ∈ S, and (3.14)
Proof. If {φ j } j is any orthonormal basis of V, then
and (3.12) follows. Moreover (3.13) is an immediate consequence of the Sp(1)·Sp(n)-invariance of V. By (3.13) and the transitivity of Sp(1) · Sp(n) on S, we obtain that K(x, x) does not depend on x ∈ S. Integration over S then gives that
but the left-hand side does not depend on y, again by (3.13) and transitivity; therefore, by integration over S,
This gives (3.14).
We can now prove Proposition 3.1. Let Z h,m be the integral kernel of the orthogonal projection of L 2 (S) onto H h,m . For all e ∈ S, by (3.12) and (3.13), Z h,m (·, e) is a nonzero Sp(1) · Sp(n) e -invariant element of H h,m . This, in conjunction with Proposition 3.4, proves part (ii).
As for part (i), again from Proposition 3.4 we obtain that
for some a ∈ C. On the other hand, by (3.14), Z h,m (e, e) = dim H h,m . By Proposition 2.1(i) and (3.1) we then deduce that
and part (i) follows as well.
Weighted Plancherel estimates
Thanks to the explicit formulas obtained in Proposition 3.1(i), we can now precisely describe the effect of multiplication by ̟ 4 on the kernels Z h,m , where ̟ is the weight defined in (1.4) .
(ii) For all x, y ∈ S,
Proof. From (3.2) we obtain that
If we write the expression for | x, y | 2 Z h,m (x, y) given by Proposition 3.1(i) and employ the above identity with t = | x, y | 2 , simple manipulations give part (i). From this we deduce in particular that
, and iteration of this identity gives part (ii).
From the formulas in parts (i) it is easily seen that
Hence part (iii) follows from the formula for γ → h,m in part (ii). We define "kernel polynomial" any finite linear combination of the kernels Z h,m ; in other words, a kernel polynomial K is an expression of the form
for some coefficients c h,m ∈ C, all but finitely many of which are zero. Note that, by (3.12) and (3.14), if K is given by (4.1) then
for all y ∈ S. Proposition 4.1 tells us that the operator of multiplication by ̟ 4 does not act diagonally on the basis {Z h,m } (h,m)∈I H of kernel polynomials; however only a few parallels to the main diagonal in the matrix of this multiplication operator are nonzero. Hence, as we shall show below, this multiplication operator can be majorized (in L 2 ) by its diagonal component, and for the latter we can clearly describe the fractional powers.
For a kernel polynomial K of the form (4.1) and all α ∈ [0, ∞), we define M α K by Proof. Let T be the linear operator that, to a sequence a = (a h,m ) (h,m)∈I H of complex numbers, all but finitely many of which are zero, associates the kernel polynomial K given by (4.1). Then, by (4.2), it is easily seen that the the estimate (4.4) is equivalent to the statement that, for all y ∈ S, the linear operator T is bounded from (ii). By Propositions 2.1 and 3.1,
for all (compactly supported) bounded Borel functions F : R → C, and moreover max{1, r −(4n+2) } whenever ℓ ≥ n + 1, and the conclusion follows from Lemma 5.1(iii).
(iv). This is an immediate consequence of Lemma 5.1(iii).
