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Abstract
In this paper, we introduce the class of SKC-mappings, which is a generalization of the
class of Suzuki-generalized nonexpansive mappings, and we prove the strong and
-convergence theorems of the S-iteration process which is generated by
SKC-mappings (Karapinar and Tas in Comput. Math. Appl. 61:3370-3380, 2011) in
uniformly convex hyperbolic spaces. As uniformly convex hyperbolic spaces contain
Banach spaces as well as CAT(0) spaces, our results can be viewed as an extension and
generalization of several well-known results in Banach spaces as well as CAT(0) spaces.
MSC: Primary 47H09; 47H10; secondary 49M05
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S-iteration process
1 Introduction
First, we give some deﬁnitions for the main results.
Deﬁnition . Let C be a nonempty subset of a Banach space X. A mapping T : C → C
is said to be:
(i) nonexpansive if
‖Tx – Ty‖ ≤ ‖x – y‖,
for all x, y ∈ C;
(ii) quasi-nonexpansive if
‖Tx – p‖ ≤ ‖x – p‖,
for each p ∈ F(T) and for all x ∈ C, where F(T) = {x ∈ C;Tx = x} denotes the set of
ﬁxed points of T .
In , Suzuki [] introduced a class of single-valued mappings, called Suzuki-
generalized nonexpansive mappings, as follows.
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Deﬁnition . Let T be a mapping on a subset of a Banach space X. Then T is said to
satisfy condition (C) if

‖x – Tx‖ ≤ ‖x – y‖ implies ‖Tx – Ty‖ ≤ ‖x – y‖,
for all x, y ∈ C.
From the following examples, we know that condition (C) is weaker than nonexpansive-
ness and stronger than quasi-nonexpansiveness, that is, every nonexpansive mapping T
satisﬁes condition (C) and if the mapping T satisﬁes condition (C) with F(T) = φ, then it
is a quasi-nonexpansive.





, if x = ,
, if x = .
Then T satisﬁes condition (C), but T is not nonexpansive.





, if x = ,
, if x = .
Then F(T) = {} = φ and T is quasi-nonexpansive, but T does not satisfy condition (C).
In [], Suzuki proved the existence of the ﬁxed point and convergence theorems formap-
pings satisfying condition (C) in Banach spaces. In the same space setting under certain
conditions Dhompongsa et al. [] improved the results of Suzuki [] and obtained a ﬁxed
point result for mappings with condition (C).
In , Karapınar et al. [], proposed some new classes of mappings which signiﬁcantly
generalized the notion of Suzuki-type nonexpansive mappings as follows.
Deﬁnition . LetC be a nonempty subset of ametric space (X,d). ThemappingT : C →
C is said to be:
(i) a Suzuki-Ciric mapping SCC [] if

d(Tx,Ty)≤ d(x, y) implies d(Tx,Ty)≤M(x, y),
whereM(x, y) = max{d(x, y),d(x,Tx),d(y,Ty),d(x,Ty),d(y,Tx)} for all x, y ∈ C;
(ii) a Suzuki-KC mapping SKC if

d(Tx,Ty)≤ d(x, y) implies d(Tx,Ty)≤N(x, y),
where N(x, y) = max{d(x, y), d(x,Tx)+d(y,Ty) , d(x,Ty)+d(y,Tx) } for all x, y ∈ C;
Kim and Dashputre Journal of Inequalities and Applications  (2015) 2015:341 Page 3 of 16
(iii) a Kannan-Suzuki mapping KSC if

d(Tx,Ty)≤ d(x, y) implies d(Tx,Ty)≤
d(x,Tx) + d(y,Ty)

for all x, y ∈ C;
(iv) a Chatterjea-Suzuki mapping CSC if

d(Tx,Ty)≤ d(x, y) implies d(Tx,Ty)≤
d(y,Tx) + d(x,Ty)

for all x, y ∈ C.
From the above deﬁnition, it is clear that every nonexpansive mapping satisﬁes con-
dition SKC, but the converse is not true, as becomes clear from the following exam-
ples.





, if x = ,
, if x = ,
T satisﬁes both the SCC condition and the SKC condition but T is not nonexpansive.





, if x = ,
, if x = ,
S is quasi-nonexpansive and F(S) = φ but S does not satisfy the SKC condition.
Example . Consider the space X = {(, ), (, ), (, ), (, )} with ∞ metric,
d
(
(x, y), (x, y)
)
= max
{|x – y|, |y – y|
}
.





(, ), if (x, y) = (, ),
(, ), if (x, y) = (, ).




T(, ), (, )
) ≤ d((, ), (, ))









































= ≤N((, ), (, )) = .
One can check that the condition of the SKC-mapping holds for the other point of the
space X. Note that F(T) = {(, )} = φ, and F(T) is closed and convex.
In the framework of CAT() spaces one gave some characterization of existing ﬁxed
point results for mappings with condition (C). In [], Abbas et al. extended the result
of Nanjaras et al. [] for the class of SKC-mappings and proved some strong and -
convergence results for a ﬁnite family of SKC-mappings using an Ishikawa-type iteration
process in the framework of CAT() spaces (see []).
On the other hand, the following ﬁxed point iteration processes have been extensively
studied by many authors for approximating either ﬁxed points of nonlinear mappings
(when these mappings are already known to have ﬁxed points) or solutions of nonlinear
operator equations.
(M) The Mann iteration process (see [, ]) is deﬁned as follows:
For C, a convex subset of Banach space X, and a nonlinear mapping T of C into itself,
for each x ∈ C, the sequence {xn} in C is deﬁned by
xn+ = ( – αn)xn + αnTxn =M(xn,αn,T), n ∈N, (.)
where {αn} is a real sequence in [, ] which satisﬁes the following conditions:
(M) ≤ αn < ,




In some applications condition (M) is replaced by the condition
∑∞
n= αn( – αn) =∞.
(I) The Ishikawa iteration process (see [, ]) is deﬁned as follows:
With C, X, and T as in (M), for each x ∈ C, the sequence {xn} in C is deﬁned by
xn+ = ( – αn)xn + αnT
[
( – βn)xn + βnTxn
]
, n ∈N, (.)
where {αn} and {βn} are sequences in [, ] which satisfy the following conditions:
(I) ≤ αn ≤ βn < ,
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It is clear that the process (M) is not a special case of the process (I) because of condition
(I). In some papers (see [–]) condition (I)  ≤ αn ≤ βn <  has been replaced by the
general condition (I′)  < αn,βn < . With this general setting, the process (I) is a natural
generalization of the process (M). It is observed that, if the process (M) is convergent,
then the process (I) with condition (I′) is also convergent under suitable conditions on αn
and βn.
Recently, Agarwal et al. [] introduced the S-iteration process as follows. For C, a con-
vex subset of a linear space X, and T be a mapping of C into itself, the iterative sequence




xn+ = ( – αn)Txn + αnTyn,
yn = ( – βn)xn + βnTxn, n ∈N,
(.)
where {αn} and {βn} are sequences in (, ) satisfying the condition
∞∑
n=
αnβn( – βn) =∞.
It is easy to see that neither the process (M) nor the process (I) reduces to an S-iteration
process and vice versa. Thus, the S-iteration process is independent of the Mann [] and
Ishikawa [] iteration processes (see [, , ]).
It is observed that the rate of convergence of the S-iteration process is similar to the Pi-
card iteration process, but faster than the Mann iteration process for a contraction map-
ping (see [, , ]).
On the other hand, in [], Leuştean proved that CAT() spaces are uniformly convex
hyperbolic spaces with a modulus of uniform convexity η(r, ε) = ε quadratic in ε. There-
fore, we know that the class of uniformly convex hyperbolic spaces is a generalization of
both uniformly convex Banach spaces and CAT() spaces.
We consider the following deﬁnition of a hyperbolic space introduced by Kohlenbach
[], and, also, Zhao et al. [] and Kim et al. [] got some convergence results in a hy-
perbolic space setting.
Deﬁnition . A hyperbolic space (X,d,W ) is a metric space (X,d) together with a con-
vexity mappingW : X × [, ]→ X satisfying:
(W) d(u,W (x, y,α))≤ αd(u,x) + ( – α)d(u, y);
(W) d(W (x, y,α),W (x, y,β)) = |α – β|d(x, y);
(W) W (x, y,α) =W (y,x,  – α);
(W) d(W (x, z,α),W (y,w,α))≤ ( – α)d(x, y) + αd(z,w),
for all x, y, z,w ∈ X and α,β ∈ [, ].
Ametric space is said to be a convex metric space in the sense of Takahashi [], where a
triple (X,d,W ) satisﬁes only (W) (see []). We get the notion of the space of hyperbolic
type in the sense of Goebel and Kirk [], where a triple (X,d,W ) satisﬁes (W)-(W).
Condition (W) was already considered by Itoh [] under the name of ‘condition III’ and
it is used by Reich and Shafrir [] and Kirk [] to deﬁne their notions of hyperbolic
spaces.
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The class of hyperbolic spaces include normed spaces and convex subsets thereof, the
Hilbert space ball equipped with the hyperbolic metric [], the Hadamard manifold, and
the CAT() spaces in the sense of Gromov (see []).
A subset C of hyperbolic space X is convex ifW (x, y,α) ∈ C for all x, y ∈ C and α ∈ [, ].
If x, y ∈ X and λ ∈ [, ], then we use the notation (–λ)x⊕λy forW (x, y,λ). The following
holds even for the more general setting of a convex metric space [, ]: for all x, y ∈ X
and λ ∈ [, ],
d
(




y, ( – λ)x⊕ λy) = ( – λ)d(x, y).
A hyperbolic space (X,d,W ) is uniformly convex [] if, for any r >  and ε ∈ (, ], there







≤ ( – δ)r,
provided d(x,a)≤ r, d(y,a)≤ r, and d(x, y)≥ εr.
A mapping η : (,∞) × (, ] → (, ] providing such a δ = η(r, ε) for given r >  and
ε ∈ (, ], is called amodulus of uniform convexity.We say that η ismonotone if it decreases
with r for ﬁxed ε.
The purpose of this paper is to prove some strong and -convergence theorems of the
S-iteration process which is generated by SKC-mappings in uniformly convex hyperbolic
spaces. Our results can be viewed as an extension and a generalization of several well-
known results in Banach spaces as well as CAT() spaces (see [–, , , –]).
2 Preliminaries
First, we give the concept of -convergence and some of its basic properties.
Let C be a nonempty subset of metric space (X,d) and let {xn} be any bounded sequence
in X. Let diam(C) denote the diameter of C. Consider a continuous functional ra(·, {xn}) :







d(xn,x), x ∈ X.
Then the inﬁmum of ra(·, {xn}) over C is said to be the asymptotic radius of {xn} with
respect to C and is denoted by ra(C, {xn}).











: x ∈ C},
the set of all asymptotic centers of {xn} with respect to C is denoted by AC(C, {xn}). This
is the set of minimizers of the functional r(·, {xn}) and it may be empty or a singleton or
contain inﬁnitely many points.
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If the asymptotic radius and the asymptotic center are taken with respect to X, then
these are simply denoted by ra(X, {xn}) = ra({xn}) and AC(X, {xn}) = AC({xn}), respectively.
We know that, for x ∈ X, ra(x, {xn}) =  if and only if limn→∞ xn = x.
It is well known that every bounded sequence has a unique asymptotic center with re-
spect to each closed convex subset in uniformly convex Banach spaces and even CAT()
spaces.
The following lemma is due to Leuştean [] and we know that this property also holds
in a complete uniformly convex hyperbolic space.
Lemma. [] Let (X,d,W ) be a complete uniformly convex hyperbolic space withmono-
tone modulus of uniform convexity η. Then every bounded sequence {xn} in X has a unique
asymptotic center with respect to any nonempty closed convex subset C of X.
Deﬁnition . A sequence {xn} in a hyperbolic space X is said to be -convergent to
x ∈ X, if x is the unique asymptotic center of {un} for every subsequence {un} of {xn}. In
this case, we write -limn xn = x and we call x the -limit of {xn}.
Recall that a bounded sequence {xn} in a complete uniformly convex hyperbolic space
with a monotone modulus of uniform convexity η is said to be regular if ra(X, {xn}) =
ra(X, {un}) for every subsequence {un} of {xn}.
It is well known that every bounded sequence in a Banach space (or complete CAT()
space (see [])) has a regular subsequence. Since every regular sequence-converges, we
see immediately that every bounded sequence in a complete uniformly convex hyperbolic
space with amonotonemodulus of uniform convexity η has a-convergent subsequence.
Notice that (see [], Lemma .) given a bounded sequence {xn} ⊂ X, where X is a com-
plete uniformly convex hyperbolic space with a monotone modulus of uniform convexity
η, such that -limn xn = x and for any y ∈ X we have y = x, then
lim
n→∞d(xn,x) < limn→∞d(yn, y).
Clearly, X satisﬁes the above condition, which is known in Banach space theory as the
Opial property.
Lemma. [] Let (X,d,W ) be a uniformly convex hyperbolic spacewithmonotonemod-
ulus of uniform convexity η. Let x ∈ X and {tn} be a sequence in [a,b] for some a,b ∈ (, ).
If {xn} and {yn} are sequences in X such that
lim sup
n→∞






W (xn, yn, tn),x
)
= c,
for some c≥ , then limn→∞ d(xn, yn) = .
3 Main results
Now we will give the deﬁnition of Feje´r monotone sequences.
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Deﬁnition . Let C be a nonempty subset of hyperbolic space X and let {xn} be a se-
quence in X. Then {xn} is Feje´r monotone with respect to C if for all x ∈ C and n ∈N,
d(xn+,x)≤ d(xn,x).
Example . LetC be a nonempty subset ofX and letT : C → C be a quasi-nonexpansive
(in particular, nonexpansive) mapping such that F(T) = φ. Then the Picard iterative se-
quence {xn} is Feje´r monotone with respect to F(T).
Proposition . [] Let C be a nonempty subset of X and let {xn} be a Feje´r monotone
sequence with respect to C. Then we have the following:
() {xn} is bounded;
() the sequence {d(xn,p)} is decreasing and convergent for all p ∈ F(T).
We now deﬁne the S-iteration process in hyperbolic spaces (see []):
Let C be a nonempty closed convex subset of a hyperbolic space X and let T be a map-






yn =W (xn,Txn,βn), n ∈N,
(.)
where {αn} and {βn} are real sequences such that  < a≤ αn, βn ≤ b < .
We can easily prove the following lemma from the deﬁnition of SKC-mapping.
Lemma . Let C be a nonempty closed convex subset of a hyperbolic space X and let
T : C → C be an SKC-mapping. If {xn} is a sequence deﬁned by (.), then {xn} is Feje´r
monotone with respect to F(T).





≤ ( – βn)d(xn,p) + βnd(Txn,p)










≤ ( – αn)d(Txn,p) + αnd(Tyn,p)




≤ ( – αn)d(xn,p) + αnd(yn,p)
≤ ( – αn)d(xn,p) + αnd(xn,p)
= d(xn,p), (.)
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for all p ∈ F(T). Thus, {xn} is Feje´r monotone with respect to F(T). 
Lemma . Let C be a nonempty closed convex subset of a complete uniformly convex
hyperbolic space with monotone modulus of uniform convexity η and let T : C → C be an
SKC-mapping. If {xn} is the sequence deﬁned by (.), then F(T) is nonempty if and only if
{xn} is bounded and limn→∞ d(xn,Txn) = .
Proof Let F(T) be nonempty and p ∈ F(T). Then by Lemma ., {xn} is Feje´r monotone
with respect to F(T). Hence, by Proposition ., {xn} is bounded and limn→∞ d(xn,p) ex-
ists. Let limn→∞ d(xn,p) = c≥ . If c = , then we obviously have
d(xn,Txn) ≤ d(xn,p) + d(Txn,p)
≤ d(xn,p) + d(p,Tp) + d(xn,p)
≤ d(xn,p).
Taking the limit supremum on both sides of above inequality, we have
lim
n→∞d(xn,Txn) = .
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Since













( – αn)d(Txn,p) + αnd(Tyn,p)
}
≤ ( – αn) lim sup
n→∞
d(Txn,p) + αn lim sup
n→∞
d(Tyn,p),
from (.) and (.), we have












for c > . Hence, it follows from Lemma . that
lim







→ , as n→ ∞. (.)
Hence, from (.) and (.), we have
d(xn+,Tyn)≤ d(xn+,Txn) + d(Txn,Tyn)
→ , as n→ ∞. (.)
Now we observe that
d(xn+,p) ≤ d(xn+,Tyn) + d(Tyn,p)




From inequalities (.) and (.), we have
lim
n→∞d(yn,p) = c.
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n→∞d(xn,Txn) = . (.)
Conversely, suppose that {xn} is bounded and limn→∞ d(xn,Txn) = .
Let AC(C, {xn}) = {x} be a singleton. Then, by Lemma ., x ∈ C. Since T is an SKC-
mapping,






















By using the uniqueness of the asymptotic center, Tx = x, so x is a ﬁxed point of T . Hence,
F(T) is nonempty. 
Now, we are in a position to prove the -convergence theorem.
Theorem . Let C be a nonempty closed convex subset of a complete uniformly convex
hyperbolic space X with monotone modulus of uniform convexity η and let T : C → C be
an SKC-mapping with F(T) = φ. If {xn} is the sequence deﬁned by (.), then the sequence
{xn} is -convergent to a ﬁxed point of T .
Proof From Lemma ., we observe that {xn} is a bounded sequence. Therefore, {xn} has a
-convergent subsequence. We now prove that every -convergent subsequence of {xn}
has a unique -limit in F(T). For this, let u and v be -limits of the subsequences {un}
and {vn} of {xn}, respectively. By Lemma ., AC(C, {un}) = {u} and AC(C, {vn}) = {v}. Since
{un} is a bounded sequence, from Lemma ., limn→∞ d(unTun) = .We have to show that
u is a ﬁxed point of T . Since T is an SKC-mapping,
d(un,Tu)≤ d(un,Tun) + d(un,u).



























By uniqueness of the asymptotic center, Tu = u.
Similarly, we can prove that Tv = v. Thus, u and v are ﬁxed points of T . Now we show
that u = v. If not, then by the uniqueness of the asymptotic center,
lim sup
n→∞


















which is a contradiction. Hence u = v. 
Remark . Theorem . is an extension of Theorem . of Abbas et al. [] from CAT()
space to a uniformly convex hyperbolic space. Theorem . also holds for the KSC, SCC,
and CSC-mappings.
Now, we will introduce the strong convergence theorems in hyperbolic spaces.
Theorem . Let C be a nonempty closed convex subset of a complete uniformly convex
hyperbolic space X with monotone modulus of uniform convexity η and let T : C → C be
an SKC-mapping. If {xn} is the sequence deﬁned by (.), then the sequence {xn} converges







where D(xn,F(T)) = infx∈F(T) d(xn,x).
Proof Necessity is trivial. We have to prove only the suﬃcient part. First, we show that
F(T) is closed, let {xn} be a sequence in F(T) which converges to some point z ∈ C. Since
T is an SKC-mapping, we have
d(xn,Tz)≤ d(Txn,Tz) + d(xn, z)≤ d(xn, z).
By taking the limit on both sides, we have
lim
n→∞d(xn,Tz)≤ limn→∞d(xn, z) = .
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Hence, we can take a subsequence {xnk } of {xn} such that
d(xnk ,pk) <

k , for all k ≥ ,
where {pk} is in F(T). By Lemma ., we have









This means that {pk} is a Cauchy sequence. Since F(T) is closed, {pk} is a convergent
sequence. Let limk→∞ pk = p. Then we have to show that {xn} converges to p. In fact,
since




d(xnk ,p) = .
Since limn→∞ d(xn,p) exists, the sequence {xn} is convergent to p. 
Next, we will give one more strong convergence theorem by using Theorem .. We
recall the deﬁnition of condition (I) introduced by Senter and Doston [].
Let C be a nonempty subset of a metric space (X,d). A mapping T : C → C is said to
satisfy condition (I), if there is a nondecreasing function f [,∞) → [,∞) with f () = ,
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f (t) >  for all t ∈ (,∞) such that
d(x,Tx)≥ f (D(x,F(T))),
for all x ∈ C, where D(x,F(T)) = inf{d(x,p) : p ∈ F(T)}.
Theorem . Let C be a nonempty closed convex subset of a complete uniformly convex
hyperbolic space X with monotone modulus of uniform convexity η and let T : C → C be
an SKC-mapping with condition (I) and F(T) = φ. Then the sequence {xn} which is deﬁned
by (.) converges strongly to some ﬁxed point of T .
Proof We know that F(T) is closed from the proof of Theorem ., and from Lemma .


























Therefore, we can get the desired result from Theorem .. 
Remark . Theorems ., ., and . improve and extend the previous known results
from Banach spaces and CAT() spaces to uniformly convex hyperbolic spaces (see [–
, , , –], in particular, Theorems ., ., ., and . in []). In our results, we
considered the S-iteration which is faster than the other iteration process to approximate
the ﬁxed point of underlying mapping in the framework of uniformly convex hyperbolic
spaces.
4 Numerical example
Example . Let (X,d) =R with d(x, y) = |x – y| and C = [, ]⊂R. Denote
W (x, y,α) = αx + ( – α)y, for all x, y ∈ C, (.)
then (X,d,W ) is a complete uniformly convex hyperbolic space with amonotonemodulus
of uniform convexity and C is a nonempty closed and convex subset of X. Let T be a
mapping as deﬁned in Example ..
It is easy to see that T satisﬁes the SKC condition and  ∈ C is a ﬁxed point of T . It
is observed that it satisﬁes all conditions in Theorem .. Let {αn} and {βn} be constant
sequences such that αn = βn =  for all n≥ . From the deﬁnition of T the following cases
arise.
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Case : Consider x = , for the sake of simplicity, we can assume that x = . Then by the























=  ∈ F(T).
Case : Consider x = , for the sake of simplicity, we can assume that x = . Then by







= (x + Tx) =






































= ( + ) = .
Hence, the sequence {xn} converges to  ∈ F(T).
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