Kendall and Gehan estimating functions are used to estimate the regression parameter in accelerated failure time (AFT) model with censored observations. The accelerated failure time model is the preferred survival analysis method because it maintains a consistent association between the covariate and the survival time. The jackknife empirical likelihood method is used because it overcomes computation difficulty by circumventing the construction of the nonlinear constraint. Jackknife empirical likelihood turns the statistic of interest into a sample mean based on jackknife pseudo-values. U-statistic approach is used to construct the confidence intervals for the regression parameter. We conduct a simulation study to compare the Wald-type procedure, the empirical likelihood, and the jackknife empirical likelihood in terms of coverage probability and average length of confidence intervals.
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Accelerated Failure Time Model
The Cox (1972) proportional hazards model is a popular survival analysis method used to establish a relationship between the covariate and the survival time in censored data. But in many cases, the Cox (1972) proportional hazards model does not always lead to a consistent estimate of the variance and the parameter when the assumptions are not satisfied. To maintain the consistency between the survival time and the covariates, an alternative method called accelerated failure time (AFT) model is quite popularly used. The AFT model assumes that the effect of a covariate is to multiply the predicted event time by some constant. AFT models can be therefore framed as linear models for the logarithm of the survival time. In recent years, many statisticians proposed different estimating methods for the accelerated failure time (AFT); among them, Tsiatis (1990) , Ying (1993) , and Ritov (1990 limiting covariance matrices by using a re-sampling method. Although these methods are useful to estimate the variance, they still fail to overcome the under-coverage problem of traditional method.
Monotone estimating functions based on Kendall and Gehan estimating equations are used in this thesis. 
Monotone Gehan estimating equation

Empirical Likelihood
Empirical likelihood (EL) method was first introduced by Owen (1988 Owen ( , 1990 
Jackknife Empirical Likelihood
Empirical likelihood is very useful in many different occasions, particularly when data subjects to constraints are linear. However, when applied to more complicated statistics such as U-statistics, it runs into serious computational difficulties. To overcome these difficulties, Jing, Yuan and Zhou (2009) proposed the jackknife empirical likelihood (JEL) for a U-statistic. The method combines two of the popular nonparametric approaches: the jackknife and the empirical likelihood. The key idea of the JEL is to turn the statistic of interest into a sample mean based on jackknife pseudo-values (Quenouille, 1956 The empirical likelihood method is one of the most famous methodologies for nonparametric statistical inference procedure which has excellent properties. The deployment of empirical likelihood method with respect to survival analysis can be traced back to Thomas and Grunkemeier (1975) . The empirical likelihood method was summarized and discussed in Owen (1988 Owen ( , 1990 Owen ( , 1991 , by introducing many great applications and extensions such as constructing nonparametric confidence intervals.
Subsequently, Owen and many other statisticians developed this method into a general methodology. 
INFERENCE PROCEDURE
Preliminaries
In this sequel, we use the same notations as those in Lu (2009) where the stochastic errors are independent identically distributed with unknown distribution function F and the covariate vector is independent of . Since F is unknown, an estimating equation is a natural approach for estimation and inference on . We assume that is the censoring times for .
Assuming that and are independent conditionally on , we can only observe and where is an indicator function. We assume that is independent of as was in Fygenson and Ritov (1994 The following theorems establish how Wilks' theorem holds and state how the result can be used to construct confidence region for β. 
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The censoring time C can be generated as follows , where U is a uniform variable in [0, 1] and c is a constant.
Assuming a true value , four different censoring rates with approximately 15%, 30% and 45%, and 60% respectively, which represent light censoring, medium censoring and moderate heavy censoring, and very heavy censoring rate. The sample sizes are 30, 50, 75 and 100, representing very small, relatively small, moderate and large samples respectively. Therefore, we have 16 data settings in total for each of the two models. Each data set is simulated 10000 times and the results are displayed in Table 1 and Table 2 . Table 1 and Table 2 displayed the results of the Wald-type, the empirical likelihood, and the jackknife empirical likelihood methods. The censoring rates are approximately 15%, 30%, 45%, and the sample size, based on 10,000 simulated data sets, is 30, 50, 75, and 100. The three methods have better performances in term of coverage probabilities and average lengths when the total sample size increases.
The coverage probability for large sample, that is n=100, works well with right coverage probability of 90%, 95%. The Wald-type method has greater under-coverage when the sample size is small, while the empirical likelihood and the jackknife empirical likelihood methods have a better coverage probability for all the nominal levels. The three methods have a better accuracy of the coverage probabilities when the censoring rate decreases because there are fewer information losses. 
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The Wald-type procedure has a slightly shorter average length compared to the empirical likelihood and the jackknife empirical likelihood methods; thus, the shorter the average length of confidence interval, the better the confidence interval. Also we notice that when sample size increases, the average length shortens and the censoring rate decreases and the reason is the larger the sample size, the less information is susceptible to be lost. The Wald type confidence interval is symmetric; however the empirical likelihood and the jackknife empirical likelihood confidence intervals are not symmetric because EL1 and JEL confidence intervals are built through their data set instead of a given distribution.
In term of coverage probability, JEL1 is better than JEL2 which is also better than EL1 but in terms of average length, the Wald type method has a slightly shorter length than JEL1 and JEL2.
Kendall vs. Buckley-James vs. Gehan vs. Logrank Estimator
Jackknife empirical likelihood method is used to compare Kendall's Tau, Buckley-James (Zhou and The results displayed in Table 3 show that jackknife empirical likelihood using Kendall estimating equation (JEL1) has a better performance in terms of coverage probability, which is followed closely by jackknife empirical likelihood using Gehan equation (JEL2). In most cases, Kendall's coverage probability (EL1) has a better performance compared to Buckley-James, Gehan, and Logrank estimators;
for smaller sample size, Kendall outperforms the three estimators. Gehan has the worst performance coverage among the different methods. In conclusion, JEL1 and JEL2 have similar coverage probability and are better than Logrank, B-J and EL1 estimators.
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Chapter 4
APPLICATION
Introduction
In this section, we apply jackknife empirical likelihood methods to bone marrow transplant procedure described by Klein and Maeschberger (1997) 
Results and Analysis
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Chapter 5
CONCLUSION
The recommended coverage probability is the one that that is close enough to the nominal level and the best average length is the shortest one. In terms of probability coverage, JEL1 and JEL2 are close to their corresponding nominal levels. In addition, when the sample sizes are large the coverage probabilities are more accurate and the average lengths are the shortest. The jackknife empirical likelihood using Kendall estimating equation outperformed the EL1 method and the Wald-type procedure.
In terms of average length, Wald procedure is the best. We also notice that JEL1 and JEL2 have better coverage probability. When the sample size increases, all the proposed methods have better performances in terms of coverage probabilities and average lengths; However for smaller sample sizes, JEL1 and JEL2 are the best. In addition, it takes less time to compute JEL1 and JEL2. Zhao (2011) proposed EL method to fix the under-coverage problem that is presented in the Wald-type procedure and this method worked well in our simulation study as well. By using JEL1 and JEL2 to simulate the data set, we noticed that for larger sample size, there is over-coverage problem that needs to be addressed. In our future work, we will investigate the use of bootstrap calibration using JEL to fix the over-coverage problem.
