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For a matrix-valued measure M we introduce a notion of conver-
gence in measure M, which generalizes the notion of convergence
in measure with respect to a scalar measure and takes into account
the matrix structure of M. Let S be a subset of the set of matrices
of given size. It is easy to see that the set of S-valued measurable
functions is closed under convergence in measure with respect to
a matrix-valued measure if and only if S is a ρ-closed set, i.e. if
and only if SP is closed for any orthoprojector P. We discuss the
behaviour of ρ-closed sets under operations of linear algebra and
the ρ-closedness of particular classes of matrices.
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1. Introduction
Let r, p, q ∈ N. Let Mp,q be the linear space of p × q-matrices with complex entries, Mp,p =: Mp,
and M := (mjk)k=1,...,qj=1,...,p be an Mp,q-valued measure. The aim of this note is to deﬁne and discuss
convergence in measureM of a sequence of Mr,p-valued functions.
Wemention that a notion of convergence inmeasurewas introduced and studied for rather general
vector-valued measures in [6, Section 6], [16, Section 2] and [17, Section 5]. Applying these deﬁnitions
toour situation,weobtain that a sequenceofMr,p-valued functions converges inmeasureM if andonly
if it converges in measuremjk for j = 1, . . . , p, k = 1, . . . , q. Thus, the fact that the measuresmjk form
a matrix is ignored by this deﬁnition. Here we propose a different way of introducing convergence in
∗ Corresponding author.
E-mail addresses: klotz@mathematik.uni-leipzig.de (L. Klotz), kunkel@mathematik.uni-leipzig.de (P. Kunkel), david852@
gmx.de (D. Rudolph).
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.10.009
L. Klotz / Linear Algebra and its Applications 434 (2011) 990–999 991
measureM, which takes into account thematrix structure ofM. It takes its origin with Kac’s deﬁnition
of square-integrability ofMr,p-valued functions with respect to a non-negative hermitianMp-valued
measure, cf. [12,14]. The main idea of Kac’s deﬁnition is to deal with the measureM in the form dM =
dM
dμ
dμ, whereμ is a ﬁnite non-negativemeasure,with respect towhichM is absolutely continuous, and
dM
dμ
is the corresponding Radon-Nikodym derivative. Let us mention that Hilbert spaces of functions
that are square-integrable with respect to a non-negative hermitianmeasure have proved to be useful
in the spectral theory of self-adjoint operators, cf. [1, No. 86], and as spectral domains of multivariate
weakly stationary random processes, cf. [15, Section 7 of Chapter 1].
After having introduced a notion of convergence inmeasureM, one could ask what subsets ofMr,p
are closed under convergence in measure. More precisely, a subset S of Mr,p is called closed under
convergence inmeasure if for anyMp,q-valuedmeasureM, any limit inmeasureM of a sequence of S-
valued functions is S-valued.We shall see that S is closed under convergence in measure if and only if
it is awhatwe shall call aρ-closed set, i.e.,SP is a closed subset ofMr,p for any orthoprojector P ∈ Mp.
In our investigation of ρ-closedness, which is a pure problem of linear algebra, we were guided by
a paper of Johnson and Smith [11], where closure properties of the inverse and the Schur complement
were studied.
Section 2 dealswith convergence inmeasurewith respect to amatrix-valuedmeasure and Sections
3 and 4 are devoted to the notion of ρ-closedness. In Section 3 we shall study the behaviour of ρ-
closed sets under several operations of linear algebra and obtain some sufﬁcient conditions for a set of
matrices to be ρ-closed. In Section 4 we are concerned with special classes of matrices. In particular,
we shall show that the set of hermitian matrices and the set of matrices with non-negative elements
are ρ-closed, whereas the set of positive semideﬁnite matrices is not ρ-closed and the set of normal
matrices is ρ-closed if and only if the dimension is not larger than 3. On the other hand, for many
interesting classes, e.g., the set of singular M-matrices or the set of P0-matrices, the problem of their
ρ-closedness is open, cf. [9, p. 119 and Deﬁnition 2.5.6] for deﬁnitions.
2. Convergence in measure with respect to a matrix-valued measure
Let p, q ∈ N. Considering the canonical bases in Cp and Cq, we identify X ∈ Mp,q with the linear
operator from Cq into Cp. Denote its range, kernel, rank and adjoint by R(X), Ker X, rk(X) and X∗,
respectively. The unit operator of Mp is denoted by Ip and the zero operator of Mp,q by 0p,q, where
indices are omitted if dimensions are clear from the context.
Let (Ω ,A) be a measurable space, i.e.A is a σ -algebra of subsets of Ω . By a ﬁnite non-negative,
C-valued or Mp,q-valued measure we mean a measure on (Ω ,A) with values in [0,∞),C or Mp,q,
respectively. Note that M := (mjk)k=1,...,qj=1,...,p is an Mp,q- valued measure if and only if mjk is a C-valued
measure and that M is absolutely continuous with respect to a ﬁnite non-negative measure μ if and
only if mjk is absolutely continuous with respect to μ, j = 1, . . . , p, k = 1, . . . , q. In this case we shall
write M  μ and denote by dM
dμ
:=
(
dmjk
dμ
)k=1,...,q
j=1,...,p the corresponding Radon-Nikodym derivative and
by Pμ(ω) the orthogonal projection in C
p onto R
(
dM
dμ
(ω)
)
,ω ∈ Ω . According to a general result of
Azoff, cf. [2, Theorem 1], the function Pμ is measurable. Note that for any Mp,q-valued measure M,
there exists a ﬁnite non-negative measure μ such that M  μ. For example, one could take the sum
of the variations of allmjk . Letμ and ν be ﬁnite non-negative measures such thatM  μ andM  ν .
Let r ∈ N and let F and G be Mr,p-valued functions on Ω .
Lemma 2.1. The function FPμ is measurable if and only if FPν is measurable.Moreover, if FPμ and GPμ are
measurable, then FPμ = GPμ μ-a.e. if and only if FPν = GPν ν-a.e.
Proof. Using the chain rule dM
d(μ+ν) = dMdμ dμd(μ+ν) , we easily obtain that the measurability of FPμ is
equivalent to the measurability of FPμ+ν and that FPμ = GPμ μ-a.e. if and only if FPμ+ν = GPμ+ν
(μ + ν)-a.e. 
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The preceding lemma justiﬁes the following deﬁnition.
Deﬁnition 2.2. Let M be an Mp,q-valued measure and μ a ﬁnite non-negative measure such that
M  μ. Denote by Φr(M) the linear space of all Mr,p-valued functions F on Ω such that FPμ is
measurable. Two functions F, G ∈ Φr(M) are calledM-equivalent if FPμ = GPμ μ-a.e.
It is obvious that if α ∈ C, F1, G1, F2, G2 ∈ Φr(M), and F1 and G1 as well as F2 and G2 are M-
equivalent, then αF1 + G1 and αF2 + G2 are M-equivalent. On the other hand, for p = q = r = 2,
it is easy to give examples of a measure M and functions F and G such that F and G are M-equivalent
and F∗ and G∗ as well as F2 and G2 are notM-equivalent.
Remark 2.3. Note that if G ∈ Φr(M), then the functions G and F := GPμ areM-equivalent. Therefore
anyM-equivalence class contains a measurable function F and we could conﬁne ourselves to measur-
able functions from the very beginning. However, since the part G(Ip − Pμ) of the function G does not
play any role in the deﬁnition of the M-equivalence class, it does not seem to be natural to impose
some measurability conditions on it.
As is common practice, studying M-equivalence classes we shall work with their representatives,
i.e. with functions from Φr(M). Moreover, for a function f on Ω and a subset C of its range we shall
denote {f ∈ C} := {ω ∈ Ω : f (ω) ∈ C} and μ(f ∈ C) := μ({f ∈ C}).
Deﬁnition 2.4. Let ‖·‖ be an arbitrary vector norm onMr,p. LetM be anMp,q-valued measure and μ
a ﬁnite non-negative measure such thatM  μ. A sequence {Fn}n∈N ⊆ Φr(M) converges in measure
M to a function F ∈ Φr(M) if for every ε > 0, limn→∞ μ(∥∥(Fn − F)Pμ∥∥ ε) = 0.
Since all vector norms on the ﬁnite-dimensional linear space Mr,p are equivalent, Deﬁnition 2.4
does not depend on the choice of the norm. To see that it does not depend on the choice of μ as well
it is enough to prove the following result.
Lemma 2.5. Let {Fn}n∈N ⊆ Φr(M),μandν beﬁnitenon-negativemeasures such thatMμandMν.
Then for every ε > 0, limn→∞ μ(
∥∥FnPμ∥∥ ε) = 0 if and only if limn→∞(μ + ν)(∥∥FnPμ+ν∥∥ ε) = 0.
Proof. Let ε > 0. Set h := dμ
d(μ+ν) and A := {h = 0}. Since μ(A) = 0 and Pμ+ν(ω) = 0 for (μ + ν)-
a.a. ω ∈ A, it follows μ(A ∩ {∥∥FnPμ∥∥ ε}) = (μ + ν)(A ∩ {∥∥FnPμ∥∥ ε}) = 0, n ∈ N. Therefore, we
can assume that
h /= 0 (μ + ν) − a.e., (2.1)
which yields
Pμ+ν = Pμ (μ + ν) − a.e. (2.2)
by the chain rule. For δ > 0, choose c > 0 such that
(μ + ν)(h < c) < δ (2.3)
and write
{∥∥FnPμ∥∥ ε} = ({∥∥FnPμ∥∥ ε} ∩ {h < c}) ∪ ({∥∥FnPμ∥∥ ε} ∩ {h c}). (2.4)
Since (μ + ν)({∥∥FnPμ∥∥ ε} ∩ {h c}) 1cμ({∥∥FnPμ∥∥ ε}), we obtain from (2.2)–(2.4) that if
limn→∞ μ({∥∥FnPμ∥∥ ε}) = 0, then (μ + ν)({∥∥FnPμ∥∥ ε}) < 2δ for n sufﬁciently large. Therefore,
limn→∞(μ + ν)({∥∥FnPμ∥∥ ε}) = 0 and the ’if’-part is proved. The ’only if’-part follows from the fact
that (2.1) yields 1
h
= d(μ+ν)
dμ
and, hence, the roles of μ and μ + ν can be changed. 
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Remark 2.6. Recall that if m is a C-valued measure and |m| denotes its variation, then
∣∣∣ dm
d|m|
∣∣∣ = 1,
hence, P|m| = 1 |m|-a.e. Thus, for a C-valued measurem, Deﬁnition 2.4 is equivalent to the deﬁnition
of convergence in measurem given in [3, Section 3.2].
Remark 2.7. LetM1 andM2 beMp,q-valued measures and μ a ﬁnite non-negative measure such that
M1  μ and M2  μ. According to Deﬁnition 2.4 the notions of convergence in measure M1 and
convergence in measureM2 coincide if and only ifR
(
dM1
dμ
)
= R
(
dM2
dμ
)
μ-a.e. This is a generalization
of the fact that forﬁnitenon-negativemeasuresm1 andm2, notionsof convergence inmeasure coincide
if and only ifm1 andm2 have the same sets of measure 0.
Sincea sequence {Fn}n∈N converges inmeasureM if andonly if the sequence {FnPμ}n∈N converges in
measureμ, basic properties of convergence inmeasure with respect to a ﬁnite non-negative measure,
cf. [7, Section 22], can be generalized to convergence in measure with respect to an Mp,q-valued
measure in an obvious way. We shall not go into detail but mention only the following result, which is
needed in the sequel.
Theorem 2.8. Let M be anMp,q-valued measure andμ a ﬁnite non-negative measure such that M  μ.
If a sequence {Fn}n∈N ⊆ Φr(M) converges in measure to a function F, then there exists a subsequence{Fnk}k∈N such that limk→∞ FnkPμ = FPμ μ-a.e.
3. General closure properties
Here we are concerned with the problem of describing subsets of Mr,p that are closed under
convergence in matrix-valued measure. It turns out that a set is closed under convergence in matrix-
valued measure if and only if it is ρ-closed, which is a pure notion of linear algebra, see Deﬁnition 3.2
below.
Deﬁnition 3.1. A subset S of Mr,p is called closed under convergence in matrix-valued measure if
for any Mp,q- valued measure M and any sequence {Fn}n∈N ⊆ Φr(M) of S-valued functions, which
converges in measureM to a function F , the limit function F is S-valued.
IfM is anMp,q-valuedmeasure, then themeasureM1 deﬁnedbydM1 := Pμdμ is anorthoprojector-
valued measure such that R
(
dM
dμ
)
= R
(
dM1
dμ
)
μ-a.e. It follows that it is enough to consider
non-negative hermitian Mp-valued measures or even only orthoprojector-valued measures M in the
preceding deﬁnition.
Deﬁnition 3.2. A subset S of Mr,p is called closed under restriction (or ρ-closed, for short) if for any
orthoprojector P in Cp the set SP = {SP : S ∈ S} is a closed subset of Mr,p.
From Theorem 2.8 we obtain that a subset S ofMr,p is closed under convergence in matrix-valued
measure if and only if it is ρ-closed. Therefore, to determine wether S is ρ-closed is equivalent to the
following operator completion problem.
(OC) Let {Sn}n∈N ⊆ S and P be an orthoprojector in Cp such that limn→∞ SnP =: T exists. Can T
be written in the form T = SP for some S ∈ S?
Now we mention some properties of ρ-closed sets. The proofs of the following two lemmas are
obvious and are therefore omitted.
Lemma 3.3. If S is a ρ-closed subset of Mr,p, then
(i) for X ∈ Mr,p, the set S + X := {S + X : S ∈ S} is ρ-closed,
(ii) for X ∈ Mp,q, the set SX := {SX : S ∈ S} is a ρ-closed subset of Mr,q,
(iii) for invertible X ∈ Mr , the set XS is ρ-closed.
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Lemma 3.4. If S1 and S2 are ρ-closed subsets of Mr,p, then S1 ∪ S2 is ρ-closed.
As can be seen by the next example, many basic operations of linear algebra do not conserve
ρ-closedness.
Example 3.5. (a) The set S :=
{(
1
n
0
n 0
)
: n ∈ N
}
is ρ-closed in M2, but the set S∗ = {S∗ : S ∈ S}
is not.
(b) Let P ∈ M2 be the orthoprojector P :=
(
1 0
0 0
)
and S be as in (a). Then PS is not closed, hence,
not ρ-closed in M2.
(c) The sets S1 := {(n 0) : n ∈ N} and S2 := {(0 −n + 1n) : n ∈ N} are ρ-closed subsets of
M1,2, whereas the set S1 + S2 := {S1 + S2 : S1 ∈ S1, S2 ∈ S2} is not ρ-closed.
A simple but useful result is given by the following theorem.
Theorem 3.6. If S is a compact or an R-linear subset of Mr,p, then it is ρ-closed.
Proof. For any orthoprojector P ∈ Mp, themap X → XP, X ∈ Mr,p, is continuous andR-linear, which
implies that if S is compact or R-linear, then SP is compact or R-linear, respectively. Since compact
or R-linear subsets of Mr,p are closed, the assertion follows. 
Let S be a subset of Mr,p such that SP is closed for any orthoprojector P ∈ Mp different from Ip.
Then it does not follow in general that S is closed.
Example 3.7. Set S1 :=
{(
1
n
0
0 0
)
: n ∈ N
}
, S2 be the set of orthoprojectors in Mp different from
0, and S := S1 ∪ S2. Obviously, the set S is not closed. Now assume that {Sn}n∈N ⊆ S and P ∈ M2 is
an orthoprojector of rank 1 such that limn→∞ SnP =: T exists. If the sequence {Sn}n∈N contains only
ﬁnitely many elements from S1, then T = SP for some S ∈ S2 by Theorem 3.6. If it contains inﬁnitely
many elements from S1, then T = 0 = SP, where S ∈ S2 is such thatR(P) = Ker S. It follows that SP
is closed for any orthoprojector in M2 different from I2.
The preceding example indicates that for establishing ρ-closedness of a certain set S it is necessary
in general to prove that SP is closed for any orthoprojector P. However, there exists an important class
of sets, where study of ρ-closedness considerably simpliﬁes.
A subsetS ofMp is called invariant underunitary equivalence ifU∗SU ⊆ S for anyunitaryU ∈ Mp.
Theorem 3.8. Let S ⊆ Mp be invariant under unitary equivalence. For k = 1, . . . , p, let Pk be the ortho-
projector in Cp onto the subspace spanned by the ﬁrst k vectors of the canonical basis. Then S is ρ-closed
if and only if SPk is closed, k = 1, . . . , p.
Proof. Let P /= 0 be an orthoprojector in Cp and let k :=rk(P). Choose a unitary operator U ∈ Mp
such that it maps the space spanned by the ﬁrst k vectors of the canonical basis onto R(P). For a se-
quence {Sn}n∈N ⊆ S such that limn→∞ SnP =: T exists, we have {U∗SnU} ⊆ S and limn→∞ U∗SnUPk= limn→∞ U∗SnUU∗PU = U∗TU. If SPk is a closed set, it follows limn→∞ U∗SnUPk = SPk for some
S ∈ S , hence, T = USU∗P, where USU∗ ∈ S . This implies that SP is closed and, consequently, S is
ρ-closed since P was arbitrary. The converse direction is trivial. 
The preceding theorem shows that for a set S which is invariant under unitary equivalence the
operator completion problem (OC) is equivalent to the following matrix completion problem.
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(MC) Let k ∈ {1, . . . , p}. Write X ∈ Mp in the block form X :=
(
A B
C D
)
, where A ∈ Mk . Assume
that for a sequence {Sn}n∈N ⊆ S , Sn :=
(
An Bn
Cn Dn
)
, n ∈ N, the limits limn→∞ An =: A and
limn→∞ Cn =: C exist. Can one ﬁnd B ∈ Mk,p−k and D ∈ Mp−k such that
(
A B
C D
)
∈ S?
For the sake of completeness we mention that the assertion of Theorem 3.8 does not remain true
if S is not invariant under unitary equivalence.
Example 3.9. Consider S :=
{(
n −n + 1
n
0 0
)
: n ∈ N
}
. Then SP1 and SP2 are closed. However, for
P := 1√
2
(
1 1
1 1
)
, one obtains limn→∞
(
n −n + 1
n
0 0
)
P = 0 /∈ SP.
We conclude this section with a result which is based on some facts from convex analysis.
Let Mr,p(R) denote the set of all r × p-matrices with real entries.
For X := (xjk)k=1,...,pj=1,...,r ∈ Mr,p, let X˜ ∈ M2r,2p(R) be the matrix which is obtained from X by replacing
any element xjk by the matrix
(
Re xjk −Im xjk
Im xjk Re xjk
)
. Here Re z and Im z denote real and imaginary
parts, respectively, of a complex number z. It is well-known that the map X → X˜ is an injective
homomorphismfromMr,p intoM2r,2p(R)andthat (˜X∗) = (X˜)∗ and X˜Y = X˜Y˜ forX ∈ Mr,p, Y ∈ Mp,q.
Denote by (X)k the k-th column of a matrix X .
Let S be a subset of Mr,p. Set S˜ := {˜S : S ∈ S} and (S)k := {(S)k : S ∈ S}, k = 1, . . . , p.
Assume that S satisﬁes the following two conditions:
(i) For k = 1, . . . , r the set (S˜∗)k is a polyhedral convex subset of R2p.
(ii) If wk ∈ (S∗)k, k = 1, . . . , r, then the matrix X∗ := (w1 . . .wr), whose columns are the vectors
wk , belongs to S∗.
Recall that a polyhedral convex subset of a Euclidean space is a ﬁnite intersection of closed half-
spaces or, equivalently, the closure of the set of solutions of a ﬁnite system of linear inequalities, cf.
[13, Section 19].
Theorem 3.10. Let S be a subset of Mr,p satisfying conditions (i) and (ii). Then S is ρ-closed.
Proof. Let {Sn}n∈N ⊆ S and P ∈ Mp be an orthoprojector such that
lim
n→∞ SnP =: T (3.1)
exists. Set T∗ := PS∗n , which is equivalent to
(T˜∗n )j = P˜(˜S∗n)j , j = 1, . . . , 2r, n ∈ N. (3.2)
Denote by P˜+ the Moore–Penrose inverse of P˜. From (3.2) it follows that (˜S+n )j belongs to the subset
P˜+(T˜+n )j + Ker P˜ of R2p. Therefore, (3.1) implies that the distance between the polyhedral convex
subset (S˜∗)j and the afﬁne subset P˜+(T˜+)j + Ker P˜ of R2p is 0. By [13, Corollary 20.3.1] we obtain
that their intersection is not empty, i.e., there exists uj ∈ (S˜∗)j such that P˜uj = (T˜∗)j , j = 1, . . . , 2r.
Note that one can choose u2k−1 and u2k in such way that
(
u2k−1 u2k
) = s˜k for some sk ∈ Cp =
Mp,1, k = 1, . . . , r. Consider the matrix S˜∗ := (s1 . . . sr), whose columns are the vectors sk . It satisﬁes
the equation PS∗ = T∗, hence, SP = T . Moreover, S ∈ S according to condition (ii). It follows that S is
ρ-closed. 
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4. Particular classes
Matrix classes of interest are not usually viewed as the union of sets from each dimension, but have
a natural deﬁnition that transcends dimension. Therefore, ρ-closedness of a particular class is to be
understood as ρ-closedness of its intersection with Mr,p.
For j ∈ {1, . . . , r} and k ∈ {1, . . . , p} denote Sk := {X ∈ Mr,p : rk(X) k} and by Sjk the set of all
r × p-matrices such that their element at place (j, k) is equal to 0. For a subset  of {1, . . . , r} ×
{1, . . . , p}, let
S() := ⋃
(j,k)∈
Sjk. (4.1)
If  is a subset of {1, . . . , p}, the symbol S stands for the set of all X ∈ Mr,p such that the column
vectors of X with indices from  span R(X). Then we have
Sk =
⋃

S, (4.2)
where  runs through the subsets of {1, . . . , p} consisting of exactly k elements.
If V ∈ Mp is a permutation matrix, denote by SV,k the set of all matrices X ∈ Mp such that the
matrix V∗XV has a block representation V∗XV =
(
A B
0 D
)
, where A ∈ Mk . The set
S :=
p−1⋃
k=1
⋃
V
SV,k, (4.3)
where V runs through the permutation matrices ofMp, is called the set of reducible matrices. Taking
into account (4.1)–(4.3) and the fact that all sets Sjk, S and SV,k are linear, from Theorem 3.6 and
Lemma 3.4 we immediately obtain the following result.
Theorem 4.1. The sets S(), Sk and S are ρ-closed.
Since the set of orthoprojectors is compact, it is ρ-closed by Theorem 3.6. However, the set of
projectors, i.e. the set of idempotent matrices, is not ρ-closed.
Example 4.2. Set Sn :=
(
2 −2n
1
n
−1
)
, n ∈ N, and P :=
(
1 0
0 0
)
. Then S2n = Sn and limn→∞ SnP =(
2 0
0 0
)
. Obviously, there do not exist b, d ∈ C such that the matrix
(
2 b
0 d
)
is a projector. Thus,
the set of idempotent 2 × 2-matrices is not ρ-closed. To extend the result to Mp for p 3, consider
Ŝn :=
(
Sn 0
0 Ip−2
)
, n ∈ N.
Let Λ be a subset of C. Denote by S(Λ) the set of X ∈ Mp such that the spectrum of X belongs to
Λ. Clearly, the sets S(∅) = ∅ and S(C) = Mp are ρ-closed. We shall show now that in all other cases
S(Λ) is not ρ-closed.
Theorem 4.3. Let p ∈ N, p 2, and Λ be a proper subset of C. Then S(Λ) is not ρ-closed.
Proof. If Λ is a proper subset of C, there exist λ0, λ1 ∈ C such that λ0 ∈ Λ and λ1 /∈ Λ. The only
eigenvalue of the matrix Sn :=
(
λ1 −n(λ1 − λ0)2
1
n
2λ0 − λ1
)
, n ∈ N, is λ0. If P =
(
1 0
0 0
)
, we have
limn→∞ SnP =
(
λ1 0
0 0
)
, which implies that λ1 is an eigenvalue of any matrix S ∈ M2 satisfying
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SP = limn→∞ SnP. Therefore, S(Λ) is not ρ-closed if p = 2. In the case p > 2 consider Ŝn :=(
Sn 0
0 λ0Ip−2
)
, n ∈ N. 
Let A be the set of accretive matrices, i.e. A := {X ∈ Mp : X + X∗ is positive semideﬁnite}.
Theorem 4.4. The set A is ρ-closed.
Proof. SinceA is invariant under unitary equivalence, it is enough to solve problem (MC). Set {Sn}n∈N
⊆ A, Sn :=
(
An Bn
Cn Dn
)
, where An ∈ Mk, k = 1, . . . , p, n ∈ N. Assume that limn→∞ An = A and
limn→∞ Cn = C exist. Fromthepositive semideﬁniteness of Sn + S∗n it follows thatAn + A∗n and, hence,
A + A∗ are positive semideﬁnite. Let B := −C∗ and D be an arbitrary accretive matrix of Mp−k . Then
S :=
(
A B
C D
)
belongs to A. 
The assertion of the preceding theorem can be generalized in the following way. For a matrix
X ∈ Mp denote by W(X) its ﬁeld of values, i.e. W(X) := {x∗Xx : x ∈ Cp, x∗x = 1}. If Λ is a convex
subset C, denote W(Λ) := {X ∈ Mp : W(X) ⊆ Λ}.
Theorem 4.5. The set W(Λ) is ρ-closed if and only if one of the following three conditions is satisﬁed:
(i) Λ = C, (ii) Λ is a closed half-plane, (iii) Λ is compact.
Proof. If (i) is satisﬁed, then W(Λ) = Mp is ρ-closed. If (ii) is satisﬁed, then W(Λ) is ρ-closed by
Lemma 3.3, Theorem 4.4 and the fact that
W(zΛ + w) = zW(Λ) + wIp (4.4)
for z, w ∈ C. It is not hard to see that if (iii) is satisﬁed, then W(Λ) is compact and, hence, ρ-closed
by Theorem 3.6. Thus, any of conditions (i)–(iii) is sufﬁcient for ρ-closedness of W(Λ). On the other
hand, it is clear that if Λ is not closed, then W(Λ) is not closed and, hence, not ρ-closed. It remains
to study the case that Λ is a closed subset of C and none of conditions (i)–(iii) is satisﬁed. Since Λ
is convex, it is a subset of an angular domain of vertex angle less than π . Using (4.4) and Lemma 3.3
we can assume that the vertex has the form {z ∈ C : α  arg z β}, where −π
2
< α β < π
2
and
arg z denotes the argument of a complex number z. Because Λ is unbounded, there exists ϕ ∈ [α,β]
such that the ray {z ∈ C : arg z = ϕ} belongs to Λ. If Sn := eiϕ
(
1
n
1
1 n
)
, one has W(Sn) ⊆ {z ∈ C :
arg z = ϕ} ⊆ Λ, n ∈ N, and limn→∞ Sn
(
1 0
0 0
)
=
(
0 0
eiϕ 0
)
. We shall show that there do not exist
b,d ∈ C such that S :=
(
0 b
eiϕ d
)
∈ W(Λ). If W(S) ⊆ Λ, then S is accretive. It follows b = −e−iϕ
and Re d 0. For ε > 0, set zε := i
√
1 − ε2, wε := eiϕε and xε :=
(
zε
wε
)
∈ C2. Taking into account
b = −e−iϕ , we obtain x∗εxε = 1 and x∗εSxε = ε2Re d + (2ε
√
1 − ε2 + ε2Im d)i. Therefore, x∗εSxε ∈ Λ
only if Re d > 0. But then limε⇀0(2ε
√
1 − ε2 + ε2Im d)(ε2Re d)−1 = ∞, which shows that for ε
small enough x∗εSxε /∈ Λ. We can conclude that W(Λ) is not ρ-closed if p = 2. In the case p > 2
replace Sn by Ŝn :=
(
Sn 0
0 0p−2,p−2
)
, n ∈ N. 
For p ∈ N, p 2, denote by Np the set of all normal p × p-matrices. Since Np is invariant under
unitary equivalence, it is enough to study problem (MC) for Np. Let k ∈ {1, . . . , p − 1}, A ∈ Mk and
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C ∈ Mp−k,k . Halmos [8, p. 50] called amatrix
(
A
C
)
subnormal if there exist B ∈ Mk,p−k andD ∈ Mp−k
such that
(
A B
C D
)
∈ Np. Denoting by Np,k the set of all subnormal p × k-matrices and taking into
account that Np is closed we immediately get the following result.
Lemma 4.6. Let p ∈ N, p 2. The set Np is ρ-closed if and only if Np,k is closed for k = 1, . . . , p − 1.
To study the closedness of Np,k we start with an example.
Example 4.7. For ε > 0, set Aε :=
⎛⎝0 0 1 − ε1 0 0
0 1 0
⎞⎠, Cε := (1 + ε 0 1), Bε :=
⎛⎝ 10
1 + ε
⎞⎠, dε :=
1+ε
ε
. A simple computation shows that the matrix
(
Aε Bε
Cε Dε
)
is normal. Set A := limε→0 Aε and
C := limε→0 Cε . Note that A is normal and has eigenvalues λ := −1+
√
3i
2
, λ2 = −1−
√
3i
2
and λ3 = 1
with corresponding eigenvectors
⎛⎝ λ1
λ2
⎞⎠,
⎛⎝λ21
λ
⎞⎠ and
⎛⎝11
1
⎞⎠, respectively. Since the vector C∗ =
⎛⎝10
1
⎞⎠ is
not in the span of any two of these eigenvectors, Theorem 2.10 of [10] or Theorem 2.2 of [5] imply that(
A
C
)
is not subnormal. Therefore, N4,3 is not closed. We mention that in [8, p. 61] it was shown by
example that N6,3 is not closed.
Lemma 4.8. Let p ∈ N, p 2, k ∈ {1, . . . , p − 1}, A ∈ Mk, C ∈ Mp−k,k. Set A′ :=
(
A 0k,1
01,k 0
)
, C′ :=(
C 0p−k,1
)
. Then
(
A
C
)
∈ Np,k if and only if
(
A′
C′
)
∈ Np+1,k+1.
Proof. It is easy to see that if
(
A B
C D
)
is normal for some B ∈ Mk,p−k andD ∈ Mp−k , then
(
A′ B′
C′ D
)
,
whereB′ :=
(
B
01,p−k
)
, isnormal.Assume, conversely, that
(
A′ B′
C′ D
)
=: S′ isnormal for somematrices
B′ ∈ Mk+1,p−k andD ∈ Mp−k . Since the (k + 1)-st column of S′ is 0p+1,1, it follows that its (k + 1)-st
row is 01,p+1. Therefore, thematrix B′ has the form B′ =
(
B
01,p−k
)
for some B ∈ Mk,p−k , and normality
of S′ yields normality of the matrix
(
A B
C D
)
. 
Corollary 4.9. If Np,k is not closed, then Np+1,k+1 is not closed.
Theorem 4.10. Let p ∈ N, p 2. The set Np is ρ-closed if and only if p = 2 or p = 3.
Proof. If p 4, from Example 4.7, Corollary 4.9, and Lemma 4.6 it follows that Np is not ρ-closed.
According to [8, p. 56] we have Np,1 = Mp,1 for any p ∈ N, which implies that N2,1 and N3,1 are
closed. By Theorem 3.2 of [4] a matrix
(
A
C
)
, A ∈ M2, C ∈ M1,2, is subnormal if and only if the matrix
A∗A − AA∗ + C∗C is positive semideﬁnite and not invertible. Since the limit of a sequence of positive
semideﬁnite and non-invertible matrices has these properties as well, we get thatN3,2 is closed. Thus,
N2 and N3 are ρ-closed by Lemma 4.6. 
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Let us ﬁnally mention that from Theorem 3.10 it follows, for example, that the set of matrices with
non-negative elements and the set of Z-matrices are ρ-closed.
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