Abstract. Algorithms for system identification, estimation, and adaptive control in stochastic systems rely mostly on different types of signal averaging to achieve uncertainty reduction, convergence, stability, and performance enhancement. The core of such algorithms is various types of laws of large numbers that reduce the effect of noises when they are averaged. Many of the noise sequences encountered are often correlated and nonwhite. In the case of state estimation using quantized information such as in networked systems, convergence must be analyzed on double-indexed and randomly weighted sums of mixing-type stochastic processes, which are correlated with the remote past and distant future being asymptotically independent. This paper presents new results on convergence analysis of such processes. Strong laws of large numbers and convergence rates for such problems are established. These results resolve some fundamental issues in state observer designs with random sampling times, quantized information processing, and other applications.
Introduction.
Algorithms for system identification, estimation, and adaptive control in stochastic systems rely mostly on different types of signal averaging to achieve uncertainty reduction, convergence, stability, and performance enhancement. The essence of such algorithms is based on various types of laws of large numbers that reduce the effect of noises when they are averaged. Many of the noise sequences encountered are often correlated and nonwhite. In the traditional setup of lineartime-invariant systems, observation structures often lead to single-indexed weighted sums of noises for which convergence results are abundant for either independent or mixing-type dependent noises; see [11, 17, 18, 19] for various results on identification and related issues and [5, 13, 23] on mixing processes and corresponding asymptotic properties.
However, new technology developments in sensors and communications have inevitably introduced many new scenarios of stochastic systems, in which convergence analysis commonly amounts to sums of random variables with double-indexed weights (also called triangular arrays). Moreover, the weights are possibly random, although they are usually independent of the noises. Furthermore, the random noise process itself is often mixing-type correlated random variables. Typical examples that introduce naturally mixing-type noises include communication channels with delays or memories. In reference to event-based sampling and optimal filtering [3, 22, 24] , in [29] , state observers are devised under binary-valued output measurements. The control input was used to generate switching-time sequences so that additional information could be obtained to estimate the internal states. It can be shown that sensor uncertainties and irregular switching time sequences will lead to double-indexed and randomly weighted sums of mixing-type variables. For recent advances in identification, state estimation, and fault detection using binary or quantized outputs, the reader is directed to [25, 30, 29, 31, 32] .
In our recent work [28] , an observer design problem was considered in which the switching-time sequence is deterministic. Here we are considering more realistic problems in which switching times are random. The new challenge is that one has to treat a weighted sum of random variables whose weights are random with double indices. Few results are available in the literature on convergence of double-indexed or triangular-array processes with mixing driving noises and random weights. In the existing literature, for double-indexed processes similar to ours, random weights were treated only for noises of martingale difference type [15] , whereas constant weights and mixing noises were considered in [2] . Their results and methods on triangular arrays cannot be directly applied to the current setting. This paper presents new results on convergence analysis of such processes when the weights themselves are random and the driving noise is of mixing type. Strong laws of large numbers of MarcinkiewiczZygmund type and convergence rates for such problems are established. Under mild conditions, complete convergence and almost sure convergence are obtained, which contain as special cases the existing results in the literature. In addition, our conditions are weaker than the existing ones, and our results are more general and cover a wider range of scenarios. The asymptotic properties obtained in this paper are interesting in their own right. Their utility in observer design problems is demonstrated. Although the statements and proofs of our results are mostly probabilistic in nature and involve stochastic analysis, our asymptotic results resolve certain fundamental issues in quantized information processing and observer design and will be useful for adaptive systems, signal processing, and other applications.
The rest of the paper is arranged as follows. Section 2 presents some motivating applications for which the key technical results on convergence rely on double-indexed and randomly weighted sums of dependent noises. The central theme here is an algorithm of least mean-square type. Section 3 focuses on convergence analysis of randomly weighted sums of mixing sequences. For clarity and ease of presentation, our main results are first developed for strictly stationary random processes. Then we demonstrate that the strict stationarity on the driving noises can be relaxed to accommodate more practical situations in which noise characteristics change with time. Conditions and results of random sequences satisfying stochastic dominance are provided. In addition, we show by a counterexample that the conditions that we obtained are sharp. Applications of our results to state observation problems resolving the key convergence issues are presented in section 4. Finally, the paper is concluded with further remarks in section 5.
of the form
for some 1/2 < r < 1. Properties of A ni depend on applications and introduce different technical issues in the convergence analysis. Some of the technical issues will be resolved in this paper. As a standing condition, we use the following assumption throughout this paper. Assumption 2.1. The noise {d k } is a stationary sequence of ρ * -mixing random variables satisfying Ed k = 0.
Loosely, a ρ * -mixing process has decreasing correlation among its members that tends to 0 as the time difference between them goes to ∞. A more precise definition will be given in section 3. To proceed, we list some common ρ * -mixing processes. Example 2.2. Let {w n } be a sequence of independent and identically distributed (i.i.d.) random variables with zero mean and finite variance. Define
for some l > 0 and constants c j , j = 0, . . . , l. Then {d n } is known as a moving averaging process with order l. It can be easily verified that such a {d n } is a ρ * -mixing process. A noisy communication channel with a finite memory can be modeled by such a system. Example 2.3. Let {d n : n ≥ 1} be a strictly stationary, finite-state, irreducible, and aperiodic Markov chain. Then it is a ρ * -mixing sequence. Moreover, there exists K > 0 such that ρ * n = o(e −Kn ) as n → ∞; see [7, Theorem 1.3] . Clearly, in this case, the correlation decays exponentially fast to 0.
In the rest of this section, we provide evidence that triangular-array processes with random weights and mixing driving noise are at the core of state observers with randomized sampling times and observations.
State observers for systems with irregular sampling times.
Consider a multi-input-single-output linear-time-invariant system
where A ∈ R m0×m0 , B ∈ R m0×m1 , C ∈ R 1×m0 are known system matrices. However, the initial state x(0) is unknown, and consequently x(t) is unknown and must be estimated from observations on y. The output y(t) is measured only at a sequence of irregular sampling time instants {t i } with measured values γ(t i ) and the noise {d i } that may be correlated:
We would like to estimate the state x(t) from information on the control input u(t), {t i }, and {γ(t i )}. In practical systems, the irregular sampling sequences γ(t i ) can be generated by different means such as randomized sampling, event-triggered sampling, signal quantization, etc. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The solution to system (2.2) can be expressed as
From the sampling time sequence {t i , i = 1, . . . , n}, we have
. . .
Then (2.6) can be written as
Suppose that Φ n is full rank. Then the least-squares estimate of x(t n ) is given by
In the above and hereafter, G denotes the transpose of G. The observer will have the state estimate updated at the sampling time t n by x(t n ) = z n and will run as an open loop observer for t n ≤ t < t n+1 according tȯ
From (2.7) and (2.8), the estimation error for x(t n ) at the sampling time t n is (2.9)
for some 1/2 < r < 1. For convergence analysis, one must consider a typical entry in where the functions α i (t) can be derived by the Sylvester interpolation method [20] . This implies
, and W o is the observability matrix. Denote
Then,
It was shown in [28] that by appropriate scaling and normalization the rows ϕ (t i − t n ) of Ψ n are uniformly bounded. Under the assumptions of observability and the persistent excitation (PE)-type condition
convergence analysis for e(t n ) is a special case of (2.1). Note that when the sampling time sequence is a random process, so are α j (t i − t n ) in (2.14), rendering a randomly weighted triangular array of noise driven by mixing processes.
Weighted sums of random sequences with random weights and double indices.
This section is divided into several parts. First, a short introduction to the ρ * -mixing processes is given. Then certain preliminary results are obtained. Next, complete convergence is established. Finally, the main convergence result in the almost sure sense is obtained. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.1. ρ * -mixing processes. On the probability space (Ω, F , P ), let A and B be two sub-σ-algebras of F . We denote by L 2 (A) the space of all square integrable and A-measurable random variables. The maximal coefficient of correlation is defined by
In this section, we will establish the almost sure convergence of double-indexed array processes with mixing signals and random weights. The results obtained are of interest in their own right and can be used not only for the observer design but also many other applications that encounter double-indexed random processes. For general results, we will use the symbol {X n } for noise, in place of {d n } in observer design problems. Let {X n , n ≥ 1} be a sequence of random variables. For a subset
where in (3.2) the supremum is taken over all pairs of nonempty finite sets S, T of N such that dist(S, T ) ≥ n. The sequence {X n , n ≥ 1} is said to be ρ-mixing (resp., ρ * -mixing) if ρ n → 0 as n → ∞ (resp., ρ * n → 0 as n → ∞). A weaker mixing condition can be introduced based on the following coefficient.
where the supremum is taken over all finite subsets S, T of {1, 2, . . . } such that dist(S, T ) ≥ n and all the linear combinations V = i∈S a i X i and W = i∈T b i X i . For the stationary Gaussian sequences, the coefficients ρ * n and r * n are identical; see [16] .
Note that m-dependence (which can be thought of as a moving average sequence driven by an i.i.d. random noise; see Example 2.2) implies ρ * -mixing; and ρ * -mixing implies ρ-mixing. However, ρ-mixing does not imply ρ * -mixing [8] . Various limit properties under the ρ * -mixing condition were studied in the literature; see [9] and the references therein. As noted in [27] , the condition
is important in estimating the moments of partial sums or maxima of partial sums. It should be noted that since
3) is equivalent to (3.5) ρ * N < 1 for some N ≥ 1. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Example 3.1. Let {d n : n ≥ 1} be a strictly stationary Gaussian sequence which has a spectral density f (x) satisfying 0 < m < f(x) < M. Let k ≥ 0 and g : R k+1 → R be a measurable function, and
Especially, the sequence {d n } satisfies (3.6); see [6, 
Preliminary results.
Convergence rates of the Marcinkiewicz-Zygmund strong law of large numbers were established in [21] for stationary sequences of random variables satisfying (3.3). In their results, there is a restriction on certain moments of the random sequences; see Remark 3.9(ii) in this paper. If the restriction is violated, the results do not hold under their setup. Recently, their results were extended in [2] to the constant weighted sums with the same restriction on the moments together with some conditions on the weights. In this paper, we study the problem in which the weights are random, relaxing the conditions in [2] . Also, we do not need to impose the restriction on the moments, as in [21] and [2] .
To proceed, we present a series of lemmas first. The first lemma is a part of [9, Theorem 5.2]. Here, for a given sequence of random variables {X k , k ≥ 1}, the dependence coefficients ρ n (resp., ρ * n ) will be denoted by ρ(X, n) (resp., ρ * (X, n)). 
The following lemma is an immediate consequence of Lemma 3.2. Lemma 3.3. Let 0 ≤ r < 1, and let N be a positive integer. Let
Lemma 3.4 is a Rosenthal-type inequality for a sequence of random variables satisfying (3.3). For a proof, see [27] .
Lemma 3.4. Let X = {X k , k ≥ 1} be a sequence of mean 0 random variables satisfying (3.3), and let q ≥ 2. Then, for all n ≥ 1,
where K is a constant independent of n. Lemma 3.5 is the key machinery in proving Theorem 3.8. For convenience, here and below, a random variable A ni is also denoted by A(n; i) interchangeably. Set A(n; i) = 0 when i > n. Downloaded 
is an array of random variables such that, for each i ≥ 1, A ni is independent of X i for all n ≥ 1. Assume that αp ≥ 1, EX 1 = 0 when α ≤ 1. Let {ν n , n ≥ 1} be a sequence of positive integers such that ν n ≤ n, n ≥ 1. If
where
Proof. Since ν n ≤ n, it follows from (3.8) that
E|A(ν n ; i)| = O(n).
For n ≥ 1, since A(ν n ; i) is independent of X ni and |EA(ν n ; i)| ≤ E|A(ν n ; i)|,
If α > 1, then (3.11) implies (3.9). If 0 < α ≤ 1, then (3.12)
Combining (3.11), (3.12), and (3.13), we obtain (3.9). Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.3. Complete convergence. The concept of complete convergence was introduced in [14] . A sequence of real-valued random variables {X n , n ≥ 1} is said to converge completely to 0 if (3.14)
Let {X n , n ≥ 1} be a sequence of i.i.d. random variables. The following result was proved in [14, 12] 
The above result was extended in [4] . For the Marcinkiewicz-Zygmund strong law of large numbers, the rate of convergence was given as follows.
Proposition 3.7. 
In [21] , the above complete convergence was further extended to the ρ * -mixing case. In the following theorem, we establish the complete convergence for randomly weighted sums of mixing random variables. It should be noted that many useful linear statistics based on a random sample are weighted sums of dependent random variables. Examples include least-squares estimators, nonparametric regression function estimators, and jackknife estimates, among others. In this respect, the studies of convergence for these weighted sums have made significant progress in probability theory and applications. Our theorem reduces to a result of [21] when A ni ≡ 1 a.s., ν n ≡ n. In subsequent derivations, K denotes a generic positive constant whose value may be different for each appearance.
Theorem 3.8. Let 0 ≤ r < 1, and let N be a positive integer. Let α > 1/2, 1 ≤ p < 2, and X = {X n , n ≥ 1} be a sequence of strictly stationary random variables satisfying ρ * (X, N ) ≤ r. {A ni , n ≥ 1, 1 ≤ i ≤ n} is a triangular array of random variables, and {ν n , n ≥ 1} is a sequence of positive integers such that ν n ≤ n, n ≥ 1. 
and
For ε > 0, (3.19)
We have
For n ≥ 1, by Jensen's inequality, 
From (3.19) , (3.20) , and (3.21), to obtain (3.18), it remains to show that
By Lemma 3.3, for all n ≥ 1, the random variables
The conclusion (3.22) follows from the estimate
The proof of the theorem is completed. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
(ii) The method in [21] requires that αp > 1 even in the case 1 ≤ p < 2. So we cannot take α = 1/p, which is more interesting in some cases.
(iii) A complete convergence was also established in [2] for constant weighted random sums, which is similar to Theorem 3.8. The authors used a different truncation method and a different approach from ours. One of the crucial conditions is αp > 1 and
This condition is not satisfied if a ni ≡ 1, so their result does not reduce to that of [21] . The Marcinkiewicz-Zygmund strong law of large numbers was also deduced for weighted sums from their complete convergence results. In general, for the weighted case, we cannot obtain
is not increasing (see Example 3.14).
In the following theorem, the conditions for {A ni , n ≥ 1, 1 ≤ i ≤ n} are stronger than (3.17) . We obtain the conclusion (3.25), which is stronger than that of (3.18) . Although the truncation method in the proof of Theorem 3.10 is the same as that of Theorem 3.8, the estimations are different. 
For ε > 0 arbitrary,
Similar to the proof of (3.10), we also have from (3.24) that
Note that sup n≥1,1≤i≤n 
Combining (3.26)-(3.28), we obtain (3.25).
Almost sure convergence.
The following theorem is a consequence of Remark 3.9.
Theorem 3.11. Let 0 ≤ r < 1, and let N be a positive integer. Let 1 ≤ κ < 2, and let {X n , n ≥ 1} be a sequence of mean 0 strictly stationary random variables satisfying ρ * (X, N ) ≤ r. Suppose that {A ni , n ≥ 1, 1 ≤ i ≤ n} is an array of random variables such that, for each n ≥ 1, the sequence A n = {A ni , 1 ≤ i ≤ n} satisfies ρ * (A n , N) ≤ r, and
Proof. Let p = 2κ, α = 2/p, and ν n ≡ n. Then α > 1/2, and (3.29) coincides with (3.23). So, by Remark 3.9(i), we get
By the Borel-Cantelli lemma, it follows from (3.31) that (3.32) lim
The proof of the theorem is concluded. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.5. Remark on stochastic dominance. In the above, we have assumed that the driving noise is strictly stationary. This is adequate for our observer design problems. Nevertheless, more general nonstrictly stationary sequences can be treated, although technical derivations will become more complex. We note that the strict stationarity in Theorems 3.8, 3.10, and 3.11 can be much relaxed. It can be replaced by stochastic dominance. Recall that the sequence {X n , n ≥ 1} is stochastically dominated by the random variable X if
The proof of the following result can be carried out similar to that of the previous cases. We state the following result and omit the verbatim argument. (ii) In Theorem 3.8, if we take α = 1/p, ν n ≡ n, then we get (3.34)
If A ni ≡ 1 (nonweighted), then from (3.34) one can easily get
However, the following example shows that in the weighted case we cannot obtain (3.35) from (3.34). Example 3.14. Let 1 ≤ p < 2, α = 1/p, and ν n ≡ n, and consider a sequence {X n , n ≥ 1} of independent mean 0 random variables such that for all n ≥ 1 (3.36) P {X n = 0} = 1 − 1/n and P {X n = −n 1/2 } = P {X n = n 1/2 } = 1/(2n).
Then sup n≥1 E|X n | 2 = 1 < ∞. By [26, Lemma 5.2.2], there exists a random variable X with E|X| p < ∞ such that the sequence {X n , n ≥ 1} is stochastically dominated by X. Let {A ni , n ≥ 1, 1 ≤ i ≤ n} be an array of random variables such that for all n ≥ 1 (3.37) P {A ni = 0} = 1 for all 1 ≤ i < n and P {A nn = n 1/2 } = 1. Downloaded 11/23/12 to 141.217.11.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Then for all n ≥ 1 (3.38)
i.e., (3.17) holds. By Theorem 3.12, (3.34) holds. Now, let Y n = X n /n 1/2 , n ≥ 1. Then {Y n , n ≥ 1} is a sequence of independent random variables and we can deduce (3.35) . Nevertheless, such a condition is not easily verifiable for our observer problems. To obtain the almost sure convergence in the form of (3.35), we require higher finite absolute moments as in Theorem 3.11, which are verifiable for the observer design problems.
Observers and state estimation.
We now return to the scenario of state estimation under random sampling time sequences discussed in section 2. It has been shown in [28] that by applying signal normalization using the modes of the A matrix it is always possible to reduce the state estimation problem to convergence analysis of the expression (2.12), in which the rows of Ψ n are bounded a.s. 
