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Abstract 
Researcher: Adam David Schnapp 
Title: Extreme Value Analysis of Rainfall Events Over the Kennedy Space 
Center Complex 
Institution: Embry-Riddle Aeronautical University 
Degree: Master of Science in Aeronautics 
Year: 2014 
The use of observational datasets to determine the occurrence frequencies of 
extreme weather events has gained a lot of recent interest due to concerns about the 
potential regional impacts from global climate change. Extreme-value theory can 
quantify the return frequency of the most extreme events, using climatologically short 
data sets and the assumption that such short climatological periods are stationary.  
However, the resulting analyses must be used with caution since they may not accurately 
reflect the potential of extreme events in the future due to climate change and variability.  
Accurately predicting extreme-event likelihood is important for building realistic long-
range planning scenarios for a number of weather- and climate-sensitive interests.  
This study used extreme-value theory to analyze a short period (15-year), high-
density rainfall dataset from NASA Kennedy Space Center’s observational network.  
This data was acquired through the Tropical Rainfall Measurement Mission archive 
website. The researcher employed the National Center for Atmospheric Research’s 
Extremes statistical software package for the analysis of 24-hour rainfall at the locations 
of the 32 tipping-bucket gauges in the network.  This type of analysis is highly sensitive 
to data that may have been misreported, invalid, or missing, therefore, additional quality 
v 
control was required.  The quality-controlled rainfall gauge data was subsequently 
gridded using a Barnes-style objective analysis with minimal smoothing, in order to 
estimate missing values while preserving maxima in the initial data.  The high-resolution 
gridded rainfall data was used by the Extremes program to estimate a series of event 
return levels over the studied region. 
Analyses of the gridded data show that that the 100-year events are around 315 
mm and 433 mm for 24-hour and 72-hour durations, respectively. The wet-season 
analysis 100-year event estimation was around 426 mm and is similar to the yearly 
analysis, indicating that the majority of the annual extremes are from wet-season events.  
The yearly and wet-season 100-year return levels appear to be realistic and consistent 
with previous literature and estimates from the longer period of record at Titusville; 
however, some results from the dry-season analysis do not appear to be realistic, as they 
indicate the rainfall frequency distribution has an abnormally bounded tail shape. The 
dry-season 100-year return-levels are likely greater than the 170 mm model consensus 
produced from the analysis of the gridded data. The better-behaved Titusville analysis 
suggests the dry-season 100-year return level is around 250 mm. Findings indicate large 
uncertainty associated with long-period estimates and high spatial variations in rainfall 
extremes across the Kennedy Space Center region. 
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Chapter I 
Introduction 
Kennedy Space Center (KSC) plays a significant role in the National Aeronautics 
and Space Administration’s (NASA) operations.  The center is responsible for NASA 
space shuttle and rocket launches, and research and development.  KSC is on a barrier 
island (Merritt Island) in east-central Florida surrounded by several bodies of water, 
including the Atlantic Ocean (east), Banana River (south), Indian River (west), and 
Mosquito Lagoon (north).  The complex sits very close to sea level and is exposed to a 
variety of weather hazards, from tropical systems, to wildfires, and thunderstorms. 
The Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report 
(AR5) on climate change summarizes the state of the global climate (IPCC, 2013).  The 
report covers the major climate forcings and produces multiple climate-change 
projections based on greenhouse gas emission scenarios.  AR5 estimates with 95% 
certainty that human activity is the dominant cause of observed warming since the mid-
20th century. The effects of global climate change will differ by geographic region, and 
there is still little certainty as to how the frequency distributions of some weather 
variables may change with the climate (IPCC, 2013).   
Significance of the Study 
This study is part of a NASA-funded Research Opportunities in Space and Earth 
Sciences (ROSES) group within the Climate Adaptation Science Investigator (CASI) 
working group.  The groups consist of NASA researchers and NASA-funded university 
and private-sector researchers (Rosenzweig et al., 2014).  CASI’s mission statement is 
“to advance and apply NASA’s scientific expertise and products to develop climate 
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adaptation strategies that support NASA’s overall mission by minimizing risks to each 
center’s operations, physical and biological assets, and personnel” (Rosenzweig & 
Horton, 2011).  Minimizing risk at NASA centers requires an understanding of the 
hazards that affect them.  This study focused specifically on advancing local 
climatological knowledge of the KSC region through analysis of extreme rainfall-event 
occurrence frequencies.  The research group conducting the vulnerability analysis of KSC 
is collecting archived meteorological and geological data sets in order to build the current 
“climate picture”.  The group proposes that observed weather and climate anomalies can 
be used with downscaled global climate model output to project extreme-event trends 
over the next 20-40 years at NASA facilities across the U.S. (Rosenzweig et al., 2014). 
Statement of the Problem 
NASA centers, including KSC, have historically been impacted by numerous 
anomalous events associated with normal climate variability and change. According to 
AR5 (2013), extreme weather and climate events are increasing in frequency and/or 
magnitude in many locations around the world.  These events include, but are not limited 
to, drought, wildfires, and flooding (IPCC, 2013).  Extreme events put personnel, 
infrastructure, and the environment at risk.  Extreme events at critical locations can have 
cascading impacts across the country.  For example, in 2005, Hurricane Katrina’s strike 
on the Gulf Coast destabilized the Gulf Coast states and the entire country. The storm 
devastated life and property along the Gulf Coast states. The Federal Response to 
Hurricane Katrina Lessons Learned report compares the loss of life and devastation to the 
terrorist attacks on 9/11 (DOHS, 2006).  Katrina shut down 33% of U.S. oil and natural 
gas refining capabilities and caused shortages across the country.  Gas prices increased 
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around the world as supplies were diverted away from Europe and Asia to ease pressure 
in the U.S.  Gas prices increased by 33% in Europe and 13% in Asia after Katrina 
(Cheatle, 2006).  Appropriate planning and risk-management strategies can reduce loss of 
life and local and regional impacts of environmental hazards on the nation’s valuable 
assets and critical infrastructure. 
The use of observational datasets to determine the occurrence frequencies of 
extreme weather events has gained a lot of recent interest due to concerns about the 
potential regional impacts from global climate change.  Extreme-value theory can 
quantify the probabilities of extreme events using climatologically short data sets and the 
assumption that such short climatological periods are stationary (i.e., no trends exist).  
However, the resulting analyses should be used with caution since they may not 
accurately reflect the potential for extreme events to occur in the future due to climate 
change and variability.  Gilleland (2005) developed the Extremes Toolkit to promote the 
use of extreme-value theory in the atmospheric sciences over the use of traditional 
statistical distributions where applicable. 
Estimating risk requires anticipating the loss from potential hazards and 
predicting the likelihood of hazards.  Although there is often large uncertainty associated 
with estimating the probabilities of weather hazards, it is ethical to act on best estimates 
when hazards can have severe consequences.  The potential outcomes from operational 
decisions should be carefully considered during the decision-making process (Tannert, 
Elvers, & Burkhard, 2007). 
Purpose Statement 
The goals of this study were to describe the extreme rainfall climatology of the 
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KSC region and estimate the likelihood of extreme rainfall events.  An extreme-value 
analysis (EVA) was used to describe the extremes (right tail) of the rainfall-amount 
frequency distribution, and as a tool for predicting the likelihood of extreme rainfall 
events.  A 15-year period of record (POR) from the KSC region was analyzed in this 
study.  
Research Questions 
This study addressed the following research questions: 
Question 1: How does the right tail of the rainfall-amount frequency distribution at KSC 
behave over the 15-year POR? 
Question 2: What can the right tail of the rainfall-amount frequency distribution tell us 
about the return level of extreme rainfall events at KSC? 
Question 3: Does a seasonal spatial signal show up in the KSC rainfall data? 
Delimitations 
This study analyzed a 15-year POR between 1998 and 2012 from the KSC region. 
This period was chosen because fewer observations from the network were missing 
during this time and it was more reliable than measurements before 1998.  Quality 
control was performed on the data, however, radar-derived precipitation was not used due 
to availability and time constraints.  Quality control is addressed in the Methodology 
chapter. 
Limitations and Assumptions 
For this study, the researcher assumed all rain gauges were in appropriate 
locations for representative rainfall “catch”, and environmental obstructions did not 
influence gauge catch.  Multiple assumptions were made regarding the rainfall data.  
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First, all gauge data was assumed to be ground truth, meaning the observation is as close 
to the “true occurrence” as could be determined. However, further assumptions were 
made during the data quality-control process, based on the natural ability for tipping-
bucket rain gauges to catch and record rainfall. For instance, the researcher assumed that 
gauges are much more likely to underreport than overreport (Nystuen, 1999). This 
assumption is important for the quality control process; these assumptions are outlined 
and justified in the Methodology chapter. 
Definitions of Terms 
Return level  A value of some variable with “return period” T, and has a 
1/T exceedance probability (Katz, n.d.). 
 
Return period  Sometimes referred to as waiting time, where on average T 
years must pass until the next occurrence of the “return 
level” (Katz, n.d.). 
 
Scale parameter Specifies the “spread” of the Generalized Extreme Value 
(GEV) and Generalized Pareto Distributions (GPD)  
   (Katz, Brush, & Parlange, 2005). 
  
Shape parameter Specifies the tail behavior of the GEV and GPD (?? ? ??, 
light-tailed; ? ? ??, heavy-tailed; ? ? ??, bounded) (Katz et 
al., 2005). 
 
Tipping bucket rain gauge A rain gauge which measures rain by counting the tips that  
  occur when a predetermined amount of water falls into the 
gauge (AMS Glossary, n.d.).  
 
List of Acronyms 
AR5 IPCC Fifth Assessment Report 
ASOS Automated Surface Observing System 
CASI Climate Adaptation Science Investigator Work Group 
CLT Central Limit Theorem 
DOT Department of Transportation 
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EVA Extreme Value Analysis 
FAWN Florida Automated Weather Network 
GEV Generalized Extreme Value  
GPD Generalized Pareto Distribution 
IDF Intensity-Duration-Frequency 
IID Independently Identically Distributed 
IPCC Intergovernmental Panel on Climate Change 
KSC Kennedy Space Center 
MRL Mean Residual Life 
NASA National Aeronautics and Space Administration 
NCAR National Center for Atmospheric Research 
NOAA National Oceanic and Atmospheric Administration 
PDF Probability Distribution (Density) Function 
POI Point of Interest 
POR Period of Record 
POT Peaks Over Threshold 
ROSES Research Opportunities in Space and Earth Sciences 
SFL South Florida Water Management 
STJ St. Johns River Water Management 
TC Tropical Cyclone 
TRMM  Tropical Rainfall Measuring Mission 
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Chapter II 
Review of the Relevant Literature 
Extreme Events at KSC 
 During the 2004 tropical season, four hurricanes (Charlie, Frances, Ivan, and 
Jeanne) struck the Florida Peninsula.  KSC was closed twice for extended periods of time 
because of these storms and their threat to the center and those living in the adjacent 
coastal region.  The storms resulted in significant damage, which was documented in the 
2004 Hurricane Recovery Report (KSC, 2004).  The center did not experience sustained 
hurricane force winds during these events, but the damage done opened eyes to how 
vulnerable the nation’s space centers are to natural hazards. Damage from Hurricane 
Frances can be seen in Figure 1. 
 
 
Figure 1. KSC’s Vehicle Assembly Building had about 820 panels torn off its south side 
by Hurricane Frances.  Note.  Reprinted from NASA’s 2004 Hurricane Report. 
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 The storms had great impacts on KSC’s operational space-launch missions, 
occupational health, finances, public affairs, and wildlife services. Indoor air quality 
became a problem following the storms because of water damage to more than 30 major 
facilities.  KSC made a request for $126 million in emergency supplemental funding, 
which was not approved until October 13, 2004 (KSC, 2004).  Delays in the receipt of 
emergency supplemental funding made for a complicated financial situation, where 
unobligated operational funds had to be distributed and reimbursed.  KSC contractors 
also had to be reimbursed after the supplemental funding was approved.  An estimated 
$1.4 million in additional revenue was lost from the KSC Visitor Complex because of 
nine days closure to the public after the storms.  The natural environment also suffered 
significant damage.  Many dunes were eroded by waves and animal habitats destroyed 
(KSC, 2004). 
 The 2004 hurricane season at KSC was studied and lessons learned were 
documented in the recovery report.  These lessons aim to “improve KSC’s emergency 
response capability to reduce risks and better protect the safety of the center’s workforce 
and other valuable assets” (KSC, 2004, p. vii).  Lessons learned focused on leadership 
and communications, improving safety, preparations, protection of facilities, and 
logistics, including traffic and power (KSC, 2004). 
Climate Statistics 
Statistical analyses are often used for describing climate and weather data.  
Climatological research involves using robust statistical measures of location, spread, and 
shape for describing how data is distributed.  These statistical measures utilize the entire 
data set and therefore describe the union of the most frequently occurring and the unusual 
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events, which occur less frequently.  The body of a probability distribution function 
(PDF) represents the usual data, while the tails of the distribution represent the unusual 
data. This type of distribution is shown in Figure 2. 
 
 
Figure 2. Normal occurrences exist in the body of the normal PDF while the unusual 
occurrences exist in the tails. 
 
 
 
Traditional descriptive statistical measures describe the location, spread, and the 
shape of the overall frequency distribution of a variable.  These statistics can lead to 
inference of tail shape and location, but can be misleading for modeling the likelihood of 
rare (unusual) occurrences, which occur in the tails.  Statistics based on the normal 
distribution do not provide a theoretical basis for extrapolation of the tails and predicting 
the probability of rare events, which may not occur during the sampled period (R.W. 
Katz, personal communication, February 2, 2014). 
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Extreme-Value Theory 
Weather and climate extremes have been studied more often recently, due to 
interest in potential regional impacts of global climate change (Katz et al., 2005; Dilumie, 
Gilleland, Bronaugh, & Wong, 2009; Bodini & Antonio, 2008). Weather extremes are 
rare; therefore, estimates must be made to quantify the likelihood of events that may have 
not been actually observed. This is especially needed when the observed POR is not long 
enough to infer the probability of an event easily, based on the event history.  Extreme-
value theory and its class of models enable extrapolation of frequency distribution models 
to values that have not been actually observed. Engineering applications often require 
estimates based on these extrapolated models. Even with underlying rationale for the 
models, extrapolation can be dangerous.  Coles (2001) acknowledges, “It is easy to be 
cynical about this strategy”, and that “extrapolation of models to unseen levels requires a 
leap of faith” (p. vii).  He also argues that applications demand extrapolation, and that it 
is better to use justifiable techniques that have rationale. 
Theoretical background. The Central Limit Theorem (CLT) shows how the 
means of a sufficiently large number of independently identically distributed (IID) 
samples approach a Gaussian distribution with a mean equivalent to the population mean.  
The CLT demonstrates that sample means are asymptotically normally distributed, and 
normality is often an appropriate assumption when using statistical modeling techniques 
(Gilleland, 2006).   
The Extremal Types Theorem is similar to the CLT and provides asymptotic 
justification for modeling the tails of a distribution. The Extremal Types Theorem states 
that infinite sampling of maxima values will approach a Generalized Extreme Value 
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(GEV) distribution with cumulative distribution function as shown in Equation 1 below: 
 
???? ?? ?? ?? ? ?
?
??
?
??
? ?????? ?? ? ??????? ?
?????
? ? ??????? ? ??????? ? ??
???
??? ????? ?? ???? ?? ???? ? ??
?               (1) 
 
The parameters ?? ?? ????? are termed the location, scale, and shape parameters, 
respectively. If a random variable X has a GEV distribution, then the standardized 
variable ?? ? ???? has a distribution that is only dependent on ?. The location parameter 
specifies where the distribution is “centered”, and the scale parameter specifies the 
distribution’s “spread” (Katz et al., 2005).  
The GEV consists of a family of distributions known as the Fréchet, Gumbel, and 
Weibull distributions (Coles, 2001; Gilleland, 2006). They are characterized by their 
various tail behaviors. The Shape Parameter ? (Shape) of the GEV specifies the tail 
behavior of the GEV distribution. When ?? ? ??, the GEV takes on a lightly tailed 
Gumbel distribution. For ?? ? ??, the GEV takes on a heavy-tailed Fréchet distribution. If 
?? ? ??, the GEV takes on a bounded Weibull distribution (Katz et al., 2005). Figure 3 
shows the three GEV distributions. The tail shapes are described later in this chapter. 
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Figure 3. GEV plots with location parameter ?? ? ??, scale parameter ?? ? ??, and shape 
parameter ? ? ??? ? (Weibull type), ? ? ? (Gumbel), and ? ? ?? ? (Fréchet).  Note.  
Reprinted from Katz, Brush, and Parlange (2005).  
 
Classical extreme-value modeling. Classical extreme-value modeling involves 
fitting “block maxima” with a GEV distribution through maximum likelihood estimation.  
This “block maxima” approach involves dividing the sampled period into equal length 
(time) blocks and fitting the GEV distribution to the maxima from each block. Figure 4 
shows a sample data set from Titusville, Florida containing the precipitation maxima 
from blocks spanning one year. 
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Figure 4. Frequency histogram of annual maximum 24-hour accumulated rainfall at 
Titusville between 1901 and 2011.  
 
 
 
The choice of block size is very important for this analysis.  If the block size is 
too small, the underlying theory behind the approach can be violated and lead to bias in 
the maximum likelihood estimation and extrapolation of the statistical model.  If the 
block size selected is too large, few maxima will be considered when fitting the model, 
and lead to high variance of the model estimation.  Block sizes of one year are frequently 
used.  Yearly block sizes tend to be more robust, as smaller block sizes are likely to 
reveal annual variability or data dependencies, which violate the underlying theory that 
the sample is independent and identically distributed.  If smaller blocks are used, it is 
likely that the greatest precipitation event would be much smaller during blocks which 
span the dry season than blocks which span the wet season.  Failing to account for this 
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effect could lead to inaccurate results (Coles, 2001).  
The classical “block maxima” approach can be advantageous when a complete 
data set is not available, for example, when only the extreme values are known.  
However, this approach does not maximize the use of information available (in 
comparison to threshold models) and can be disadvantageous if a long POR is not 
available (Katz et al., 2005). 
Threshold models. The classical GEV model and “block maxima” approach have 
been adapted to utilize the information available better.  Another commonly used 
approach is the Peaks-Over-Threshold (POT) technique and Generalized Pareto 
Distribution (GPD).  Pickands (1975) justifies the modeling of exceedances above an 
appropriate threshold with a GPD with cumulative distribution function as shown in 
Equation 2: 
 
??????? ?? ?
?
??
?
??
? ? ? ?? ? ? ? ?????
??? ?
? ? ? ? ???? ? ??????? ? ?????
? ? ??? ?? ???? ???????? ? ???????
      (2) 
 
In Equation 2, ?? is the scale parameter and ? is the shape parameter (Katz et al., 2005). 
This justification is also summarized by Coles (2001).  The shape parameter of the GPD 
can be interpreted exactly as the shape parameter from the GEV distribution is 
interpreted, where the sign reveals the tail behavior. If ?? ? ??, the GPD takes on a heavy 
tailed Pareto (power law) distribution. If ?? ? ??, the GPD takes on a lightly tailed 
exponential distribution. If ?? ? ??, the GPD takes on a bounded-tail beta distribution. 
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These distributions are shown in Figure 5. A thick tail means that expected return levels 
continue to increase for longer return periods, and the cumulative distribution function 
slowly decreases in the tail. It is typical for rainfall frequency distributions to have thick 
tails. A thin or bounded tail means that return levels increase very slowly or not at all for 
longer return periods, and the cumulative distribution function rapidly approaches 0 in 
the tail. It is typical for a temperature frequency distribution to have a thin or bounded 
tail. Return levels and return periods are explained later in this chapter. 
 
 
Figure 5. GPD plots with scale parameter ?? ? ?, and shape parameter ? ? ???? ? (Beta)  
? ? ???, (exponential), and ? ? ??? ? (Pareto).  Note.  Reprinted from Katz et al. (2005). 
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Threshold models optimize the use of available data but require selection of an 
appropriate threshold, which is analogous to selection of block size in the block-maxima 
approach.  Selection of too small a threshold will violate the asymptotic basis of the 
model and lead to bias, while selection of too high a threshold will result in too few 
threshold exceedances for the model to be estimated, and result in high variance of the 
model (Coles, 2001). 
Threshold selection.  There are multiple techniques for threshold estimation. 
Scarrott and MacDonald (2012) provide a summary and review of threshold-estimation 
techniques.  Generally, the goal of threshold estimation is to balance the bias and 
variance tradeoffs mentioned above (Scarrott & MacDonald, 2012).  Coles (2001) 
highlights the most common graphical techniques used for threshold estimation.  These 
techniques include the use of a mean residual life (MRL) plot, where mean excess of 
values exceeding a threshold u is plotted for a range of thresholds.  An appropriate 
threshold can be chosen to be the lowest threshold where mean excess is approximately 
linear above that threshold. This technique can be very challenging to interpret and is also 
very subjective. Figure 6 shows how subjective this decision is, and that a range of 
thresholds may be appropriate. 
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Figure 6. Mean residual life plot of Fort Collins precipitation data.  Note.  The MRL  
appears to be approximately linear over thresholds of u = 0.395, 0.85, and 1.2.  Note. 
Reprinted from Scarrott and MacDonald (2012). 
 
 
 
Coles (2001) shows that for a sufficiently high threshold of a distribution where 
the GPD is a reasonable statistical model of excess, then the GPD of excess of a higher 
threshold is identical. This suggests that plotting the scale and shape parameters against 
threshold with confidence intervals, and using the lowest threshold for which the shape 
parameter remains nearly constant is an appropriate method for threshold selection 
(Coles, 2001).  This method is also very subjective. Figure 7 shows scale and shape 
parameter estimates of Titusville 24-hour rainfall data for a range of thresholds. 
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Figure 7. Scale and shape parameters plotted for thresholds of 1980 - 2011 daily 
precipitation data (mm) at Titusville.  Note.  The shape parameter (lower panel) remains 
relatively stable for thresholds less than 40 mm, suggesting 40 mm is an appropriate 
threshold. 
 
 
 
Dumouchel (1983) proposes the use of the 90th percentile value of the frequency 
distribution as a threshold selection that is less subjective.  Dumouchel uses the 90th 
percentile because the upper 10% is often a balance between being sufficiently low 
enough that an adequate number of observations exceed the threshold for reliable 
estimation of model parameters, and sufficiently high enough that the asymptotic 
rationale for the model is valid.  Scarrott and MacDonald (2012) noted that this rule of 
thumb is “inappropriate from a theoretical viewpoint, [but is] frequently used in practice” 
(p. 41), because it is not subjective.  
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Dependencies and non-stationarity in EVA.  The GEV and GPD extreme-value 
models are derived under the assumption that the data consists of a sequence of IID 
values.  Often, observational data sets have temporal dependencies and may not be 
stationary, thus, the assumption that observational data is IID is often a poor one.  For 
example, temperature data may not be stationary due to seasonality and trends over time 
(i.e., global warming). It is also typical for temperature extremes to be temporally 
dependent on one another, where extreme days are often followed by more extreme days. 
A data series may be independent, but not stationary; stationary, but not independent; or 
neither (Coles, 2001). 
 These problems can be accounted for by adapting the extreme-value model so that 
parameter estimates can change with time, and by declustering the series to remove 
dependencies of extremes. Extreme values can be assumed to be independent if they are 
far enough apart in time. Runs-declustering removes extreme dependencies that are 
within a time of length r, where r is the run length. This is done by keeping the most 
extreme value within the cluster and reducing the other values so they will not impact the 
EVA. Coles (2001) shows how the extremal index θ is the reciprocal of the average 
exceedances per cluster, and a series for which θ = 1 means dependence is negligible. 
Declustering becomes another tradeoff between bias and variance as too small a run 
length will allow dependencies through while too high a run length will prevent values 
from getting through that could have been reasonably considered independent (Coles, 
2001).  Coles (2001) recommends relying on common sense judgment and checking the 
sensitivity of results to the run length. 
Extremes Toolkit. The Extremes Toolkit is a software package used for 
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analyzing extreme-value data.  The package was written by National Center for 
Atmospheric Research (NCAR) scientists Eric Gilleland and Richard Katz to spread the 
use of extreme-value statistics within the atmospheric sciences.  The package uses the R 
statistical programming language; however, knowledge of R is not necessary to use the 
package (Gilleland & Katz, 2006). The package provides support for using both the 
block-maxima and peaks-over-threshold approaches.  
Return levels and return periods. The results of an EVA are usually quantified 
using a return level and return period. These values convey the rarity of events. A return 
level is a value of some variable with return period T, and has a 1/T exceedance 
probability. The return period is sometimes referred to as waiting time, where on average 
T years must pass until the next occurrence of the event (Katz, n.d.). For example, if the 
100-year return level is 300 mm, the expected waiting time to see a 300-mm event is 100 
years, and the 300-mm event has 1/100 exceedance probability in any particular year. 
Operational Applications of Return Levels 
 Return periods and return levels are operationally useful for engineers. They use 
rainfall return levels from Intensity-Duration-Frequency (IDF) plots for operational water 
management planning. IDF plots present return levels in a compact form for a continuous 
range of return periods and time durations.  Technical Paper 40 (Hershfield, 1961) 
established initial estimates of rainfall return estimates for time durations ranging from 30 
minutes to 24 hours and return periods from 1 to 100 years across the U.S. The National 
Oceanic and Atmospheric Administration (NOAA) Atlas 14 re-estimated return levels  
from Technical Paper 40 using updated, longer time series observational data. Both 
studies used a regional frequency analysis approach, where yearly maxima precipitation 
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amounts were used to estimate return levels (Hershfield, 1961; NOAA Atlas 14, 2013). 
Florida Rainfall Climatology 
Florida receives its rainfall from four major rainfall-producing phenomena.  These 
phenomena include local deep moist convection, extra-tropical cyclonic storms, tropical 
disturbances, and tropical cyclones.  Local convection contributes to 33% of the yearly 
precipitation on average (Richards, 1927). Later researchers, including Horace (1948), 
Gentry (1954), and Frank (1966) found that summer air-mass showers and storms on the 
Florida Peninsula are caused by low-level convergence forced by sea-breeze interactions. 
They found the central Florida Peninsula has the highest frequency of summer storms due 
to the almost daily convergence of sea-breeze fronts from opposite coasts. Frank (1966) 
used radar data and synoptic-flow regimes to characterize shower distributions for 
different synoptic-flow regimes across the peninsula. Multiple automatic rainfall 
observing networks such as the Florida Automated Weather Network (FAWN) have been 
established more recently, which provide additional observational data for studying 
rainfall over the peninsula (Florida, n.d.).  
Tropical Rainfall Measuring Mission 
 The Tropical Rainfall Measuring Mission (TRMM) was a joint U.S.-Japan 
initiative to estimate tropical rainfall amounts from space (Simpson, 1996).  The TRMM 
ground validation program used a network of rainfall gauges and radar-derived 
precipitation to validate estimates made from the TRMM satellite.  Rainfall from the 
gauge network and radar must be quality controlled before it can be used to validate 
satellite-based rain estimates (Wang, 2010).  TRMM has a high-density rainfall observing 
network in the KSC coastal region.  The network in the KSC region consists of 33 
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tipping-bucket rain gauges, which are maintained by KSC. A map of rain-gauge networks 
in central Florida and map of the KSC TRMM network are presented in Figures 8 and 9, 
respectively. 
 
 
Figure 8. Central Florida map with Melbourne radar, South Florida Water Management 
(SFL) gauges, St. Johns River Water Management (STJ) gauges, and TRMM KSC 
gauges.  Note.  Reprinted from Wang (2011). 
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Figure 9. KSC rain gauges with gauge identification numbers.  Note.  The grid shown in 
this figure is not the same as the objective analysis grid used later in this paper. Reprinted 
from Wang (2009). 
 
 
 
Tipping-Bucket Rainfall Gauges 
Tipping-bucket rain gauges are frequently used for automatic rainfall 
measurements and are used by NOAA at its automated surface observing stations 
(ASOS).  The gauges work by allowing rainfall to flow into them; once a predetermined 
amount of water (usually 0.254 mm, 0.01 inches) flows into them, the bucket tips and 
empties the water.  The tipping bucket triggers a magnetic switch and records the tip.  
These rainfall gauges perform best when rainfall rates are light to moderate (< 5 
mm/hour) and winds are calm.  The gauge’s accuracy falls off with a negative bias as rain 
rate increases (especially above 50 mm/hour) and wind speeds increase. During heavy 
rainfall, water can be lost between tips, and high winds can reduce the volume of rain that 
makes its way into the gauge.  Generally, tipping-bucket rain gauges perform well at 
lower rainfall rates and underestimate rainfall at higher rainfall rates (Nystuen, 1999). 
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One could also assume that gauges may occasionally malfunction or get clogged. A 
clogged or malfunctioning gauge will most likely report null precipitation values or 
values significantly lower than the actual rainfall occurrence. In cases where a gauge 
malfunctions and over-reports, it will usually be obvious.   
Summary 
Extreme-value statistics and the Extremes Toolkit can be used to model tail 
behavior of the rainfall frequency distribution at locations such as KSC. Threshold-
exceedance models such as the GPD maximize the use of available data and are more 
viable than the “block-maxima” approach when long periods of data are not available. 
However, threshold-exceedance models are sensitive to threshold selection. Too large a 
threshold will result in high variance within the model, and too low a threshold will result 
in model bias. Therefore, threshold choice should be carefully considered. Graphical 
tools such as the MRL plot can help with threshold selection, however, there is 
subjectivity involved in making a threshold selection. A sensitivity analysis can be used 
to exclude thresholds that would not produce relatively stable results. 
An EVA assumes the data is independent and stationary. In cases where data is 
not stationary due to the nature of the variable, the non-stationarity can be accounted for 
by adapting the model so that parameter estimates can change in time. In cases where 
temporal dependencies exist (e.g., extreme temperatures), declustering can remove the 
dependencies of the extreme values. 
The resulting probabilities of occurrence from EVA are expressed as return levels 
for given return periods. Rainfall return levels are used by engineers and planners for 
operational decision making. This is especially important for low-lying areas that are 
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prone to flooding during extreme rainfall events. 
The resulting shape parameter estimate from an EVA is a best estimate of how 
thick the extreme tail of the distribution is. Shape-parameter estimates greater than 0 
(?? ? ??) indicate the frequency distribution has a thick tail and that return levels will 
continue to increase at high return periods. A shape parameter around or less than zero 
(? ? ??? ? ? ?) indicates the tail is thin or bounded, respectively. This means that the 
return level will approach a maximum and will no longer increase at very high return 
periods. A thick tail is often a characteristic of rainfall frequency distributions, while 
temperature frequency distributions typically have bounded or very light tails. 
A large amount of Florida’s precipitation comes from local deep moist 
convection. Convection over the peninsula is caused by low-level convergence, often 
forced by sea-breeze interactions. Local convection often results in significant geographic 
variations in rainfall accumulations. The state has multiple rainfall-observing networks, 
including TRMM and FAWN, which can be used to study precipitation-frequency 
intensity and duration. The TRMM KSC network consists of 33 tipping-bucket rain 
gauges that are maintained by KSC. Gauges occasionally malfunction or may get jammed 
or clogged, which most often results in null precipitation value or values significantly 
lower than the actual rainfall. Failures over longer periods (i.e., > 2 weeks) are easy to 
identify and remove, however, failures over short time periods are not. Additionally, it is 
common for tipping-bucket rain gauges to underreport rainfall amounts during heavy 
rainfall, especially at rates greater than 50 mm/hour.  
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Chapter III 
 
Methodology 
Daily rainfall totals from the KSC TRMM network were quantitatively analyzed 
using statistical methods. Extreme-value statistics and descriptive statistics were used to 
estimate return periods and describe the data. 
Research Approach 
This descriptive study utilized extreme-value statistics to characterize the 
likelihood of rare rainfall events in the KSC coastal region. A 15-year POR of daily 
rainfall totals from 33 tipping-bucket rain gauges was quantitatively analyzed using 
statistical methods.  The Extremes Toolkit from NCAR was used to perform extreme-
value analyses of the data. 
Apparatus and Materials  
  This study utilized multiple software tools. The Extremes Toolkit facilitates 
modeling extreme values using the GEV and GPD extreme-value models (Gilleland & 
Katz, 2011). The General Meteorology Package (GEMPAK) was used for data 
visualization and gridding (Unidata, n.d.). GEMPAK is often used for displaying 
weather-model data and for gridding non-uniform observations. Microsoft Excel® was 
also used as a multipurpose statistical and visualization tool. 
Population/Sample 
 The data sample consisted of daily rainfall amounts recorded between 1998 and 
2012 from 33 rain gauges in the KSC region.  The sample represents the daily rainfall 
that fell in the region.  Due to rain gauge under-capture from winds and heavy 
precipitation, a slight negative bias is expected. The researcher assumed gauge data were 
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ground-truth measurements since the bias is not easy to estimate. 
Sources of the Data 
 Rainfall data was acquired through the data-access section of the TRMM website.  
Daily rainfall totals from the KSC network were loaded into Microsoft Excel for data 
visualization.  The URL location where data was acquired is available at TRMM GV 
Gauge Quick Look Products (n.d.).  The TRMM website notes that null precipitation 
events are not differentiated from missing data, and that gaps in the POR can be assumed 
to usually be periods of non-precipitation.  They also note that long periods of missing 
data should be questioned.  It was observed that in many cases, individual gauges 
reported long periods of null precipitation values while nearby gauges reported multiple 
days with precipitation.  These periods are also in question.  Periods from some gauges 
were removed due to unreliability as noted by the TRMM website, however, many 
gauges reported multiple shorter periods which also appeared to be unreliable.  
Data Collection Device 
Tipping-bucket rain gauges from the TRMM network measured rainfall over the 
POR. Information on tipping-bucket rain gauges was provided in Chapter II. 
Instrument reliability.  It was assumed that all rainfall gauges were properly 
calibrated and reliable. If gauges were not reliable, they were most likely removed from 
the data set during quality control. Quality control is addressed later in this chapter.  
Instrument validity.  It was assumed that instrument validity is strong and that 
gauges measured rainfall accurately. This validity assumption is based on the fact that 
gauges are located in appropriate locations and are not near trees or structures that 
interfere with rainfall collection. 
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Treatment of the Data 
Long periods of unreliability. An objective quality control method was needed 
to remove gauge observation data that was unlikely to represent the true occurrence on 
that day.  Some longer periods of unreliability were noted by the TRMM website. These 
periods of unreliability were also observed by the researcher and removed from the data 
record.  Gauge observation data from gauge 2 was removed from January 1998 through  
September 1999.  Gauge 26 was completely removed.  Gauge 9 observations were 
removed for the whole 1999 calendar year. The locations of these gauges were shown in 
Figure 9. Although these long periods of unreliable data were removed, the researcher 
observed many shorter periods of suspicious data.   
Quality control. Each gauge within the 33-gauge network is on average 3 km 
from its nearest neighboring gauge. There are on average 11.7 neighboring gauges within 
10 km of any single gauge.  Based on the close proximity of gauges, an internal-quality 
control method was used.  This was done by comparing nearby gauges within the 
network and removing gauge observations that were unlikely to represent the true 
occurrence. 
One of the main problems with the data was the presence of a 0 for null or 
missing precipitation event where multiple nearby gauges reported precipitation. This 
meant the researcher could not use all surrounding gauges to check if the value at a gauge 
location is valid. Due to this problem, the researcher made the assumption that at least 
half of the observations within 10 km of any gauge location were operating properly, and 
were representative of the true rainfall occurrence at the gauge location.  The researcher 
also assumed that in most cases, if the gauge observation was misrepresentative of the 
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true occurrence, the gauge observation was lower than the true occurrence, and therefore 
lower than the majority of surrounding gauge observations. This does not mean that 
observed values lower than the surrounding gauges are misrepresentative, however, it 
allowed the researcher to identify a set of neighboring gauge observations which could be 
compared with the gauge observation of interest. 
 Based on these assumptions, the median value of gauges within a 10-km radius of 
any gauge could be a reasonable estimate of the true rainfall occurrence at the gauge 
location. The median value is a reasonable estimate because it will nearly always be a 
good representation of the true occurrence near the gauge location on that day. The 
researcher removed the gauge observation if it was less than 80% of the median value of 
the neighboring gauges, because it was considerably lower than the reasonable estimate 
for the true occurrence. The statements below describe the logic of this process: 
Let GOVi  = the gauge observation value at the location, i 
Let Si = the set of gauge observation values within 10 km of  i 
Let Mdni = the median of Si 
 
Remove GOVi  if  GOVi  <  0.8Mdni, for all i     (3) 
Statement (3) removes GOVi when it is less than 80% of the median of surrounding 
gauge observations. 
 Due to the chance of high spatial variability in precipitation, an additional check 
was performed to determine if GOVi may have been unusually lower than the median of 
surrounding gauges because of high spatial variability on that day.  If GOVi was within 
one standard deviation of the set of values greater than 80% of the median, then it was 
assumed there was sufficiently high variance in the values to justify re-introduction of 
GOVi to the data set. The statements below describe this process. 
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Let Ni = the new set of observed values within 10 km of the location, i. 
Let Mi = the mean of Ni 
Let SDi = the standard deviation of Ni 
 
Re-introduce GOVi  if  GOVi ?   Mi – SDi,  for all i    (4) 
 
Statement (4) re-introduces GOVi when it is within one standard deviation of surrounding 
gauge observations. The new set of observed values (Ni) does not change as data is re-
introduced. 
 EVA sensitivities. EVA is highly sensitive to the largest values within the POR. 
Analyzing a time series with large numbers of missing values could result in bias due to 
missing values on days when it is probable that the location received heavy rainfall. Due 
to this potential bias, the rainfall gauge data was analyzed onto an evenly spaced grid in 
order to produce a continuous time series without missing values. This process is known 
as an objective analysis and involves interpolating irregularly spaced data to fixed grid 
locations (Koch, desJardin, & Kocin, 1983).   
Data gridding. The Barnes objective analysis scheme used for the objective 
analysis applies Gaussian weighting of observations to grid points. Observations closer to 
the grid point have more weight, and therefore greater influence on the grid value. 
Observations that are far from the grid point carry significantly less weight and have less 
influence on the grid value (Koch et al., 1983). Missing data does not pose a problem to 
the gridded analysis, because valid data from nearby gauges is used to compute the 
rainfall values at the grid-point locations. 
While gridding the data produces a continuous data series by using surrounding 
gauge observations to interpolate observational values to grid locations, gridding results 
in data smoothing, where the maximum-value observations are reduced and minima are 
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increased. These effects can introduce bias into analyses performed, and are of particular 
concern due to the objective of the study.  These biasing effects were minimized by using 
minimal smoothing while performing the gridded objective analysis.  This means the 
observations closer to any grid point will have a stronger influence at the grid point than 
if greater smoothing was used.  Minimal smoothing preserves the maxima and minima 
within the observational data.  This is very important due to the sensitivity of an EVA to 
small changes in the extreme values themselves. 
For this gridded analysis, the researcher let GEMPAK select an appropriate grid 
spacing based on the number of observations and their distance spread. GEMPAK 
recommended using a grid spacing of 0.03 degrees (approximately 3.3 km). The analysis 
grid covers a 35 by 35 km area and can be seen in Figure 10. 
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Figure 10. Rainfall objective analysis domain  Note.  Blue dots represent the grid 
locations and are indexed by horizontal and vertical axis coordinates.  The centers of the 
red towers represent observation sites with tipping-bucket rain gauges. 
 
 
 
Grid point population. As a further means of quality control, grid points were 
populated only if three or more gauge observations were available within the search 
radius.  In the Barnes objective analysis, minimizing smoothing (i.e., the convergence 
parameter, gamma) consequentially reduces the search radius. Therefore, in some cases 
where an insufficient number of observations (< 3) lay within the search radius, 
smoothing (gamma) was increased for the purpose of populating those grid points. The 
first objective analysis (gamma = .03) populated every grid point using observations 
within 10 km, and the second objective analysis (gamma = .05) populated grid points 
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using observations within 17 km. Grid points from the second analysis were only used if 
they were not populated by the first analysis. It should be noted that the resulting gridded 
data set is a transformation and should be considered “once removed” from the original 
observational gauge data.  As a final quality control measure, the researcher decided to 
use grid points in the EVA calculations only if gauge observations lie within the grid box 
or on opposite sides of the grid box. Figure 11 shows the grid points whose values were 
utilized in this study. 
 
 
Figure 11. Rainfall analysis domain, with blue dots representing grid locations indexed 
by horizontal and vertical axis coordinates.  Note.  Blue teardrops are grid locations used 
in the actual EVA. Red towers represent observation sites with tipping-bucket rain 
gauges. 
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Note from Figure 11 that grid cell 6H was not included because rain gauge 26 was 
removed. Grid cell 1C was not included because the point was not fully populated by the 
gridded analyses. 
Comparing gridded data with the longer POR from Titusville ASOS. The 
upper tail (72-hour rainfall values above 50 mm) of the gridded data distribution was 
declustered (threshold = 50, r  =  3), standardized, plotted, and compared to the 
standardized upper-tail data from the Titusville ASOS between 1980 and 2011. The 72-
hour duration events were used to capture shorter- and longer-period extreme events. The 
daily measuring times for the two sets of data are different, and examining longer-
duration extremes will minimize effects from the different daily measuring times. A tail 
histogram was produced for each data set to compare the tail shape and occurrence 
frequency of the extreme events visually. Table 1 contains the standardized data used to 
plot the standardized rainfall frequency histograms in Figure 12.  
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Table 1 
Tail Histogram Data 
Top of Bin 
(mm) 
Standardized Gridded Freq. 
(year-1) 
Standardized Titusville Freq. 
(year-1) 
100 4.778 4.875 
150 0.887 0.969 
200 0.169 0.188 
250 0.093 0.094 
300 0.065 0.000 
350 0.026 0.031 
400 0.014 0.000 
450 0.008 0.000 
500 0.008 0.000 
550 0.006 0.000 
600 0.004 0.000 
 
 
 
Figure 12. Standardized rainfall frequency histogram of tail data at Titusville ASOS and 
grid locations. 
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The gridded data distribution’s tail was found to be very similar to that from the 32-year 
POR from the Titusville ASOS. This gives the researcher confidence that gridding the 
observed values did not considerably change the tail shape, and that the 15-year POR is 
not very different from the longer 32-year POR. 
EVA of Titusville ASOS and Gridded Domain Data 
 An EVA was performed on the 24-hour data and 72-hour data for all months, and 
72-hour data during the wet (May – October) and dry (November – April) seasons by 
fitting exceedances above a sufficiently high threshold with a GPD. This approach 
required that an appropriate threshold be selected. The months of May through October 
were chosen to define the wet season in order to ensure that extreme rainfall events near 
the beginning and end of the “official” wet season (May 28 – October 17) were not 
included in the dry season (Lascody, 2002). 
Threshold selection.  An EVA is sensitive to threshold selection.  If the threshold 
is too small, a bias will be introduced.  If the threshold is too large, too few exceedances 
will exist for the model parameter estimation, and high variance is introduced into the 
model.  For the purpose of this study, where a separate EVA was performed for each grid 
location, an objective method for threshold selection was sought.  
24-hour threshold selection.  As stated in Chapter II, DuMouchel (1983) 
proposed that the 90th percentile is often an acceptable threshold. In this case, rainfall 
greater than 0.01 inches occurred on 30% of the days and the 90th percentile of all days 
was 13 mm. This value was not a sufficiently high threshold according to the subjective 
graphical tools that Coles (2001) proposes for threshold selection. Figure 13 shows that 
the shape parameter remains relatively stable at thresholds greater than 13 mm, therefore, 
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the 13-mm threshold is too small. Figure 14 also shows that mean excess does not appear 
to be approximately linear above 13 mm. 
 
 
 
 
Figure 13. Scale and shape parameters plotted for thresholds of daily precipitation at grid 
point 7E (mm).  Note.  The shape parameter remains relatively stable for thresholds less 
than 35 mm, suggesting 35 mm is an appropriate threshold. 
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Figure 14. Mean residual life plot of daily precipitation data (mm) from grid point 7E.  
Note.  Solid black line is mean excess. Dashed lines are 95% confidence bounds. It 
appears as if mean excess is approximately linear above a threshold of 35 mm. The blue 
line is drawn by the researcher to show how the mean excess is approximately linear 
above 35 mm (compare with Fort Collins example shown in Figure 6). 
 
 
 
The 98th percentile amount of 35 mm was found to be appropriate after fitting the 
data to a GPD over a range of thresholds and plotting a mean residual life plot.  This 
threshold was used for all grid locations and was found to be reasonably appropriate for 
the gridded locations according to these subjective graphical tools. Since threshold 
selection is subjective, 25-mm and 30-mm thresholds were also tested.  
72-hour threshold selection. The 72-hour rainfall data values are highly 
dependent on values from previous days, and data declustering was necessary in order to 
remove the temporal dependencies. The extremal index suggested declustering the data 
using a run length of r = 3, therefore the data was declustered using a threshold of 45 mm 
and run length of 3. The threshold of 45 mm was found to be appropriate for the EVA. 
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Additionally, 40-mm and 50-mm thresholds were also tested. 
72-hour threshold selection for dry and wet seasons.  Declustering was 
performed using runs declustering and a run length of r = 3 for the dry and wet seasons. 
The same 45-mm threshold was found to be appropriate for the wet season; however, the 
smaller 25-mm threshold was more appropriate for the dry season. Additionally, 20-mm 
and 30-mm thresholds were tested for the dry season, and 40-mm and 50-mm thresholds 
were tested for the wet season. 
EVA Performed 
 Numerous extreme-value analyses were performed on the gridded and longer 
period observational data from Titusville. See Table 2 for a summary of the analyses 
performed. Each analysis was done using multiple thresholds to check for stability about 
that threshold. Recall that lower thresholds are more likely to result in model bias while 
higher thresholds may have high model variance. 
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Table 2  
EVA Performed Using a GPD to Model Threshold Excess 
Data Season 
Duration 
(hours) Threshold (mm) 
Declustering Run 
(days) 
Titusville Dry 72 25 3 
  72 30 3 
  72 35 3 
 Wet 72 70 3 
  72 80 3 
  72 90 3 
  72 100 3 
 Year 72 70 3 
  72 80 3 
  72 90 3 
  72 100 3 
  24 35 0 
  24 40 0 
    24 45 0 
Gridded Dry 72 20 3 
  72 25 3 
  72 30 3 
 Wet 72 40 3 
  72 45 3 
  72 50 3 
 Year 72 40 3 
  72 45 3 
  72 50 3 
  24 25 0 
  24 30 0 
    24 35 0 
 
  
The thresholds for the Titusville analyses were picked independently from the 
gridded analysis thresholds. Larger thresholds were more appropriate for the Titusville 
time series because sufficient data existed above the higher thresholds, and they appear to 
balance the bias and variance tradeoffs mentioned in Chapter 2. Again, multiple analyses 
were performed across multiple thresholds because threshold selection is subjective. 
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Descriptive Statistics.  Descriptive statistics were computed on the observational 
(Titusville) and gridded rainfall data. Descriptive statistics were also computed on results 
from the EVA. These statistics describe the location (mean) and spread (standard 
deviation) of the return-level estimates. 
42 
 
Chapter IV 
Results and Discussion 
The results from extreme-value analyses of the 32-year Titusville ASOS data 
record and 15-year gridded data record are described in this section. 
Titusville 24-hour Duration Rainfall 
Figure 15 shows the resulting return levels from the analysis of the 24-hour data 
at Titusville for thresholds of u = 35, 40, and 45 mm. The 100-year return level estimates 
were 240, 243, and 294 mm, respectively. Figure 16 displays the uncertainty around the 
100-year return-level estimates, and shows that for the 45-mm threshold, the 95% 
confidence interval of the 100-year return-level ranges from 133 mm to 456 mm. Figure 
17 shows quality-of-fit diagnostic plots, which describe how well the estimated models 
fit the empirical data. 
 
 
Figure 15. Titusville 24-hour duration return-level estimates plotted for thresholds of 35 
mm, 40 mm, and 45 mm. 
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Figure 16. Titusville 24-hour 100-year return level estimates and 95% confidence 
intervals plotted for thresholds of 35 mm, 40 mm, and 45 mm. 
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Figure 17. Diagnostic plots of GPD fit of Titusville 24-hour precipitation data for 
thresholds of 35 mm (top left panel), 40 mm (top right panel), and 45 mm (bottom panel). 
Note.  Each diagnostic plot panel contains a quantile plot (top left), probability plot (top 
right), density plot (bottom left), and return-level plot (bottom right). 
 
 
 
According to the diagnostic plots, it appears that the model may be underestimating the 
longer-period return levels for thresholds of 35 and 40 mm (compare return-level plots in 
Figure 17).  Note that the model estimate performs best for longer return periods in the 
return-level plots in the 45-mm threshold analysis. This suggests that the 45-mm 
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threshold analysis may be most realistic; however, the entire 95% confidence interval 
does not appear to be realistic. The low-end estimate of 133 mm is not a realistic 100-
year return level, however, the upper-end estimate of 456 mm may be reasonable. The 
researcher believes that the models with lower thresholds may have a slight negative bias, 
and that the 45-mm threshold may be more accurate at longer return periods.  
Figure 18 displays the shape parameter estimates and their 95% confidence 
intervals. The shape estimates and confidence intervals from all three threshold-value 
models suggest that the most probable shape parameter is around 0.2. This means the 
frequency distribution has a thick tail (Fréchet type; recall Figure 3). Note that by 
observing the modeled return-level estimates in Figure 15, the return level continues to 
increase at a considerable rate for longer return periods (50 – 100 years) for all 
thresholds. This also indicates that the statistical models suggest the frequency 
distribution has a thick tail (? ? ?). If the statistical models had shown return levels 
increasing at very slow rates or not at all for longer return periods (50 – 100 years), then 
the models would suggest that the frequency distribution has a very light or bounded tail 
(? ? ?). 
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Figure 18. Titusville 24-hour shape estimates and 95% confidence intervals plotted for 
thresholds of 35 mm, 40 mm, and 45 mm. 
 
 
 
Gridded 24-hour Duration Rainfall 
 
 Figure 19 shows the resulting return levels from the analysis of the 24-hour data 
at each of 36 grid locations for thresholds of u = 25, 30, 35 mm, respectively. 
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Figure 19. Gridded 24-hour duration return-level estimates plotted for thresholds of 25 
mm (a), 30 mm (b), and 35 mm (c). 
 
 
 
Note that in Figure 19, the return-level estimates are generally increasing with the 
threshold. Most of the 100-year return levels from the 25-mm threshold analysis range 
from around 240 mm to 350 mm, while they range from 260 mm to 475 mm in the 35-
mm threshold analysis.  The researcher also notes that the spread of the model returns 
increases with the threshold. The results lead the researcher to believe that the 25-mm 
threshold may have a slight negative bias, based on examining the model diagnostic plots 
(specifically, the return level plots in Appendix B, pages 119 - 127). Note that higher 
variance within the individual models due to low numbers of threshold exceedances 
results in larger spread of the estimates for the 35-mm threshold (Figure 19c). Although 
there is greater spread, the researcher is not discounting the estimates from the 35-mm 
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threshold analysis. The quality-of-fit diagnostic plots show that at many grid points, the 
empirical data supports the estimates (e.g., grid locations 10F, 9I, 6C, 4F, 3B in 
Appendix B, pages 137 - 144). It is also very possible that rainfall return levels at 
individual grid points are naturally variable due to the geographically diverse domain. 
Overall, the researcher believes that the estimates from the 30-mm threshold analysis are 
most probable because an appropriate threshold balance is met and the return levels 
appear to be reasonable based on the quality-of-fit diagnostic plots (located in Appendix 
B) and longer-period Titusville estimates in Figure 15. 
Another way to examine the statistical model results over the gridded domain is 
by calculating the model means and standard deviations for thresholds of u = 25, 30, and 
35 mm (Table 3). The researcher believes that the 30-mm threshold models and 30-mm 
consensus strongly reflect the 24-hour regional return level based on the quality-of-fit 
diagnostic plots in Appendix B, strong model grouping in Figure 19b, consistency with 
the Titusville return-level estimates from the 45-mm threshold (Figure 15), and with 
NOAA Atlas 14 (2013) 100-year return-level estimates (335 mm at Titusville).  
However, one could expect some parts of the region to have higher return levels and 
others to have lower return levels. 
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Table 3 
Consensus and Standard Deviations of 100-Year Return Level Estimates of 24-hour 
Rainfall Data from Gridded Locations 
 
Threshold 
(mm) 
100-year estimate consensus  
(mean; mm) 
100-year estimate standard 
deviation (mm) 
25 286.24 35.31 
30 315.20 39.38 
35 346.53 62.88 
 
Titusville 72-hour Duration Rainfall 
 Figure 20 shows the resulting return levels from the analysis of the 72-hour data 
at Titusville for thresholds of u = 70, 80, 90, and 100 mm. The 100-year return level 
estimates were 339, 366, 350, and 361 mm, respectively.  Figure 21 displays the 
uncertainty around the 100-year return level estimates, and shows that the 95% 
confidence interval ranges vary from between 184 and 495 mm for the 70-mm threshold, 
to between 130 and 592 mm for the 100-mm threshold.  Figure 22 displays quality-of-fit 
diagnostic plots, which describe how well the estimated models fit the empirical data. 
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Figure 20. Titusville 72-hour-duration return-level estimates plotted for thresholds of 70 
mm, 80 mm, 90 mm, and 100 mm. 
 
 
 
 
Figure 21. Titusville 72-hour 100-year return-level estimates and 95% confidence 
intervals plotted for thresholds of 70 mm, 80 mm, 90 mm, and 100 mm. 
52 
 
 
 
 
Figure 22. Diagnostic plots of GPD fit of Titusville 72-hour precipitation data for 
thresholds of 70 mm (top left panel), 80 mm (top right panel), 90 mm (bottom left panel), 
and 100 mm (bottom right panel).  Note.  Each diagnostic plot panel contains a quantile 
plot (top left), probability plot (top right), density plot (bottom left), and return-level plot 
(bottom right). 
 
 
 
The researcher observed that the model estimates using 70-, 80-, 90-, and 100-mm 
thresholds are all relatively close, with a mean value of 354 mm. The diagnostic plots in 
Figure 22 suggest that the models fit the observed data well and the return-level plots do 
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not show strong bias in the model for long return periods. The return-level estimates 
appear to be realistic and are close to, although slightly lower than the 100-year return-
level estimate from NOAA Atlas 14 (409 mm at Titusville).  Figure 23 displays the shape 
parameter estimates and their 95% confidence intervals.  The shape estimates and 
confidence intervals from all three threshold models suggest that the most probable shape 
parameter is around 0.2. This means the distribution has a thick tail (Fréchet type) which 
is consistent with the 24-hour duration results.  The higher threshold models (90, 100 
mm) suggest there is a small chance the shape parameter could be around 0 due to the 
larger confidence intervals. This is due to high variance within the models. If one 
examines a trace of the negative log-likelihood over the shape parameter (not shown), the 
negative log-likelihood rapidly increases as the estimate approaches and passes 0. 
Therefore, it is highly unlikely that the frequency distribution has a light tail (? ? ?). 
 All of the thresholds used were appropriate and produced similar results. Again, 
the entire 95% confidence intervals do not appear to be realistic. The lower ends of the 
confidence intervals (< 200 mm) are not realistic estimates of the expected 100-year 72-
hour duration event, however, the upper ends of the confidence intervals (around 500 
mm) are not unrealistic estimates for the expected 100-year event. 
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Figure 23. Titusville 72-hour shape estimates and 95% confidence intervals plotted for 
thresholds of 70 mm, 80 mm, 90 mm, and 100 mm. 
 
 
 
Gridded 72-hour Duration Rainfall 
 Figure 24 shows the resulting return levels from the analysis of the 72-hour data 
at each of 36 grid locations for thresholds of u = 40, 45, and 50 mm, respectively. 
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Figure 24. Gridded 72-hour duration return level estimates plotted from all relevant grid 
locations for thresholds of 40 mm (a), 45 mm (b), and 50 mm (c). 
 
 
 
Return-level estimates appear to be very similar across the three thresholds used with 
100-year return levels ranging from 350 to 490 mm for the 40-mm threshold, to 320 to 
550 mm for the 50-mm threshold. The researcher has strong confidence that the return-
level estimates are appropriate and relatively stable. The range and variance of return-
level estimates increase with threshold, which is expected. The higher threshold models 
are more sensitive to individual extremes and are more likely to reveal spatial variations 
in extremes. In many cases, the 50-mm threshold model does a better job fitting the 
empirical data according to the diagnostic and return-level plots (shown in Appendix B).  
As was done with the 24-hour duration data, the model means and standard 
deviations for threshold values used in the EVA are presented in Table 4. The diagnostic 
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plots (in Appendix B) suggest that many of the models may have a negative bias when it 
comes to longer return periods, and the 45-mm and 50-mm threshold models (Figures 
24b, c) do the best job according to the empirical data. These findings are consistent with 
NOAA Atlas 14 (2013) 100-year return level estimates (409 mm for Titusville), although 
higher than the Titusville return-level estimates in Figure 20. The quality-of-fit diagnostic 
plots (return-level plots in Appendix B, pages 145 - 168) suggest that the statistical model 
may be underestimating return levels at long return periods, therefore a range of return-
level estimates should be considered at long return periods. The researcher noted that the 
rainfall amounts associated with Tropical Storm Fay in 2008 (24-hour amount of 371 
mm; 72-hour amount of 626 mm) were beyond the return-level amounts produced from 
this EVA. According to the model estimates, Fay’s return period is over 100 years.  The 
EVA results and Tropical Storm Fay’s observed rainfall suggest there is much larger 
uncertainty around the longer period and higher level return estimates. 
 
Table 4  
 
Consensus and Standard Deviations of 100-Year Return Level Estimates of 72-Hour 
Rainfall Data from Gridded Locations 
 
Threshold 
(mm) 
100-year estimate consensus 
 (mean; mm) 
100-year estimate standard 
deviation (mm) 
40 410.88 35.38 
45 433.71 44.40 
50 456.37 56.30 
 
 
 
Titusville 72-hour Duration Rainfall (Dry Season) 
 Figure 25 shows the resulting return levels from the analysis of the 72-hour data 
at Titusville for thresholds of u = 25, 30, and 35 mm during the dry season. The 100-year 
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return-level estimates were 242, 272, and 275 mm, respectively.  Figure 26 displays the 
uncertainty around the 100-year return-level estimates, and shows that for the 35-mm 
threshold, the 95% confidence interval of the 100-year return-level ranges from 134 mm 
to 416 mm.  Figure 27 shows quality-of-fit diagnostic plots, which describe how well the 
estimated models fit the empirical data. 
 
 
Figure 25. Titusville 72-hour duration dry season return-level estimates plotted for 
thresholds of 25 mm, 30 mm, and 35 mm. 
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Figure 26. Titusville 72-hour 100-year dry season return level estimates and 95% 
confidence intervals plotted for thresholds of 25 mm, 30 mm, and 35 mm. 
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Figure 27. Diagnostic plots for GPD fit of Titusville dry-season 72-hour precipitation 
data for thresholds of 25 mm (top left panel), 30 mm (top right panel), and 35 mm 
(bottom panel).  Note.  Each diagnostic plot panel contains a quantile plot (top left), 
probability plot (top right), density plot (bottom left), and return-level plot (bottom right). 
 
 
 
According to the diagnostic plots, it appears that the model may be underestimating the 
longer-period return levels at the 25-mm threshold. Note that the model estimate 
performs better for longer return periods in the return-level plots for thresholds of 30 and 
35 mm. This suggests the estimates from these models may be more accurate for longer 
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return periods, and that the range of values in the 95% confidence interval plot for these 
thresholds may be very realistic. 
Gridded 72-hour Duration Rainfall (Dry Season) 
 Figure 28 shows the resulting return levels from the analysis of the 72-hour data 
at each of 36 grid locations during the dry season for thresholds of u = 20, 25, and 30 
mm, respectively. 
 
a  
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Figure 28. Gridded 72-hour duration dry-season return-level estimates plotted for 
thresholds of 20 mm (a), 25 mm (b), 30 mm (c). 
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Many return-level estimates from the grid points in the dry-season data show that 
the tail of the distribution is very light or bounded because the return levels increase very 
slowly across the return periods above 50 years. For example, in the 25-mm threshold 
analyses (Figure 28b), it appears as if half the grid point frequency distributions have the 
expected heavier tail, while the other half are indicating a bounded tail. As stated earlier, 
the bounded shape is not usually a characteristic of rainfall frequency distributions. The 
researcher also investigated how the return levels are geographically distributed. The 
100-year return-level estimates from the 25-mm threshold analysis were mapped and are 
displayed in Figure 29. The lower return levels are grouped in the southern part of the 
domain. Lower return levels are expected during the dry season, however, the low return 
levels associated with the bounded-tail estimates may be misleading for longer return 
periods. These estimates and tail shape are not consistent with the analyses of the longer 
period dry-season 72-hour data from Titusville shown in Figure 25. The quality-of-fit 
diagnostic plots do suggest that the statistical models adequately fit the empirical data. 
The bounded shape parameters may be an artifact of the short time frame used for the 
analysis (only “dry seasons” between 1998 and 2012). 
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Figure 29. Rainfall Analysis domain; blue droplets are proportional to the 100-year 
return level from the 25-mm threshold dry-season analysis.  Note.  The largest and 
smallest drops represent 286 and 103 mm, respectively. 
 
 As was done previously, the model means and standard deviations for threshold 
values used in the EVA are presented in Table 5. Table 5 indicates there is very high 
variance and return-level range in the 100-year estimates for the 30-mm threshold 
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analyses. Examining the return-level plots (Figure 28) and the bounded shape associated 
with many of the grid points makes the researcher skeptical of the consensus estimates in 
Table 5. One would expect the frequency distribution to have a lighter tail during the dry 
season, however, many models are suggesting the frequency distribution is bounded, and 
in many cases, the 50-year return event is the same as the 100-year return event. These 
models are most likely not accurately estimating return levels due to the small number of 
extreme events actually observed during the 15 dry seasons in the POR. The Titusville 
dry-season estimates using the longer POR (Figure 25) appear to be more realistic for the 
dry season than many of the gridded estimates.  
 
Table 5 
Consensus and Standard Deviations of 100-Year Return-Level Estimates of 72-Hour 
Rainfall Data from Gridded Locations during the Dry Season 
 
Threshold 
(mm) 
100-year estimate consensus  
(mean; mm) 
100-year estimate standard 
deviation (mm) 
20 170.67 52.13 
25 169.82 55.77 
30 182.00 78.06 
 
 
 
Titusville 72-hour Duration Rainfall (Wet Season) 
 Figure 30 shows the resulting return levels from the analysis of the 72-hour data 
at Titusville for thresholds of u = 70, 80, 90, and 100 mm during the wet season. The 
100-year return level estimates were 315, 332, 342 and 364 mm, respectively. Figure 31 
displays the uncertainty around the 100-year return-level estimates, and shows that for 
the 100-mm threshold, the 95% confidence interval of the 100-year return level ranges 
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from 62 mm to 665 mm.  Figure 32 shows quality-of-fit diagnostic plots, which describe 
how well the estimated models fit the empirical data. 
 
 
Figure 30. Titusville 72-hour duration wet-season return-level estimates plotted for 
thresholds of 70 mm, 80 mm, 90 mm, and 100 mm. 
 
 
 
 
 
Figure 31. Titusville 72-hour 100 year wet-season return-level estimates and 95% 
confidence intervals plotted for thresholds of 70 mm, 80 mm, 90 mm, and 100 mm. 
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Figure 32. Diagnostic plots of GPD fit of Titusville wet-season 72-hour precipitation data 
for thresholds of 70 mm (top left panel), 80 mm (top right panel), 90 mm (bottom left 
panel), and 100 mm (bottom right panel).  Note.  Each diagnostic plot panel contains a 
quantile plot (top left), probability plot (top right), density plot (bottom left), and return-
level plot (bottom right). 
 
 
 
According to the diagnostic plots, it appears that the model may be underestimating the 
longer period return levels for thresholds of 70 and 80 mm. The longer period 
observations lie along the upper 95 percent confidence band (dashed lines in return-level 
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plots in Figure 32). Note that the model estimate performs better for longer return periods 
in the return-level plots when the thresholds are 90 and 100 mm. The empirical data 
suggests the estimates from the 90-mm and 100-mm threshold models may be more 
accurate; however, the entire 95% confidence interval (Figure 31) does not appear to be 
realistic. The low-end estimates, 110 and 62 mm, respectively, are not realistic 100-year 
return levels; however, the upper-end estimates of 573 and 665 mm may not be 
unreasonable considering the 626 mm of rain from Tropical Storm Fay in 2008.  There is 
larger uncertainty associated with the high-threshold models, but the empirical data 
suggests that the longer-period model estimates may be more accurate with the higher 
threshold models. 
Gridded 72-hour Duration Rainfall (Wet Season) 
 Figure 33 shows the resulting return levels from the analysis of the 72-hour data 
at each of 36 grid locations during the wet season for thresholds of u = 40, 45, and 50 
mm, respectively. 
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Figure 33. Gridded 72-hour duration wet-season return-level estimates were plotted for 
thresholds of 40 mm (a), 45 mm (b), 50 mm (c). 
 
 
 
The return-level estimates over the gridded domain do not appear to be heavily 
biased for the 40-mm threshold estimates, and even though the spread of the 50-mm 
threshold models increased, most of them appear to be realistic, and diagnostic plots 
(return-level plots in Appendix B, pages 209 - 216) show the models fit the empirical 
data well.  As stated earlier, there is greater uncertainty associated with high return-level 
estimates for longer return periods. Return levels for the wet season are very similar to 
the return levels for the whole year. This is because the majority of extreme events in any 
given year occur during the wet season. Recall that the researcher defined the wet season 
as May through October in order to include extreme events near the beginning and end of 
the season as defined by Lascody (2002). Table 6 displays the 100-year return estimate 
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means and the standard deviations of the estimates. The consensus estimates from all the 
thresholds appear to be realistic and are consistent with NOAA Atlas 14 (2013) 72-hour 
100-year return level (409 mm at Titusville) estimates for the whole year. The gridded 
estimate means are greater than the estimates from the 32-year Titusville record (recall 
Figure 30). 
 
 
Table 6 
Consensus and Standard Deviations of 100-Year Return-Level Estimates of 72-Hour 
Rainfall Data from Gridded Locations during the Wet Season 
 
Threshold 
(mm) 
100-year Estimate Consensus  
(mean; mm) 
100-year Estimate Standard 
Deviation (mm) 
40 424.42                          38.25 
45 426.75                          77.56 
50 480.99                        115.79 
 
 
 
The return levels from the 45-mm threshold analysis were mapped in order to examine 
spatial variations of expected return levels (Figure 34). There do not appear to be any 
obvious geographic variations; however, the results show that the highest expected return 
levels are around grid points 3E, 8H, and 10F. 
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Figure 34. Rainfall Analysis domain; blue droplets are proportional to the 100-year 
return level from the 45-mm threshold wet-season analysis.  Note.  The largest and 
smallest drops represent 606 and 301 mm, respectively. 
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Chapter V 
Conclusions and Recommendations 
Conclusions 
A total of 446 statistical models were produced for estimating 24- and 72-hour 
rainfall return levels across the KSC region. Thirty-seven rainfall time series from unique 
locations across the region were developed and examined (36 from individual grid 
locations and one from the Titusville ASOS). Multiple thresholds were used for modeling 
each series. The wet and dry seasons were also modeled separately. Together, these 
analyses assist with developing a climatic baseline of extreme rainfall for the KSC 
region.   
Estimates produced at the gridded locations enhance the knowledge of the 
stochastic behavior of extreme rainfall in recent times. The density of the gauges from the 
network provided numerous unique observations across the region, which helps with 
understanding the stochastic behavior of extreme rainfall. 
Significance of quality control.  The raw daily rainfall data acquired from the 
TRMM website was not completely reliable; therefore a detailed quality control process 
was developed to minimize the biases of invalid or missing data on the EVA.  An EVA is 
highly sensitive, and missing extremes can drastically affect the results.  
 The quality control process first removed invalid gauge observations based on 
surrounding gauge observations.  The remaining unevenly spaced gauge observations 
were then transformed to an evenly spaced grid using a Barnes objective analysis (Koch 
et al., 1983). The objective analysis interpolates surrounding gauge observations to grid 
points, and therefore smooths the data and reduces the extreme values. The convergence 
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parameter (gamma) controls the smoothing and the radius of influence at the grid point. 
A common range for gamma is 0.2 – 0.3, however, a gamma value of 0.03 was used for 
this gridded analysis in order to minimize how much the extremes were affected by 
smoothing. The quality control process was essential for ensuring that the EVA across the 
region was not biased by missing or invalid data. 
It is important to remember that the extreme-value models are statistical estimates 
and their results are dependent upon the actual observed rainfall occurrences during the 
POR. Threshold models are also dependent on the threshold value used. This study used 
multiple locations and multiple threshold values to test how sensitive the models were to 
changes in the threshold, and how they varied across the region. Results should always be 
compared with empirical data, as was done in this study by using the Titusville ASOS 
and quality-of-fit diagnostic plots to ensure that return-level estimates appear realistic and 
that the model fits the empirical data. There will be greater uncertainty with the longer 
period return levels, and a longer POR will generally do better with estimating longer 
period return levels. There was less uncertainty about the Titusville estimates at long 
return periods, however, it is not clear whether a single longer POR analysis will perform 
better than the consensus of multiple shorter POR estimates. 
Summary of results.  The 24-hour duration gridded results appear to be realistic 
and fit the empirical data relatively well; however, there appears to be a slight negative 
bias in the 25-mm threshold models. The expected 24-hour 100-year return level for the 
region is around 315 mm (30-mm-threshold model consensus; recall Table 3 and Figure 
19).  
The 72-hour gridded results appear to be realistic and fit the empirical data 
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relatively well. The empirical data suggests that there may be a negative bias in the 
models for longer return periods. The expected 72-hour 100-year return level for the 
region is around 433 mm (45-mm-threshold model consensus; recall Table 4 and Figure 
24). 
The 72-hour gridded results from the dry season appear to be highly variable 
across the region. Some of the gridded estimates in the southern half of the KSC domain 
have a bounded shape and suggest that expected return levels do not increase beyond 150 
mm for any return periods. One could expect that the dry-season frequency distribution 
would be more lightly tailed than the rest of the year, however, it is difficult to believe 
that the rainfall frequency distribution is as bounded as some of the model estimates 
suggest. The researcher believes that the expected 72-hour duration 100-year return level 
during the dry season is greater than 170 mm (25-mm threshold model consensus; recall 
Table 5 and Figure 28). The Titusville estimates were better behaved and suggest the 72-
hour duration 100-year return level during the dry season is around 250 mm. The 
Titusville estimates also suggest the frequency distribution has the expected thick tail 
(Fréchet) shape.  
The 72-hour gridded results from the wet season appear to fit the empirical data 
relatively well and appear to be realistic. There is, however, larger uncertainty with the 
higher level and longer period return levels. Some diagnostic plots indicate there may be 
some negative bias in the long period return levels. The expected 72-hour duration event 
for the wet season is around 426 mm (45-mm-threshold model consensus; recall Table 6 
and Figure 33). The 72-hour wet season return levels are similar to those for the whole 
year because most extreme rainfall events in a year occur during the wet season. Most of 
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the model estimates suggest that the 626 mm of rain from Tropical Storm Fay in 2008 
was rarer than the 100-year event. 
Scope of the study.  Return-level estimates produced from the gridded locations 
and Titusville ASOS complement the Titusville estimates from NOAA Atlas 14 (2013). 
NOAA Atlas 14 did not use as dense of a rainfall network as this study, and the closest 
location to KSC used by NOAA Atlas 14 was Titusville.  NOAA Atlas 14 utilized longer 
periods and used yearly maxima (block maxima) instead of the POT approach used in 
this study.  It should be noted that the present study is narrowly focused on the KSC 
region, whereas NOAA Atlas 14 covers the entire U.S. 
This study produced return-level estimates at 36 individual locations across the 
KSC region. Previous rainfall return-level estimates for the region were generalized from 
the single-point Titusville estimates according to NOAA Atlas 14 (2013). Findings in this 
study show that there is variability in expected return estimates across the geographically 
diverse region, and that a single estimate for the region may not sufficiently convey the 
risk of extreme rainfall. Complex sea breeze interactions take place over the region, and 
influence extreme rainfall likelihoods over KSC, especially during the wet season. 
Although single estimates can be used to describe the region as a whole, a range of return 
levels should be considered for long-term planning. Having said this, the researcher does 
not recommend applying extreme rainfall estimates from a single location for 
applications because of larger uncertainty associated with using a single short POR (15 
years). Instead, when planning for the 24-hour duration 100-year event, it would be wise 
to examine the return levels from multiple locations across multiple thresholds. For 
example, by examining the gridded 24-hour duration estimates (Figure 19) it appears that 
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the most probable 100-year event is between 250 and 450 mm. 
The gridded consensus (Tables 3, 4, 5, and 6) and Titusville return-level estimates 
(Figures 16, 20, 25, and 30) are most likely good estimates of the return levels of events 
that can be expected to impact the majority of the studied region, while the higher return-
level estimates from individual grid locations are likely good estimates of the return 
levels which can be expected to impact localized parts of the studied region. The 72-hour 
maximum observed in the region during the POR, from Tropical Storm Fay (626 mm at 
gauge 34, near grid point 9H) would be an example of a localized extreme occurrence. 
The surrounding gauges 28, 29, and 32 observed 542, 512, and 551 mm, respectively, 
over the same time period. Gauge 30 had its daily observation removed by quality control 
when it reported a 0 within the same 72-hour time period. By contrast, the 72-hour 
maximum averaged across all the gridded locations (378 mm) would be an example of 
the average rainfall across the region during an extreme event. Return levels produced 
should be considered best estimates of what to expect. It is important to remember that 
actual extreme rainfall occurrence frequencies can vary greatly from what is expected. 
Rainfall return levels in a warmer climate.  One could utilize results from this 
study in conjunction with climate model projections to estimate changes from the current 
climate. Downscaled climate projections may allow researchers to produce future return-
level estimates on smaller scales. Climate models still lack adequate resolution for 
identifying the small-scale features that drive localized precipitation, especially in the 
Florida Peninsula and over the KSC region. Statistical techniques and improved 
knowledge of the stochastic behavior of past rainfall could help improve intensity-
duration-frequency estimates in the future. Statistically downscaled climate projections 
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may allow researchers to produce realistic future return-level estimates on smaller scales 
(Palazi, 2013). 
The IPCC AR5 has analyzed the literature and has stated that it is likely that 
precipitation extremes over land are increasing in the majority of locations. Studies also 
show that the large modern floods are comparable or surpass the large historical floods 
(pre-1900) in magnitude or frequency for central North America. It is most likely that 
extreme precipitation events over most mid-latitude locations and wet tropical regions 
will increase in intensity and frequency. The probable increase in extreme rainfall events 
can be attributed to warmer temperatures, higher saturation vapor pressures, and greater 
tropospheric precipitable water (IPCC, 2013).  
Recommendations 
Short duration return-levels. Twenty-four-hour and 72-hour duration return 
levels are useful when applications demand best estimates of events with longer 
durations. However, some applications, such as storm water management, demand 
estimates of shorter duration return levels, including 1-hour, 3-hour, and 6-hour events. 
For instance, the Florida Department of Transportation (DOT) uses rainfall return levels 
for calculating peak runoff rates. They use the peak runoff rates for designing drainage 
systems and planning roadways (Florida DOT, 2012). Future work could combine the 
methodologies used in this study with shorter duration sample data to estimate return 
levels of these short-duration events. 
Examining shorter duration return-level estimates will provide additional 
information as to how variable the expected rainfall return levels may be. The researcher 
believes that shorter duration extreme rainfall events would be more useful for 
79 
 
identifying the locations that most frequently receive heavy rainfall from deep moist 
convection forced by small-scale boundary interactions. 
Classify rainfall by event type. Future work could involve categorizing rainfall 
events by event type (i.e., tropical systems, local convection, and extratropical systems). 
Categorizing the data by event type will allow one to ask questions such as “What is the 
likelihood that the most extreme rainfall event in any given year will be from local 
convection?” Another type of question could be “What are the rainfall return levels that 
can be expected from tropical systems?” Answers to the second question may be used as 
an analog for winds associated with heavy rainfall in tropical systems. Wind-driven rain 
into wind-damaged structures can cause costly water damage, as documented in KSC 
(2004). Estimating the potential for tropical events with heavy rainfall and high winds 
would assist with longer-range planning scenarios. 
Introduce additional data sources.  Introducing additional data sources with 
longer periods and increasing the size of the sample would improve the rainfall return-
level estimate certainty. Fifteen years of data is too short a period to reveal changes in 
extreme rainfall reoccurrence frequencies. NOAA Atlas 14 (2013) does note that a 
positive statistically significant trend in maximum annual 1-hour precipitation exists at 
the closest site to the KSC Complex (Melbourne, closest site with hourly precipitation). 
NOAA Atlas 14 did not detect a statistically significant trend in maximum annual 24-
hour precipitation at Titusville. 
Introduce covariates.  Covariate methods could reveal relationships between 
extreme rainfall events over KSC and large-scale climate oscillations such as El Niño 
Southern Oscillation. For example, La Niña tends to shift the highest probability of heavy 
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rain events (> 1 inch) to earlier in the wet season (Florida Climate Center, n.d.).  
Hagemeyer (2006) showed that El Niño affects dry season storminess in Florida. El Niño 
could also affect the probability of extreme events during the dry and wet seasons. 
Covariate methods and extreme-value analyses could provide further insight into the 
likelihood of extreme weather events in the geographically complex environment of 
KSC. 
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Appendix A 
EVA Results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
86 
 
The EVA results presented in Appendix A include 
 
? analysis threshold (mm) 
? scale and shape parameter estimates 
?  95% shape parameter confidence intervals 
? number of threshold exceedances  
? 100-year return level estimates and 95% confidence intervals (mm) 
? exceedance rate (average number of points that exceeded the threshold per year) 
? probability of threshold exceedance (probability of a 24-hour or 72-hour period 
exceeding the threshold) 
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Appendix B 
Quality of Fit Diagnostic Plots 
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8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
167 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
168 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
169 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
170 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
171 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
172 
 
72-hour Gridded Diagnostic Plots Threshold = 50 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
173 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
 
174 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
175 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
176 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
177 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
178 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
179 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
180 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
181 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 20 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
182 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
 
183 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
184 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
185 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
186 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
187 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
188 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
189 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
190 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 25 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
191 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
 
192 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
193 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
194 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
195 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
196 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
197 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
198 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
199 
 
72-hour Gridded Diagnostic Plots Dry Season Threshold = 30 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
200 
 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
201 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
202 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
8H      7D 
 
 
 
7E      7F 
 
 
 
 
 
 
203 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
204 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
205 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
206 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
207 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
208 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 40 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
209 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
 
210 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
211 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
212 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
213 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
214 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
215 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
216 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
217 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 45 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
 
 
 
 
 
 
218 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
10E      10F 
 
 
 
 
10G      9E 
 
 
 
 
 
 
219 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
9G      9H 
 
 
 
 
9I      8D 
 
 
 
 
 
 
220 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
8H      7D 
 
 
 
 
7E      7F 
 
 
 
 
 
 
221 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
6C      6D 
 
 
 
 
6E      6F 
 
 
 
 
 
 
222 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
5C      5D 
 
 
 
 
5E      5F 
 
 
 
 
 
 
223 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
5G      5H 
 
 
 
 
4C      4D 
 
 
 
 
 
 
224 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
4E      4F 
 
 
 
 
4G      3B 
 
 
 
 
 
 
225 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
3C      3D 
 
 
 
 
3E      3F 
 
 
 
 
 
 
226 
 
72-hour Gridded Diagnostic Plots Wet Season Threshold = 50 mm 
 
 
 
 
2C      2D 
 
 
 
 
2E      1D 
