An extension of trapezoidal type product integration rules  by Rza̧dkowski, Grzegorz
Journal of Computational and Applied Mathematics 232 (2009) 625–631
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
An extension of trapezoidal type product integration rules
Grzegorz Rza¸dkowski ∗
Faculty of Mathematics and Natural Sciences, Cardinal Stefan Wyszyński University in Warsaw, Dewajtis 5, 01 - 815 Warsaw, Poland
a r t i c l e i n f o
Article history:
Received 7 January 2009
Received in revised form 24 June 2009
2000 AMS Mathematics Subject
Classification:
65D30
Keywords:
Numerical integration
Trapezoidal rule
Product integration
Generalized Euler–Maclaurin summation
formula
Bernoulli functions
a b s t r a c t
In the present paper, we use a generalization of the Euler–Maclaurin summation formula
for integrals of the form
∫ b
a F0(x)g(x)dx where F0(x) (the weight) is a continuous and
positive function and g(x) is twice continuously differentiable function in the interval [a, b].
Numerical examples are given to show the effectiveness of the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The trapezoidal method of numerical integration is well known and frequently used (see [1–5]). There are also
generalizations of the method which further increase its field of application. We will regard the integrand as a product of
two functions, and assume that one of them is positive and continuouswhile the other is twice continuously differentiable in
the interval of integration. Such product integrationmethods have already been investigated in the literature. A generalized
Euler–Maclaurin summation formula based on piecewise Lagrangian interpolation is established in [6]. High-order schemes
of product integration are developed in [7,8]. The aim of the present paper is to use a generalization of the Euler–Maclaurin
summation formula, with partitions of the interval of integration into non-equal subintervals. The method can be seen as a
direct generalization of the trapezoidal rule.
The paper is organized as follows. In Section 2 we introduce and investigate some properties of the first and second
Bernoulli functions, which generalize the common Bernoulli polynomials. In Section 3 we introduce a generalization of
the Euler–Maclaurin summation formula (a particular case of the generalization considered in [9]), estimate the integral
(12) and determine the order of the error of the estimation. In Section 4 we show that, in a particular case, our quadrature
(15) coincides with a quadrature introduced by Santos-León [10]. Furthermore, numerical examples are given in order to
show the effectiveness of the method, with applications to different ways of partition of the interval of integration into
subintervals. A comparison of the method with the conventional quadrature rule is also given.
Let F0(x) be a continuous and positive function in the closed interval [a, b]. Let us divide [a, b] by points a = x0 < x1 <
x2 < · · · < xn = b into n subintervals of lengths∆xk = xk − xk−1. Assume that it holds
∆xk ≤ cn , k = 1, 2, . . . , n (1)
where the constant c does not depend on k or n.
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Obviously the partition of [a, b] into equal subintervals fulfills (1). Another example is the partition into subintervals
with equal values of the integral of F0(x), i.e. when for any k = 1, 2, . . . , n it holds∫ xk
xk−1
F0(x)dx = 1n
∫ b
a
F0(x)dx. (2)
Indeed, letM,m denote, respectively, the maximum and the minimum of F0(x) in the interval [a, b]. We see that (1) holds
since, by (2), it follows for any k = 1, 2, . . . , n
m(xk − xk−1) ≤ 1n
∫ b
a
F0(x)dx ≤ M(xk − xk−1)
which can be written as
1
Mn
∫ b
a
F0(x)dx ≤ xk − xk−1 ≤ 1mn
∫ b
a
F0(x)dx. (3)
For convenience, we give here the following lemma, of a more general character.
Lemma 1. Assume that a function h(x), defined in the interval [c, d], has the continuous and positive second derivative. If,
moreover,∫ d
c
h(x)dx = 0
and h(c) = h(d) then
max
x∈[c,d]
|h(x)| = h(c) = h(d). (4)
Proof. Since h′′(x) > 0 then h′(x) is a strictly increasing function in [c, d]. From the condition h(c) = h(d), it follows clearly
that h′(c) < 0 and h′(d) > 0. Then there exists the only point ξ ∈ (c, d) such that h′(ξ) = 0. At the point x = ξ , the function
h(x) attains its minimum h(ξ) < 0.
The function h1(x) = h(x) − h(ξ) is decreasing for x ∈ [c, ξ ], increasing for x ∈ [ξ, d] and h1(ξ) = 0. Therefore, by the
convexity property of h1∫ d
c
h1(x)dx <
1
2
(d− c)h1(c),
which is equivalent to∫ d
c
h(x)dx− (d− c)h(ξ) < 1
2
(d− c)(h(c)− h(ξ))
and
0 =
∫ d
c
h(x)dx <
1
2
(d− c)(h(c)+ h(ξ)).
Thus h(c) > −h(ξ)which gives (4) and Lemma 1 is proved.
2. The Bernoulli functions
Let F1(k)(x) be the anti-derivative of the function F0(x) in the interval [xk−1, xk] such that∫ xk
xk−1
F1(k)(x)dx = 0. (5)
To compute F1(k)(x), we can subtract from an anti-derivative of F0 its mean value in the interval [xk−1, xk]. Therefore F1(k)(x)
can be written in the following form
F1(k)(x) =
∫ x
xk−1
F0(t)dt − 1xk − xk−1
∫ xk
xk−1
dt
∫ t
xk−1
F0(u)du
=
∫ x
xk−1
F0(t)dt − 1xk − xk−1
∫ xk
xk−1
(xk − t)F0(t)dt. (6)
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At endpoints of the interval [xk−1, xk], F1(k)(x) takes the values
F1(k)(xk−1) = − 1xk − xk−1
∫ xk
xk−1
(xk − t)F0(t)dt (7)
F1(k)(xk) =
∫ xk
xk−1
F0(t)dt − 1xk − xk−1
∫ xk
xk−1
(xk − t)F0(t)dt
= 1
xk − xk−1
∫ xk
xk−1
(t − xk−1)F0(t)dt. (8)
In a similar way, we define, in the interval [xk−1, xk], the function F2(k)(x) such that
F ′2(k)(x) = F1(k)(x) and
∫ xk
xk−1
F2(k)(x)dx = 0. (9)
Using definition (9) we get
F2(k)(x) =
∫ x
xk−1
F1(k)(t)dt − 1xk − xk−1
∫ xk
xk−1
(xk − t)F1(k)(t)dt
=
∫ x
xk−1
(x− t)F0(t)dt − x− xk−1xk − xk−1
∫ xk
xk−1
(xk − t)F0(t)dt
− 1
xk − xk−1
∫ xk
xk−1
(xk − t)
∫ t
xk−1
F0(u)du dt + 12
∫ xk
xk−1
(xk − t)F0(t)dt
=
∫ x
xk−1
(x− t)F0(t)dt − x− xk−1xk − xk−1
∫ xk
xk−1
(xk − t)F0(t)dt − 12(xk − xk−1)
∫ xk
xk−1
(xk − t)2F0(t)dt
+ 1
2
∫ xk
xk−1
(xk − t)F0(t)dt
=
∫ x
xk−1
(x− t)F0(t)dt − 12(xk − xk−1)
∫ xk
xk−1
(xk − t)(2x− xk−1 − t)F0(t)dt. (10)
By (10), the function F2(k)(x) takes equal values at endpoints of the interval [xk−1, xk]
F2(k)(xk) = F2(k)(xk−1) = 12(xk − xk−1)
∫ xk
xk−1
(xk − t)(t − xk−1)F0(t)dt. (11)
Remark 1. The function F1(k)(x) and F2(k)(x) are, respectively, the first and second Bernoulli function, associated with the
function F0(x) in the interval [xk−1, xk], defined in [9] (see the paper for further properties of the Bernoulli functions). We
gave the above direct calculation for convenience of the reader. By the same way, up to a constant factor, in the interval
[0, 1] and for F0(x) = 1, there are defined the common Bernoulli polynomials.
3. Estimation of the integral
Let us consider the integral∫ b
a
F0(x)g(x)dx (12)
where g(x) is twice continuously differentiable in the interval [a, b]. Let points a = x0 < x1 < x2 < · · · < xn = b divide
the interval into n subintervals.
Integrating twice by parts, in the interval [xk−1, xk], we have∫ xk
xk−1
F0(x)g(x)dx = F1(k)(x)g(x) |xkxk−1 −
∫ xk
xk−1
F1(k)(x)g ′(x)dx
= F1(k)(x)g(x) |xkxk−1 −F2(k)(x)g ′(x) |xkxk−1 +
∫ xk
xk−1
F2(k)(x)g ′′(x)dx. (13)
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Using equality F2(k)(xk) = F2(k)(xk−1) and summing up (13) over k = 1, 2, . . . , n, we get∫ b
a
F0(x)g(x)dx = F1(n)(b)g(b)− F1(1)(a)g(a)+
n−1∑
k=1
(F1(k)(xk)
− F1(k+1)(xk))g(xk)−
n∑
k=1
F2(k)(xk)(g ′(xk)− g ′(xk−1))+
n∑
k=1
∫ xk
xk−1
F2(k)(x)g ′′(x)dx. (14)
Formula (14) is a particular case of the generalization of the Euler–Maclaurin summation formula considered in [9].
Theorem 1. Suppose that F0(x) is a continuous and positive function in an interval [a, b] and x0, x1, . . . , xn is a partition of the
interval which fulfills condition (1). Then, estimating integral (12) by the expression
F1(n)(b)g(b)− F1(1)(a)g(a)+
n−1∑
k=1
(F1(k)(xk)− F1(k+1)(xk))g(xk) (15)
we get the error of order O(1/n2).
Proof. Let us denotemaxa≤x≤b |g ′′(x)| = S andmaxa≤x≤b F0(x) = M . Observe, first, that for any k = 1, 2, . . . , n the function
F2(k) fulfills in the interval [xk−1, xk] all assumptions of Lemma 1. Therefore∣∣∣∣∣
∫ xk
xk−1
F2(k)(x)g ′′(x)dx
∣∣∣∣∣ ≤ F2(k)(xk)
∫ xk
xk−1
|g ′′(x)|dx
≤ F2(k)(xk)(xk − xk−1) max
xk−1≤x≤xk
|g ′′(x)|. (16)
By (11) we have
F2(k)(xk) ≤ max
xk−1≤x≤xk
(F0(x))
1
2(xk − xk−1)
∫ xk
xk−1
(xk − x)(x− xk−1)dx
= 1
12
(xk − xk−1)2 max
xk−1≤x≤xk
(F0(x)) ≤ M12 (xk − xk−1)
2. (17)
Therefore, (16), (17) yield∣∣∣∣∣ n∑
k=1
∫ xk
xk−1
F2(k)(x)g ′′(x)dx
∣∣∣∣∣ ≤ MS12
n∑
k=1
(xk − xk−1)3 ≤ MSc
3
12n2
. (18)
Moreover by (17) we get∣∣∣∣∣ n∑
k=1
F2(k)(xk)(g ′(xk)− g ′(xk−1))
∣∣∣∣∣ ≤ n∑
k=1
F2(k)(xk)|g ′(xk)− g ′(xk−1)|
≤ MS
12
n∑
k=1
(xk − xk−1)3 ≤ MSc
3
12n2
. (19)
From (18) and (19), it follows that the sum of all terms, except (15), on the right hand side of (14) is of order O(1/n2). Thus
Theorem 1 is proved.
4. A particular case and numerical examples
In case of partition of the interval [a, b] into n subintervals with equal values of the integral of the weight function F0(x)
(i.e. when condition (2) is satisfied and moreover if
∫ b
a F0(t)dt = 1) our quadrature (15) coincides with the quadrature
introduced in [10], (p. 221, quadrature denoted by TQnf ). To see this, let us assume that we have chosen points of partition
of interval [a, b], a = x0 < x1 < x2 < · · · < xn = b in order to
∫ xk
xk−1 F0(t)dt = 1/n for any k = 1, 2, . . . , n. Then, from (7)
and (8), we get
F1(k)(xk−1) = − xkn(xk − xk−1) +
1
xk − xk−1
∫ xk
xk−1
tF0(t)dt (20)
F1(k)(xk) = 1xk − xk−1
∫ xk
xk−1
tF0(t)dt − xk−1n(xk − xk−1) . (21)
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By putting (20) and (21) into (15) we arrive at
F1(n)(b)g(b)− F1(1)(a)g(a)+
n−1∑
k=1
(F1(k)(xk)− F1(k+1)(xk))g(xk)
=
n∑
k=1
[F1(k)(xk)g(xk)− F1(k)(xk−1)g(xk−1)] = 1n
n∑
k=1
1
xk − xk−1
×
[(
n
∫ xk
xk−1
tF0(t)dt − xk−1
)
g(xk)+
(
xk − n
∫ xk
xk−1
tF0(t)dt
)
g(xk−1)
]
,
which is the mentioned above quadrature of Santos-León. He uses it for numerical computation of integrals affected by
singularities near of the interval of integration. The conventional trapezoidal rule is not appropriate in computing such
integrals.
However, even if the conventional trapezoidal rule seems to be an appropriate method to numerically compute an
integral then, at least in some cases, quadrature (15) may give lower values of the error.
Ex. 1.We have computed the integral∫ 2
0.1
cos x
x
dx
by three methods:
1. using quadrature (15) with F0(x) = 1/x and g(x) = cos xwith nodes satisfying condition (2) (i.e., up to a constant factor,
it is the Santos-León quadrature),
2. as in 1 but with equally spaced nodes,
3. using conventional trapezoidal rule.
In methods 1 and 2 we used formulas (7) and (8), which in this case take the form
F1(k)(xk−1) = 1− xkxk − xk−1 log
xk
xk−1
,
F1(k)(xk) = 1− xk−1xk − xk−1 log
xk
xk−1
.
The points of partition of an interval [a, b], (0 < a < b) for which condition (2) is satisfied (for F0(x) = 1/x) are as follows
x0 = a, x1 = aq, x2 = aq2, . . . , xn = aqn where q = n
√
b/a. (22)
In method 1 we put here a = 0.1 and b = 2.
The table below lists the absolute errors achieved for each of methods 1–3 (where by d-nwe denote 10−n).
n 1 4 16 64 256 1024 4096
1 0.358 0.229d−01 0.118d−02 0.726d−04 0.453d−05 0.283d−06 0.177d−07
2 0.358 0.368d−01 0.250d−02 0.1578d−03 0.987d−05 0.617d−06 0.385d−07
3 −7.104 −1.095 −0.106 −0.729d−02 −0.459d−03 −0.287d−04 −0.179d−05
Method 2, for large n, gives the error only about twice larger than the method 1. The nodes in method 3 are the same as
in method 2 but the error is nearly fifty times larger.
Ex. 2. The integral∫ 2
0.1
e2x
x
dx
has been computed by the following four methods:
1. using quadrature (15) with F0(x) = 1/x and g(x) = e2x with nodes satisfying condition (2) (i.e., up to a constant factor,
it is the Santos-León quadrature),
2. as in 1 but with equally spaced nodes,
3. using quadrature (15), with equally spaced nodes, separately in two intervals [0.1, 1] (F0(x) = 1/x, g(x) = e2x) and [1, 2]
(F0(x) = e2x, g(x) = 1/x), so the badly behaved part is incorporated into weight function. In the second interval [1, 2]
by (7) and (8) we have
F1(k)(xk−1) = 12 e
2xk−1 − 1
4(xk − xk−1) (e
2xk − e2xk−1),
F1(k)(xk) = 12 e
2xk − 1
4(xk − xk−1) (e
2xk − e2xk−1).
4. using conventional trapezoidal rule.
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The absolute errors are listed in the table below (d-n denotes 10−n).
n 1 4 16 64 256 1024 4096
1 −28.16 −5.917 −0.471 −0.300d−01 −0.188d−02 −0.117d−03 −0.734d−05
2 −28.16 −1.540 −0.961d−01 −0.600d−02 −0.375d−03 −0.234d−04 −0.146d−05
3 −0.660 −0.408d−01 −0.255d−02 −0.159d−03 −0.962d−05 −0.622d−06
4 −17.08 −1.811 −0.151 −0.101d−01 −0.636d−03 −0.397d−04 −0.248d−05
The differences in the figures are less than in the previous example. It is seen, however, that the suitable choice of the
function, which is responsible for rapid changes of the integrand, gives a profit (method 3).
Ex. 3.We have computed the integral
1
1000
∫ 3
0
ex
2
dx
by three methods:
1. using quadrature (15) with F0(x) = e3x and g(x) = ex2−3x with nodes satisfying condition (2) (i.e., up to a constant factor,
it is the Santos-León quadrature). Similarly, as in the previous example, the function F1(k)(x) takes in the endpoints of the
interval [xk−1, xk] the following values:
F1(k)(xk−1) = 13 e
3xk−1 − 1
9(xk − xk−1) (e
3xk − e3xk−1),
F1(k)(xk) = 13 e
3xk − 1
9(xk − xk−1) (e
3xk − e3xk−1).
The same formulas are used in method 2,
2. as in 1 but with equally spaced nodes,
3. using conventional trapezoidal rule.
The absolute errors achieved for each of methods 1–3 are listed below (d-n denotes 10−n).
n 1 4 16 64 256 1024 4096
1 −1.256 −0.152 −0.285d−01 −0.681d−02 −0.166d−02 −0.337d−03 −0.444d−04
2 −1.256 −0.373 −0.365d−01 −0.237d−02 −0.148d−03 −0.930d−05 −0.581d−06
3 −10.71 −1.721 −0.139 −0.888d−02 −0.256d−03 −0.347d−04 −0.217d−05
Method 2 (quadrature (15) with equally spaced nodes) gives, here, better results than the Santos-León quadrature.
Ex. 4 In the case of the integral∫ 10
0.01
sin
1
x
dx
we used three methods:
1. quadrature (15) with F0(x) = 1 and g(x) = sin(1/x)with nodes satisfying condition
xk = 11/b+ k(1/a− 1/b)/n
where k = 0, 1, 2, . . . , n, a = 0.01, b = 10. The points {xk} form the preimage of an arithmetic progression for the
function 1/x. It is easy to check that the partition fulfills condition (1),
2. method 1 with nodes satisfying condition (22), a = 0.01, b = 10,
3. the conventional trapezoidal rule.
The table below lists absolute errors achieved for each of methods 1–3 (d-n denotes 10−n).
n 1 4 16 64 256 1024 4096
1 4.756 2.522 1.939 −2.495 −0.714 −0.688d−01 0.463d−02
2 4.756 −0.102 −0.140d−01 −0.589d−02 −0.208d−03 −0.125d−04 −0.785d−06
3 4.756 1.436 0.158d−02 0.229d−01 −0.954d−02 −0.157d−01 −0.105d−03
We see that the conventional trapezoidal rule is very unstable. Method 1 is more stable but the convergence is slow. The
best way to compute this integral is method 2, with nodes forming a geometric progression.
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5. Conclusions
The usual trapezoidal rule (which is a special case of Theorem 1, for F0(x) = 1 and the partition into equal subintervals)
handles the integrand as a whole. Considering the integrand as a product of two factors – F0(x) and g(x) – we are guided by
two reasons. Firstly, if the integrand is continuous but non-differentiable then, at least in some cases, one can represent it as
a product of two factors, which satisfy our initial assumptions. Using Theorem 1 and approximating the value of the integral
(12) by (15) we are able to estimate the error. We see that, assuming only continuity and positivity of F0(x), the error is of
the same order as for the conventional trapezoidal rule.
Secondly, even if the integrand is twice continuously differentiable, then one can try to distinguish in it a positive factor
(F0(x)), which is responsible for rapid changes of the integrand, while the other factor (g(x)) is more stable.
Let us try to discuss some further applications of formula (14) and its generalizations.
Berrut [11] uses the Euler–Maclaurin in a circular representation to estimate the definite integral of a piecewise smooth
function with jumps at several points. He gave examples when some extra jumps even lead to a smaller error of the
estimation.
Formula (14), with the assumptions made on functions F0(x) and g(x), cannot be used directly to cases of the discontinuous
integrand. The only reason for the adoption of these assumptionswas to obtain a small error, of orderO(1/n2), in Theorem 1.
However the generalization of the Euler–Maclaurin formula (14) holds in case of the Lebesgue integrable function F0(x)
(see [9] where the further generalization of the Euler–Maclaurin formula, for arbitrary order, is given). In case of the
integrand with several jumps, one might try to represent it as the product (or a sum of such products) of a discontinuous
function F0(x) (e.g. the step function) and a more regular function g(x) and then apply the generalized Euler–Maclaurin
formula (choosing subintervals properly, in order to obtain a possible small error).
Ye [12] describes an approach for the evaluation of nearly singular or singular integrals. His method first utilizes a
degenerate mapping to reduce the singularity and then employs a variable transformation for further smoothing of the
integrand. The generalized Euler–Maclaurin formula can be used for evaluating singular integrals. We have successfully
applied it in [9] to compute the Fermi–Dirac integrals which are singular for some values of their parameters. We feel that
the method could be used to estimate one-dimensional integrals considered in [12].
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