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DISTRIBUTIVE ARONSZAJN TREES
ARI MEIR BRODSKY AND ASSAF RINOT
Abstract. Ben-David and Shelah proved that if 𝜆 is a singular strong-limit cardinal and 2𝜆 = 𝜆+,
then *𝜆 entails the existence of a normal 𝜆-distributive 𝜆+-Aronszajn tree. Here, it is proved that the
same conclusion remains valid after replacing the hypothesis *𝜆 by (𝜆+, <𝜆).
As (𝜆+, <𝜆) does not impose a bound on the order-type of the witnessing clubs, our construction is
necessarily different from that of Ben-David and Shelah, and instead uses walks on ordinals augmented
with club guessing.
A major component of this work is the study of postprocessing functions and their effect on square
sequences. A byproduct of this study is the finding that for 𝜅 regular uncountable, (𝜅) entails the
existence of a partition of 𝜅 into 𝜅 many fat sets. When contrasted with a classic model of Magidor,
this shows that it is equiconsistent with the existence of a weakly compact cardinal that 𝜔2 cannot be
split into two fat sets.
Introduction
Two central themes in Combinatorial Set Theory are uncountable trees and square principles. A poset
(𝑇,<𝑇 ) is a tree if the downward cone 𝑥↓ := {𝑦 ∈ 𝑇 | 𝑦 <𝑇 𝑥} of every node 𝑥 ∈ 𝑇 is well-ordered.
For any ordinal 𝛼, we write 𝑇𝛼 := {𝑥 ∈ 𝑇 | otp(𝑥↓, <𝑇 ) = 𝛼} for the 𝛼𝑡ℎ level of the tree (𝑇,<𝑇 ).
For a regular uncountable cardinal 𝜅, the tree (𝑇,<𝑇 ) is said to be a 𝜅-tree, provided that |𝑇𝛼| < 𝜅
for all ordinals 𝛼, and {𝛼 | 𝑇𝛼 ̸= ∅} = 𝜅. A 𝜅-tree (𝑇,<𝑇 ) is said to be normal if for all 𝑥 ∈ 𝑇 , {𝛼 |
𝑥 is compatible with some node from 𝑇𝛼} = 𝜅. A 𝜅-Aronszajn tree is a 𝜅-tree having no chains of size
𝜅. A 𝜅-Souslin tree is a 𝜅-Aronszajn tree having no antichains of size 𝜅.
A 𝜆+-tree is said to be special if it may be covered by 𝜆 many antichains. A normal 𝜆+-Aronszajn
tree is said to be 𝜆-distributive if every intersection of 𝜆 many dense open subsets of the tree is dense.1
It is not hard to see that for any infinite cardinal 𝜆, and any normal 𝜆+-Aronszajn tree 𝒯 = (𝑇,<𝑇 ):2
𝒯 is 𝜆+-Souslin =⇒ 𝒯 is 𝜆-distributive =⇒ 𝒯 is not special.
Three folklore conjectures in the study of 𝜆+-trees read as follows:
Conjecture 1. Assume GCH, and that 𝜆 is some regular uncountable cardinal.
Then there exists a 𝜆+-Souslin tree.
Conjecture 2. Assume GCH, and that 𝜆 is some singular cardinal.
If there exists a special 𝜆+-Aronszajn tree, then there exists a 𝜆+-Souslin tree.
Conjecture 3. Assume GCH, and that 𝜆 is some singular cardinal.
If there exists a 𝜆+-Aronszajn tree, then there exists a normal 𝜆-distributive 𝜆+-Aronszajn tree.
We shall come back to these conjectures soon. Now, let us touch upon square principles via a concrete
example:
Definition. 𝜉(𝜅,<𝜇) asserts the existence of a sequence ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ such that for all limit 𝛼 < 𝜅:
∙ 𝒞𝛼 is a nonempty collection of clubs in 𝛼, each of order-type ≤ 𝜉;
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1Here, dense and open are in the forcing sense under the (reverse) order of the tree. That is, 𝐷 ⊆ 𝑇 is dense if
𝑇 =
⋃︀
𝑥∈𝐷 𝑥↓ and open if 𝑥
↑ ⊆ 𝐷 for every 𝑥 ∈ 𝐷. In particular, the tree is 𝜆-distributive iff forcing with it does not add
a new function 𝑓 : 𝜆→ 𝑉 .
2Note that any 𝜅-Souslin tree admits a normal 𝜅-Souslin subtree (see, e.g., [BR17c, Lemma 2.4]).
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∙ |𝒞𝛼| < 𝜇;
∙ each 𝐶 ∈ 𝒞𝛼 satisfies 𝐶 ∩ ?¯? ∈ 𝒞?¯? for every accumulation point ?¯? of 𝐶;
∙ there exists no club 𝐶 in 𝜅 such that 𝐶 ∩ ?¯? ∈ 𝒞?¯? for every accumulation point ?¯? of 𝐶.
It is clear that both Aronszajn trees and square sequences are instances of incompactness, but there
is a deeper connection between the two. To exemplify:
Fact 1. For every infinite cardinal 𝜆:3
(1) (Jensen, [Jen72]) 𝜆(𝜆+, <𝜆+) holds iff there exists a special 𝜆+-Aronszajn tree;
(2) (Ben-David and Shelah, [BS86]) If 𝜆 is a singular strong-limit cardinal and 2𝜆 = 𝜆+, then
𝜆(𝜆+, <𝜆+) entails the existence of a normal 𝜆-distributive 𝜆+-Aronszajn tree.
For every regular uncountable cardinal 𝜅:
(3) (Todorcevic, [Tod87]) (𝜅,<𝜅) holds iff there exists a 𝜅-Aronszajn tree;
(4) (Ko¨nig, [Ko¨n03]) If (𝜅,<2) holds, then there exists a uniformly coherent 𝜅-Aronszajn tree.4
Coming back to the above-mentioned conjectures, as the reader probably expects, the best known
results toward these conjectures are formulated in the language of square principles.
As for Conjecture 1, the best known result may be found in [Rin17]. That paper deals with 𝜆+-Souslin
trees for arbitrary uncountable cardinals 𝜆; however, for 𝜆 regular, the arguments of that paper generalize
to show the following.5
Fact 2 (implicit in [Rin17]). Assume GCH, and that 𝜆 is some regular uncountable cardinal.
If (𝜆+, <𝜆) holds, then there exists a 𝜆+-Souslin tree.
Note that this is just one step away from verifying Conjecture 1, since (𝜆+, <𝜆+) for regular 𝜆 is
already a consequence of GCH.
The best known results toward Conjecture 2 are as follows.
Fact 3. Assume GCH, and that 𝜆 is some singular cardinal.
Then there exists a free 𝜆+-Souslin tree, in any of the following cases:
∙ ([BR17b]) There are a special 𝜆+-Aronszajn tree and a non-reflecting stationary subset of 𝐸𝜆+̸=cf(𝜆).
∙ ([BR18b]) 𝑉 = 𝑊Q, where 𝑊 is an inner model of ZFC + GCH in which 𝜆 is inaccessible, and
Q is some 𝜆+-cc notion of forcing of size 𝜆+.
In this paper, we deal with Conjecture 3. Our result is again just one step away from verifying it. It
is proved:
Theorem A. Assume GCH, and that 𝜆 is some singular cardinal.
If either (𝜆+, <𝜆) or 𝜆(𝜆+, <𝜆+) holds, then there exists a normal 𝜆-distributive 𝜆+-Aronszajn
tree.
Attempting to construct a normal 𝜆-distributive 𝜆+-Aronszajn tree raises the following interesting
question: How many different constructions of Aronszajn trees are there? More specifically, when con-
structing a 𝜆+-tree, what strategies are available for ensuring that the tree construction can be continued
all the way up to height 𝜆+ while preventing the birth of a chain of size 𝜆+?
Curiously enough, virtually all standard constructions of 𝜆+-Aronszajn trees are steered towards
getting either a special 𝜆+-tree or a 𝜆+-Souslin tree. The point is that in each of these extreme cases,
there is an abstract combinatorial fact that secures the non-existence of a chain of size 𝜆+. However,
normal special 𝜆+-trees are not 𝜆-distributive, and Souslin trees seem too good to be derived in our
desired scenarios.
Now, let us examine the two cases covered by Theorem A. The second case has already been established
by Ben-David and Shelah in [BS86],6 and their proof builds crucially on the fact that for every singular
cardinal 𝜆, if 𝜆(𝜆+, <𝜆+) holds, then it may be witnessed by a sequence ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩ in which each
3Note that 𝜆(𝜆+, <𝜆+) is better known as *𝜆, and that 𝜉(𝜅,<𝜇) with 𝜉 = 𝜅 and 𝜇 = 2 is better known as (𝜅).
For notational simplicity, we shall hereafter omit the subscript 𝜉 whenever 𝜉 = 𝜅.
4For the definition of uniformly coherent, see [Ko¨n03, S3.1].
5The details will appear in [Rin18].
6However, we prove it from a weaker arithmetic hypothesis — see the remark before Corollary 3.9.
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𝐶 ∈ ⋃︀𝛼<𝜆+ 𝒞𝛼 has order-type strictly smaller than 𝜆. Indeed, the latter is the key to constructing a
𝜆-splitting tree all the way up to 𝜆+ while preventing the birth of a chain of size 𝜆+.
To tackle the first case of Theorem A, where the clubs witnessing (𝜆+, <𝜆) have unrestricted order-
type, one has to find a fundamentally different way to prevent the outcome tree from admitting a chain
of size 𝜆+. Eventually, we ended up constructing the sought normal 𝜆-distributive 𝜆+-Aronszajn tree
using the method of walks on ordinals, as a tree of the form 𝒯 (𝜌?⃗?0 ), and we have used club guessing to
ensure the non-existence of a chain of size 𝜆+. To the best of our knowledge, this is the first time that
club guessing plays a role in constructions of walks-on-ordinals trees.
Motivated by this finding, we decided to look for a walks-on-ordinals proof of the following consequence
of Fact 1, Clauses (1) and (2).
Corollary 4 ([Jen72]+[BS86]). Suppose that 𝜆 is a singular strong-limit cardinal and 2𝜆 = 𝜆+.
If there exists a special 𝜆+-Aronszajn tree, then there exists a nonspecial 𝜆+-Aronszajn tree.
𝜆(𝜆+, <𝜆+)𝜆+-special 𝜆+-nonspecial
The point is that Clause (1) of that fact does have a canonical proof using walks on ordinals:
Fact 5 (Todorcevic, [Tod87]). For every infinite cardinal 𝜆, the following are equivalent:
∙ 𝜆(𝜆+, <𝜆+) holds;
∙ There exists a sequence ?⃗? for which 𝒯 (𝜌?⃗?0 ) is a special 𝜆+-Aronszajn tree.
In this paper, we indeed obtain a canonical version of Corollary 4:
Theorem B. For every singular cardinal 𝜆, if 2𝜆 = 𝜆+, then the following are equivalent:7
∙ 𝜆(𝜆+, <𝜆+) holds;
∙ There exists a special 𝜆+-Aronszajn tree;
∙ There exists a special 𝜆+-Aronszajn tree whose projection is a nonspecial 𝜆+-Aronszajn tree;
∙ There exists a sequence ?⃗? for which 𝒯 (𝜌?⃗?0 ) is a special 𝜆+-Aronszajn tree, and its projection,
𝒯 (𝜌?⃗?1 ), is a nonspecial 𝜆+-Aronszajn tree which is normal but not 𝜆-distributive.
𝒯 (𝜌0) is special𝜆(𝜆+, <𝜆+) 𝒯 (𝜌1) isnonspecial
projection
We also obtain the following analog of Fact 1, Clause (4):8
Theorem C. Suppose that 𝜆 is a strong-limit singular cardinal and 2𝜆 = 𝜆+.
If (𝜆+, <2) holds, then there exists a uniformly coherent 𝜆+-Souslin tree.
Conventions. Throughout the whole paper, 𝜅 stands for an arbitrary regular uncountable cardinal, 𝜇
is some (possibly finite) cardinal ≤ 𝜅, 𝜒 is some infinite regular cardinal < 𝜅, and 𝜉 is some ordinal ≤ 𝜅.
Notation. For infinite cardinals 𝜃 ≤ 𝜆, denote 𝐸𝜆𝜃 := {𝛼 < 𝜆 | cf(𝛼) = 𝜃}, and define 𝐸𝜆̸=𝜃, 𝐸𝜆<𝜃, 𝐸𝜆>𝜃,
and 𝐸𝜆≥𝜃 in a similar fashion. Write [𝜆]
𝜃 for the collection of all subsets of 𝜆 of cardinality 𝜃, and define
[𝜆]<𝜃 similarly. Write CH𝜆 for the assertion that 2
𝜆 = 𝜆+.
Suppose that 𝐶 and 𝐷 are sets of ordinals. Write acc(𝐶) := {𝛼 ∈ 𝐶 | sup(𝐶 ∩ 𝛼) = 𝛼 > 0},
nacc(𝐶) := 𝐶 ∖ acc(𝐶), acc+(𝐶) := {𝛼 < sup(𝐶) | sup(𝐶 ∩ 𝛼) = 𝛼 > 0}, and cl(𝐶) := 𝐶 ∪ acc+(𝐶).
For any 𝑗 < otp(𝐶), denote by 𝐶(𝑗) the unique element 𝛿 ∈ 𝐶 for which otp(𝐶 ∩ 𝛿) = 𝑗. Write 𝐷 ⊑ 𝐶
iff there exists some ordinal 𝛽 such that 𝐷 = 𝐶 ∩ 𝛽. Write 𝐷 ⊑𝜒 𝐶 if either 𝐷 ⊑ 𝐶 or (otp(𝐶) < 𝜒
and nacc(𝐶) consists only of successor ordinals). Write 𝐶 =* 𝐷 iff either 𝐶 = 𝐷 or for some ordinal 𝛽,
{𝐶 ∖ 𝛽,𝐷 ∖ 𝛽} is a singleton distinct from {∅}. Let Reg(𝜅) denote the set of all infinite regular cardinals
below 𝜅, and let 𝒦(𝜅) := {𝑥 ∈ 𝒫(𝜅) | 𝑥 ̸= ∅ & acc+(𝑥) ⊆ 𝑥 & sup(𝑥) /∈ 𝑥} denote the collection of all
nonempty 𝑥 ⊆ 𝜅 such that 𝑥 is a club subset of sup(𝑥).
7Note that 𝜆 is not assumed to be a strong-limit.
8Compare this, also, with Theorem 1.4 of [BR17c].
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Organization of this paper. In Section 1, we introduce the notions of 𝒞-sequences, 𝐶-sequences,
amenable 𝐶-sequences, and postprocessing functions. The 𝒞-sequences are just abstract versions of
square sequences, and 𝐶-sequences are typically transversals for the former. It is proved that transversals
for 𝜉(𝜅,<𝜇)-sequences are moreover amenable, provided that min{𝜉, 𝜇} < 𝜅.
The collection of postprocessing functions forms a monoid that acts on the class of square sequences.
This means that these functions allow us to move from an arbitrary witness to 𝜉(𝜅,<𝜇) to some better
witness with additional properties. For instance, the proof of Theorem C (which is given in a later
section) involves applying a dozen different postprocessing functions in order to obtain a witness good
enough for the purpose of constructing a uniformly coherent Souslin tree.
We believe that the above-mentioned concepts capture fundamental properties of the combinatorics of
a given cardinal 𝜅. To practice these concepts in a simpler context, we decided to focus the first section
on a combinatorial problem of independent interest. Recall that a subset 𝐹 of (a regular uncountable
cardinal) 𝜅 is said to be fat if any of the two equivalent conditions hold:9
∙ for every club 𝐷 ⊆ 𝜅 and every 𝛼 < 𝜅, there is an increasing and continuous map 𝜋 : 𝛼→ 𝐹 ∩𝐷;
∙ for every club 𝐷 ⊆ 𝜅 and every 𝜃 ∈ Reg(𝜅), 𝐹 ∩𝐷 contains a closed copy of 𝜃 + 1.
Clearly, every fat set is stationary. In [Fri74], Friedman proved that a subset of 𝜔1 is fat iff it is
stationary. In particular, 𝜔1 may be partitioned into 𝜔1 many fat sets. Some 40 years ago (see [FK78,
Remark 12]), Shelah noticed that in Magidor’s model that appeared in [Mag82, S2] and assumes the
consistency of a weakly compact cardinal, 𝜔2 cannot be partitioned into two fat sets. In the first section,
amenable 𝐶-sequences and postprocessing functions are used to establish the following.
Theorem D. If (𝜅,<2) holds, then every fat subset of 𝜅 may be partitioned into 𝜅 many fat sets.
In particular, the failure to partition 𝜔2 into two fat sets is equiconsistent with the existence of a
weakly compact cardinal.
Additional byproducts of this study are an answer to Question 3 from [Rin10], and a generalization
of Theorem 2 from [Sta13].
In Section 2, we prove the first case of Theorem A (see Corollary 2.24). As said before, the witnessing
tree is of the form 𝒯 (𝜌?⃗?0 ) for a carefully crafted 𝐶-sequence ?⃗?. To obtain ?⃗?, we establish a mixing lemma
for postprocessing functions, a postprocessing-function version of a result from [Rin17], and a wide-club-
guessing lemma for (𝜅,<𝜇)-sequences (thus, answering Question 16 from [Rin11] in the affirmative).
In Section 3, we prove that the strong-limit hypothesis in Fact 1(2) is surplus. Of course, this verifies
the second case of Theorem A (see Corollary 3.9). More importantly, some of the results leading to it
will pave the way for proving Theorem C.
In Section 4, we prove Theorem C (see Corollary 4.23). Remarkably enough, its proof requires almost
all the machinery developed in Sections 1, 2, and 3.
Finally, Section 5 is a short section, in which we prove Theorem B (see Corollary 5.5).
It is worth mentioning that a recurring technical ingredient involved in each of the proofs of Theorems
A, B, and C has to do with the study of non-accumulation points of the clubs appearing in a transversal
for a square sequence. In Section 3, the following result is established:
Theorem 1. For any uncountable cardinal 𝜆, CH𝜆 entails that the following are equivalent:
(1) 𝜆(𝜆+, <𝜆+);
(2) There exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
∙ otp(𝐶𝛼) < 𝜆 for all 𝛼 ∈ 𝐸𝜆+<𝜆;
∙ |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+}| ≤ 𝜆 for all 𝛿 < 𝜆+;
∙ for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆⟩ of cofinal subsets of 𝜆+, for every 𝜃 ∈ Reg(𝜆), the following
set is stationary:
{𝛼 < 𝜆+ | otp(𝐶𝛼) = 𝜃 & ∀𝑖 < 𝜃[𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
In Section 5, the following result is established:
Theorem 2. For any singular cardinal 𝜆, CH𝜆 entails that the following are equivalent:
9See [AS83, Lemma 1.2].
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(1) 𝜆(𝜆+, <𝜆+);
(2) There exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
∙ otp(𝐶𝛼) ≤ 𝜆 for all 𝛼 < 𝜆+;
∙ |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+}| ≤ 𝜆 for all 𝛿 < 𝜆+;
∙ for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆⟩ of cofinal subsets of 𝜆+, the following set is stationary:
{𝛼 < 𝜆+ | otp(𝐶𝛼) = 𝜆 & ∀𝑖 < 𝜆[𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
In Section 4, the following two results are established:
Theorem 3. The following are equivalent:
(1) ♢(𝜔1) holds;
(2) There exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜔1⟩ such that:
∙ |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜔1 & sup(𝐶𝛼 ∩ 𝛿) = 𝛿}| = 1 for all 𝛿 < 𝜔1;
∙ for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜔1⟩ of cofinal subsets of 𝜔1, the following set is stationary:
{𝛼 < 𝜔1 | otp(𝐶𝛼) = 𝛼 & ∀𝑖 < 𝛼[𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
Theorem 4. For any singular strong-limit cardinal 𝜆, CH𝜆 entails that the following are equivalent:
(1) (𝜆+, <2);
(2) There exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
∙ |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+ & sup(𝐶𝛼 ∩ 𝛿) = 𝛿}| = 1 for all 𝛿 < 𝜆+;
∙ for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆+⟩ of cofinal subsets of 𝜆+, the following set is stationary:
{𝛼 < 𝜆+ | ∀𝑖 < 𝛼[sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼]}.
In Section 2, the following result is established:
Theorem 5. For any uncountable strong-limit cardinal 𝜆, CH𝜆 entails that the following are equivalent:
(1) (𝜆+, <𝜆);
(2) There exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
∙ for every club 𝐷 ⊆ 𝜆+, there exists 𝛿 ∈ acc(𝐷) such that for all 𝛼 < 𝜆+ either sup(𝐶𝛼∩𝛿) <
𝛿 or sup(nacc(𝐶𝛼 ∩ 𝛿) ∩𝐷) = 𝛿;
∙ |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+ & sup(𝐶𝛼 ∩ 𝛿) = 𝛿}| < 𝜆 for all 𝛿 < 𝜆+;
∙ for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆⟩ of cofinal subsets of 𝜆+, for every 𝜃 ∈ Reg(𝜆), the following
set is stationary
{𝛼 < 𝜆+ | ∀𝑖 < 𝜃[sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼]}.
1. Partitioning a fat set
Definition 1.1. A 𝒞-sequence over 𝜅 is a sequence 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ such that, for all limit 𝛼 < 𝜅, 𝒞𝛼 is
a nonempty collection of club subsets of 𝛼. It is said to be 𝜉-bounded if otp(𝐶) ≤ 𝜉 for all 𝐶 ∈ 𝒞𝛼 and
𝛼 < 𝜅. Its support is defined to be the following set:
Γ(𝒞) := {𝛼 ∈ acc(𝜅) | ∀𝐶 ∈ 𝒞𝛼∀?¯? ∈ acc(𝐶)[𝐶 ∩ ?¯? ∈ 𝒞?¯?]}.
Definition 1.2. A 𝐶-sequence over Γ is a sequence ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ such that, for all limit ordinals
𝛼 ∈ Γ, 𝐶𝛼 is a club subset of 𝛼. It is said to be 𝜉-bounded if otp(𝐶𝛼) ≤ 𝜉 for all 𝛼 ∈ Γ.
A key concept of this paper is that of an amenable 𝐶-sequence, which is a strengthening of ⊗?⃗? of
[She94, p. 134].
Definition 1.3. A 𝐶-sequence ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ over a stationary subset Γ ⊆ 𝜅 is said to be amenable
if for every club 𝐷 ⊆ 𝜅, the set {𝛼 ∈ Γ | sup(𝐷 ∩ 𝛼 ∖ 𝐶𝛼) < 𝛼} is nonstationary in 𝜅.
Example 1.4. The simplest example of an amenable 𝐶-sequence is a 𝜆-bounded 𝐶-sequence over 𝜆+.
Indeed, since {𝛼 < 𝜅 | otp(𝐷∩𝛼) = 𝜔𝛼} is a club for any club 𝐷 ⊆ 𝜅, any 𝐶-sequence ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ over
a stationary subset Γ ⊆ 𝜅 for which {𝛼 ∈ Γ | otp(𝐶𝛼) = 𝛼} is nonstationary, is amenable.
Remark 1.5. If 𝑉 = 𝐿, then 𝜅 carries an amenable 𝐶-sequence iff 𝜅 is not ineffable. In general, every
stationary Γ ⊆ 𝜅 admits a stationary subset Γ′ ⊆ Γ that carries an amenable 𝐶-sequence.
Let us point out that the concept of Definition 1.3 is a relative of that of being a nontrivial 𝐶-sequence
in the sense of [Tod07, Definition 6.3.1].
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Proposition 1.6. Suppose that ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a 𝐶-sequence over a stationary subset Γ ⊆ 𝜅.
Then the following are equivalent:
(1) ?⃗? is amenable;
(2) for every cofinal 𝐴 ⊆ 𝜅, the set {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} is nonstationary.
Proof. (1) =⇒ (2): Let 𝐴 be an arbitrary cofinal subset of 𝜅. Let 𝐷 := 𝐴∪ acc+(𝐴) denote the closure
of 𝐴. Then 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼 ⇐⇒ 𝐷 ∩ 𝛼 ⊆ 𝐶𝛼 for all 𝛼 ∈ Γ, since 𝐶𝛼 is club in 𝛼, so that
{𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} = {𝛼 ∈ Γ | 𝐷 ∩ 𝛼 ⊆ 𝐶𝛼} ⊆ {𝛼 ∈ Γ | sup(𝐷 ∩ 𝛼 ∖ 𝐶𝛼) < 𝛼}.
Since ?⃗? is amenable, the right-hand side of the above inclusion is nonstationary, and then so is the
left-hand side.
¬(1) =⇒ ¬(2): Suppose that 𝐷 is a club in 𝜅 for which 𝑆 := {𝛼 ∈ Γ | sup(𝐷 ∩ 𝛼 ∖ 𝐶𝛼) < 𝛼} is
stationary. By Fodor’s lemma, pick 𝜀 < 𝜅 for which 𝑆𝜀 := {𝛼 ∈ Γ | sup(𝐷 ∩ 𝛼 ∖ 𝐶𝛼) = 𝜀} is stationary.
Then 𝐴 := 𝐷 ∖ (𝜀 + 1) is a cofinal subset of 𝜅 for which {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} covers the stationary set
𝑆𝜀. 
Lemma 1.7. Suppose that ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is an amenable 𝐶-sequence over a stationary subset Γ ⊆ 𝜅.
Then for every stationary Ω ⊆ Γ, there exists 𝑖 < 𝜅 such that Ω𝑖,𝜏 := {𝛽 ∈ Ω | otp(𝐶𝛽) > 𝑖 & 𝐶𝛽(𝑖) ≥ 𝜏}
is stationary for all 𝜏 < 𝜅.
Proof. We follow the proof of [Rin14a, Lemma 3.2]. Suppose not. Then we can fix a stationary Ω ⊆ Γ
and a function 𝑓 : 𝜅 → 𝜅 such that Ω𝑖,𝑓(𝑖) is nonstationary for all 𝑖 < 𝜅. For each 𝑖 < 𝜅, let 𝐷𝑖 be a
club subset of 𝜅 ∖ Ω𝑖,𝑓(𝑖). Then 𝐷 := {𝛿 ∈
a
𝑖<𝜅𝐷𝑖 | 𝑓 [𝛿] ⊆ 𝛿} is a club subset of 𝜅. Consider the set
𝑆 := {𝛽 ∈ Ω | otp(𝐶𝛽) = 𝛽}.
I Suppose 𝑆 is stationary. Then 𝐷 ∩ 𝑆 is a stationary subset of Γ. Thus, by amenability of ?⃗? and
Proposition 1.6(2), we may pick some 𝛽 ∈ 𝐷 ∩𝑆 and 𝛼 ∈ (𝐷 ∩ 𝛽) ∖𝐶𝛽 . As 𝛽 ∈ 𝑆 ∩
a
𝑖<𝜅𝐷𝑖, we get that
𝛽 ∈ 𝑆 ∖ Ω𝑖,𝑓(𝑖) for all 𝑖 < 𝛽. In particular, 𝐶𝛽(𝑖) < 𝑓(𝑖) for all 𝑖 < 𝛼. Since 𝛼 ∈ 𝐷, we have 𝑓 [𝛼] ⊆ 𝛼.
Altogether, 𝐶𝛽(𝑖) < 𝛼 for all 𝑖 < 𝛼. Since 𝛼 < 𝛽 = otp(𝐶𝛽) and the map 𝑖 ↦→ 𝐶𝛽(𝑖) is increasing and
continuous, we then get that 𝐶𝛽(𝛼) = 𝛼, contradicting the fact that 𝛼 /∈ 𝐶𝛽 .
I Suppose 𝑆 is nonstationary. Then there are stationarily many 𝛽 ∈ Ω such that otp(𝐶𝛽) < 𝛽, so
that by Fodor’s lemma, there exists some 𝜀 < 𝜅 such that 𝑇𝜀 := {𝛽 ∈ Ω ∩
a
𝑖<𝜅𝐷𝑖 | otp(𝐶𝛽) = 𝜀} is
stationary. Pick 𝛽 ∈ 𝑇𝜀 above sup(𝑓 [𝜀]). As otp(𝐶𝛽) = 𝜀 and 𝛽 ∈
a
𝑖<𝜅𝐷𝑖, we get that 𝛽 /∈ Ω𝑖,𝑓(𝑖) for
all 𝑖 < 𝜀, and hence 𝐶𝛽(𝑖) < 𝑓(𝑖) for all 𝑖 < 𝜀. So, 𝛽 = sup(𝐶𝛽) ≤ sup(𝑓 [𝜀]), contradicting the choice of
𝛽. 
Definition 1.8. A function Φ : 𝒦(𝜅) → 𝒦(𝜅) is a postprocessing function if for every 𝑥 ∈ 𝒦(𝜅):
∙ Φ(𝑥) is a club in sup(𝑥);
∙ acc(Φ(𝑥)) ⊆ acc(𝑥);
∙ Φ(𝑥) ∩ ?¯? = Φ(𝑥 ∩ ?¯?) for every ?¯? ∈ acc(Φ(𝑥)), meaning that the following diagram commutes:
𝑥
Φ //
∩?¯?

Φ(𝑥)
∩?¯?

𝑥 ∩ ?¯? Φ // Φ(𝑥) ∩ ?¯?
= Φ(𝑥 ∩ ?¯?)
Remark 1.9. By the first clause, otp(Φ(𝑥)) ≥ cf(sup(𝑥)), and by the second clause, otp(Φ(𝑥)) ≤ otp(𝑥).
In particular, if otp(𝑥) is a regular cardinal, then otp(Φ(𝑥)) = otp(𝑥).
We say that Φ is conservative provided that Φ(𝑥) ⊆ 𝑥 for all 𝑥 ∈ dom(Φ). We say that Φ is faithful
provided that (𝜔 ∖ {0}) /∈ Im(Φ). For any function 𝑓 , we say that Φ is 𝑓 -preserving provided that
𝑓(Φ(𝑥)) = 𝑓(𝑥) for all 𝑥 ∈ dom(Φ). For instance, if Φ is acc-preserving, then it is also otp-preserving.
Note that the composition Φ ∘ Φ′ of two (resp. 𝑓 -preserving, conservative) postprocessing functions Φ
and Φ′ is a (resp. 𝑓 -preserving, conservative) postprocessing function. Furthermore, if Φ is faithful, then
so is Φ ∘ Φ′.
Example 1.10. The simplest example of a postprocessing function is the identity function; it is conser-
vative, 𝑓 -preserving (for any 𝑓), but not faithful.
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Example 1.11. Define Φfaithful : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φfaithful(𝑥) :=
{︃
𝑥 ∖ {2}, if 𝑥(1) = 2;
𝑥, otherwise.
Then Φfaithful is a faithful, conservative, acc-preserving, min-preserving postprocessing function.
Example 1.12. For an ordinal 𝑗 < 𝜅, define Φ{𝑗} : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ{𝑗}(𝑥) :=
{︃
𝑥 ∖ 𝑥(𝑗), if otp(𝑥) > 𝑗;
𝑥, otherwise.
Then Φ{𝑗} is a conservative postprocessing function. It is min-preserving iff 𝑗 = 0, faithful iff 𝑗 ∈ 𝜔∖2,
and acc-preserving iff 𝑗 < 𝜔.
Example 1.13. For a given club 𝐷 ⊆ 𝜅, define Φ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ(𝑥) :=
{︃
𝑥 ∩𝐷, if sup(𝑥 ∩𝐷) = sup(𝑥);
𝑥 ∖ sup(𝑥 ∩𝐷), otherwise.
Then Φ is a conservative postprocessing function.
Lemma 1.14. Suppose that ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a 𝐶-sequence over a stationary subset Γ ⊆ acc(𝜅).
Then the following are equivalent:
(1) ?⃗? is amenable;
(2) for every postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), ⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ is amenable;
(3) for every conservative postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) and every club 𝐷 ⊆ 𝜅, the set
{𝛼 ∈ Γ | 𝐷 ∩ 𝛼 = Φ(𝐶𝛼)} is nonstationary.
Proof. ¬(2) =⇒ ¬(1): Suppose that Φ : 𝒦(𝜅) → 𝒦(𝜅) is a postprocessing function for which ⟨Φ(𝐶𝛼) |
𝛼 ∈ Γ⟩ is not amenable. By Proposition 1.6, let us fix a cofinal 𝐴 ⊆ 𝜅, for which the set 𝑆 := {𝛼 ∈ Γ |
𝐴 ∩ 𝛼 ⊆ Φ(𝐶𝛼)} is stationary. Consider the club 𝐷 := acc+(𝐴). For each 𝛼 ∈ 𝑆 ∖ {0}, we have
𝐷 ∩𝛼 ⊆ acc(Φ(𝐶𝛼)) ⊆ acc(𝐶𝛼), so that sup(𝐷 ∩𝛼 ∖𝐶𝛼) = 0 < 𝛼. That is ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is not amenable.
(2) =⇒ (3): This is an immediate consequence of Proposition 1.6.
¬(1) =⇒ ¬(3): Suppose that ?⃗? is not amenable. By Proposition 1.6, let us fix a cofinal 𝐴 ⊆ 𝜅,
for which the set 𝑆 := {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} is stationary. Consider the conservative postprocessing
function given by Example 1.13 for the club 𝐷 := acc+(𝐴). Put 𝑇 := 𝑆 ∩ acc(𝐷). For each 𝛼 ∈ 𝑇 , we
have 𝐷 ∩ 𝛼 ⊆ acc(𝐶𝛼) ⊆ 𝐶𝛼 and sup(𝐷 ∩ 𝛼) = 𝛼, so that 𝐷 ∩ 𝛼 = 𝐶𝛼 ∩ 𝐷 = Φ(𝐶𝛼). Consequently,
{𝛼 ∈ Γ | 𝐷 ∩ 𝛼 = Φ(𝐶𝛼)} covers the stationary set 𝑇 . 
We now arrive at the main lemma of this section:
Lemma 1.15. Suppose that ?⃗? = ⟨𝐶𝛿 | 𝛿 ∈ Γ⟩ is an amenable 𝐶-sequence over a stationary subset
Γ ⊆ acc(𝜅). Suppose that ⟨Ω𝜄 | 𝜄 < Λ⟩ is a sequence of stationary subsets of Γ, with Λ ≤ 𝜅.
Then there exist a conservative postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), a cofinal subset 𝐵 ⊆ Λ, and
an injection ℎ : 𝐵 → 𝜅 such that {𝛿 ∈ Ω𝜄 | min(Φ(𝐶𝛿)) = ℎ(𝜄)} is stationary for all 𝜄 ∈ 𝐵.
Proof. First, for all 𝑖 < 𝜅, define a regressive function 𝜙𝑖 : Γ → 𝜅 by stipulating:
𝜙𝑖(𝛿) :=
{︃
𝐶𝛿(𝑖), if otp(𝐶𝛿) > 𝑖;
0, otherwise.
Now, we consider a few cases.
Case 1. Suppose that Λ is a successor ordinal, say Λ = 𝜄 + 1. Let 𝐵 := {𝜄}, and define ℎ(𝜄) by
appealing to Fodor’s lemma with 𝜙0  Ω𝜄. That is, we define ℎ(𝜄) to ensure that {𝛿 ∈ Ω𝜄 | 𝐶𝛿(0) = ℎ(𝜄)}
is stationary. Then letting Φ be the identity function does the job.
Case 2. Suppose that Λ is a limit ordinal. By passing to a cofinal subset of Λ, we may assume that Λ
is an infinite regular cardinal.
Fix an arbitrary 𝜄 < Λ. For all 𝑖, 𝜏 < 𝜅, let Ω𝜄𝑖,𝜏 denote the corresponding set defined in the statement
of Lemma 1.7. For every 𝑖 < 𝜅, ⟨Ω𝜄𝑖,𝜏 | 𝜏 < 𝜅⟩ is a ⊆-decreasing sequence, and hence
𝜁𝜄𝑖 := {𝜏 < 𝜅 | Ω𝜄𝑖,𝜏 is stationary in 𝜅}
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is an ordinal.
Define 𝑓 : 𝜅→ Λ + 1 by stipulating:
𝑓(𝑖) := sup{𝜄 < Λ | 𝜁𝜄𝑖 = 𝜅}.
Case 2.1. Suppose that there exists some 𝑖* < 𝜅 such that 𝑓(𝑖*) = Λ. Let 𝐵 := {𝜄 < Λ | 𝜁𝜄𝑖* = 𝜅}, and
pick an injection ℎ : 𝐵 → 𝜅 that satisfies for all 𝜄 ∈ 𝐵:
∆𝜄 := {𝛿 ∈ Ω𝜄 | otp(𝐶𝛿) > 𝑖* & 𝐶𝛿(𝑖*) = ℎ(𝜄)} is stationary.
Let us point out that this is indeed possible. We obtain ℎ by recursion over 𝜄 ∈ 𝐵, as follows. For
𝜄 = min(𝐵), define ℎ(𝜄) by appealing to Fodor’s lemma with 𝜙𝑖*  Ω𝜄𝑖*,0, and for all nonminimal 𝜄 ∈ 𝐵
such that ℎ  (𝐵 ∩ 𝜄) has already been defined, define ℎ(𝜄) by appealing to Fodor’s lemma with
𝜙𝑖*  Ω𝜄𝑖*,sup(Im(ℎ(𝐵∩𝜄)))+1.
Let Φ be the conservative postprocessing function Φ{𝑖
*} from Example 1.12. Then, for all 𝜄 ∈ 𝐵, {𝛿 ∈ Ω𝜄 |
min(Φ(𝐶𝛿)) = ℎ(𝜄)} covers the stationary set ∆𝜄, so we are done.
Case 2.2. Suppose that Λ /∈ Im(𝑓). By Lemma 1.7, for every 𝜄 < Λ, let us pick some 𝑖𝜄 < 𝜅 for which
𝜁𝜄𝑖𝜄 = 𝜅. As Λ /∈ Im(𝑓), the map 𝜄 ↦→ 𝑖𝜄 is (< Λ)-to-1 over Λ, so let us pick some cofinal 𝐴 ⊆ Λ such that
𝜄 ↦→ 𝑖𝜄 is strictly increasing. Define 𝑔 : 𝜅→ 𝜅 + 1 by stipulating:
𝑔(𝑖) := sup{𝜁𝜄𝑖 | 𝜄 ∈ 𝐴, 𝜄 > 𝑓(𝑖)}.
Case 2.2.1. Suppose that there exists some 𝑖* < 𝜅 such that 𝑔(𝑖*) = 𝜅. Pick injections 𝑏 : Λ → 𝐴 and
ℎ : Im(𝑏) → 𝜅 such that for all 𝜄 ∈ dom(ℎ):
∆𝜄 := {𝛿 ∈ Ω𝜄 | otp(𝐶𝛿) > 𝑖* & 𝐶𝛿(𝑖*) = ℎ(𝜄)} is stationary.
Let us point out that this is indeed possible. Set
𝑏(0) := min{𝜄 ∈ 𝐴 | 𝜁𝜄𝑖* > 0, 𝜄 > 𝑓(𝑖*)},
and then define ℎ(𝑏(0)) by appealing to Fodor’s lemma with 𝜙𝑖*  Ω𝑏(0)𝑖*,0 . Next, given a nonzero 𝛽 < Λ
such that 𝑏  𝛽 and ℎ  Im(𝑏  𝛽) has already been defined, let
𝑏(𝛽) := min{𝜄 ∈ 𝐴 | 𝜁𝜄𝑖* > sup(Im(ℎ  Im(𝑏  𝛽))), 𝜄 > sup(Im(𝑏  𝛽))},
and then define ℎ(𝑏(𝛽)) by appealing to Fodor’s lemma with
𝜙𝑖*  Ω𝑏(𝛽)𝑖*,sup(Im(ℎIm(𝑏𝛽)))+1.
Define Φ as in Case 2.1, and note that 𝐵 := Im(𝑏) and ℎ do the job.
Case 2.2.2. Suppose that 𝜅 /∈ Im(𝑔). Recalling that Λ /∈ Im(𝑓), let 𝐵 be a cofinal subset of 𝐴 with the
property that sup{𝑓(𝑖𝜄′) | 𝜄′ ∈ 𝐵 ∩ 𝜄} < 𝜄 for all 𝜄 ∈ 𝐵. As 𝜅 /∈ Im(𝑔), let us pick an injection ℎ : 𝐵 → 𝜅
such that for all 𝜄 ∈ 𝐵:
(1) ∆𝜄 := {𝛿 ∈ Ω𝜄 | otp(𝐶𝛿) > 𝑖𝜄 & 𝐶𝛿(𝑖𝜄) = ℎ(𝜄)} is stationary;
(2) ℎ(𝜄) > 𝑔(𝑖𝜄).
At this stage, the reader can be probably see that such a function indeed exists.
For all 𝑥 ∈ 𝒦(𝜅), let 𝐼(𝑥) := {𝑖 < otp(𝑥) | ∃𝜄 ∈ 𝐵[𝑖 = 𝑖𝜄 & 𝑥(𝑖𝜄) = ℎ(𝜄)]}. Define Φ : 𝒦(𝜅) → 𝒦(𝜅) by
stipulating:
Φ(𝑥) :=
{︃
𝑥 ∖ 𝑥(min(𝐼(𝑥))), if 𝐼(𝑥) ̸= ∅;
𝑥, otherwise.
Let 𝜄 ∈ 𝐵 be arbitrary. For all 𝜄′ ∈ 𝐵 ∩ 𝜄, we have ℎ(𝜄′) > 𝑔(𝑖𝜄′) and 𝜄 > 𝑓(𝑖𝜄′), and hence 𝜁𝜄𝑖𝜄′ < ℎ(𝜄′)
so that Ω𝜄𝑖𝜄′ ,ℎ(𝜄′)
is nonstationary. Let 𝐷𝜄 be a club disjoint from
⋃︀{Ω𝜄𝑖𝜄′ ,ℎ(𝜄′) | 𝜄′ ∈ 𝐵 ∩ 𝜄}. We claim that{𝛿 ∈ Ω𝜄 | min(Φ(𝐶𝛿)) = ℎ(𝜄)} covers the stationary set ∆𝜄∩𝐷𝜄. To see this, let 𝛿 ∈ ∆𝜄∩𝐷𝜄 be arbitrary.
As 𝛿 ∈ ∆𝜄, we have 𝜄 ∈ 𝐼(𝐶𝛿), so that min(𝐶𝛿 ∖ 𝐶𝛿(𝑖𝜄)) = 𝐶𝛿(𝑖𝜄) = ℎ(𝜄). Towards a contradiction,
suppose that min(Φ(𝐶𝛿)) ̸= ℎ(𝜄). Since 𝜄 ↦→ 𝑖𝜄 is strictly increasing over 𝐵, this must mean that we may
pick 𝜄′ ∈ 𝐵 ∩ 𝜄. In particular, 𝐶𝛿(𝑖𝜄′) = ℎ(𝜄′), so that 𝛿 ∈ Ω𝜄𝑖𝜄′ ,ℎ(𝜄′), contradicting the fact that 𝛿 ∈ 𝐷𝜄.
Thus, we are left with proving the following.
Claim 1.15.1. Φ is a postprocessing function.
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Proof. Let 𝑥 ∈ 𝒦(𝜅) be arbitrary. As Φ(𝑥) is a final segment of 𝑥, we know that Φ(𝑥) is a club in sup(𝑥)
and acc(Φ(𝑥)) ⊆ acc(𝑥). Evidently, 𝐼(𝑥 ∩ ?¯?) ⊑ 𝐼(𝑥).
I If 𝐼(𝑥) = ∅, then Φ(𝑥) = 𝑥 and 𝐼(𝑥 ∩ ?¯?) = ∅, so that Φ(𝑥 ∩ ?¯?) = 𝑥 ∩ ?¯? = Φ(𝑥) ∩ ?¯?.
I If 𝐼(𝑥) ̸= ∅, then since ?¯? ∈ acc(Φ(𝑥)) and 𝐼(𝑥 ∩ ?¯?) ⊑ 𝐼(𝑥), we infer that 𝐼(𝑥 ∩ ?¯?) ̸= ∅ and
Φ(𝑥 ∩ ?¯?) = Φ(𝑥) ∩ ?¯?. 
It is easy to see that Φ(𝑥) is a final segment of 𝑥 for all 𝑥 ∈ 𝒦(𝜅). In particular, Φ is conservative.
This completes the proof. 
Definition 1.16. The principle 𝜉(𝜅,<𝜇,ℛ0,ℛ1) asserts the existence of a 𝜉-bounded 𝒞-sequence over
𝜅, 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩, such that:
∙ for every 𝛼 < 𝜅, |𝒞𝛼| < 𝜇 and |{𝐶 ∈ 𝒞𝛼 | otp(𝐶) = 𝜉}| ≤ 1;
∙ for every 𝛼 < 𝜅, every 𝐶 ∈ 𝒞𝛼, and every ?¯? ∈ acc(𝐶), there exists 𝐷 ∈ 𝒞?¯? such that 𝐷 ℛ0 𝐶;
∙ for every cofinal 𝐴 ⊆ 𝜅, there exists 𝛼 ∈ acc+(𝐴) such that (𝐴 ∩ 𝛼) ℛ1 𝒞𝛼;
∙ for every 𝛼 ∈ 𝜅 ∖ Γ(𝒞), 𝒞𝛼 is a singleton, say, 𝒞𝛼 = {𝑒𝛼}, with otp(𝑒𝛼) = cf(𝛼);10
∙ 𝐸𝜅𝜔 ⊆ Γ(𝒞).
If we omit 𝜉, then we mean that 𝜉 = 𝜅. If we omit 𝜇, then we mean that 𝜇 = 2, and in that case we
sometimes say that the principle is witnessed by a corresponding 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜅⟩, where for
every 𝛼 < 𝜅, 𝐶𝛼 is the unique element of 𝒞𝛼. We write 𝜉(𝜅, 𝜇,ℛ0,ℛ1) for 𝜉(𝜅,<𝜇+,ℛ0,ℛ1).
We shall sometimes refer to the ℛ0-coherence of the sequence, or simply to its coherence in the case
where ℛ0 = ⊑. Note that a study of coherence relations weaker than ⊑ is necessary. For instance, unlike
coherent square sequences that are refuted by large cardinals, ⊑𝜒-coherent square sequences provide an
effective means to obtain optimal incompactness results above large cardinals (cf. [LR18]). Nevertheless,
on first reading, it will be easier to assume 𝜒 := ℵ0 throughout, in which case ⊑𝜒 coincides with ⊑, any
𝜉(𝜅,<𝜇,⊑𝜒,ℛ1)-sequence has support Γ = acc(𝜅), and faithfulness of postprocessing functions plays
no role.
Example 1.17. The binary relations ℛ1 used in this paper are /∈, and the always-satisfied relation 𝑉 .11
Example 1.18. The classical axioms 𝜆 and *𝜆 (cf. [Jen72]) correspond to 𝜆(𝜆+, <2,⊑, 𝑉 ) and
𝜆(𝜆+, <𝜆+,⊑, 𝑉 ), respectively.
If we omitℛ1, then we mean thatℛ1 = /∈. Notice that 𝜉(𝜅,<𝜇,ℛ0, 𝑉 ) is equivalent to 𝜉(𝜅,<𝜇,ℛ0)
whenever 𝜉 < 𝜅, and that 𝜅(𝜅,<2,⊑, 𝑉 ) is a trivial consequence of ZF.
If we omit both ℛ1 and ℛ0, then we mean that ℛ1 = /∈ and ℛ0 = ⊑. In particular, (𝜅, 𝜇) and (𝜅)
agree with their classical definitions (cf. [Tod87]).
Definition 1.19. For any 𝐶-sequence ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩:
(1) ?⃗? is said to be a transversal for 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ iff ?⃗? ∈
∏︀
𝛼∈Γ 𝒞𝛼 and Γ = Γ(𝒞);
(2) ?⃗? is said to be a transversal for 𝜉(𝜅,<𝜇,ℛ0,ℛ1) iff it is a transversal for some𝜉(𝜅,<𝜇,ℛ0,ℛ1)-
sequence.
The following is obvious.
Proposition 1.20. Suppose that ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a 𝐶-sequence. For all 𝜉, 𝜇 ≤ 𝜅, we have:
(1) ?⃗? is a transversal for 𝜉(𝜅,<𝜇,⊑, 𝑉 ) iff it is 𝜉-bounded, Γ = acc(𝜅), and for every 𝛾 ∈ acc(𝜅)
the set {𝐶𝛼 ∩ 𝛾 | 𝛼 ∈ acc(𝜅) and sup(𝐶𝛼 ∩ 𝛾) = 𝛾} has size < 𝜇;
(2) If ?⃗? is a transversal for (𝜅,<𝜅,⊑𝜒, 𝑉 ), then |{𝐶𝛼 ∩ 𝛾 | 𝛼 ∈ Γ}| < 𝜅 for all 𝛾 < 𝜅. 
Lemma 1.21. Suppose 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,ℛ0,ℛ1)-sequence. Let Γ := Γ(𝒞). Then:
(1) Γ = {𝛼 ∈ acc(𝜅) | ∃𝐶 ∈ 𝒞𝛼∀?¯? ∈ acc(𝐶)[𝐶 ∩ ?¯? ∈ 𝒞?¯?]};
(2) ?¯? ∈ Γ, whenever ?¯? ∈ acc(𝐶) and 𝐶 ∈ ⋃︀{𝒞𝛼 | 𝛼 ∈ Γ};
(3) If ℛ0 = ⊑𝜒, then 𝐸𝜅𝜔 ∪ 𝐸𝜅≥𝜒 ⊆ Γ, and for every 𝜃 ∈ Reg(𝜅), 𝐸𝜅𝜃 ∩ Γ is stationary in 𝜅.
Proof. (1) Fix 𝛼 ∈ acc(𝜅). If 𝛼 /∈ Γ then 𝒞𝛼 must be a singleton, so that the formulations involving
∀𝐶 ∈ 𝒞𝛼 and ∃𝐶 ∈ 𝒞𝛼 are equivalent.
10In particular, we mean that 𝒞𝛼+1 = {{𝛼}} for all 𝛼 < 𝜅.
11Another relation, /∈, will be introduced in Section 4.
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(2) Fix arbitrary 𝛼 ∈ Γ, 𝐶 ∈ 𝒞𝛼, and ?¯? ∈ acc(𝐶). Let 𝐷 := 𝐶 ∩ ?¯?. Since 𝛼 ∈ Γ, we have 𝐷 ∈ 𝒞?¯?.
Consider any 𝛾 ∈ acc(𝐷). In particular, 𝛾 ∈ acc(𝐶) and 𝛾 < ?¯?, so that using 𝛼 ∈ Γ and 𝐶 ∈ 𝒞𝛼
we obtain 𝐷 ∩ 𝛾 = (𝐶 ∩ ?¯?) ∩ 𝛾 = 𝐶 ∩ 𝛾 ∈ 𝒞𝛾 . Thus we have found 𝐷 ∈ 𝒞?¯? such that 𝐷 ∩ 𝛾 ∈ 𝒞𝛾
for all 𝛾 ∈ acc(𝐷), and the result follows from Clause (1).
(3) We have 𝐸𝜅𝜔 ⊆ Γ by the last bullet of Definition 1.16. We have 𝐸𝜅≥𝜒 ⊆ Γ by ⊑𝜒-coherence
together with the fact that any club in an ordinal of cofinality ≥ 𝜒 has order-type ≥ 𝜒.
Fix arbitrary 𝜃 ∈ Reg(𝜅) and club 𝐷 ⊆ 𝜅. We must find some 𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ ∩ 𝐷. As both
𝐸𝜅𝜔 and 𝐸
𝜅
≥𝜒 are stationary and included in Γ, we may assume that ℵ0 < 𝜃 < 𝜒. Fix some
𝛾 ∈ 𝐸𝜅≥𝜒 ∩ acc(𝐷). Pick some 𝐶 ∈ 𝒞𝛾 . Since cf(𝛾) ≥ 𝜒 > ℵ0, it follows that 𝐶 ∩ 𝐷 is a club
in 𝛾, so that otp(𝐶 ∩𝐷) ≥ cf(𝛾) ≥ 𝜒 > 𝜃, and we can let 𝛼 := (𝐶 ∩𝐷)(𝜃), so that cf(𝛼) = 𝜃.
Since 𝛾 ∈ 𝐸𝜅≥𝜒 ⊆ Γ and 𝛾 ∈ acc(𝐶), Clause (2) gives 𝛼 ∈ Γ. Altogether, 𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ ∩ 𝐷, as
required. 
Proposition 1.22. If ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<2,ℛ0,ℛ1), then 𝐶𝛼 ∩ ?¯? = 𝐶?¯? for every
𝛼 ∈ Γ and every ?¯? ∈ acc(𝐶𝛼).
If, moreover, Φ is a postprocessing function, then Φ(𝐶𝛼) ∩ ?¯? = Φ(𝐶?¯?) for every 𝛼 ∈ Γ and every
?¯? ∈ acc(Φ(𝐶𝛼)). 
The next lemma is implicit in [HL17, Lemma 2.4] and in [TW17, Lemma 4.2]. Note that it follows
from a footnote on [Tod07, p. 180] that the hypothesis “min{𝜉, 𝜇} < 𝜅” cannot be waived.
Lemma 1.23. Any transversal for 𝜉(𝜅,<𝜇,⊑𝜒) is amenable, provided that min{𝜉, 𝜇} < 𝜅.
Proof. Suppose that ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,⊑𝜒)-sequence, and ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a corresponding
transversal. By Lemma 1.21(3), Γ is stationary in 𝜅. By Proposition 1.6, it suffices to show that for
every cofinal 𝐴 ⊆ 𝜅, the set {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} is nonstationary.
If 𝜉 < 𝜅, then for every cofinal 𝐴 ⊆ 𝜅, the set {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} is bounded by 𝐴(𝜉 + 1), and we
are done.
Next, suppose that 𝜉 = 𝜅, so that 𝜇 < 𝜅. Towards a contradiction, let us fix a cofinal set 𝐴 in 𝜅 for
which 𝑆 := {𝛿 ∈ Γ | 𝐴 ∩ 𝛿 ⊆ 𝐶𝛿} is stationary. Let {𝛽𝛼 | 𝛼 < 𝜅} denote the increasing enumeration of
({0} ∪ acc+(𝐴)). For all 𝛼 < 𝜅, put:
𝑇𝛼 := {𝐶𝛿 ∩ 𝛽𝛼 | 𝛿 ∈ 𝑆, 𝛽𝛼 < 𝛿}.
Claim 1.23.1. 𝒯 := (⋃︀𝛼<𝜅 𝑇𝛼,⊑) is a tree whose 𝛼th level is 𝑇𝛼, and |𝑇𝛼| < 𝜇 for all 𝛼 < 𝜅.
Proof. We commence by pointing out that 𝑇𝛼 ⊆ 𝒞𝛽𝛼 for all 𝛼 < 𝜅. Clearly, 𝑇0 = {∅} = 𝒞0 = 𝒞𝛽0 . Thus,
consider an arbitrary nonzero 𝛼 < 𝜅 along with some 𝑡 ∈ 𝑇𝛼. Fix 𝛿 ∈ 𝑆 above 𝛽𝛼 such that 𝑡 = 𝐶𝛿 ∩ 𝛽𝛼.
Then 𝛿 ∈ Γ and 𝛽𝛼 ∈ acc+(𝐴) ∩ 𝛿 ⊆ acc(𝐶𝛿), so that 𝐶𝛿 ∩ 𝛽𝛼 ∈ 𝒞𝛽𝛼 . That is, 𝑡 ∈ 𝒞𝛽𝛼 .
This shows that |𝑇𝛼| < 𝜇 for all 𝛼 < 𝜅. In addition, this shows that for all 𝑡 ∈
⋃︀
𝛼<𝜅 𝑇𝛼:
𝑡 ∈ 𝑇𝛼 iff sup(𝑡) = 𝛽𝛼.
Next, consider arbitrary 𝛼 < 𝜅 and 𝑡 ∈ 𝑇𝛼, and let 𝑡↓ := {𝑠 ∈
⋃︀
𝛼′<𝜅 𝑇𝛼′ | 𝑠 ⊑ 𝑡, 𝑠 ̸= 𝑡} be the set
of predecessors of 𝑡 in 𝒯 . Fix 𝛿 ∈ 𝑆 above 𝛽𝛼 such that 𝑡 = 𝐶𝛿 ∩ 𝛽𝛼. We claim that 𝑡↓ = {𝐶𝛿 ∩ 𝛽𝛼′ |
𝛼′ < 𝛼}, from which it follows that (𝑡↓,⊑) ∼= (𝛼,∈).
Consider 𝛼′ < 𝛼. Then 𝛽𝛼′ < 𝛽𝛼 < 𝛿, so that 𝑠 := 𝐶𝛿 ∩ 𝛽𝛼′ is in 𝑇𝛼′ , and it is clear that 𝑠 is a proper
initial segment of 𝑡. That is, 𝑠 ∈ 𝑡↓.
Conversely, consider 𝑠 ∈ 𝑡↓. Fix 𝛼′ < 𝜅 such that 𝑠 ∈ 𝑇𝛼′ . By our earlier observation, sup(𝑠) = 𝛽𝛼′ ,
so that since 𝑠 ⊑ 𝑡, 𝑠 ̸= 𝑡, and sup(𝑡) = 𝛽𝛼, we must have 𝛽𝛼′ < 𝛽𝛼, and therefore 𝛼′ < 𝛼. Thus,
𝑠 = 𝑡 ∩ 𝛽𝛼′ = (𝐶𝛿 ∩ 𝛽𝛼) ∩ 𝛽𝛼′ = 𝐶𝛿 ∩ 𝛽𝛼′ , as required. 
By the preceding claim, 𝒯 is a tree of height 𝜅 and width < 𝜇, and so by a lemma of Kurepa (see
[Kan03, Proposition 7.9]), it admits a cofinal branch.12 Let 𝐵 be a cofinal branch through 𝒯 , so that
𝐶 :=
⋃︀
𝐵 is a club in 𝜅. As ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a (𝜅,<𝜇,⊑𝜒, /∈)-sequence, let us pick 𝛽 ∈ acc+(𝐶) such
that 𝐶 ∩ 𝛽 /∈ 𝒞𝛽 . By definition of 𝐶, we may pick some 𝑡 ∈ 𝐵 such that 𝐶 ∩ 𝛽 ⊑ 𝑡. Then by definition
of 𝐵, we may pick some 𝛿 ∈ 𝑆 above sup(𝑡) such that 𝑡 ⊑ 𝐶𝛿. Thus 𝐶 ∩ 𝛽 ⊑ 𝐶𝛿. But 𝛿 ∈ Γ and
𝛽 ∈ acc(𝐶) ∩ sup(𝑡) ⊆ acc(𝑡) ⊆ acc(𝐶𝛿), and hence 𝐶 ∩ 𝛽 = 𝐶𝛿 ∩ 𝛽 ∈ 𝒞𝛽 . This is a contradiction. 
With the tools developed up to this point, we can now prove Theorem D:
12A subset 𝐵 of a 𝜅-tree (𝑇,<𝑇 ) is a cofinal branch if it is linearly ordered by <𝑇 , and {𝛼 | 𝐵 ∩ 𝑇𝛼 ̸= ∅} = 𝜅.
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Theorem 1.24. Suppose that (𝜅,⊑𝜒) holds.
For every fat subset 𝐹 ⊆ 𝜅, there exists a partition ⟨𝐹𝑗 | 𝑗 < 𝜅⟩ of 𝐹 such that:
∙ 𝐹𝑗 is fat for all 𝑗 < 𝜅;
∙ For every 𝐽 ⊆ 𝜅, there exists no 𝛿 ∈ 𝐸𝜅≥𝜒 of uncountable cofinality such that (
⋃︀
𝑗∈𝐽 𝐹𝑗) ∩ 𝛿 and
(
⋃︀
𝑗∈𝜅∖𝐽 𝐹𝑗) ∩ 𝛿 are both stationary in 𝛿.
Proof. By Friedman’s theorem [Fri74], we may assume that 𝜅 ≥ ℵ2.13 Let Θ be some cofinal subset of
Reg(𝜅) ∖max{ℵ1, 𝜒}. Let 𝐹 be an arbitrary fat subset of 𝜅.
Claim 1.24.1. For every 𝜃 ∈ Θ, the following set is stationary
Ω𝜃 := {𝛼 ∈ 𝐹 ∩ 𝐸𝜅𝜃 | ∃𝑑𝛼 ⊆ 𝐹 ∩ 𝛼 [acc+(𝑑𝛼) ⊆ 𝑑𝛼 & sup(𝑑𝛼) = 𝛼]}.
Proof. Let 𝜃 ∈ Θ be arbitrary. Let 𝐷 be an arbitrary club. As 𝐹 is fat, let 𝜋 : 𝜃 + 1 → 𝐹 ∩ 𝐷 be
strictly increasing and continuous. Then 𝜋(𝜃) ∈ Ω𝜃, as witnessed by 𝑑𝛼 := 𝜋[𝜃]. As 𝜋(𝜃) ∈ 𝐷, we have
demonstrated that Ω𝜃 ∩𝐷 ̸= ∅. 
Let ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ be a transversal for (𝜅,<𝜇,⊑𝜒) with 𝜇 = 2. By Lemma 1.21(3), Γ is a
stationary set covering 𝐸𝜅≥𝜒, and by Lemma 1.23 (since 𝜇 < 𝜅), ?⃗? is amenable, so that by Lemma 1.15,
there exists a conservative postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), a cofinal subset Θ′ ⊆ Θ, and an
injection ℎ : Θ′ → 𝜅 such that for all 𝜃 ∈ Θ′, 𝑆𝜃 := {𝛼 ∈ Ω𝜃 | min(Φ(𝐶𝛼)) = ℎ(𝜃)} is stationary. For
notational simplicity, suppose that Θ′ = Θ.
Denote 𝐶∘𝛼 := Φ(𝐶𝛼). By Lemma 1.14, ⟨𝐶∘𝛼 | 𝛼 ∈ Γ⟩ is an amenable 𝐶-sequence.
Let 𝜃 ∈ Θ be arbitrary. By Lemma 1.7, let us pick 𝑖𝜃 < 𝜅 such that 𝑆𝜃,𝜏 := {𝛼 ∈ 𝑆𝜃 | otp(𝐶∘𝛼) > 𝑖𝜃
& 𝐶∘𝛼(𝑖𝜃) ≥ 𝜏} is stationary for all 𝜏 < 𝜅. Denote 𝑆𝜏𝜃 := {𝛼 ∈ 𝑆𝜃 | otp(𝐶∘𝛼) > 𝑖𝜃 & 𝐶∘𝛼(𝑖𝜃) = 𝜏}. Pick a
strictly increasing function 𝑓𝜃 : 𝜅→ 𝜅 such that 𝑆𝑓𝜃(𝑗)𝜃 is stationary for all 𝑗 < 𝜅, and put:
𝐹 𝑗𝜃 := {𝛼 ∈ Γ | min(𝐶∘𝛼) = ℎ(𝜃), otp(𝐶∘𝛼) > 𝑖𝜃, 𝐶∘𝛼(𝑖𝜃) = 𝑓𝜃(𝑗)}.
Then for every 𝑗 < 𝜅, put:
∙ 𝐹 𝑗 := ⋃︀𝜃∈Θ 𝐹 𝑗𝜃 ,
∙ 𝐺𝑗 := {𝛼 ∈ 𝜅 ∖⋃︀𝑖<𝜅 𝐹 𝑖 | (𝛼 /∈ Γ & 𝛼 = 𝑗) or (𝛼 ∈ Γ & min(𝐶∘𝛼) = 𝑗)}, and
∙ 𝐹𝑗 := (𝐹 𝑗 ∪𝐺𝑗) ∩ 𝐹 .
Claim 1.24.2. If 𝑗0, 𝑗1 are two distinct elements of 𝜅, then 𝐹
𝑗0 ∩ 𝐹 𝑗1 = 𝐹𝑗0 ∩ 𝐹𝑗1 = ∅.
Proof. It is clear that 𝐺𝑗0 ∩ 𝐹 𝑗1 = 𝐹 𝑗0 ∩𝐺𝑗1 = 𝐺𝑗0 ∩𝐺𝑗1 = ∅.
Towards a contradiction, suppose that 𝛼 ∈ 𝐹 𝑗0 ∩ 𝐹 𝑗1 . For each 𝑛 < 2, pick 𝜃𝑛 such that 𝛼 ∈ 𝐹 𝑗𝑛𝜃𝑛 .
Then ℎ(𝜃0) = min(𝐶
∘
𝛼) = ℎ(𝜃1). But ℎ is injective, and hence 𝜃0 = 𝜃1, say it is some 𝜃. Then
𝑓𝜃(𝑗0) = 𝐶
∘
𝛼(𝑖𝜃) = 𝑓𝜃(𝑗1), contradicting the fact that 𝑓𝜃 is injective. 
Claim 1.24.3. For all 𝐽 ⊆ 𝜅 and 𝛿 ∈ Γ∩𝐸𝜅>𝜔, if (
⋃︀
𝑗∈𝐽 𝐹𝑗)∩ 𝛿 is stationary in 𝛿, then (
⋃︀
𝑗∈𝜅∖𝐽 𝐹𝑗)∩ 𝛿
is nonstationary in 𝛿.
Proof. Suppose not, and let 𝛿 and 𝐽 be a counterexample. Then 𝑆0 := (
⋃︀
𝑗∈𝐽 𝐹𝑗) ∩ acc(𝐶∘𝛿 ) and 𝑆1 :=
(
⋃︀
𝑗∈𝜅∖𝐽 𝐹𝑗)∩acc(𝐶∘𝛿 ) are both stationary in 𝛿. Put 𝜂 := min(𝐶∘𝛿 ). By switching 𝐽 with its complement,
we may assume that 𝜂 ∈ 𝜅 ∖ 𝐽 .
Pick 𝛼0 ∈ 𝑆0 and 𝛼1 ∈ 𝑆1 above 𝛼0. By {𝛼0, 𝛼1} ⊆ acc(𝐶∘𝛿 ) ⊆ acc(𝐶𝛿) and 𝜇 = 2, Proposition 1.22
gives 𝐶∘𝛼0 ⊑ 𝐶∘𝛼1 ⊑ 𝐶∘𝛿 , and Lemma 1.21(2) gives {𝛼0, 𝛼1} ⊆ Γ. Let 𝑗* ∈ 𝐽 be such that 𝛼0 ∈ 𝐹𝑗* .
As min(𝐶∘𝛼0) = 𝜂 /∈ 𝐽 , we infer that 𝛼0 /∈ 𝐺𝑗
*
, so that 𝛼0 ∈ 𝐹 𝑗* . Fix 𝜃 ∈ Θ such that 𝛼0 ∈ 𝐹 𝑗
*
𝜃 .
By 𝐶∘𝛼0 ⊑ 𝐶∘𝛼1 and the definition of 𝐹 𝑗
*
𝜃 , we also have 𝛼1 ∈ 𝐹 𝑗
*
𝜃 ⊆ 𝐹 𝑗
*
. It follows from 𝑗* ∈ 𝐽 and
Claim 1.24.2 that 𝛼1 /∈
⋃︀
𝑗∈𝜅∖𝐽(𝐹
𝑗). As 𝛼1 ∈ 𝑆1 ⊆
⋃︀
𝑗∈𝜅∖𝐽(𝐹
𝑗 ∪𝐺𝑗), we conclude that 𝛼1 ∈
⋃︀
𝑗∈𝜅∖𝐽 𝐺
𝑗 .
However, 𝐺𝑗 is disjoint from 𝐹 𝑗
*
for all 𝑗 < 𝜅, and hence 𝛼1 cannot be an element of both. This is a
contradiction. 
Thus, we are left with proving the following:
Claim 1.24.4. 𝐹𝑗 is fat for all 𝑗 < 𝜅.
13Of course, the second bullet holds trivially for 𝜅 = 𝜔1.
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Proof. Fix arbitrary 𝑗 < 𝜅, arbitrary club 𝐷 ⊆ 𝜅 and an arbitrary regular cardinal 𝜃 < 𝜅. We shall show
that 𝐹𝑗 ∩𝐷 contains a closed copy of 𝜃 + 1.
By increasing 𝜃, we may assume that 𝜃 ∈ Θ. Since 𝑆𝑓𝜃(𝑗)𝜃 is stationary, let us pick 𝛼 ∈ acc(𝐷)∩𝑆𝑓𝜃(𝑗)𝜃 ⊆
𝐹 𝑗𝜃 ∩ Ω𝜃. Let 𝑑𝛼 ⊆ 𝐹 ∩ 𝛼 be a club in 𝛼 witnessing that 𝛼 ∈ Ω𝜃. By passing to a subclub, we may
assume that otp(𝑑𝛼) = 𝜃. Put 𝜖 := 𝐶
∘
𝛼(𝑖𝜃). Since cf(𝛼) = 𝜃 > ℵ0, 𝑑 := 𝑑𝛼 ∩ 𝐷 ∩ acc(𝐶∘𝛼 ∖ 𝜖) is a club
in 𝛼 of order-type 𝜃. By Proposition 1.22, we have 𝐶∘?¯? ⊑ 𝐶∘𝛼 for every ?¯? ∈ acc(𝐶∘𝛼). Since 𝛼 ∈ 𝐹 𝑗𝜃 and
𝑑 ⊆ acc(𝐶∘𝛼 ∖ 𝜖), it follows that 𝑑 ⊆ 𝐹 𝑗𝜃 . Hence 𝑑 ∪ {𝛼} is a closed copy of 𝜃 + 1 in 𝐹 𝑗𝜃 ∩ 𝐹 ∩𝐷, let alone
in 𝐹𝑗 ∩𝐷. 
Then ⟨𝐹𝑗 | 𝑗 < 𝜅⟩ is the desired partition of 𝐹 . 
Corollary 1.25. The following are equiconsistent:
(1) 𝜔2 cannot be partitioned into 𝜔2 many fat sets;
(2) 𝜔2 cannot be partitioned into two fat sets;
(3) There exists a weakly compact cardinal.
Proof. Clause (2) logically implies Clause (1).
By Corollary 1.24, if 𝜔2 cannot be partitioned into 𝜔2 many fat sets, then (𝜔2) fails, and then by
[Tod87], 𝜔2 is a weakly compact cardinal in 𝐿. That is, Clause (1) implies the consistency of Clause (3).
By [Mag82, S2], the existence of a weakly compact cardinal entails the consistency of the following
statement. For every stationary 𝑆 ⊆ 𝐸𝜔2𝜔 , the set {𝛿 ∈ 𝐸𝜔2𝜔1 | 𝑆 ∩ 𝛿 is stationary in 𝛿} contains a club
relative to 𝐸𝜔2𝜔1 . Thus, we assume that the statement holds, in order to derive Clause (2). Let 𝐹 and
𝐺 be two arbitrary fat subsets of 𝜔2. Since 𝐹 is fat, the set 𝑆 := 𝐹 ∩ 𝐸𝜔2𝜔 is stationary. Thus, by our
assumption, we can choose a club 𝐷 ⊆ 𝜔2 such that 𝑆 ∩ 𝛿 is stationary in 𝛿 for all 𝛿 ∈ 𝐷 ∩𝐸𝜔2𝜔1 . Since 𝐺
is fat, we can find an increasing and continuous function 𝜋 : 𝜔1 + 1 → 𝐺 ∩𝐷. Put 𝛿 := 𝜋(𝜔1). As 𝜋[𝜔1]
is a club in 𝛿 and 𝑆 ∩ 𝛿 is stationary in 𝛿, we get that 𝑆 ∩𝐺∩ 𝛿 is nonempty. In particular, 𝐹 and 𝐺 are
not disjoint. Thus, we have shown that Clause (3) implies the consistency of Clause (2). 
In [Rin10], the second author introduced the following reflection principle in connection with the study
of the validity of ♢ at successors of singular cardinals.
Definition 1.26 ([Rin10]). For regular uncountable cardinals 𝜇 < 𝜅, 𝑅2(𝜅, 𝜇) asserts that for every
function 𝑓 : 𝐸𝜅<𝜇 → 𝜇, there exists some 𝑗 < 𝜇 such that {𝛿 ∈ 𝐸𝜅𝜇 | 𝑓−1[𝑗] ∩ 𝛿 is nonstationary in 𝛿} is
nonstationary in 𝜅.
Proposition 1.27. For regular uncountable cardinals 𝜇 < 𝜅, if 𝜅 may be partitioned into 𝜇 many fat
sets, then 𝑅2(𝜅, 𝜇) fails.
Proof. Suppose that ⟨𝐹𝑗 | 𝑗 < 𝜇⟩ is a partition of 𝜅 into fat sets. Let 𝑓 : 𝐸𝜅<𝜇 → 𝜇 be the unique
function satisfying 𝛼 ∈ 𝐹𝑓(𝛼) for every 𝛼 ∈ 𝐸𝜅<𝜇. Let 𝑗 < 𝜇 be arbitrary. Then, for every club
𝐷 ⊆ 𝜅, there exists a strictly increasing and continuous map 𝜋 : 𝜇 + 1 → 𝐹𝑗 ∩ 𝐷. In particular,
{𝛿 ∈ 𝐸𝜅𝜇 | 𝐹𝑗 ∩ 𝛿 contains a club in 𝛿} is a stationary set which is covered by {𝛿 ∈ 𝐸𝜅𝜇 | 𝑓−1[𝑗] ∩ 𝛿
is nonstationary in 𝛿}, since 𝑓−1[𝑗] ⊆ ⋃︀𝑖<𝑗 𝐹𝑖 and the latter is disjoint from 𝐹𝑗 . Therefore, 𝑓 witnesses
the failure of 𝑅2(𝜅, 𝜇). 
In [Rin10, Question 3], the author asks about the consistency strength of 𝑅2(𝜔2, 𝜔1). Here we provide
an answer:
Corollary 1.28. The following are equiconsistent:
(1) 𝑅2(𝜔2, 𝜔1) holds;
(2) There exists a weakly compact cardinal.
Proof. It is trivial to see that 𝑅2(𝜔2, 𝜔1) holds in Magidor’s model [Mag82, S2]. In particular, Clause (2)
implies the consistency of Clause (1).
Next, by Proposition 1.27, if 𝑅2(𝜔2, 𝜔1) holds, then there exists no partition of 𝜔2 into 𝜔1 many fat
sets, so that by Corollary 1.25, Clause (1) implies the consistency of Clause (2). 
To conclude this section, in light of the results of [Sta13, S2], let us point out that the proof of
Lemma 1.15 (including Lemma 1.7 on which it builds) easily generalizes to yield the following:
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Lemma 1.29. Suppose that ℱ is a normal filter over some Γ ⊆ 𝜅, and ?⃗? = ⟨𝐶𝛿 | 𝛿 ∈ Γ⟩ is a 𝐶-sequence.
Suppose that Λ ≤ 𝜅, and ⟨Ω𝜄 | 𝜄 < Λ⟩ is a sequence of ℱ-positive sets such that ?⃗?  Ω𝜄 is amenable for
each 𝜄 < Λ. Then there exists a conservative postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), a cofinal subset
𝐵 ⊆ Λ, and an injection ℎ : 𝐵 → 𝜅 such that {𝛿 ∈ Ω𝜄 ∩ acc(𝜅) | min(Φ(𝐶𝛿)) = ℎ(𝜄)} is ℱ-positive for all
𝜄 ∈ 𝐵. 
Thus, we get the following generalization of Theorem 2 of [Sta13]:
Corollary 1.30. Suppose that ℱ is a normal filter over 𝜅, and 𝜉(𝜅) holds. Then there exists a 𝜉(𝜅)-
sequence ⟨𝐶𝛼 | 𝛼 < 𝜅⟩ and a partition of 𝜅 into 𝜅 many ℱ-positive sets, ⟨𝐵𝑖 | 𝑖 < 𝜅⟩, such that
acc(𝐶𝛼) ⊆ 𝐵𝑖 for all 𝑖 < 𝜅 and all 𝛼 ∈ 𝐵𝑖.
Proof. Let ?⃗? = ⟨𝐶𝛿 | 𝛿 < 𝜅⟩ be some witness to 𝜉(𝜅). Appeal to Lemma 1.29 with ℱ , ?⃗?, and the
constant 𝜅-sequence whose unique element is 𝜅, to obtain a postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅),
a cofinal subset 𝐵 ⊆ 𝜅, and an injection ℎ : 𝐵 → 𝜅 such that {𝛿 ∈ acc(𝜅) | min(Φ(𝐶𝛿)) = ℎ(𝜄)} is
ℱ-positive for all 𝜄 ∈ 𝐵. Put 𝐶∙0 := ∅, 𝐶∙𝛿+1 := {𝛿} for all 𝛿 < 𝜅, and 𝐶∙𝛿 := Φ(𝐶𝛿) for all 𝛿 ∈ acc(𝜅).
Claim 1.30.1. 𝐶∙ = ⟨𝐶∙𝛿 | 𝛿 < 𝜅⟩ is a 𝜉(𝜅)-sequence.
Proof. First, the required coherence comes from Proposition 1.22.
Next, towards a contradiction, suppose that 𝐴 is a cofinal subset of 𝜅 such that 𝐴 ∩ 𝛿 = 𝐶∙𝛿 for every
𝛿 ∈ acc+(𝐴). Then for all 𝛼 < 𝛽 both from acc+(𝐴), we have 𝛼 ∈ acc(𝐶∙𝛽) ⊆ acc(𝐶𝛽). That is, ⟨𝐶𝛼 |
𝛼 ∈ acc+(𝐴)⟩ is an ⊑-increasing chain converging to some club 𝐶 satisfying 𝐶∩𝛿 = 𝐶𝛿 for all 𝛿 ∈ acc(𝐶),
contradicting the choice of ?⃗?. 
For all 𝑖 < 𝜅, set 𝐵𝑖 := {𝛿 < 𝜅 | (𝛿 = 𝑖 = 0) or (otp(min(𝐶∙𝛿 ) ∩ Im(ℎ)) = 𝑖)}. Then 𝐶∙ and ⟨𝐵𝑖 |
𝑖 < 𝜅⟩ are as sought. 
2. 𝐶-sequences of unrestricted order-type
By waiving the conservativity requirement of Lemma 1.15, we arrive at the following extremely useful
lemma.
Lemma 2.1 (mixing lemma). Suppose that ?⃗? = ⟨𝐶𝛿 | 𝛿 ∈ Γ⟩ is an amenable 𝐶-sequence over a
stationary subset Γ ⊆ acc(𝜅). Suppose that ⟨𝑇𝜃 | 𝜃 ∈ Θ⟩ is a sequence of stationary subsets of Γ, with
Θ ⊆ 𝜅. Then there exists a faithful postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), satisfying the two:
∙ For all 𝑥 ∈ 𝒦(𝜅), we have Φ(𝑥) =* 𝑥;
∙ For cofinally many 𝜃 ∈ Θ, {𝛿 ∈ 𝑇𝜃 | min(Φ(𝐶𝛿)) = 𝜃} is stationary.
Proof. Set Λ := otp(Θ) and let 𝜋 : Θ ↔ Λ denote the order-preserving bijection. For all 𝜄 < Λ, denote
Ω𝜄 := 𝑇𝜋−1(𝜄). By Lemma 1.15, let us fix a postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), a cofinal subset
𝐵 ⊆ Λ, and an injection ℎ : 𝐵 → 𝜅 such that {𝛿 ∈ Ω𝜄 | min(Φ(𝐶𝛿)) = ℎ(𝜄)} is stationary for all 𝜄 ∈ 𝐵.
As made clear by the proof of that lemma, we also have Φ(𝑥) =* 𝑥 for all 𝑥 ∈ 𝒦(𝜅).
Define Φ′ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ′(𝑥) :=
⎧⎪⎨⎪⎩
Φ(𝑥), if min(Φ(𝑥)) /∈ Im(ℎ);
Φ(𝑥), if min(Φ(𝑥)) = ℎ(𝜋(𝜃)) but 𝜃 ≥ sup(𝑥);
{𝜃} ∪ (Φ(𝑥) ∖ 𝜃), if min(Φ(𝑥)) = ℎ(𝜋(𝜃)) and 𝜃 < sup(𝑥).
To see that Φ′ is a postprocessing function, fix 𝑥 ∈ 𝒦(𝜅). Evidently, Φ′(𝑥) is a club in sup(Φ(𝑥)) =
sup(𝑥), and acc(Φ′(𝑥)) ⊆ acc(Φ(𝑥)) ⊆ acc(𝑥). Next, suppose that ?¯? ∈ acc(Φ′(𝑥)).
I If min(Φ(𝑥)) is not in Im(ℎ), then min(Φ(𝑥∩ ?¯?)) = min(Φ(𝑥)∩ ?¯?) = min(Φ(𝑥)) is not in Im(ℎ),
and hence Φ′(𝑥 ∩ ?¯?) = Φ(𝑥 ∩ ?¯?) = Φ(𝑥) ∩ ?¯? = Φ′(𝑥) ∩ ?¯?.
I If min(Φ(𝑥)) = ℎ(𝜋(𝜃)) for some 𝜃 ∈ Θ, but 𝜃 ≥ sup(𝑥), then min(Φ(𝑥 ∩ ?¯?)) = min(Φ(𝑥) ∩ ?¯?) =
min(Φ(𝑥)) = ℎ(𝜋(𝜃)) and 𝜃 ≥ sup(𝑥) > sup(𝑥 ∩ ?¯?). Consequently, Φ′(𝑥 ∩ ?¯?) = Φ(𝑥 ∩ ?¯?) =
Φ(𝑥) ∩ ?¯? = Φ′(𝑥) ∩ ?¯?.
I If min(Φ(𝑥)) = ℎ(𝜋(𝜃)) for some 𝜃 ∈ Θ and 𝜃 < sup(𝑥), then min(Φ′(𝑥)) = 𝜃, and hence
sup(𝑥 ∩ ?¯?) = ?¯? > 𝜃. As min(Φ(𝑥 ∩ ?¯?)) = ℎ(𝜋(𝜃)), we altogether have Φ′(𝑥 ∩ ?¯?) = Φ′(𝑥) ∩ ?¯?.
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Let Φfaithful be given by Example 1.11. Clearly, (Φfaithful ∘ Φ′)(𝑥) =* 𝑥 for all 𝑥 ∈ 𝒦(𝜅).
Finally, for every 𝜄 ∈ 𝐵 and 𝜃 such that 𝜋(𝜃) = 𝜄, we have that
{𝛿 ∈ 𝑇𝜃 | min((Φfaithful ∘ Φ′)(𝐶𝛿)) = 𝜃} = {𝛿 ∈ 𝑇𝜃 | min(Φ′(𝐶𝛿)) = 𝜃}
covers the stationary set {𝛿 ∈ Ω𝜄 | 𝛿 > 𝜃 & min(Φ(𝐶𝛿)) = ℎ(𝜄)}. As sup(𝐵) = Λ, we then conclude that
(Φfaithful ∘ Φ′) is as sought. 
Lemma 2.2. Suppose that 𝐷 is a club in 𝜅. Then the function Φ𝐷 : 𝒦(𝜅) → 𝒦(𝜅) defined by
Φ𝐷(𝑥) :=
{︃
{sup(𝐷 ∩ 𝜂) | 𝜂 ∈ 𝑥 & 𝜂 > min(𝐷)}, if sup(𝐷 ∩ sup(𝑥)) = sup(𝑥);
𝑥 ∖ sup(𝐷 ∩ sup(𝑥)), otherwise
is a postprocessing function.
Proof. Let 𝑥 ∈ 𝒦(𝜅) be arbitrary. Denote 𝛼 := sup(𝑥). We consider two cases in turn:
I Suppose sup(𝐷 ∩ 𝛼) = 𝛼. Notice that Φ𝐷(𝑥) ⊆ 𝐷 in this case, since 𝐷 is club in 𝜅. To see that
Φ𝐷(𝑥) is cofinal in 𝛼, let 𝛽 < 𝛼 be arbitrary. We can find 𝛾 ∈ 𝐷 ∩ 𝛼 above 𝛽, and then 𝜂 ∈ 𝑥 above
𝛾. Clearly, 𝜂 > min(𝐷), so that 𝛿 := sup(𝐷 ∩ 𝜂) is in Φ𝐷(𝑥). But 𝛿 ≥ 𝛾 > 𝛽, as required. To see that
Φ𝐷(𝑥) is closed in 𝛼, let ?¯? < 𝛼 be such that sup(Φ𝐷(𝑥)∩ ?¯?) = ?¯?. Fix a strictly increasing sequence ⟨𝛽𝑖 |
𝑖 < Λ⟩ of elements of Φ𝐷(𝑥), converging to ?¯?. For each 𝑖 < Λ, 𝛽𝑖 must be of the form sup(𝐷 ∩ 𝜂𝑖) for
some 𝜂𝑖 ∈ 𝑥, and furthermore 𝛽𝑖 ≤ 𝜂𝑖 ≤ 𝛽𝑖+1 for every 𝑖 < Λ. Thus ⟨𝜂𝑖 | 𝑖 < Λ⟩ is a sequence of elements
of 𝑥 converging to ?¯?, so that ?¯? ∈ 𝑥 since 𝑥 is club in 𝛼. Furthermore, ?¯? ∈ acc+(Φ𝐷(𝑥)) ⊆ acc+(𝐷) ⊆ 𝐷,
so that sup(𝐷 ∩ ?¯?) = ?¯?, and clearly ?¯? > min(𝐷). Thus ?¯? ∈ Φ𝐷(𝑥), as witnessed by ?¯? ∈ 𝑥. Altogether,
we have shown that Φ𝐷(𝑥) is club in 𝛼, and also that acc(Φ𝐷(𝑥)) ⊆ acc(𝑥).
Consider arbitrary ?¯? ∈ acc(Φ𝐷(𝑥)), in order to compare Φ𝐷(𝑥 ∩ ?¯?) with Φ𝐷(𝑥) ∩ ?¯?. We have
already seen that ?¯? ∈ acc(𝑥) ∩ acc(𝐷) in this case. In particular, sup(𝑥 ∩ ?¯?) = ?¯? = sup(𝐷 ∩ ?¯?), and
sup(𝐷 ∩ 𝜂) < ?¯? ⇐⇒ 𝜂 < ?¯?, so that
Φ𝐷(𝑥 ∩ ?¯?) = {sup(𝐷 ∩ 𝜂) | 𝜂 ∈ 𝑥 ∩ ?¯? & 𝜂 > min(𝐷)}
= {sup(𝐷 ∩ 𝜂) | 𝜂 ∈ 𝑥 & 𝜂 > min(𝐷)} ∩ ?¯?
= Φ𝐷(𝑥) ∩ ?¯?,
as required.
I Suppose sup(𝐷∩𝛼) < 𝛼, so that Φ𝐷(𝑥) = 𝑥∖ sup(𝐷∩𝛼) is a nonempty final segment of 𝑥, which is
certainly a club in 𝛼 and satisfies acc(Φ𝐷(𝑥)) ⊆ acc(𝑥). Consider arbitrary ?¯? ∈ acc(Φ𝐷(𝑥)). In particular,
?¯? ∈ acc(𝑥) and sup(𝐷 ∩ 𝛼) < ?¯? < 𝛼. But then 𝐷 ∩ ?¯? = 𝐷 ∩ 𝛼, so that sup(𝐷 ∩ ?¯?) = sup(𝐷 ∩ 𝛼) < ?¯?.
Since sup(𝑥 ∩ ?¯?) = ?¯?, it follows that
Φ𝐷(𝑥 ∩ ?¯?) = (𝑥 ∩ ?¯?) ∖ sup(𝐷 ∩ ?¯?)
= (𝑥 ∩ ?¯?) ∖ sup(𝐷 ∩ 𝛼) = (𝑥 ∖ sup(𝐷 ∩ 𝛼)) ∩ ?¯? = Φ𝐷(𝑥) ∩ ?¯?,
as required. 
Remark 2.3. Whenever sup(𝐷 ∩ sup(𝑥)) = sup(𝑥), we have that Φ𝐷(𝑥) coincides with Drop(𝑥,𝐷) of
[Koj95]. See Fact 3 of that paper for some of the basic properties of Drop, and hence of Φ𝐷.
Fact 2.4 (Shelah, [She94, S2]). For any 𝐶-sequence ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ 𝑆⟩ over some stationary 𝑆 ⊆ acc(𝜅):
(1) If sup𝛼∈𝑆 |𝐶𝛼|+ < 𝜅, then there exists some club 𝐷 ⊆ 𝜅 such that {𝛼 ∈ 𝑆 | Φ𝐷(𝐶𝛼) ⊆ 𝐸} is
stationary for every club 𝐸 ⊆ 𝜅;
(2) If ?⃗? is amenable, then there exists a club 𝐷 ⊆ 𝜅 such that {𝛼 ∈ 𝑆 | sup(nacc(Φ𝐷(𝐶𝛼))∩𝐸) = 𝛼}
is stationary for every club 𝐸 ⊆ 𝜅.
Lemma 2.5 (wide club guessing). Suppose that ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a (𝜅,<𝜇,⊑𝜒)-sequence with support
Γ, and 𝒮 is a collection of less than 𝜅 many stationary subsets of Γ.
If 𝜅 ≥ ℵ2 and 𝜇 < 𝜅, then there exists a min-preserving faithful postprocessing function Φ : 𝒦(𝜅) →
𝒦(𝜅) such that for every club 𝐸 ⊆ 𝜅 and every 𝑆 ∈ 𝒮, there exists 𝛼 ∈ 𝑆 with sup(nacc(Φ(𝐶)) ∩𝐸) = 𝛼
for all 𝐶 ∈ 𝒞𝛼.
Proof. For every club 𝐷 ⊆ 𝜅, let Φ𝐷 denote the postprocessing function given by Lemma 2.2. The proof
of the next claim is essentially the same as that of Fact 2.4(2).
DISTRIBUTIVE ARONSZAJN TREES 15
Claim 2.5.1. For every 𝑆 ∈ 𝒮, there exists a club 𝐷 ⊆ 𝜅 such that for every club 𝐸 ⊆ 𝜅, there is 𝛿 ∈ 𝑆
with sup(nacc(Φ𝐷(𝐶)) ∩ 𝐸) = 𝛿 for all 𝐶 ∈ 𝒞𝛿.
Proof. Let 𝑆 ∈ 𝒮 be arbitrary, and suppose the conclusion fails. Thus, for every club 𝐷 ⊆ 𝜅 we can fix
some club 𝐸𝐷 ⊆ 𝜅 such that for every 𝛿 ∈ 𝑆 there is some 𝐶𝐷𝛿 ∈ 𝒞𝛿 with sup(nacc(Φ𝐷(𝐶𝐷𝛿 ))∩𝐸𝐷) < 𝛿.
Fix ?¯? < 𝜇 for which 𝑆′ := {𝛼 ∈ 𝑆 | |𝒞𝛼| = ?¯?} is stationary. Let 𝜇′ := max{?¯?+,ℵ1}, so that 𝜇′ < 𝜅.
Define a sequence ⟨𝐸𝑖 | 𝑖 ≤ 𝜇′⟩ of clubs in 𝜅 as follows:
∙ Set 𝐸0 := 𝜅;
∙ For all 𝑖 < 𝜇′, set 𝐸𝑖+1 := 𝐸𝐸𝑖 ∩ 𝐸𝑖;
∙ For all 𝑖 ∈ acc(𝜇′ + 1), set 𝐸𝑖 =
⋂︀
𝑗<𝑖𝐸𝑗 , which is a club in 𝜅 since 𝜇
′ < 𝜅.
Write 𝐸 := 𝐸𝜇′ .
Consider arbitrary 𝛿 ∈ 𝑆′. Since {𝐶𝐸𝑖𝛿 | 𝑖 < 𝜇′} ⊆ 𝒞𝛿, and 𝜇′ is regular and greater than ?¯? = |𝒞𝛿|, we
can pick 𝐶𝛿 ∈ 𝒞𝛿 such that 𝐼𝛿 := {𝑖 < 𝜇′ | 𝐶𝐸𝑖𝛿 = 𝐶𝛿} is cofinal in 𝜇′. For all 𝛿 ∈ Γ ∖ 𝑆′, pick 𝐶𝛿 ∈ 𝒞𝛿
arbitrarily.
Then, ?⃗? := ⟨𝐶𝛿 | 𝛿 ∈ Γ⟩ is a transversal for (𝜅,<𝜇,⊑𝜒). By 𝜇 < 𝜅 and Lemma 1.23, ?⃗? is amenable,
so that we can pick 𝛿 in the stationary set acc(𝐸) ∩ 𝑆′ for which sup(𝐸 ∩ 𝛿 ∖ 𝐶𝛿) = 𝛿.
I Suppose that cf(𝛿) > 𝜔. Let {𝑖𝑛 | 𝑛 < 𝜔} be the increasing enumeration of some subset of 𝐼𝛿. Since
⟨𝐸𝑖 | 𝑖 < 𝜇′⟩ is a ⊆-decreasing sequence, for all 𝑛 < 𝜔, we have in particular that 𝐸𝑖𝑛+1 ⊆ 𝐸𝑖𝑛+1 ⊆ 𝐸𝐸𝑖𝑛 ,
so that 𝛼𝑛 := sup(nacc(Φ𝐸𝑖𝑛 (𝐶𝛿)) ∩ 𝐸𝑖𝑛+1) is < 𝛿. Put 𝛼 := sup𝑛<𝜔 𝛼𝑛. As cf(𝛿) > 𝜔, we have
𝛼 < 𝛿. Fix 𝛽 ∈ (𝐸 ∩ 𝛿) ∖ 𝐶𝛿 above 𝛼. Put 𝛾 := min(𝐶𝛿 ∖ 𝛽). Then 𝛿 > 𝛾 > 𝛽 > 𝛼, and for all
𝑖 < 𝜇′, since 𝛽 ∈ 𝐸𝑖, we infer that sup(𝐸𝑖 ∩ 𝛾) ≥ 𝛽. So it follows from the definition of Φ𝐸𝑖(𝐶𝛿) that
min(Φ𝐸𝑖(𝐶𝛿)∖𝛽) = sup(𝐸𝑖∩𝛾) for all 𝑖 < 𝜇′. Since ⟨𝐸𝑖𝑛 | 𝑛 < 𝜔⟩ is an infinite ⊆-decreasing sequence, let
us fix some 𝑛 < 𝜔 such that sup(𝐸𝑖𝑛∩𝛾) = sup(𝐸𝑖𝑛+1∩𝛾). Then min(Φ𝐸𝑖𝑛 (𝐶𝛿)∖𝛽) = min(Φ𝐸𝑖𝑛+1 (𝐶𝛿)∖𝛽),
and in particular, 𝛽* := min(Φ𝐸𝑖𝑛 (𝐶𝛿)∖𝛽) is in 𝐸𝑖𝑛+1 ∖ (𝛼+1). Now, there are two options, each leading
to a contradiction:
∙ If 𝛽* ∈ nacc(Φ𝐸𝑖𝑛 (𝐶𝛿)), then we get a contradiction to the fact that 𝛽* > 𝛼 ≥ 𝛼𝑛.∙ If 𝛽* ∈ acc(Φ𝐸𝑖𝑛 (𝐶𝛿)), then 𝛽* = 𝛽 and 𝛽* ∈ acc(𝐶𝛿), contradicting the fact that 𝛽 /∈ 𝐶𝛿.
I Suppose that cf(𝛿) = 𝜔. For all 𝑖 ∈ 𝐼𝛿, we have that 𝛼𝑖 := sup(nacc(Φ𝐸𝑖(𝐶𝛿)) ∩ 𝐸𝑖+1) is < 𝛿.
As cf(𝛿) ̸= 𝜔1, let {𝑖𝜈 | 𝜈 < 𝜔1} be the increasing enumeration of some subset of 𝐼𝛿, for which 𝛼 :=
sup𝜈<𝜔1 𝛼𝑖𝜈 is < 𝛿. Fix 𝛽 ∈ (𝐸 ∩ 𝛿) ∖ 𝐶𝛿 above 𝛼. Put 𝛾 := min(𝐶𝛿 ∖ 𝛽). Then 𝛿 > 𝛾 > 𝛽 > 𝛼, and
min(Φ𝐸𝑖(𝐶𝛿) ∖𝛽) = sup(𝐸𝑖 ∩ 𝛾) for all 𝑖 < 𝜇′. Fix some 𝜈 < 𝜔1 such that sup(𝐸𝑖𝜈 ∩ 𝛾) = sup(𝐸𝑖𝜈+1 ∩ 𝛾).
Then 𝛽* := min(Φ𝐸𝑖𝜈 (𝐶𝛿) ∖ 𝛽) is in 𝐸𝑖𝜈+1 ∖ (𝛼+ 1), and as in the previous case, each of the two possible
options leads to a contradiction. 
For each 𝑆 ∈ 𝒮, let 𝐷𝑆 be given by the preceding claim. Put 𝐷 :=
⋂︀
𝑆∈𝒮 𝐷𝑆 . Since |𝒮| < 𝜅, 𝐷 is a
club in 𝜅. Define Φ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ(𝑥) :=
{︃
{1} ∪ (Φ𝐷(𝑥) ∖ 3), if min(𝑥) = 1 & 2 ∈ Φ𝐷(𝑥);
{min(𝑥)} ∪ (Φ𝐷(𝑥) ∖min(𝑥)), otherwise.
Since Φ𝐷 is a postprocessing function, it follows that Φ is as well. Of course, Φ is faithful and
min-preserving. Consider arbitrary club 𝐸 ⊆ 𝜅 and 𝑆 ∈ 𝒮. We shall find some 𝛿 ∈ 𝑆 such that
sup(nacc(Φ(𝐶)) ∩ 𝐸) = 𝛿 for all 𝐶 ∈ 𝒞𝛿. As Φ(𝑥) =* Φ𝐷(𝑥) for all 𝑥, it suffices to verify this against
Φ𝐷.
Let 𝐸′ := 𝐸 ∩ acc(𝐷). By our choice of 𝐷𝑆 , we may fix 𝛿 ∈ 𝑆 with sup(nacc(Φ𝐷𝑆 (𝐶)) ∩ 𝐸′) = 𝛿
for all 𝐶 ∈ 𝒞𝛿. Consider arbitrary 𝐶 ∈ 𝒞𝛿. To see that sup(nacc(Φ𝐷(𝐶)) ∩ 𝐸) = 𝛿, first notice that
𝛿 ∈ acc(𝐸′) ⊆ acc(𝐷) ⊆ acc(𝐷𝑆), so that Φ𝐷𝑆 (𝐶) = {sup(𝐷𝑆 ∩ 𝜂) | 𝜂 ∈ 𝐶 & 𝜂 > min(𝐷𝑆)} and
Φ𝐷(𝐶) = {sup(𝐷 ∩ 𝜂) | 𝜂 ∈ 𝐶 & 𝜂 > min(𝐷)}. In particular, acc(Φ𝐷𝑆 (𝐶)) = acc(𝐷𝑆) ∩ acc(𝐶) and
acc(Φ𝐷(𝐶)) = acc(𝐷) ∩ acc(𝐶).
Fix an arbitrary 𝛽 ∈ nacc(Φ𝐷𝑆 (𝐶))∩𝐸′, and we shall show that 𝛽 ∈ nacc(Φ𝐷(𝐶))∩𝐸. As 𝛽 ∈ 𝐸′, we
have 𝛽 ∈ acc(𝐷) ⊆ acc(𝐷𝑆). So, since acc(Φ𝐷𝑆 (𝐶)) = acc(𝐷𝑆) ∩ acc(𝐶), we have that 𝜂 := min(𝐶 ∖ 𝛽)
is in nacc(𝐶), and 𝛽 = sup(𝐷𝑆 ∩ 𝜂). As 𝐷 ⊆ 𝐷𝑆 , we have sup(𝐷 ∩ 𝜂) ≤ 𝛽. As 𝛽 ∈ acc(𝐷 ∩ 𝜂), we also
have 𝛽 ≤ sup(𝐷 ∩ 𝜂). Recalling that 𝜂 ∈ nacc(𝐶) and 𝛽 ∈ 𝐸′ ⊆ 𝐸, we conclude that 𝛽 = sup(𝐷 ∩ 𝜂) ∈
nacc(Φ𝐷(𝐶)) ∩ 𝐸. 
Remark 2.6. Our “wide club guessing” lemma is as wide as provably possible, in the sense that the
hypothesis 𝜇 < 𝜅 cannot be waived. Specifically, in Kunen’s model from [Kun78, S3], there exists an
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inaccessible cardinal 𝜅 such that (𝜅,<𝜅) holds, but for any (𝜅,<𝜅)-sequence ⟨𝒞𝛼 | 𝛼 < 𝜅⟩, there
exists a club 𝐸 ⊆ 𝜅 such that for all 𝛼 < 𝜅, there is 𝐶 ∈ 𝒞𝛼 with sup(nacc(𝐶) ∩ 𝐸) < 𝛼.
Definition 2.7. A 𝜅-assignment is a matrix Z = ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ satisfying for all
𝑥 ∈ 𝒦(𝜅):
∙ 𝑍𝑥,𝛽 ⊆ 𝛽 for all 𝛽 ∈ nacc(𝑥);
∙ 𝑍𝑥,𝛽 = 𝑍𝑥∩?¯?,𝛽 for all ?¯? ∈ acc(𝑥) and 𝛽 ∈ nacc(𝑥 ∩ ?¯?).
Lemma 2.8. Suppose that Z = ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ is a 𝜅-assignment. Define ΦZ : 𝒦(𝜅) →
𝒦(𝜅) by stipulating ΦZ(𝑥) := Im(𝑔𝑥,Z), where 𝑔𝑥,Z : 𝑥→ sup(𝑥) is the function satisfying
𝑔𝑥,Z(𝛽) :=
⎧⎪⎨⎪⎩
𝛽, if 𝛽 ∈ acc(𝑥);
min(𝑍𝑥,𝛽 ∪ {𝛽}), if 𝛽 = min(𝑥);
min ((𝑍𝑥,𝛽 ∪ {𝛽}) ∖ (sup(𝑥 ∩ 𝛽) + 1)) , otherwise.
Then ΦZ is an acc-preserving postprocessing function, as follows from the following:
(1) 𝑔𝑥,Z is strictly increasing, continuous, and cofinal in sup(𝑥), so that Im(𝑔𝑥,Z) is a club in sup(𝑥)
of order-type otp(𝑥);
(2) acc(Im(𝑔𝑥,Z)) = acc(𝑥) and nacc(Im(𝑔𝑥,Z)) = 𝑔𝑥,Z[nacc(𝑥)];
(3) if 𝑥, 𝑦 ∈ 𝒦(𝜅) and 𝑦 ⊑ 𝑥, then 𝑔𝑦,Z = 𝑔𝑥,Z  sup(𝑦), so that Im(𝑔𝑦,Z) ⊑ Im(𝑔𝑥,Z).
Proof. Recall that every 𝑥 ∈ 𝒦(𝜅) is a club subset of sup(𝑥). For every 𝑥 ∈ 𝒦(𝜅) and every 𝛽 ∈
nacc(𝑥) ∖ {0}, we have sup(𝑥 ∩ 𝛽) < 𝑔𝑥,Z(𝛽) ≤ 𝛽. Parts (1) and (2) follow immediately.
For (3), consider 𝑥, 𝑦 ∈ 𝒦(𝜅) with 𝑦 ⊑ 𝑥, and arbitrary 𝛽 ∈ 𝑦. If 𝛽 ∈ acc(𝑦) then clearly 𝑔𝑦,Z(𝛽) =
𝛽 = 𝑔𝑥,Z(𝛽). If 𝛽 ∈ nacc(𝑦), then since 𝑦 ⊑ 𝑥 we have sup(𝑦 ∩ 𝛽) = sup(𝑥∩ 𝛽), and by the fact that Z is
a 𝜅-assignment we have 𝑍𝑦,𝛽 = 𝑍𝑥,𝛽 , so that 𝑔𝑦,Z(𝛽) = 𝑔𝑥,Z(𝛽) follows. 
Example 2.9. Any sequence ⟨𝑍𝛽 | 𝛽 < 𝜅⟩ gives rise to a 𝜅-assignment Z := ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅),
𝛽 ∈ nacc(𝑥)⟩ via the rule 𝑍𝑥,𝛽 := 𝑍𝛽 ∩ 𝛽. Now, let ΦZ be given by Lemma 2.8. Note that if 𝑥 ∈
𝒦(𝜅) and 𝐴 ⊆ 𝜅 are such that nacc(𝑥) ⊆ {𝛽 ∈ acc+(𝐴) | 𝑍𝛽 = 𝐴 ∩ 𝛽}, then nacc(ΦZ(𝑥)) ⊆ 𝐴 and
min(ΦZ(𝑥)) = min(𝐴). Likewise, for 𝑓 ∈ {sup, otp}, if 𝑓(nacc(𝑥)∩ {𝛽 ∈ acc+(𝐴) | 𝑍𝛽 = 𝐴∩ 𝛽}) = 𝑓(𝑥),
then 𝑓(nacc(ΦZ(𝑥)) ∩𝐴) = 𝑓(𝑥).
Fact 2.10 ([LR18]). Suppose that ♢(𝜅) holds. For any infinite regular cardinal 𝜃 < 𝜅, there exists an
acc-preserving postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) satisfying the following. For every sequence
⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜅, there exists some stationary subset 𝐺 ⊆ 𝜅 such that for all 𝑥 ∈ 𝒦(𝜅),
if sup(nacc(𝑥) ∩𝐺) = sup(𝑥) and cf(sup(𝑥)) = 𝜃, then sup(nacc(Φ(𝑥)) ∩𝐴𝑖) = sup(𝑥) for all 𝑖 < 𝜃.
Fact 2.11 (folklore). ♢(𝜅) entails the existence of a matrix ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩ with 𝐴𝑖𝛾 ⊆ 𝛾 for all 𝑖, 𝛾 < 𝜅,
such that for every sequence ?⃗? = ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅, the following set is stationary:
𝐺(?⃗?) := {𝛾 < 𝜅 | ∀𝑖 < 𝛾(sup(𝐴𝑖 ∩ 𝛾) = 𝛾 & 𝐴𝑖 ∩ 𝛾 = 𝐴𝑖𝛾)}.
Definition 2.12 ([Rin17]). Define an ideal 𝐽 [𝜅] ⊆ 𝒫(𝜅), as follows. A subset 𝑆 ⊆ 𝜅 is in 𝐽 [𝜅] iff there
exists a club 𝐶 ⊆ 𝜅 and a sequence of functions ⟨𝑓𝑖 : 𝜅 → 𝜅 | 𝑖 < 𝜅⟩ satisfying the following. For every
𝛼 ∈ 𝑆 ∩𝐶, every regressive function 𝑓 : 𝛼→ 𝛼, and every cofinal subset 𝐵 ⊆ 𝛼, there exists some 𝑖 < 𝛼
such that sup{𝛽 ∈ 𝐵 | 𝑓𝑖(𝛽) = 𝑓(𝛽)} = 𝛼.
The following Lemma is a postprocessing-function version of [Rin17, Theorem 4.3].
Lemma 2.13. Suppose that ♢(𝜅) holds and that 𝜃 ∈ Reg(𝜅). Suppose also that ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ 𝑆⟩
is a 𝐶-sequence, with 𝑆 ∈ 𝐽 [𝜅] ∩ 𝒫(𝐸𝜅𝜃 ), satisfying that for every club 𝐸 ⊆ 𝜅, there exists 𝛼 ∈ 𝑆 with
sup(nacc(𝐶𝛼) ∩ 𝐸) = 𝛼.
Then there exists a faithful postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) satisfying:
(1) for every 𝑥, sup(nacc(𝑥) ∖ nacc(Φ(𝑥))) < sup(𝑥);
(2) for every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜅, there exists 𝛼 ∈ 𝑆 with
min(𝐶𝛼) = 𝜁 such that sup(nacc(Φ(𝐶𝛼)) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃.
Proof. Define an ideal ℐ ⊆ 𝒫(𝑆), as follows. For every 𝑇 ⊆ 𝑆: 𝑇 ∈ ℐ iff there exists some club 𝐸 ⊆ 𝜅
such that sup(nacc(𝐶𝛼) ∩ 𝐸) < 𝛼 for all 𝛼 ∈ 𝑇 . By the club-guessing feature of ?⃗?, 𝑆 /∈ ℐ.
Claim 2.13.1. ℐ is normal.
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Proof. Suppose that ⟨𝑇𝑖 | 𝑖 < 𝜅⟩ is a sequence of elements of ℐ. For each 𝑖 < 𝜅, pick a club 𝐸𝑖 witnessing
that 𝑇𝑖 ∈ ℐ. Consider the diagonal union 𝑇 := {𝛼 < 𝜅 | ∃𝑖 < 𝛼(𝛼 ∈ 𝑇𝑖)} and the diagonal intersection
𝐸 := {𝛼 < 𝜅 | ∀𝑖 < 𝛼(𝛼 ∈ 𝐸𝑖)}. We claim that the club 𝐸 witnesses that 𝑇 ∈ ℐ. Let 𝛼 ∈ 𝑇 be
arbitrary. Pick 𝑖 < 𝛼 such that 𝛼 ∈ 𝑇𝑖. As sup(𝐸 ∖ 𝐸𝑖) ≤ 𝑖 + 1 < 𝛼 and sup(nacc(𝐶𝛼) ∩ 𝐸𝑖) < 𝛼, we
have sup(nacc(𝐶𝛼) ∩ 𝐸) < 𝛼, so we are done. 
It is clear that just like Lemma 1.15 admits a generalization to arbitrary normal filters (recall
Lemma 1.29), so does Lemma 2.1. Thus, by appealing to this generalization with the dual filter of
ℐ, ?⃗?,14 and the constant 𝜅-sequence whose unique element is 𝑆, we obtain a postprocessing function
Φ0 : 𝒦(𝜅) → 𝒦(𝜅) such that:
∙ For all 𝑥 ∈ 𝒦(𝜅), we have Φ0(𝑥) =* 𝑥;
∙ Υ := {𝜏 < 𝜅 | {𝛼 ∈ 𝑆 | min(Φ0(𝐶𝛼)) = 𝜏} /∈ ℐ} is cofinal in 𝜅.
Denote 𝐶∘𝛼 := Φ0(𝐶𝛼). For each 𝜏 ∈ Υ, put 𝑆𝜏 := {𝛼 ∈ 𝑆 | min(𝐶∘𝛼) = 𝜏}. Then for every club 𝐸 ⊆ 𝜅
and every 𝜏 ∈ Υ, there exists 𝛼 ∈ 𝑆𝜏 such that sup(nacc(𝐶∘𝛼) ∩ 𝐸) = 𝛼. In particular, 𝑆𝜏 is stationary.
Next, we follow the proof of [Rin17, Theorem 4.3]. As 𝑆 ∈ 𝐽 [𝜅], let us fix a club 𝐶 ⊆ 𝜅 and a sequence
of functions ⟨𝑓𝑖 : 𝜅 → 𝜅 | 𝑖 < 𝜅⟩ such that for every 𝛼 ∈ 𝑆 ∩ 𝐶, every regressive function 𝑓 : 𝛼 → 𝛼,
and every cofinal subset 𝐵 ⊆ 𝛼, there exists some 𝑖 < 𝛼 such that sup{𝛽 ∈ 𝐵 | 𝑓𝑖(𝛽) = 𝑓(𝛽)} = 𝛼. By
♢(𝜅), fix a matrix ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩ as in Fact 2.11. For each 𝑖 < 𝜅, derive a 𝜅-assignment Z𝑖 = ⟨𝑍𝑖𝑥,𝛽 |
𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ via the rule 𝑍𝑖𝑥,𝛽 := 𝐴𝑖𝑓𝑖(𝛽) ∩ 𝛽, and consider the corresponding postprocessing
function ΦZ𝑖 given by Lemma 2.8.
Claim 2.13.2. For each 𝜏 ∈ Υ, there is 𝑖 < 𝜅 such that for every cofinal 𝐴 ⊆ 𝜅, there exists 𝛼 ∈ 𝑆𝜏
with
sup(nacc(ΦZ𝑖(𝐶
∘
𝛼)) ∩𝐴) = 𝛼.
Proof. Towards a contradiction, suppose that 𝜏 ∈ Υ is a counterexample. Then there exists a sequence
of cofinal subsets of 𝜅, ?⃗? = ⟨𝐴𝑖 | 𝑖 < 𝜅⟩, such that for all 𝑖 < 𝜅 and 𝛼 ∈ 𝑆𝜏 , we have sup(nacc(ΦZ𝑖(𝐶∘𝛼))∩
𝐴𝑖) < 𝛼. Let 𝐺 be 𝐺(?⃗?) as in Fact 2.11. Then 𝐺 is a stationary subset of 𝜅, and 𝐸 := 𝐶 ∩ acc+(𝐺) is a
club in 𝜅. Pick 𝛼 ∈ 𝑆𝜏 such that 𝐵 := nacc(𝐶∘𝛼)∩𝐸 is cofinal in 𝛼. In particular, 𝛼 ∈ acc+(𝐸) ⊆ 𝐸 ⊆ 𝐶.
For all 𝛽 ∈ 𝐵, since 𝛽 ∈ 𝐸, we know that the relative interval 𝐺 ∩ (sup(𝐶∘𝛼 ∩ 𝛽), 𝛽) is nonempty.
Consequently, we may find some regressive function 𝑓 : 𝛼→ 𝛼 such that 𝑓(𝛽) ∈ 𝐺∩ (sup(𝐶∘𝛼 ∩ 𝛽), 𝛽) for
all 𝛽 ∈ 𝐵. Since 𝛼 ∈ 𝑆 ∩ 𝐶, we may pick 𝑖 < 𝛼 and a cofinal subset 𝐵′ ⊆ 𝐵 such that 𝑓𝑖  𝐵′ = 𝑓  𝐵′.
Fix a large enough 𝜂 ∈ 𝐶∘𝛼 such that sup(𝐶∘𝛼 ∩ 𝜂) ≥ 𝑖. By omitting an initial segment, we may assume
that min(𝐵′) > 𝜂.
Let 𝛽 ∈ 𝐵′ be arbitrary. As 𝛽 ∈ nacc(𝐶∘𝛼) and 𝛽 > 𝜂 ≥ min(𝐶∘𝛼), we have
𝑔𝐶∘𝛼,Z𝑖(𝛽) = min
(︁
((𝐴𝑖𝑓𝑖(𝛽) ∩ 𝛽) ∪ {𝛽}) ∖ (sup(𝐶∘𝛼 ∩ 𝛽) + 1)
)︁
,
where the function 𝑔𝐶∘𝛼,Z𝑖 : 𝐶
∘
𝛼 → 𝛼 is the one defined in Lemma 2.8.
Write 𝛾 := 𝑓𝑖(𝛽). Then 𝛾 ∈ 𝐺 ∩ (sup(𝐶∘𝛼 ∩ 𝛽), 𝛽) ⊆ (𝑖, 𝛽). In particular, sup(𝐴𝑖 ∩ 𝛾) = 𝛾 and
𝐴𝑖 ∩ 𝛾 = 𝐴𝑖𝛾 , so that
𝑔𝐶∘𝛼,Z𝑖(𝛽) = min
(︀
𝐴𝑖 ∖ (sup(𝐶∘𝛼 ∩ 𝛽) + 1)
)︀
.
Consequently, 𝑔𝐶∘𝛼,Z𝑖 [𝐵
′] ⊆ 𝐴𝑖, and hence sup(nacc(ΦZ𝑖(𝐶∘𝛼)) ∩ 𝐴𝑖) = 𝛼, contradicting the choice of
𝐴𝑖. 
For each 𝜏 ∈ Υ, let 𝑖𝜏 be given by the preceding claim. Let Φ1 be given by Fact 2.10. Define
Φ2 : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ2(𝑥) :=
{︃
nacc(Φ0(𝑥)) ∪ (Φ1(ΦZ𝑖𝜏 (Φ0(𝑥))) ∖ 𝜏) ∪ {otp(Υ ∩ 𝜏)}, if 𝜏 := min(Φ0(𝑥)) is in Υ;
Φ0(𝑥), otherwise.
Claim 2.13.3. Φ2 is a postprocessing function, and sup(nacc(𝑥) ∖ nacc(Φ2(𝑥))) < sup(𝑥) for all 𝑥.
Proof. Since all elements of {Φ1,ΦZ𝑖 | 𝑖 < 𝜅} are acc-preserving postprocessing functions, we get that
for all 𝑥 ∈ 𝒦(𝜅) and 𝑖 < 𝜅, acc(Φ2(𝑥)) = acc(Φ1(ΦZ𝑖(Φ0(𝑥)))) = acc(Φ0(𝑥)), so that Φ2(𝑥) is a club in
sup(𝑥). Since nacc(Φ0(𝑥)) ⊆ nacc(Φ2(𝑥)) and Φ0(𝑥) =* 𝑥, we also have sup(nacc(𝑥) ∖ nacc(Φ2(𝑥))) <
sup(𝑥).
14Note that ?⃗? is amenable due to its club-guessing feature.
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Finally, suppose that 𝑥 ∈ 𝒦(𝜅) and ?¯? ∈ acc(Φ2(𝑥)). Put 𝜏 := min(Φ0(𝑥)). As Φ0(𝑥∩ ?¯?) = Φ0(𝑥)∩ ?¯?,
we have min(Φ0(𝑥 ∩ ?¯?)) = 𝜏 , and hence Φ2(𝑥 ∩ ?¯?) = Φ2(𝑥) ∩ ?¯?. 
Claim 2.13.4. For every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜅, there exists
𝛼 ∈ 𝑆 such that min(Φ2(𝐶𝛼)) = 𝜁 and sup(nacc(Φ2(𝐶𝛼)) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃.
Proof. Let ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ be an arbitrary sequence of cofinal subsets of 𝜅. By our choice of Φ1, let 𝐺 ⊆ 𝜅
be a stationary subset satisfying the property given in Fact 2.10. Let 𝜁 < 𝜅 be arbitrary. Put 𝜏 := Υ(𝜁).
Then, by our choice of 𝑖𝜏 , fix 𝛼 ∈ 𝑆𝜏 such that sup(nacc(ΦZ𝑖𝜏 (𝐶∘𝛼)) ∩ 𝐺) = 𝛼. Since 𝑆𝜏 ⊆ 𝑆 ⊆ 𝐸𝜅𝜃 , we
have cf(𝛼) = 𝜃. Then by our choice of 𝐺 we have sup(nacc(Φ1(ΦZ𝑖𝜏 (𝐶
∘
𝛼))) ∩ 𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃. But
𝐶∘𝛼 = Φ0(𝐶𝛼) and 𝛼 ∈ 𝑆𝜏 , so that min(Φ0(𝐶𝛼)) = 𝜏 . Consequently, min(Φ2(𝐶𝛼)) = otp(Υ∩ 𝜏) = 𝜁, and
sup(nacc(Φ2(𝐶𝛼)) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃. 
Let Φfaithful be given by Example 1.11. Then Φ := Φfaithful ∘ Φ2 is as sought. 
Definition 2.14. A 𝐶-sequence ⟨𝑒𝛼 | 𝛼 < 𝜅⟩ is said to be standard if all of the following hold:
∙ For all 𝛼 < 𝜅, 𝑒𝛼+1 := {𝛼};
∙ For all 𝛼 ∈ 𝐸𝜅𝜔, otp(𝑒𝛼) = 𝜔;
∙ For all 𝛼 ∈ 𝐸𝜅>𝜔, otp(𝑒𝛼) = cf(𝛼), nacc(𝑒𝛼) ⊆ nacc(𝛼), and 𝜔 ∖ 𝑒𝛼 = {0}.
Notation 2.15. Given a 𝒞-sequence 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩, and a postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅),
we let 𝒞Φ denote any 𝒞-sequence ⟨𝒟𝛼 | 𝛼 < 𝜅⟩ satisfying the following two properties:
∙ For all 𝛼 ∈ Γ(𝒞), 𝒟𝛼 = {Φ(𝐶) | 𝐶 ∈ 𝒞𝛼};
∙ For all 𝛼 ∈ 𝜅 ∖ Γ(𝒞), 𝒟𝛼 = {𝑒𝛼}, where ⟨𝑒𝛼 | 𝛼 < 𝜅⟩ is some standard 𝐶-sequence, and if
sup(
⋃︀ 𝒞𝛼 ∩ nacc(𝛼)) = 𝛼, then 𝑒𝛼 ⊆ ⋃︀ 𝒞𝛼 ∪ (𝜔 + 1).
It is clear that such a sequence can always be found.
Lemma 2.16. Suppose that 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1) holds, where either:
∙ ℛ1 = 𝑉 or
∙ ℛ1 = /∈ and min{𝜉, 𝜇} < 𝜅.
For every postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅), we have:
(1) If 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a witness to 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1), then 𝒞Φ is yet another witness, with some
support Γ∙ ⊇ Γ(𝒞); if Φ is faithful or 𝜒 = ℵ0, then Γ∙ = Γ(𝒞);
(2) Suppose that ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1). If Φ is faithful or 𝜒 = ℵ0, then
⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ is yet another transversal for 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1).
Proof. (1) Write Γ := Γ(𝒞). By Lemma 1.21(3), 𝐸𝜅𝜔 ∪ 𝐸𝜅≥𝜒 ⊆ Γ. Write 𝒞∙ = ⟨𝒞∙𝛼 | 𝛼 < 𝜅⟩ for 𝒞Φ, and
Γ∙ := Γ(𝒞∙). Consider arbitrary 𝛼 ∈ Γ. Clearly |𝒞∙𝛼| ≤ |𝒞𝛼| < 𝜇. Let 𝑐 ∈ 𝒞∙𝛼 be arbitrary. Then we
can fix some 𝐶 ∈ 𝒞𝛼 such that 𝑐 = Φ(𝐶). Since Φ is a postprocessing function, 𝑐 is club in sup(𝐶) = 𝛼
and otp(𝑐) ≤ otp(𝐶) ≤ 𝜉. In particular, if 𝑐 has order-type 𝜉, then so does 𝐶, so that |{𝑐 ∈ 𝒞∙𝛼 |
otp(𝑐) = 𝜉}| ≤ |{𝐶 ∈ 𝒞𝛼 | otp(𝐶) = 𝜉}| ≤ 1.
Let ?¯? ∈ acc(𝑐) be arbitrary. Since Φ is a postprocessing function, we have ?¯? ∈ acc(𝐶) and 𝑐 ∩ ?¯? =
Φ(𝐶) ∩ ?¯? = Φ(𝐶 ∩ ?¯?), where by 𝛼 ∈ Γ, we have 𝐶 ∩ ?¯? ∈ 𝒞?¯?. By Lemma 1.21(2), we also have ?¯? ∈ Γ.
Thus 𝑐 ∩ ?¯? ∈ 𝒞∙?¯?. In particular, it follows that 𝛼 ∈ Γ∙. Thus we have shown that Γ ⊆ Γ∙. Consequently,
𝜒 = ℵ0 would entail that acc(𝜅) = Γ = Γ∙.
Next, suppose that 𝜒 > ℵ0 and consider an arbitrary 𝛼 ∈ acc(𝜅) ∖ Γ. Then 𝛼 /∈ 𝐸𝜅𝜔 ∪𝐸𝜅≥𝜒 and 𝒞∙𝛼 is a
singleton whose unique element 𝑒𝛼 comes from a standard 𝐶-sequence. In particular, otp(𝑒𝛼) = cf(𝛼) < 𝜒
and nacc(𝑒𝛼) consists only of successor ordinals, guaranteeing ⊑𝜒-coherence as well. Furthermore, if Φ
is faithful, then 𝑒𝛼 ∩ 𝜔 = (𝜔 ∖ {0}) /∈ Im(Φ), while 𝒞∙𝜔 ⊆ Im(Φ) since 𝜔 ∈ Γ, and hence 𝑒𝛼 ∩ 𝜔 /∈ 𝒞∙𝜔, so
that 𝛼 /∈ Γ∙.
Consider arbitrary cofinal 𝐴 ⊆ 𝜅, and we must find some 𝛼 ∈ acc+(𝐴) such that (𝐴 ∩ 𝛼) ℛ1 𝒞∙𝛼. If
ℛ1 = 𝑉 , then any 𝛼 ∈ acc+(𝐴) satisfies the required relation. Thus, suppose that ℛ1 = /∈, so that
min{𝜉, 𝜇} < 𝜅. Towards a contradiction, suppose that for all 𝛼 ∈ acc+(𝐴), we have 𝐴∩𝛼 ∈ 𝒞∙𝛼. Consider
the club 𝐷 := acc+(𝐴), and let ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ be a transversal for 𝒞 satisfying 𝐴 ∩ 𝛼 = Φ(𝐶𝛼) for all
𝛼 ∈ Γ ∩𝐷. For all 𝛼 ∈ Γ ∩𝐷, we have 𝐷 ∩ 𝛼 = acc+(𝐴) ∩ 𝛼 = acc(Φ(𝐶𝛼)) ⊆ acc(𝐶𝛼). In particular,
{𝛼 ∈ Γ | 𝐷 ∩ 𝛼 ⊆ 𝐶𝛼} is stationary, so that ?⃗? is not amenable, contradicting Lemma 1.23.
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(2) Let 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ be a 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1)-sequence for which Γ = Γ(𝒞) and ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ ∈∏︀
𝛼∈Γ 𝒞𝛼. Then by Clause (1), 𝒞Φ is a 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1)-sequence. Writing 𝒞∙ = ⟨𝒞∙𝛼 | 𝛼 < 𝜅⟩ for 𝒞Φ,
it is clear that ⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ ∈
∏︀
𝛼∈Γ 𝒞∙𝛼. If Φ is faithful or 𝜒 = ℵ0, then Clause (1) gives Γ(𝒞∙) = Γ,
and hence 𝒞∙ witnesses that ⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑𝜒,ℛ1). 
Remark 2.17. Again, the hypothesis min{𝜉, 𝜇} < 𝜅 cannot be waived. Indeed, in Kunen’s model from
[Kun78, S3], there exists an inaccessible cardinal 𝜅 such that (𝜅,<𝜅) holds, but for any witness 𝒞 to
(𝜅,<𝜅), there exists some postprocessing function Φ for which 𝒞Φ fails to witness (𝜅,<𝜅).
Remark 2.18. Lemma 2.16(1) along with the special case (𝜅, 𝜇, 𝜒) := (𝜆+, (cf(𝜆))+,ℵ0) and 𝒮 := {𝐸𝜆+𝜃 |
𝜃 ∈ Reg(𝜆)} of Lemma 2.5, together provide an affirmative answer to Question 16 of [Rin11].
Recall that 𝒟(𝜆, 𝜃) stands for the density of [𝜆]𝜃, that is, 𝒟(𝜆, 𝜃) = cf([𝜆]𝜃,⊇). Note that 𝒟(𝜃, 𝜃) ≤
𝒟(𝜆, 𝜃) whenever 𝜃 ≤ 𝜆, and that 𝒟(𝜆, 𝜃) = 𝜆 whenever 𝜆 is a strong-limit cardinal and 𝜃 ∈ Reg(𝜆) ∖
{cf(𝜆)}.15
Theorem 2.19. Suppose that 𝜆 is an uncountable cardinal, and 𝜉(𝜆+, <𝜇,⊑𝜒) holds with 𝜉 ≤ 𝜆+,
𝜒 ∈ Reg(𝜆+) and 𝜇 ≤ 𝜆. Suppose also that CH𝜆 holds, and that {𝜃 ∈ Reg(𝜆) | 𝒟(𝜆, 𝜃) = 𝜆} is cofinal
in Reg(𝜆). Then there exists a 𝜉(𝜆+, <𝜇,⊑𝜒)-sequence ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩ with a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩,
and a cofinal subset Θ ⊆ Reg(𝜆) such that for every 𝜃 ∈ Θ:
(1) For every club 𝐸 ⊆ 𝜆+, there exists 𝛼 ∈ 𝐸𝜆+𝜃 ∩Γ such that sup(nacc(𝐶)∩𝐸) = 𝛼 for all 𝐶 ∈ 𝒞𝛼;
(2) For every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜆+, there exists 𝛼 ∈ 𝐸𝜆+𝜃 ∩Γ
with min(𝐶𝛼) = 𝜁 such that sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃.
Proof. We commence with the following:
Claim 2.19.1. There exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝜉(𝜆+, <𝜇,⊑𝜒) and a sequence ⟨𝑆𝜃 | 𝜃 ∈ Θ⟩
such that Θ is a cofinal subset of Reg(𝜆), and for all 𝜃 ∈ Θ:
∙ 𝑆𝜃 is a stationary subset of 𝐸𝜆+𝜃 ∩ Γ;
∙ min(𝐶𝛼) = 𝜃 for all 𝛼 ∈ 𝑆𝜃;
∙ 𝑆𝜃 ∈ 𝐽 [𝜆+].
Proof. Fix a transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝜉(𝜆+, <𝜇,⊑𝜒).
I If 𝜆 is regular, then for all 𝜃 ∈ Reg(𝜆) with 𝒟(𝜆, 𝜃) = 𝜆, consider the set 𝑇𝜃 := 𝐸𝜆+𝜃 ∩Γ, which is
stationary by Lemma 1.21(3), and note that by [Rin17, Proposition 2.2], 𝑇𝜃 is in the ideal 𝐽 [𝜆
+].
I If 𝜆 is singular, then 𝜒 < 𝜆, and so by [Rin17, Corollary 2.5], for each 𝜃 ∈ Reg(𝜆) ∖ 𝜒 with
𝒟(𝜆, 𝜃) = 𝜆, we may fix a stationary subset 𝑇𝜃 ⊆ 𝐸𝜆+𝜃 ⊆ Γ in 𝐽 [𝜆+].
By 𝜇 ≤ 𝜆 and Lemma 1.23, ?⃗? is amenable. Thus, by Lemma 2.1, there exist a faithful postprocessing
function Φ : 𝒦(𝜆+) → 𝒦(𝜆+) and a cofinal subset Θ ⊆ Reg(𝜆) (of course, if 𝜆 is singular, then Θ ⊆
Reg(𝜆)∖𝜒) such that 𝑆𝜃 := {𝛼 ∈ 𝑇𝜃 | min(Φ(𝐶𝛼)) = 𝜃} is stationary for all 𝜃 ∈ Θ. But 𝐽 [𝜆+] is an ideal,
and hence 𝑆𝜃 ∈ 𝐽 [𝜆+] for all 𝜃 ∈ Θ. By Lemma 2.16(2), then, ⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ and ⟨𝑆𝜃 | 𝜃 ∈ Θ⟩ are as
sought. 
Let ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ and ⟨𝑆𝜃 | 𝜃 ∈ Θ⟩ be given by the preceding claim. Let 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩ be
a 𝜉(𝜆+, <𝜇,⊑𝜒)-sequence for which ?⃗? is a transversal. Let Φ be given by Lemma 2.5 when fed with
𝒞 and 𝒮 := {𝑆𝜃 | 𝜃 ∈ Θ}. In particular, for every 𝜃 ∈ Θ and every club 𝐸 ⊆ 𝜆+, there exists 𝛼 ∈ 𝑆𝜃
with sup(nacc(Φ(𝐶𝛼)) ∩ 𝐸) = 𝛼. By CH𝜆 and [She10], ♢(𝜆+) holds. Thus, for each 𝜃 ∈ Θ, appeal
to Lemma 2.13 with ⟨Φ(𝐶𝛼) | 𝛼 ∈ 𝑆𝜃⟩ to obtain a corresponding postprocessing function Φ𝜃. Define
Φ′ : 𝒦(𝜆+) → 𝒦(𝜆+) by stipulating:
Φ′(𝑥) :=
{︃
Φ𝜃(Φ(𝑥)), if 𝜃 := min(𝑥) is in Θ;
Φ(𝑥), otherwise.
Since all elements of {Φ,Φ𝜃 | 𝜃 ∈ Θ} are faithful postprocessing functions, Φ′ is a faithful post-
processing function.
Claim 2.19.2. 𝒞Φ′ , ⟨Φ′(𝐶𝛼) | 𝛼 ∈ Γ⟩ and Θ are as sought.
15Indeed, for 𝜆 regular, we would have 𝒟(𝜆, 𝜃) = 𝜆𝜃 = 𝜆; for 𝜆 singular, see, e.g., the proof of [Rin17, Claim 4.5.1].
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Proof. By Lemma 2.16(1), 𝒞Φ′ is a 𝜉(𝜆+, <𝜇,⊑𝜒)-sequence with support Γ, for which ⟨Φ′(𝐶𝛼) | 𝛼 ∈ Γ⟩
is a transversal. Write ⟨𝒞∙𝛼 | 𝛼 < 𝜆+⟩ for 𝒞Φ
′
. Let 𝜃 ∈ Θ be arbitrary. We now verify the two clauses of
the statement of the theorem:
(1) Let 𝐸 ⊆ 𝜆+ be an arbitrary club. By 𝑆𝜃 ∈ 𝒮 and the choice of Φ, we may find 𝛼 ∈ 𝑆𝜃 ⊆ 𝐸𝜆+𝜃 ∩Γ
such that sup(nacc(Φ(𝐶)) ∩ 𝐸) = 𝛼 for all 𝐶 ∈ 𝒞𝛼. Let 𝐶∙ ∈ 𝒞∙𝛼 be arbitrary. As 𝛼 ∈ Γ, pick
𝐶 ∈ 𝒞𝛼 such that 𝐶∙ = Φ′(𝐶). By definition of Φ′, either 𝐶∙ = Φ(𝐶) or 𝐶∙ = Φ𝜃(Φ(𝐶)) for
some 𝜃 ∈ Θ. Thus, sup(nacc(Φ(𝐶)) ∖ nacc(𝐶∙)) < 𝛼, where in the second case we appeal to
Clause (1) of Lemma 2.13. Consequently, sup(nacc(𝐶∙) ∩ 𝐸) = 𝛼.
(2) Let 𝜁 < 𝜅 and let ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ be an arbitrary sequence of cofinal subsets of 𝜆+. By the choice of
Φ𝜃, let us pick 𝛼 ∈ 𝑆𝜃 ⊆ 𝐸𝜆+𝜃 ∩Γ such that min(Φ𝜃(Φ(𝐶𝛼)) = 𝜁 and sup(nacc(Φ𝜃(Φ(𝐶𝛼)))∩𝐴𝑖) =
𝛼 for all 𝑖 < 𝜃. As 𝛼 ∈ 𝑆𝜃, we have min(𝐶𝛼) = 𝜃, so that Φ′(𝐶𝛼) = Φ𝜃(Φ(𝐶𝛼)), and hence 𝛼 is
as sought. 
This completes the proof. 
Theorem 5 now follows as a corollary:
Corollary 2.20. Suppose that 𝜆 is an uncountable strong-limit cardinal and CH𝜆 holds.
Then (𝜆+, <𝜆) holds iff there exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
(a) |{𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+ & sup(𝐶𝛼 ∩ 𝛿) = 𝛿}| < 𝜆 for all 𝛿 < 𝜆+;
(b) For every club 𝐷 ⊆ 𝜆+, there exists 𝛿 ∈ acc(𝐷) such that for all 𝛼 < 𝜆+ either sup(𝐶𝛼 ∩ 𝛿) < 𝛿
or sup(nacc(𝐶𝛼 ∩ 𝛿) ∩𝐷) = 𝛿;
(c) For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜆+, with 𝜃 < 𝜆, the following set is stationary:
{𝛼 < 𝜆+ | sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃}.
Proof. ( ⇐= ) : Fix a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ satisfying (a) and (b). For every 𝛿 ∈ acc(𝜆+), let
𝒞𝛿 := {𝐶𝛼 ∩ 𝛿 | 𝛼 < 𝜆+ & sup(𝐶𝛼 ∩ 𝛿) = 𝛿}.
Let 𝒞0 := {∅}, and let 𝒞𝛿+1 := {{𝛿}} for every 𝛿 < 𝜆+. We will show that ⟨𝒞𝛿 | 𝛿 < 𝜆+⟩ is a (𝜆+, <𝜆)-
sequence. Of course, |𝒞𝛿| < 𝜆 follows from Clause (a), and ⊑-coherence is clear from the definition.
Finally, suppose that 𝐴 is some cofinal subset of 𝜆+, and we shall find some 𝛿 ∈ acc+(𝐴) such
that 𝐴 ∩ 𝛿 /∈ 𝒞𝛿. Consider the club 𝐸 := acc+(𝐴). By Clause (b), fix 𝛿 ∈ acc(𝐸) such that for all
𝛼 < 𝜆+, either sup(𝐶𝛼 ∩ 𝛿) < 𝛿 or sup(nacc(𝐶𝛼 ∩ 𝛿) ∩ 𝐸) = 𝛿. Towards a contradiction, suppose that
𝐴 ∩ 𝛿 ∈ 𝒞𝛿. Then we can fix some 𝛼 < 𝜆+ such that 𝐴 ∩ 𝛿 = 𝐶𝛼 ∩ 𝛿 and sup(𝐶𝛼 ∩ 𝛿) = 𝛿. But then
𝛿 = sup(nacc(𝐶𝛼∩𝛿)∩𝐸) = sup(nacc(𝐴∩𝛿)∩acc+(𝐴)), contradicting the fact that nacc(𝐴)∩acc+(𝐴) = ∅.
( =⇒ ) : Suppose that (𝜆+, <𝜆) holds. Since 𝜆 is a strong-limit cardinal, {𝜃 ∈ Reg(𝜆) | 𝒟(𝜆, 𝜃) = 𝜆}
is cofinal in Reg(𝜆). So, by Theorem 2.19 with (𝜉, 𝜇, 𝜒) := (𝜆+, 𝜆,ℵ0), there exists a (𝜆+, <𝜆)-sequence
𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩ with a transversal ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩, such that:
(1) For every club 𝐷 ⊆ 𝜆+, there exists 𝛿 ∈ acc(𝜆+) such that sup(nacc(𝐶) ∩𝐷) = 𝛿 for all 𝐶 ∈ 𝒞𝛿;
(2) For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆⟩ of cofinal subsets of 𝜆+, and every 𝜃 < 𝜆, there exists 𝛼 ∈ acc(𝜆+)
such that sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃.
Let 𝐶0 := {∅} and 𝐶𝛼+1 := {𝛼} for every 𝛼 < 𝜆+. We now verify that ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ is as sought:
(a) This Clause is witnessed by 𝒞 (cf. Proposition 1.20(1)).
(b) Given a club 𝐷 ⊆ 𝜆+, appeal to Clause (1) to find 𝛿 ∈ acc(𝜆+) such that sup(nacc(𝐶) ∩𝐷) = 𝛿
for all 𝐶 ∈ 𝒞𝛿. Clearly, 𝛿 ∈ acc(𝐷). Now, for all 𝛼 < 𝜆+, if sup(𝐶𝛼 ∩ 𝛿) = 𝛿, then 𝐶 := 𝐶𝛼 ∩ 𝛿 is in 𝒞𝛿,
and hence sup(nacc(𝐶) ∩𝐷) = 𝛿.
(c) Let ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ be an arbitrary sequence of cofinal subsets of 𝜆+, with 𝜃 < 𝜆. To see that
𝑆 := {𝛼 < 𝜆+ | sup(nacc(𝐶𝛼) ∩ 𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃} is stationary, let 𝐷 be an arbitrary club in 𝜆+.
For all 𝑖 < 𝜃, put 𝐴′𝑖 := 𝐴𝑖, and for all 𝑖 ∈ [𝜃, 𝜆), put 𝐴′𝑖 := 𝐷. By appealing to Clause (2) with ⟨𝐴′𝑖 |
𝑖 < 𝜆⟩ and 𝜃′ := 𝜃+, let us pick 𝛼 ∈ acc(𝜆+) such that sup(nacc(𝐶𝛼) ∩ 𝐴′𝑖) = 𝛼 for all 𝑖 < 𝜃′. Clearly,
𝛼 ∈ 𝐷 ∩ 𝑆. 
The proof of Theorem 2.19 makes it clear that the following holds, as well.
Theorem 2.21. Suppose that 𝜆 is an uncountable cardinal, CH𝜆 holds, Θ is a subset of {𝜃 ∈ Reg(𝜆) |
𝒟(𝜆, 𝜃) = 𝜆}, and ⟨𝐶𝛼 | 𝛼 < 𝜆+, cf(𝛼) ∈ Θ⟩ is an amenable 𝐶-sequence.
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Then there exists a faithful postprocessing function Φ : 𝒦(𝜆+) → 𝒦(𝜆+) such that for cofinally many
𝜃 ∈ Θ, for every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜆+, there exists 𝛼 ∈ 𝐸𝜆+𝜃
with min(Φ(𝐶𝛼)) = 𝜁 such that sup(nacc(Φ(𝐶𝛼)) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃. 
2.1. Trees derived from walks on ordinals. Let us recall some of the basic characteristic functions
surrounding walks on ordinals:
Definition 2.22 (Todorcevic, [Tod87],[Tod07]). Given a 𝐶-sequence ?⃗? = ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜅)⟩, define
Tr?⃗? : [𝜅]2 → 𝜔𝜅, 𝜌?⃗?2 : [𝜅]2 → 𝜔, 𝜌?⃗?1 : [𝜅]2 → 𝜅 and 𝜌?⃗?0 : [𝜅]2 → <𝜔𝜅 as follows. For all 𝛽 < 𝛼 < 𝜅, let
∙ Tr?⃗?(𝛽, 𝛼)(𝑛) :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝛼, 𝑛 = 0;
min(𝐷
Tr?⃗?(𝛽,𝛼)(𝑛−1) ∖ 𝛽), 𝑛 > 0 & Tr?⃗?(𝛽, 𝛼)(𝑛− 1) ∈ acc(𝜅 ∖ (𝛽 + 1));
𝜖, 𝑛 > 0 & Tr?⃗?(𝛽, 𝛼)(𝑛− 1) = 𝜖 + 1, where 𝜖 ≥ 𝛽;
𝛽, otherwise;
∙ 𝜌?⃗?2 (𝛽, 𝛼) := min{𝑛 < 𝜔 | Tr?⃗?(𝛽, 𝛼)(𝑛) = 𝛽};
∙ 𝜌?⃗?1 (𝛽, 𝛼) := max(Im(𝜌?⃗?0 (𝛽, 𝛼))), where
∙ 𝜌?⃗?0 (𝛽, 𝛼) := ⟨otp(𝐷Tr?⃗?(𝛽,𝛼)(𝑖) ∩ 𝛽) | 𝑖 < 𝜌?⃗?2 (𝛽, 𝛼)⟩.
For any function 𝑐 : [𝜅]2 → Ξ and any 𝛼 < 𝜅, we denote by 𝑐(·, 𝛼) the unique function from 𝛼 to Ξ
satisfying 𝑐(·, 𝛼)(𝛽) = 𝑐(𝛽, 𝛼) for all 𝛽 < 𝛼. Then, the tree induced by 𝑐 is
𝒯 (𝑐) := {𝑐(·, 𝛾)  𝛽 | 𝛽 ≤ 𝛾 < 𝜅}.
Lemma 2.23. Suppose that ♢(𝜅) holds. Suppose that 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a (𝜅,<𝜅)-sequence satisfying
that for every club 𝐸 ⊆ 𝜅, there exists 𝛼 ∈ acc(𝐸) with sup(nacc(𝐶) ∩ 𝐸) = 𝛼 for all 𝐶 ∈ 𝒞𝛼.
To any transversal ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜅)⟩ for 𝒞, there exists a corresponding 𝐶-sequence ?⃗? over acc(𝜅)
satisfying the following:
∙ (𝒯 (𝜌?⃗?0 ),⊆) is a 𝜅-Aronszajn tree;
∙ For any infinite cardinal 𝜃, if for every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets
of 𝜅, there exists 𝛼 ∈ acc(𝜅) such that min(𝐶𝛼) = 𝜁 and sup(nacc(𝐶𝛼) ∩ 𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃,
then (𝒯 (𝜌?⃗?0 ),⊆) is normal and 𝜃-distributive.
Proof. Fix 𝒞 as in the hypothesis, along with some transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜅)⟩.
For each 𝛼 ∈ acc(𝜅), let {𝐶𝑖𝛼 | 𝑖 < 𝜅} be some enumeration (with repetition) of 𝒞𝛼 such that 𝐶0𝛼 = 𝐶𝛼.
Let ⟨𝑋𝛽 | 𝛽 < 𝜅⟩ be a ♢(𝜅)-sequence. We shall now define a matrix ⟨𝐷𝑖𝛼 | 𝛼 ∈ acc(𝜅), 𝑖 < 𝜅⟩ by recursion
over 𝛼 ∈ acc(𝜅).
Fix 𝛼 ∈ acc(𝜅) and suppose that ⟨𝐷𝑖𝛾 | 𝛾 ∈ acc(𝛼), 𝑖 < 𝜅⟩ has already been defined. Fix 𝑖 < 𝜅. To
determine 𝐷𝑖𝛼, we recursively define an ⊑-increasing sequence ⟨𝐷𝑖𝛼,𝛽 | 𝛽 ∈ 𝐶𝑖𝛼⟩ in such a way that for all
𝛽 ∈ 𝐶𝑖𝛼, 𝐷𝑖𝛼,𝛽 is a nonempty closed set of ordinals satisfying max(𝐷𝑖𝛼,𝛽) = 𝛽. Here goes:
I For 𝛽 = min(𝐶𝑖𝛼), we consider three alternatives:
II If 𝛽 = 0, then let 𝐷𝑖𝛼,𝛽 = {𝛽};
II If 𝛽 is a successor ordinal, say, 𝛽 = 𝜖 + 1, then let 𝐷𝑖𝛼,𝛽 := {𝜖, 𝛽};
II Otherwise, let 𝐷𝑖𝛼,𝛽 := 𝐷0𝛽 ∪ {𝛽}.
I For 𝛽 ∈ nacc(𝐶𝑖𝛼) ∖ {min(𝐶𝑖𝛼)} such that 𝐷𝑖𝛼,𝛽− has already been defined, where 𝛽− := sup(𝐶𝑖𝛼 ∩
𝛽), we consider two alternatives:
II If there exists some 𝛾 ∈ 𝑋𝛽 ∩ acc(𝛽) such that 𝐷𝑖𝛼,𝛽− ⊑ 𝐷0𝛾 , then let 𝐷𝑖𝛼,𝛽 := 𝐷0𝛾 ∪ {𝛾, 𝛽}
for the least such 𝛾;
II Otherwise, let 𝐷𝑖𝛼,𝛽 := 𝐷𝑖𝛼,𝛽− ∪ {𝛽}.
I For 𝛽 ∈ acc(𝐶𝑖𝛼), let 𝐷𝑖𝛼,𝛽 := (
⋃︀
𝛾∈𝐶𝑖𝛼∩𝛽 𝐷
𝑖
𝛼,𝛾) ∪ {𝛽}.
Having constructed ⟨𝐷𝑖𝛼,𝛽 | 𝛽 ∈ 𝐶𝑖𝛼⟩, we put 𝐷𝑖𝛼 :=
⋃︀
𝛽∈𝐶𝑖𝛼 𝐷
𝑖
𝛼,𝛽 .
Claim 2.23.1. ?⃗? := ⟨𝐷0𝛼 | 𝛼 ∈ acc(𝜅)⟩ is a transversal for (𝜅,<𝜅).
Proof. Let 𝒟0 := {∅}, 𝒟𝛼+1 := {{𝛼}} for all 𝛼 < 𝜅, and 𝒟𝛼 := {𝐷𝑖𝛼 | 𝑖 < 𝜅} for all 𝛼 ∈ acc(𝜅). We shall
show that ⟨𝒟𝛼 | 𝛼 < 𝜅⟩ is a (𝜅,<𝜅)-sequence.
First, notice that for all 𝛼 ∈ acc(𝜅) and 𝑖 < 𝑖′ < 𝜅, we have:
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∙ 𝐷𝑖𝛼 is a club in 𝛼;
∙ 𝐷𝑖𝛼 = 𝐷𝑖
′
𝛼 whenever 𝐶
𝑖
𝛼 = 𝐶
𝑖′
𝛼 ;
∙ Each 𝛽 ∈ nacc(𝐶𝑖𝛼) ∖ {min(𝐶𝑖𝛼)} is in nacc(𝐷𝑖𝛼).
In particular, 0 < |𝒟𝛼| ≤ |𝒞𝛼| < 𝜅 for all 𝛼 < 𝜅. Next, let us show that for all 𝛼 ∈ acc(𝜅), 𝑖 < 𝜅, and
?¯? ∈ acc(𝐷𝑖𝛼), we have 𝐷𝑖𝛼 ∩ ?¯? ∈ 𝒟?¯?. Suppose not, and let 𝛼 ∈ acc(𝜅) be the least counterexample. Fix
𝑖 < 𝜅 and ?¯? ∈ acc(𝐷𝑖𝛼) with 𝐷𝑖𝛼 ∩ ?¯? /∈ 𝒟?¯?. If ?¯? ∈ acc(𝐶𝑖𝛼), then fix 𝑗 < 𝜅 such that 𝐶𝑖𝛼 ∩ ?¯? = 𝐶𝑗?¯?. But,
then, due to the uniform nature of the construction, we have 𝐷𝑖𝛼,𝛽 = 𝐷
𝑗
?¯?,𝛽 for all 𝛽 ∈ 𝐶𝑗?¯?. Consequently,
𝐷𝑖𝛼∩?¯? = 𝐷𝑗?¯?, contradicting the fact that 𝐷𝑗?¯? ∈ 𝒟?¯?. Thus, it must be the case that ?¯? ∈ acc(𝐷𝑖𝛼)∖acc(𝐶𝑖𝛼).
Put 𝛽 := min(𝐶𝑖𝛼 ∖ ?¯?), so that 𝛽 is an element of nacc(𝐶𝑖𝛼). Now, there are two options to consider, each
yielding a contradiction:
I If 𝛽 = min(𝐶𝑖𝛼), then 𝐷𝑖𝛼 ∩ 𝛽 = 𝐷𝑖𝛼,𝛽 ∩ 𝛽 = 𝐷0𝛽 . But then either ?¯? = 𝛽, so that 𝐷𝑖𝛼 ∩ ?¯? = 𝐷0?¯?,
contradicting the fact that 𝐷0?¯? ∈ 𝒟?¯?, or ?¯? ∈ acc(𝐷0𝛽), so that 𝛽 contradicts the minimality of 𝛼.
I Otherwise, there must exist some 𝛾 ∈ 𝑋𝛽 ∩ acc(𝛽) such that 𝐷𝑖𝛼 ∩ ?¯? = 𝐷𝑖𝛼,𝛽 ∩ ?¯? = 𝐷0𝛾 ∩ ?¯?. But
then either ?¯? = 𝛾, so that 𝐷𝑖𝛼 ∩ ?¯? = 𝐷0?¯?, contradicting the fact that 𝐷0?¯? ∈ 𝒟?¯?, or ?¯? ∈ acc(𝐷0𝛾),
so that 𝛾 contradicts the minimality of 𝛼.
Finally, suppose that 𝐴 is some cofinal subset of 𝜅, and we shall find some 𝛼 ∈ acc+(𝐴) such that
𝐴∩𝛼 /∈ 𝒟𝛼. Consider the club 𝐸 := acc+(𝐴). By the hypothesis of the Lemma, fix 𝛼 ∈ acc(𝐸) such that
sup(nacc(𝐶𝑖𝛼)∩𝐸) = 𝛼 for all 𝑖 < 𝜅. Then nacc(𝐷𝑖𝛼)∩acc+(𝐴) ̸= ∅ for all 𝑖 < 𝜅, so that 𝐴∩𝛼 /∈ 𝒟𝛼. 
By [Tod07, S6], (𝒯 (𝜌?⃗?0 ),⊆) is a 𝜅-Aronszajn tree iff ?⃗? is a transversal for (𝜅,<𝜅). Thus, we are left
with proving the following.
Claim 2.23.2. Suppose that 𝜃 is an infinite cardinal such that for every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 |
𝑖 < 𝜃⟩ of cofinal subsets of 𝜅, there exists 𝛼 ∈ acc(𝜅) with min(𝐶𝛼) = 𝜁 and sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for
all 𝑖 < 𝜃. Then (𝒯 (𝜌?⃗?0 ),⊆) is normal and 𝜃-distributive.
Proof. For notational simplicity, denote 𝑇𝛼 := {𝑠 ∈ 𝒯 (𝜌?⃗?0 ) | dom(𝑠) = 𝛼}, and 𝑇  𝛽 :=
⋃︀
𝛼<𝛽 𝑇𝛼.
Let ⟨Ω𝑖 | 𝑖 < 𝜃⟩ be an arbitrary sequence of dense open subsets of (𝒯 (𝜌?⃗?0 ),⊆), let 𝑟 be an arbitrary
element of 𝒯 (𝜌?⃗?0 ), and let 𝜀 be an arbitrary ordinal < 𝜅. We shall prove that (
⋂︀
𝑖<𝜃 Ω𝑖) ∖ (𝑇  𝜀) contains
an element that extends 𝑟.
Let 𝑖 < 𝜃 be arbitrary. Define a function 𝑓𝑖 : 𝒯 (𝜌?⃗?0 ) → 𝜅 by stipulating:
𝑓𝑖(𝑠) := min{𝛾 < 𝜅 | 𝑠 ⊆ 𝜌?⃗?0 (·, 𝛾) ∈ Ω𝑖}.
To see that 𝑓𝑖 is well-defined, let 𝑠 ∈ 𝒯 (𝜌?⃗?0 ) be arbitrary. Since Ω𝑖 is dense, there exists 𝑡 ∈ Ω𝑖 with
𝑠 ⊆ 𝑡. By definition of 𝒯 (𝜌?⃗?0 ), any such 𝑡 is of the form 𝜌?⃗?0 (·, 𝛾) 𝛽 for some 𝛽 ≤ 𝛾 < 𝜅. Since Ω𝑖 is open
and 𝑠 ⊆ 𝑡 ⊆ 𝜌?⃗?0 (·, 𝛾), then we have found 𝛾 < 𝜅 such that 𝜌?⃗?0 (·, 𝛾) ∈ Ω𝑖 and 𝑠 ⊆ 𝜌?⃗?0 (·, 𝛾).
Since (𝒯 (𝜌?⃗?0 ),⊆) is a 𝜅-tree, |𝑇  𝛽| < 𝜅 for all 𝛽 < 𝜅, and hence 𝐸𝑖 := {𝛽 ∈ acc(𝜅) | 𝑓𝑖[𝑇  𝛽] ⊆ 𝛽} is
a club in 𝜅. Consequently, the following set is stationary in 𝜅:
𝐴𝑖 := {𝛽 ∈ 𝐸𝑖 ∖ 𝜀 | 𝑋𝛽 = Im(𝑓𝑖) ∩ 𝛽}.
Put 𝜁 := 𝑓0(𝑟). Now, by the hypothesis of the Claim, let us pick some 𝛼 ∈ acc(𝜅) such that min(𝐶0𝛼) =
𝜁 and sup(nacc(𝐶0𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃. In particular, 𝛼 > 𝜀.
We now show that 𝜌?⃗?0 (·, 𝛼) extends 𝑟. Recalling the definition of 𝐷0𝛼 and 𝜌?⃗?0 (·, 𝛼), we see that:
I If 𝜁 = 0, then 𝑟 = ∅, and trivially 𝑟 ⊆ 𝜌?⃗?0 (·, 𝛼);
I If 𝜁 = 𝜖 + 1, then 𝐷0𝛼 ∩ 𝜁 = 𝐷0𝛼,𝜁 ∩ 𝜁 = {𝜖}, and hence 𝑟 ⊆ 𝜌?⃗?0 (·, 𝜁) ⊆ 𝜌?⃗?0 (·, 𝛼);
I If 𝜁 ∈ acc(𝜅), then 𝐷0𝛼 ∩ 𝜁 = 𝐷0𝛼,𝜁 ∩ 𝜁 = 𝐷0𝜁 , and hence 𝑟 ⊆ 𝜌?⃗?0 (·, 𝜁) ⊆ 𝜌?⃗?0 (·, 𝛼).
Finally, we show that 𝜌?⃗?0 (·, 𝛼) is an element of
⋂︀
𝑖<𝜃 Ω𝑖. Let 𝑖 < 𝜃 be arbitrary. Pick a large enough
𝛽 ∈ nacc(𝐶0𝛼)∩𝐴𝑖 for which 𝛽− := sup(𝐶0𝛼∩𝛽) is greater than 𝜁. Put 𝛾 := 𝑓𝑖(𝑠), for 𝑠 := 𝜌?⃗?0 (·, 𝛼)(𝛽−+1).
Note that since 𝛽 ∈ 𝐴𝑖, we have 𝛾 ∈ 𝑋𝛽 ∖ (𝛽− + 1).
Let 𝛽0 := min(𝐷0𝛼), so that 𝛽
0 ≤ 𝜁, Tr?⃗?(𝛽0, 𝛼)(1) = 𝛽0 and 𝑠(𝛽0) = 𝜌?⃗?0 (𝛽0, 𝛼) = ⟨0⟩. As 𝛾 = 𝑓𝑖(𝑠),
in particular, 𝜌?⃗?0 (𝛽
0, 𝛾) = ⟨0⟩, and hence Tr?⃗?(𝛽0, 𝛾)(1) = 𝛽0, as well. Since 𝛽0 + 1 < 𝛾 (indeed,
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𝛽0 ≤ 𝜁 < 𝛽− < 𝛾) and Tr?⃗?(𝛽0, 𝛾)(1) = 𝛽0, 𝛾 is not a successor ordinal. It then follows from 𝛼, 𝛾 ∈ acc(𝜅)
and 𝜌?⃗?0 (·, 𝛼)  (𝛽− + 1) ⊆ 𝜌?⃗?0 (·, 𝛾), that for every 𝛽′ ≤ 𝛽−:
𝛽′ ∈ 𝐷0𝛼 ⇐⇒ |𝜌?⃗?0 (𝛽′, 𝛼)| = 1 ⇐⇒ |𝜌?⃗?0 (𝛽′, 𝛾)| = 1 ⇐⇒ 𝛽′ ∈ 𝐷0𝛾 .
Altogether, 𝛾 ∈ 𝑋𝛽∩acc(𝛽) and 𝐷0𝛼,𝛽− = 𝐷0𝛼∩(𝛽−+1) ⊑ 𝐷0𝛾 . Consequently, 𝐷0𝛾∙∪{𝛾∙, 𝛽} = 𝐷0𝛼,𝛽 ⊑ 𝐷0𝛼
for some 𝛾∙ ∈ Im(𝑓𝑖) ∩ acc(𝛽). Fix such a 𝛾∙. Then 𝜌?⃗?0 (·, 𝛾∙) ⊆ 𝜌?⃗?0 (·, 𝛼) and 𝜌?⃗?0 (·, 𝛾∙) ∈ Ω𝑖. But Ω𝑖 is
open, and hence 𝜌?⃗?0 (·, 𝛼) ∈ Ω𝑖. 
This completes the proof. 
We are now ready to prove the first case of Theorem A.
Corollary 2.24. Suppose that 𝜆 is a strong-limit singular cardinal, and (𝜆+, <𝜆,⊑(cf(𝜆))+) and CH𝜆
both hold. Then there is a 𝐶-sequence ?⃗? for which (𝒯 (𝜌?⃗?0 ),⊆) is a normal 𝜆-distributive 𝜆+-Aronszajn
tree.
Proof. Since 𝜆 is a strong-limit cardinal, 𝐷(𝜆, 𝜃) = 𝜆 for every 𝜃 ∈ Reg(𝜆)∖{cf(𝜆)}. Thus, by appealing to
Theorem 2.19 with (𝜉, 𝜇, 𝜒) := (𝜆+, 𝜆, (cf(𝜆))+), we can fix a (𝜆+, <𝜆,⊑cf(𝜆)+)-sequence ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩
with a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩, and a cofinal subset Θ ⊆ Reg(𝜆) ∖ cf(𝜆) such that for every 𝜃 ∈ Θ:
(1) For every club 𝐸 ⊆ 𝜆+, there exists 𝛼 ∈ 𝐸𝜆+𝜃 ∩Γ such that sup(nacc(𝐶)∩𝐸) = 𝛼 for all 𝐶 ∈ 𝒞𝛼;
(2) For every 𝜁 < 𝜅 and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜆+, there exists 𝛼 ∈ 𝐸𝜆+𝜃 ∩Γ
such that min(𝐶𝛼) = 𝜁 and sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝜃.
For all 𝛼 < 𝜆+, let
𝒞′𝛼 := 𝒞𝛼 ∪ {𝑥 ∈ [𝛼]<cf(𝜆) | 𝑥 is a club in 𝛼}.
By Lemma 1.21(3) and Definition 1.16, for all 𝛼 ∈ 𝜆+ ∖ Γ, we have 𝒞𝛼 = {𝑒𝛼} for some club 𝑒𝛼 ⊆ 𝛼
with otp(𝑒𝛼) ≤ cf(𝜆). Since 𝜆 is a strong-limit cardinal, |[𝛼]<cf(𝜆)| ≤ 𝜆 for every 𝛼 < 𝜆+. Consequently,
⟨𝒞′𝛼 | 𝛼 < 𝜆+⟩ is a (𝜆+, 𝜆)-sequence. As 𝒞′𝛼 = 𝒞𝛼 for all 𝛼 ∈ 𝐸𝜆
+
≥cf(𝜆), we get that Clause (1) remains
true after replacing 𝒞𝛼 by 𝒞′𝛼. By CH𝜆 and [She10], ♢(𝜆+) holds. It now follows from Lemma 2.23 that
there exists a 𝐶-sequence ?⃗? for which (𝒯 (𝜌?⃗?0 ),⊆) is a normal 𝜆+-Aronszajn tree that is 𝜃-distributive
for all 𝜃 ∈ Θ. As sup(Θ) = 𝜆 and 𝜆 is a singular cardinal, it follows that (𝒯 (𝜌?⃗?0 ),⊆) is 𝜆-distributive. 
Remark 2.25. The hypothesis ⊑𝜒 with 𝜒 = (cf(𝜆))+ in the preceding is optimal, since Hayut and
Magidor [HM16, S3] proved that ℵ𝜔 (ℵ𝜔+1, <ℵ𝜔,⊑ℵ2) +GCH is consistent with the non-existence of an
ℵ𝜔+1-Aronszajn tree.
3. 𝐶-sequences of small order-types
The postprocessing function Φ{𝑗} of Example 1.12 is a special case of the following:
Fact 3.1 ([BR18a]). For a set Σ satisfying acc+(Σ) ⊆ Σ ⊆ (𝜅 + 1), define ΦΣ : 𝒦(𝜅) → 𝒦(𝜅) by:
ΦΣ(𝑥) :=
{︃
{𝑥(𝑖) | 𝑖 ∈ Σ ∩ otp(𝑥)}, if otp(𝑥) = sup(Σ ∩ otp(𝑥));
𝑥 ∖ 𝑥(sup(Σ ∩ otp(𝑥))), otherwise.
Then ΦΣ : 𝒦(𝜅) → 𝒦(𝜅) is a conservative postprocessing function satisfying for every 𝑥 ∈ 𝒦(𝜅):
(1) If otp(𝑥) = sup(Σ) and otp(Σ) is a limit ordinal, then otp(ΦΣ(𝑥)) = otp(Σ);
(2) If otp(𝑥) > min(Σ), then ΦΣ(𝑥) ⊆ 𝑥 ∖ 𝑥(min(Σ)).
The following is a minor variation of Lemma 2.8:
Fact 3.2. Suppose that Φ : 𝒦(𝜅) → 𝒦(𝜅) is some postprocessing function, and Z = ⟨𝑍𝑥 | 𝑥 ∈ 𝒦(𝜅)⟩ is
some indexed collection satisfying for all 𝑥 ∈ 𝒦(𝜅):
∙ 𝑍𝑥 ⊆ sup(𝑥);
∙ 𝑍𝑥 ∩ ?¯? = 𝑍𝑥∩?¯? for all ?¯? ∈ acc(Φ(𝑥)).
Define ΦZ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating ΦZ(𝑥) := Im(𝑔Φ𝑥,𝑍𝑥), where 𝑔Φ𝑥,𝑍𝑥 : Φ(𝑥) → sup(𝑥) is defined by:
𝑔Φ𝑥,𝑍𝑥(𝛽) := min((𝑍𝑥 ∪ {𝛽}) ∖ sup(Φ(𝑥) ∩ 𝛽)).
Then ΦZ is also a postprocessing function, and for every 𝑥 ∈ 𝒦(𝜅), nacc(ΦZ(𝑥)) ⊆ 𝑔Φ𝑥,𝑍𝑥 [nacc(Φ(𝑥))]. 
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The language of postprocessing functions allows us to formalize the opening remark of [Rin14b, S6]
as follows:
Lemma 3.3. Suppose that 𝜆 is an uncountable cardinal, CH𝜆 holds, and ⟨𝐶𝛼 | 𝛼 ∈ 𝑆⟩ is a 𝐶-sequence
over some subset 𝑆 of 𝐸𝜆
+
̸=cf(𝜆) for which {𝛼 ∈ 𝑆 | otp(𝐶𝛼) < 𝛼} is stationary.
Then there exists a faithful postprocessing function Φ : 𝒦(𝜆+) → 𝒦(𝜆+) satisfying the following. For
every cofinal 𝐴 ⊆ 𝜆+, there exist stationarily many 𝛼 ∈ 𝑆 ∩ acc(𝜆+) such that otp(Φ(𝐶𝛼)) = cf(𝛼),
nacc(Φ(𝐶𝛼)) ⊆ 𝐴 and min(Φ(𝐶𝛼)) = min(𝐴).
Proof. By Fodor’s lemma, let us fix some 𝜖 < 𝜆+ for which {𝛼 ∈ 𝑆 | otp(𝐶𝛼) = 𝜖} is stationary. By
passing to a stationary subset of 𝑆, we may simply assume that 𝑆 ⊆ {𝛼 ∈ acc(𝜆+) | otp(𝐶𝛼) = 𝜖}.
Put 𝜒 := cf(𝜖), so that 𝜒 ∈ Reg(𝜆) ∖ {cf(𝜆)}. Let Σ be some club in 𝜖 of order-type 𝜒. Let ΦΣ be
given by Fact 3.1, so that otp(ΦΣ(𝐶𝛼)) = 𝜒 for all 𝛼 ∈ 𝑆, as seen by Fact 3.1(1).
Suppose first that 𝜒 = ℵ0. By CH𝜆, 𝑆 ⊆ 𝐸𝜆+̸=cf(𝜆), the fact that 𝑆 is stationary, and the main result
of [She10], let ⟨𝑆𝛼 | 𝛼 ∈ 𝑆⟩ be a ♢(𝑆)-sequence. For all 𝛼 ∈ 𝑆 such that sup(𝑆𝛼) = 𝛼, let Ω𝛼 be a
cofinal subset of 𝑆𝛼 satisfying otp(Ω𝛼) = 𝜔 and min(Ω𝛼) = min(𝑆𝛼). Define Φ
′ : 𝒦(𝜆+) → 𝒦(𝜆+) by
stipulating:
Φ′(𝑥) :=
⎧⎪⎨⎪⎩
Ωsup(𝑥), if otp(𝑥) = 𝜔 & sup(𝑥) ∈ 𝑆 & sup(𝑆sup(𝑥)) = sup(𝑥);
𝑥 ∖ 𝑥(𝜔), if otp(𝑥) > 𝜔;
𝑥, otherwise.
Let Φfaithful be given by Example 1.11.
Claim 3.3.1. Φ∙ := Φfaithful ∘ Φ′ ∘ ΦΣ is as sought.
Proof. We know that ΦΣ and Φfaithful are postprocessing functions. Thus, to show that Φ∙ is a post-
processing function, it suffices to prove that Φ′ is a postprocessing function. Fix arbitrary 𝑥 ∈ 𝒦(𝜆+).
It is clear from each case of the definition that Φ′(𝑥) is a club in sup(𝑥). In the first and third cases, we
have otp(Φ′(𝑥)) = 𝜔, so that acc(Φ′(𝑥)) = ∅. Thus, it remains to consider the case otp(𝑥) > 𝜔. In this
case, Φ′(𝑥) ⊆ 𝑥, so that clearly acc(Φ′(𝑥)) ⊆ acc(𝑥). Consider any ?¯? ∈ acc(Φ′(𝑥)), in order to compare
Φ′(𝑥) ∩ ?¯? with Φ′(𝑥 ∩ ?¯?). Then ?¯? ∈ acc(𝑥 ∖ 𝑥(𝜔)), so that otp(𝑥 ∩ ?¯?) > 𝜔, and it follows that
Φ′(𝑥 ∩ ?¯?) = (𝑥 ∩ ?¯?) ∖ ((𝑥 ∩ ?¯?)(𝜔)) = (𝑥 ∩ ?¯?) ∖ 𝑥(𝜔) = (𝑥 ∖ 𝑥(𝜔)) ∩ ?¯? = Φ′(𝑥) ∩ ?¯?,
as required.
Next, suppose that 𝐴 is a cofinal subset of 𝜆+. As acc+(𝐴) is a club in 𝜆+, and ⟨𝑆𝛼 | 𝛼 ∈ 𝑆⟩ is a
♢(𝑆)-sequence, there are stationarily many 𝛼 ∈ 𝑆 ∩ acc+(𝐴) such that 𝐴 ∩ 𝛼 = 𝑆𝛼. Consider any such
𝛼. Then otp(ΦΣ(𝐶𝛼)) = 𝜔. As sup(𝑆𝛼) = sup(𝐴 ∩ 𝛼) = 𝛼, we have Φ′(ΦΣ(𝐶𝛼)) = Ω𝛼. But Φfaithful is
conservative and min-preserving, and hence Φ∙(𝐶𝛼) is a cofinal subset of 𝑆𝛼 ⊆ 𝐴 of order-type 𝜔 = cf(𝛼),
and min(Φ∙(𝐶𝛼)) = min(𝑆𝛼) = min(𝐴), as required. 
From here on, suppose that 𝜒 > ℵ0. We shall follow the arguments of [Rin14b, S2].
By applying Fact 2.4(1) to the sequence ⟨ΦΣ(𝐶𝛼) | 𝛼 ∈ 𝑆⟩, let us fix a club 𝐷 ⊆ 𝜆+ such that for
every club 𝐸 ⊆ 𝜆+, the set {𝛼 ∈ 𝑆 | Φ𝐷(ΦΣ(𝐶𝛼)) ⊆ 𝐸} is stationary, where Φ𝐷 is the function defined
in Lemma 2.2. For every 𝑥 ∈ 𝒦(𝜆+), denote 𝑥∘ := Φ𝐷(ΦΣ(𝑥)).
Let ⟨𝜆𝑗 | 𝑗 < cf(𝜆)⟩ be an increasing sequence of ordinals, converging to 𝜆. Fix a sequence of injections
⟨𝜓𝛾 : 𝛾 + 1 → 𝜆 | 𝛾 < 𝜆+⟩. For every 𝑦 ∈ 𝒦(𝜆+), define an injection 𝜙𝑦 : sup(𝑦) → 𝜆+× 𝜆 by stipulating
𝜙𝑦(𝛿) := (otp(𝑦 ∩ 𝛿), 𝜓min(𝑦∖𝛿)(𝛿)),
and put 𝐻𝑗𝑦 := (𝜙
−1
𝑦 [𝜆𝑗 × 𝜆𝑗 ])2 for all 𝑗 < cf(𝜆). Clearly, for all 𝑦 ∈ 𝒦(𝜆+) with otp(𝑦) ≤ 𝜆, letting
𝛼 := sup(𝑦), we have that ⟨𝐻𝑗𝑦 | 𝑗 < cf(𝜆)⟩ is an ⊆-increasing sequence of elements of [𝛼 × 𝛼]<𝜆,
converging to 𝛼×𝛼, and if ?¯? ∈ acc(𝑦), then 𝜙𝑦∩?¯? = 𝜙𝑦  ?¯?, so that 𝐻𝑗𝑦∩?¯? = 𝐻𝑗𝑦 ∩ (?¯?× ?¯?) for all 𝑗 < cf(𝜆).
By CH𝜆, let {𝑋𝛾 | 𝛾 < 𝜆+} be some enumeration of [𝜆 × 𝜆 × 𝜆+]≤𝜆. For all (𝑗, 𝜏) ∈ 𝜆 × 𝜆 and
𝑋 ⊆ 𝜆× 𝜆× 𝜆+, let 𝜋𝑗,𝜏 (𝑋) := {𝜍 < 𝜆+ | (𝑗, 𝜏, 𝜍) ∈ 𝑋}. For every 𝑗 < cf(𝜆), 𝑌 ⊆ 𝜆+ × 𝜆+, 𝑦 ∈ 𝒦(𝜆+),
and 𝜂 < sup(𝑦), define
𝐹 𝑗,𝑌𝑦,𝜂 := {𝛾 < min(𝑦 ∖ (𝜂 + 1)) | (𝜂, 𝛾) ∈ 𝐻𝑗𝑦 ∖ 𝑌 }
and
𝑊 𝑗,𝑌𝑦 := {𝜂 < sup(𝑦) | 𝐹 𝑗,𝑌𝑦,𝜂 ̸= ∅}.
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Claim 3.3.2. There exist (𝑗, 𝜏) ∈ cf(𝜆)×𝜆 and 𝑌 ⊆ 𝜆+×𝜆+ such that for every club 𝐸 ⊆ 𝜆+ and every
subset 𝑍 ⊆ 𝜆+, there exists some 𝛼 ∈ 𝑆 such that:
(1) 𝐶∘𝛼 ⊆ 𝐸;
(2) 𝐻𝑗𝐶∘𝛼 ∖ 𝑌 ⊆ {(𝜂, 𝛾) | 𝑍 ∩ 𝜂 = 𝜋𝑗,𝜏 (𝑋𝛾)};
(3) sup(acc+(𝑊 𝑗,𝑌𝐶∘𝛼 ) ∩ acc(𝐶∘𝛼)) = 𝛼.
Proof. We know that for every 𝛼 ∈ 𝑆, 𝐶∘𝛼 is a club in 𝛼 of order-type cf(𝛼) ∈ Reg(𝜆) ∖ {cf(𝜆),ℵ0}, and
that for every club 𝐸 ⊆ 𝜆+, there exists some 𝛼 ∈ 𝑆 with 𝐶∘𝛼 ⊆ 𝐸. Thus, the proof of Claim 2.5.2 of
[Rin14b] establishes our claim. 
Let (𝑗, 𝜏) and 𝑌 be given by the previous claim. Let 𝑦 ∈ 𝒦(𝜆+) be arbitrary. Denote 𝑊𝑦 := 𝑊 𝑗,𝑌𝑦 ,
and define the function 𝑓𝑦 : 𝑊𝑦 → sup(𝑦) by setting, for all 𝜂 ∈𝑊𝑦:
𝑓𝑦(𝜂) := min(𝐹
𝑗,𝑌
𝑦,𝜂 ).
Let 𝑦* be the set of all 𝛿 ∈ 𝑦 such that the following properties hold:
(i) sup(𝑊𝑦 ∩ 𝛿) ≥ sup(𝑦 ∩ 𝛿);
(ii) 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ⊆ 𝜂 for every 𝜂 ∈𝑊𝑦 ∩ 𝛿;
(iii) For all 𝜂′, 𝜂 ∈𝑊𝑦, if 𝜂′ < 𝜂 < 𝛿 then 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖ 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂′)) ⊆ [𝜂′, 𝜂).
Notice that 𝑦* is a closed subset of 𝑦, so that 𝑦* ∈ 𝒦(𝜆+) whenever sup(𝑦*) = sup(𝑦).
Claim 3.3.3. Suppose 𝑦 ∈ 𝒦(𝜆+). Then:
(1) If ?¯? ∈ acc(𝑦), then 𝐹 𝑗,𝑌𝑦∩?¯?,𝜂 = 𝐹 𝑗,𝑌𝑦,𝜂 for every 𝜂 < ?¯?, 𝑊𝑦∩?¯? = 𝑊𝑦 ∩ ?¯?, 𝑓𝑦∩?¯? = 𝑓𝑦  ?¯?, and
(𝑦 ∩ ?¯?)* = 𝑦* ∩ ?¯?.
(2) If ?¯? ∈ acc(𝑦*) ∪ {sup(𝑦*)}, then 𝑊𝑦∩?¯? is cofinal in ?¯?.
(3) If ?¯? ∈ acc+(𝑊𝑦), 𝛿 ∈ 𝑦*, and 𝜂 ∈𝑊𝑦 ∩ 𝛿 ∖ ?¯?, then
𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂′)) | 𝜂′ ∈𝑊𝑦 ∩ ?¯?} ⊆ [?¯?, 𝜂).
Proof. (1)–(2) are proved in the same way as Claim 2.5.3 of [Rin14b].
(3) By 𝜂 ≥ ?¯? and Clause (iii) of the definition of 𝛿 ∈ 𝑦*, for every 𝜂′ ∈𝑊𝑦 ∩ ?¯? we have 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖
𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂′)) ⊆ [𝜂′, 𝜂). Then
𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂′)) | 𝜂′ ∈𝑊𝑦 ∩ ?¯?} =
⋂︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖ 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂′)) | 𝜂′ ∈𝑊𝑦 ∩ ?¯?}
⊆
⋂︁
{[𝜂′, 𝜂) | 𝜂′ ∈𝑊𝑦 ∩ ?¯?}
= [sup(𝑊𝑦 ∩ ?¯?), 𝜂) = [?¯?, 𝜂). 
Define a function Φ : 𝒦(𝜆+) → 𝒦(𝜆+) by stipulating:
Φ(𝑦) :=
{︃
𝑦*, if sup(𝑦*) = sup(𝑦);
𝑦 ∖ sup(𝑦*), otherwise.
Define Z = ⟨𝑍𝑦 | 𝑦 ∈ 𝒦(𝜆+)⟩ by stipulating:
𝑍𝑦 :=
{︃⋃︀{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦}, if sup(𝑦*) = sup(𝑦);
∅, otherwise.
Claim 3.3.4. (1) Φ is a conservative postprocessing function;
(2) For all 𝑦 ∈ 𝒦(𝜆+):
(a) 𝑍𝑦 ⊆ sup(𝑦);
(b) 𝑍𝑦 ∩ ?¯? = 𝑍𝑦∩?¯? for all ?¯? ∈ acc(Φ(𝑦)).
(3) For every club 𝐸 ⊆ 𝜆+ and every subset 𝑍 ⊆ 𝜆+, there exists some 𝛼 ∈ 𝑆 such that:
(a) Φ(𝐶∘𝛼) ⊆ 𝐸;
(b) 𝑍𝐶∘𝛼 = 𝑍 ∩ 𝛼.
Proof. (1) It is clear from the definition that Φ(𝑦) is a subclub of 𝑦. Suppose 𝑦 ∈ 𝒦(𝜆+) and ?¯? ∈
acc(Φ(𝑦)). In particular, ?¯? ∈ acc(𝑦). To compare Φ(𝑦 ∩ ?¯?) with Φ(𝑦) ∩ ?¯?, we shall consider two cases:
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I If sup(𝑦*) = sup(𝑦), then Φ(𝑦) = 𝑦* and hence ?¯? ∈ acc(𝑦*). By Claim 3.3.3(1), 𝑦* ∩ ?¯? = (𝑦 ∩ ?¯?)*.
Then also sup(𝑦 ∩ ?¯?) = ?¯? = sup(𝑦* ∩ ?¯?) = sup((𝑦 ∩ ?¯?)*), so that
Φ(𝑦 ∩ ?¯?) = (𝑦 ∩ ?¯?)* = 𝑦* ∩ ?¯? = Φ(𝑦) ∩ ?¯?.
I If sup(𝑦*) < sup(𝑦), then Φ(𝑦) = 𝑦 ∖ sup(𝑦*), so that ?¯? > sup(𝑦*). Then using Claim 3.3.3(1),
𝑦* = 𝑦* ∩ ?¯? = (𝑦 ∩ ?¯?)*, so that sup((𝑦 ∩ ?¯?)*) = sup(𝑦*) < ?¯? = sup(𝑦 ∩ ?¯?), and it follows that
Φ(𝑦 ∩ ?¯?) = (𝑦 ∩ ?¯?) ∖ sup((𝑦 ∩ ?¯?)*) = 𝑦 ∩ ?¯? ∖ sup(𝑦*) = (𝑦 ∖ sup(𝑦*)) ∩ ?¯? = Φ(𝑦) ∩ ?¯?.
(2)(a) We may assume sup(𝑦*) = sup(𝑦). In particular, using Clause (ii) of the definition of 𝑦*, there
are cofinally many 𝛿 ∈ 𝑦 such that 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ⊆ 𝜂 for every 𝜂 ∈𝑊𝑦∩𝛿. Thus 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ⊆ 𝜂 ⊆ sup(𝑦)
for every 𝜂 ∈𝑊𝑦, and the result follows.
(2)(b) Consider arbitrary ?¯? ∈ acc(Φ(𝑦)). To compare 𝑍𝑦∩?¯? with 𝑍𝑦 ∩ ?¯?, we shall consider two cases:
I Suppose sup(𝑦*) = sup(𝑦). In this case, Claim 3.3.3 gives 𝑊𝑦∩?¯? = 𝑊𝑦 ∩ ?¯? and 𝑓𝑦∩?¯? = 𝑓𝑦  ?¯?. Thus,
for every 𝜂 ∈𝑊𝑦 ∩ ?¯?, 𝑓𝑦∩?¯?(𝜂) = 𝑓𝑦(𝜂), and 𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ⊆ 𝜂 by Clause (ii) of ?¯? ∈ 𝑦*. Then
𝑍𝑦∩?¯? =
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦∩?¯?(𝜂)) | 𝜂 ∈𝑊𝑦∩?¯?}
=
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦 ∩ ?¯?},
while
𝑍𝑦 =
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦}
=
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦 ∩ ?¯?} ∪
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦 ∖ ?¯?}
= 𝑍𝑦∩?¯? ∪
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) | 𝜂 ∈𝑊𝑦 ∖ ?¯?}
= 𝑍𝑦∩?¯? ∪
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝑦(𝜂)) ∖ 𝑍𝑦∩?¯? | 𝜂 ∈𝑊𝑦 ∖ ?¯?}.
By Claim 3.3.3(3), the big union in the last line above does not contain any ordinal below ?¯?. Thus
𝑍𝑦 ∩ ?¯? = 𝑍𝑦∩?¯?, as required.
I Suppose sup(𝑦*) < sup(𝑦). Then as shown in the proof of clause (1), sup((𝑦 ∩ ?¯?)*) < sup(𝑦 ∩ ?¯?),
so that 𝑍𝑦 ∩ ?¯? = ∅ ∩ ?¯? = 𝑍𝑦∩?¯?.
(3) For the reader’s convenience, we repeat the proof of [Rin14b, Claim 2.5.4]. Consider arbitrary
𝑍 ⊆ 𝜆+ and club 𝐸 ⊆ 𝜆+. By the choice of 𝑗, 𝜏 and 𝑌 , let us fix some 𝛼 ∈ 𝑆 such that
(a) 𝐶∘𝛼 ⊆ 𝐸;
(b) 𝐻𝑗𝐶∘𝛼 ∖ 𝑌 ⊆ {(𝜂, 𝛾) | 𝑍 ∩ 𝜂 = 𝜋𝑗,𝜏 (𝑋𝛾)};
(c) sup(acc+(𝑊𝐶∘𝛼) ∩ acc(𝐶∘𝛼)) = 𝛼.
By Clause (a) and since Φ is conservative, Φ(𝐶∘𝛼) ⊆ 𝐸.
Let 𝜂 ∈ 𝑊𝐶∘𝛼 be arbitrary. Then 𝑓𝐶∘𝛼(𝜂) ∈ 𝐹 𝑗,𝑌𝐶∘𝛼,𝜂, so that in particular, (𝜂, 𝑓𝐶∘𝛼(𝜂)) ∈ 𝐻
𝑗
𝐶∘𝛼
∖ 𝑌 , and
it follows from Clause (b) above that 𝑍 ∩ 𝜂 = 𝜋𝑗,𝜏 (𝑋𝑓𝐶∘𝛼 (𝜂)). In particular, 𝜋𝑗,𝜏 (𝑋𝑓𝐶∘𝛼 (𝜂)) ⊆ 𝜂, and
for any 𝜂′ < 𝜂 also in 𝑊𝐶∘𝛼 , we have 𝜋𝑗,𝜏 (𝑋𝑓𝐶∘𝛼 (𝜂)) ∖ 𝜋𝑗,𝜏 (𝑋𝑓𝐶∘𝛼 (𝜂′)) = 𝑍 ∩ [𝜂
′, 𝜂). Consequently, every
𝛿 ∈ acc+(𝑊𝐶∘𝛼)∩ acc(𝐶∘𝛼) is in (𝐶∘𝛼)*. It then follows from Clause (c) that sup((𝐶∘𝛼)*) = 𝛼 = sup(𝑊𝐶∘𝛼),
so that
𝑍𝐶∘𝛼 =
⋃︁
{𝜋𝑗,𝜏 (𝑋𝑓𝐶∘𝛼 (𝜂)) | 𝜂 ∈𝑊𝐶∘𝛼} =
⋃︁
{𝑍 ∩ 𝜂 | 𝜂 ∈𝑊𝐶∘𝛼} = 𝑍 ∩ 𝛼,
as sought. 
Let ΦZ be the function given by Fact 3.2.
Claim 3.3.5. Φ∙ := Φfaithful ∘ ΦZ ∘ Φ𝐷 ∘ ΦΣ is as sought.
Proof. Φ∙ is a composition of postprocessing functions, and hence is a postprocessing function. Let
𝐴 ⊆ 𝜆+ be an arbitrary cofinal subset, and let 𝐹 ⊆ 𝜆+ be an arbitrary club. Put 𝑍 := 𝐴 and
𝐸 := 𝐹 ∩ acc+(𝐴). Then by Claim 3.3.4(3), we can pick some 𝛼 ∈ 𝑆 such that Φ(𝐶∘𝛼) ⊆ 𝐸 and
𝑍𝐶∘𝛼 = 𝑍 ∩ 𝛼. In particular, 𝛼 ∈ 𝐹 . Furthermore, cf(𝛼) ≤ otp(Φ∙(𝐶𝛼)) ≤ otp(ΦΣ(𝐶𝛼)) = 𝜒 = cf(𝛼).
Since in particular nacc(Φ(𝐶∘𝛼)) ⊆ 𝐸∩𝛼 ⊆ acc+(𝐴∩𝛼) = acc+(𝑍𝐶∘𝛼), it follows from the definition of ΦZ
in Fact 3.2 that nacc(ΦZ(𝐶∘𝛼)) ⊆ 𝑍𝐶∘𝛼 and min(ΦZ(𝐶∘𝛼)) = min(𝑍𝐶∘𝛼). But then clearly nacc(Φ∙(𝐶𝛼)) ⊆
nacc(ΦZ(𝐶∘𝛼)) ⊆ 𝑍𝐶∘𝛼 ⊆ 𝐴 and min(Φ∙(𝐶𝛼)) = min(ΦZ(𝐶∘𝛼)) = min(𝑍𝐶∘𝛼) = min(𝐴), as required. 
This completes the proof. 
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We remark that the opening of the proof of the preceding makes it clear that the following holds as
well.
Proposition 3.4. Suppose that ⟨𝐶𝛼 | 𝛼 ∈ 𝑆⟩ is a 𝐶-sequence over some stationary 𝑆 ⊆ 𝐸𝜅𝜔 for which
♢(𝑆) holds and {𝛼 ∈ 𝑆 | otp(𝐶𝛼) < 𝛼} is stationary.
Then there exists a faithful postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) satisfying the following. For every
cofinal 𝐴 ⊆ 𝜅, there exist stationarily many 𝛼 ∈ 𝑆 such that otp(Φ(𝐶𝛼)) = cf(𝛼), nacc(Φ(𝐶𝛼)) ⊆ 𝐴 and
min(Φ(𝐶𝛼)) = min(𝐴). 
Lemma 3.5. Suppose that 𝜅 = 𝜆+ for a given singular cardinal 𝜆, and CH𝜆 holds. Suppose also
that 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,⊑𝜒, 𝑉 )-sequence with support Γ, for which {𝛼 ∈ 𝐸𝜅>cf(𝜆) ∩ Γ |
∃𝐶 ∈ 𝒞𝛼[otp(𝐶) < 𝛼]} is stationary.
Then there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝒞 and a faithful postprocessing function Φ : 𝒦(𝜅) →
𝒦(𝜅) such that:
(1) If 𝜉 = 𝜆, then otp(Φ(𝐶𝛼)) < 𝜆 for all 𝛼 ∈ Γ;
(2) For every cofinal 𝐴 ⊆ 𝜅, there exist stationarily many 𝛼 ∈ Γ with otp(Φ(𝐶𝛼)) = cf(𝜆) and
nacc(Φ(𝐶𝛼)) ⊆ 𝐴.
Proof. For each 𝛼 < 𝜅, fix an enumeration (possibly with repetition) {𝐶𝑖𝛼 | 𝑖 < 𝜆} of 𝒞𝛼. By the
hypothesis, we may also ensure that 𝑆 := {𝛼 ∈ 𝐸𝜅>cf(𝜆) ∩ Γ | otp(𝐶0𝛼) < 𝛼} is stationary. Let Σ be some
club in 𝜆 of order-type cf(𝜆), and let ΦΣ be given by Fact 3.1. Let Φ0 be given by Lemma 3.3 when fed
with the 𝐶-sequence ⟨ΦΣ(𝐶0𝛼) | 𝛼 ∈ 𝑆⟩. For all 𝛼 < 𝜅 and 𝑖 < 𝜆, let 𝐷𝑖𝛼 := Φ0(ΦΣ(𝐶𝑖𝛼)).
By CH𝜆 and [She10], ♢(𝜅) holds, so let ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩ be as in Fact 2.11. For each 𝑖 < 𝜅, define a 𝜅-
assignment Z𝑖 = ⟨𝑍𝑖𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ via the rule 𝑍𝑖𝑥,𝛽 := 𝐴𝑖𝛽 , and consider the corresponding
postprocessing function ΦZ𝑖 given by Lemma 2.8.
Claim 3.5.1. There exists some 𝑖 < 𝜆 such that for every cofinal 𝐴 ⊆ 𝜅, there are stationarily many
𝛼 ∈ Γ such that otp(𝐷𝑖𝛼) = cf(𝜆) and nacc(ΦZ𝑖(𝐷𝑖𝛼)) ⊆ 𝐴.
Proof. Suppose not, and for each 𝑖 < 𝜆, pick a cofinal 𝐴𝑖 ⊆ 𝜅 and a club 𝐸𝑖 ⊆ 𝜅 such that for all
𝛼 ∈ 𝐸𝑖 ∩ Γ, we have otp(𝐷𝑖𝛼) ̸= cf(𝜆) or nacc(ΦZ𝑖(𝐷𝑖𝛼)) * 𝐴𝑖. Consider the stationary set 𝐺 :=
{𝛾 ∈ ⋂︀𝑖<𝜆𝐸𝑖 | ∀𝑖 < 𝜆(sup(𝐴𝑖 ∩ 𝛾) = 𝛾 & 𝐴𝑖 ∩ 𝛾 = 𝐴𝑖𝛾)}. By the choice of Φ0, pick some 𝛼 ∈ 𝑆
for which nacc(Φ0(Φ
Σ(𝐶0𝛼))) ⊆ 𝐺. That is, nacc(𝐷0𝛼) ⊆ 𝐺. As otp(𝐷0𝛼) ≥ cf(𝛼) > cf(𝜆), we may
let ?¯? := 𝐷0𝛼(cf(𝜆)), so that ?¯? ∈ acc(𝐷0𝛼) and otp(𝐷0𝛼 ∩ ?¯?) = cf(𝜆). As 𝛼 ∈ Γ and ?¯? ∈ acc(𝐶0𝛼), we
have ?¯? ∈ Γ and 𝐶0𝛼 ∩ ?¯? ∈ 𝒞?¯?, so that we may fix some 𝑖 < 𝜆 such that 𝐶0𝛼 ∩ ?¯? = 𝐶𝑖?¯?. In particular,
𝐷0𝛼 ∩ ?¯? = 𝐷𝑖?¯?. Since nacc(𝐷0𝛼) ⊆ 𝐺, it follows from the choice of ?¯? that ?¯? ∈ acc+(𝐺) ⊆ acc+(𝐸𝑖) ⊆
𝐸𝑖. Then nacc(𝐷𝑖?¯?) ⊆ nacc(𝐷0𝛼) ⊆ 𝐺 ⊆ {𝛽 ∈ acc+(𝐴𝑖) | 𝐴𝑖 ∩ 𝛽 = 𝐴𝑖𝛽}, so that as explained in
Example 2.9, nacc(ΦZ𝑖(𝐷
𝑖
?¯?)) ⊆ 𝐴𝑖. Altogether, we have found ?¯? ∈ 𝐸𝑖 ∩ Γ such that otp(𝐷𝑖?¯?) = cf(𝜆)
and nacc(ΦZ𝑖(𝐷
𝑖
?¯?)) ⊆ 𝐴𝑖, contradicting the choice of 𝐴𝑖 and 𝐸𝑖. 
Let 𝑖 be given by the preceding. Let Φfaithful be given by Example 1.11, so that Φ := Φfaithful ∘ ΦZ𝑖 ∘
Φ0 ∘ ΦΣ is faithful. Clearly, ?⃗? := ⟨𝐶𝑖𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝒞. We verify that ?⃗? and Φ are as
sought:
(1) Consider arbitrary 𝛼 ∈ Γ, and assume that 𝜉 = 𝜆. To see that otp(Φ(𝐶𝑖𝛼)) < 𝜆, we consider two
possibilities, noting that otp(𝐶𝑖𝛼) ≤ 𝜉 = 𝜆:
I If otp(𝐶𝑖𝛼) < 𝜆, then since Φ is a postprocessing function, otp(Φ(𝐶𝑖𝛼)) ≤ otp(𝐶𝑖𝛼) < 𝜆.
I If otp(𝐶𝑖𝛼) = 𝜆, then otp(ΦΣ(𝐶𝑖𝛼)) = cf(𝜆) by Fact 3.1(1), so that otp(Φ(𝐶𝑖𝛼)) = otp((Φfaithful∘
ΦZ𝑖 ∘ Φ0)(ΦΣ(𝐶𝑖𝛼))) ≤ otp(ΦΣ(𝐶𝑖𝛼)) = cf(𝜆) < 𝜆, since 𝜆 is singular.
(2) Note that Φ(𝐶𝑖𝛼) = (Φ
faithful∘ΦZ𝑖)(𝐷𝑖𝛼) for every 𝛼 ∈ Γ. Given any cofinal 𝐴 ⊆ 𝜅, by our choice of
𝑖 there are stationarily many 𝛼 ∈ Γ such that otp(𝐷𝑖𝛼) = cf(𝜆) and nacc(ΦZ𝑖(𝐷𝑖𝛼)) ⊆ 𝐴. For any
such 𝛼, we have cf(𝜆) ≤ otp(Φ(𝐶𝑖𝛼)) ≤ otp(𝐷𝑖𝛼) = cf(𝜆) and nacc(Φ(𝐶𝑖𝛼)) ⊆ nacc(ΦZ𝑖(𝐷𝑖𝛼)) ⊆ 𝐴,
as sought. 
In the particular case where 𝜇 = 𝜅 = 𝜆+, the fact that |Reg(𝜆+)| < 𝜇 allows us to obtain a transversal
by using a different postprocessing function for each cofinality, combining the results of Lemmas 3.3
and 3.5, and essentially combining up to 𝜆 many *𝜆-sequences into one, as follows:
Corollary 3.6. Suppose that 𝜆 is an uncountable cardinal, and *𝜆 + CH𝜆 holds.
Then there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩ for *𝜆 such that:
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∙ otp(𝐶𝛼) < 𝜆 for all 𝛼 ∈ acc(𝜆+) ∩ 𝐸𝜆+<𝜆;
∙ for every cofinal 𝐴 ⊆ 𝜆+ and every 𝜃 ∈ Reg(𝜆), there exist stationarily many 𝛼 ∈ acc(𝜆+) for
which otp(𝐶𝛼) = 𝜃 and nacc(𝐶𝛼) ⊆ 𝐴.
Proof. Fix an arbitrary *𝜆-sequence, 𝒞 := ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩. Fix a transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩
for 𝒞, so that otp(𝐶𝛼) < 𝜆 for all 𝛼 ∈ acc(𝜆+) ∩ 𝐸𝜆+̸=cf(𝜆). If 𝜆 is singular, then by Lemma 3.5 (using
(𝜉, 𝜇, 𝜒) := (𝜆, 𝜆+,ℵ0)), we may moreover assume the existence of a faithful postprocessing function
Φcf(𝜆) : 𝒦(𝜅) → 𝒦(𝜅) such that:
(1) otp(Φcf(𝜆)(𝐶𝛼)) < 𝜆 for all 𝛼 ∈ acc(𝜆+);
(2) For every cofinal 𝐴 ⊆ 𝜆+, there exist stationarily many 𝛼 ∈ acc(𝜆+) with otp(Φcf(𝜆)(𝐶𝛼)) = cf(𝜆)
and nacc(Φcf(𝜆)(𝐶𝛼)) ⊆ 𝐴.
Let Φ𝜆 be the identity postprocessing function. Next, for all 𝜃 ∈ Reg(𝜆)∖{cf(𝜆)}, appeal to Lemma 3.3
with ⟨𝐶𝛼 | 𝛼 ∈ 𝐸𝜆+𝜃 ⟩ to get a postprocessing function Φ𝜃.
For all 𝛼 ∈ acc(𝜆+), let 𝐷𝛼 := Φcf(𝛼)(𝐶𝛼), so that for every cofinal 𝐴 ⊆ 𝜆+ and every 𝜃 ∈ Reg(𝜆),
there exist stationarily many 𝛼 ∈ acc(𝜆+) for which otp(𝐷𝛼) = 𝜃 and nacc(𝐷𝛼) ⊆ 𝐴. In addition,
otp(𝐷𝛼) < 𝜆 for all 𝛼 ∈ acc(𝜆+) ∩ 𝐸𝜆+<𝜆.
Thus, ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜆+)⟩ is as sought, provided that it is a transversal for 𝜆(𝜆+, 𝜆,⊑, 𝑉 ). By
Proposition 1.20(1), this now amounts to showing that for every 𝛾 ∈ acc(𝜆+), the set
𝒟𝛾 := {𝐷𝛼 ∩ 𝛾 | 𝛼 ∈ acc(𝜆+) and sup(𝐷𝛼 ∩ 𝛾) = 𝛾}
has size ≤ 𝜆. But, of course, 𝒟𝛾 ⊆
⋃︀{Φ𝜃(𝐶) | 𝐶 ∈ 𝒞𝛾 , 𝜃 ∈ Reg(𝜆+)}, so we are done. 
Lemma 3.7. If ♢(𝜅) holds, then there exists a faithful, acc-preserving postprocessing function Φ :
𝒦(𝜅) → 𝒦(𝜅) satisfying the following. For every (possibly constant) sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal
subsets of 𝜅, there exists some stationary set 𝐺 in 𝜅 such that for all 𝑥 ∈ 𝒦(𝜅), if nacc(𝑥) ⊆ 𝐺, then
min(Φ(𝑥)) = min(𝐴0) and Φ(𝑥)(𝑖 + 1) ∈ 𝐴𝑖 for all 𝑖 < otp(𝑥).
Proof. Assume ♢(𝜅), and let ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩ be given by Fact 2.11.
Define Z := ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ by stipulating:
𝑍𝑥,𝛽 :=
{︃
𝐴0𝛽 , if 𝛽 = min(𝑥);
𝐴
otp(𝑥∩𝛽)−1
𝛽 ∖ 𝜔, otherwise.
As Z is a 𝜅-assignment, let ΦZ be the acc-preserving postprocessing function given by Lemma 2.8.
Let Φfaithful be as in Example 1.11, so that Φ := Φfaithful ∘ ΦZ is faithful and acc-preserving.
To see that Φ works, let ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ be an arbitrary sequence of cofinal subsets of 𝜅. We claim that
the stationary set 𝐺 := {𝛽 ∈ acc(𝜅 ∖ 𝜔) | ∀𝑖 < 𝛽(sup(𝐴𝑖 ∩ 𝛽) = 𝛽 & 𝐴𝑖 ∩ 𝛽 = 𝐴𝑖𝛽)} is as sought. To see
this, suppose that we are given 𝑥 ∈ 𝒦(𝜅) for which nacc(𝑥) ⊆ 𝐺.
I Let 𝛽 := min(𝑥). Then 𝛽 ∈ nacc(𝑥) ⊆ 𝐺, and hence 𝑍𝑥,𝛽 = 𝐴0𝛽 = 𝐴0 ∩ 𝛽 is a cofinal subset
of 𝛽, so that min(ΦZ(𝑥)) = min(𝑍𝑥,𝛽 ∪ {𝛽}) = min(𝐴0). As Φfaithful is min-preserving, we have
min(Φ(𝑥)) = min(ΦZ(𝑥)) = min(𝐴
0).
I Let 𝑖 < otp(𝑥) be arbitrary. Put 𝛽 := 𝑥(𝑖 + 1) and 𝛽− := 𝑥(𝑖). Then
ΦZ(𝑥)(𝑖 + 1) = min(((𝐴
𝑖
𝛽 ∖ 𝜔) ∪ {𝛽}) ∖ (𝛽− + 1)).
As 𝑖 ≤ 𝛽− < 𝛽 and 𝛽 ∈ nacc(𝑥) ⊆ 𝐺, we have that 𝐴𝑖𝛽 = 𝐴𝑖 ∩𝛽 is a cofinal subset of 𝛽 > 𝜔, and
hence
ΦZ(𝑥)(𝑖 + 1) ∈ 𝐴𝑖 ∖ 𝜔.
In particular, ΦZ(𝑥)(1) > 2, so that by the definition of Φ
faithful, Φ(𝑥) = ΦZ(𝑥). Thus, Φ(𝑥)(𝑖 +
1) = ΦZ(𝑥)(𝑖 + 1) ∈ 𝐴𝑖 for all 𝑖 < otp(𝑥). 
We are now ready to prove Theorem 1:
Corollary 3.8. Suppose that 𝜆 is an uncountable cardinal, and *𝜆 + CH𝜆 holds.
Then there exists a 𝐶-sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ such that:
∙ otp(𝐶𝛼) < 𝜆 for all 𝛼 ∈ acc(𝜆+) ∩ 𝐸𝜆+<𝜆;
∙ |{𝐶𝛼 ∩ 𝛾 | 𝛼 < 𝜆+}| ≤ 𝜆 for all 𝛾 < 𝜆+;
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∙ For every 𝜃 ∈ Reg(𝜆) and every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets of 𝜆+, there exist
stationarily many 𝛼 ∈ acc(𝜆+) such that otp(𝐶𝛼) = 𝜃, min(𝐶𝛼) = min(𝐴0) and 𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖
for all 𝑖 < 𝜃.
Proof. Let ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩ be given by Corollary 3.6. By CH𝜆 and [She10], ♢(𝜆+) holds, so we may
let Φ be given by Lemma 3.7. For all 𝛼 < 𝜆+, define
𝐶∙𝛼 :=
⎧⎪⎨⎪⎩
Φ(𝐶𝛼), if 𝛼 ∈ acc(𝜆+);
{𝛽}, if 𝛼 = 𝛽 + 1;
∅, if 𝛼 = 0.
Then ⟨𝐶∙𝛼 | 𝛼 < 𝜆+⟩ is as sought. 
The second case of Theorem A now follows, with the additional benefit that we do not require 𝜆 to
be a strong-limit:
Corollary 3.9. Suppose that 𝜆 is a singular cardinal, and *𝜆 + CH𝜆 holds.
Then there exists a normal 𝜆-distributive 𝜆+-Aronszajn tree.
Proof. Let ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ be given by Corollary 3.8. Let 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜆+⟩ be the induced *𝜆-sequence.
That is, 𝒞𝛼+1 := {{𝛼}} for each 𝛼 < 𝜆+, and 𝒞𝛼 := {𝐶𝛿 ∩ 𝛼 | 𝛿 < 𝜆+, sup(𝐶𝛿 ∩ 𝛼) = 𝛼} for each limit
𝛼 < 𝜆+.
By running the very same construction of a normal 𝜆-splitting 𝜆+-tree of [BR18b, Proposition 2.2],
modulo a single change in the definition of the limit levels 𝑇𝛼, letting
𝑇𝛼 :=
{︀
b𝐶𝑥 | 𝐶 ∈ 𝒞𝛼, 𝑥 ∈ 𝑇  𝐶
}︀ ∖ {︁⋃︁Ω𝛼}︁ ,
we get an outcome normal tree that is 𝜆-distributive and 𝜆+-Aronszajn.
Readers unfamiliar with [BR18b] may feel uncomfortable with the above sketch. Thus, let us give a
proof which is based on the exact same construction as in [BS86].
Let ΦΣ be given by Fact 3.1 for Σ := acc(𝜆+). For each 𝛼 ∈ acc(𝜆+), let 𝐴𝛼 := {ΦΣ(𝐶) | 𝐶 ∈ 𝒞𝛼}.
By CH𝜆 and [She10], let ⟨𝑏𝛽 | 𝛽 < 𝜆+⟩ be a ♢(𝜆+)-sequence. We have:
∙ For all 𝛼 ∈ acc(𝜆+), each 𝑎 ∈ 𝐴𝛼 is a club in 𝛼 of order-type < 𝜆;
∙ For all 𝛽 < 𝜆+, 𝑏𝛽 ⊆ 𝛽;
∙ For every 𝑋 ⊆ 𝜆+, every club 𝐶 ⊆ 𝜆+ and every 𝛿 < 𝜆, there exists some 𝛼 ∈ acc(𝜆+) and
𝑎 ∈ 𝐴𝛼 such that otp(𝑎) > 𝛿 and for all 𝛽 ∈ 𝑎 ∪ {𝛼}, 𝑎 ∩ 𝛽 ∈ 𝐴𝛽 and 𝑋 ∩ 𝛽 = 𝑏𝛽 .
So we have established the existence of two sequences ⟨𝐴𝛼 | 𝛼 ∈ acc(𝜆+)⟩ and ⟨{𝑏𝛼} | 𝛼 ∈ acc(𝜆+)⟩ as in
[BS86, p. 94], from which the construction of the desired tree can be carried out. 
4. 𝐶-sequences of intermediate order-types
The key Lemma of this section (Lemma 4.9 below) transforms a 𝒞-sequence whose clubs typically
have short order-types into another one with typically longer order-types (of the sort needed to construct
uniformly coherent Souslin trees). The expanded generality obtained by not requiring the target order-
type to be a cardinal, and by introducing the relation ℛΩ, will allow us to apply the Lemma to scenarios
beyond the scope of this paper (see [BR17b]).
We begin with some preliminaries. The first-time reader may assume throughout this section that
Ω = ∅, and that either Λ = 𝜅 or Λ = 𝜆 for a singular cardinal 𝜆 satisfying 𝜆+ = 𝜅, without sacrificing
the flow and the results of this paper.
Definition 4.1. For any binary relation ℛ and any set Ω, we let ℛΩ := {(𝐶,𝐷) ∈ ℛ | sup(𝐶) /∈ Ω}.
In particular, a 𝒞-sequence ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is ℛΩ-coherent iff it is ℛ-coherent and acc(𝐶)∩Ω = ∅ for all
𝐶 ∈ ⋃︀𝛼<𝜅 𝒞𝛼.
Example 4.2. If 𝐶 ⊑Ω 𝐷 for 𝐶,𝐷 ∈ 𝒦(𝜅), and Φ is a postprocessing function, then Φ(𝐶) ⊑Ω Φ(𝐷).
Definition 4.3. The binary relation ∈ is defined as follows. 𝐴 ∈ 𝒞 iff 𝐴 ⊆ 𝐶 for some 𝐶 ∈ 𝒞. Its
negation is denoted by /∈.
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The principle 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈) is syntactically stronger than 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), but it follows from the
upcoming Lemma that the two notions coincide whenever min{𝜉, 𝜇} < 𝜅. As we shall see, the advantage
of /∈ over /∈ is that the former characterizes amenability of transversals (Lemma 4.5) and is preserved by
postprocessing functions (Lemma 4.17) and by the procedure of Lemma 4.9, even when 𝜉 = 𝜇 = 𝜅, unlike
the latter (cf. the remark before Lemma 1.23, and Remark 2.17). In particular, in Kunen’s model from
[Kun78, S3], there exists an inaccessible cardinal 𝜅 for which (𝜅,<𝜅,⊑, /∈) holds but (𝜅,<𝜅,⊑, /∈)
fails.
Lemma 4.4. Suppose that 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 ,ℛ1)-sequence.
Each of the following implies that 𝒞 witnesses 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈):
(1) 𝜉 < 𝜅;
(2) Ω is a stationary subset of 𝜅;
(3) For every club 𝐷 ⊆ 𝜅, there is 𝛼 ∈ acc(𝜅) such that sup(nacc(𝐶) ∩𝐷) = 𝛼 for all 𝐶 ∈ 𝒞𝛼;
(4) ℛ1 = /∈ and there exists 𝜇′ < 𝜅 for which {𝛼 ∈ Γ(𝒞) | |𝒞𝛼| < 𝜇′} is stationary;
(5) ℛ1 = /∈ and there exists a sequence of injections ⟨𝑖𝛼 : 𝒞𝛼 → 𝜅 | 𝛼 < 𝜅⟩ such that:
∙ For all 𝛼 ∈ Γ(𝒞), 𝐶 ∈ 𝒞𝛼, and ?¯? ∈ acc(𝐶), 𝑖?¯?(𝐶 ∩ ?¯?) = 𝑖𝛼(𝐶);
∙ {𝛼 ∈ Γ(𝒞) | Im(𝑖𝛼) ⊆ 𝛼} is stationary.16
Proof. Let 𝐴 denote an arbitrary cofinal subset of 𝜅. Put 𝐷 := acc+(𝐴). We need to find 𝛼 ∈ 𝐷 such
that 𝐴 ∩ 𝛼 /∈ 𝒞𝛼.
(1) Pick a large enough 𝛼 ∈ 𝐷 such that otp(𝐴 ∩ 𝛼) > 𝜉. Trivially, 𝐴 ∩ 𝛼 /∈ 𝒞𝛼.
(2) Since 𝐷 is a club in 𝜅, 𝐷 ∩ Ω is stationary. Fix 𝛼 ∈ 𝐷 ∩ Ω such that otp(𝐷 ∩ Ω ∩ 𝛼) = 𝜔. Let
𝐶 ∈ 𝒞𝛼 be arbitrary. If 𝐴∩𝛼 ⊆ 𝐶, then 𝐷∩Ω∩𝛼 ⊆ acc+(𝐴∩𝛼) ⊆ acc(𝐶), meaning that Ω∩acc(𝐶) ̸= ∅,
contradicting ⊑Ω𝜒 -coherence.
(3) Pick 𝛼 ∈ acc(𝜅) such that sup(nacc(𝐶) ∩ 𝐷) = 𝛼 for every 𝐶 ∈ 𝒞𝛼. As 𝛼 ∈ acc+(𝐷) ⊆ 𝐷, we
are left with verifying that 𝐴 ∩ 𝛼 /∈ 𝒞𝛼. Fix an arbitrary 𝐶 ∈ 𝒞𝛼. If 𝐴 ∩ 𝛼 ⊆ 𝐶, then 𝐷 ∩ 𝛼 ⊆ acc(𝐶),
contradicting the fact that 𝐷 ∩ nacc(𝐶) ̸= ∅.
(4) Towards a contradiction, suppose that there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝒞 such that
𝐴 ∩ 𝛼 ⊆ 𝐶𝛼 for all 𝛼 ∈ Γ ∩𝐷. We then follow the proof of Lemma 1.23 until the end of Claim 1.23.1,
noting that the cardinal inequality in the statement of Claim 1.23.1 is, in fact, |𝑇𝛼| ≤ |𝒞𝛽𝛼 | for all 𝛼 < 𝜅.
Thus, instead of arguing about
⋃︀{𝑇𝛼 | 𝛼 < 𝜅}, we infer from Kurepa’s lemma that the 𝜅-tree ⋃︀{𝑇𝛼 |
𝛼 < 𝜅 & |𝒞𝛽𝛼 | < 𝜇′} admits a cofinal branch, and such a branch contradicts the fact that 𝒞 witnesses
𝜉(𝜅,<𝜇,⊑𝜒, /∈).
(5) Towards a contradiction, suppose that there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝒞 such that
𝐴∩𝛼 ⊆ 𝐶𝛼 for all 𝛼 ∈ Γ∩𝐷. Fix a stationary 𝑆 ⊆ Γ∩𝐷 on which 𝛼 ↦→ 𝑖𝛼(𝐶𝛼) is constant, with value,
say, 𝑖*. We shall show that the sequence ⟨𝐶𝛼 | 𝛼 ∈ 𝑆⟩ is ⊑-increasing, so that
⋃︀{𝐶𝛼 | 𝛼 ∈ 𝑆} contradicts
the fact that ℛ1 = /∈.
Let ?¯? < 𝛼 be a pair of ordinals from 𝑆. As 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼 and ?¯? ∈ acc+(𝐴 ∩ 𝛼), we have ?¯? ∈ acc(𝐶𝛼),
so that 𝑖?¯?(𝐶𝛼 ∩ ?¯?) = 𝑖𝛼(𝐶𝛼) = 𝑖* = 𝑖?¯?(𝐶?¯?). As 𝑖?¯? is injective, we infer that indeed 𝐶?¯? ⊑ 𝐶𝛼. 
Lemma 4.5. Suppose that 𝒞 is a 𝜉(𝜅,<𝜇,⊑𝜒, 𝑉 )-sequence. Then the following are equivalent:
(1) 𝒞 witnesses 𝜉(𝜅,<𝜇,⊑𝜒, /∈);
(2) Every transversal for 𝒞 is amenable.
Proof. Write 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩. By Lemma 1.21(3), Γ := Γ(𝒞) is stationary in 𝜅.
¬(2) =⇒ ¬(1): Let ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ be a transversal for 𝒞 that is not amenable. By Proposition 1.6,
fix a cofinal subset 𝐴 ⊆ 𝜅 for which 𝑆 := {𝛼 ∈ Γ | 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼} is stationary. Let 𝛼 ∈ acc+(𝐴) be
arbitrary. Put 𝛼′ := min(𝑆 ∖ (𝛼+ 1)), so that 𝐴∩𝛼′ ⊆ 𝐶𝛼′ . Then, 𝛼 ∈ acc+(𝐴)∩𝛼′ ⊆ acc(𝐶𝛼′), so that
𝛼 ∈ Γ, 𝐶𝛼′ ∩ 𝛼 ∈ 𝒞𝛼, and hence 𝐴 ∩ 𝛼 ∈ 𝒞𝛼.
¬(1) =⇒ ¬(2): Fix a cofinal set 𝐴 ⊆ 𝜅 such that 𝐴 ∩ 𝛼 ∈ 𝒞𝛼 for all 𝛼 ∈ acc+(𝐴). Choose a
transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝒞 such that 𝐴 ∩ 𝛼 ⊆ 𝐶𝛼 for all 𝛼 ∈ acc+(𝐴) ∩ Γ. Then acc+(𝐴) ∩ Γ is
stationary, and it follows by Proposition 1.6 that ?⃗? is not amenable. 
Fact 4.6 (Facts about transfinite ordinal sums). For any ordinal Λ:
16That is, 𝒞 is the union of a (locally) small number of partial squares.
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(1) If Λ is indecomposable and ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩ is a sequence of ordinals each less than Λ, converging
to Λ, then
∑︀
𝑗<cf(Λ) Λ𝑗 = Λ.
(2) If ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩ is a sequence of nonzero ordinals such that
∑︀
𝑗<cf(Λ) Λ𝑗 = Λ, then
∑︀
𝑗<𝑗′ Λ𝑗 <
Λ for every 𝑗′ < cf(Λ).
(3) If ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩ is a nondecreasing sequence of ordinals such that
∑︀
𝑗<cf(Λ) Λ𝑗 = Λ, and
𝑍 ⊆ cf(Λ) is a cofinal subset, then ∑︀𝑗∈𝑍 Λ𝑗 = Λ, where the sum is understood to be taken
according to the increasing enumeration of 𝑍.
It follows from Fact 4.6(1) that the following is well-defined:
Notation 4.7. For any indecomposable ordinal Λ ≤ 𝜅, we write
𝑎(Λ, 𝜅) :=
{︃
min
{︁
sup{Λ𝑗 + 1 | 𝑗 < cf(Λ)}
⃒⃒⃒ ∑︀
𝑗<cf(Λ) Λ𝑗 = Λ
}︁
, if Λ < 𝜅;
𝜅, if Λ = 𝜅.
Clearly 2 ≤ 𝑎(Λ, 𝜅) ≤ Λ for every Λ.
Example 4.8. (1) If Λ < 𝜅 is any regular infinite cardinal, then 𝑎(Λ, 𝜅) = 2.
(2) If Λ < 𝜅 is any singular infinite cardinal, then 𝑎(Λ, 𝜅) = Λ.
(3) If Λ = 𝜆 · 𝜂 (ordinal multiplication) for cardinals 𝜂 = cf(𝜂) ≤ 𝜆 < 𝜅, then 𝑎(Λ, 𝜅) = 𝜆 + 1.
We now arrive at the key Lemma of this section:
Lemma 4.9. Suppose that 𝜒 ≤ Λ ≤ 𝜉 ≤ 𝜅, with Λ some indecomposable ordinal. Suppose also:
(a) ♢(𝜅) holds;
(b) 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , 𝑉 )-sequence for some fixed subset Ω ⊆ 𝜅 ∖ {𝜔};
(c) ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝒞;
(d) for every cofinal 𝐵 ⊆ 𝜅 and every Λ′ < 𝑎(Λ, 𝜅), the following set is stationary in 𝜅:
{𝛼 ∈ Γ ∖ Ω | ∃𝐶 ∈ 𝒞𝛼[min(𝐶) = min(𝐵),Λ′ ≤ otp(𝐶) < Λ,nacc(𝐶) ⊆ 𝐵]}.
Then there exists a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , 𝑉 )-sequence, ?⃗? = ⟨𝒟𝛼 | 𝛼 < 𝜅⟩, with a transversal ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩,
satisfying the following properties:
(1) |𝒟𝛼| ≤ |𝒞𝛼| for all 𝛼 < 𝜅;
(2) If Λ < 𝜅 and 𝒞 witnesses 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), then so does ?⃗?;
(3) For every cofinal 𝐴 ⊆ 𝜅, there exists a stationary 𝑆 ⊆ 𝜅, for which the set
{𝛼 ∈ Γ | otp(𝐷𝛼) = min{𝛼,Λ},nacc(𝐷𝛼) ⊆ 𝐴}
covers the set
{𝛼 ∈ Γ | min(𝐶𝛼) = min(𝑆), otp(𝐶𝛼) = cf(min{𝛼,Λ}),nacc(𝐶𝛼) ⊆ 𝑆}.
Proof. Note that 𝜅 ≥ 𝜉 ≥ Λ ≥ 𝜒 ≥ ℵ0. The proof is an elaboration of the approach taken in [Rin15].
Fix a ♢(𝜅)-sequence ⟨𝑋𝛾 | 𝛾 < 𝜅⟩. Fix a surjection 𝜙 : (𝜅 ∖ {0}) → [𝜅]<𝜔 × 𝜅 such that 𝜙(7) = (∅, 0)
and such that if 𝜙(𝛽) = (𝜍, 𝑘), then sup(𝜍) ≤ 𝛽. For all 𝛼 < 𝜅, let {𝐶𝛼,𝑖 | 𝑖 < 𝜅} be some enumeration
(possibly with repetition) of 𝒞𝛼 such that 𝐶𝛼,0 = 𝐶𝛼,𝑖 = 𝐶𝛼 whenever 𝛼 ∈ Γ and 𝑖 ≥ |𝒞𝛼|. Without loss
of generality, we may assume that for all 𝛼 ∈ acc(𝜅) and 𝑖 < 𝜅:
∙ If 𝛼 /∈ Γ, then 𝐶𝛼,𝑖 = (𝐶𝛼,𝑖 ∖ (𝜔 + 1)) ∪ ((𝜔 + 1) ∖ 1);
∙ If 𝛼 = 𝜔, then 𝐶𝛼,𝑖 = 𝜔 ∖ 7;
∙ Otherwise, |𝐶𝛼,𝑖 ∩ 𝜔| ≤ 1.17
Fix a nondecreasing sequence ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩ of nonzero ordinals such that
∑︀
𝑗<cf(Λ) Λ𝑗 = Λ and
sup𝑗<cf(Λ)(Λ𝑗 + 1) = 𝑎(Λ, 𝜅). Then, define a function 𝜌 : [𝜅]
<cf(Λ) → Λ by considering two cases:
I If Λ < 𝜅, then we define 𝜌 : [𝜅]<cf(Λ) → Λ by stipulating 𝜌(𝑥) := ∑︀𝑗<otp(𝑥) Λ𝑗 . By Fact 4.6(2)
and the choice of the sequence ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩, 𝜌 is well-defined.
I Otherwise, define 𝜌 : [𝜅]<𝜅 → Λ by stipulating 𝜌(𝑥) := sup(𝑥). Note that 𝜅 = 𝜉 = Λ = cf(Λ) > 𝜒
in this case.
17That is, if min(𝐶𝛼,𝑖) < 𝜔, then 𝐶𝛼,𝑖 ∩ 𝜔 = {min(𝐶𝛼,𝑖)}, and otherwise, 𝐶𝛼,𝑖 ∩ 𝜔 = ∅.
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In both cases, 𝜌 is an increasing, continuous and cofinal map from the poset ([𝜅]<cf(Λ),⊑) to (Λ, <), with
𝜌(∅) = 0.
For each 𝐶 ∈ 𝒦(𝜅), let us denote 𝐶 ∖ {min(𝐶)} by 𝐶∘. We now define a matrix ⟨𝐷𝛼,𝑖 | 𝛼, 𝑖 < 𝜅⟩ by
recursion on 𝛼 < 𝜅. Let 𝐷𝛼,𝑖 := 𝐶𝛼,0 for all 𝛼 ∈ 𝜅 ∖ Γ and all 𝑖 < 𝜅. In particular, otp(𝐷𝛼,𝑖) = cf(𝛼) <
𝜒 ≤ Λ.
Next, fix 𝛼 ∈ Γ, and suppose that ⟨𝐷𝜁,𝑘 | 𝜁 < 𝛼, 𝑘 < 𝜅⟩ has already been defined. Let 𝑖 < 𝜅 be
arbitrary. To define 𝐷𝛼,𝑖, we consider three cases:
Case 1. If min(𝐶𝛼,𝑖) > 0, then write (𝜍, 𝑘) := 𝜙(min(𝐶𝛼,𝑖)), so that sup(𝜍) ≤ min(𝐶𝛼,𝑖), and consider
two subcases:
Case 1.1. If 𝜍 ̸= ∅, min(𝜍) ∈ (Γ ∖ Ω) ∪ {0} and otp(𝐷min(𝜍),𝑘) < Λ, then let
𝐷𝛼,𝑖 := 𝐷min(𝜍),𝑘 ∪ 𝜍 ∪ (𝐶𝛼,𝑖)∘.
Case 1.2. Otherwise, let 𝐷𝛼,𝑖 := (𝐶𝛼,𝑖)
∘.
Case 2. If min(𝐶𝛼,𝑖) = 0 and otp(𝐶𝛼,𝑖) ≤ cf(Λ), then in order to define 𝐷𝛼,𝑖, we first define an ⊑-
increasing and continuous sequence of subsets of 𝛼, ⟨𝐷𝑗𝛼,𝑖 | 𝑗 < otp(𝐶𝛼,𝑖)⟩, in such a way that
for all 𝑗 < otp(𝐶𝛼,𝑖): acc
+(𝐷𝑗𝛼,𝑖) ⊆ 𝐷𝑗𝛼,𝑖, otp(𝐷𝑗𝛼,𝑖) < Λ, and 𝐶𝛼,𝑖(𝑗) < sup(𝐷𝑗+1𝛼,𝑖 ) ≤ 𝐶𝛼,𝑖(𝑗+ 1).
The definition is by recursion on 𝑗 < otp(𝐶𝛼,𝑖), as follows:
I Let 𝐷0𝛼,𝑖 := ∅.
I Suppose that 𝑗 < otp(𝐶𝛼,𝑖) and 𝐷𝑗𝛼,𝑖 has already been defined. To define 𝐷
𝑗+1
𝛼,𝑖 , we consider
two cases:
II If there exists (𝛽, 𝑘) such that 𝛽 ∈ Γ ∖ Ω, 𝐶𝛼,𝑖(𝑗) < 𝛽 < 𝐶𝛼,𝑖(𝑗 + 1), 𝐷𝑗𝛼,𝑖 ⊑ 𝐷𝛽,𝑘,
nacc(𝐷𝛽,𝑘) ⊆ 𝑋𝐶𝛼,𝑖(𝑗+1), and 𝜌(𝐶𝛼,𝑖 ∩ (𝐶𝛼,𝑖(𝑗 + 1))) ≤ otp(𝐷𝛽,𝑘) < Λ, then put
𝐷𝑗+1𝛼,𝑖 := 𝐷𝛽,𝑘 for the lexicographically-least such pair (𝛽, 𝑘).
II If the above fails, then let 𝐷𝑗+1𝛼,𝑖 := 𝐷
𝑗
𝛼,𝑖 ∪ {sup(𝐷𝑗𝛼,𝑖), 𝐶𝛼,𝑖(𝑗 + 1)}.
I Suppose that 𝑗′ ∈ acc(otp(𝐶𝛼,𝑖)) for which ⟨𝐷𝑗𝛼,𝑖 | 𝑗 < 𝑗′⟩ has already been defined. Put
𝐷𝑗
′
𝛼,𝑖 :=
⋃︀
𝑗<𝑗′ 𝐷
𝑗
𝛼,𝑖. As 𝑗
′ < otp(𝐶𝛼,𝑖) ≤ cf(Λ), we indeed have otp(𝐷𝑗
′
𝛼,𝑖) < Λ.
At the end of the above process, let 𝐷𝛼,𝑖 :=
⋃︀{𝐷𝑗𝛼,𝑖 | 𝑗 < otp(𝐶𝛼,𝑖)}.
Case 3. If min(𝐶𝛼,𝑖) = 0 and otp(𝐶𝛼,𝑖) > cf(Λ), then let 𝐷𝛼,𝑖 := 𝐶𝛼,𝑖 ∖ (𝐶𝛼,𝑖(cf(Λ))).
Now that the matrix ⟨𝐷𝛼,𝑖 | 𝛼, 𝑖 < 𝜅⟩ is defined, for every 𝛼 < 𝜅 we let
𝒟𝛼 := {𝐷𝛼,𝑖 | (𝑖 = 0) or (0 < 𝑖 < 𝜅 & otp(𝐷𝛼,𝑖) < 𝜉)}.
Put ?⃗? := ⟨𝒟𝛼 | 𝛼 < 𝜅⟩.
Claim 4.9.1. For every 𝛼 ∈ acc(𝜅) and 𝑖 < 𝜅:
(1) |{𝐷 ∈ 𝒟𝛼 | otp(𝐷) = 𝜉}| ≤ 1;
(2) 0 < |𝒟𝛼| ≤ |𝒞𝛼| < 𝜇;
(3) 𝐷𝛼,𝑖 is a club in 𝛼 of order-type ≤ 𝜉, with acc(𝐷𝛼,𝑖) ∩ Ω = ∅, and if 𝐷𝛼,𝑖 was defined according
to Case 2, then furthermore otp(𝐷𝛼,𝑖) ≤ Λ;
(4) If 𝛼 ∈ Γ, then for every ?¯? ∈ acc(𝐷𝛼,𝑖), we have 𝐷𝛼,𝑖 ∩ ?¯? ∈ 𝒟?¯?;
(5) If 𝛼 /∈ Γ, then 𝜔 ∈ acc(𝐷𝛼,𝑖) but 𝐷𝛼,𝑖 ∩ 𝜔 /∈ 𝒟𝜔;
(6) If 𝐷𝛼,𝑖 was defined according to Case 2, then for every 𝑗 < otp(𝐶𝛼,𝑖), there exist (𝜁, 𝑘) and
𝜍 ∈ [𝜅 ∖ 𝜁]<𝜔 such that 𝜁 ∈ (Γ ∖ Ω) ∪ {0} and 𝐷𝑗𝛼,𝑖 = 𝐷𝜁,𝑘 ∪ 𝜍; if 𝑗 is a limit ordinal, then
furthermore 𝜍 = ∅ and 𝜁 = 𝐶𝛼,𝑖(𝑗);
(7) ?⃗? is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , 𝑉 )-sequence, with Γ(?⃗?) = Γ;
(8) If Λ < 𝜅 and 𝒞 witnesses 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), then so does ?⃗?.
Proof. (1) Clear from the definition of 𝒟𝛼.
(2) As 𝐶𝛼,𝑖 = 𝐶𝛼,𝑖′ entails 𝐷𝛼,𝑖 = 𝐷𝛼,𝑖′ for all 𝑖 < 𝑖
′ < 𝜅, we have |𝒟𝛼| ≤ |{𝐶𝛼,𝑖 | 𝑖 < 𝜅}| = |𝒞𝛼| < 𝜇.
(3) Recall that we have assumed Λ ≤ 𝜉. The claim is trivial for 𝛼 /∈ Γ. We now prove the required
statement by induction on 𝛼 ∈ Γ, examining each case in the construction of 𝐷𝛼,𝑖:
Case 1.1: In this case, the result that 𝐷𝛼,𝑖 is a club in 𝛼 of order-type ≤ 𝜉 follows from the facts that
𝐷min(𝜍),𝑘 is a club in min(𝜍) of order-type < Λ, 𝜍 is finite, max(𝜍) ≤ min(𝐶𝛼,𝑖), Λ is an
indecomposable ordinal, and 𝐶𝛼,𝑖 is a club in 𝛼 of order-type ≤ 𝜉. Then, acc(𝐷𝛼,𝑖)∩Ω = ∅
follows from acc(𝐷min(𝜍),𝑘) ∩ Ω = ∅, min(𝜍) /∈ Ω, and acc(𝐶𝛼,𝑖) ∩ Ω = ∅.
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Case 1.2: Since 𝐶𝛼,𝑖 is a club in 𝛼 of order-type ≤ 𝜉, so is 𝐷𝛼,𝑖 in this case. Likewise, acc(𝐷𝛼,𝑖)∩Ω = ∅.
Case 2: Since the sequence ⟨𝐷𝑗𝛼,𝑖 | 𝑗 < otp(𝐶𝛼,𝑖)⟩ is continuous and satisfies 𝐶𝛼,𝑖(𝑗) < sup(𝐷𝑗+1𝛼,𝑖 ) ≤
𝐶𝛼,𝑖(𝑗 + 1) for all 𝑗 < otp(𝐶𝛼,𝑖), it follows that sup(𝐷𝛼,𝑖) = sup𝑗<otp(𝐶𝛼,𝑖) sup(𝐷
𝑗
𝛼,𝑖) =
sup(𝐶𝛼,𝑖) = 𝛼. Since acc
+(𝐷𝑗𝛼,𝑖) ⊆ 𝐷𝑗𝛼,𝑖 for all 𝑗 < otp(𝐶𝛼,𝑖) and since the sequence ⟨𝐷𝑗𝛼,𝑖 |
𝑗 < otp(𝐶𝛼,𝑖)⟩ is ⊑-increasing, it follows that 𝐷𝛼,𝑖 is a club in 𝛼. Since otp(𝐷𝑗𝛼,𝑖) < Λ for
every 𝑗 < otp(𝐶𝛼,𝑖), it follows that otp(𝐷𝛼,𝑖) = sup𝑗<otp(𝐶𝛼,𝑖) otp(𝐷
𝑗
𝛼,𝑖) ≤ Λ. Finally, every
?¯? ∈ acc(𝐷𝛼,𝑖) is either in acc(𝐶𝛼,𝑖) or in acc(𝐷𝛽,𝑘) ∪ {𝛽} for some (𝛽, 𝑘) with 𝛽 ∈ Γ ∖ Ω
below 𝛼, all of which are disjoint from Ω.
Case 3: Notice that if Λ = 𝜅, then this case never applies. Since 𝐶𝛼,𝑖 is a club in 𝛼 with acc(𝐶𝛼,𝑖)∩
Ω = ∅ and cf(Λ) < otp(𝐶𝛼,𝑖) ≤ 𝜉, it follows that in this case, 𝐷𝛼,𝑖 is a club in 𝛼 of order-type
≤ 𝜉, and acc(𝐷𝛼,𝑖) ∩ Ω = ∅.
(4) Suppose not, and let 𝛼 ∈ Γ be the least counterexample. Pick 𝑖 < 𝜅 and ?¯? ∈ acc(𝐷𝛼,𝑖) such that
𝐷𝛼,𝑖 ∩ ?¯? /∈ 𝒟?¯?. By Clause (3), we have otp(𝐷𝛼,𝑖) ≤ 𝜉, and hence otp(𝐷𝛼,𝑖 ∩ ?¯?) < 𝜉. Thus, to
derive a contradiction, it suffices to find some 𝑘 < 𝜅 such that 𝐷𝛼,𝑖 ∩ ?¯? = 𝐷?¯?,𝑘.
Write 𝛽 := min(𝐶𝛼,𝑖). There are a few cases to consider:
Case 1.1: If 𝛽 > 0 and 𝐷𝛼,𝑖 = 𝐷min(𝜍),𝑘 ∪ 𝜍 ∪ (𝐶𝛼,𝑖)∘ for (𝜍, 𝑘) := 𝜙(𝛽), we have:
I If ?¯? ∈ acc(𝐷min(𝜍),𝑘), then by min(𝜍) ∈ Γ ∩ 𝛼 and minimality of 𝛼, there must be
some 𝑘′ < 𝜅 such that 𝐷?¯?,𝑘′ = 𝐷min(𝜍),𝑘 ∩ ?¯? = 𝐷𝛼,𝑖 ∩ ?¯?.
I If ?¯? = min(𝜍), then 𝐷?¯?,𝑘 = 𝐷𝛼,𝑖 ∩ ?¯?.
I If ?¯? ∈ acc(𝐶𝛼,𝑖), then by 𝛼 ∈ Γ, there exists some 𝑘 < 𝜅 such that 𝐶𝛼,𝑖 ∩ ?¯? = 𝐶?¯?,?¯?,
so that 𝜙(min(𝐶?¯?,?¯?)) = 𝜙(𝛽) = (𝜍, 𝑘) and 𝐷?¯?,?¯? = 𝐷min(𝜍),𝑘 ∪ 𝜍 ∪ (𝐶?¯?,?¯?)∘. That is,
𝐷?¯?,?¯? = 𝐷𝛼,𝑖 ∩ ?¯?.
Case 1.2: If 𝐷𝛼,𝑖 = (𝐶𝛼,𝑖)
∘, then by 𝛼 ∈ Γ and ?¯? ∈ acc(𝐶𝛼,𝑖), let 𝑘 < 𝜅 be such that 𝐶?¯?,?¯? = 𝐶𝛼,𝑖 ∩ ?¯?.
We have 𝐷?¯?,?¯? = (𝐶?¯?,?¯?)
∘ = 𝐷𝛼,𝑖 ∩ ?¯?.
Case 2: If 𝐷𝛼,𝑖 =
⋃︀{𝐷𝑗𝛼,𝑖 | 𝑗 < otp(𝐶𝛼,𝑖)}, then let 𝑗′ < otp(𝐶𝛼,𝑖) be the least such that ?¯? ∈
acc(𝐷𝑗
′
𝛼,𝑖) ∪ {sup(𝐷𝑗
′
𝛼,𝑖)}. By minimality of 𝛼, it cannot be the case that 𝐷𝑗
′
𝛼,𝑖 = 𝐷𝜁,𝑘 for
some 𝜁 ∈ Γ ∩ 𝛼 and 𝑘 < 𝜅. By minimality of 𝑗′, it cannot be the case that 𝐷𝑗′𝛼,𝑖 = 𝐷𝑗𝛼,𝑖 ∪
{sup(𝐷𝑗𝛼,𝑖), 𝐶𝛼,𝑖(𝑗 + 1)} for some 𝑗 < 𝑗′. Thus, it must be the case that 𝑗′ ∈ acc(otp(𝐶𝛼,𝑖))
and 𝐷𝑗
′
𝛼,𝑖 =
⋃︀
𝑗<𝑗′ 𝐷
𝑗
𝛼,𝑖. So, by minimality of 𝑗
′, it follows that ?¯? = sup(
⋃︀
𝑗<𝑗′ 𝐷
𝑗
𝛼,𝑖).
As 𝐶𝛼,𝑖(𝑗) < sup(𝐷
𝑗+1
𝛼,𝑖 ) ≤ 𝐶𝛼,𝑖(𝑗 + 1) for all 𝑗 < 𝑗′, we have that ?¯? = 𝐶𝛼,𝑖(𝑗′). Let
𝑘 < 𝜅 be such that 𝐶𝛼,𝑖 ∩ ?¯? = 𝐶?¯?,?¯?. We have ?¯? ∈ Γ, min(𝐶?¯?,?¯?) = min(𝐶𝛼,𝑖) = 0,
and otp(𝐶?¯?,?¯?) = 𝑗
′ < otp(𝐶𝛼,𝑖) ≤ cf(Λ), so that 𝐷?¯?,?¯? was also constructed according to
Case 2. By the canonical nature of that construction and the fact that 𝐶?¯?,?¯?(𝑗) = 𝐶𝛼,𝑖(𝑗)
for all 𝑗 < 𝑗′, it is easy to see that ⟨𝐷𝑗
?¯?,?¯?
| 𝑗 < otp(𝐶?¯?,?¯?)⟩ = ⟨𝐷𝑗𝛼,𝑖 | 𝑗 < 𝑗′⟩, so that
𝐷?¯?,?¯? =
⋃︀
𝑗<𝑗′ 𝐷
𝑗
?¯?,?¯?
= 𝐷𝛼,𝑖 ∩ ?¯?.
Case 3: If 𝐷𝛼,𝑖 = 𝐶𝛼,𝑖 ∖ (𝐶𝛼,𝑖(cf(Λ))), then let 𝑘 < 𝜅 be such that 𝐶?¯?,?¯? = 𝐶𝛼,𝑖 ∩ ?¯?. We have
𝐷?¯?,?¯? = 𝐶?¯?,?¯? ∖ (𝐶?¯?,?¯?(cf(Λ))) = 𝐷𝛼,𝑖 ∩ ?¯?.
(5) As 𝐶𝜔,𝑘 = 𝜔 ∖ 7 for all 𝑘 < 𝜅, Case 1.2 of the construction implies that 𝒟𝜔 = {𝜔 ∖ 8}. Now, if
𝛼 ∈ acc(𝜅) ∖ Γ, then 𝐷𝛼,𝑖 = 𝐶𝛼,0 ⊒ ((𝜔 + 1) ∖ 1), so that 𝜔 ∈ acc(𝐷𝛼,𝑖) but 𝐷𝛼,𝑖 ∩ 𝜔 /∈ 𝒟𝜔.
(6) By induction on 𝑗′ < otp(𝐶𝛼,𝑖). The base case is trivial, since 𝐷0𝛼,𝑖 = ∅ = 𝐷0,0. The nonzero
limit case is easy, as in this case we have 𝐷𝑗
′
𝛼,𝑖 =
⋃︀
𝑗<𝑗′ 𝐷
𝑗
𝛼,𝑖 which, by Clause (4), is equal to
𝐷?¯?,𝑘 for ?¯? := 𝐶𝛼,𝑖(𝑗
′) ∈ Γ ∖ Ω and some 𝑘 < 𝜅.
Finally, if 𝑗′ = 𝑗 + 1, then either there exists some (𝜁, 𝑘) such that 𝜁 ∈ Γ ∖Ω and 𝐷𝑗′𝛼,𝑖 = 𝐷𝜁,𝑘,
and we are done, or there exists some 𝜍 ∈ [𝜅 ∖ sup(𝐷𝑗𝛼,𝑖)]≤2 such that 𝐷𝑗
′
𝛼,𝑖 = 𝐷
𝑗
𝛼,𝑖 ∪ 𝜍, and we
are done by appealing to the induction hypothesis.
(7) Follows from all of the previous clauses.
(8) Suppose that 𝐴 is a cofinal subset of 𝜅 such that 𝐴∩𝛼 ∈ 𝒟𝛼 for all 𝛼 ∈ acc+(𝐴). Fix a function
𝑓 : 𝜅→ 𝜅 such that 𝐴∩𝛼 ⊆ 𝐷𝛼,𝑓(𝛼) for all 𝛼 ∈ acc+(𝐴). Assuming Λ < 𝜅, we consider the club
𝐷 := {𝛼 ∈ acc(𝜅 ∖ Λ) | otp(𝐴 ∩ 𝛼) = 𝛼}. We shall show that {𝛼 ∈ Γ | sup(𝐷 ∩ 𝛼 ∖𝐶𝛼,𝑓(𝛼)) < 𝛼}
is stationary, so that, by Lemma 4.5, 𝒞 does not witness 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈).
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Let 𝛼 ∈ Γ ∩ 𝐷 be arbitrary. As 𝐷 ⊆ acc+(𝐴), we have 𝐷𝛼,𝑓(𝛼) ⊇ 𝐴 ∩ 𝛼, and hence
otp(𝐷𝛼,𝑓(𝛼)) = 𝛼 > Λ. Thus, by Clause (3) of this Claim, 𝐷𝛼,𝑓(𝛼) was not constructed ac-
cording to Case 2. By definition of Cases 1 and 3, 𝜖 := sup(𝐷𝛼,𝑓(𝛼) △ 𝐶𝛼,𝑓(𝛼)) is < 𝛼. It
follows that 𝐴 ∩ (𝜖, 𝛼) ⊆ 𝐶𝛼,𝑓(𝛼), and since 𝐷 ⊆ acc+(𝐴) and 𝐶𝛼,𝑓(𝛼) is closed, we infer that
sup(𝐷 ∩ 𝛼 ∖ 𝐶𝛼,𝑓(𝛼)) ≤ 𝜖 < 𝛼. 
Let 𝐷𝛼 := 𝐷𝛼,0 for all 𝛼 ∈ Γ, so that ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩ is a transversal for ?⃗?. All that remains is to verify
Clause (3) of the statement of the Lemma. As a preliminary step, we prove the following:
Claim 4.9.2. Suppose that 𝐴 is a cofinal subset of 𝜅, Λ′ < 𝑎(Λ, 𝜅), 𝜁 ∈ (Γ ∖ Ω) ∪ {0}, 𝑖 < 𝜅, and
otp(𝐷𝜁,𝑖) < Λ. Then there are stationarily many 𝛼 ∈ Γ ∖ Ω such that, for some 𝑘 < 𝜅:
∙ 𝐷𝜁,𝑖 ⊑ 𝐷𝛼,𝑘;
∙ nacc(𝐷𝛼,𝑘) ∖ 𝜁 ⊆ 𝐴;
∙ otp(𝐷𝜁,𝑖) + Λ′ ≤ otp(𝐷𝛼,𝑘) < Λ.
Proof. If 𝜁 ∈ Γ ∖Ω, then fix a nonzero 𝛽 < 𝜅 such that 𝜙(𝛽) = ({𝜁}, 𝑖). Applying hypothesis (𝑑) to 𝐵 :=
(𝐴∖𝛽)∪{𝛽} and Λ′, there are stationarily many 𝛼 ∈ Γ∖Ω such that, for some 𝐶 ∈ 𝒞𝛼, min(𝐶) = min(𝐵),
Λ′ ≤ otp(𝐶) < Λ, and nacc(𝐶) ⊆ 𝐵. Consider any such 𝛼, and let 𝑘 < 𝜅 be such that 𝐶 = 𝐶𝛼,𝑘. As
min(𝐶𝛼,𝑘) = 𝛽, we have 𝜙(min(𝐶𝛼,𝑘)) = ({𝜁}, 𝑖) and nacc((𝐶𝛼,𝑘)∘) ⊆ 𝐵 ∖ {𝛽} ⊆ 𝐴. As 𝛽 > 0, 𝜁 ∈ Γ ∖Ω,
and otp(𝐷𝜁,𝑖) < Λ, we are in Case 1.1 of the construction, and hence 𝐷𝛼,𝑘 = 𝐷𝜁,𝑖∪{𝜁}∪ (𝐶𝛼,𝑘)∘, so that
otp(𝐷𝜁,𝑖) + Λ
′ ≤ otp(𝐷𝛼,𝑘) < Λ (since Λ is an indecomposable ordinal, and otp((𝐶𝛼,𝑘)∘) = otp(𝐶𝛼,𝑘))
and nacc(𝐷𝛼,𝑘) ∖ 𝜁 = nacc((𝐶𝛼,𝑘)∘) ⊆ 𝐴.
If 𝜁 = 0, then fix a nonzero 𝛽 < 𝜅 such that 𝜙(𝛽) = (∅, 𝑖). Let 𝛼 ∈ Γ ∖ Ω and 𝑘 < 𝜅 be arbitrary
satisfying min(𝐶𝛼,𝑘) = 𝛽, Λ
′ ≤ otp(𝐶𝛼,𝑘) < Λ, and nacc(𝐶𝛼,𝑘) ⊆ (𝐴 ∖ 𝛽) ∪ {𝛽}. Then we are in
Case 1.2 of the construction, and hence 𝐷𝛼,𝑘 := (𝐶𝛼,𝑘)
∘, so that ∅ ⊑ 𝐷𝛼,𝑘, nacc(𝐷𝛼,𝑘) ⊆ 𝐴, and
Λ′ ≤ otp(𝐷𝛼,𝑘) < Λ. Since 𝐷𝜁,𝑖 = ∅ in this case, we are done. 
Claim 4.9.3. Suppose that 𝐴 is a cofinal subset of 𝜅. Then there exists a stationary 𝑆 ⊆ 𝜅 for which
the set {𝛿 ∈ Γ | otp(𝐷𝛿) = min{𝛿,Λ},nacc(𝐷𝛿) ⊆ 𝐴} covers the set
{𝛿 ∈ Γ | min(𝐶𝛿) = min(𝑆), otp(𝐶𝛿) = cf(min{𝛿,Λ}),nacc(𝐶𝛿) ⊆ 𝑆}.
Proof. Let ⟨𝑀𝜂 | 𝜂 < 𝜅⟩ be an ∈-increasing and continuous chain of elementary submodels of 𝐻𝜅+ , such
that {Γ,Ω, 𝜌, 𝐴,Λ, ⟨Λ𝑗 | 𝑗 < cf(Λ)⟩, ⟨𝐷𝛼,𝑖 | 𝛼, 𝑖 < 𝜅⟩} ⊆ 𝑀0 and 𝑀𝜂 ∩ 𝜅 ∈ 𝜅 for all 𝜂 < 𝜅. Clearly,
𝐸 := {𝛾 < 𝜅 | 𝑀𝛾 ∩ 𝜅 = 𝛾} is a club in 𝜅, and 𝐺 := {𝛾 ∈ 𝐸 | 𝑋𝛾 = 𝐴 ∩ 𝛾} is stationary in 𝜅. Let
𝑆 := {0} ∪𝐺.
Now, suppose that 𝛿 ∈ Γ is an ordinal satisfying min(𝐶𝛿,0) = min(𝑆), otp(𝐶𝛿,0) = cf(min{𝛿,Λ}),
and nacc(𝐶𝛿,0) ⊆ 𝑆. For all 𝑗 < otp(𝐶𝛿,0), write 𝜚𝑗 := 𝜌(𝐶𝛿,0 ∩ (𝐶𝛿,0(𝑗))). Note that if Λ < 𝜅, then
by Λ ∈ 𝑀0, we have min(𝐸) > Λ, so that 𝛿 > Λ and otp(𝐶𝛿,0) = cf(Λ). It follows that, in all cases,
otp(𝐶𝛿,0) = cf(𝛿) ≤ cf(Λ), so that ⟨𝜚𝑗 | 𝑗 < otp(𝐶𝛿,0)⟩ is a well-defined, continuous sequence, converging
to min{𝛿,Λ}.
For every 𝑗 < otp(𝐶𝛿,0), let Λ
′
𝑗 < 𝑎(Λ, 𝜅) be some ordinal such that 𝜚𝑗 + Λ
′
𝑗 ≥ 𝜚𝑗+1.18
As 𝛿 ∈ Γ and otp(𝐶𝛿,0) ≤ cf(Λ), we know that 𝐷𝛿,0 was constructed according to Case 2. We
shall now show that for all 𝑗 < otp(𝐶𝛿,0): 𝐷
𝑗
𝛿,0 = 𝐷𝛽,𝑘 for some pair (𝛽, 𝑘) with 𝛽 ∈ (Γ ∖ Ω) ∪ {0},
𝜚𝑗 ≤ otp(𝐷𝑗𝛿,0) < Λ, and nacc(𝐷𝑗𝛿,0) ⊆ 𝐴. By induction on 𝑗:
I For 𝑗 = 0, we have 𝐷0𝛿,0 = ∅ = 𝐷0,0, so that 𝜚0 = 𝜌(∅) = 0 = otp(𝐷0𝛿,0) < Λ and 𝐷0𝛿,0 ⊆ 𝐴.
I Suppose that 𝑗 < otp(𝐶𝛿,0) satisfies the induction hypothesis. Fix a pair (𝜁, 𝑖) with 𝜁 ∈ (Γ ∖
Ω) ∪ {0} such that 𝐷𝑗𝛿,0 = 𝐷𝜁,𝑖, and 𝑖 is the least to satisfy this. By the induction hypothesis,
otp(𝐷𝜁,𝑖) < Λ, so that by appealing to Claim 4.9.2 with Λ
′ := Λ′𝑗 , there are stationarily many
𝛽 ∈ Γ ∖ Ω such that, for some 𝑙 < 𝜅, 𝐷𝜁,𝑖 ⊑ 𝐷𝛽,𝑙, nacc(𝐷𝛽,𝑙) ∖ 𝜁 ⊆ 𝐴, and otp(𝐷𝜁,𝑖) + Λ′𝑗 ≤
otp(𝐷𝛽,𝑙) < Λ. Recall that 𝜁 = sup(𝐷𝜁,𝑖), and by the induction hypothesis nacc(𝐷𝜁,𝑖) ⊆ 𝐴, so
that for any 𝛽 and 𝑙 as above we have nacc(𝐷𝛽,𝑙) = nacc(𝐷𝜁,𝑖)∪ (nacc(𝐷𝛽,𝑙) ∖ 𝜁) ⊆ 𝐴. Also, our
choice of Λ′𝑗 together with the induction hypothesis gives otp(𝐷𝜁,𝑖) + Λ
′
𝑗 ≥ 𝜚𝑗+1. Thus,
𝐻𝜅+ |= sup{𝛽 ∈ Γ ∖ Ω | ∃𝑙 < 𝜅[𝐷𝜁,𝑖 ⊑ 𝐷𝛽,𝑙,nacc(𝐷𝛽,𝑙) ⊆ 𝐴, 𝜚𝑗+1 ≤ otp(𝐷𝛽,𝑙) < Λ]} = 𝜅.
18If Λ < 𝜅, then we may simply let Λ′𝑗 := Λ𝑗+1. If Λ = 𝜅, then we may let Λ
′
𝑗 := 𝜚𝑗+1, recalling that 𝑎(Λ, 𝜅) = 𝜅 in
that case.
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Write 𝛾 := 𝐶𝛿,0(𝑗 + 1). Then 𝛾 ∈ 𝑆 ∖ {0} ⊆ 𝐸, and hence 𝑀𝛾 ∩ 𝜅 = 𝛾. We have 𝜁 =
sup(𝐷𝜁,𝑖) = sup(𝐷
𝑗
𝛿,0) ≤ 𝐶𝛿,0(𝑗) < 𝛾, so that 𝜁 ∈𝑀𝛾 and 𝒟𝜁 ∈𝑀𝛾 . As 𝑀𝛾 ≺ 𝐻𝜅+ , 𝑀𝛾 ∩𝜅 = 𝛾,
and |𝒟𝜁 | < 𝜅, we have {𝐷𝜁,𝜏 | 𝜏 < 𝜅} = {𝐷𝜁,𝜏 | 𝜏 < 𝛾}. In particular, 𝐷𝜁,𝑖 ∈ 𝑀𝛾 . Next, notice
that 𝜚𝑗+1 is equal to either
∑︀
𝜄<𝑗+1 Λ𝜄 (in case Λ < 𝜅) or 𝐶𝛿,0(𝑗) (in case Λ = 𝜅), which are
both ordinals below 𝛾, and hence in 𝑀𝛾 . Now, since {Γ,Ω, 𝜚𝑗+1, 𝐴,Λ, 𝜅, ⟨𝐷𝛼,𝑖 | 𝛼, 𝑖 < 𝜅⟩} ⊆𝑀𝛾 ,
elementarity of 𝑀𝛾 gives
sup{𝛽 ∈ Γ ∩ 𝛾 ∖ Ω | ∃𝑙 < 𝛾[𝐷𝜁,𝑖 ⊑ 𝐷𝛽,𝑙,nacc(𝐷𝛽,𝑙) ⊆ 𝐴, 𝜚𝑗+1 ≤ otp(𝐷𝛽,𝑙) < Λ]} = 𝛾.
As 𝛾 = 𝐶𝛿,0(𝑗 + 1) ∈ 𝑆 ∖ {0} = 𝐺, we have 𝑋𝐶𝛿,0(𝑗+1) = 𝐴 ∩ 𝛾. Altogether, there exists
𝛽 ∈ Γ ∖ Ω and 𝑙 < 𝛾 with 𝐶𝛿,0(𝑗) < 𝛽 < 𝐶𝛿,0(𝑗 + 1) such that 𝐷𝑗𝛿,0 = 𝐷𝜁,𝑖 ⊑ 𝐷𝛽,𝑙, nacc(𝐷𝛽,𝑙) ⊆
𝑋𝐶𝛿,0(𝑗+1) and 𝜚𝑗+1 ≤ otp(𝐷𝛽,𝑙) < Λ. In particular, (𝛽, 𝑙) witnesses that 𝐷𝑗+1𝛿,0 was constructed
according to the first option, so that in fact 𝐷𝑗+1𝛿,0 = 𝐷𝛽,𝑘 for some pair (𝛽, 𝑘) with 𝛽 ∈ Γ ∖ Ω,
𝜚𝑗+1 ≤ otp(𝐷𝑗+1𝛿,0 ) < Λ, and nacc(𝐷𝑗+1𝛿,0 ) ⊆ 𝐴.
I Suppose that 𝑗′ ∈ acc(otp(𝐶𝛿,0)), and for every 𝑗 < 𝑗′, 𝐷𝑗𝛿,0 = 𝐷𝛽,𝑘 for some pair (𝛽, 𝑘) with
𝛽 ∈ (Γ ∖ Ω) ∪ {0}, 𝜚𝑗 ≤ otp(𝐷𝑗𝛿,0) < Λ, and nacc(𝐷𝑗𝛿,0) ⊆ 𝐴. By Claim 4.9.1(6), 𝐷𝑗
′
𝛿,0 = 𝐷?¯?,𝑘
for ?¯? := 𝐶𝛿,0(𝑗
′) and some 𝑘 < 𝜅. Furthermore, ?¯? ∈ Γ ∖ Ω and otp(𝐷𝑗′𝛿,0) < Λ. Since 𝐷𝑗
′
𝛿,0 =⋃︀
𝑗<𝑗′ 𝐷
𝑗
𝛿,0, it follows that otp(𝐷
𝑗′
𝛿,0) = sup𝑗<𝑗′ otp(𝐷
𝑗
𝛿,0) ≥ sup𝑗<𝑗′ 𝜚𝑗 = 𝜚𝑗′ and nacc(𝐷𝑗
′
𝛿,0) =⋃︀
𝑗<𝑗′ nacc(𝐷
𝑗
𝛿,0) ⊆ 𝐴, completing the induction.
Since 𝛿 ∈ Γ, min(𝐶𝛿,0) = 0, and otp(𝐶𝛿,0) ≤ cf(Λ), Case 2 of the construction gives us 𝐷𝛿,0 =⋃︀
𝑗<otp(𝐶𝛿,0)
𝐷𝑗𝛿,0, so that nacc(𝐷𝛿,0) ⊆ 𝐴 and min{𝛿,Λ} = sup{𝜚𝑗 | 𝑗 < otp(𝐶𝛿,0)} ≤ otp(𝐷𝛿,0) ≤
min{Λ, 𝛿}, completing the proof of the Claim. 
So ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩ is a transversal for ?⃗? that satisfies the desired properties. 
Corollary 4.10. Suppose that ⟨(𝐶𝛼, 𝑍𝛼) | 𝛼 < 𝜅⟩ is a sequence such that:
∙ For every 𝛼 ∈ acc(𝜅), 𝐶𝛼 is a club in 𝛼;
∙ For every 𝛼 ∈ acc(𝜅) and ?¯? ∈ acc(𝐶𝛼), 𝐶𝛼 ∩ ?¯? = 𝐶?¯?;
∙ For every subset 𝑍 ⊆ 𝜅 and every club 𝐷 ⊆ 𝜅, we have
sup{otp(𝐶𝛼) | 𝛼 ∈ acc(𝜅), 𝐶𝛼 ⊆ {𝛽 ∈ 𝐷 | 𝑍 ∩ 𝛽 = 𝑍𝛽}} = 𝜅.
Then there exists a (𝜅)-sequence ⟨𝐷𝛼 | 𝛼 < 𝜅⟩ satisfying that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of
cofinal subsets of 𝜅, and every 𝜃 ∈ Reg(𝜅), the following set is stationary:
{𝛼 ∈ 𝐸𝜅𝜃 | otp(𝐷𝛼) = 𝛼 & ∀𝑖 < 𝛼[𝐷𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
Proof. Note that ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜅)⟩ is a transversal for (𝜅,<2,⊑, 𝑉 ), and that ⟨𝑍𝛼 | 𝛼 < 𝜅⟩ witnesses
♢(𝜅). Derive a 𝜅-assignment Z := ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ via the rule 𝑍𝑥,𝛽 := 𝑍𝛽 ∩ 𝛽, and let ΦZ
be the corresponding acc-preserving postprocessing function given by Lemma 2.8. Then by Lemma 2.16,
𝐶∘ := ⟨ΦZ(𝐶𝛼) | 𝛼 ∈ acc(𝜅)⟩ is a transversal for (𝜅,<2,⊑, 𝑉 ).
We shall show that 𝐶∘ and (𝜒,Λ, 𝜉, 𝜇,Ω) := (ℵ0, 𝜅, 𝜅, 2, ∅) satisfy the hypotheses of Lemma 4.9.
Evidently, only Clause (𝑑) of that Lemma requires an argument. For this, consider arbitrary cofinal
𝐵 ⊆ 𝜅, Λ′ ∈ acc(𝜅) and a club 𝐶 ⊆ 𝜅. Now, by applying the hypothesis above with 𝑍 := 𝐵 and
𝐷 := acc+(𝐵) ∩ 𝐶, let us pick 𝛼 ∈ acc(𝜅) with otp(𝐶𝛼) > Λ′ such that 𝐶𝛼 ⊆ {𝛽 ∈ acc+(𝐵) ∩ 𝐶 |
𝐵 ∩ 𝛽 = 𝑍𝛽}. Put ?¯? := 𝐶𝛼(Λ′). Then ?¯? ∈ 𝐶𝛼 ⊆ 𝐶, otp(ΦZ(𝐶?¯?)) = otp(𝐶?¯?) = otp(𝐶𝛼 ∩ ?¯?) = Λ′, and as
explained in Example 2.9, it follows that min(ΦZ(𝐶?¯?)) = min(𝐵) and nacc(ΦZ(𝐶?¯?)) ⊆ 𝐵.
Thus, let ?⃗? = ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜅)⟩ be the corresponding transversal for (𝜅,<2,⊑, 𝑉 ) produced by
Lemma 4.9. By ♢(𝜅), let Φ be given by Lemma 3.7. Write 𝐷∙0 := ∅, 𝐷∙𝛼+1 := {𝛼} for all 𝛼 < 𝜅, and
𝐷∙𝛼 := Φ(𝐷𝛼) for all 𝛼 ∈ acc(𝜅).
Claim 4.10.1. For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅 and every 𝜃 ∈ Reg(𝜅), the following
set is stationary:
{𝛼 ∈ 𝐸𝜅𝜃 | otp(𝐷∙𝛼) = 𝛼 & ∀𝑖 < 𝛼[𝐷∙𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
Proof. Let ?⃗? = ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ be a sequence of cofinal subsets of 𝜅, let 𝜃 ∈ Reg(𝜅) be arbitrary, and
let 𝐶 be an arbitrary club in 𝜅. By our choice of Φ, fix a stationary set 𝐺 ⊆ 𝜅 that encodes ?⃗? as in
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Lemma 3.7. Then apply Clause (3) of Lemma 4.9 with 𝐴 := 𝐺 to obtain a corresponding stationary
set 𝑆 ⊆ 𝜅. Next, by applying the hypothesis above with 𝑍 := 𝑆 and 𝐷 := acc+(𝑆) ∩ 𝐶, let us pick
𝛼 ∈ acc(𝜅) with otp(𝐶𝛼) > 𝜃 such that 𝐶𝛼 ⊆ {𝛽 ∈ acc+(𝑆) ∩ 𝐶 | 𝑆 ∩ 𝛽 = 𝑍𝛽}. Put ?¯? := 𝐶𝛼(𝜃). Then
?¯? ∈ 𝐶 ∩ 𝐸𝜅𝜃 , otp(ΦZ(𝐶?¯?)) = otp(𝐶?¯?) = otp(𝐶𝛼 ∩ ?¯?) = 𝜃 = cf(?¯?), and as explained in Example 2.9, it
follows that min(ΦZ(𝐶?¯?)) = min(𝑆) and nacc(ΦZ(𝐶?¯?)) ⊆ 𝑆. Thus, by our choice of 𝑆, it follows that
otp(𝐷?¯?) = ?¯? and nacc(𝐷?¯?) ⊆ 𝐺. Since Φ is acc-preserving, we have otp(𝐷∙?¯?) = ?¯?, and by our choice of
𝐺, it follows that 𝐷∙?¯?(𝑖 + 1) ∈ 𝐴𝑖 for all 𝑖 < ?¯?, as sought. 
In particular, by feeding a constant sequence into Claim 4.10.1, we see that for every club 𝐷 ⊆ 𝜅 there
is 𝛼 ∈ 𝐸𝜅𝜔 such that nacc(𝐷∙𝛼) ∖ {min(𝐷∙𝛼)} ⊆ 𝐷. Thus, by Clause (3) of Lemma 4.4, ⟨𝐷∙𝛼 | 𝛼 < 𝜅⟩ is a
(𝜅)-sequence, as sought. 
We now prove Theorem 3:
Corollary 4.11. The following are equivalent:
(1) ♢(𝜔1) holds;
(2) There exists a (𝜔1)-sequence ⟨𝐶𝛼 | 𝛼 < 𝜔1⟩ such that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜔1⟩ of cofinal
subsets of 𝜔1, the following set is stationary:
{𝛼 < 𝜔1 | otp(𝐶𝛼) = 𝛼 & ∀𝑖 < 𝛼[𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
Proof. We focus on the forward implication. By [BR17a, Lemma 3.5], ♢(𝜔1) entails the existence of a
sequence ⟨(𝐶𝛼, 𝑍𝛼) | 𝛼 < 𝜔1⟩ such that:
∙ For every 𝛼 ∈ acc(𝜔1), 𝐶𝛼 is a club in 𝛼;
∙ For every 𝛼 ∈ acc(𝜔1) and ?¯? ∈ acc(𝐶𝛼), 𝐶𝛼 ∩ ?¯? = 𝐶?¯?;
∙ For every subset 𝑍 ⊆ 𝜔1, club 𝐷 ⊆ 𝜔1 and 𝜖 ∈ acc(𝜔1), there exists 𝛼 ∈ acc(𝜔1) with otp(𝐶𝛼) = 𝜖
such that 𝐶𝛼 ⊆ {𝛽 ∈ 𝐷 | 𝑍 ∩ 𝛽 = 𝑍𝛽}.
Now, appeal to Corollary 4.10 with 𝜅 := ℵ1. 
Corollary 4.12. Assume 𝑉 = 𝐿 and that 𝜅 is an inaccessible cardinal that is not weakly compact.
Then there exists a (𝜅)-sequence ⟨𝐶𝛼 | 𝛼 < 𝜅⟩ satisfying that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of
cofinal subsets of 𝜅, and every 𝜃 ∈ Reg(𝜅), the following set is stationary:
{𝛼 ∈ 𝐸𝜅𝜃 | otp(𝐶𝛼) = 𝛼 & ∀𝑖 < 𝛼[𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖]}.
Proof. Work in 𝐿. As hinted in [She90, Theorem 3.2], the proof of [ASS87, S2] essentially shows that if
𝜅 is an inaccessible cardinal that is not weakly compact, then there exists a sequence ⟨(𝐶𝛼, 𝑍𝛼) | 𝛼 < 𝜅⟩
such that:
∙ For every 𝛼 ∈ acc(𝜅), 𝐶𝛼 is a club in 𝛼;
∙ For every 𝛼 ∈ acc(𝜅) and ?¯? ∈ acc(𝐶𝛼), 𝐶?¯? = 𝐶𝛼 ∩ ?¯? and 𝑍?¯? = 𝑍𝛼 ∩ ?¯?;
∙ For every subset 𝑍 ⊆ 𝜅, club 𝐷 ⊆ 𝜅, and 𝜖 ∈ acc(𝜅), there exist stationarily many singular
cardinals 𝛼 < 𝜅 with otp(𝐶𝛼) = 𝜖, 𝑍𝛼 = 𝑍 ∩ 𝛼 and acc(𝐶𝛼) ⊆ 𝐷.
Let ΦΣ be given by Fact 3.1 for Σ := acc(𝜅). Put 𝐶∘𝛼 := Φ
Σ(𝐶𝛼) for all 𝛼 ∈ acc(𝜅). Clearly, ⟨𝐶∘𝛼 |
𝛼 ∈ acc(𝜅)⟩ is a transversal for (𝜅,<2,⊑, 𝑉 ). Furthermore, for every subset 𝑍 ⊆ 𝜅, club 𝐷 ⊆ 𝜅 and a
regular uncountable 𝜖 < 𝜅, we may pick 𝛼 < 𝜅 with otp(𝐶𝛼) = 𝜖, 𝑍𝛼 = 𝑍 ∩ 𝛼 and acc(𝐶𝛼) ⊆ 𝐷, so that
𝐶∘𝛼 ⊆ acc(𝐶𝛼) ⊆ {𝛽 ∈ 𝐷 | 𝑍 ∩ 𝛽 = 𝑍𝛽} and otp(𝐶∘𝛼) = cf(𝛼) = 𝜖.
Now appeal to Corollary 4.10. 
Definition 4.13 ([BR17a, Definition 1.5]). The principle P−(𝜅, 2,ℛ0, 𝜃,𝒮) asserts the existence of an
ℛ0-coherent 𝐶-sequence, ⟨𝐶𝛼 | 𝛼 < 𝜅⟩, such that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜃⟩ of cofinal subsets
of 𝜅 and every 𝑆 ∈ 𝒮, there are stationarily many 𝛼 ∈ 𝑆 satisfying sup(nacc(𝐶𝛼) ∩ 𝐴𝑖) = 𝛼 for all
𝑖 < min{𝜃, 𝛼}.
If we omit 𝒮, then we mean that 𝒮 = {𝜅}.
Corollary 4.14. If 𝑉 = 𝐿, then P−(𝜅, 2,⊑, 𝜅, {𝐸𝜅≥𝜃 | 𝜃 ∈ Reg(𝜅) & ∀𝜆 < 𝜅(𝜆<𝜃 < 𝜅)}) holds for every
(regular uncountable cardinal) 𝜅 that is not weakly compact.
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Proof. The case that 𝜅 is a successor cardinal was established already in [BR17a, Corollary 1.10(5)]. For
𝜅 inaccessible that is not weakly compact, let ?⃗? = ⟨𝐶𝛼 | 𝛼 < 𝜅⟩ be given by Corollary 4.12. To see
that ?⃗? witnesses P−(𝜅, 2,⊑, 𝜅, {𝐸𝜅𝜃 | 𝜃 ∈ Reg(𝜅)}), let ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ be an arbitrary sequence of cofinal
subsets of 𝜅, and let 𝜃 ∈ Reg(𝜅) be arbitrary. Fix a surjection 𝜋 : 𝜅 → 𝜅 such that the preimage of
any singleton is cofinal in 𝜅. Consider the club 𝐷 :=
a
𝑗<𝜅 acc
+(𝜋−1{𝑗}). By the choice of ?⃗?, the set
𝐺 := {𝛼 ∈ 𝐸𝜅𝜃 ∩𝐷 | otp(𝐶𝛼) = 𝛼 & (∀𝑖 < 𝛼)𝐶𝛼(𝑖 + 1) ∈ 𝐴𝜋(𝑖)} is stationary. Let 𝛼 ∈ 𝐺 be arbitrary.
Then sup(nacc(𝐶𝛼) ∩𝐴𝑗) = 𝛼 for all 𝑗 < 𝛼. 
Corollary 4.15. Suppose that 𝜆 is an uncountable strong-limit cardinal, CH𝜆 holds, and 𝜒 ∈ Reg(𝜆+).
Then (𝜆+,⊑𝜒) is equivalent to P−(𝜆+, 2,⊑𝜒, 1, {𝐸𝜆+𝜃 | 𝜃 ∈ Reg(𝜆)}).
Proof. The forward implication follows from Theorem 2.19, and the verification is left to the reader.
For the inverse implication, fix a sequence ⟨𝐶𝛼 | 𝛼 < 𝜆+⟩ witnessing P−(𝜆+, 2,⊑𝜒, 1, {𝐸𝜆+𝜃 | 𝜃 ∈
Reg(𝜆)}). Let Γ := {𝛼 ∈ acc(𝜆+) | ∀?¯? ∈ acc(𝐶𝛼)[𝐶𝛼 ∩ ?¯? = 𝐶?¯?]}.
Fix some standard 𝐶-sequence ⟨𝑒𝛼 | 𝛼 < 𝜅⟩, and define ?⃗? := ⟨𝐷𝛼 | 𝛼 < 𝜆+⟩ by stipulating:
𝐷𝛼 :=
{︃
𝐶𝛼, if 𝛼 ∈ Γ;
𝑒𝛼, otherwise.
Clearly, Γ(?⃗?) ⊇ Γ. Also, the fact that each 𝑒𝛼 comes from a standard 𝐶-sequence ensures ⊑𝜒-
coherence of ?⃗?, as well as 𝐸𝜆
+
𝜔 ⊆ Γ. Recalling Clause (3) of Lemma 4.4, we are done. 
Just like Theorem 2.21 is an analogue of Clause (2) of Fact 2.4, the next theorem is an analogue of
Clause (1).
Lemma 4.16. Suppose that CH𝜆 holds for an uncountable cardinal 𝜆, 𝜀 < 𝜆 with Reg(𝜆) * (𝜀+ 1), and
⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a 𝐶-sequence over some stationary subset Γ ⊆ acc(𝜆+), satisfying
sup{𝜃 ∈ Reg(𝜆) | {𝛼 ∈ 𝐸𝜆+𝜃 ∩ Γ | otp(𝐶𝛼) < 𝛼} is stationary in 𝜆+} = sup(Reg(𝜆)).
Then there exists a postprocessing function Φ : 𝒦(𝜆+) → 𝒦(𝜆+) such that:
(1) For all 𝑥 ∈ 𝒦(𝜆+) with otp(𝑥) ≤ 𝜀, we have Φ(𝑥) = 𝑥;
(2) For all 𝑥 ∈ 𝒦(𝜆+) with otp(𝑥) = 𝜆, we have otp(Φ(𝑥)) = cf(𝜆);
(3) For cofinally many 𝜃 ∈ Reg(𝜆), for every cofinal 𝐴 ⊆ 𝜆+, there exist stationarily many 𝛼 ∈ Γ
for which otp(Φ(𝐶𝛼)) = 𝜃 and nacc(Φ(𝐶𝛼)) ⊆ 𝐴.
Proof. Let Σ be a club in 𝜆 such that otp(Σ) = cf(𝜆) and min(Σ) = 𝜀. Let ΦΣ be the conservative
postprocessing function given by Fact 3.1, and denote 𝐶∘𝛿 := Φ
Σ(𝐶𝛿). By the hypothesis of the Lemma
together with Example 1.4, ⟨𝐶∘𝛿 | 𝛿 ∈ Γ, otp(𝐶𝛿) < 𝛿⟩ is an amenable 𝐶-sequence. By Lemma 2.1,
there exist a postprocessing function Φ : 𝒦(𝜆+) → 𝒦(𝜆+), and a cofinal subset Θ ⊆ Reg(𝜆), such that
𝑆𝜃 := {𝛿 ∈ 𝐸𝜆+𝜃 ∩ Γ | otp(𝐶𝛿) < 𝛿 & min(Φ(𝐶∘𝛿 )) = 𝜃} is stationary for all 𝜃 ∈ Θ. By thinning out, we
may assume that min(Θ) > 𝜀 and cf(𝜆) /∈ Θ.
For each 𝜃 ∈ Θ, let Φ𝜃 be the postprocessing function given by Lemma 3.3 when fed with ⟨Φ(𝐶∘𝛿 ) |
𝛿 ∈ 𝑆𝜃⟩. Define Φ′ by stipulating:
Φ′(𝑥) :=
⎧⎪⎨⎪⎩
Φ𝜃(Φ(Φ
Σ(𝑥))), if otp(𝑥) > 𝜀 & 𝜃 := min(Φ(ΦΣ(𝑥))) is in Θ;
Φ(ΦΣ(𝑥)), if otp(𝑥) > 𝜀 but min(Φ(ΦΣ(𝑥))) /∈ Θ;
𝑥, if otp(𝑥) ≤ 𝜀.
Claim 4.16.1. Φ′ is a postprocessing function.
Proof. Let 𝑥 ∈ 𝒦(𝜆+) be arbitrary. We consider several cases:
I Suppose otp(𝑥) > 𝜀 and min(Φ(ΦΣ(𝑥))) = 𝜃 for some 𝜃 ∈ Θ. Then Φ′(𝑥) = Φ𝜃(Φ(ΦΣ(𝑥))) is a
club in sup(𝑥), and acc(Φ′(𝑥)) = acc(Φ𝜃(Φ(ΦΣ(𝑥)))) ⊆ acc(Φ(ΦΣ(𝑥))) ⊆ acc(ΦΣ(𝑥)) ⊆ acc(𝑥).
Consider arbitrary ?¯? ∈ acc(Φ′(𝑥)), and we will compare Φ′(𝑥)∩ ?¯? with Φ′(𝑥∩ ?¯?). Since otp(𝑥) >
𝜀 = min(Σ), Fact 3.1(2) gives ΦΣ(𝑥) ⊆ 𝑥 ∖ 𝑥(𝜀), so that ?¯? ∈ acc(ΦΣ(𝑥)) entails otp(𝑥 ∩ ?¯?) > 𝜀.
Also, Φ(ΦΣ(𝑥 ∩ ?¯?)) = Φ(ΦΣ(𝑥)) ∩ ?¯?, so that min(Φ(ΦΣ(𝑥 ∩ ?¯?))) = min(Φ(ΦΣ(𝑥))) = 𝜃. Thus,
Φ′(𝑥 ∩ ?¯?) = Φ𝜃(Φ(ΦΣ(𝑥 ∩ ?¯?))) = Φ𝜃(Φ(ΦΣ(𝑥))) ∩ ?¯? = Φ′(𝑥) ∩ ?¯?, as required.
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I Suppose otp(𝑥) > 𝜀 but min(Φ(ΦΣ(𝑥))) /∈ Θ. Then Φ′(𝑥) = Φ(ΦΣ(𝑥)) is a club in sup(𝑥), and
acc(Φ′(𝑥)) = acc(Φ(ΦΣ(𝑥))) ⊆ acc(ΦΣ(𝑥)) ⊆ acc(𝑥). Consider arbitrary ?¯? ∈ acc(Φ′(𝑥)). As
before, since otp(𝑥) > 𝜀 = min(Σ), Fact 3.1(2) gives ΦΣ(𝑥) ⊆ 𝑥 ∖ 𝑥(𝜀), so that ?¯? ∈ acc(ΦΣ(𝑥))
entails otp(𝑥 ∩ ?¯?) > 𝜀. Also, Φ(ΦΣ(𝑥 ∩ ?¯?)) = Φ(ΦΣ(𝑥)) ∩ ?¯?, so that min(Φ(ΦΣ(𝑥 ∩ ?¯?))) =
min(Φ(ΦΣ(𝑥))) /∈ Θ. Thus, Φ′(𝑥 ∩ ?¯?) = Φ(ΦΣ(𝑥 ∩ ?¯?)) = Φ(ΦΣ(𝑥)) ∩ ?¯? = Φ′(𝑥) ∩ ?¯?, as required.
I Suppose otp(𝑥) ≤ 𝜀. Then Φ′(𝑥) = 𝑥 is a club in sup(𝑥), and acc(Φ′(𝑥)) = acc(𝑥). Consider
arbitrary ?¯? ∈ acc(Φ′(𝑥)). Then otp(𝑥 ∩ ?¯?) < otp(𝑥) ≤ 𝜀, so that Φ′(𝑥 ∩ ?¯?) = 𝑥 ∩ ?¯? = Φ′(𝑥) ∩ ?¯?,
as required. 
We now verify that Φ′ satisfies the numbered properties in the statement of the theorem:
(1) Straight from the definition of Φ′ in this case.
(2) Let 𝑥 ∈ 𝒦(𝜆+) with otp(𝑥) = 𝜆 be arbitrary. By otp(𝑥) = sup(Σ) > 𝜀 and Fact 3.1(1), we have
cf(𝜆) = cf(sup(𝑥)) ≤ otp(Φ′(𝑥)) ≤ otp(ΦΣ(𝑥)) = otp(Σ) = cf(𝜆).
(3) Let 𝜃 ∈ Θ be arbitrary. Suppose that 𝐴 is a given cofinal subset of 𝜆+. By the choice of Φ𝜃,
there are stationarily many 𝛼 ∈ 𝑆𝜃 such that otp(Φ𝜃(Φ(𝐶∘𝛼))) = cf(𝛼) and nacc(Φ𝜃(Φ(𝐶∘𝛼))) ⊆ 𝐴.
Consider any such 𝛼. As 𝛼 ∈ 𝑆𝜃, we have otp(𝐶𝛼) ≥ otp(𝐶∘𝛼) ≥ cf(𝛼) = 𝜃 ≥ min(Θ) > 𝜀 and
min(Φ(𝐶∘𝛼)) = 𝜃. Thus Φ
′(𝐶𝛼) = Φ𝜃(Φ(𝐶∘𝛼)), so that Φ
′(𝐶𝛼) satisfies the required properties.
This completes the proof. 
Recall the definition of 𝒞Φ given by Notation 2.15.
Lemma 4.17. Suppose that Φ : 𝒦(𝜅) → 𝒦(𝜅) is a postprocessing function and Ω ⊆ 𝜅 ∖ {𝜔}. Then:
(1) If 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a witness to 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), then 𝒞Φ is yet another witness, with some
support Γ∙ ⊇ Γ(𝒞); if Φ is faithful or 𝜒 = ℵ0, then Γ∙ = Γ(𝒞);
(2) Suppose that ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈). If Φ is faithful or 𝜒 = ℵ0, then
⟨Φ(𝐶𝛼) | 𝛼 ∈ Γ⟩ is yet another transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈).
Proof. Let 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ be a witness to 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈). Denote 𝒞Φ by ?⃗? = ⟨𝒟𝛼 | 𝛼 < 𝜅⟩.
Claim 4.17.1. For every 𝛼 ∈ acc(𝜅) and every 𝐷 ∈ 𝒟𝛼, there is some 𝐶 ∈ 𝒞𝛼 such that acc(𝐷 ∖ 𝜔) ⊆
acc(𝐶).
Proof. Fix arbitrary 𝛼 ∈ acc(𝜅) and 𝐷 ∈ 𝒟𝛼, and consider two cases:
I If 𝛼 ∈ Γ(𝒞), then 𝐷 = Φ(𝐶) for some 𝐶 ∈ 𝒞𝛼. Since Φ is a postprocessing function, it follows
that acc(𝐷) ⊆ acc(𝐶).
I If 𝛼 /∈ Γ(𝒞), then 𝒞𝛼 is a singleton, say, 𝒞𝛼 = {𝐶}, where by ⊑𝜒-coherence of 𝒞 we must
have nacc(𝐶) ⊆ nacc(𝛼). In particular, sup(𝐶 ∩ nacc(𝛼)) = 𝛼, so that by definition of 𝒞Φ
(Notation 2.15), we must have 𝐷 ∖ (𝜔 + 1) ⊆ 𝐶, so that acc(𝐷 ∖ 𝜔) ⊆ acc(𝐶). 
As 𝒞, in particular, witnesses 𝜉(𝜅,<𝜇,⊑𝜒, 𝑉 ), Lemma 2.16 entails that so does ?⃗?. Moreover, ?⃗?
witnesses 𝜉(𝜅,<𝜇,⊑Ω𝜒 , 𝑉 ), as follows from the ⊑Ω𝜒 -coherence of 𝒞 together with Claim 4.17.1.
Finally, towards a contradiction, suppose that there exists a cofinal 𝐴 ⊆ 𝜅 such that 𝐴 ∩ 𝛼 ∈ 𝒟𝛼 for
all 𝛼 ∈ acc+(𝐴). Since 𝐷 := acc+(𝐴 ∖ 𝜔) is cofinal in 𝜅, let us pick 𝛼 ∈ acc+(𝐷) such that 𝐷 ∩ 𝛼 /∈ 𝒞𝛼.
In particular, 𝛼 ∈ acc+(𝐴), and we may pick 𝐷𝛼 ∈ 𝒟𝛼 such that 𝐴 ∩ 𝛼 ⊆ 𝐷𝛼. By Claim 4.17.1, fix
𝐶𝛼 ∈ 𝒞𝛼 such that acc(𝐷𝛼 ∖ 𝜔) ⊆ acc(𝐶𝛼). Then 𝐷 ∩ 𝛼 = acc+(𝐴 ∩ 𝛼 ∖ 𝜔) ⊆ acc(𝐷𝛼 ∖ 𝜔) ⊆ acc(𝐶𝛼),
contradicting the choice of 𝛼. 
A combined application of Lemmas 4.9 and 4.16 yields the following.
Corollary 4.18. Suppose that 𝜅 = 𝜆+ for a given singular cardinal 𝜆, and
(a) CH𝜆 holds;
(b) 𝒞 = ⟨𝒞𝛼 | 𝛼 < 𝜅⟩ is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈)-sequence for some fixed subset Ω ⊆ 𝜅 ∖ {𝜔};
(c) ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝒞, satisfying that for cofinally many 𝜃 ∈ Reg(𝜆), the set {𝛼 ∈ 𝐸𝜅𝜃 ∩Γ |
otp(𝐶𝛼) < 𝛼} is stationary in 𝜅;
(d) Γ′ is a subset of Γ satisfying that for every stationary 𝐴 ⊆ 𝜅, there exists 𝛼 ∈ Γ′ with otp(𝐶𝛼) = cf(𝜆)
such that nacc(𝐶𝛼) ⊆ 𝐴.
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Then there exists a witness ?⃗? = ⟨𝒟𝛼 | 𝛼 < 𝜅⟩ to 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), with a transversal ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩,
satisfying the following properties:
(1) |𝒟𝛼| ≤ |𝒞𝛼| for all 𝛼 < 𝜅;
(2) For every cofinal 𝐴 ⊆ 𝜅, there exist stationarily many 𝛼 ∈ Γ′ such that otp(𝐷𝛼) = 𝜆 and
nacc(𝐷𝛼) ⊆ 𝐴.
Proof. We begin by feeding ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ and 𝜀 := cf(𝜆) into Lemma 4.16, to obtain a corresponding
postprocessing function Φ0. By CH𝜆 and [She10], ♢(𝜅) holds, and we may let Φ1 be the acc-preserving
postprocessing function given by Lemma 3.7. Write 𝒞∘ = ⟨𝒞∘𝛼 | 𝛼 < 𝜅⟩ for 𝒞Φ1∘Φ0 . Denote 𝐶∘𝛼 :=
Φ1(Φ0(𝐶𝛼)). By Lemma 4.17, since Φ1 is faithful, 𝒞∘ is a witness to 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈), with transversal
⟨𝐶∘𝛼 | 𝛼 ∈ Γ⟩.
Claim 4.18.1. Λ := 𝜆, 𝒞∘, and ⟨𝐶∘𝛼 | 𝛼 ∈ Γ⟩ satisfy the hypotheses of Lemma 4.9.
Proof. Since 𝜅 = 𝜆+, we necessarily have 𝜉 ≥ 𝜆. Thus, to verify Clause (𝑑) of Lemma 4.9, let 𝐵 be an
arbitrary cofinal subset of 𝜅, let Λ′ < 𝑎(𝜆, 𝜅) be an arbitrary ordinal, and let 𝐷 be an arbitrary club in
𝜅. Recalling Example 4.8, and since 𝜆 is a singular cardinal, we have 𝑎(𝜆, 𝜅) = 𝜆, so that Λ′ < 𝜆. By
slightly increasing Λ′, we may assume that it is a limit ordinal. By the choice of Φ1, fix a stationary set
𝐺 ⊆ 𝜅 such that for all 𝑥 ∈ 𝒦(𝜅) with nacc(𝑥) ⊆ 𝐺, we have min(Φ1(𝑥)) = min(𝐵) and nacc(Φ1(𝑥)) ⊆ 𝐵.
Consider the stationary set 𝐴 := 𝐺∩𝐷. Since Reg(𝜆) is cofinal in the limit cardinal 𝜆, and since Φ0 was
given to us by Lemma 4.16, Clause (3) of that Lemma allows us to pick 𝜃 ∈ Reg(𝜆) above Λ′ along with
𝛼 ∈ Γ for which otp(Φ0(𝐶𝛼)) = 𝜃 and nacc(Φ0(𝐶𝛼)) ⊆ 𝐴. Let ?¯? := (Φ0(𝐶𝛼))(Λ′). Clearly, ?¯? ∈ 𝐷∩Γ∖Ω
and 𝐶𝛼 ∩ ?¯? ∈ 𝒞?¯?. In particular, 𝐶 := Φ1(Φ0(𝐶𝛼 ∩ ?¯?)) is in 𝒞∘?¯?. As Φ1 is otp-preserving, we have that
otp(𝐶) = Λ′. Finally, by the choice of 𝐺, and by nacc(Φ0(𝐶𝛼 ∩ ?¯?)) ⊆ nacc(Φ0(𝐶𝛼)) ⊆ 𝐴 ⊆ 𝐺, we have
min(𝐶) = min(𝐵) and nacc(𝐶) ⊆ 𝐵. 
Appeal to Lemma 4.9 with Λ := 𝜆, 𝒞∘, and ⟨𝐶∘𝛼 | 𝛼 ∈ Γ⟩, and let ⟨𝒟𝛼 | 𝛼 < 𝜅⟩ and ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩ be
the corresponding output. As Λ = 𝜆 < 𝜅, Clause (2) of Lemma 4.9 entails that ?⃗? is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈)-
sequence. We are left with verifying the numbered conclusions in the statement:
(1) By Lemma 4.9(1) and Notation 2.15, |𝒟𝛼| ≤ |𝒞∘𝛼| ≤ |𝒞𝛼| for all 𝛼 < 𝜅.
(2) Recalling Clause (3) of Lemma 4.9, let 𝑆 be an arbitrary stationary subset of 𝜅, and let 𝐷 be an
arbitrary club in 𝜅. We need to find 𝛼 ∈ Γ′ ∩ 𝐷 such that min(𝐶∘𝛼) = min(𝑆), otp(𝐶∘𝛼) = cf(𝜆) and
nacc(𝐶∘𝛼) ⊆ 𝑆. By the choice of Φ1, fix a stationary set 𝐺 ⊆ 𝜅 such that for all 𝑥 ∈ 𝒦(𝜅) with nacc(𝑥) ⊆ 𝐺,
we have min(Φ1(𝑥)) = min(𝑆) and nacc(Φ1(𝑥)) ⊆ 𝑆. Consider the stationary set 𝐴 := 𝐺 ∩ 𝐷. By
Clause (𝑑) of the hypothesis, let us pick 𝛼 ∈ Γ′ such that otp(𝐶𝛼) = cf(𝜆) and nacc(𝐶𝛼) ⊆ 𝐴. In
particular, 𝛼 ∈ 𝐷. Finally, by otp(𝐶𝛼) ≤ 𝜀 and the choice of Φ0, we have nacc(Φ0(𝐶𝛼)) = nacc(𝐶𝛼) ⊆
𝐴 ⊆ 𝐺, so that 𝐶∘𝛼 = Φ1(𝐶𝛼), otp(𝐶∘𝛼) = otp(𝐶𝛼) = cf(𝜆), min(𝐶∘𝛼) = min(𝑆) and nacc(𝐶∘𝛼) ⊆ 𝑆. 
Fact 4.19 ([LR18]). For any subset 𝐵 ⊆ 𝜅, define Φ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating:
Φ(𝑥) :=
{︃
cl(nacc(𝑥) ∩𝐵), if sup(nacc(𝑥) ∩𝐵) = sup(𝑥);
𝑥 ∖ sup(nacc(𝑥) ∩𝐵), otherwise.
Then Φ is a conservative postprocessing function.
Fact 4.20 ([LR18]). If ♢(𝜅) holds, then for every 𝜖 ∈ acc(𝜅), there exists a postprocessing function
Φ : 𝒦(𝜅) → 𝒦(𝜅) satisfying the following.
For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅, there exists some stationary set 𝐺 in 𝜅 such
that for all 𝑥 ∈ 𝒦(𝜅), if any of the following hold:
(1) sup(nacc(𝑥) ∩𝐺) = sup(𝑥), otp(𝑥) ≤ 𝜖, and (cf(sup(𝑥)))+ = 𝜅;
(2) otp(nacc(𝑥) ∩𝐺) = sup(𝑥) > 𝜖;
(3) otp(𝑥) is a cardinal ≤ 𝜖 whose successor is 𝜅, and nacc(𝑥) ⊆ 𝐺,
then sup(nacc(Φ(𝑥)) ∩𝐴𝑖) = sup(𝑥) for all 𝑖 < sup(𝑥).
The following proof invokes almost all of the machinery developed in Sections 1, 2, 3, and 4, cumula-
tively applying a dozen different postprocessing functions in order to obtain the required 𝐶-sequence.
Theorem 4.21. Suppose that 𝜅 = 𝜆+ for a singular strong-limit cardinal 𝜆, Ω ⊆ 𝜅 ∖ {𝜔}, and
𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈) + CH𝜆 holds. Then there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈)
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such that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅, there are stationarily many 𝛼 ∈ Γ with
sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼.
Proof. Let ?⃗? = ⟨𝐷𝛼 | 𝛼 ∈ Γ⟩ be an arbitrary transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈). By Lemma 4.5, ?⃗? is
amenable. Since 𝜆 is a singular strong-limit, Θ := Reg(𝜆)∖max{(cf(𝜆))+, 𝜒} is a subset of {𝜃 ∈ Reg(𝜆) |
𝒟(𝜆, 𝜃) = 𝜆} satisfying sup(Θ) = 𝜆. By Lemma 1.21(3), {𝛼 < 𝜅 | cf(𝛼) ∈ Θ} is a stationary subset of
Γ, so that ⟨𝐷𝛼 | 𝛼 < 𝜅, cf(𝛼) ∈ Θ⟩ is also amenable. Thus, by appealing to Theorem 2.21, we may fix
a faithful postprocessing function Φ0 : 𝒦(𝜅) → 𝒦(𝜅) and a cofinal subset Θ0 ⊆ Θ such that for every
𝜃 ∈ Θ0 and every cofinal 𝐴 ⊆ 𝜅, there exists 𝛼 ∈ 𝐸𝜅𝜃 with sup(nacc(Φ0(𝐷𝛼)) ∩𝐴) = 𝛼.
For all 𝛼 ∈ Γ, let 𝐶𝛼 := Φ0(𝐷𝛼). By Lemma 4.17(2), ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ is yet another transversal for
𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈).
Next, by CH𝜆 and [She10], ♢(𝜅) holds, so let us fix a matrix ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩ as in Fact 2.11. We
consider two cases:
Case 1. Suppose that there exists some 𝜃 ∈ Reg(𝜆) such that for every cofinal 𝐴 ⊆ 𝜅, the following
set is nonempty:
{𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ | otp({𝛾 ∈ nacc(𝐶𝛼) | sup(𝐴 ∩ 𝛾) = 𝛾 & 𝐴 ∩ 𝛾 = 𝐴𝜃𝛾}) = 𝛼}.
Fix such a 𝜃, derive a 𝜅-assignment Z = ⟨𝑍𝑥,𝛽 | 𝑥 ∈ 𝒦(𝜅), 𝛽 ∈ nacc(𝑥)⟩ via the rule 𝑍𝑥,𝛽 := 𝐴𝜃𝛽 ,
and let ΦZ be the postprocessing function given by Lemma 2.8. In addition, let Φ
faithful be given by
Example 1.11, and let Φ be given by Fact 4.20 for 𝜖 := 𝜆.
For all 𝛼 ∈ Γ, denote 𝐶∙𝛼 := Φfaithful(Φ(ΦZ(𝐶𝛼))). Since Φfaithful∘Φ∘ΦZ∘Φ0 is faithful, Lemma 4.17(2)
implies that 𝐶∙ = ⟨𝐶∙𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈). Thus, we are left with proving:
Claim 4.21.1. For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅, there exist stationarily many
𝛼 ∈ Γ with sup(nacc(𝐶∙𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼.
Proof. Let 𝐷 ⊆ 𝜅 be an arbitrary club, and let ?⃗? = ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ be an arbitrary sequence of cofinal
subsets of 𝜅. Let 𝐺 ⊆ 𝜅 be the corresponding stationary set that encodes ?⃗?, as given by Fact 4.20.
Consider the stationary set 𝐴 := (𝐺 ∩ 𝐷) ∖ 𝜆. By the choice of 𝜃, we can pick some 𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ such
that otp({𝛽 ∈ nacc(𝐶𝛼) ∩ acc+(𝐴) | 𝐴 ∩ 𝛽 = 𝐴𝜃𝛽}) = otp(𝐶𝛼) = 𝛼. In particular, 𝛼 ∈ 𝐷, and as
explained in Example 2.9, otp(nacc(ΦZ(𝐶𝛼)) ∩ 𝐴) = otp(𝐶𝛼) = 𝛼 > 𝜆. Thus, by Fact 4.20(2), we also
have sup(nacc(Φ(ΦZ(𝐶𝛼))) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼. As, for all 𝑥 ∈ 𝒦(𝜅), Φfaithful(𝑥) differs from 𝑥 by at
a most a single element, sup(nacc(𝐶∙𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼. 
Case 2. Suppose that for every 𝜃 ∈ Reg(𝜆), there exists a cofinal 𝐴𝜃 ⊆ 𝜅, for which the set
𝐺𝜃 := {𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ | otp({𝛾 ∈ nacc(𝐶𝛼) | sup(𝐴𝜃 ∩ 𝛾) = 𝛾 & 𝐴𝜃 ∩ 𝛾 = 𝐴𝜃𝛾}) = 𝛼}
is empty. Fix such a set 𝐴𝜃 for each 𝜃 ∈ Reg(𝜆), and let Φ1 be the postprocessing function given by
Fact 4.19 when fed with the following set, which is stationary by our choice of the matrix ⟨𝐴𝑖𝛾 | 𝑖, 𝛾 < 𝜅⟩:
𝐵 := {𝛾 < 𝜅 | ∀𝜃 ∈ Reg(𝜆)[sup(𝐴𝜃 ∩ 𝛾) = 𝛾 & 𝐴𝜃 ∩ 𝛾 = 𝐴𝜃𝛾 ]}.
Claim 4.21.2. 𝑆𝜃 := {𝛼 ∈ 𝐸𝜅𝜃 ∩ Γ | otp(Φ1(𝐶𝛼)) < 𝛼} is stationary for cofinally many 𝜃 ∈ Reg(𝜆).
Proof. Recall that Θ0 is a cofinal subset of Reg(𝜆) ∖ 𝜒, and that 𝐸𝜅≥𝜒 ⊆ Γ. Fix an arbitrary 𝜃 ∈ Θ0 and
an arbitrary club 𝐷 ⊆ 𝜅, and we shall find 𝛼 ∈ 𝐸𝜅𝜃 ∩𝐷 such that otp(Φ1(𝐶𝛼)) < 𝛼.
Consider the stationary set 𝐴 := 𝐵 ∩𝐷. By the property that Φ0 was chosen to satisfy, pick 𝛼 ∈ 𝐸𝜅𝜃
such that sup(nacc(Φ0(𝐷𝛼)) ∩ 𝐴) = 𝛼. Then 𝛼 ∈ 𝐷 and sup(nacc(𝐶𝛼) ∩ 𝐴) = 𝛼. Now, by definition of
Φ1, we obtain Φ1(𝐶𝛼) = cl(nacc(𝐶𝛼) ∩𝐵). For each 𝛾 ∈ 𝐵, we have sup(𝐴𝜃 ∩ 𝛾) = 𝛾 and 𝐴𝜃 ∩ 𝛾 = 𝐴𝜃𝛾 ,
so that
nacc(𝐶𝛼) ∩𝐵 ⊆ {𝛾 ∈ nacc(𝐶𝛼) | sup(𝐴𝜃 ∩ 𝛾) = 𝛾 & 𝐴𝜃 ∩ 𝛾 = 𝐴𝜃𝛾}.
Since 𝐺𝜃 is empty, in particular 𝛼 /∈ 𝐺𝜃, and it follows from the above that otp(nacc(𝐶𝛼) ∩ 𝐵) < 𝛼.
Altogether, we infer that otp(Φ1(𝐶𝛼)) = otp(nacc(𝐶𝛼 ∩𝐵)) < 𝛼, so that 𝛼 ∈ 𝑆𝜃 ∩𝐷. 
For all 𝛼 ∈ Γ, put 𝐶1𝛼 := Φfaithful(Φ1(𝐶𝛼)), so that, in particular, {𝛼 ∈ 𝐸𝜅>cf(𝜆) ∩ Γ | otp(𝐶1𝛼) < 𝛼} is
stationary.
By Lemma 4.17(2), let us fix a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈)-sequence 𝒞 for which ⟨𝐶1𝛼 | 𝛼 ∈ Γ⟩ is a transversal. By
Lemma 3.5, let us fix a transversal ⟨𝐷1𝛼 | 𝛼 ∈ Γ⟩ for the very same 𝒞, along with a faithful postprocessing
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function Φ2 such that for every cofinal 𝐴 ⊆ 𝜅, there exist stationarily many 𝛼 ∈ Γ with otp(Φ2(𝐷1𝛼)) =
cf(𝜆) and nacc(Φ2(𝐷
1
𝛼)) ⊆ 𝐴. For all 𝛼 ∈ Γ, let
𝐶2𝛼 :=
{︃
Φ2(𝐷
1
𝛼), if cf(𝛼) = cf(𝜆);
Φ2(𝐶
1
𝛼), otherwise.
Claim 4.21.3. 𝒞Φ2 and ⟨𝐶2𝛼 | 𝛼 ∈ Γ⟩ satisfy the hypothesis of Corollary 4.18, with Γ′ = Γ.
Proof. By Lemma 4.17, 𝒞Φ2 is a 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈)-sequence, for which ⟨Φ2(𝐶1𝛼) | 𝛼 ∈ Γ⟩ and ⟨Φ2(𝐷1𝛼) |
𝛼 ∈ Γ⟩ are transversals. In particular, ⟨𝐶2𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝒞Φ2 . By Claim 4.21.2, Clause (c)
of Corollary 4.18 holds. By the very choice of Φ2, Clause (d) of Corollary 4.18 holds for Γ
′ = Γ. 
Let ⟨𝐷2𝛼 | 𝛼 ∈ Γ⟩ be the transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈) produced by Corollary 4.18. As in Case 1,
let Φ be given by Fact 4.20 for 𝜖 := 𝜆. For all 𝛼 ∈ Γ, denote 𝐶∙𝛼 := Φfaithful(Φ(𝐷2𝛼)), so that, by
Lemma 4.17(2), 𝐶∙ = ⟨𝐶∙𝛼 | 𝛼 ∈ Γ⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑Ω𝜒 , /∈). Thus, we are left with proving:
Claim 4.21.4. For every sequence ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ of cofinal subsets of 𝜅, there exist stationarily many
𝛼 ∈ Γ with sup(nacc(𝐶∙𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼.
Proof. Let ?⃗? = ⟨𝐴𝑖 | 𝑖 < 𝜅⟩ be an arbitrary sequence of cofinal subsets of 𝜅. Let 𝐺 ⊆ 𝜅 be the
corresponding stationary set that encodes ?⃗?, as given by Fact 4.20. Since 𝐺 is cofinal in 𝜅, 𝑆 := {𝛼 ∈ Γ |
otp(𝐷2𝛼) = 𝜆 and nacc(𝐷
2
𝛼) ⊆ 𝐺} is stationary by our choice of ⟨𝐷2𝛼 | 𝛼 ∈ Γ⟩. It now follows from
Fact 4.20(3) that for every 𝛼 ∈ 𝑆, we have sup(nacc(𝐶∙𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼. 
This completes the proof. 
Theorem 4 is the special case 𝜒 := ℵ0 of the following.
Corollary 4.22. Suppose that 𝜆 is a singular strong-limit cardinal, 𝜒 ∈ Reg(𝜆), and (𝜆+,⊑𝜒) + CH𝜆
holds. Then P−(𝜆+, 2,⊑𝜒, 𝜆+) holds.
Proof. Recalling Lemma 4.4(4) and appealing to Theorem 4.21 with (𝜅,Ω, 𝜉, 𝜇) := (𝜆+, ∅, 𝜆+, 2), we
obtain a transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for (𝜆+,⊑𝜒) such that for every sequence ⟨𝐴𝑖 | 𝑖 < 𝜆+⟩ of
cofinal subsets of 𝜆+, there are stationarily many 𝛼 ∈ Γ such that sup(nacc(𝐶𝛼) ∩𝐴𝑖) = 𝛼 for all 𝑖 < 𝛼.
Let 𝐶∙ be an arbitrary ⊑𝜒-coherent 𝐶-sequence over 𝜆+, satisfying 𝐶∙  Γ = ?⃗?. Then 𝐶∙ witnesses
P−(𝜆+, 2,⊑𝜒, 𝜆+). 
Theorem C now follows:
Corollary 4.23. Assume either of the following:
∙ 𝑉 = 𝐿 and 𝜅 is a regular uncountable cardinal that is not weakly compact;
∙ 𝜅 = 𝜆+, where 𝜆 is a strong-limit singular cardinal and (𝜆+) + CH𝜆 holds.
Then there exists a uniformly coherent, prolific 𝜅-Souslin tree.
Proof. By Corollary 4.14 or Corollary 4.22 (with 𝜒 := ℵ0), P−(𝜅, 2,⊑, 𝜅) holds. By 𝑉 = 𝐿 or CH𝜆 and
[She10], ♢(𝜅) holds. Now, by [BR17a, Proposition 2.5, Remark 2.6], P−(𝜅, 2,⊑, 𝜅) + ♢(𝜅) entails the
existence of a uniformly coherent, prolific 𝜅-Souslin tree. 
Remark 4.24. We close this section by offering a simpler variation of Lemma 4.9. Recalling the post-
processing function provided by Lemma 3.7, it is easy to see that Clause (𝑑) of Lemma 4.9 may as well
be relaxed to the following:
(𝑑′) for every stationary 𝐵 ⊆ 𝜅 and every Λ′ < 𝑎(Λ, 𝜅), the following set is nonempty:
{𝛼 ∈ Γ ∖ Ω | ∃𝐶 ∈ 𝒞𝛼[Λ′ ≤ otp(𝐶) < Λ,nacc(𝐶) ⊆ 𝐵]}.
In the very same way, the requirement “min(𝐶𝛼) = min(𝑆)” in Clause (3) may be waived. Consequently,
in the special case Λ < 𝜅, we may also assume that min{𝛼,Λ} = Λ for all 𝛼 ∈ 𝑆. In addition, in the
special case 𝜒 = ℵ0, we have Γ(𝒞) = acc(𝜅), and hence there is no need to start the proof by manipulating
𝐶𝛼,𝑖 ∩ (𝜔 + 1) for pairs (𝛼, 𝑖) in order to ensure that Γ(?⃗?) will not exceed Γ(𝒞). Consequently, in the
special case 𝜒 = ℵ0, there is no harm in allowing 𝜔 to be an element of Ω. Finally, there are cases where
we shall only care about the transversals ?⃗?, ?⃗?, but not about the sequences 𝒞, ?⃗?. Putting all of these
together with Lemma 4.4(1) yields the following simpler variation of Lemma 4.9.
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Lemma 4.25. Suppose that Λ ≤ 𝜉 < 𝜅, with Λ an infinite indecomposable ordinal. Suppose also:
(a) ♢(𝜅) holds;
(b) ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜅)⟩ is a transversal for 𝜉(𝜅,<𝜇,⊑Ω), for some fixed subset Ω ⊆ 𝜅;
(c) For every stationary 𝐵 ⊆ 𝜅 and every Λ′ < 𝑎(Λ, 𝜅), there is 𝛼 ∈ acc(𝜅) ∖ Ω with Λ′ ≤ otp(𝐶𝛼) < Λ
such that nacc(𝐶𝛼) ⊆ 𝐵.
Then there exists a transversal ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜅)⟩ for 𝜉(𝜅,<𝜇,⊑Ω), satisfying that for every cofinal
𝐴 ⊆ 𝜅, there exists a stationary 𝑆 ⊆ 𝜅, for which{︃
𝛼 ∈ acc(𝜅)
⃒⃒⃒⃒
⃒ nacc(𝐶𝛼) ⊆ 𝑆,otp(𝐶𝛼) = cf(Λ)
}︃
⊆
{︃
𝛼 ∈ acc(𝜅)
⃒⃒⃒⃒
⃒ nacc(𝐷𝛼) ⊆ 𝐴,otp(𝐷𝛼) = Λ
}︃
. 
5. A canonical nonspecial Aronszajn tree
Theorem 2 is the special case (𝜇, 𝜒,Ω) := (𝜅,ℵ0, ∅) of the following.
Theorem 5.1. Suppose that 𝜅 = 𝜆+ for a singular cardinal 𝜆, CH𝜆 holds, and 𝒞 is a 𝜆(𝜅,<𝜇,⊑Ω𝜒 )-
sequence for some fixed Ω ⊆ 𝜅 ∖ {𝜔}.
Then there exists a transversal ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝜆(𝜅,<𝜇,⊑Ω𝜒 ), such that for every sequence ⟨𝐴𝑖 |
𝑖 < 𝜆⟩ of cofinal subsets of 𝜅, there exist stationarily many 𝛼 ∈ Γ such that otp(𝐶𝛼) = 𝜆, min(𝐶𝛼) =
min(𝐴0) and 𝐶𝛼(𝑖 + 1) ∈ 𝐴𝑖 for all 𝑖 < 𝜆.
Proof. By Lemma 3.5 (with 𝜉 := 𝜆), pick a transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ Γ⟩ for 𝒞 and a faithful post-
processing function Φ0 : 𝒦(𝜅) → 𝒦(𝜅) such that:
(1) otp(Φ0(𝐶𝛼)) < 𝜆 for all 𝛼 ∈ Γ;
(2) For every cofinal 𝐴 ⊆ 𝜅, there exist stationarily many 𝛼 ∈ Γ with otp(Φ0(𝐶𝛼)) = cf(𝜆) and
nacc(Φ0(𝐶𝛼)) ⊆ 𝐴.
By Lemma 4.4(1), 𝒞 in fact witnesses 𝜆(𝜅,<𝜇,⊑Ω𝜒 , /∈). For all 𝛼 ∈ Γ, put 𝐶∘𝛼 := Φ0(𝐶𝛼). By
Lemma 4.17, and since Φ0 is faithful, 𝒞Φ0 is a 𝜆(𝜅,<𝜇,⊑Ω𝜒 , /∈)-sequence, for which 𝐶∘ := ⟨𝐶∘𝛼 | 𝛼 ∈ Γ⟩
is a transversal. Now, appealing to Corollary 4.18 with 𝒞Φ0 , 𝐶∘ and Γ′ := Γ, we obtain a transversal
⟨𝐷𝛼 | 𝛼 ∈ Γ⟩ for 𝜆(𝜅,<𝜇,⊑Ω𝜒 , /∈), satisfying that for every cofinal 𝐴 ⊆ 𝜅, there exist stationarily many
𝛼 ∈ Γ such that otp(𝐷𝛼) = 𝜆 and nacc(𝐷𝛼) ⊆ 𝐴. By CH𝜆 and [She10], ♢(𝜅) holds, so let Φ1 be given
by Lemma 3.7. For all 𝛼 ∈ Γ, put 𝐶∙𝛼 := Φ1(𝐷𝛼). By Lemma 4.17(2), 𝐶∙ := ⟨𝐶∙𝛼 | 𝛼 ∈ Γ⟩ is indeed a
transversal for 𝜆(𝜅,<𝜇,⊑Ω𝜒 ), so that by the choice of Φ1, 𝐶∙ is as sought. 
Remark 5.2. Compare the preceding with Corollary 3.8.
The next lemma provides a postprocessing-function version of [RS17, Theorem 4.11].
Lemma 5.3. Suppose that ♢(𝜅) holds, and ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜅)⟩ is a given transversal for (𝜅,<𝜅,⊑, 𝑉 ).
Then there exists a min-preserving, acc-preserving postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) satisfying
the following. For every function 𝑓 : 𝜅 → 𝜅 and every 𝐴 ⊆ acc(𝜅), there exists a stationary 𝐺 ⊆ 𝜅,
such that for every 𝛿 ∈ 𝐴 with otp(nacc(𝐶𝛿)∩𝐺) > 𝑓(𝛿) + 1, there exists 𝛾 ∈ nacc(Φ(𝐶𝛿))∩𝐴 such that
𝑓(𝛾) = 𝑓(𝛿) and Φ(𝐶𝛿) ∩ 𝛾 ⊑ Φ(𝐶𝛾).
Proof. Let ⟨𝑍𝜂 | 𝜂 < 𝜅⟩ be a ♢(𝜅)-sequence. In particular, 𝑍𝜂 ⊆ 𝜂 for all 𝜂 < 𝜅. For each 𝑥 ∈ 𝒦(𝜅),
define ℎ𝑥 : otp(𝑥) → otp(𝑥) by stipulating:
ℎ𝑥(𝑖) := sup(otp({𝛽 ∈ nacc(𝑥) ∩ acc+(𝑍𝑥(𝑖)) | 𝑍𝛽 = 𝑍𝑥(𝑖) ∩ 𝛽})).
Fix a bijection 𝜋 : 𝜅× 𝜅↔ 𝜅. For all 𝑗 ≤ 𝜂 < 𝜅, denote 𝑍𝑗𝜂 := {𝛾 ∈ acc(𝜂) | ∃𝜀 ∈ 𝑍𝜂[𝜋(𝑗, 𝛾) ∈ 𝑍𝜀]}.
We now define a collection of functions ⟨𝜎𝑥 : otp(𝑥) → sup(𝑥) | 𝑥 ∈ 𝒦(𝜅)⟩ by recursion over sup(𝑥) for
𝑥 ∈ 𝒦(𝜅). For this, fix 𝛼 ∈ acc(𝜅), and suppose that 𝜎𝑥 has already been defined for all 𝑥 ∈ 𝒦(𝜅) with
sup(𝑥) < 𝛼. Fix an arbitrary 𝑥 ∈ 𝒦(𝜅) with sup(𝑥) = 𝛼. We now define 𝜎𝑥 : otp(𝑥) → 𝛼 by recursion
over 𝑖 < otp(𝑥). Put 𝜎𝑥(0) := 𝑥(0). Next, fix a nonzero 𝑖 < otp(𝑥), and suppose that 𝜎𝑥  𝑖 has already
been defined. Noting that ℎ𝑥(𝑖) ≤ 𝑖 ≤ 𝑥(𝑖), let
𝑌 𝑖𝑥 := {𝛾 ∈ 𝑍ℎ𝑥(𝑖)𝑥(𝑖) | sup(𝑥 ∩ 𝑥(𝑖)) < 𝛾, 𝜎𝑥  𝑖 = 𝜎𝐶𝛾  𝑖},
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and let
𝜎𝑥(𝑖) :=
{︃
min(𝑌 𝑖𝑥), if 𝑌
𝑖
𝑥 ̸= ∅;
𝑥(𝑖), otherwise.
Finally, define Φ : 𝒦(𝜅) → 𝒦(𝜅) by stipulating Φ(𝑥) := Im(𝜎𝑥).
Claim 5.3.1. Φ is a min-preserving, acc-preserving postprocessing function.
Proof. Let 𝑥 ∈ 𝒦(𝜅) be arbitrary. For all 𝑖 < otp(𝑥), we have:
(a) 𝑥(𝑖) < 𝜎𝑥(𝑖 + 1) = Φ(𝑥)(𝑖 + 1) ≤ 𝑥(𝑖 + 1) for all 𝑖 < otp(𝑥); and
(b) 𝜎𝑥(𝑖) = Φ(𝑥)(𝑖) = 𝑥(𝑖) for all limit 𝑖 < otp(𝑥), including 𝑖 = 0.
Consequently, Φ(𝑥) is a club in sup(𝑥) and Φ is min-preserving and acc-preserving. Next, fix ?¯? ∈
acc(𝑥). Then a straight-forward induction over 𝑖 < otp(𝑥∩?¯?) establishes that ℎ𝑥∩?¯?(𝑖) = ℎ𝑥(𝑖), 𝑌 𝑖𝑥∩?¯? = 𝑌 𝑖𝑥
and 𝜎𝑥∩?¯?(𝑖) = 𝜎𝑥(𝑖) for all 𝑖 < otp(𝑥 ∩ ?¯?), so that Φ(𝑥) ∩ ?¯? = Φ(𝑥 ∩ ?¯?). 
To see that Φ is as sought, suppose that we are given a function 𝑓 : 𝜅 → 𝜅 along with an arbitrary
subset 𝐴 ⊆ acc(𝜅). For all 𝛼 ∈ acc(𝜅), denote 𝐷𝛼 := Φ(𝐶𝛼). By Lemma 2.16, ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜅)⟩
is a transversal for (𝜅,<𝜅,⊑, 𝑉 ). Fix a surjection 𝜙 : 𝜅 → {𝐷𝛿 ∩ 𝛽 | 𝛿 ∈ acc(𝜅), 𝛽 < 𝜅}. By
Proposition 1.20(2), the following set is a club in 𝜅:
𝐷 := {𝜂 ∈ acc(𝜅) | 𝜙[𝜂] = {𝐷𝛿 ∩ 𝛽 | 𝛿 ∈ acc(𝜅), 𝛽 < 𝜂}}.
For all 𝑗, 𝛼 < 𝜅, put 𝑆𝑗 := 𝐴 ∩ 𝑓−1{𝑗} and 𝑆𝑗,𝛼 := {𝜉 ∈ 𝑆𝑗 | 𝜙(𝛼) ⊑ 𝐷𝜉}. Then, put 𝑍 := {𝜋(𝑗, 𝛾) |
𝑗 < 𝜅, 𝛾 ∈ 𝑆𝑗}. Define a function 𝑔 : 𝜅× 𝜅× 𝜅→ 𝜅 by stipulating:
𝑔(𝛼, 𝜁, 𝑗) :=
{︃
sup(𝑆𝑗,𝛼) + 1, if sup(𝑆𝑗,𝛼) < 𝜅;
min(𝑆𝑗,𝛼 ∖ (𝜁 + 1)), otherwise.
Finally, consider the club 𝐸 := {𝛿 ∈ 𝐷 | 𝑔[𝛿 × 𝛿 × 𝛿] ⊆ 𝛿 = 𝜋[𝛿 × 𝛿]}, and its stationary subsets:
∙ 𝐹 := {𝜀 ∈ 𝐸 | 𝑍𝜀 = 𝑍 ∩ 𝜀}, and
∙ 𝐺 := {𝜂 ∈ acc+(𝐹 ) | 𝑍𝜂 = 𝐹 ∩ 𝜂}.
Claim 5.3.2. For every 𝜂 ∈ 𝐺 and 𝑗 < 𝜂, we have 𝑍𝑗𝜂 = 𝑆𝑗 ∩ 𝜂.
Proof. Let 𝜂 ∈ 𝐺 be arbitrary. Then 𝜂 ∈ acc+(𝐹 ) and 𝑍𝜂 = 𝐹∩𝜂, so that
⋃︀
𝜀∈𝑍𝜂 𝑍𝜀 =
⋃︀
𝜀∈𝐹∩𝜂 𝑍𝜀 = 𝑍∩𝜂.
Now, let 𝑗 < 𝜂 be arbitrary. Then, 𝑍𝑗𝜂 = {𝛾 ∈ acc(𝜂) | 𝜋(𝑗, 𝛾) ∈ 𝑍 ∩ 𝜂}. As 𝑗 < 𝜂 and 𝜋[𝜂 × 𝜂] = 𝜂, the
definition of 𝑍 implies that 𝑍𝑗𝜂 = 𝑆𝑗 ∩ 𝜂. 
Claim 5.3.3. Suppose that 𝛿 ∈ 𝐴 and otp(nacc(𝐶𝛿) ∩𝐺) > 𝑓(𝛿) + 1.
Then there exists 𝛾 ∈ nacc(𝐷𝛿) ∩𝐴 such that 𝑓(𝛾) = 𝑓(𝛿) and 𝐷𝛿 ∩ 𝛾 ⊑ 𝐷𝛾 .
Proof. Denote 𝑗 := 𝑓(𝛿). Fix 𝜂 ∈ nacc(𝐶𝛿) ∩ 𝐺 such that otp(nacc(𝐶𝛿) ∩ 𝐺 ∩ 𝜂) = 𝑗 + 1, and then fix
𝑖 < otp(𝐶𝛿) such that 𝜂 = 𝐶𝛿(𝑖 + 1). As 𝐶𝛿(𝑖 + 1) = 𝜂 ∈ 𝐺, we have 𝑍𝐶𝛿(𝑖+1) = 𝐹 ∩ 𝜂 and
{𝛽 ∈ nacc(𝐶𝛿) ∩ acc+(𝑍𝐶𝛿(𝑖+1)) | 𝑍𝛽 = 𝑍𝐶𝛿(𝑖+1) ∩ 𝛽} = nacc(𝐶𝛿) ∩𝐺 ∩ 𝜂,
so that ℎ𝐶𝛿(𝑖+1) = sup(𝑗+1) = 𝑗. By 𝜎𝐶𝛿(𝑖) ≤ 𝐶𝛿(𝑖) < 𝐶𝛿(𝑖+1) = 𝜂 and the fact that 𝜂 is a limit ordinal,
it follows that 𝛽 := 𝜎𝐶𝛿(𝑖)+1 is < 𝜂. Then, since 𝜂 ∈ 𝐷, we may fix some 𝛼 < 𝜂 such that 𝜙(𝛼) = 𝐷𝛿∩𝛽.
Write 𝜁 := 𝐶𝛿(𝑖). Since 𝛼 < 𝜂, 𝜁 < 𝜂, and 𝑗 < otp(nacc(𝐶𝛿)∩𝐺∩𝜂) ≤ 𝜂, the fact that 𝜂 ∈ 𝐺 ⊆ 𝐸 entails
𝑔(𝛼, 𝜁, 𝑗) < 𝜂. By definition of 𝑔, if sup(𝑆𝑗,𝛼) < 𝜅, then sup(𝑆𝑗,𝛼) + 1 = 𝑔(𝛼, 𝜁, 𝑗) < 𝜂 < 𝛿. However,
𝛿 ∈ 𝑆𝑗,𝛼, and hence sup(𝑆𝑗,𝛼) = 𝜅. Consequently, 𝑔(𝛼, 𝜁, 𝑗) = min(𝑆𝑗,𝛼 ∖ (𝜁 + 1)). Altogether,
𝑔(𝛼, 𝜁, 𝑗) ∈ 𝑆𝑗,𝛼 ∩ (𝜁, 𝜂).
By Claim 5.3.2, 𝑍𝑗𝜂 = 𝑆𝑗 ∩ 𝜂. As ℎ𝐶𝛿(𝑖 + 1) = 𝑗 and 𝜂 = 𝐶𝛿(𝑖 + 1), the definition of 𝑌 𝑖+1𝐶𝛿 yields:
𝑌 𝑖+1𝐶𝛿 = {𝛾 ∈ 𝑆𝑗 ∩ 𝜂 | sup(𝐶𝛿 ∩ 𝐶𝛿(𝑖 + 1)) < 𝛾, 𝜎𝐶𝛿  (𝑖 + 1) = 𝜎𝐶𝛾  (𝑖 + 1)}
= {𝛾 ∈ 𝑆𝑗 ∩ 𝜂 | 𝐶𝛿(𝑖) < 𝛾,𝐷𝛿 ∩ 𝛽 = 𝐷𝛾 ∩ 𝛽}
= {𝛾 ∈ 𝑆𝑗 ∩ 𝜂 | 𝜁 < 𝛾, 𝜙(𝛼) ⊑ 𝐷𝛾}
= 𝑆𝑗,𝛼 ∩ (𝜁, 𝜂).
In particular, 𝑌 𝑖+1𝐶𝛿 is a nonempty subset of 𝑆𝑗,𝛼. Write 𝛾 := 𝜎𝐶𝛿(𝑖+1). Then 𝛾 ∈ 𝑌 𝑖+1𝐶𝛿 ∩nacc(𝐷𝛿) ⊆ 𝑆𝑗,𝛼,
so that 𝛾 ∈ 𝐴, 𝑓(𝛾) = 𝑗 = 𝑓(𝛿), and 𝐷𝛿 ∩ 𝛾 = 𝐷𝛿 ∩ 𝛽 = 𝜙(𝛼) ⊑ 𝐷𝛾 , as sought. 
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This completes the proof. 
Theorem 5.4. Suppose that 𝜆 is an uncountable cardinal and CH𝜆 holds. Then (1) =⇒ (2):
(1) There exists a transversal ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩ for *𝜆 such that for every stationary 𝐺 ⊆ 𝜆+
there exists 𝛼 ∈ acc(𝜆+) for which otp(nacc(𝐶𝛼) ∩𝐺) = 𝜆.
(2) There exists a 𝐶-sequence ?⃗? = ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜆+)⟩ such that:
∙ (𝒯 (𝜌?⃗?0 ),⊆) is a special 𝜆+-Aronszajn tree.
∙ (𝒯 (𝜌?⃗?1 ),⊆) is a normal nonspecial 𝜆+-tree, which is 𝜆+-Aronszajn in any 𝜆-distributive
forcing extension.
Proof. Denote 𝜅 := 𝜆+. By CH𝜆 and [She10], ♢(𝜅) holds. Let ?⃗? be as in Clause (1). By Lemma 1.15,
there exists a postprocessing function Φ : 𝒦(𝜅) → 𝒦(𝜅) and an injection ℎ : 𝜅 → 𝜅 such that, for every
𝜄 < 𝜅, {𝛿 ∈ acc(𝜅) | min(Φ(𝐶𝛿)) = ℎ(𝜄)} is stationary in 𝜅. As made clear by the proof of that lemma, we
also have Φ(𝑥) =* 𝑥 for all 𝑥 ∈ 𝒦(𝜅). Then, by a manipulation along the lines of the proof of Lemma 2.1,
there exists a postprocessing function Φ′ : 𝒦(𝜅) → 𝒦(𝜅) satisfying:
∙ For every 𝜄 < 𝜅, {𝛿 ∈ acc(𝜅) | min(Φ′(𝐶𝛿)) = 𝜄} is stationary in 𝜅;
∙ Φ′(𝑥) =* 𝑥 for all 𝑥 ∈ 𝒦(𝜅).
Put ?⃗?∙ := ⟨Φ′(𝐶𝛼) | 𝛼 ∈ acc(𝜅)⟩. Now, by appealing to Lemma 5.3 with 𝐶∙, we infer from Lemma 2.16
the existence of a transversal ?⃗? = ⟨𝐷𝛼 | 𝛼 ∈ acc(𝜅)⟩ for *𝜆 such that:
(a) For every 𝜄 < 𝜆+, {𝛿 ∈ acc(𝜆+) | min(𝐷𝛿) = 𝜄} is cofinal (and even stationary) in 𝜆+;
(b) For every function 𝑓 : 𝜆+ → 𝜆, there exist a limit ordinal 𝛿 ∈ [𝜆, 𝜆+) and a limit ordinal
𝛾 ∈ nacc(𝐷𝛿) such that 𝑓(𝛾) = 𝑓(𝛿) and 𝐷𝛿 ∩ 𝛾 ⊑ 𝐷𝛾 .
Since ?⃗? is a transversal for *𝜆, the first two lines of the proof of [Tod07, Lemma 6.1.14] with 𝜃 := 𝜆+
show that (𝒯 (𝜌?⃗?0 ),⊆) is a special 𝜆+-Aronszajn tree. As 𝒯 (𝜌?⃗?1 ) is a projection of 𝒯 (𝜌?⃗?0 ) (indeed, under
the map 𝜎 ↦→ max(Im(𝜎))), we know that (𝒯 (𝜌?⃗?1 ),⊆) is a 𝜆+-tree. By Clause (a), (𝒯 (𝜌?⃗?1 ),⊆) is normal.
By Clause (b) and the proof of [HM05, Theorem 3], (𝒯 (𝜌?⃗?1 ),⊆) is nonspecial.
Finally, let P be an arbitrary 𝜆-distributive notion of forcing. Work in 𝑉 P, so that 𝜆+ = (𝜆+)𝑉 and
𝒯 (𝜌?⃗?1 ) = (𝒯 (𝜌?⃗?1 ))𝑉 . Towards a contradiction, suppose that 𝑏 : 𝜆+ → 𝜆 is such that {𝑏  𝛼 | 𝛼 < 𝜆+}
is a cofinal branch through (𝒯 (𝜌?⃗?1 ),⊆). By a standard argument (see, e.g., [Rin14a, Corollary 2.6]),
there exists a cofinal subset 𝑋 ⊆ 𝜆+ such that for all 𝛽 < 𝛼 both from 𝑋, we have 𝜌?⃗?1 (𝛽, 𝛼) = 𝑏(𝛽).
Then there must exist a cofinal subset 𝑌 ⊆ 𝑋 on which 𝑏 is constant, say, 𝑏[𝑌 ] = {𝜈} for some 𝜈 < 𝜆.
Choosing 𝛼 ∈ 𝑌 such that |𝑌 ∩ 𝛼| = 𝜆 gives
|{𝛽 < 𝛼 | 𝜌?⃗?1 (𝛽, 𝛼) = 𝜈}| = 𝜆 > max{|𝜈|,ℵ0},
contradicting [Tod07, Lemma 6.2.1]. 
Finally, we derive Theorem B:
Corollary 5.5. Suppose that 𝜆 is a singular cardinal and *𝜆 + CH𝜆 holds.
Then there exists a 𝐶-sequence ?⃗? = ⟨𝐶𝛼 | 𝛼 ∈ acc(𝜆+)⟩ such that:
∙ (𝒯 (𝜌?⃗?0 ),⊆) is a special 𝜆+-Aronszajn tree.
∙ (𝒯 (𝜌?⃗?1 ),⊆) is a nonspecial 𝜆+-Aronszajn tree which is normal but not 𝜆-distributive.
Proof. Appeal to Theorem 5.1 with (𝜇, 𝜒,Ω) := (𝜆+,ℵ0, ∅) to obtain a 𝐶-sequence satisfying clause (1)
of Theorem 5.4. Then, let ?⃗? be the 𝐶-sequence provided by Clause (2) of Theorem 5.4. Since forcing
with the normal 𝜆+-tree 𝒯 (𝜌?⃗?1 ) would introduce a cofinal branch through the tree, it follows in particular
that (𝒯 (𝜌?⃗?1 ),⊆) cannot be 𝜆-distributive. 
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