Recent sufficient dimension reduction methodologies in multivariate regression do not have direct application to a categorical predictor. For this, we define the multivariate central partial mean subspace and propose two methodologies to estimate it. The first method uses the ordinary least squares. Chi-squared distributed statistics for dimension tests are constructed, and an estimate of the target subspace is consistent and efficient. Moreover, the effects of continuous predictors can be tested without assuming any model. The second method extends Iterative Hessian Transformation to this context. For dimension estimation, permutation tests are used. Simulated and real data examples for illustrating various properties of the proposed methods are presented.
Introduction
Recently, sufficient dimension reduction methodologies in multivariate regression have been developed to replace the original predictor X ∈ R p by a lower-dimensional linearly transformed predictor without loss of the information about the selected aspects of the conditional distribution of Y|X, where Y = (Y 1 , . . . , Y r ) T and r ≥ 2. In [9] a method to reduce the dimensions of both responses and predictors was provided by applying sliced inverse regression twice (see [8] ). For high-dimensional responses, the first several canonical variables are selected to construct slices. In [4] a dimension reduction method was developed to restore the multivariate central mean subspace, which is defined as the intersection of all subspaces S satisfying Y E(Y|X)|P S X, where P S and stand for an orthogonal projection operator onto S with usual inner product space and independence respectively. According to [4] , under mild conditions, the ordinary least squares (OLS) of Y|X spanned the multivariate mean subspace. Methodologically, [4, 7] are connected in the aspect of using the OLSs to estimate the target subspaces related to the central mean subspace. The difference between the two comes from the relationship between the OLS vectors, which in [7] are independent, while being not in [4] . In [12] K -means inverse regression was proposed to estimate the central subspace. K -means algorithm clustered Y to construct slices, and then sliced inverse regression was applied in the usual way. Adopting the minimum discrepancy approach (see [3] ), an optimal version of the method developed in [4] was proposed by [15] in roughly the same context. This optimal approach tested the dimension of the multivariate central mean subspace and the predictor effects with chi-squared distribution.
Although the existing methodologies are useful in many multivariate regression problems, none of them have a direct application to a case with a categorical predictor. The purpose of this article is to propose sufficient dimension reduction methodologies for the conditional mean E(Y|X, W ) in multivariate regression of Y|(X, W ), where W is a categorical variable with c levels. In addition, our proposed method enables us to test the effects of X for E(Y|X, W ) without assuming any model.
To avoid interrupting the discussion, proofs for most results are given in the Appendix. We assume throughout that the data (X i , Y i , W i ) are random samples of (X, Y, W ) for i = 1, 2, . . . , n. A generic pair of (X w , Y w ) with finite fourth moments indicates a subpopulation of (X, Y) such that (X, Y)|W = w, and a regression of Y w |X w , equivalently, Y|(X, W = w), will be called a multivariate conditional regression given W = w. A notation of Y k |(X, W ) indicates a coordinate regression of Y k given X and W . For a generic pair of (X w , Y k w ) with finite fourth moments and a regression of Y k w |X w , the same definitions as (X w , Y w ) and Y w |X w will be applied. A notation of S(B) stands for a subspace of R p spanned by the columns of a p × r matrix B.
Partial dimension reduction and population structures

Partial dimension reduction
First we extend a partial mean subspace and the central partial mean subspace defined in univariate regression in [7] to multivariate regression. A multivariate partial mean subspace is a subspace S such that
The statement of (1) implies that (P S X, W ) has the same amount of information about E(Y|X, W ) as the original predictors (X, W ) do. Proposition 2.1 in [7] directly implies the following reexpression of (1): Proposition 1. The conditional independence statement (1) is equivalent to either of the following statements:
Proposition 1(a) says that sufficiency of P S X for E(Y|X, W ) is equivalent to uncorrelation between Y and E(Y|X, W ) given P S X within each subpopulation decided by W . Proposition 1(b) assures the intuition that E(Y|X, W ) depends on X only through P S X given W .
If the intersection of all multivariate partial mean subspaces is a multivariate partial mean subspace, it is called the multivariate central partial mean subspace (MCPMS). By construction, the MCPMS is unique, if it exists. The known conditions required for the existence of the central partial mean subspace guarantee the existence of the MCPMS. Since these conditions are mild in practice, we will always assume that the MCPMS exits. A partial mean subspace and the central partial mean subspace (see [7] ) are defined the same way with r = 1. The MCPMS and its dimension will be denoted as S (W ) E(Y|X) and d respectively throughout the rest of this article.
Using the OLSs
The following proposition characterizes a population structure of S (W ) E(Y|X) based on multivariate conditional regressions.
, where ⊕ indicates the direct sum among subspaces (
Proposition 2 indicates that S (W )
E(Y|X) can be restored via multivariate conditional regressions.
The following proposition describes the relationship between S (W ) E(Y|X) and β. 
Conditions 1 and 2 are called the linearity condition, which is common in sufficient dimension reduction and may hold to a reasonable approximation in many regression problems, see [6] for instance. When Conditions 1 and 2 are not satisfied, X can often be one-to-one transformed. The statements in Conditions 1 and 2 do not necessarily imply each other. By Proposition 2 above and Proposition 4 in [4] , it is easily indicated that 
E(Y|X)
. A similar condition to this was assumed in [15] , and they discussed how this condition was reasonable in practice. However, in the case that Condition 3 fails, we need to find additional information about S (W ) E(Y|X) . In the next section, focusing on Condition 1, we propose a method potentially to cover this situation.
Partial multivariate iterative Hessian transformation
Condition 1 considers coordinate conditional regressions of Y k w |X. In order to characterize S (W ) E(Y|X) using Y k w |X, we need the following two steps. The first step is to see that S
w=1 S E(Y kw |X w ) (see [7] ), where S 
Proposition 4 directly implies that S (W )
E(Y|X) = ⊕ r k=1 ⊕ c w=1 S E(Y kw |X w ) and suggests that S E(Y kw |X w ) can play the key-role in recovering S
E(Y|X) , and hence K can be used as a kernel to estimate S (W ) E(Y|X) . We call this approach partial multivariate Iterative Hessian Transformation (PMIHT). Multiplying by √ p w is for considering the proportion of the subpopulations in the total population. According to the population structure, we have S(β) ⊆ S(K), and hence PMIHT is expected to provide additional information about S E(Y|X) is weaker than Condition 3 and will be assumed to hold throughout the rest of the paper. Condition 3 gives the equality of S(β) = S(K) = S E(Y|X) is not always guaranteed. Hereafter we will also assume that Σ pool = Σ w for any w. This assumption simplifies the structure of K as
This assumption is not required for the overall logic of PMIHT but is helpful to overcome scaling issues introduced in rank estimation of K by using K pool , because rank(K) = rank(K pool ).
For the OLSs and PMIHT methods to be useful practically, both require a linear trend in regression. As discussed, PMIHT can potentially provide additional information about S
which the OLSs can miss. On the other hand, the OLSs have some advantages over PMIHT; the OLSs are relatively easier in computation than K pool ; the asymptotics of the OLSs are well derived; the OLSs do not require the assumptions for common covariance structures of predictors across the subpopulations; the OLSs enables us to construct predictor effect tests for S
easily, while K pool cannot.
If r = 1 and c ≥ 2, the PMIHT provides another route for recovering the partial central mean subspace. In the case that r ≥ 2 and c = 1, it can be used as an alternative to estimate the multivariate central mean subspace.
Estimation of S (W ) E(Y|X)
Asymptotics of OLSs
Define that η is a p × d basis matrix of S
E(Y|X) under Conditions 1-3 implies that β = ηγ , where γ ∈ R d×r c . Since β k w is unknown in most cases, we replace it by its usual moment estimator,
wĉ ov(X w , Y k w ) Accordingly, we consider estimating η and γ with argumentsB andĈ by minimizing the following quadratic discrepancy function over B and C:
where B ∈ R p×d , C ∈ R d×r c and V n > 0 is a pr c × pr c inner product matrix. According to [4, 13] , any solutionB is a consistent estimator S(B) of S (W )
. To select a best choice for V n , we need to describe the asymptotic distribution of √ n w {vec(β • w )−vec(β • w )} (see [7, 15] ): as the subsample
and ε w is the population OLS residual matrix of Y w |Z w . Based on this, the following corollary can be easily derived by Slutsky's theorem.
It is known that the best choice of V n in class (2) is a consistent estimate of Γ −1 as discussed in [5, 13] . Now we define the optimal discrepancy function
Defining that (η,γ ) = arg min B,C F The asymptotic efficiency of S(η) came from that ofη, which means thatη has the minimum asymptotic variance within class (2).
Large sample estimation of S (W ) E(Y|X) via PMIHT
To reduce the scaling issue additionally, we will transform all conditional coordinates
, and construct K * pool of the G k w -scale version of K pool . According to [14] , this transformation does not affect any theories developed in the previous sections.
First, we replace Σ w , E(X w ), σ 2 k w , E(Y k w ) and p w with their usual moment estimates -Σ w ,X w ,σ 2 k w ,Ȳ k w and f w = n w /n. We estimate Σ pool :Σ pool = c w=1 f wΣ w . Then To perform this sequential test, permutation tests constructed in [14] are adopted. Let U be the population left singular matrix of K * pool . Consider tests of the hypothesis so that
under the null hypothesis. Let G w = (G 1 w , . . . , G r w ) T . According to Proposition 3 in [14] , some information on d can be obtained via testing a hypothesis of (G w , U T 1 Z w ) U T 2 Z w from the following procedure.
Step 1: ComputeK * pool andΛ m for m = 0, . . . , p − 1. Let thisΛ m beΛ 0 m .
Step 2: For any fixed m and each subpopulation, randomly permute (Ĝ wi ,Û T 1Ẑ wi ) over i = 1, . . . , n w , and recomputeΛ m from the permuted data. Repeat Step 2 many times to acquire the null distribution ofΛ m . We use 1000 permutations in each subpopulation.
Step 3: Compute the percentage of values greater thanΛ 0 m from the null distribution obtained from Step 2.
Step
General predictor hypotheses
Tests for the predictor effects in the sufficient dimension reduction literature was highlighted in [1] by testing hypotheses containing P H S Y|X = O p , where S Y|X is the central subspace, H is an h-dimensional user-selected subspace of predictor space, and O p indicates the origin in R p . In [15] the predictor effects for the conditional mean were tested by replacing S Y|X with the multivariate conditional mean subspace. Since our primary interest is S Proposition 5. The following two statements are equivalent:
Proposition 5(ii) shows that H ⊥ forms a multivariate partial mean subspace. This implies that P H X does not give any contribution to S (W ) E(Y|X) . A typical application is to test whether or not the h-selected continuous predictors X h do not contribute to S
This equivalence is fundamental to deriving test statistics for hypotheses about S
With the introduction of predictor hypotheses we now define four forms of hypotheses, depending on application-specific requirements. The first is a marginal dimension hypothesis of d = m versus d > m, as described in the previous section. The other forms follow in the next three subsections. Since W is a part of the predictors, testing its effect is also important. For this, usage of model-based variable selection methods should be advised.
Marginal predictor hypotheses
A marginal predictor hypothesis of P H S (W )
E(Y|X) = O p is not necessary to pre-specify the dimension d. This implies the equivalence to the hypothesis 
Immediately from Theorem 1 and Slutsky's theorem, T (H) ∼ χ 2 (hr c) under the null hypothesis H T β.
Joint dimension-predictor hypotheses
In a joint dimension-predictor hypothesis of P H S (W )
The following equivalence under a joint dimension-predictor null hypothesis is of help in constructing test statistics:
Consequently, Proposition 4 implies that H 0 is equivalent to Y E(Y|X, W )|η T 0 X with the constraint H T η 0 = 0. Under a joint dimension-predictor null hypothesis we have the following constrained optimal discrepancy function with H T B = 0
Define that (η 0 ,γ ) is a solution of (4) and thatF 
Conditional predictor hypotheses
When d is assumed known, we can consider a conditional hypothesis of P H S (W )
The difference between the minimum discrepancies under H 0 and H 1 is proposed as a test statistics T (H|d). Proposition 5 reveals that a conditional null hypothesis is equivalent to a joint predictor-dimension null hypothesis and that a conditional alternative hypothesis is the same as a marginal dimension null hypothesis. Consequently, we propose to use the statistic
Proposition 7. Under a conditional predictor hypothesis, T (H|d) ∼ χ 2 (dh) asymptotically.
Simulation and case study
Simulation study
To illustrate various properties that we observed, simulation in different model configurations is studied. For the simulation, the number of replications is 1000 and level 0.05 is used throughout all tests. Sample sizes of each subpopulation are assumed equal. 
Model 1
To estimate the level better for small subsamples, we use an adjusted statistic T adj = T /(1 + T /n) introduced by [16] . The distribution of T adj is the same as that of T , if T ∼ χ 2 asymptotically.
To construct predictors, V = (V 1 , V 2 , V 3 ) T and W = (W 1 , W 2 ) T were generated independently, where V i 's were sampled from t 6 independently, and W i 's Ga(0.25, 1). The predictors were defined as
Six degrees of freedom for the t distribution satisfies the requirement of existence of the fourth moment. This predictor configuration has been used in other simulation studies of [3, 4, 15] . Although the predictors are skewed, likely to have outliers and not elliptically contoured, Condition 2(b) holds for a matrix of η = {(1 0 0 0 0) T , (0 1 1 0 0) T }. A categorical variable W has two levels. The following simulation model was used: for
and Y 3 = 0.5X 5 δ 3 , where δ i s are independent standard normal random variables independent of the predictors. The predictor of X 4 and X 5 does not contribute to S First, we report the dimension test results in Fig. 1 . The horizontal and vertical axes of Fig. 1 represent sample sizes in each subpopulation and the percentages of the decision thatd = 2 from the sequential dimension tests in Section 3.2. In simulation, the percentages of the decisions that d = 0 andd = 1 were all zeros for every subsample. Fig. 1 represents characteristic behavior in dimension estimation, which is that, regardless of models, T adj (d) detects the true dimension of d better at least by 20% of a time in smaller subsamples than T (d). In this specific example, T adj (d) estimated d more correctly by about 30% of a time in 50 subsampls. According to simulation studies, regardless of models, the observed powers were at least 99% for both the statistics, and the observed levels varied between 25% and 5% for T adj (d) and between 45% and 5% for T (d). From 200 subsamples the observed levels were reached at least to 10%. Therefore, it can be concluded that, with moderate subsample sizes, the dimension estimation is reliable in practice.
To measure how well the true basis is estimated, the averages of |r 1 | and |r 2 | were considered as | √ R 2 |s from the OLS fits of X 1 onη T X and of X 2 + X 3 onη T X. Averages of |r |s from both the directions are reported in Fig. 2 , which shows that they are over 0.9 for all subsamples. Therefore, the basis estimation is not a concern in practice, even though subsamples are not very large.
Next we tested hypotheses of
, where H i = S(e i ) and a vector of e i is the canonical basis vector in R 5 with a one in the ith place and zero elsewhere. For i = 4, 5, the hypotheses are true from Proposition 5, because Y E(Y|X, W )|(X −i , W ) by construction. The hypotheses were tested marginally, jointly with d = 2 and conditionally given d = 2. Table 1 reports the estimated levels for i = 5, that is, for X 5 . It reflects the qualitative behaviors in our other simulations. The continuous predictor effect tests using the adjusted statistics showed better performances than the original statistics. They were slightly liberal with small samples, and the observed levels varied between 30% and 5%. The joint predictor tests without adjustment were worst among them for small subsamples, but after adjustments, all three predictor tests were about the same with small differences. Our conclusion is that with moderate Table 2 Percentage of runs of decisions so thatd = m for the simulation model described in Section 5. subsample sizes the difference between the nominal and actual levels of all the three may not be a cause for concern in practice. Also, since there is no clear dominant one among the three, careful predictor variable selection should be advised through all the three tests, especially in the smaller subsamples. For X 4 , there was no notable difference to X 5 . For X 1 , X 2 and X 3 , the hypotheses were rejected 100% with all sample sizes for the three tests. This shows that the predictor tests have high powers.
Model 2
We followed the variable configuration in Section 4.3 of [2] . The predictors X = (X 1 , X 2 , X 3 ) T were generated as follows; X i = τ i except X 2 |X 1 = X 1 + τ 2 . where each τ i was an independent standard normal random variable. A categorical variable W has two levels. We define responses of The permutation test results for the dimension estimation are given in Table 2 . Its second (d = 0) and third (d = 1) columns represent the observed powers, and its fifth column (d ≥ 3) represents the observed nominal level. With all subsamples, the tests of H 0 : d = 0 were rejected 100%. With 50 subsamples, the permutation tests yielded 35.7% of the decisions thatd = 1, which implies the poor observed power of 64.3%. However, it dramatically increased to 91% with 100 subsamples. The observed nominal levels were 3.2% with 50 subsamples and 5% with 100 samples, which was used in the tests. With 200 subsamples, the permutation tests yield the good observed powers and level, which are 99.6% and 5.1% respectively. The true bases were also well estimated and, with 50 subsamples, both the averages of |r i |s reached at least 0.97. From these results, MPIHT using the permutation tests can be useful in practice with moderate subsample sizes.
Case study -Retinol and Beta-carotene plasma
For illustration purpose, we investigate a multivariate regression study of Retinol and Betacarotene plasma concentration given dietary factors, which are number of alcoholic drinks consumed per week (Alcohol), dietary beta-carotene consumed per day (mcg, Beta.diet), number of calories consumed per day (Calorie), cholesterol consumed per day (mg, Chole), grams of fat consumed per day (Fat), grams of fiber consumed per day (Fiber), weight/height 2 (Quetelet), dietary retinol consumed per day (mcg, Ret.diet), and vitamin usage regularly (Vit-use) coded as 0 = often, or 1 = sometimes, or 2 = no.
This study was originally done in [10] . They found that dietary carotene was positively related to Beta-carotene levels, while Quetelet was negatively related. The data was obtained Table 3 Dimension test results for the plasma data in Section 5.2 from StatLib webpage and used under permission. Since cases with numbers 62 and 252 were suspected as outliers, they were deleted from the data set, and the total number of sample sizes was 313. By inspecting the scatter plot matrix of all predictors (not reported), log-scale transformation of all predictors except Alcohol and Quetelet to the inverse-scale, seemed to satisfy Conditions 1 or 2. Both the methods were applied to the data set with W = Vit-use, and the dimension tests were summarized in Table 3 . With level 0.05, both the OLSs and PMIHT yieldedd = 1. The correlation coefficient between the first sufficient predictors obtained from both the methods was computed 0.96, and it can be concluded that they are essentially the same. Here, we chose one from the OLSs for the predictor tests.
Next, given d = 1, we tested all the continuous predictor effects conditionally, and the pvalues from T (H|d = 1) are reported in Table 4 . Both T (H|d = 1) and T adj (H|d = 1) provided almost the same p-values. It can be concluded that Calorie, Fiber, Quetelet and Ret.diet significantly contribute to S As found in [10] , the dietary carotene is positively and Quetelet is negatively related with Betacarotene levels. As a summary, a scatter plot between logarithm of Beta-carotene levels andη T X marked by Vit-Use is provided in Fig. 3 . The three lines in Fig. 3 represent LOWESS smooths with smoothing parameter 0.7 for each level of vitamin intake. The figure shows that intake of vitamin tends to increase the Beta-carotene levels and that there is no interaction betweenη T X and levels of Vit-Use. According to it, the simple linear regression of logarithm of Beta-carotene levels onη T X and Vit-Use can summarize the study.
Discussion
In multivariate regression of Y|(X, W ), we proposed two methods to replace the original continuous predictors X by a lower-dimensional projection onto the multivariate central partial mean subspace, when W is a categorical variable. Under the linearity conditions, a subspace spanned by the OLSs is contained in or is equal to the target subspace. To force the equality between the subspaces, we assume a coverage condition. In the case of the condition failing, we developed PMIHT. PMIHT can provide bigger subspace contained in the multivariate partial mean subspace than the OLSs, while the latter has simpler presentation than the former in practice. The OLS method can test predictor effects for the multivariate central partial mean subspace without assuming any model using chi-squared distribution. By using adjusted statistics by [16] , dimension estimation and continuous predictor effect tests are improved for small subsamples. Instead of adhering to one of the OLSs and PMIHT methods to estimate S (W ) E(Y|X) , it is recommended to closely compare the significant sufficient predictors from both the methods.
In this article we consider only one categorical variable, but this method is still valid in the case of two or more categorical variables, because they can be considered as one categorical variable with cross-levels. For example, supposing that both W 1 and W 2 have two levels of 0 and 1, we can replace them by a new categorical variable of W 3 = (W 1 , W 2 ) with four levels of (0, 0), (0, 1), (1, 0) and (1, 1) .
Even though the primary focus in regression is often placed on the conditional mean, the purpose of regression is to study of the conditional distribution of Y|(X, W ). It is interesting to investigate the multivariate central partial subspace S
underlying idea of K -means inverse regression (see [12] ) looks attractive to a methodological development for this case. Research along this is underway.
Replacing S by S 
. On the other hand, in the right-hand side statement of (A.1), for each w, replacement of S by S E(Y w |X w ) allows the statement to hold, and this implies that the statement is still satisfied for S = {S E (Y 1 |X 1 ) , . . . , S E(Y c |X c ) }. This indicates that {S E (Y 1 |X 1 ) , . . . , S E(Y c |X c ) } = ⊕ c w=1 S E(Y w |X w ) forms a multivariate partial mean subspace for Y|(X, W ), and hence S Proof of Theorem 1. Combining the results of [3, 13] , all we need to do is to show an existence of a full rank reparameterization of ηγ , which leads to a full rank Jacobian matrix in an open parameter space. Let η = (η T 1 , η T 2 ) T , where η 1 ∈ R d×d and η 2 ∈ R ( p−d)×d . Without loss of generality, it is assumed that η 1 is nonsingular. Otherwise, the change of the order of the elements in X will be done. Then, ηγ = (η T 1 , η T 2 ) T γ = {I d , (η 2 η Proof of Propositions 6 and 7. Proofs are easily derived following the rationale of those of Propositions 5 and 6 of [15] . It is done by replacing the multivariate central mean subspace and r in the latter by S (W ) E(Y|X) and r c in the former.
