We show convergence in the natural L ∞ -and W 1,∞ -norm for a semidiscretization with linear finite elements of a linear parabolic partial differential equations on evolving surfaces. To prove this we show error estimates for a Ritz map, error estimates for the material derivative of a Ritz map and a weak discrete maximum principle.
Introduction
Many important problems can be modeled by partial differential equations (PDEs) on evolving surfaces. Examples for such equations are given in material sciences, fluid mechanics and biophysics [16, 19, 14] . The basic linear parabolic PDE on a moving surface is
Here the velocity v is explicitly given and we seek to compute a numerical approximation to the exact solution u. Dziuk and Elliott [10] introduced the evolving surface finite element method (ESFEM) to solve this problem. Error estimates for the semidiscretization with piecewise linear finite elements in the L 2 -and H 1 -norm are given in [12, 9] .
The aim of this work is to give error bounds for the semidiscretization with linear finite elements in the L ∞ -and W 1,∞ -norm. The authors are not aware of any other maximum norm convergence results for evolving surface PDEs.
Such estimates are of interest for nonlinear parabolic PDEs on evolving surfaces and if the velocity v is not explicitly given, but depends on the exact solution u. Example of such problems are given in [5, 16, 2, 15, 3] and the references therein. The first convergence results for such coupled problems have been recently shown in [21] . The treatment of such general equations are beyond the scope of this paper.
Our convergence proof for the semidiscretization of the linear heat equation on evolving surfaces relies on three main results.
• We give some error bounds in the L ∞ -and W 1,∞ -norms for a suitable time dependent Ritz map (also used in [23] , which is not the same as the one in [12, 6] ). The proofs of these results are based on Nitsche's weighted norm technique [26] .
• Since the surface evolves in time the Ritz map is time dependent, hence it does not commute with the time derivative. We therefore need the essential novel results: the L ∞ -and W 1,∞ -norm error bounds in the material derivatives of the Ritz map. Up to our knowledge such maximum norm estimates have not been shown in the literature until now.
• We extend the weak finite element maximum principle, which is originally due to Schatz, Thomée and Wahlbin [30] for Euclidian domains, to the evolving surface case. In [30] they use basic properties of the semigroup corresponding to the linear heat equation on a bounded domain. Since there is no semigroup theory for the linear heat equation on evolving surfaces we are going to use a different approach.
We expect that the results presented here may be improved to have optimal logarithmic factors, shown using more involved proof techniques generalised from the Euclidean domain case, see for instance [18, 27, 29] and especially the proof of the logarithm-free discrete maximum principle proved in [31] . However, such logarithmically optimal bounds are not in the scope of the present work, since such a refined analysis would easily double the length of the paper.
In a recent preprint of Kröner [22] , L ∞ estimates -of order O(| log(h)|h + τ 1/2 ) -are shown for full discretisations of parabolic PDEs on stationary surfaces. The results of that paper are obtained by using different proof techniques.
The layout of the paper is as follows. We begin in Section 2 by fixing some notation and introducing the most basic notion. In the first three subsection of Section 3 we quickly develop the evolving surface finite element method (ES-FEM) and recall basic results and estimates. In the following three subsection we introduce a surface version of Nitsche's weighted norms and finish with an L 2 -projection. In Section 4 we give error bound in the maximum norm for our Ritz map. In Section 5 we derive a weak ESFEM maximum principle. In Section 6 we give error bounds for the semi discretization of the linear heat equation on evolving surfaces in the L ∞ -and W 1,∞ -norm. In Section 7 we present the results of a numerical experiment. We gather technical details for calculations with our weight functions in Appendix B.
A parabolic problem on evolving surfaces
Let us consider a smooth evolving closed hypersurface Γ(t) ⊂ R m+1 (our main focus is on the case m = 2, but some of our results hold for more general cases), 0 ≤ t ≤ T , which moves with a given smooth velocity v. More precise we assume that there exists a smooth dynamical system Φ : Γ 0 × [0, T ] → R m+1 , such that for each t ∈ [0, T ] the map Φ t := Φ( . , t) is an embedding. We define Γ(t) := Φ t (Γ 0 ) and define the velocity v via the equation ∂ t Φ(x, t) = v Φ(x, t), t . Let ∂
• u = ∂ t u + v · ∇u denote the material derivative of the function u. The tangential gradient is given by ∇ Γ u = ∇u − ∇u · νν, where ν is the unit normal and finally we define the Laplace-Beltrami operator via ∆ Γ u = ∇ Γ · ∇ Γ u. This article shares the setting of Dziuk and Elliott [9, 12] , and [24] .
We consider the following linear problem derived in [9, Section 3]:
We use Sobolev spaces on surfaces: For a sufficiently smooth surface Γ and 1 ≤ p ≤ ∞ we define
and analogously
If f = 0 then a weak formulation of this problem reads as follows.
For suitable f and u 0 existence and uniqueness results, for the strong and the weak problem, were obtained in [9, Section 4] .
Throughout this article we assume that f and u 0 a such regular that u ∈ W 3,∞ (G T ). Furthermore we set for simplicity reasons in all sections f = 0, since the extension of our results to the inhomogeneous case are straightforward.
Preliminaries
We give a summary of this section. In Section 3.1 we introduce the ESFEM, which is due to Dziuk and Elliott [9] . In Section 3.2 we recall the lifting process, which originates in Dziuk [8] . In Section 3.3 we collect important results from Dziuk and Elliott [12] and sometimes state them in a slightly more general fashion. In Section 3.4 we introduce weighted norms, which are due to Nitsche [26] , and give connections to the L ∞ -norm. In Section 3.5 we give interpolation estimates in the L 2 -, L ∞ -and weighted norms and further give some special interpolation estimates in weighted norms. The latter two were first stated in Nitsche [26] . In Section 3.6 we introduce an L 2 -projection, give a stability bound in L p -norms and finish with a error estimate with respect to a different weight function. The basic reference for this is Douglas, Dupont, Wahlbin [7] and Schatz, Thomée, Wahlbin [30] .
Semidiscretization with the evolving surface finite element method
The smooth surface Γ(t) is approximated by a triangulated one denoted by Γ h (t), whose vertices a j (t) = Φ(a j (0), t) are sitting on the surface for all time, such that Γ h (t) =
We always assume that the (evolving) simplices E(t) are forming an admissible triangulation T h (t), with h denoting the maximum diameter. Admissible triangulations were introduced in [9, Section 5.1]: Every E(t) ∈ T h (t) satisfies that the inner radius σ h is bounded from below by ch with c > 0, and Γ h (t) is not a global double covering of Γ(t). The discrete tangential gradient on the discrete surface Γ h (t) is given by
understood in a piecewise sense, with ν h denoting the normal to Γ h (t) (see [9] ). For every t ∈ [0, T ] we define the finite element subspace S h (t) spanned by the continuous, piecewise linear evolving basis functions χ j , satisfying
We interpolate the dynamical system Φ by Φ h : Γ h (0) → R m+1 , the discrete dynamical system of Γ h (t). This defines a discrete surface velocity V h via ∂ t Φ h (y h , t) = V h Φ h (y h , t), t . Then the discrete material derivative is given by
The key transport property derived in [9, Proposition 5.4] , is the following
The spatially discrete problem for evolving surfaces is: Find a U h ∈ S h (t) with ∂
• h U h ∈ S h (t) and temporally smooth such that, for every φ h ∈ S h (t) with ∂
with the initial condition U h ( . , 0) = U 0 h ∈ S h (0) being a sufficient approximation to u 0 .
Lifts
In the following we recall the so called lift operator, which was introduced in [8] and further investigated in [9, 12] . The lift operator projects a finite element function on the discrete surface onto a function on the smooth surface.
Using the oriented distance function d ([9, Section 2.1]), for a continuous function η h : Γ h (t) → R its lift is define as
where for every x ∈ Γ h (t) the value
. This notation for x l will also be used later on. By η −l we mean the function whose lift is η, and by E l h we mean the lift of the triangle E h .
The following pointwise estimate was shown in the proof of Lemma 3 from Dziuk [8] :
We now recall some notions using the lifting process from [8, 9] . We have the lifted finite element space 
with constants independent of t and h.
Geometric estimates and bilinear forms
Let us denote by Φ
which satisfies the following relations, cf. [12] :
We use the time dependent bilinear forms defined in [12, Section 3.3] : for z, ϕ ∈ H 1 (Γ(t)) and
where the discrete tangential gradients are understood in a piecewise sense, and with the matrices
where i, j = 1, 2, . . . , m + 1. The time derivatives of the bilinear forms are given in the following lemma.
Similarly for
Important and often used results are the bounds of the geometric perturbation errors in the bilinear forms.
we have the following estimates:
where the constant c > 0 is independent from t ∈ [0, T ] and the mesh width h.
Proof. These geometric estimates were established for the case p = q = 2 in [12, Lemma 5.5] and [23, Lemma 7.5] . To show the estimates for general p and q, the same proof apply, except the last step where we use a Hölder inequality.
Weighted norms and basic estimates
Similarly, as in the works of Nitsche [26] , weighted Sobolev norms and their properties play a very important and central role. In this section we recall some basic results for them.
Definition 3.1 (Weight function).
For γ > 0 sufficiently big but independent of t and h we set
We define a weight function µ = µ(t; . ) : Γ(t) → R via the formula
The actual choice of γ is going to be clear from the proofs.
Definition 3.2 (Weighted norms, [26] Section 2.).
Let µ be a weight function and α ∈ R. We define the norms
Then there exist constants c > 0 independent of t, h and γ such that
Proof. There is a point y 0,h ∈ E 0 ⊂ Γ h (t) such that
Note that on E 0 the estimate µ h (x h ) ≤ cρ 2 holds for h < h 0 , h 0 sufficiently small. Then the second bound yields from using inverse inequality (Lemma 3.11) and (54). The bound (10) is proved using similar arguments.
Lemma 3.5. Let dim Γ(t) = 2. Let u : Γ(t) → R be a sufficiently smooth function. Then the following estimates hold, with a sufficiently small h 0 > 0,
for 0 < h < h 0 , where the constant c = c(h 0 ) > 0 is independent of t, h and γ.
Proof. For α = 1 or 2 we obviously have
Then a straightforward calculation, using Appendix B shows both estimates.
Naturally, there is a weighted version of the Cauchy-Schwarz inequality, namely we have
and similarly for the bilinear forms g and b. Furthermore, this yields a weighted version of the geometric errors of the bilinear forms (Lemma 3.3).
Lemma 3.6. The following estimates hold, with a constant c > 0 independent of t, h and γ,
Lemma 3.7. (i) Derivatives of µ −1 are bounded as
with c > 0 independent of t, h and γ.
(ii) For arbitrary u ∈ H 1 Γ(t) the following norm inequalities hold:
Proof. (i): The first esitmate follows from
For the second inequality consider the formula,
wheref : U → R is an extension of the sufficiently smooth function f to an open neighborhood U ⊂ R m+1 of Γ(t), ∇ 2f denotes the Hessian off and H denotes the trace of the Weingarten map of Γ(t).
(ii) In order to show these estimates we use the bounds (17) obtained above.
Interpolation and inverse estimates
Here we collect some results involving evolving surface finite element functions. For a sufficiently regular function u : Γ(t) → R we denote by I h u ∈ S h (t) its interpolation on Γ h (t). Then the finite element interpolation is given by
, having the error estimate below, cf. [11] .
Lemma 3.8. For m ≤ 3 and p ∈ {2, ∞}, there exists a constant c > 0 independent of h and t such that for u ∈ W 2,p Γ(t) :
The interpolation estimates hold also if weighted norms are considered.
Lemma 3.9. There exists a constant c > 0
Proof. Use a Hölder inequality, Lemma 3.8 and Lemma 3.5 (12) , (13) with the choice u ≡ 1.
Lemma 3.10. There exists h 0 > 0, γ 0 > 0 such that for all α ∈ R there exists a constant c = c(h 0 , γ 0 ) > 0 independent of t and h such that for all γ > γ 0 for the weight µ, c.f. (9) , and for all h < h 0 the following inequalities holds:
where ∇ 2 Γ u L 2 ,α is understood curved element-wise. (ii) For any ϕ h ∈ S l h (t) the following estimate holds:
Proof. (i): To prove inequality (21) it suffices to show that there exists a constant c = c(α) > 0 independent of t, h such that for each element K ∈ T h (t) it holds
where K l ⊂ Γ(t) denote the lifted curved element of K. It is easy to show that there exists γ 0 = γ 0 (h 0 ) > 0 and c = c(γ 0 ) > 0 such that for all γ > γ 0 it holds
A straightforward calculation finishes the proof.
(ii): For an arbitrary function f : Γ h (t) → R, which is element-wise H 2 , a short calculation, similar to the one done in Dziuk [8, Lemma 3] , shows that
for a sufficiently small h 0 > h > 0. A straightforward calculation combined with (i) and (17) shows the claim.
The following general version of inverse estimates for finite element functions plays a key role later on, cf. [30] .
Lemma 3.11 (Inverse estimate). There exists c > 0 such that for each triangle E h (t) ⊂ Γ h (t) the following inequality holds
Lemma 3.12. There exists c > 0 with
Proof. Follow the steps in Schatz, Thomée, Wahlbin [30] using the Green's function from Theorem A.1 and calculating with geodesic polar coordinates.
Estimates for an L 2 -projection
This section shows some technical results for the L 2 -projection, which is denoted by P 0 (in contrast with the Ritz map which will be denoted by P 1 ).
Then there exits a unique finite element function P 0 (t)u ∈ S h (t) such that for all φ h ∈ S h (t) it holds
The following important L p -stability bound and exponential decay property from Douglas, Dupont and Wahlbin [7, equation (6) and (7)] holds without any serious modification.
. Then there exists a constant c > 0 independent of h and t such that
Further there exists c 2 , c 3 > 0 independent of h and t such that for
where
For the proof of our discrete weak maximum principle we are going to use a different weight function then (9) . Let [0, T ] → R m+1 , t → y(t) be a curve with the property y(t) ∈ Γ(t). In the following we write y instead of y(t). We define
We gather some estimates concerning σ in the next lemma.
Lemma 3.13. There exists a constant c > 0 independent of t and h such that the following estimates hold
The proof of this lemma is a straightforward calculation and is omitted here.
Lemma 3.14. There exists c > 0 such for fixed
and ψ h := P 0 (σ 2 ϕ h ) the following inequality holds:
Proof. Consider a triangle E h ⊂ Γ h (t) and set g h := I h (σ 2 φ h ). Use Lemma 3. 
A Ritz map and some error estimates
Just as in the usual L 2 -theory the Ritz map plays a very important role for our L ∞ -error estimates. This section is devoted to the careful L ∞ -and weighted norm analysis of the errors in the Ritz map.
Definition 4.1 (Ritz map, [23] ). We define P h,1 (t) :
This naturally defines the Ritz map on the continuous surface:
Note that the Ritz map does not satisfy the Galerkin orthogonality, however it satisfies, using (15), the following estimate, cf. [23] . For all ϕ h ∈ S l h (t) we have
In this section we aim to bound the following errors of the Ritz map:
in the L ∞ -and W 1,∞ -norms. Previously, H 1 -and L 2 -error estimates have been shown in [9, 12] .
Weighted a priori estimates
Before turning to the maximum norm error estimates, we state and prove some technical regularity results involving weighted norms.
Lemma 4.1 (Weighted a priori estimates). For f ∈ L 2 Γ(t) , the problem
has a unique weak solution w ∈ H 1 (Γ(t)). Furthermore, w ∈ H 2 Γ(t) and we have the following weighted a priori estimates
where the constant c > 0 is independent of t, h and γ.
Proof. Existence and uniqueness of a weak solution follows from [1] . Using integration by parts, Young inequality and |∇ Γ µ| ≤ √ µ a short calculation shows (30) . For the details on elliptic regularity and a derivation of the a priori estimate
where c > 0 is independent of t, we refer to [20, Appendix A] . Because of (30) it suffices to prove (31) for ∇ 
has a unique weak solution w ∈ H 1 (Γ(t)). Furthermore, w ∈ H 2 Γ(t) , and there exists a constant c > 0 independent of t and h such that
Proof. Lemma 4.1 gives us existence, uniqueness and regularity of w. Consider the number
Inequality (32) is proven if we show
where c is t independent. A short calculation shows that the smallest eigenvalue λ min (t) of the elliptic eigenvalue problem
is equal to λ(t). The weighted Rayleight quotient implies
.
Hence it suffices to prove
for a f ∈ H 1 . With a Hölder estimate we arrive at
where 1 < p, q < ∞ satisfies p −1 + q −1 = 1. We take the choice q = |log ρ|. It is easy to prove the following quantitative Sobolev-Nierenberg inequality for moving surfaces:
where c is independent of t and q. A straightforward calculation with geodesic polar coordinates using Lemma B.2 and Lemma B.1 shows inequality (33).
Maximum norm error estimates
Before showing L ∞ -and W 1,∞ -norm error estimates for the Ritz map, we show similar estimates for weighted norms. Then, by connecting the norms, use these results to obtain our original goal.
Throughout this subsection, we write P 1 u instead of P 1 (t)u.
Lemma 4.3.
There exists h 0 > 0 sufficiently small and γ 0 > 0 sufficiently large and a constant c = c(h 0 , γ 0 ) > 0 such that for u ∈ W 2,∞ Γ(t) it holds
Proof.
Step 1: Our goal is to show
Similarly as in Nitsche [26, Theorem 1], (17) and partial integration yields
For simplicity we set e = u − P 1 u, and use
Using Lemma 3.6 (14), Lemma 3.7 (18), Lemma 3.9 (20) and ε-Young inequality we estimate as
For the second term use in addition Lemma 3.10 (22) and a 0 < h < h 0 sufficiently small to get
For the last term use in addition Lemma 3.6 (29) to reach at
These estimates together, and absorbing e 2 H 1 ,1 , imply (35).
Step 2: Using an Aubin-Nitsche argument we prove that there exists γ > γ 0 > 0 sufficiently large such that for all δ > 0 the following estimate holds
Let w ∈ H 2 (Γ(t)) be the weak solution of
Then by testing with e we obtain e 2 L 2 ,2 = a * (e, w) − a * (e, I h w) + a * (e, I h w) = a * (e, w − I h w) + a * (e, I h w)
In addition to the already mentioned lemmata in Step 1 use Lemma 4.1 (31), Lemma 3.7 (19), Lemma 4.2 (32) and a sufficiently large γ > γ 0 > 0 to estimate
For the other term we estimate
By absorption, this implies (36). The final estimate is shown by combining (35) and (36), and choosing δ > 0 such thatĉδ < 1. Then an absorbtion finishes the proof.
Theorem 4.1. There exist constants c > 0 independent of h and t such that
Proof. Using Lemma 3.8, Lemma 3.4 (11) and Lemma 3.5 (13) we get
For the W 1,∞ -estimate use Lemma 4.3 to estimate the weighted norms. The L ∞ -estimate is obtained in a similar way.
Remark 4.1. The paper of Demlow [6] (dealing with elliptic problems on stationary surfaces) contains a related result in Corollary 4.6, however it does not directly imply Lemma 4.3. There are two crucial differences compered to the theorem above. Since there is no surface evolution in [6] the constants appearing in his proof would need to be shown being uniform in time 1 . Furthermore, Demlow uses a different Ritz map (denoted byũ ℓ hk there): instead of using the positive definite bilinear form a * (·, ·) in (28), he uses the original positive semi-definite bilinear form a(·, ·) and works with functions with mean value zero.
Maximum norm material derivative error estimates
Since the material derivative does not commute with the time dependent Ritz map, i.e. ∂ For this subsection we write P h,1 u instead of P h,1 (t)u and further P 1 u instead of P 1 (t)u.
We first state a substitute for our weighted pseudo Galerkin inequality (29) .
Lemma 4.4. There exists a constant c > 0 independent of h and t such that for all u ∈ W 2,∞ (G T ) and ϕ h ∈ S l h (t) it holds
1 In fact some of them is later shown to be t-independent in the appendix.
Proof. The main idea is given by Dziuk and Elliott in [12] . Using (5) and Lemma 3.5 (13) it is easy to verify
Let φ h ∈ S h (t) such that ϕ h = φ l h . Taking time derivative of the definition of the Ritz map (28), using the discrete transport properties (7) Lemma 3.2, and the definition of the Ritz map, we obtain
Then estimate using Lemma 3.6 (15), (16) Lemma 4.5. For k ∈ {0, 1} there exists c = c(k) > 0 independent of t and h such that for u ∈ W 3,∞ (G T ) the following inequalities hold
Proof. Using (5) we get
Use Lemma 3.8 and (6) to show the first estimate. For the second inequality use a Hölder estimate, and (40) with Lemma 3.5 (12) and (13) . Lemma 4.6. There exists h 0 > 0 sufficiently small and γ 0 > 0 sufficiently large and a constant c = c(h 0 , γ 0 ) > 0 such that for u ∈ W 3,∞ (G T ) the following holds
Proof. This proof has a similar structure as Lemma 4.3, and since it also uses similar arguments, we only give references if new lemmata are needed. For the ease of presentation we set e = u − P 1 u and split the error as follows
Step 1: Our goal is to prove
We start with
and continue with
We estimate the three terms separately. For the first ε-Young inequality and Lemma 4.5 (41) yields
For a sufficiently small 0 < h < h 0 we obtain
Using Lemma 4.4 (37) and a 0 < h < h 1 sufficiently small we arrive at
These estimates together, and absorbing ∂
• h e H 1 ,1 , imply (43).
Step 2: Using again an Aubin-Nitsche like argument we show that, for any δ > 0 sufficiently small, we have
Let w ∈ H 2 Γ(t) be the weak solution of
Then we have
Again let ε > 0 be a small number. For γ > γ 0 sufficiently big we get
Using equation (39) and proceeding similar like in Dziuk and Elliott [12, Theorem 6.2], by adding and subtracting terms, we get
Use Lemma 3.6 (16), (38), Lemma 4.3 (34) and the inequality
for γ > γ 1 sufficiently big, we reach at
With the same arguments like for a * (∂
• h e, w − I h w) we estimate
for γ > γ 2 sufficiently big. For γ > γ 3 sufficiently big we estimate the last term as follows
By absorption, these estimates together imply (44). The final estimate is shown by combining (43) and (44), and choosing δ > 0 such thatĉδ < 1. Then an absorbtion finishes the proof.
From the weighted version of the error estimate in the material derivatives, the L ∞ -norm estimate follows easily.
Theorem 4.2 (Errors in the material derivative of the Ritz projection). Let
. For a sufficiently small h < h 0 and a sufficiently big γ > γ 0 there exists c = c(h 0 , γ 0 ) > 0 independent of t and h such that
Proof. The above results are shown by exactly following the proof of Theorem 4.1, Lemma 4.6 (42) being the main tool.
Maximum norm parabolic stability
The purpose of this section is to derive a ESFEM weak discrete maximum principle. The proof is modeled on the weak discrete maximum principle from Schatz, Thomée, Wahlbin [30] . For this we are going to need a well known matrix formulation of (3), which is due to Dziuk and Elliott [9] . It was first used in Dziuk, Lubich, Mansour [13] for theoretical reasons, namely a time discretization of (3). Using the matrix formulation we derive a discrete adjoint problem of (3), which does not arise in Schatz, Thomé, Wahlbin [30] , but arises here, since the ESFEM evolution operator is not self adjoint. Then we deduce a corresponding a priori estimate and finally prove our weak discrete maximum principle.
A discrete adjoint problem
A matrix ODE version of (3) can be derived by setting
testing with the basis function φ h = χ j , where S h (t) = lin{χ j | j = 1, . . . , N }, and using the transport property (2).
Proposition 5.1 (ODE system). The spatially semidiscrete problem (3) is equivalent to the following linear ODE system for the vector α(t) = (α j (t)) ∈ R N , collecting the nodal values of U h (., t):
where the evolving mass matrix M (t) and stiffness matrix A(t) are defined as
For given initial value w h ∈ S h (s) at time s, there exists unique 2 solution u h . This defines a linear evolution operator
We define the adjoint of E h (t, s)
via the equation
where ϕ h (s) ∈ S h (s) and w h (t) ∈ S h (t) are some arbitrary finite element functions.
where ∂
•,s h is the discrete material derivative with respect to s. Remark 5.1. The problem (47) has the structure of a backward heat equation, where s is going backward in time. Hence we considered (47) as a PDE of parabolic type. We recall, that using Lemma 3.2 we may write equation (3) equivalently as
The problems (48) and (47) differ in the following way: If the initial data for (47) is constant then it remains so for all times. In general this does not hold for solutions of (48). On the other hand (48) preserves the mean value of its initial data, which is in general not true for a solution of (47).
Proof of Lemma 5.1. First we investigate the finite element matrix representation of E h (t, s) with respect to the standard finite element basis, which we denote by E h (t, s). From (45) we have
Let Λ(t, s) the resolvent matrix of the ODE
Then obviously it holds
Denote by E h (t, s) * the matrix representation of E h (t, s)
Now we calculate dΛ(t,s)
ds . Note that Λ(t, s) = Λ(s, t) −1 and it holds dΛ(s, t)
From that it easily follows
A discrete delta and Green's function
If δ x h : Γ h (t) → R is a smooth function having support in the triangle E h containing x h , then since dim Γ h (t) = 2 one easily calculates δ x h σ x h L 2 (Γ h (t)) ≤ c for some constant independent of h and t. For the discrete delta function δ h a similar result holds.
Lemma 5.2. There exists c > 0 independent of t and h:
The proof is a straight forward extension of the corresponding one in Schatz, Thomée, Wahlbin [30] and uses the exponential decay property of the L 2 -projection, cf. Theorem 3.1 (24) .
Next we define a finite element discrete Green's function as follows. Let s ∈ [0, T ]. For given u h ∈ S h (s) there exists a unique ψ h ∈ S h (s) such that
This defines an operator
We call G Proof. Using Lemma 3.12 with (4) we estimate as
The next lemma needs a different treatment then the one presented in Schatz, Thomée and Wahlbin [30] . The reason for that is that the mass and stiffness matrix depend on time and further the stiffness matrix is singular.
Lemma 5.4. Let be u h a solution of (47). Then we have the estimate
Proof. Note that Lemma 3.2 (8) reads with the matrix notation as follows: If Z h and φ h are the coefficient vectors of some finite element function, then we have the estimate
In the following with drop the s dependency. Let u be the time dependent coefficient vector of u h . Then we have
Equivalently we write this equation as
The last term expanded reads
Using (50) and a Young inequality we estimate as
Putting everything together we reach at
The claim then follows from Lemma C.1.
A weak discrete maximum principle
Proposition 5.2. Let U h (x, t) ∈ S h (t) the ESFEM solution of our linear heat problem. Then there exists a constant c = c(T, v) > 0, which depends exponentially on T and v such that
Proof. There exists x h ∈ Γ h (t) such that
The claim follows from Lemma 5.5.
h , where δ t,x h is defined via (49) and E h (t, s) * is defined via (46), it holds
where the constant c = c(T, v) depending exponentially on T and v such and is independent of x, h, t and s.
Proof. The proof presented here is a modification of the proof from Schatz, Thomée and Wahlbin [30, Lemma 2.1]. We estimate
In the following we abbreviate σ = σ
x and G h = G x h (t, s) With equation (47) and the discrete transport property we proceed as follows
For the choice ψ h = P 0 (σ 2 G h we have I 1 = 0. Using Cauchy-Schwarz inequality, Lemma 3.14 and an inverse estimate 3.11 we get
Using Lemma 3.13 (27) we reach at
Using Lemma 3.13 (26) we have
After a Young inequality we have
Lemma C.1 yields
For the first term we get from Lemma 5.4 and Lemma 5.3 the bound
The last term is bounded according to Lemma 5.2.
Remark 5.2. By using the techniques of [31] instead of [30] the logarithmic factor | log(h)| is expected to disappear, however this would lead to a much more technical and quite lengthy proof, as already noted in the introduction.
6 Convergence of the semidiscretization Theorem 6.1. Let Γ(t) be an evolving surface, let u : Γ(t) → R be the solution of (1) and let u h = U l h ∈ H 1 Γ(t) be the solution of (3). If it holds
then there exists h 0 > 0 sufficiently small and c = c(h 0 ) > 0 independent of t, such that for all 0 < h < h 0 we have the estimate
Proof. It suffices to prove the L ∞ -estimate, since an inverse inequality implies the W 1,∞ -estimate. For this proof we denote by P h,1 u = P h,1 (t)u, P 1 u = (P h,1 u)
l and u h = U l h . We split the error as follows
Because of Theorem 4.1 it remains to bound θ h . Obviously there exists R h ∈ S h (t) such that for all φ h ∈ S h (t) it holds
R h φ h .
By the variation of constant formula we deduce θ h (t) = E h (t, 0)θ h (0) + t 0 E h (t, s)R h (s)ds.
With Proposition 5.2 we get
Observe that if we denote by ϕ h := φ Lemma 6.1. Assume that R h ∈ S h (t) satisfies for all φ h ∈ S h (t) with ϕ h := φ l h equation (51). Then it holds R h L ∞ (Γ h (t)) ≤ ch 2 |log h| 3 ( u W 2,∞ (Γ(t)) + ∂ • u W 2,∞ (Γ(t)) ).
Proof. Using Definition 3.3 (23), (51) and since L ∞ is the dual of L 1 we deduce
) + a h (P h,1 u, P 0 f h ) − a(u, P 0 f l h ) = I 1 + I 2 + I 3 .
Using Lemma 3.3 and Theorem 3.1 it is easy to see
Theorem 4.1 and Theorem 4.2 imply the claim.
A numerical experiment
We present a numerical experiment for an evolving surface parabolic problem discretized in space by the evolving surface finite element method. As a time discretization method we choose backward difference formula 4 with a sufficiently small time step (in all the experiments we choose τ = 0.001).
As initial surface Γ 0 we choose the unit sphere S 2 ⊂ R 3 . The dynamical system is given by Φ(x, y, z, t) = ( 1 + 0.25 sin(2πt)x, y, z), which implies the velocity v(x, y, z, t) = (π cos(2πt)/(4 + sin(2πt))x, 0, 0), over the time interval [0, 1] . As the exact solution we choose u(x, y, z, t) = xye −6t . The complicated right-hand side was calculated using the computer algebra system Sage [28] .
We give the errors in the following norm and seminorm Now the derivatives of f are bounded by m · tan(π/6).
To get the existence of c 2 > 0 observe that dist Γ(t) is continuous and hence the set dist −1 Γ(t) {r > 0} is compact. On this set the function |x − y| does not vanish and takes it maximum and minimum.
is a diffeomorphism onto its image and we have B r/2 (0) ⊂ f (t) −1 {B r (0)} for all t, where B r (0) := {x ∈ R n | |x| ≤ r}. The map
is smooth. In particular g is smooth in t.
Proof. The results follows from the compactness of [0, T ] and the smoothness of f .
