Abstract. In this paper, an observability approach to the synchronisation of chaotic systems is presented. The proposed method allows for the reconstruction of a chaotic attractor from a scalar signal and its derivatives, and it refers to output feedback control techniques for uncertain nonlinear systems. Due to the robustness properties of variable structure control with sliding modes, it is possible to achieve synchronisation also if some mismatching in the system model is present. Keywords. Nonlinear systems, chaotic systems, sliding mode control.
-INTRODUCTION
Chaotic systems are characterised by high sensitivity to initial conditions. As a consequence, identical autonomous chaotic systems started at nearly the same initial points in the state phase space have trajectories which quickly become uncorrelated, even though each maps out the same attractor in the state space. Therefore, any uncertainty in the knowledge of the initial state gets amplified by the chaotic nature of the dynamical system and possibly reaches the chaotic attractor's size thus preventing the long term prediction. It is thus practically impossible to construct two chaotic uncoupled systems that follow exactly the same trajectory since it is not possible, in real systems, either reproduce exactly the same starting conditions or to match exactly the parameters of the two systems. However, two or more chaotic systems may be suitably coupled so that they synchronise, i.e., their trajectories tend one to the other.
Chaos synchronisation has received a great interest in recent years, and different solutions to the problem have been presented in the literature. In [1] Carrol and Pecora showed that two nonlinear systems can synchronise, despite their chaotic motion, provided that they are both driven by a proper signal. A general scheme to construct a couple of synchronising systems is to take a chaotic system, duplicate a part of it and drive the duplicated subsystem and the original one with signals from the unduplicated part. The Lyapunov exponents of the variational equation, that determine the stability of the duplicated subsystem, depend on the driving variables y. Moreover, these Lyapunov exponents, referred to as conditional Lyapunov exponents, can be suitably chosen. A similar approach particularly suited for the Chua's circuit and combined with an adaptive technique has been proposed to cope with parameter variations of the transmission channel [2] .
The proper choice of the system output also allowed Grassi and Mascolo to cancel the effect of the nonlinear term of the chaotic system on the error state, and to assign an arbitrarily fast decay of the resulting linear error dynamics [3] . In [4] the full knowledge of the system state has been exploited to design an adaptive controller which is able to compensate the nonlinear terms in the error dynamics and to guarantee its convergence to zero.
In recent studies, observer-based approaches have been considered to achieve chaos synchronisation. Indeed, the problem of synchronisation can be viewed as a special case of the observer design problem. The observability property is a generic property of dynamical systems. In essence, the observability property states that the history of the transmitted signal contains all the information required to reconstruct a state variable for the master dynamics. The problem of reconstructing the state x from measurements of the output (observability problem), is clearly linked to the problem of synchronising the state of another system to x (synchronisation problem). In the case of linear systems a complete solution to the observability problem is well known [5] , however in the nonlinear context only local or partial results exist.
A general approach to the observer problem in control theory uses as a receiver a perfect copy of the plant (the transmitter), with unknown initial state, driven by an additional term, depending on the difference between the received signal and the observer prediction, aiming to steer the state error to be null [6] . The observer is the subsystem constituted by the copy of the transmitter and the error driven synchronising law, and it is mainly characterised by the latter.
As chaotic systems are nonlinear, observability, or detectability, may depend not only on the chosen output but also on the input and on some suitable properties of the system dynamics, e.g. functions are Lipschitz. This implies that only local observability, or detectability, properties can be assured [7] .
In some case the observer can be designed by means of a proper transformation in the state space which reduces the system dynamics in the canonical Brunowsky form, in this case, by choosing the first variable of the transformed state as the system output, it could be possible to achieve synchronisation if the derivatives of the available signal can be estimated, as an example, by high gain observers [6, 8] .
A certain robustness with respect to model mismatching and uncertainties can be assured by sliding observers, which basically are Luenberger observers with an additional switching term [9, 10] . A collection of nonlinear observer can be found in the relatively old survey paper by [11] .
Chaotic systems are characterised by the nice feature that their stable behaviour corresponds to confined state trajectories, the attractors, which assure that the nonlinear dynamics is bounded. This allows for considering the observation problem as a tracking problem which can be solved if the zero solution of the error dynamics is, at least, a semi-global asymptotically stable focus or node. Furthermore, such consideration suggests that proper nonlinear control techniques could be used to synchronise chaotic systems.
An interesting point of view is to consider the whole observer and plant system as an anticipatory system [12] which computes its current states as a function of the model (the plant) anticipation. The anticipatory nature of an observer can also be confirmed by the fact that the observability, or detectability, property usually can be stated locally by checking the rank of a matrix involving the plant output and its derivatives.
In this paper we consider the class of chaotic systems which can be represented by the following model, in which the nonlinear terms are collected in a scalar function f
where x∈R n is the system state, y∈R is the system output, and f : R n →R is a sufficiently smooth function. Several well known chaotic systems belong to the considered class of nonlinear system, e.g., the Rössler's hyperchaotic system and the Chua's circuit with cubic nonlinearity. It will be assumed that only a scalar signal, the system output, can be transmitted to the receiver, which is a copy of the transmitter but with different initial conditions, and with an additional term to control it by a proper scalar signal u(t).
(2)
Consider the output error variable and the not available error state then the corresponding error dynamics is defined by the following differential system that can be viewed as an uncertain nonlinear system controlled by u(t) (3) where ∆f(e,x)=f(x+e)-f(x). Even if the system structure was perfectly known, the error trajectory is unpredictable because of the uncertain term ∆f(e,x) which is affected by the chaotic behaviour of state x(t).
Sufficient, necessary, and design condition to solve the state observation problem for the above class of dynamical systems have been presented in the literature. Considering the more general case in which the nonlinear term Bf(x) in Equation (1) is represented by a Lipschitz vector function f(x) with Lipschitz constant L, in [13] Thau showed that if the pair (A,C) is observable and the matrix D is chosen such that 
where P and Q are simmetric definite positive matrixes, the control assures the asymptotic convergence of the observer state to the system state. The condition in Equation (4) is only a local verification test, and it doesn't handle modelling errors [7, 11] . In [7] Rajamani extended the above results and showed that asymptotic stability of the error dynamics is assured if the matrix D satisfies (5) involving the singular values of a frequency dependent matrix. Furthermore he gave a design criterion for D, in fact the condition in Equation (5) is satisfied provided that all the eigenvalues λ of (A-DC) are such (6) where cond(T) is the condition number of a matrix T such that (A -DC)=TΛ Λ Λ ΛT -1 . Also in this case robustness is not assured.
In this paper the properties of a robust nonlinear control technique will be exploited to overcome the above cited drawbacks, which are crucial when chaotic systems are considered. It is well known [14, 15] that a n th order nonlinear system (7) is said to have relative degree r if its dynamics can be represented by the following differential system (8) where F, H and X are sufficiently smooth nonlinear vector functions, h and φ are sufficiently smooth nonlinear functions, x(t) is the n-dimensional state vector, y(t) is the r-dimensional vector of the output y(t) and its (r-1) derivatives, and ω ω ω ω(t) is a (n-r)-dimensional vector representing the system's internal dynamics. If a control u(t) able to steer y(t) to zero exists, then the system is stabilizable provided that its zero-dynamics is stable [15] .
In the next section this property will be exploited in order to synchronise two chaotic systems belonging to the class defined in Equation (1) and satisfying proper assumptions on their dynamics. Robustness with respect to some model mismatching will be assured by means of a variable structure control u(t), performing first or second order sliding modes, which will be presented in Section 3. A simulation example will be presented in Section 4, and finally conclusions will be drawn.
-SYNCHRONISING A CLASS OF CHAOTIC SYSTEMS
Consider the autonomous nonlinear system in Equation (1) and the controlled one in Equation (2). The two systems will synchronise if their state match one to the other, that is, the resulting error dynamics has a stable equilibrium point in zero. Then, the objective is to define a suitable feedback control u=u(ε) such that the closed loop system is stable. Due to the nonlinear term f, the error dynamics in Equation (3) is affected by the exogenous variable x, and the overall dynamics is represented by the 2n-dimensional differential system
T is the state vector, ε the system output, and u the control. This fact justifies that if m, with m>2n, derivatives of the output ε exist and are continuos, the system in Equation (9) can be reduced in normal form, and it is possible to find a control u which steers the output and its derivative to zero so guaranteeing that e → 0 [8] .
Instead of referring to the system in Equation (9), in the following, that in Equation (3) is considered and x will be considered to be an uncertainty to counteract by means of a nonlinear robust control technique. Taking into account Equations (1)-(3), the time derivatives of the available output error signal ε are represented by (10) As the time derivatives of the uncertain term ∆f possibly depend on the control and its derivatives, the relative degree r of the system in Equation (3) is not easily assessable by Equation (10) . By looking at Equations (1) and (2), it easy to see that the relative degree of the system in Equation (3) is equal to that in Equation (2) . Then considering the time derivatives of the observer output (11) under the assumption that CD ≡ 0, i.e., r ≥ 2, we have (12) In this case, the assumption that the relative degree of the observer dynamics is grater than two, implies a condition involving the partial derivatives of the nonlinear function f, that is (13) Following the previous reasoning, it is easy to derive the third time derivative of the output variable of the system in Equation (2) (14) and (15) To evaluate higher derivatives is quite cumbersome, nevertheless, taking into account that the systems in Equations (1) and (2) differ only by the control term Du, recursively, it is possible to represent Equation (10) as follows (16) where ψ k and γ k (k=1,2,…,n) are nonlinear functions involving f and its k-1 partial derivatives, therefore the error dynamics in Equation (3) has relative degree r if (17) x Functions γ k (k=1,2,…,n) have the gain matrix D as a design parameter, then it could be possible to define suitably the relative degree of the error dynamics in Equation (3) by a proper choice of the matrix D. To exploit the above property in order to estimate the state of the system in Equation (1), consider the following Lemmas.
Lemma 1: If the system described by Equation (2) has relative degree n, then, that in Equation (1) is algebraically observable. Proof. To prove this proposition note that if the system in Equation (2) has relative degree n, its dynamics can be represented by a n th -order differential equation affine in the control (18) where X : R n →R n represents a mapping between the system's state and phase spaces. As the two systems in Equations (1) and (2) differ only by the control, it results also (19) where y is the vector of the output and its (n-1) derivatives. Then the system described by Equation (1) is algebraically observable [16] .
The above proposition evidences that, also in the considered case, observability is strictly related to the system output. In fact, generally speaking, it could be impossible to define the observer control vector D such that the relative degree between the observer's output and input is equal to the system order. Furthermore, Lemma 1 gives only information about the possibility of reconstructing the state of the system in Equation (1) but does not give any design criterion to guarantee that the system in Equation (2) is an observer for system in Equation (1). To this end the following proposition is stated.
Lemma 2: The system described by Equation (2) is an observer for that in Equation (1) if the zero-dynamics of error system in Equation (3) is asymptotically stable, the mapping R : R r ×R n-r ×R n →R n between the error state e, the error output and its (r-1) derivatives ε ε ε ε, and the internal state ω ω ω ω is such that (20) ψ r is a bounded function in any compact domain, and γ r never vanishes.
Proof. To prove the proposition it is sufficient to show that it is possible to steer the output and its (r-1) derivatives to zero by means of the control u. In fact, the assumption of stable zero-dynamics and Equation (20) guarantee that (21) By Equation (16), the input output error dynamics can be represented by the following r th -order uncertain differential equation (22) where is the available observer state, γ r is a known function, and, due to the unavailable error state e, ϕ r is a bounded uncertain function. This class of systems can be stabilised by means of a combined robust nonlinear control technique in which the unavailable output derivatives are estimated by high gain observers or second order sliding differentiators, and control u is designed by a sliding mode approach [17, 18] .
Note that, under the hypothesis of Lemma 2, only the state detectability of the driving system is assured, as the convergence of the observer to the system is guaranteed only because the error zero-dynamics is assumed asymptotically stable. On the contrary, control u could be unable to drive the observer to the considered system. Furthermore, previous results can be easily extended to the case in which the nonlinear part f is a sufficiently smooth vector field, that is the class of systems considered in [7, 13] . The use of robust nonlinear control techniques guarantees that, under feasible conditions, robustness with respect to model mismatching can be assured. In this case the observer control u does not tend to zero. Furthermore, the observability condition for the couple (A,C) is unnecessary to guarantee the synchronisation of the two nonlinear systems because the nonlinear term is actually used to estimate the system state.
-SLIDING MODE APPROACH TO CONTROL AND DIFFERENTIATION
Variable Structure Systems (VSS) with Sliding Modes (SM) is considered as one of the more effective control techniques to deal with uncertain systems. In fact, it can be considered as the most intuitive way to withstand uncertainties: the control reacts to any deviation of the system steering it back on a "a priori" specified constraint by means of a sufficiently energetic effort.
Classical SM are based on the possibility of making and keeping identically null an auxiliary variable (the sliding variable), that represents the deviation from the constraint (the sliding manifold), by means of a discontinuous control acting on the first time derivative of the sliding variable, and switching between high amplitude opposite values with theoretically infinite frequency [10] . Moreover, due to its regularity properties, any system evolving on a ∆ boundary layer of the sliding manifold (i.e., in a real sliding motion) has the same trajectory of the ideal one apart from some perturbing terms [10, 19] .
Higher order SM generalise the basic sliding mode idea while preserving the same robustness properties. They are characterised by a discontinuous control acting on a higher time derivative of the sliding variable, and the sliding order is defined as the relative degree between the sliding variable and the discontinuous control. Recently, some second order sliding mode controllers (2-SMC), which need only the knowledge of the sliding variable and of the sign of its time derivative, have been presented in the literature [20, 21, 22 ].
-Sliding Mode Control of Uncertain Systems
Let us consider the system in Equation (22) and assume that the drift and gain terms, even if uncertain, satisfy the following bounds (23) Assume that the time derivatives of the output ε are available, then the sliding variable can be defined as (24) and its vanishing defines the sliding manifold in the error phase space. Using Equation (22) , the input-output error dynamics can be represented as a r th -order differential system, i.e., (25) Choosing the coefficients k i so as to ensure that all the eigenvalues of the (r-1)-dimensional system matrix in Equation (25) have negative real part, as soon as the system is constrained onto the sliding manifold (i.e., s ≡ 0), ε ε ε ε is steered to zero asymptotically, and the system is stabilised.
In 1-SMC control u is chosen as follows (26) so that the so called reaching condition, i.e., s⋅s
(1) ≤ -K 2 , is satisfied, and the sliding manifold is reached in finite time. Once the system is constrained on the sliding manifold, control u keeps switching at infinite frequency [10] .
If a continuous control is needed, a 2-SMC approach should be used, and the controller parameters must be tuned on the basis of the magnitude of the second time derivative of sliding variable [20, 23] . 2-SMC is also effective in case of partial availability of the derivatives of the system output. Let us consider the system in Equation (22) with bounds as in Equation (23) . Defined the sliding variable as (27) then the input-output error dynamics can be represented by the following r th -order differential system (28) Also in this case, choosing the coefficients k i so as to ensure that all the eigenvalues of the (r-2)-dimensional system matrix in Equation (28) have negative real part, guaranties that, as soon as the system is constrained onto the second order sliding set (i.e., ), ε ε ε ε is steered to zero asymptotically, and the system is stabilised. Control u is discontinuous and depends on both the sliding variable and on the sign of its time derivative [22] (29)
where s M (t) represents the last singular point (i.e., the last local maximum, local mini-mum or horizontal flex point) of the sliding variable considered as a time function. U M , β and α* are design parameters depending on the bounds of the uncertain dynamics and on the chosen control algorithm according to the following relationships [20, 21, 22] Sub-optimal controller where is an upper bound of the uncertain drift term in the third of Equation (28) which can be estimated, using the Bellmann-Gronwal Lemma, by means of the knowledge of bounds for the initial conditions. The above relationships guarantee that the sliding set is reached in finite time. Equations (30) and (31) give only sufficient conditions for convergence and are, usually, quite restrictive as they are defined in the worst case design. This fact implies that, in practice, tuning the control parameters differently from Equation (30) or Equation (31) can still results in a 2-SM.
The twisting and the sub-optimal controllers are based, both, on the knowledge of the sign of the first time derivative of the sliding variable. In practice, it can be approximated by the sign of is first difference, and in this case only a boundary layer of the sliding set is reached such that, within the boundary layer, it results (32) where δ is the sampling time interval. In order to decrease the control authority (the magnitude of the discontinuous control), the equivalent control concept [10] can be used and control u can be defined by a proper convex combination of the discontinuous control in Equation (29) and the output of a first order filter, whose input is still the discontinuous control [24] .
-Sliding Mode Approach to Differentiation
Real-time differentiation of given signals is an old and well-known question. The main problem is to combine differentiation exactness and robustness with respect to possible measurements errors and input noise. Time invariant linear approximations of ideal differentiators may provide asymptotically exact differentiation only for a rather small class of input signals, which is defined by tuning the differentiator parameters. An interesting approach is that in [25] , where on-line interpolation is used in order to estimate, numerically, the derivatives of a known signal. Even if such algorithm is robust with respect to noise, it suffers of the inherent error due to interpolation.
VSS application seems to provide an effective solution to the differentiation problem. Sliding differentiators require only smoothness assumptions on the signal to be differentiated, preserve the robustness and efficiency properties of VSS and do not suffer from their drawbacks, e.g., the high control authority and the chattering phenomenon, because the discontinuous control signal is confined in the differentiator dynamics and does not affect the real plant [26, 27, 28, 29] . In recent years, two simple VSS observer schemes have been presented in the literature. The first is based on 1-SMC and the estimate of the derivative of the available signal is obtained asymptotically resorting to the Utkin's equivalent control concept by a linear first order filter whose input is the discontinuous signal [26] . This approach implies an estimation error which tends to be asymptotically null only in the ideal case (infinite frequency switching and infinite bandwidth filter). The second is based on 2-SMC and provides the finite time exact and robust evaluation of the first total time derivative of a smooth input signal in the ideal case (infinite frequency switching) [27, 28] . The finite time reaching features of 2-SM allow for the cascade implementation of the considered observers, so that higher derivatives can also be estimated [28] . The three 2-SM differentiators differ by the control algorithm and by its implementation. In fact in [27] Levant used the supertwisting algorithm while Bartolini et al. used the sub-optimal one, both, in its continuous-time [28] and discrete-time [29] implementation.
Consider a signal w(t) to differentiate, and assume that it is Lipshitz with its first time derivative, that is
Let the differentiator be represented by a double integrator driven by a VSC (34) If the output of the double differentiator is compared with the signal w, the error dynamics results (35) where µ 1 =w-z 1 is the available error signal.
If µ 1 is considered a sliding variable to be steered to zero, the system in Equation (35) represents the uncertain part of a 2-SMC dynamics, and, by Equation (33), if the sign of µ 2 is known it is possible to apply one of the control schemes previously presented. Once in sliding mode, the available z 2 variable is the perfect estimate of the time derivative of signal w [28] . In practice, the sign of µ 2 is estimated by the sign of the first difference of the available error signal µ 1 and only a O(δ) approximate estimate of the derivative is available, δ being the sampling time [29] .
By using the super-twisting 2-SMC algorithm, Levant guaranteed the perfect estimate of the signal derivative without any information on µ 2 [27] . Nevertheless, as the infinite frequency switching condition is unfeasible in practice, all the 2-SM differentiators achieve the same O(δ) accuracy.
The above differentiators can be proved to have better robustness characteristics, with respect to measurement noises, than the simple and commonly used incremental ratio. In fact, assuming that the measured signal w is affected by an additive noise with a maximum amplitude Σ, the incremental ratio features an error which can be unstable as the sampling period δ tends to zero. On the contrary, the proposed differentiator leads to an error which is directly proportional to ∑ [27] , not exploding for arbitrarily small values of the sampling period δ, provided that the noise effect is properly taken into account in the estimation of the µ 2 sign or of the singular points µ 1 M (t). In this case the maximum reachable accuracy is .
-SIMULATION RESULTS
Consider the Rossler's hyperchaotic system and assume that only the fourth state variable is transmitted
It belongs the class of nonlinear systems described by Equation (1) and considered within the paper. Furthermore, as the couple (A,C) is not observable, the Rajamani's observer design technique is not effective. The considered system is algebraically observable. Taken vector D = [0,1,0,0] T , the observer in Equation (2) has relative degree equal to 4, the error dynamics results By Equation (36) and the chosen D, the third observer state variable cannot be indentically zero, therefore the lower triangular structure of the mapping in Equation (38) guarantees that ε ε ε ε → 0 implies e → 0, i.e., the two chaotic system synchronise if the output error and its time derivatives are steered to zero.
In order to achieve the observation objective, let us define the following sliding variable
and its estimate (40) where are the estimates of the first and second time derivatives of the available output that can be evaluated by means of two sliding differentiators in cascade configuration.
Control u is defined according to Equations (29) and (30), and the estimate sliding variable is steered to zero in finite time. At the same time, the differentiators give a perfect estimate of the time derivatives of the available output ε in finite time so that the estimated and actual sliding variable coincide. Starting from such time instant on, the sliding variable and its derivative are indentically zero. By Equation (28) ε ε ε ε is asymptotically stabilised, and synchronisation is achieved. Perfect synchronisation allows for the observer control to be zero, that is, the Utkin's equivalent control tends to zero asymptotically.
Simulation results confirm the effectiveness of the proposed procedure. In Figs. 1 and 2 the evolution of the sliding variable and of its derivative is depicted, and their converge to zero in finite time (less than 5 ms) is pointed out.
The initial states of the driver and of the observer were [-15, 11, 0. , they differ only in the fourth variable, nevertheless, due to the peaking phenomenon during the reaching phase, the observation error is not zero for all the state variables, i.e., e(0.005)=[77.7, 5123.7, 0.1, 1.0] T . After the sliding behaviour is reached the error tends to zero asymptotically (Fig. 3) , and is practically null after a time interval equal to ~7τ, , t > 10 s). The noise on the fourth error variable is due to the finite integration step, i.e., only a real sliding behaviour can be attained. With the same initial conditions, if the observer is not controlled, the two systems never synchronise (Fig. 4 ). 
CONCLUSIONS
The problem of synchronising two equal chaotic circuits with different initial conditions has been considered. The proposed solution is based on an observer approach to synchronisation, and it exploits some properties of known robust output-feedback nonlinear control techniques. In particular, Variable Structure Systems with Second Order Sliding Modes are employed in a combined scheme in which the controller uses the time derivatives of the available output signal also estimated by exact and robust sliding mode differentiators.
Under feasible hypothesis the output stabilisation of the resulting error system guarantees that the error state is asymptotically stabilised as well. Therefore the chaotic system and its copy are synchronised. Furthermore, the robustness properties of variable structure control techniques allow for guessing some robustness also with respect to model mismatches. 
