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Abstract

One of the most fascinating micron-scale structures in the biological world is the cell cytoskeleton, with numerous components of different sizes, shapes, and geometries working together.
How the local interactions of these macromolecules and polymers in nano-scale help selforganize into this higher-order micron-scale structure remains an open question in the field of
biophysics. In this thesis, via a minimal two-protein in vitro system containing cytoskeletal fiber
microtubule and associated protein MAP65, I try to address self-organization through passive
entropic force mechanisms. I use techniques like protein purification, light microscopy, and
image analysis to quantify my results. First, I show how crowded environments contribute to
microtubule nucleation, polymerization, and bundling via experiments and simulations. Next,
I discuss a self-assembled limited-size microtubule bundle that is reminiscent of the mitotic
spindle. I characterize these ‘tactoids’ and show that these are homogeneous and jammed inside.
Lastly, I present results of the MAP65 condensate formation via liquid-liquid phase separation
and quantification of their properties. Additionally, I elucidate a mechanism of non-centrosomal
microtubule nucleation that may play an essential role in the mitotic spindle.
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3.1

Schematic images show phases of matter according to the ordering: (a) A crystal
is invariant under translational symmetry, hence has long-range order. Rod-like
molecules are arranged in a fashion so that positional and orientational order is
maintained. (b) The nematic liquid crystal does not have positional ordering in
molecules but does have an orientational ordering, represented by vector n̂. (c)
In a chiral nematic crystal, each is nematically ordered, but the vector n̂ revolves
around a common axis in a chiral pattern with a pitch. (d) Smectic liquid crystals
have orientational and weak positional order in layers along the y-direction.
(e) In the isotropic phase, molecules neither have positional nor orientational
order, almost like a liquid. (f) Disc-like molecules have order in orientation and
position in the discotic columnar phase. An example of a hexagonal phase is
shown where a long-range order in the 2D lattice is present along with a planar
slice. (g) In the discotic nematic phase, disc-like molecules are nematically
ordered, hence less ordered than the columnar phase. . . . . . . . . . . . . . . 52

3.2

Tactoid phases as observed in different systems: (i) Nematic tactoids in a
solution of carbon nanotubes in chlorosulfonic acid. (scale bar 100 µm, adapted
from [142]). (ii) Tactoids in vanadium pentoxide–water mixture (scale bar
50 µm, adapted from [143]). (iii) A metastable nematic drop of fd viruses (scale
bar 5 µm, adapted from [137]). (iv) Actin tactoid phases with crosslinkers
present (scale bar 10 µm, adapted from [130]). (v) Actin tactoid phases without
crosslinkers present (scale bar 50 µm, adapted from [131]). (vi) Amyloid fibril
tactoid phases (scale bar 200 µm, adapted from [135]) . . . . . . . . . . . . . 54
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3.3

(i) Phase diagram of the Tubulin-MAP65 organization is shown using representative images from each configuration. Along the horizontal axis, three
tubulin concentrations: [TUB] = 13.6 µM, 54.5 µM, 70 µM with corresponding median contour length, LC = 6.2 µm, 54.5 µm, 1.1 µm show
change in pattern length scale. Along the vertical axis, MAP65 percent bounds
0%, 0.3%, 1.5%, 3%, 10% show phase transition from fan-like pattern to
limited size tactoid phases. (ii) Representative merged channel image shows
that MAP65 (green) is co-localized in tactoid with microtubules (magenta).
(iii) Cross-sectional analysis: (a) Simulated cylinder and tactoid images are
analyzed by MATLAB routine. The rescaled length and width measurements
show box and parabola plots for cylinder and tactoid, respectively. (b) Stacks of
over-imposed images are shown for two MAP65 bound tactoid configurations:
3% and 10% (n=10). The scale bar is 5 µm. Analyses show that after length
and width rescaling both, 3% (green) and 10% (magenta) yield parabola with
very similar parameters (Table 3.4) . . . . . . . . . . . . . . . . . . . . . . . . 56

3.4

(i) Time series of a single tactoid growth on surface. Here t = 0s represents
the starting point of data acquisition. (ii) Tactoid growth characterization: (a)
Intensity distribution along tactoid length for the first frame (orange line), over
time (gray lines) and after one hour (green line) is shown. (b) Tactoid length L
is plotted over time. (c) Tactoid width W is plotted over time, (d) Tactoid aspect
ratio, L/W, is plotted over time. For (b)-(d), three tactoids from the same video
are averaged. Data is taken in the presence of 88 kDa MC on lipid surface.
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. . 58

(i) Schematic of a bipolar tactoid is shown. The continuous director field, n̂, is
shown by lines that connect two ends. The field lines are parallel to the surface
that converge to two-point defects on the tactoid surface called ‘boojums.’
The â denotes the area vector. (ii) Inhomogeneous tactoid, director field is
undistorted lines that are not parallel to the surface. (iii) Representative images
of birefringent tactoids under crossed polarizers rotated from 15o to 90o . Scale
bar 5 µm. Cartoons depict the rotation of the tactoid and the microtubules inside. 61
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3.6

(i) FRAP on tactoids in two colors for (i) microtubules (magenta) and (ii) GFPMAP65 (green) with (iii) merged images. Dashed circle indicates bleached area
at t = 0 s. Time intervals are 13.2 s with last frame at 300 s. (ii) Quantification of
photobleaching. (ii)(a) Linear region, 3 pixels wide (yellow dashed outline) of
selection overlaying the tactoid with microtubules (magenta) and GFP-MAP65
(green) merged shown (left) pre-bleach and (right) 300 s after bleach. (b) Kymograph of tactoid FRAP showing (left) microtubules, (middle) GFP-MAP65,
and (right) merged image of microtubules (magenta) and GFP-MAP65 (green).
(c) Intensity profile along the tactoid length for the microtubule and MAP65 at
different times: pre-bleach (black line), 0 s (red line), 15 s (orange line), 30 s
(yellow line), 45 s (green line), 60 s (blue line), 75 s (purple line), and 300 s
(gray line). Time points denoted with same-colored arrowheads next to the kymographs in (above). (d) Fluorescence recovery over the entire bleached region
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Chapter 1
Introduction

1

1.1

What is Self-organization?

How life had appeared on earth and whether it was an accident have been debated from time
to time. Among many exciting ideas, Soviet scientist A.I. Oparin’s theory on the origin of
life suggests that the first organic molecules produced on earth were amino acids, the essential
building blocks of protein [1]. Moreover, he suggested abundant methane, water, and ammonia
on the earth’s surface in early periods self-assembled into these complex bio-molecules [2].
Indeed, his hypothesis of producing biomolecules was proven correct when the Miller-Urey
experiment produced amino acids and complex carbon-containing molecules in the lab with the
help of water, hydrogen, methane, and ammonia in the presence of electric current [3]. Oparin
also suggested that early protocells are ‘complex coacervates’ of macromolecules in his book,
‘The Origin of Life’ [1]. Although his ideas were debated with the idea that membrane-unit lipid
or similar structure with water-liking and water-repelling came first, the overarching idea and
importance of self-organization of molecules in early stages of life is undeniable.
Self-organization is a dynamic process that spans different length scales in the physical
world, from nano-scale to kilometer-scale, and across various disciplines, including physics,
biology, chemistry, ecology, geosciences, material sciences, and so forth. Higher-order patterns
that emerge from self-organization exist both in biological and abiological systems. Examples
in biological systems include in vitro mix of purified biofilaments, the cytoskeleton, and nucleus
of a cell, tissues and cell layers, bacterial suspensions, aquatic schools of fishes, aerial flocks of
birds, and so forth. In the non-living regime, self-organized patterns are observed in vibrated
granular rods, liquid crystals, colloidal assemblies, and a collection of robots, to name a few
(Fig. 1.1).
Although these higher-order assemblies exist in different scales, studies show that the
underlying local dynamic interactions between constituent ’particles’ dictate the organization’s
final shape and function. These complex structures consume energy and exchange materials to
form, maintain, and regulate their structure.
Self-organization is a sophisticated yet efficient way to organize complex structures. One of
the most prominent micron-scale self-assembled biological structures is the cell cytoskeleton.
It is essential not only to study the molecular details of cytoskeletal proteins rather principles
2

(i)

(ii)

(iv)

(iii)

(v)

(vi)

Fig. 1.1 Examples of self-organized collective behavior at different length scales: (i) Flock of
birds forming a higher order structure (adapted from Wikipedia) (ii) Tornado patterning by a
school of fish (adapted from Wikipedia) (iii) Collectively migrating cells are forming a tissue
layer (adapted from [4]) (iv) A metaphase spindle with chromosomes and centrosomes from a
newt lung cell (adapted from [5]). Microtubules are in green and DNA is in blue color. (v) The
self-organization of asters with microtubules and motor proteins in vitro (adapted from [6]). (vi)
2D active nematic materials made of microtubules, motors, and depletion agents (adapted from
[7]).
of their collective behavior. Although the textbook cellular structures look static, in reality,
these are made of highly dynamic yet robust and stable. These two features: (1) stable and (2)
preparing for a change may seem contradictory in these assemblies, but that gives cells more
regulation and freedom. In cell interior, each function or process requires different complicated
assemblies in a short amount of time. Each assembly varies in shape, size, structure, and
function. To recycle limited resources, a cell uses the same building blocks to assemble and
disassemble structures rapidly. The high mobility, kinetics, and transient nature of interactions
between constituent molecules collectively allow a cell to form self-organized structures. So,
the robustness to external perturbations lies in the highly dynamic nature of this self-organized
structure.
To understand cytoskeletal self-organization principles in detail, scientists purified actin
and tubulin and their relevant protein components to reconstituted model systems in vitro.
Scientists believe that a comprehensive understanding of these molecular mechanisms may lead
us to discover novel biomaterials. In the microtubule-associated protein system, self-organized
3

asters, vortices, and interconnected polar patterns from a homogeneous mix of microtubules
and motor proteins were discovered almost two decades back [6, 8]. Studies show that kinetic
parameters in conjunction with the intrinsic dynamics of microtubules play a dominant role
in polar to aster pattern phase transition [9]. Recent experiments with these systems, named
‘active matter,’ brought much excitement in the field of soft condensed matter [7, 10]. Experts in
STEM sub-fields such as hydrodynamics, topology, and material science have approached the
‘active matter’ problem [11, 12]. Moreover, light-activable proteins brought another set of tools
to study principles behind the self-organization [13].

1.2

Cytoskeletal filament: Microtubule

Eukaryotic cell cytoskeleton contains mainly three different kinds of dynamic filaments: (1)
microtubules, (2) actin, and (3) intermediate filaments. Each of these filaments has different
geometrical properties of subunits, different building principles, different mechanical behaviors
associated with various functions in a cell. Additionally, these filaments are part of superstructures with many associated proteins. Actin filaments play a major role in structural support,
axonal growth, muscle contraction, cell migration and wound healing, and so forth (Fig. 1.2(ii)).
Interested readers are suggested to read detailed reviews on actin that is published in these
works [14–18]. Among intermediate filaments, vimentin, keratin, and lamin are most studied
and quantified. Also, the broad topic of intermediate filament’s role in the cell is out of the
scope of this thesis [19] (Fig. 1.2(iii)). In this thesis, I focus only on the microtubule and
microtubule-associated protein system.
Microtubule Structure - The essential subunit of the microtubule filament is a hetero-dimer
with a molecular weight of ⇠ 110 kDa composed of a

b -tubulin, commonly referred to as

tubulin. This tubulin subunit binds to form a protofilament longitudinally (end to end). Several
protofilaments bind laterally to form a sheet, which then wraps up cylindrically to form a hollow
tube [20] (Fig. 1.3(i)(a-c)).
While in vivo microtubules have 13 protofilaments in the closed tube [21], in vitro reconstituted microtubules have 11-17 protofilaments [22, 23]. The outer diameter of the microtubule
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(i) Microtubule

(ii) Actin

(iii) Intermediate filament

Fig. 1.2 Schematics of cytoskeletal filaments (i) Microtubule filament is made of dimer subunits:
a-tubulin (light green) and b -tubulin (dark green). (ii) Filamentous actin, also known as F-actin
is polymerized from globular subunits, G-actin (red). (iii) Intertwined intermediate filaments
shown.
⇠ 25 nm and length can be anywhere in the micron range. Each protofilament shifts to a
certain length during lateral binding to another protofilament that introduces a line defect in
the boundary called a ‘seam.’ This structuring makes the microtubule a helical filament with
a certain pitch. For a 13 protofilament microtubule, the longitudinal shift is 1.5 dimer. As
the number of protofilaments increases, the seam becomes discernible. In fact, GMPcPP (will
discuss below) microtubules have 15 protofilaments with no seam [22]. In terms of surface
geometry, a microtubule can be described as curved lattice structures where two types of lattice
patterns are identified depending on which subunit is present laterally: A-lattice (a
B-lattice (a

a or b

b ) and

b ) [24] (Fig. 1.3(i)(c-e)).

The structural heterogeneity of a tubulin dimer makes the microtubule a polar filament with b tubulin exposed in one end called ‘plus’-end, which grows and shrinks faster than the a-tubulin
exposed ‘minus’-end [25]. This inherent microtubule length dynamics mechanism is called
‘dynamic instability, which I will discuss shortly [26]. The surface of the microtubule is highly
negatively charged because of the C-terminal tails (CTT) of a

b tubulin. Each of these globular

proteins contains a disordered tail: a-tubulin with last ten residues and b -tubulin with last 18
residues [27]. These regions are rich with repeated localized negatively charged glutamic acid
(Glu, E). Studies show that CTTs are major regulators of microtubule regulation and function.
Post-translational modifications (PTM) of these CTTs change mechanical properties, surface
geometries, charge, and biochemical properties and emerge as signaling pathways for many MAP
binding interactions. This regulation and modification, together with tubulin isotypes, is termed
as ‘tubulin code’ [28]. Among PTMs, tyrosination-detyrosination, acetylation, methylation,
phosphorylation, and ubiquitylation are well-known protein PTMs that occur on the surface
or even in the lumen of microtubules [27]. Detyrosination is shown to affect molecular motor
5

kinesin-1 and kinesin-13 family proteins. Similarly, polyglutamylation has been demonstrated
to affect MAP1, MAP2, tau, and severing enzyme spastin. The tubulin code is connected to
pathological conditions in neurons [29]. The mechanisms behind the ‘tubulin code,’ how it is
created, and its functionality are beginning to be unraveled. I recommend interested readers to
follow these review articles [27, 28, 30, 31, 29].
Microtubule dynamic instability- The microtubule network is a dynamic cytoskeletal
structure that consumes energy and goes through the growth and shrink phase. This phenomenon
is called ‘dynamic instability’ which was first discovered in 1984 [26, 32] (Fig. 1.3(ii-a)). In
most cases, it is the plus-end that goes through dynamic instability. The sharp transition from
one phase is termed as (1) Catastrophe - when the microtubule switches from growth to shrinking
phase (2) Rescue - when the microtubule returns to growth phase. Over the last three decades,
many research works have elucidated the mechanism behind this process. They show that the
a and b tubulin both have GTP binding sites, and they are GTPases. While the a-tubulin
GTP does not hydrolyze, b -tubulin GTP slowly hydrolyzes to GDP in the solution [33, 34]
(Fig. 1.3(ii-c)). While b -tubulin are in microtubule, the hydrolysis rate increases as GTP bound
b -tubulin acts as a GTPase-activating protein (GAP) that activates nucleotide-active site of
another tubulin [35]. Together, these b -tubulin form a GTP cap at the plus-end that follows the
tip, and the rest of the microtubule body is GDP-tubulin [36]. Now, the interplay between the
rate of tubulin addition at the tip and the rate of GTP hydrolysis determines the growth or shrink
phase [32]. When the later rate catches up with the earlier rate, microtubule catastrophe happens,
and protofilaments bend into a ‘banana peeling’ curve that falls apart (Fig. 1.3(ii-b)). It has been
shown that GTP hydrolysis introduces mechanical strain in the lattice as GDP tubulin dimers
prefer to be in a curved position that weakens lateral bonds. In addition, longitudinal bonds
with other subunits get weakened, too [37]. The slowly hydrolyzable GTP-analog GMPcPP is
now widely used to block dynamic instability in vitro experiments [38]. In addition, GMPcPP
microtubules have the lower critical concentration for spontaneous nucleation, but the growth
rate of these microtubules is the same. For my projects here, I use consistently use GMPcPP
nucleotide for microtubule polymerization.
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Using the dynamic instability, the cell recycles tubulin subunits from the same tubulin
pool to assemble and disassemble a microtubule structure that is essential and fundamental for
cell physiology. Although this process is energy-intensive, it helps cells to adapt sizes when
necessary, help sense forces, explore the cellular environment via selective stabilization.
Microtubule rigidity - Among all the cytoskeletal filaments, the microtubules are measured
to be the most rigid filament that acts as a supportive network for cells. The flexural rigidity
of a microtubule has been measured by several different techniques over the last three decades,
including optical trap, thermal fluctuation, vesicle deformation, microtubule trajectories, and
calibrated flow techniques[39–44]. The persistence length, a measure for flexural rigidity of a
microtubule, is L p ⇠ 0.5 8 mm. For comparison, actin persistence length is L p ⇠ 17 µm, which
is ⇠ 200 times lesser than a microtubule [45]. The widely varied range of microtubule rigidity
can be attributed to effects of taxol, GMPcPP, MAPs, varied growth rates, length dependence,
and so forth. The GMPcPP enhances rigidness by inhibiting geometric frustration in the growing
structure [46, 47]. While taxol, a microtubule-stabilizing drug, makes microtubule more flexible,
on the other side, Tau and MAP2, stabilizers in the neurons, increase rigidity [44, 48, 49].
Besides, MAP65 and Ase1 promote structural flexibility too [50]. In addition, it has been
reported that faster-growing filaments have less rigidity because they are prone to introduce
lattice defects due to errors [51].

1.3

Microtubule associated proteins

Various cellular components are needed to assemble and disassemble an already existing cellular
structure to recycle resources. Microtubules have various regulators that interact with microtubules and with each other (Fig. 1.3(iii)). Below, I summarize microtubule-associated proteins
(MAPs) by their interaction mechanism with microtubule:
Microtubule stabilizing proteins - Some MAPs are shown to promote rescue events,
suppress catastrophe events, and promote tubulin polymerization at ends to stabilize the existing
microtubules. For example, XMAP215/Dis1 family proteins bind to microtubule ends to drive
faster assembly. On the other hand, the CLASP family of proteins bind to microtubule laterally
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(ii) Dynamic instability
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(iii) Associated proteins
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A-lattice B-lattice

Kinesin

Severing
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(e)
24 nm

Fig. 1.3 (i) Schematics of microtubule structure: (a) Heterodimer subunit of a microtubule,
a-tubulin (light green) and b -tubulin (dark green). (b) A protofilament made of subunits in
an array. (c) The lateral interactions of protofilaments wrap the 2D sheet into a hollow tube to
make microtubules. The yellow dotted line indicates the seam or line defect. (d) A-lattice and
B-lattice show the organizational differences in the neighbors. (e) Cross-section of a microtubule
filament shows the lumen and the twist in the microtubule lattice. The outer diameter of a
microtubule is ⇠ 25 nm. (b) Dynamic instability: (a) Length of a microtubule grows and shrinks
over time. The peak represents when a microtubule is on the verge of a catastrophe, and the
bottom represents when a rescue event is about to occur. (b) The two states of a microtubule
between rescue and catastrophe. On the left: a stable microtubule with a GTP cap. On the right,
the microtubule falls apart in a banana peeling pattern when the GTP hydrolysis rate is faster
than the tubulin incorporation rate. (c) Two states of a tubulin subunit: GTP-bound to b -tubulin
(left) and transformed state to GDP-tubulin because of GTP hydrolysis (right). (iii) Schematics
of microtubule-associated proteins: Motor protein kinesin, Severing enzymes, crosslinkers,
motor protein dynein, plus-tip binding proteins, nucleating factor g-TuRC, destabilizing protein
MCAK, and sequestering protein stathmin.
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to prevent further catastrophe events [52]. Additionally, classical MAPs such as tau, MAP2, and
MAP4 are thought to be microtubule stabilizers in neural development [53].
Microtubule destabilizing proteins - In the microtubule system, several destabilizers
perturb the microtubule lattice by transforming existing dynamic microtubules into free tubulin
subunits. Here I discuss a few well-studied mechanisms of the microtubule depolymerization:
Severing: Microtubule severing proteins are a special class of proteins, AAA ATPases, that
use the energy of ATP to chop a stabilized microtubule into pieces along its length. These
proteins are widely found in the eukaryotic kingdom. Most studied examples include Katanin,
Spastin, and Fidgetin [54]. In vitro studies from our lab show that katanin severing activity of
microtubules is tubulin concentration and Katanin concentration, and tubulin CTT (carboxyterminal tail) dependent [55]. Also, it has been shown that Katanin recognizes microtubule
lattice defects and end of microtubules to remove tubulin dimers to expedite depolymerization
[56].
tip destabilizing: The depolymerizing Kinesins, such as Kinesin-8 family proteins, MCAK,
and Kif2A in the Kinesin-13 family, is shown to bind to the tip of microtubules and use ATP
hydrolysis to remove subunits. This activity enhances catastrophe events even on the taxol and
GMPcPP stabilized microtubules [57].
Sequestring: The sequestering proteins inhibit microtubule polymerization indirectly. They
bind to the individual tubulin dimers and change their conformation by introducing a curvature
that leads to the inability to bind to existing microtubules. The cancer-related protein, Stathmin,
is demonstrated to use this mechanism. Moreover, Stathmin is believed to interact preferentially
with minus end and promote catastrophe [58, 59].

Microtubule capping proteins - Compared to a variety of capping proteins associated with
the actin cytoskeleton, microtubule capping proteins are scarce and yet to be discovered. In
vitro evidence suggests that CAMSAP, a minus-end binding protein, can cap microtubules to
stabilize minus end and promote asymmetric growth [9]. Instead of a classic cap, CAMSAPs
assemble laterally to the minus ends [60]. Another protein, designed ankyrin repeat protein
(D1)2 (DARPin), is shown to inhibit microtubule plus-end growth in vitro experiments [9, 61].
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Microtubule nucleators such as g-tubulin ring complex (g-TuRC) and g-tubulin small complex
(g-TuSC) act as a template for microtubule nucleation in cells, starting from minus ends that
grow in plus-ends. Since g-TuRC blocks association and dissociation of subunits to the microtubule, it is considered as a capping protein [62, 63].

Microtubule crosslinkers - Microtubule crosslinkers play an important role in mitotic spindle
shape maintenance. The protein tau, also known as MAPT, is found in neurons’ axons and is
responsible for bundling and stabilizing microtubules. In vitro, tau stimulates the growth rate of
microtubules. The well-studied MAP65/PRC/Ase1 family proteins preferentially bind to antiparallel microtubules to form bundles [64–68] and shown to act as a break during microtubule
sliding in vitro. Studies even show that these proteins can diffuse in the microtubule bundles
and respond to forces in a similar way of ideal gas law [67, 69].

Microtubule motor proteins - Intracellular cargo transport is critical for a cell to distribute
relevant molecules and degraded components carried away for recycling via a process called
autophagy. Motor proteins such as Kinesin, Dynein, and Dynactin complex use microtubules as
a highway to move selectively towards the plus or minus ends [70]. Kinesin-1, which moves to
plus-end, was the first motor protein to be discovered in 1985 [71] and till now most studied
among kinesins. Kinesin-1 uses the energy from ATP hydrolysis. A single ATP molecule
drives an 8-nm step along the microtubule, which is the distance between two dimers [72].
Kinesin-1 moves with speed, 0.5–1 µm/sec in vitro and in cells with a production of 6 pN
stall force [73]. In our lab, we perform in vitro experiments with truncated kinesin-1, K560,
and K401, to study their single-molecule behavior and properties [66, 74, 75]. The kinesin
superfamily has conserved motor domains and is divided into 14 families. Not all kinesins act
as motors; some regulate microtubule dynamics such as Kinesin-13 family proteins, MCAK and
Kif2A, that destabilize ends by increasing catastrophe events after diffusing to the microtubule
ends [57, 76]. Also, there are structural differences such as Kinesin-1 is dimeric, Kinesin-2 is
heterotrimeric, and Kinesin-5 is tetrameric [70]. Unlike Kinesins, Dynein does not belong to a
superfamily, and there is single cytoplasmic Dynein only. Dynein is minus-end directed motors
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with significantly less stall force ⇠ 1 pN than kinesin. Surprisingly enough, for a motor protein,
Dynein can move backward frequently [77]. Because of this, while facing a MAP obstacle on
the microtubule highway, Dynein can step back and circumvent around a MAP obstacle rather
than being detached from the microtubule like kinesin [78]. Also, it has been shown that dyneins
work in a group better than kinesins do [73].

Microtubule integrators - These proteins help bind microtubules to another component of the
cell. For example, a giant cytoskeletal crosslinking protein Spectraplakin from the Spectrin
superfamily has shown the ability to bind all cytoskeletal filaments, F-actin, microtubules, and
intermediate filaments [79]. An actin nucleator from the formin family, MDia, is shown to bind
to TIP proteins EB1 and APC to help stabilize microtubules against cold and dilution-induced
disassembly [80]. Formin family proteins are associated with the actin cytoskeleton and have
roles in cell polarization and cytokinesis. Moreover, Formins INF2 and MDia1 also bind to
microtubules [81]. Also, the Myosin10, which plays an important role during meiosis, plays a
role integrating the F-actin and microtubules [82].

Microtubule end-trackers - There are specific proteins that bind to growing ends of the
microtubules and have a significant impact tracking the ends that represent the state of a microtubule and the position of its ends. These proteins can be categorized into plus-end trackers and
minus-end trackers. Moreover, some of them promote polymerization and depolymerization of
microtubules.
Plus-end tip trackers (+TIP): - The end binding protein 1 (EB1) is the most studied plus-end
binder. Although in vitro studies show that EB1 can bind to minus ends, too, that indicates it
generally binds to growing ends. Some other plus-end binders that promote polymerization
include XMAP215, CLASP, CLIP170, and their relatives. On the other hand, kinesin13 family
proteins, plus-end binders, depolymerize microtubules [83, 84]. It has also been found the ‘the
master +TIP’ EB1 promotes binding of other ’+TIP’ proteins to the plus-end. By this mechanism,
they form a network of a localized interacting cluster of proteins that are thought to regulate tip
dynamics and signaling pathways and microtubule integration with other components of the cell
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[83, 84].
Minus-end tip trackers: Although there are not many minus-end trackers, EB1 and some
CAMSAPs are shown to track minus ends of microtubules. The CAMSAPs are known to cap
minus-ends as discussed earlier in the capping section [9, 84]

1.4

MAP65/PRC1/Ase1 family proteins

To make stable higher-order structures such as MT arrays or generate forces in a certain direction
in cells, microtubules form bundles via active and passive MAPs. The evolutionarily conserved
proteins from MAP65/PRC1/Ase1 family form bundles via crosslinking without consuming
energy from ATP molecules. This family of crosslinkers has been found in the mitotic spindle
midzone in metaphase, anaphase, telophase, and cytokinesis [66, 85]. The MAP65-1 (MAP65
in this thesis) is a crosslinker in plants that has homologs, PRC1 [86] in mammalian cells, and
Ase1 [87] in yeast cells.
MAP65-1 (MAP65) from plant Arabidopsis thaliana, AtMAP65-1 out of nine MAP65
members [88], is a 65 kDa that binds microtubules in vitro and in cells to form bundles. MAP651 is found during interphase, at the midzone of the anaphase spindle and the midline of the
cytokinetic phragmoplast (Fig. 1.4(i)) [89]. In vitro studies show that MT-MAP65 bundles
reduce microtubule rigidity or stiffness and promote sharp bending deformations. This change
in mechanical properties plays a role in complex MT arrays [50].
Electron microscopy studies of microtubule bundles with MAP65 reveal that MAP65 forms
cross-bridges between two microtubules with a gap ⇠ 25 nm to 40 nm, which is relatively large
(Fig. 1.4(ii)) [89–91]. Further, it is shown that MAP65 homo-dimerizes in the cross-bridge.
More specifically, the N-terminal 1-339 of one molecule binds to C-terminal 340-494 residues
of the other molecule [91] to for a MAP65 dimer that fills the gap between bundles. Calculations
based on the 3D model indeed predict that the length of MAP65 rod domain is indeed ⇠ 25 nm
(⇠ 14nm for 1–339 residues and 11nm for 340–494 residues). Moreover, the angle between
MAP65 rod domain and microtubule axis is measured to be ⇠ 60o by Cryo-EM images (Fig.
1.4(ii)) [92]. Interestingly, a similar number has been reported for PRC1 [64].
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Fig. 1.4 (i) The localization of MAP65-1 (AtMAP65-1) in the spindle of Arabidopsis thaliana
culture cells in three different phases of the cell cycle, metaphase, anaphase, and telophase
(adapted from [89]). Tubulin (green), AtMAP65-1 (red), and DNA (blue) channels are shown.
The scale bars are 10 µm. (ii) Cryo-EM images of microtubules-AtMAP65-1 bundles. The
MAP65 cross-bridges two microtubules separated by distance ⇠ 40 nm with an angle 60o . (1)
and (2) represents two microtubules (adapted from [92])
The C-terminal amino acid residues 495-587 are predicted to be disordered. In addition to
the fact that the microtubule-binding domain exists in this region, this region plays a role in
bundling, and cross-bridging microtubules as comparisons to MAP65-2 and MAP65-6 shows
[91]. MAP65s are not randomly distributed inside the bundle but follow a ⇠ 34 nm axial repeat
pattern for carrot MAP65 [90]. It is suggested that the disordered tail can play a role here.
The MAP65 is a transient anti-parallel crosslinker that binds and unbinds to microtubules
with fluctuations. The microtubule-binding studies show a comparatively low affinity KD ⇠
1.2 µM (short dwell time on microtubule) [65]. The microtubule-binding domain in MAP65
is responsible for the directional preference to the polar filament, such as the microtubule.
In contrast to Ase1 and PRC1, MAP65 binds to microtubules as monomers [65, 92]. The
encounter angle-dependent binding of microtubules suggests that the MAP65 rod domains
off the microtubule surface are conformationally flexible and preferentially dimerizes in an
angle-dependent manner [65, 92].
A tubulin-binding activity study of MAP65 shows that MAP65 binds to tubulin dimers, more
specifically to the a-tubulin, and promotes tubulin polymerization and assembly [93]. This is
not general in the case of MAPs, as several MAPs do not bind to dimers and may not promote
microtubule polymerization independently. MAP65 is shown to enhance microtubule nucleation,
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decrease the critical concentration of tubulin, and promote microtubule polymerization. MAP65
bundles are shown to be resistant to cold and dilute induced microtubule polymerization [93, 94].
Although, a report previous to this study suggests that MAP65 does not promote microtubule
polymerization and does not stabilize microtubules under cold-induced stress [89]. Moreover,
another study shows that the MT-MAP65 bundles inhibit depolymerization, sustain elongation
phases, and co-ordinated growth [95].

1.5

Outline

In this thesis, I explore self-organized microtubule patterns formed by passive forces, an
alternative mechanism of entropic origin that does not depend on nucleotide hydrolysis. I have
used a bottom-up in vitro technique combined with light microscopy and protein biochemistry to
study and understand this system. I used GMPcPP microtubules throughout these experiments
to block dynamic instability and stabilize the microtubules. The only dynamic component in the
system is microtubule polymerization.
With this overarching idea, Chapter 2 begins with studying 2D microtubule ‘fan-like’ patterns on the surface. I try to quantify the length scale in these patterns. First, I report how
tubulin concentration controls microtubule length, which affects the pattern length scales via
nucleation. In my experiments, I have used crowding agents to push microtubules on the surface
and mimic the cell-like viscous environment. Studies show that these crowding agents form
microtubule bundles via depletion interaction. Here, I show that crowders influence nucleation
and polymerization of the microtubule hence controlling the length scale of the pattern. Further,
I mimic ‘fan-like’ patterns using Cytosim, an open-source package by the Nedelec group [96],
and find the dependence of filament length and viscosity on these patterns. The experimental
images and Cytosim images are analyzed in moment analysis and autocorrelation analysis.
Finally, I connect these two ways of analysis via a scaling law.
In Chapter 3, I discuss microtubule tactoids, a spindle-shaped bundle reminiscent of the
mitotic spindle. The tactoid phase appears in our system due to the addition of MAP65 with
nucleating microtubules. Tactoids are very common in liquid crystal literature, so I use liquid
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crystal terminologies to describe the microtubule tactoid. I quantify and analyze the tactoid
shape, growth dynamics, microtubule orientation, and liquidity inside the tactoids. I find that
the microtubule tactoids are homogeneous jammed solid-like tactoids with very sharp features.
Surprisingly, I find that these jammed microtubule tactoids are width-limited instead of actin
tactoids. To understand that, I explore if surface and crowders affect tactoid geometry. I find
that tactoid characteristics vary minutely with crowders. Furthermore, I discuss why these
microtubule tactoids are different and what should be our next steps in achieving a step closer to
mitotic spindle-like assemblies.
It has been reported earlier that MAP65 stabilizes microtubules via bundling, which reduces
the catastrophe rate. Although it has been reported earlier that MAP65 could be a possible
nucleator of microtubules, the mechanisms are still unknown. In the next chapter, I shed
some light on a probable mechanism of microtubule nucleation by MAP65. In Chapter 4, I
show that in tubulin polymerization buffer, MAP65 forms condensates via liquid-liquid phase
separation (LLPS) in vitro that show liquid-like properties via fusion processes. First, I quantify
the effect of MAP65 concentration, salt concentration, and temperature on these condensates.
Studies show that proteins’ low complexity domain (LCD) helps form condensates via transient
multivalent interactions. I extend my study to PRC1 to confirm that LCD is responsible for
condensates. Then, I quantify the surface tension and viscosity of MAP65 condensates via fusion
processes. I further show that MAP65 condensates age over time with FRAP experiments, and
the aging timescale is in hours. Besides, I fit my experimental data with an empirical model to
quantify timescales, intermediate shapes, surface area change, and curvature smoothing during
a fusion process. Finally, I show that astral pattern microtubules can be formed from MAP65
condensates. I discuss that concentrating tubulin into condensates to nucleate the microtubule is
the mechanism behind local microtubule nucleation by MAP65. The exact mechanism has been
reported for MAP tau and many actin regulatory proteins.
Finally, in Chapter 5, I conclude my thesis with implications of these results, next possible
experiments, and future outlook in this field.
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Chapter 2
Microtubule patterns on a surface without
MAP65
This chapter is based on already published papers from Ross lab. The first article, “Selforganization of spindle-like microtubule structures”[97] was published in Soft Matter in 2019.
The second article, “Crowder and surface effects on self-organization of microtubules” [98]
was published in Physical Review E in 2021. I performed experiments, data analysis, and edits
for the first paper. For the second paper, I performed experiments and data analysis, wrote the
draft with Jenny, edited the manuscript, and added valuable comments from my co-authors.
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2.1

Introduction

Network remodeling is essential for a cell to support a three-dimensional shape. Building a
structure inside a cell requires chemical energy harnessing from nucleotides such as ATP or
GTP. Most essential active components in a microtubule cytoskeleton, (1) motor transport and
(2) dynamic instability, depend on nucleotide hydrolysis to drive the system out of equilibrium.
Apart from the active force generating mechanism, an alternative force generating mechanism
of entropic origin plays an essential role in the self-organization of microtubules [99]. These
forces harness the thermal energy of the system and maximize entropy to reach equilibrium. In
a striking difference, while the active forces try to drive the system out of equilibrium, these
passive entropic forces are equilibrium forces that try to settle the system in equilibrium.

2.1.1

Depletion forces by crowders

The environment inside a cell is very crowded, where 20-30% of the volume is occupied by
proteins and other macromolecules. This high volume fraction gives rise to a force with the
entropic origin known as ‘depletion force.’ I have used large polymers in their dilute limit to
mimic the crowded cell-like environment. These large ‘inert’ polymers increase the overall
concentration and viscosity of the solution and push microtubules onto the surface. Due to
their role in the system, they are called various names: depletion agents, crowding agents, or
crowders.
Depletion force was first explained as an entropic force by Asakura and Oosawa in a model
to describe colloidal particles [100]. The depletion force concept is frequently used in the
soft matter community to describe colloidal particle systems, polymer mixes, micelles, etc.
Microtubule bundle formation via depletion forces in the presence of PEG has been reported
earlier [101–104]. Moreover, pairwise interaction between two microtubule filaments interacting
via depletion forces has been measured by optical trap experiment [101].
The rise of depletion interaction in a crowded system goes as follows: In dilute concentration
limit, the crowders state is described as a ‘blob’ shape with a defined length scale which is called
the radius of gyration, RG . The crowders constantly bombard the microtubules from all directions
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Fig. 2.1 The mechanism behind depletion interaction: (a) The globule polymer (light gray balls)
centers only have access to a certain radial distance from microtubule (green) centers as shown
in a cross-sectional view. The excluded volumes for polymers are shown in light brown color. (b)
To explore more space, polymers try to reduce the excluded volume available to polymers and
push two microtubules closer, eventually giving rise to an effective, attractive force of entropic
origin, depletion force.
due to Brownian motion. In the hard-sphere approximation, due to the finite size of the crowders,
the center of the crowders is excluded from a cylindrical volume around the microtubules (Fig.
2.1(a)). When two microtubules come close enough, the excluded volume to crowders overlaps
(Fig. 2.1(b)) reduces the overall volume that is available to crowders. The crowder molecules
use this strategy to minimize the excluded volume that effectively creates an attractive force
between the microtubules. This entropic force is also shown to minimize microtubule overlap
via sliding and contraction [99]. This way, crowders maximize their configurational entropy and
give rise to a directional force, depletion force to bundle microtubules. Interestingly, similar
to hydrophobic interactions, depletion forces minimize the surface area of the microtubules
exposed to the solvent.
Depletion forces have been demonstrated to play a significant role in semi-flexible biopolymers like actin and DNA too. For example, studies have shown that the actin-bundling and
loop formation [105], larger nuclear body and membrane-bound component creation, genome
looping, and heterochromatin formation are linked to depletion effects [106].
In this chapter, I will discuss how depletion force exerted by large polymers or crowding
agents influences microtubule pattern formation on the surface. For an elongated structure
such as a microtubule, the filament aspect ratio naturally plays a vital role in determining the
final self-organized pattern and dynamics. Also, I have studied the role of surface properties in
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facilitating the movement of the filaments that make filament bundles. The experimental details
can be found in the Appendix 2.8.

2.2

Analysis methods

Self-organized fan-like microtubule patterns on polymer brush surfaces were quantified using
ImageJ and custom scripts in MATLAB. I looked into these patterns in two ways after initial
processing, (1) Domain size distributions and the moments (2) Pair auto-correlation analysis.
For initial conversion, first, I smoothed the raw grayscale images two times to reduce noise and
pixelated regions (Fig. 2.2(a)). Next, I employed the OrientationJ plug-in of ImageJ to create
a color-coded map, where the color indicates the directionality of microtubule or microtubule
bundles (Fig. 2.2(b)). I chose to use 5⇥5 Gaussian window with cubic spline to make these
color maps with color saturation and brightness constant. In this scheme, the color range [0,255]
represents [0, p] in orientation. The [0, p] range was divided into four ranges each containing
p/4 orientation range that translates to having four color regions, [0,63], [64,127], [128,191],
[192,255]. This color map was used to make domains with different colors (Fig. 2.2(c)) that
signify the same orientation in the range. Each of these four ranges made a binary image after
color thresholding which is our region of interest for further analysis (Fig. 2.2(e)). I denoted
each binary image as m = 1, 2, 3, 4, corresponding to specific orientation maps. In each binary
image, white domains are the region of interest, and the rest of the domains are in black. So,
each pixel (x,y) in the original image is part of one of the m-type domains or clusters. Each
binary image was analyzed using moment analysis and spatial autocorrelation function analysis.

2.2.1

Domain size distribution

MATLAB has a strong image analysis toolkit to measure object properties in an image. I used
MATLAB’s built-in analysis tool for region properties (regionprops) to extract domain numbers
and sizes from the binary image. I defined the domain size distribution,

ns =
19

L
L2

(2.1)

(a)

(b)

(d)

(c)

(e)
color code

Fig. 2.2 Orientation analysis of fan-like patterns on polymer brush surface. (a) Raw grayscale
image in a fire look-up table in ImageJ. (b) The same image is color-coded according to the
orientation of the microtubule bundles. Color code is shown on the far right. (c) Orientation
domains or regions are selected according to the color coding. (d) Out of four-color domains,
specific color domains are selected and colored in black. (e) A binary image is generated
choosing the specific color range domains in white and all other domains in black.
where L is the size of our system or window size, and L is the number of domains with the area,
s, within a window of size, L2 . The values of L for experiment and Cytosim simulations are
55.3 µm and 50 µm respectively, so this rescaling was used for comparisons. The average of ns
overall binary images produce ns , which was used to compare between different data sets.
The 0th moment of the ns distribution is the number of m-type domains in an binary image,
defined as:
N=

smax

Â

s=smin

ns

(2.2)

The 1st moment of the ns distribution defines the probability of m-type domains appearing in an
image as:
p=

smax

Â

s=smin

sns

(2.3)

Since we quantized our continuous rotation symmetry to four values, we should expect p ⇠ 0.25.
The average domain size hsi in an image of window size L2 is defined by
max
s2 ns
Âss=s
min
hsi =
p

(2.4)

Here values of smin and smax are 1 µm2 and 2500 µm2 , respectively. The value of smin was set
by the binning size, which is 1 µm2 .
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2.2.2

Auto-correlation function

Another way of quantifying the fan-like patterns to obtain spatial properties is spatial autocorrelation analysis. A correlation length can be obtained from the autocorrelation analysis, which is
a characteristic scale for these patterns. On binary images, the spatial autocorrelation function
was calculated using the Fast Fourier Transform (FFT) [107] according to Weiner-Khinchin
theorem:
G(r) =

1 (|F(I)|2 )

F

r 2 M(r)

(2.5)

where F(I) is the FFT of a binarized image, I, |F(I)|2 is the power spectrum of the FFT of
I, and F

1 (I)

is the inverse FFT of I. The images I were padded with additional boundary

pixels to avoid periodic nature of FFT [108]. Additional 200 pixels (experiment) or 300 pixels
(Cytosim) were chosen accordingly to be consistent with the rescaling. In the denominator, r is
the intensity per unit area in the image. Since the image is binarized, r exists between 0 and 1.
The form of M(r) = F

1 (|F(W )|2 ),

where W is the window function used for normalization as

described in [108]. Specifically, W is an image of the same size as I (with padding) where all
pixels were set to white (intensity equals 1). G(r) was averaged in the azimuthal direction to
give g̃(r) = 1 + Ag(r), where A is the amplitude. For each binary image, g(r) was fitted with a
sum of two exponentials y(r) = ae

br + ce dr .

In order to find a single correlation length, x ,

we determined the value of the radius where y(x ) = 0.37, using the best fitted equations. For
each experimental parameter, g(r) and x were averaged over several independent images to give
g(r) and x respectively which were used to compare between data sets.

2.3

Two-dimensional fan-like patterns with increasing tubulin
concentration

In a cell, many microtubule regulatory proteins maintain microtubule dynamics with length
controlling, bundling, and severing, like ‘cellular lego,’ as discussed in Chapter 1 introduction. In
broad classification, there are two ways microtubules can nucleate in a cell, templated nucleation
and non-templated nucleation. In the case of templated nucleation g-tubulin ring complexes
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(gTuRC) and severed microtubule ’seeds’ after katanin, spastin activation incorporates free
tubulin into the template to grow microtubules. On the other hand, microtubule polymerase
XMAP215 family proteins, or suppressors of microtubule dynamics TPX2, CAMSAP, and
CLASPs can influence nucleation by enhancing lateral or longitudinal contacts [63].
Without sophisticated protein machinery, microtubules filaments can form from monomers if
the tubulin concentration is above a critical concentration in an appropriate buffer solution. This
spontaneous microtubule nucleation and polymerization trick is used in vitro. Since microtubules
do not have easy length modifying or capping proteins, their filament length control is dependent
on modifying their nucleation and dynamics. In vitro systems contain small molecules such as
paclitaxel (taxol) to stabilize microtubules, GTP, or GMPcPP to help polymerize and exploit
nucleation and polymerization dynamics to get the intended length. Dynamic instability can
be avoided if, instead of taxol-GTP, a slowly hydrolyzable analog of GTP, GMPcPP, is used to
keep the stabilized cap in place.

2.3.1

Microtubule length measurements

In addition to blocking the dynamic instability, GMPcPP reduces critical concentration for
microtubule nucleation. Thus, GMPcPP polymerization creates many shorter filaments than
GTP polymerized microtubules as most of the tubulin dimers are already in the filaments.
We used this strategy to get different microtubule filament lengths by varying initial tubulin
dimer concentrations. Specifically, a higher concentration of initial tubulin contribution to
more nucleating centers compared to lower tubulin concentration dictates the final length of the
filaments (Fig. 2.3(a)). After creating the microtubules at 37 oC, we diluted the mix into 0.5–1.0
µM to observe the individual microtubules under fluorescence microscopy and measure their
contour length.
We quantified the microtubule length by Cumulative distribution function (CDF) which
show log-normal pattern, a very typical pattern for microtubule kinetics. As the concentration
of GMPcPP-tubulin was increased, the CDF showed a sharp distribution in microtubule length.
The CDF was fitted with,
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Fig. 2.3 (a) Example tubulin concentrations were polymerized in the presence of GMPCPP:
15.5 µM (n = 162, pink), 46.4 µM (n = 101, blue), 54.5 µM (n = 127, green), and compared
to 45.5 µM tubulin polymerized with GTP (n = 403, gray). Cumulative distribution functions
(CDF) of lengths are log-normally distributed for all experiments. CDFs were fit to Eq. (2.6)
to obtain fit parameters. (b) Using the median lengths determined from the fits to the CDFs
(squares), and plotting as a function of tubulin concentration revealed a linear dependence on
microtubule length with GMPCPP (blue squares, gray fit line, Table 2.5. GTP-microtubules
(pink squares) are outside the linear dependence.

CDF = 0.5 + 0.5er f

⇣ ln(l) µ ⌘
p
2s

(2.6)

where er f is the error function, the µ, and s are the mean and standard deviation. Finally,
we computed median length, lc from these fits that correspond to each tubulin concentration.
We experimented with five different tubulin concentrations: 13.6 µM, 15.5 µM, 45.5 µM,
46.4 µM, and 54.5 µM in separate containers at 37 oC to establish the empirical relationship
between tubulin concentration and microtubule contour length (Fig. 2.3(b), Table 2.5). The
clear linear relationship between these two gives an estimated microtubule length for a given
tubulin concentration and serves as a template for our next experiments. As a control, we also
polymerized microtubules using our typical assembly methods: polymerizing 45.5 µM in the
presence of 1 mM GTP at 37 oC and stabilizing with taxol. This method generated longer
microtubules than GMPcPP-stabilized microtubules.
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2.3.2

Pattern Analysis

In order to examine pattern formation mechanisms on the surface, I grew microtubules with a
given tubulin concentration on the polymer brush surface in the presence of a crowding agent
(Appendix 2.8). Interestingly, the emerged fan-like surface patterns showed a length scale
dependence qualitatively as we changed tubulin concentration (Fig.2.4(a)). This indicates that
the length of microtubules is controlled by spontaneous nucleation of filaments in the early
conditions in the chamber. Defined domains of the same orientated microtubule bundles seem
to increase in size for lower tubulin concentration. We scanned through three different initial
tubulin concentration 13.6 µM, 54.5 µM, and 70 µM in presence of 88 kDa MC crowder to
form patterns on surface [97]. For, [TUB] = 13.6 µM, 54.5 µM, 70 µM microtubule median
contour lengths were 6.25 µm, 2.5 µm, 1.1 µm, respectively. The important point is that in
fan-like patterns, we observed and measured microtubule bundles, not individual microtubules.
In that case, bundle lengths could be very different from individual microtubules because, in
bundles, microtubules are lateral contacting each other, which made them longer comparatively.
That’s why I chose two characteristic length scales to analyze these fan-like patterns using
previously described domain size analysis and autocorrelation analysis. These two analyses
connect characteristic length and area via scaling, as we will see later.
Average domain size distribution shows power-law-like behavior for almost all of the tubulin
concentrations when plotted in log-log scale (Fig.2.4(b)). Here the average is taken over all the
binary images. There is an indiscernible crossover in these distributions, which I will discuss in
detail in later sections. The Kolmogorov-Smirnov statistical tests (KS-tests) show that the area
distributions are distinct from one another, rejecting the null hypothesis at the 5% significance
level (Table 2.6). I calculated the second moment of the distribution in each binary image using
Eq. (2.4), then averaged it overall binary images, which becomes the average domain size hsi
shown in Table 2.1. The average domain size decreases with increasing tubulin concentration
(decreasing contour length) (Table 2.1) [97].
Additionally, I performed the correlation length analysis on the binary images using Eq. (2.5)
to seek quantification characterizing the length. The radially averaged auto-correlation function
decays exponentially at different correlation lengths as shown in Fig. 2.4(b)-inset). Each binary
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Fig. 2.4 (a) Representative raw images of fan-like pattern for three different tubulin concentrations 13.6 µM, 54.5 µM, and 70 µM (b) Average domain size distribution ns for different
concentrations of tubulin with the MC 88 kDa crowder (n 4) for 70 µM (blue squares), 54.5
µM (red squares), and 13.6 µM (yellow squares). (c) Radially averaged mean auto correlation
function, g(r) plots. Lines represent average over all data, g(r), and shaded region represents
standard deviation of that average. Different concentrations of tubulin with MC 88 kDa crowder
(n 4) for 70 µM (blue line), 54.5 µM (red line), and 13.6 µM (green line). Inset data shows
the mean correlation length x with standard deviation (error bars) for 70 µM (blue bar), 54.5
µM (red bar), and 13.6 µM (green bar). Raw data and images are adapted from [97, 98].)
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Table 2.1 Fan-like pattern data characteristics
Configuration

[TUB]
= 13.6 µM
88 kDa
MC
f = 0.75

8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG
13.6 µM
54.5 µM
70 µM
2 µm
4 µm
6 µm
8 µm

hsi(µm2 )
mean ± SD
217.8 ± 144.7
245.7 ± 163.9
294.4 ± 195.0
208.4 ± 129.9
294.4 ± 195.0
134.0 ± 72.7
93.3 ± 51.8
37.3 ± 12.5
60.5 ± 23.2
108.3 ± 74.3
132.4 ± 65.8

x (µm)
mean ± SD
4.2 ± 1.4
4.3 ± 1.5
5.0 ± 2.0
3.9 ± 0.9
5.0 ± 2.0
2.7 ± 0.3
2.1 ± 0.5
1.2 ± 0.1
1.7 ± 0.2
2.4 ± 0.3
2.8 ± 0.5

image was processed before calculating the correlation function and correlation length. The
data were averaged over all binary images. As the tubulin concentration is increased, correlation
length in the fan-like pattern decreases the autocorrelation function (Table 2.1). Indeed, the KS
test results from correlation length distributions show that all the data are statistically distinct
from one another (Table 2.7).

2.4

Size and molecular weight of crowders in affecting fanlike patterns

2.4.1

Crowder characterization

To quantify crowder effects on the system, two types of crowders (methylcellulose and polyethylene glycol) were added to the mix, with different molecular weights and %(w/v) concentrations
to modulate the depletion forces. I only used dilute polymer solutions where polymers are hydrodynamically separated and cannot interact with each other. Once the concentration of polymer,
c, crosses the critical overlap concentration c⇤ , polymers become entangled and overlapped. In
the dilute regime c < c⇤ , these blob configurations are characterized by the radius of gyration
n , connects R with weight-average molecular weight M ,
Rg . A scaling relation, Rg = KR MW
g
W

where n is the Flory exponent, and KR is an empirical constant of proportionality. Similarly,
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the intrinsic viscosity,[h] = limc!0 hchh0 0 is related to MW by Mark-Howink-Sakurada(MHS)
a , where c is the solute concentration, a is MHS exponent, K is the
equation, [h] = Kh MW
h

empirical constant of proportionality, and h, h0 are the solution, solvent viscosity respectively.
Polynomial expression of osmotic pressure P is obtained via virial expansion in terms of molar
concentration C [109],

P = RT [C + aC2 + bC3 + ...]

(2.7)

where R is the universal gas constant, T is the temperature in K, and a and b are virial
coefficients. For low polymer concentration like our experiment, the lower bound can be well
estimated by setting P ⇠ CRT ignoring higher-order terms.
Table 2.2 Crowder characteristics
Crowders

8 kDa
PEG
KR (nm)
0.021 c
n
0.583 c
Kh (ml/g) 0.0488 b
a
0.66 b
Rg (nm) ⇠
4c
hre f (cP)
0.91
hexp (cP)
0.97
c⇤ % (w/v)
4.7
c% (w/v)
1
c in µM
1250
P ( mN2 ) >
3221
a
b
c

14 kDa 88 kDa 100 kDa
MC
MC
PEG
a
a
0.054
0.054
0.021c
0.576a 0.576a
0.583c
a
a
0.102
0.102
0.0064b
0.704a 0.704 a
0.82b
13 a
38 a
17c
0.85
1.13
0.93
0.96
2.13
0.98
1.21
0.33
0.72
0.12
0.15
0.25
85
17
25
219
43
64

ref. [110]
ref. [111]
ref. [112, 113]

For each polymer, the physical properties such as viscosity h, radius of gyration Rg , the
critical entanglement concentration c⇤ are estimated and shown in Table 2.2. Polyethylene
glycols (PEGs) are a highly soluble, linear, inert polymers, whereas methylcellulose (MCs)
are negatively charged, branched, polymers that strongly influence the macroscopic viscosity.
For MCs, our parameters were estimated from ref. [110]. The Rg and MW are insensitive to
temperature within the range 15 o C - 60 o C whereas h depends on temperature, and were
performed at 15 o C and MC concentrations of 0.03% (w/v) (dilute regime) in the referenced
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article [110]. For aqueous PEG solution at 35 o C, the viscosity parameters were estimated from
data in [111]. The Rg value and c⇤ =

MW
4
3N
pR
g A
3

, where NA is Avogadro’s number, were extrapolated

for our MW from [112, 113]. I estimated the viscosity, hre f from the given values of Kh and a
in the references [110]-[113]. In addition, since our experiments were performed at 37 o C to
enhance microtubule growth, we also measured the viscosity independently hexp in Table 2.2.

2.4.2

Pattern Analysis

As described earlier, we used crowding or depletion agents in our experimental chamber to
essentially limit our patterns in two dimensions on the surface of a coverslip. Also, these
polymers help microtubules make bundles as they interact with depletion force. Additionally,
these crowding agents are synthetic polymers used in many biochemical and biophysical systems
to increase the sample’s viscosity, which mimics the crowded intracellular environment. I have
used two types of polymers MC and PEG, with different molecular weights, sizes, and properties,
more specifically: 8 kDa Polyethylene glycol (8 kDa PEG), 14 kDa Methylcellulose (14 kDa
MC), 88 kDa Methylcellulose (88 kDa MC), and 100 kDa Polyethylene glycol (100 kDa PEG).
In the experimental mix final 1% (w/v) for 8 kDa PEG, 0.12% (w/v) for 14 kDa MC, 0.15%
(w/v) for 88 kDa MC, and 0.25% (w/v) for 100 kDa PEG is present. The details of these
parameters are discussed in Section 2.4.1.
When microtubules were allowed to nucleate and polymerize on polymer brush coated
surface in the presence of different crowding agents 8 kDa PEG, 14 kDa MC, 88 kD MC, and
100 kDa PEG with tubulin concentration [TUB] = 13.6 µM, they formed similar-looking fan-like
structures (Fig.2.5(a)). Quantitatively, we found that the average distributions of the domain
areas were all power laws (Fig.2.5(b)). We tested the distributions using the KS test and found
that distribution for 8 kDa MC is significantly distinct from the rest of the distributions, rejecting
the null hypothesis at the 5% significance level (Table 2.8). We found 14 kDa MC and 100 kDa
PEG data to be statistically similar. The average domain size hsi for these images are different
from one another, although they have large error bars due to “critical-domain”-like behavior that
results in the power-law (Table 2.1).
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Fig. 2.5 (a) Representative raw images of fan-like pattern for four different crowding agents,
8 kDa PEG, 14 kDa MC, 88 kD MC, and 100 kDa PEG with [TUB] = 13.6 µM. (b) Average
domain size distribution ns for different crowders with 13.6 µM tubulin (n 18) for 8 kDa PEG
(blue squares), 14 kDa MC (red squares), 88 kD MC (yellow squares), and 100 kDa PEG (purple
squares). (c) Radially averaged mean auto correlation function, g(r) plots. Lines represent
average over all data, g(r), and shaded region represents standard deviation of that average.
Different crowders with 13.6 µM tubulin (n 18) for 8 kDa PEG (blue line), 14 kDa MC (red
lines), 88 kD MC (green line), and 100 kDa PEG (purple lines). Inset data shows the mean
correlation length x with standard deviation (error bars) for 8 kDa PEG (blue bar), 14 kDa MC
(red bar), 88 kD MC (green bar), and 100 kDa PEG (purple bar)
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We analyzed the binary images from the fan-like patterns in the presence of different
crowders with correlation function analysis. Radially averaged auto-correlation function g(r)
and correlation length x were determined for each binary image. Then, they were averaged over
all binary images to get g(r) and x (Fig.2.5(c)-inset). The correlation length measurement data
are presented in Table 2.1. When we performed the KS tests on the distribution of the correlation
lengths, x , we found that the data are not statistically distinct for 8 kDa PEG, 14 kDa MC, and
100 kDa PEG, but the 88 kDa MC x values are statistically different from the rest (Table 2.9).

2.4.3

Kinetic measurements

The raw images and correlation measurements for fan-like patterns with different crowders
show subtle differences in length scales. To understand whether crowders are responsible for
these differences, I studied the kinetics of tubulin polymerization in the presence of crowding
agents via studying absorbance measurements at l = 350nm, A350 . I used a flat-bottom 96well plate (Fisher) with experimental assay mix is placed in the microplate reader SpectraMax
i3 (Molecular Devices) at 37 o C temperature to induce polymerization. I had six different
experimental configurations: 1) negative control sample, to normalize our data, contains PEM80 buffer, DTT, oxygen scavenger, glucose, and tubulin with final concentration 13.6 µM but
no nucleotide to initiate nucleation and growth of microtubules, 2) positive control had the
same reagents as the blank with GMPcPP added to induce microtubule polymerization, 3)
experimental tests with same reagents as the positive control including a) 1% (w/v) for 8 kDa
PEG, b) 0.12% (w/v) for 14 kDa MC, c) 0.15% (w/v) for 88 kDa MC, and d) 0.25% (w/v) for
100 kDa PEG.
Each curve was normalized to their average final and initial absorbance values and fit to the
Boltzmann sigmoid equation [114],
y=a

b
1 + exp

t t0
t

(2.8)

where a is the scaled final absorbance value (a ⇠ 1 after normalizing), b is the difference between
scaled final and initial absorbance value (b ⇠ 1 after normalizing), t0 is the inflection point,
30

(i)

0.2

Anorm
350

A350

0.3

0.1
0
0

1000 2000 3000
Time (sec)

1.2
1
0.8
0.6
0.4
0.2
0
-0.2

(iii)

200
100

0

1000 2000 3000
Time (sec)

(iv)
1200
t lag (sec)

(sec)

300

(ii)

0

800
400
0

No crowder
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

Fig. 2.6 Kinetics of polymerization for 13.6 µM tubulin: (i) Absorbance A350 data plotted vs.
time for no crowder (yellow), 8 kDa PEG (blue), 14 kDa MC (orange), 88 kDa MC (green),
and 100 kDa PEG (magenta) with same polymer concentrations used in pattern formation
experiments. The shaded regions are the standard deviation resulting from three independent
measurements for each configuration (n=3) using MATLAB. (ii) Normalized absorbance data
plotted vs. time no crowder (yellow diamonds), 8 kDa PEG (blue squares), 14 kDa MC (orange
upright triangles), 88 kDa MC (green, right pointing triangles), and 100 kDa PEG (magenta left
pointing triangles) and fit with Boltzmann sigmoid equation (Eq. 2.8, displayed as same color
lines) (Table 2.3). (iii) Characteristic time t is shown in bar plot for the given configurations.
Error bars represent 95% confidence interval for the fit parameter. (iv) Lag time tlag , calculated
from t, shown as bar plot for each configuration. Error bars calculated from 95% confidence
interval from the fit.
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and t is the characteristic time scale the signifies the flatness of the curve. The kinetics of
the polymerization process can be captured in two parameters, the lag time for nucleation
tlag = t0

2t and the t itself.

Prior experiments on tubulin nucleation and growth used a turbidity method. They showed
that the formation of microtubules was proportional to the PEG concentration for a fixed
molecular weight of PEG molecules [115]. Specifically, higher concentrations of PEG increased
the microtubule association constant, Ka , a determinant of microtubule growth, and reduced
the lag time for nucleation. A second study showed that the Ka also increased as the PEG size
increased [116].
We noticed that the correlation lengths and the average domain sizes appear to be higher
for MC molecules than for PEG molecules (Fig. 2.5, Table 2.1). This would imply that PEG
molecules could be better at enhancing nucleation and growth of microtubules than MC polymers
at the concentrations we use in our study. In absorbance data, first, we compared the raw data
without normalization and found that the maximum absorbance depended on the crowding agent
used (Fig. 2.6(i)). Typically, the maximum turbidity signal would correlate to the total polymer
mass, but there is likely enhanced absorbance due to bundling in addition to the increased
polymer mass.
Table 2.3 Normalized absorbance data fit parameters from turbidity measurement, using eq.
(2.8) (Fig. 2.6(ii))
a1
Tubulin
0.994
±0.007
8 kDa
0.991
±0.009
14 kDa
0.989
±0.008
88 kDa
0.984
±0.008
100 kDa 0.984
±0.008

b1
t0 (s)1
1.05
1266
±0.03 ±24
1.10
751.4
±0.04 ±20.4
1.01
1664
±0.01 ±10
1.01
1377
±0.01 ±12
1.01
1093
±0.02 ±13

t(s)1 R-squared
284.7
0.9952
±22.2
193.9
0.9949
±16.1
228.1
0.9986
±9.8
252.8
0.9985
±10.9
184.1
0.9973
±11.3

To quantify the nucleation and growth time scales in these data, we normalized the data to
start at 0 and become maximum at one. We fit the normalized data with a Boltzmann sigmoid
equation (2.8) (Fig. 2.6(ii)). From the fit parameters, we found the characteristic timescale for
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growth, t, varies with crowders (Fig. 2.6(iii)). If t is small, starting from nascent oligomers, it
takes less time to polymerize filaments, which will generate more microtubules of shorter length
on average. All of the crowders shorten t, hence helping polymerize the filament network faster
as a whole. Interestingly, we saw the same pattern for the characteristic growth time that we
observed and for the correlation length in the inset of Fig. 2.5(c) inset. The similarities between
these data imply that the crowders are changing the nucleation and growth kinetics resulting in
the modest final pattern length scale changes we observe.
From the turbidity data, we can also quantify the lag time for nucleation (Fig. 2.6(iv)). It
appears that the PEG molecules, specifically the 8 kDa PEG, help enhance nucleation by reducing
the lag time while the MC polymers delay nucleation compared to the positive control with no
crowders. One biochemical difference between PEG and MC is that MC is charged. Perhaps
this charge could be causing interactions with the tubulin dimers to interfere with binding.
Future, systematic experiments exploring different polymers with various charges, molecular
weights, and concentrations may reveal more information about how polymer characteristics
affect microtubule nucleation and growth.

2.5

Surface effects on fan-like patterns

To understand the role of the surface in creating fan-like patterns, I further used a different
surface coating. I replaced the polymer brush surface with a lipid bilayer with the intention that
it would further fluidize the surface. Although sometimes I could create fan-like patterns on the
lipid surface, the patterns were not as reproducible as those observed on polymer surfaces. More
often, I observed overlapped bundles and less locally aligned structures, more like isotropic
arrangements of bundles on top of each other, in the presence of the lipid bilayer (Fig. 2.7(i)).
These patterns indicate that microtubules are interacting to the surface strongly and somehow
unable to generate aligning forces to create fan-like patterns.
Further, I directly observed microtubules nucleating and growing on the surface to determine
why the patterns are different (Fig. 2.7(ii)). When we examined the dynamics of the microtubules
forming on the lipid bilayer surfaces, we often observed in the initial stage, microtubules did not
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Fig. 2.7 (i) Two-color image shows the lipid bilayer (561 nm, red) and the disorganized
microtubule pattern 488 nm, green). Scale bar is 20 µm for both images. (ii) Timeseries of the
organization on lipid surface in the presence of 88 kDa MC. Scale bar is 20 µm for all images.
(iii) Fluorescent recovery after photobleaching of fluorescent lipid bilayer surface demonstrates
a fluid. Fluorescence intensity recovers 70% after 180 seconds. The shaded region indicates the
standard deviation of multiple measurements (n=6). Representative images inset to demonstrate
recovery. Scale bar is 10 µm.
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show translation and rotational motion. They grew with time by keeping their orientation fixed
to overlap or crossover each other to make the pattern less aligned. This is surprising since the
lipid bilayer should behave like a 2D fluid. We monitored the fluidity of the lipid bilayer using
fluorescence recovery after photobleaching on a fluorescent lipid bilayer (Fig. 2.7(iii)). We saw
the recovery of the lipid fluorescence, as expected for a fluid surface. It is possible that the lack
of mobility can be due to the interaction with the lipid surface, disrupted depletion giving access
to z-dimension. The patterns do not depend on the crowding agent used. So, the interaction
between microtubules and the surface plays a role in determining whether fan-like structures
could be formed and appeared to be more influential than the specific crowding agent.

2.6

Making similar patterns in Cytosim

Cytosim is an open-source cytoskeletal filament simulating package hosted and written by the
Nedelec group. It implements fiber dynamics by solving the Langevin equation by implicit
integration scheme. Moreover, it incorporates fiber properties such as bending elasticity, fiberfiber interactions, and external force fields, too [96]. I used Cytosim in this project to recapitulate
fan-like patterns using agent-based modeling.
Parameters used for the simulation are given in Table 2.4. I chose the total filament length to
represent the experimental concentration, which is controlled by the packing fraction f [117].
The final total filament length can be thought of as if we add up the lengths of all the filaments
in the final image that should be it. The packing fraction is,
f =

2Rs
ltotal
L2

(2.9)

where L is the window size in the simulation, Rs is the steric radius of the fiber, and ltotal is
the final total filament length. For same packing fraction, f , final total filament length ltotal is
fixed. Filaments grow until the final total filament length, ltotal is exhausted, and they reach
a prescribed final mean filament length, lc . Thus, the final total contour length, ltotal = Nlc
is defined by the final mean filament length, lc and the number of initial microtubule seeds,
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N. Filaments are allowed to grow from seed with an initial length of 0.02 µm with an initial
growing speed of 30 nm/s [9].
Simulations ran long enough for the filaments to reach their prescribed final total filament
length. Simulated filaments did not perform dynamic instability because we set the catastrophe
rate to zero. This was done because experiments used GMPcPP, the slowly hydrolyzable analog
of GTP, that virtually eliminated the catastrophe rate [38]. Since dynamic instability was
blocked in our simulation, filaments only grew, and the growth curve flattened as they reached a
steady-state using this relationship:
✓
vi = v0 1

ltotal,i
ltotal

◆

(2.10)

where vi is the instantaneous growth speed, v0 is the initial growth speed, listed in Table
2.4, ltotal,i is the instantaneous total filament length in the simulation, and ltotal is the final total
filament length of the simulation, as described above. All simulations were run for 1600 sec to
allow the system to reach a steady state. The last frame was rendered as an image for analysis
identical to that performed for experimental images.
The effect of different polymer or crowders presence can be implemented by perturbing
parameters such as the initial number of seeds and the system’s viscosity. The initial number of
seeds determines the final filament length, lc . This strategy was implemented to recapitulate the
perturbation of filament nucleation and growth. Additionally, I have simulated the effects of
crowders via depletion forces in the model. To mimic an effective depletion force, two prior
papers [118, 119] in the literature have used a piece-wise function of repulsive and attractive
springs with force, F(r) = kr, where r is the distance from the center of the filament. The spring
constant depended on r as:
8
>
>
>
ks ,
if 0  r  Rs
>
>
>
<
k=
kd , if Rs  r  Rs + Rd
>
>
>
>
>
>
:0,
otherwise
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(2.11)

where ks is purely repulsive within the steric radius, Rs , and kd is attractive between the range Rs
and added depletion radius Rd to it. The best method to do this would be to use a Derjaguin like
approximation for Asakura–Oosawa depletion forces. Unfortunately, Cytosim does not have
this interaction type available.
Because our approximation is non-physical, depletion forces do not increase with increasing
distances, as the spring does; I sought to check if this depletion interaction was necessary.
We repeated the simulations without the attractive region of the piece-wise function, only the
repulsive interaction. When we did this, we found only small effects on the quantitative numbers
and no effects on the trends we observed [98].
Table 2.4 Cytosim parameters
Simulation parameters
Time step
Simulation time
Viscosity
Geometry (Periodic)
Packing fraction, f
Rigidity
Initial growth speed, v0
Catastrophe rate
Growing Force
Final total filament length, ltotal
Final mean filament length, lc
Filament segmentation
Initial filament length
Steric radius, Rs
Steric force strength, ks
Depletion radius, Rd
Depletion force strength, kd
a
b
c
d
e

2.6.1

Values
0.1 s
1600 s
0.0025-2.5 Ns/m2a,c,e
50⇥ 50 µm2 (2D)
0.5, 0.75, 1
20 pNµm2a
0.03 µm/sc,d
0 /s c,e
1.7 pN c
12500, 18750, 25000 µm
2, 4, 6, 8 µm
1µm a,b,c
0.02 µmb,c
0.05 µma,b,c
50 pN/µmc
0.03 µme
50 pN/µma

ref. [118]
ref. [117]
ref. [9]
ref. [120]
This study

Effects of final contour length and viscosity

To understand the mechanisms that control the patterns on lipid bilayer surfaces, we performed
simulations using Cytosim. Our experimental system is quasi-2D due to crowders, so we
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Fig. 2.8 Cytosim simulations of microtubule pattern organization (a) Time series of fan-like
microtubule pattern growth for parameters, f = 0.75, h = 2.5 Pa-s, lc = 6 µm with steric
interaction and depletion forces present. Filaments grow from initial small seeds until they
exhaust the total filament length. (b) The effect of viscosity on steady state patterns from left to
right: h = 0.0025, 0.025, 0.25, 2.5 Pa-s with f = 0.75, lc = 6 µm. Final patterns obtained at
higher viscosity values match experimental patterns qualitatively.
limited our Cytosim simulation space to 2D plus steric interactions (2D+S) [117]. As shown
in TABLE 2.2 the viscosity (dynamic) of the polymer solutions is ⇠ 0-3 cP (mPa-s) in our
experiments. In the simulations we varied the viscosity from 0.0025 to 2.5 Pa-s to determine if
the surface effects act as a viscosity parameter (Fig. 2.8(b)).
Although Cytosim was able to achieve similar fan-like patterns at higher viscosity values
(Fig. 2.8(a)), the dynamics of the pattern formation to reach a steady-state was distinct from
what we observed in experiments. The Cytosim viscosity value for achieving fan-like patterns
was 100-1000 fold higher (Table 2.2, Table 2.4) than the bulk viscosity measurement from the
experiments because we expected that the surface had an additional viscous drag. Indeed, a
recent paper from our lab measured the diffusion of single particles near the polymer brush
surface and found a 200x reduction in the diffusion coefficient [121].
Overall, the simulations could recapitulate the fan-like patterns we observed experimentally
on polymer brush surfaces, but the dynamics to achieve the pattern were not the same. For
experiments, nucleating and growing bundles were highly mobile on the surface. As they grew,
they rotated and settled into their final state. For simulations, high viscosities were needed
to achieve fan-like patterns. The nucleating and growing microtubules and bundles were not
mobile, and they only rotated upon meeting neighboring filaments. The experiments on lipid
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bilayer surfaces were not recapitulated well by simulations in the final state or the dynamics.
Interestingly, if I tried the simulations in Cytosim 3D with accessible space for filaments in the
z-direction, similar patterns emerged, capturing the non-aligning ‘stacking’ nature. This shows
that, in experiments, when filaments settle from the solution to the surface, surface mobility
plays a significant role in aligning them and incorporating them into the bundles.

2.6.2

Pattern Analysis

I discussed in earlier sections that experimental data suggest that the contour length of the
microtubule filaments is the control parameter for the domain sizes we observe for microtubule
self-organization on polymer-coated surfaces without crosslinkers. In the experiments, I increased the tubulin concentration to decrease the contour length, resulting in a higher number
of filaments. Similarly, in Cytosim, to directly test the mechanism that contour length is the
control parameter for our prior results, we simulated polymerizing filaments with a fixed final
total filament length but with different seed numbers using the parameters described in the
methods and described by prior published works [9, 117, 118] (Table 2.2, Fig. 2.9(a)). With a
higher viscosity parameter than the experiments, I achieved similar fan-like patterns in Cytosim.
Analyzing the same way as earlier, I plotted the domain size distribution as shown in Fig. 2.9(b)
for four different final mean contour lengths 2 µm, 4 µm, 6 µm, and 8 µm. Examining the
average domain size, we observed a similar trend that longer contour lengths result in larger
average domain sizes (Table 2.1). The KS test results show that contour lengths of 2 µm and
4 µm are distinct from all other distributions, but 6 µm and 8 µm data are statistically similar,
using a 5% significance level to reject the null hypothesis (Table 2.10).
Earlier, I showed that in the experimental and here for lc = 6 µm and 8 µm of the simulated
domain area distributions display a power-law dependence. Interestingly, the transition in the
domain-size distribution is captured here, as domain size distribution for lc = 2 µm and 4 µm is
unlike power law. These two distributions start with a power-law but quickly fall exponentially,
indicating a cut-off domain size is present as larger domains are absent in the image. Conversely,
configurations that contain large domain areas retain the power-law behavior. Following critical
phenomena or percolation theory definitions, a power-law behavior is achieved when a system
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approaches a critical point. A probable cause for the critical behavior of larger domains can be
the finite size of the viewing window or image size, which is comparable to the larger cluster
[122].
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Fig. 2.9 (a) Representative raw images of fan-like pattern for four different filament contour
lengths: lc = 2, 4, 6, and 8 µm for f = 0.75 and viscosity h = 2.5 Pa-s. (b) Average domain
size distribution ns for Cytosim simulation with four different contour lengths lc is 2 µm (blue
squares), 4 µm (red squares), 6 µm (yellow squares), and 8 µm (purple squares) (n=6). (c)
Radially averaged mean auto correlation function, g(r) plots. Lines represent average over all
data, g(r), and shaded region represents standard deviation of that average. Cytosim simulation
with four different contour lengths length for f = 0.75 (n=6) lc is 2 µm (blue line), 4 µm (red
line), 6 µm (green line), and 8 µm (purple line). Inset data shows the mean correlation length x
with standard deviation (error bars) for lc is 2 µm (blue bar), 4 µm (red bar), 6 µm (green bar),
and 8 µm (purple bar).
I similarly performed the correlation length analysis on the simulated filament organizations.
I found that the auto-correlation profiles, g(r) and the mean correlation length x , steadily
increases as the filament contour length is increased (Table 2.1) and (Fig. 2.9(c)-inset). The
KS test results on correlation length distributions show that they are all statistically distinct
from one another (Table 2.11). As above, these results provide added evidence that the contour
length is likely the control parameter for the size of the patterns observed in the absence of the
crosslinkers.
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2.7

Relation between moment analysis and correlation length

I chose to do fan-like pattern analysis in two ways as described in the previous sections, domain
size distribution and correlation function analysis representing two different characteristic length
scales. These two ways are not independent; as we will see in this section, rather, they are
connected via a scaling law. In this section I gather all the pattern analysis data from previous
subsections 2.3.2, 2.4.2, and 2.6.2 to compare two analysis methods.
As described in subsection 2.2.1, I calculated the first three moments of the domain size
distribution, ns . The zeroth moment is the average number of m-type domains N, the first
moment is the mean probability that a position is in one of the four m-type domains p, and the
second moment is the average domain size hsi. We plotted each as a function of mean correlation
length, x , our independent measure for the images (Fig. 2.10).
The number of domains (zeroth moment) shows a power-law dependence on the mean
correlation length with an exponent

1.6 ± 0.1 (Fig. 2.10(i), Table 2.12). It is interesting to note

that this dependence is also preserved for the simulated data. For each data set, the expected
contour length of the filaments is also displayed using a color-coded map. The contour-length
color-coding shows that the filament length is correlated, with longer contour lengths more
likely in the longer correlation lengths and fewer, larger domains.
The probability of an m-type domain appearing in an image (first moment) is constant,
p ⇠ 0.25, no matter that contour length or correlation length (Fig. 2.10(ii)). This is expected
as described in the methods since the images were binned into four orientation directions for
analysis. If the local orientation of the domain is randomly determined and independent from its
neighboring domain, we would expect the probability for the four orientation bins to be ⇠ 0.25.
This is a good check on our moments’ analysis and confirms that the local orientational order is
random and globally isotropic.
The average domain size (second moment) hsi, scales with the mean correlation length x
with exponent 1.5 ± 0.1 (Fig. 2.10(iii), Table 2.12). The simulation data again fits into this
relationship with the experimental data. Using the color-coding for the contour length again
shows the underlying dependence, as we observed for the zeroth moment. The magnitudes of
the values for the power-law of the average number of clusters and the average cluster size are
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Fig. 2.10 (i) Average number of m-type (m=1,2,3,4) domains per image N plotted over mean
correlation length x in log-log scale. (ii) Mean probability of m-type cluster present in an image
p plotted as a function of x in semi-log scale. (iii) Average cluster size hsi as a function of x in
log-log scale. Color bar on the right corresponds to the median microtubule length expected for
these data sets, as reported before in [97]
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the same within the uncertainty of the fit. This is reasonable since we placed each pixel into
a cluster, so the clusters were space-filling in this analysis. This also serves as a check on our
analysis methods.
Overall, the results indicate that filament length is the most likely underlying control parameter for the surface patterns. We observe only modest differences between the crowders for the
data with different crowding agents. The crowders play three possible roles in our experiments.
First, crowders induce bundling through the depletion interaction and exert compaction force to
other filaments. Second, patterns are likely determined by the interaction with the surface, which
can be affected by the depletion interaction with filaments and the surface. Indeed, the crowding
agent is necessary for any patterns to form on the surface. Third, crowders can influence nucleation and tubulin assembly in the initial stages, which control the average microtubule number
N and contour length lc . Given the simulation results, we anticipate that this last mechanism is
likely the cause for the subtle differences we observe for the average domain size (Table 2.1).

2.8
2.8.1

Appendix
Experimental chamber

Assay mix - The experimental assay mix contains tubulin, DTT, deoxy, glucose, crowding agents,
as specified for each experiment. The mix was kept on ice to inhibit tubulin polymerization. For
each experiment, fluorescently labeled tubulin (4% labeling ratio), drop frozen, and thawed on
ice. In addition, 1 mM GMPcPP (Jena Bioscience) was added to enhance microtubule nucleation
and stabilize microtubules. For experiments in polymer brush coated chambers, 0.5% F127 was
added to maintain polymer surface coating. To limit photobleaching and photodamage during
the experiment, 25 mM DTT was added with 0.25 mg/ml glucose oxidase, 0.075 mg/ml catalase
from bovine liver, and 7.5 mg/ml glucose (all reagents from Sigma) as an oxygen scavenging
system. Oxygen scavengers were added last before mixing and flowing into the chamber.
Flow chambers - Experimental flow chambers with an approximate volume of 10 µl were
made from a cleaned glass slide (Fisher), glass coverslip (Fisher), and double-sided tape (3M).
Glass slides were cleaned with 70% ethanol and water (Milli-Q) and dried using Kimwipes.
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Silanized coverslips were used for samples with polymer surface coatings to create the chamber.
The coverslip was coated with 5% Pluronic F127 by flowing into the chamber and incubating
for 7-10 minutes in a humid environment to avoid evaporation. For samples with lipid bilayer
coated surfaces, coverslips and slides were cleaned with Ultraviolet Ozone (UVO) cleaner for
10 minutes before flowing in small unilamellar vesicles (SUVs). Next, flow chambers were
incubated in humid chambers to allow SUVs to adhere to the surface for ⇠ 10 minutes. Finally,
the chambers were washed with PEM-80 buffer to remove excess SUVs from the solution.
After surface treatments were performed, the experimental assay mix was added, and
chambers were sealed immediately after flowing the sample with epoxy to prevent evaporation.
One chamber was used to inspect the experiment using fluorescence imaging (see below), while
additional chambers were incubated at 37 o C for 1 ⇠ 3 hours.
(i)

(ii)

Filter paper
suction
Flow

Fig. 2.11 (i) Schematic of a flow chamber, made with double-sided tape, with a volume of
⇠ 10 µl. Initially, F127 or SUV solution has flowed into it before the final sample flow to
coat the surface. A filter paper is used on the other side of the chamber outlet to generate a
continuous flow without accumulation or bubble creation. (ii) Representative schematic of
a typical experimental system: Tubulin dimers (green) polymerize into microtubules in the
presence of crowders (brown polymer balls) on a polymer brush-coated surface imaged with
TIRF illumination. Since the evanescent wave (blue gradient) only illuminates 100-150 nm from
the surface, TIRF is mostly used to image surfaces.
Imaging - Imaging of microtubule organizations was performed using total internal reflection
fluorescence (TIRF) microscopy on an inverted Nikon Ti-E microscope with Perfect Focus. The
TIRF was illuminated using a 488 nm diode laser aligned into the epi-illumination path [123].
Image data was taken using a 60x oil-immersion (1.49 NA) objective, expanded with a 2.5x
lens onto an Andor Ixon EM-CCD camera. The image scale is 108 nm per pixel. Images were

44

displayed and recorded using the Nikon Elements software. Time-series images were taken
every 2 seconds for 1 hour. Still, images of chambers were imaged within 1 ⇠ 3 hrs.
FRAP - Fluorescence recovery after photobleaching (FRAP) was performed using spinning
disc microscopy (Yokogawa W1) on an inverted Nikon Ti-E microscope with Perfect Focus and
100x oil immersion (1.49 NA) objective imaged with an Andor Zyla CMOS camera. Confocal
image acquisition and photobleaching were performed with 561 nm laser and 405 nm laser
with orthogonal stimulation. The data was taken as follows: 1) Acquisition: 15 seconds with 2
seconds interval, 2) Photobleaching: 5 seconds, 3) Acquisition: 180 seconds with 2 seconds
interval.

2.8.2

Surface coating strategies

Proteins, in general, are amphiphilic and amphoteric prefer to get adsorbed to the surface.
Much research has been done on surface modification that prevents biomolecule non-specific
adsorption to the surface. On a hydrophobic surface, a hydrophobic patch on the protein surface
interacts with the surface that causes denaturing of the protein by unfolding. Even sometimes,
the denaturation can cause protein segregating and coming out of the solution since most solvents
are buffer which is hydrous hence hydrophilic. On the other hand, hydrophilic surfaces do not
have the same problem. Most adsorptions on hydrophilic surfaces are coulomb type; there is
another hydration layer on the surface [124].
Polymer brush coated surface - These reasons led researchers to come up with the idea to
coat surfaces with charge-neutral and hydrophilic surfaces. Poly(ethylene glycol), commonly
referred to as PEG (if more than 100 kDa, it is called PEO) that binds to water molecules by
hydrogen bonding, fulfills these two characteristics.
I used Pluronic® F127 consists of three polymer blocks in PEG-PPO-PEG, hence the name
triblock co-polymer. In the chain, it has hydrophobic poly(propylene oxide) block (PPO) and
hydrophilic poly(ethylene oxide) block (PEO). The quantity and length of the hydrophobic and
hydrophilic blocks have been shown crucial for the binding of this molecule to the surface and
interaction to the biomolecules [125].

45

(b)

Lipid molecule
Hydrophilic
head

(a)
Polymer brush

(c)

< 50 nm
(i)

SUV

Hydrophobic
tail

Hydrophobic
surface

(ii)

Hydrophilic-Hydrophobic-Hydrophilic
HO

CH2CH2O
100

CH2CHO
CH3

CH2CH2O
65

H
(iii)

100

lipid bilayer
Hydrophilic
surface

PEG PPO PEG

Fig. 2.12 (a) Schematics of polymer brush coating on the silane coated surface. Hydrophobic
PPO block in the F127 binds to hydrophobic silanized coverglass keeping the hydrophilic PEG
in the solution, which creates the brush-like pattern. The dark brown color shown here are for
hydrophobic parts. Not to scale. (b) Schematic of an individual lipid molecule comprising a
hydrophilic head (blue) and two hydrophobic tails. (c) Schematics show how we use SUVs to
coat a surface with a lipid bilayer in the lab. (i) SUVs are made up of a single bilayer of lipid
molecules. (ii) SUVs stick to the hydrophilic surface with hydrophilic heads attached to the
surface that opens up the SUVs. (iii) Enlarged version of lipid-surface contact (not to scale).
The coverslip glass surface is treated with silane, making the glass surface hydrophobic. The
hydrophobic block of the F127 binds to the surface, leaving the hydrophilic ends away from
the surface towards the solution acts as a brush (Fig. 2.12(a)). This way, the coating formed on
the surface is often referred to as a polymer-brush surface. However, the polymer brush surface
coating has a short span as F127 binding to the surface is reversible. For this reason, I also added
F127 to the solution, so there were F127 molecules in the background.
Lipid bilayer coated surface - Another surface coating strategy with supported lipid bilayer
is used in industrial and biomedical technologies. In the lab, we have used this strategy to
inhibit non-specific binding that preserves material properties and allows an extended period for
imaging. Lipid bilayer formation is favorable due to the structure of the individual molecules.
Each molecule has a hydrophilic head and hydrophobic tail (Fig. 2.12(b)). Hydrophobic tails
interact via noncovalent interactions such as Van der Waals forces, introducing a slip condition
between two monolayers. Also, lipid bilayer work like a two-dimensional fluid surface as
individual lipid molecules constantly move around and adjust positions.
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Once the lipid molecules are in polar solvents such as buffers, due to their preferred interactions, they self-organize into higher-order shapes such as vesicles or micelles according to
individual lipid molecule shape. The most desired and simplest shape is a small unilamellar
vesicle (SUV) typically 15-30 nm in diameter and is made up of a single bilayer. Upon contact
with hydrophilic surface, these SUVs open up and coat the surface (Fig. 2.12(c)).
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Fig. 2.13 Different types of lipid molecules that we use in our lab. POPE, POPC, and DOPC
are unlabeled lipids, and Liss Rhod PE is Rhodamine labeled lipid. Each lipid molecule has a
hydrophilic head group, and hydrophobic tails contain carbon chains. Each common groups are
colored and named as shown. Combinations of each group make up an individual lipid molecule.
POPE and POPC, and DOPC and Liss Rhod PE share the same carbon chains but a different
head group. Whereas POPC and DOPC share the same head group. DOPC and Liss Rhod PE
have an identical carbon chain.
In our lab, we made SUVs from LUVs via tip sonication. The most common lipid molecule
I used for my experiment is POPC. In addition, I have used several different types of lipid
molecules that differ from each other either by head group or tail chain. I have summarized their
structures in Fig. 2.13.

2.8.3

TABLES
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Table 2.5 Linear fit for microtubule length as a function of tubulin concentration with eqn.
lc = L0 m[TUB] (Fig. 2.3(b))
Data (CDF)
L0
GMPcPP
7.4 ± 0.7

m
0.09 ± 0.02

R2
0.88

Table 2.6 P-values from two sample KS test performed on domain area data for different tubulin
concentrations as described in results and discussion (Fig. 2.4(b))
l 1.1 µm

1.1 µm
2.5 µm
6.25 µm

2.5 µm
4.0 ⇥ 10 6

6.25 µm
8.2 ⇥ 10 14
4.9 ⇥ 10 6

Table 2.7 P-values from two sample KS test performed on correlation length for different tubulin
concentration as described in results and discussion (Fig. 2.4(c)-inset)
l 1.1 µm

1.1 µm
2.5 µm
6.25 µm

2.5 µm
1.4 ⇥ 10 4

6.25 µm
8.6 ⇥ 10 11
2.5 ⇥ 10 19

Table 2.8 P-values from two sample KS test performed on domain area data for different
crowders as described in results and discussion (Fig. 2.5(b))
8 kDa
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

14 kDa
3.3 ⇥ 10 6

88 kDa
2.7 ⇥ 10 5
0.1428

100 kDa
8.1 ⇥ 10 5
0.6937
0.0749

Table 2.9 P-values from two sample KS test performed on correlation length for different
crowders as described in results and discussion (Fig. 2.5(c)-inset)
8 kDa
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

14 kDa
0.2464

88 kDa
0.0060
0.0067

100 kDa
0.0760
0.0167
1.7 ⇥ 10 6

Table 2.10 P-values from two sample KS test performed on domain area data for Cytosim
simulation as described in results and discussion (Fig. 2.9(b))
l 2 µm
2 µm
4 µm
6 µm
8 µm

4 µm
2.6 ⇥ 10

18
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6 µm
1.4 ⇥ 10
0.011

19

8 µm
1.6 ⇥ 10 20
5.6 ⇥ 10 6
0.0965

Table 2.11 P-values from two sample KS test performed on correlation length for Cytosim data
as described in results and discussion (Fig. 2.9(c)-inset)
l 2 µm
2 µm
4 µm
6 µm
8 µm

4 µm
7.4 ⇥ 10

11

6 µm
8.8 ⇥ 10
4.0 ⇥ 10

12
9

8 µm
8.8 ⇥ 10 12
7.4 ⇥ 10 11
0.0029

Table 2.12 Fit parameters for the number scaling and the area scaling in log-log scale using the
equation y = ax+b (Fig. 2.10(i),(iii))
Number scaling
Area scaling

a1
1.6 ± 0.1
1.5 ± 0.1
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b1
3.1 ± 0.1
3.4 ± 0.1

R-squared
0.9803
0.9831

Chapter 3
Microtubule tactoids in the presence of
MAP65
This chapter is based on already published papers from Ross lab. The first article, “Selforganization of spindle-like microtubule structures”[97] was published in Soft Matter in 2019.
The second article, “Crowder and surface effects on self-organization of microtubules” [98]
was published in Physical Review E in 2021. I performed experiments, data analysis, and edits
for the first paper. For the second paper, I performed experiments and data analysis, wrote the
draft with Jenny, edited the manuscript, and added valuable comments from my co-authors.
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3.1
3.1.1

Introduction
Ordering in liquid crystal

Friedrich Reinitzer, a chemist and botanist, discovered liquid crystals while working with
cholesterols from the roots of carrots. He observed that cholesterol benzoate has a double
melting point, which showed a transition from crystal to opaque liquid at 145.5 oC and another
transition at 178.5 oC from cloudy solution to clear solution [126]. This preliminary work
was followed by a German physicist, Otto Lehmann, who studied optical properties under
polarized light. He figured out that the cloudy phase appearance was connected to the degree
of ’orientational order’ in elongated molecules. It was Lehmann who came up with the name
"Flüssige Kristalle" (Liquid Crystals) [127].
The liquid crystal phase is a certain phase of a matter which is neither liquid nor crystal
due to molecular arrangements. One characteristic of liquid crystalline materials is that the
constituent molecules are anisotropic or elongated in a certain direction. At the molecular level,
a crystalline phase for elongated molecules is characterized by long-range order or periodicity in
position, positional order, pointing at a certain direction, orientational order (Fig. 3.1(a)). Rather
in the case of the liquid crystal phase, depending upon types, the molecules are orientationally
ordered but loosely or not at all ordered positionally (Fig. 3.1(b-d and f, g)). Finally, in liquid
phase molecules are neither positionally nor orientationally ordered (Fig. 3.1(e)).
According to their molecular shape arrangements, the liquid crystal phase can be broadly
classified into nematic, smectic, cholesteric, and discotic.
The most common type of liquid crystal phase is a nematic phase, where the elongated
molecules have an average orientational order (vertical) along the director axis n̂ and no positional order (Fig. 3.1(b)). Nematic liquid crystals can flow due to the lack of positional order.
This thesis will be mostly restricted to the nematic liquid crystal phase.
Another phase similar to the nematic phase occurs in the chiral nematic phase. Here, the
molecules are nematic in a plane with a director that rotates along a central axis, which gives it a
helical pattern (Fig. 3.1(c)). The pitch of this helix is defined as the length when the director
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(b)

Nematic

Crystal

(d)

(c)

n

Chiral nematic

(f)

(e)

Discotic columnar
Smectic

(g)

Discotic nematic

Isotropic

Fig. 3.1 Schematic images show phases of matter according to the ordering: (a) A crystal is
invariant under translational symmetry, hence has long-range order. Rod-like molecules are
arranged in a fashion so that positional and orientational order is maintained. (b) The nematic
liquid crystal does not have positional ordering in molecules but does have an orientational
ordering, represented by vector n̂. (c) In a chiral nematic crystal, each is nematically ordered,
but the vector n̂ revolves around a common axis in a chiral pattern with a pitch. (d) Smectic
liquid crystals have orientational and weak positional order in layers along the y-direction. (e)
In the isotropic phase, molecules neither have positional nor orientational order, almost like a
liquid. (f) Disc-like molecules have order in orientation and position in the discotic columnar
phase. An example of a hexagonal phase is shown where a long-range order in the 2D lattice
is present along with a planar slice. (g) In the discotic nematic phase, disc-like molecules are
nematically ordered, hence less ordered than the columnar phase.
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completes a 360o turn. When the pitch matches a specific wavelength of light, that wavelength
gets reflected.
The smectic liquid crystal phase is similar to nematic but contains more positional order.
In the smectic phase, elongated molecules are arranged in layers and oriented along with the
director. The molecules exhibit weak positional order within the layers with little correlation
but unlike long-range crystalline order in crystal. They can slide freely within the layer (Fig.
3.1(d)). Smectic A and smectic C are the most prominent ordered sub-classes within the smectic
class. In smectic A, molecules are oriented perpendicular to the layers, whereas in smectic C,
molecules have an angle with respect to the layers. There is a hexagonal crystalline order within
the layers in the smectic B phase.
Another classification stems from the external control of the liquid crystalline phase. For
thermotropic, the phase is obtained by melting the crystalline solid. For lyotropic, concentration
or packing fraction is the main control parameter (temperature is secondary), achieving the
liquid crystalline phase. The colloidal solutions of elongated particles such as phospholipids,
DNA, tobacco mosaic virus, carbon nanotubes, and actin are a few examples of lyotropic liquid
crystals.

3.1.2

Tactoids

A tactoid is a shape characteristic in the liquid crystal field that describes a shape of a condensed
phase similar to an American football to visualize. In a two-phase system, if the elongated
particles/colloids/mesogens order themselves in a nematic fashion in the condensed phase, it is
called nematic tactoids. The phase in the background is called the isotropic phase, as molecules
are randomly ordered. The interfacial tactoid shape results from an interplay between surface
tension and bulk elasticity, rather than only surface tension, as would be the case for simple
isotropic liquid. The orientation and alignment of elongated particles inside the tactoid phase
contribute to bulk elasticity term [128, 129].
Tactoid phases have been observed in a variety of biological systems composed of elements
with high aspect ratio, including actin [130–133], amyloid fibrils [134, 135], tobacco mosaic
viruses [136], and fd viruses [137, 138]. Condensation of biological tactoids can be driven
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by specific crosslinking [130], macromolecular crowding [139], and high density of particles
[131, 140], which are passive, entropic drivers of self-assembly. Additionally, a two phase
system with abiological elongated molecules such as carbon nanotubes, vanadium pentoxide,
and aluminium oxyhydroxide are shown to form tactoid phases in the background of isotropic
phase (Fig. 3.2) [128, 141–144].

(i)

(iv)

(ii)

(iii)

(v)

(vi)

Fig. 3.2 Tactoid phases as observed in different systems: (i) Nematic tactoids in a solution of
carbon nanotubes in chlorosulfonic acid. (scale bar 100 µm, adapted from [142]). (ii) Tactoids
in vanadium pentoxide–water mixture (scale bar 50 µm, adapted from [143]). (iii) A metastable
nematic drop of fd viruses (scale bar 5 µm, adapted from [137]). (iv) Actin tactoid phases with
crosslinkers present (scale bar 10 µm, adapted from [130]). (v) Actin tactoid phases without
crosslinkers present (scale bar 50 µm, adapted from [131]). (vi) Amyloid fibril tactoid phases
(scale bar 200 µm, adapted from [135])

3.2
3.2.1

Microtubule tactoids
Motivation

In order to divide its necessary physical components and information encoded in those components, a cell rapidly organizes beautiful machinery in the cytoplasm during cell division called
spindle with microtubules. Spindle attach to the chromosomes to divide the equal amount into
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dividing cells. Although spindle architecture and shape are incredibly stable, the spindle is
highly dynamic as a myriad of non-equilibrium processes occur simultaneously.
The physics behind the self-organization of spindle, its material properties, steady-state
behavior is of primary interest to cell biology, biophysics, and soft condensed matter physics, as
it could reveal important information to active matter physics [145]. Furthermore, experiments
with laser ablation photoactivation of specific parts of the spindle indicate that the spindle is
reminiscent of a tactoid liquid crystalline phase in a limited space without a membrane [146].
Hence, liquid crystal theories and models have been applied to describe this essential scaffold.
The spindle has hundreds of proteins with various jobs working in tandem to sustain the
non-equilibrium nature. To build a minimal spindle model system in vitro, we took the liquid
crystal route of condensing microtubules in a tactoid phase with the help of crosslinker MAP65.
This model system does not contain any active ATP-consuming motor proteins, such as kinesins.
A similar study with PRC1 and KIF4A has shown to create minimal spindle-midzone structures
in reconstituted system[147].

3.2.2

Phase diagram and shape analysis

Since MAP65 makes long microtubule bundles [66] in the presence of already formed microtubules, we planned to nucleate microtubules while MAP65 was already present in the system.
In that way, MAP65 can interact with polymerized small microtubules at the early stage. I chose
three tubulin concentrations: 13.6 µM, 54.5 µM, and 70 µM and five MAP65 percentages: 0 %,
0.3 %, 1.5%, 3%, and 10%. The percent bound indicates out of total tubulin how much tubulin
is bound to MAP65; hence the final concentration of MAP65 in the solution depends on the
tubulin concentration and MAP65 % both. From these configurations, I constructed a phase
diagram where along horizontal axis tubulin concentration is increased and along vertical axis
MAP65 bound is increased (Fig. 3.3(i)). As I discussed earlier, in the absence of MAP65, microtubules create fan-like patterns that decrease in area size with increasing tubulin concentration.
Moreover, as the percent bound increases from 0% to 10%, the transition from fan-like patterns
to tactoids is observed along the vertical axis. These tactoid phases are finite-size condensed
phases and feature sharp ends. The higher tubulin concentrations follow the same transition too
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Fig. 3.3 (i) Phase diagram of the Tubulin-MAP65 organization is shown using representative images from each configuration. Along the horizontal axis, three tubulin concentrations: [TUB] = 13.6 µM, 54.5 µM, 70 µM with corresponding median contour length,
LC = 6.2 µm, 54.5 µm, 1.1 µm show change in pattern length scale. Along the vertical
axis, MAP65 percent bounds 0%, 0.3%, 1.5%, 3%, 10% show phase transition from fan-like
pattern to limited size tactoid phases. (ii) Representative merged channel image shows that
MAP65 (green) is co-localized in tactoid with microtubules (magenta). (iii) Cross-sectional
analysis: (a) Simulated cylinder and tactoid images are analyzed by MATLAB routine. The
rescaled length and width measurements show box and parabola plots for cylinder and tactoid,
respectively. (b) Stacks of over-imposed images are shown for two MAP65 bound tactoid
configurations: 3% and 10% (n=10). The scale bar is 5 µm. Analyses show that after length and
width rescaling both, 3% (green) and 10% (magenta) yield parabola with very similar parameters
(Table 3.4)
.
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(Fig. 3.3(i)). To examine the distribution of MAP65 distribution, I used GFP-MAP65 in similar
experiments. The merged image of both tubulin and MAP65 channel shows the MAP65 and
tubulin are co-localized in the tactoid (Fig. 3.3(ii)).
To examine that these finite elongated shapes are indeed tactoids, first I ran a custom
MATLAB script on two simulated shapes, a cylinder and a tactoid (Fig. 3.3(iii)(a)). The
simulated shapes are Gaussian filtered to mimic the diffraction blurring. Next, I measured the
width from one tip to the other at each pixel on these images, bin the data, and rescaled length
and width. For the cylinder and the tactoid, the script returned a box-shaped and parabola-shaped
plot, respectively (Fig. 3.3(iii)(a)). Next, I applied the same cross-sectional analysis for 3 %
and 10 % bound tactoids. 9-10 tactoids were analyzed, binned, rescaled, and fitted for each
configuration. Finally, I fit these rescaled data with parabola equation, W = W0 +W1 L(1

L),

where W is the rescaled width, L is the rescaled length, W0 is the offset, and W1 is the parameter
fitting both linear and square term. When rescaled in this way, I found that all the data for
different tactoids and different experimental parameters overlay on top of each other and fit
parameters are similar (Fig. 3.3(iii)(b))(Table 3.4). The analysis of diffraction-limited raw
experimental images, binarization of images, and binning of data result in broadening the tips;
hence the parabola tips have an offset. Overall, this shape analysis confirms that these finite-size
bundles are indeed tactoids.

3.2.3

Growth dynamics of a tactoid

The limited-sized tactoid shape bundles of microtubules are a steady-state of self-organization.
To understand the mechanism behind tactoid nucleation and growth, I imaged the tactoids
growing on the chamber surface. The time, t = 0 s, is when the chamber was placed on the
microscope, which was ⇠ 1 min after the elongation mix has flowed through the chamber.
Next, I imaged the samples for an hour after the chamber was kept at 37 oC, which supports

microtubule growth. I observed, at the initial stage, the just-nucleated tactoids had a smaller
aspect ratio that grew with time as the microtubule bundles grew bi-directionally from the core
(Fig. 3.4(i)). I analyzed each tactoid by custom-made MATLAB scripts. The MATLAB script
finds the tactoid in the binarized image and fits the elongated area with an ellipse. I plotted the
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Fig. 3.4 (i) Time series of a single tactoid growth on surface. Here t = 0s represents the starting
point of data acquisition. (ii) Tactoid growth characterization: (a) Intensity distribution along
tactoid length for the first frame (orange line), over time (gray lines) and after one hour (green
line) is shown. (b) Tactoid length L is plotted over time. (c) Tactoid width W is plotted over
time, (d) Tactoid aspect ratio, L/W, is plotted over time. For (b)-(d), three tactoids from the same
video are averaged. Data is taken in the presence of 88 kDa MC on lipid surface.
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intensity profiles with time along the long axis of the tactoid on the tubulin channel images.
These profiles indeed show the location of tubulin (microtubules) tactoid growth profile with
time (Fig. 3.4(ii)(a)).
Table 3.1 Tactoid growth characteristics fit parameters, using the equation y = ax + b (Fig. 3.4)
Parameter
a1
Length (µm)
(10.7 ± 0.2)
(0 s to 200 s)
⇥10 3
Length (µm)
(0.39 ± 0.02)
(2000 s to 3600 s)
⇥10 3
Width (µm)
(0.048 ± 0.002)
(200 s to 3600 s)
⇥10 3
Aspect ratio
(8.8 ± 0.6)
(0 s to 200 s)
⇥10 3
Aspect ratio
(0.11 ± 0.04)
(2000 s to 3600 s)
⇥10 3

b1
4.24 ± 0.03

R-squared
0.9892

8.16 ± 0.04

0.7689

1.029 ± 0.004

0.6406

4.41 ± 0.07

0.89

7.7 ± 0.1

0.0310

I observed distinct growth phases when I plotted the length of tactoids as a function of time
(Fig. 3.4(ii)(b)). In early times, the tactoid nucleated and grew rapidly at a rate vt = 10.7 ± 0.2
nm/s, fit from t = 0 s until t = 200 s (Table 3.1). The short initial tactoids, likely having
formed from sub-resolution, with highly mobile short microtubule filaments associated via the
crosslinking protein. The tactoid length growth rate suggests that this initial growth is because
of microtubule polymerization and elongation and not because of new microtubule addition, as
this growth rate is one-third of the microtubule growth rate in this tubulin concentration [148].
At longer times, the tactoid length either reached a stable state or showed very little growth with
a slope 0.39 ± 0.02 nm/s (Table 3.1). Interestingly, the width of the tactoids showed almost no
change to very slow growth over time, with a slope of 0.048 ± 0.002 nm/s (Fig. 3.4(ii)(c)) (Table
3.1). It was also seen that the width of these initial assemblies was in the range of 500–1500
nm, the same range we observed for all tactoids (Fig. 3.7(iii)). This indicated that the width of
these assemblies was fixed at the very early stage of the process, and the growth was mostly
bi-directional along the long axis of the tactoid.
The aspect ratio L/W also has two growth phases as a function of time (Fig. 3.4(ii)(d)).
Since the width does not change much, even in the initial fast-growing phase, the aspect ratio’s
trend follows that of the length, with an initial fast-growing rate of rt = 0.0088 ± 0.0006 s
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1

(Table 3.1). At the later phase, the aspect ratio does not change and has a constant aspect
ratio of L/W = 7.7 ± 0.1, which I find by fitting the data from t =2000 to 3600 s to a line and
determining the offset (Table 3.1).

3.2.4

Microtubule orientation within tactoids

According to the particle orientation inside, nematic tactoids are classified into (1) bipolar and
(2) homogeneous. In liquid crystal theory, a director field, n̂ is a vector field that represents local
molecular orientation. In the bipolar configuration, interfacial particles hence the director fields
are parallel to the surface; hence perpendicular to the surface vector, that connects point defects
on the surface (boojums) (Fig. 3.5(i)) [129]. Bipolar tactoids have two-point defects on the
surface at opposite ends. On the other hand, the homogeneous tactoids have a uniform director
field parallel to each other and do not contain defects on the surface (Fig. 3.5(ii)). However, to
describe homogeneous to bipolar transition, theories have been extended, explaining that defects
in the homogeneous tactoids are at infinity [149]. Recently, homogeneous to bipolar transition
in tactoids have been observed in CNT, and even further to cholesteric phases in amyloid fibril
tactoids [134, 135, 142].
I relied on microtubule birefringence property under a transmitted light microscope to
quantify microtubule orientation and organization in the tactoid. With cross-polarizers attached
in the light path, I rotated the tactoid sample to test if the intensity of light transmitted depended
on the angle of the organization. Indeed, I found that the tactoids appeared birefringent. The
higher contrast was observed when tactoids were at a 45o angle with respect to the crossed
polarizers that extinguished upon rotation to 0o or 90o (Fig. 3.5(iii)). Interestingly, I found
that the birefringence appeared homogeneous along the length. This result implies that the
microtubule tactoid is a ‘homogeneous’ tactoid with microtubules that are oriented in the same
direction without any distortions [134, 142]. This intensity variation with polarizer angle is
different for bipolar tactoids where instead of homogeneous intensity, tactoids show patches of
dark and bright areas at the tip of the tactoids [134, 142]. A cartoonized depiction shows the
tactoid rotation and microtubule orientation inside each angle during the rotation.
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Fig. 3.5 (i) Schematic of a bipolar tactoid is shown. The continuous director field, n̂, is shown
by lines that connect two ends. The field lines are parallel to the surface that converge to
two-point defects on the tactoid surface called ‘boojums.’ The â denotes the area vector. (ii)
Inhomogeneous tactoid, director field is undistorted lines that are not parallel to the surface. (iii)
Representative images of birefringent tactoids under crossed polarizers rotated from 15o to 90o .
Scale bar 5 µm. Cartoons depict the rotation of the tactoid and the microtubules inside.
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3.2.5

How liquid are these tactoids?
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Fig. 3.6 (i) FRAP on tactoids in two colors for (i) microtubules (magenta) and (ii) GFP-MAP65
(green) with (iii) merged images. Dashed circle indicates bleached area at t = 0 s. Time intervals
are 13.2 s with last frame at 300 s. (ii) Quantification of photobleaching. (ii)(a) Linear region,
3 pixels wide (yellow dashed outline) of selection overlaying the tactoid with microtubules
(magenta) and GFP-MAP65 (green) merged shown (left) pre-bleach and (right) 300 s after
bleach. (b) Kymograph of tactoid FRAP showing (left) microtubules, (middle) GFP-MAP65,
and (right) merged image of microtubules (magenta) and GFP-MAP65 (green). (c) Intensity
profile along the tactoid length for the microtubule and MAP65 at different times: pre-bleach
(black line), 0 s (red line), 15 s (orange line), 30 s (yellow line), 45 s (green line), 60 s (blue line),
75 s (purple line), and 300 s (gray line). Time points denoted with same-colored arrowheads next
to the kymographs in (above). (d) Fluorescence recovery over the entire bleached region shows
GFP-MAP65 (green line) recovers to about 60% of the initial intensity, while the microtubules
(magenta line) regain a minimal level (⇠ 20%). Shaded regions denote the standard deviation
for two separate bleaching experiments on different areas (Table 3.5).
To test the material properties of the tactoid, we used fluorescence recovery after photobleaching
(FRAP) experiments on the tactoids. FRAP has been widely used to quantify diffusion timescales
and the amount of fluorescent signal recovery of a process that represents the material state of the
system [150]. It is also used to determine the biochemical off and on rates for a binding reaction
[151]. In these experiments, a specific wavelength of the high-intensity laser beam causes the
fluorophore’s fluorescence lifetime to decay faster in the selected region. The exchange of
molecules in and out of that area due to the molecular diffusion helps intensity recovery.
We selected a circular area that contains half of the tactoid with the surrounding solution
to observe the molecular exchange between the tactoid and the solution. We photobleached
both the microtubules and MAP65 simultaneously and observed the recovery (Fig. 3.6(i)). We
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observed little to no recovery of the microtubule signal for 30 minutes but saw a significant
recovery of the MAP65 signal even within 30 seconds (Fig. 3.6(i)). We quantified this recovery
by Kymograph in ImageJ after selecting a region of interest (ROI) (Fig. 3.6(ii)(a)). The tubulin
channel, MAP65 channel, and merged Kymographs show that the MAP65 signal recovers much
faster than the tubulin (Fig. 3.6(ii)(b)). This difference is evident if we plot the intensity profile
along the tactoid. In the MAP65 channel, the intensity recovers in 300 sec, but there is no
change in the microtubule channel in 300 sec after photobleaching (Fig. 3.6(ii)(c)). Finally, the
FRAP intensity recovery over the entire bleached shows GFP-MAP65 recovered to about 60%
of the initial intensity. While fitted with a single exponential fit, the characteristic recovery time
turns out to be tMAP = 34 ± 1 sec. On the other hand, in the microtubule channel, the region
gains intensity at a minimal level (>20%), with a tTUB = 700 ± 300 sec after fitting with an
exponential form (Table 3.5).
The relatively quick MAP65 recovery can be because of two reasons: (1) MAP65 molecules
are mobile inside the tactoids showing a liquid-like behavior (2) There is a MAP65 molecular
exchange between the tactoid and the solution. Our analysis does not decouple these two
facts here. In the next chapter, I discuss this liquid-like behavior of MAP65 in the context of
liquid-liquid phase separation. However, in a steady-state tactoid, the lack of signal recovery
indicates the slow rate of tubulin incorporation and almost no microtubule movement inside the
tactoid on the experimental timescale. The microtubules are likely jammed or arrested in this
state by the crosslinker molecules. The limited mobility of microtubules within the patterns may
be due to the microtubule filament’s aspect ratio and the crosslinker’s strength.

3.3

Crowder and surface effects on tactoids

I have discussed in the last chapter that the crowders influence tubulin nucleation and growth,
hence controlling the length scale of the final pattern. Similarly, to examine effect of crowders
on tactoid formation, characteristics, and stability, I performed the tactoid experiments with
same crowders at same concentrations as previous chapter: (1) 1% (w/v) for 8 kDa PEG, (2)
0.12% (w/v) for 14 kDa MC, (3) 0.15% (w/v) for 88 kDa MC, and (4) 0.25% (w/v) for 100
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kDa PEG. For these experiments, 13.6 µM tubulin was used with 10% MAP65 bound to induce
tactoid formation on polymer brush surfaces. Under all these conditions, tubulin and MAP65
self-organized into microtubule tactoids robustly (Fig. 3.7(i)). I used a custom MATLAB code
and manual measurements in FIJI to quantify the tactoid shape characteristics. The MATLAB
code fitted the binarized area with ellipse and reported the major and minor axis length as LM
(length) and WM (width), respectively. On ImageJ, I measured the length LH and width WH of
the tactoid by drawing a line along the axes. From these L and W measurements, I calculated the
aspect ratio L/W (Table 3.2). Tactoids that formed on polymer surfaces in the presence of PEG
or MC had subtle differences in their lengths (Fig. 3.7(ii)). The 88 kD MC configuration always
made slightly longer tactoids than other crowders. Using the KS statistical tests, we found that
the length measurements are all statistically different from one another (Table 3.6).
Table 3.2 Tactoid characteristics on the polymer brush surface
Crowders
LM (µm)
WM (µm)
L/W
w⇠
LH (µm)
WH (µm)
L/W
w⇠

8 kDa
PEG
(mean ± SD)
5.9± 1.0
0.8± 0.1
8±1.7
16
5.6± 0.9
0.9± 0.1
6.3±1.1
10

14 kDa
MC
(mean ± SD)
6.1± 1.2
0.7± 0.1
9.2±1.7
21
5.6± 1.1
0.8± 0.1
7.0±1.5
12

88 kDa
MC
(mean± SD)
8.9± 1.4
0.8±0.1
10.7±1.9
28
8.8± 1.5
1.0±0.1
9.0±1.9
20

100 kDa
PEG
(mean± SD)
6.8± 0.9
0.8± 0.1
8.3±1.3
17
6.2± 0.9
0.9± 0.1
6.7±1.0
11

Table 3.3 Tactoid characteristics on lipid surface
Crowders
L(µm)
W(µm)
L/W
w⇠
L(µm)
W(µm)
L/W
w⇠

88 kDa
MC
(mean ± SD)
9.2± 1.1
0.9± 0.1
10.4±1.7
27
8.8± 1.2
1.0± 0.1
9.3±1.3
22
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100 kDa
PEG
(mean ± SD)
7.7± 1.0
0.9± 0.1
8.9±1.4
20
7.2± 1.0
0.9± 0.1
7.8±1.4
15

The width of the tactoids stays in the range of 500 to 1500 nm. Although qualitatively they
do not show much variation among different configurations, the 88 kD MC and 100 kD PEG
are statistically the same, and 8 kD PEG and 14 kD MC are statistically distinct from all other
distributions (Fig. 3.7(iii), Table 3.7). Our microscope has a diffraction limit ⇠ 300 nm, and the
width measurements fall near that limit, so they are less reliable than the length measurements.
Using the lengths and widths, I calculated the aspect ratio for each crowder. I found that all
the distributions were statistically distinct using the KS statistical test, and the data showed
a dependence on crowder type (Fig. 3.7(iv), Table 3.8). I observed that the aspect ratios of
tactoids made in the presence of PEG are always smaller than those made with MC. Interestingly,
the tactoid aspect ratio data with crowder mirrored the trends we saw for the self-organized
fanlike patterns in the absence of the MAP65 (Table 2.1, Table 3.2, Fig. 2.5(c-inset)). Given
that I have directly measured that crowders change the nucleation and growth of microtubules,
this seems the most likely mechanism for the altered aspect ratios of these tactoids. Overall,
although the MAP65 concentrates tubulin/miniature microtubules and drives the organization,
the current data set implies that the crowders still affect the kinetics that can impact the tactoid
characteristics.
I wondered whether the tactoid phase emerges if I change the surface coating to a lipid-coated
surface from the polymer brush surface. Indeed, the tactoids were formed on the lipid-coated
surface (Fig. 3.8(i)). Further, I checked whether the change in crowders affected tactoid
characteristics. I used the previously described concentration of 88 kDa MC and 100 kDa PEG
and repeated the experiments on a lipid-coated surface. For these large polymers 88 kDa MC
and 100 kDa PEG, we observed distinct differences in the lengths and aspect ratios comparing
on lipid surface, but not the widths (Fig. 3.8, Table 3.3). KS test results on this data confirms the
difference (Table 3.9-3.11). So, the crowder contributions in tactoid kinetics and length scale
are more dominant than the surface effects.
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Fig. 3.7 (i) Representative images from each crowder configuration with 10% MAP65 bound: 8
kDa PEG, 14 kDa MC, 88 kDa MC, and 100 kDa PEG show that tactoids are formed in all of
these conditions. Box-whisker plots of tactoid characteristics in these configurations: (i) length
of the tactoids, (ii) width of the tactoids, and (iii) aspect ratio of the tactoids. Tactoids are formed
in presence of 8 kDa PEG (orange, n = 205), 14 kDa MC (green, n = 217), 88 kDa MC (blue, n
= 207), 100 kDa PEG (yellow, n = 240).
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Fig. 3.8 (i) Two representative images from each surface configuration with 10% MAP65
bound and 88 kDa MC: polymer brush and lipid surface show that tactoids are formed in both
conditions. Box-and-whisker plots of (i) length, (ii) width, and (iii) aspect ratio of tactoids
in presence of two different crowders, 88 kDa MC and 100 kDa PEG, on polymer brush and
lipid coated surfaces. For all plots, 88 kDa MC tactoids on polymer brush surface (light blue,
n = 207), 88 kDa MC tactoids lipid surface (purple, n = 374), 100 kDa PEG tactoids on polymer
brush surface (yellow, n = 240) and 100 kDa PEG tactoids on lipid surface (orange, n = 152).
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3.4

Microtubule tactoids are width limited

Surprisingly, all self-organized phases in the presence of MAP65 under various crowder and
surface conditions lead to the tactoid states, which are limited in width. To compare our tactoid
results to liquid crystal theory and attempt to elucidate the physical mechanisms controlling
the tactoid formation, I used the length, width, and aspect ratio measurements from all the data
to examine the shape parameters (Fig. 3.9). I plotted the aspect ratio L/W as a function of
L, and found that the dependence appeared linear with a positive slope, m = 1.21 ± 0.01 (Fig.
3.9(i), Table 3.12). The slope, m, of this linear dependence, turns out to be, where m = 1/W .
Despite the scatter, this result suggests that the width is constant for tactoids, regardless of the
crowding agent and surface used (Fig. 3.9(i)). Prior work with homogeneous tactoids in CNT
suspensions and actin tactoids has not observed any dependence of the aspect ratio on the length
of the tactoids [130, 141]. These experiments imply that the length and width scale together to
keep the aspect ratio constant in steady-state and during growth.
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Fig. 3.9 Tactoid shape characteristics for all croder and surface data. (i) Plot of tactoid aspect
ratio vs tactoid length L = 2l shows a slope equivalent to the constant width of the tactoids. (ii)
Diagram shows the relationship between quantitative parameters of the tactoid r, l, R and a. (iii)
Plot of R vs a demonstrates a power law behavior due to the constant tactoid width. The gray
lines in (i) and (iii) represent fits to the data.
The tactoid shape can be visualized in another way, using two variables to characterize the
tactoid: R and a. The tactoids can be thought of as the intersection of two equal radius circles.
The arc of a circle with radius R making an angle 2a at the center represents one side of the 2D
tactoid (Fig. 3.9(ii)). These shape parameters are related to the semi-major length l = L/2 and
semi-minor length r = W/2, as follows:
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All the tactoid characteristic data plotted in terms of parameters R and a, is fitted with power
law y = Axd with d =

1.69 ± 0.04 (Fig. 3.9(iii), Table 3.12). This dependence is another

indicator that the tactoid width is constant in our system. The behaviors seen in Fig. 3.9(i) and
(iii) are the opposite of what is seen previously in the case of actin tactoids [131].

3.5

Liquid-crystal theory of tactoids

Here, I briefly discuss the theoretical aspect of the tactoid assembly in the context of liquid
crystal that is previously described in [128, 129, 143, 149]. Total free energy functional of a
nematic tactoid can be written in general form as,
F = FE + FS

(3.1)

where FE is the bulk elastic energy, accounts for director field deformation inside the tactoid,
and FS is the interfacial energy term. The elastic term in the Frank energy was initially written
by Ocean and Zocher, further developed by Frank and Ericksen. The elastic term, integrated
over volume V , can be written down as,

K1
K2
K3
FE = d r
(— · n)2 + (n · — ⇥ n)2 + (n ⇥ — ⇥ n)2
2
2
2
V
Z

3

K24 — · [n— · n + n ⇥ (— ⇥ n)]
in terms of director field n(r). Here, K1 , K2 , K3 , K24 are splay, twist, bend and saddle-splay
deformation mode, respectively. The expression of these deformation modes in FE arise from
few simple symmetry arguments, that put constraints on degrees of freedom of director field
and its derivative tensors [152, 153]. The magnitude of all these constants are in the order of
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10

6

dyne. Usually, the twist term K2 is dropped assuming a no-twist condition. The K24 term

can be absorbed into K1 to give:
FE =

Z

3

V

d r



K1
K3
(— · n)2 + (n · — ⇥ n)2
2
2

(3.2)

The interfacial surface energy term, integrated over the tactoid surface, has two components
with accompanying parameters. The first component comes from the isotropic surface energy,
driven by the interfacial tension, t. The second term introduces anisotropy in the surface energy
term, driven by the ratio of the anchoring strength and interfacial tension, w, a measure of how
directors interact with the interface. In this model, w is assumed to be positive as a penalty for
not preferring parallel anchoring.
FS = t

Z

S

d 2 r{1 + w(q · n)2 }

(3.3)

Here q is the unit normal to the interfacial surface.
In the case of elongated homogeneous tactoids, the elastic cost in free energy is zero since
there is no elastic deformation. From a simple scaling argument, assuming a tactoid with
semi-major length R and semi-minor length r, it can be shown surface anchoring energy will
dominate with
⇥
r 2⇤
F ⇠ tRr 1 + w
R

(3.4)

at the limit R >> r, because in that case (q · n)2 ⇠ ( Rr )2 . From free-energy minimization at

constant volume, the optimal aspect ratio can be calculated from above equation is R/r ⇠ w 1/2 .
From the Wulff construction, this estimation has been verified that indeed aspect ratio l/r =
2w 1/2 for w

1. The calculated w values for each configurations are reported in TABLE 3.2

and 3.3. Also, the Wulff construction calculation shows free energy F = 5.66tV 2/3 w 1/6 for
w

1, where V is the volume of the tactoid [129].
The director field inside a tactoid is coupled to the size or volume of the tactoid. There is a

cross-over from the homogeneous to the bipolar director field as the volume gets larger, predicted
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from theory [129] and verified in the experiments with carbon nanotubes in chlorosulfonic acid
[142] and amyloid fibrils [134, 135]. The homogeneous director field configuration is elastically
rigid and has an unperturbed director, n(r) = n. It can be shown that in the small volume limit,
V ! 0, 1 ⌧ w < k, therefore the elastic deformation terms must be zero as it introduces a huge
contribution from a small perturbation in the director field. Only surface terms remain, with w
being the only scaled parameter in the problem. This condition defines the crossover volume,
V⇠

3.6

K 3
tw ,

where K = K1 = K2 is the ‘one approximation’ elastic constant.

Microtubule tactoids are different

There are few differences between prior systems and our microtubule system. The mesogens
of elongated particles in previous CNT and actin systems were of very short lengths with very
narrow distribution [130, 131, 141, 142]. In the case of actin, to regulate the length of filaments,
end-capping and filament-severing protein, gelsolin, or other capping proteins are added to
the monomeric actin while growing the filament. The ratio of gelsolin to actin determines
the average length of F-actin filaments. Reports showed that the F-actin phase separation is
a function of both the average filament length and the concentration. The average filament
length in CNT and actin systems are ⇠ 1 µm or smaller. These comparatively small aspect ratio
particles, with or without crosslinker, have more degrees of freedom to move in the condensed
phase and thus tactoid show fluid-like behavior [130, 131].

(ii)

(i)

Fig. 3.10 Cartoons depict two possible scenarios of microtubule organization in tactoids. Gray
lines are microtubules, and green ‘Z’ lines are MAP65. (i) Scenario I - Microtubule length
distribution is broad, and few microtubules span from one end to the other. (ii) The same length
small microtubules are distributed all over the tactoid linked by MAP65. As shown, the MAP65
number density per microtubule is higher in the scenario I, as the same number of MAP65s
(n=25) are drawn inside both tactoids
In the case of homogeneous microtubule tactoids, I discuss two scenarios here. In the first
scenario, microtubule length can be widely distributed, and microtubules can be arranged in
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a hierarchical order (Fig. 3.10 (i)). Here, the longest microtubule spans from one end to the
other, and smaller microtubules are near the surface. The second scenario is that the microtubule
length is narrowly distributed, and microtubules can be dispersed all over the tactoid (Fig. 3.10
(ii)). Now, in the case of microtubules, there are no suitable capping proteins that regulate
the microtubule length, so we nucleate microtubules in the presence of a crosslinker. The
measured microtubule contour length at the same tubulin concentration does not hold here. The
MAP65 clusters act as a nucleation center, and the individual microtubules are not formed by
spontaneous nucleation.
The number density of MAP65 molecules per microtubule is far greater in the case of
scenario I compared to scenario II because of the broad length distribution. Although the
MAP65 is a transient crosslinker, the increased number density of MAP65 can form stable
bundles of microtubules. Indeed, previous studies from our lab have shown that MAP65 is
capable of overpowering kinesin-1 motors in a microtubule filament gliding assay [66, 154]. In
the scenario I, long microtubules lose their mobility in two ways: (1) the high aspect ratio in a
condensed phase and (2) increased adhesive interactions to neighbors because of MAP65. In the
scenario II, both of these problems are solved via length control.
As I mentioned earlier, the growth speed of a tactoid end, ⇠ 10 nm/s, is comparable to
(⇠1/3) the growth speed of a microtubule, ⇠ 30 nm/s at the given tubulin concentration. Hence,
our tactoid initial growth dynamics data and jammed-like/solid-like attributes in microtubule
bundle properties from FRAP suggest that it is likely that microtubules in the tactoids are more
likely to be organized in tactoids similar to scenario I with wider length distributions. Indeed, an
experiment with amyloid fibrils shows that longer fibrils make highly elongated homogeneous
tactoids, and decreasing the fibril length makes the homogeneous-bipolar-cholesteric transition
[135].
Moreover, our microtubule tactoids are width limited, which is the unlikely case for actin,
CNT, and vanadium pentoxide tactoids. In those cases, the isotropic background consists of
small mesogens with length ⇠ 1 µm or lesser. In our case, tactoids are the nucleating centers
that deplete the surrounding tubulin concentration below critical concentration for individual
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nucleation. I will try to elucidate the tactoid nucleation mechanism in the next chapter. But, the
surrounding tubulin is likely used for microtubule polymerization in tactoids.
There are a few other mechanisms that can explain the limited width assembly. Limited
width in assemblies has been explored theoretically by kinetically arrested aggregation models
[155], self-assembly models with long-range interaction schemes [156], as well as chirality
and geometrical packing frustration problems [157]. Microtubules have an intrinsic chirality
present in their lattice, most clearly seen at the lattice “seam.” If MAP65 binding templates
off the microtubule lattice, the tactoids should also be chiral bundles. This inherent chirality
could result in packing frustration which limits the width in the assembly [157, 158]. In support
of the idea of a chiral tactoid, prior work on the structure of mitotic spindles has shown that
the overlapping microtubules, which are coated with MAP65-like proteins, display a helical
twist of the filaments of the spindle [159]. Cross-sectional studies of microtubule bundles in the
presence of crowders have shown that increasing depletion can alter the packing from square to
hexagonal packing [160, 161]. Similar high-resolution studies using cryoelectron microscopy
on microtubule tactoids have yet to be performed, but they may show a chirality and square
packing to accommodate the antiparallel preference between filaments.
Future studies using different truncation of MAP65/PRC1 crosslinkers with altered physical
characteristics in conjunction with capped short microtubules can test all these mechanisms and
possibilities in detail.

3.7

Appendix

3.7.1

TABLES

Table 3.4 Tactoid shape quantification for experimental and simulated tactoids with fit equation
W (L) = W0 +W1 L(1 L) (Fig. 3.3(iii))
Data
W0
3% MAP65 0.15 ± 0.01
10% MAP65 0.17 ± 0.02
Simulated
0.12 ± 0.01
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W1
3.31 ± 0.06
3.3 ± 0.1
3.46 ± 0.07

c2
0.012
0.034
0.016

Table 3.5 FRAP intensity recovery data fitted with I(t) = I• (1
I•
Microtubule
0.4 ± 0.1
MAP65
0.654 ± 0.004

t
700 ± 300
34 ± 1

exp( t/t)) (Fig. 3.6(ii)(d))

R2
0.86
0.93

c2
0.025
0.193

Table 3.6 P-values from two sample KS test performed on tactoid length for different crowders
on polymer brush surface as described in results and discussion (Fig. 3.7(ii))
8 kDa
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

14 kDa
88 kDa
0.04
5.2 ⇥ 10 60
5.2 ⇥ 10 49

100 kDa
1.1 ⇥ 10 20
1.1 ⇥ 10 16
4.6 ⇥ 10 46

Table 3.7 P-values from two sample KS test performed on tactoid width for different crowders
on polymer brush surface as described in results and discussion (Fig. 3.7(iii))
8 kDa
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

14 kDa
5.0 ⇥ 10 11

88 kDa
9.5 ⇥ 10 11
4.1 ⇥ 10 37

100 kDa
1.9 ⇥ 10 8
1.5 ⇥ 10 34
0.8034

Table 3.8 P-values from two sample KS test performed on tactoid aspect ratio for different
crowders on polymer brush surface as described in results and discussion (Fig. 3.7(iv))
8 kDa
8 kDa PEG
14 kDa MC
88 kDa MC
100 kDa PEG

14 kDa
1.1 ⇥ 10 12

88 kDa
7.9 ⇥ 10 36
2.3 ⇥ 10 13

100 kDa
0.0055
8.9 ⇥ 10 7
8.8 ⇥ 10 36

Table 3.9 P-values from two sample KS test performed on tactoid length for different crowders
on lipid surface as described in results and discussion (Fig. 3.8(ii))
100 kDa PEG
88 kDa MC 7.4 ⇥ 10 27
Table 3.10 P-values from two sample KS test performed on tactoid width for different crowders
on lipid brush surface as described in results and discussion (Fig. 3.8(iii))
100 kDa PEG
88 kDa MC
0.6167
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Table 3.11 P-values from two sample KS test performed on tactoid aspect ratio for different
crowders on lipid surface as described in results and discussion (Fig. 3.8(iv))
100 kDa PEG
88 kDa MC 2.5 ⇥ 10 13

Table 3.12 Length vs aspect ratio fit parameters for all tactoids, using the equation y = mx (Fig.
3.9(i))
Initial

m(1/µm)1 R-squared
1.21 ± 0.01
0.2573

Table 3.13 a vs R fit parameters for all tactoids, using the equation y = Axd (Fig. 3.9(iii))
later

A1
1.3 ± 0.1

d1
1.69 ± 0.04
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R-squared
0.8113

Chapter 4
Liquid-liquid phase separation of MAP65
and PRC1
This chapter is based on unpublished data and results which are currently getting drafted into a
manuscript. I performed experiments, data analysis, and edits for this manuscript. I acknowledge
Jennifer Ross, Rae Robertson-Anderson, Radhika Subramanian for helpful discussions, letting
me use the instruments, and providing constructs. Also, I am grateful to Karthik Pedireddy from
the Robertson-Anderson lab and Leila Farhadi and Nandini Mani from the Subramanian lab for
help in sample preparation, experiments, and discussions.
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4.1

Introduction

A cell is a crowded compartment with many complex molecules with different affinities working in a micron-scale environment. A fundamental question is how a cell controls all these
complex molecules and processes accurately in space and time? What is more puzzling is that
the interactions and transport of molecules via diffusion can take an exponential timescale to
occur. One of the ways a cell can achieve control is by compartmentalizing or segregating
its components according to the relevant processes. Self-organized membrane-less compartments inside the cell do this job, which solves the problem by allowing the cells to control
constituent molecules and reactions spatiotemporally by increasing the relevant reaction inside
the unbounded compartments than outside [162].
As evident from the name, these membrane-less ‘organelles’ are different from membranebound organelles, which are physically separated from the cell interior by lipid bilayers, such as
lysosome, mitochondria, endoplasmic reticulum, or Golgi apparatus, and so forth. The interactions between the interior of the organelle to exterior happen through specialized membrane
transport machinery. Studies have shown that the leakage of the nucleic acid or protein from
these compartments can cause serious consequences [163]. For years, it has been puzzling how
membrane-less compartments are formed to regulate their composition and reactions without
having a physical boundary between the organelle interior and exterior.
The cytoplasm is a mixture of suspended drops of different chemical species that was first
hypothesized by Wilson in 1899 [164]. The first membrane-less body found inside a cell was the
nucleolus. A comparatively recent discovery demonstrates that the P granules in C. elegans germ
cells are liquid-like compartments once again drew attention to study these physical processes
[165]. P granules are membrane-less compartments composed of RNA and proteins. Prior
experiments using shear and photobleaching showed that there is an exchange with surrounding
cytoplasm, in addition to highly mobile components in P granules [165]. Since then, several other
membrane-less organelles have been identified in the nucleus, cytoplasm, and plasma membrane.
Organelles identified showing similar properties are Cajal body [166], nuclear speckles [167],
PML (promyelocytic leukaemia) bodies [168], balbiani body [169], stress granule [170, 171],
focal adhesions [172], nephrin clusters [173–175]and many others [176].
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These recent pieces of evidence from different systems are making it more clear that these
membrane-less organelles are formed via a phenomenon called liquid-liquid phase separation
(LLPS) [177, 176]. LLPS represents and addresses a ubiquitous phenomenon observed in almost
all eukaryotic life forms. Multivalent macromolecular interactions drive the protein components
into a dense phase with different properties; that phase separates from the surroundings and
forms these organelles or ‘condensates.’ The high intensity of protein components in condensates
increases the rate of biochemical reactions. In this chapter, I refer to them as biomolecular
condensates. These condensates dynamically exchange biomolecules between the exterior and
interior. In addition, it has been shown that these condensates can co-partition other components
or small molecules such as drugs.
Condensates play diverse roles in fundamental cellular processes under physiological conditions such as transcription, heterochromatin formation, genome organization, immune and
stress responses, neurotransmission, autophagy, and so on [163]. Under in vitro conditions,
these proteins form condensates via LLPS [178–191]. On the other hand, regulators of these processes have also been reported, which inhibit or reverse the phase separation [192–195]. Many
landmark studies have shown that the condensates that go through LLPS can be found in human
pathological conditions such as in fatal neurodegenerative diseases including as Alzheimer’s disease, Amyotrophic lateral sclerosis (ALS), and Parkinson’s disease (PD), inflammatory diseases,
and cancer [189, 196–205, 163, 206, 207]. These evidence indicates that condensates formed via
LLPS later form aggregates that cause these diseases. Observations and efforts have been made
from many interdisciplinary fields such as soft matter physics, biophysics, polymer chemistry,
and cell biology to build a model to understand the formation of biomolecular condensates by
the LLPS process [208].
Many cytoplasmic proteins make condensates in vivo and in vitro. Among microtubuleassociated proteins, Tau, BuGZ, and TPX2 have been shown to form condensates by LLPS
in vitro [209–212]. Tau maintains the stability of the microtubule and is abundant in neurons.
Aggregation of Tau is linked to neurodegenerative diseases, including Alzheimer’s disease. On
the other hand, TPX2 is a mitotic spindle protein that has been shown to help microtubule
nucleation. One probable pathway of microtubule branching can be via TPX2 condensates
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forming from instabilities via LLPS on a pre-existing microtubule and incorporating tubulin at
the branching point. In this chapter, I report that the crosslinker MAP65-1 makes condensates
via LLPS in vitro, too.

4.2
4.2.1

MAP65 undergoes liquid-liquid phase separation
Formation of condensates

A simplistic understanding of a single condensed-phase separation can be thought of in terms
of a simple 2D square lattice [162, 213], wherein each site there are two occupying species
available, green (G) and gray (K). If the site is occupied with desired protein, it is indicated by
green; the otherwise occupied sites by other molecules are colored as gray. In the initial state
after mixing, the proteins in the solution in the test tube are homogeneously mixed; hence the
greens are occupying the lattice randomly (Fig. 4.1(i)a-left). The interaction between the protein
and other molecules can be of three types, G-G, G-K, and K-K. Because of their preferred
interactions and to minimize the system’s free energy, the molecules separate into two phases:
green-rich and green-dilute. In terms of the lattice, the two phases are divided into two parts:
one with more green occupied sites and the other with fewer green sites Fig. 4.1(i)a-right).
In vitro experiments at room temperature, 22 ± 1 oC and tubulin polymerization buffer,
PEM80 or BRB80 with pH 6.8 under in vitro conditions, I observed that full-length MAP65-1
form condensates via LLPS (Fig. 4.1(i)b). In all experiments, 10% of MAP65 was tagged
with green fluorescent protein MAP65 (GFP-MAP65), which helps us visualize the compartmentalization of MAP65 into higher concentrated round droplets in the fluorescent confocal
channel. In a typical experiment, these condensates were formed in a test tube and then flowed
into a chamber coated with F127 polymer brush surface to prevent condensate’s surface wetting
(Appendix B). Additionally, while phase separating into droplets, MAP65 partitioned crowders
such as PEG and methylcellulose. Although crowders are crucial for some proteins to phase
separate, MAP65 does it spontaneously under the above conditions.
As a first step, to make sure that GFP itself is not playing a role in condensation, I tested
unlabeled full-length MAP65 in similar buffer and temperature conditions as above. Similarly,
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the unlabeled MAP65 formed condensates via LLPS in the same conditions. These samples
were imaged under transmitted bright field microscopy (Fig. 4.1(i)c).
The MAP65 condensates are a single condensed phase that is composed of a MAP65-rich
domain that is separated from the surrounding solution/buffer. Partition coefficient, p, is a
measure that determines the relative difference in concentration between the interior and the
surrounding of the condensate. The intensity profile along a line through the condensate reports
the distribution and partition coefficient p =

Iin
Iout

(Fig. 4.1(ii)), where Iin and Iout are the average

intensity inside and outside the condensate, respectively. I estimated the relative concentration
enhancement of p ⇠ 30 times.
Fluorescence recovery after photobleaching (FRAP) has been widely used to test the liquidlike nature of the condensates by diffusion kinetics of protein molecules inside. The bulk
properties of the condensate with diffusible MAP65 are studied by point photobleaching which
reports intra-condensate exchange. After controlled pointed photobleaching on the MAP65
condensates, the average fluorescent intensity of the spot rapidly recovers to 65%

70% within

a 2 min timescale (Fig. 4.1(iii)). So, indeed the encapsulated MAP65 in the condensate is
mobile, making the condensate liquid-like. The radius of this photobleach spot is 0.55 µm on
average. Details of this technique are discussed in the Appendix 4.9.
Initial experimental results with no surface coating on the glass made MAP65 condensates
wet the surface upon collision after settling down on the surface due to gravity. The approximately measured contact angle, q ⇠ 50o in this case (Fig. 4.1(iv)). Wetting the surface inhibits
further experiments such as fusion experiments to characterize condensate size and material
properties. To solve that issue, I pre-coated the surface with a F127 polymer brush in the similar
way I did for the tactoid experiments. The polymer brush surface prevents protein adsorption and
facilitates surface dewetting with an approximate contact angle q ⇠ 130o (Fig. 4.1(iv)). Hence,
the minimized droplet footprints on the surface allow MAP65 condensates to diffuse around the
surface, facilitating passive fusion of the condensates. When two MAP65 condensates come
close and touch each other by thermal motion, they fuse within a few seconds into a single
droplet (Fig. 4.1(v)-images). An important note here is that F127 is not responsible for the
MAP65 condensation, as, without F127, droplets have been consistently formed. Although, it
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Fig. 4.1 (i)(a) Simplified schematic representation of the concept of LLPS in terms of square
lattice. Two types of occupying molecules represent molecules of interest, green and the other,
gray. Initially, a homogeneously mixed state eventually equilibrates into a phase-separated final
state where one is green-rich, and the other is green-dilute. (b) Full-length GFP-MAP65 is
condensed into round droplets of different sizes in PEM80 at room temperature. (c) Unlabeled
full-length MAP65 gets phase-separated, too, which confirms that GFP is not causing the phase
separation. Image is taken in bright field channel. (ii) Partition coefficient p, from intensity
profile indicates that condensed phase is as much as 30 times dense than the surrounding. Inset
- the intensity profile is analyzed along the yellow line. (iii)top - Sample image frames of
condensate point photobleaching are shown. The dark dot from the second to the last image
in the condensates is the photobleached region. Normalized intensity data shows 65% 70%
recovery that indicates liquid-like properties of the condensates. The green shaded region in the
plot is the standard deviation (n=6). (iv) Representative cross-sectional images created from
confocal z-stacks for two different surface types: (1) MAP65 condensate wet the bare glass
surface with an angle q ⇠ 50o (2) On F127 polymer brush surface, condensate boundary forms
an angle q ⇠ 130o , demonstrating dewetting. (v) Image frames from before and after fusion of
two condensates are shown, which is another indicator of liquid-like properties of condensates.
Time t = 0 sec indicates the frame where fusion started, whereas negative time indicates the
frame before fusion. (vi) In a fusion event, the volume is conserved as total volume before
merging V1 +V2 along X and volume after merging V3 along Y has a slope of nearly 1. (n=35)
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may interact with the droplets in long-timescale as the droplets settle down and the diffusive
movement of the droplets is seized in a few hours.
To further investigate the fusion process and see if two fusing MAP65 condensates conserve
their volume after merging, I measured the diameters of droplets before and after fusion in FIJI.
I used images from the confocal fluorescence channel and bright-field channel to ensure there
were no discrepancies as the boundary of the condensate is quite tricky to determine. Indeed,
the total volume of two condensates V1 +V2 before fusion and volume of the final condensate V3
after fusion are the same as the slope in Fig. 4.1 (vi) and is very close to 1.

4.3

Is the disordered tail important for LLPS?

Studies on condensates in various systems report mainly two types of multivalent interactions
responsible for LLPS. One is the interactions between protein-protein, protein-RNA, and RNARNA. The other is weak, transient, multivalent interactions between intrinsically disordered
regions (IDRs) or low complexity domains (LCDs).
IDRs of proteins are not folded to an ordered, stable 3D structure. Also, IDRs lack amino acid
variances leading to inhomogeneous strong charge or polarity distributions along the sequence.
Primarily amino acid types that are prevalent in IDRs that phase separates can be categorized
into three types: (1) polar residues such as glycine (G, Gly), serine (S, Ser), glutamine (Q, Gln),
asparagine (N, Asn), (2) aromatic/hydrophobic residues such as phenylalanine (F, Phe), and
tyrosine (Y, Tyr), and (3) charged residues like lysine (K, Lys), arginine (R, Arg), glutamate (E,
Glu), and aspartate (D, Asp). Sidechains of IDRs can interact by p

p interactions in aromatic

residues, p–cation interactions, cation-anion interactions, dipole-dipole, and hydrophobic interactions (Fig. 4.2(i)) [174, 176, 163, 214–216]. Interestingly, The phase separation depends not
on precise IDR sequences but whole amino acid composition.
Studies have shown that mitotic spindle regulator protein, BuGZ, goes through phase
separation in vitro and cells, which relies on residues in its IDR domain. In the IDR domain,
highly conserved aromatic and hydrophobic side chains Phenylalanine (Phe, F)and Tyrosine
(Tyr, Y) are shown to promote phase separation of BuGZ [212]. As hydrophobicity can be a
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cause for phase separation by hydrophobic patches, it is reported that in the case of BuGZ, a
mutation in aromatic/hydrophobic residues inhibits phase separation.
Similarly, in Nephrin intracellular domain (NICD), a disordered protein, high negative charge
density, and aromatic residues are reported to cause NICD phase separation into condensates.
They show clustering negative charged blocks with Asp/Glu residues promote phase separation,
whereas distributing them more evenly results to phase separation reduction. In addition to
long-range electrostatic repulsion, short-range aromatic/ hydrophobic residues also help stabilize
condensate, as shown by mutant deletion mutants and sequence designs. Aromatic residue Tyr
and aromatic/hydrophobic residues Leu and Met contribute to phase separation [217].
In chromatid body associated protein Ddx4, oppositely charged residues get localized into
the sequence; hence the net charge per residue is low. Also, it has aromatic residues like Phe
and Gly in the IDR. The cation-pi interaction between Phe-Gly and Arg-Gly and electrostatic
interactions between opposite charge blocks are likely to be the reason behind LLPS [218]. Also,
P granule protein LAF1 [219] and microtubule-associated protein, tau phase separation is driven
by opposite charge electrostatic interactions between highly localized charged regions [210].
This mechanism is sometimes referred to as complex coacervation.
On the other hand, in RNA binding protein FUS, electrostatic interactions are not the primary
interactions that drive phase separation. Aromatic residue, Tyr repeats induce weak interaction
that promotes them in LLPS structures. Also, polar residue Gln is likely to play a role in this
high valent, but weak interaction [196, 216, 220]. Also, stress granule proteins hnRNPA1 take
advantage of its IDR to phase separate [221]. It has abundant polar, uncharged residues such
as Gly, Ser, Gln, and Asn. The hnRNPA1 is enriched with aromatic/hydrophobic residues Phe
and Tyr. Although it has positively charged residue Arg, since it is well distributed along the
sequence and not localized, it is thought that probably aromatic residues are the drivers of the
LLPS.
Earlier studies with MAP65 have shown that the full-length MAP65 has four rod and spectrin
domains along the sequence and IDR in the C-terminal tail. Here, I use PONDR algorithms
for MAP65 disorder prediction. Indeed, PONDR predicts the presence of IDR sequence in
the C-terminal tail in addition to four more disordered regions. Moreover, blocks of locally
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concentrated positive and negative charge regions are predicted by CIDER net charge per
residue (NCPR) distribution in the IDR region (Fig. 4.2(ii)). This may suggest that electrostatic
interactions between IDR regions play a dominant role among multivalent interactions to
promote MAP65 phase separation.

4.3.1

Testing PRC1 truncated versions

To further examine the role of IDRs in phase separation, I looked at another well-characterized
protein from the conserved MAP65/PRC1/Ase1 family, PRC1, which is the mammalian version
of MAP65. Similar to MAP65, PRC1 has an Arg/Lys rich unstructured region in the Cterminal tail, which is also predicted from the PONDR algorithm. Additionally, similar highly
accumulated charged blocks are also predicted by the CIDER algorithm (Fig. 4.2(iii)). To
further study the role of each domain in LLPS, I used different length PRC1 C-terminal and
N-terminal truncated versions. The truncated constructs are gifts from Radhika Subramanian’s
lab in Massachusetts General Hospital, a pioneer in the PRC1 research. The truncated PRC1
versions are: (a) RS21 (1-486), (b) RS22 (1-466), (c) RS5 (341-466), (d) RS72 (1-303), and (e)
RS13 (303-620) (Fig. 4.2(iv)). The purified proteins were stored in high salt concentration, NaCl
⇠ 500 mM. I diluted the proteins in the PEM80 buffer at least ⇠ 10 times to phase separate. I
observed, at room temperature 22 ± 1 oC, RS21 and RS13 phase-separated into condensates. On

the other hand, RS5 and RS72 did not form condensates (Fig. 4.2(v)). The concentration of
each PRC1 truncation for these experiments are as follows - (1) RS1 - 43 µM, (2) RS5 - 25.2
µM, (3) RS72 - 25 µM, and (4) RS13 - 20.1 µM. PRC1 has LCD from 466-620 as reported in
Uniprot and data published. RS13 contains the full IDR of these four truncations, whereas RS21
contains only part of that domain. Moreover, I observed high contrast in inside and outside
intensity in RS13 condensates under bright-field channel compared to RS21 condensates. This
evidence suggests that a charge-rich disordered tail is important for PRC1 and hence likely for
MAP65 to phase separate into condensates.
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Fig. 4.2 (i) Schematic of different modes of IDR interactions in a protein that drives the phase
separation. These weak, transient, and multivalent interactions include p p, p-cation, cationanion, and dipole-dipole interactions. (ii) Schematic of four spectrin domains R1 , R2 , R3 , and R4
and LCD are shown by boxes and a wavy line, respectively. The predicted net charge per residue
(NCPR) distribution from CIDER shows where blue and red represent positive and negative
charges, respectively. PONDR algorithms, VSL2 and VL3, predict disorder probability for
MAP65. A score above 0.5 is considered disordered. (iii) The schematic of PRC1 dimerization
region, rod domains, spectrin domain, microtubule-binding domain, and LCD are shown by
shaded boxes and wavy lines. The NCPR distribution prediction from CIDER and disorder
prediction from PONDR by VSL2 and VL3 are shown. (iv) Schematic diagram of various PRC1
N-terminal and C-terminal truncation constructs: (a) RS21 (1-486, orange), (b) RS22 (1-466,
red), (c) RS5 (341-466, blue), (d) RS72 (1-303, violet), and (e) RS13 (303-620,green). (v)
Representative images from experiments with each different construct are shown. While RS21
and RS13 truncations with LCD tail make condensates, RS5 and RS72 with LCD tail missing
fail to phase separate into condensates.
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4.4

MAP65 concentration, salt, and temperature effects on
condensates

In general, phase separation phenomena are very sensitive to external parameters such as
temperature, salt, pH, RNA, crowders, and post-translational modification [208]. In some cases,
the effect can be reverted to an earlier state of the system by tuning these parameters. Phase
separation of several proteins, including tau, TPX2, LAF1, BugZ, FUS, DDX4, and hnRNPA1, is
affected by minute changes in temperature and salt concentrations [196, 209, 211, 212, 218, 219,
221, 222]. To assess the response of MAP65 condensates further, I perturbed the homogeneous
MAP65 mix in three different ways (1) MAP65 concentration, (2) salt contribution, and (3)
temperature variation.
To check the effect of MAP65 concentration, I performed condensate forming experiments
with four different concentrations, 1 µM, 5 µM, 10 µM, and 14 µM. I observed that the
condensates’ number and size/diameter grew as the MAP65 concentration increased. In addition,
the surface fraction, the area covered by droplets to the area of the viewing window, increases
(Fig. 4.3(i)). For each concentration, I analyzed at least n=1500 condensates from at least 28 raw
images to quantify the condensate diameter values. These images were taken under the same
conditions as above and within a similar time window. Cumulative probability distributions
(CDF) of the condensate diameter displays a normal distributions (Fig. 4.3(ii)).
I fit the CDF with normal distributions that yield the parameters mean µ and standard
deviation s . Indeed, the mean of the droplet diameters shows an upward trend as the MAP65
concentration increases (Fig. 4.3(ii)-inset). This result implies that bigger droplets are formed
by a chain of fusion events between droplets at higher concentrations. Smaller condensates are
nucleated in a higher concentration of MAP65, resulting in higher number densities at initial
conditions. Due to their liquid-like material state, the droplets fuse into one larger droplet. At
higher number densities, the chance of encountering another droplet is higher in the initial times
after flowing the sample when droplets are mobile. This causes larger condensates at higher
concentrations.

86

1

(i)

(ii)

0.8

)

CDF

1
5
10
14

10 m

0.2
0

(iii)

(iv)

KCl

Diameter (

0.4

1

2

5
4
3
2
1
0

0

5

10

Concentration (

3 4 5
Diameter ( )

7

)

15

8

Temperature

10 m10 m

10 m

4 oC

22 oC

37 oC

Fig. 4.3 (i) Representative raw images are shown for an increasing MAP65 concentration,
[MAP65]= 1 µM, 5 µM, 10 µM, and 14 µM from left to right. Larger number densities
with higher droplet diameters are observed from left to right. (ii) Cumulative distribution
function of condensate diameters (1) 1 µM (yellow, n=1561), (2) 5 µM (green, n=2726), (3)
10 µM (red, n=2647), (4) 14 µM (blue, n=2456). The lighter colors represent the data, the
darker colors of the same shade represent the normal distribution fit to the data, and the dots
represent the 95 % confidence interval to the fit. (ii-inset) The mean diameter from the fitted
distribution with standard error of the mean (SEM) is plotted against MAP65 concentration.
The fitted diameter values (mean ± SEM) are (1) D = 0.96 ± 0.01 µm for 1 µM, (2) D =
2.26 ± 0.02 µm for 5 µM, (3) D = 2.84 ± 0.02 µm for 10 µM, (4) D = 3.35 ± 0.03 µm for
14 µM. (iii) Representative images from three configurations with KCl salt concentrations
[KCl]= 0 mM, 100 mM, and 300 mM with [MAP65]= 10 µM show inhibition of condensate
formation as the KCl concentration is increased. Very few to almost no droplets are formed at
the highest KCl concentration. The scale bar is 10 µm. (iv) Representative images from three
different experiments with varied temperature T=4 oC, 22 oC and 37 oC are shown. While at
4 oC condensates are formed too, at 37 oC already formed condensates quickly aged into the
viscoelastic droplets that create a chain/network of jammed droplets.
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To further explore the contribution of charged interactions in the condensate formation, I
added monovalent salt, KCl, in increasing concentration to mixed MAP65 solution. The addition
of salt inhibits the condensate formation as condensate number density and size both decrease as
the salt concentration is enhanced (Fig. 4.3(iii)). The dependence on salt concentration suggests
that iconic interaction plays an essential role in driving the phase separation [210]. In the last
section, I have discussed how the localized charged residue blocks in the protein IDRs are
thought to cause phase separation. Indeed, MAP65 has a block of positively charged residues in
its LCD tail (Fig. 4.2(ii)) which may suggest the same charge repulsion is affecting the phase
separation of MAP65.
To further examine how different temperatures affect the MAP65 droplet formation and
properties, I tuned the temperature of the solution during the condensate formation (Fig. 4.3(iv)).
While imaging, I observed at low temperatures such as 4 oC, many small condensates appeared
in the field of view, which created larger droplets further in a later time. Due to the lack of control
in low temperatures, I could not decouple this effect from that increasing temperature during
imaging. I observed small, already stuck droplets on the surface, leading to more confidence
that condensates are already formed at the lower temperature at this MAP65 concentration in the
PEM80 buffer. In comparison, at higher temperatures, 37 oC, I observed deformed non-spherical
structures. These structures may evolve due to incomplete fusion events between multiple
jammed or hardened condensates. This change in the material state is called aging, which I will
discuss in detail in the next section. Although MAP65 condensates age slowly in a few hours
at 22 oC, this data suggests that temperature enhances the aging rate and changes the material
property of the condensate.

4.5

Aging of condensates

Recently, in vitro experiments provided the clue that connects phase separation to fatal disease
aggregates; as I have discussed in the previous section, temperature, salt, and pH change condensate formation and their material properties. Additionally, condensates kept in similar conditions
show the change in material properties. Several proteins such as FUS, hnRNPA1,hnRNPA2,
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EWS, TAF15, FIB1 are reported to form condensates that turn into viscoelastic/gel-like structures with time [196, 215, 216, 221, 223–227]. This process is called the aging/ hardening/
maturation of droplets. At the initial stage of this process, rapid diffusion of the molecules within
the droplet and exchange of molecules with the background bath can be probed by FRAP and
fusion events. However, after maturation, both movements are ceased, and jammed fusion events
and slower photo recovery in FRAP are observed. The material properties of these hardened
states observed in vitro are still unclear but could be gels, glasses, or two-phase solids.
Till now, the reason behind the aging of the condensates is unknown and yet to be clarified.
Studies speculate and report that IDRs in proteins facilitate condensate maturation because of
their misfolding capabilities [196, 221, 222, 224, 228, 229]. It is also shown that in addition to
amino acid residue interaction, peptide backbone interactions also play a role in phase separation
and aging of condensates. Super-resolution, electron microscopy, and X-ray diffraction studies
have shown that the ultimate solid-state condensate has substructures like fibrils or filaments in
them. These fibrils have stretches of laterally contacted b -strands like amyloid fibrils. In some
scenarios, increased entanglement of IDR chains or kinetically trapped or “vitrified” b -strands
can help form solid-like aggregates [176].
To test if MAP65 condensates age over time under the same conditions, I used FRAP to
quantify molecular dynamics changes. In FRAP, a high-intensity laser beam of a specific
wavelength causes the fluorophore’s fluorescence lifetime to decay faster, creating a dark spot
in the intended target area. The intensity signal recovers when the exchange of labeled and
photobleached molecules occurs in and out of the photobleached spot due to diffusion. The
timescale and amount of recovery report the kinetics of molecules inside. If the intensity
recovers faster comparatively, it indicates a liquid-like phase inside the condensate; otherwise, it
is in a viscoelastic state (Fig. 4.4(i)). I studied bulk properties inside the condensate by point
photobleaching which reported molecular exchange inside and outside the photobleached spot.
On the other hand, photobleaching the whole droplet can show if an exchange of molecules has
occurred at the boundary. In the same location, I observed FRAP recovery on a condensate from
just after photobleaching (0 s) until 120 s. I performed the same procedure on different droplets
with intervals of an hour starting from an hour of initiating the phase separation (Fig. 4.4(ii)).
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An hour after mixing, I found MAP65 condensate recovered ⇠ 60% within 120 s. As the
recovery is not 100% and not fast enough, this signifies the rather liquid-like behavior with a
viscous component and not completely liquid. However, the recovery at later times of 2 hours,
3 hours, 4 hours, and 4.5 hours indicate more reduction in molecular movement as the curves
show 30% or less recovery that takes even longer times (Fig. 4.4(iii)).
A manual circular ROI was selected in Nikon elements software to report the mean intensity
of the ROI stored as raw intensity data. The radius of the ROI was determined by taking a radial
average from the center of the photobleached spot and fit in MATLAB (See Appendix 4.9). The
mean intensity values from another same-radius ROI on a non-photobleached droplet were also
recorded to correct for global photobleaching due to imaging [230]. The corrected raw curves
were normalized and averaged for each data set. I fit the normalized photo recovery mean curve
in, with the given equation [231, 232],

I(t) =

a + tbt

1/2

1+ tt

(4.1)

1/2

where I(t) is the intensity value at time t, t1/2 is the recovery constant, and a and b are the
fitting parameters. The t1/2 values show an upward trend with the time that characterizes the
aging of the material inside the condensate as the movement of the molecules is seized. An
hour after mixing, t1/2 = 27.16 ± 1.86 s which jumps up to two-fold at 4.5 hours, which is
t1/2 = 56.33 ± 3.38 s (Fig. 4.4(iv-v)). Some studies compare these results as transforming into
a viscoelastic material with little exchange or water-deficit environment.
Table 4.1 MAP65 condensate aging data
Parameters
1 hour
2 hours
3 hours
4 hours
4.5 hours

t1/2 (s)
Dapp ⇥ 10 2 µm2 /s Mobile fraction
(fit ± conf. int.) (mean ± conf. int.)
27.2± 1.9
1.11± 0.07
0.62
34.6± 1.1
0.88± 0.03
0.25
48.0±3.1
0.63±0.04
0.16
46.1±2.6
0.66±0.04
0.14
56.3± 3.4
0.54± 0.03
0.13

Another way of quantifying the aging is by calculating the diffusion coefficient of the
molecules in the MAP65 dense condensed phase. Apparent diffusion coefficient Dapp ⇠
90

r2
t1/2

[218, 219] of the molecules inside from FRAP can give a rough estimate of comparative seizure
in the movement happening over time. Here, r is radius of the photobleached region, which
is r ⇠ 0.55µm (Appendix, Fig. 4.8). Plotting Dapp against time shows that under the same

conditions droplets indeed age to slowed dynamics within the droplet. Dapp ⇠ 0.01 µm2 /s

after one hour of mixing that ends up being nearly half, Dapp ⇠ 0.005 µm2 /s at the end of the
experiment (Fig. 4.4(iv)).
Finally, from the plateau value of the FRAP recovery curve, I estimated the mobile fraction
of the molecules in the condensate phase. The mobile fraction dropped from ⇠ 60% in one
hour to ⇠ 14% after four and half hours after mixing in a near-exponential manner (Fig. 4.4(v)).
This data shows that the change in material properties due to aging is related to the exchange of
molecules.
Due to the aging and hardening of condensates, the fusion processes became prolonged with
a very long characteristic timescale. This maturation led to an incomplete coalescence where
the movement is arrested in time. If the aging has happened earlier due to changed experimental
conditions, a network of deformed droplets was observed all over the chamber.
As discussed earlier, droplet maturation can happen due to fiber formation. Although the
reason to find condensates in gel-like structures is yet to be explored, recent experiments with
the N-terminal FIB1 domain shed light on this issue. They show that not only does this R/G-rich
domain of FIB1 drives phase separation, but also it exhibits a nearly complete FRAP recovery
which is stable in a liquid-like form much longer than the full-length FIB1. Therefore, they argue
that the C-terminal methyltransferase domain of FIB1 probably promotes aging to viscoelastic
in vitro droplets [225].
More generally, the evidence from in vivo experiments shows that condensate’s liquid-like
state is a metastable and highly regulated process in a cell. It has also been suggested that even
viscoelastic/solid-like condensates can have diverse functionalities in a cell, including storing
and recycling macromolecules for the long term. [198]. Thus examples of solidification of
the protein assemblies or cytoskeleton have been found in various organisms, from bacteria to
nematodes. Dormancy can be associated with the aging process of RNP granules in C. elegans
during oocyte to early embryo transition [233, 234]. Also, in extreme conditions, budding yeast
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Fig. 4.4 Droplet aging characterization using FRAP: (i) Schematic of a condensate that shows
the material state of the condensate, liquid, and gel/viscoelastic. In the liquid state, molecules
are more mobile that gets seized over time. Green dots indicate molecules, and the length of
arrows indicates movements in the condensate. (ii) Five colored boxes in a column show a
timeline of five data points with increasing time; 1 hour (green), 2 hours (yellow), 3 hours
(red), 4 hours (blue), and 4.5 hours (purple). In each box, the left image shows the snapshot of
a droplet just after photobleaching (0 sec), and the right image shows the same droplet after
120 sec. The black round spot in the green condensate shows the photobleached region. The
scale bar is 5 µm. (iii) Normalized raw intensity recovery curves are shown for each five time
points. The color codes are shown on the bottom right. The shaded region indicates the standard
deviation around the mean. (iv) Normalized mean intensity recovery curves are fitted with the
eqn. 4.1 to quantify recovery constant t1/2 . (v) The recovery constant t1/2 obtained from the
fitting is plotted against time which shows an upward trend. The bars indicate a 95% confidence
interval. (vi) Apparent diffusion coefficient calculated from t1/2 is plotted against time. The
bars indicate a 95% confidence interval. (vii) Mobile fraction curve shows near exponential
decay that quantifies aging/maturation of condensates.
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and bacteria have been shown to change the material state of the protein assemblies into a
jammed state. As the metabolic activity is needed to maintain the same energy level in a cell
to regulate the non-equilibrium processes, down-regulating metabolism can cause this jammed
state [235, 236].

4.6

Condensate viscosity and surface tension estimate

As discussed earlier, several sensitive factors such as temperature, salt, small molecules, and
pH can change the material properties and formation of the condensates. In addition to FRAP,
the coalescence events of two MAP65 condensates encode the material properties of the fusing
condensates. Two primary driving elements in the process are (1) surface tension-driven
reduction of the surface area hence surface energy, and (2) viscous resistance to the deformation
of the droplet shape by internal structure. Depending on the interplay between these two factors
or rheological properties, the final state of the coalescing process can be complete, partial, and
incomplete. If the surface tension dominates, as it does for simple liquids, the final state relaxes
to a spherical shape. By this process, the surface curvature gradients are minimized, so does the
surface energy. Otherwise, if the viscosity dominates, there would be slow relaxation to almost
no relaxation of the condensates that results in non-spherical shapes.
After forming the condensates under the MAP65 condensate forming condition, I inserted
the mix solution into a flow chamber coated with a polymer brush of F127 on the surface. The
polymer brush surface allowed condensates to diffuse on the surface, which led them to fuse
passively when they were in contact with each other. I recorded the fusion events observed
between half an hour to an hour after mixing to decouple the effects of aging in quantifying
material properties.
Two liquid-like droplets fused into a bigger droplet in a complete fusion event, keeping the
volume conserved. The shape relaxation in the process to a sphere can be well-approximated
by fitting the boundary with an ellipse (Fig. 4.5(i)). The aspect ratio l/w is defined from the
semi-major length, l, and semi-minor length, w, of that ellipse. Analysis of the time series of the
condensate coalescence shows an exponential relaxation with swift characteristic fusion time t
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Fig. 4.5 Fusion event characterization: (i) Schematic of the fusion event of two condensates with
time. From the first contact time point to the whole fusion process, an ellipse with semi-major
axis l and semi-minor axis w is fitted to measure the relaxation length scale of the process. (ii)
Top - the image sequence at time points t = 0.6 sec, 0.8 sec, 1 sec, 1.6 sec, and 3 sec shows
two MAP65 condensates fuse into a round shape condensate. The scale bar is 5 µm. Bottom
- The aspect ratio, l/w, is plotted with the time that shows an exponential decay. The fit to the
data yields the characteristic fusion timescale, t = 0.53 ± 0.03 s. (iii) The t from several fusion
events is plotted against the characteristic length scale, Le f f . The linear slope represents the
inverse capillary velocity h/g ⇠ 0.38 s/µm (n = 26).
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(Fig. 4.5(ii)). Similarly, a characteristic length scale, Le f f =

p
w0 (l0

w0 ) can be defined to

represent the length scale of the process [219, 237]. Here, l0 and w0 are the semi-major and
semi-minor lengths of the ellipse at the time when the condensates are just in contact. In case of
simple fluid, the t is related to Le f f by t ⇠ ( hg )Le f f , where

h
g

is the inverse capillary velocity

and h and g are the viscosity and the surface tension of the condensate respectively. After fitting
t vs Le f f for MAP65 droplets with a linear equation y = mx + c, I found

h
g

⇠ 0.38 s/µm (Fig.

4.5(iii)).
In the context of Brownian motion, the diffusion of protein molecules are coupled to the
viscosity of the solvent by the Stokes-Einstein equation:
D=

kB T
6phRh

(4.2)

where D is the diffusion coefficient, kB is the Boltzmann’s constant, T is the temperature
in K, h is the dynamic viscosity, and Rh is the hydrodynamic radius of the protein. The
hydrodynamic radius, Rh , of MAP65, is measured previously and reported to be ⇠ 42 Å [92].
Using the diffusion coefficient value D ⇠ Dapp = 0.011 µm2 /s value for in the first hour after
the mix (Table 4.1), calculated in the previous section, I estimated the dynamic viscosity of the
condensate. At room temperature, 22 oC, I calculated the estimated viscosity to be h ⇠ 4.6 Pa-s
or 4670 mPa-s, which is equivalent to that of honey. For comparison, the dynamic viscosity
of water at 22 oC is 0.95 mPa-s. Now, from the inverse capillary velocity and this viscosity
estimate, I calculated the surface tension of the condensates. In the first hour after the mix, the
condensate surface tension turns out to be g ⇠ 12.3 µN/m. This surface tension value is an
order of magnitude lower than the LAF-1 condensate surface tension value, g ⇠ 100 µN/m and
an order of magnitude higher than P-granules g ⇠ 1 µN/m [165, 219]. These lower surface
values are typical for macromolecular liquid-like condensates [238]. For comparison, air-water
surface tension at 21.5 oC is, g ⇠ 72.75 mN/m, almost 6000 times larger than the estimated
MAP65 surface tension value.
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4.7

Shape analysis of condensate coalescence

In this section, I tried to understand the complete coalescence of MAP65 condensates into larger
round condensate reminiscent of a liquid-like internal structure. An empirical geometrical model
can capture the shape evolution during the process. Originally, the surface of two equal-sized
coalescing spheres was approximated using a Hippopede curve [239]. A modified version of
that model to incorporate unequal size spheres can be written as a polar function of the form
[240, 241]:

r1 (q ) =

p

q
4bc
1

where k(b, N) =

c(b, N) =

✓

 ✓
3b p 5
b
1 + N3
3

◆

b +

b sin2 (q ) + kcos(q )

N 1⇣
2
N+1

b1/N

⌘N

and

k(b, N)2
(1 b)2 (b k(b, N))2
p
(1 + b) +
4b
b
p ◆ ◆ 2/3
✓
1+b+2 b
p
ln
1+b 2 b

(4.3)

(4.4)

(4.5)

where b and N are independent parameters, the coalescence parameter, b, carries a value
from 1 to bmin that describes the degree of coalescence. The b = 1 corresponds to the initial
scenario when two individual spheres are just in contact, and b = bmin corresponds to the final
state of complete coalescence to a larger sphere. N =

R2
R1

is the ratio of radii of two spheres

in the initial point of contact, where R1 is the radius of the left sphere and R2 is the radius of
the right sphere. The value of N > 1 and N < 1 change depending on the size inequality of
the spheres. The second k-term in Eq. (4.3), a function of b and N and modified c(b, N) was
added to the original two equal-size approximations to incorporate unequal size in the problem.
One important note to be taken here is that the Eq. (4.3) is decoupled from fluid dynamic
equations and k is chosen such that in Eq. (4.3) c(b, N) becomes a dependent variable through
the continuity equation. The shapes from this model are validated through other methods such
as finite element methods [242] and boundary element methods [243].
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Fig. 4.6 Geometrical model of the condensate interface evolution: (i)(a) Time series of a
coalescence event of two condensates is shown. Here frames are 200 ms apart with t = 0
s indicates the first frame of the time series (not shown). Scale bar is 5 µm. (b) Interface
maps of the corresponding images are shown in white with a black background. Raw images
are first translated and then rotated according to the orientation of the condensates for further
analysis. (c) 3D surface of revolution as predicted from the model fit to the data from the
corresponding frames. (ii) The r q plot for individual frames: 0.8 sec (yellow), 1 sec (green),
1.6 sec (red), and 3 sec (blue) are shown with data from interface map. The corresponding
model fits using the scaled version of the equation Eq. (4.3) are shown in black. (iii) The
coalescence parameter, b, in the model is plotted with time for the whole coalescence process,
which is fitted with an exponential decay curve with t = 0.94 ± 0.23 s. (iv) The aspect ratio,
a/b, calculated from the model is plotted with time. The exponential fit yields t = 0.25 ± 0.02 s.
(v) The calculated surface area of the condensates using the model fit parameters also shows
an exponential relaxation similar to the aspect ratio relaxation time scale. The exponential fit
yields t = 0.32 ± 0.03 s. The shaded red zones in (iii), (iv), and (v) indicate the time points
where condensates are still separated. (vi) The curvature, k, of the interfaces calculated from the
model fit parameters show the smoothening of curvature gradients as the coalescence process
progresses. The yellow and blue curves indicate the first contact frame to the last frame of the
acquisition, respectively.
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I fitted this general geometric model to the image sequences of MAP65 condensate coalescence to quantify the surface area change, curvature gradients, and comparative timescales
associated with the process. Before analysis, the images were pre-processed by image analysis
routines to reduce noises and extract relevant information. First, a median filter of 4 ⇥ 4 matrix
was applied on the raw images in Fig. 4.6(i)(a) to smooth the images, which reduces noises. Then
the images were binarized using Otsu’s global threshold in MATLAB. After that, an appropriate
area size filter, ‘bwareafilt,’ was applied to eliminate the areas that were not of interest. The
coalescence process had to be on a horizontal axis to fit the above-mentioned model. Therefore,
the centroids of the condensates in the images were translated to the image centers and rotated
according to their orientation. I used MATLAB’s built-in function ‘regionprops’ to find out the
area, centroid, the orientation of the droplets in the images. Finally, the boundary/interface of the
condensates was detected by the canny edge detection algorithm in MATLAB Fig. 4.6(i)(b). To
convert the binary boundary map into a polar (r, q ) plot, I introduced two more matrices R and
Q with the same size as the original image using MATLAB’s mesh grid and ‘car2pol’ functions.
The centroid of the condensate serves as the origin for these new matrices. The overlap of binary
map and R and Q reports the corresponding (r, q ) co-ordinates Fig. 4.6(ii). As the coalescence
process progresses, the r(q ) function smooths out from a wavy line to a flat line, as the final
state is a sphere.
The present geometrical model Eq. (4.3) is a scale-free equation, which was written down
for a unit reference sphere. I introduced a scale factor, S, as a parameter, which scales the
dimensions accordingly while fitting to fit the experimental data. Hence, the final equation I
used is r(q ) = Sr1 (q ) to perform the calculations. Here I discuss results from the model fit
to an experimental fusion event of two nearly equal-sized condensates. In the very first frame
where condensates are just in contact, I fitted the experimental data with the Eq. (4.3) with three
parameters, S, b, and N. Once I determined the scale factor, S, from this fit, I used that number
for rest of the fits where I fitted with only two parameters b and N. Each time while fitting the
data, I tried ten different initial conditions for b and N each and chose the best parameters that
fit the data. With these parameters the model well approximates the experimental condensate
boundaries (Fig. 4.6(ii)). Since the shape of the condensate held a rotational symmetry around

98

the x-axis, I constructed a surface of revolution from the model with best-fit parameters that gave
a 3D flavor to the condensate interface evolution (Fig. 4.6(i)(c)). The coalescence parameter,
b, follows an exponential relaxation in time with tb = 0.94 ± 0.23 s. Since the image frame
at t = 0.8 s indicates the initiation of the fusion process, the frames before that time have
images where the model is unsuitable for fitting. Thereby, these frames were excluded from the
exponential fit (Fig. 4.6(iii)).
To further investigate the timescale of the process, I calculated the aspect ratio, a/b where
a = rq =0o and b = rq =90o from the model fit for each image frames after the fusion initiation. In
the frames before the fusion, since b = 0, aspect ratio values were not calculated as it diverged to
an extreme value. The aspect ratio, a/b also shows an exponential decay with tm = 0.25 ± 0.02 s
(Fig. 4.6(iv)). I also calculated a/b using ImageJ to confirm the measurement. The ImageJ
aspect ratio relaxation time yields td = 0.23 ± 0.05 s which is comparable to the model aspect
ratio relaxation time tm . To further compare results between my two ways of analyses (1) the
aspect ratio relaxation in the previous section and (2) the aspect ratio here, I used the image
sequences of the same fusion event. Although, the ellipse fitting method is used consistently
in the LLPS field to describe fusion relaxation events, the relaxation time te = 0.53 ± 0.03 s
calculated here by fitting an ellipse in the previous section, is almost twice compared to tm and
td .
The model further reports the change in surface area during the fusion relaxation process
of two condensates. The surface area of two droplets before fusion initiation were estimated
from the binary images. First, the radii of the condensates were approximated from the areas
calculated by MATLAB regionprops function. Then the surface area A = 4pr2 was calculated
from those radii. For frames after the fusion initiation, the surface areas were calculated from
the model parameters using Eq. (4.3) with r(q ) = Sr1 (q ). The boundary integral was performed
numerically in MATLAB with
dA = 2pr1 (q )2 sin q
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s

1+

r10 (q )2
r1 (q )2

(4.6)

The dA is integrated over q from 0 to p to calculate A. The surface area A also relaxes in
exponential fashion with ts = 0.32 ± 0.03 s, which is comparable to the aspect ratio relaxation
timescale, tm , calculated above (Fig. 4.6(iv)).
In a complete coalescence process of condensates, surface tension coupled with curvature
gradients drive the fusion process. At the initial point of contact, the process starts with a
divergence in curvature. This sharp feature finally smooths out as the fusion progresses. To
quantify curvature patterns from the model fit, I calculated curvatures at each time point from
the experimental images. In the polar (r, q ) co-ordinate, curvature k takes the form,
k=

2r10 (q )2 + r1 (q )2 r1 (q )r100 (q )
(r10 (q )2 + r1 (q )2 )3/2

(4.7)

Using Eq. (4.3) and fitted parameters, I calculated the curvature at each time point. Indeed, the
calculated curvatures show the reduction of sharp features over time. As a result, the model
finds the curvature of the final droplet to be k ⇠ 0.39. To double-check if the reported curvature
from the model was correct, I measured the radius of the final condensate in ImageJ. I found
k ⇠ 0.38 using the equation k = R1 , which is comparable.
While this model predicts comparable results, one should know a few points to work with it.
This geometric model only supports fitting the interface after fusion initiation, i.e., after two
droplet boundaries overlap to avoid divergent consequences in the solution. So, here all the
calculations and predictions by the model begin at t = 0.8 s in Fig. 4.6(i)(a). Also, the model
fails to fit extreme curvature shapes as it is challenging to achieve numerically. In the above
fusion event, I chose two almost equal size condensates to quantify the fusion process, which
worked well. Although I have progressed in fitting the unequal size condensates using this
model, there are some pitfalls. Finding the origin in a binary image is crucial to fit the model
properly to the experimental data. The way this model is constructed, neither the centroid of the
merging droplet nor the intersection points are the origins in the model. Additionally, the origin
of the coordinate in the model shifts slightly as the process progresses, and that also depends on
the N =

R1
R2

value. This movement makes coinciding experimental and model origin difficult

for the MATLAB routine; hence an error is introduced in the fit. In comparison, equal droplet
merging always has the centroid as the origin in the model, which makes the analysis even more
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accurate. Overall, finding the origin of the coordinate in the image is crucial for the model to fit
the data successfully.
Another approach to fit the evolution of condensate interface can be with Cassini ovals. This
coordinate system has two fixed points or foci, accommodating two droplet scenarios before the
fusion initiation step. Although originally, the Cassini oval was constructed for symmetric or
equal size droplets, exponents and expansions incorporate unequal size. I have used Legendre
polynomial expansion to fit unequal size MAP65 condensate coalescence. Although it sounds
promising, I found that too many fit parameters were needed to get the curvature well-fitted to
the data.

4.8

Making asters from condensates

Microtubule nucleation and bundling over space and time play a vital role in cellular processes,
including the spindle formation in dividing cells and transport in neurons. The governing
mechanisms of local nucleation of microtubules are still an active field of study. Studies reported
that gamma-tubulin, augmin, and Ran help nucleate microtubules. A recent study elucidated
that the spindle assembly factor TPX2 phase separates into condensates that incorporate tubulin
to nucleate microtubules [211]. Another report described a possible pathway for microtubule
branching on an existing microtubule in detail. The TPX2 formed localized condensates on
microtubules from a hydrodynamic instability, and nucleated new microtubules on the existing
microtubule surface [244]. The mechanism to compartmentalize a specific protein to increase
its concentration in space and time is a hallmark of LLPS. Similarly, in vitro experiments
have shown that in a non-centrosomal nucleation pathway, phase-separated tau protein droplets
partition tubulin in a concentration-dependent manner and act as a nucleating core to form
microtubule bundles [209]. Although in this study, tau was artificially condensed into droplets
using crowding agents, tau can phase separate in low salt and low pH independently [210]. They
also suggest that tubulin itself or RNA plays the role of condensing tau in the cell. Spindle
protein BugZ was also demonstrated to show temperature-dependent phase separation and
promote microtubule nucleation and assembly of the spindle in Xenopus egg extract [212].
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Another study showed that the enhanced protein concentration in the centrosome was the key
driver of the local microtubule nucleation from the centrosome [245]. Interestingly, a similar
mechanism has been shown in the case of actin regulatory proteins in the context of actin
polymerization. These proteins locally enhance the actin concentration by phase separation that
is reported in many studies [173, 174, 199].
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Fig. 4.7 (i) Representative confocal images captured in 488 nm and 561 nm channel show
incorporation of rhodamine-tubulin (red) into GFP-MAP65 (green) droplets. The small molecule
GMPcPP was absent in the solution. (ii) Intensity distribution along the line through a sample
tubulin droplet. The plot is normalized to calculate partition function showing that inside
droplet intensity is ⇠ 8 times higher than the intensity outside the droplet. (ii) Representative
sample maximum z-projection confocal images show that microtubule asters are formed in
the presence of GMPcPP. Microtubules (red) are formed radially outward from the deformed
MAP65 condensates (green). The merged two-channel image shows that tubulin and MAP65
are co-localized, and MAP65 molecules distribute themselves according to the tubulin. The
cross-section view of the same aster is taken from a reconstructed 3D volume using a confocal
z-stack. (iv)-(v) Quantification of tubulin partition into condensates. (iv) The radially average
intensity profile in the tubulin channel over time is plotted for the sample condensate. The
red and green indicate this image sequence’s first and last frame at t = 0 min and t = 60 min,
respectively. The in-between intensity profiles are shown in gray. The arrow indicates the
enhanced average intensity over time due to the aster formation outside the condensate boundary.
(v) Image frames of the sample droplet at t = 0 min, 16 min, 60 min. The mean intensity
inside the droplet is plotted against time. The exponential recovery fit shows characteristic time,
t = 21.8 ± 2.6 min. (vi) Tactoids formed in some parts of the chamber during aster experiments,
where MAP65 (green) is co-localized with tubulin (red) as seen in the merged image. The scale
bar is 2 µm for all images.
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To test this nucleation pathway of microtubules, I performed in vitro experiments where
I added tubulin to already formed MAP65 condensates. Although the optimum temperature
for microtubule growth was at 37 oC, I performed these experiments at 22 ± 1 oC to avoid
MAP65 condensates hardening into networks of deformed droplets. As a control experiment
to examine the amount of tubulin incorporated in condensates, I added a low concentration of
tubulin solution, [TUB] = 3.75µM in the absence of GMPcPP to the already formed MAP65
condensates at [MAP65] = 10µM. Within half an hour window, I observed in ⇠ 50% of the
MAP65 droplets contain tubulin (Fig. 4.7(i)). The partition co-efficient from the droplet intensity
profile indicates that the tubulin concentration is ⇠ 8 times higher inside the condensate (Fig.
4.7(ii)). Additionally, I measured the average intensity inside a droplet from a sample of 55
droplets which showed a partition co-efficient of p = 7.2 ± 2.5. So, the concentration inside
these droplets was ⇠ 26 µM high enough to nucleate microtubules locally. In the absence of
nucleotide GMPcPP, microtubules did not polymerize into a fiber in the condensates (Fig. 4.7(i))
as expected. I found that incorporating tubulin in MAP65 condensates made condensates age
faster and create droplet chains.
To investigate the nucleation mechanism, I added GMPcPP-tubulin mix to the already formed
MAP65 droplets under similar conditions in an open cylindrical chamber. I used a similar low
tubulin concentration, [TUB] = 3.75µM to compare with no-GMPcPP results. Indeed, I observed
that the microtubules polymerized from the droplets and grew radially outward as individual
filaments or bundles to form astral patterned microtubule structures (Fig. 4.7(iii)). Imaging
MAP65 showed that MAP65 molecules were redistributed in the aster to bind and bundle the
microtubules. To visualize astral patterns, I captured z-stacks in each fluorescence channel
and used maximum intensity projection in ImageJ (Fig. 4.7(iii)). First, I observed tubulin is
incorporated into the condensate via a slow exchange process at the boundary of the condensate.
Tubulin was concentrated inside over time. I quantified this process by taking a radial average
of intensity from the droplet center for each image frame and plotting it with time (Fig. 4.7(iv)).
The microtubules that grew radially outwards from the droplets were difficult to capture in the
same confocal slice. An increment in the radially averaged intensity just outside the droplet
boundary indicated the formation of the microtubules (Fig. 4.7(iv)). The calculated mean
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intensity of the condensate in the tubulin channel shows a slow rate of tubulin incorporation with
a characteristic time, t = 21.8 ± 2.6 min (Fig. 4.7(v)). Asters formed slowly in this timescale,
but it was difficult to observe the formation event directly due to a very low signal than the
droplet and confocal imaging technique.
Interestingly, in addition to asters, the tactoid formation was also observed on the surface
of the chamber with MAP65 localization in the tactoids (Fig. 4.7(vi)). This suggests that
the small MAP65 condensates only support bi-directional microtubule growth that results in
tactoids. Moreover, it also shows that individual MAP65 molecules are probably not intrinsic
microtubule nucleators. Instead, my results suggest that MAP65 condensates promote nucleation
by concentrating the tubulin locally inside the condensate.
Overall, these experimental results show that the mechanism of concentrating tubulin into
condensate to enhance microtubule nucleation and growth is universal and independent of protein
details as it is observed in various proteins such as TPX2, tau, BugZ, and now MAP65. One
can imagine that a cell uses this universal strategy to assemble and disassemble its microtubule
structures using phase separation of microtubule regulator proteins in space and time.
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Fig. 4.8 Measurement of photobleached radius: (i) Radially averaged normalized intensity
profile of a photobleached spot is shown (n=16). The solid line (yellow) indicates the mean, and
the shaded area (light yellow) indicates the standard deviation. Inset - A representative droplet
with a point photobleached spot is shown. (ii) The radially averaged normalized mean profile is
fitted with the given sigmoid equation. The radius of the photobleached spot, R ⇠ 0.55 µm, is
obtained from the fit. R signifies the point where the normalized intensity is 0.5.
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Chapter 5
Conclusion and future outlook
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In this thesis, I have discussed how a minimal two-protein system with inert polymers gives rise
to various self-organized patterns via transient multivalent interactions. The principles behind
these organizations are deep-rooted in the core concept of cytoskeleton formation in the cell.
This thesis draws interesting conclusions which are needed to be studied in the future.
My experiments try to glimpse a much bigger picture, protein condensation, and organization
in the cell cytoskeleton. The role of condensates in the context of the cytoskeleton is just
beginning to unravel. Although the tubulin itself does not phase separate, the interplay between
microtubule and regulator protein condensate influences each other’s function [246]. First, I
discuss condensates role in regulating filaments:
I have shown how the MAP65 condensate formation enhances microtubule nucleation. In
the classical picture of microtubule nucleation, g-TuRC and XMAP215 act as nucleators present
in specific microtubule-organizing centers such as centrosomes. Since depletion of g-TuRC or
lack of centrosomes still locally nucleate microtubules, alternative mechanisms are still an open
question. Recent works on spindle proteins BuGZ and TPX2 indicate that the novel condensate
formation mechanism to nucleate microtubules may play a bigger role in spindle assembly. After
all, the acentrosomal spindles are shown to have liquid-like properties via fusion and response to
stress and described in the context of liquid-crystals [145, 146]. In some way, the mitotic spindle
is a higher-order structure formed by the fibers and condensates. A similar concept has been
explored in vitro where short actin fibers are encapsulated in FUS condensates [132]. Similar
experiments with microtubules encapsulated in a shape-changing lipid have been reported before
[247]. These experiments are the first attempts to build a model system of the spindle. Although
the tactoids in this thesis stem from a similar concept, the inability to control microtubule length
limits their capabilities to show true liquid nature.
Condensates can further mediate the sliding of two filaments to promote bundling. Indeed,
MAP65 family proteins Ase1 and PRC1, spindle protein BuGZ, and tau are shown to form
bundles and produce entropic forces to minimize the overlap [67, 209, 212]. Although the
force to deform the microtubule is much higher than the surface tension of regulator protein
condensates, this force is enough to grab and slide another filament. Further, tau and these
crosslinkers have been shown to protect against severing enzymes [248, 249]. Condensates
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typically wet the microtubule surface, as in the case of tau and TPX2. Interestingly, MAP65
condensates do wet the surface of the microtubule, too (data not shown). For TPX2, the
condensate form via hydrodynamic instability that suggests surface-assisted condensation [244].
This strategy maximizes branching from a microtubule which is essential to cover more locations
in an assembly.
On the other hand, cytoskeletal filaments are thought to regulate the condensate size, properties, and functions. The filament network effectively ‘cage’ the condensates and inhibit fusion
processes [246]. In this way, the cytoskeleton regulates the droplet distribution in space and time
inside a cell, rather than localizing a condensate in a certain place. Although the condensates
are embedded in the network, they can grow by Ostwald ripening via diffusive exchange of
molecules. They interact with the fibers that limit their shape by counteracting force at a certain
size. The stiffness of the cytoskeletal network is proposed to regulate the shape and size of the
condensates. The elastic ripening of droplets on a stiff substrate has been demonstrated in an
artificial system [250, 251]. Indeed, it has been demonstrated that the nuclear condensates grow
preferentially in low-density euchromatic regions, which may seem plausible for cytoskeleton
too [252]. Moreover, it has been demonstrated that microtubules drive phase separation of inner
centromere components, which do not phase separate on their own in a homogeneous mix [253].
In the context of the microtubule, the role of CTT tails, post-transitional modifications, and
tubulin isotypes in regulating condensate interaction with microtubule are yet to be studied [27,
29]. However, the altered surface properties due to these modifications, so-called ‘tubulin code,’
can very much be a signaling pathway to interfacial droplet formation on the microtubule surface.
Additionally, on a slightly larger length scale, studies show that micron-scale geometrical features
of microtubules draw attention to regulating proteins that help in microtubule self-organization.
These geometrical features include microtubule length, microtubule overlap, the contact angle of
interaction, lattice defects, and so forth [254]. In some way, the microtubule uses these feedback
cues to generate essential higher-order structures such as cortical arrays in plants and mitotic
spindles. All these together will be an exciting research direction in the future to pursue.
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Appendix A
MATLAB codes
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1. Size distribution and moment calculation function file for four crowders %Moment analysis file - Code v1
%Written by Sumon Sahu - 2020
%Last Updated by Sumon Sahu - 01/14/22

%Input from ImageJ - Image stacks in .tif format in four folders for four
%different crowder configurations. In each image, the domain of interest is
%in black and rest of the domains are in color according to orientation.
%Retruns the average size distribution and calculated moments for the
%stack for each crowder configuration.

% Parameters for TIRF
image_window = 55.15; %in micron
scale = 9.25;

% in pixels/micron

% all area sizes are included
threshold_area = 0;
% histogram configurations
hist_counts = 2500;
histbin_width = 1;
% four crowder configurations
len = [1 2 3 4];
num_folder = length(len);

% loop for each crowder folder
for folder_loop=1:num_folder

% Enter folder and file name and add to path
folder_name = sprintf(’image%d/’,folder_loop);
file= sprintf(’Stack%d.tif’,folder_loop);
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path = strcat(’Give a path’,folder_name);

%file path
file_path = strcat(path,file);
% filepath, file name, extension
[filepath,name,ext] = fileparts(file_path);
% info about file
info = imfinfo(file_path);
% number of images in the stack
num_images = numel(info);
% deine the storing variable
counts = [];
moment0 = [];
moment1 = [];
moment2 = [];
moment3 = [];
scaled_area_total = []

% this loop is for each stack file
for loop = 1:num_images
% read image in the stack
original_image = imread(file_path,loop);
% Use this function to calculate distribution and moments for each
% image. See below.
[counts(:,loop), values(:,loop), moment, scaled_area] = ...
distribution(original_image , image_window, scale, ...
threshold_area, hist_counts, histbin_width);
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% store areas in a variable
scaled_area_total = [scaled_area_total; scaled_area]

% store moments from each loop in variables
moment0 (loop) = moment(1);
moment1 (loop) = moment(2);
moment2 (loop) = moment(3);
moment3 (loop) = moment(4);

end

% store data from each stack in a cell
scaled_area_total_all{folder_loop} = scaled_area_total

% calculate mean and std of moment0 for each stack
moments0(folder_loop) = mean(moment0);
std_moments0(folder_loop) = std(moment0);

% calculate mean and std of moment1 for each stack
moments1(folder_loop) = mean(moment1);
std_moments1(folder_loop) = std(moment1);

% calculate mean and std of moment2 for each stack
moments2(folder_loop) = mean(moment2);
std_moments2(folder_loop) = std(moment2);
area{folder_loop} = moment2’;

% calculate mean and std of moment3 for each stack
moments3(folder_loop) = mean(moment3);
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std_moments3(folder_loop) = std(moment3);

% mean size distribution
count(:,folder_loop) = mean(counts,2);
std_count(:,folder_loop) = std(counts,[],2);
value(:,folder_loop) = mean(values,2); % it’s same

% prints which folder we are in
fprintf(’Folder%d has been finished running\n’,folder_loop)
end
%% histogram

% plots the mean size distribution for each crowder configuration
figure
for i=1:num_folder
plot(value(:,i), count(:,i),’s-’,’linewidth’,2,’MarkerSize’,8);
hold on
end
hold off
set(gca, ’YScale’, ’log’,’XScale’, ’log’,’fontsize’,18)
xlabel(’s in \mum^{2}’)
ylabel(’n_{L}(s)’)
title(’ Distribution of mean cluster-size’)
legend(’1’,’2’, ’3’, ’4’)
ylim([0.000001 0.01])
2. Function file that calculates the moments for each image - This function returns cluster
size bins as ‘values’, scaled number of clusters as ’counts’, moments, and list ‘scaled area’
function [counts, values, moment, scaled_area] = distribution(image,...
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image_window, scale, threshold_area, hist_counts, histbin_width)

% convert rgb image to grayscale
gray_image = rgb2gray(image);

% make binary image (select black areas as 1, rest 0)
bw_image = gray_image < 5;

% use threshold to remove small clusters
bw_threshold_image = bwareaopen(bw_image,threshold_area);

% area list of clusters in the image in pixels^2
area_table = regionprops(’table’,bw_threshold_image,’Area’);
area_array = table2array(area_table);

% area list in um^2
scaled_area = area_array/(scale^2);
% generate arrays, counts and values from histogram of area sizes
[countss, values] = hist(scaled_area,[0:histbin_width:hist_counts]);
moment = [];

% rescale with image window size
counts = countss/(image_window^2);

% Calculate moments
moment(1) = sum(counts);
moment(2) = sum(values.*(counts));
moment(3) = sum((values.^2).*(counts))/moment(2);
moment(4) = sum((values.^3).*(counts))/moment(2);
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end
3. 2D spatial auto-correlation function and correlation length calculation for four
crowders configuration%Correlation length code for fanlike structures Code v1.0.3
%Written by Sumon Sahu - 05/03/20
%Last Updated by Sumon Sahu - 01/05/22

%Input from ImageJ - Image stacks in .tif format in four folders for four
%different crowder configurations. In each image, the domain of interest is
%in black and rest of the domains are in color according to orientation.
%Retruns the mean auto-correlation function for each crowder configuration.

clear all;
clc;

image_window = 55.15; % TIRF window size in micron
scale = 9.25;

% in pixels/micron

% In cytosim, 740 pixels = 50 um

threshold_area = 0; % Size limit for areas
rmax = 200; % radius to calculate correlation function
len = [1, 2, 3, 4]; % four crowder configurations
num_folder = length(len); % number of folders
x=(1:rmax)/scale; % scaled radius variable

figure
for folder_loop=1:4

% Enter folder and file name and add to path
folder_name = sprintf(’image%d/’,folder_loop);
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file= sprintf(’Stack%d.tif’,folder_loop);
path = strcat(’Give file path’,folder_name);

%file path
file_path = strcat(path,file);

% filepath, file name, extension
[filepath,name,ext] = fileparts(file_path);
% info about file
info = imfinfo(file_path);
% number of images in the stack
num_images = numel(info);

% variable to store correlation length
corr = [];
% normalized auto-correlation function
actual_profile = [];

% this loop is for each stack file
for loop = 1:num_images
% read image in the stack
original_image = imread(file_path,loop);
% use this function to calculate auto-correlation for each image
% which returns auto-correlation function and correlation length.
% see below
[actual_profile(:,loop),corr(loop)] = ...
autocorr2d(original_image, rmax);

end
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% mean and std of scaled correlation length for each crowder
% configuration
correlation_length{folder_loop} = (corr./scale)’
corr_len(folder_loop) = mean(corr./scale,’omitnan’);
std_len(folder_loop) = std(corr./scale,’omitnan’);

%plot scaled auto-correlation function for the stack. Use stdshade
%function (MATLAB central) to shade the standard deviation around mean.
if folder_loop==1
[aline(folder_loop), aFill(folder_loop)] = ...
stdshade(actual_profile’,0.5,[0 0.4470 0.7410],x’);
hold on
elseif folder_loop==2
[aline(folder_loop), aFill(folder_loop)] = ...
stdshade(actual_profile’,0.5,[0.8500 0.3250 0.0980],x’);
elseif folder_loop==3
[aline(folder_loop), aFill(folder_loop)] = ...
stdshade(actual_profile’,0.5,[0.4660 0.6740 0.1880],x’);
else
[aline(folder_loop), aFill(folder_loop)] = ...
stdshade(actual_profile’,0.5,[0.4940 0.1840 0.5560],x’);
end

% print function for each folder to keep track
fprintf(’Folder%d has been finished running\n’,folder_loop)

end
hold off
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%legend(aline,’8kD’, ’14 kD’, ’88 kD’, ’100 kD’)
xlabel(’r in \mu m’)
ylabel(’g(r)’)
xlim([0 20])
title(’ Radially averaged auto-correlation function’)

%% barplot for correlation length

% four crowder configurations
y = 1:4;
data = corr_len;
err = std_len;

% bar plot
figure
hold on
for i = 1:length(y)
h=bar(i,data(i));
if i==1
set(h,’FaceColor’,[0 0.4470 0.7410],’FaceAlpha’,0.7);
elseif i==2
set(h,’FaceColor’,[0.8500 0.3250 0.0980],’FaceAlpha’,0.7);
elseif i==3
set(h,’FaceColor’,[0.4660 0.6740 0.1880],’FaceAlpha’,0.7);
else
set(h,’FaceColor’,[0.4940 0.1840 0.5560],’FaceAlpha’,0.7);
end
end
ylim([0 8])
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%set(gca,’xticklabel’,’a’)
er = errorbar(y,data,err,’LineWidth’,2);
er.Color = [0 0 0];
er.LineStyle = ’none’;
hold off
4. 2D spatial auto-correlation function and correlation length filefunction [actual_profile, corr] = autocorr2d(original_image, rmax)

%make the original image into gray image
%and binarize the image
gray_image = rgb2gray(original_image);
I1 = gray_image < 5;

% make a mask with simillar dimension as I1
mask = ones(size(I1));

% intensity values within the mask
N = sum(sum(I1.*mask));
% area of the mask
A = sum(sum(mask));

% convert to double
I1 = double(I1);

% size of L1 (for zero padding)
L1 = size(I1, 1)+rmax;

% size of L2 (for zero padding)
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L2 = size(I1, 2)+rmax;

% Normalization for correct boundary conditions
NP = real(fftshift(ifft2(abs(fft2(mask, L1, L2)).^2)));

% 2D spatial auto-correlation G(r) calculation with proper
% normalization and crop to the preferred radius
G1 = A^2/N^2*real(fftshift(ifft2(abs(fft2(I1.*mask,L1, L2)).^2)))./NP;
G = imcrop(G1,[floor(L2/2+1)-rmax,floor(L1/2+1)-rmax, 2*rmax, 2*rmax]);

% computes the radial average of the image around the cx,cy point
% w is the vector of radii starting from 1
w=1:rmax;

% find the max value and the location of max value to find the center
[max_IMG, idx]=max(G(:));
[cx,cy]=ind2sub(size(G),idx);

% make an equal size matrix as G, R, that denotes R of R-theta coord
%using meshgrid
[a,b] = size(G);
[Y, X] = meshgrid( (1:b)-cx, (1:a)-cy);
R = sqrt(X.^2 + Y.^2);
profile = [];

for i = w % radius of the ring in each iteration
mask = (i-1<R & R<i+1); % smooth 1 px around the radius
% Uncomment the next line if the smoothing is based on distance to ring
%values = (1-abs(R(mask)-i)) .* double(IMG(mask));
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values = G(mask);
profile(i) = mean( values(:));
end

% Normalize the profile to between 0 to 1
actual_profile = (profile-1)/(max(profile)-1);

% fit the profile with double exponential
f=fit(w’,actual_profile’,’exp2’);

% correlation length ’corr’ is defined by the fit y-value 0.37
fun = @(x) f(x)-0.37;
corr = fzero(fun,30);

end
5. Color droplets in an image according to their size MATLAB file%Droplet size by color - Code v1
%Written by Sumon Sahu - 02/20/21
%Last Updated by Sumon Sahu - 01/14/22

%Input - Any image in .tif format.
%This code colors the objects in the image according to their size and
%shows the size distribution in histogram

clear all;
clc;
close all;
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% file path
file_path = ’Give your file path’;

% file info
info = imfinfo(file_path);
num_images = numel(info);

% start frame and end frame number if you have a .tif stack
start_frame =1;
end_frame = 1;

for loop = start_frame:end_frame
% read the file and get the image size
im = imread(file_path,loop);
image_size = size(im);

% median filter to remove noise
imFilt = medfilt2(im, [4 4]);

%scales intensity between 0 and 1
imNorm = mat2gray(im);

% Image binarization
imThresh = imNorm > 0.2;

% remove boundary objects by imclearborder and
% smaller areas with bwareafilter.
imThresh1 = imclearborder(imThresh,4);
imThresh2 = bwareafilt(imThresh1, [10 50000]);
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% Label objects in your image and use regionprops to get
% their location and size properties
L = bwlabel(imThresh2);
s = regionprops(’table’,imThresh2, ’Area’, ’PixelIdxList’,...
’MajorAxisLength’, ’MinorAxisLength’, ’Centroid’);

%scaled with scale bar 0.06 um/px
diameter = 0.06*(([s.MajorAxisLength]+[s.MinorAxisLength])/2);

%======Important codes when regionprops is imported as struct=====
%

T = num2cell(diameter);

%

[s(1:num_elements).Diameter] = T{:};

%

[sorted_dia, sort_order] = sort(s.Diameter);

%

s2 = s(sort_order);
%=================================================================

% number of elements
num_elements = numel(diameter);

%adding another column called ‘Diameter’ in table s
s.Diameter = diameter;

%sort the diameter values and store them in s2
s2 = sortrows(s,’Diameter’);

% histogram parameters to sort values - binwidth and edges
hist_width = 0.5;
hist_max = 14
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edges = 0:hist_width:hist_max

% histogram of diameter values and sorting of objects
h = histogram(s2.Diameter, ’BinEdges’,edges);
xlim([0, 24]);
index_array = repelem(1:numel(h.Values),h.Values);
for k = 1:size(s2,1)
kth_object_idx_list = s2.PixelIdxList{k,1};
L(kth_object_idx_list) = index_array(k);
end

% make the figure- Colored image (left) and histogram (right)
figure
subplot(’Position’,[0.01 0.1 0.8 0.8]);
cm = colormap(jet(hist_max/hist_width));
RGB_label = label2rgb(L, cm, ’k’);
imshow(RGB_label)
colorbar
caxis([0 hist_max]);
%set(gca, ’FontSize’, 24)

% histogram (bar plot)
x=(hist_width/2):hist_width:hist_max-(hist_width/2);
subplot(’Position’,[0.81 0.1 0.12 0.8]);
b=barh(x, h.Values,’BarWidth’, 1);
b.FaceColor = ’flat’;
for i= 1:size(x,2)
b.CData(i,:) = cm(i,:);
hold on
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end
hold off
ylim([0, hist_max]);
xlim([0 20])

end
6. Droplet coalescence code that calculates the change in surface area, aspect ratio,
curvature for a two droplet coalescing stack%Coalescence Code v1.0.2
%Written by Sumon Sahu - 06/20/21
%Last Updated by Sumon Sahu - 01/05/22

%Input - Image stack in .tif format of condensate coalescence.
%Output - Boundary mapped in polar co-ordinates (r,theta). Model fit with
%Hippopede curve.
%Works best for similar size droplets. In case of fitting every frame
%with b, N, and S parameter, S value (hence N value)
%changes with frames and this contributes
%to error in area calculation (S value matters a lot). If we keep the S
%value same (determined from 1st frame) and fit it with b and N for rest
%of the frames, the fit works well and area decay looks exponential.

clear all;
close all;
clc;
i=0
scale = 0.065 %um/pixel
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%Three parameters fit, b, N, and S - very good fit

file = ’Give your file path’;

%get the info about the file
info = imfinfo(file);
num_images = numel(info);

%define start and end frame numbers to run
start_frame = 4;
end_frame = 20;

%size of the image after preliminary image modification
final_image_x = 150;
final_image_y = 150;

%size of the image
max_x_coord = size(imread(file,1),2);
max_y_coord = size(imread(file,1),1);

% center of the image
image_center_x = round(max_x_coord/2);
image_center_y = round(max_y_coord/2);

%figure(1)
%get the file
filename = ’testnew5.gif’;

%run loop through the stack
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for loop = start_frame:end_frame
%image is stored in im variable
im = imread(file,loop);

% Reduce noise in the image by median filter with window 4*4
imFilt = medfilt2(im, [4 4]);%change the window size accordingly

%scales intensity between 0 and 1
imNorm = mat2gray(imFilt);

% Convert the image into BW using the global threshold
imThresh = imNorm > 0.5; % change the threshold accordingly

%to get rid of the border elemnts and only select
%the definite droplet size
imThresh1 = imclearborder(imThresh);
% change the droplet min and max accordingly
imThresh2 = bwareafilt(imThresh1, [1000 40000]);

%===========Uncomment the following line to see how much========
%=============region is selected by binarization================
%

s = regionprops(’table’,imThresh2,’Centroid’,...

%

’MajorAxisLength’,’MinorAxisLength’,’Orientation’);

%
%

iii=find(imThresh2);

%

[y,x] = ind2sub(size(imThresh2),iii);

%

figure
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%

imshow(im,[])

%

impixelinfo

%

hold on

%

p=scatter(x,y,’ro’,’filled’)

%

hold off

%

alpha(p,.1)

%===================================================================

% Two scenarios - (1) Droplets are separated (2) Droplets are in
%contact. Regionprops reports the area properties and returns them
%as a table s
s = regionprops(’table’,imThresh2,’Area’,’Centroid’,...
’MajorAxisLength’,’MinorAxisLength’,’Orientation’);

%(1) Droplets are separated
if size(s,1)==2
% estimate radius of the droplets from the 2D area
r1 = sqrt(s.Area(1)/pi)
r2 = sqrt(s.Area(2)/pi)

%total area
area(loop) = ((scale)^2)*4*pi*(r1^2 + r2^2)

% the distance between the droplet system and the image center
distance_to_move_x = mean([s.Centroid(1,1) s.Centroid(2,1)])...
- image_center_x;
distance_to_move_y = mean([s.Centroid(1,2) s.Centroid(2,2)])...
- image_center_y;
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%calculate the angle to rotate
angle = (180/pi)*atan((s.Centroid(1,2)-s.Centroid(2,2))/...
(s.Centroid(2,1)-s.Centroid(1,1)));

%translate and rotate the image
ima = imtranslate(imThresh2,[-distance_to_move_x,...
-distance_to_move_y]);
ima2 = imrotate(ima,-angle,’bilinear’);

% find the boundary of the drpolets via Canny edge
ima2_canny_edge = edge(ima2,’Canny’);

% also you can fit the area with circles and calculate area
[centers, radii, metric] = imfindcircles(ima2,[15 100]);
%area(loop)

= ((0.065)^2)*4*pi*(radii(1)^2 + radii(2)^2)

%aspect ratio is zero since droplets are not in contact
aspect(loop) = 0;

%(2) Droplets are in contact
else
%the distance between the droplet system and the image center
distance_to_move_x = s.Centroid(1,1) - image_center_x;
distance_to_move_y = s.Centroid(1,2) - image_center_y;

%translate and rotate the image
ima = imtranslate(imThresh2,[-distance_to_move_x, ...
-distance_to_move_y]);
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ima2 = imrotate(ima,-s.Orientation,’bilinear’);

%find the centriod of the merging droplet using regioprops
s1 = regionprops(’table’,ima2,’Centroid’);
middle_x = s1.Centroid(1)
middle_y = s1.Centroid(2)

%use the centroid as the image center and crop the image
%and find the edge
ima2_cropped = ima2(floor(middle_y - final_image_y/2) : ...
floor(middle_y + final_image_y/2) , floor(middle_x -...
final_image_x/2) : floor(middle_x + final_image_x/2));
ima_cropped_canny_edge = edge(ima2_cropped,’Canny’);

%use the regioprops last time to get the actual centrid
s2 = regionprops(’table’,ima2_cropped,’Centroid’);
%==================another way of determining origin===========
%

if size(centers,1)==2

%

half_overlap = (sum(radii)-abs(centers(1,1)-centers(2,1)))/2

%

[left_circle_center, number] = min(centers(:,1))

%

x_cord = floor(left_circle_center+radii(number)-half_overlap)

%
%

y_cord = mean([centers(1,2) centers(2,2)])
else

%

x_cord = s2.Centroid(1)% change here

%

y_cord = s2.Centroid(2)

%

end
%==============================================================
x_cord = s2.Centroid(1)
y_cord = s2.Centroid(2)
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[h,w] = size(ima_cropped_canny_edge);
[X,Y] = meshgrid(-((1:w)-x_cord), (1:h)-y_cord);

%Cropped image dimesion
% h = height of the image
% w = width of the image
[h,w] = size(ima_cropped_canny_edge);
% X-Y co-ordinate using meshgrid. The origin is at pos(k) and
% y_cord
[X,Y] = meshgrid(-((1:w)-x_cord), (1:h)-y_cord);

% Transform X-Y to rho-theta co-ordinate
[theta,rho] = cart2pol(X, Y);

% m contains the rho values of the condensate boundary
% n contains the theta values of the condensate boundary
rho_val = rho(rho & ima_cropped_canny_edge);
theta_val = theta(theta & ima_cropped_canny_edge);

% MATLAB coordinate transformation makes the theta origin from pi.
% So, the theta values have been shifted.
shifted_theta_val= theta_val+3.14;

%===============================================================

if i==0
% b and N loop that defines the initial conditions for fitting
% the data in rho-theta co-ordinate
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b_loop = linspace(0.2,0.99,5);
N_loop = linspace(0.5,1.5,5);

for i=1:size(b_loop,2)
F0(1) = b_loop(i);
for j= 1:size(N_loop,2)
F0(2) = N_loop(j);

% Definition of the fit : generalized hippopede
% curve approach with a scaling factor F(3). Initial
% condition for F(3)=F0(3).
F0(3) = 20; % can change here
f1 = @(F,x) F(3)*sqrt(4*F(1)*((((3*F(1))/...
(1+F(2)^3))*(sqrt(F(1))*((5/3)-F(1)) +...
(((((F(2)-1)/(F(2)+1))*(2 - ...
F(1)^(1/F(2)))^F(2))^2)/(sqrt(F(1))))...
*(1+F(1)) + ((((1-F(1))^2)*(F(1) - ...
(((F(2)-1)/(F(2)+1))*(2 - F(1)^(1/F(2))...
)^F(2))^2))/(4*F(1)))*log((1+F(1)+ ...
2*sqrt(F(1)))/(1+F(1)- ...
2*sqrt(F(1))))))^(-2/3)))*...
(sqrt(1-(F(1)*sin(x).^2)) + (((F(2)-1)/...
(F(2)+1))*(2 - F(1)^(1/F(2)))^F(2))*cos(x));

% fit the experimental rho-theta values with the
% equation. F_fitted1 carries the fitted values of [b,N,S].
[F_fitted1] = nlinfit(shifted_theta_val,rho_val,...
f1,[F0(1) F0(2) F0(3)]);
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%coeff_matrix returns a measure of how good the fit
%is
coeff_matrix(i,j) = sqrt(sum((real(f1(F_fitted1,...
shifted_theta_val)) - rho_val).^2));

%Store the fitted values of [b,N,S] in the matrices.
% fitt1 stores --> b values
% fitt2 stores --> N values
% fitt3 stores --> S values
fitt1(i,j) = real(F_fitted1(1));
fitt2(i,j) = real(F_fitted1(2));
fitt3(i,j) = real(F_fitted1(3));
end
end
% find the minimum of the coeff-matrix that indicates
%the best fit index represents the position of the minimum
%value in the matrix
[value index] = min(coeff_matrix(:));
b = fitt1(index);
N = fitt2(index);
S = fitt3(index);
i=i+1
else
first = linspace(0.2,0.99,5);
second = linspace(0.2,1,5);
coeff_matrix = [];
for i=1:size(first,2)
F0(1) = first(i);
for j= 1:size(second,2)
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F0(2) = second(j);

% Fit with S fixed (determined from the above loop)

f1 = @(F,x) S*sqrt(4*F(1)*((((3*F(1))/(1+F(2)^3))...
*(sqrt(F(1))*((5/3)-F(1)) + ...
(((((F(2)-1)/(F(2)+1))*(2 - F(1)^(1/F(2)))...
^F(2))^2)/(sqrt(F(1))))*(1+F(1)) + ...
((((1-F(1))^2)*(F(1) - (((F(2)-1)/(F(2)+1))...
*(2 - F(1)^(1/F(2)))^F(2))^2))/(4*F(1)))...
*log((1+F(1)+ 2*sqrt(F(1)))/(1+F(1)- ...
2*sqrt(F(1))))))^(-2/3)))*(sqrt(1-...
(F(1)*sin(x).^2)) + (((F(2)-1)/(F(2)+1))...
*(2 - F(1)^(1/F(2)))^F(2))*cos(x));

[F_fitted1] = nlinfit(shifted_theta_val,...
rho_val,f1,[F0(1) F0(2)]);
coeff_matrix(i,j) = vpa(sum((real(f1(F_fitted1,...
shifted_theta_val)) - rho_val).^2));

fitt1(i,j) = real(F_fitted1(1));
fitt2(i,j) = real(F_fitted1(2));

end
end
[val ind] = min(coeff_matrix(:));
b = fitt1(ind);
N = fitt2(ind);
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end

%stores all best fitted values frame by frame
master_matrix(loop,:) = [b,N,S];

%============================ plot section =====================
%shows the cropped binary image with the merging droplet boundary
figure
subplot(2,2,1);
imshow(ima_cropped_canny_edge)
title(’Original Image’);

%plots the rho-theta values extracted from the experimental image
subplot(2,2,2);
plot(shifted_theta_val,rho_val*scale,’o’)
xlim([0 6.28])
ylim([0 6.5])
xlabel(’\theta’);
ylabel(’\rho’)

% Calls the function ’change_in_surface_area_final’ that
% calculates the surface area of the merging droplet at any
% given frame. The surface_area and curvature are calculated
%from the model fit

[curvature1, area1] = change_in_surface_area_final(b,N,S);
% stores curvature at each point from every frame
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curvature{loop} = curvature1/scale;
% stores area values in an array
area(loop) = area1;

%=============================================================

%Construct spherical co-ordinate to make a 3D model
t = linspace(0,pi,55);
z = linspace(0,2*pi,55);
[T,U] = meshgrid(t,z);

% Put model parameter values, construct the shape and transform
% from spherical co-ordinate to XYZ co-ordinate
X = real(f1([b,N,S],U)).*sin(U).*cos(T);
Y = real(f1([b,N,S],U)).*sin(U).*sin(T);
Z = real(f1([b,N,S],U)).*cos(U);

% Surface plot of the merging droplet
%’colormap copper’ can change the color shading
subplot(2,2,3);
surf(Z,Y,X,X.^2+Y.^2+Z.^2)
shading interp;
axis vis3d;
axis equal;
view(37,30)
xlim([-70 70])
ylim([-50 50])
zlim([-50 50])
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title(’Droplet merge’);

% plot the constructed rho-theta plot from the model and
% experimental data together
subplot(2,2,4);
plot(shifted_theta_val,rho_val,’ro’)
hold on;
fit_plot = f1([b,N,S],shifted_theta_val);
plot(shifted_theta_val,fit_plot,’k^’)
xlabel(’\theta’);
ylabel(’\rho’)
hold off;
drawnow;

%=======Uncomment if you want to save the ouput file as gif=============
%

frame = getframe(1);

%

im = frame2im(frame);

%

[imind,cm] = rgb2ind(im,256);

%

if loop == start_frame;

%

imwrite(imind,cm,filename,’gif’, ’Loopcount’,inf);

%

else

%

imwrite(imind,cm,filename,’gif’,’WriteMode’,’append’);

%

end

%=======================================================================
end

end
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Appendix B
Cytosim codes and instructions
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Detailed Cytosim documentation can be found here https://gitlab.com/f-nedelec/cytosim/-/blob/master/doc/index.md

Cytosim instructions –
The basic running of a configuration file-• First, make a file with desired parameter values and store it as a config.cym file
• Open terminal and open the directory where the file is saved
• For visualization, use the command - ./play live config.cym. This will show the fiber and
other object dynamics with time for the given configurations.
Parametric scan Using a template file, you can run simulations with different parameters simultaneously.
Steps to make a template file –
• Let’s say you want to get data by changing fiber number parameter N = 1, 2, 3, 4:
• In the first line, write [[N = [1, 2, 3, 4]]]%[[N]]
• In the code write fiber_number = [[N]]
• Save the file as file _name.cym.tpl extension.
• You should have preconfig.py, collect.py, scan.py in the same folder as .cym.tpl file
• Commands –
• ./preconfig.py file_name.cym.tpl (This will create n=4 .cym files)
• ./collect.py run%04i/config.cym file_name????.cym (This will put config files into run****
folder)
• ./scan.py ../sim run???? (this will start running the simulation and will create files such as
messages.cmo, objects.cmo, and properties.cmo to save the results)
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• To see a frame type the command - ./scan.py "../play image frame=159" run0003 (This
will create an image frame 159 from run0003 folder.)
Example of a typical .cym file for the fanlike pattern simulation:
set simul tutorial
{
time_step = 0.1
viscosity =2.5
steric = 1,50,50
precondition = 0
kT = 0.0042
display = ( style=2; tile=1; line_width=1; point_size=2; couple_select=0; )
}

set space cell
{
geometry = periodic 25 25
}

new space cell
set fiber microtubule
{
rigidity = 20
segmentation = 1
confine = inside, 100
steric = 1, 0.05, 0.03
catastrophe_rate = 0
activity = classic
growing_speed

= 0.03

shrinking_speed = -0.5
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growing_force

= 1.7

total_polymer = 18750
display = (style = 2,3;line_style=3;)
}

new 9375 fiber microtubule
{
length = 0.02
}

run 16000 simul *
{
nb_frames = 160
}
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Appendix C
Protocols
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ROSS LAB - Tactoid Protocol with 100kD PEG:
Sumon Sahu v_1.1, Updated 01-14-22
Supplies needed:
Silanized coverslips
Glass slides
Double sided tape
0.6 l tube
Reagents needed:
PEM80
80 mM K-PIPES, pH 6.8
1 mM MgSO4
1 mM EGTA
Deoxy (Good for 7-10 days)
1.2 mg Glucose Oxidase
28 l Catalase
92 l ddH2O
F127 - 5% (w/v) Pluronic F127 in ddH2O
DTT - 1 M stock in ddH2O
Glucose - 300 mg/ml stock in ddH2O
GMPcPP - 10mM stock from Jena Biosciences
100 kDa PEG - 5% (w/v) 100 kDa PEG in PEM-80

Tubulin Starting from lyophilized powderTubulin stock aliquots:
1. Take out one unlabeled tubulin tube with 1 mg powder in it (white cap) that never been
hydrated from Cytoskeleton. Keep on ice. Add 200 l of PEM-80 to get a 5 mg/ml
concentration. Keep it on ice for 5-10 min.
2. Take out one Hylight 488 labeled tubulin tube with 20 g powder in it (green cap) that
never been hydrated from Cytoskeleton. Keep on ice. Add 4 ul of PEM-80 to it to get a 5
mg/ml concentration. Keep it on ice for 5-10 min.
3. Take 100 l of unlabeled resuspended tubulin solution and add it to the labeled tubulin
solution. Mix it ~ 6-7 times very slowly. (Centrifuging the mix is optional). This will be
~4% labeled tubulin mix. Drop freeze rest 100 ul of unlabeled tubulin into LN2 and store
it in -80 oC for the long term.
4. Aliquot the tubulin mix into 7 tubes (15 l each). Keep one aliquoted tube to use right
after for the current experiment. Drop freeze rest aliquoted tubes and store them in -80 oC.
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We make 40 ul of total elongation mix where 12 l of tubulin mix is needed. Total 40 l of
elongation mix goes into four flow chambers, 10 l each.
Starting from aliquoted tubulin mix:
1. Take out one aliquot of tubulin mix.
2. Thaw it on ice. Keep it on ice until use. The aliquot should be kept on the ice for no more
than three-four hours.
MAP65 aliquot thawing:
1. Get MAP65 from -80C freezer and keep it on ice until use.
2. After use store in 4C. It will be good for a week. Since multiple thawing cycles degrade its
activity, this way it can be avoided. If you repeat the same experiment in a week, use the
same MAP65 tube.
Making flow chamber:
1. Take a glass slide and clean it in this order water, ethanol, water.
2. Get a double-sided tape, slit it into half lengthwise and stick it to the slide. Distance
between two halves should be 2.5mm to 3mm. Approximate volume of the flow chamber
is ~10 l.
3. Place silanized coverslips on top of that. (See instructions on how to make silanized
coverslip). Press gently with the back of your pen all over the chamber to make sure there
is no gap for the solution to escape. Now cut those extra tapes and flip the chamber upside
down. Tap edges with a razor blade to block the gaps.
4. Label the chamber with the date and number.
Flow 10 l F127 through the chamber and keep it in a
humid chamber for 7-10 min. Make sure to keep puddles
of drop at the ends of the flow chamber, so that fluid inside
bubbles inside the chamber.
Mix all reagents (see tables below) in the meantime in a plastic 0.6ml tube. Keep on ice. Add PEM80 at first and deoxy at last. Flow in the chamber. Use filter paper on the other side to absorb the
fluid and generate a flow.
Use Epoxy to seal the chambers. Keep one chamber on microscope if you are taking a video. Keep
the rest of them in 37 oC incubator and image them after an hour. If you make the chamber in cross
fashion,
it in the incubator.
Below I have added tables for two configurations 0% MAP65 and 10% MAP65 for elongation
mix of volume 40 l. For adjusted concentrations and volumes of other configurations use the
excel file MAP65/PRC1 calculation
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0% MAP65, 13.6 M Tubulin, 100 kDa PEG
Reagent

Amount of l of stock

Tubulin Mix

12 l of 5mg/ml stock

Final
conc.
chamber
13.6 M

in Storage location

GMPcPP

4 l of 10mM stock

1 mM

-20 oC freezer

F127

4 l of 5% made in ddH20

0.5%

4 oC fridge

DTT

1 l of 1M, made in ddH20

25 mM

-20 oC freezer

Deoxy

1 l from stock

1:40 dilution

4 oC fridge

Glucose

1 l of 300mg/ml in ddH20

7.5 mg/ml

-20 oC freezer

PEG 100 kDa

2 l of 5%, made in PEM80

0.25%

4 oC fridge

PEM80

15 l of stock

-80 oC freezer

4 oC fridge

10% MAP65, 13.6 M Tubulin, 100 kDa PEG
Reagent

Amount of l of stock

Tubulin Mix

12 l of 5mg/ml stock

Final conc.
chamber
13.6 M

GMPcPP

4 l of 10mM stock

1 mM

-20 oC freezer

F127

4 l of 5% made in ddH20

0.5%

4 oC fridge

DTT

1 l of 1M, made in ddH20

25 mM

-20 oC freezer

Deoxy

1 l from stock

1:40 dilution

4 oC fridge

Glucose

1 l of 300mg/ml in ddH20

7.5 mg/ml

-20 oC freezer

PEG 100 kDa

2 l of 5%, made in PEM80

0.25%

4 oC fridge

MAP65

3 l of 19.66 M stock
(adjust according to stock)
12 l of stock

1.49 M

-80 oC freezer

PEM80

in Storage location
-80 oC freezer

4 oC fridge
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SUV making protocol:
Sumon Sahu v_1.0, updated on - 01-14-22
Reagents and Supplies
Glass test tube
Glass syringe
Chloroform
POPC
N2 gas

Storage
Room temperature
Room temperature
Hazardous cabinet
-20 oC freezer
Cylinder

(1) Perform the following steps in the fume hood(a) Get two small beakers for storage and for waste. Clean the storage beaker with
chloroform. Pour around 5 ml chloroform into the storage beaker. Be careful while
handling the big jar of chloroform!
(b) Clean a small test tube with chloroform. Get rid of the residue.
(c) Wash the glass syringe 10x with chloroform.
(d) Add 70 l chloroform in the test tube (adjust according to the concentration needed).
(e) Add 40 l POPC in the test tube (Get from -20 oC freezer and keep on ice).
(f) Wash the glass syringe 10 times with chloroform. Keep it back.
(g) Evaporate chloroform from the test tube by blowing N2 gas. Blowing N2 gas
perpendicularly at the top while rotating gently works well (takes > 15 minutes). You
dried.
(2) The next steps can be done outside(a) Place the test tube in a desiccator or a vacuum oven. Keep it for > 15 min in vacuum.
(b) Add 100 l PBS/HEPES or buffer suitable for your experiment (adjust according to
the concentration needed).
(c) Close with parafilm after flowing N2 gas. Vortex for a minute to dissolve the white
patch into the buffer solution. This creates GUV in the solution (cloudy solution).
(d) Transfer into 1.6 ml Eppendorf tube. Clean the sonicator tip. Sonicate on ice for ~3
minutes in setting 1. The solution should look clear now since it contains SUV.
(e) Ready to use. For storage, first, flow N2 gas and then seal with parafilm and store at
4 oC for a week. Every time you use
2 gas and seal.
(3) Making bilipid layer coated flow chamber
(a) Clean the coverslip and glass slide with water-ethanol-water
(b) Keep the coverslips in UVO cleaner for 10 minutes. Mark the surface.
(c) After 10 minutes, make a flow chamber with double-sided tape. Flow the SUV
solution immediately (if needed, dilute the SUV in PEM80). Let it sit for 10 minutes.
(d) Flow PEM80 solution 5x times the chamber volume to wash out the remaining SUVs
in the chamber that are in bulk. Each time, ~ 80% is washed out.
(e) Keep the flow chamber in a humid chamber. The flow chamber is ready now.
(f) Flow in the sample.
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Protocol for MAP65-MT aster experiment (No PEG):
Sumon Sahu v_1.1, updated on - 06-08-21
Supplies

Reagents

Silanized coverslips
Double-sided tape
Glass Slides/ Cylindrical Chamber
70% Ethanol
Water (ddH2O)
MAP65 (@ 13.9 uM) and GFP-MAP65 (@ 14.6 uM)
PEM80
DTT @ 40 mM stock
Deoxy
Glucose @ 300 mg/ml stock
Tubulin Mix @ 5 mg/ml stock
GMPcPP @ 10 mM stock

(1) MAP65 condensate experiment
(a) MAP65 is already buffer exchanged into PEM80 while stored at -80 oC.
(b) I typically use 10% labeled MAP65 for condensate experiments. You can use even
less labeling. Some labs working on condensates use 1% labeling. Be consistent.
18.1 l unlabeled MAP65 @ 13.9 M
1.9 l GFP-MAP65 @ 14.6 M
-----------------------------------------------20 l 10% GFP-MAP65 @ 14 M
(c) Mix well, slowly.
(d) Take 10 l into a test tube and keep it at room temperature (~ 22 oC) for 15-20
minutes. Temperature dictates the liquid like behavior of the condensates, so be
consistent.
(e) Make flow chamber with glass slide (clean with water-ethanol-water), silanized
coverslip, and double-sided tape. Flow 5% F127 solution when 5-7 minutes left. Keep
it in a humid chamber.
(f) Flow the sample. Use filter paper for continuous flow. Seal with epoxy.
(g) Wait for 15-20 minutes to let the condensates settle on the surface of the chamber before
start imaging. The condensates merge and become larger in that time.
Notes I observed that adding Deoxy, DTT, and glucose to the solution make condensates jam
faster. But DTT, deoxy, and glucose are needed for the experiments with tubulin.
Although, I am not using any crowder for Crowders like PEG 100 kDa also help MAP65 condense
into droplets.
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(2) Aster experiment(a) Make MAP65 mix and keep at 22 oC to make condensates.
17
1
1
1

l 10% GFP-MAP65 @ 14 M
l DTT @ 40 mM
l Deoxy
l glucose @ 300 mg/ml

(b) Gather the following items on an ice bucket Tubulin, GMPcPP, DTT, and PEM80
(c) Mix these and keep on ice
5.5 l 4% labeled tubulin @ 5 mg/ml
5 l GMPcPP @ 10 mM
37 l cold PEM80
2.5 l DTT @ 40 mM
(c) Make a cylindrical chamber. Incubate with 40 l 5% F127 for 5-7 minutes.
(d) Pipette out the epoxy and add MAP65 condensates in the chamber.
(e) Add tubulin mix in the chamber, drop by drop.
(f) Add 10 ul of mineral oil to stop evaporation.
(g) Image the chamber on confocal or transmitted channel.
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Point photobleaching protocol:
Sumon Sahu v_1.0, updated on - 01-14-22
Instructions to take a point FRAP video
(1) On confocal microscope, open NIS Elements software
(2) (a) On the righthand side of the viewing window, find the ROI on/off symbol (Shift+Q).
(b) Right.
ct four points.
(d) Select all Right-click Use as Stimulation ROI:S1
(2) Open GalvoXY settings- Mouse right-click Acquisition controls
GalvoXY
(3) For point stimulation, I keep the following settings (you can adjust if you want)
(a) Duration time
s)
(b) Laser control 20%
(4) (a) From the
(b) Choose Path and filename
(c) Define the following settings
Phase
#1
#2

Acq/Sim
Acquisition
Stimulation

#3

Acquisition

ROIs
S1

Interval
2 sec
No Delay

Duration
16 sec
20 msec (for 4 stimulation points)

2 sec

2 min

(5) Move the stimulation points according to your area of choice. Typically, I choose the center
of the droplets and try to avoid the interface between the interior and exterior of the droplets. I
keep the z-value (focal plane) 1 m above the surface. Turn on the perfect focus and readjust the
value if it is not adjusted before.
(6) In the ND stimulation panel, en
.
, make
.
(7) Make sure you are in the
keep exposure time 50 ms (you can adjust that).
Notes
(1) These photobleach settings make a photobleached spot of diameter ~1.1 um (approximately
17 pixels in the Spinning disc confocal microscope camera).
(2) The stimulation points can be copy-pasted to a new viewing window. Select points to copy
from the
l.
Instructions to make a text file output from FRAP video
(1) Open the time measurement window Right-click on the viewing window
controls Time measurement.
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Analysis

(2) Make six circular ROIs (17 pixels wide) from ROI on/off symbol (Shift+Q). Place four ROIs
on the photobleached spots (zoom in to get a better judgment of the center) of four droplets.
Place one ROI on a non-FRAP droplet and another ROI outside the droplets.
,
sure.
average intensity over time for those six ROIs. The location and type of export can be modified
from the drop-down menu.
(5) Analyze the text file in MATLAB.
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