Topological constraints on a dynamical system often manifest themselves as breaking of the Hamiltonian structure; well-known examples are non-holonomic constraints on Lagrangian mechanics. The statistical mechanics under such topological constraints is the subject of the present study. Conventional arguments based on phase spaces, Jacobi identity, invariant measure, or the H theorem are no longer applicable, since all these notions stem from the symplectic geometry underlying canonical Hamiltonian systems. Remembering that Hamiltonian systems are endowed with field tensors (canonical 2-forms) that have zero helicity, our mission is to extend the scope toward the class of systems governed by finite-helicity field tensors. Here we introduce a new class of field tensors that are characterized by Beltrami vectors. We prove an H theorem for this Beltrami class. The most general class of energy-conserving systems are non-Beltrami, for which we identify the "field charge" that prevents the entropy to maximize, resulting in creation of heterogeneous distributions. The essence of the theory can be delineated by classifying three-dimensional dynamics. We then generalize to arbitrary (finite) dimensions.
I. INTRODUCTION
While Fick's law is amenable to the intuition telling that diffusion will gradually remove gradients in distributions, we do find many counter-examples where diffusion generates or sustains gradients (so-called "up-hill" or "inward" diffusion). Indeed, the theoretical guarantee for the minimization of gradients (or maximization of entropy) is rather limited; conventional arguments start from the identification of a phase space and an invariant measure (Liouville's theorem), by which one may construct an H theorem to give presumption of the ergodiv hypothesis. Usually, these deductions rely on the Hamiltonian structure of underlying microscopic dynamics. Given a general (non-Hamiltonian) system, therefore, one should once abandon the hypothesis of maximum entropy, and study different conditions by which diffusion may diminish or generate gradients.
In this work, we propose a new paradigm of dynamics by which the regime of the maximum-entropy law is extended beyond Hamiltonian systems; the new regime is identified by the "Beltrami condition" that demands vanishing of what we will call "field charge". We will show that the field charge is the root cause of inhomogeneity that can persist against diffusion.
Before nailing down the target of analysis, we make a short review of the theories of up-hill diffusion. There are two different causes of such phenomena; one is the energy and the other is the geometry of space. If the energy of a system includes some term that works to attract particles, the "Boltzmann distribution" explains the heterogeneity in the thermal equilibrium. Gravitational systems are such examples. Chemical potentials also play a similar role in grand-canonical ensembles. However, our interest is in the second kind of systems where the energy is just simple (for example, a convex function) but the space is skewed. So-called "topological constraints" limit the effective space of dynamics, resulting in heterogeneous distributions in the a priori space. For Hamiltonian systems, the Casimir invariants (which originate from the center of the Poisson algebra) foliate the phase space (such Hamiltonian systems are said noncanonical) [1] [2] [3] . The Boltzmann distribution on a Casimir leaf may be viewed as a grand-canonical distribution with a chemical potential multiplying on the Casimir invariant, i.e. a Casimir invariant may be regarded as an action variable [4, 5] . In the self-organization of a magnetospheric plasma, the magnetic moment of charged particles plays the role of the Casimir invariant [6] . As far as the system is Hamiltonian, the effective phase space is a (locally) symplectic leaf, so that the standard methods of statistical mechanics are readily applicable. We can formulate a Fokker-Planck equation to simulate the diffusion in magnetospheric systems [7] [8] [9] . The key reserved for Hamiltonian systems is the "integrability" of the topological constraints, which, however, is no longer valid for non-Hamiltonian systems. This is the regime of our interest.
Here we assume the constancy of energy in the autonomous limit, i.e., motion occurs in the direction perpendicular to the gradient of the energy. The statistical dynamics is driven by a white noise in the energy. When the topological constraints are non-integrable (in the sense of Frobenius' theorem [10] [11] [12] ), there is no way to construct symplectic leaves on which we can define a canonical phase space. Mathematically, the nonintegrability is equivalent to the failure of the Jacobi identity [13] [14] [15] , with critical consequences for the dynamics [16] . Non-integrable constraints occur, for example, in nonholonomic mechanical systems [17, 18] , such as the rolling of a disk without slipping on a horizontal surface. In addition to nonholonomic mechanics [18, 19] and molecular dynamics [20] [21] [22] [23] , it will be shown that other systems, such as the E × B drift equation of plasma dynamics [24, 25] and the Landau-Lifshitz equation [26, 27] for the magnetization of a ferromagnetic material, fall in this category.
The essence of the theory can be delineated by threedimensional mechanics. The velocity v of motion can be written as
where H is the energy, and w is a fixed vector such that the velocity is perpendicular to ∇H. The operation of w× can be represented by an antisymmetric operator J that we call a field tensor. For (1) to be Hamiltonian, w must be "helicity free" (w · ∇ × w = 0), and then, w is integrable; we may write w = λ∇C with some λ and C, and C = const gives the Casimir leaves. The three-dimensional Lie-Poisson algebras are classified by the Bianchi classification; for the complete list of symplectic leaves, see [28] . However, the target of our study are systems where w has finite-helicity. We define the "Beltrami class" by those w such that ∇ × w = γw with γ = 0. In Sec. III and IX we will prove an H theorem for the Beltrami class. We will also show that the "field charge" that is measured by ∇ · [w × (∇ × w)] (hence, the Beltrami class is charge-free) causes heterogeneity.
Notice that the mechanism of creation of heterogeneity is totally different from the aforementioned ones operated by some attracting potential energy, or the foliation of the phase space. In Sec. IV we will give numerical demonstration of the effect of the field charge. We will then generalize the theory to arbitrary (> 2) dimensions in Sec. V-IX.
II. CONSERVATIVE DYNAMICS IN THREE DIMENSIONS
The simpler and instructive 3-dimensional (3D) case is first discussed. In its general form, the equation of motion of a 3D conservative system is given by (1) . Here, v =ẋ is the velocity in the Cartesian coordinate system x = (x, y, z) of R 3 , the vector field w = w (x) (assumed smooth and non-vanishing) serves as antisymmetric operator (to be defined later), and the real valued smooth function H represents the Hamiltonian function. Evidently,Ḣ = 0. However, system (1) is not, in general, Hamiltonian. As already mentioned, the condition is given by the Jacobi identity, which demands that w has vanishing helicity density:
The validity of (2), which determines whether w qualifies as a Poisson operator, is related to the existence of additional integral invariants and to the availability of an invariant measure. Indeed, the following conditions are locally equivalent: for some open set U ⊂ R 3 ,
(1 =⇒ 2) is the Frobenius integrability condition for the vector field w (see [10] [11] [12] ). Then locally we can find two functions λ and C such that w = λ∇C. (2 =⇒ 1) is trivial since w · (∇ × w) = − (λ∇C · ∇λ × ∇C) = 0. (2 =⇒ 3) can be verified by observing that:
The implication follows by setting g = λ −1 . (3 =⇒ 2) If there is an invariant measure g for any H, then ∇ × (gw) = 0. Therefore w = g −1 ∇C on U . The function C, called a Casimir invariant, is a constant of motion for any choice of H and poses an integrable topological constraint on the dynamics. If w cannot be expressed in terms of a Casimir invariant, the dynamics is still constrained by the condition w · v = 0, which then represents a non-integrable topological constraint.
To introduce a classification of conservative dynamics beyond Hamiltonian systems, we define the field force:
and the field charge:
This naming was chosen by analogy with electromagnetism: when w is the antisymmetric operator associated to the E × B drift motion [24] of a charged particle in a magnetic field B of constant strength, the vector b is the magnetic force B × (∇ × B). In fact, the drifting velocity is given by v = E × B/B 2 , with E = −∇φ the electric field and φ the electrostatic potential. Hence, the antisymmetric operator is w = B/B 2 , the Hamiltonian H = φ, and the Jacobi identity holds when B·∇×B = 0. To understand the geometrical meaning of b the following vector identity b = w × (∇ × w) = ∇w 2 /2 − (w · ∇) w is useful. Using this formula forŵ = w/w, we havê b = − (ŵ · ∇)ŵ = −k, wherek is the curvature vector. Therefore, b is related to the curvature of w. Furthermore, observe that the curl of a vector field w admits the decomposition:
Three dimensional conservative systems are then classified according to figure 1. In the next section, the statistical relevance of this classification will be made clear.
FIG. 1:
Classification of 3D conservative dynamics. The right column shows the equilibrium distribution function f eq of an ensemble of particles obeying (1) when ∇H is a white noise process (see section III). The square bracket in the last column indicates that the dependence of f eq on w and B is not necessarily a functional one.
III. DIFFUSION IN THREE DIMENSIONS
To examine the properties of diffusion, consider the purely stochastic equation of motion with ∇H = Γ:
where Γ = (Γ x , Γ y , Γ z ) is 3-dimensional white noise. If this were a conventional diffusion process, one would expect the density distribution f of an ensemble of particles obeying (8) to become progressively flat. This is not necessarily the case. To see this, consider the Fokker-Planck equation (to be derived later) associated to the stochastic differential equation (8):
Here, we introduced the normal Laplacian
The word normal refers to the fact that its value only depends on the component of ∇f perpendicular to w, ∇ ⊥ f = w ×(∇f × w) /w 2 . In the following we shall always assume f to be a classical solution to the diffusion equation that admits all necessary derivatives.
The stationary form of equation (9) is a non-elliptic PDE (see [29] [30] [31] for the definition of ellipticity). Hence, the existence of a unique solution is not trivial. As it will be shown in the following, the nature of the stationary solution changes depending on the geometric properties of w.
For f to become flat, the diffusion process (8) must maximize Shannon's information entropy:
Here, Ω ⊂ R 3 is a smoothly bounded domain occupied by the statistical ensemble, and dV = dxdydz is the volume element in R 3 . However, for a given w, S is not necessarily maximized. When h = 0 the system is Hamiltonian and from (3) it follows that the invariant measure is λ −1 dV (λ = 0 since w = 0). Then, as one may expect, the appropriate entropy is:
which is equivalent to S only if λ = constant. In fact, using (9) and assuming the boundary condition w × (∇ × f w) · n = 0 on ∂Ω, with n the unit outward normal to ∂Ω, it follows that:
Assuming that f > 0 in Ω and observing that dS/dt must vanish in the limit t → ∞, one sees that:
where F (C) is an arbitrary function of the Casimir invariant C determined by the initial conditions, A > 0 and γ > 0 real constants. It is a pivotal point of the present study the proof that the maximization of S for h = 0 depends on the behavior of the field charge B. Indeed, the following result holds:
Theorem III.1. Let w be a smooth vector field on a smoothly bounded domain Ω ⊂ R 3 with boundary ∂Ω. Consider equation (9) for f > 0 in Ω with boundary conditions b · n = 0 and w × (∇f × w) · n = 0 on ∂Ω. Assume B = 0 and h = 0 in Ω. Then,
Proof. Using equation (9) and the boundary conditions, the rate of change in the entropy (11) reads:
Since by hypothesis B = 0, we must have lim t→∞ w × ∇f = 0 in Ω. Furthermore, h = 0 implies that w is not integrable, i.e. there is no Casimir invariant C such that w = λ∇C for some function λ. Hence, if we could satisfy ∇f = αw in Ω for some function α = 0, this would contradict the non-integrability of w. Therefore, ∇f = 0 in Ω when t → ∞.
The boundary conditions used to derive equations (12) and (15) ensure the thermodynamical closure of the system by avoiding loss of probability through the boundaries and will be discussed in more detail later. It is also worth noticing that, if B = 0, f = constant is not a stationary solution of (9), as one can verify by substitution. Indeed, one obtains the condition B = 0. An operator w satisfying such property will be called a Beltrami operator (remember fig. 1 ). This name refers to the Beltrami condition b = w × (∇ × w) = 0, which describes vectors aligned with their own vorticity, resulting in B = 0.
The determination of the stationary solution to (9) in the remaining case where h = 0 and B is allowed to take non-zero values in Ω requires the machinery of functional analysis and will not be discussed here as this mathematical issue goes beyond the scope of the present paper. However, the special case in which the field forcê b =ŵ × (∇ ×ŵ) of the normalized vectorŵ = w/w can be expressed by means of a scalar potential asb = ∇ζ can be solved explicitly and provides a concrete example of how self-organization in non-Hamiltonian system is intrinsically different from the foliation by Casimir invariants obtained in (13) . To see this, consider the entropy:
and assume the boundary condition w×(∇ × f w)·n = 0 on ∂Ω. Then, the rate of change in Σ ζ takes the form:
Since by hypothesis h = 0, it follows that:
Here, A > 0 is a real constant. Notice how f eq is determined by the field chargeB = ∆ζ and the strength w = |w|.
IV. NUMERICAL SIMULATION
It is now useful to make qualitative considerations on how the orbit of a conservative particle obeying (1) is modified by the introduction of random noise. First, consider the Euler rotation equation for a rigid body. In this case w = x, with x the angular momentum, and the Hamiltonian is H 0 = x 2 I −1
/2 with I x , I y , and I z the momenta of inertia. w is a Poisson operator because the Jacobi identity is satisfied: x·∇×x = 0. As a consequence, the total angular momentum C = x 2 /2 is a Casimir invariant. The unperturbed orbit of the rigid body, given by the intersection of the integral surfaces H 0 and C, is given in figure 2(a). Now, we perturb the Hamiltonian H 0 so that the force acting on the particle becomes ∇H = ∇H 0 + Γ. The resulting stochastic differential equation is:
Clearly, the energy H 0 is not anymore a constant of motion. However, the Casimir invariant C is unaffected by the perturbations. The result is a random process on the level set C =constant (see figure 2(b)). Numerical integration of (19) . If the Hamiltonian is perturbed ∇H = ∇H 0 + Γ, the particle explores the surface C.
Next, consider the antisymmetric operator w = (cos z − sin y, − sin z, cos y) with the same Hamiltonian H 0 . One can check that w · ∇ × w = w 2 so that no Casimir invariant exists. The unperturbed orbit is shown in figure 3(a) . This time the trajectory is spiraling above the energy surface H 0 . The absence of an invariant measure is also manifest. Again, perturb the Hamiltonian as
The resulting orbit is shown in figure  3 (b). Notice that no integral surface exists anymore.
FIG. 3:
Numerical integration of (1) for w = (cos z − sin y, − sin z, cos y). In the following part of this section, the analytical solution to the Fokker-Planck equation (9) is compared with the numerical integration of the stochastic equation (8) for different choices of w. In each simulation an ensemble of 8 · 10
6 particles is considered. The trajectory of each particle is tracked for the same period of time. Except when differently specified, the computational domain Ω is a cube in (x, y, z) space with sides of size 6 and centered at x = 0. The boundary conditions are periodic (except when differently specified) with the period given by the sides of the cube. The initial condition is a flat (or Gaussian when so specified) probability distribution. All quantities are given in arbitrary units.
a. Uniform operator. The simplest possible situation is given by a uniform operator. We choose w = ∂ z , with ∂ z the unit vector along the z-axis. The helicity density h = w·∇×w identically vanishes because ∇×w = 0. Therefore, such w is a Poisson operator. The resulting dynamics v = ∂ z × Γ can be thought as the E × B motion of a charged particle in a constant magnetic field
2 ). It is also clear that the volume element dxdydz is an invariant measure for any choice of the Hamiltonian function, and that B = 0. The analytical form of the equilibrium probability distribution is then determined by observing that λ = 1 and C = z. Therefore, in light of (13):
Furthermore, since the initial distribution is flat, the diffusion process v = ∂ z × Γ, which is constrained in the (x, y) plane, cannot generate any inhomogeneity in the ∂ z direction. Hence, f must remain constant throughout the simulation. The result of the simulation is shown in figure 4 . b. Poisson operator on an invariant measure. Next, we consider the following Poisson operator:
The Jacobi identity h = 0 is identically satisfied because ∇ × w = ∇ × ∇C = 0, also implying that w is a Beltrami operator since B = 0. If we interpret the resulting dynamics as the motion of a charged particle in the magnetic field B = w/w 2 (given the generality of w, we do not require ∇ · B = 0 in these examples), the magnetic field strength is:
See figure 5(a) for the plot of B. This time the Casimir invariant whose gradient spans the kernel of w is the function C = z − cos x − cos y. Using (3), we also know that dxdydz is an invariant measure for any choice of the Hamiltonian function. In light of (13), we expect the equilibrium probability distribution to be:
Let f 0 = f (t = 0) be the (constant) value of the probability distribution at t = 0 and
Since the diffusion process cannot redistribute particles among different levels sets of C, the number of particles dN on each level set must be preserved, implying dN (t = 0) = f 0 dC dx ∧ dy = f 0 ∆x ∆y dC = dN (t → ∞) = f eq dC dx ∧ dy = f eq ∆x ∆y dC. But then f eq = f 0 =constant. Therefore, the distribution f must remain constant throughout the simulation. Figure  5(b) shows the results of the numerical simulation. In particular, notice that the distribution remains flat regardless of the fact that the random process is spatially inhomogeneous. c. Poisson operator in arbitrary coordinates. Consider now the Poisson operator:
Here λ = √ 1 + cos x 2 = 0 and C = z − cos x − cos y. The Jacobi identity is easily verified, h = λ∇C ·∇×λ∇C = 0, and C is a Casimir invariant. The corresponding magnetic field strength:
is shown in figure 6 (a). According to (3) , this time the invariant measure is given by the volume element λ −1 dxdydz. In light of (13), we expect the solution to converge to a profile of the type f ∝ λ −1 . Figure 6 (b) shows a density plot of λ −1 . Figure 6 (c) shows the result of the numerical simulation. Spatial profile of λ −1 in the (x, y) plane. (c): Calculated equilibrium probability distribution f in the (x, y) plane at z = 0 with Poisson operator (24) . The scale at the right of (b) and (c) refers to plot (c).
d. Beltrami operator. Next, consider the operator:
One can verify that h = w 2 = 2 = 0. Therefore, w is not a Poisson operator. Furthermore, the field force is b = w × w = 0. This means that w is a Beltrami operator. The corresponding magnetic field strength is constant:
in Ω when t → ∞. This is confirmed by the simulation, figure 7.
FIG. 7:
Calculated equilibrium probability distribution f in the (x, y) plane at z = 0 with Beltrami operator (26) .
e. Antisymmetric operator. Consider the operator:
The helicity density is h = 1 + sin x cos y ≥ 0, meaning that the Jacobi identity is violated almost everywhere. Furthermore, the field charge is given by B = −4 sin x cos y, which is finite except in a set of measure zero. Therefore, this operator is neither a Poisson operator, nor a Beltrami operator in the chosen coordinate system. The corresponding magnetic field strength is:
A density plot of B is given in figure 8(a) . The result of the corresponding numerical simulation is given in figure  8 (b). Notice that there is a similarity between the profile of magnetic field strength B = w −1 and that of the equilibrium probability distribution f . This is in agreement with the behavior f eq ∝ Be −ζ obtained in equation (18) for the special caseb = ∇ζ. Calculated equilibrium probability distribution f in the (x, y) plane at z = 0 with antisymmetric operator (27) .
f. Antisymmetric operator with unit norm. In the previous paragraph, we analyzed an antisymmetric operator and observed that the profile of the probability distribution resembled that of the magnetic field strength B = w −1 . To understand the role of the field charge in determining the probability distribution, we consider the antisymmetric operator:
Observe that B =ŵ −1 = 1 (and thus B =ŵ). One can check that the Jacobi identity is not satisfied and thuŝ w is not a Poisson operator. The field chargeB of the operatorŵ does not vanish (the lengthy expression ofB is omitted). Therefore,ŵ is not a Beltrami operator in the chosen coordinate system.
The density profile obtained from the numerical simulation is shown in figure 9(b) . Regardless of the fact that B =ŵ −1 = 1, an heterogeneous structure is selforganized. The determinant of this structure is the nonvanishing field chargeB. In fact, there is a strong similarity between the profile of the probability distribution and that ofB (compare figure 9(b) with figure 9(a) ). g. The Landau-Lifshitz Equation. The last case we consider is the Landau-Lifshitz equation describing the time evolution of the magnetization x in a ferromagnet (specifically, we study equation (35) of [26] ). Without entering into details, the Hamiltonian of the system, physically corresponding to the total magnetization, is given by H 0 = x 2 /2. Therefore, in this simulation the perturbed Hamiltonian H is such that ∇H = ∇H 0 + Γ. The relevant operator is:
Here, γ is the so called damping parameter, σ a physical constant, and H the effective magnetic field. The effective magnetic field H is chosen to be H = (c, 0, z), where c represents a constant external magnetic field. Then, equation (30) can be rewritten as:
One can verify that this operator violates the Jacobi identity and that the field charge does not vanish. Therefore, w is not a Poisson operator, nor a Beltrami operator.
In figure 10 the results of the numerical simulation are
shown. This time, the initial condition is a MaxwellBoltzmann distribution centered at x = (0, 0, z 0 ). Furthermore, the trajectory of each magnetization is followed as far as it goes, i.e. no boundary conditions are used. Notice how the probability distribution becomes strongly anisotropic, with preferential alignment of the magnetization along the z-axis (representing the direction of easiest magnetization of the ferromagnetic crystal).
FIG. 10:
Time evolution of the probability distribution f in the (x, z) plane at y = 0. Each plot number i corresponds to the instant t = i∆t, where ∆t is a fixed time interval.
V. CONSERVATIVE DYNAMICS AND TOPOLOGICAL CONSTRAINTS
The remaining part of this paper is devoted to the generalization of the theory to n dimensions. The key idea is that, by invoking change of coordinates, the classification of w in terms of h and B developed in section II can be generalized to include operators that satisfy the criterion B = 0 in different reference frames. We will see that in this way the Poisson operator of Hamiltonian systems defines a subclass of Beltrami operators. This requires a coordinate free formulation. For this reason, the formalism of differential geometry will be used.
In this section we review the concepts of antisymmetric operators, Poisson operators, and topological constraints, and introduce the mathematical notation used in the rest of the paper.
Let M be a smooth manifold of dimension n. An antisymmetric operator is a bivector field J ∈ 2 T M. Let x 1 , ..., x n be a coordinate system on M. Consider the tangent basis (∂ 1 , ..., ∂ n ). We have:
Here and throughout this study we shall assume J ij ∈ C ∞ (M), except when differently specified. The matrix J ij is antisymmetric and defines an antisymmetric bilinear inner product on pairs of functions f, g ∈ C ∞ (M) called antisymmetric bracket:
In this notation, lower indices applied to a function indicate derivation, i.e. f i = ∂f /∂x i . An antisymmetric operator J ∈ 2 T M and an Hamiltonian function H ∈ C ∞ (M) define a conservative vector field X ∈ T M as:
For the 3D case, one can verify that by setting:
we have in a unique manner X = J (dH) = w × ∇H.
Thanks to antisymmetry, a conservative vector field X always preserves the Hamiltonian H along the flow. The antisymmetric bracket defined by J is called a Poisson bracket if it satisfies the Jacobi identity:
∀i, j, k = 1, ..., n. In this case, J is called a Poisson operator and the associated vector field X a non-canonical Hamiltonian vector field. If J is invertible (and therefore n = 2m, m ∈ N) with inverse ω ∈ 2 T * M, the Jacobi identity is equivalent to demanding that dω = 0 (remember that a dual definition of Hamiltonian system can be given in terms of the symplectic 2-form ω as i X ω = −dH, with dω = 0). Canonical Hamiltonian systems correspond to a special class of Poisson operators called symplectic operators (or simplectic matrices):
The vector field X = J c (dH) is then called a canonical Hamiltonian vector field. In light of Darboux's theorem [32, 33] , given a constant rank Poisson operator J of dimension n = 2m + r (2m is the rank), one can always find a local coordinate change by which J is expressed in the form (37). In general, an antisymmetric operator J needs not to be invertible, i.e. its rank can be smaller than its dimension, rank (J ) ≤ dim (J ). When this happens, J has a non-trivial kernel, ker (J ) = {θ ∈ T * M : J (θ) = 0}. Clearly, we must have dim (J ) = rank (J ) + dim (ker (J )). Notice that any 1-form θ ∈ ker (J ) is orthogonal to the conservative vector field X = J (dH) for any choice of H:
This condition represents a geometrical constraint that is independent of the properties of matter (which are encoded in H), i.e. it defines a topological constraint. A collection of r constraints on a 2m + r dimensional manifold M 2m+r defines a 2n dimensional distribution ∆ 2m = X ∈ T M 2m+r : θ i (X) = 0 ∀i = 1, ..., r . As a consequence of Darboux's theorem, the distribution ∆ 2m associated to a Poisson operator J of dimension 2m + r, with dim (ker (J )) = r, is always integrable in the sense of Frobenius' theorem [10] [11] [12] , i.e. there exists r scalar functions C i called Casimir invariants such that J dC i = 0 and therefore ∆ 2m = X ∈ T M 2m+r : dC i (X) = 0 ∀i = 1, ..., r . The word 'invariant' refers to the fact that the C i s are constants of motion that do not depend on the specific choice of H.
VI. GEOMETRICAL CLASSIFICATION OF ANTISYMMETRIC OPERATORS
The objective of this section is to produce a geometrical classification of antisymmetric operators that is relevant from the standpoint of statistical mechanics. For this purpose we need a representation of antisymmetric operators in terms of differential forms.
Let J ∈ 2 T M be an antisymmetric operator. Let vol n = gdx 1 ∧ ... ∧ dx n be a volume element on M, with g = 0 and g ∈ C ∞ (M). The covorticity n − 2 form with respect to vol n is defined as:
In this notation dx
Next, it is useful to define the cocurrent n − 1 form of J with respect to the volume form vol n on M as:
In the same way the closeness of the 2-form ω defines Hamiltonian mechanics, the closeness of the n − 2 form J n−2 is a powerful condition. Indeed, we can show that:
The conservative vector field X = J (dH) admits an invariant measure vol n for any choice of the Hamiltonian H if and only if O n−1 = 0 on the volume form vol n :
To see this, note that from (40) we have:
On the other hand:
Hence, (43) vanishes for any H if and only if O n−1 = 0.
A. The Measure Preserving Operator
Equation (41) introduces a notion of invariant measure that does not depend on the specific choice of the Hamiltonian H, but only on the geometrical properties of the operator J . To know whether a certain operator J admits this kind of Hamiltonian-independent invariant measure it is therefore sufficient to determine whether a metric g can be found such that O n−1 = 0. It is now natural to define the measure preserving operator : an antisymmetric operator J ∈ 2 T M will be called measure preserving if there exists a volume form vol n on M such that O n−1 = 0. Evidently, an antisymmetric operator can be measure preserving without satisfying the Jacobi identity (36), i.e. without being a Poisson operator. Furthermore, notice that a constant rank Poisson operator is measure preserving. The proof of this statement, which is omitted, can be obtained by applying Darboux's theorem.
In the next part of the present study it will be shown that on the invariant measure defined by a measure preserving operator the standard results of statistical mechanics can be recovered. Because of the special properties of the measure preserving operator, it is useful to determine whether a general antisymmetric operator can be transformed to a measure preserving form. On this regard, the following extension method applies:
Let J ∈ 2 T M be an antisymmetric operator on a smooth manifold M of dimension n. Let x n+1 be a new variable with domain D ⊂ R. Then, the n+1 dimensional antisymmetric operator on 2 T (M × D):
is measure preserving.
To prove the statement, it is sufficient to show that on the volume form vol n+1 = dx 1 ∧ ... ∧ dx n ∧ dx n+1 , the cocurrent O n = dJ n−1 vanishes. Recalling the condition given by equation (42), it follows that:
as desired. Finally, observe that the extended system X n+1 = J (dH) preserves the form of the original equations of motion X n = J (dH) for the original n variables because the Hamiltonian H does not depend on the new variable x n+1 , i.e. H n+1 = 0.
B. The Beltrami Operator
The remaining task is the generalization of the concept of field charge to arbitrary dimensions n. By consistency with equation (6), the field charge of a general antisymmetric operator J must be a 0-form. Furthermore, since B is the divergence of the vector b, the generalization of b must be an n − 1 form. Hence, it is natural to define the field force n − 1 form of J as:
Then, the field charge of J will be:
One can check that these definitions correctly reproduce those of the case n = 3 of R 3 . Now we can introduce the notion of Beltrami operator: let J be an antisymmetric operator. If a volume form vol n = gdx 1 ∧ ... ∧ dx n can be found such that the field charge is zero, i.e. B = * db n−1 = 0, J is called a Beltrami operator on vol n . If the field force n − 1 form is zero, i.e. b n−1 = 0, J is called a strong Beltrami operator on vol n . Suppose that J is a measure preserving operator with invariant measure vol n . Evidently, such J is a strong Beltrami operator on the invariant measure, i.e. b n−1 = 0 on vol n . This is because a measure preserving operator satisfies dJ n−2 = 0 on the metric of the invariant measure (recall equation 41). Therefore, the corresponding field force n − 1 form b n−1 = J n−2 ∧ * dJ n−2 identically vanishes.
A sufficient condition for J to be a Beltrami operator is the vanishing of the ith component gJ
∂x l of the quantity appearing in equation (47). For the case n = 3 of R 3 , this is exactly the requirement b = 0. If the operator J is invertible with inverse ω, such condition degenerates to the definition of measure preserving operator ∂ i gJ ij = 0, and can be cast in a metric independent fashion. First, multiply by ω km ω mi : (48) can be satisfied by demanding that dA = 0, or explicitly:
Therefore, by checking the identity (49) on the domain Ω above, it is possible to establish whether there exists a coordinate system where an invertible operator is measure preserving. Figure 11(a) summarizes the geometrical categorization of antisymmetric operators developed in the present section. Figure 11(b) shows a similar summary for the special and instructive case n = 3. The hierarchical structure of antisymmetric operators for n = 3. Notice that measure preserving operators do not appear because they degenerate to Poisson operators when n = 3. Specifically, the measure preserving condition ∇ × (gw) = 0 reduce to the integrability condition for w, see (3) . Similarly, the symplectic operator does not appear because canonical pairs cannot be defined in odd dimensions.
VII. FOKKER-PLANCK EQUATION
Consider now an ensemble of particles with an antisymmetric operator J ∈ 2 T M and an Hamiltonian function H 0 ∈ C ∞ (M). In order to construct the evolution equation for the corresponding probability distribution f , we must first obtain the stochastic differential equations governing particle dynamics. The motion of a single particle is described by the differential equation:
First, assume that all the particles in the ensemble are not interacting, each of them obeying equation (50). Then, if we switch on some interaction, the energy H 0 will change according to H = H 0 (x) + H I (x, t) where H is the new Hamiltonian function accounting for the interaction energy H I (x, t). We take H I , and thus H, to be
The interaction is therefore represented by the vector field X I with components
To complete the description of particle dynamics, we further assume that all perturbations caused by H I are counterbalanced by a friction force:
Here, γ ij = 1 2 βJ ik J jk is the friction coefficient with β ∈ R a spatial constant. Since the gradient of the Hamiltonian physically represents force, equation (51) In summary, the equation of motion governing the dynamics of a particle in the ensemble is:
(52)
In the last passage we made the substitution J ij H Ij = J ij Γ j . Here, we assumed that the jth component of the gradient of H I is represented by Gaussian white noise Γ j , i.e. H Ij = Γ j . We will justify this assumption later.
In the following, we will need a slightly more general form of equation (52). Indeed, in equation (52) white noise is applied in the same coordinate system x = x 1 , ..., x n used to describe the dynamics. However, we want to be able to perturb the ensemble in a different coordinate system, say y = y 1 , ..., y n . Restricting to the cases in which the map T : x → y is a diffeomorphism, we introduce the tensor R m j = ∂y m /∂x j and generalize equation (52):
Here, the friction coefficient is
s and we used the formula H Ij = R r j Γ r . Now white noise is applied in the new coordinates y since ∂H I /∂y r = Γ r . Observe that equation (53) is now a stochastic differential equation. Therefore, by application of the standard procedure (see for example [7, 34, 35] ), we can derive the corresponding Fokker-Planck equation for the probability distribution f on the volume element vol n = dx 1 ∧ ... ∧ dx n . We have:
Finally, we must assign a specific value to the parameter α ∈ [0, 1] (which defines the stochastic integral [7, 34, 35] ), for the stochastic differential equation (53) and for the Fokker-Planck equation (54) to make mathematically sense. Assuming that the white noise Γ appearing in the equations is the limiting representation of a continuous perturbation, we take the value α = 1/2 (corresponding to the Stratonovich definition of the stochastic integral). When α = 1/2, equation (54) reduces to:
Observe that the matrix R k r can be interpreted as the square root of a generalized diffusion parameter.
VIII. H-THEOREM FOR MEASURE PRESERVING OPERATORS
The derived Fokker-Planck equation (54) shows that the behavior of the probability distribution f depends on three factors: the energy H representing the properties of matter, the metric of space characterized by the operator J , and the type of perturbations described by the tensor R k r and the parameter α (notice that physically R k r accounts for the spatial properties and α for the type of time evolution of the perturbations). In this section we examine the form of f eq = lim t→∞ f . It is convenient to define the concept of Fokker-Planck velocity Z. Since the probability f vol n enclosed in each volume element must be preserved along the trajectories, if Z ∈ T M is the dynamical flow generating the evolution of such probability, we must have the following conservation law:
Comparing this equation with the Fokker-Planck equation (54), wee see that:
The quantity Z is called the Fokker-Planck velocity of the system. We anticipated that, in the absence of canonical phase space, the form of f eq departs from the standard Maxwell-Boltzmann distribution and takes a novel form depending on the operator J . On this regard, the following convergence theorem for measure preserving operators holds.
Assume the following conditions:
• J ∈ 2 T M is a measure preserving operator of C 2 class.
• x = x 1 , ..., x n is a coordinate system on M endowed with the invariant measure, i.e. ∂ i J ij = 0 ∀j = 1, ..., n.
• Let W i , i = 1, ..., n be n Wiener processes, with dW i = Γ i dt and α = 1/2 (Stratonovich stochastic integral).
.., n, where y = y 1 , ..., y n is a coordinate system such that the map T : x → y is a diffeomorphism.
• Let the equations of motion be
where the function H (x, t) = H 0 (x) + y i Γ i (t) is the Hamiltonian of the system, H 0 ∈ C 2 (M), and
s is the friction coefficient with β ∈ R a spatial constant.
• The corresponding transport equation for the probability distribution f > 0 on a smoothly bounded domain Ω ⊂ M with volume element vol n = dx 1 ∧ ... ∧ dx n is given by equation (55). Suppose that on the boundary ∂Ω the conditions Z · N = 0 and X 0 · N = 0 hold, with Z the Fokker-Planck velocity such that
and N the outward normal to ∂Ω. Then, the solution to (55) is such that:
for any choice of the coordinates y j , j = 1, ..., n.
Let us prove this statement. Recalling the expression of the Fokker-Planck velocity Z, equation (57), and setting α = 1/2 we obtain:
In going from (57) to this expression, we used the fact that J is measure preserving (∂ i J ij = 0, j = 1, ..., n) and that the matrix R
.., n. Consider now the following entropy functional:
result of statistical mechanics apply on the invariant measure. The effect of a non-trivial kernel ker (J ) = 0 can be understood with the next corollary of theorem (59).
Assume the hypothesis used to derive (59). In addition, assume that J has constant rank 2m = n − r and that it is a Poisson operator. Then, for every point x ∈ Ω there exists a neighborhood U ⊂ Ω of x such that:
where γ ∈ R is a constant and F (C) an arbitrary function of the r Casimir invariants C = C 1 , ..., C r whose gradients span the kernel of J , i.e. J dC i = 0.
This result is a consequence of Darboux's theorem, according to which ∀x ∈ Ω there exists a neighborhood U ⊂ Ω of x where we can find coordinates u 1 , ..., u 2m , C 1 , ..., C r such that the C i are Casimir invariants. Thus, the local solution to equation (59) is of the form (69).
In the case of a non-canonical Hamiltonian system, we see that statistical equilibrium, which is achieved on the invariant measure assigned by Liouville's theorem, is determined by the energy H 0 and the Casimir invariants C i . In this way, the functions C i impart a non-trivial structure to the probability distribution f . This type of self-organization is caused by the existence of inaccessible regions in the phase space, which are mathematically represented by the fact that motion is restricted on the level sets of the Casimir invariants.
The last remark concerns the white noise assumption. This assumption must be justified on a case by case basis by showing that the perturbations affecting a certain ensemble statistically behave as Gaussian white noise in some appropriate coordinate system y (in the sense that the gradient ∂H I /∂y r of the interaction Hamiltonian H I with respect to the coordinates y can be considered as Gaussian white noise). In practice, using the invariant measure provided by the measure preserving operator, one invokes the ergodic hypothesis by which ensemble and time averages can be interchanged. Then, fluctuations with vanishing ensemble averages can be conveniently represented as white noise processes of zero time average. Finally, notice that equation (59) does not depend on the specific coordinates y. This means that, regardless of the coordinate frame where a system is perturbed, statistical equilibrium is achieved on the invariant measure determined by J .
IX. DIFFUSION WITH BELTRAMI OPERATORS
We now move to operators that are not endowed with an invariant measure. Specifically, we generalize equation (15) to nD. In this case we are interested in pure diffusion, i.e. H 0 = 0. Then, from equation (53), the relevant equation of motion reads:
To further simplify the problem, set R r j = δ r j . Recalling the transport equation (54) and putting α = 1/2, we arrive at the corresponding diffusion equation:
We have the following:
Consider the diffusion equation (71) for the probability distribution f > 0 on a smoothly bounded domain Ω ⊂ M. Assume the boundary conditions Z · N = 0 and b · N = 0 on ∂Ω, where Z is the Fokker-Planck velocity such that
and N the outward normal to ∂Ω. Then,
The proof can be given as follows. Consider the entropy functional:
Following the same calculation of equation (62), the rate of change in S is:
Here, we used the boundary conditions to eliminate surface integrals and the vanishing of B. Then, since by hypothesis f > 0, one arrives at (72). As for theorem (59), the physical meaning of the requirements Z ·N = 0 and b·N = 0 on ∂Ω is that probability does not escape from the boundaries. If the diffusion equation is written in terms of the Cartesian coordinate system of R n , the vector b corresponds to the field force n − 1 form (46) and, in R 3 , one obtains b = w × (∇ × w). b acts as an effective drift. Indeed, from equation (71), one sees that the Fokker-Plack velocity Z can be decomposed as 2Z
jk ∂ log f ∂x j . Thus, b · N = 0 on ∂Ω means that the boundary must be chosen so that the drift b does not transport any probability out of the domain Ω. The second condition Z · N = 0 can be intended as a boundary condition for the probability distribution f . A possible way to satisfy these conditions is, for example, to assume that J is a strong Beltrami operator in a Cartesian coordinate system so that b = 0, and set ∇f = 0 on ∂Ω. Equation (72) says that the flat distrinution f =constant can be obtained even if no invariant measure exists. In other words, the Beltrami operator is the largest class of antisymmetric operators such that the diffusion equation (71) admits the solution f =constant. As already noted in section III, this fact can be verified by substituting the solution f =constant in equation (71). One obtains the condition B = 0. Beyond diffusion driven by Beltrami operators, the non-vanishing of B obstructs, in general, the determination of a suitable metric g where an H-theorem can be obtained. A possible way out is the extension method of equation (44), which enables the handling of a general antisymmetric operator by extending it to a measure preserving form. However, there are cases that can be solved explicitly even for B = 0, as shown at the end of section III.
X. CONCLUSION
In the present study we have investigated the properties of diffusion in systems that lack canonical phase space. Such defect is caused by topological constraints that break the Hamiltonian structure of the dynamics and is mathematically represented by the violation of the Jacobi identity. Under these circumstances, the usual arguments of statistical mechanics relying on the invariant measure provided by Liouville's theorem do not apply, and diffusion causes, in general, the creation of heterogeneous distributions.
The characterization of diffusion processes in nonHamiltonian ensembles requires the determination of the regimes under which the law of maximum entropy holds. While in Hamiltonian systems the sources of heterogeneity are either the special form of the energy or the foliation of the phase space dictated by Casimir invariants, we have shown that in non-Hamiltonian systems the determinant is the field charge, which measures the degree at which an antisymmetric operator (field tensor) departs from a Beltrami field. We proved an H-theorem for systems characterized by a vanishing field charge, and demonstrated the role of a finite field charge in generating heterogeneous structures.
In the generalization of the theory to arbitrary dimensions we developed a geometrical classification of antisymmetric operators. Each of the new operators (measure preserving and Beltrami) introduced in this study exhibits peculiar dynamical and statistical properties. We found that all antisymmetric operators can be extended to a measure preserving form, and that the standard results of statistical mechanics can be generalized to the class of measure preserving operators. This latter fact is remarkable, because such operators do not posses an Hamiltonian structure.
Finally, the normal Laplacian is a novel object of mathematical interest: this operator shows a clear interplay between integrability in the context of differential geometry and the study of non-elliptic PDEs.
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