In number theory, the Erdős-Straus conjecture states that for all integers n ≥ 2, the rational number 4/n can be expressed as the sum of three positive unit fractions. Paul Erdős and Ernst G. Straus formulated the conjecture in 1948. The restriction that the three unit fractions be positive is essential to the difficulty of the problem, for if negative values were allowed the problem could always be solved. This paper presents an explicit solutions to this conjecture for all n ≥ 2 excepting some n such that n ≡ 1(mod8).
Introduction
In number theory, the Erdős-Straus conjecture states that for all integers n ≥ 2, the rational number 4/n can be expressed as the sum of three positive unit fractions. Paul Erdős and Ernst G. Straus formulated the conjecture in 1948 [1] . It is one of many conjectures by Erdős.
If n is a composite number, n = pq, then an expansion for 4/n could be found from an expansion for 4/p or 4/q. Therefore, if a counterexample to the Erdős-Straus conjecture exists, the smallest n forming a counterexample would have to be a prime number, and it can be further restricted to one of six infinite arithmetic progressions modulo 840 [2] . Computer searches have verified the truth of the conjecture up to n ≤ 10 17 [3] , but proving it for all n remains an open problem.
The restriction that the three unit fractions be positive is essential to the difficulty of the problem, for if negative values were allowed the problem could always be solved.
More formally, the conjecture states that, for every integer n ≥ 2, there exist positive integers x, y, and z such that
For instance, for n = 5, there are two solutions:
Some researchers additionally require these integers to be distinct from each other, while others allow them to be equal. For n ≥ 3, it does not matter whether they are required to be distinct: if there exists a solution with any three integers x, y, and z then there exists a solution with distinct integers. For n = 2, however, the only solution is 4/2 = 1/2 + 1/2 + 1/1, up to permutation of the summands. When x, y, and z are distinct then these unit fractions form an Egyptian fraction representation of the number 4/n.
The greedy algorithm for Egyptian fractions, first described in 1202 by Fibonacci in his book Liber Abaci, finds an expansion in which each successive term is the largest unit fraction that is no larger than the remaining number to be represented. For fractions of the form 2/n or 3/n, the greedy algorithm uses at most two or three terms respectively. More generally, it can be shown that a number of the form 3/n has a two-term expansion if and only if n has a factor congruent to 2 modulo 3, and requires three terms in any expansion otherwise. Thus, for the numerators 2 and 3, the question of how many terms are needed in an Egyptian fraction is completely settled, and fractions of the form 4/n are the first case in which the worst-case length of an expansion remains unknown. The greedy algorithm produces expansions of length two, three, or four depending on the value of n modulo 4; when n is congruent to 1 modulo 4, the greedy algorithm produces four-term expansions. Therefore, the worst-case length of an Egyptian fraction of 4/n must be either three or four. The Erdős-Straus conjecture states that, in this case, as in the case for the numerator 3, the maximum number of terms in an expansion is three [4] .
Multiplying both sides of the equation 4/n = 1/x + 1/y + 1/z by nxyz leads to an equivalent form 4xyz = n(xy + xz + yz) for the problem [5] . For values of n satisfying certain congruence relations, one can find an expansion for 4/n automatically as an instance of a polynomial identity. For instance, whenever n ≡ 2(mod3), 4/n has the expansion
Here each of the three denominators n, (n + 1)/3, and n(n + 1)/3 is a polynomial of n, and each is an integer whenever n is 2(mod 3). The greedy algorithm for Egyptian fractions finds a solution in three or fewer terms whenever n is not 1 or 17(mod 24), and the n ≡ 17(mod 24) case is covered by the 2(mod 3) relation, so the only values of n for which these two methods do not find expansions in three or fewer terms are those congruent to 1(mod 24).
If it were possible to find solutions such as the ones above for enough different moduli, forming a complete covering system of congruences, the problem would be solved. However, as Mordell (1967) showed, a polynomial identity that provides a solution for values of n congruent to rmodp can exist only when r is not a quadratic residue modulo p. For instance, 2 is a not a quadratic residue modulo 3, so the existence of an identity for values of n that are congruent to 2 modulo 3 does not contradict Mordell's result, but 1 is a quadratic residue modulo 3 so the result proves that there can be no similar identity for all values of n that are congruent to 1 modulo 3. As 1 is a quadratic residue modulo n(n > 1), there can be no complete covering system of modular identities for all n.
Polynomial identities listed by Mordell provide three-term Egyptian fractions for 4/n whenever n is 2 mod 3 (above), 3 mod 4, 2 or 3 mod 5, 3, 5, or 6 mod 7, or 5 mod 8 (2, 3, 6 and 7 mod 8 are already covered by earlier identities). These identities cover all the numbers that are not quadratic residues for those bases. However, for larger bases, not all nonresidues are known to be covered by relations of this type. From Mordell's identities one can conclude that there exists a solution for all n except possibly those that are 1, 121, 169, 289, 361, or 529 modulo 840. 1009 is the smallest prime number that is not covered by this system of congruences. By combining larger classes of modular identities, Webb and others showed that the fraction of n in the interval [1, N] that can be counterexamples to the conjecture tends to zero in the limit as N goes to infinity [6] . Despite Mordell's result limiting the form these congruence identities can take, there is still some hope of using modular identities to prove the Erdős-Straus conjecture. No prime number can be a square, so by the Hasse-Minkowski theorem, whenever p is prime, there exists a larger prime q such that p is not a quadratic residue modulo q. One possible approach to proving the conjecture would be to find for each prime p a larger prime q and a congruence solving the 4/n problem for n ≡ p (mod q); if this could be done, no prime p could be a counterexample to the conjecture and the conjecture would be true.
Various authors have performed brute-force searches for counterexamples to the conjecture; these searches can be greatly speed up by considering only prime numbers that are not covered by known congruence relations [7] . Searches of this type have confirmed that the conjecture is true for all n up to 10 17 [3] .
A generalized version of the conjecture states that, for any positive k there exists a number N such that, for all n ≥ N, there exists a solution in positive integers to k/n = 1/x + 1/y + 1/z. The version of this conjecture for k = 5 was made by Wacław Sierpiński, and the full conjecture is due to Andrzej Schinzel [8] .
Even if the generalized conjecture is false for any fixed value of k, then the number of fractions k/n with n in the range from 1 to N that do not have three-term expansions must grow only sublinearly as a function of N [6] . In particular, if the Erdős-Straus conjecture itself (the case k = 4) is false, then the number of counterexamples grows only sublinearly. Even more strongly, for any fixed k, only a sublinear number of values of n need more than two terms in their Egyptian fraction expansions [9] . The generalized version of the conjecture is equivalent to the statement that the number of unexpandable fractions is not just sublinear but bounded.
When n is an odd number, by analogy to the problem of odd greedy expansions for Egyptian fractions, one may ask for solutions to k/n = 1/x + 1/y + 1/z in which x, y, and z are distinct positive odd numbers. Solutions to this equation are known to always exist for the case in which k = 3 [10] .
Preliminary
Lemma 1. For all n ∈ Z+,
(2)
Lemma 2. For all k ∈ Z+, and n = 1, 2, 3, · · · a n = 1 3
Proof. Let's see the proof of equation (6) and we can follow the same process for equation (5), (7) and (8).
2 + 1) + 1 After dividing both sides by 2(c 1 c 2 )(2c 1 + 1)(2c 2 − 1)(4c 1 − 4c 2 + 1), we will get the desired result and this completes the proof.
Proof. From Theorem 1, equation (5) for c 1 = 1 and c 2 = 2k.
Corollary 2.
Proof. From Theorem 1, equation (6) for c 1 = c 2 and c 2 = k.
Proof. Follows from Lemma 2, recurrence relation b n or a n for n = 1.
Solutions to Erdős-Straus Conjecture for some n with unit digit 1
Eventhough the following Corollaries can represent solutions for numbers otherthan numbers with unit digit 1, it can be converted to the desired ones by letting k = 5m or k = 10m
Corollary 3. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 )k and c 2 = (10n 2 − 1)k
Corollary 4.
For all non zero positive integers n 1 , n 2 and k, then 4 4k(10n 1 − 9)(10n 2 − 2) − 10(n 1 + n 2 ) + 11 = 1 k(10n 1 − 9)(10n 2 − 2) + 1 k(10n 1 − 9)(4k(10n 1 − 9)(10n 2 − 2) − 10(n 1 + n 2 ) + 11)
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 9)k and c 2 = (10n 2 − 2)k Corollary 5. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 8)k and c 2 = (10n 2 − 3)k Corollary 6. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 7)k and c 2 = (10n 2 − 4)k
Corollary 7.
For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 6)k and c 2 = (10n 2 − 5)k
Solutions to Erdős-Straus Conjecture for some n with unit digit 3
Eventhough the following Corollaries can represent solutions for numbers otherthan numbers with unit digit 3, it can be converted to the desired ones by letting k = 5m or k = 10m Corollary 8. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 )k and c 2 = (10n 2 − 3)k Corollary 9. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 9)k and c 2 = (10n 2 − 4)k Corollary 10. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation ( 
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 7)k and c 2 = (10n 2 − 6)k
Solutions to Erdős-Straus Conjecture for some n with unit digit 5
Eventhough the following Corollaries can represent solutions for numbers otherthan numbers with unit digit 5, it can be converted to the desired ones by letting k = 5m or k = 10m
Corollary 12. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 )k and c 2 = (10n 2 − 5)k
Corollary 13. For all non zero positive integers n 1 , n 2 and k, then 4 4k(10n 1 − 9)(10n 2 − 6) − 10(n 1 + n 2 ) + 15 = 1 k(10n 1 − 9)(10n 2 − 6) + 1 k(10n 1 − 9)(4k(10n 1 − 9)(10n 2 − 6) − 10(n 1 + n 2 ) + 15)
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 − 9)k and c 2 = (10n 2 − 6)k Corollary 14. For all non zero positive integers n 1 , n 2 and k, then
Proof. Followed from Theorem 1, equation ( Eventhough the following Corollaries can represent solutions for numbers otherthan numbers with unit digit 7, it can be converted to the desired ones by letting k = 5m or k = 10m
Corollary 15. For all non zero positive integers n 1 , n 2 and k, then 4 4k(10n 1 )(10n 2 − 7) − 10(n 1 + n 2 ) + 7 = 1 k(10n 1 )(10n 2 − 7) + 1 k(10n 1 )(4k(10n 1 )(10n 2 − 7) − 10(n 1 + n 2 ) + 7) + 1 k(10n 2 − 7)(4k(10n 1 )(10n 2 − 7) − 10(n 1 + n 2 ) + 7)
Proof. Followed from Theorem 1, equation ( Eventhough the following Corollaries can represent solutions for numbers otherthan numbers with unit digit 9, it can be converted to the desired ones by letting k = 5m or k = 10m 4k(10n 1 )(10n 2 − 9) − 10(n 1 + n 2 ) + 9 = 1 k(10n 1 )(10n 2 − 9) + 1 k(10n 1 )(4k(10n 1 )(10n 2 − 9) − 10(n 1 + n 2 ) + 9) + 1 k(10n 2 − 9)(4k(10n 1 )(10n 2 − 9) − 10(n 1 + n 2 ) + 9)
Proof. Followed from Theorem 1, equation (5) for c 1 = (10n 1 )k and c 2 = (10n 2 − 9)k
