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POLES OF FINITE-DIMENSIONAL REPRESENTATIONS OF
YANGIANS IN TYPE A
SACHIN GAUTAM AND CURTIS WENDLANDT
Abstract. Let g be a finite-dimensional simple Lie algebra over C, and let
Y~(g) be the Yangian of g. In this paper, we initiate the study of the set of
poles of the rational currents defining the action of Y~(g) on an arbitrary finite-
dimensional vector space V . We prove that this set is completely determined
by the eigenvalues of the commuting Cartan currents of Y~(g), and therefore
encodes the singularities of the components of the q-character of V . In type A,
we explicitly determine the set of poles of every irreducible V in terms of the
roots of the underlying Drinfeld polynomials. In particular, our results yield a
complete classification of the finite-dimensional irreducible representations of
the Yangian double in type A.
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1. Introduction
1.1. Let g be a finite-dimensional simple Lie algebra over C, and let Y~(g) be
the Yangian of g [7] (here ~ ∈ C× is fixed throughout). The category of finite–
dimensional representations of Y~(g), denoted by Repfd(Y~(g)), has a rich mathe-
matical structure and has been extensively studied from various viewpoints (see e.g.,
[4, Ch. 12] and references therein; some of the important properties are recalled in
§2 below). This paper is aimed at studying a discrete invariant of finite–dimensional
representations of Y~(g), called the poles of V , for every V ∈ Repfd(Y~(g)).
It is well-known that the action of Y~(g) on a finite–dimensional vector space V
over C is determined by End(V )-valued rational functions {ξi(u), x
±
i (u)}i∈I satis-
fying certain commutation relations (see [8, §3], or §2.6 below). Here, I is the set of
vertices of the Dynkin diagram of g. Thus, to V ∈ Repfd(Y~(g)) we can associate
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a collection of finite subsets {σi(V )}i∈I of C, where, for each i ∈ I, σi(V ) ⊂ C is
the set of poles of ξi(u), x
±
i (u) (see §3.1 for details).
1.2. The set σ(V ) = ∪i∈Iσi(V ) was introduced in [8, §3.8] in order to define certain
subcategories of Repfd(Y~(g)). This set gives constraints on some constructions in
Repfd(Y~(g)), and appears in the description of singularities of R-matrices. More
precisely, it has manifested itself in the following settings:
(1) A representation V ∈ Repfd(Y~(g)) is said to be non-congruent if (σ(V )−
σ(V )) ∩ Z = {0}. The main construction of [8, §5.3] gives an action of
the quantum loop algebra Uq(Lg) on V , under the assumption that V is
non-congruent.
(2) For V,W ∈ Repfd(Y~(g)), the Drinfeld tensor product V ⊗DW is defined in
[9, §4.5] under the assumption that σ(V )∩ σ(W ) = ∅. In fact, by [9, Thm.
4.6 (i) and (ii)], V (s) ⊗D W is a rational family of Y~(g)-representations,
with poles at s ∈ σ(W )− σ(V ).
(3) The diagonal part of the universal R-matrix of Y~(g), denoted by R
0(s),
evaluated on a pair of finite–dimensional representations, V andW , gives a
divergent series, which is the asymptotic expansion of two different End(V ⊗
W )-valued meromorphic functions R0,±V,W (s) related by a unitarity relation
([9, Thm 5.9] and [10, Thm 6.7]). Each R0,±(s) can be viewed as a mero-
morphic commutativity constraint on Repfd(Y~(g)) endowed with the Drin-
feld (rational) tensor product ⊗D,s. The set of poles of these meromorphic
functions are given by:(
σ(W )− σ(V )−
~
2
{ℓ+ r}
)
− Z≥0ℓ~,(
σ(W )− σ(V )−
~
2
{ℓ+ r}
)
+ Z>0ℓ~,
where ℓ is one half the eigenvalue of the Casimir element of g on the adjoint
representation, and r ranges over a finite collection of integers, associated
to g (see [9, Thm 5.9 (viii)]).
1.3. In this paper, we begin a systematic study of the set of poles of a finite–
dimensional representation of Y~(g). To state our first main result, consider the
Jordan decomposition ξi(u) = ξi,S(u)ξi,U (u), for each i ∈ I (see [8, Lemma 4.12]
or §3.2 below). For a rational End(V )-valued function f(u) of a complex variable
u ∈ C, let σ(f(u);V ) be the set of poles of f . Recall that σi(V ) = σ(ξi(u);V ) ∪
σ(x±i (u);V ). We prove the following (see Theorem 3.3):
Theorem. Let V ∈ Repfd(Y~(g)) and i ∈ I. Then σi(V ) = σ(ξi,S(u);V ).
This theorem allows us to relate the sets {σi(V )}i∈I to the theory of q-characters
[15] (see §3.7 below). It also immediately implies the following properties of σi(V ),
which are not directly obvious.
Corollary.
(1) Let V,W ∈ Repfd(Y~(g)). Then σi(V ⊗ W ) ⊂ σi(V ) ∪ σi(W ), for each
i ∈ I.
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(2) Let V ∈ Repfd(Y~(g)) and let {V1, . . . , VN} be the simple factors of a com-
position series of V . Then, for each i ∈ I, we have
σi(V ) =
N⋃
k=1
σi(Vk).
1.4. Finite-dimensional irreducible representations of the Yangian Y~(g) are clas-
sified by I-tuples of monic polynomials called Drinfeld polynomials [7]. Let L(P ) ∈
Repfd(Y~(g)) denote the unique finite–dimensional irreducible representation with
Drinfeld polynomials P = (Pi(u))i∈I. We propose the following problem:
Problem. Given an I-tuple of monic polynomials P and i ∈ I, determine σi(L(P ))
in terms of the sets of zeroes Z(Pj(u)) of the polynomials Pj(u) (for all j ∈ I).
Our second main result, obtained in Theorem 5.1, provides a complete solution
to this problem in type A. Explicitly, we prove the following theorem.
Theorem. Let n ≥ 2 and assume that g = sln so that I = {1, . . . , n − 1}. Let
P = (Pi(u))i∈I be a tuple of monic polynomials. Then, for each i ∈ I, we have
σi(L(P )) =
⋃
j∈I
Z(Pj(u)) + S
(n)
i (j),
where S
(n)
i (j) ⊂
~
2Z denotes the string of numbers
S
(n)
i (j) = ~
{
i+ j
2
− k : k ∈ [i + j + 1− n, i] ∩ [1, j]
}
.
It is worth remarking that the sets S
(n)
i (j) have appeared in [5, Thm 6.2] and
[12, Thms. 5.17, 5.21] in order to characterize cyclicity and irreducibility of tensor
products of fundamental representations of Y~(sln) (see also [2] for the quantum loop
case). This strongly suggests that such a characterization for arbitrary irreducible
representations can be stated in terms of the poles of the individual tensor factors.
1.5. Now let DY~(g) be the Yangian double of g (see [14] and §4.1 below). As
remarked in the introduction of [14], finite-dimensional representations of DY~(g)
are closely related to those of Y~(g). More precisely, we prove the following (see
Proposition 4.4 below) result.
Proposition. Repfd(DY~(g)) is isomorphic to the subcategory Rep
0
fd(Y~(g)) ⊂
Repfd(Y~(g)) consisting of representations V such that 0 6∈ σ(V ).
Note that by Theorem 1.3, the subcategory Rep0fd(Y~(g)) is a tensor-closed, Serre
subcategory (i.e., closed under taking sub/quotient objects and extensions). This
allows us to define a tensor product on Repfd(DY~(g)) by transport of structure (see
Corollary 4.5 below). Moreover, finite–dimensional irreducible representations of
DY~(g) are precisely those finite–dimensional irreducible representations V of Y~(g)
for which 0 6∈ σ(V ). This result is one of our motivations for proposing Problem 1.4
- i.e., obtaining σ(V ) in terms of the zeroes of the Drinfeld polynomials of V . Our
solution to this problem when g = sln allows us to explicitly describe irreducible
finite–dimensional representations of DY~(sln). Namely, we obtain the following
classification result in Corollary 5.1.
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Corollary. The isomorphism classes of finite–dimensional irreducible representa-
tions of DY~(sln) are parametrized by tuples of monic polynomials (Pi(u))1≤i≤n−1
satisfying
−
~
2
Sn ⊂ C \ Z(Pi(u)) ∀ i ∈ I,
where Sn = {0, 1, . . . , n− 2}.
For n = 2, this result is in agreement with a conjecture of Iohara [13, Conjecture
1] for the formal ~-adic analogue of DY~(sln). It also clarifies how the situation
diverges for all n > 2.
1.6. Outline. We review the basics of the representation theory of Yangians in §2.
In §3, the poles of a finite–dimensional representation of Y~(g) are introduced, and
the main properties of these sets (Theorem 3.3) are established. In §4, we obtain
the identification of the category of finite–dimensional representation of the Yangian
double with the subcategory of Repfd(Y~(g)) consisting of those representations for
which 0 is not a pole (Proposition 4.4). The explicit determination of the set of
poles in terms of the zeroes of the Drinfeld polynomials for g = sln is given in §5
(Theorem 5.1).
1.7. Acknowledgments. The first author was supported through the Simons foun-
dation collaboration grant 526947. The second author gratefully acknowledges
the support of the Natural Sciences and Engineering Research Council of Canada
(NSERC) provided via the postdoctoral fellowship (PDF) program.
2. Yangians
2.1. Let g be a finite-dimensional, simple Lie algebra over C, and let (·, ·) be the
invariant bilinear form on g normalized so as to have the squared length of every
short root equal to 2. Let h ⊂ g be a Cartan subalgebra of g, {αi}i∈I ⊂ h∗ a basis
of simple roots of g relative to h and aij = 2
(αi,αj)
(αi,αi)
the entries of the corresponding
Cartan matrix A. Set di =
(αi,αi)
2 ∈ {1, 2, 3}, so that diaij = djaji, for every
i, j ∈ I.
2.2. The Yangian Y~(g). Let ~ ∈ C× be fixed throughout. The Yangian Y~(g)
is the unital, associative algebra over C generated by elements {ξi,r, x
±
i,r}i∈I,r∈Z≥0,
subject to the following relations.
(Y1) For every i, j ∈ I and r, s ∈ Z≥0, we have [ξi,r , ξj,s] = 0.
(Y2) For every i, j ∈ I and s ∈ Z≥0, we have [ξi,0, x
±
j,s] = ±diaijx
±
j,s.
(Y3) For every i, j ∈ I and r, s ∈ Z≥0, we have
[ξi,r+1, x
±
j,s]− [ξi,r, x
±
j,s] = ±~
diaij
2
(
ξi,rx
±
j,s + x
±
j,sξi,r
)
.
(Y4) For every i, j ∈ I and r, s ∈ Z≥0, we have
[x±i,r+1, x
±
j,s]− [x
±
i,r, x
±
j,s] = ±~
diaij
2
(
x±i,rx
±
j,s + x
±
j,sx
±
i,r
)
.
(Y5) For every i, j ∈ I and r, s ∈ Z≥0, we have [x
+
i,r , x
−
j,s] = δijξi,r+s.
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(Y6) Let i 6= j ∈ I. Set m = 1 − aij . Then, for every r1, . . . , rm, s ∈ Z≥0, we
have: ∑
π∈Sm
[
x±i,rpi(1) ,
[
x±i,rpi(2) ,
[
· · ·
[
x±i,rpi(m) , x
±
j,s
]
· · ·
]]]
= 0.
2.3. Remark. The relation (Y6) follows from (Y1)–(Y3) and the special case of
(Y6) when r1 = . . . = rm = 0 (see [16, Lemma 1.9]). The latter automatically holds
on finite–dimensional representations of the algebra defined by relations (Y2) and
(Y5) alone (see [8, Prop. 2.7]).
2.4. The inclusion U(g) ⊂ Y~(g). Let ν : h→ h∗ be the isomorphism determined
by (·, ·). For each fixed i ∈ I, set hi = ν−1(αi)/di and choose root vectors x
±
i ∈ g±αi
such that [x+i , x
−
i ] = dihi. Then the defining relations (Y1)–(Y6) of Y~(g) imply
that the assignment
x±i 7→ x
±
i,0 and dihi 7→ ξi,0 ∀ i ∈ I
extends to an algebra homomorphism U(g)→ Y~(g). It is a well-known consequence
of the Poincare´–Birkhoff–Witt theorem for Y~(g) that this is an embedding (see [10,
§2.7], for instance) and we shall freely use this fact and view U(g) ⊂ Y~(g).
2.5. Rational currents. For each i ∈ I, define ξi(u), x
±
i (u) ∈ Y~(g)[[u
−1]] by
ξi(u) = 1 + ~
∑
r≥0
ξi,ru
−r−1 and x±i (u) = ~
∑
r≥0
x±i,ru
−r−1.
The following rationality property was obtained in [8, Prop. 3.6].
Proposition. Let V be a Y~(g)-module on which h acts semisimply with finite–
dimensional weight spaces. Then, for every weight µ ∈ h∗ of V , the generating
series
ξi(u) ∈ End(Vµ)[[u
−1]] and x±i (u) ∈ Hom(Vµ, Vµ±αi)[[u
−1]]
are the expansions at ∞ of rational functions of u.
Explicitly, set ti,1 = ξi,1 −
~
2
ξ2i,0 ∈ Y~(g)
h. Then the relations
x±i (u) = ~
(
u∓
1
2di
ad(ti,1)
)−1
· x±i,0 and ξi(u) = 1 + [x
+
i (u), x
−
i,0]
determine x±i (u) and ξi(u) as the expansions of operator valued rational functions
on each weight space of V .
2.6. Finite-dimensional representations. A finite–dimensional representation
V of Y~(g) is thus completely determined by rational, End(V )-valued functions
{ξi(u), x
±
i (u)}i∈I satisfying ξi(∞) = IdV and x
±
i (∞) = 0. These rational functions
are subject to the following relations (see [8, Prop. 2.3]).
(Y1) For every i, j ∈ I, [ξi(u), ξj(v)] = 0.
(Y2) For every i, j ∈ I, let a = ~diaij/2. Then we have:
(u− v ∓ a)ξi(u)x
±
j (v) = (u− v ± a)x
±
j (v)ξi(u)∓ 2ax
±
j (u∓ a)ξi(u).
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(Y3) For every i, j ∈ I, let a = ~diaij/2. Then we have:
(u− v ∓ a)x±i (u)x
±
j (v) = (u− v ± a)x
±
j (v)x
±
i (u) + ~
(
[x±i,0, x
±
j (v)]− [x
±
i (u), x
±
j,0]
)
.
(Y4) For every i, j ∈ I:
[x+i (u), x
−
j (v)] = δij
~
u− v
(ξi(v) − ξi(u)).
2.7. Shift automorphism. The group of translations of the complex plane acts
on Y~(g) by
τa(yr) =
r∑
s=0
(
r
s
)
ar−sys,
where a ∈ C, r ∈ Z≥0 and y is one of ξi, x
±
i . In terms of generating series, one has
τa(y(u)) = y(u− a).
Given a representation V of Y~(g) and a ∈ C, we set V (a) := τ∗a (V ).
2.8. Diagram automorphisms. Let ω be an automorphism of the Dynkin dia-
gram of g. That is, ω ∈ SI such that aij = aω(i),ω(j) for every i, j ∈ I. Then ω
defines an automorphism of Y~(g):
ξi(u) 7→ ξω(i)(u) and x
±
i (u) 7→ x
±
ω(i)(u),
for every i ∈ I.
For a representation V of Y~(g), we denote the pull-back ω
∗(V ) by V ω.
2.9. Cartan involution. By [5, Prop. 2.4], the Cartan involution x±i 7→ x
∓
i of g
extends to an involutive algebra automorphism ϕ of Y~(g), determined by
ϕ(ξi(u)) = ξi(−u) and ϕ(x
±
i (u)) = −x
∓
i (−u)
for all i ∈ I. For a representation V of Y~(g), we set V ϕ = ϕ∗(V ).
Similarly, by [3, Prop. 2.9], the standard Cartan anti-involution of g extends to
an anti-involution θ of Y~(g), determined on ξi(u) and x
±
i (u), for each i ∈ I, by
θ(ξi(u)) = ξi(u) and θ(x
±
i (u)) = x
∓
i (u).
2.10. Coproduct. The Yangian Y~(g) is known to be a Hopf algebra with co-
product ∆ : Y~(g) → Y~(g) ⊗ Y~(g) defined as follows. Recall from §2.5 that
ti,1 = ξi,1 −
~
2 ξ
2
i,0 for each i ∈ I. Then, the set of elements {ξi,0, x
±
i,0, ti,1}i∈I gener-
ates Y~(g) as an algebra, and ∆ is uniquely determined by the formulae
∆(y0) = y0 ⊗ 1 + 1⊗ y0, where y = ξi, x
±
i ,
∆(ti,1) = ti,1 ⊗ 1 + 1⊗ ti,1 − ~
∑
α∈R+
(αi, α)x
−
α ⊗ x
+
α ,
for all i ∈ I, were R+ is the set of positive roots of g and x±α ∈ g±α ⊂ Y~(g) are
chosen so as to have (x+α , x
−
α ) = 1. We refer the reader to [11, §4.2–4.5] for a proof
that these formulae indeed define a coassociative algebra homomorphism.
An explicit formula for ∆(ξi(u)) is not known in general. However, for our
purposes it would suffice to know that {ξi(u)}i∈I are all group–like modulo certain
strictly triangular terms. To state this precisely, let Y ≤0 (resp. Y ≥0) be the
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subalgebra of Y~(g) generated by {ξi,r, x
−
i,r}i∈I,r∈Z≥0 (resp. {ξi,r, x
+
i,r}i∈I,r∈Z≥0).
These algebras are graded by Q+ (the positive cone in the root lattice of g). Then,
we have the following (see, e.g., [3, Prop. 2.8]).
Proposition. For each i ∈ I, ∆(ξi(u)) satisfies
∆(ξi(u)) = ξi(u)⊗ ξi(u) +

⊕
β>0
Y ≤0−β ⊗ Y
≥0
β

 [[u−1]].
2.11. Drinfeld polynomials. A remarkable result established in the foundational
work [7] of Drinfeld asserts that the finite-dimensional irreducible representations
of Y~(g) are classified by I-tuples of monic polynomials. More precisely, one has
the following theorem.
Theorem. Let V be a finite–dimensional irreducible representation of Y~(g). Then,
there exists a unique (up to scalar) non–zero vector Ω ∈ V , and an I-tuple of monic
polynomials (Pi(u))i∈I ∈ C[u]I such that:
(1) V is generated as a Y~(g)-module by Ω.
(2) For each i ∈ I, one has
x+i (u)Ω = 0 and ξi(u)Ω =
Pi(u + di~)
Pi(u)
Ω.
Conversely, given an I-tuple of monic polynomials (Pi(u))i∈I, there is a unique (up
to isomorphism) finite–dimensional irreducible representation of Y~(g) containing
a non–zero vector Ω which satisfies the properties listed above.
Given an I-tuple P = (Pi(u))i∈I of monic polynomials, the corresponding finite–
dimensional irreducible representation of Y~(g) will be denoted by L(P ). The poly-
nomials (Pi(u)) are called the Drinfeld polynomials associated to L(P ).
2.12. Restriction. Let J ⊂ I be a non–empty set. Let Y~(gJ) be the subalge-
bra of Y~(g) generated by {ξi,r, x
±
i,r}i∈J,r∈Z≥0. The following lemma is from [3,
Lemma 4.3].
Lemma. Let V be a finite–dimensional irreducible representation of Y~(g) and
Ω ∈ V be the highest-weight vector. Then, the Y~(gJ)-module generated by Ω is an
irreducible representation of Y~(gJ).
2.13. Consider the involution i 7→ i∗ of the Dynkin diagram of g, induced by
the longest element of the Weyl group: αi∗ = −w0(αi). Let κ be (1/4) times
the eigenvalue of the Casimir element C ∈ U(g) on the adjoint representation.
Explicitly, let θ be the longest root of g and ρ be half the sum of positive roots of
g. Then:
κ =
1
4
(θ, θ + 2ρ) =
1
2
(θ, θ)
2
(1 + ρ(θ∨)) =
1
2
mh∨,
where m = 1, 2, 3 if g is of type ADE,BCF,G respectively, and h∨ = 1 + ρ(θ∨) is
the dual Coxeter number of g. The following table lists the value of κ in each type,
where we follow Bourbaki’s convention for the labels of Dynkin diagrams [1].
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Type of g Ar Br Cr Dr E6 E7 E8 F4 G2
κ
r + 1
2
r + 1 2r − 1 r − 1 6 9 15 9 6
The following result was obtained in [5, Prop. 3.5]. Recall that ϕ is the algebra
automorphism of Y~(g) defined in §2.9 above, and V ϕ = ϕ∗(V ) for any representa-
tion V of Y~(g).
Proposition. Let L(P ) be the finite-dimensional irreducible representation of Y~(g),
with Drinfeld polynomials P = (Pi(u))i∈I. Then, L(P )
ϕ = L(Pϕ) where
Pϕi (u) = (−1)
deg(Pi∗ )Pi∗(−u+ di~− κ~).
3. Poles of finite–dimensional representations of Yangians
Let V be a finite–dimensional representation of Y~(g). In this section we study
the set of poles of the rational functions {ξi(u), x
±
i (u)}i∈I ⊂ End(V )(u).
3.1. Poles. For each i ∈ I, let σ(ξi(u);V ), σ(x
±
i (u);V ) ⊂ C be the finite set of poles
of the rational functions ξi(u), x
±
i (u) ∈ End(V )(u). For z ∈ C, let ordz(ξi(u);V )
(resp. ordz(x
±
i (u);V )) be the order of the pole of ξi(u) (resp. x
±
i (u)) at u = z. By
convention, we set ordz(ξi(u);V ) (resp. ordz(x
±
i (u);V )) to be 0 if z is not a pole
of the underlying function.
Proposition. For every i ∈ I, we have
σ(ξi(u);V ) = σ(x
±
i (u);V ) =: σi(V ).
Moreover, ordz(ξi(u);V ) = ordz(x
±
i (u);V ), for every z ∈ C.
Proof. This is clearly a statement about finite–dimensional representations of
Y~(sl2). To simplify notation, we will drop the subscript i.
Using the relation ξ(u) = 1 + [x+(u), x−0 ] = 1 + [x
+
0 , x
−(u)], we conclude that
σ(ξ(u);V ) ⊂ σ(x±(u);V ) and ordz(ξ(u);V ) ≤ ordz(x
±(u);V )
for every z ∈ C. To obtain the converse, let us assume that z ∈ C is a pole of
x+(u). Let N = ordz(x
+(u);V ) and X := lim
u→z
(u− z)Nx+(u). Assume, for the sake
of a contradiction, that ordz(ξ(u);V ) < N .
Multiplying both sides of the relation ξ(u) = 1 + [x+(u), x−0 ] by (u − z)
N and
letting u→ z, we get
[X, x−0 ] = 0.
We regard End(V ) as a representation of sl2 via:
h 7→ ad(ξ0), e 7→ ad(x
+
0 ), f 7→ ad(x
−
0 ).
Then X ∈ End(V ) is a non-zero lowest-weight vector of weight +2 in the finite–
dimensional sl2-representation End(V ). This contradicts the finite-dimensionality
of End(V ). 
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3.2. Jordan decomposition for commuting currents. Again, let V be a finite–
dimensional representation of Y~(g). By [8, Lemma 4.12], we obtain the multiplica-
tive Jordan decomposition of commuting elements {ξi(u)}i∈I (see also [15]). We
state and prove this result below, for the sake of completeness.
Lemma. For each i ∈ I, the semisimple and unipotent parts of the multiplicative
Jordan decomposition ξi(u) = ξi,S(u)ξi,U (u) are rational functions of u. Moreover,
V admits a basis with respect to which each ξi(u) is triangular.
Proof. Let a ⊂ End(V ) be the abelian Lie subalgebra generated by {ξi,r : i ∈
I, r ∈ Z≥0}. Since a is a finite-dimensional abelian Lie algebra, we have the direct
sum decomposition V =
⊕
γ∈a∗ V [γ] of V into generalized eigenspaces
V [γ] = {v ∈ V : (a− γ(a))Nv = 0, ∀a ∈ a, N ≫ 0}.
An elementary result from linear algebra states that V [γ] admits an ordered basis
in which every a ∈ a is triangular. This proves the second statement of the lemma.
Now let 1γ : V → V [γ] be the projection operator and, for each i ∈ I, define
ξi,S(u) =
∑
γ∈a∗
1γ ◦ γ(ξi(u)) and ξi,U (u) = ξi,S(u)
−1ξi(u).
By uniqueness, this recovers the multiplicative Jordan decomposition of ξi(u), for
each i ∈ I. Moreover, it shows that the entries of the semisimple and unipotent
parts, ξi,S(u) and ξi,U (u), are again rational functions of u. 
3.3. Now we can state the main result of this section. If V is a finite–dimensional
representation of Y~(g), let σ(ξi,S(u);V ) ⊂ C be the set of poles of the diagonal
part of ξi(u). Recall the definition of σi(V ) from Proposition 3.1.
Theorem. For each i ∈ I, we have σi(V ) = σ(ξi,S(u);V ).
Proof. Note that it is sufficient to prove this statement for g = sl2. Thus, in the
remainder of this section we restrict our attention to Y~(sl2).
We prove the theorem by induction on the length of a composition series of V .
The base case, i.e., when V is irreducible, is checked in §3.5. In §3.4 we carry out
the induction step. 
3.4. Extensions. Let V1, V2 and V3 be three finite–dimensional representations of
Y~(sl2). Assume that σ(Vℓ) = σ(ξS(u);Vℓ) for ℓ = 1, 2, and that we have a short
exact sequence of Y~(sl2) representations:
0→ V1 → V3 → V2 → 0 .
Proposition. Under the hypotheses stated above, we have
σ(V3) = σ(ξS(u);V3) = σ(ξS(u);V1) ∪ σ(ξS(u);V2) = σ(V1) ∪ σ(V2).
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Proof. Note that the equality σ(ξS(u);V3) = σ(ξS(u);V1)∪σ(ξS(u);V2) is obvious,
since ξS(u) is semisimple and
ξS(u)|V3 = ξS(u)|V1 ⊕ ξS(u)|V2 .
The last equality σ(ξS(u);V1) ∪ σ(ξS ;V2) = σ(V1) ∪ σ(V2) holds by assumption.
Moreover, since V3 is an extension of V2 by V1, it is clear that σ(V1)∪σ(V2) ⊂ σ(V3).
Thus, using Proposition 3.1, to prove σ(V3) = σ(ξS(u);V3), it enough to show
that σ(x+(u);V3) ⊂ σ(V1) ∪ σ(V2).
For the purposes of this proof, we write V3 = V1 ⊕ V2 as a sl2–representation.
Every element y ∈ Y~(sl2) can be written in the block form
y =
[
y11 y12
0 y22
]
,
where yij : Vj → Vi, for each i, j ∈ {1, 2}.
Now suppose, towards a contradiction, that there is z ∈ σ(x+(u);V3) such that
z 6∈ σ(V1)∪ σ(V2). Let N = ordz(x+(u);V3) = ordz(ξ(u);V3) (see Proposition 3.1).
Define the following elements of End(V3):
X+ = lim
u→z
(u− z)Nx+(u) and H = lim
u→z
(u− z)Nξ(u).
Note that, since z 6∈ σ(V1) ∪ σ(V2), the diagonal blocks of X+ and H are zero. We
consider the (1, 2) component of the relation (Y4):
x+(u)11x
−(v)12 + x
+(u)12x
−(v)22 − x
−(v)11x
+(u)12 − x
−(v)12x
+(u)22
=
~
u− v
(ξ(v)12 − ξ(u)12).
Multiplying both sides by (u− z)N and letting u→ z, we obtain the identity
X+x−(v)22 − x
−(v)11X
+ =
H
v − z
.
Since the left–hand side of this equation is regular at v = z, so must be the right–
hand side , which proves that H = 0. This is a contradiction to Proposition 3.1. 
3.5. Finite-dimensional irreducible representations of Y~(sl2). Recall, from
Theorem 2.11, that finite–dimensional irreducible representations of Y~(sl2) are la-
beled by monic polynomials P (u) ∈ C[u]. We denote by L(P ) the finite–dimensional
irreducible representation with Drinfeld polynomial P (u). Let Z(P (u)) ⊂ C denote
the set of roots of P (u).
Theorem. Let P (u) ∈ C[u] be a monic polynomial. Then the finite–dimensional
irreducible representation L(P ) of Y~(sl2) satisfies
σ(L(P )) = σ(ξS(u);L(P )) = Z(P (u)).
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Proof. We begin by considering the evaluation representations of Y~(sl2). Let
a ∈ C and r ∈ Z≥0. Let Lr(a) be the r + 1 dimensional representation of Y~(sl2)
with basis {v0, . . . , vr} and Y~(sl2)-action given by
ξ(u)vi =
(u− a− ~)(u− a+ r~)
(u − a+ (i− 1)~)(u − a+ i~)
vi,(3.1)
x+(u)vi =
(r − i+ 1)~
u− a+ (i− 1)~
vi−1,(3.2)
x−(u)vi =
(i+ 1)~
u− a+ i~
vi+1,(3.3)
where it is understood that v−1 = vr+1 = 0. It is clear by direct inspection that
Lr(a) is an irreducible representation, with Drinfeld polynomial
Pr,a(u) =
r−1∏
i=0
(u− a+ i~),
where P0,a(u) = 1. For this representation, one has ξ(u) = ξS(u) and
(3.4) σ(Lr(a)) = σ(ξS(u);Lr(a)) = Z(Pr,a(u)) = {a− i~ : 0 ≤ i ≤ r−1} =: Sr(a).
In general, we will make use of the following result (see [6, Thm. 3.13] or [17,
Prop. 3.3.2]). Given a monic polynomial P (u) ∈ C[u], there exists a1, . . . , ap ∈ C
and r1, . . . , rp ∈ Z≥0 such that
L(P ) =
p⊗
k=1
Lrk(ak) and P (u) =
p∏
k=1
Prk,ak(u),
where the second condition is clearly a consequence of the first. Thus, to prove the
theorem it suffices to verify the following two claims.
Claim 1. For any two finite–dimensional representations V and W of Y~(sl2),
σ(V ⊗W ) ⊂ σ(V ) ∪ σ(W ).
Claim 2. For any a1, . . . , ap ∈ C and r1, . . . , rp ∈ Z≥0 we have
p⋃
k=1
Srk(ak) ⊂ σ
(
ξS(u);
p⊗
k=1
Lrk(ak)
)
.
Proof of Claim 1. We already know that σ(V ⊗W ) = σ(ξ(u);V ⊗W ) by Proposition
3.1. Thus, we can prove our claim using the explicit formula
(3.5) ∆(ξ(u)) =
∑
k≥0
(−1)k(k + 1)x−(u+ ~)kξ(u)⊗ ξ(u)x+(u+ ~)k
which may be found in [17, §3.5]. By Proposition 3.1, this formula will imply the
claim provided the poles of the operators x−(u + ~)kξ(u) and ξ(u)x+(u + ~)k are
contained in σ(ξ(u);V ) and σ(ξ(u);W ), respectively. This is a consequence of the
commutation relations
ξ(u)x+(u+ ~)k =
(−1)k
(k + 1)!
ad(x+0 )
k · ξ(u),(3.6)
x−(u+ ~)kξ(u) =
1
(k + 1)!
ad(x−0 )
k · ξ(u).(3.7)
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Note that the second relation can be recovered from the first by applying the Cartan
anti-involution θ from §2.9. To prove the first identity (3.6), note that the relation
(Y2) of §2.6 can be written as
(u − v − ~)ξ(u)x+(v)− (u− v + ~)x+(v)ξ(u) is independent of v.
Setting v = u+~ gives us −2~ξ(u)x+(u+~), while letting v →∞ gives ~[x+0 , ξ(u)].
Thus, we obtain
(3.8) ad(x+0 ) · ξ(u) = −2ξ(u)x
+(u+ ~)
Now set u = v in the relation (Y3) of §2.6 to obtain
ad(x+0 ) · x
+(u) = −x+(u)2.
Together with the Leibniz rule, this yields the following equation, for every k ∈ Z≥0:
(3.9) ad(x+0 ) · x
+(u)k = −kx+(u)k+1.
Combining equations (3.8) and (3.9), we can prove (3.6) by induction on k. For
k = 0, there is nothing to prove. Assume (3.6) for k ∈ Z≥0 and apply ad(x
+
0 ) on
both of its sides to get:
ad(x+0 )
k+1 · ξ(u) = (−1)k(k + 1)! ad(x+0 ) ·
(
ξ(u)x+(u+ ~)k
)
= (−1)k(k + 1)!
(
(ad(x+0 ) · ξ(u))x
+(u + ~)k
+ ξ(u)(ad(x+0 ) · x
+(u+ ~)k)
)
= (−1)k(k + 1)!
(
−2ξ(u)x+(u + ~)k+1 − kξ(u)x+(u+ ~)k+1
)
= (−1)k+1(k + 2)! ξ(u)x+(u+ ~)k+1.
This finishes the proof of Claim 1.
Proof of Claim 2. We will prove this claim by induction on p, after first introducing
some auxiliary notation. Recall that we are given a1, . . . , ap ∈ C and r1, . . . , rp ∈
Z≥0. We shall set
W a1,...,apr1,...,rp :=
p⊗
k=1
Lrk(ak).
The basis of Lrk(ak) fixed in the beginning of the proof will now be denoted by
{v
(k)
0 , . . . , v
(k)
rk }. The module W
a1,...,ap
r1,...,rp then has basis given by
{vs : s = (s1, . . . , sp) ∈ Z
p
≥0 such that 0 ≤ sk ≤ rk, ∀ 1 ≤ k ≤ p},
where vs = v
(1)
s1
⊗ · · · ⊗ v(p)sp . Note that this is an ordered basis with respect to the
standard lexicographic ordering. Moreover, equation (3.5) implies that the action
of ξ(u) on W
a1,...,ap
r1,...,rp in this basis is triangular, with diagonal entries given by (see
(3.1) above):
ξS(u)vs = λs1,...,sp(u)vs
where λs1,...,sp(u) is the rational function
λs1,...,sp(u) =
p∏
k=1
(u− ak − ~)(u− ak + rk~)
(u− ak + (sk − 1)~)(u− ak + sk~)
.
We are now prepared to prove Claim 2 by induction on p. The base case p = 1
is a consequence of equation (3.4) above. We assume that Claim 2 holds for some
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fixed p ≥ 1, and prove it for p+ 1. This amounts to showing that every element of
z ∈
⋃p+1
k=1 Srk(ak) is a pole of some λs1,...,sp+1(u). To this end, note that
(3.10) λs1,...,sp+1(u) = λs1,...,sp(u)
(u − ap+1 − ~)(u − ap+1 + rp+1~)
(u− ap+1 + (sp+1 − 1)~)(u − ap+1 + sp+1~)
.
Let us first assume that z belongs to the subset
⋃p
k=1 Srk(ak). Then, by the induc-
tion hypothesis, z is a pole of λs1,...,sp(u) for some s = (s1, . . . , sp). In light of the
decomposition (3.10), there are three cases to consider:
• If z 6∈ {ap+1 + ~, ap+1 − rp+1~}, then z is a pole of λs1,...,sp,sp+1(u) for any
0 ≤ sp+1 ≤ rp+1.
• If z = ap+1 + ~, then z is a pole of λs1,...,sp,0(u).
• If z = ap+1 − rp+1~, then z is a pole of λs1,...,sp,rp+1(u).
We are thus left to consider the case when z ∈ Srp+1(ap+1) \
⋃p
k=1 Srk(ak). So,
z = ap+1 − t~ for some 0 ≤ t ≤ rp+1 − 1. For each 1 ≤ k ≤ p, set
sk =
{
rk if z = ak − rk~
0 otherwise
With this choice, it is clear that z is not a zero of λs1,...,sp(u). Hence it is a pole of
λs1,...,sp,t(u). This finishes the proof of Claim 2, and the theorem follows. 
3.6. Consequences of Theorem 3.3. The following properties of σi(V ) follow
directly from Proposition 2.10, Theorem 3.3 and Proposition 3.4.
Corollary.
(1) For any two finite–dimensional representations V,W of Y~(g), and i ∈ I,
we have
σi(V ⊗W ) ⊂ σi(V ) ∪ σi(W ).
(2) Let V be a finite–dimensional representation of Y~(g). Let {V1, . . . , VN} be
the simple factors in a composition series of V . Then, for every i ∈ I, we
have
σi(V ) =
N⋃
k=1
σi(Vk).
3.7. Relation with characters. Let L denote the multiplicative subgroup 1 +
u−1C[[u−1]] ⊂ C[[u−1]]. Given V ∈ Repfd(Y~(g)) and µ = (µi(u))i∈I ∈ L
I, with
µi(u) = 1 + ~
∑
r≥0
µi,ru
−r−1,
we define the generalized eigenspace V [µ] of V by
V [µ] =
{
v ∈ V : ∀i ∈ I, k ≥ 0, ∃Nk > 0 such that (ξi,k − µi,k)
Nkv = 0
}
.
Let C[LI] be the group algebra of the direct product LI of I-copies of L. It is a
C-vector space with basis consisting of all formal exponentials e(µ), where µ ∈ LI,
and multiplication defined on basis vectors by the rule
e(µ) · e(ν) = e((µi(u)νi(u))i∈I).
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Definition. [15] The q–character of V , denoted by χq(V ), is defined as:
χq(V ) =
∑
µ∈L×
dim(V [µ]) e(µ) ∈ C[LI].
By the rationality property (see Proposition 2.5 above) if V [µ] 6= 0, then for
every i ∈ I, µi(u) is the Taylor series expansion of a rational function of u, taking
value 1 at u = ∞. Let σ(µi(u)) ⊂ C be the finite set of poles of µi(u). Therefore,
we can define the set of poles of χq(V ) as:
σ(χq(V )) =
⋃
µ:V [µ] 6=0
(⋃
i∈I
σ(µi(u))
)
⊂ C.
Theorem 3.3 directly implies the following:
Corollary. For every V ∈ Repfd(Y~(g)), we have
σ(χq(V )) =
⋃
i∈I
σi(V ) =: σ(V ).
4. Representations of DY~(g)
4.1. The Yangian double DY~(g). The Yangian double DY~(g) is defined to be
the unital associative algebra over C, generated by {ξi,r, x
±
i,r}i∈I,r∈Z, subject to the
relations (Y1)–(Y6) of Y~(g) with the second index of each generator taking values
in Z.
This definition is such that the assignment x±i,r 7→ x
±
i,r and ξi,r 7→ ξi,r , for each
i ∈ I and r ∈ Z≥0, extends to an algebra homomorphism
ı : Y~(g)→ DY~(g).
As a consequence of Proposition 4.3 below, this homomorphism is injective, as
suggested by our notation for generators of DY~(g). The defining relations of DY~(g)
can be expressed equivalently in terms of generating series as follows. For each ∈ I,
introduce ξ±i (u) ∈ DY~(g)[[u
∓1]] and X±i (u) ∈ DY~(g)[[u, u
−1]] by
ξ+i (u) = 1 + ~
∑
r≥0
ξi,ru
−r−1, ξ−i (u) = 1− ~
∑
r<0
ξi,ru
−r−1
X±i (u) = ~
∑
r∈Z
x±i,ru
−r−1
and let δ(u) =
∑
n∈Z u
n ∈ C[[u±1]] denote the formal delta function. The following
proposition is a straightforward consequence of the defining relations of DY~(g); see
[8, Prop. 2.3] and [18, Rem. 2.6], for instance.
Proposition. The defining relations of DY~(g) are equivalent to the following for-
mal series identities:
(D1) For each i, j ∈ I, we have
[ξ±i (u), ξ
±
j (v)] = 0 = [ξ
+
i (u), ξ
−
j (v)].
(D2) For each i, j ∈ I, ǫ ∈ {±} and a = ~diaij/2, we have
(u− v ∓ a)ξǫi (u)X
±
j (v) = (u− v ± a)X
±
j (v)ξ
ǫ
i (u).
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(D3) For each i, j ∈ I and a = ~diaij/2, we have
(u − v ∓ a)X±i (u)X
±
j (v) = (u− v ± a)X
±
j (v)X
±
i (u).
(D4) For each i, j ∈ I, we have
[X+i (u),X
−
j (v)] = ~δiju
−1δ(u/v)(ξ+i (v)− ξ
−
i (v)).
(D5) For each i 6= j ∈ I and m = 1− aij , we have∑
π∈Sm
[
X±i (uπ(1)),
[
X±i (uπ(2)),
[
· · ·
[
X±i (uπ(m)),X
±
j (v)
]
· · ·
]]]
= 0.
Here the relations (D1)–(D4) hold in the formal series space DY~(g)[[u
±1, v±1]],
while (D5) should be understood as a relation in DY~(g)[[u
±1
1 , . . . , u
±1
m , v
±1]].
4.2. We shall further decompose each generating series X±i (u) as a difference
X±i (u) = X
±
i (u)+ −X
±
i (u)−, where X
±
i (u)ǫ ∈ DY~(g)[[u
−ǫ]] are defined by
X±i (u)+ = ~
∑
r≥0
x±i,ru
−r−1 and X±i (u)− = −~
∑
r<0
x±i,ru
−r−1 ∀ i ∈ I.
In particular, one has ı(ξi(u)) = ξ
+
i (u) and ı(x
±
i (u)) = X
±
i (u)+ for all i ∈ I.
Proposition 4.1 then admits the following corollary.
Corollary. For each i ∈ I, define the operator
Ti(u) := Ad(ξ
+
i (u))
−1 − 1 : DY~(g)→ u
−1DY~(g)[[u
−1]].
Then, for every i, j ∈ I and ǫ ∈ {±}, we have
(4.1) (2a∓ (u − v ± a)Ti(u))X
±
j (v)ǫ = ∓Ti(u) · ~x
±
j,0
in DY~(g)[[v
−ǫ, u−1]], where a = ~diaij/2.
Proof. From the relation (D2) with ǫ = +, we obtain the identity
(u− v ± a)X±j (v)+ξ
+
i (u)− (u− v ∓ a)ξ
+
i (u)X
±
j (v)+
=(u− v ± a)X±j (v)−ξ
+
i (u)− (u − v ∓ a)ξ
+
i (u)X
±
j (v)−.
The left-hand side belongs to DY~(g)[[v
−1, u−1]] and the right-hand side belongs to
DY~(g)[[v, u
−1]]. Hence, the left-hand side (resp. right-hand side) is equal to the
constant term of the right-hand side (resp. left-hand side) with respect to v. Since
these two constant terms themselves coincide and equal −~[x±j,0, ξ
+
i (u)], we obtain
(u− v ± a)X±j (v)ǫξ
+
i (u)− (u− v ∓ a)ξ
+
i (u)X
±
j (v)ǫ = −~[x
±
j,0, ξ
+
i (u)].
Left multiplying by ξ+i (u)
−1 then yields the relation (4.1). 
Note that, since the substitution u 7→ v ∓ a yields an algebra homomorphism
DY~(g)[[v
−1, u−1]]→ DY~(g)[[v−1]], the relation (4.1) with j = i implies that
(4.2) X±i (v)+ = ∓(2di)
−1T(v ∓ ~di) · x
±
i,0 ∀ i ∈ I.
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4.3. The formal shift operator. Let τz : Y~(g) → Y~(g)[z] be the algebra em-
bedding obtained by replacing a ∈ C by a formal variable z in the definition of the
shift automorphism τa, given in Section 2.7. Let Y~(g)[z; z
−1]] denote the algebra
of formal Laurent series in z−1 with coefficients in Y~(g). The following proposition
is a consequence of Theorem 4.3 and Corollary 4.6 from [18].
Proposition. There is a unique algebra homomorphism
Φz : DY~(g)→ Y~(g)[z; z
−1]]
satisfying Φz ◦ ı = τz. It is determined by the formulae
Φz(ξ
−
i (u)) = exp(−u∂z)ξi(−z), Φz(X
±
i (u)−) = exp(−u∂z)x
±
i (−z) ∀ i ∈ I.
As indicated in Section 4.1, this result implies that the natural homomorphism
ı : Y~(g)→ DY~(g) is injective. Namely, τz is injective and one has τz = Φz ◦ ı.
4.4. Representations of DY~(g). Given a ∈ C, let Rep
a
fd(Y~(g)) denote the full
subcategory of the category Repfd(Y~(g)) of finite-dimensional Y~(g)-modules con-
sisting of representations V whose full set of poles
σ(V ) =
⋃
i∈I
σi(V )
satisfies σ(V ) ⊂ C \ {a}. These categories are essentially independent of the choice
of a ∈ C since, for any b ∈ C, the pull-back functor τ∗b−a defines an isomorphism of
categories
τ∗a−b : Rep
a
fd(Y~(g))
∼
−→ Repbfd(Y~(g)).
The following proposition provides the main result of this section.
Proposition. Let V ∈ Rep0fd(Y~(g)). Then the Y~(g)-action on V extends to a
DY~(g)-action, uniquely determined by the property that, for each i ∈ I, the series
ξ−i (u) ∈ End(V )[[u]] and X
±
i (u)− ∈ End(V )[[u]]
are the expansions at 0 of the rational functions ξi(u) and x
±
i (u), respectively.
Moreover, every finite-dimensional DY~(g)-module arises in this way.
Proof. Let πV : Y~(g)→ End(V ) be the underlying representation morphism. By
Proposition 2.5, the assumption σ(V ) ⊂ C×, and the formulae of Proposition 4.3,
the composite πV ◦ Φz : DY~(g)→ End(V )[z; z−1]] satisfies
(πV ◦ Φz)(DY~(g)) ⊂ End(V )⊗ C[z]z,
where C[z]z ⊂ C((z−1)) is the localization ofC[z] at the maximal ideal zC[z]. Letting
ev : C[z]z → C denote the evaluation homomorphism f(z) 7→ f(0), we obtain a
DY~(g)-module structure on V given by the algebra homomorphism
ΓV := (1⊗ ev) ◦ πV ◦ Φz : DY~(g)→ End(V ).
Since Φz◦ı = τz evaluates to the identity 1Y~(g) at z = 0, we indeed have ΓV ◦ı = πV .
Moreover, the formulae of Proposition 4.3 show that, for each i ∈ I, ξ−i (u) and
X±i (u)− operate as the Taylor expansions∑
n≥0
∂nv ξi(v)u
n
n!
∣∣∣∣
v=0
and
∑
n≥0
∂nv x
±
i (v)u
n
n!
∣∣∣∣
v=0
,
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respectively, of the rational functions ξi(u) and x
±
i (u) at 0. This completes the
proof of the first part of the proposition.
Let us now turn to the second assertion. Let V be an arbitrary finite-dimensional
DY~(g)-module and fix i ∈ I. By virtue of Proposition 2.5, the series
ξ+i (u) ∈ End(V )[[u
−1]] and X±i (u)+ ∈ End(V )[[u
−1]]
are the expansions at ∞ of rational functions of u, which we again denote by ξi(u)
and x±i (u), respectively. To complete the proof, it is enough to show that ξ
−
i (u) and
X±i (u)− are the expansions of these same rational functions at 0. Indeed, this will
imply that the Y~(g)-module ı
∗(V ) belongs to Rep0fd(Y~(g)) and that V is equal to
DY~(g)-module obtained by extending the Y~(g)-action on ı
∗(V ) as in the first part
of the proposition.
Let Ti(u) = Ad(ξ
+
i (u))
−1 − 1, as in Corollary 4.2. By the rationality of ξ+i (u),
there is a nonzero polynomial P (u) ∈ C[u] such that TPi (u) := P (u)Ti(u) satisfies
TPi (u) · X ∈ End(V )[u] ∀ X ∈ End(V ).
Left multiplying (4.1) by P (u) and setting j = i and ǫ = −, we obtain the identity(
2~diP (u)∓ (u− v ± ~di)T
P
i (u)
)
X±i (v)− = ∓T
P
i (u) · ~x
±
i,0
in End(V )[u][[v]]. Applying the automorphism u 7→ u ∓ ~di of End(V )[u] followed
by the homomorphism End(V )[u][[v]] → End(V )[[v]] determined by the evaluation
u 7→ v, we arrive at relation
P (v ∓ ~di)X
±
i (v)− = ∓(2di)
−1TPi (v ∓ ~di) · x
±
i,0 = P (v ∓ ~di)x
±
i (v)
in End(V )[v] ⊂ End(V )[[v]], where the second equality is due to the relation (4.2).
This implies that X±i (v)− is the expansion of the rational function x
±
i (v) at 0, as
desired. Moreover, the relation (D4) of Proposition 4.4 implies that
ξ±i (u) = 1 + [X
+
i (u)±, x
−
i,0],
from which it follows immediately that the series ξ−i (u) is the expansion at 0 of the
rational function ξi(u). 
4.5. In categorical terms, Proposition 4.4 outputs an isomorphism of categories
Γ : Rep0fd(Y~(g))
∼
−→ Repfd(DY~(g))
which commutes with the forgetful functor to vector spaces and has inverse given
by the pull-back functor ı∗. Three consequences of this interpretation relevant to
our discussion are given by the following corollary.
Corollary.
(1) There is a unique tensor structure on Repfd(DY~(g)) such that Γ is a strict
tensor functor. The tensor product ⊗˙ is given by
V ⊗˙W = Γ(ı∗(V )⊗ ı∗(W )).
(2) A DY~(g)-module V ∈ Repfd(DY~(g)) is irreducible if and only if there is
an I-tuple of Drinfeld polynomials P = (Pi(u))i∈I such that
V ∼= Γ(L(P )) where σ(L(P )) ⊂ C×.
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(3) Let V ∈ Repfd(Y~(g)), with composition factors {V1, . . . , VN}. Then the
Y~(g)-action on V extends to a DY~(g)-action if and only if
σ(Vj) ⊂ C
× ∀ 1 ≤ j ≤ N.
Proof. The first assertion of Corollary 3.6 implies that Rep0fd(Y~(g)) is a tensor
subcategory of Repfd(Y~(g)). This result, together with Proposition 4.4, implies
Part (1) of the corollary.
Similarly, Parts (2) and (3) of the corollary follow from Proposition 4.4, Theorem
2.11 and, in the case of Part (3), the second assertion of Corollary 3.6. 
Note that Part (2) of this corollary implies that the isomorphism classes of
finite-dimensional irreducible representations of DY~(g) are parametrized by those
I-tuples of monic polynomials P = (Pi(u))i∈I for which the condition
σ(L(P )) ⊂ C×
is satisfied. Both this observation and Part (3) of Corollary 4.5 motivate the prob-
lem of obtaining necessary and sufficient conditions on P for which σ(L(P )) ⊂ C×.
When g = sl2, Theorem 3.5 asserts that this condition is equivalent to Z(P (u)) ⊂
C×, where P = P (u). In this case, the above classification result is in agreement
with the rank one instance of Conjecture 1 from [13] for the formal, ~-adic, ana-
logue of DY~(sln). The general situation diverges from this conjecture, and we
demonstrate this in the next section by showing that an elegant solution exists in
type An−1 for arbitrary n.
5. The Yangian and Yangian double of sln
In this section we restrict our attention to g = sln. Fix n ≥ 2, and take I =
{1, . . . , n− 1}. The entries of the Cartan matrix A = (aij)i,j∈I are then given by
aij =


2 if i = j
−1 if |i− j| = 1
0 otherwise
In this case, the diagram automorphism i 7→ i∗ induced by the longest element
becomes i∗ = n − i. Moreover, we have κ = n2 , where we recall from §2.13 that κ
is (1/4) times the eigenvalue of the Casimir element on the adjoint representation.
5.1. For each i, j ∈ I, introduce the discrete interval S
(n)
i (j) ⊂
~
2Z by
(5.1) S
(n)
i (j) = ~
{
i+ j
2
− ℓ : ℓ ∈ [i+ j + 1− n, i] ∩ [1, j]
}
and let Sn ⊂ Z denote the string of non-negative integers
Sn = {0, 1, . . . , n− 2} = I− {1}.
The following theorem provides the second main result of this article.
Theorem. Let P = (Pi(u))i∈I be an I-tuple of monic polynomials in u. Then the
finite-dimensional irreducible Y~(sln)-module L(P ) satisfies
(5.2) σi(L(P )) =
⋃
j∈I
(Z(Pj(u)) + S
(n)
i (j)) ∀ i ∈ I.
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Consequently, L(P ) has full set of poles σ(L(P )) given by
(5.3) σ(L(P )) =
~
2
Sn +
⋃
i∈I
Z(Pi(u)).
As an immediate corollary to this theorem and Parts (2) and (3) of Corollary
4.5, we obtain the following classification results for the Yangian double DY~(sln).
Corollary.
(1) The isomorphism classes of finite-dimensional irreducible representations of
DY~(sln) are parametrized by I-tuples of monic polynomials P = (Pi(u))i∈I
satisfying the condition
−
~
2
Sn ⊂ C \ Z(Pi(u)) ∀ i ∈ I.
(2) Let V be a finite-dimensional Y~(sln)-module with composition factors given
by {V1, . . . , VN}. Then the Y~(sln)-action on V extends to a DY~(sln)-
action if and only if
−
~
2
Sn ⊂ C \ Z(P
j
i (u)) ∀ i ∈ I and 1 ≤ j ≤ N,
where, for each 1 ≤ j ≤ N , P j = (P ji (u))i∈I is the unique I-tuple of monic
polynomials such that Vj ∼= L(P
j).
The rest of this section is devoted to a proof of Theorem 5.1, with most of
our effort devoted to establishing the identity (5.2). In Section 5.2, we verify this
relation on the fundamental representations of Y~(sln). This is then generalized to
an arbitrary finite-dimensional irreducible representation L(P ) in Sections 5.3 and
5.4. Our proof of Theorem 5.1 is then completed in Section 5.5, where we deduce
identity (5.3).
5.2. Fundamental representations. Let 1 ≤ m ≤ n− 1, and a ∈ C. The funda-
mental representation L̟m(a) is the finite–dimensional irreducible representation
of Y~(sln) with Drinfeld polynomials given by:
Pi(u) =
{
1 if i 6= m
u− a if i = m
We give an explicit construction of L̟m(a) below. Let the standard basis of C
n
be denoted by {|1〉 , . . . , |n〉}. Consider the subspace V ⊂ (Cn)⊗m defined by
V = Span of {|p1〉 ⊗ · · · ⊗ |pm〉 : 1 ≤ p1 < . . . < pm ≤ n}.
For p = (p1, . . . , pm), we will use the notation |p〉 = |p1〉 ⊗ · · · ⊗ |pm〉.
For each i ∈ I and 1 ≤ ℓ ≤ m, define ai,ℓ ∈ C by
ai,ℓ = a+
~
2
(m+ i − 2ℓ).
We now define operators {ξi(u), x
±
i (u)}i∈I on V by specifying their action on each
tensor |p〉 as follows:
(1) ξi(u) |p〉 = |p〉, if either {p1, . . . , pm} ∩ {i, i + 1} = ∅, or {i, i + 1} ⊂
{p1, . . . , pm}.
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• If i ∈ {p1, . . . , pm} and i+ 1 6∈ {p1, . . . , pm}, then:
ξi(u) |p〉 =
u+ ~− ai,k
u− ai,k
|p〉 , where pk = i.
• If i+ 1 ∈ {p1, . . . , pm} and i 6∈ {p1, . . . , pm}, then:
ξi(u) |p〉 =
u− ~− ai,k
u− ai,k
|p〉 , where pk = i+ 1.
(2) x+i (u) |p〉 = 0, if either i+1 6∈ {p1, . . . , pm}, or {i, i+1} ⊂ {p1, . . . , pm}. If
|p〉 is such that i+1 ∈ {p1, . . . , pm} (say, pk = i+ 1) and i 6∈ {p1, . . . , pm},
then:
x+i (u) |p〉 =
~
u− ai,k
|p1, . . . , pk−1, i, pk+1, . . . , pm〉
(3) x−i (u) |p〉 = 0, if either i 6∈ {p1, . . . , pm}, or {i, i+1} ⊂ {p1, . . . , pm}. If |p〉
is such that i ∈ {p1, . . . , pm} (say, pk = i) and i+ 1 6∈ {p1, . . . , pm}, then:
x−i (u) |p〉 =
~
u− ai,k
|p1, . . . , pk−1, i+ 1, pk+1, . . . , pm〉
Proposition. The operators {ξi(u), x
±
i (u)}i∈I on V given above satisfy the defining
relations of Y~(sln). The resulting representation is isomorphic to the fundamental
representation L̟m(a). Moreover, for each i ∈ I we have
σi(L̟m(a)) =
{
a+
~
2
(i+m− 2ℓ) : ℓ ∈ [i+m+ 1− n, i] ∩ [1,m]
}
= Z(Pm(u)) + S
(n)
i (m).
Proof. The relations of Y~(sln) are verified in Appendix A below. One quick way
to prove that V is irreducible is to notice that, when viewed as an sln-module via
the inclusion sln ⊂ Y~(sln), V is isomorphic to the exterior product ∧
m
C
n, with
the canonical isomorphism given by
|p1, . . . , pm〉 7→ |p1〉 ∧ · · · ∧ |pm〉 .
As ∧mCn is an irreducible representation of sln, the same is true of V . It follows
automatically that V is irreducible as a Y~(sln)-module.
It is also easy to see from the explicit expressions of {ξi(u), x
±
i (u)} given above,
that Ω = |1, 2, . . . ,m〉 is a highest–weight vector satisfying
ξi(u)Ω =
{
Ω i 6= m
u+~−am,m
u−am,m
Ω i = m
Note that am,m = a, therefore, the Drinfeld polynomials associated to V are Pi(u) =
(u− a)δi,m , as claimed.
It remains to compute σi(L̟m(a)) for 1 ≤ i ≤ n− 1. For this we can just locate
the poles of x+i (u) (see Proposition 3.1 above). By definition, this operator has
poles at ai,k = a+
~
2 (m+ i− 2k) for each 1 ≤ k ≤ m such that there exists p with
pk = i + 1 and pk−1 < i. For such an increasing sequence to exist, it is necessary
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and sufficient that k ≤ i and m− k ≤ n− i − 1, i.e., m + i + 1 − n ≤ k ≤ i. This
gives us
σi(L̟m(a)) =
{
a+
~
2
(m+ i − 2k) : k ∈ [1,m] ∩ [m+ i+ 1− n, i]
}
,
as claimed. 
Remark. We will verify that the operators defined above satisfy the relations of
Y~(sln) in Appendix A. Here we just want to remark as to how this action was
computed. Consider the Y~(sln)-action on C
n, depending on b ∈ C:
x+i (u) |j〉 = δi+1,j
~
u− bi
|i〉 ,
x−i (u) |j〉 = δi,j
~
u− bi
|i+ 1〉 ,
ξi(u) |j〉 = (1− δi,j − δi+1,j) |j〉+ δi,j
u+ ~− bi
u− bi
|i〉
+ δi+1,j
u− ~− bi
u− bi
|i+ 1〉 ,
where bi = b+
~
2
(i− 1). This representation, denoted by Cn(b), is the fundamental
representation L̟1(b), with
σi(L̟1(b)) =
{
b+
~
2
(i− 1)
}
∀ i ∈ I.
The representation V given above is the cyclic subrepresentation generated by Ω =
|1〉 ⊗ · · · ⊗ |m〉, in the (Drinfeld) tensor product (as defined in [9, §4.5]):
C
n
(
a+
~
2
(m− 1)
)
⊗D C
n
(
a+
~
2
(m− 3)
)
⊗D · · · ⊗D C
n
(
a−
~
2
(m− 1)
)
.
It is worth pointing out that the Drinfeld tensor product V ⊗DW of two finite–
dimensional representations of Y~(g) is defined in [9, §4.5] under the assumption
that σ(V )∩ σ(W ) = ∅. However, for this definition and the proof of [9, Thm. 4.6],
it is enough to assume the weaker condition that σi(V )∩σi(W ) = ∅, for every i ∈ I.
Otherwise, the tensor product written above would not be defined.
5.3. Proof of (5.2): (⊆). Recall that L(P ) is the finite–dimensional irreducible
representation of Y~(sln) associated to Drinfeld polynomials P = (Pj(u))j∈I. For
each j ∈ I, let {a
(j)
1 , . . . , a
(j)
rj } be the set of roots of Pj(u), listed with multiplicity.
Consider the following tensor product of fundamental representations
V =
⊗
j∈I
(
rj⊗
s=1
L̟j
(
a(j)s
))
,
where the ordering of tensor factors is immaterial for our argument. Let Ω ∈ V be
the tensor product of the highest-weight vectors of each fundamental representation
appearing above. Then L(P ) is a quotient of the subrepresentation of V generated
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by Ω. Hence, for every i ∈ I, we have
σi(L(P )) ⊂ σi(V) ⊂
⋃
j∈I
1≤s≤rj
σi
(
L̟j (a
(j)
s )
)
=
⋃
j∈I
(
{a
(j)
1 , . . . , a
(j)
rj
}+ S
(n)
i (j)
)
=
⋃
j∈I
Z(Pj(u)) + S
(n)
i (j).
In the first line, we have used Corollary 3.6 (1), and in the second Proposition 5.2.
5.4. Proof of (5.2): (⊇). We will now show the reverse inclusion. That is, we
will prove that
(5.4) Z(Pj(u)) + S
(n)
i (j) ⊂ σi(L(P ))
for all i, j ∈ I. Note that for n = 2 the identity (5.2), and thus (5.4), has already
been established in §3.5. Indeed, in this case one has S
(2)
1 (1) = {0} and (5.2)
collapses to statement of Theorem 3.5. We will now assume that n ≥ 3 and that
the relation (5.4) holds for Y~(sln−1). Below, we will consider Y~(sln−1) ⊂ Y~(sln)
as the subalgebra generated by {ξk,r, x
±
k,r}1≤k≤n−2,r∈Z≥0 . We now proceed with
the proof of (5.4) for Y~(sln).
Case 1: i = 1. When i = 1, S
(n)
i (j) is the singleton
S
(n)
1 (j) =
{
~
2
(j − 1)
}
∀ 1 ≤ j ≤ n− 1.
Assume first that 1 ≤ j ≤ n − 2. Let V ⊂ L(P ) be Y~(sln−1)-module generated
by the highest-weight vector Ω ∈ L(P ). Then, by Lemma 2.12, V is an irreducible
representation of Y~(sln−1) with Drinfeld polynomials (P1(u), . . . , Pn−2(u)). Thus,
by the inductive hypothesis, we have
Z(Pj(u)) +
~
2
(j − 1) ⊂ σ1(V ) ⊂ σ1(L(P )) ∀ 1 ≤ j ≤ n− 2.
To complete the proof of (5.4) for i = 1, it only remains to check that ZPn−1(u) +
~
2 (n − 2) ⊂ σ1(L(P )). We are going to need Proposition 2.13 for this. Recall that
ϕ is the Cartan involution of Y~(sln) introduced for general g in §2.9.
The already established case of the inclusion (5.4) for i = j = 1, takes the
following form on the representation L(P )ϕ:
Z(Pϕ1 (u)) ⊂ σ1 (L(P ))
ϕ) = −σ1(L(P )).
By Proposition 2.13, we have Z(Pϕ1 (u)) = −Z(Pn−1(u))−
~
2 (n− 2), since P
ϕ
1 (u) =
(±1)Pn−1
(
−u+ ~− n2 ~
)
. Hence,
−Z(Pn−1(u))−
~
2
(n− 2) ⊂ −σ1(L(P )),
which is exactly (5.4) for i = 1 and j = n− 1.
Case 2: 2 ≤ i ≤ n − 2. Let us remark that the j = 1 and j = n − 1 cases of
(5.4) can be shown easily by the induction argument as in Case 1 (in either of these
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cases S
(n)
i (j) is a singleton, independent of n). Therefore, it is sufficient to consider
2 ≤ j ≤ n− 2. By the induction hypothesis, we have
Z(Pj(u)) + S
(n−1)
i (j) ⊂ σi(L(P )).
On the other hand, using this inclusion for L(P )ϕ with j replaced by n − j, we
obtain
Z(Pϕn−j(u)) + S
(n−1)
i (n− j) ⊂ σi(L(P )
ϕ) = −σi(L(P )).
Combining this with Proposition 2.13 then yields
Z(Pj(u)) +
(
~
2
(n− 2)− S
(n−1)
i (n− j)
)
⊂ σi(L(P )).
It remains to observe that, by (5.1), we have the equalities
S
(n−1)
i (j) = ~
{
i+ j
2
− ℓ : ℓ ∈ [i+ j + 2− n, i] ∩ [1, j]
}
~
2
(n− 2)− S
(n−1)
i (n− j) = ~
{
i+ j
2
− ℓ : ℓ ∈ [1, j − 1] ∩ [i+ j + 1− n, i]
}
from which we can conclude that(
Z(Pj(u)) + S
(n−1)
i (j)
)
∪
(
Z(Pj(u)) +
(
~
2
(n− 2)− S
(n−1)
i (n− j)
))
= Z(Pj(u)) + S
(n)
i (j) ⊂ σi(L(P ))
as claimed.
Finally, we note that the i = n−1 case can be deduced from the i = 1 case using
the diagram automorphism ω given by ω(j) = n− j for every j ∈ I (see §2.8).
5.5. Proof of (5.3). We now complete our proof of Theorem 5.1 by establishing
the identity (5.3). By (5.2) and the definition of σ(L(P )), we have
σ(L(P )) =
⋃
i∈I
σi(L(P )) =
⋃
i,j∈I
(Z(Pj(u)) + S
(n)
i (j)) =
⋃
j∈I
(Z(Pj(u)) + Sn(j)),
where Sn(j) :=
⋃
i∈I S
(n)
i (j). Therefore, to prove the first part of the theorem, it
suffices to show that
(5.5) Sn(j) =
~
2
Sn ∀ j ∈ I.
To this end, observe that the the sets S
(n)
i (j) satisfy the relation
S
(n)
i (j) =
{
S
(n−1)
i−1 (j − 1) if i > n− j,
S
(n−1)
i−1 (j − 1) ∪
~
2{i+ j − 2} if i ≤ n− j,
where S
(n−1)
0 (j − 1) = ∅. Consequently, Sn(j) satisfies the recursive identity
Sn(j) = Sn−1(j − 1) ∪
~
2
n−j⋃
i=1
{i+ j − 2} = Sn−1(j − 1) ∪
~
2
{n− 2}
It follows by induction on j that (5.5) will hold for all pairs (j, n) ∈ N×Z>j provided
it is satisfied when j = 1. In this case, one has [i + j + 1− n, i] ∩ [1, j] = {1}, and
so S
(n)
i (1) =
~
2{i− 1} for all i ∈ I, from which (5.5) follows immediately.
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Appendix A. Verification of Y~(sln) relations on L̟m(a)
A.1. Recall that 1 ≤ m ≤ n− 1, and V is the following
(
n
m
)
-dimensional subspace
of (Cn)
⊗m
:
V = Span of {|p〉 : p = (p1, . . . , pm) where 1 ≤ p1 < . . . < pm ≤ n}.
For each 1 ≤ i ≤ n− 1, and 1 ≤ k ≤ m, let ai,k = a+
~
2
(m+ i − 2k). We defined
the operators ξi,r, x
±
i,r on V , for every r ∈ Z≥0, by the formulae
(A.1) ξi,r |p〉 =


0 if, {p1, . . . , pm} ∩ {i, i+ 1} = ∅ or {i, i+ 1},
ari,k |p〉 if, pk = i and pk+1 > i+ 1,
−ari,k |p〉 if, pk = i+ 1 and pk−1 < i.
(A.2) x+i,r |p〉 = a
r
i,k |p1, . . . , pk−1, i, pk+1, . . . , pm〉 if pk = i + 1 and pk−1 < i,
and x+i,r |p〉 = 0 if there is no such k, i.e., either i+1 6∈ {p1, . . . , pm}, or {i, i+1} ⊂
{p1, . . . , pm}.
(A.3) x−i,r |p〉 = a
r
i,k |p1, . . . , pk−1, i+ 1, pk+1, . . . , pm〉 if pk = i and pk+1 > i+ 1,
and x−i,r |p〉 = 0 if there is no such k, i.e., either i 6∈ {p1, . . . , pm}, or {i, i + 1} ⊂
{p1, . . . , pm}.
A.2. Relation (Y1). Since V admits a basis of joint eigenvectors of {ξi,r}i∈I,r∈Z≥0,
we get that [ξi,r, ξj,s] = 0, for every i, j ∈ I and r, s ∈ Z≥0.
A.3. Relation (Y2). By (A.1) with r = 0, we get that the weight of |p〉 is given
by:
wt(|p〉) = εp1 + · · ·+ εpm ,
where εℓ : C
n → C is the ℓth–coordinate function, viewed as a linear form on the
Cartan subalgebra h ⊂ Cn (h = Ker(ε1 + . . .+ εn)). Thus it is clear that from the
definition of x±j,s that, either x
±
j,s |p〉 = 0, or
wt(x±j,s |p〉)− wt(|p〉) = ±(εj − εj+1) = ±αj.
A.4. Relation (Y3). Let us verify this relation for the + case. For i, j ∈ I and
r, s ∈ Z≥0, we have to show that
(A.4) [ξi,r+1, x
+
j,s]− [ξi,r, x
+
j,s+1] =
~
2
aij(ξi,rx
+
j,s + x
+
j,sξi,r).
Note that, when |i − j| ≥ 2, ξi,r and x
+
j,s acting on V commute, and the relation
holds trivially.
Case 1. i = j. Again, from (A.1) and (A.2), we notice that both sides of (A.4)
evaluated on |p〉 are zero, unless there is 1 ≤ k ≤ m such that pk = i + 1 and
pk−1 < i. Assuming this is the case, we have:
ξi,rx
+
i,s |p〉 = a
r+s
i,k |p1, . . . , pk−1, i, pk+1, . . . , pm〉 ,
x+i,sξi,r |p〉 = −a
r+s
i,k |p1, . . . , pk−1, i, pk+1, . . . , pm〉 .
Let us write |p′〉 = |p1, . . . , pk−1, i, pk+1, . . . , pm〉, so that we get:
[ξi,r+1, x
+
i,s] |p〉 = [ξi,r, x
+
i,s+1] |p〉 = 2a
r+s+1
i,k |p
′〉 .
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(ξi,rx
+
i,s + x
+
i,sξi,r) |p〉 = 0.
Hence, both sides of (A.4) evaluated on |p〉 are zero, and the relation holds.
Case 2. j = i + 1. Again the only vectors on which x+i+1,r acts as a non–zero
operator are |p〉 such that for some 1 ≤ k ≤ m, we have pk = i+ 2, and pk−1 ≤ i.
We will assume this is the case, and write |p′〉 = |p1, . . . , pk−1, i+ 1, pk+1, . . . , pm〉.
We have to consider two situations: pk−1 = i or pk−1 < i.
• If pk−1 = i, we get ξi,rx
+
i+1,s |p〉 = 0, and x
+
i+1,sξi,r |p〉 = a
r
i,k−1a
s
i+1,k |p
′〉.
The relation to verify (A.4) becomes:
−ar+1i,k−1a
s
i+1,k + a
r
i,k−1a
s+1
i+1,k = −
~
2
ari,k−1a
s
i+1,k.
This is clearly equivalent to ai+1,k − ai,k−1 = −
~
2
, which follows from the
definition ai,ℓ = a+
~
2 (m+ i− 2ℓ).
• If pk−1 < i, we get that x
+
i+1,sξi,r |p〉 = 0, and ξi,rx
+
i+1,s |p〉 = −a
r
i,ka
s
i+1,k.
The relation (A.4) becomes:
−ar+1i,k a
r
i+1,k + a
r
i,ka
s+1
i+1,k =
~
2
ari,ka
s
i+1,k,
which is again readily verified.
Case 3. j = i− 1. This is entirely analoguous to the previous one and hence its
verification is omitted here.
A.5. Relation (Y4). Again we verify this relation for the + case only. Let i, j ∈ I
and r, s ∈ Z≥0. Then, we want to prove that
(A.5) [x+i,r+1, x
+
j,s]− [x
+
i,r, x
+
j,s+1] =
~
2
aij(x
+
i,rx
+
j,s + x
+
j,sx
+
i,r).
In End(V ), we have x+i,rx
+
i,s = 0, from which (A.5) follows when i = j. This
relation is also clear when |i− j| ≥ 2. Thus it suffices to consider the case j = i+1.
(1) From (A.2) it is clear that x+i,rx
+
i+1,s |p〉 6= 0 only for those basis vectors
for which there exists k with pk = i + 2 and pk−1 < i. In this case,
x+i+1,sx
+
i,r |p〉 = 0, and:
x+i,rx
+
i+1,s |p〉 = a
r
i,ka
s
i+1,k |p1, . . . , pk−1, i, pk+1, . . . , pm〉 .
The relation to check (A.5), evaluated on such a basis vector |p〉, becomes:
ar+1i,k a
s
i+1,k − a
r
i,ka
s+1
i+1,k = −
~
2
ari,ka
s
i+1,k,
i.e., ai,k − ai+1,k = −
~
2
which is true.
(2) Similarly, x+i+1,sx
+
i,r |p〉 6= 0 only for those basis vectors for which there
exists k with pk = i + 1, pk−1 < i and pk+1 = i + 2. In this case,
x+i,rx
+
i+1,s |p〉 = 0, and:
x+i+1,sx
+
i,r |p〉 = a
r
i,ka
s
i+1,k+1 |p1, . . . , pk−1, i, i+ 1, pk+2, . . . , pm〉 .
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The relation (A.5) evaluated on such a |p〉 becomes:
−ar+1i,k a
s
i+1,k+1 + a
r
i,ka
s+1
i+1,k+1 = −
~
2
ari,ka
s
i+1,k+1,
i.e., ai+1,k+1 − ai,k = −
~
2
, which holds.
A.6. Relation (Y5). Let i, j ∈ I and r, s ∈ Z≥0. We have to show:
(A.6) [x+i,r, x
−
j,s] = δijξi,r+s.
Again, for i, j such that |i− j| ≥ 2, the operators x+i,r and x
−
j,s commute and this
relation holds.
Case 1. i = j. Note that x+i,rx
−
i,s |p〉 6= 0 only when there exists k such that
pk = i, and pk+1 > i+ 1. In this case x
−
i,sx
+
i,r |p〉 = 0 and we get:
[x+i,r , x
−
i,s] |p〉 = a
r+s
i,k |p〉 = ξi,r+s |p〉 .
Similarly, x−i,sx
+
i,r |p〉 6= 0 only on those basis vectors |p〉 for which there is a k such
that pk = i+ 1 and pk−1 < i. For such vectors x
+
i,rx
−
i,s |p〉 = 0 and we get:
[x+i,r , x
−
i,s] |p〉 = −a
r+s
i,k |p〉 = ξi,r+s |p〉 .
Case 2. j = i + 1. We claim that both x+i,rx
−
i+1,s and x
−
i+1,sx
+
i,r are zero on V .
Let us prove this claim for the former (latter being similar is omitted). In order
for x−i+1,s |p〉 to be non–zero, it is necessary and sufficient that there exists k with
pk = i + 1 and pk+1 > i + 2. However, since x
−
i+1,s replaces pk with i + 2, the
resulting vector
x−i+1,s |p〉 = a
s
i+1,k |p1, . . . , pk−1, i+ 2, pk+1, . . . , pm〉
does not contain i+ 1. Hence, x+i,rx
−
i+1,s |p〉 = 0.
The case when j = i− 1 is similar to the preceding one, hence omitted.
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