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Reflection Positivity and Conformal Symmetry
Karl-Hermann Neeb, ∗ † Gestur O´lafsson ‡ §
Abstract
A reflection positive Hilbert space is a triple (E ,E+, θ), where E is a Hilbert space, θ
a unitary involution and E+ a closed subspace on which the hermitian form 〈v, w〉θ :=
〈θv, w〉 is positive semidefinite. From this data one obtains a Hilbert space Ê by com-
pleting a suitable quotient of E+ with respect to 〈·, ·〉θ on E+. To obtain compatible
unitary representations of Lie groups, we start with triples (G,S, τ ), where G is a Lie
group, τ an involutive automorphism of G and S a subsemigroup invariant under the
involution s♯ = τ (s)−1. Then a unitary representation π of G on (E ,E+, θ) is called re-
flection positive if θπ(g)θ = π(τ (g)) and π(S)E+ ⊆ E+. Motivated by the passage from
the euclidean motion group to the Poincare´ group in quantum field theory, one expects
a duality between reflection positive representations and unitary representations of the
dual symmetric Lie group Gc on Ê .
We propose a new approach to a reflection positive representations based on reflec-
tion positive distributions and reflection positive distribution vectors. In particular,
we generalize the Bochner–Schwartz Theorem to positive definite distributions on open
convex cones and apply our techniques to complementary series representations of the
conformal group O+1,n+1(R) of the sphere S
n.
Introduction
The concept of reflection positivity has its origins in the work of Osterwalder–Schrader
[OS73, OS75] on constructive quantum field theory and duality between unitary rep-
resentations of the euclidean motion group En = On(R) ⋉ R
n and the Poincare´ group
Pn = O
+
1,n−1(R) ⋉ R
1,n−1 of affine isometries of n-dimensional Minkowski space. Here
O+1,n−1(R) is the group preserving the Lorentz form (t, x) 7→ t
2−‖x‖2 and mapping the
forward light cone
Ω = {(t, x) | t2 − ‖x‖2 > 0, t > 0}
onto itself. Multiplying the time coordinate t by i transform the Lorentz form into
−t2 − ‖x‖2 = −‖(t, x)‖2 setting up a duality between the groups Pn and En.
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On the mathematical side this duality can be made precise as follows. If g is a Lie al-
gebra with an involutive automorphism τ , then we have the τ -eigenspace decomposition
g = h⊕ q = ker(τ −1)⊕ker(τ +1) and the subspace gc := h⊕ iq of the complexification
gC of g is another real form. We thus obtain a duality between the pairs (g, τ ) and
(gc, τ ). At the core of the notion of reflection positivity is the idea that this duality can
sometimes be implemented on the level of unitary representations. This is quite simple
on the Lie algebra level: Let E0 be a pre-Hilbert space and π be a representation of g on
E0 by skew-symmetric operator. We also assume that there exists a unitary operator θ
on E0 with θπ(x)θ = π(τx) for x ∈ g, and a g-invariant subspace E0+ which is θ-positive
in the sense that the hermitian form 〈v, w〉θ := 〈θv, w〉 is positive semidefinite on E
0
+.
Then complex linear extension leads to a representation of gc on E0+ by operators which
are skew-symmetric with respect to 〈·, ·〉θ, so that we obtain a “unitary” representation
of gc on the pre-Hilbert space Ê0 := E0+/{v : E
0
+ : 〈θv, v〉 = 0}. This is the basic idea
behind the reflection positivity correspondence between unitary representations of g and
gc. What this simple picture completely ignores are issues of integrability and essential
selfadjointness of operators. There are various natural ways to address these problems.
Important first steps in this direction have been undertaken by Klein and Landau in
[KL81, KL82], and Fro¨hlich, Osterwalder and Seiler introduced in [FOS83] the concept
of a virtual representation, which was developed in greated generality by Jorgensen in
[Jo86, Jo87].
The approach we shall pursue in the present paper is based on open subsemigroups of
Lie groups. Starting with a unitary representation (π, E) of a Lie group G and a unitary
involution θ of E with θπ(g)θ = π(τ (g)) for an involutive automorphism τ of G, we are
looking for θ-positive closed subspaces E+ ⊆ E that are invariant under a subsemigroup
S ⊆ G which is invariant under the involution s 7→ s♯ := τ (s)−1. This leads to a
♯-representation of S by contractions on the Hilbert space Ê , and there are powerful
tools based on the Lu¨scher–Mack Theorem to derive from such representations unitary
representations of a Lie group Gc with Lie algebra gc (cf. [LM75], [HN93, Sect. 9.5]
and [MN11] for a generalization to Banach–Lie groups). We therefore focus on the
triple (G, τ, S) and unitary representations as above. In any case, one obtains unitary
representations πc of Gc for which the operators −idπc(x) for x ∈ iq and exp(R+ix) ⊆
S have positive spectrum. This condition imposes serious restrictions on the unitary
representations of Gc that one can obtain in this context.
One of the basic requirements of quantum theory is that physical states form a
Hilbert space H with a unitary positive energy representation π of the Poincare´ group,
i.e., the spectral measure of the translation group is supported by the future light cone.
Here the involution τ corresponds to time reversal which implements the duality between
the Lie algebras of En and Pn. Therefore one is lead to subsemigroups S ⊆ En containing
the ray {(x0, 0) ∈ R
n : x0 > 0} which under c-duality corresponds to time translations.
A natural enlargement is the semigroup
S = On−1(R)⋉ {(t, x) | t > 0, x ∈ R
n−1},
but here the semigroup approach is problematic because there is no proper semigroup
with interior points in En. This makes the passage from unitary representations of
En to unitary representation of Pn a harder problem which can be addressed with the
methods developed in [Jo86, Jo87]. For further reference on the physical side of reflec-
tion positivity we would like to point out the work of A. Klein [Kl77, Kl78], as well
as the more resent work by Jaffe and Ritter [JR08, JR07]. An excellent introduction
can be found in the overview article [JA08], in particular Section VII. The approach to
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reflection positivity in terms of c-duality of Lie algebras and contractive representations
of semigroups was already taken up in the work by Schrader in [Sch86], where he used
reflection positivity to construct from a complementary series representation of SL2n(C)
a unitary representation of the c-dual group SUn,n(C) × SUn,n(C) but without identi-
fying the resulting representation. This approach was developed more systematically in
[JO98, JO00] where duality between semisimple causal symmetric spaces, the theory of
compression semigroups and the Lu¨scher–Mack Theorem were used to construct from a
generalized complementary series representation related to an ordered symmetric space
G/H an irreducible unitary highest weight (=positive energy) representation of the dual
group Gc. The construction was carried out for the case where G is locally isomorphic
to the automorphism group of a tube domain TΩ := R
k + iΩ, where Ω ⊆ Rk is a sym-
metric cone and H = {g ∈ G | g(Ω) = Ω} is the subgroup preserving the totally real
submanifold Ω of TΩ. In this case g
c ∼= g, so that one obtains a correspondence between
unitary representations of the same group.
We have already mentioned that there are spectral restrictions on the representations
of Gc that can result from reflection positivity and this also restricts the class of groups
for which this process can possibly apply. For semisimple Lie groups an inspection of
parameters of those representations, in particular the infinitesimal character, indicates
that the representations of G to start with should be generalized complementary series
representations. This partly explains why we as well as [Sch86] and [JO98, JO00] start
with this class of representations.
In the present article we first propose a new approach to a systematic treatment of
reflection positive representations of triples (G,S, τ ) based on reflection positive distri-
butions and reflection positive distribution vectors of a unitary representation of G. Here
the key tool is a refinement of the well-known GNS construction for positive definite
functions and distributions to the reflection positive setting. To understand the nature
of reflection positive distributions, it is indispensible to have a complete picture of the
abelian case. To this end we obtain integral representations of reflection positive func-
tions on the real line and generalize the Bochner–Schwartz Theorem to positive definite
distributions on open convex cones. For the verification of positive definiteness of holo-
morphic kernels, we provide in Appendix A an general theorem asserting that it suffices
to verify positive definiteness on open subsets or on totally real submanifolds. Finally
we apply these techniques to exhibit some of the complementary series representations
of the conformal group O+1,n+1(R) of the sphere S
n as reflection positive.
This article is organized as follows. In Section 1 we introduce reflection positive
unitary representations for triples (G,S, τ ) consisting of a Lie group G, an involutive
automorphism τ and a subsemigroup S invariant under the involution s♯ := τ (s)−1.
To develop a systematic approach to reflection positivity for unitary representations,
we introduce a concept of reflection positive operator-valued positive definite functions
on G and explain how they correspond to reflection positive representations (π,E) that
are generated in a very controlled fashion by a subspace F of θ-fixed vectors. This
reflection positive variant of the GNS construction Proposition 1.11 is the main point
of Section 1. In many interesting situations (see Section 6) it turns out that the gen-
erating vectors cannot be found in the Hilbert space itself but have to be replaced by
distribution vectors in the larger space E−∞. This leads us in Section 2 to the notion
of a reflection positive distribution. On the representation side, they correspond to re-
flection positive distribution cyclic representations, which are triples (π,E , α), where π
is a unitary representation of G satisfying θπ(g)θ = π(τ (g)) for a unitary involution θ
on E , α ∈ E−∞ is a θ-invariant cyclic distribution vector, and the closed subspace E+
generated by π−∞(D(S))α is θ-positive. Here D(S) = C∞c (S) denotes the space of test
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functions on S. In Proposition 2.12, the main result of Section 2, we show that distri-
bution cyclic representations are in one-to-one correspondence with reflection positive
distributions on G.
Section 3 and 4 are devoted to classifying reflection positive functions in the finite-
dimensional abelian case. For the triple (R,− id,R+) we obtain complete information on
reflection positive functions in terms of an integral representation, in which the building
blocks are the functions ϕ(x) = e−λ|x|, λ ≥ 0, for which the associated R+-representation
on Ê is one-dimensional (Proposition 3.1). This generalizes results of A. Klein [Kl77]
obtained in the context of (OS)-positive covariance functions. We connect this case to
[JO00] and the reflection positivity on the group SL2(R) by considering natural abelian
subgroups. One should also note that the ax+ b-group, i.e., the affine group of the real
line, is a subgroup of SL2(R), so that [JO00] also gives rise to reflection positivity for
this group.
The classification of reflection positive distributions is rather subtle. Here one can
only hope to get hold of the restrictions to S and, already for the open half line S = R+ ⊆
R = G, the classification of reflection positive extensions of positive definite distributions
on S to G seems to be a hopeless task. On the other hand, the restriction to S carries
all information required for the representation of Gc, so that one is rather interested
in “natural” extensions of distributions from S to G and not in all of them. This
motivates the main result of Section 4 which is a generalization of the Bochner–Schwartz
Theorem (Theorem 4.11). For the case where G = V is a vector space and S = Ω is
an open convex cone invariant under s♯ = −τ (s), it provides an integral representation
of positive definite distributions on S that lead to contraction representations of S.
This is precisely the class of distributions showing up for the representations on the
spaces Ê . For τ = − idV and open cones not containing affine lines we obtain prove
the considerably stronger result that positive definite distributions are actually analytic
functions (Theorem 4.13).
In the last two sections we discuss reflection positive distribution vectors for the
complementary series representations of the conformal group of Rn, resp., its confor-
mal compactification Sn. Here we start from canonical kernel functions on Rn and Sn
and relate them via the conformal compactification Rn →֒ Sn. This connects the kernel
Q(x, y) = (1−〈x, y〉)−s/2 on Sn to the well known kernel ‖x−y‖−s on Rn. We show that,
for s = 0 and max(0, n−2) ≤ s < n, this leads to a reflection positive distribution cyclic
representation (πs, Es, α). Here α can be represented by a point measure δx on the equa-
tor corresponding to the unit sphere Sn−1 in Rn, the involution τ corresponds to the re-
flection in this sphere Sn−1 and S is the compression semigroup of the unit ball. A Cayley
transform translates this into the time reflection (x0, . . . , xn−1) 7→ (−x0, x1, . . . , xn−1)
and transforms the open unit ball into the open half space and the semigroup into the
conformal compression semigroup of the half space. In [FL10, Lemma 2.1] and [FL11,
Lemma 3.1], Frank and Lieb give two different proofs of the reflection positivity of the
distribution ‖x‖−s, max(0, n − 2) ≤ s < n on Rn with respect to reflections in a half
space. The also use conformal invariance of the corresponding kernel to obtain results
similar to our Theorem 6.7.
It is worth pointing out that we have a tower of groups
O+1,n+1 ←→ O2,n⋃ ⋃
En ←→ Pn⋃ ⋃
R
n ←→ R1,n−1
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where the horizontal arrows stand for c-duality and the vertical
⋃
stands for inclusions.
Hence the reflection positivity on the top line results in reflection positivity on each of
the other levels. Reflection positivity at the top level is quite rare as our restriction of
the parameter, s = 0 and n − 2 ≤ s < n, shows. In particular, our construction does
not allow for reflection positivity on the direct limit group O+1,∞. On the other hand,
reflection positivity on the bottom line is quite common. Much less is known about the
physically interesting part in the middle (cf. [KL82], [Jo86, Jo87]).
We would also like to point out that neither we nor the previous articles [JO98, JO00]
discuss the interesting case of vector-valued complementary series representations. Our
results on vector-valued kernels should provide some of the techniques to treat this case.
Acknowledgement: We thank R. Frank and E. Lieb for pointing out the references
[FL10, FL11] and [FILS78].
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Notation
We write R+ :=]0,∞[ for the positive open half line. Elements of R
n, n ∈ N, are written
x = (x0, x1, . . . , xn−1), and R
n
+ := {x ∈ R
n : x0 > 0} is the open half space. The
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euclidean inner product on Rn is denoted 〈x, y〉 =
∑n−1
j=0 xjyj , and
[x, y] := x0y0 − x1y1 − · · · − xn−1yn−1 (1)
is the canonical Lorentzian form on Rn, turning it into the n-dimensional Minkowski
space.
For a function ϕ : G→ C on a Lie group G, we use the notation
ϕ˜(g) := ϕ(g−1) and ϕ∗(g) := ϕ(g−1)∆G(g)
−1,
where ∆G is the modular function of G, defined by
∆G(y)
∫
G
f(xy) dµG(x) =
∫
G
f(x) dµG(x) for f ∈ Cc(G), y ∈ G. (2)
If τ is an involutive automorphism of G, then we also put
g♯ := τ (g)−1 and ϕ♯ := ϕ∗ ◦ τ .
For the Fourier transform of a measure µ on the dual V ∗ of a finite-dimensional real
vector space V , we write
µ̂(x) :=
∫
V ∗
e−iα(x) dµ(α). (3)
The Fourier transform of an L1-function f on Rn is defined by
f̂(ξ) := (2π)−n/2
∫
Rn
f(x)e−i〈ξ,x〉 dx. (4)
For an involution τ on Rn, we write elements of the dual space as (α+, α−) with α±◦τ =
±α± and define the corresponding Fourier–Laplace transform of a measure µ on R
n by
FL(µ)(x) :=
∫
Rn
e−iα+(x)e−α−(x) dµ(α+, α−). (5)
For τ = id this is the Fourier transform F(µ) = µ̂, and for τ = − id, this is the Laplace
transform L(µ).
IfM is a smooth manifold and D(M) = C∞c (M,C) is the space of smooth compactly
supported functions onM , endowed with its natural LF topology ([Tr67]), then we write
D′(M) for the space of continuous antilinear functionals on D(M); the distributions on
M . We endow this space with the strong dual topology, i.e., the topology of uniform
convergence on bounded subsets of D(M).
1 An abstract approach to reflection positivity
In this section we introduce a general concept of a reflection positive representation for
a triple (G, τ, S) consisting of a group G, an involution τ on G and a subsemigroup
S ⊆ G. To study reflection positive representations, it is crucial to control the way
they are generated by simpler data. This leads to the concept of a reflection positive
function.
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1.1 Reflection positive representations
A symmetric group is a pair (G, τ ), consisting of a group G and an involutive auto-
morphism τ of G, which is also allowed to be trivial, i.e., τ = idG. Let (G, τ ) be a
symmetric group and S ⊆ G be a subsemigroup which is invariant under the involution
g 7→ g♯ := τ (g)−1. Then (S, ♯) is an involutive semigroup, i.e.,
(s♯)♯ = s and (st)♯ = t♯s♯ for s, t ∈ S.
In the following we will write Gτ := G⋊ {1, τ}.
Example 1.1. (a) Let (G, τ ) be a symmetric finite-dimensional Lie group, H an open
subgroup of Gτ := {g ∈ G : τ (g) = g} and g = h⊕ q the decomposition of L(G) = g into
L(τ )-eigenspaces,
h = gτ = ker(L(τ )− 1), q = g−τ = ker(L(τ ) + 1).
If S ⊆ G is a subsemigroup of the form S = H exp(C), where C ⊆ q is an Ad(H)-
invariant convex cone (cf. [HO96]), then the invariance of S under ♯ follows from
(h expx)♯ = expxh−1 = h−1 exp(Ad(h)x) for h ∈ H , x ∈ q.
(b) If G is an abelian group and τ (g) = g−1, then every subsemigroup of G is
invariant under the involution ♯ = id.
Below we shall also encounter finite-dimensional vector spaces G = (V,+) with an
involution τ and open convex cones Ω ⊆ V invariant under ♯.
Definition 1.2. Let E be a Hilbert space and θ ∈ U(E) an involution. We call a closed
subspace E+ ⊆ E θ-positive if 〈v, v〉θ := 〈θv, v〉 ≥ 0 for v ∈ E+. We then say that the
triple (E ,E+, θ) is a reflection positive Hilbert space. In this case we write
N := {v ∈ E+ : 〈θv, v〉 = 0},
q : E+ → E+/N , v 7→ [v] = q(v) for the quotient map and Ê for the Hilbert completion
of E+/N with respect to the norm ‖[v]‖ :=
√
〈θv, v〉.
Definition 1.3. Let (E ,E+, θ) be a reflection positive Hilbert space. A unitary repre-
sentation (π, E) of G is said to be reflection positive with respect to the triple (G, τ, S)
if it extends to a unitary representation π of Gτ with π(τ ) = θ and π(S)E+ ⊆ E+.
Note that the extendibility of a unitary representation of G to Gτ is equivalent to the
existence of a unitary involution θ on E satisfying θπ(g)θ = π(τ (g)) for g ∈ G.
Lemma 1.4. If (π,H) is a reflection positive representation of G on (E ,E+, θ), then
π̂(s)[v] := [π(s)v] defines a representation (π̂, Ê) of the involutive semigroup (S, ♯) by
contractions.
Proof. (cf. [JO00]) For s ∈ S and v, w ∈ E+ we have
〈π(s)v,w〉θ = 〈θπ(s)v,w〉 = 〈v, π(s
−1)θw〉 = 〈v, θπ(s♯)w〉 = 〈v, π(s♯)w〉θ,
so that the representation of S on E+ is involutive with respect to the hermitian form
〈·, ·〉θ. Further,
〈π(s)v, π(s)v〉θ = 〈θπ(s)v, π(s)v〉 ≤ ‖v‖
holds for every s ∈ S, so that [Ne00, Lemma II.3.8] implies that the action of S on E+
induces a contraction representation (π̂, Ê) of (S, ♯) on the Hilbert space Ê .
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1.2 Operator-valued positive definite functions
A serious problem of the concept of a reflection positive representation is that it does not
behave well under direct product decompositions in the sense that if a reflection positive
representation π decomposes as π1 ⊕ π2, then π1 and π2 need not be reflection positive
because there may be no subspace E+ which is adapted to this decomposition. However,
every non-zero element v ∈ E+ generates a cyclic reflection positive representation, and
since it is natural to study only reflection positive representations generated by E+,
we first focus on on reflection positive representations generated in a rather controlled
fashion by a subspace F ⊆ E+ (cf. Definition 1.9). First we recall some facts and basic
concepts on positive definite kernels and functions.
Definition 1.5. Let X be a set and F be a complex Hilbert space.
(a) A function K : X × X → B(F) is called a B(F)-valued kernel. It is said to be
hermitian if K(z, w)∗ = K(w, z) holds for all z, w ∈ X.
(b) A B(F)-valued kernel K on X is said to be positive definite if, for every finite
sequence (x1, v1), . . . , (xn, vn) in X × F ,
n∑
j,k=1
〈K(xj , xk)vk, vj〉 ≥ 0.
(c) If (S, ∗) is an involutive semigroup, then a function ϕ : S → B(F) is called positive
definite if the kernel Kϕ(s, t) := ϕ(st
∗) is positive definite.
Positive definite kernels can be characterized as those for which there exists a Hilbert
space H and a function γ : X → B(H,F) such that
K(x, y) = γ(x)γ(y)∗ for x, y ∈ X (6)
(cf. [Ne00, Thm. I.1.4]). Here one may assume that the vectors γ(x)∗v, x ∈ X, v ∈ F ,
span a dense subspace of H. If this is the case, then the pair (γ,H) is called a realization
of K. The map Φ: H → FX ,Φ(v)(x) := γ(x)v, then realizes H as a Hilbert subspace of
FX with continuous point evaluations evx : H → F , f 7→ f(x). Then Φ(H) is the unique
Hilbert space in FX with continuous point evaluations evx, for which K(x, y) = evx ev
∗
y
for x, y ∈ X. We write HK ⊆ F
X for this subspace and call it the reproducing kernel
Hilbert space with kernel K.
Example 1.6. (Vector-valued GNS construction) (cf. [Ne00, Sect. 3.1]) Let (π,H) be
a representation of the unital involutive semigroup (S, ∗), F ⊆ H be a closed subspace
for which π(S)F is total in H and P : H → F denote the orthogonal projection. Then
ϕ(s) := Pπ(s)P ∗ is a B(F)-valued positive definite function on S with ϕ(1) = 1F
because γ(s) := Pπ(s) ∈ B(H,F) satisfies
γ(s)γ(t)∗ = Pπ(st∗)P ∗ = ϕ(st∗).
The map
Φ: H → FS , Φ(v)(s) = γ(s)v = Pπ(s)v
is an S-equivariant realization of H as the reproducing kernel space Hϕ ⊆ F
S , on which
S acts by right translation, i.e., (πϕ(s)f)(t) = f(ts).
Conversely, let S be a unital involutive semigroup and ϕ : S → B(F) be a positive
definite function with ϕ(1) = 1F . Write Hϕ ⊆ F
S for the corresponding reproducing
kernel space and H0ϕ for the dense subspace spanned by ev
∗
s v, s ∈ S, v ∈ F . Then
(πϕ(s)f)(t) := f(ts) defines a ∗-representation of S on H
0
ϕ. We call ϕ is exponentially
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bounded if all operators πϕ(s) are bounded, so that we actually obtain a representation
of S by bounded operators on Hϕ. As 1F = ϕ(1) = ev1 ev
∗
1, the map ev
∗
1 : F → H is an
isometric inclusion, so that we may identify F with a subspace of H. Then ev1 : H → F
corresponds to the orthogonal projection onto F and ev1 ◦πϕ(s) = evs leads to
ϕ(s) = evs ev
∗
1 = ev1 πϕ(s) ev
∗
1 . (7)
If S = G is a group with s∗ = s−1, then ϕ is always exponentially bounded and the
representation (πϕ,Hϕ) is unitary.
Example 1.7. (a) Let (G, τ, S) be as above and X a set on which Gτ acts. We assume
that K : X × X → C is a positive definite kernel for which Gτ acts unitarily on the
corresponding reproducing kernel space E := HK ⊆ C
X by
(π(g)f)(x) = Jg(x)f(g
−1.x),
where Jg : X → C
× is a function with Jτ = 1. For the functions Kx(y) := K(y, x) in E
we then have
π(g)Kx = Jg−1(x)Kg.x for g ∈ G, x ∈ X (8)
(cf. [Ne00, Lemma II.4.1]).
Suppose that D ⊆ X is an S-invariant subset with the property that the kernel
Kτ (x, y) := K(x, τy) is positive definite on D. Then we consider the closed subspace
E+ := span{Kx : x ∈ D}
and observe that E+ is invariant under S by (8). From the relation
〈π(τ )Ky,Kx〉 = 〈Kτy,Kx〉 = K(x, τy) = K
τ (x, y)
it now follows that E+ is a θ-positive subspace for the involution θ := π(τ ).
(b) In some cases the semigroup S can be obtained from D. Suppose that X is
a topological space, that Gτ acts continuously and that D ⊆ X is open with τ (D) =
(X \ D)0. Then the semigroup
SD := {g ∈ G : g.D ⊆ D}
is invariant under ♯. In fact, gD ⊆ D implies that τ (g)τD ⊆ τD and hence g♯(τD) ⊇ τD.
But as D = (X \ τD)0, this leads to g♯.D ⊆ D.
1.3 Reflection positive functions
After these preparations, we now turn to a suitable concept of positive definite functions
compatible with reflection positivity.
Definition 1.8. Let (G, τ ) be a symmetric group, S ⊆ G a subsemigroup invariant
under s♯ := τ (s)−1 and F be a Hilbert space. We call a function ϕ : G → B(F)
reflection positive (with respect to S) if the following conditions are satisfied:
(RP1) ϕ is positive definite,
(RP2) ϕ ◦ τ = ϕ, and
(RP3) ϕ|S is positive definite as a function on the involutive semigroup (S, ♯).
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Definition 1.9. A triple (π,E ,F), where (π, E) is a unitary representation of Gτ and
F ⊆ E is a G-cyclic subspace fixed pointwise by θ := π(τ ) is said to be a a reflection
positive F-cyclic representation if the closed subspace E+ := span π(S)F is θ-positive.
If, in addition, F = Cvo is one-dimensional, then we call the triple (π, E , vo) a
reflection positive cyclic representation.
Remark 1.10. Suppose that G is a topological group and S ⊆ G is such that 1 ∈ S.
Let (π, E) be a continuous unitary representation of Gτ , F ⊆ E be a closed θ-invariant
subspace and E+ := spanπ(S)F . Then π(S)F ⊆ E+ implies that F ⊆ E+. As F is
θ-invariant, each element v ∈ F can be written as v = v+ + v− with θv = v+ − v−.
If E+ is θ-positive, then F is also θ-positive and we obtain θv = v for each v ∈ F .
Therefore, in this context, the assumption that θ fixes every element of F is equivalent
to the θ-invariance of F .
Proposition 1.11. (Reflection positive GNS construction) Let (G, τ ) be a symmetric
group and S ⊆ G be a ♯-invariant subsemigroup.
(i) If (π, E ,F) is an F-cyclic reflection positive representation of Gτ and P : E → F the
orthogonal projection, then ϕ(g) := Pπ(g)P ∗ is a reflection positive function on G
with ϕ(1) = 1F .
(ii) Let ϕ : G→ B(F) is a reflection positive function on G with ϕ(1) = 1F and Hϕ ⊆
FG be the Hilbert subspace with reproducing kernel K(x, y) := ϕ(xy−1) on which
G acts by (πϕ(g)f)(x) := f(xg) and τ by (τf)(x) := f(τ (x)). We identify F
with the subspace ev∗1F ⊆ Hϕ. Then (πϕ,Hϕ,F) is an F-cyclic reflection positive
representation and we have an S-equivariant unitary map
Γ: Ê → Hϕ|S , Γ([f ]) = f |S .
Proof. (i) Clearly, ϕ is positive definite with ϕ(1) = 1. That ϕ is τ -invariant follows
from θ|F = idF , which leads to θP
∗ = P ∗ and thus to P = Pθ:
ϕ(τgτ ) = Pθπ(g)θP ∗ = Pπ(g)P = ϕ(g).
For s ∈ S we have
ϕ(st♯) = Pπ(s)θπ(t−1)θP ∗ = Pπ(s)θ · θπ(t)∗P ∗,
so that
ϕ(st♯) = γ(s)γ(t)∗ for γ(s) = Pπ(s)θ.
Therefore ϕ is positive definite.
(ii) For the evaluation maps evx : Hϕ → F , f 7→ f(x) we have evx πϕ(g) = evxg.
Therefore πϕ(g)F = πϕ(g) ev
∗
1F = ev
∗
g−1 F shows that F is G-cyclic in Hϕ.
For v ∈ F , the corresponding element f ∈ Hϕ is the function f(g) = evg ev
∗
1 v =
ϕ(g)v. Then
(θf)(g) = f(τ (g)) = evτ(g) ev
∗
1 v = ϕ(τ (g))v = ϕ(g)v = f(g)
shows that θ|F = idF .
To see that E+ := span πϕ(S)F is θ-positive, we note that, for v, w ∈ F and s, t ∈ S,
we have
〈θπϕ(s) ev
∗
1 v, πϕ(t) ev
∗
1w〉 = 〈πϕ(t)
∗θπϕ(s) ev
∗
1 v, ev
∗
1 w〉 = 〈πϕ(t
♯s) ev∗1 v, θ ev
∗
1w〉
= 〈ev∗s−1τ(t) v, ev
∗
1w〉 = 〈ev1 ev
∗
s−1τ(t) v, w〉 = 〈ϕ(t
♯s)v, w〉.
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As ϕ|S is positive definite on (S, ♯), it follows that E+ is θ-positive.
Since θ|F = idF , the hermitian form 〈·, ·〉θ restricts on F to the original scalar
product, so that we obtain an isometric inclusion ι : F → Ê . As π̂ϕ(S)ι(F) = [πϕ(S)F ],
the subspace ι(F) is S-cyclic in Ê , and for s ∈ S and v, w ∈ F we have
〈ι∗π̂ϕ(s)ι(v), w〉 = 〈π̂ϕ(s)ι(v), ι(w)〉 = 〈θπϕ(s)v, w〉 = 〈πϕ(s)v, w〉,
so that
ι∗π̂ϕ(s)ι = ev1 πϕ(s) ev
∗
1 = evs ev
∗
1 = ϕ(s).
This proves that the map
Γ: Ê → FS , Γ(v)(s) := ι∗π̂ϕ(s)v
defines an S-equivariant isomorphism Ê → Hϕ|S .
For v ∈ F and s ∈ S we further have
Γ([πϕ(s)v])(t) = ι
∗π̂ϕ(t)[πϕ(s)v] = ι
∗[πϕ(ts)v] = ev1 πϕ(ts)v = evt πϕ(s)v,
which implies that
Γ([f ])(t) = f(t) for f ∈ E+, t ∈ S.
Hence the natural map Hϕ ⊇ E+ →Hϕ|S is simply given by restriction to S.
Corollary 1.12. Let (G, τ ) be a symmetric group and S ⊆ G be a ♯-invariant subsemi-
group.
(i) If (π, E , v) is a cyclic reflection positive representation of Gτ , then π
v(g) := 〈π(g)v, v〉
is a reflection positive function on G.
(ii) If ϕ is a reflection positive function on G, then (πϕ,Hϕ, ϕ) is a cyclic reflection
positive representation.
2 Reflection positive distributions
As we shall see below, in some cases we have to pass from reflection positive functions
to the more general class of reflection positive distributions. This applies in particular
to representations that are most naturally realized in spaces of distributions on a ho-
mogeneous space G/H . For non-compact subgroups H , we are thus forced to consider
unitary representations with H-invariant distribution vectors. Accordingly, we have to
study reflection positive distributions in addition to reflection positive functions.
2.1 Positive definite distributions
In the following we write D(M) = C∞c (M,C) for the space of compactly supported
smooth functions of a manifold M and endow this space with the usual LF topology, i.e.,
the locally convex direct limit of the Fre´chet spaces DX (M) of test functions supported
in the compact subset X ⊆ M (cf. [Tr67]). Its antidual, i.e., the space of continuous
antilinear functionals on D(M) is the space D′(M) of distributions on M .
Definition 2.1. (a) If G is a Lie group, then D(G) is an involutive algebra with respect
to the convolution product and ϕ∗(g) := ϕ(g−1)∆G(g
−1), where ∆G is the modular
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function from (2). Accordingly, we call a distribution D ∈ D′(G) positive definite, if it
is a positive functional on this algebra, i.e.,
D(ϕ∗ ∗ ϕ) ≥ 0 for ϕ ∈ D(G). (9)
(b) If τ is an involution on G and S ⊆ G an open subsemigroup invariant under
s 7→ s♯ := τ (s)−1, then D(S) is a ∗-algebra with respect to the convolution product and
the ∗-operation ϕ♯ := ϕ∗ ◦ τ . Accordingly, we call a distribution D ∈ D′(S) positive
definite if
D(ϕ♯ ∗ ϕ) ≥ 0 for ϕ ∈ D(S). (10)
Remark 2.2. If Dh(ϕ) =
∫
G
ϕ(g)h(g) dµG(g) holds for a locally integrable function h
on G, then
Dh(ϕ
∗ ∗ ϕ) =
∫
G
∫
G
ϕ(x−1)∆G(x)
−1ϕ(x−1y)h(y) dµG(x) dµG(y)
=
∫
G
∫
G
ϕ(x)ϕ(xy)h(y) dµG(x) dµG(y)
=
∫
G
∫
G
ϕ(x)ϕ(y)h(x−1y) dµG(x) dµG(y).
If h is continuous and positive definite, this formula implies that Dh is a positive
definite distribution. One can easily see that, conversely, h is positive definite if Dh is.
Definition 2.3. (Distribution vectors) Let (π,H) be a continuous unitary representa-
tion of the Lie group G on the Hilbert space H. We write H∞ for the linear subspace
of smooth vectors, i.e., of all elements v ∈ H for which the orbit map πv : G→ H, g 7→
π(g)v is smooth. Identifying H∞ with the closed subspace of equivariant maps in the
Fre´chet space C∞(G,H), we obtain a natural Fre´chet space structure on H∞ for which
the G-action on this space is smooth and the inclusion H∞ → H (corresponding to
evaluation in 1 ∈ G) is a continuous linear map (cf. [Mag92], [Ne10]).
We write H−∞ for the space of continuous antilinear functionals on H∞, the space of
distribution vectors, and note that we have a natural linear embedding H →֒ H−∞, v 7→
〈v, ·〉. Accordingly, we also write 〈α, v〉 = 〈v, α〉 for α(v) for α ∈ H−∞ and v ∈ H∞.
The group G acts naturally on H−∞ by
(π−∞(g)α)(v) := α(π(g)−1v),
so that we obtain a G-equivariant chain of continuous inclusions
H∞ ⊆ H ⊆ H−∞ (11)
(cf. [vD09, Sect. 8.2]). It is D(G)-equivariant, if we define the representation of D(G)
on H−∞ by
(π−∞(ϕ)α)(v) :=
∫
G
ϕ(g)α(π(g)−1v) dµG(g) = α(π(ϕ
∗)v).
Remark 2.4. An important point is that, for any ϕ ∈ D(G) and α ∈ H−∞, we have
π−∞(ϕ)α ∈ H∞ in the sense of (11). To see this, we first note that π(ϕ) defines a
continuous linear map H → H∞, so that its adjoint maps H−∞ into H and then apply
the Dixmier–Malliavin Theorem [DM78, Thm. 3.1], asserting that
D(G) = D(G) ∗ D(G).
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Further, the map
γα : D(G)→H
∞, ϕ 7→ π−∞(ϕ)α
is continuous because it is continuous on each Fre´chet space DX(G), X ⊆ G compact,
on which it follows from the Closed Graph Theorem and the continuity of the orbit
maps D(G)→H. Therefore
πα(ϕ) := 〈α, π−∞(ϕ)α〉 (12)
defines a distribution on G. That this distribution is positive definite follows from
πα(ϕ∗ ∗ ϕ) = 〈α, π−∞(ϕ∗ ∗ ϕ)α〉 = 〈π−∞(ϕ)α, π−∞(ϕ)α〉 ≥ 0. (13)
Definition 2.5. We say that α ∈ H−∞ is cyclic if π−∞(D(G))α is a dense subspace of
H.
Theorem 2.6. ([vD09, Thm. 8.2.1]) Let (π,H) be a continuous unitary representation
of the Lie group G.
(i) For each distribution vector α ∈ H−∞, there exists a G-equivariant continuous linear
map
ηα : H → D
′(G), ηα(v)(ϕ) := 〈v, π
−∞(ϕ)α〉 = 〈π(ϕ∗)v, α〉.
which is injective if and only if α is cyclic. This establishes a one-to-one corre-
spondence between distribution vectors and G-equivariant continuous linear maps
H → D′(G).
(ii) The assignment
α 7→ η∗α, η
∗
α(ϕ) := π
−∞(ϕ)α
establishes a one-to-one correspondence between distribution vectors and G-equi-
variant continuous linear maps D(G)→H.
(iii) The map ηα extends to
η˜α : H
−∞ → D′(G), η˜α(β)(ϕ) := 〈β, π
−∞(ϕ)α〉.
We will now discuss how every positive definite distribution D ∈ D′(G) leads to a
unitary representation (π,H) with cyclic distribution vector α ∈ H−∞ which defines an
embedding H →֒ D′(G). First we recall some functional analytic facts from [Tr67].
Remark 2.7. LF spaces are barreled, i.e., all closed absolutely convex absorbing subsets
(the barrels) are 0-neighborhoods. This applies in particular to D(M) for any σ-compact
manifold M ([Tr67, p. 347]). It follows from [Tr67, Prop. 34.4] that D(M) is a Montel
space, which means that it is barreled and every bounded closed subset of D(M) is
compact. This implies that D(M) is reflexive ([Tr67, p. 376]) and that every weakly (=
weak-∗) convergent sequence in D′(M) converges ([Tr67, p. 358]).
For the following proposition we recall that the vector-valued GNS construction
(Example 1.6) yields for every positive definite distribution D ∈ D′(G) a corresponding
Hilbert space HD which is contained in the space D(G)
∗ of all antilinear functionals on
D(G).
Proposition 2.8. Let D ∈ D′(G) be a positive definite distribution on the Lie group
G and HD be the corresponding reproducing kernel Hilbert space with kernel K(ϕ, ψ) :=
D(ψ∗ ∗ϕ) obtained by completing D(G) ∗D with respect to the scalar product 〈ψ ∗D,ϕ ∗
D〉 = D(ψ∗ ∗ ϕ). Then the following assertions hold:
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(i) HD ⊆ D
′(G) and the inclusion γD : HD → D
′(G) is continuous.
(ii) We have a unitary representation (πD,HD) of G by πD(g)E = g∗E, where
(g∗E)(ϕ) := E(ϕ ◦ λg) and the integrated representation of D(G) on HD is given
by πD(ϕ)E = ϕ ∗E.
(iii) There exists a unique distribution vector αD ∈ H
−∞
D with αD(ϕ ∗D) = D(ϕ) and
π−∞(ϕ)αD = ϕ ∗D for ϕ ∈ D(G). It satisfies π
αD = D.
(iv) γD extends to a D(G)-equivariant injection H
−∞
D →֒ D
′(G) mapping αD to D.
Proof. (i) The relation K(ψ,ϕ) = K(ϕ,ψ) implies D(ϕ∗) = D(ϕ) for ϕ ∈ D(G). The
functionals ψ ∗D, ψ ∈ D(G), span a pre-Hilbert space H0D ⊆ D
′(G) with inner product
〈ψ ∗D,ϕ ∗D〉 = K(ϕ, ψ) on which we have a ∗-representation of D(G), given by
πD(ϕ)E := ϕ ∗E.
We claim that the corresponding inclusion map γD : H
0
D →֒ D
′(G) is continuous with
respect to the pre-Hilbert structure on H0D. Since H
0
D is metrizable, it suffices to show
that γD is sequentially continuous, so that Remark 2.7 further implies that it suffices to
verify weak continuity. This follows immediately from
γD(ψ ∗D)(ϕ) = (ψ ∗D)(ϕ) = D(ψ
∗ ∗ ϕ) (14)
because the multiplication on D(G) is separately continuous.1 Since D′(G) is complete
(it is the strong dual of an LF space; [Tr67, p. 344]), γD extends to a continuous linear
map γD : HD → D
′(G) on the Hilbert space completion HD of H
0
D.
(ii) In view of
(ϕ ∗ T )(ψ) = T (ϕ∗ ∗ ψ) =
∫
G
ϕ(g)T (ψ ◦ λg) dµG(g),
the representation of D(G) on H0D corresponds to the unitary G-representation defined
by
(πD(g)T )(ψ) := T (ψ ◦ λg),
which is the dual of the left regular representation of G on D(G). From the unitarity
of the G-representation on H0D it follows that it extends to a unitary representation
(πD,HD) whose continuity follows from the continuity of the G-orbit maps in D(G).
(iii), (iv) Clearly, the inclusion γD is G-equivariant, so that Theorem 2.6 implies the
existence of a uniquely determined cyclic distribution vector αD ∈ H
−∞
D satisfying
γD(E)(ϕ) = 〈E, π
−∞(ϕ)αD〉 = 〈ϕ
∗ ∗ E,αD〉.
For E = ψ ∗D, this leads to
D(ψ∗ ∗ ϕ)
(14)
= γD(ψ ∗D)(ϕ) = 〈ϕ
∗ ∗ ψ ∗D,αD〉.
In view of the Dixmier–Malliavin Theorem ([DM78, Thm. 3.1]), we further get
αD(ϕ ∗D) = D(ϕ∗) = D(ϕ). (15)
1That the convolution product on D(G) is jointly continuous for every Lie group G with at most finitely
many connected components has been shown recently by Birth and Glo¨ckner in [BG11].
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We also obtain
〈ψ ∗D,ϕ ∗D〉 = D(ψ∗ ∗ ϕ) = 〈ϕ∗ ∗ ψ ∗D,αD〉 = 〈ψ ∗D, π
−∞(ϕ)αD〉,
which leads to
π−∞(ϕ)αD = ϕ ∗D. (16)
The map βD : D(G) → HD, ϕ 7→ ϕ ∗ D is D(G)-equivariant and continuous
2 and
(15) means that
αD ◦ βD = D. (17)
Actually βD defines a continuous linear map D(G) → H
∞
D with dense range whose
adjoint yields an inclusion
β∗D : H
−∞
D →֒ D
′(G),
i.e., the inclusion γD : HD →֒ D
′(G) even extends to the larger space of distribution
vectors. Here (17) means that β∗DαD = D. Finally, (15) implies
παD (ϕ) = 〈αD, π
−∞(ϕ)αD〉 = 〈αD, ϕ ∗D〉
(15)
= D(ϕ),
i.e., παD = D.
Example 2.9. If G = V is a real vector group (isomorphic to Rn), then the Bochner–
Schwartz Theorem ([Schw73, Thm. XVIII, §VII.9]) asserts that a distributionD ∈ D′(V )
is positive definite if and only if there exists a tempered positive measure µ on V ∗ with
D = µ̂ (the Fourier transform), i.e.,
D(ϕ) =
∫
V ∗
ϕ̂(α) dµ(α) and D(ψ∗ ∗ ϕ) = 〈ψ̂, ϕ̂〉L2(V ∗,µ).
From this is follows that ψ̂ 7→ ψ ∗ D extends to a unitary map L2(V ∗, µ) → HD. If
intertwines the unitary representation of V on L2(V ∗, µ) by
(Uvf)(α) := e
−iα(v)f(α), f ∈ L2(V ∗, µ), v ∈ V, α ∈ V ∗
with the translation action of V on D′(V ).
Since D = µ̂ ∈ S ′(V ) is a tempered distribution, the construction in Proposition 2.8
actually leads to a continuous inclusion γD : HD →֒ S
′(V ).
2.2 Reflection positivity for distributions
After this brief discussion of representations on Hilbert subspaces of D′(G),we now
turn to reflection positive distributions on Lie groups and the corresponding unitary
representations.
Definition 2.10. If (G, τ ) is a symmetric Lie group and S is open and ♯-invariant,
then we call a distribution D ∈ D′(G) reflection positive for (G, τ, S) if the following
conditions are satisfied:
(RP1) D is positive definite, i.e., D(ϕ∗ ∗ ϕ) ≥ 0 for ϕ ∈ D(G).
(RP2) τD = D, i.e., D(ϕ ◦ τ ) = D(ϕ) for ϕ ∈ D(G), and
2It suffices to verify continuity on the Fre´chet subspaces DX(G), where X ⊆ G is a compact subset.
On these subspaces, the continuity follows from the Closed Graph Theorem and the continuity of the maps
ϕ 7→ 〈βD(ϕ), ψ ∗D〉 = 〈ϕ ∗D,ψ ∗D〉 = D(ϕ
∗ ∗ ψ).
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(RP3) D|S is positive definite as a distribution on the involutive semigroup (S, ♯), i.e.,
D(ϕ♯ ∗ ϕ) ≥ 0 for ϕ ∈ D(S).
Definition 2.11. A triple (π,H, α), where (π,H) is a unitary representation of Gτ
and αo ∈ H
−∞ a cyclic distribution vector fixed under θ := π(τ ), is said to be
a a reflection positive distribution cyclic representation if the closed subspace E+ :=
span π−∞(D(S))αo is θ-positive.
Proposition 2.12. For (G, τ, S) as above, the following assertions hold:
(i) If (π,H, α) is a distribution cyclic reflection positive representation of Gτ , then
πα(ϕ) := α(π−∞(ϕ)α) is a reflection positive distribution on G.
(ii) If D is a reflection positive distribution on G, then (πD,HD, D) is a reflection
positive distribution cyclic representation, where τ acts on D′(G) by (τE)(ϕ) :=
E(ϕ ◦ τ ).
Proof. (i) We have already seen in (13) that the distribution πα is positive definite.
That πα is τ -invariant follows from the θ-invariance of α:
πα(ϕ ◦ τ ) = 〈α, π−∞(ϕ ◦ τ )α〉 = 〈α, π(τ )π−∞(ϕ)π−∞(τ )α〉
= 〈α, π−∞(ϕ)α〉 = πα(ϕ).
For ϕ ∈ D(S) we further have
πα(ϕ♯ ∗ ϕ) = 〈α, π−∞(ϕ♯)π−∞(ϕ)α〉 = 〈π−∞(ϕ ◦ τ )α,π−∞(ϕ)α〉
= 〈θπ−∞(ϕ)θα, π−∞(ϕ)α〉 = 〈π−∞(ϕ)α, π−∞(ϕ)α〉θ ≥ 0,
so that πα is reflection positive.
(ii) The τ -invariance ofD implies the τ -invariance of the kernelK, so that (θE)(ϕ) :=
E(ϕ ◦ τ ) defines a unitary operator on HD (cf. [Ne00, Rem. II.4.5]), and we thus obtain
a unitary representation πD of Gτ on HD with πD(τ ) = θ.
In Proposition 2.8 we already observed that D ∈ H−∞D is a cyclic distribution vector,
and its θ-invariance follows from the τ -invariance of D. Finally, we note that any
ϕ ∈ D(S) satisfies
〈θKϕ,Kϕ〉 = 〈Kϕ◦τ ,Kϕ〉 = K(ϕ, ϕ ◦ τ ) = D(ϕ
♯ ∗ ϕ) ≥ 0.
Therefore the positive definiteness of D|D(S) implies that the closed subspace E+ gener-
ated by the elements Kϕ, ϕ ∈ D(S), is θ-positive.
The existence of Γ follows as in Proposition 1.11(ii).
Lemma 2.13. For s ∈] −∞, n[, the function ‖x‖−s on Rn is locally integrable, hence
defines a distribution Ds ∈ D
′(Rn). It is positive definite if and only if s ≥ 0.
Proof. Using polar coordinates, one immediately sees that, for r := ‖x‖, the function
r−s is locally integrable if and only if s < n.
For, 0 < s < n, it follows from [Schw73, Ex. VII.7.13] that the Fourier transform of
r−s is given by
F(r−s) = πs−n/2
Γ
(
n−s
2
)
Γ
(
s
2
) rs−n.
Since 0 < s < n implies −n < s−n < 0 and the Γ-factors are positive in this range, this
formula shows that F(r−s) is a positive tempered measure, hence that r−s is positive
definite.
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For s ≤ 0, the function r−s is continuous and real-valued. If it is positive definite, it
has a maximal value at x = 0, which is only the case for s = 0. Then rs = 1, which is
obviously positive definite.
Example 2.14. The preceding lemma and Proposition 2.8 imply that we have a map
β : D(Rn)→ D′(Rn) given by
β(ϕ)(ψ) =
∫
Rn
∫
Rn
ϕ(x)ψ(y)
‖x − y‖s
dxdy.
(cf. Remark 2.2). The completion of β(D(Rn)) is a translation invariant Hilbert subspace
HDs ⊆ D
′(Rn) and we even obtain an equivariant embedding H−∞Ds ⊆ D
′(Rn).
To connect this with our discussion of reflection positivity, let τ be the “time” re-
flection τ (x0, x1 . . . , xn−1) = (−x0, x1, . . . , xn−1) mapping the open half space R
n
+ =
{(x0, y) : x0 > 0, y ∈ R
n−1} onto −Rn+, keeping the bounding hyperplane pointwise
fixed. The open half-space S = Rn+ is an involutive semigroup with respect to the in-
volution (x0, y)
# = (x0,−y). Then Ds ∈ H
−∞
Ds
represents a cyclic distribution vector
which is fixed under θ because ‖τ (x)‖ = ‖x‖ for x ∈ Rn. We shall see below that Ds is
reflection positive for s = 0 and max(0, n− 2) ≤ s < n (cf. Proposition 6.1).
3 Reflection positivity on the real line
A particular special case, where it is interesting to study reflection positivity is the
subsemigroup S =]0,∞[= R+ of the real line G = R. Here we consider the involution
τ (x) = −x, so that S is invariant under the involution s♯ = s. In this case we ob-
tain a complete description of the reflection positive functions in terms of an integral
representation.
3.1 Reflection positive operator-valued functions on R
We start with a characterization of continuous reflection positive functions for (G, τ, S) =
(R,− idR,R+).
Proposition 3.1. Let F be a Hilbert space and ϕ : R → B(F) be positive definite and
strongly continuous. Then ϕ is reflection positive if and only if there exists a finite
Herm(F)+-valued Borel measure Q on [0,∞[ such that
ϕ(x) =
∫ ∞
0
e−λ|x| dQ(λ). (18)
Proof. Suppose first that ϕ is reflection positive for (R,− id,R+) and put S := (R+,+).
Then ϕS := ϕ|S is positive definite with respect to the trivial involution and corresponds
to a contraction representation of S because |〈ϕ(s)v, v〉| ≤ 〈ϕ(1)v, v〉 holds for the
positive definite functions x 7→ 〈ϕ(x)v, v〉, v ∈ F , on R ([Ne00, Cor. III.1.20(ii)]). Hence
there exists a unique finite Herm(F)+-valued Borel measure Q on [0,∞[ such that
ϕ(x) =
∫ ∞
0
e−λx dQ(λ) for x > 0
([Ne98, Cor. IV.4]). The Dominated Convergence Theorem and the (strong) continuity
of ϕ then imply
ϕ(0) = Q([0,∞[) =
∫ ∞
0
dQ(λ).
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Now (18) follows from the fact that ϕ(−x) = ϕ(x)∗ = ϕ(x) holds for x ≥ 0.
For the converse, we assume that ϕ has an integral representation as in (18). This
immediately implies that ϕ|S is positive definite on S for the involution s
♯ = s and that
ϕ is continuous ([Ne98, Prop. II.11]). We have to show that ϕ is positive definite. Since
the cone of positive definite functions is closed under pointwise limits, it suffices to show
that, for λ > 0 and A ∈ Herm(F)+, the function ϕλ(x) := e
−λ|x|A is positive definite
on R. For λ = 0 this is trivial, and for λ > 0 it follows from
ϕλ(x) = e
−λ|x|A =
∫
R
eixyAdµλ(y), where dµλ(y) =
1
π
λ
λ2 + y2
dy (19)
is the Cauchy distribution ([Ba78, §47]).
Remark 3.2. (a) For the special case where ϕ(0) = 1, strongly continuous reflec-
tion positive functions are called (OS)-positive covariance functions in [Kl77], and the
preceding result specializes to [Kl77, Rem. 2.7] in the following sense.
Using (7) to write ϕ(s) = ev1 ◦πϕ(s)◦ev
∗
1 and representing πϕ by a spectral measure
P on [0,∞[ as
πϕ(s) =
∫ ∞
0
e−λs dP (λ),
we obtain the integral representation of ϕ with Q(E) := ev1 ◦P (E) ◦ ev
∗
1 for any Borel
subset E ⊆ [0,∞[.
(b) The proof above implies in particular that every bounded strongly continuous
B(F)-valued positive definite function ϕ : R+ → B(F) extends by ϕ˜(x) := ϕ(|x|) to a
positive definite function on R. Clearly, ϕ˜ is reflection positive. This observation can
also be found in [SzN70, §I.8.2, p. 30]. If ϕ is a representation, i.e., a one-parameter
semigroup of contractions, then the unitary representation πϕ˜ of R on the reproducing
kernel Hilbert space Hϕ˜ is called the minimal unitary dilation of ϕ.
If ϕ(0) = 1, then we can identify F with a subspace of Hϕ˜ and ϕ(s) = Pπϕ˜(s)P
∗
holds for s ≥ 0 and the orthogonal projection P : Hϕ˜ → F .
Specializing the preceding result to F = C, we obtain the following integral repre-
sentation. A discrete version for reflection positivity on the group Z can be found in
[FILS78, Prop. 3.2].
Corollary 3.3. A continuous function ϕ : R→ C is reflection positive if and only if it
has an integral representation of the form
ϕ(x) =
∫ ∞
0
e−λ|x| dν(λ), (20)
where ν is a finite positive Borel measure on [0,∞[.
Remark 3.4. (a) Since the function ϕλ(x) = e
−λ|x|, λ ≥ 0, is real-valued, it can also
be written as
ϕλ(x) = e
−λ|x| =
2λ
π
∫ ∞
0
cos(xy)
dy
λ2 + y2
.
(b) Using the isomorphism exp: (R,+) → (R+, ·), we also get a description of the
reflection positive functions on R+ with respect to the involution τ (a) = a
−1 and the
subsemigroup S =]0, 1[. They are given by
ϕλ(a) = e
−λ| log a| =
{
a−λ for a ≥ 1
aλ for a ≤ 1.
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Example 3.5. We take a closer look at the representation associated to the positive
definite function ϕ(x) = e−λ|x| on R, where λ > 0.
(a) Let dµ(y) = 1
π
λ
λ2+y2
dy be the Cauchy distribution from (19), so that ϕ = µ̂ is
the Fourier transform of µ. Then we may also realize Hϕ for ϕ(x) = e
−λ|x| as L2(R, µ),
where the unitary isomorphism is given by
Γ: L2(R, µ)→Hϕ, Γ(f)(x) = 〈f, π(x)1〉 =
∫
R
f(y)e−ixy dµ(y) = (fµ)̂ (x)
and τ acts on L2(R, µ) by θ(f)(x) = f(−x) (cf. Example 2.9). Note that Γ(1) = ϕ.
We consider the closed subspace E+ ⊆ Hϕ generated by πϕ(S)ϕ and note that
〈θπϕ(s)ϕ, πϕ(t)ϕ〉 = 〈π(−t− s)ϕ,ϕ〉 = ϕ(−t− s) = ϕ(t+ s) = e
−λ(t+s).
Hence the corresponding reproducing kernel space on S is one-dimensional, generated
by the character eλ with eλ(x) = e
−λx. Moreover, (πϕ,Hϕ) is the minimal unitary
dilation of eλ (cf. Remark 3.2(b)).
(b) A slightly different realization of Hϕ, which makes the scalar product on this
space more explicit, is to consider it as a completion of the space Cc(R,C) of compactly
supported continuous function, endowed with the hermitian form
(f, g) 7→〈πϕ(f)ϕ, πϕ(g)ϕ〉 =
∫
R
∫
R
f(x)g(y)〈πϕ(x)ϕ,πϕ(y)ϕ〉 dx dy
=
∫
R
∫
R
f(x)g(y)ϕ(x− y) dx dy =
∫
R
∫
R
f(x)g(y)e−λ|y−x| dx dy
(cf. Remark 2.2). In this picture, E+ corresponds to the subspace generated by those
functions f ∈ Cc(R,C), which are supported by [0,∞[. For two such functions f, g, we
obtain
〈θf, g〉 =
∫
R
∫
R
f(−x)g(y)e−λ|y−x| dx dy =
∫
R
∫
R
f(x)g(y)e−λ|y+x| dx dy
=
∫ ∞
0
∫ ∞
0
f(x)g(y)e−λ(y+x) dx dy =
∫ ∞
0
f(x)e−λx dx ·
∫ ∞
0
g(y)e−λy dy.
This formula reflects the fact that the space Ê is one-dimensional and that the natural
map E+ → Ê can be realized by f 7→
∫∞
0
f(x)e−λx dx.
3.2 Reflection positive distributions on R
In this subsection we discuss two interesting families of reflection positive distributions
for the triple (R,− id,R+). These distributions occur naturally by restriction of the com-
plementary series representations of SL2(R) (which is locally isomorphic to O1,2(R)0) to
the subgroups N and A in the Iwasawa decomposition (cf. [JO00]). These representa-
tions are discussed in a more general context in Sections 5 and 6 below.
Example 3.6. (a) For 0 < s < 1 the locally integrable function |x|−s on R defines a
positive definite measure, resp., distribution (Lemma 2.13). The corresponding Hilbert
space Hs is the completion of Cc(R) with respect to the scalar product
〈f, g〉 :=
∫
R
∫
R
f(x)g(y)|x− y|−s dxdy (21)
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(cf. Proposition 2.8).
The distribution |x|−s restricts to the function x−s on R+ which is positive definite
with respect to the trivial involution because, for any α > 0,
1
Γ(α)
L(yα−1 dy)(x) = x−α for x > 0. (22)
We conclude that the distribution |x|−s is reflection positive for the triple (R,− idR,R+).
(b) On the Hilbert space Hs we also have a unitary representation of the multiplica-
tive group A := R, given by
(π(a)f)(x) := |a|
s
2
−1f(a−1x)
and an involution
(θf)(x) := |x|s−2f(x−1)
satisfying θπ(a)θ = π(a−1), so that we obtain for τ (a) := a−1 a representation of Aτ on
Hs.
Let E+ ⊆ Hs be the closed subspace generated by functions supported in ]−1, 1[ and
note that it is invariant under the action of the subsemigroup S := {a ∈ A : |a| < 1}.
For f ∈ Cc(]− 1, 1[,C), we have
〈θf, f〉 =
∫
R
∫
R
|x|s−2f(x−1)f(y)|x− y|−s dx dy
=
∫
R
∫
R
|x−1|s−1f(x)f(y)|x−1 − y|−s
dx
|x|
dy
=
∫ 1
−1
∫ 1
−1
f(x)f(y)|x|−s|x−1 − y|−s dx dy
=
∫ 1
−1
∫ 1
−1
f(x)f(y)(1− xy)−s dx dy ≥ 0
because the kernel (1 − xy)−s =
∑∞
n=0
(
n−1+s
n
)
(xy)n on ] − 1, 1[ is positive definite,
which follows from the non-negativity of the binomial coefficients. Therefore the unitary
representation (π,Hs) of A is reflection positive.
We now describe a cyclic distribution vector and the corresponding distribution on A.
For the integrated representation we find
(π(ϕ)f)(x) =
∫
R×
ϕ(a)|a|
s
2
−1f(a−1x)
da
|a|
=
∫
R×
ϕ(a)|a|
s
2
−2f(a−1x) da.
The antilinear functional α on Cc(R
×) ⊆ Hs, given by
α(f) :=
∫
R×
f(x)|x− 1|−s dx, (23)
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is formally the scalar product 〈δ1, f〉 with the δ-function in 1. We then have
α(π(ϕ∗)f) =
∫
R×
∫
A
ϕ(a−1)|a|s/2−1f(a−1x)
da
|a|
|x− 1|−s dx
=
∫
A
ϕ(a−1)|a|s/2−1
∫
R×
f(a−1x) |x− 1|−s dx
da
|a|
=
∫
A
ϕ(a−1)|a|s/2
∫
R×
f(x) |ax− 1|−s dx
da
|a|
=
∫
A
ϕ(a)|a|−s/2
∫
R×
f(x) |a−1x− 1|−s dx
da
|a|
=
∫
A
ϕ(a)|a|s/2
∫
R×
f(x) |x− a|−s dx
da
|a|
=
∫
R×
∫
R×
ϕ(a)|a|s/2−1f(x) |x− a|−s dx da.
Therefore α ◦ π(ϕ∗) can be identified with the element of Hs given by(
α ◦ π(ϕ∗)
)
(x) = ϕ(x)|x|
s
2
−1.
Since the map
D(A)→Hs, ϕ 7→ (x 7→ ϕ(x)|x|
s
2
−1)
is continuous, α defines a distribution vector in H−∞s with π
−∞(ϕ)α = α ◦ π(ϕ∗) for
every ϕ ∈ D(A) (cf. Proposition 2.8). As Cc(R
×) is dense in Hs, this distribution vector
is cyclic for the representation of A on Hs. From (23) we further derive that θα = α:
〈α, θf〉 =
∫
R
|x|s−2f(x−1)|x− 1|−s dx =
∫
R
|x|s−1f(x−1)|x− 1|−s
dx
|x|
=
∫
R
|x|1−sf(x)|x−1 − 1|−s
dx
|x|
=
∫
R
f(x)|1− x|−s dx = 〈α, f〉.
The corresponding distribution on A is given by
πα(ϕ) = 〈α, π−∞(ϕ)α〉 =
∫
R
ϕ(x)|x|
s
2
−1|x− 1|−s dx =
∫
R
ϕ(x)|x|
s
2 |x− 1|−s
dx
|x|
,
hence represented by the locally integrable function
γ(x) := |x|
s
2 |x− 1|−s on A = R×,
which is τ -invariant. On the open subsemigroup S = {a ∈ A : |a| < 1} we have the
expansion
|x|s/2(1− x)−s =
∞∑
n=0
(
n− 1 + s
n
)
|x|s/2xn.
Accordingly, the corresponding representation of S on Ê decomposes as a direct sum of
one-dimensional representations corresponding to the characters |x|s/2xn, n ∈ N0.
Since Hs is a space defined by the positive definite distribution D = |x|
−s on R, it
also has a natural realization Φ: Hs → D
′(R) as a space HD of distributions. This map
is given by
Φ(f)(ϕ) =
∫
R
∫
R
ϕ(x)f(y)|x− y|−s dx dy
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(cf. Example 3.6(a)). In particular, the distribution Φ(f) is represented by a continuous
function Γ(f). In this sense, we have
Φ(π(a)f)(x) = |a|s/2−1
∫
R
f(a−1y)|x− y|−s dy = |a|s/2
∫
R
f(y)|x− ay|−s dy
= |a|−s/2
∫
R
f(y)|
x
a
− y|−s dy = |a|−s/2Γ(f)(x/a),
so that the corresponding representation of A on Φ(Cc(G)) is given by
(π̂(a)Γ(f))(x) := |a|−s/2Γ(f)(x/a).
3.3 Extending distributions
In this subsection we briefly discuss the existence of reflection positive extensions of
positive definite distributions on the open subsemigroup S = (R+,+) of R to the whole
real line.
For each real α > −1, we obtain a measure µα := x
αdx on [0,∞[ whose Laplace
transform exists and satisfies L(µα) = cαx
−1−α. This shows that the functions x−s,
s > 0, on S are positive definite (cf. (22) in Example 3.6).
We write r−s = |x|−s for their symmetric extensions to R×. For s < 1, r−s is locally
integrable, so that it defines a distribution on R, and by Lemma 2.13, this distribution
is positive definite.
For s ≥ 1, the situation is more complicated. According to [Schw73, Thm. VIII,
§VII.4], the measure |x|−s dx on R× extends to a distribution on R. To describe such
extensions more explicitly, one applies the “finite part” technique to the restrictions
to ]0,∞[ and ] − ∞, 0[ (see [Schw73, (II.2;26)] for the functions rm on ]0,∞[). One
shows that, for ϕ ∈ D(R), the function I(ϕ, ε) :=
∫
|x|>ε
ϕ(x)|x|−s dx has an asymptotic
expansion for ε > 0 of the form
I(ϕ, ε) =
∑
k,ℓ
akℓ(ϕ)ε
−k(log ε)ℓ
and, for s ≤ −1, one defines Pf(r−s) ∈ D′(R) by
Pf(r−s)(ϕ) := a00(ϕ).
If s 6∈ −1 − 2N0, then the Fourier transform of Pf(r
−s) is a multiple of Pf(rs−1),
and for Pf(r−1−2h), h ∈ N0, it is a sum of a multiples of r
2h and r2h log r ([Schw73,
(VII.7;13)]). We conclude that, for each s ≥ 1, there exists a polynomial P for which
F(Pf(r−s))(x) + P (4π2x2) ≥ 0. Therefore Pf(r−s) + P (− d
2
dx2
)δ0 is a reflection positive
extension of r−s.
4 A Bochner–Schwartz Theorem for involutive
cones
In this section we study the convolution algebra D(S) = C∞c (S,C) of complex-valued
test functions on an open subsemigroup S of a symmetric Lie group (G, τ ). We assume
that 1 ∈ S and that S is invariant under the involution s♯ = τ (s)−1. Endowed with the
L1-norm, we obtain on D(S) the structure of a normed ∗-algebra A with an approximate
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identity. We are mainly interested in the case where G = V is a finite-dimensional
real vector space and S = Ω is an open convex cone. In this case we show that the
spectrum Â (=the set of non-zero bounded characters) of A is homeomorphic to a certain
closed convex cone Ω̂ ⊆ V ∗C parametrizing the bounded ∗-homomorphisms S → C.
Our main result is a generalization of the Bochner–Schwartz Theorem (Theorem 4.11)
characterizing positive definite distributions D ∈ D′(S) corresponding to contraction
representations of S as Fourier–Laplace transforms of regular Borel measures on Ω̂.
4.1 Some generalities on open subsemigroups
Let (G, τ ) be a symmetric Lie group and S ⊆ G be an open subsemigroup with 1 ∈
S which is invariant under the involution s♯ = τ (s)−1. Then D(S) is a convolution
subalgebra of D(G) with an approximate identity and involution ϕ♯ := ϕ∗ ◦ τ . We
define a representation of D(S) on the space D′(S) by
(ϕ ∗D)(ψ) := D(ϕ♯ ∗ ψ).
The following proposition generalizes the classical Dixmier–Malliavin Theorem ([DM78,
Thm. 3.1]) to open subsemigroups of Lie groups.
Proposition 4.1. Let S ⊆ G be an open subsemigroup with 1 ∈ S. Then every test
function ϕ ∈ D(S) is a sum of products α ∗ β with α, β ∈ D(S).
Proof. Let ϕ ∈ D(S). Then supp(ϕ) is a compact subset of S, so that there exists a
1-neighborhood U ⊆ G with U supp(ϕ) ⊆ S. Pick u ∈ U ∩ S−1 and let V ⊆ G be a
1-neighborhood in G with u−1V ⊆ S. Then ϕ ◦ λ−1u = δu ∗ ϕ ∈ D(S).
According to [DM78, Thm. 3.1], δu ∗ ϕ is a finite sum of functions of the form α ∗ β
with supp(α) ⊆ V and supp(β) ⊆ supp(δu ∗ ϕ) = u supp(ϕ). Then ϕ is a finite sum of
functions of the form δu−1 ∗ α ∗ β, with
supp(δu−1 ∗ α) = u
−1 supp(α) ⊆ u−1V ⊆ S
and supp(β) ⊆ u supp(ϕ) ⊆ S.
Lemma 4.2. For each D ∈ D′(S) and ϕ ∈ D(S) the distribution ϕ ∗D is represented
by the smooth function
(ϕ ∗D)(x) := D((ϕ ◦ λτ(x))
♯)
on S which extends smoothly to an open neighborhood of S.
Proof. The first assertion follows easily from [Wa72, Prop. A.2.4.1] if we take into ac-
count that we defined distributions as antilinear functionals on D(G).
For the second assertion we note that the function
Φ: G→ D(G), x 7→ ϕ ◦ λτ(x)
is smooth. As supp(Φ(x)) = x♯ supp(ϕ) and supp(ϕ) is a compact subset of S, the set
Sϕ := {x ∈ G : x
♯ supp(ϕ) ⊆ S} is an open neighborhood of S, and the function
Φ: {x ∈ G : x♯ supp(ϕ) ⊆ S} → D(S),
is smooth. This completes the proof.
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Lemma 4.3. If χ ∈ D′(S) is a non-zero homomorphism of ∗-algebras, then χ is repre-
sented by a smooth homomorphism S → (C, ·) of involutive semigroups. If, in addition,
for every 1-neighborhood U in G the set S ∩ U generates S, then χ has no zeros.
Proof. Since χ is non-zero, there exists ϕ ∈ D(S) with χ(ϕ) 6= 0. Then
(ϕ ∗ χ)(ψ) = χ(ϕ♯ ∗ ψ) = χ(ψ)χ(ϕ)
implies that
χ = χ(ϕ)
−1
(ϕ ∗ χ), (24)
and hence that χ is represented by a smooth function which we also denote by χ
(Lemma 4.2).
For ψ ∈ D(S) the relation∫
S
ϕ(s)χ(s)dµG(s) = χ(ϕ) = χ(ϕ
♯)
=
∫
S
ϕ(s♯)∆(s−1)χ(s) dµG(s) =
∫
S
ϕ(s)χ(s♯) dµG(s)
implies that χ(s♯) = χ(s).
Using (24), we obtain the relation
χ(ϕ)χ(x) = χ((ϕ ◦ λτ(x))
♯) = χ(ϕ ◦ λτ(x)). (25)
Now we let ϕn be a sequence of test functions with total integral 1 such that supp(ϕn)
converges to the point y ∈ S. Passing to the limit in (25) now leads to
χ(y♯)χ(x) = χ(y)χ(x) = χ(x♯y) = χ(y♯x).
Therefore χ : S → (C, ·) is a homomorphism.
It remains to show that χ(x) 6= 0 for all x ∈ S if S is generated by every neighborhood
of 1, intersected with S. Pick x ∈ S with χ(x) 6= 0. Then the open set xS−1 is a
neighborhood of 1 and for z ∈ S ∩ xS−1 the relation 0 6= χ(x) = χ(z)χ(z−1x) implies
that χ(z) 6= 0. Since S is generated by S ∩ xS−1, the assertion follows.
Lemma 4.4. The norm
‖ϕ‖1 :=
∫
S
|ϕ(x)| dµG(x)
on D(S) is submultiplicative, so that (D(S), ‖ · ‖1) is a normed algebra and ϕ
♯ := ϕ∗ ◦ τ
defines an isometric involution on D(S).
Proof. We know already from Definition 2.1 that (D(S), ∗, ♯) is an involutive algebra.
The submultiplicativity of ‖·‖1 and ‖ϕ
♯‖=‖ϕ‖1 follow immediately from the correspond-
ing properties of L1(G) because the involution τ preserves the Haar measure on G.
Definition 4.5. We write Ŝ for the set of all continuous homomorphisms χ : S → C
satisfying
χ(s♯) = χ(s) and |χ(s)| ≤ 1 for s ∈ S.
It is easy to see that any χ ∈ Ŝ defines a ∗-homomorphism
D(S)→ C, ϕ 7→
∫
S
ϕ(s)χ(s) dµG(s),
hence is smooth by Lemma 4.3.
Remark 4.6. Let D ∈ D′(S) be a positive definite distribution and (πD,H
0
D) be the
corresponding representation, where H0D = D(S) ∗D ⊆ D
′(S) and πD(ϕ)T = ϕ ∗ T .
(a) We assume, in addition, that D is 1-bounded in the sense that
‖D(ϕ ∗ ψ ∗ ϕ∗)| ≤ ‖ψ‖1D(ϕ ∗ ϕ
∗) for ϕ,ψ ∈ D(S).
Then the representation of D(S) on H0D extends to a representation on the reproducing
kernel Hilbert space HD ⊆ D
′(S) (cf. [Ne00, Th. III.1.19] and Section 2). If D′ ∈ D′(S)
satisfies D(S) ∗ D′ = {0}, then the existence of an approximate identity in S implies
that D′ = 0. Therefore the representation of D(S) on HD is non-degenerate.
(b) Suppose, in addition, that S is commutative. We claim that πD(ϕ) = 0 implies
that ϕ ∗D = 0. In fact, πD(ϕ) = 0 leads to
0 = πD(ϕ)(ψ ∗D) = ϕ ∗ ψ ∗D = ψ ∗ ϕ ∗D for ψ ∈ D(Ω),
so that
D(ϕ♯ ∗ ψ♯ ∗ ξ) = 0 for ξ, ψ ∈ D(Ω),
i.e., ϕ∗D vanishes on D(S)∗D(S) = D(S) (Proposition 4.1). This means that ϕ∗D = 0.
4.2 Open convex cones
We now turn to the special case where G = V is a finite-dimensional real vector space
and τ ∈ GL(V ) is an involution. Let Ω ⊆ V be an open convex cone invariant under
the involution s♯ := −τ (s). Then (Ω, ♯) is an involutive semigroup and the convolution
algebra D(Ω) of test functions on Ω is an involutive algebra with respect to the involution
ϕ♯(s) := ϕ(s♯).
Since Ω is generated by any intersection U ∩ Ω, where U ⊆ V is a 0-neighborhood,
any non-zero χ ∈ Ω̂ (the set of bounded ∗-homomorphisms into (C, ·)) maps into C×.
Hence χ extends to a ∗-homomorphism (V, ♯) → C×, which means that χ = e−α for a
linear functional α : V → C satisfying α♯ := −α ◦ τ = α. The set of all these functionals
can be identified with the dual space of
Vc := {x+ iy ∈ VC : x
♯ = x, y♯ = −y}.
In the following we therefore identify Ω̂ with the closed convex cone
Ω̂ = {α ∈ V ∗c : (∀x = x
♯ ∈ Ω) α(x) ≥ 0}
in the real vector space V ∗c .
Examples 4.7. (a) τ = − idV , ♯ = idV , and Ω any open convex cone. Then Vc = V
and Ω̂ = Ω⋆ is the dual cone.
(b) τ = idV and V = Ω. Then Vc = iV and Ω̂ = V
∗
c = iV
∗.
(c) V = Rn, τ (x0, x1, . . . , xn−1) = (−x0, x1, . . . , xn−1) and
Ω := Rn+ = {x ∈ R
n : x0 > 0}
an open half space. Then
Vc = Re0 + i
∑
j>0
Rej and Ω̂ = {α ∈ V
∗
c : α0 ≥ 0}.
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Remark 4.8. For the case Ω = V with τ (v) = v, the Bochner–Schwartz Theorem
([Schw73, Thm. XVIII, §VII.9]) asserts that D ∈ D′(V ) is positive definite if and only
if it is tempered and its Fourier transform D̂ is a positive measure. We then have an
embedding HD ⊆ S
′(V ) (cf. Example 2.9).
Definition 4.9. (a) Let A := C∗(D(Ω), ‖ · ‖1) be the enveloping C
∗-algebra of the
normed involutive algebra (D(Ω), ‖ · ‖1) and η : D(Ω)→ A be the canonical map.
(b) For each ϕ ∈ D(Ω), the Fourier–Laplace transform
ϕ̂ : Ω̂→ C, ϕ̂(α) :=
∫
Ω
ϕ(x)e−α(x) dx
is a continuous function on Ω̂. It corresponds to evaluation of the character e−α of Ω̂
on ϕ. In particular, we have
(ϕ ∗ ψ)̂ = ϕ̂ · ψ̂ and ϕ̂♯ = ϕ̂ for ϕ,ψ ∈ D(Ω).
Proposition 4.10. The Fourier–Laplace transform defines a homeomorphism
Γ: Ω̂→ Â, Γ(α)(η(ϕ)) := ϕ̂(α) =
∫
Ω
ϕ(s)e−α(s) ds, ϕ ∈ D(Ω),
where Ω̂ carries the topology induced from V ∗c and Â ⊆ A
′ the weak-∗-topology.
Proof. By definition, the spectrum Â of A is the set of all non-zero one-dimensional
representations of A, which is the same as the set of all non-zero ∗-homomorphisms
χ : D(Ω) → C with ‖χ‖1 ≤ 1. In view of Lemma 4.3, any such character is represented
by a ∗-homomorphism β : Ω → C× and the condition ‖χ‖1 ≤ 1 corresponds to the
boundedness of β. We conclude that Γ is bijective.
For ϕ ∈ D(Ω) its Fourier–Laplace transform ϕ̂ : Ω̂ → C is continuous and since
η(D(Ω)) is dense in A and Â is bounded, it follows that α 7→ Γ(α)(A) is continuous
for every A ∈ A, i.e., that Γ is continuous. It remains to show that its inverse is also
continuous.
To this end, we first observe that the translation action of Ω on D(Ω)
(s.ϕ)(x) := ϕ(x− s)
defines multipliers of the C∗-algebra A, which leads to a homomorphism
η : Ω→M(A) ∼= Cb(Â)
([Bl98, Ex. 12.1.1(b)]). More concretely,
(s.ϕ) (̂α) =
∫
Ω
ϕ(x− s)e−α(x) dx =
∫
Ω−s
ϕ(x)e−α(x+s) dx = e−α(s)ϕ̂(α).
For every A ∈ A, the map Ω → A, x 7→ η(x)A is continuous, i.e., η is continuous
with respect to the so-called strict topology on M(A). Since η(Ω) is bounded and
this topology coincides on bounded subsets with the compact open topology ([GrN09,
Lemma A.1]), the map η : Ω → Cb(Â) is continuous with respect to the compact open
topology on Cb(Â). This in turn means that the map
Ω× Â → C, (s, χ) 7→ χ(η(s))
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is continuous ([Br93, Thm. VII.2.4]), and hence that the map
η̂ : Â → Ω̂, η̂(χ)(s) := χ(η(s))
is continuous if Ω̂ carries the topology of uniform convergence on compact subsets of Ω.
It is easy to see that this topology coincides with the subspace topology inherited from
V ∗c . This proves that Γ is a homeomorphism.
Theorem 4.11. (Generalized Bochner–Schwartz Theorem) Let τ be an involution on
the finite-dimensional vector space V and Ω ⊆ V be an open convex cone invariant
under the involution v 7→ v♯ := −τ (v). If D ∈ D′(Ω) is a positive definite 1-bounded
distribution, then the following assertions hold:
(a) There exists a unique positive Radon measure µ on the closed convex cone Ω̂ with
D(ϕ) =
∫
Ω̂
ϕ̂(α) dµ(α) for ϕ ∈ D(Ω),
resp.,
D =
∫
Ω̂
e−α dµ(α) for e−α(x) = e
−α(x), x ∈ Ω.
(b) There exists a unitary map Γ: HD → L
2(Ω̂, µ) mapping ϕ ∗D to ϕ̂ and intertwin-
ing the contraction representation of Ω on HD ⊆ D
′(Ω) with the multiplication
representation πµ(s)f = e−sf .
Proof. (a) The representation (πD,H
0
D) of D(Ω) leads to a representation π˜D : A →
B(HD) with π˜D ◦ η = πD and πD(ϕ) = 0 implies that ϕ ∗ D = 0 (Remark 4.6). We
conclude that the map
γ : D(Ω)→HD, ϕ 7→ ϕ ∗D
factors through a linear map
γ : πD(D(Ω))→ HD, πD(ϕ) 7→ ϕ ∗D.
Hence
K(πD(ϕ), πD(ψ)) := 〈ϕ ∗D,ψ ∗D〉HD = D(ϕ
♯ ∗ ψ)
is a positive definite sesquilinear kernel on the dense subalgebra B := πD(D(Ω)) of the
C∗-algebra π˜D(A).
From Proposition 4.1 we know that D(Ω) ∗ D(Ω) = D(Ω), which also implies that
D(Ω) ∗ D(Ω) ∗ D(Ω) = D(Ω). Therefore [Ne00, Prop. II.4.13] shows that the kernel K
is non-degenerate because all totally degenerate kernels on the ∗-algebra D(Ω) vanish.
By assumption, the kernel K is ‖ · ‖1-bounded. Now the abstract Plancherel Theorem
[Ne00, Thm. VI.1.6] implies the existence of a unique positive Borel measure on Â ∼= Ω̂
(Proposition 4.10) with
D(ϕ♯ ∗ ψ) =
∫
Ω̂
ϕ̂(α)ψ̂(α) dµ(α) =
∫
Ω̂
(ϕ ∗ ψ♯ )̂ (α) dµ(α).
Applying Proposition 4.1 again, it follows that
D(ϕ) =
∫
Ω̂
ϕ̂(α) dµ(α) for ϕ ∈ D(S).
(b) follows from [Ne00, Thm. VI.1.6].
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For a distribution Df (ϕ) =
∫
Ω
ϕ(x)f(x)dx given by a positive definite function f on
Ω, we apply the integral representation from the preceding theorem to δ-sequences in
the point s ∈ Ω to obtain
f(s) =
∫
Ω̂
e−α(s) dµ(α) =
∫
Ω̂
e−α(s) dµ(α).
This is the integral representation obtained by Shucker in [Sh84, Thm. 5] for continuous
positive definite functions r : Ω → C on convex domains Ω ⊆ V satisfying Ω + V τ = Ω
for which the kernel
K(z, w) = r
(z + w♯
2
)
is positive definite. For the case of convex cones, the preceding theorem extends
Shucker’s Theorem to distributions.
Example 4.12. (cf. Example 4.7) (a) For an open convex cone Ω ⊆ V with the in-
volution τ = − idV , we have Ω̂ = Ω
⋆ and we obtain an integral representation of the
form
D =
∫
Ω⋆
e−α dµ(α), e−α(x) = e
−α(x), x ∈ Ω.
(b) For τ = idV and V = Ω we have Ω̂ = iV
∗ and we recover the classical Bochner–
Schwartz Theorem asserting that every positive definite distribution on the group (V,+)
is the Fourier transform
D =
∫
V ∗
eiα dµ(α)
of a measure on V ∗ (cf. Remark 4.8).
(c) For V = Rn, τ (x0, x1, . . . , xn−1) = (−x0, x1, . . . , xn−1) and the open half space
Ω = Rn+ we obtain an integral representation
D(x0, x
′) =
∫ ∞
0
∫
∂Ω
e−λx0+i〈y,x
′〉 dµ(λ, y).
In the case where τ = − idV , we have the following sharper version of the Bochner–
Schwartz Theorem. It implies in particular that positive definite distributions are func-
tions.
Theorem 4.13. Suppose that τ = − idV and that Ω ⊆ V is an open convex cone not
containing affine lines. Then any 1-bounded positive definite distribution D ∈ D′(Ω)
is represented by an analytic function on Ω, also denoted D, and there exists a unique
Radon measure µ on the dual cone Ω⋆ with
D(x) = L(µ)(x) =
∫
Ω⋆
e−α(x) dµ(α).
Proof. First we use Theorem 4.11 to obtain an integral representation
D =
∫
Ω⋆
e−α dµ(α),
where µ is a positive Radon measure on the dual cone Ω⋆ ⊆ V ∗. For ϕ ∈ D(Ω) this
leads to
D(ϕ) =
∫
Ω⋆
〈eα, ϕ〉 dµ(α), where 〈eα, ϕ〉 =
∫
Ω
e−α(x)ϕ(x) dx =: L(ϕ)(α)
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and dx stands for a Haar measure on V . It follows that, for every ϕ ∈ D(Ω), the Laplace
transform L(ϕ), viewed as a function on Ω⋆, is integrable with respect to µ.
Let x ∈ Ω. Since x − Ω is a 0-neighborhood and 0 ∈ Ω, there exists a non-negative
ϕ ∈ D(Ω) with
∫
Ω
ϕ(x)dx = 1 and supp(ϕ) ⊆ x − Ω. Then we have e−α(x) ≤ e−α(y)
for all y ∈ supp(ϕ) and α ∈ Ω⋆, so that we also get e−α(x) ≤ L(ϕ)(α). Therefore the
integrability of L(ϕ) implies the integrability of the function e−x(α) := e
−α(x) for all
x ∈ Ω. Now
L(µ)(x) :=
∫
Ω⋆
e−α(x) dµ(α)
exists as a function on Ω. According to [Ne00, Prop. V.4.6], the function L(µ) has a
holomorphic extension to the tube domain Ω+ iV ⊆ VC, hence is in particular analytic.
That D is represented by the function L(µ) follows by Fubini’s Theorem which applies
because all functions (x, α) 7→ e−α(x)ϕ(x) are integrable with respect to the product
measure dx⊗ µ on Ω× Ω⋆.
5 The complementary series of the conformal group
In this section we discuss the complementary series (πs,Hs)0<s<n of irreducible uni-
tary representations of the group O1,n+1(R) which acts by partially defined conformal
transformations on Rn and by everywhere defined maps on its conformal completion Sn
(cf. [vD09]). These representations are reflection positive for several involutions, resp.,
semigroups, and this leads to a remarkable connection of the distributions ‖x‖−s on Rn
with positive definite kernels on the open unit ball.
5.1 The conformal group on Rn
We describe the conformal completion of Rn by the stereographic map
η : Rn → Sn, η(x) =
(1− ‖x‖2
1 + ‖x‖2
,
2x
1 + ‖x‖2
)
(26)
whose image is the complement of the point −e0 ∈ S
n.
To obtain an action of the conformal group on the sphere, we embed Sn into the set
of isotropic vectors of the (n+ 2)-dimensional Minkowski space
ζ : Sn → Rn+2, ζ(y) = (1, y).
The image of this map intersects each isotropic line in Rn+2 exactly once, so that it leads
to a diffeomorphism of Sn with the projective quadric of isotropic lines in P(Rn+2).
The group O1,n+1(R) acts on R
n+2 preserving the Lorentzian form. Writing elements
of Rn+2 as pairs z = (z0, z
′) with z0 ∈ R, z
′ ∈ Rn+1, we find for g =
(
a b
c d
)
∈ O1,n+1(R)
the relation
gz = (az0 + 〈b, z
′〉, cz0 + dz
′). (27)
If z 6= 0 satisfies [z, z] = 0, then z0 6= 0. This leads to az0 + 〈b, z
′〉 6= 0. Therefore the
induced action of O1,n+1(R) on
S
n ∼= {z = (1, x) : ‖x‖ = 1} ∼= {0 6= z ∈ R
n+2 : [z, z] = 0}/R×
can be written as
g.x = (a+ 〈b, x〉)−1(c+ dx), x ∈ Sn ⊆ Rn+1. (28)
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In terms of the realization of Rn as the complement η(Rn) of the point −e0 in S
n, this
action of O1,n+1(R) on S
n yields an “action” on Rn by rational maps. For n > 2, these
maps exhaust all conformal maps on open subsets of Rn ([Scho97, Thm. 1.9]).
The stabilizer of the point −e0 ∈ S
n “at infinity”, which is represented by the element
(1,−e0) ∈ R
n+2 is the stabilizer P ⊆ O1,n+1(R) of the isotropic line
R(1,−e0) ⊆ R
n+2. This group is a parabolic subgroup of O1,n+1(R), which acts by
affine conformal maps on Rn. The latter description easily shows that P is isomorphic
to
Affc(R
n) := Rn ⋊ (R× ×On(R)), (29)
the group of affine conformal isomorphism of Rn. In the standard notation for parabolic
subgroups, we have P = NAM with N ∼= Rn, acting by translations, A ∼= R× acting by
homotheties, and M ∼= On(R), the centralizer of A in the maximal compact subgroup
K ∼= On+1(R) of O1,n+1(R).
Remark 5.1. The group O1,n+1(R) does not act faithfully on S
n because the element
−1 acts trivially. However, the index 2 subgroup
O+1,n+1(R) := {g ∈ O1,n+1(R) : g00 > 0}
of those Lorentz transformations preserving the future light cone
Ω := {z ∈ Rn+2 : [z, z] > 0, z0 > 0} (30)
(cf. (1) above), acts faithfully. Note that g00 = [ge0, e0] 6= 0 follows from [ge0, ge0] =
[e0, e0] = 1.
5.2 Canonical kernels
In this section we discuss the canonical kernel 1−〈x, y〉 on Sn. This kernel is projectively
invariant under O1,n+1(R), and the corresponding cocycle J : O1,n+1(R)→ C
∞(Sn,R×)
is easily described in terms of the conformal structure.
On the light cone Ω ⊆ Rn+2 (cf. (30)), we have [x, y] > 0 for x, y ∈ Ω, which leads
to the canonical kernel [x, y]−1 invariant under the action of O1,n+1(R). Restricting to
the sphere Sn in the boundary of Ω, we find
[(1, x), (1, y)] = 1− 〈x, y〉,
which leads to the singular kernel (1− 〈x, y〉)−1 on Sn.
Remark 5.2. (a) For g ∈ O1,n+1(R) and x, y ∈ S
n, we have
1− 〈x, y〉 = [(1, x), (1, y)] = [g(1, x), g(1, y)]
= [(a+ 〈b, x〉, c+ dx), (a+ 〈b, y〉, c+ dy)] = (a+ 〈b, x〉)(a+ 〈b, y〉)[(1, g.x), (1, g.y)]
= (a+ 〈b, x〉)(a+ 〈b, y〉)(1− 〈g.x, g.y〉).
In view of
‖x− y‖2 = 2(1− 〈x, y〉) for x, y ∈ Sn,
this in turn leads to
‖g.x− g.y‖2 = (a+ 〈b, x〉)−1(a+ 〈b, y〉)−1‖x− y‖2, (31)
and hence to
‖dg(x)v‖ = |a + 〈b, x〉|−1‖v‖ for v ∈ Tx(S
n).
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The function
Jg(x) = |a+ 〈b, x〉|
−1 = ‖dg(x)‖
is called the conformal factor of g. For g ∈ O+1,n(R), the number a + 〈b, x〉 is always
positive because it is the 0-component of g(1, x) (cf. Remark 5.1). The Chain Rule
implies the cocycle relation
Jg1g2(x) = Jg1 (g2.x)Jg2(x), (32)
and from above we derive for Q−1(x, y) := 1− 〈x, y〉 the transformation formula
Q−1(g.x, g.y) = Jg(x)Q−1(x, y)Jg(y) for x, y ∈ S
n, g ∈ O+1,n(R). (33)
(b) The stereographic map η : Rn → Sn from (26) satisfies
1− 〈η(x), η(y)〉 = 1−
(1− ‖x‖2)(1− ‖y‖2) + 4〈x, y〉
(1 + ‖x‖2)(1 + ‖y‖2)
= 2
‖x− y‖2
(1 + ‖x‖2)(1 + ‖y‖2)
,
so that the same argument as above, using ‖η(x) − η(y)‖2 = 2 − 2〈η(x), η(y)〉, implies
that its conformal factor, as a map Rn → Sn, is given by
Jη(x) =
2
1 + ‖x‖2
. (34)
This implies in particular that, up to a normalizing constant,
(η−1)∗dµS =
2n
(1 + ‖x‖2)n
dx (35)
is the pullback of the surface measure µS on S
n to Rn.
(c) In view of (b), the pullback of the kernel Q(x, y) = (1− 〈x, y〉)−s/2 on Sn by η is
the kernel
K(x, y) := 2−s/2(1 + ‖x‖2)s/2‖x− y‖−s(1 + ‖y‖2)s/2 (36)
on Rn.
(d) From (31) it follows in particular, that the cross ratio
‖y − a‖
‖y − b‖
‖x− b‖
‖x− a‖
is invariant under the action of O1,n+1(R) on the set of pairwise distinct 4-tuples in S
n.
Remark 5.3. (A conformal Cayley transform) We consider the involution c ∈ O+1,n+1(R)
defined by
ce0 = e0, ce1 = e2, ce2 = e1 and cej = ej for 2 < j ≤ n+ 1.
With respect to the action defined in (28), we then have
cη(x) =
1
1 + ‖x‖2
(2x0, 1− ‖x‖
2, 2x1, . . . , 2xn−1) = η(ϕ(x))
for the map
ϕ(x) =
( 1− ‖x‖2
1 + ‖x‖2 + 2x0
,
2x1
1 + ‖x‖2 + 2x0
, . . . ,
2xn−1
1 + ‖x‖2 + 2x0
)
.
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This formula implies that x0 > 0 is equivalent to ‖ϕ(x)‖ < 1 and ϕ(−e0) =∞. Therefore
ϕ is an involutive conformal map on Rn mapping the open half space Rn+ onto the open
unit ball D ⊆ Rn. For x0 = 0 we have ϕ(x) ∈ S
n−1 and
ϕ(0, x) =
(1− ‖x‖2
1 + ‖x‖2
,
2x1
1 + ‖x‖2
, . . . ,
2xn−1
1 + ‖x‖2
)
is the stereographic map Rn−1 →֒ Sn−1 whose image is the complement of −e0.
5.3 A Hilbert space of measures
We now assume that 0 < s < n, so that ‖x‖−s is locally integrable on Rn. From the
positive definiteness of the distribution ‖x−y‖−s (Lemma 2.13), it follows that the kernel
K in (36) is also positive definite. Accordingly, the kernel Q(x, y) := (1−〈x, y〉)−s/2 on
S
n is positive definite (cf. Remark 5.2(b)).
Let µS be the On+1(R)-invariant measure on S
n, which, in stereographic coordinates,
is given by
dµS(x) =
2n
(1 + ‖x‖2)n
dx.
Remark 5.4. Let X be a locally compact space. A Radon measure µ on X × X is
called positive definite if∫
X×X
f(x)f(y) dµ(x, y) ≥ 0 for f ∈ Cc(X).
Completing Cc(X) with respect to the scalar product
〈f, g〉µ :=
∫
X×X
f(x)g(y)dµ(x, y)
then leads to a Hilbert space Hµ (cf. Remark 2.2). If X is compact, then Hµ can most
naturally be realized as a subspace of the spaceM(X) := C(X)′ of Radon measures on
X via the inclusion
Tµ : Hµ →֒ M(X), Tµ(f)(g) = 〈f, g〉µ, Tµ(f)(E) =
∫
X×E
f(x) dµ(x, y).
In the special case where µ has a density ρ with respect to a product measure
µX ⊗ µX , the measure Tµ(f) can be written as Γµ(f)µX with
Γµ(f)(y) =
∫
X
f(x)ρ(x, y) dµX(x).
Lemma 5.5. For Q(x, y) := (1− 〈x, y〉)−s/2 and 0 ≤ s < n, the measure
dµ(x, y) := Q(x, y) dµS(x)dµS(y) (37)
on Sn × Sn is a finite positive Radon measure which is positive definite.
Proof. First we observe that the On+1(R)-invariance of the measure µS and the kernel Q
implies that the function F (y) :=
∫
Sn
Q(x, y) dµS(x) is constant. For y = e0, we find
with [vD09, Prop. 7.3.11] and some c > 0:
F (e0) =
∫
Sn
Q(x, e0) dµS(x) = c
∫ 1
−1
(1− t)−s/2(1− t2)(n−2)/2 dt
= c
∫ 1
−1
(1 + t)(n−2)/2(1− t)(n−2−s)/2 dt (38)
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and this integral is finite if and only if s < n. This implies that
µ(Sn × Sn) =
∫
Sn
F (y)dµS(y) <∞.
To see that µ is positive definite, we use the conformal map η : Rn → Sn and Re-
mark 5.2(b),(c) to obtain∫
Sn×Sn
f(x)f(y) dµ(x, y) = c
∫
Rn×Rn
f(η(x))
(1 + ‖x‖2)n+s/2
f(η(y))
(1 + ‖y‖2)n+s/2
dxdy
‖x− y‖s
≥ 0,
where we have used that the the kernel ‖x − y‖−s is positive definite for 0 < s < n
(Lemma 2.13).
Lemma 5.6. For f ∈ C(Sn), the function
Γ(f) : Sn → C, Γ(f)(y) :=
∫
Sn
f(x)Q(x, y) dµS(x)
is continuous.
Proof. It is enough to show that F (g) :=
∫
Sn
f(x)Q(x, g.e0) dµS(x) is a continuous func-
tion on On+1(R). In view of Q(x, g.y) = Q(g
−1.x, y), we have
F (g) =
∫
Sn
f(g.x)(1− 〈x, e0〉)
−s/2 dµS(x) .
The claim now follows by |f(g.x)(1 − 〈x, eo〉)
−s/2| ≤ ‖f‖∞(1 − 〈x, eo〉)
−s/2 and this
function is integrable by (38) and g 7→ |f(g.x)| is continuous.
Definition 5.7. (The Hilbert spaces Hs, 0 < s < n) Lemma 5.5 implies that µ is
positive definite, so that we obtain with Remark 5.4 a corresponding Hilbert space
Hs := Hµ ⊆M(S
n) of measures. It is the completion of the range of the map
Tµ : C(S
n)→M(Sn), f 7→ Γ(f)µS,
with respect to the inner product
〈Γ(f1)µS,Γ(f2)µS〉 = 〈f1, f2〉µ. (39)
Lemma 5.8. The prescription
πs(g)ν := J
s/2−n
g−1
· g∗ν
defines a unitary representation of G = O+1,n+1(R) on the Hilbert subspace Hs ⊆M(S
n).
Proof. For g ∈ G we recall from Remark 5.2(a) that
Q(g.x, g.y) = J−s/2g (x)J
−s/2
g (y)Q(x, y). (40)
The measure µS transforms according to
g∗µS = J
n
g−1 · µS for g ∈ G. (41)
Combining (40) with (41) leads to
d(g∗µ)(x, y) = Jg−1(x)
n−s/2Jg−1(y)
n−s/2dµ(x, y). (42)
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Therefore the action of G on C(Sn) defined by
g.f := J
n−s/2
g−1
· g∗f = g∗(J
s/2−n
g · f) (43)
satisfies ∫
Sn×Sn
(g.f1)(x) · g.f2(y) dµ(x, y)
=
∫
Sn×Sn
(Js/2−ng f1)(x)(J
s/2−n
g f2)(y) d(g
−1
∗ µ)(x, y)
=
∫
Sn×Sn
f1(x)f2(x) dµ(x, y),
i.e., the sesquilinear form defined by the measure µ on C(Sn) is invariant under the
G-action. This in turn implies that Tµ is equivariant with respect to the action on
Hs ⊆M(S
n) given by
(g.ν)(f) := ν(g−1.f) = ν
(
(g−1)∗(J
s/2−n
g−1
· f)
)
= (g∗ν)(J
s/2−n
g−1
· f) = (Js/2−n
g−1
· g∗ν)(f).
Remark 5.9. The preceding proof shows that the map
Tµ : C(S
n)→Hs, f 7→ Γ(f)µS
is G-equivariant with respect to the action on C(Sn) given by (43): g.f := J
n−s/2
g−1
· g∗f.
As πs(g)(Γ(f)µS) = J
s/2
g−1
· g∗Γ(f)µS, it follows that
Γ(g.f) = Γ(J
n−s/2
g−1
· g∗f) = J
s/2
g−1
· g∗Γ(f). (44)
Remark 5.10. For n = 1, every diffeomorphism of S1 is conformal, so that one may
expect that the representation πs on Hs can be extended from O1,2(R) to the group
of all diffeomorphisms of S1. Clearly, the conformal cocycle Jg(x) := |dg(x)| is well-
defined, but we also need the projective invariance of the kernel Q, i.e., the invariance
up to a cocycle. In view of Remark 5.2(d), the projective invariance of Q under some
g ∈ Diff(S1) implies the preservation of the absolute value of the cross ratio. This implies
that g is fractional linear. In fact, composing with a suitable fractional linear map, we
may assume that g fixes 0, 1 and ∞. Then the invariance of the absolute value of the
cross ratio leads to |g(x)| = |x| for x ∈ R (in stereographic coordinates). Now g(1) = 1
implies that g = idS1 .
The following abstract lemma is useful to identify smooth and distribution vectors
for the representation (πs,Hs).
Lemma 5.11. Let X be a topological vector space and F1 ⊆ F2 ⊆ X be two linear
subspaces, both carrying Fre´chet topologies for which the inclusions Fj → X, j = 1, 2,
are continuous. Then the inclusion ι : F1 → F2 is also continuous.
Proof. Since F1 and F2 are Fre´chet spaces, it suffices to verify that the graph of ι is
closed. So let (vn, ι(vn)) → (v, w) in F1 × F2. Then vn → v in F1 implies vn → v in
X. We also have vn → w because the inclusion F2 → X is continuous, and this leads to
w = v. Hence the graph of ι is closed.
34
Lemma 5.12. For each f ∈ C∞(Sn), the element Γ(f)µS ∈ Hs is a smooth vector.
Conversely, every smooth vector ν ∈ H∞s is of the form νf = fµS for a smooth function
f ∈ C∞(Sn) and the so obtained map H∞s → C
∞(Sn), νf 7→ f is continuous. In
particular, its adjoint defines a linear map
Ψ: D′(Sn)→H−∞s , Ψ(D)(νf ) := D(f).
Proof. In view of ‖Γ(f)µS‖
2 = 〈f, f〉µ (cf. (39)), the map
C(Sn)→Hs, f 7→ Γ(f)µS
is continuous. We have seen in (44) that it is G-equivariant with respect to the action
on C(Sn) by g.f = J
n−s/2
g−1
g∗f . As the cocycle J is smooth, smooth functions f on S
n
have smooth orbit maps for this action, so that Γ(f)µS ∈ H
∞
s .
From [DM78, Thm. 3.3] we know that H∞s is spanned by πs(D(G))Hs. Accordingly,
we obtain for the maximal compact subgroup K ∼= On+1(R) of G = O
+
1,n+1(R) that the
corresponding space H∞s (K) of smooth vectors for K is spanned by πs(D(K))Hs. Since
K acts on Sn by isometries, Jk = 1 for every k ∈ K, so that πs(k)ν = k∗ν. As Hs is
realized in M(Sn), which can be identified with a subspace of M(K) because K acts
transitively on Sn, it follows that
H∞s ⊆ span(πs(D(K))Hs) ⊆ D(K) ∗M(S
n) ⊆ C∞(Sn) · µS
(cf. [Wa72, Prop. A.2.4.1]). From the continuity of the inclusions H∞s → H
∞
s (K) →
M(Sn) and Lemma 5.11, it now follows that the linear map H∞s →֒ C
∞(Sn) is also
continuous. Its adjoint therefore defines a continuous linear map D′(Sn)→ H−∞s .
Remark 5.13. The representations (πs,Hs)0<s<n are complementary series represen-
tations. Those representations are well known and arise from intertwining operators,
usually given by singular integral operators, [KS71]. The reader finds a detailed discus-
sion in Section 7.5 of [vD09].
6 Reflection positivity for pis
In this section we study reflection positivity for the complementary series representations
(πs,Hs)0<s<n introduced in the preceding section. It turns out that these representa-
tions of the conformal group O1,n+1(R) on R
n provide a natural context for relating
reflection positivity, resp., positive definiteness of kernels of the form K(x, τy) (cf. Ex-
ample 1.7) on open half spaces and open balls.
6.1 The half space picture
Formulas for kernels and questions of positive definiteness turn out to be simpler for
the open half space Rn+ compared to the open unit ball D. In particular, this connects
much better with involutive semigroups and integral representations of positive definite
functions thereon. We therefore discuss this case first.
As before, let
Ω = {z ∈ Rn : z0 > 0, [z, z] > 0} ⊆ R
n
be the forward light cone and TΩ := Ω + iR
n ⊆ Cn be the corresponding tube domain.
Then it is easy to show that the complex bilinear extension of [·, ·] to Cn satisfies
∆(z) := [z, z] 6= 0 for z ∈ TΩ.
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Since TΩ is simply connected, there exists a holomorphic function log[z, z] taking the
value 0 in e0. We thus obtain on this domain for each λ ∈ R a holomorphic function
∆−λ : TΩ → C
×, z 7→ e−λ log[z,z].
Since (x + iy)∗ := x − iy defines on TΩ the structure of a complex involutive semi-
group, the function ∆λ defines a kernel (z, w) 7→ ∆−λ(z + w∗) on TΩ. From [FK94,
Thm. XIII.2.7], we know that this kernel is positive definite, i.e., ∆−λ is a positive
definite function on TΩ, if and only if
λ ∈ W :=
{
0,
n− 2
2
}
∪
]n− 2
2
,∞
[
. (45)
From [FK94, Lemma X.4.4 and p. 262] it now follows that this is equivalent to the
positive definiteness of the function ∆−λ on the light cone Ω.
The domain
Ωc = {z ∈ TΩ : z0 ∈ R, z1, . . . , zn−1 ∈ iR} = R+ × iR
n
is a totally real submanifold and also an involutive subsemigroup of TΩ. Therefore
Theorem A.1 implies that the restriction of ∆−λ to Ωc is a positive definite function if
and only if (45) holds.
Define ι : Rn → Cn, x 7→ (x0, ix1, . . . , ixn−1). Then ι restricts to an isomorphism of
involutive semigroups Rn+ → Ω
c, where the involution on Rn+ is given by
(x0, x1, . . . , xn−1)
♯ = (x0,−x1, . . . ,−xn−1).
In view of ∆(ι(x)) = [ι(x), ι(x)] = ‖x‖2, we have for λ = s/2 the relation (ι∗∆−λ)(x) =
‖x‖−s. This leads to:
Proposition 6.1. The function ‖x‖−s is positive definite on the involutive semigroup
(Rn+, ♯) if and only if s = 0 or s ≥ max{0, n− 2}.
Proof. For n ≥ 2 this follows from the preceding discussion, and for n = 1 we have al-
ready seen in Example 3.6 that the function x−s is positive definite on R+ for
s ≥ 0.
6.2 The ball picture
Proposition 6.2. The kernel
R(x, y) := (1− 2〈x, y〉+ ‖x‖2‖y‖2)−s/2
on the open unit ball D ⊆ Rn is positive definite if and only if
s = 0 or s ≥ max(0, n− 2).
Proof. Open half spaces and open balls in Rn are conformally equivalent. The equiva-
lence is obtained by rotation a lower hemisphere (open ball) in the conformal compact-
ification into a right hemisphere, which corresponds to a half space. Let c ∈ On+1(R)
be an involution exchanging Rn+ with the unit ball D and c˜ be the corresponding map
on Rn defined by η ◦ c˜ = c ◦ η (Remark 5.3). Then Jc = 1, so that c leaves the kernel Q
invariant.
36
Let τ ∈ G be the element inducing on Rn the reflection τ˜ in ∂Rn+ ∼= R
n−1, and σ be
the reflection in ∂D. Then τ = cσc. Now the invariance of the kernel Q on Sn under c
leads to
K(τ˜(x), y) = Q(η(τ˜(x), η(y)) = Q(τη(x), η(y)) = Q(σcη(x), cη(y))
= Q(η(σ˜c˜(x)), η(c˜(y))) = K(σ˜(c˜(x)), c˜(y)).
Clearly, this kernel is positive definite on Rn+ if and only if K(σ˜(x), y) is positive definite
on D.
From σ˜(x) = x
‖x‖2
we obtain
‖x‖2‖σ˜(x)− y‖2 =
∥∥∥ x
‖x‖
− ‖x‖y
∥∥∥2 = 1− 2〈x, y〉+ ‖x‖2‖y‖2.
Therefore the pullback of the kernel Q(σ(x), y) under η is given by
K(σ˜(x), y) = (1 + ‖σ(x)‖2)s/2‖σ(x)− y‖−s(1 + ‖y‖2)s/2
= (1 + ‖x‖2)s/2‖x‖−s‖σ(x)− y‖−s(1 + ‖y‖2)s/2 (46)
= (1 + ‖x‖2)s/2(1− 2〈x, y〉+ ‖x‖2‖y‖2)−s/2(1 + ‖y‖2)s/2.
We conclude that the kernel K(τ˜ (x), y) is positive definite if and only if R is positive
definite.
Next we observe that
K(τ˜(x), y) = (1 + ‖τ˜ (x)‖2)s/2‖τ˜ (x)− y‖−s(1 + ‖y‖2)s/2
= (1 + ‖x‖2)s/2
(
(x0 + y0)
2 + ‖x′ − y′‖2
)−s/2
(1 + ‖y‖2)s/2
is positive definite if and only if the kernel
(x, y) 7→
(
(x0 + y0)
2 + ‖x′ − y′‖2
)−s/2
is positive definite on Rn+. This means that the function ∆(x) = ‖x‖
−s is positive definite
on the involutive semigroup (R+n ,−τ ). In view of Proposition 6.1, this is equivalent to
s = 0 or s ≥ max(0, n− 2).
Remark 6.3. For an alternative proof of the preceding proposition, one can observe
that the unit ball D ⊆ Rn is a totally real submanifold of the Lie ball DC ⊆ C
n. Since
R is a power of the Bergman kernel on the Lie ball which is biholomorphic to the
tube domain TΩ, one can also derive our result from [FK94, Thm. XIII.2.7] by using
Theorem A.1 and D = DC ∩ R
n.
Example 6.4. (a) For n = 1 we have R(x, y) = (1 − 2xy + x2y2)−s/2 = (1 − xy)−s,
which is positive definite for each s ≥ 0.
(b) For n = 2 the kernel R is also positive definite for s ≥ 0. This is basically due
to the fact that it corresponds to the positive definiteness of the function ∆−s/2(x) =
[x, x]−s/2 on the open light cone Ω (cf. Subsection 6.1). ¿From
[x, x] = x20 − x
2
1 = (x0 − x1)(x0 + x1)
we obtain a factorization of this function, so that the positive definiteness of the functions
(x0 ± x1)
−s/2 on Ω for s ≥ 0 implies that R is positive definite.
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6.3 Reflection positivity on Hs
Let us fix some notation used in this section. We write G = O+1,n+1(R) and g = o1,n+1(R)
for the Lie algebra of G. Let D˜ ⊆ Rn be the interior of the unit ball and D = η(D˜) be
its image in Sn. We consider the corresponding compression semigroup
SD := {g ∈ G : gD ⊆ D}
in G. Let σ ∈ G be the element implementing the conformal reflection σ˜(x) = x/‖x‖2
in Sn−1 = ∂D˜. On Sn, it acts by
(x0, x1, . . . , xn) 7→ (−x0, x1, . . . , xn).
According to (28), it is realized by the diagonal matrix
σ := diag(1,−1, 1, . . . , 1) ∈ O1,n+1(R).
The corresponding involution on O1,n+1(R) is given by the conjugation by the same
matrix. Ad(σ) defines an involution on g, so that g decomposes into ±1-eigenspaces
g = h⊕q, where h = Fix(Ad(σ)) and q = Fix(−Ad(σ)). The Lie algebra h is isomorphic
to o1,n(R).
Proposition 6.5. Let σ ∈ G be the conformal reflection in ∂D. Then
SD = H exp(C), where H = O
+
1,n(R) ⊆ G
σ,
and C ⊆ q is a closed convex Ad(H)-invariant cone.
Proof. Let G˜0 be the simply connected covering group of the identity component G0 =
O1,n+1(R)0 = SO
+
1,n+1(R) and σ̂ denote the lift of the involution defined by conjugation
with σ on G0 to its universal covering group G˜0. Then the group (G˜0)
σ̂ is connected
([Lo69, Thm. IV.3.4]). From [HN95, Thm. VI.11, Rem. VI.12] we thus derive that
SD ∩G0 = SO
+
1,n(R) exp(C)
for a proper closed convex cone C ⊆ q which is invariant under Ad(SO+1,n(R)).
Since the group G has two connected components determined by the values of the
determinant, and
H = O+1,n(R) ⊆ G
σ ∼= O1(R)×O
+
1,n(R) = {1, σ} ×O
+
1,n(R)
likewise does, it follows that G = HG0. Clearly, G
σ preserves the fixed point set ∂D of
σ in Sn and σ exchanges the two connected components of its complement, which are
both preserved by H . This shows that H ⊆ SD.
Pick h0 ∈ H with det(h0) = −1. If s ∈ SD \ G0, then h
−1
0 s ∈ SD ∩ G0, so that
SD = H(SD ∩G0) = H exp(C).
Let K = On(R) ⊂ O
+
1,n+1(R) and HK := H ∩ K ≃ On−1(R). On the subgroup
A ∼= (R+, ·) ⊆ G, acting on R
n by multiplication with positive scalars (cf. (29)), the
involution σ acts by inversion, so that there exists a Lie algebra element xo such that
A ∩ S = exp(R+xo) is a one-parameter semigroup acting as (]0, 1[, ·) on R
n which
commutes with HK . Moreover, we have C = Ad(H)R+xo, (cf. [HO96, Sect. 4.4]).
On the Hilbert space Hs ⊆ M(S
n), we consider the involution θ := πs(σ), where
σ ∈ G = O+1,n+1(R) is as above.
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Lemma 6.6. If s = 0 or s ≥ n− 2, then the closed subspace
E˜+ := {Γ(f)µS : supp(f) ⊆ D} ⊆ Hs
is θ-positive.
Proof. As σ acts isometrically on Sn, we have Jσ = 1, so that
θν = πs(σ)ν = σ∗ν.
For f ∈ Cc(D) we thus find
〈θΓ(f)µS,Γ(f)µS〉 = 〈Γ(σ∗f)µS,Γ(f)µS〉
=
∫
Sn
∫
Sn
f(σ(x))f(y)Q(x, y) dµS(x)dµS(y)
=
∫
D
∫
D
f(x)f(y)Q(σ(x), y) dµS(x)dµS(y).
To evaluate this integral in stereographic coordinates, we recall from (46) the proof of
Proposition 6.2 that the pullback of the kernel Q(σ(x), y) under η is
(1 + ‖x‖2)s/2(1− 2〈x, y〉+ ‖x‖2‖y‖2)−s/2(1 + ‖y‖2)s/2.
We thus obtain with a positive constant c′:
〈θν, ν〉 = c′
∫
D
∫
D
f(x)f(y)(1 + ‖x‖2)s/2(1 + ‖y‖2)s/2
(1− 2〈x, y〉+ ‖x‖2‖y‖2)s/2
dx
(1 + ‖x‖2)n
dy
(1 + ‖y‖2)n
.
That this expression is non-negative for f ∈ Cc(D) follows from Proposition 6.2.
Theorem 6.7. For x ∈ Sn−1 = (Sn)σ let δx ∈ H
−∞
s be the delta measure in x. The
triple (πs,Hs, δx) is a reflection positive distribution cyclic representation for (G, τ, S
0
D)
if s = 0 or n− 2 ≤ s < n.
Proof. If ϕ ∈ D(G) then π−∞s (ϕ)δx ∈ H
∞
s ⊆ D(S
n)µS. Thus π
−∞
s (ϕ)δx = ϕ
♭µS for
some uniquely determined ϕ♭ ∈ D(Sn).
To determine this function, we first have to identify the distribution vector δx as a
measure on Sn. Since 〈δx,Γ(f)µS〉 = Γ(f)(x) for f ∈ C
∞(Sn), the measure correspond-
ing to δx is
Γ∗(δx) = Qx · µS
and therefore π−∞s (ϕ)δx corresponds to the measure∫
G
ϕ(g)πs(g)(Qx · µS) dµG(g) =
(∫
G
ϕ(g)J
s/2
g−1
g∗Qx dµG(g)
)
· µS,
which means that
ϕ♭ =
∫
G
ϕ(g)J
s/2
g−1
g∗Qx dµG(g).
Let Gx be the stabilizer of x in G. Then G/Gx ≃ S
n via gGx 7→ g.x. The quasi-
invariant measure µS on S
n and the left invariant measure on G are related by3∫
G
f(g)Jng (x) dµG(g) =
∫
Sn
∫
Gx
f(kp) dµGx (p) dµS(k.x) .
3This formula is most easily verified by showing that f 7→
∫
Sn
∫
Gx
f(kp)J−nkp (x) dµGx (p) dµS (k.x) defines
a left invariant integral on G.
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From (40) we have Q(g.x, g.y) = J
−s/2
g (x)J
−s/2
g (y)Q(x, y) and hence
(g∗Qx)(y) = Q(g
−1.y, x) = Q(y, g.x)Js/2g (x)J
s/2
g (g
−1.y)
= Q(y, g.x)Js/2g (x)J
−s/2
g−1
(y).
This leads to
ϕ♭ =
∫
G
ϕ(g)Js/2g (x)Qg.x dµG(g) =
∫
Sn
∫
Gx
Js/2−ngp (x)ϕ(gp)dµGx (p)Qg.x dµS(g.x) .
This means that
ϕ♭ = Γ(Φ) with Φ(g.x) =
∫
Gx
Js/2−ngp (x)ϕ(gp)dµGx(p) . (47)
As Jg(x) > 0 for all g it follows that the map D(G) → D(S
n), ϕ 7→ Φ, is surjective
and hence that π−∞s (D(G))δx is dense in Hs. Thus δx is a cyclic distribution vector.
Suppose that supp(ϕ) ⊂ S0D and assume that Φ(g.x) 6= 0. Then there exists p ∈ Gx
such that gp ∈ supp(ϕ) ⊆ S0D. Hence g.x ∈ S
0
D.x ⊂ D. Thus suppΦ ⊂ D, and hence
π−∞s (D(S))δx ⊂ E˜+ (48)
(cf. Lemma 6.6). The claim now follows from Lemma 6.6.
Remark 6.8. As On(R) acts transitively on S
n we can in (47) assume that g ∈ On(R).
Then Jg(x) = 1 and Jgp(x) = Jg(p.x)Jp(x) = Jp(x). Thus
Φ(g.x) =
∫
Gx
Jp(x)
s/2−n(x)ϕ(gp)dµGx (p)
for g ∈ On(R).
Remark 6.9. If α is a positive linear combination, or even an integral with respect to
a positive Borel measure, of δ-distributions supported on Sn−1, then (48) shows that
π−∞s (D(S))α ⊂ E˜+. According to Remark 5.13 and [vD09, p.119], the representation
(πs,Hs) is irreducible. Thus every nonzero distribution vector is cyclic. It then follows
that (πs,Hs, α) is a reflection positive distribution cyclic representation. In particular
this holds for the measure µSn−1 . We have
Γ∗(µSn−1) =
∫
Sn−1
Qx dµSn−1(x)µS .
Let g = h⊕q be a symmetric Lie algebra corresponding to the involution τ on G and
gc := h⊕ iq the c-dual symmetric Lie algebra. Let Gc denote the simply connected Lie
group with Lie algebra gc. Then τ defines an involution on Gc and (Gc)τ is connected
([Lo69, Thm. IV.3.4] or [He78, Thm. 8.2,p. 320]). The symmetric space Gc/(Gc)τ is
the c-dual of G/H . As explained in [JO00], Sections 6 and 10, see also [HN93], [JO98],
the reflection positivity and the Lu¨scher–Mack Theorem now gives an irreducible highest
weight (or positive energy) representation of the c-dual group Gc on Ê . Multiplying by i
in the second coordinate transforms the Lorentz form [x, y] = x0y0−x1y1−. . .−xn+1yn+1
into the form
[x, y]2 = x0y0 + x1y1 − x2y2 − . . .− xn+1yn+1.
Hence the group Gc, c-dual to O+1,n+1(R), is locally isomorphic to O2,n(R) . We point
out that the condition that s = 0 or n− 2 ≤ s < n indicates that this construction does
not carry over to infinite dimension, or the duality between O+1,∞(R) and O2,∞(R). This
is also reflected in the fact, that the group O2,∞(R) does not have any unitary highest
weight representations ([NO98, pp. 276/277], [Ne11b, Thm. 7.5]).
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Remark 6.10. We have seen above that the open cones Ω and Rn+, endowed with
their natural semigroup involution, can be viewed as real forms of the tube TΩ = Ω +
iRn, endowed with its natural involution given by conjugation. Every positive definite
function ϕ : Ω → C extends to TΩ ([Sh84, Cor. to Thm. 4]) and hence restricts to R
n
+
but the converse is not true. For bounded positive definite functions on Ω, we know
that they are precisely the Laplace transforms ϕ = L(µ) of measures µ on the dual cone
Ω̂ = Ω⋆ whose Laplace transform is defined on Ω. Likewise bounded positive definite
functions on Rn+ are Fourier–Laplace transforms of measures on the closed half space
R̂n+ ⊇ Ω
⋆ and not all of them extend to holomorphic positive definite functions on TΩ.
A Propagation of positive definiteness
In this appendix we discuss some useful results providing criteria for kernels on complex
manifolds to be positive definite.
Let M be a connected complex Fre´chet manifold, M its complex conjugate, and
K : M×M → C be a holomorphic function. We call such functions holomorphic kernels
on M . A submanifold Σ ⊆ M is called totally real if, for each point s ∈ Σ, there exists
a holomorphic chart ϕ : U → VC, where U is an open neighborhood of s in M and VC is
a complexification of the real locally convex space V , such that ϕ(U ∩ Σ) = ϕ(U) ∩ V .
The following theorem generalizes [Kr49, §1.8] from domains in C to complex Fre´chet
manifolds.
Theorem A.1. For a holomorphic kernel K on the connected complex Fre´chet manifold
M the following conditions are sufficient for K to be positive definite:
(i) K is positive definite on a non-empty open subset.
(ii) K is positive definite on a non-empty totally real submanifold.
Proof. (i) Step 1: Let ∅ 6= U ⊆ M be an open subset on which K is positive definite
and H := HK|U×U ⊆ O(U,C) be the corresponding reproducing kernel Hilbert space.
We want to show that the corresponding realization map
γ : U →H, γ(s) = Ks, Ks(t) = K(t, s) = 〈Ks,Kt〉
extends to an antiholomorphic map γ : M →H.
If this is the case, then, for each s ∈ U , the mapM → C,m 7→ 〈Ks, γ(m)〉 = γ(m)(s)
is holomorphic. For m ∈M we have
γ(m)(s) = Km(s) = K(s,m) = K(m, s),
so that the uniqueness of analytic continuation implies that γ(m)(s) = Km(s), i.e.,
γ(m) = Km|U . We conclude in particular that, whenever γ exists on some connected
open subset N ⊆M intersecting U , we necessarily have γ(n) = Kn|U for each n ∈ N .
Next we note that the function
M ×M → C, (m,n) 7→ 〈γ(n), γ(m)〉
is holomorphic and coincides for (m,n) ∈ U×U withK(m,n). By uniqueness of analytic
continuation, we thus obtain
K(m,n) = 〈γ(n), γ(m)〉 for m,n ∈M,
and hence that K is positive definite on N ×N .
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Step 2: Suppose that N1 and N2 are two open connected subsets of M containing
U on which antiholomorphic extensions γN1 : N1 → H and γ
N2 : N2 → H exist. For
each n ∈ N1 ∩N2 Step 1 implies that γ
N1(n) = Kn|U = γ
N2(n), so that γN1 |N1∩N2 =
γN2 |N1∩N2 . Therefore these two maps combine to a holomorphic map
γN1∪N2 : N1 ∪N2 →H.
Let N ⊆M be the union of all open connected subsets of M containing U on which
an antiholomorphic extension of γ exists. Then γ extends to a holomorphic map on N ,
and, in view of Step 1, it only remains to show that N = M .
Step 3: N = M . We argue by contradiction. Suppose that m0 ∈M is a boundary
point of N . For each open connected neighborhood U of m0 the intersection U ∩N is
non-empty. Since K is in particular continuous, we may choose U so small that K is
bounded on U × U . Fixing a local chart around m0, we may further assume that U is
biholomorphic to an open convex subset of a complex locally convex space X. In the
following we therefore consider U as such an open subset.
Then the arguments in the proof of [Ne11a, Thm. 5.1] imply the existence of an open
0-neighborhood U1 ⊆ X (only depending on the bound for K on U × U) such that for
every point m ∈ N ∩U , the Taylor series of γ in m converges in m+U1 to a holomorphic
function which coincides with γ in (m+U1)∩N . Since N intersects m0−U1, there exists
an m ∈ N with m0 ∈ m + U1. Therefore the holomorphic function γ|(m+U1)∩N → H
extends to a holomorphic function γ̂ : m+U1 → H. Step 2 now implies thatm+U1 ⊆ N ,
contradicting m0 ∈ ∂N . This proves that M = N .
(ii) Let ∅ 6= Σ ⊆M be a totally real submanifold on which KΣ := K|Σ×Σ is positive
definite. Then we obtain a reproducing kernel Hilbert space H := HKΣ of functions on
Σ. Again we want to show that the corresponding realization map
γ : Σ→H, γ(s) = KΣs , K
Σ
s (t) = K
Σ(t, s) = 〈KΣs , K
Σ
t 〉
extends to an antiholomorphic map γ : M →H.
As in (i), any holomorphic extension γ : U → H to an open connected subset inter-
secting Σ satisfies γ(u)|Σ = Ku|Σ for u ∈ U and
〈γ(u), γ(v)〉 = K(v, u) for u, v,∈ U. (49)
Since K is real analytic on Σ × Σ, it follows from [Ne11a, Thm. 5.1] that the map
γ : Σ → H is analytic. By definition, each point s ∈ Σ has a connected neighbor-
hood to which γ extends holomorphically. The preceding argument shows that all these
extensions can be patched together, so that γ extends holomorphically to an open neigh-
borhood U of Σ. Now (49) implies that K is positive definite on U . Therefore (ii) follows
from (i).
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