is to solve the first n equations in n unknowns for some fixed n, and to regard the results as approximations to the x, . The accuracy of this approximation is invariably doubtful. A slight modification of the Choleski1 or Crout2 method for solving a set of simultaneous linear equations can be used to provide a systematic procedure for solving the first m X m equations with m = 1, 2, 3, • ■ • in succession. It is then possible to estimate in various ways the error involved in solving only a finite number of equations. The following discussion should be intelligible from either the Crout or the Choleski point of view. Using matrix notation, the equations AX = B are solved by decomposing the matrix A into a product of triangular matrices A = LU where L is a lower triangular matrix and U is an upper triangular matrix. The following systems are then solved in succession:
We shall adopt the layout used by Crout in which we start with an "original matrix" D and write down an "auxiliary matrix" E: The theory behind the method is obvious if we reflect that at the mth stage we have obtained the exact solution of the first m equations in m unknowns.
As an example consider the following original matrix which is derived from the first four equations of an infinite system3 (the elements in the check column are just the sums of the elements in the corresponding rows of the original matrix): These are the first four equations in four unknowns from an infinite system for which bT -(2r -1) ~1 and it is known that for large r, arr « (27r)I/2(2r -1)I/2: ar, (2s -l)1/2/{(2x)1/2(r + s -1)}.
Also all unknowns are positive so that by inspection
We shall use the following estimate in (2):
This will give an overestimate of the magnitude of the right hand side of (2) since from (4) the x, decrease at least as rapidly as (2s -1)~3/2 and from the numerical results given below it will appear that the x™ are overestimates of the xm . We replace the right hand side of (2) by These underestimate S. In order to obtain overestimates of S we evaluate, using the previous approximation (5), Introduction. In a recent paper [l],f Rosenberg clarified considerably the curious subharmonic phenomena of non-linear oscillations by introducing the concepts of strong subharmonic solutions and of the simple subharmonics. He considered a system with a single degree of freedom, whose mechanical model might be a mass under the action of an elastic force, linear or non-linear, and of a simple harmonic forcing function of frequencey co. The equation of motion of the system can be put in the form + f(x) = Po cos at,
where P0 is proportional to the amplitude of the external forcing function.
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