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Résumé
La reconstruction d’une surface ou image à partir d’un
champ de gradient corrompu est une étape primordiale
dans plusieurs applications en traitement d’images. Un tel
champ peut contenir du bruit et des données aberrantes
qui nuisent à la qualité de la reconstruction. On propose
dans ce papier d’utiliser la parcimonie pour régulariser le
problème, ainsi qu’une méthode efficace pour estimer une
bonne solution du problème d’optimisation qui en résulte.
Les expériences montrent que la méthode proposée permet
d’améliorer considérablement la qualité de la reconstruc-




Image/surface reconstruction from corrupted gradient
fields is an important step in many imaging applications.
Noise and outliers in this field can result in a low-quality
reconstruction. We propose in this paper to use sparsity to
regularize the problem. We use an efficient minimization
strategy to estimate a good solution of the corresponding
optimization problem. Experiments show that the proposed




Le problème d’intégration à partir d’un champ cor-
rompu apparait dans plusieurs applications en traitement
d’images. Par exemple, la reconstruction de surfaces via la
stéréo-photométrie [1] ou à partir d’ ombrages [2] requière
des outils d’intégration robustes au bruit et aux données
aberrantes. La présence de ces perturbations dans le champ
estimé à partir de ces techniques peut avoir un grand im-
pact sur la qualité de la reconstruction des surfaces. Plu-
sieurs applications se basent sur le traitement dans le do-
maine du gradient [3, 4, 5] . Dans ce cas, la manipulation du
gradient produit un champ non-intégrable. La reconstruc-
tion de l’image finale via une technique d’intégration naïve
peut produire plusieurs artéfacts. La technique présentée
dans ce papier traite le problème d’intégration via une tech-
nique d’optimisation à base de parcimonie. Contrairement
aux méthodes précédentes [6, 8, 9, 10, 12], on considère
la parcimonie de deux manières : 1) un terme parcimo-
nieux non-convexe pour renforcer la robustesse aux don-
nées aberrantes, 2) un terme parcimonieux non-convexe
dans le domaine du gradient utilisé comme information a
priori. On propose un solveur efficace à base d’optimisa-
tion alternée pour estimer rapidement une bonne solution
du problème d’optimisation.
2 Travaux antérieurs
Les premiers travaux concernant le renforcement d’intégra-
bilité remontent aux approches de Chellappa et al. [6, 7]
pour le problème de reconstruction de surface à par-
tir d’ombrages. La reconstruction via l’équation de Pois-
son [6] est probablement la technique la plus populaire.
Cette approche consiste à supposer que le gradient résiduel
suit une loi Gaussienne, ce qui revient à utiliser la norme
l2. Le problème est quadratique et donc admet une solution
unique et simple. Cependant, la norme l2 ne permet pas de
supporter la présence de données aberrantes, ce qui peut
produire des surfaces déformées. Un exemple est donné
dans la Figure 1. La méthode de Frankot-Chellappa [7] pro-
jette le champ non-intégrable dans une base de Fourier. La
méthode a été étendue aux bases non-orthogonales comme
les shapelets [16]. Agrawal et al. proposent un framework
général pour étendre l’équation de Poisson [10]. Une autre
méthode par Agrawal et al. [11] consiste à utiliser une
approche algébrique pour corriger les données aberrantes.
Cependant, cette technique n’est robuste que si le champ
ne contient pas de corruption dense. Pour mieux gérer les
données aberrantes, des techniques à base de norme l1 ont
été proposées. La méthode [8] pose le problème en tant que
correction du gradient résiduel sous contrainte de rotation-
nel nul. La méthode [9] cherche la meilleure solution en
minimisant l’erreur sur le gradient résiduel via la norme l1.
La méthode proposée utilise une norme non-convexe (lp<1)
sur le gradient résiduel, ce qui permet de mieux gérer les
données aberrantes [18]. Une régularisation via la parcimo-
nie dans le domaine du gradient est aussi considérée pour
produire une surface/image plus lisse.
(a) Référence (b) Position des données aberrantes
(c) Reconstruction via Poisson (d) Méthode proposée
FIGURE 1 – Effet des données aberrantes aléatoires sur la
reconstruction. Comme on peut le constater, même la pré-
sence de peu de données aberrantes produit une surface dé-
formée via la méthode de Poisson (c). La méthode propo-
sée est plus robuste et produit une surface de qualité supé-
rieure (d).
3 Énoncé du problème
Soit S(x, y) la surface qu’on désire retrouver. On note par
s sa version vectorisée de longueur n. Soit ~v = (p, q) le
champ non-intégrable mesuré et ∇s = (sx, sy) le gradient
de S. Le problème d’intégration consiste à retrouver s à




où φr représente la norme sur le gradient résiduel. φr =
||.||22 [6] et φr = ||.||1 [8, 9] sont des cas spéciaux. La
méthode proposée se base sur la formulation suivante :
argmin
s
||∇s− ~v||p1p1 + λ||∇s||
p2
p2 , (2)
où p1, p2 ≤ 1 représentent la norme lp et λ est un terme
de régularisation positif. La parcimonie sur le gradient ré-
siduel permet d’améliorer la robustesse aux données aber-
rantes, tandis que la parcimonie dans le domaine du gra-
dient force la surface/image à être lisse, ce qui améliore
la qualité de la reconstruction. L’utilisation de la norme lp
rend le problème (2) difficile à résoudre. Le problème est
même non-convexe pour p1 < 1 ou p2 < 1. On utilise
une technique à base d’optimisation alternée pour estimer
progressivement une solution [13]. L’approche consiste à








































||∇s− (−→v + w(k+1)1 )||22
+λ||∇s− w(k+1)2 ||22,
(4)
où β est un paramètre de régularisation positif.
3.1 Problèmes (sp1) et (sp2)
Les problèmes (sp1) et (sp2) prennent la forme proxi-








||w − z||22. (5)
Ce problème est non-convexe pour p < 1 mais admet une
estimation au premier ordre :
w = shrinklp(z, β) = max
{






où ε est fixé à 0.001. Pour le cas convexe p = 1, on obtient
l’opérateur de seuillage doux qui correspond à la solution
exacte de l’opérateur proximale associé dans ce cas. On
adopte une approche anisotrope qui consiste à appliquer
le seuillage sur chaque composante du champ séparément.
Les solutions aux sous-problèmes (sp1) et (sp2) sont don-







1,x = shrinklp(∇xs− vx, β)
w
(k+1)








2,x = shrinklp(∇xs, β)
w
(k+1)
2,y = shrinklp(∇ys, β).
(8)
3.2 Problème (sp3)
Le problème (sp3) est quadratique et admet ainsi une so-
lution exacte. Les dérivées peuvent être exprimées par des
opérateurs linéaires 1. Le problème peut-être résolu effica-





(−→v + w(k+1)1 +λw(k+1)2 ))
(1 + λ) ˆlap
 , (9)
où div représente l’opérateur de divergence et ˆlap est la
fonction de transfert du filtre Laplacien discret. Une autre
façon de résoudre le problème (sp3) consiste à le formuler
en système linéaire :


















FIGURE 2 – Images naturelles utilisées pour le benchmark 1.
(a) Référence (b) Diffusion [10] (c) M-estimation [10] (d) l1 [8, 9] (e) l1 − l1 (f) lp − lp
FIGURE 3 – Résultats de reconstruction avec plusieurs méthodes. Comme on peut le constater, la méthode proposée permet
de retrouver une image de qualité supérieure à partir d’un champ sévèrement corrompu (30% de données aberrantes).
oùDx etDy sont des opérateurs de différentiation linéaires
et L = DxDTx +DyD
T
y est la matrice Laplacienne.
3.3 Convergence et complexité
On discute dans cette section les propriétés de convergence
du solveur proposé. Par souci de simplification, on consi-
dère le problème de minimisation suivant :
minimiser f(x) + g(x). (11)
Le solveur consiste à introduire deux nouvelles variables
w1 et w2 au lieu d’une seule comme suit :









Pour étudier l’équivalence entre les deux problèmes, on
doit vérifier la condition d’optimalité suivante :
0 ∈ ∂f(x) + ∂g(x). (13)

















||x− w1||22 + ||x− w2||22,
(14)
ce qui est équivalent en utilisant la forme proximale :
w1 = (I +
1
β∂f)




2x = w1 + w2.
(15)
On considère maintenant une approximation de premier
ordre de l’opérateur proximal [14] :
prox 1
β f




w1 ∈ x− 1β∂f(x) , w2 ∈ x−
1
β∂g(x)
2x = w1 + w2.
(17)
En combinant les deux équations, la condition d’optima-
lité est vérifiée. Dans le cas convexe (l1), l’approximation
au premier ordre de l’opérateur proximal coïncide avec
la solution exacte. Dans ce cas, l’optimum global est at-
teint. Dans le cas non-convexe (lp<1), ceci n’est pas vé-
rifié. Ainsi, un optimum global ne peut être atteint. Ce-
pendant, le cas non-convexe donne de meilleurs résultats
en pratique. Concernant la complexité, la méthode recons-
truit la solution s juste une seule fois par itération via le
problème (sp3). Ainsi, la méthode est presque aussi rapide
qu’une approche sans régularisation puisque les solutions
aux problèmes (sp1) et (sp2) consistent en des opérations
de seuillage pixel-par-pixel.
10% 20% 30% 40% 50% Moyenne
l2 [6] 9.60 dB 5.29 dB 2.24 dB 0.54 dB −1.9 dB 3.15 dB
Diffusion [10] 14.02 dB 10.03 dB 6.50 dB 3.98 dB 2.1 dB 7.33 dB
M-estimation [10] 36.46 dB 22.54 dB 10.46 dB 4, 30 dB 0.32 dB 14.82 dB
l1 [8, 9] 25.52 dB 17.01 dB 8.97 dB 4.15 dB 0.49 dB 11.29 dB
l1-l1 46.83 dB 41.70 dB 35.27 dB 28.54 dB 21.85 dB 34.84 dB
lp-lp 53.33 dB 45.41 dB 36.36 dB 28.70 dB 23.14 dB 37.39 dB
TABLE 1 – PSNR moyen sur 5 images naturelles dont le gradient est corrompu avec plusieurs niveaux de données aberrantes.
La méthode proposée permet d’améliorer de façon importante la qualité de la reconstruction.
(a) l2 [6] (b) Diffusion [10] (c) l1 [8, 9] (d) Proposée (e) Proposée + GD-BM3D
FIGURE 4 – Reconstruction de surface via stéréo-photométrie sur des images corrompues (10% de données aberrantes + bruit
blanc gaussien). La méthode proposée permet de retrouver une surface de qualité supérieure.
4 Expériences
On réalise plusieurs expériences pour valider l’efficacité
de la méthode proposée comparée aux méthodes d’opti-
misation antérieures. Les expériences consistent principa-
lement à corrompre un champ de gradient de référence
et essayer par la suite de reconstruire l’image ou surface
par plusieurs méthodes. La première expérience considère
des images naturelles dont le gradient est corrompu avec
plusieurs niveaux de données aberrantes aléatoires (gaus-
siennes de 10% à 50%). Les résultats sont présentés dans
la Table 1 et la Figure 3. Comme on peut le constater, la mé-
thode proposée (l1 − l1 et lp1 − lp2 ) permet d’améliorer de
façon considérable la qualité de la reconstruction. On prend
p1 = 0.3, p2 = 0.5 pour la plupart des expériences. L’uti-
lisation d’une norme non-convexe lp<1 permet d’améliorer
encore plus le résultat. La deuxième expérience consiste
à reconstruire des surfaces synthétiques à partir de gra-
dients corrompus par des données aberrantes. Comme on
peut le voir dans la Figure 5, la méthode proposée per-
met de construire une meilleure surface. Le résultat avec
la version non-convexe est très similaire à la surface de ré-
férence. Le PSNR pour différents niveaux de corruptions
est présenté dans la Table 2. La 3ème expérience consiste à
évaluer la technique proposée pour le problème de stéréo-
photométrie. A partir d’images d’une scène ombrée sévè-
rement corrompues avec des données aberrantes et un bruit
dense. Comme on peut le constater dans la Figure 4, la mé-
thode proposée permet de corriger plus de données aber-
rantes dans le champ estimé. En combinant la méthode pro-
posée avec la méthode de dé-bruitage BM3D [17] dans le
domaine du gradient (noté GD-BM3D), on obtient une sur-
face de qualité supérieure.
Conclusion
Ce travail présente une nouvelle approche pour la recons-
truction de surface/image à partir de gradient corrompu. La
méthode proposée consiste à utiliser la parcimonie de deux
manières pour rendre la reconstruction robuste aux données
aberrantes. On propose un solveur efficace pour estimer ra-
pidement une bonne solution du problème d’optimisation.
Les expériences montrent que la méthode proposée permet
d’avoir une surface/image de qualité bien supérieure com-
parée aux méthodes d’optimisation antérieures.
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