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Abstract
The European School of High-Energy Physics is intended to give young experimental and phenomenological
physicists an introduction to the theoretical aspects of recent advances in elementary particle physics. These
proceedings include lecture notes on quantum field theory for the electroweak Standard Model, physics beyond




The fifteenth School in the new series of the European School of High-Energy Physics took place in Trest,
Czech Republic, from 19 August to 1 September 2007, and was jointly organized by JINR, Dubna, Russia, and
CERN, Geneva, Switzerland, together with the Czech Academy of Sciences, and Charles University, Prague.
Ninety-three students coming from twenty-six different countries attended the School that was co-chaired by
Rupert Leitner of Charles University and J. Hošek of the Academy of Sciences of the Czech Republic. The
other members of the local committee were J. Cvach, J. Dolejší, M. Lokajícˇek, M. Pachr and V. Petrácˇek. An
additional 15 Czech students listened in on the lectures.
The School was hosted in the Zamecky Hotel, also known as the Trest Castle, and according to the tradition
of the School, the students shared twin rooms, mixing nationalities and in particular Eastern participants with
Western ones.
A total of 34 lectures were complemented by daily discussion sessions led by six discussion leaders. The
students also displayed their work in the form of posters on a special evening session in the first week, and the
posters stayed on display until the end of the School.
Our thanks go to the local team for their help and assistance and whose efforts contributed in major ways
to the success of the school. We would also like to thank Zdenka Bruklova for her friendly assistance during
the school, and Eva Uhrova from AMCA, for her efficient organization of transport and excursions.
Our thanks are also due to the lecturers and discussion leaders for their active participation in the School
and for making the scientific programme so stimulating. The students, who in turn manifested their good spirits
during two intense weeks, undoubtedly appreciated listening to and discussing with the lecturers of world
renown.
We would like to express our appreciation to distinguished Czech colleagues who contributed to the School
in various ways, especially Professor Niederle who spoke at the closing ceremony. Thanks are also due to
Alexei Sisakian, Director-General of JINR, and Jos Engelen, Chief Scientific Officer of CERN, for their lectures
on the scientific programmes of the two organizations.
We are very grateful to Tatyana Donskova and Danielle Métral for their untiring efforts in the lengthy
preparations for and the day-to-day operation of the School. Their efficient teamwork and continuous care of
the students and their needs were highly appreciated.
Concerning the social programme we would in particular like to mention the beautiful Concert of chamber
music performed by ‘The Martinux Quartet’ and the excursions. There were half-day excursions to Jaromerice
and Satov, and to Telc and Trebic. The full-day excursion to Prague included guided tours of Prague Castle and
of Charles University, as well as a reception in the Mayor’s Residence. Some of the participants were also able
to follow a tour named ‘Prague and Physics’.
The success of the School was to a large extent due to the students themselves. Their poster session was
very well prepared and highly appreciated, and throughout the School they participated actively during the
lectures, in the discussion sessions, and in the different activities and excursions. Finally, one should not forget
the show organized by the students and with active participation of John Swain and Helmut Eberl, two of the
discussion leaders.
Egil Lillestøl and Nick Ellis
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Quantum eld theory for the electroweak Standard Model
R. Kleiss
IMAPP, Radboud University, Nijmegen, the Netherlands
Abstract
In these notes I present the content of relativistic quantum eld theory, and the
way it purports to describe the electroweak Standard Model of particle physics,
in the way it most appeals to me. I can claim neither exhaustiveness nor ab-
solute mathematical rigour: after all, the subject is physics, not mathematics.
The emphasis will be on physicality and applicability, and therefore I con-
centrate more on Feynman rules and Feynman diagrams than on hypothesized
Lagrangians. The drawback of this is, unavoidably, that symmetry considera-
tions retreat somewhat into the background leaving the limelight to diagram-
matic results. This is all right: for I do not at present believe that symmetry
rules the world.
1 Quantum field theory at a single point
1.1 Introduction
A theory including both relativity and quantum mechanics is necessary for the description of elementary
particles. The fundamental object used for describing the particles is a quantum eld. A eld assigns one
or more numbers to every point in spacetime, and is hence a pretty complicated subject, the behaviour
of which is not to be characterized trivially, especially when it also undergoes quantum uctuations. It
is therefore useful to rst build up expertise in the various necessary techniques in a more controllable
situation. To this end, we shall rst simplify the whole four-dimensional spacetime arena of particle
physics to a lower-dimensional system: in fact, we shall reduce spacetime to a single point, hence a zero-
dimensional arena. The quantum elds are then assignments of a single number: the simplest quantum
eld is, in this case, a single stochastic, or random, number. Many of the techniques of quantum eld
theory do apply to this case: in particular, the notion of path integrals, Green’s functions, the Schwinger
Dyson equation, and Feynman diagrams come up naturally.
1.2 Probabilistic considerations
1.2.1 Quantum eld and action
We shall consider a quantum eld ϕ that takes its values on the whole real axis from −∞ to +∞. Since
it is a random variable, the most we can specify about it is its probability density P (ϕ), which we write,
for now, as
P (ϕ) = N exp
(− S(ϕ)) . (1.1)
The function S(ϕ) is called the action of the particular quantum eld theory: in a sense, it is the theory.
For the probability density to be acceptable, S(ϕ) must go to innity sufciently fast as |ϕ| → ∞. The




(− S(ϕ)) dϕ . (1.2)
It is of course also possible to have more than one eld associated with the single spacetime point. If
there are K elds ϕ1, ϕ2, . . . , ϕK , they will have a combined probability density
P (ϕ1, ϕ2, . . . , ϕK) = N exp
(− S(ϕ1, ϕ2, . . . , ϕK)) , (1.3)








(− S(ϕ1, ϕ2, . . . , ϕK))dϕ1 dϕ2 · · · dϕK . (1.4)
In the special case where the action is separable, that is,
S(ϕ1, ϕ2, . . . , ϕK) = S1(ϕ1) + S2(ϕ2) + · · · + SK(ϕK) ,
the elds are actually independent random variables.
1.2.2 Green’s functions, sources, and the path integral
Since the quantum eld is a random variable, the most that can be computed about it is the collection of
its moments, known in the jargon as Green’s functions3 :
Gn ≡ 〈ϕn〉 ≡ N
∫
exp
(− S(ϕ)) ϕn dϕ , n = 0, 1, 2, 3, . . . . (1.5)





= 〈1〉 = 1 . (1.6)







Jn Gn . (1.7)




(− S(ϕ) + Jϕ) dϕ . (1.8)
The number J , which here serves purely as a device to distinguish the various Green’s functions, is called
a source, again for reasons that will become apparent later. Once Z(J) is known, an individual Green’s




















(− S(ϕ1, . . . , ϕK))ϕn11 · · ·ϕnKK dϕ1 · · · dϕK . (1.10)
The path integral is now
Z(J1, . . . , JK) =
∑
n1,...,K≥0
Jn11 · · · JnKK
n1! · · · nK ! Gn1,...,nK
2In the following, multiple integrals will be denoted by a single integral sign for simplicity. This is usually obvious from
the context.
3A clarifying remark must be made here. In this text, the Green’s functions are simply defined to be expectation values.
This may appear to contrast with the use of Green’s functions in the solution of inhomogeneous linear differential equations
such as are encountered in classical electrodynamics where one uses them to compute the electromagnetic field configurations
for given sources. The difference is only apparent since, as we shall recognize, the latter type of Green’s functions are in our
treatment simply the two-point Green’s functions; and for theories such as electrodynamics, where the electromagnetic fields
do not undergo self-interaction, the two-point functions are in fact the only non-zero connected Green’s functions. Be not,
therefore, misled into thinking that there are somehow two sorts of Green’s functions. The Green’s function formulation of







−S(ϕ1, . . . , ϕK) + K∑
j=1
Jjϕj
 dϕ1 · · · dϕK . (1.11)





n1 · · ·
∂nK
(∂JK)




1.2.3 Connected Green’s functions
The path integral Z(J) contains all the information about the Green’s functions, and hence about the
probability density P (ϕ). The same information is, therefore, also contained in its logarithm. We write





Jn Cn . (1.13)
The quantities Cn (with, obviously C0 = 0 since G0 = 1) are called the connected Green’s functions of
the theory, and will play an important role in what follows.
For a single-eld theory, the connected Green’s functions can be recognized to be the cumulants
of the probability density:
C1 = 〈ϕ〉 : the mean,
C2 =
〈
(ϕ− 〈ϕ〉)2〉 : the variance,
C3 =
〈
(ϕ− 〈ϕ〉)3〉 : the skewness,
C4 =
〈
(ϕ− 〈ϕ〉)4〉− 3C22 : the kurtosis,
and so on. For a theory with, say, three elds, we have
G1,0,0 = C1,0,0 ,
G1,1,0 = C1,0,0C0,1,0 + C1,1,0 ,
G1,1,1 = C1,0,0C0,1,0C0,0,1 +C1,1,0C0,0,1 + C1,0,1C0,1,0 + C0,1,1C1,0,0 + C1,1,1 . (1.14)









Jn Cn+1 . (1.15)




(− S(ϕ) + Jϕ) ϕ dϕ] [∫ exp(− S(ϕ) + Jϕ) dϕ]−1 , (1.16)
we can say that φ(J) is the expectation value of the quantum eld ϕ in the presence of sources: to denote
this, we might write
φ(J) = 〈ϕ〉J , (1.17)
which explains the similar typographies for the quantum eld and the eld function.
1.2.4 The free theory
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with µ a positive real number. For any action, we shall call the part quadratic in the elds (or bilinear in
the case of several elds) the kinetic part. This action, called the free action, consists of only a kinetic







































, G2n+1 = 0 , n = 0, 1, 2, . . . , . (1.20)
The connected Green’s functions follow from












The fact that here the two-point connected Green’s function is the non-zero one is why we call this model
the free theory (again, things will become clearer later on, in a more realistic spacetime).
1.2.5 The ϕ4 model and perturbation theory
An action S(ϕ) may contain other terms than just the quadratic one. Such terms are called interaction
terms: they may be linear, but more usually they are of higher power in the eld ϕ. The simplest









The (non-negative!) real number λ4 is called a coupling constant: this model is called the ϕ4 theory.
An action in which ϕ3 is the highest power does not lead to a convergent integral over the real axis. Of
course, an action of the form S(ϕ) = µϕ2/2 + λ3ϕ3/3! + λ4ϕ4/4! is perfectly acceptable, and we shall
consider this ‘ϕ3/4 model’ later on.
Computing the path integral is now a much less trivial matter. A possible approach is to assume
that, in some sense, the ϕ4 theory is close to a free theory, that is, in the same some sense, λ4 is a small















This procedure is called perturbation theory. Having thus reduced the problem to the previous case of
the free theory, we cavalierly interchange the series expansion in λ4 with the integration over ϕ and arrive
at the following expression for the Green’s functions:

















For example, we have





u3 + · · · , (1.27)
with u ≡ λ4/µ2. Note that, in this theory, the normalization N also has to be treated perturbatively,
which explains the factor 1/H0. For the rst few non-vanishing Green’s functions we nd





































u3 + · · ·
)
. (1.28)






























10u2 − 80u3 + · · · ) . (1.29)
Note that, whereas the Green’s functions all have a perturbation expansion starting with terms containing
no λ4, the connected Green’s functions of increasing order are also of increasingly high order in λ4: the
higher connected Green’s functions need more interactions than the lower ones.
1.2.6 The SchwingerDyson equation for the path integral
Although the path integral is, generally, a very complicated function of J , it is nevertheless easy to nd
an equation describing it completely. This is the SchwingerDyson equation (SDe), which we construct








where λ2 = µ. A constant, ϕ-independent term in the action is always immediately swallowed up by the






(− S(ϕ) + Jϕ) ϕp dϕ , p = 0, 1, 2, 3, . . . (1.31)
















(− S(ϕ) + Jϕ) [S′(ϕ)− J] dϕ = 0 , (1.32)
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where in the last lemma we have used partial integration, and the fact that the integrand vanishes at the











Z(J) = JZ(J) . (1.33)
For a theory with K elds, we similarly have⌊
∂
∂ϕn
S(ϕ1, ϕ2, . . . , ϕK)
⌋
ϕj=∂/∂Jj
Z(J1, J2, . . . , JK) = JnZ(J1, J2, . . . , JK) . (1.34)




′′′(J) + µZ ′(J)− JZ(J) = 0 . (1.35)
The SDe is, in general, of higher than the rst order. It therefore has several independent solutions, only
one of which corresponds to the usual perturbative expansion. Using the series expansion of the path
integral we can express this as a relation between different Green’s functions:
λ4
6
Gn+3 + µGn+1 − nGn−1 = 0 , n ≥ 1 . (1.36)





(n− 1)Gn−2 − λ46 Gn+2
)
, n ≥ 2 . (1.37)
If we start by assigning to the Green’s functions the values
G0 = 1 , Gn = 0 , n 6= 0 , (1.38)
then repeated applications of Eq. (1.37) will precisely reproduce the Green’s functions of Eq. (1.28).
1.2.7 The SchwingerDyson equation for the eld function


















e(J) = J . (1.40)
















Although this leads to very non-linear relations between the various connected Green’s functions, this
form of the SDe is actually even simpler to apply: we start out with φ(J) = 0, iterating the assignment
(1.41) then results in the correct form of φ(J), giving the connected Green’s functions of Eq. (1.29). For





























An extremely useful tool for computing Green’s functions and connected Green’s functions is at hand
in the form of Feynman diagrams. In this section we shall rst introduce these diagrams and their
concomitant Feynman rules. Only after that shall we prove that these diagrams do, indeed, correctly
describe Green’s functions.
Feynman diagrams are constructs of lines and vertices. A vertex is a meeting point for one or more
lines. Diagrams are allowed in which one or more lines do not end in a vertex but, in a sense wandern
ins Blaue hinein:: such lines are called external lines. Lines that are not external lines, and end up at
vertices at both ends, are called internal lines. Diagrams may be connected, in which case one can move
between any two points in the diagram following lines of that diagram; or they may be disconnected, in
which case they consist of two or more disjoint pieces that are themselves connected. Any graph (the
terms ‘diagram’ and ‘graph’ are interchangeable) consists of a nite number of connected subgraphs.
The ‘empty’ graph, containing no lines or vertices whatsoever, also exists; it does not count as connected
(it has no points between which one might wish to move). Diagrams containing one or more closed
loops are allowed. Diagrams with no closed loops are called tree diagrams. Some examples of Feynman
diagrams are
a connected graph a disconnected graph a connected tree graph
Note that the precise shape of lines and the precise position of vertices are irrelevant: the important thing
is the way in which the lines are connected to vertices.
1.3.2 Feynman rules
The noteworthy thing about Feynman diagrams is that they have an algebraic interpretation; that is, they
correspond to numbers that may be added and multiplied. The assignment of a number to a Feynman
diagram is governed by the Feynman rules, which postulate a numerical object for every ingredient of
a Feynman graph. In the simple zero-dimensional theories that we consider here the Feynman rules are





Feynman rules, version 1.1 (1.43)
A vertex at which a single line ends (and which carries a Feynman rule factor +J ) is called a source
vertex.
A disconnected diagram yields the product of the values of its disjunct connected pieces: because
of this multiplicative rule, the value of the empty diagram is taken to be unity.
In addition, we assign to every Feynman diagram a symmetry factor. The symmetry factor is the
single most non-trivial ingredient of the diagrammatic approach. The rule is the following: for every
7
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set of k lines that may be permuted without changing the diagram, there will be a factor 1/k!; for
every set of m vertices that may be permuted without changing the diagram, there will be a factor
1/m!; for every set of p disjunct connected pieces that maybe interchanged without changing the
diagram, there will be a factor 1/p!. External lines cannot be permuted without changing the diagram.
It is important to note that the symmetry factor cannot be read off from the individual components of
the diagram, but depends on the topology of the whole diagram. This is what makes the automated
evaluation of diagrams a non-trivial task: component factors of diagrams can be easily assigned, but
working out the symmetry factor of a diagram calls for very complicated computer algorithms indeed.
As our universe grows from zero to more dimensions, and as the particles considered acquire more
properties, the Feynman rules will grow in complication. The symmetry factors, however, remain the
same.






In this case, the symmetry factor is 1, since for a tree diagram no internal lines or vertices can be inter-






























carries a symmetry factor (1/2!)(1/2!) since there are now only two interchangeable internal lines, and







has a symmetry factor (1/4!)(1/2!) since there are four equivalent internal lines, and moreover the dia-
gram can be ‘ipped over’ without changing it.
4This is due to the fact that the line in the loop is not oriented: for some particles this will no longer hold. The discussion of
symmetry factors of Feynman diagrams goes, in practice, with a lot of remarks like ‘... so you flip over this leaf, you wriggle
this set of internal lines, you shove these vertices back and forth ... see?’ Although the symmetry factor is totally unambiguous,






Feynman diagrams exist without either external lines or source vertices. These are called vacuum bub-
bles. The empty graph (which we shall denote by the symbol E) is, obviously, a vacuum bubble. We
may consider the set of all vacuum bubbles, which we denote by H0. Let us assume that only four-point
vertices occur. ThenH0 given by
H0 = E + + + + + · · · (1.44)
(where the ellipsis denotes diagrams with more four-vertices) gives



































+ · · · ,
which, indeed, looks suspiciously like H0 for the ϕ4 theory.
1.3.4 An equation for connected graphs
We shall now construct an equation for a special set of diagrams. We do this for the set of Feynman rules
of Section 1.3.2. First, let us denote by Cn the set of all connected graphs with no source vertices and
precisely n external lines. Clearly this is an enumerably innite set. Next, we dene the object ⊕(J),
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to be the set of all connected diagrams with precisely one external line, and any number of source
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Jn Cn+1 , (1.46)
where the extra factor 1/n! is the additional symmetry factor for n source vertices.
Let us now consider what can happen if we enter the blob along the single external line. In the





Alternatively, we may encounter a vertex. If this is a three-point vertex, the line splits into two. Taking
one of these branches, we may be able to come back to the vertex via the other branch. In that case, the
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On the other hand, it may happen that the two branches end up in disjunct connected pieces of the























































    
    
    
    
    
    
.
Note that these two alternative cases can only be distinguished if we restrict ourselves to connected
graphs. If we encounter a four-point rather than a three-point vertex, the line splits into three, with three
9
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alternatives: no branches meeting again further on, all three meeting again, or only two out of the three.
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so that we can translate the diagrammatic equation (1.48) into an algebraic equation for⊕(J) by carefully



























Now Eq. (1.51), obtained from the Feynman diagrams via the Feynman rules, has exactly the same form
as Eq. (1.42), valid for the eld function φ(J). Moreover, the iterative solution for φ(J) starts with
φ(J) = J/µ, also identical to the diagrammatic starting point . We therefore conclude that
⊕(J) = φ(J) , (1.52)
in other words
Cn = Cn , n ≥ 1 . (1.53)
This proves that connected Green’s functions can be obtained by the following recipe: to obtain Cn
(n ≥ 1), write out all connected Feynman diagrams with no source vertices and precisely n
external lines. Evaluate the diagrams using the Feynman rules, and sum them.
1.3.5 The path integral as a set of diagrams
By afxing a source vertex to the single external line of ⊕(J), we immediately have the result that the
generating function W (J) is the sum of all connected Feynman diagrams without external lines
and at least one source vertex. If we explicitly indicate the source vertices, and recall that n source
vertices in a diagram imply a factor 1/n!, we can write
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+ · · · , (1.54)
where the ellipsis contains connected contributions with more source vertices. Vacuum bubbles do not
contribute to W (J). By taking careful account of the symmetry factor assigned to identical connected
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Similar arguments hold for higher powers of W (J). In addition, W (J)0 = 1 is represented by the
empty diagram. From this it easy to see that the path integral Z(J) consists of all Feynman diagrams
without external lines, and without vacuum bubbles, but including the empty diagram.
We may wonder why the vacuum bubbles are so conspicously absent. Suppose that we allow the
inclusion of arbitrary numbers of vacuum bubbles in Z(J). Then the Green’s function G0 = 1 would
be represented not by the single empty graph but by the whole set H0 discussed before: indeed, H0 is
proportional to H0. In fact, any Green’s function Gn would acquire exactly the same additional factor
H0. The normalization factor N , which must be chosen so as to make G0 equal to unity, therefore
extracts exactly the factor H0 from any Green’s function. In the jargon, the vacuum bubbles ‘disappear
into the normalization of the path integral’. This is not to say that vacuum diagrams are never important;
but in our approach to computing Green’s functions and connected Green’s functions they are indeed
irrelevant.
1.3.6 Dyson summation
One may wonder why the Feynman rule for lines (from the quadratic part of the action) is so different
from those for the vertices (from the non-quadratic terms in the action). To see that this treatment is
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precisely what we would have obtained by taking the combination (µ+ λ2) as the kinetic part from the
start. This procedure, by which the effect of two-point (effective) vertices is subsumed in a redenition of
the kinetic part, is called Dyson summation. In the present example, the summation is of course trivial;
but as we shall see, two-point interactions can also arise from more complicated Feynman diagrams
corresponding to higher orders in perturbation theory.
1.4 Planck’s constant
1.4.1 The loop expansion
As we have seen, Green’s functions can be computed in a perturbative expansion in which the coupling
constant λ4 is in some sense a small number. Now consider doing perturbation theory in the ϕ3/4 theory.
We then have to decide on the relative order of magnitude of the two coupling constants λ3 and λ4: are
they of the same order, or should we take, say, λ4 to be of the same order as λ32? And what if even
11
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more coupling constants are involved? We shall adopt the approach that the order of magnitude of the
various diagrams should depend not on its coupling-constant content but, rather, on its complexity, in
particular on the number of closed loops. That is, the more closed loops a diagram contains, the smaller
it is considered to be; and perturbation theory then prescribes the perturbation expansion to truncate at a
given number of closed loops.
To quantify these ideas, we shall assign to every closed loop a factor ~, where ~ is a (small)
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Z(J) = JZ(J) . (1.62)








S(ϕ)− Jϕ)) dϕ , (1.63)



























Feynman rules, version 1.2 (1.65)




The introduction of ~ as the perturbation expansion parameter allows us to determine the relative orders
of magnitude of coupling constants. Since, by denition, all tree diagrams are of the same order, the two
graphs
and




1.4.2 Diagrammatic sum rules
Since in the Feynman rules ~ appears all over the place, it is advisable to check that the ~ behaviour of
the Feynman graphs is indeed as desired. To this end, we shall rst determine diagrammatic sum rules,
valid for all non-trivial Feynman diagrams. For an arbitrary given unconnected diagram let us dene the
characteristics
E = number of external lines,
I = number of internal lines,
Vq = number of vertices of q-point type,
L = number of closed loops,
P = number of disjunct connected pieces.
An example is
E = 2 , I = 6 , V1 = 1 , V3 = 3 ,
V4 = 1 , P = 1 , L = 2 .
We now look for linear combinations T of these numbers that are the same for all diagrams. That is,
whatever we do to a diagram, the value of T must remain unchanged. It is easy to see that any diagram
can be transformed into any other diagram by application of the following four basic transformations:
(i) coalescing k three-vertices into one k + 2 vertex:
→
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.
Of course, the reverse operations are also allowed. These four operations modify the characteristics as
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follows:
(i) : V3 → V3 − k , Vk+2 → Vk+2 + 1 , I → I − k + 1 ;
(ii) : E → E + 1 , I → I + 1 , V3 → V3 + 1 ;
(iii) : I → I − 1 , E → E + 2 , P → P + 1 ;
(iv) : I → I − 1 , E → E + 2 , L → L− 1 .
The number k can in principle take any positive integer value (note that even k = 1 is treated consis-
tently). If the combination
T = αEE + αII +
∑
q
αqVq + αLL+ αPP (1.66)
is to be invariant under the four basic transformations, then the coefcients α must obey
(i) : kα3 − αk+2 + (k − 1)αI = 0 (k ≥ 1) ,
(ii) : αE + αI + α3 = 0 ,
(iii) : αI − 2αE − αP = 0 ,
(iv) : αI − 2αE + αL = 0 . (1.67)
From (iii) and (iv) we nd immediately that αL = −αP . Now, let us assume that all the αq are equal
for q = 1, 2, 3, . . .. Then (i) becomes (k − 1)(α3 + αI) = 0, so that αI = −α3; (ii) gives αE = 0; and




Vq − I − P + L . (1.68)
Since this reasoning leads to a non-zero value of αP , the only alternative case is to assume αP = αL = 0.
Then we have from (iii) that αI = 2αE , upon which (ii) gives us α3 = −3αE , and (i) tells us that




qVq − 2I −E . (1.69)
By inspection of an arbitrary diagram6, we see that T1 = T2 = 0, so that we arrive at the two diagram-
matic sum rules ∑
q
Vq = I + P − L ,
∑
q
qVq = 2I +E . (1.70)
The above treatment proves, moreover, that these two diagrammatic sum rules are the only ones. We are
now able to read off the power of ~ associated with an arbitrary connected diagram (with P = 1). From
the Feynman rules, we infer that every line contributes a factor ~ and every vertex a factor 1/~. The total
power of ~ is therefore
E + I −
∑
q
Vq = E + L− 1 .
Independently of its precise form, the power of ~ of any connected diagram depends only on the number
of its external lines and the number of loops, and indeed each extra loop leads to an additional factor ~,
as advertised.
6There are two special cases which we exclude. The first is the diagram consisting of only a closed loop which has Vq =
E = 0, and L = P = I = 1 and hence T1 = −1 and T2 = −2; the other is the single propagator with Vq = L = 0, E = 2
and P = 1, and where it is dubious whether I should be taken as 0 or 1. Any diagram containing at least one vertex does




1.4.3 The classical limit
Since in perturbation theory ~ is taken to be an innitesimally small quantity, the limit ~ → 0 is of
automatic interest. This limit has to be taken with some care since ~ = 0 strictly would imply that only
Green’s functions with E + L = 1 would survive. Later on, the discussion about truncation will clarify
how this is not inconsistent.
Instead, the classical limit ~ → 0 is meant to be the result of leaving out diagrams containing
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The classical eld function is exclusively built up from tree diagrams: this is called the tree approxima-
tion. Note that it obeys an algebraic, rather than a differential, equation that can be written as
S′(φc(J)) = J . (1.73)
This is called the classical eld equation7 . Note that such equations have, in general, more than a single
solution. Here, however, we are interested in the solution that vanishes as J → 0, which may be written



















Let us now look at the path-integral picture of the classical limit. When ~ becomes small, the uctuations








become extremely exaggerated. The main contribution to 〈ϕ〉 therefore comes from that value where the
probability distribution attains its maximum, that is,
〈ϕ〉J ≈ ϕc , where S′(ϕc) = J , S′′(ϕc) > 0 . (1.75)
Also in the classical limit, we therefore have φc(J) = ϕc.
1.4.4 Instanton contributions
For a non-trivial action S(ϕ), Eq. (1.73) can of course have more solutions. Suppose that we have several
such solutions, denoted by ϕ(0)c , ϕ(1)c , ϕ(2)c , . . . , and that the minimal value of S(ϕ) − Jϕ is attained for
ϕ
(0)
c . Then, the other classical solutions will give contributions that, relative to the dominant one, are






S(ϕ(k)c )− S(ϕ(0)c )− Jϕ(k)c + Jϕ(0)c
))
, k = 1, 2, . . . .
7This is not to be confused with equations from classical, non-quantum physics. In fact, the classical field equations will
turn out to be the Klein–Gordon, Dirac, Proca and Maxwell equations. Of these, only the Maxwell equations can be considered
classical, since they do not contain a particle mass.
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Such subdominant solutions to the classical eld equations are called instantons. Their contribution to
Green’s functions does not have a series expansion around ~ = 0. Such non-pertubative effects are
therefore not accessible using Feynman diagrams. This is not to say that they are irrelevant. Indeed, we
usually have a nite value for ~; more dramatically, if we let J vary as a parameter, ϕ(1)c , say, may for
some value of J take over from ϕ(0)c as the true maximum position of the probability density, causing a
sudden shift in the value of φc(J) from ϕ(0)c to ϕ(1)c .
1.4.5 The effective action
Since perturbation theory presumes that higher orders in the loop expansion are small compared to lower
orders, the following question suggests itself. Is it possible to nd, for a given action S(ϕ), another
action, called the effective action, where its tree approximation reproduces the full eld function of the
original action S? If such an effective action, denoted by Γ(φ), exists, we must have
Γ′(φ) = J , (1.76)
where φ(J) is the full solution to the SDe belonging with S(ϕ). We can use partial integration to nd
Γ(φ) =
∫
J dφ = J φ−
∫
φ dJ = J φ− ~W , (1.77)
where J is now to be interpreted as a function of φ. The transition from W (J) to Γ(φ) is called the
Legrendre transform.
An important fact to be noted about the effective action can be inferred as follows. Let us consider
the derivative of φ(J). If we denote the probability density (including the sources) of the quantum eld
























PJ (ϕ1)PJ(ϕ2) (ϕ12 − ϕ1ϕ2) dϕ1 dϕ2(∫
PJ (ϕ) dϕ
)2 . (1.78)
By symmetry, we can replace the factor (ϕ12 − ϕ1ϕ2) by (ϕ1 − ϕ2)2/2, so as to see that dφ(J)/dJ is






> 0 . (1.79)
In other words, the effective action is concave everywhere. This concavity persists in case more than just
a single eld is involved. By extension, it also holds for Euclidean theories in more dimensions. Whereas
one would assume that the effective action Γ would differ only slightly from the original action S, this
can obviously no longer hold in situations where the action S is not concave.
1.4.6 Diagrams for the effective action
A tree approximation consists of tree diagrams only. To see how the loop effects of the action S end up
in Γ, we dene a new concept, that of a one-particle irreducible (1PI) diagram. A connected Feynman
graph is 1PI if it contains no internal line such that cutting that line makes the diagram disconnected.




External lines, of course, do not enter in the 1PI criterion. Note that a diagram consisting of only external
lines and a single vertex also counts as 1PI, since it has no internal lines to be cut. Let us denote the set
of all 1PI graphs with precisely n external lines by −γn/~, where the convention is that the Feynman
factors for the external lines are not included. Consider, now, what happens if we enter the eld function
by way of its single external leg, as in the SDe. If we encounter a vertex, that vertex is part of a 1PI
subdiagram (possibly consisting of only the vertex itself). Indicating the 1PI property with cross-hatches,
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4 + · · · . (1.83)
We conclude that the vertices of the effective action are determined by the 1PI diagrams. It must be
noted that, in general, the effective action contains vertices with arbitrarily large numbers of legs, even if
the original action S goes up only to ϕ3 or ϕ4, say.
1.4.7 More elds
So far, our main attention has been on theories of a single eld. Suppose, for the sake of argument, that















This time, the coupling constant λ carries a factor 1/(2!)/(2!) since there are not four identical elds
‘meeting’ at the vertex, but rather two pairs of identical elds. We now need to distinguish between the














, 2 ↔ J2
~
. (1.85)
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The effective action must of course be a two-variable function Γ(φ1, φ2) such that
∂
∂φj
Γ(φ1, φ2) = Jj , j = 1, 2 . (1.90)
This effective action is also concave. The two-eld case can, obviously, be extended to the case of
arbitrarily many elds, provided the couplings are unambiguously dened.
1.5 Renormalization
1.5.1 Physics vs. mathematics
If we were mathematicians, the subject matter in this section might be formulated as the following task:
given the parameters µ, λ3 and λ4 of the action, compute the connected Green’s functions. This may be
depicted by the following scheme:
µ , λ3 , λ4 −→ C1 , C2 , C3 , C4 , C5 , C6 , C7 , . . .
In this set-up, the parameters are supplied from outside the computational and experimental context.
Since, however, we are physicists, I hope, the situation is somewhat different: we rst have to measure
the values of the parameters from inside the experimental context, using some of the connected Green’s
functions as measurement processes, and then predict some other connected Green’s functions, which
we shall call prediction processes. That, rather different, situation may be depicted by the scheme
Ek = Ck , k = 1 . . . 4 −→ µ , λ3 , λ4 −→ C5 , C6 , C7 , . . .
Here, the quantities E1,2,3,... stand for the experimentally observed values of the connected Green’s
functions: barring experimental errors, these numerical values do not change under any improvement of
the theory. Now consider the fact that we are doing perturbation theory. That is, both the measurement
and the prediction processes are known only as truncated series in ~. Let us suppose that by stolidity
and perseverance a next higher order in perturbation theory for the prediction processes has become
available. Is this any good? Obviously not, unless a similar increased level of precision has been attained
for the measurement processes. Only in that case can a new ‘t’ of the parameters of the action be made,
and improved values of the ‘prediction’ connected Green’s functions be usefully obtained. This order-
by-order improvement is called renormalization. Let us denote by a superscript the order to which the










k , k = 1 . . . 4 −→ µ(1) , λ(1)3 , λ(1)4 −→ C(1)5 , C(1)6 , . . .
Ek = C
(2)
k , k = 1 . . . 4 −→ µ(2) , λ(2)3 , λ(2)4 −→ C(2)5 , C(2)6 , . . .
Ek = C
(3)










Order by order, the parameters keep getting updated, but in the overall picture they are just book-keeping
devices that allow one to go from measurements to predictions of the more physically interesting con-
nected Green’s functions. It should come as no surprise that in the measurementparameterprediction
protocol, a higher-order correction in the parameters due to an improved measurement expression is can-
celled again, to some extent, in the prediction. In fact, for certain classes of theories, which are called
renormalizable, these cancellations may be quite extreme.
1.5.2 The renormalization programme: an example
As an example of the renormalization programme, we shall investigate ϕ3/4 theory. To order O (~) in












































































+O (~6) , (1.91)
and of course the next-order corrections and connected Green’s functions are easily computable. Let us
assume, for simplicity, that the experimental values of the connected Green’s functions C2,3,4 have been
measured with negligible experimental error. We shall denote these values by E2,3,4, respectively. For
purposes of illustration, we shall assume that these values are
E2 = ~ , E3 = −~2 , E4 = 2~3 . (1.92)
In lowest order of perturbation theory, we then nd the action’s parameters to be
µ = 1 , λ3 = 1 , λ4 = 1 . (1.93)
If this were all, we could then compute the connected Green’s functions. This ‘naive’ treatment would














~3 +O (~4) ,
C3




~4 +O (~5) ,
C4
naive = 2~3 − 2~4 − 147
4
~5 +O (~6) ,
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C5





~6 +O (~7) ,
C6
naive = 10~5 − 295~6 − 5105
4
~7 +O (~8) ,
C7




~8 +O (~9) , (1.94)
However, we now see that C2,3,4 = E2,3,4 no longer hold, and therefore we must re-tune the parameters
order by order in perturbation theory. In the present case, we nd up to two-loop accuracy:
µ = 1 +
1
2
~+ ~2 +O (~3) ,
λ3 = 1 + ~− 4924~
2 +O (~3) ,
λ4 = 1− 32~+
5
4
~2 +O (~3) , (1.95)




~2 +O (~3) ,
C2 = ~ ,
C3 = −~2 ,
C4 = 2~3 ,
C5 = −5~4 + 3~5 − 52~
6 +O (~7) ,










The difference between the ‘naive’ and the renormalized connected Green’s functions is quite evident.
In particular C2,3,4 are completely free of higher-order corrections. For the other connected Green’s
functions the coefcients in the perturbation expansion tend to be smaller in absolute value than in the
‘naive’ expressions.
The above discussion is obviously only a drastically simplied example of a phenomenological sit-
uation that is usually much more complicated. For instance, one does not usually renormalize connected
Green’s functions but, rather, quantities extracted from scattering matrix elements that are themselves not
identical to, but extracted from connected Green’s functions. The experimental observables E therefore
do not take the simple form given here. The higher-order corrections themselves are usually much more
complicated, and not completely free from ambiguities, nor necessarily nite. Nevertheless, the opera-
tional scheme outlined above is essentially the same as those employed in real-life physics. In particular,
it cannot be stressed often enough that the renormalization procedure is necessary simply because one
does perturbation theory, not because loop corrections may contain innities8 .
1.5.3 Loop divergences: a toy model
Notwithstanding the above remarks on the per se necessity of renormalization, the fact that, in non-trivial
theories, loop diagrams often contain innities makes the need to do something about them all the more
urgent. Loop divergences arise from summation over internal degrees of freedom of Feynman diagrams.
In zero dimensions there are no such internal degrees of freedom, and all diagrams are nite. We can,
however, introduce the following toy model. Consider, as before, our work-horse ϕ3/4 theory. Let us
assume that we introduce yet another Feynman rule: we shall apply a factor 1 + c1 to every closed




loop that contains precisely one vertex, and a factor 1 + c2 to every closed loop that contains precisely
two vertices. Loops with more vertices remain unaffected9 . The numbers c1 and c2 may depend on the
parameters of the theory, or on other parameters. In the spirit of ‘loop divergences’ we shall envisage
that c1,2 →∞ at some stage. In terms of Feynman diagrams, this rule amounts to duplicating each one-
or two-vertex loop with a ‘dotted’ loop:
= + , ≡ c1 × ,
= + , ≡ c2 × . (1.97)
For example, under this rule the following two-loop diagrams are modied:
→ + + + = (1 + c1)(1 + c2) ,
→ + = (1 + c2) . (1.98)
The Feynman diagrams are governed by the SchwingerDyson equation. Our new rule must therefore
be implemented, somehow, into a modied SDe. Some reection tells us that the necessary new ingre-
dients are made from those Feynman diagrams that contain only dotted loops. Fortunately, these form a
manageable set, where we differentiate between 1PI diagrams with up to four legs10:
≡ + + + · · ·
≡ + + + · · ·
+ + + + · · ·
+
≡ + + + · · ·
≡ + + + · · · (1.99)
The only diagram that does not carry a ‘tower’ of loops on its back is the last diagram in the two-point
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9This rule accords with ‘naive power counting’ for four-dimensional scalar theories without derivative couplings, the most
direct four-dimensional extension of the zero-dimensional theories that we are discussing in this section.
10With five or more legs our rule does not allow for diagrams with only dotted loops.
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. (1.100)
We can readily translate this SDe into algebraic form. If we take out the external propagators from the
‘black-box’ graphs, we can write
= B1 , = B2 , = B3 , = B4 . (1.101)
We shall leave the actual evaluation of these sets of graphs for later: at this point, we shall simply treat
them as effective vertices. The ‘dotted-loop’-modied SDe then reads, when we work out the graphs one








































We can simply rewrite this SDe as
(µ+B2)φ = (J −B1)− (λ3 + 3B3)(φ2 + ~φ′)
− (λ4 + 3B4)(φ3 + 3~φφ′ + ~2φ′′) . (1.103)







(λ3 + 3B3)ϕ3 +
1
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(λ4 + 3B4)ϕ4 . (1.104)
Therefore the spirit of renormalization tells us that in every application the bare parameters µ, λ3, and
λ4 will never occur on their own, but always only in the combinations µ+B2, λ3 + 3B3, and λ4 + 3B4;
and that therefore, whatever the values of B2,3,4, the combination will automatically be nite if the
experimental quantities in which they enter are nite. We can therefore choose the action’s parameters
such that all Green’s functions come out nite; and the remaining B1 can always be completely absorbed
into a linear term in the bare action. Indeed, this is how the notorious ‘loop divergences’ are absorbed
into the bare action: innite loop corrections are compensated for by innite bare parameters.
1.5.4 Non-renormalizable theories
The signicant point in the discussion above is the fact that all dotted-loop contributions can be absorbed
into a nite number of terms of the bare action. We may formulate the requirement of a renormalizable
theory as that which states that a finite number of measured quantities (think of E2,3,4,) suffice to




were necessary, the theory would be called non-renormalizable: but, worse, from the operational point
of view it would be worthless11 .
As an example of a non-renormalizable situation, let us consider a Feynman rule in which a loop
with three vertices acquires a dotted counterpart: that is, we would have a (potentially innite) contribu-
tion of the form
.
This can, of course, be repaired by introducing into the bare action a ϕ6 term; but in that case there would
arise dotted loops with eight external legs:
,
which would necessitate a ϕ8 term in the bare action  and so on. A theory would arise in which an
innite number of measured quantities would be needed before any consistent prediction, i.e., nite in
high orders of perturbation theory, could be made non-renormalizable. The same problem occurs in a
theory with a bare ϕ6 interaction. It is seen that the requirement of renormalizability puts constraints
on the bare action. It must come as no surprise that the Higgs potential of the Standard Model has no
interaction terms for the Higgs eld (which is scalar) more complicated than the four-point coupling.
1.5.5 Scale dependence
As mentioned above, the parameters of the action have to be determined by comparison with experimen-
tally measured quantities. Such measurement experiments do not take place in some abstract realm, but
rather in a concrete physical situation. This experimental context partially determines the measurement
result. A very concrete example is the measurement of the coupling constant using a scattering process:
in that case, one of the determining factors is the energy at which the scattering takes place. Choices
made in the theoretical computation of the measured quantities also play their role: for example, in di-
mensional regularization (to be discussed later) an energy scale must be introduced, and this scale can
to a large extent be chosen arbitrarily. We shall lump all these effects together into a quantity s, which
we shall call the scale. It must be stressed that the scale also contains the (regularized) loop divergences,
and may be expected to become innite at some stage.
Let us consider a theory with only one parameter: an example of such a theory is massless QCD,
that is the theory of massless quarks and gluons and their interactions. The single parameter is then the
coupling constant. Let the bare parameter, as it occurs in the action, be denoted by v. The renormalized
parameter, extracted from experiment, will be denoted by w. The renormalized coupling is then given
by the bare coupling and the experimental context, embodied by the scale s:
w = F (s; v) . (1.105)
This relation should be invertible, so that we can nd v given w:
v = G(s;w) . (1.106)
Obviously we have
w = F (s;G(s;w)) , v = G(s;F (s; v)) . (1.107)
11Today this train of thought tends to be relaxed: if the necessary additional experimental values are only relevant at some
very high energy scale, the theory would be effectively renormalizable. It is a matter of taste whether this is felt to be a
comfortable situation or not.
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By differentiation we nd the following relations between the derivatives of F and G:
F1G1 = 1 , F0 + F1G0 = 0 , (1.108)
where the subscript 0 denotes partial derivatives with respect to s, and the subscript 1 stands for a partial
derivative with respect to the other argument. Furthermore, we can always dene the scale such that the
bare and renormalized couplings coincide at vanishing scale
F (0; v) = v . (1.109)
In the denition of F , it is of course a matter of choice which ingredients we want to subsume into the
scale, and which ones are xed parameters of the function F itself. It is therefore always possible to shift
some contributions back and forth between the scale choice and the function F .
Since the bare (and innite) parameter v must be independent of the scale (after all, the action does
not know which experiment is going to be used to measure the parameter), the renormalized parameters
measured at different scales must be related to each other: we shall now investigate this in some detail.
Under a nite (innitesimal) change of scale, the renormalized coupling w must change as
d
ds
w = F0(s; v) = F0(s;G(s;w)) , (1.110)
where, in the last form, all reference to the innite v has disappeared. The scale s itself, however, is also
innite. The scale dependence of w is therefore only sensible if the last lemma of Eq. (1.110) is actually








= F01G0 + F00 = 0 . (1.111)
Using Eq. (1.108) we can formulate this as a requirement for the function F alone:
F00 − F0F01
F1
= 0 . (1.112)







= 0 . (1.113)
There must therefore be a function β(v) of v only, such that
∂
∂s
F (s; v) = β(v)
∂
∂v
F (s; v) . (1.114)
By separation of variables we can solve this equation, to nd





We must have w = v if s = 0, and therefore F and hmust be each other’s inverse: F (v, 0) = F(h(v)) =
v. This in turn implies that
h(w) = s+ h(v) . (1.116)












so that we nally arrive at the scale dependence of w:
d
ds
w(s) = β(w) . (1.118)
All reference to the bare coupling has been removed: we see that the renormalized coupling has a denite,
predictable dependence on the energy scale of the measuring experiment. A remark is in order here.
What, in these notes, is called the scale is usually understood to be the logarithm of the actual energy
scale: indeed, whereas the energy scale has the dimension of energy (obviously!), the number s is,
strictly speaking, dimensionless. If we denote the scale by the conventional symbol µ, the derivative
dw/ds should then be rewritten:
d
ds
w → µ d
dµ
w .
Equation (1.118) is called the renormalization group equation, the group operation in this case being the
shift in scale. The function β(w) is called, unsurprisingly, the beta function. It governs the running of
the parameter, that is, its behaviour under changes in energy scale.
1.5.6 Low-order approximation to the renormalized coupling
Let us examine the possible shape of the function F (v, s) in some more detail. In the spirit of perturbation
theory, it will be given by a series expansion like
F (v, s) = v + v2α1(s) + v3α2(s) + v4α3(s) + · · · , (1.119)







4α′3(s) + · · ·
1 + 2vα1(s) + 3v2α2(s) + · · · , (1.120)
so that we see that it must start with v2:
β(v) = β0v2 + β1v3 + β2v4 + · · · . (1.121)
The requirement that the beta function not depend on s governs the form of the functions αj(s): to low
order in v we have from Eq. (1.120)





+ · · · , (1.122)
so that we can derive
α1(s) = β0s , α2(s) = (β0s)2 + β1s , . . . . (1.123)
It is easily derived that the leading term in αn(s) is (β0s)n.
Let us assume that the beta function is dominated by its lowest-order term, that is, β(v) = β0v2.






− β0s . (1.124)
We can exchange the bare parameter v for the measured value of w at some xed scale s0, and then the










1− β0w(s0)(s− s0) . (1.126)
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At this point we may start to distinguish between different theories. The renormalized, physical param-
eter w is a priori unknown, and has to be determined by experiment; but the number β0 is perfectly
computable from inside the theory. Note that the number β0 is a combinatorial factor with the addition
of some powers of pi, and simple numbers depending on the ingredients and quantum numbers of the
particles pertaining to the theory. The running of the coupling is therefore determined as soon as the
action has been sufciently specied. Now, it may happen that β0 is positive: in that case, the effective
coupling w(s) increases with increasing s, and will eventually become innite at some high scale. On
the other hand, when β0 is negative, the effective coupling decreases with increasing energy scale. This
is called asymptotic freedom. It is the phenomenon that has saved the theory of strong interactions: in
the 1960s when the typical energy scales of experiments were low, the effective coupling was so high (of
order 10) as to cast doubts on the usefulness of perturbation theory, whereas at the high energies current
from around 197512 the effective coupling has becomes small enough (of the order of 0.1) to warrant the
use of perturbation techniques.
2 Quantun field theory in Euclidean spaces
2.1 Introduction
The main characteristic of a space(time) of more than zero dimensions is the fact that the quantum eld
is dened at more than one point; in fact, at an innity of points. The possibility of sending signals from
one point to another requires the existence of correlations between the eld values at different points.
The nature of this correlation, and its reection in the appropriate Feynman rules, is our subject now.
2.2 One-dimensional discrete theory
2.2.1 An innite number of elds
We shall consider a theory of a countably innite set of elds in zero dimensions. We denote by {ϕ} the
set of all these elds:
{ϕ} = . . . , ϕ−3 , ϕ−2 , ϕ−1 , ϕ0 , ϕ1 , ϕ2 , ϕ3 , . . . ,
where the eld labels run from −∞ to +∞. Similarly, there is the collection of all the corresponding
sources, denoted by {J}. We shall, as a working example, consider a theory where the interaction
consists of four elds with the same label meeting at one point. Moreover, we shall assume the kinetic












where we include the sources in the action. If γ were zero, the action would be separable and the theory
would be a rather uninteresting series of replicas of the zero-dimensional action for a single eld. We
shall consider positive values of γ: in that case, the action tends to minimize if ϕn and ϕn+1 carry the
same sign: a positive correlation between neighbouring elds is the result. Note, moreover, that the
action has been chosen to be invariant under the relabelling of n by n + K with any xed K: this is
called translation invariance, in this case translation by a xed increment in labelling. The model is also
invariant under the relabelling of n by −n: this is called parity invariance.
The Feynman rules are easily derived from the action of Eq. (2.1):
12I take the commissioning of the PETRA (Hamburg, BRD) and PEP (Stanford, USA) colliders as the definitive starting
point of the relevance of perturbative QCD.


















Feynman rules, version 2.1 (2.2)
The identity of the eld is indicated by its label. Alternatively, the four-vertex and the source vertex may
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2.2.2 Introducing the propagator
The SchwingerDyson equation (2.3) can be cast in another more useful form. Consider the fact that,
upon entering the eld function via its external leg, one must encounter either zero or more two-point
functions before encountering a source vertex or a four-vertex. Let us denote by
Πm,n ≡
mn (2.5)
the total set of diagrams that contain only two-point vertices (or no vertices), and have elds n and m at
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The object Πm,n, which describes to what extent the eld ϕn inuences ϕm, will be called the propagator
from now on.
2To go from ϕn to ϕm one needs, of course, at least |n−m| vertices, but more vertices are also possible.
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2.2.3 Computing the propagator
From the translation and parity invariance of the model we have discussed, we can infer that Πm,n can
actually only depend on |m− n|, so that we can restrict ourselves to Π0,n: we denote this by Π(n). For
Π(n), we have a very simple SchwingerDyson equation:
0 n = 0 n + 0 1











Π(n+ 1) + Π(n− 1)
)
. (2.9)




Π(n) e−inz , (2.10)






e+inz R(z) dz . (2.11)












Using u = eiz allows us to write the integral (2.11) as





(u− u+)(u− u−) , (2.13)














Provided that µ exceeds 2γ, the two poles of the integrand are real, and 0 < u− < 1 < u+. We can then
contract the contour around the point u = u−, upon which we nd
Π(n) = ~
u−n
γ(u+ − u−) , n ≥ 0 . (2.15)





Unsurprisingly, the propagator falls off exponentially with |n|. Some points are to be noted. In the rst
place, if γ were negative, then u− would also be negative, and the propagator would oscillate between
positive and negative correlations. In the second place, if µ were 2γ or smaller, the poles of the integrand
would lie on the unit circle |u| = 1, making the integral diverge.













Feynman rules, version 2.2 (2.17)
The difference from the previous set of rules is that the line now denotes a propagator running between
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with the summation over m implied.
2.2.4 A gment of the imagination, and a sermon
The concept of an innite number of elds all huddling together at a single point simply cries out for a
better visualization. The most useful picture is that of each eld occupying its own point. Indicating by
a line those elds that have a direct coupling, we arrive at a picture like the following:
ϕ ϕ ϕ ϕϕ
0−1 1 2 3
We now introduce a new notion, that of distance. In our sensorial experience, distances are, in their
essence, measured by the sending and receiving of signals, and the weaker the signal from one point to
another, the further apart those points are deemed to be: in the language of these notes, the smaller Π(m−
n), the larger the ‘distance’ between n and m. We can therefore dress up our picture by introducing a
fundamental distance ∆, subsequent eld locations being separated by this distance:
ϕ ϕ ϕ ϕϕ
0−1 1 2 3
}}} } }} ∆ ∆∆∆∆∆
The distances between the points are all equal since the couplings γ are all equal. We have constructed,
as it were, a one-dimensional universe. It may come as a surprise that the concept of space is presented
here as a visualization device. If, however, we reect on how someone who (like a new-born infant) has
no a priori concept of spacelike separations would have to envisage the workings of the physical world,
we conclude that that person should invent space in order not to go insane pretty quickly. In its essence,
space, like so much else in the world around us, is simply a mental construction that allows us to come
to grips with, and control, our environment3 .
After all this has been said, we must acknowledge the empirical fact that to our knowledge space
seems not to be made up from single points. Nor does it appear to be one-dimensional  but that is easily
repaired, as we shall see. Therefore we have to assume that ∆ must be much smaller than the smallest
distances that can, at present, be resolved (about 10−18 m). We therefore introduce the continuum limit:
3See also Peter L. Berger and Thomas Luckmann, The Social Construction of Reality: A Treatise in the Sociology of
Knowledge (Garden City, New York: Anchor Books, 1966).
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we assume that the theories we consider are such that the limit ∆ → 0 can be taken in a sensible
manner, yielding sensible results. This sidesteps the interesting question of whether ∆ is really zero
or not. Indeed, we do not know. Any theoretical result that depends sensitively on whether ∆ = 0 or
not would be extremely important since experimental information about it would allow us a look at the
fundamental structure of space; but for us it is safer to construct theories whose predictions do not hinge
on this unknown. As we shall see, this can be made to work. As an added bonus, we can feel free from
misgivings about the mathematical rigour of taking the continuum limit: we may not be at the limit after
all.
2.3 One-dimensional continuum theory
2.3.1 The continuum limit for the propagator
Having identied the positions occupied by the various elds with points in space (or time), we dene
the distance between points m and n by
x = (n−m)∆ . (2.19)
The dimension of x is that of ∆, that is, a length L. The continuum limit is, then, that where ∆→ 0 and










µ− 2γ cos(z) . (2.20)
A corresponding change in the integration variable z is now in order: we write
z = k∆ . (2.21)














(µ− 2γ) + γ∆2k2 . (2.22)
In the last line, we have taken ∆ to be very small indeed. Note that the approximation cos(z) ≈ 1 −
k2∆2/2 is of course only justied as long as k is nite; but for very large k the integrand is extremely
oscillatory and contributes essentially nothing4 . Now, in order to avoid a propagator that either blows up

















with m2 a positive number (remember that we need µ > 2γ). We shall also take m itself to be positive.
We then nd the exact results
µ− 2γ = m2∆ ,
√
µ2 − 4γ2 = 2m , u− = 1−m∆/21 +m∆/2 . (2.24)
















To obtain the last lemma of this expression, we can use the fact that the integrand has simple poles at
k = im and k = −im. For x > 0, the integral contour in the complex k plane can be closed over
the positive imaginary parts, and for x < 0 over the negative imaginary parts: the result then follows
immediately by Cauchy integration. To check that this result is indeed the correct one, we can consider











2.3.2 The continuum limit for the action





It is therefore necessary for every term in the action to acquire a factor ∆. Now, the action depends on
the quantum elds ϕn. As we let the distance between the points shrink to zero, the collection of values
{ϕ} turns into a function ϕ(x). The precise correspondence between {ϕ} and ϕ(x) is something that, in














This assignment is called the Weyl ordering. Its converse reads, of course,
ϕn = ϕ(x) − ∆2 ϕ




In a sense, the eld value ϕ(x) is sitting ‘in between’ the points ϕn and ϕn+1. Other assignments can
be proposed, for instance ϕn = ϕ(x). However, these are less attractive5 . Upon careful application of









































5For example, consider a function ϕ(x) that vanishes for x → ±∞. The integral R 2ϕ(x)ϕ′(x) dx then vanishes upon





2 − ϕn2) ,
where the sum also vanishes explicitly after relabelling. For the alternative assignment ϕn = ϕ(x) the vanishing cannot be
proven.
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The interaction and source terms in the path integral do not have a factor ∆ coming out naturally, but we
may simply dene the continuum limits by redening the objects in the action:
λ4 → ∆λ4 , Jn → ∆J(x) , (2.30)
so that the continuum limit of the full action, also including the sources this time, becomes6













Note the notation with square brackets: the action is now no longer a number depending on (a countably
innite set of) numbers, but rather on the functions ϕ(x) and J(x): this is called a functional.
2.3.3 The continuum limit of the classical equation
For the discrete action, there is an obvious classical equation:
∂
∂ϕn
S({ϕ}) = 0 ∀n , (2.32)
where, again, the source terms have been subsumed into the action. For the ϕ4 model of Eq. (2.1), the
classical equation is therefore
µϕn − γ(ϕn+1 + ϕn−1) + ∆λ43! ϕ
3
n = ∆Jn (2.33)
for all n, and the extra factor ∆ in the coupling constant and the sources have been taken into account.
The Weyl prescription leads us to write
µϕn − γ(ϕn+1 + ϕn−1) ≈ m2∆ϕ(x)−∆ϕ′′(x) , (2.34)
so that the continuum limit of the classical eld equation takes the form
m2ϕ(x) − ϕ′′(x) + λ4
3!
ϕ(x)3 = J(x) . (2.35)
This is precisely the EulerLagrange equation that can also be obtained immediately from the continuum
form of the action by taking functional derivatives. To see this, let us assume that the action of a theory







































+ terms not containing ϕn . (2.37)
6Strictly speaking, the Weyl ordering requires the replacement of Jn not by ∆J(x) but by ∆J(x) + ∆2J ′(x)/2. The


























































where Fj denotes the partial derivative of F with respect to its j-th argument. Re-inserting the Weyl










































































= 0 . (2.41)










= δ(x − y) , δϕ(y)
δϕ′(x)
= 0 , (2.42)
where, as we see, ϕ(x) and ϕ′(x) are treated as independent variables. Applying these rules to the
continuum form of the action, we nd that the formal form of the classical eld equation is therefore that
of the EulerLagrange equation. The language of functional derivatives is, in these notes, treated as an
effective method, valid in the continuum limit, of writing the more fundamental discrete classical eld
equation. In the functional formalism, the EulerLagrange equation reads
δ
δϕ(x)







= 0 . (2.43)
For ϕ4 theory, the EulerLagrange equation takes precisely the form of Eq. (2.35).
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2.3.4 The continuum Feynman rules and the SchwingerDyson equation
We can now formulate Feynman rules for the continuum limit:






Feynman rules, version 2.3 (2.44)
This comes with the understanding that the positions of all vertices are to be integrated over. The SDe





















dy Π(x− y) J(y) . (2.46)
We see that the free eld is the sum of its responses to the source, weighted by the correlation between
the position where the eld is measured and that of the strength of the source at other points. It is this
property that establishes the propagator as the ‘differential-equation’ Green’s function; but note that this
correspondence is valid only for non-interacting theories.
2.3.5 Field congurations in one dimension
Before entering spaces of more dimensions, we may have a look at the eld variables. The zero-
dimensional variable ϕ, with its integration element, is in the discrete one-dimensional formulation





The continuum limit of this object is dened to be the continuum-formulation path integration element,
however badly dened this may be. The assigning of a functional value S[ϕ] to a given eld ϕ(x) is not
problematic; rather it is the prescription of how all eld congurations are to be summed over that makes
it so hard to dene path integrals rigorously7 . It is instructive to consider the nature of the dominant









It is clear that the majority of values (ϕn+1−ϕn)2 will be of order O (~∆), as is usual for Gaussian dis-
tributions. This means that ϕn+1 and ϕn must approach each other as ∆→ 0, so the contributing elds
are continuous. On the other hand, the approach is not too fast, since by ϕn+1 − ϕn ≈ ∆ϕ′(x) we see
that the derivative ϕ′(x) diverges as ∆−1/2, hence the contributing functions are nowhere differentiable.
This is not to say that differentiable elds are not allowed: rather, the non-differentiable ones are the




overwhelming majority. Two conclusions follow. In the rst place, continuum-formulation objects like
ϕ′(x) or ϕ′′(x) in the action are to be treated as highly symbolic, almost purely mnemonic, concepts. In
the second place, the classical solution, which is typically almost everywhere differentiable, is itself not
the dominant contribution to the path integral: rather, it is the bundle of elds close to the classical one
that constitutes the lowest-order approximation to the behaviour of the theory.
To gain some insight into the structure of a typical path (eld conguration), let us consider the
interrelation of three elds: it is given by





(ϕ0 − ϕ1)2 + (ϕ1 − ϕ2)2
))
. (2.47)
For simplicity, we neglect the rest of the action. The positions of these three elds are separated by ∆.
The ‘typical’ jumps in eld values are of order √∆, as mentioned above. Now imagine ‘zooming out’,
that is, disregarding the value of ϕ1, and inspecting only ϕ0 and ϕ2, which are now separated by 2∆.
This is obtained by integrating over ϕ1 in Eq. (2.47):∫






= K2∆(ϕ0, ϕ2) , (2.48)
where the proportionality constant is absorbed in the normalization of the path integral. The typical
jump from ϕ0 to ϕ2 is now of order
√
2∆. We conclude that, if we resolve the continuum path down
to a scale ∆, the typical uctuations over this scale will always be of order
√
∆. The typical path has a
fractal structure. Such behaviour, with zigs and zags at every length scale, is encountered in Brownian
motion  and in the behaviour of the stock market.
2.4 More-dimensional theories
2.4.1 Continuum formulation
Choosing to label elds with a single integer index is, of course, arbitrary. We can consider an alternative




















The obvious visualization for this choice is
that of a space rather than a line, covered with
a regular square grid of elds, each connected
to 2D nearest neighbours: the corresponding
continuum picture, therefore, is that of a the-
ory in D equivalent dimensions. Here a part
of the space for the case D = 2 is shown.
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The propagator of this theory obeys, of course, the SDe
Π(n1, n2, . . . , nD) =
~
µ





Π(n1 + 1, n2, . . . , nD) + Π(n1 − 1, n2, . . . , nD) + · · ·










exp(i(n1z1 + · · ·+ nDzD))
µ− 2γ cos(z1) · · · − 2γ cos(zD) . (2.51)
The continuum limit takes a different form than in the one-dimensional case. We dene
~x = (x1, x2, . . . , xD) , xj = nj∆ ,
~k = (k1, k2, . . . , kD) , kj = zj/∆ . (2.52)
The simplest non-trivial choice is then to approach the continuum as follows:
γ → ∆D−2 , µ→ 2Dγ +m2∆D , λ4 → ∆Dλ4 ,
ϕn1,n2,...,nD → ϕ(~x) , Jn1,n2,...,nD → ∆DJ(~x) . (2.53)










~k · ~k + m2
. (2.54)
The continuum form of the action is




















Feynman rules, version 2.4 (2.56)




















The classical eld equation for this case,
m2ϕ(~x)− ~∇2ϕ(~x) + λ4
3!
ϕ(~x)3 = J(~x) , (2.58)
can be obtained directly from the continuum action by the functional EulerLagrange equation
δ
δϕ(~x)





= 0 . (2.59)
It should be noted that the propagator depends only on |~x| and is therefore rotationally invariant: this is
a larger symmetry8 than that of the original lattice that only allows rotations over multiples of pi/2. The
way in which the relation between eld values at two points depends on the coordinates of these points





(xj − yj)2 , (2.60)
the Euclidean distance between the points; this type of quantum eld theory is therefore said to be
Euclidean.
2.4.2 Explicit form of the propagator






























































The function K is the so-called modied Bessel function of the second kind, dened by the integral
representation














(z > 0) . (2.62)





, z →∞ . (2.63)
8The increase in symmetry depends on an interplay between the lattice action and the form of the continuum limit: it is
possible to construct actions in which the continuum symmetry is not larger than that of the lattice theory.
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For very small (but positive) z, on the other hand, we may (for positive α) approximate the factor u+1/u












(z → 0) . (2.64)















x2−D , D ≥ 3 . (2.65)


























We may consider where the evolution in Feynman rules has taken us so far. We can best illustrate this
by inspecting three examples. In the rst place, we of course have the lowest-order (no-loop) two-point
function, the propagator, given by the diagram
A1 = x1 x2 (2.67)
which equals
A1 = Π(~x1 − ~x2) . (2.68)
Next, we we can look at the lowest-order contributions to the four-point function: A2 = 〈ϕ(~x1)ϕ(~x2)
ϕ(~x3)ϕ(~x4)〉 in ϕ4 theory. According to the standard rules, we can obtain this Green’s function by
writing down all Feynman diagrams with four external lines, and no source vertices. In lowest order of





















and, upon implementation of the Feynman rules, becomes




dD~y Π(~x1 − ~y) Π(~x2 − ~y) Π(~x3 − ~y) Π(~x4 − ~y) . (2.70)
















dDy1 dDy2 Π(~x1 − ~y1) Π(~y1 − ~y2)2 Π(~y2 − ~x2) . (2.72)
In all these cases, the power of ~ of each contribution is, in fact, precisely what is expected from the
diagrammatic sum rules9: in particular, A3 is of order ~2, one higher than the lowest-order contribution
which is simply Π(~x1~x2).
2.4.4 Introducing wave vectors
So far, we have considered the eld values at every point in the Euclidean space as the independent
variables. Another approach is that of considering modes as the independent variables. That is, we










The use of the same symbol for the eld and its Fourier transform should not lead to confusion provided
we consistently work in either the space or the wave vector representation. Similarly, then, we also have

























There are three good practical reasons for using wave vector (‘momentum’) rather than position as the
basic representational feature. In the rst place, as we shall see, for the free theory the various modes
are independent of one another, in contrast to the elds at different space points (indeed, the more-
dimensional theories have been constructed expressly to make elds at different points correlate to one
another). In the second place, there is a law of conservation of momentum operative in the universe, and
not a law of conservation of position. In the third place, momenta or wave vectors are more directly the
physical characteristics that are controlled and measured in actual particle physics experiments.
2.4.5 Feynman rules in mode space
The introduction of waves rather than positions as basic characteristics of an Euclidean eld conguration
enforces a renewal of the Feynman rules, which we shall now investigate using the examples of the
previous section.
First, let us look at A1:
〈ϕ(~x1)ϕ(~x2)〉 = Π(~x1 − ~x2) . (2.76)







9Recall that every propagator Π() contains a factor ~.
10In loose parlance, Fourier modes are said to be characterized by their momentum. For now, however, we shall stick to wave
vectors, the dimension of which is simply inverse to that of space vectors.
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(2pi)DδD(~k1 + ~k2) . (2.77)





dD~y Π(~x1 − ~y) Π(~x2 − ~y) Π(~x3 − ~y) Π(~x4 − ~y) . (2.78)









dDx1 · · · dDx4 dDy dDq1 · · · dDq4 e
i~x1·(−~k1+~q1) · · · ei~x4·(−~k4+~q4)e−i~y·(~q1+···+~q4)
(|~q1|2 +m2) · · · (|~q4|2 +m2)
−λ4~3
(|~k1|2 +m2) · · · (|~k4|2 +m2)
(2pi)D δD(~k1 + · · ·+ ~k4) . (2.79)
The Green’s function therefore reads
A2 = −λ4~
3
(|~k1|2 +m2) · · · (|~k4|2 +m2)


























Each connected diagram carries a factor (2pi)DδD(K) where K stands for the sum of all external wave

















(2pi)DδD(~q + ~q′ − ~k1)
(|~k1|2 +m2)2(|~q|2 +m2)(|~q′|2 +m2)
. (2.82)
We see that not all the internal wave vector integrals are resolved by wave vector conservation: in fact,
a Feynman diagram containing L closed loops contains precisely L such unresolved integrals. These
integrals are, in fact, usually divergent, thus giving rise to the notorious innities of quantum eld theory.
With the help of the above examples, we can now formulate the Feynman rules for Green’s func-












(2pi)DδD(~k1 + ~k2 + ~k3 + ~k4)




All wave vectors must be counted incoming into a vertex when
imposing the wave vector conservation.
Each internal wave vector ~k is to be integrated over, with integra-
tion element dD~k/(2pi)D .
Feynman rules, version 2.5 (2.83)
2.4.6 Loop integrals
As stated above, diagrams with loops contain internal wave vectors that have to be integrated over, and
many of these integrals are divergent. Therefore, we have to face two technical challenges. In the rst
place, we have to devise a way to quantify these divergences: this is called regularization. In the second
place, regularizing these divergences does not make them go away, and therefore we shall have to arrive
at a method of including these divergences into the theory so as to yield nite and unambiguous answers
for physically interesting quantities. This last procedure is called renormalization. In this section we
shall only address regularization, for the case of one-loop integrals.
The idea of regularization is to let the theory depend on an arbitrarily introduced parameter, so that
the divergences appear when that parameter takes on a certain value. Different regularization schemes
are available, with different choices for the extra parameter, such as particle masses and upper limits on
momenta. It must be kept in mind, however, that theories may depend sensitively on such parameters,
and therefore it may be prudent to choose the parameter in such a way that the behaviour of the theory
does not depend too sensitively on it. The most popular regularization scheme is that of dimensional
regularization: in this approach the number of dimensions D is chosen as the freely varying parameter.
Already anticipating that we shall study theories in four spacetime dimensions, we therefore write
D = 4− 2² ,
with the implication that, at the end of all calculations, we shall take ² down to zero. Any divergences
in the intermediate stages of the computation will then show up as singularities for ² → 0, and (with
any luck) will have cancelled at the end all these singularities. If not, the theory is simply not very well
dened.














(|~q|2 +m2)(|~k − ~q|2 +m2) . (2.84)
Dimensional regularization requires us to change the dimensionality of the integral in T from 4 to D =
4− 2². In doing so, however, we also change the engineering dimension of T , that is, its unit in powers
of metres, seconds, and kilograms. This implies that loop corrections to tree quantities do not have the
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same units, which is clearly unacceptable. We therefore introduce an engineering scale µ with the same
dimension as |~q|, and write





(|~q|2 +m2)(|~k − ~q|2 +m2)
. (2.85)
The ‘Feynman trick’ allows us to write
1













|~q − x~k|2 + x(1− x)s+m2
)2 , (2.86)
where s = |~k|2. After shifting the integration variable11 from ~q to ~q − x~k, integration gives, up to terms










− γE − log(4pi) + log(µ2)− log
(
sx(1− x) +m2)) . (2.87)
Since
















− γE − log(4pi)− F (|~k|2)
)
,





+ 2x+ log(x+)− 2|x−| log |x−| − 2 . (2.89)
Two limits are of interest. In the rst place, when m2/s becomes very small, x+ goes to 1 and x− goes
to −m2/s so that





− 2 , s/m2 →∞ . (2.90)
On the other hand, when m2 is very large compared to s, log(sx(1 − x) +m2) approaches log(m2), so
that





, s/m2 → 0 . (2.91)
A nal remark is in order. One may wonder why we treat loop integrals in Euclidean space in such detail,
since our known spacetime may be (approximately) Minkowskian, but it is certainly not Euclidean. The
reason is that, even in Minkowskian spacetime, loop integrals are invariably computed by transforming
the Minkowskian theory into an Euclidean one, and then performing the integrals as described above.
The precise relation between Euclidean and Minkowskian theories will be discussed in the next section.




3 Quantum field theory in Minkowski space
3.1 Introduction
Since the known space in which particle physics takes place is not of an Euclidean, but rather of a
Minkowskian nature1 , it behoves us to make the transition to this new type of space. Essentially, this
involves singling out one of the coordinate directions in order to allow for time.
3.2 Moving into Minkowski space
3.2.1 Distance in Minkowski space
Whereas the ‘real distance’, that is, the distance measure that actually governs the relative inuence of
elds at different points, is given in Eulidean space by the Euclidean square distance of Eq. (2.60), we
know that in the spacetime in which we actually live and do physics, the real distance is quite different.
In particular, one of the coordinate directions represents time. That is, events in spacetime taking place
at position ~x = (x1, x2, x3) and time t relative to some freely chosen origin are denoted by four coord-
inates:
xµ = (x0, x1, x2, x3) , x0 = ct , (3.1)
where c is the universal constant providing the exchange rate between units of distance and units of time:
c = 299792458 m s−1 , (3.2)
which is the necessary velocity of massless particles2 , and the real distance between two events with
coordinates xµ and yµ is given by
(x− y)2 = (x0 − y0)2 −
3∑
j=1
(xj − yj)2 = gµν (x− y)µ (x− y)ν , (3.3)
(summation over repeated indices implied), where gµν is the covariant metric tensor
gµν = diag(1,−1,−1,−1) ≡

1 if µ = µ = 0
−1 if µ = ν ∈ {1, 2, 3}
0 otherwise .
(3.4)
We also have the contravariant metric tensor gµν , dened by
gµα gαν = δµν , (3.5)
so that gµν is numerically equal3 to gµν . The metric tensors allow for the raising or lowering of indices:
for instance,
xµ = gµν xν : x0 = x0 , xj = −xj (j = 1, 2, 3) . (3.6)
The special role of time in physics is evidenced by the relative minus sign in the metric tensor.
1We shall not involve ourselves in the horrible complications that arise upon the use of curved space: a consistent theory of
quantum gravity is not, at present, relevant to particle physics.
2It is customary to add the provision in vacuo here, but as we shall find that particles inside a medium with which they
interact are no longer massless, this may not be necessary.
3By coincidence. Even in the flat Minkowski space, another set of coordinates (spherical ones, for instance) would lead to
a gµν quite different from gµν . However, we shall always use the sensible (pseudo)Cartesian coordinates in these lectures.
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3.2.2 The Wick transition for the action
Let us refer to the Euclidean action of Eq. (2.31):













The integral runs over the four Euclidean dimensions of space. In order to implement the special role of
the singled-out time dimension, we replace x4 by the time coordinate4 x0 as follows:
x4 ≡ ix0 , (3.8)
so that, formally, x0 is purely imaginary. We now make a crucial assumption: the integral over x0 may
be taken along the real axis. That is, we postulate that nothing drastic happens by deforming the integral
along the imaginary axis into one along the real axis. This is called the Euclidean postulate. It cannot be
proven, but only justied by the apparent success of the resulting theory. Upon invoking the Euclidean
postulate, the action in the path integral becomes


















By convention, an overall factor −i is extracted from the Minkowski action, and so the provisional form
of the path integral becomes






















where the x dependence is implied. This step from Euclidean to Minkowski space is called the Wick
transition. (It is more commonly called the Wick rotation, but we prefer to reserve this for another, more
technical step later on.)
3.2.3 The need for quantum transition amplitudes
After the Wick transition, we nd ourselves in a new interpretational situation. Since the exponent in
the path integrand is now no longer real but rather purely imaginary, a straightforward probabilistic
interpretation of the path integral is no longer possible. Indeed, every path gives a contribution which
is a complex phase factor, with the same absolute value, namely precisely one. In fact, all possible
dynamics must now arise from interference effects. The leading contribution still comes from the bundle
of paths around the classical solution (that is still given by the EulerLagrange equation), because there
the phases are constant to rst-order approximation. Further away from the classical solution the phases
of nearby paths uctuate wildly as ~→ 0 and these paths contribute very little5.
In spite of all this, we shall keep the machinery of Green’s functions, connected Green’s functions,
and the Feynman diagrams to compute them. But we shall have to reinterpret them. In accordance with
standard quantum mechanical practice, we shall postulate that the (connected) Green’s functions are
related to the quantum-mechanical transition amplitudes. The squared modulus of such an amplitude
is the transition probability, to be used in the computation of cross-sections and decay rates. The precise
nature of the Green’s functionamplitude relation will be elucidated later.
4It is called the time coordinate, but it is still measured in metres, according to Eq. (3.1). The connection is, of course, the
speed of light c which we shall not use overmuch.




3.2.4 The i² prescription
A single, somewhat technical, issue remains at this point. Since the path integrand is now a pure phase
factor, it does not vanish when the eld values become very large, and the convergence of the path
integral is even more dubious than it was in Euclidean theory. In order to cure this, we shall add a very
mild, but sufcient, damping ingredient to the path integral: from now on, we write it as















2 − i²)ϕ2 − 1
4!
λ4ϕ
4 + Jϕ , (3.11)
where ² is a vanishingly small positive number. The object L is called the Lagrangian density (or Lan-
grangian) of the theory. In future applications, specifying the Lagrangian implies specifying a theory
complete with its Feynman rules, which can be read off from the Lagrangian directly. It is seen that the
introduction of i² makes the path integrand vanish for innitely large ϕ values6. Despite the i² being
introduced here as a regulator of the path integral, it does have a denite physical effect: as we shall see,
it denes the direction of the ‘ow of time’. On the other hand, its only usefulness resides in the fact that
² > 0, and we ought to be able to take ² → 0 from positive values at the end of any calculation. Any
result that depends on the numerical value of ² is wrong or at least suspect. In specifying the Lagrangian,
one usually does not explicitly include the i² terms, they are to be understood.
3.2.5 Wick rotation for the propagator












i(k4x4 + ~k · ~x)
)
(k4)2 + |~k|2 +m2
, (3.12)
where we have already singled out the fourth components of x and k for special treatment. After the












−k4x0 + i~k · ~x
)
(k4)2 + |~k|2 +m2 − i²
. (3.13)
We now perform the Wick rotation, which consists in moving the integration over k4 from the real to the
imaginary axis. Let us dene, for given three-dimensional vector ~k,
ω(~k) =
√
|~k|2 +m2 . (3.14)






6This tactic is also used, for example, in the derivation of the integral representation of the Dirac delta function: under the





ixk − ²x2´ = ppi/² exp`−k2/4²´ = 2pi δ(k) ,
where the common representation of the δ distribution as a normal distribution with vanishing width is invoked. Without the ²,
the integral is not absolutely convergent.
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(Remember that the only signicant property of ² is its sign, not its magnitude.) If the poles are not to be












i(ik4x0 + ~k · ~x)
)
(k4)2 + |~k|2 +m2 − i²
, (3.15)
as illustrated in the picture below. We may now put
k4 ≡ ik0 (3.16)







k · k −m2 + i² , d
4k = dk0 d3~k . (3.17)




4 Illustration of the Wick rotation. The two
poles in the complex k4 plane are indicated
by dots, and the directions of integration
along the real and imaginary axis by re-
spective arrows. We see that the situation of
the poles with respect to the imaginary axis
determines the direction of integration along
it, from +i∞ to −i∞. If the poles were on
the opposite side of the axis, the direction of
integration would be from −i∞ to +i∞.
Notice that the Wick transition involves a belief in the validity of the Euclidean postulate. The Wick
rotation, on the other hand, follows quite naturally.
3.2.6 Feynman rules for Minkowskian theories
Having deduced the propagator in four-dimensional Minkowski space, we can now formulate the provi-
sional Feynman rules for Green’s functions with xed external wave vectors:
k ↔ i~ 1







λ4(2pi)4δ4(k1 + k2 + k3 + k4)
k1 k2 ↔ + i
~
J(k2)(2pi)4δ4(k1 + k2)
All wave vectors must be counted incoming into a vertex when
imposing the wave vector conservation.
Each internal wave vector kµ is to be integrated over, with inte-
gration element d4k/(2pi)4 .
Feynman rules, version 3.1 (3.18)




The vertices also pick up an additional factor i, and all vectors from now on are assumed to be Minkows-
kian four-vectors.
3.2.7 The KleinGordon equation
For a free theory, with vanishing interaction vertices, the SDe is again quite simple. In position, rather





d4y Π(x− y) J(y) = −
∫
d4y d4k
exp(−ik · (x− y))
k · k −m2 + i² J(y) . (3.19)
The classical equation is immediately seen to be(
∂µ∂µ +m2
)
φ(x) = J(x) , (3.20)
and this is known as the KleinGordon equation. In more conventional treatments, this equation is the
starting point for a relativistic quantum eld theory, being introduced as a direct relativistic adaptation
of the non-relativistic Schrödinger equation: in the present text, it is a fairly unimportant result following
from the Feynman rules. (Unimportant in the sense that we shall not derive any consequences from it.
The same will be seen to hold for the Dirac, Proca, and Maxwell equations.) What is important, however,
is the light it sheds on the source J : the natural interpretation is, indeed, for J to be a physical source,
generating the eld φ via Huygen’s principle. The propagator takes the role of the Green’s function as
used in the solution of inhomogeneous differential equations.
3.3 Particles and sources
3.3.1 Unstable particles, i², and the ow of time
We are now in a position to investigate the physical meaning of the i² prescription. In order to so so, let
us assume that ² is not innitesimal, but rather of xed value γ. That is, we shall use a propagator
Πγ(x− y) = i~(2pi)4
∫
d4k
exp(−ik · (x− y))
k2 −m2 + iγ , g > 0 . (3.21)
Moreover, let us choose a source that emits particles simultaneously8 at time t = 0, all over space: that
is9
J(x) ∝ δ(x0) . (3.22)












−ik · x+ ik0y0 − i~k · ~y
)
δ(y0)








(k0)2 −m2 + iγ . (3.23)
The integrand has poles in the complex k0 plane at
k0 = ±
√
m2 − iγ ≈ m− iγ/(2m) ,
8Simultaneity is an ambiguous concept in Minkowski space: here, we mean simultaneous in our frame.
9We do not worry about normalization issues here.
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where we have assumed that γ is small compared to m2. For times later than t = 0, the integration









Im k0 The integration contour used in
Eq. (3.23). The two poles are indi-
cated. The contour must be closed in




In accordance with the quantum-mechanical interpretation of our theory, |φ(x)|2 must be (related to) the












, τ ≡ γc
m
. (3.25)
That is, the probability of nding particles anywhere decreases exponentially as time goes on: this is
what one expects for unstable particles with a mean lifetime equal to τ . We shall write γ = mΓ, where
Γ is called the total decay width of the particle. We see that a Feynman rule is now available for unstable
particles:
k ↔ i~ 1
k · k −m2 + imΓ
The propagator for an unstable particle with mean lifetime Γ/c.
Feynman rules, version 3.1 (addendum) (3.26)
The i² prescription is seen to just mean that we should treat stable particles as the innitely-long-lifetime
limit of unstable particles.
Attractive as the above argument appears, a drawback comes from the case x0 < 0. In
that case, the contour integral must be closed along the upper half-plane, so that the pole
k0 = −m+ iγ/(2m) becomes the significant one. We find φ(x) ∝ exp(−|t|/τ), which is to
be interpreted as a particle density that starts out as zero at t = −∞, and grows to a crescendo
at t = 0: this lacks an obvious interpretation. We ascribe this to the use of the simple form
(3.22). A better source is needed for a rigorous treatment.
Another issue that appears resolved is the direction of time ow. Whereas Minkowski space itself,
being essentially static, does not assign any preferred direction associated with the time coordinate, the
direction of time ow is now dened to be that direction in which unstable particles disappear, rather
than appear.
Another point to be noted is the following. The unstable propagator by itself is seen to lead to a
decreasing overall probability, in contradiction with the normal unitary evolution of quantum mechanics.
This, however, is not the whole story: for a particle to be unstable it must be able to go over into other
particles, that is, there must be interactions. These have been left out of our discussion. In a more
complete treatment, we shall of course see that, as the unstable particles disappear, the density of other
particles will increase, and total probability will be preserved. In other words, the decay width must be




The assumption that γ is considerably smaller than m2 implies that Γ is small compared to m.
Indeed, if we assume that Γ becomes non-zero due to interactions, the very spirit of perturbation theory
argues that Γ is relatively small. Rigorous upper limits on the width of any given particle cannot easily
be given; but let us imagine a particle of mass M (in kilograms, not inverse metres). Its natural ‘size’ is
given by its Compton wavelength λc = ~/(Mc). If Γ (a quantity with the dimension of inverse length)
were larger than 1/λc, this would mean that such a particle would, upon production, decay even before a
light-like signal could have crossed its diameter: it is as if the particle vanished before it was even aware
that it existed. In general, the situation Γ > m is held to signal a breakdown of the concept of a particle
as a more or less identiable entity.
3.3.2 Kinematics and Newton’s rst law
Let us see to what extent the picture of the source as an object that, in a sense, emits particles can be
reconciled with standard ideas in classical relativistic mechanics. That is, we want to measure as well as













p0x0 − ~x · ~p
))
. (3.27)
That is, the source is active for a period σ0/c around t = 0, and in a region of volume σ3 around the















shows that it emits particles with all kinds of wave vectors kµ = (k0, ~k), centred around values pµ/~,
with pµ = (p0, ~p). For a bridge to non-quantum physics to be built, both the position and wave represen-
tation of the source should be adequately localized: σ0 and σ should be neither too large nor too small.
For now, we do not assume any particular relation between p0 and ~p.





(k0)2 − |~k|2 −m2 + i²
,












The denominator is again dominated by the two poles at k0 = ±ω(~k), using the denition in Eq. (3.2.5).
For x0 > 0, k0 = ω(~k) is the signicant one so that the integral gets its most important contributions
from wave vectors for which k0 ≈ ω(~k). On the other hand, the integral can then only be appreciable if









If we relate the zero component p0 (with dimension kg ·m · s−1) to an energy E by writing
p0 = E/c , (3.31)
we nd that the only particle modes emitted by the source that have a chance of propagating over dis-
tances much further than σ must satisfy
E ≈
√
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This is the mass shell condition, which prescribes the relation between the energy E (in joule), momen-
tum ~p (in kg · m · s−1), and mechanical mass M (in kg) of a particle moving freely through spacetime.
We recognize the quantity m that we have been using so far as the inverse Compton wavelength of the
particle10 .
Given that the particle is emitted on its mass shell, the integral φ(x) is not yet automatically large.
The imaginary part of A(~k) will lead to extremely rapid oscillatory behaviour of the integrand, and an
















x0 − ~x = 0 . (3.33)





the particle moves along a straight line, with constant velocity c~p/p0. This is Newton’s rst law.
Attractive as the above argument appears, it contains a flaw. The integration contour for k0 cannot, strictly
speaking, be closed at infinity, since (k0 − p0/~)2 becomes large and negative if k0 approaches large
imaginary values. Unless a better source is used, our treatment in this section is far from rigorous.
3.3.3 Antimatter
We again consider the free SDe:












|~k|2 +m2 . (3.35)
If x0 > 0, the integration contour can be closed through the lower half of the complex k0 plane:






−i(x0ω(~k)− ~x · ~k)
)
J(ω(~k), ~k) . (3.36)
If, on the other hand, x0 < 0, the closure must be over the upper half of the plane, and then






−i(−x0ω(~k)− ~x · ~k)
)
J(−ω(~k), ~k) . (3.37)
We see that the propagator essentially describes plane waves, with the following characteristic: positive
energies travel towards the future, and negative energies travel towards the past.
While the concept of particles with positive energy, moving from past to future, conforms to our
everyday experience, the idea of negative (kinetic) energies and movement backwards in time is not
only æsthetically repellent but may lead to splitting headaches in the description of physical processes.
When, however, we consider more closely how such a situation will appear, it becomes clear that neg-
ative energies moving backwards in time are indistinguishable from positive energies moving forward.
10A particle is called on-shell if its momentum pµ satisfies Eq. (3.32); if not, it is called off-shell. Off-shell particles are not
exotic or improbable: they are just not visible as the result of any experiment since they cannot propagate well. In popular
literature, off-shell particles are often discussed with a lot of mumbling about ‘uncertainty relations’, ‘borrowing energy from
the vacuum’, and so on. Do not be misguided. When a theorist starts invoking the uncertainty principle as a reason for




There is still a difference, of course: if the particles have additional properties such as electric charge,
the backward-moving particles will appear with the opposite charge. For instance, a negatively charged
electron moving backwards will appear as a positively charged positron moving forward. (The spacelike
part of the momentum is, of course, also reversed.) Such re-interpreted time-reversed particles are called
antiparticles. Every particular object whose propagator contains the denominator of Eq. (3.35) is seen to
contain both the regular particles and their antiparticles. Moreover, we nd the fundamental result that
particles and their antiparticles must have exactly the same mass and lifetime. Particles and their an-
tiparticles may be identical, the photon being an example. Such particles must, of course, be electrically
neutral. On the other hand, not all neutral particles are their own antiparticles: neutrons and antineutrons
are distinct from each other. Once the neutron is seen to be a collection of charged quarks, the distinction
becomes obvious. So, in some sense, the realization that the neutron and the antineutron are distinct is
an argument for their compositeness.







In one description, the particle starts at
A and moves to B, where it reverses its
time direction, and moves backwards
in time to C . In the alternative descrip-
tion, a particle starts at A and its an-
tiparticle starts at C , and the pair col-
lides at B.
The two descriptions are completely equivalent, but the second one conforms much better to the way
we tend to view the world11. At the ‘collision/reversal-point’ B the particle coming from A must dump
its energy, and even an additional amount, since its energy must become negative for it to start moving
backwards to C . Therefore, particleantiparticle collisions release energy, often in the form of photons.
For instance, when positrons meet electrons, the usual result12 is e−e+ → γγ . We also see that nothing
forbids the opposite process, in which available energy turns into particleantiparticle pairs: γγ → e−e+.
3.3.4 Counting states: the phase-space integration element
The treatment of the previous section is also useful in that it provides a hint on how to count the wave-



















k2 −m2) θ(k0) . (3.38)
11Note that the antiparticle interpretation is just the way we surrender to a prejudice about motion in time. Physicists from
some alien civilization might have fewer problems with the other interpretation.
12Note that the simpler-seeming process e−e+ → γ is kinematically impossible if the resulting photon is to be on its mass
shell. On the other hand, a single off-shell photon can be produced, but such a photon must immediately decay again into a
particle–antiparticle pair of some kind, for example.
13We shall use the term ‘mass’ also for m, although strictly speaking it has the wrong dimensionality; the actual mass is, of
course, M . Confusion will not readily arise. For the same reason, we shall occasionally call the wave vector the momentum.
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Note that if k0 is positive for an on-shell particle in any given inertial frame, it is positive in all inertial
frames that can be reached by Lorentz transformations from the rst one. This ensures that the step
function θ(k0) always has the same value, irrespective of any Lorentz boosts we may care to make.
Lorentz covariance of the phase space integration element is thus guaranteed. We shall use the density
of states (3.38) for all on-shell particles in the calculation of cross-sections and lifetimes.
If, for a given scattering process, the nal state contains N particles with masses mj , j =
1, 2, . . . , N , and wave vectors pµ1 , p
µ
2 , . . . , p
µ
N , the combined phase-space integration element is











where P µ is the total wave vector of the scattering system. The four-dimensional Dirac delta forces
the overall conservation of wave vectors (conservation of total energy and momentum). The condition




In this section we turn our attention to the bread-and-butter subject of particle physics: the description
of scattering processes. We shall discuss the way in which Feynman diagrams and their evaluation are
postulated to predict the probability of nding specied nal states given specied initial states.
4.2 Incursion into the scattering process
4.2.1 Diagrammatic picture of scattering
To a large extent, particle phenomenology can be viewed as the study of scattering processes in which
some initial state is prepared and allowed to time-evolve, and nally an observation is made in which the
system is seen to have resulted in some nal state. A useful example is provided by the current practice
in high-energy colliders: here the initial state is prepared by machine physicists operating the collider,
and it consists of two (beams of) particles with more or less well-dened momenta coming out of the
beam pipes. The interesting part of the time evolution of the system is that during which the initial-state
particles approach one another and meet (we hope1) in the interaction point, where the dynamics takes
place. The nal state is observed by the detector operated by the particle physicists.
Since not only the scattering itself but also the initial-state preparation and the nal-state obser-
vation are quantum processes, all these parts of the process must, according to our assumptions, be
described by Feynman diagrams in a manner still to be established. The diagrammatic form of the com-
plete process will then look as follows:
.
Here and in the following we adopt the convention that the initial state appears on the left-hand side of
the diagrams, and the nal state on the right-hand side. This does not imply any spatial or time-like
1In the sense that particles with perfectly well-defined momenta form plane waves of infinite spatial extent, they can hardly




relation between any of the vertices in the diagram: indeed, they are supposed to be integrated over all
of spacetime. (Of course, if there is any justice, the contribution from paths in which a vertex is very
far out ought to be small.) Another observation about the above diagram is also relevant: the initial-
state preparation and the nal-state observation should contain physics that is better understood than the
scattering part, and there should be a clear notion of precisely which particles constitute the initial and
nal states. This is indicated by the identiable propagators connecting the various ingredients of the
process. We therefore adopt the idealization that the only relevant part of the scattering should reside in
the central, or scattering part, in this case
.
We now have to confront the following two questions. In the rst place, which Feynman diagrams should
occur in the scattering part? And secondly, in actual experiments the initial- and nal-state particles travel
over many metres between preparation, scattering, and detection. These particles should therefore be on
their mass shell, which is precisely the case in which their propagators blow up. This calls for some
reinterpretation and additional Feynman rules, to which we shall come.
Before nishing this section, let us remark that initial states consisting of only a single particle
also occur:
.
In this case, we simply study the decay properties of the particle, such as its total or partial decay width.
4.2.2 The argument for connectedness
Let us consider the set of all Feynman diagrams describing a decay process. As discussed before, we
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+ · · · (4.1)
where as before the shading indicates connected diagrams. Now, recall that every vertex in any diagram
contributes a Dirac delta imposing energymomentum conservation. Therefore, every connected diagram
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3 3 3 3
3 3 3 3
(4.2)
asks for particles carrying positive energy to originate (by some interactions) from the vacuum. Such
contributions therefore vanish by energy conservation, and the only contributing diagrams are contained
in the totally connected blob. Next, consider two-particle scattering. If we forbid (for the same reason as
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+ · · · .
Now, the second term here is in principle possible but only if a) the two incoming particles are inherently
unstable2 and b) the outgoing particles arrange themselves in precisely two groups according to the in-
dicated decay patterns. Leaving aside such special cases, we conclude that the scattering amplitude is
given by the connected Feynman diagrams. Note that the restriction to connected diagrams only arises
here from simple energy considerations, and not from any deep inherent superiority of connected dia-
grams over disconnected ones: in essentially all cases of interest, the result of the disconnected diagrams
vanishes anyway.
In fact, we may conceive of situations where particles can be created from the vacuum. This is the
case in ‘eld theories at high temperature’ where processes take place in a heat bath which can deliver
energy to create particles. In such a picture the heat bath is the ‘vacuum’ of the theory, and diagrams such
as that of Eq. (4.2) are not automatically zero. Another more delicate situation is that of more incoming
particles: for instance, we might consider four particles scattering into four, in which we might recognize
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In this case, the only argument for disregarding the disconnected diagrams is an appeal to special kine-
matics.
4.3 Building predictions
4.3.1 General formulae for decay widths and cross-sections
Consider a ‘slightly unstable’ particle of mass (the inverse-length mass, not that in kilograms) m at rest,
with wave vector P µ. We shall adopt the following prescription for its differential decay width into n
particles with wave vectors pµ1 , p
µ
2 , . . . , p
µ
n:
dΓ = ΦΓ 〈|M|2〉 dV (P ; p1, p2, . . . , pn) Fsymm . (4.3)
Here, M stands for the transition amplitude, which we still have to establish. The symbol 〈|M|2〉
indicates that, in accordance with quantum-mechanical practice, we have to square the absolute value of
M in order to arrive at a probability, and the brackets indicate summation and/or averaging over degrees
of freedom other than the momenta: at present such degrees of freedom are not yet in our theory, but
they will come. The symbol ΦΓ denotes the collection of factors that must be included to account for
the density of states for the incoming particle et cetera. The momentum P µ is that of the incoming
particle at rest. The symmetry factor Fsymm is included in order to handle identical particles in the nal
state. In quantum mechanics, the statement that two particles are identical means that an interchange of
these particles leads to the physically identical nal state, so that an unconstrained summation over their
momenta (and other quantum numbers) would lead to over-counting. We therefore prescribe that F symm
contains a factor 1/k! for every group of precisely k indentical particles in the nal state3. For example,
2This makes the notion of particles ‘coming in from infinity’ conceptually dubious in this scattering.
3Some authors choose to include a factor 1/
√
k! in the transition amplitudeM. I am opposed to this since such a prescrip-
tion introduces a distinction between particles in the initial state and those in the final state, which may destroy the crossing




a nal state containing precisely 2 photons, 3 electrons and 1 positron leads to F symm = 1/(2!)(3!)(1!) =
1/12.
Note that the decay width is inversely proportional to the particle’s lifetime. This means that for a
moving particle the decay width must decrease by a factor m/P 0 to account for time dilatation.
In the case of two stable incoming particles with wave vectors pµa and pµb , we rather talk about the
transition rate per unit ux, that is, the cross-section for their scattering. It has dimension L2, and must
be given by a formula of the form
dσ = Φσ 〈|M|2〉 dV (pa + pb; p1, p2, . . . , pn) Fsymm . (4.4)
We see that, in order to get the formulae (4.3) and (4.4) to actually work, we have to establish
 the ux factors ΦΓ and Φσ;
 the algorithm to derive the amplitude from the connected Green’s function. In particular this calls
for a special treatment of the external lines.
We shall solve these issues in the next section.
4.3.2 The truncation bootstrap
We have come to one of the centrally important steps in our treatment of scattering. Consider the process
in which two particles with wave vectors pa and pb scatter and yield j + n stable particles in the nal
state, whose wave vectors we label by k1, k2, . . . , kj and q1, q2, . . . , qn. The distinction between these
groups lies in the fact that, whereas the k’s emerge ‘directly’ from the scattering, the q’s are in fact the
decay products of an unstable particle that was ‘directly’ produced together with the k’s. Nevertheless,
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Note that the connected blobs may themselves contain many different individual diagrams. By separating
blobs A and B we indicate that the unstable particle is actually quite long-lived so that the place where
it is produced and that where it decays tend to be clearly separated.
Now, we shall assume that we have somehow solved the problem of how to go from connected
Green’s function to amplitude, and that we have applied this procedure to the above process. We then
have for the amplitude the form
M = [A] i~
p2 −m2 + imΓ [B] , (4.5)
where p = q1 + · · · + qn is the momentum of the (internal) line corresponding to the unstable particle,
and p2 = p ·p. The unstable particle’s mass is m, and its total decay width is Γ. The symbols [A] and [B]
stand for the processed, connected Green’s functions for ‘production’ process A and ‘decay’ process B,
but with the Feynman factors for the unstable particle removed. Assuming, for simplicity, that F symm = 1,
we then have for the differential cross-section the form
dσ = Φσ |[A]|2 |[B]|2 ~
2
(p2 −m2)2 +m2Γ2 dV (P ; k1, . . . , kj , q1, . . . , qn) , (4.6)
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where P = pa + pb. In order to emphasize that p is the sum of the q’s, we may write this also as





(2pi)4δ4(p− Σq) , (4.7)
with obvious notation for the sum over the wave vectors q.
Now, we let the unstable particle approach stability, so that the location where it decays becomes
widely separated from that where it is produced. That is, we examine the case where Γ becomes very,
very small, and we may approximate4
1
(p2 −m2)2 +m2Γ2 →
pi
mΓ
δ(p2 −m2) . (4.8)
We can then use this to rewrite















dV (P ; k1, . . . , kj , p) dV (p; q1, . . . , qn) . (4.10)
Inserting this in Eq. (4.7) we see that the cross-section now takes the form
dσ =
(
~ |[A]|2) dV (P ; k1, . . . , kj , p) 1Γ 12m (~ |[B]|2) dV (p; q1, . . . , qn) . (4.11)
Let us now step back and consider what we are actually computing here: it is the cross-section for
producing an almost-stable particle p, together with the k’s in a specied conguration, followed by
the decay of the particle p into a specied conguration of q’s. Under the usual ideas of conditional
probability, this is the same as rst computing the cross-section for the production of p and the k’s,
followed by the conditional probability that, given p, we see it decay into the q’s. This conditional
probability, called the (differential) branching ratio, is the partial decay width for p to go into the q’s
(computed in the p rest frame), divided by the total decay width, in this case Γ. We conclude that
 ~ |[A]|2 is 〈|M|2〉 for the process pa + pb → k1 + · · ·+ kj + p ;
 ~ |[B]|2 is 〈|M|2〉 for the process p→ q1 + · · · + qn ;
 ΦΓ must be given by 1/(2m).
In a sense, we have managed to cut through the p line, and interpret the process rather as it would be
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A point to be noted here has been somewhat hidden so far. The connected Green’s functions contain
overall factors (2pi)4δ4() for overall wave-vector conservation. This conservation has already been im-
posed in our choice of the phase space integration elements dV . We therefore have to remove these
factors in the transition from connected Green’s function toM as well.
What about the treatment of the external lines? In the above discussion we started with p as
an internally ocurring unstable particle, carrying its own propagator. As we let it become stable, the
propagator has disappeared into the phase space counting, leaving only a residue of a factor ~2. At the
end of the discussion the particle p has become a stable particle occurring as an external line in blob A.
This, therefore, must be the prescription for the external lines. This is called truncation or amputation
of external lines. An external line must apparently simply carry a factor
√
~ instead of its undened
propagator. We arrive at the following, expanded set of rules for the calculation of scattering amplitudes
M (as opposed to Green’s functions):
k ↔ i~
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λ4(2pi)4δ4(k1 + k2 + k3 + k4)
k1 k2 ↔ + i
~
J(k2)(2pi)4δ4(k1 + k2)
² is replaced by mΓ for unstable particles.
All wave vectors must be counted incoming into a vertex when imposing the
wave vector conservation.
Each internal wave vector kµ is to be integrated over, with integration element
d4k/(2pi)4 .
Feynman rules, version 4.1 (4.12)
The ux factor ΦΓ for particle decay has been found to be 1/(2m). It is related to how we
count the density of states of the incoming particle. We can directly translate to the case of two-particle
scattering. Let us work in the Lorentz frame in which particle b is at rest while particle a impinges upon
it. Keeping in mind the effect of Lorentz transformations on the density of states, we see that whereas
mb remains, ma has to be replaced by p0a. The density-of-states factor for the two-body initial state is
therefore 1/4p0amb. Since, however, we are asking for a cross-section rather than a transition rate, we
have to divide this by the velocity of particle a in b’s rest frame, that is, by a factor |~pa|/p0a. The ux




This expression, being given in a specic Lorentz frame, is not very attractive. We can, however, write it





(pa + pb)2, p2a, p2b
)1/2 , (4.13)
where we have introduced the KällØn function
λ(x, y, z) ≡ x2 + y2 + z2 − 2xy − 2xz − 2yz = (x− y − z)2 − 4yz . (4.14)
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It often happens that the colliding particles have masses that are negligible compared to their combined
invariant mass, which is commonly denoted by the Mandelstam variable s. In that case, we may write
Φσ ≈ 12s . (4.15)
This nishes our bootstrap treatment of the relation between connected Green’s functions and scattering
amplitudes, or matrix elements.
4.3.3 A check on dimensionalities
It is instructive to check whether the widths and cross-section expressions that we have derived do,
indeed, have the correct dimensionality. By dim[ ] we shall denote the dimensionality of objects. In the
rst place, from the fact that the action S must have the same dimension as ~, we can immediately derive















where, as before, L denotes a length. Therefore, a connected Green’s function with n external lines

























To go from the connected Green’s function Cn to the n-point matrix elementMn, we have to extract the
external propagators as well as the overall wave-vector conservation delta function, and assign a factor
















The n-particle phase-space integration element dVn has dimensionality L4−2n as we have seen. Taking
into account that the ux factor ΦΓ = 1/2m must have the dimensionality of 1/m, that is, L, the

































again as required. Note that the above analysis is kept simple because we have restricted ourselves to the
use of wave vectors rather than mechanical momenta, which would introduce additional factors of ~ in
the calculation. The other natural constant c need not enter here.





6Higher-order contributions to Green’s functions contain, of course, additional powers of ~: but these must occur only in





4.4.1 Unitarity of the S matrix
IfM is to be a correct form of the scattering amplitude for a given initial state to be observed to have
evolved into a given nal state, it must obey the constraints of unitarity, which we shall now discuss. In
a more traditional quantum-mechanical parlance, the initial state is given to us at some time in the far
past, where the incoming particles are supposed to be so widely separated that they are essentially free:
the state of the system is then
|in, t = −∞〉 .
We now let nature take its course: the incoming particles approach one another, the interaction is
‘switched on’, and the system evolves into some, possibly very complicated, superposition of free-
particle states:
|in, t = −∞〉 → |in, t = +∞〉 .
Finally, the nal state is observed to be a particular free-particle state (assuming the nal-state particles
have been able to move very far away from one another), that is,
|out, t = +∞〉 .
The probability amplitude for this to happen is of course
M = 〈out, t = +∞|ins, t = +∞〉 ≡ 〈out, t = +∞| S |in, t = +∞〉 , (4.22)
where S is the matrix describing the time evolution of the incoming state from t = −∞ to t = +∞.
Assuming that both the in and the out states contain complete orthonormal bases, the S matrix must be
unitary. (It might also be anti-unitary, but we shall not consider this.) The free-particle states are natural
choices for complete orthonormal bases, and we see thatM is simply a matrix element of the S matrix.
We shall investigate this in more detail.
For simplicity, let us assume that we can label the initial states with a discrete label i, and the nal
states by a similar discrete label f . We can then write the S-matrix element as
Sfi = δfi +Mfi , (4.23)
where the Kronecker delta embodies what would happen if there were no interactions: then, the only
possible observed nal state would be identical to the initial state (two particles, say, continuing on their
way without having interacted). The remainderMfi is the object described by Eq. (4.22): it is the result
of the interactions of the theory, and is described by the Feynman diagrams. Note thatMii 6= 0 is quite
possible: it corresponds to the case where the nal state happens to reproduce the initial state, so to speak
in spite of the interactions. This is called the forward scattering amplitude. Now, the unitarity of the S
matrix is expressed7 as SS† = S†S = 1, or∑
k
S∗kfSki = δfi , (4.24)




M∗kfMki = 0 . (4.25)
As a special case, we can consider f = i: we then have the optical theorem
2 Re (Mii) +
∑
k
|Mki|2 = 0 , (4.26)
7Since S may be an infinite matrix, both conditions are necessary, whereas for a finite matrix one would suffice.
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which immediately shows that the forward scattering amplitude must have negative real part8. Another
simple result is the well-known property of unitarity matrices: by putting f = i in Eq. (4.24) we see that
for every S-matrix element we have
|Sfi| ≤ 1 ∀ i, f (4.27)
which implies thatMfi can not be arbitrarily large. We shall employ this idea extensively later on.
4.4.2 An elementary illustration of the optical theorem
We consider the following physical process: we start with an empty initial state i (that is, a state contain-
ing no particles). At some moment a source kicks in, producing an unstable particle with wave vector p,
mass m, and total width Γ. Sometime later, the same source absorbs the particle, and at the end the nal
state is empty again. The simple Feynman diagram describing this is
J Jp
Since the initial and nal state coincide, this is a forward scattering amplitude, and should obey the




















(p2 −m2)2 +m2Γ2 , (4.29)
which is indeed negative. Now, we consider the matrix elements Mki as used in Eq. (4.26). These
describe the initial state i going over into any nal state k, that is, they describe the decay of the particle




















and we shall denote them by
Mki = −iJ~
~
p2 −m2 + imΓD , (4.30)














~ |D|2 . (4.32)
But this is, of course, precisely the prescription for the decay width of the particle, if we realize that the
nal state k indicates not only all possible nal states, but also that the summation over k should include
the phase-space integration. This short excercise illustrates both the optical theorem and the computa-
tional prescriptions arrived at before. Note that the factor ~ corresponds precisely to the Feynman rule
that an external line should carry a factor
√
~.
8A word of caution: in much of the literature, the statement reads that the amplitude must have positive imaginary part.
This is simply due to the fact that in those texts, the S-matrix element is written not δ +M but δ + iM. I do not see any




4.4.3 The cutting rules
We shall now consider how the unitarity relation (4.25) can be made useful in the language of Feynman
diagrams. To start, we realize that this equation contains, in addition to the ‘standard’ matrix element
Mfi for initial state i and nal state f ,M∗if , which describes the (complex conjugate) matrix element
for initial state f going over into nal state i, that is, the time-reversed process. We shall embody this in
a useful manner by introducing a cutting line. A cutting line cuts across diagrams separating them into
a ‘left’ and ‘right’ piece. Any diagram to the left of a cutting line is interpreted as usual; any diagram to
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i k fk = 0 . (4.33)
It is possible to sharpen this equation to make it more useful. In the rst place, Eq. (4.33) holds for
whole matrix elements, evaluated to all orders in perturbation theory. This implies that it must also hold
for each order separately. However, even at some xed order, Mfi can contain very many diagrams.
Consider a somewhat-complicated Feynman diagram in ϕ3 theory:
. (4.34)







The unitarity structure of the above Feynman diagram is not immediately obvious since there are, at this
order of perturbation theory, quite a few diagrams that contribute to this amplitude (I count 57 of them).
We can, however, employ the following trick. Let us assign a different label to each line in the diagram,










and let us assume that each line corresponds to a different eld. This diagram can then be interpreted as
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V = λ123ϕ1ϕ2ϕ3 + λ245ϕ2ϕ4ϕ5 + λ349ϕ3ϕ4ϕ9 + λ567ϕ5ϕ6ϕ7 + λ789ϕ7ϕ8ϕ9 . (4.37)
Nothing forbids us from assigning to the various ϕϕϕ couplings precisely the value λ. Now, it is easily
seen that, in order λ123λ245λ349λ567λ789, the diagram (4.36) is the only diagram that can contribute in
this theory. (The secret resides in the fact that in V the external elds 1, 6, and 8 occur precisely once,
and the other elds precisely twice.) We can do even more: by inspection of all possibilities, we can
simply realize that the only nal states k in the unitarity condition (4.33) must be precisely k = {2, 3},
{5, 9}, {2, 4, 9} or {3, 4, 5}, if we want to end up with the right order in perturbation theory9 . In other
words,
+ +
+ + + = 0 , (4.38)
where we have omitted the line labellings: indeed, the same identity must hold for the original diagram
(4.34). This establishes the so-called cutting rules (also called the Cutkoski rules), which can be most
simply expressed in words: take a diagram and move the cutting line through it from right to left in all
possible manners, making sure that the two halves in which the diagram is cut remain connected and
that neither the inital state nor the nal state is dissected. The sum of all the possible contributions then
vanishes10 .
4.5 Some example calculations
4.5.1 The FEE model
As an example of an application of what we have learned so far, we shall investigate a theory that contains
two particle types, one of mass m, denoted by E, and another of mass M denoted by F . The Lagrangian


















There exists a single coupling between two E’s and one F . Note that the Feynman rule for the vertex is






with no length scale.
4.5.2 Two-body phase space
Since we shall consider processes ending in a two-body nal state, it is expedient rst to work out
the corresponding two-body phase space. For the sake of generality we shall do this for a nal state
containing two momenta q1,2µ with general masses m1,2. Furthermore we shall write
P µ = q1µ + q2µ , s = P µPµ . (4.40)
9Note that, for instance, the choice k = {5, 7, 8} would result in the right-hand half of the diagram being disconnected; the
choice k = {2, 4, 7} is inconsistent since both 6 and 8 are in the final state.
10One might object that in a theory with many different fields the symmetry factors of the diagrams will, in general, be
different from those of a theory with only a single field, and this is true: however, the summation over the ‘intermediate states’




The phase space (and therefore the widths and cross-sections) are most easily evaluated in the rest frame
of P µ, in which ~q1 = −~q2. The phase space integration element is given by
dV (P ; q1, q2) =
1
(2pi)2
d4q1 δ(q12 −m12) d4q2 δ(q22 −m22) δ4(P − q1 − q2) . (4.41)
As a rst step, we cancel d4q2 against the four-dimensional Dirac delta, and write the q1 integration in
its not-explicitly-covariant form:







(P − q1)2 −m22
)
. (4.42)









|~q1| dq10 dΩ , (4.43)
where we denote the ~q1 solid angle by
dΩ = d cos θ dφ (4.44)
with a polar angle θ running from 0 to pi and an azimuthal angle φ running from 0 to 2pi, and use the fact
that
|~q1| d|~q1| = q10 dq10 . (4.45)
The Dirac delta imposing the mass shell condition on q2 can be written as
δ
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|~q1| = |~q2| = 12√s λ(s,m1
2,m2
2)1/2 . (4.48)
In the P µ rest frame, the phase space integration element is therefore given by















4.5.3 A decay process
As a rst application, we shall assume that M > 2m so that the F particle can decay into a pair of E’s:
F (P ) → E(q1) E(q2) .
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so that it has dimensionality dim[1/L], as it should. The decay width is therefore
dΓ(F → EE) = 1
2M








Note the occurrence of the symmetry factor 1/2! arising from the fact that the two nal-state E particles
are indistinguishable. The angular integration is of course trivial in this simple case, and we immediately
nd the total width








with the correct dimensionality dim[Γ] = dim[1/L].
4.5.4 A scattering process
As a second application, we take the mass M of the F particle to be zero. We now have an extremely
primitive picture of the electronphoton system, where E is the electron and F the photon. We consider
the process of ‘Compton scattering’:
E(p1) F (p2) → E(q1) F (q2)












The total momentum involved is now
P µ = p1µ + p2µ = q1µ + q2µ , (4.53)
and we shall use the invariant products
s = (p1 + p2)2 , u = (p1 − q2)2 . (4.54)









We shall also introduce the quantity
K ≡ λ(s,m2, 0)1/2 = s−m2 , (4.56)
which allows us to write
u−m2 = −2(p1 · q2) = −K
2
2s
(B + cos θ) , B =
s+m2
s−m2 . (4.57)
Here, θ is the angle between ~p1 and ~q1 in the centre-of-mass frame, that is, the angle over which the E








K3(B + cos θ)
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At high energies, where B ≈ 1, the cross-section is strongly peaked in the backward direction. At low
collision energy, where s ≈ m2, B is very large and the angular distribution is at. The total cross-



















At rst sight the cross-section might appear to diverge at the very lowest energies, since K vanishes








A remark is in order here. In the rst place, the factor λ4 and consequently the factor ~2 could have been
foreseen from the start. The fact that the cross-section must have dim[σ] = dim[L2] implies that at the
threshold, where m is the only length scale in the problem, there must also be an overall factor 1/m2.
Moreover, n-body phase space contains a power pi4−3n from its denition; and it also contains n − 1
solid angles to be integrated over, each giving rise to11 a factor pi. This means that the total cross-section
for an n-body nal state will contain a factor pi3−2n. In this way, almost the whole cross-section formula
is determined, and all the calculational effort is only used to nd the numerical factor 1/48.
5 Dirac particles
5.1 Pimp my propagator
5.1.1 Extension of the propagator and external lines
So far we have been studying particles that can carry only a limited amount of information: such a
particle is completely specied once we have determined its identity and its momentum. In this section
we shall start increasing the number of properties that particles can carry, by examining how the Feynman
propagator can be modied. Since the pole structure of the propagator is closely connected with the
causality of the theory, and must be used to derive Newton’s rst law in the approximation of propagation
over macroscopic distances, we will not mess around with the denominator of the propagator. The
generalizations we shall propose therefore concern themselves with the numerator, and are of the form
i~
1
p2 −m2 + i² → i~
T (p)
p2 −m2 + i² , (5.1)
where T (p) is some object that informs us that the propagating particle is not as simple as we have seen
so far, but has additional properties. What those properties are depends, of course, on the choice of T (p).
Now, one very important observation is in order here. The particle propagator never occurs in
isolation, but always between two vertices, where the particle is ‘produced’ and where it is ‘absorbed’1 .
This implies that, as long as we have not committed ourselves to particular vertices, a change in the
propagator may be compensated to some extent by a change in the vertices. For instance, suppose that
T (p) is a simple number: then the predictions of the theory will remain unchanged if we opt to multiply
the vertices by T (p)−1/2. Therefore T (p) must be more complicated than a single number, i.e., it must









11This means that the angular integral is not necessarily pi, but rather that a factor pi always figures in the result of a solid-angle
integral.
1It may be realized that this statement holds true also in the case of external lines, if we keep in mind that these are defined
in the square of the matrix element.
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where a, b are some indices living in some linear space. They may be Lorentz indices (as in the case
of spin-1 particles, see later on), but not necessarily. Note also that T (p) must not be a simple dyad
(which would be the case if the label n takes only a single value), since in that case the ‘vectors’ U and
W could again be absorbed into the vertices. Therefore the sum over n must contain at least two terms.
The vertices of the theory must, of course, contain corresponding indices a, b with which those of the
propagator are contracted, otherwise the matrix element could not be a simple number.
If we now reappraise the truncation argument of the previous section, we see that we can redo
it with the more complicated propagator. Again the denominator contribution will end up in the phase
space, but the numerator will be left. We can remedy this by assigning the factor Wb to the production
matrix element, and Ua to the decay amplitude, with the understanding that this only holds if the particle
is on-shell. We see that an extension of the propagator naturally leads to new Feynman rules for the
external lines as well. In the following we shall investigate several such extensions.
Note that in the above discussion we have not assumed any particular relation between the ‘vectors’
U andW . In particular we have not definedW to be the ‘Hermitian conjugate’ of U . In the usual
cases of Dirac fermions and of regular spin-1 bosons, U andW are related by conjugation; but in the
Weyl formulation for spinors no such conjugation is necessarily implied. This means that, whereas
Dirac spinors are only defined for on-shell, positive-energy particles (as we shall see), Weyl spinors
can be constructed for negative-energy (but massless) momenta.
5.1.2 The spin interpretation
As we have seen, particles with generalized propagators will carry factors U or W when they occur as
external lines in Feynman diagrams. Such particles therefore carry, by denition, additional information
which is somehow embodied in the label (n). Adhering to good quantum practice, we shall assume that
particles with different values of (n) are physically distinct from one another even if their momentum is









= K δn,n′ , (5.3)
with K some constant (that is, the external-line factors are (multiples of) the elements of an orthonormal
set). This implies that
T (p)2 ∝ T (p) . (5.4)
In other words, T must have properties of a projection operator. By simple counting arguments, it would
seem reasonable to interpret the external factors U (n) as members of a (k − 1)/2-spin multiplet if the
label (n) runs over k values: however, the more careful treatment is to rst see how the U transform
under rotations in the rest frame of pµ, and only then to assign them a spin interpretation (this becomes
particularly important in the case of massless particles). We shall do this explicitly for various particle
types.
Before closing this section, we point out that the particles we have studied in the previous section,
whose propagator has the trivial numerator T (p) = 1, of course transform trivially (i.e., not at all) under
rotations: such particles are therefore scalars, or spin-0 particles.
5.2 The Dirac algebra
5.2.1 The Dirac matrices
Probably the simplest non-trivial choice for T (p) is to let it depend linearly on the momentum. As has
been stated, we shall use ‘momentum’ and ‘wave vector’ interchangeably, with the understanding that
in every serious application of the Feynman rules, the dimensionality must be L−1. At this point, an
immediate objection may be raised; for the momentum carries a Lorentz index. Now we do not want to




redenition of the vertices. On the other hand, we cannot afford to have the Lorentz index oating loose,
which would destroy the Lorentz invariance of the theory. We therefore choose
T (p) = pµγµ +K m 1 . (5.5)
Here, γµ (µ = 0, 1, 2, 3) is a set of four matrices since as we have argued the propagator’s numerator
must be of matrix form2. The symbol 1 stands for the unit matrix of whatever space the γ matrices
live in, and the term Km1 has been added since there is no clear reason to forbid it from the start. Of
course, simply prescribing the γ matrices would again destroy the Lorentz invariance of the theory since
any matrix element would have γ’s all over the place. We therefore require that, in the nal form of
the matrix element, all reference to the specic choice of these matrices can be removed in a Lorentz-
invariance-respecting manner. That is, the γ matrices must be endowed with a property that allows us to
remove them from the nal answer. The momenta with which they are contracted should then end up in
ordinary Minkowski products. A moment’s reection will tell us that essentially the only possible such
property is3
γµγν + γνγµ = 2gµν1 . (5.6)








= 2 gµν δab ,
but as is conventional we shall not explicitly write out the Dirac indices unless it is unavoidable. Note
also that Eq. (5.6) immediately conrms that the Dirac objects γ cannot be simple numbers. Because in
that case the fact that g01 = 0 would imply that γ0 or γ1, or both, vanish: and that would clash with
g00 = −g11 = 1. Dirac matrices with different indices anticommute, while
(γ0)2 = 1 , (γk)2 = −1 (k = 1, 2, 3) . (5.7)
We also nd immediately that
γµ γµ = 4 . (5.8)
Additionally, we choose the following Hermiticity properties:
γ0
† = γ0 , γk† = −γk (k = 1, 2, 3) . (5.9)
Note that this is not completely arbitrary, since γ0 could not possibly be anti-Hermitian, nor could γk be
Hermitian. The reason for this choice of Hermiticity will appear below. Any choice of Dirac matrices
satisfying Eqs. (5.6) and (5.9) is acceptable. Many possible choices have been proposed in the literature.
That none of them possesses a physical advantage over the others follows from the ‘fundamental theorem
of Dirac matrices’ which shows that any two representations of the Dirac algebra (5.6) can be transformed
into each other, even those without the property (5.9). Note that, at this point, we have not specied the
dimensionality of the Dirac matrices. In order to avoid confusion with Lorentz indices, the Dirac indices
will be called spinor indices, and the objects U andW for this propagator will be called spinors. Spinors
carry only a single spinor index.
Before nishing this section, let us introduce the Feynman ‘slash’ notation: if aµ is a Lorentz
vector, we shall mean by /a its contraction with Dirac matrices:
/a ≡ aµ γµ . (5.10)
2Another argument against the γ’s being simple numbers is that, in that case, they would define a preferential vector γµ.
This would destroy the assumed isotropy of Minkowski space, and a frame in which ~γ vanishes would deserve to be equated
with Newton’s absolute reference frame.
3The anticommutation is necessary because of the symmetry of gµν in its indices. Another possibility might read something
like γµγνγαγβ = ²µναβ1 but this would not allow us to remove fewer than four Dirac matrices in any matrix element. The
factor 2 in Eq. (5.6) is simply conventional.
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The Dirac equation (5.6) can therefore also be written as
/a/b + /b/a = 2 (a · b) ∀ aµ, bν , (5.11)
with the corollary that
/a/a = a2 . (5.12)
It is customary to leave the unit matrix 1 out of the notation. Its presence can always be inferred where
necessary. We stress that the vector object aµ and the matrix /a encode exactly the same information:
further on we shall see how the vector can be recovered once the matrix is given. A few simple results,
which can be checked by repeated application of the anticommutation rule, are
γµ /a γµ = −2 /a ,
γµ /a /b γµ = 4(a · b) . (5.13)
5.2.2 The Clifford algebra
By the anticommutation relation (5.6), any product of more than four Dirac matrices can be reduced to a
smaller number. Let us dene the enormously useful object4
γ5 ≡ i γ0 γ1 γ2 γ3 , (5.14)
for which we can immediately derive that
γ5γµ = −γµγ5 , (γ5)2 = 1 . (5.15)
We can also dene the commutator of Dirac matrices as
σµν ≡ i
2
[γµ, γν ] =
i
2
(γµγν − γνγµ) . (5.16)
Obviously there are six independent σ matrices. The most general object that can be constructed using
Dirac matrices is therefore
Γ = S 1 + Vµγµ + Tµνσµν + Aµ γ5γµ + P γ5 , (5.17)
and these objects form the Clifford algebra. We see that T (p) must be an element of the Clifford algebra.
The various coefcients are called, repectively, the scalar (S), vector (Vµ), tensor (Tµν ), axial-vector
(Aµ), and pseudo-scalar (P ) coefcients. Since the tensor coefcient may be taken antisymmetric, there
are in total 1+4+6+4+1=16 coefcients. This suggests (but does not prove) that the Dirac matrices are
4×4 matrices. Given an element Γ in the Clifford algebra, we can recover its coefcients using the trace
identities that we shall discuss below.








These are mutually exclusive projection operators; that is,
ω2± = ω± , ω+ω− = ω−ω+ = 0 . (5.19)
These operators are widely used.
4In some texts the definition of γ5 is slightly different, for instance it may lack the factor i. Some care is necessary in
comparing results between different texts. The reason why it is called γ5 and not γ4 is that in some older treatments the





A very important role is played by traces of Dirac matrices or Clifford elements. To start, we have of
course
Tr (1) = N , (5.20)
where N is the (as yet unknown) dimensionality of the Dirac matrices (we shall prove later on that
N = 4). Using γ5 and the cyclicity property of the trace operation, we see that








= −Tr (γµγ5γ5) = −Tr (γµ) (5.21)
so that the trace of a single Dirac matrix vanishes; and by the same method we see that the trace of a





= 0 . (5.22)




Tr (γµγν + γνγµ) = N gµν , (5.23)

























= −Tr (γ5) , (5.24)







2gµνγαγβ − 2gµαγνγβ + 2gµβγνγα − γνγαγβγµ
)
, (5.25)







gµνgαβ − gµαgνβ + gµβgνα
)
; (5.26)
and the same method may be used to arrive at the 15 terms for a trace of 6 Dirac matrices, the 105
terms for a trace of 8 matrices, and so on. (It is clear that such trace evaluations are best performed by
computer algebra.) Furthermore, since the anticommutation operations used in Eq. (5.25) might as well
have moved to the left inside the trace instead of to the right, we immediately nd that5
Tr (γµ1 γµ2 γµ3 · · · γµn−1 γµn) = Tr (γµn γµn−1 · · · γµ3 γµ2 γµ1) . (5.27)
Since γ5 is the product of all four different Dirac matrices, the product γ5γµγν (with µ 6= ν) is actually





= 0 . (5.28)





= iN²µναβ . (5.29)
Returning to the general Clifford algebra element Γ, we can straightforwardly derive the following re-
sults:
Tr (Γ) = N S ,
Tr (Γ γµ) = N V µ ,










= N P . (5.30)
This shows that we can indeed recover all coefcients from a given Γ. It also leads to the following useful
insight: if all the above ve traces vanish, then Γ itself must be identically zero. The above method of
computing the Clifford coefcients from the algebra element is also called Fierzing.
5For even n, we have the proof here; for odd n it is trivial.
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5.2.4 Dirac conjugation
The linear space in which the Dirac matrices operate can be endowed with an attractive notion of conju-
gation, called Dirac conjugation, which we shall now construct. Denoting the Dirac conjugation by an
over-bar, we require that the Dirac matrices be all self-conjugate:
γµ = γµ , µ = 0, 1, 2, 3 . (5.31)
Obviously, then, Dirac conjugation cannot be simple Hermitian conjugation, and we look for a denition
of the form
Γ = Ω Γ† Ω−1 (5.32)
for any Clifford element Γ: such a form ensures the reasonable property
Γ1Γ2 = Γ2 Γ1 (5.33)








)† Γ Ω†Ω−1 = B−1Γ B , B = Ω†Ω−1 . (5.34)
The element B must therefore commute with any Clifford element, which implies that B is a multiple of
the unit element (this is a variant of Schur’s lemma). Without loss of generality we may therefore take
B = 1, so that Ω is Hermitian. The straightforward choice (in fact the only one) is therefore to take
Ω = γ0, and the Dirac conjugate is then dened as
Γ = γ0 Γ† γ0 . (5.35)
For a spinor ξ (which carries an upper spinor index) we have
ξ = ξ† γ0 , (5.36)
which is seen to carry a lower spinor index. A conjugate spinor η, which carries a lower index, obeys
η = η , (5.37)
which has an upper index. A spinor sandwich is an object of the form
η Γ ξ ,
and it carries no spinor indices as can be seen; reasonably, we have





Further conjugacy properties follow immediately from Eq. (5.31):
σµν = σµν , γ5γµ = γ5γµ , γ5 = −γ5 , ω± = ω∓ . (5.39)
In order for a general Clifford element of the form (5.17) to be self-conjugate, the coefcients S, V µ,
T µν , and Aµ must be real, and P imaginary.
The standard Dirac spinors which we shall investigate are dened such that W = U , although as
we have already mentioned this is not an unavoidable choice to make. Note that the Dirac choice implies
that




5.2.5 Sandwiches as traces
Consider a spinor sandwich:
η Γ ξ .
In terms of explicit indices, this reads







Once we realize that the individual terms in this double sum are, in fact, simple numbers, it is clear that
we may also write






= Tr (ξ η Γ) , (5.42)
where ξη is seen as a (dyadic) matrix. This ‘mental ip’, whereby we may suddenly interpret the combi-
nation spinorconjugate spinor as a matrix, frequently turns out to be extremeley useful in the evaluation
of objects involving Dirac matrices.
5.2.6 A Fierz identity
As an application of what we have learned of the Clifford algebra, we shall prove the Fierz identity. This
deals with the object
F (1, 2, 3, 4) = ξ1ω+γ
µξ2 ξ3ω+γµξ4 , (5.43)
where the ξ’s are arbitrary spinors. Obviously, F (1, 2, 3, 4) = F (3, 4, 1, 2). Now, as F stands denoted
above, it appears to be the (Minkowski) product of two spinor sandwiches, but we may also (by the
‘mental ip’ mentioned above) see it as the single sandwich






since ξ2ξ3 is an element of the Clifford algebra. We therefore have coefcients such that
ξ2ξ3 = S + Vαγ
α + Tαβσαβ +Aaγ5γα + Pγ5 . (5.45)















= −2ω+ (Vαγα −Aαγα) , (5.46)
where we have used the fact that ω+Γω+ = ω+ω−Γ = 0 if Γ contains an odd number of Dirac matrices
(so that S, T , and P drop out). We can therefore write
F (1, 2, 3, 4) = −2ξ1ω+ (Vα −Aα) γαξ4 . (5.47)
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This leads us to the alternative form





















F (1, 4, 3, 2) . (5.49)
As we have already mentioned, we shall show that N = 4 and the Fierz identity then becomes
F (1, 2, 3, 4) = −F (1, 4, 3, 2) . (5.50)
In other words, the spinors ξ2 and ξ4 may be interchanged at the price of a minus sign6.
5.2.7 The Chisholm identity
Consider a Clifford algebra element Γ that consists of only an odd number of γ matrices (that is, one or
three). In that case it has the decomposition
Γ = Vµ γµ +Aµ γ5γµ . (5.51)
Let us dene the reverse ΓR as the result of writing all the Dirac matrices involved in the reverse order7.





= Tr (Γ) , (5.52)
for all elements of the Clifford algebra. In the present case, we have
ΓR = Vµ γµ −Aµ γ5γµ . (5.53)
Therefore
ΓR + Γ = 2Vµ γµ . (5.54)
We immediately arrive at the so-called Chisholm identity:











The requirements on the object T (p) that we have gathered so far are that it be a member of the Clifford
algebra, and that
T (p)2 = T (p) , T (p) = T (p) , (5.56)
although by a renormalization we may relax the rst requirement into a proportionality. Now, it must be
remembered that any modication of the propagataor may be compensated for by a transformation of the
vertices: so, if there is a Clifford-algebra object Σ such that
ΣΣ = ΣΣ = 1 ,
6This is very suggestive, once we are convinced that the Dirac system describes fermions. However, the Fierz identity holds
only for this particular sandwich, and relies heavily on the presence of the ω±. On the other hand again, it is eminently suited
to resolving a potential problem in the Fermi model of muon decay, which we shall discuss later on.




then, effectively, the propagator
Σ T (p) Σ
is equivalent to T (p) itself. We may then perform a search8 through all inequivalent possibilities for T .
The upshot is that there are precisely four projection operators, for a choice of two Minkowski vectors
kµ and sµ such that











where λ1,2 = ±1. We have




2) = δλ1,λ′1 δλ2,λ′2 Π(λ1, λ2) (5.60)
and also we conclude that, since there are precisely four projection operators, we can settle for N = 4
for the Dirac matrices9. Since for on-shell particles p2 = m2 we can settle on kµ = pµ/m, and then the
new degree of freedom is the choice of the vector sµ which we shall call the spin vector. We are, then,
naturally led to dene two Dirac spinors, depending on momentum and spin vector, by
























= u(p, s)γ0u(p, s) = u(p, s)†u(p, s) , (5.63)
which is cleary positive; and the same goes for the spinor v. Spinors for negative-energy particles can
be dened, but then they will not be Dirac spinors and the relationW = U does not hold. The following
properties are easily ascertained:
(/p±m)2 = ± 2m(/p±m) , (/p+m)(/p−m) = 0 ,
(1± γ5/s)2 = 2(1± γ5/s) , (1 + γ5/s)(1 − γ5/s) = 0 ,
(/p±m) and (1 + γ5/s) commute , (5.64)
provided that p · p = m2, s · s = −1 and p · s = 0. We can immediately conclude that
u(p, s)u(p, s) = 2m , v(p, s)v(p, s) = −2m , u(p, s)v(p, s′) = 0 , u(p, s)u(p,−s) = 0 . (5.65)
8This is quite a tedious task, in particular unearthing the necessary Σ matrices, but it is a quite straightforward one.




1 0 0 0
0 1 0 0
0 0 -1 0
0 0 0 -1
1CCA , γ1 =
0BB@
0 0 0 1
0 0 1 0
0 -1 0 0
-1 0 0 0
1CCA , γ2 =
0BB@
0 0 0 -i
0 0 i 0
0 i 0 0
-i 0 0 0
1CCA , γ3 =
0BB@
0 0 1 0
0 0 0 -1
-1 0 0 0
0 1 0 0
1CCA . (5.61)
Any other representation will do as well: that is the whole point.
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5.3.2 Example of the Casimir trick
In the last section we saw that u-spinors with the same momentum p and opposite spin vectors are
orthogonal. Could there be other spin vector choices also yielding an orthogonal state? To this end we
can consider u(p, s)u(p, s′) where sµ and s′µ are spin vectors. If the spinors refer to orthogonal quantum
states, then the absolute square of the spinor product must vanish. We shall now compute this exactly,
by turning the product into a trace using the so-called Casimir trick. It helps to write the Dirac indices
explicitly for once:



















































u(p, s)u(p, s) u(p, s′)u(p, s′)
)
. (5.66)
For any correctly constructed amplitude involving Dirac particles, its absolute square is always amenable
to the Casimir trick: traditionally, therefore, the evaluation of such amplitudes is done in this way10. We















































m−m/s/s′) = 2m2 (1− (s · s′)) . (5.67)
Note that only two out of the eight terms contain the right number of Dirac matrices to survive the trace.
Since we can work in the pµ rest frame, where the spin vectors must be spatial unit vectors, we conclude
that, in that frame
|u(p, s)u(p, s′)|2 = 2m2 (1 + ~s · ~s′) . (5.68)
The states are only strictly orthogonal if ~s′ = −~s.
5.3.3 The Dirac propagator, and a convention
We have now arrived at a possible choice for the Dirac propagator. Since the two spin states described
by uu should propagate in the same manner (otherwise we would not consider them to be states of the
10Note that there is a price: the length of the expressions is doubled by the squaring, and if the amplitude contains many
diagrams the algebra can become very cumbersome indeed. A lot of computational shortcuts have been proposed, the most
useful of which appears to be not to bother with squaring at all but rather to evaluate the spinor products themselves directly
as complex numbers, by so-called spinor techniques. On the other hand, the existence of the Casimir trick ensures that, as





same particle), we shall use the projection operator
T (p) = /p+m , (5.69)




p2 −m2 + i² .
The fact that the numerator is linear in pmeans that the propagator is oriented, in contrast to what we have
used so far. To indicate this we dene the orientation with an arrow, and adhere to the convention that
the momentum is counted in the direction of the arrow, irrespective of the sign of the energy component.
The rst Dirac Feynman rule therefore becomes:
k
↔ i~ /k +m
k · k −m2 + i² internal lines
Feynman rules, version 5.1 (5.70)
In writing out Feynman diagrams containing Dirac particles, we of course have to keep track of the
Dirac indices resident in propagator and vertices. This may lead to incredibly cumbersome notation that
may, however, be greatly simplied if we adopt the following writing convention: write out the Dirac-
index carrying factors in order, moving against the orientation of the line. Then, all these factors are
contracted together using the usual rules for matrix multiplication, and one hardly ever needs to write the
Dirac indices explicitly. This convention is really to be urged on anyone contemplating any calculation
involving Dirac particles.
5.3.4 Truncating Dirac particles: external Dirac lines
Let us now return to the truncation argument that gave us the Feynman rule for external lines in Section 4.
We shall redo this for Dirac particles moving between production and decay. As a rst case, let the ‘p’ line
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According to the convention described above we then have for the amplitude
M = [B] i~(/p+m)
p2 −m2 + imΓ[A] . (5.71)
Note that, in this amplitude, the factor [A] must carry the upper Dirac index of a spinor, and [B] the
lower index of a conjugate spinor. Here pµ, obviously, carries positive energy. As we let Γ vanish and pµ




u(p, s) u(p, s) , (5.72)
where the sum over s runs over two values, sµ and −sµ. Following the truncation argument, we readily
see that the spinor u(p, s) must then be included in the decay amplitude, and u(p, s) in the production
amplitude.
75
QUANTUM FIELD THEORY FOR THE ELECTROWEAK STANDARD MODEL
75















g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g
g g g g g g










i i i i i i
i i i i i i
i i i i i i
i i i i i i
i i i i i i
i i i i i i
i i i i i i
i i i i i i












and reads (again with our convention)
M = [A] i~(−/p+m)
p2 −m2 + imΓ[B] . (5.73)
Note that it is now [A] that is the conjugate spinor, and [B] the regular one. Of course, they describe a




v(p, s) v(p, s) . (5.74)
The sign ip in the projection operator is, of course, precisely that which turns a particle description (with
negative energy, moving backwards in time along the orientation of the propagator) into the antiparticle
description, with positive energy. The truncation argument then tells us that v(p, s) must be the factor
associated with the production, and v(p, s) must be associated with the annihilation, of the antiparticle.
There remains the question of where to put the left-over Fermi minus sign. To be consistent we may
decide to keep it with the v, in which case we arrive at the following Dirac Feynman rules:
k
↔ i~ /k +m
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~ v(p, s) incoming antiparticle
Feynman rules, version 5.2 (5.75)
The awkward-looking minus sign is usually subjected to the argument that any matrix element containing
an incoming antiparticle will have the factor −v in each of its diagrams, and since we are interested in
absolute values squared anyway, there would appear to be little harm in deleting this overall minus sign
from the Feynman rules: and this is what is commonly done. A little reexion will, however, remind us
that the sign of the amplitude’s real part is xed by unitarity, and now we have changed it. Clearly, the
minus sign will be back to haunt us later on.
5.3.5 The spin of Dirac particles
We shall now determine the spin of Dirac particles. Although the fact that they have two orthonormal




form a representation of the rotation group. The rotation group is, of course, a subgroup of the Lorentz
group. Now, we have argued that the vector pµ and the matrix /p contain exactly the same information,
for any vector pµ. Therefore we must be able to nd how /p transforms under a Lorentz transformation.
Let us dene by Λ(p; q) the minimal Lorentz transformation, that is, it makes pµ go over in qµ while
keeping any vector rµ unchanged for which p · r = q · r = 0. Rotations are an example: in that case
p0 = q0 = 0, |~p| = |~q|, and ~r = 0. Since /p is a matrix, the effect of a Lorentz transformation must be
represented by a similarity transformation:
Λ(p; q) : /p → Σ /p Σ , Σ Σ = 1 . (5.76)











We simply check that this is indeed correct:


















= 1 , (5.78)
and















= /q , (5.79)
where we have used the anticommutation result /q/p/q = 2(pq)/q − /pq2. The other requirements, Σ/qΣ = /p
and Σ/rΣ, are proven trivially. For general Clifford elements Γ, we nd that in general, of course,
Γ → Σ Γ Σ (5.80)
under Lorentz transformations. It is somewhat surprising to see that the form of the Lorentz transforma-
tion in Clifford space is quite simple. Since all spinorial dyads ξη are Clifford elements, we nd from
the above that the transformation rules are
ξ → Σ ξ , ξ → ξ Σ . (5.81)
Let us now select the spinor of a particle in its rest frame, and consider rotations of the space axes. By
xµ, yµ, and zµ we shall mean the four-dimensional extensions of the spatial unit vectors in the x, y, and
z directions, respectively. A rotation Σz over an innitesimal angle θ from x towards y around the z
axis12 is then determined by choosing
pµ = xµ , qµ = cos(θ)xµ + sin(θ)yµ ≈ xµ + θyµ , (5.82)









(realize that x2 = y2 = z2 = −1). The generators of the rotation group must therefore be13
Tx = β/y/z , Ty = β/z/x , Tz = β/x/y , (5.84)
11This form tacitly assumes that under minimal Lorentz transforms the sign of p2 and (p + q)2 are the same. This is not
obvious; however, for boosts and spatial rotations it does hold.
12Here the ugly and confusing active–passive distinction rears its head. We shall not worry about it since the rotation algebra
is the same in each case.
13By inserting the Pauli representation of the Dirac matrices, one may see that these generators are nothing but the Pauli
matrices in disguise. The present treatment aims at a more relativistic description.
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where we have used cyclicity, but not specied the constant β. This constant can be determined from the
rotation group algebra requirement:
[Tx, Ty] = TxTy − TyTx = i~Tz , (5.85)
which for the Dirac system is seen to read




= 2β2/x/y = 2β Tz , (5.86)
from which we see that β = i~/2. Noticing also that14
Tz
2 = β2/x/y/x/y = −β2x2y2 = −~
2
4
= Tx2 = Ty2 , (5.87)
we conclude that the total-spin operator comes to




The spinors are, therefore, representatives of a spin-1/2 system.
5.3.6 Massless Dirac particles: helicity states
In the projection operators u(p, s)u(p, s) and v(p, s)v(p, s) as we have dened them, the limit m → 0
appears unproblematic. There is, however, a subtlety. Let us take a Dirac particle with denite helicity:
in that case, the spin vector is parallel to the direction of motion15. Let us take ~p along the z axis for














where p = |~p|. As m → 0, the spin vector diverges, and the massless limit is not so obvious. We may,













 = 1mpµ +O (m/p0) , (5.90)
since (p0 − p)/m = m/(p0 + p). The projection operator can then be evaluated by





























≈ ω+/p , (5.91)
14The fact that the square of any of the generators is proportional to the unit matrix is more or less a coincidence: for systems
with higher spins it no longer holds.





which is well dened. Of course, for sµ antiparallel to the velocity, we nd
u(p, s)u(p, s) ≈ ω−/p . (5.92)
These are the so-called helicity states for massless Dirac particles, which can also be written as16
uλ(p)uλ(p) = vλ(p)vλ(p) = ωλ/p , λ = ± . (5.93)
Because of their simplicity, massless helicity states are very popular in high-energy calculations where
fermion masses may be neglected; but it should not be forgotten that states without pure helicity are also
possible. Indeed, we can consider the case where ~p and ~s make a xed angle θ. In that case the spin
vector reads
sµ =
m cos θ sµ‖ + p
0 sin θ sµ⊥√









Here φ denotes the azimuthal angle of ~s around ~p. If we now let m→ 0 so that p→ p0, then the limit of
the projection operator becomes
u(p, s)u(p, s) ≈ 1
2
(1 + γ5/s⊥)/p , (5.96)
and we see that this limit is indistinguishable from a massless, transversely polarized Dirac particle. The
message is that the massless limit is always dened, but must be taken with some care.
5.3.7 The parity transform
An interesting excercise is the following. Let ξ be an arbitrary spinor. The object
u(p, s) = C (/p+m)(1 + γ5/s)ξ (5.97)
is then exactly the spinor for a Dirac particle with momentum pµ and spin vector sµ, provided that C is
chosen appropriately. This idea lies at the basis of the spinor techniques, to be discussed below. Now, let
us consider
γ0u(p, s) = C γ0(/p+m)(1 + γ5/s)ξ . (5.98)
By anticommuting the γ0 to the right, we can arrive at
γ0u(p, s) = C (/ˆp+m)(1 + γ5/ˆs) γ0ξ . (5.99)





















Since γ0ξ is also an arbitrary spinor, the object γ0u(p, s) is exactly the spinor u(pˆ, sˆ) for a Dirac particle
with momentum pˆµ and spin vector sˆµ. What is this, precisely? The spatial momentum of the particle has
been reversed: this is called the parity transform. The spin vector, however, retains its spatial part while
its time part has now been ipped. The spin vector is, therefore, a four-vector of a different type from the
more regular vector pµ: such four-vectors are called axial vectors. This explains the term ‘axial-vector’
coefcient that we used in the Clifford algebra. We conclude that multiplying a spinor by γ 0 induces its
parity transform. For antiparticle spinors, as well as for the conjugate spinors, the treatment is completely
identical.
16Strictly speaking, the antiparticle of the right-handed particle is left-handed, whereas the above definition does not respect
this. In practice this does not usually lead to confusion.
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5.4 The Feynman rules for Dirac particles
5.4.1 Fermion loops
As mentioned above, there is a natural tendency in formulating the Feynman rules to leave out the Fermi
minus sign in the rules for external particles. Let us suppose that we choose to do that. Now, consider










Here, a scalar particle has a three-point coupling to a pair of Dirac particles17 . We shall not evaluate the
whole diagram, but rather concentate on the two Dirac propagators. In the third, cut-through diagram,
they occur as external lines, giving rise to a factor
u(p)Γ1v(q) v(q)Γ2u(p) ,
where Γ1,2 represent the rest of the diagrams. The momenta p and q are assumed to run from left to right.







where we have indicated that the two Dirac particles are not necessarily of the same type. Let us now
shift our attention to the rst diagram, say. A closed loop of Dirac particles is automatically also a trace:






since the momentum q is running against the orientation. We disregard the denominators of the Dirac
propagators since they do not inuence our argument. The second trace has the opposite sign of the
rst one. To solve this problem (and save unitarity of the S matrix) we therefore have to introduce an
additional Feynman rule for Dirac particles:
k
↔ i~ /k +m
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~ v(p, s) incoming antiparticle
For every closed loop of Dirac particles, count a factor −1.
Feynman rules, version 5.3 (5.101)
17The requirement that amplitudes not contain uncontracted indices essentially forces us to use Feynman rules in which the
orientation of Dirac lines is conserved at every vertex. For so-called Majorana fermions this is not true: Majorana fermions,





Consider the following two diagrams that can both contribute to the decay of a scalar into a Dirac
antiDirac pair at the one-loop level:
.
The rst diagram contains a fermion loop and hence carries an overall minus sign, the second one does
not. Now consider the cut versions of these diagrams:
.
The left-hand sides of the cut-through diagrams are identical. The right-hand sides differ in the way that
the incoming fermions are connected to the outgoing ones: the incoming ones are interchanged in the
second diagram with respect to the rst one. This, then, must correspond to a minus sign associated with
the interchange of external lines in a diagram, and we arrive at the nal form of the Feynman rules for
Dirac particles:
k
↔ i~ /k +m
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~ v(p, s) incoming antiparticle
For every closed loop of Dirac particles, count a factor −1.
For every interchange of external Dirac particles, count a factor −1.
Feynman rules, version 5.4 (5.102)
Note that the interchange rule only determines the relative sign between two Feynman diagrams. How
the interchange sign can be determined is best illustrated by an example. Consider, for instance, a process
with six external fermions. Three of them must then be oriented outward from the diagram, carrying a u
of v, and the other three must be oriented inward and carry a u or a v. Let us assume that there are three
Feynman diagrams, schematically given by18
diagram 1: u1Γ1u2 v3Γ2u4 u5Γ3v6
diagram 2: u1Γ4u2 v3Γ5v6 u5Γ6u4
diagram 3: u1Γ7u4 v3Γ8v6 u5Γ9u2 .
18The process e−e−e+ → e−e−e+ is an example.
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Clearly, we have left out an enormous amount of detail here, and the Γ’s can be anything. Note that we
have written the three diagrams in such a way that the conjugate spinors u1, v3 and u5 are in the same
order in each diagram: this is always possible. Now, we see that to go from diagram 1 to diagram 2, the
positions of u4 and v6 must be interchanged, whereas one can go from diagram 1 to diagram 3 by, say,
interchanging rst u2 and u4, and then u2 and v6. Therefore, diagrams 1 and 3 have no relative minus
sign, and diagram 2 has a minus sign with respect to diagrams 1 and 3.
Before nishing this section we want to make an important observation. The loop and interchange
minus signs as we have discussed them depend on the structure of the diagrams, and not on the type of
the Dirac particles: even if a neutrino and a top quark were interchanged, the minus sign would crop up.
Of course, the interactions in the theory may be such that no such interchange is possible: but this is
beside the point. The minus signs depend only on the fact that they are Dirac particles, that is, spin-1/2
fermions. No notion of ‘identical particles’ is relevant here.
5.4.3 The Pauli principle
Let us consider a possible experiment in which we attempt to produce two Dirac particles of the same
type (two electrons, say), with exactly the same momentum and spin. Any such process is, in principle,
described by Feynman diagrams. We can say immediately that the number of diagrams must be even,
since for every diagram there must be a corresponding one in which the two electrons are interchanged.
Now, if the momenta and the spins of the two electrons are precisely the same, they will be described
by identical conjugate spinors, and in fact the two diagrams of the pair will have exactly the same value
 apart from the relative minus sign. The total amplitude is therefore identically zero. We conclude
that it is not possible to produce two Dirac particles in exactly the same state. By considering incoming
electrons, we can also conclude that it is not possible to observe two Dirac particles if they are in exactly
the same state, since the observation process is also describable (presumaby) by Feynman diagrams.
This is the Pauli exclusion principle19 .
5.5 The Dirac equation
5.5.1 The classical limit
So far we have not mentioned the Dirac equation, nor have we had need for it. As an illustration, we shall
show how it can be obtained. To this end, we need to provide a few Feynman rules in position, rather








k2 −m2 , (5.103)
where we have dropped the i² for simplicity. The Dirac particles are created by a spinorial source J(x),
and absorbed by a conjugate-spinorial source J¯(x), with the rules
↔ − i
~
J(x) , ↔ − i
~
J¯(x) . (5.104)
If we forget about any other couplings, the Dirac eld is free, and its SDe is exactly its own classical
limit. Now, consider the following form of it:
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x = x . (5.105)
19Note that I do not comment on the possibility that electrons in identical states might simply exist: they would not be
observable by any process describable by Feynman diagrams. Their only influence could arise through some non-diagrammatic
process, involving possibly gravity since that appears not to be amenable to diagrammatics. Of course, classical quantum
mechanics finds that the combined wave function for identical-state electrons vanishes identically, but again quantum mechanics











k2 −m2J(y) , (5.106)
















d4y δ4(x− y) J(y) = J(x) , (5.107)
which is the classical Dirac equation: (
i/∂ −m
)
ψ(x) = J(x) . (5.108)
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x = x , (5.109)
















= J¯(x) , (5.111)
where the leftward-pointing arrow indicates that the derivative must be taken towards the left. A word
of caution is in order here. The operator i /∂ is self-conjugate and does not change under Hermitian
conjugation. The minus sign in front of it comes from the fact that the direction of the derivative is now
also reversed.
5.5.2 The free Dirac action
We can cast the above in the form of the  possibly more familiar  Lagrangian treatment. The action
for the free Dirac eld including sources is then given by
S[ψ, ψ¯, J, J¯ ] =
∫
d4x L(x) , (5.112)
where the Dirac Lagrangian is given by
L(x) = ψ¯(x) (i/∂ −m)ψ(x)− J¯(x)ψ(x) − ψ¯(x)J(x) . (5.113)








= 0 , (5.114)
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which is seen to be exactly Eq. (5.108). By partial integration we can see that the same action can also







ψ(x)− J¯(x)ψ(x) − ψ¯(x)J(x) , (5.115)








= 0 , (5.116)











5.6 Standard spinors for massless particles
5.6.1 Denition of the standard form
In the special case where the momentum is massless, a very handy form for the spinors may be chosen,
which we shall call the standard form. Let pµ be the momentum of the spinor, so that p2 = 0. We now
choose two basis vectors kµ0 and k
µ
1 , which satisfy
k0 · k0 = k0 · k1 = 0 , k1 · k1 = −1 . (5.118)
Furthermore we require that k0 · p 6= 0 for any massless momentum pµ encountered in the problem at
hand: this is usually not difcult to arrange. Since k0 is massless, it may serve to dene the basis spinor
u0 ≡ u−(k0) ⇒ u0u0 = ω−/k0 . (5.119)
The reversal of this object gives us
(u0u0)
R = (ω−/k)R = ω+/k0 = /k1 u0u0 /k1 . (5.120)
Using the basis spinor, we now dene all other massless spinors by
u+(p) =
1√
2p · k0 /
pu0 , u−(p) =
1√
2p · k0 /
p /k1u0 . (5.121)
We can immediately check that u±(p)u±(p) = ω±/p, so that these spinorial objects are indeed admissible
choices: in fact, the standard form is nothing more than a (very useful) phase convention of all occurring
spinors. This choice is at the basis of the so-called spinor techniques: the above denition will be applied
to good effect in what follows.
5.6.2 Some useful identities
At this point we prove two results that will turn out to be useful. In the rst place, from the property




, we can see that
u+(p1) γµ u+(p2) = K u0 /p1 γ
µ

















/p1 /k1 u0u0 /k1
)
= K u0 /k1 /p2 γ
µ




with K = (4p1 · k0 p2 · k0)−1/2, which leads to the useful spinor reversal:
u+(p1)γµu+(p2) = u−(p2)γµu−(p1) . (5.123)
In the second place, the standard form for the spinors allows us to relate + and − helicities, for instance,
for massless p and q, and with K−2 = 4(p · k0)(q · k0):
γα u±(p) u±(q) γα = Kγα /p ω∓ /k0 /q γ
α = −2K/q ω± /k0 /p = −2u∓(q) u∓(p) . (5.124)
Since the standard form of spinors is just a phase convention, a relation like Eq. (5.124) holds in other
conventions as well: only the factor −2 may pick up a complex phase that is elegantly absent here.
5.6.3 Spinor products
We may compute an explicit expression for the product of two spinors for massless momenta: we shall
dene
s±(p, q) ≡ u±(p) u∓(q) . (5.125)
For standard spinors, this can be evaluated using the Casimir trick:
s+(p, q) = (4(p · k0)(q · k0))−1/2 u0 /p /q/k1 u0






(p · k0)(q · k0)
(
(p · k0)(q · k1)− (p · k1)(q · k0)− i²µναβk0µk1νpαqβ
)
. (5.126)
This is antisymmetric in p ↔ q, and moreover
s−(p, q) = − s+(p, q)∗ . (5.127)
In addition, it is easily seen that
s+(p, q)s−(q, p) = |s+(p, q)|2 = u+(p) /q u+(p) = 2(p · q) . (5.128)
Spinor products are therefore somewhat like ‘square roots’ of vector products.
Finally, we may consider the explicit choice for the vectors kµ0,1:
k0
µ = (1, 1, 0, 0) , k1µ = (0, 0, 1, 0) : (5.129)









q0 − q1 , (5.130)
which is very useful for actual numerical applications. Note that this choice presupposes that none of
the light-like vectors in the problem is oriented exactly along the x-axis. Since the ‘special’ direction in
many problems is traditionally chosen to be the z-axis, this is usually safe.
5.6.4 The Schouten identity
There exists a useful identity for massless-momentum spinors in the standard representation. For mass-
less p1,2,3,4, there is the following truism:
u+(p1)/p2/p3u−(p4) + u+(p1)/p3/p2u−(p4)− 2(p2 · p3) u+(p1)u−(p4) = 0 . (5.131)
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Writing this out in terms of spinor products, we have
s+(p1, p2)s−(p2, p3)s+(p3, p4) + s+(p1, p3)s−(p3, p2)s+(p2, p4)
− s+(p2, p3)s−(p3, p2)s+(p1, p4) = 0 . (5.132)
Using the antisymmetry property of s, and dividing out the factor s−(p2, p3), we obtain the so-called
Schouten identity:
s+(p1, p2)s+(p3, p4) + s+(p1, p3)s+(p4, p2) + s+(p1, p4)s+(p2, p3) = 0 . (5.133)
Note the cyclicity in p2,3,4. Obviously, the identity holds for s− as well.
5.7 Muon decay in the Fermi model
5.7.1 The amplitude
An example of a process involving only Dirac particles is provided by muon decay in the Fermi model.
The process is20
µ−(p) → e−(q) νµ(k1) νe(k2)






Here, a muon at rest undergoes a three-particle decay into an electron, a muon neutrino, and an electron
antineutrino. The neutrinos are assumed to be massless. The Fermi amplitude introduced to describe the
phenomenology of this process contains only a single point-like vertex at which four fermions meet with
a coupling constant called GF /
√
2, and is given by
M = iGF ~√
2
u(q) (1 + γ5)γα v(k2) u(k1) (1 + γ5)γα u(p) . (5.134)
The decision to ‘hook up’ the muon and the muon neutrino is in principle arbitrary (unless lepton avour
number is invoked), but as we have seen in Section 5.2.6 we may easily interchange the muon neutrino
and the electron, and end up with the matrix element in the ‘charge retention form’:
M = −iGF ~√
2
u(q) (1 + γ5)γα u(p) u(k1) (1 + γ5)γα v(k2) .
The amplitude (5.134) implies that the neutrinos must have negative helicity21: we can write
M = i4GF ~√
2
u(q) γα v−(k2) u−(k1) γα u(p) . (5.135)
We can now apply the result (5.124) to arrive at the very compact form
M = −i8GF ~√
2
u(q) u+(k1) v+(k2) u(p) . (5.136)
20In this section, the vector k1 is a momentum, and has nothing to do with the auxiliary vector of Section 5.6.





The transition rate can now easily be computed with a few simple traces:〈|M|2〉 = 1
2
∑
spins of µ, e
|M|2








= 64 G2F ~2 (q · k1) (p · k2) . (5.137)
It is practical to evaluate this in the muon rest frame. We shall write E1,2 for k1,20 in this frame. Then
(p · k2) is equal to mµE2, and by momentum conservation we nd
(q · k1) = 12
(






(P − k2)2 −me2
)







The transition rate then takes the form〈|M|2〉 = 64 GF 2 ~2 mµ2 E2(K −E2) , (5.140)
and for the partial decay width we nd
dΓ(µ→ eνµνe) = 32 GF 2 ~2 mµE2(K −E2) dV (p; q, k1, k2) . (5.141)
5.7.2 Three-body phase space
The phase space for the muon decay process reads
dV (p; q, k1, k2) =
1
(2pi)5
d4q d4k1 d4k2 δ4(p− q − k1 − k2) δ(q2 −me2) δ(k12) δ(k22) . (5.142)
Since the rate depends only on E2, we shall implicitly integrate over all other phase space variables. By
cancelling the q integration against the Dirac delta for momentum conservation, we arrive at





dE1 dE2 dΩ1 dΩ2δ((p − k1 − k2)2 −me2) . (5.143)




2 −me2 − 2mµE1 − 2mµE2 + 2E1E2 − 2E1E2 cos θ
)
,
where θ is the angle between the neutrino momenta. Hence we can integrate trivially over the other polar
and the two azimuthal angles (leading to a factor 8pi2), and the integral over θ is resolved by the delta
function. The result is
dV (p; q, k1, k2) =
pi2
(2pi)5
dE1 dE2 . (5.144)
In terms of these variables, the phase space is perfectly at22. Since |cos θ| cannot exceed unity, we also
have the restrictions
mµ
2 −me2 − 2mµE1 − 2mµE2 ≤ 0 ,
mµ
2 −me2 − 2mµE1 − 2mµE2 + 4E1E2 ≥ 0 , (5.145)
which we can work into bounds on E1:
K −E2 ≤ E1 ≤ Kˆ(E2) ≡ mµ
2 −me2 − 2mµE2
2(mµ − 2E2) , (5.146)
while E2 is seen to run from 0 to K .
22This flatness does not depend on the masslessness of the neutrinos. For massive neutrinos the same phase space density is
found, only the boundaries of the phase space become (horriby) complicated.
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5.7.3 The muon width
After the simple integration over E1, we have the muon partial decay width
d
dE2
Γ(µ→ eνµνe) = pi2 GF 2 ~2 mµ E2(K −E2)(Kˆ(E2) +E2 −K) . (5.147)
The remaining integral over E2 can now be performed, and the nal result is
























The form of the function F (x). It is strictly
decreasing since with increasing me/mµ the
available phase space decreases. For the re-
alistic values of me and mµ F (x) is smaller
than 1 by about 6× 10−8. The effects of non-
zero electron mass are therefore completely
negligible, certainly if we realize that we have
not included any loop diagrams, the contribu-
tion of which is much larger than this.
Before nishing, it is instructive to inspect the muon width formula
Γ(µ→ eνµνe) = GF
2 ~2 mµ2
192 pi3
from the point of view of dimensional analysis. In the rst place, the matrix elementM, being of 2→ 2
type, must be strictly dimensionless. Every spinor carries half a power of momentum (because the spin
sum of uu contains /p), so that the Fermi coupling constant GF must carry dimension momentum−2.
Since decay widths carry the dimension of momentum, as do masses like mµ, and the only mass scale
in the problem is mµ if we neglect the electron mass, the width is necessarily proportional to GF 2mµ5.
The discussion at the end of Section 4.5.4 shows that the factor 1/pi3 was also to be expected. It is a
somewhat sobering thought that all the work of this section amounts to no more than computing the
number 1/192.
6 Vector particles
6.1 Massive vector particles
6.1.1 The propagator
In the previous section we have studied the consequences of embellishing the scalar propagator by en-
dowing it with a numerator linear in the momentum. The next obvious generalization is to let T (p)
depend on two powers of the momentum. That is, we assume it to be of the form
T (p)→ T (p)µν = Agµν +Bpµpν , B 6= 0 ,
for some A and B that may depend on p2. The numerator now carries two Lorentz indices, one of each
to be contracted with a corresponding index in the vertices between which the propagator runs. The
discussion of the previous section leads us to require that for momenta on the mass shell, T (p) must be
proportional to a projection operator:




for some k 6= 0, in other words
A2 = kA , B2m2 + 2AB = kB . (6.2)
We might choose the solution A = 0, but then the resulting form T (p)µν ∼ pµpν would be immediately
absorbable into the vertices at either side, and a scalar propagator would result again. It follows that A
must equal −m2B, and therefore we shall use
T (p)µν = −gµν + 1
m2
pµpν , (6.3)
as before also (and mostly) using this form for off-shell momenta. The rst Feynman rule for these
particles, that we call vector particles since they carry a Lorentz index, is therefore established:
p νµ ↔ i~
−gµν + pµpν/m2
p2 −m2 + i² internal lines
Feynman rules, version 6.1 (6.4)
Note that this propagator is even in p and therefore has no orientation. That is, its spacetime part is
unoriented. There may of course be other properties such as charge that do impose a distinction between
production and decay of the particle.
6.1.2 The Feynman rules for external vector particles
From the form of T (p) we must be able to derive the form of the external-line factors. Indeed, let us
assume pµ to be in its rest frame. There, we have
T (p)µν = −gµν + g0µg0ν = diag(0, 1, 1, 1) , (6.5)
that is, the unit tensor in the spatial sector of Minkowski space. We see that we can write
T (p)µν = −
(
xµxν + yµyν + zµzν
)
, (6.6)
which means that for the objects U ,W three mutually orthogonal choices can be made, for instance,
U (1) = x, U (2) = y, and U (3) = z. Of course, complex linear combinations of these are also possible:
in general, we can say that three polarization vectors ²µλ can be found, with λ = −1, 0, 1, such that






We can now go once more through the truncation argument of Section 4, with the obvious result that the
polarization vectors are to be assigned to the external lines, and we immediately arrive at the full set of
Feynman rules for massive vector particles:
p νµ ↔ i~
−gµν + pµpν/m2













    
    
    
    
    
    
    
    
    
    
    
    
↔
√












    
    
    
    
    
    
    
    
    
    
    
↔
√
~ ²λµ outgoing lines
Feynman rules, version 6.2 (6.8)
Owing to the lack of orientation, the rules for the external lines are quite simple, and fortunately no Dirac
indices appear, nor do any curious minus signs.
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6.1.3 The spin of vector particles
To ascertain the spin of vector particles1 , we need to establish the form of the Lorentz transformation
in the space of the polarization vectors, i.e., Minkowski space. We can do this conveniently using the
transform in Clifford space, as follows. Let us denote by Λ(p; q)µν the representation of the minimal
Lorentz transformation between pµ and qµ in Minkowski space: that is, if an arbitrary vector aµ is
transformed into bµ, we have
Λ(p; q)µν a
ν = bµ . (6.9)
Since /a and /b encode exactly the same information as do aµ and bµ, consistency requires that
/b = Λ(p; q)µν a
ν γµ = Σ/aΣ = Σ aν γν Σ , (6.10)
with Σ as dened in Section 5.3.5. Since this must hold for arbitrary a, we have the relation
Λ(p; q)µν γµ = Σ γν Σ . (6.11)

































The requested matrix form of the minimal Lorentz transform is therefore
Λ(p; q)µν = δ
µ





Let us now specialize to the case of innitesimal rotations, as in Section 5.3.5: again, we take pµ = xµ
and qµ = xµ + θyµ (θ innitesimal), and then nd to rst order in θ
Λ(p; q)µν ≈ δµν +
1
2
(2x+ θy)µ(2x+ θy)ν − 2(x+ θy)µxν
≈ δµν − θ (xµyν − yµxν) , (6.14)
so that the generators of the rotation group must in this case have the form
(Tx)µν = β(y
µzν − zµyν) , (Ty)µν = β(zµxν − xµzν) , (Tz)µν = β(xµyν − yµxν) , (6.15)
with the constant β again to be determined from the commutation algebra:




ν − (Ty)µα(Tx)αν = β2 (xµyν − yµxν) = β(Tz)µν . (6.16)
We conclude that β = i~ in the Minkowski space. We nd
(Tx2)µν = −~2 (yµyν + zµzν) , (6.17)
et cetera, so that the total-spin operator takes the form











We conclude that the spin is indeed unity. The total spin operator contains, as it must, the projection of
all vectors on the spatial subspace. In words: to be a good polarization vector, ²µ must satisfy the Lorenz
condition2
² · p = 0 . (6.19)
Any part of a polarization vector that is parallel to pµ does not, of course, transform under rotations in
the space orthogonal to pµ (in our case, the spatial part of Minkowski space since pµ is at rest). That
part, therefore, corresponds to a scalar degree of freedom. Returning to T (p) we may interpret the form
T (p)µν = −gµν + 1
m2
pµpν (6.20)
as a propagator in which a priori four degrees of freedom propagate (the gµν part), and where the scalar
part (the pµpν term) is carefully excised. The pµpν term is sometimes loosely called the ‘longitudinal
part’ of the propagator, but this is wrong: one would do better to call it the ‘scalar part’.
6.1.4 Polarization vectors for helicity states
As usual, the helicity of a state refers to its spin as measured along the direction of its motion. For
denitiveness, let us assume that our massive vector particle moves along the z direction. If we boost
carefully (and minimally) back to the rest frame, ~p of course vanishes, but we shall remember that to
go back to the original situation we must boost along the z direction. The operator for the helicity is





(xµ + iyµ) , ²0µ = zµ , ²−1µ =
1√
2
(xµ − iyµ) , (6.21)
which is easily checked by verifying that
(Tz)µν²1
ν = ~²1µ , (Tz)µν²0
ν = 0 , (Tz)µν²−1
ν = −~²−1µ . (6.22)
The vectors ²±1 are said to describe transverse polarization, and the vector ²0 is called longitudinal. If
we now perform the boost back to the original system in which pµ is moving along the z direction, the






















6.1.5 The Proca equation
Massive vector particles have their own ‘classical’ equation, which we shall now uncover. The coupling
of a massive vector particle to a source is given by the Feynman rule for position space:
µ ↔ − i
~
Jµ(x) . (6.25)
2Note the spelling. This does not refer to the famous Dutchman Hendrik Antoon Lorentz (1853–1928) of transformation
fame, but to the Dane Ludvig Valentin Lorenz (1829–1891), quite another person. A relation between the density and the
refractive index of a medium goes by the funky name of the Lorentz–Lorenz equation.
3In a somewhat simpler notation, if pµ = (p0, ~p), with p = |~p| and ~e = ~p/p, then the longitudinal polarization vector reads
²0
µ = (p, p0~e)/m.
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We can then form the following derivative operator acting on V µ:
∂α∂α V





µν Jν(y) , (6.28)
where W µν can be evaluated as












= (k2 −m2)gµν . (6.29)
The remaining integrals over y and k now lead immediately to the so-called Proca equation for V µ:
∂ · ∂ V µ − ∂µ ∂ · V +m2V µ = J . (6.30)
This is the ‘Maxwell equation’ for massive vector elds. It is instructive to examine this equation in
empty space, that is, for J = 0. Multipying it by ∂µ, we nd that the rst two terms cancel, and we are
left with the Lorenz condition ∂ ·V = 0: all physical polarizations must be orthogonal to the momentum,
as we have already found. Reinserting this condition in Eq. (6.30), we are left with the KleinGordon
equation (∂ · ∂ +m2)V µ = 0, which essentially requires the particles to be on the mass shell. Note that
this nicely compact way of enforcing the Lorenz condition only works for m 6= 0: for massless vector
particles, it must be put in by hand.
We can also write down the Lagrangian corresponding to the Proca equation, that is, that La-













m2V µVµ , (6.31)
where the eld strength tensor is dened as
F µν = ∂µV ν − ∂νV µ . (6.32)
6.2 The spin-statistics theorem
6.2.1 Spinorial form of vector polarizations
Although there is no special need for it, we can dene the polarization vectors for a massive vector
particle using Dirac spinors. Let the momentum of the vector particle be qµ and its mass m. We can nd
two massless momenta pµ1 and p
µ
2 whose spatial parts are parallel (or antiparallel) to ~q and that sum to
qµ:
qµ = pµ1 + p
µ
2 , p1,2
2 = 0 , 2p1 · p2 = m2 . (6.33)































(p1 − p2)µ . (6.35)
This polarization, then, is properly normalized and orthogonal to ²±µ. Furthermore, we have
²+ · ²− = 12m2 u+(p1)γ
µu+(p2) u−(p2)γµu−(p1) . (6.36)
By virtue of the standard choice of the spinors, we can see that
γµu+(p2) u−(p2)γµ ∝ γµ /p2 /k0 /k1 /p2 γµ
= −/p2 γµ /k0 /k1 /p2 γµ = 2/p2 /p2 /k1 /k0 = 0 , (6.37)
where we have twice used that p22 = 0. The vectors are therefore all orthogonal to each other. To check
the normalization of ²+, we write











= −1 . (6.38)
We still need to ascertain that these states are, indeed, pure helicity states. To this end, let us assume that
~p1 and ~p2 are aligned with the z axis. The helicity operator is then (Tz)µν = i~(xµyν − yµxν), so that








xµ u+(p1)/yu+(p2)− (x ↔ y)
)
. (6.39)












u+(p1)/yu+(p2) u+(p1)/xu+(p2)− (x ↔ y)
)
= 0 . (6.40)






u+(p1)/yu+(p2) u+(p2)/xu+(p1)− (x ↔ y)
)
. (6.41)
The rst term in brackets can be evaluated by trace techniques:
u+(p1)/yu+(p2) u+(p2)/xu+(p1) = Tr
(
ω+ /p1 /y /p2 /x
)
= 2iA , (6.42)
so that
((Tz)µν²+









which is real; moreover,
A2 = (p1 · p2)2 = m4/4 . (6.45)
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ν) ²+ = −~ sign(A) . (6.46)
The chosen form does indeed represent correct helicity states. We have not established that ²+ is ²+1; it
is actually ²−1 if A is negative. This is easily remedied if necessary, by interchanging p1 and p2.
Before nishing this section, we point out that the (trivial) external-line Feynman factor for scalar
particles can also be written in terms of spinors. For a massive scalar with momentum qµ, the same





= 2(p1 · p2) , (6.47)
so that we can always nd a complex phase eiϕ such that the external-line factor
√
h can be cast in a






2 p1 · p2 u+(p1)u−(p2) . (6.48)
It should come as no surprise that an external integer-spin particle can conventiently be represented by a
spinorantispinor pair. After all, this is precisely the way in which particles like the W and Z are most
often seen in experiment: namely, through their decay into a fermionantifermion pair.
6.2.2 Proof of the spin-statistics theorem
The treatment of the previous section may appear somewhat academic, but it has an interesting conse-
quence. Integer-spin particles (scalars and vectors) can be represented in their external lines with an even
number of spinors, that is an even number of Dirac particles. Particles with half-integer spin are repre-
sented by an odd number of Dirac particles. This persists: spin-3/2 particles can be formulated using 3
spinors, spin-2 particles by 4 spinors, and so on. This implies that the interchange of two external half-
integer-spin particles involves the interchange of an odd number of Dirac particles, and will therefore
lead to a minus sign. The interchange of two external integer-spin particles involves the interchange of
an even number of Dirac particles, and hence no minus sign. These particles, therefore, obey opposite
statistics: integer-spin particles are bosons, half-integer-spin particles are fermions.
6.3 Massless vector particles
6.3.1 The polarization vectors for massless vector particles
Let us reconsider the helicity states of Eq. (6.21). These are dened in the rest frame of the particle,
with the understanding that we have to boost back to the frame in which the particle moves, in our case
along the z axis. Under this boost the longitudinal polarization takes the form of Eq. (6.23). Let us now
imagine that the particle approaches masslessness, that is, we let m/p0 decrease towards zero. The boost
necessary to reach the original frame then becomes enormous, and the longitudinal polarization will go
to innity when the particle becomes massless. The only way to avoid matrix elements that become
arbitrarily large, and hence violate unitarity sooner or later, is to arrange the interactions of the theory
in such a way that the effects of longitudinal polarization are suppressed by a factor of order O (m/p0):
we shall use this extensively later on. In the strictly massless case, the longitudinal polarization vector
must decouple completely, and we arrive at the result that for massless particles, only the two states of
maximal helicity are physical. This can also be proven for particles of higher spin.
6.3.2 Current conservation from the polarization
A photon is a vector particle; as far as we know, it is massless. Its polarization vectors must therefore be
transverse. For a photon moving in the z direction, any possible polarization vector must be a superpo-
sition of (x + iy)µ/
√




must therefore have not only k · ² but also
²0 = 0 , ~k · ~² = 0 . (6.49)
However, a problem immediately arises: for the above equations are not invariant under Lorentz boosts.
If we boost kµ and ²µ to a generically other frame, they no longer hold. Let us assume that we are in
such a frame: there we have the Lorentz-invariant conditions
(k0)2 = |~k|2 , (²0)2 − |~²|2 = −1 , k0²0 = ~k · ~² . (6.50)
We can decompose ~² into a parallel and a perpendicular part:
~² = ~²‖ + ~²⊥ , ~²‖ // ~k , ~²⊥ · ~k = 0 . (6.51)
Inserting this into the last equation of Eq. (6.50), we nd immediately that ²0 = |~²‖|, and the second
equation then gives |~²⊥| = 1. We see that, whatever the value of ²µ, we can always write




where ²⊥µ does satisfy Eq. (6.49). We can therefore have a consistent and unitary theory of massless
vector particles, provided that the kµ term decouples from the physics. Now, any matrix element in-
volving an external massless vector particle with momentum kµ and polarization vector ²µ will be of the
form
M = J (k)µ ²µ , (6.53)
where J µ(k) stands for the rest of the amplitude. Note that J µ does not carry any information about ²µ,
but it does know what kµ is, by momentum conservation. Our requirement then is that the interactions
of the theory be such that
J µ(k) kµ = 0 . (6.54)
That is, if we replace the polarization vector by the momentum, the amplitude must vanish.
6.3.3 Handlebar condition for massless vector particles
Diagrammatically, we may indicate the replacing of polarization by momentum by attaching a ‘handle-
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= Mc²→k . (6.55)
We shall use the convention that the momentum under the handlebar is counted outgoing. The require-















      
      
      
      
      
      
      
      
      
      
      
      
      
      
= 0 . (6.56)
What, nally, is the physical content of the requirement? This is simply answered if we let our massless
vector particle be a photon. The object J µ is then seen as a source of photons, that is, an electromagnetic
current4. If we now briey return from a momentum-language formulation to a position-language one,
we see that the Fourier transform of the requirement (6.54) is written as
∂µ J (x)µ = 0 . (6.57)
We see that our requirement is nothing but current conservation in the case of electromagnetism. The
fact that electric charge is conserved ensures that longitudinally polarized photons are safely absent from
our experience.
4One may for instance have the source J represent a charge whose momentum changes, thereby emitting radiation.
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6.3.4 Current conservation from the propagator





clearly becomes horribly singular at m = 0. The solution, as before, is to require that in our theory the
kµkν term drop out. There is a catch, however: whereas external vector particles must be on the mass
shell, the momentum of internal lines is off the mass shell. We therefore arrive at the sharper requirement
that Eq. (6.56) must hold even if the particle is off-shell.
6.3.5 Handlebar condition for massive vector particles
Let us examine the situation where a vector particle does have a mass, but the mass m is very small
compared to the vector particle’s energy E or its momentum. Clearly, it would be unacceptable, or at
least embarrassing  after all, we do not know for certain if the mass of the photon is strictly zero or
just a measly 10−137 kilograms  if the limit m → 0 were singular while the case m = 0 were not5.
We shall therefore require that, for massive vector particles partaking in a process at high energy, the
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= O (m) . (6.58)
The meaning of this condition is the following. The longitudinal polarization vector of a massive vector
boson has energy behaviour different from its two transverse ones: it grows at high energy E À m
with an extra power of E. If for transverse polarization the amplitude is well-behaved at high energy,
it may not be so for longitudinal polarization. The requirement implied by the handlebar condition is
that the extra power E inserted into the expression because of longitudinal polarization be softened,
by cancellations over at least one order of magnitude in terms of E/m. We shall presently see that
this condition is sufciently severe to determine, to a large extent, the possible couplings of a theory
containing such particles.
6.3.6 Helicity states for massless vectors
The spinor-based helicity states for massive vector particles of Section 6.2.1 are apparently not well
suited to the massless case. This not true, however: for a massless vector particle with momentum kµ we







uλ(k)γµuλ(r) , λ = ± . (6.59)
Here, the vector rµ is an arbitrarily chosen massless vector not parallel to kµ: it is called the gauge
vector. We can ascertain that
²+ · ²− = 14k · ru+(k)γ
µu+(r) u−(r)γµu−(k) = 0 , (6.60)
in the same manner as employed in Eq. (6.37). Furthermore,
²+ · ²+ = 14k · ru+(k)γ
µu+(r) u+(r)γµu+(k) =
−1
2k · ru+(k)/ru+(k) = −1 . (6.61)
These, then, are acceptable helicity states. Note that, in fact, the denition (6.59) is homogeneous of
degree zero in r (and in k) so that we might take the limit |~r| → 0: in that limit, we actually catch up
with the case of massive vectors (after all, kµ = kµ + 0).




6.3.7 The massless propagator


















4k · r Tr (/k γ
µ /r γν)
= −gµν + 1
k · r (k
µrν + rµkν) . (6.62)
The form of the massless vector propagator in which only physical degrees of freedom propagate is
therefore given by the following Feynman rule:
νµ k ↔ i~ −g
µν + (kµrν + rµkν)/(k · r)
k2 + i²
massless internal lines
Feynman rules, version 6.3 (6.63)
Note the appearance of the arbitrary vector r. This may bother us until we realize that both these terms
contain a vector k, so that these terms may be expected to drop out in actual calculations. This way of
writing the propagator is called the axial gauge.
6.3.8 Gauge vector shift
Let us consider helicity states for massless vector particles as dened in Section 6.3.6. We shall denote
these by ²λµ(k, r). If we change the gauge vector r into another gauge vector r ′, another perfectly
acceptable helicity state ²λµ(k, r′) is obtained. What is the relation between these states? It is easy to
see that there must be two numbers φ and β such that
²λ
µ(k, r) = eiφ²λµ(k, r′) + βkµ . (6.64)
In order to compute φ we may evaluate
²λ(k, r) · ²λ(k, r)∗ = uλ(r
′) γµ uλ(k) uλ(k) γµ uλ(r)
−2s−λ(k, r)sλ(k, r′) =
sλ(r′, k)s−λ(k, r)
s−λ(k, r)sλ(k, r′)
= −1 . (6.65)
We nd that φ = 0: the two polarization vectors differ only by a multiple of the momentum. In fact, the
phase convention implied by Eq. (6.59) has been constructed precisely for this reason. Furthermore, we
have










= βk · r′ = β
2
sλ(k, r′)s−λ(r′, k) , (6.66)





s−λ(k, r) s−λ(k, r′)
. (6.67)
We see that a shift in gauge vector from r to r ′ results in
²λ











In this section we shall start to work our way to realistic theories about the actual elementary particles
encountered in nature1 . All elementary particles seen so far have non-zero spin (the Higgs particle has
not been found yet). We shall defer the discussion of charged spin-1 particles to a later section; at this
point we shall only discuss how to set up a consistent theory of spin-1/2 particles (charged leptons and/or
quarks) and photons. This is the theory of quantum electrodynamics, or QED.
7.2 Setting up QED
7.2.1 The QED vertex
Since the propagators of spin-1/2 particles and of the massless spin-1 photon have already been xed,
the only ingredient which we still have to determine is the coupling between them: and on this coupling
rests the burden of ensuring the current-conservation requirement as embodied in Eq. (6.56). The ver-
tex coupling Dirac particles must have one upper, and one lower Dirac index: and since the photon is
involved, it must also carry a Lorentz index. The simplest, and  as we shall see  indeed the correct





Feynman rules, version 7.1 (7.1)
Here Q is the strength of the fermionphoton coupling: it is the charge of the fermion. Or, rather, it is
related to the charge. The precise form of this relation must, of course, be established by investigating










The Dirac delta function imposing momentum conservation is implied. As is conventional, we shall
employ wavy lines to indicate photons. As stressed in the previous section, this choice of vertex can only
be argued to be reasonable if the photon current is conserved: this we shall show in what follows.
7.2.2 Handlebar diagrammatics
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The fermion momenta p and q are indicated and for the photon momentum k we have kµ = (p − q)µ.
The black dots stand for the other vertices, where the fermion is created and absorbed. The part of the





1It may of course be possible that the elementary particles discussed in this text are not truly elementary and that a yet




where µ is the index belonging to the photon line: in an actual process, µ may be coupled to the photon’s
polarization vector if the photon is external, or to the photon’s propagator if the photon happens to be an
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kµ = −iQ~ /
q +m
q2 −m2 (/p− /q)
/p+m
p2 −m2














We see that under the handlebar the double propagator splits into two single ones. Note that, for this to
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p , (7.4)
where we have introduced two new diagrammatic ingredients: a slashed photon line, with the trivial





The slashed photon line evaluates trivially, but we do not want to leave it out of the diagram since the
slashed propagator still carries an amount of momentum, so that without it momentum conservation
would not hold at the new vertex. Like the handlebar, this rule is not intended to represent some physical
interaction, but serves only as a computational device. For external Dirac lines we nd reduced rules,
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7.2.3 Proof of current conservation in QED
Let us consider an arbitrary process in QED. Since we do not have photon self-interactions, such a
process must contain at least one fermion. Let us concentrate on such a fermion line, which enters the
diagram at some point, and exits the diagram somewhere else. Along the line we may have any number
of vertices, where photon lines branch off to move somewhere else in the graph, or emerge as external
2By ‘charge conservation’ we mean not simply the global electric charge of the particles, but rather the whole electro-
magnetic current. For example, consider the possible vertex where a muon emits a photon and turns into an electron. The
electric charge of the muon and the electron are identical, and so charge is conserved: nevertheless the current is not conserved.
Fortunately, the decay µ→ eγ has never been observed, and the branching ratio is smaller than about 10−11 .
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where we have the special case of seven photons attached to the fermion line, in addition to the unnum-
bered photon. We can denote this by ‘boxes’:
1,4 5,7
.
It must be remembered that the singled-out photon can, in fact, be attached to the fermion line in any




where n can take all values from 0 to N (if n = 0 the left-most box is empty, if n = N the right-most






 1,n−1 n n+1,N − 1,n n+1 n+2,N
 . (7.7)
We see that the rst diagram in the brackets cancels against the contribution of the preceding term in the
sum, and the second one to the contribution of the following term in the sum. Therefore all contributions
cancel except the rst term in brackets for n = 0, and the last one for n = N : but these vanish by
themselves because of Eq. (7.6). In the case of a fermion loop the situation is even simpler: it is trivially
seen that now all contributions cancel pairwise. Of course, the fermion lines may carry different numbers
of vertices, but for each such subset of diagrams the same reasoning holds. We have therefore proven,
by diagrammatic means, that the single, simple QED vertex suffices to ensure current conservation
in all processes involving Dirac particles and photons. It also proves that, as far as QED is concerned,




since the ‘axial’ terms in the massless propagator always cancel automatically.
7.2.4 The charged Dirac equation
We still have to determine the precise relation between the coupling constant Q in the Feynman rule, and
the classical electric charge q of the particle. We shall do this by establishing a relation with classical
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i/∂ −m+Q /A(x))ψ(x) = 0 , (7.10)
which is the Dirac equation in the presence of an electromagnetic eld. Let us work this expression
towards classical physics. In the rst place, the derivative is related to the momentum operator by the
standard assignment rules for quantum mechanics:
pµ = i~ ∂µ , (7.11)





The Dirac equation can therefore be written as(
p−Mc+ ~QA(x))ψ(x) = 0 , (7.13)





ψ = 0 , (7.14)
where q is the classical charge of the particle and Ac the classical electromagnetic eld. In the Gaussian




= kg m3 s−2 and the Coulomb eld strength
E therefore obeys dim[E] = dim[q] /m2. Since this is the gradient of the classical electromagnetic





= kg s−1, it follows that the correct relation between the photon eld and the classical
electromagnetic eld must read
Ac
2 = c A2 . (7.15)










: moreover, we nd immediately that,





where α stands for the electromagnetic ne structure constant:
α ≈ 1 / 137.036 . (7.18)
Since in QED every next loop order contains two extra powers of Q and one (effective) power of ~, the
loop expansion is in QED equivalent to an expansion in powers of α.
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7.2.5 Furry’s theorem
An interesting observation concerns closed fermion loops in QED. Let us consider a fermion loop that is












Here, we have indicated the Lorentz indices on the photon lines, and the momenta across the photon
lines are considered incoming into the loop. In addition to this diagram, there is also a similar diagram












Note that these graphs cannot be twisted into each other. For loops with only one or two vertices they can,
and then do not count as separate diagrams: for three or more vertices, there are two distinct ones. With-
out pretending to evaluate the whole loop, let us concentrate on the Dirac structure of their denominators.
The rst diagram contains the trace3
D− → Tr
(
(/k +m) γµ (/k − /p1 +m) γλ (/k + /p2 +m) γν
)
≡ T− , (7.19)
whereas the corresponding trace for the other diagram reads
D+ → Tr
(
(−/k +m) γν (−/k − /p2 +m) γλ (−/k + /p1 +m) γµ
)
≡ T+ . (7.20)
Note that the rest of the loops, and in particular the propagator denominators, are identical for both
graphs. By using the reversibility inside traces of Clifford algebra elements, we can write
T+ = − Tr
(




(/k −m) γµ (/k − /p1 −m) γλ (/k + /p2 −m) γν
)
= − T− , (7.21)
since no terms with an odd power of m survive the trace. We see that the two loops cancel each other
precisely. This can obviously be extended to loops with more vertices, and we nd Furry’s theorem:
fermion loops with an odd number of vector vertices4 and opposite orientation cancel each other;
with an even number of vector vertices, they are identical. Furry’s theorem is usually proved by
invoking the charge-conjugation matrix (this is not strictly necessary as we see). It does not hold if one
or more of the vertices are of axial-vector type, and so it is not generally valid for the weak interactions.
For QCD, in which the quarkgluon couplings have the Dirac-matrix form as in QED, Furry’s theorem
holds in a more restricted form: the spacetime part of the two quark loops with even(odd) number
of vertices are equal(opposite), but the additional colour structures of the diagrams are different. This
implies, for instance, that the two quark loops with three gluon vertices do not cancel completely.
3By the rules of Dirac particles, closed loops correspond to traces.




7.3 Some QED processes
7.3.1 Muon pair production
We are now in a position to compute, for the rst time, a realistic cross-section. The simplest calculation
is that of the cross-section for muon pair production in e+e− collisions:
e−(p1) e+(p2) → µ−(q1) µ+(q2) .








Both the electron and the muon are Dirac particles. We shall denote the electron charge by Qe, and the
muon charge by Qµ, and their masses by me and mµ, respectively. The total invariant mass squared is
conventionally denoted by s, and of course momentum is conserved:
p1
α + p2α = q1α + q2α , s = (p1 + p2)2 = (q1 + q2)2 . (7.22)
The amplitude corresponding to the Feynman diagram is
M = i~QeQµ
s
v(p2) γα u(p1) u(q1) γα v(q2) , (7.23)
and is strictly dimensionless: dim[M] = dim[1], as it ought to be for a 2→ 2 process at tree order. The
amplitude, squared and averaged over the incoming electron and positron spins5, can be evaluated using































β + p1αp2β − (p1 · p2)gαβ −me2gαβ
)
(







2(p1 · q1)(p2 · q2) + 2(p1 · q2)(p2 · q1)− s(p1 · p2)− s(q1 · q2) + s2
)
.
We shall work in the centre-of-mass frame of the colliding electronpositron pairs. In that frame, we
have
p1,2
0 = q1,20 = E , |~p1,2| = p , |~q1,2| = q , (7.25)
where
s = 4E2 , p2 = E2 −me2 , q2 = E2 −mµ2 . (7.26)
5Leading to a factor 1/4. This assumes the usual situation where the electron and positron beams in a collider are unpolar-
ized.
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The various vector products are therefore given by
(p1 · p2) = s/2−me2 , (q1 · q2) = s/2−mµ2 ,
(p1 · q1) = (p2 · q2) = s/4− pq cos(θ) ,
(p1 · q2) = (p2 · q1) = s/4 + pq cos(θ) , (7.27)
where θ is the polar scattering angle, that is, the angle between ~p1 and ~q1. We also use the fact that Qµ
and Qe are the negative of the unit charge, so that QµQe = 4piα/~. This leads to〈|M|2〉 = 16pi2α2
s2
(
s2(1 + cos(θ)2) + 4s(me2 +mµ2) sin(θ)2 + 16me2mµ2 cos(θ)2
)
. (7.28)
Using what we have already learned about the ux factor and the two-body phase space, we can write







]1/2 〈|M|2〉 dΩ . (7.29)
This cross-section therefore only depends on s and the polar scattering angle: there is, for unpolarized
incoming beams, no azimuthal direction singled out and there is therefore no azimuthal angle dependence
(this could be different, for example, in the case of transversely polarized beams). The total cross-section



















The cross-section is only non-zero above the muon pair-production threshold, s > 4mµ2. Since the
muon mass mµ is much larger than the electron mass me, we may accurately approximate by putting
me ≈ 0:














For large s, furthermore, we have







+ · · ·
)
. (7.32)
By accidental cancellation of the leading mµ2/s terms, the large-s limit is reached quite rapidly.
7.3.2 Compton and Thomson scattering
We next consider the Compton scattering process, an elastic collision between a photon and an elecron:
e−(p) γ(k1) → e−(q) γ(k2) .









The amplitude is given by




M1 = −i~Qe2 A12(p · k1) , A1 = u(q) /²2 (/p+
/k1 +m) /²1 u(p) ,
M2 = −i~Qe2 A2−2(q · k1) , A2 = u(q) /²1 (/q −
/k1 +m) /²2 u(p) , (7.33)
where ²1,2 are the polarization vectors of the respective photons. Taking into account the averaging factor
1/4, we nd6 (with m for me):〈|A1|2〉 = 14 Tr((/q +m) γα (/p+ /k1 +m) γβ (/p+m) γβ (/p+ /k1 +m) γα)
= 16m4 − 8(pq)m2 + 8(pk1)(qk1) + 16(pk1)m2 − 8(qk1)m2 ,〈|A2|2〉 = 14 Tr((/q +m) γβ (/q − /k1 +m) γα (/p+m) γα (/q − /k1 +m) γβ)







(/q +m) γα (/p+ /k1 +m) γ
β (/p+m) γα (/q − /k1 +m) γβ
)
= 8(pq)(pk1)− 8(pq)(qk1) + 16(pq)m2 − 8(pq)2 − 4(pk1)m2 + 4(qk1)m2 . (7.34)
We can most easily evaluate this in the photonelectron centre-of-mass frame. In the actual experiment,
the photon will of course be impingeing on the stationary electron; but since the cross-section is invariant
we may choose any frame we want. In this centre-of-mass frame, we have





, |~p| = |~q| = |~k1| = |~k2| = K2√s , (7.35)
where K = s −m2: and the angle between ~q and ~k1 is denoted by θ. Putting everything together, we






















The phase space integration element is given by















The only non-trivial quantity in the computation is
(qk1) = k10
(
q0 − |~q| cos θ) = K
4s
(
(s+m2)−K cos θ) , (7.39)
























6Both the incoming electron and the incoming photon have 2 degrees of freedom, hence (1/2)(1/2) = 1/4.
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We therefore have for the transition rate, now also averaged over the scattering angle:



































This is called the Thomson cross-section. It may serve as the ‘measurement’ prediction by which the
electric charge of the electron is dened.
7.3.3 Electronpositron annihilation
The process
e+(p1) e−(p2) → γ(k1) γ(k2)



















We shall study it in the context of the way it is actually observed at high-energy e+e− colliders, that is, in
the centre-of-mass frame with the photons emerging at non-negligible angles with respect to the electron
and positron beams. In that case, no invariant vector products are small, and we may neglect the electron
mass. We then have an example of a process in which spinor techniques can be usefully employed. The









A1(λe, λ1, λ2) = uλe(p1) /²λ2(k2) (/p2 − /k1) /²λ1(k1) uλe(p2) ,
A2(λe, λ1, λ2) = uλe(p1) /²λ1(k1) (/p2 − /k2) /²λ2(k2) uλe(p2) . (7.44)
Since me = 0 we may as well employ the symbol u for both the positron and the electron. Also, the
helicity of the electron xes that of the positron, and both are indicated by λe. The helicities of the two
photons are denoted by λ1,2. Since we are not interested in the overall complex phase of the amplitude,







uλ(kj) γµ uλ(rj) , (7.45)
with rjα the gauge vector as discussed before. It is important to note that the choice of rj can be made
for different helicity congurations independently. But of course we should choose the same r for all

















A1(+,+,+) = N u+(p1)u−(k2)u−(r2)(/p2 − /k1)u−(k1)u−(r1)u+(p2) ,
A2(+,+,+) = N u+(p1)u−(k1)u−(r1)(/p2 − /k2)u−(k2)u−(r2)u+(p2) ,
A1(+,−,−) = N u+(p1)u−(r2)u−(k2)(/p2 − /k1)u−(r1)u−(k1)u+(p2) ,
A2(+,−,−) = N u+(p1)u−(r1)u−(k1)(/p2 − /k2)u−(r2)u−(k2)u+(p2) . (7.47)
If, now, we choose r1 = r2 = p2 for the (+,+,+) conguration and r1 = r2 = p1 for the (+,−,−)
conguration, the amplitude is seen to vanish identically in either case. This is of course independent
of our using the standard-spinor techniques: these just make it simpler to see the vanishing. We also
see that the same must happen for electronpositron annihilation into any number of photons: if they all
have the same helicity, the amplitude vanishes. Next, we have the (+,+,−) conguration:
A1(+,+,−) = N u+(p1)u−(r2)u−(k2)(/p2 − /k1)u−(k1)u−(r1)u+(p2) ,
A2(+,+,−) = N u+(p1)u−(k1)u−(r1)(/p2 − /k2)u−(r2)u−(k2)u+(p2) . (7.48)
We can now choose, say, r1 = p2 and r2 = p1. Then A1 is again zero, and
A2(+,+,−) = N u+(p1)u−(k1)u−(p2)(/p2 − /k2)u−(p1)u−(k2)u+(p2)
= −s+(p1, k1)s−(p2, k2)2s+(k2, p1)/
√
(k1p2)(k2p1) , (7.49)
so that up to an irrelevant overall phase we have






By symmetry, the conguration (+,−,+) is obtained by replacing k1 by k2. The congurations with








The computation of the cross-section is left as an excercise. We have discussed this process, rather,
to show how spinor techniques may be usefully employed to compute amplitudes for massless-particle
processes in a fast and efcient manner: moreover, we can gain results (such as the vanishing of the
amplitude when the photons helicities are equal) that are not so easily obtained by more traditional
approaches. A word of caution is in order here. The Minkowski products (pikj) can become small if
the photons are emitted collinearly. In that case these products are of order m2 rather than of order s. It
is therefore not advisable to blindly put m = 0 in any process in which photons are emitted, since then
we might miss terms looking like m2/(pikj)2. As can be seen from the matrix element for Compton
scattering, in this case the double-pole term is actually suppressed bym4 rather than bym2, and therefore
at high energies we do not have to worry about double poles for this process. For other bremsstrahlung
processes such as e+e− → µ+µ−γ, the double poles are important.
107
QUANTUM FIELD THEORY FOR THE ELECTROWEAK STANDARD MODEL
107
7.3.4 Bhabha scattering
The last elementary QED process is that of Bhabha scattering:
e+(p1) e−(p2) → e+(q1) e−(q2) ,
















We shall use, in addition to s, the following conventional invariants:
t = (p1 − q1)2 = (p2 − q2)2 , u = (p1 − q2)2 = (p2 − q1)2 . (7.52)
For m = 0 we have s + t + u = 0 by momentum conservation. As before, we shall work in the
high-energy limit so that me is neglected. The helicity-dependent amplitude is
M(λ1, λ2, ρ1, ρ2) = i~Qe2 A(λ1, λ2, ρ1, ρ2) ,
A(λ1, λ2, ρ1, ρ2) = 1
s
uλ1(p1) γ




µ uρ1(q1) uρ2(q2) γµ uλ2(p2) . (7.53)
Note the relative minus sign between the two diagrams. By the Chisholm identity, we can now evaluate
the various helicity congurations:
A(+,+,+,+) = 2
s
s+(p1, q2)s−(q1, p2)− 2
t



















s+(p1, p2)s−(q2, q1) ∼ 2s
t
, (7.54)
where the symbol ∼ denotes our throwing away unimportant complex phases. The other helicity con-
gurations with λ1 = + give zero, and those with λ1 = − follow again trivially by conjugation. We








where θ is the angle between ~p1 and ~q1 in the centre-of-mass frame in which most e+e− scattering
experiments are performed. Note that, in this case, the singularity is not due to our neglecting the
electron mass: indeed, for non-zero mass we have
t = (p1 − q1)2 = 2m2 − 2(p10)2 + 2|~p1|2 cos θ = −2|~p1|2(1− cos θ) . (7.56)
To this order in perturbation theory, the total cross-section for Bhabha scattering is therefore indeed
divergent. The importance of the Fermi minus sign is very visible here. If inadvertently we would forget
it, the cross-section would be overestimated by as much as 50% for cos θ = −2 + √5, i.e., a scattering






We can also consider the possibility of interactions between photons and charged scalar particles. Ele-
mentary charged scalar particles have to date not been observed, although they are predicted in extensions
of the Standard Model. We include them here since they will provide indications on how to treat charged





where the charge ow is indicated by the arrow. The photon index is µ. The momenta p and q are counted
along the arrow. Note that the propagator of scalar particles may be unoriented, but the vertices do not
have to be, in particular if there is a quantum number, such as charge, that distinguishes between particle
and antiparticle. In the absence of Dirac indices, the only quantities in this vertex that carry a Lorentz
index are the momenta p and q (and of course the photon’s own momentum, but that is xed by p and q).





(c1pµ + c2qµ) ,
with constants c1,2 to be determined. This is simple, since we can study the annihilation of the charged








~ (c2p2µ − c1p1µ) kµ
= iQ
√









(c2 − c1)s . (7.57)






(p+ q)µ sQED vertex
sQED Feynman rules, version 7.1 (7.58)
Let us now consider the more complicated process of annihilation into two on-shell photons. With the
















The amplitude is then given, with m indicating the scalar’s mass, by
M = −i~Q2 (p1 + (p1 − k)) · ²1 ((p1 − k) + (−p2)) · ²2
(p1 − k1)2 −m2 + (k1 ↔ k2)
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(p1 · ²1)(p2 · ²2)
(p1 · k1) +




The test of current conservation now fails:
Mc²1→k1 = −2i~Q2((p2 · ²2) + (p1 · ²2)) = −2i~Q2 (k1 · ²2) . (7.60)












sQED Feynman rules, version 7.2 (7.61)
Now we immediately nd the desired current conservation:
+ + = 0 . (7.62)
It might be supposed that annihiliation into three photons would necessitate a ve-point vertex, and so on:
fortunately, the above two vertices are sufcient to guarantee current conservation in all sQED processes,
as we shall now show using some more handlebar diagrammatics.
7.4.2 Proof of current conservation in sQED





p2 −m2 (p+ q)
µ 1
q2 −m2 .
None of these lines is necessarily on-shell. We have left out the powers of ~ since they depend on whether
a line is external or not. Momentum conservation xes the photon momentum: k = p− q. We can now
invent some handlebar diagrammatics as follows:
p q
k
= −iQ (p− q) · (p+ q)
(p2 −m2)(q2 −m2) = −iQ
1
q2 −m2 + iQ
1
p2 −m2
= − , (7.63)
with the auxiliary rules that the slashed propagators, as before, are trivial:
= i , = 1 , (7.64)
and the vertex involving slashed legs is also trivial:




The diagrammatics here ensure that momentum is owing correctly even through slashed propagators.




= 2iQ2 kµ = iQ2
(
















= 0 . (7.67)
Rather than giving the whole rigorous treatment in order to show the cancellations necessary for current
conservation in the general case, we shall restrict ourselves here to an example. Consider a part of an
amplitude similar to that discussed in Section 7.2.3. If we collect the diagrams where the photon-to-be-
handlebarred occurs in all possible places along the charged scalar line, we have
+ + +
+ + ,
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which vanishes completely: note that to see this we must realize that
= (7.68)
because the slashed objects are trivial. It ought to be clear that exactly the same mechanism will ensure
current conservation for sQED with the 3- and 4-point vertex, for any process we may consider.
7.4.3 The charged KleinGordon equation
Just like the case of a Dirac particle in an electromagnetic eld, that of a charged scalar in such a eld
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Note the occurrence of the symmetry factor 1/2 in the last line. We can therefore arrive at the following
classical eld equation, where we have used the Lorenz condition ∂ · A = 0:(− ∂2 −m2)φ(x) = −iQAµ(x)∂µφ(x)−Q2Aµ(x)Aµ(x)φ(x) , (7.71)
or (
(i∂ +QA(x))2 −m2)φ(x) = 0 . (7.72)
This is the KleinGordon equation for charged scalar elds. We see that the same ‘minimal substitution
rule’ pµ → pµ+QAµ as in the Dirac case is employed to account for the presence of the electromagnetic
eld; and we see that the charge coupling constant Q is dened in the same way for both scalar and Dirac
particles.
8 Electroweak interactions
In this section we shall introduce the electroweak interactions of the Minimal Standard Model. We will
not use the gauge principle to do this, but rather build up the theory by introducing new particles and/or
vertices as the need arises. This is more or less the exact opposite of the usual exposition, but is, I hope,
rather closer to physics than to mathematics.
8.1 Muon decay
8.1.1 The Fermi coupling constant
Let us return to the Fermi model of muon decay as discussed in Section 5. There, the (phenomenological)
amplitude for this decay was proposed to be of the form of Eq. (5.134). The resulting width was







The measured values of the mechanical mass Mµ and the lifetime τµ of the muon are
Mµ ≈ 1.88353 10−28 kg , τµ ≈ 2.19703 10−6 s ; (8.2)
the muon mass may be more familiar under its appellation of Mµc2 ≈ 0.106 GeV. From these we can




≈ 5.35446 1014 m−1 , Γµ = 1
cτµ
≈ 1.51825 10−3 m−1 . (8.3)
From Eq. (8.1) we then nd




≈ 1.16383 10−5 GeV−2 . (8.5)





≈ 292.5 GeV . (8.6)
8.1.2 Failure of the Fermi model in the µ− νµ → e− νe process
If the phenomenologically motivated Fermi interaction is to have any claim on global validity, it must
also describe the process
µ−(p1) νµ(p2) → e−(q1) νe(q2) , (8.7)
which amounts to the previous process, only with the outgoing muon neutrino moved to an incoming
anti-muon neutrino. No matter that we cannot, at present, build µνµ colliders: the very, very, very early
universe did provide such processes, and their description must be correct. By the rules of the Fermi
model, the amplitude is given by
M = iGF ~√
2








GF ~ s−(p2, q1) s+(q2, p1) . (8.8)
Here, we have neglected both the muon and the electron mass since the scattering takes place at high
energy, and we have applied the Chisholm identity in order to remove the contracted Lorentz index.
Disregarding overall complex phases and using momentum conservation, we then nd
M≈ i16 GF ~√
2
(p1 · q2) . (8.9)
Neutrinos (we shall assume, in this section, that neutrinos are strictly massless) have only one helicity
state, and therefore the averaged matrix element square is given, in the centre-of-mass system, by〈|M|2〉 = 64 GF 2 ~2 (p1 · q2)2 = 4 GF 2 ~2 s2 (1 + cos θ)2 , (8.10)
1What precisely constitutes the scale is of course to some extent a matter of taste. If we include a factor
√
2 inGF the scale
is reduced by a factor (
√
2)1/2 to 246 GeV, which is the more commonly used number.
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where θ is the angle between the muon and electron momenta. By also taking the angular average we
obtain 〈〈|M|2〉〉 = 16
3
GF
2 ~2 s2 . (8.11)
The total cross-section is therefore given by




As discussed before, only the factor 1/3 cannot be established straightaway in this expression, but has to
be computed from the Feynman diagrams.
The scattering cross-section rises linearly with s, and will therefore violate the unitarity bound
at sufciently high energy. Since the muon and its antineutrino couple with a Dirac matrix, we may
conclude that they must be in a J = 1 state. The unitarity bound on this cross-section is therefore
σ(µ− νµ → e− νe) ≤ 12
16pi
s




which leads to a fundamental failure of the Fermi model (at least, at the tree level) at a scattering energy
of
√
s ≈ 1.5 TeV.
8.2 TheW particle
8.2.1 The intermediate-vector-boson strategy
We are faced with the task of modifying the Fermi model in such a way that its success in the low-energy
description of muon decay is preserved, while at high energies unitarity remains inviolate. One possible
way out might be to simply makeGF depend on the energy scale of the process so that it decreases at high
energies, making the µ− νµ → e− νe cross-section well-behaved. We see that this would necessitate
a modication that leads to a 1/s behaviour at high values of s. Such energy-dependent couplings,
called form factors, are employed for instance in ‘low-energy’ hadronic physics: in such cases, however,
this approach is generally viewed as an admission of ignorance of, and an attempt to cope with, some
underlying and simpler physics at a smaller distance scale2.
The more elegant, and (as it turns out) correct way is to make the Fermi model look more ‘QED-
like’: instead of using a contact interaction between four fermions, we postulate the existence of a new
particle, the so-called W boson. This couples to fermionantifermion pairs in a way reminiscent of
the photon. The four-fermion interaction then resolves into two f f¯W interactions, with the W boson
mediating between the two vertices: the corresponding Feynman diagram for the process µ−(p) →







At the time this model was rst seriously discussed, it went under the name of Intermediate Vector Boson
(IVB) hypothesis. We take the W to couple to the fermion pairs eνe and µνµ, so that (as we shall check)
2This is particularly evident in some modifications of QED where the ‘dimensionless’ coupling Q is replaced by an s-
dependent formQ(s/Λ2) which equalsQ at low s but deviates from it at high s. With the commissioning of each higher-energy
accelerator, such deviations are always looked for (and have, so far, not been found). Note that in this case the quantity Λ for
which search limits are obtained establishes an energy scale (or 1/Λ establishes a length scale) at which ‘new physics’ sets in.




the W must be electrically charged, and assume that the coupling is of equal strength in both cases3 (for
now). The following Feynman rules are therefore postulated:
kµ ν ↔ i~ −g
µν + kµkν/mW 2





gW (1 + γ5)γµ ff ′W vertices
EW Feynman rules, part 8.1 (8.14)
The W propagator is the standard one for a vector particle. Note that the occurrence of the (1 + γ 5) in
the vertex is suggested by the form of the Fermi interaction; and that the two fermions meeting in the
vertex must be of different type. The values of mW and gW are to be determined. Another attractive
property of this model is that here the coupling constant gW has the same dimensionality as the QED
one, and does not formally contain a length scale.





u(k1)(1 + γ5)γαu(p) u(q)(1 + γ5)γαv(k2)
− 1
mW 2
u(k1)(1 + γ5)/Qu(p) u(q)(1 + γ5)/Qv(k2)
]
, (8.15)
where the momentum of the internal W is given by
Qµ = (p− k1)µ = (q + k2)µ . (8.16)
The last term in Eq. (8.15) appears to deviate signicantly from the spinorial structure of the rst term,
which coincides with the Fermi model. Hoewever, notice that
u(k1)(1 + γ5)/Qu(p) = u(k1)(1 + γ5)(/p− /k1)u(p)
= u(k1)
(− /k1(1− γ5) + (1 + γ5)/p)u(p)
= mµ u(k1)(1 + γ5)u(p) (8.17)
upon application of the Dirac equation to the external spinors; and since, in the same way,
u(q)(1 + γ5)/Qv(k2) = me u(q)(1 − γ5)v(k2) , (8.18)
the second term in Eq. (8.15) is actually suppressed by a factor (memµ)/mW 2, which is small if mW
is sufciently large (in fact, for the actual values of the masses the suppression factor is about 10−7).
Neglecting this term, we see that the Fermi-model amplitude is recovered with the single replacement
of the coupling constant GF /
√
2 by gW 2/(Q2 −mW 2). Now, the maximum value that Q2 can take in
this process is mµ2, which is attained in the improbable case that the muon neutrino emerges with zero
3At this point, these are of course just assumptions. Since 1983, when the W boson was first freely produced, they have
been tested with great accuracy. The alternative scenario of the ‘charge-retention’ form in which an electrically neutral W
couples to eµ and νeνµ is for instance completely ruled out by the fact that the decay W → e+µ− is never seen. The equality
of the couplings is verified by the fact that the branching ratios for W → eνe and W → µνµ are the same up to computable
mass effects.
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momentum from the decay. If, therefore, we assume that mW is large compared to mµ, we see that the























8.2.2 The cross-section for the µ−νµ → e−νe process revisited
We can now study the modication that the IVB hypothesis makes in the cross-section for the process
µ−νµ → e−νe, where the Fermi model fails. In this case the total invariant mass is (assumed to be)
much larger than the W mass, so that the modied prediction can immediately be seen to be














and this cross-section does decrease as 1/s for large s.
Of course, the unitarity limit (8.13) still has to be observed, which puts an upper limit5 on the
useful values of mW :
mW c
2 ≤ (72pi2)1/4 ΛW ≈ 1.5 TeV . (8.22)
However, from Eq. (8.20) we see that for such large values the dimensionless coupling constant is so
large that the tree-level approximation for the cross-section is questionable.
One may wonder what happens at s = mW 2. There, the cross-section would seem to diverge. We
must realize, however, that at that energy we are, in fact, producing an on-shell W that decays into a
fermionantifermion pair: that is to say, the W is an unstable particle, and has a decay width. We ought,
therefore, to include the decay width in the propagator, so that in the neighbourhood of the resonance at
s ≈ mW 2 the cross-section reads





(s−mW 2)2 +mW 2ΓW 2
. (8.23)
This is well below the unitarity limit. The IVB hypothesis therefore cures the unitarity problem in this
process.
Because of these successes, we shall adopt the notion of an existing W particle of spin 1 (and
hence obeying the lines laid out in Section 6), coupling to pairs of fermions separated by one unit of
charge. Note that this automatically rules out couplings between a W , a lepton, and a quark.
8.2.3 TheWWγ vertex
8.2.3.1 Minimal coupling
Since the W particle couples to fermion pairs of unequal charge, it must itself also be charged6 , which
means that it must couple to the photon in (at least) a WWγ vertex. It is our aim now to nd the form of
such a vertex.
4We disregard the overall sign difference between the two forms as Q2/mW 2 → 0.
5This value is close to the value of
√
s at which unitarity breaks down in the unmodified Fermi model, see Eq. (8.13). This
is not a coincidence: whatever we do to the electroweak interactions, 1.5 TeV appears to be the energy régime where things get
tricky.




BothW ’s and photons are characterized by the fact that, in addition to their momentum, they carry
a polarization vector, i.e., a Lorentz index: the WWγ vertex must therefore carry no fewer than three
Lorentz indices. As a rst attempt, we can simply view the W particles as funny scalars, and adopt the















is taken to be
i
~
QW (p1 − p2)ρ γµν (8.24)
where the coupling constant (the W charge) is to be determined, and the particles are considered to be
outgoing from the vertex. To this end, let us examine the process
D(q1) U(q2) → γ(k1, ²) W+(k2, ²+) .
² and ²W denote the polarization vectors of the photon and the W , respectively, and we have indicated
the particle momenta. Here, and in the following, we shall denote by U and D two fermions of which
the U has an electric charge one unit higher than the D: for instance, U = νe and D = e, or U = u















The three diagrams correspond to the three partial matrix elements
M1 = −i~gwQD v(q1)/²
/k1 − /q1 +mD
(k1 − q1)2 −mD2 (1 + γ
5)/²Wu(q2) ,
M2 = −i~gWQU v(q1)(1 + γ5)/²W
/q2 − /k1 +mU
(q2 − k1)2 −mU 2 /²u(q2) ,
M3 = +i~gWQW v(q1)(1 + γ5)γαu(q2)g
αβ − PαP β/mW 2
s−mW 2 ²Wβ ((2k2 + k1) · ²) , (8.25)
where s = P 2, P = q1 + q2 = k1 + k2.
Since this process involves a produced photon, the handlebar identity must hold: if we replace ²µ
by k1µ the amplitude must vanish. We shall investigate this in some detail. In the rst place, we perform
some simple Dirac algebra to note that
v(q1)/²(/k1 − /q1 +mD)
⌋
²→k1








(k1 − q1)2 −m2D
)
v(q1) , (8.26)
where in the second line we have used anticommutation between /k1 and /q1, and in the third line the
Dirac equation for v(q1). This kind of operation will occur very frequently in what follows. We see that
M1c²→k1 = −i~gWQD v(q1)(1 + γ5)/²Wu(q2) , (8.27)
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and similarly
M2c²→k1 = +i~gWQU v(q1)(1 + γ5)/²Wu(q2) . (8.28)
For the third diagram we nd
M3c²→k1 = +i~gWQW v(q1)(1 + γ5)/²Wu(q2)
− i~gWQW (k1 · ²W )× v(q1)
(
mU (1 + γ5)−mD
(
1− γ5))u(q2) . (8.29)







= 0 ⇒ QW = QD −QU : (8.30)
but the second term in Eq. (8.29) spoils this idea by having a quite different algebraic structure: no tuning
of coupling constants is going to ensure that a WWγ vertex of the form (8.24) can do the job.
8.2.3.2 YangMills coupling
Treating the WWγ vertex as a prettied sQED vertex does not work: and this also means that the
photonW interactions cannot be obtained by the minimal-substitution rule. This should not come as a
surprise since the vertex (8.24) is only designed for graceful behaviour towards longitudinal photons, not





(a1p1 + a2p2)ρgµν + (a3p2 + a4p3)µgνρ + (a5p3 + a6p1)νgρµ
)
. (8.31)
Note that, because of momentum conservation, each of the three terms needs to contain only two of the
momenta; the constants a1,...,6 are to be determined. This we shall do by considering several situations.
First, we consider the process of decay of a photon in a W +W− pair:
γ∗(q) → W+(k+, ²+) W−(k−, ²−) ,
kinematically this is only possible if the photon is quite off-shell, and therefore we do not give it a
polarization vector but leave its Lorentz index µ free. The matrix element is given by
M = i~1/2Qw Aµ ,
Aµ = (a1k+ + a2k−)µ(²+ · ²−) + ((a3k− − a4q) · ²+)²−µ + ((−a5q + a6k+) · ²−)²+µ
= (a1k+ + a2k−)µ(²+ · ²−) + (a3 − a4)(q · ²+)²−µ + +(a6 − a5)(q · ²−)²+µ , (8.32)
where in the last line we have used q = k+ + k− and (k± · ²±) = 0. Since even for off-shell photons the
current must be strictly conserved, we require that
Aµqµ = 12q
2(a1 + a2)(²+ · ²−) + (a3 − a4 − a5 + a6)(q · ²+)(q · ²−) = 0 , (8.33)
which leads to the following relations between the constants:
a1 + a2 = 0 , a3 − a4 = a5 − a6 . (8.34)
In the second place, we return to the process DU → γW + discussed in the previous section. The
third Feynman diagram now reads differently:







δαβ − PαPβ/mW 2
){




δαβ − PαPβ/mW 2
){
(a1 − a2)(k2 · ²)²+β + (a4 − a3)(k1 · ²+)²β + (a5k1 + a6k2)β(²+ · ²)
}
. (8.35)
The replacement ²→ k1 now leads, after some simple algebra (and use of momentum conservation), to
the following form:
Zαc²→k1 = (a1 − a2)(k1 · k2)²+α + T α ,
T α = (−a3 + a4 + a5 − a6)k1α − (k1 · k2)
mW 2
(a1 − a2 − a3 + a4 + a5 + a6)Pα . (8.36)
Now a complete cancellation of all diagrams in this case is only possible if only the rst term in Z αc
survives. Using the assignment7 QW = QD − QU , we then come to the following additional relations
between the a’s:
a1 − a2 = 2 , a1 − a2 = a3 − a4 − a5 − a6 = 0 . (8.37)
A third result is obtained by considering the process UD → γW −: because of the symmetry
between this amplitude and the previous one, we can establish that also
a1 − a2 = a5 − a6 + a3 + a4 . (8.38)
For the last necessary piece of information we must turn to the handlebar operation for the pro-
duced W rather than the photon. We can rewrite the three Feynman diagrams as follows:
M1 = −i ~gWQD(q2 − k2)2 −mD2 v(q1)/²
(
/q2 − /k2 +mD
)
(1 + γ5)/²+u(q2) ,
M2 = −i ~gWQU(k2 − q1)2 −mU 2 v(q1)(1 + γ
5)/²+
(
/k2 − /q1 +mU
)
/²u(q2) ,
M3 = +i ~gWQW
s−mW 2 v(q1)(1 + γ
5)γαu(q2) Zα, (8.39)
with Zα as in Eq. (8.35). The handlebar operation on ²+ now gives a slightly more complicated result:










v(q1)(1 + γ5)/²u(q2) . (8.40)
Of these three lines, the second is suppressed with respect to the rst one by a factor (mass/energy), and
the third line even by (mass/energy)2 . In the high-energy limit, therefore, the second and third line will
not contribute to any unwanted high-energy behaviour of the amplitude: we shall call such terms safe
terms. Which is not to say that they are negligible. The point here is that they do not contribute to any
condition on the coupling constants. We can therefore write
M1c²+→k2 = +i~gWQD v(q1)(1 + γ5)/²u(q2) + · · · , (8.41)
where the ellipsis denotes safe terms. For the second diagram, we nd in a similar way:
M2c²+→k2 = −i~gWQU v(q1)(1 + γ5)/²u(q2) + · · · , (8.42)
7Any common factor in the a’s is always absorbed in the value of QW so this is no loss of generality.
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For the third graph we nd after some algebra:
Zαc²+→k2 = (a4 − a3)(k1 · k2)²α − a3mW 2²α
− (k2 · ²)(k1 · k2)
mW 2
(a1 − a2 − a3 + a4 + a5 + a6)Pα
+ (k2 · ²)(−a1 + a2 + a5 − a6)k1α . (8.43)
Requiring M3 to cancel against M1 +M2 up to safe terms therefore leads to the additional relations
between the a’s:
a3 − a4 = 2 , a1 − a2 = a5 − a6 . (8.44)
Combining the requirements (8.34), (8.37), (8.38) and (8.44) we nd the unique solution
a1 = a3 = a5 = 1 , a2 = a4 = a6 = −1 . (8.45)
This leads us to introduce the YangMills form of the three-boson vertex:
Y (p1, µ; p2, ν; p3, ρ) ≡ (p1 − p2)ρgµν + (p2 − p3)µgνρ + (p3 − p1)νgρµ . (8.46)
Note that this is antisymmetric in the interchange of any two of its pairs of arguments. It is therefore
invariant under cyclic permutations of the argument pairs.
We have thus established the WWγ vertex to be












QW Y (p1, µ; p2, ν; p3, ρ)
WWγ vertex
All particles and momenta counted outgoing
EW Feynman rules, part 8.2 (8.47)
A very important identity for the YangMills vertex is the following:





)− (p3νp3ρ − p32gνρ) , (8.48)
and its cyclic permutations.
8.3 The Z particle
8.3.1 W pair production
8.3.1.1 Unitarization from extra fermions
In the previous section we have investigated how the possible couplings between W ’s and photons are
restricted by the requirements of the handlebar. We shall now pursue the same strategy for different pro-
cesses. Since we shall be interested in the high-energy behaviour of amplitudes we shall allow ourselves
to neglect particle masses wherever possible.
Let us consider the process


















which contribute to the amplitude as follows:
M1 = −2i ~gW
2
(p2 − q+)2 v(p1)(1 + γ
5)/²−(/p2 − /q+)/²+u(p2) ,
M2 = i ~QUQW(q+ + q−)2 v(p1)γµu(p2)Y (q+, ²+; q−, ²−,−q+ − q−, µ) . (8.49)
Here we have neglected the masses as announced. The high-energy behaviour can be investigated by
putting a handlebar on the W+, say; we then obtain
M1c²+→q+ = 2i~gW 2 v(p1)(1 + γ5)/²−u(p2) ,
M2c²+→q+ = i~QUQW v(p1)/²−u(p2) , (8.50)
and we see that these two diagrams cannot possibly cancel one another. We must therefore introduce
an additional ingredient in the model. A possible approach is the following. In the analogous process
UU → γγ the handlebar requirement is satised because there are two diagrams, with the photons
interchanged. We might do the same for the W by postulating the existence of another fermion type U ′,
with charge one unit higher than QU , and the existence, in addition to the UDW vertex, of a U ′UW








with its own contribution
M3 = −i ~(p1 − q+)2 v(p1)ω/²+(/q+ − /p1)ω/²−u(p2) ,
ω = g1 + g2γ5 . (8.51)
The mass of the U ′ is also neglected, and g1,2 are to be determined. We have







= 0 ⇒ (g1 + g2γ5)2 = 2gw2(1 + γ5) +QUQW . (8.53)
We see that it is in principle possible to attain good high-energy behaviour in the process UU →
W+W−, at the cost of introducing new fermion types; and the same is possible forDD→ W +W−. But
a very serious conundrum immediately arises: having postulated the existence of the U ′, we of course
also have to consider high-energy behaviour in the process U ′U ′ → W+W−: and it is easy to see that
that can only be cured by postulating also a fermion U ′′, of again one unit of charge higher. An in-
nite tower of fermions with higher and higher charge becomes unavoidable. Not only is this extremely
unattractive (even leaving aside the fact that no higher-charge fermions have been found to date), but
as the charges grow without bound, perturbation theory is bound to break down since it is based on the
assumption that the interactions are not large.
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8.3.1.2 The Z boson to the rescue
Since introducing additional Dirac particles does not seem a viable way to ensure good high-energy
behaviour in the UU → W+W− process, we shall investigate the alternative of an additional boson.
That is, we shall postulate the existence of a neutral spin-1 particle, coupling to W +W− pairs and to
fermionantifermion pairs. This particle, denoted by Z (or Z 0) is supposed to cure the high-energy
behaviour in both UU → W+W− and DD → W+W− processes simultaneously. This is the simplest
scenario. Other possibilities could be explored, in which there is more than one type of Z , perhaps one
type for the U fermions and one type for the D fermions. Experiment has taught us, however, that the
simplest option appears, as usual, to be the one chosen by nature. For the WWZ vertex it stands to
reason to employ the useful YangMills form (8.46), with a coupling constant to be determined. Since
the diagram with the Z must cancel against a combination of the purely vectorial photon diagram and
the D-exchange diagram with its (1 +γ5) structure, the Z must couple to the fermions with a mixture of
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where as before in the YangMills vertex every participant is counted in the outgoing manner. With these















γµu(p2)Y (q+, ²+; q−, ²−;−q+ − q−, µ) . (8.54)
Note that nothing has been neglected in this expression: the second term in the massive-boson propagator
drops out when we multiply it into the YangMills vertex. Since this diagram is so similar toM1 it is
easy to perform the handlebar operation:





where we have assumed that s = (q+ + q−)2 is also much larger than mZ2, and neglected safe terms.
We now see that the high-energy behaviour is acceptable provided that the non-safe terms cancel under
the relations




We can perform precisely the same procedure for the process DD →W +W− and obtain
0 = vDgWWZ − 2gW 2 +QDQW and 0 = aDgWWZ − 2gW 2 . (8.57)
A nal piece of information is obtained if we realize that, the Z being a massive spin-1 particle, it must
obey its own handlebar relations; we can therefore investigate the process UD → W +Z , which gives a
single extra condition
0 = vD + aD − vU − aU − gWWZgW . (8.58)
8.3.2 The weak mixing angle for couplings
We can handle (if not completely solve) the system of constraints as follows. Let us subtract Eqs. (8.56)
from Eqs. (8.57). We then obtain
(vD + aD − vU − aU )gWWZ + (QD −QU )QW = 8gW 2 . (8.59)
Using Eq. (8.58) and the denition of QW , we nd a relation between three couplings:
gWWZ
2 +QW 2 = 8gW 2 . (8.60)
There must, therefore, exist an angle θW such that
QW =
√
8 gW sin θW , gWWZ =
√
8 gW cos θW . (8.61)
This angle is called the weak mixing angle, and it parametrizes essentially all of the minimal model of
electroweak interactions we are constructing here. In the rst place, we know that the charge of the W






which leads to a parametrization of the W mass itself8:











As we see, the assumption of the existence of a single, neutral Z boson immediately implies that the W
has a mass of at least 37.3 GeV. Notice that no prediction for the mass of the Z is obtained, however.
The other unknowns in our treatment can now be expressed in terms of θW . Adopting the usual
convention of denoting by e the positive unit charge, we nd by straightforward algebra
QW = −e , gWWZ = −ecos θWsin θW ,
aU = −aD = e4sin θW cos θW ,
vU = aU
(











We note here that θW is dened at this stage as a relation between coupling constant: later on we shall
encounter it in another guise.
8To arrive at this experession we have used the definition (8.5) for GF , and the result (7.17) of α.
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8.3.3 W , Z, and γ four-point interactions
The 2 → 2 processes involving either four fermions or two fermions and two bosons have led us to
postulate W and Z particles and their interactions with fermions, as well as their mutual three-point
vertices. Since we have pretty much quarried all possible information (as long as the fermion masses are
neglected, see later) about this sector we now turn to the 2 → 2 processes involving four bosons. First
we consider the process
W+(p1, ²1) γ(p2, ²2) → W+(p3, ²3) γ(p4, ²4) .






with the respective contributions
M1 = i ~QW
2
(p2 − p3)2 −mW 2Y (p3, ²3; p2 − p3, ν;−p2, ²2)
× (gµν + (p1 − p4)µ(p2 − p3)ν/mW 2)




(−mW 2(²2 · ²3)(²1 · ²4)
+Y (p3, ²3; p2 − p3, µ;−p2, ²2)Y (p1 − p4, µ;−p1, ²1; p4, ²4)
)
,
M2 = i ~QW
2
(p3 + p4)2 −mW 2Y (p3, ²3;−p3 − p4, ν; p4, ²4)
× (gµν + (p1 + p2)µ(−p3 − p4)ν/mW 2)




(−mW 2(²3 · ²4)(²1 · ²2)
+Y (p3, ²3;−p3 − p4, µ; p4, ²4)Y (p1 + p2, µ;−p1, ²1;−p2, ²2)
)
, (8.66)
where we have already used Eq. (8.48) in the internal W lines, as well as the fact that (pj · ²j) = 0,
j = 1, 2, 3, 4. Let us now proceed to check current conservation for the outgoing photon. The following
algebra applies toM1:
Y (p3, ²3; p2 − p3, µ;−p2, ²2)Y (p1 − p4, µ;−p1, ²1; p4, ²4)c²4→p4 =
= Y (p3, ²3; p2 − p3, µ;−p2, ²2)
(
(p4 · ²1)(p2 − p3)µ + 2(p2 · p3)²1µ
)
= 2(p2 · p3)Y (p3, ²3; p2 − p3, ²1;−p2, ²2) + mW 2(p4 · ²1)(²2 · ²3) , (8.67)
so that
M1c²4→p4 = −i~QW 2 Y (p3, ²3; p2 − p3, ²1;−p2, ²2) . (8.68)
In the same manner we arrive at
M2c²4→p4 = i~QW 2 Y (p1 + p2, ²3;−p1, ²1;−p2, ²2) . (8.69)
















= i~QW 2 (2(²1 · ²3)(p2 · ²4)− (²1 · p2)(²3 · ²4)− (p2 · ²3)(²1 · ²4)) . (8.71)














= i~QW 2 (2(²1 · p3)(²2 · ²4)− (²1 · ²2)(p3 · ²4)− (²2 · p3)(²1 · ²4)) . (8.73)











Xµναβ = 2 gµνgαβ − gµαgνβ − gµβgνα . (8.74)
The occurrence of such a four-point vertex should not surprise us, with our experience of a similar vertex
in sQED; its precise algebraic structure can, of course, not be had from that example.
From the similarity between the WWγ and WWZ vertices we can also immediately conclude























Finally, we consider the process
W+(p1, ²1);W−(p2, ²2) → W+(p3, ²3) W−(p4, ²4) ,














QUANTUM FIELD THEORY FOR THE ELECTROWEAK STANDARD MODEL
125
It will turn out to be useful to take the γ and Z exchanges together so that we have two contributions:
M1 = i~QW 2 Y (p3, ²3,−p1, ²1, p1 − p3, µ)(
gµν
(p1 − p3)2 +
cos θW 2
sin θW 2
gµν − (p1 − p3)µ(p1 − p3)ν/mZ2
(p1 − p3)2 −mZ2
)
Y (−p2, ²2, p4, ²4, p2 − p4, ν) ,
M2 = i~QW 2 Y (−p2, ²2,−p1, ²1, p1 + p2, µ)(
gµν
(p1 − p3)2 +
cos θW 2
sin θW 2
gµν − (p1 + p2)µ(p1 + p2)ν/mZ2
(p1 + p2)2 −mZ2
)
Y (p3, ²3, p4, ²4, p2 − p4, ν) . (8.75)
Because the masses of the external particles are all equal, the second term in the Z propagator can be
seen to drop out exactly. We can therefore afford to take the limit s À mZ2 without more ado, and
combine the γ and Z propagators to arrive at the following high-energy form of the contributions:




(p1 − p3)2 Y (p3, ²3,−p1, ²1, p1 − p3, µ) Y (−p2, ²2, p4, ²4, p2 − p4, µ) ,





Y (−p2, ²2,−p1, ²1, p1 + p2, µ) Y (p3, ²3, p4, ²4, p2 − p4, µ) . (8.76)
Let us now take the outgoing W− longitudinal, i.e., apply the handlebar on ²4, and drop safe terms:
Y (p3, ²3,−p1, ²1, p1 − p3, µ)Y (−p2, ²2, p4, ²4, p2 − p4, µ)c²4→p4 =
Y (p3, ²3,−p1, ²1, p1 − p3, µ)
(
(p1 − p3)µ((p1 − p3) · ²2)− ((p1 − p3)2 −mW 2)²2µ
)





Y (p3, ²3,−p1, ²1, p1 − p3, ²2) ; (8.78)




Y (−p2, ²2,−p1, ²1, p1 + p2, ²3) . (8.79)
The total result of the handlebar operation is given by
M1 +M2c²4→p4 = −i
~QW 2
sin θW 2
(2(p4 · ²1)(²2 · ²3)− (p4 · ²2)(²1 · ²3)− (p4 · ²3)(²1 · ²2)) : (8.80)
we arrive at precisely the same algebraical structure as before, and we can immediately conclude that, in



















8.4 The Higgs sector
8.4.1 The Higgs hypothesis
8.4.1.1 Fully longitudinal scattering
Having pursued the consequences of unitarity in processes where a single external spin-1 particle is
longitudinally polarized, we must of course also face the more taxing case in which, perhaps, all external
spin-1 particles are longitudinally polarized: surely this is the most dangerous case from the point of
view of unitarity. In doing so, we must, however, take into account the fact that the notion of longitudinal
polarization is not strictly a Lorentz-invariant one: a generic Lorentz boost will mix longitudinal and
transverse degrees of freedom. It therefore behoves us to specify in which particular Lorentz frame the
particles are assumed to be longitudinally polarized. To this end we introduce a vector cµ with
c · c = 1 ;
the frame in which is ~c = 0 denes the appropriate Lorentz frame. In these notes we shall take cµ to be
proportional to the total momentum involved in the scattering process, that is, the external vector particles
are assumed to be purely longitudinal in the centre-of-mass frame of the scattering9 . The longitudinal












−2 = 1− m
2
(c · p)2 ; (8.81)





the cases studied so far, the subleading terms in ²L have only led to safe terms so that they could be
neglected10 : now, this is no longer automatically the case.
8.4.1.2 WW → ZZ
The rst gedanken process11 is
W+(p1, ²1) W−(p2, ²2) → Z0(p3, ²3)Z0(p4, ²4) .
























and the following contributions:
Mj = −i~gWWZ2Nj∆j , j = 1, 2 ,




(p1 − p3)µ(p1 − p3)ν
)
× Y (−p2, ²2; p2 − p4, ν; p4, ²4) ,
∆1 = (p1 − p3)2 −mW 2 = mZ2 − 2(p1 · p3) ,
9That this is not a trivial point becomes clear when we realize that in ‘WW scattering’ at the LHC, say, the centre-of-mass
frame of the scattering does not coincide with the laboratory frame, in which the detector is at rest, and in which the polarization
analysis of the produced bosons is presumably performed.
10From the point of view of restoring unitarity, not that of actually getting the cross-section right.
11As I write these notes, this is still a true gedanken process: as usual, with improving technology and the commissioning of
higher-energy machines, gedanken processes are gradually turned into actual ones.
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(p1 − p4)µ(p1 − p4)ν
)
× Y (−p2, ²2; p2 − p3, ν; p3, ²3) ,
∆1 = (p1 − p4)2 −mW 2 = mZ2 − 2(p1 · p4) ,
M3 = −i~gWWZ2N3 ,
N3 = X(²1, ²2, ²3, ²4) . (8.82)
Owing to the work we have done so far, we may already anticipate some cancellations between the
diagrams when we make all bosons longitudinal and the safe terms are therefore not the subleading
ones, but rather the sub-subleading ones: we have to proceed carefully. This is most safely done using
computer algebra, using, for example, FORM. Denoting the ‘fully longitudinal’ case by the subscript L, it






= −i~gWWZ2 N123∆12 ,
N123 = N1∆2 +N2∆1 + ∆12N3 = −4E6 mZ
2
mW 4
(sin θ)2 + · · · ,
D12 = ∆1∆2 = 4E4 (sin θ)2 + · · · , (8.83)
where E = p10 = p20 = p30 = p40 and θ = ∠(~p1, ~p3), all evaluated in the centre-of-mass frame. As
before, the ellipses denote contributions that can only give rise to safe terms, and that therefore do not
interest us here. Note that we have disregarded also the normalization factors NL: since the polarization
vectors are overall factors in the scattering amplitude, the NL can never play a role in any dynamical
cancellation, and their subleading terms are therefore always safe. The non-safe contribution from our










+ · · · , (8.84)
and it violates unitarity at sufciently large E. Note that each individual Mj will go as E4 at high energy
so, as already anticipated, some cancellation has already taken place, but not enough: and since the
vertices have already been xed before, we have to introduce a new ingredient into the theory.
8.4.1.3 The minimal Higgs approach
We shall assume that, in addition to the three graphs used so far, there is a fourth one available, mediated
by a new particle type. We assume this to be a neutral, scalar particle, denoted by H , that couples to



























M = −i~ gWWHgZZH (²1 · ²2) (²3 · ²4) 14E2 −mH2 . (8.85)
Its contribution to the fully longitudinal scattering reads




and good high-energy behaviour will be restored in the process WW → ZZ provided that





Before we proceed to the next gedanken process, a few remarks are in order. In the rst place, the
choice for a scalar Higgs particle is almost unavoidable: it certainly cannot be a fermion; if it were a
vector particle, its propagator would contain unwanted higher powers of the energy E, the WWH and
ZZH would presumably be of YangMills type, hence also E dependent. The vertices given above are
essentially the only ones possible for the interactions between two vectors and a scalar if we want them
to be energy independent. Note that gWWH and gZZH may both be expected to contain a mass, that is, they
are of dimension L−1/
√
~. The assumption that there is just one type of neutral scalar involved is, of
course, based on nothing but a prejudice in favour of simplicity. Finally, at high energy all contributions
from mH end up in safe terms, and we do not expect to glean any information on the Higgs mass from
our considerations.
8.4.1.4 WW →WW scattering
Another four-boson scattering process of interest is
W+(p1, ²1)W+(p2, ²2) → W+(p3, ²3)W+(p4, ²4)











whose contributions can be conveniently written as





(p1 − p3)2 + gWWZ
2−gµν + (p1 − p3)µ(p1 − p3)ν/mW 2
(p1 − p3)2 −mZ2
)
× Y (p4, ²4;−p2, ²2; p2 − p4, ν) ,
M2 = M1cp3,²3 ↔ p4,²4 ,
M3 = i~ QW
2
sin θW 2
X(²3, ²4, ²1, ²2) . (8.88)







~ E2 QW 2
mW 4 sin θW 2
(−4mW 2 + 3mZ2 cos θW 2)+ · · · . (8.89)
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M4 = −i~ gWWZ2 (²1 · ²3)(²2 · ²4)(p1 − p3)2 −mH2 ,











+ · · · . (8.91)






(−4mW 2 + 3mZ2 cos θW 2) . (8.92)
Again, no restrictions on mH occur.
8.4.1.5 HZ →WW scattering
We have now run out of four-vector gedanken processes: ZZ → ZZ scattering has no YangMills
contributions, and any four-vector process involving photons will have vanishing amplitudes under a
handlebar on any photon. However, in the same spirit by which we boldly proposed the process UD →
WZ as soon as the Z was hypothesized, we can consider the process
H(p1)Z0(p2, ²2) → W+(p3, ²3)W−(p4, ²4) .
Since only three out of four particles can become longitudinal here, the unitarity violations are not so









M1 = −i~ gWWZgWWH Y (p3, ²3; p2 − p3, µ;−p2, ²2) × −g
µν + (p2 − p3)µ(p2 − p3)ν
(p2 − p3)2 −mW 2 (²4)ν ,
M2 = −i~ gWWZgWWH Y (p2 − p4, µ; p4, ²4;−p2, ²2) × −g
µν + (p2 − p4)µ(p2 − p4)ν
(p2 − p4)2 −mW 2 (²3)ν ,
M3 = −i~ gWWZgZZH Y (p3, ²3; p4, ²4;−p3 − p4, µ) × −g
µν + (p1 + p2)µ(p1 + p2)ν
(p1 + p2)2 −mZ2 (²2)ν . (8.93)
The kinematics of this process is a little different from that of the two previous ones, since mH and mZ




have to cancel the leading non-safe terms. Neglecting, therefore, mW , mZ , and mH in the kinematics














+ · · · (8.94)








if good high-energy behaviour is to emerge.
8.4.2 Predictions from the Higgs hypothesis
The Higgs hypothesis has given us the three conditions of Eqs. (8.87), (8.92), and (8.95). If we consider
gWWH and gZZH as the two unknowns, this system is overconstrained, and we obtain additional information.






sin θW cos θW
, (8.96)
and, in addition, the interesting relation
mW = mZ cos θW . (8.97)
It is apposite to dwell on this last result. The weak mixing angle θW was introduced to parametrize
the system of coupling constants, as discussed in Section 8.3.2: we see it come back here as a relation
between masses instead. From the treatment of the electroweak Standard Model presented in these notes,
it also becomes clear that the mixing angle as a description of coupling constants is, in a logical sense,
prior to that as a description of masses. The assumption of a single Z 0 particle determines the couplings
as described in Section 8.3.2: but it takes the supposition of a single, neutral Higgs particle to obtain
Eq. (8.97). If the Higgs sector of the Standard Model turns out to be different, with more Higgs-like
particles, say, the W and Z mass become uncorrelated; but the couplings of W and Z with the fermions
and each other remain unaffected. In the usual textbook derivation of the model this distinction tends to
be obscured by simultaneously obtaining all couplings at once after symmetry breaking.
8.4.3 W , Z, and H four-point interactions
The class of bosonic four-particle scattering amplitudes is not yet completely exhausted. We can consider
the process
Z0(p1, ²1)Z0(p2, ²2) → H(p3)H(p4)







and the following amplitude:
M1+2 =− i~ gZZH2 (²1)µ (²2)ν(−gµν + (p1 − p3)µ(p1 − p3)ν/mZ2
(p1 − p3)2 −mZ2 +
−gµν + (p1 − p4)µ(p1 − p4)ν/mZ2
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In the fully longitudinal case the non-safe terms are




+ · · · (8.99)












upon which we have a third diagram, whose non-safe part is trivial:
M3cL = 2i~ E2
gZZHH
mZ2
+ · · · . (8.100)








2sin θW 2cos θW 2
. (8.101)
As in the case of sQED and YangMills, this four-point coupling does not contain a length scale, in
contrast with the ZZH coupling. For the case of WW → HH scattering, exactly the same treatment




















Let us return to the process
U(p1)U(p2) → W+(q+, ²+)W−(q−, ²−)
used in Section 8.3.1 to argue the existence of the Z boson. This time, however, we shall not neglect
the fermion masses: and we shall take both W ’s to be longitudinal. It can be seen that each individual
diagram will go as E2 when the energy E of the W ’s in their centre-of-mass frame becomes large. This
means that, in the longitudinal polarization of Eq. (8.81), the second term will only contribute to the safe
terms, and we may simply write (²±)L = q±/mW , so that





(q+ − q−)µ + · · · (8.103)
where once more the ellipsis denotes safe terms. In fact, the restriction to non-safe terms in our treatment
means that we may neglect the boson masses in the kinematics: every occurrence of boson masses from
the kinematics is quadratic and hence gives safe terms. For the fermions this is not the case as we shall
see.
Let us revisit the diagrams of our process. The rst one now reads
M1 = −i~gW 2 v(p1)(1 + γ5)/²−
/q− − /p1 +mD





Note that the mD in the numerator drops out by virtue of the (1 + γ5)’s. We can now perform some
Diracology, using the Dirac equation and dropping safe contributions wherever opportune:
M1cL = − i
2~gW 2
mW 2((q− − p1)2 −mD2) v(p1) A u(p2) ,
A = (1 + γ5) /q− (/q− − /p1) (1 + γ5) /q+
→ 2(1 + γ5) /q− (/q− − /p1) (/q+ − /p2 +mU)
= 2(1 + γ5) /q− (/q− − /p1) (/p1 − /q− +mU)
→ 2(1 + γ5)
(
−(q− − p1)2/q− + (/q− − /p1 −mU )(/q− − /p1)mU
)
→ 2(1 + γ5) (mU − /q−) (q− − p1)2 ; (8.105)
so that the fully longitudinal case gives for this diagram
M1cL = 2i~gW 2 v(p1)(1 + γ5)(/q− −mU )u(p2) + · · · . (8.106)






v(p1) B u(p2) ,
B = (vU + aUγ5)(/q+ − /q−)
→ (vU + aUγ5)(/q+ − /q− − /p2 +mU − /p1)−mU (vU − aUγ5)
= −2(vU + aUγ5)/q− + 2mUaUγ5 ; (8.107)






(vU + aUγ5)/q− −mUaUγ5
)
u(p2) + · · · . (8.108)
To obtain the contribution from the second diagram, we simply put gWWZ → QW , vU → qU , and aU → 0




v(p1) /q− u(p2) + · · · . (8.109)
If we add the three diagrams, the contributions with v; /q− u cancel precisely, as they should since that











v(p1)u(p2) + · · · (8.110)
so that an energy behaviour of E1 at high energy is still uncompensated. The Higgs boson is usefully







where we must realize that the Dirac unit matrix is involved. In fact, the observation that the non-safe
part in this process is proportional to vu is the strongest argument in favour of a scalar Higgs. For the
process UU →WW we then have a fourth diagram available:
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which contributes to the amplitude the amount
M4 = −i~ gUUHgWWH v(p1)u(p2) 1
s−mH2 (²+.²−) . (8.111)




v(p1)u(p2) + · · · (8.112)







= 0 , (8.113)
or
















8.4.5.1 The triple H coupling
There remains the issue of possible self-interactions of the Higgs particle. To this end we examine not a
2→ 2 but a 2→ 3 process, namely
Z(p1, ²1) Z(p2, ²2) → Z(p3, ²3) Z(p4, ²4) H(p5) .
At the tree level, this process is described by 21 Feynman diagrams provided we allow for three-point
couplings between H’s. These belong to one of the three following types:
where as usual the dotted lines denotes Z’s and the solid lines stand for H particles, and we have to take
into account the appropriate permutations of the external Z particles. The amplitude is given by the three
corresponding contributions:
M1 = A1(1, 2, 3, 4, 5) +A1(2, 1, 3, 4, 5) +A1(3, 4, 1, 2, 5)
+A1(4, 3, 1, 2, 5) +A1(1, 3, 2, 4, 5) +A1(3, 1, 2, 4, 5)
+A1(2, 4, 1, 3, 5) +A1(4, 2, 1, 3, 5) +A1(1, 4, 3, 2, 5)
+A1(4, 1, 3, 2, 5) +A1(3, 2, 1, 4, 5) +A1(2, 3, 1, 4, 5) ,
A1(i1, i2, i3, i4, i5) = i~3/2 gZZH3 ²i1µ Πµν(pi1 + pi3) ²i2ν (²i3 · ²i4)
× ∆Z(pi1 + pi3)∆H(pi3 + pi4) ,
M2 = A2(1, 2, 3, 4, 5) +A2(3, 4, 1, 2, 5) +A2(1, 3, 2, 4, 5)




+A2(2, 4, 1, 3, 5) +A2(1, 4, 3, 2, 5) +A2(3, 2, 1, 4, 5) .
A2(i1, i2, i3, i4, i5) = −i~3/2 gZZH gZZHH (²i1 · ²i2)(²i3 · ²i4)
× ∆H(pi3 + pi4) ,
M3 = A3(1, 2, 3, 4, 5) +A3(1, 3, 2, 4, 5) +A3(1, 4, 2, 3, 5) ,
A3(i1, i2, i3, i4, i5) = i~3/2 gZZH2 gHHH (²i1 · ²i2)(²i3 · ²i4)
× ∆H(pi3 + pi4) ∆H(pi3 + pi4) ,












Here we have, for once, taken all momenta outgoing, which means that the momenta of the incoming
Z’s have negative zero-th component. In view of the more complicated phase space structure, this
amplitude is best studied numerically13 . Although naïvely each diagram A1 and A2 grow quadratically
with the energy in the fully longitudinal case, bothM1 andM2 actually become energy independent at
sufciently high energy E. But this is not safe: a 2→ 3 amplitude must go at most asE−1, and therefore











if the necessary cancellations are to arise. In the gure below we have, somewhat arbitrarily, chosen
mW c















We plot −M3cL /M1+2cL for various energy scales E. The
sampling is performed as described in footnote13 . The two con-
tributions to the amplitude are seen to balance one another pre-
cisely, and the combined amplitude goes as E−2, provided the
right choice of gHHH is made. Note that the amplitudes are heavily
dependent on the various scattering angles: but their ratio is not.
A word of caution is in order on the interpretation of this pic-
ture. The high-energy limit is, strictly speaking, only obtained if
all products of momenta grow large with respect to all masses
involved. In a sampling over phase space it can always hap-
pen that some momentum products are comparable to squared
masses: these cases are responsible for the ‘outlying’ dots in the
plot at large values of the energy scale.
8.4.5.2 The quartic H coupling
The last gedanken process needed is
Z(p1, ²1) Z(p2, ²2) → H(p3) H(p4) H(p5)
13A short description of how this is done follows. We first define an energy scale E. The 1,2, and 3-components of
the momenta ~p3,4 are chosen as random values, uniformly distributed between −E and E, and the corresponding momentum
components of ~p5 are given by ~p5 = −~p3−~p4. We then compute the energy components p3,4,50 from the mass-shell condition.
The energy components p1,20 are then given by p1,20 = −(p3 + p4 + p5)0/2, and their momenta are computed from their
mass-shell condition. We take these to be along the z axis, say, and oppositely pointed. This is a crude but efficient way of
obtaining momentum configurations satisfying all kinematical conditions, and the various polarization vectors are then easily
obtained using Eq. (8.81). Repeating this procedure a number of times, we can map out the phase space for a given energy
scale.
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which is described by 25 Feynman diagrams in six types:
where we have already anticipated a quartic Higgs coupling in the last diagram. The contributions to the
amplitude are
M1 = B1(1, 2, 3, 4, 5) + B1(1, 2, 4, 5, 3) + B1(1, 2, 5, 3, 4)
+ B1(1, 2, 5, 4, 3) + B1(1, 2, 3, 5, 4) + B1(1, 2, 4, 3, 5) ,
B1(1, 2, i3, i4, i5) = i~3/2 gZZH3 ²1µ Πµλ(p1 + pi3) Πλν(p2 + pi5) ²2ν ×∆Z(p1 + pi3) ∆Z(p2 + pi5) ,
M2 = B2(1, 2, 3, 4, 5) + B2(1, 2, 4, 5, 3) + B2(1, 2, 5, 3, 4)
+ B2(2, 1, 3, 4, 5) + B2(1, 2, 4, 5, 3) + B2(1, 2, 5, 3, 4) ,
B2(i1, i2, i3, i4, i5) = i~3/2 gZZH2 gHHH ²i1µ Πµν(pi2 + pi5) ²i2ν × ∆Z(pi2 + pi5) ∆H(pi3 + pi4) ,
M3 = B3(1, 2, 3, 4, 5) + B3(1, 2, 4, 5, 3) + B3(1, 2, 5, 3, 4) ,
B3(1, 2, i3, i4, i5) = i~3/2 gZZH gHHH2 (²1 · ²2) ∆H(p1 + p2) ∆H(pi4 + pi5) ,
M4 = B4(1, 2, 3, 4, 5) + B4(1, 2, 4, 5, 3) + B4(1, 2, 5, 3, 4)
+ B4(2, 1, 3, 4, 5) + B4(1, 2, 4, 5, 3) + B4(1, 2, 5, 3, 4) ,
B4(i1, i2, i3, i4, i5) = −i~3/2 gZZHH gZZH ²i1µ Πµν(pi2 + pi5) ²i2ν × ∆Z(pi2 + pi5) ,
M5 = B5(1, 2, 3, 4, 5) + B5(1, 2, 4, 5, 3) + B5(1, 2, 5, 3, 4) ,
B5(1, 2, i3, i4, i5) = −i~3/2 gZZHH gHHH (²1 · ²2) ∆H(pi3 + pi4) ,
M6 = −i~3/2 gZZH gHHHH (²1 · ²2) ∆H(p1 + p2) . (8.116)
A treatment analogous to that of the previous paragraph leads to the following, nal Feynman rule:
↔ i
~
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We plot the ratio
−M6cL /M1+·+5cL
obtained in the same manner as in the
previous paragraph. Again, the choice
of the factor 3/4 in gHHHH is justied by
the fact that the ratio geos to 1 with




8.5 Conclusions and remarks
We have now derived all vertices of the electroweak Standard Model. That is to say, the more usual
textbook derivations arrive at precisely the set of Feynman rules that we have also obtained. There are,
however, a number of differences between the treatment given here and the usual one.
 We have not invoked any symmetry principle, but rather the (underlying) SU(2)×U(1) symmetry
has spontaneously emerged from our choices for the ‘minimal’ solution, for instance by insisting
on only a single Z particle while we could have opted for more.
 Since we have not invoked any symmetry, there is also no need to explain its ‘breaking’ in or-
der to arrive at massive W ’s and Z’s. Instead, we have simply faced the observed fact of their
massiveness and come to grips with it with the help of a Higgs sector.
 There is, as we have already discussed, a logical distinction between the two uses of the weak
mixing angle, in which the ratio of coupling constants is logically ‘prior’ to the ratio mW/mZ .
 We have not needed to introduce any Higgs doublet, but rather only a single, physically observable
H particle. This approach elegantly sidesteps the question whether, and if so how the Higgs eld
conguration is ‘spontaneously broken’. This would indicate that the Higgs particle is also, in a
sense, logically prior to a complete Higgs doublet.
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Beyond the Standard Model
J. Iliopoulos
Laboratoire de physique thØorique de l’École normale supØrieure, 75231 Paris CEDEX 05, France
1 The Standard Model
One of the most remarkable achievements of modern theoretical physics has been the construction of
the Standard Model for weak, electromagnetic and strong interactions. It is a gauge theory based on the
group U(1)⊗ SU(2)⊗ SU(3) which is spontaneously broken to U(1)⊗ SU(3). This relatively simple
model epitomises our present knowledge of elementary particle interactions. It is analysed in detail in
this School, so I present only a short summary.
The model contains three types of elds:
(i) The gauge elds. There are twelve spin-one boson elds which belong to the adjoint, i.e., the
(1, 8) ⊕ (3, 1) ⊕ (1, 1) representation of SU(2) ⊗ SU(3). The rst eight are the gluons which mediate
strong interactions between quarks and the last four are (W +,W−, Z0 and γ), the vector bosons of the
electroweak theory. The remarkable point is that the gauge elds are purely geometrical objects. Their
number and their properties are uniquely determined by the gauge structure of the theory. In particular,
they always belong to the adjoint representation. Once the group is given, everything is xed.
(ii) Matter elds. The basic unit is the ‘family’ consisting exclusively of spinor elds. Until a
few years ago we believed that the neutrinos were massless and this allowed us to use only fteen two-
component complex elds, which, under SU(2) ⊗ SU(3), form the representation (2, 1) ⊕ (1, 1) ⊕
(2, 3) ⊕ (1, 3) ⊕ (1, 3). In other words, we had no right-handed neutrino. It is still probable that this is
correct, but since I shall not discuss the neutrino masses in any detail here, I will include a νeR with the











; uiR ; diR
(2, 1) (1, 1) (1, 1) (2, 3) (1, 3) (1, 3)
 i = 1, 2, 3 . (1)
For the muon family νe → νµ; e → µ;ui → ci and di → si and, similarly, for the tau family, νe →
ντ ; e → τ ;ui → ti and di → bi. At rst sight, the introduction of massive neutrinos puts leptons and
quarks on equal footing and, indeed, neutrino masses are also described by a 3 × 3 mass-matrix. As a
consequence, the number of parameters one should measure in order to determine the Standard Model
Lagrangian is considerably increased and this opens a new chapter in experimental research. Although
the chapter is far from being closed, the smallness of the resulting values suggests that their origin may
belong to physics beyond the Standard Model.
A remarkable property is that the sum of the electric charges in each family vanishes. This turns
out to be necessary for the cancellation of triangle anomalies in the Ward identities of axial currents and
hence, for the construction of a renormalisable theory. On the other hand we shall see later that the same
property plays a crucial role in grand unied theories. This family structure is an as yet unexplained
feature of the theory. It gives strong predictions for the existence of new species of particles. For
example, the experimental discovery of the tau lepton signaled the opening of the third family and gave
a prediction for the existence of two new quarks, t and b. The so-called ‘family problem’ is that the total
number of families is not restricted by the theory. In fact, we know of no good reason why any, beyond
the rst one, should exist. This, of course, is related to the fact that the matter elds, contrary to the
gauge bosons, are not geometrical objects. Given the group, we can consider arbitrary representations
with arbitrary spins. It so happens that Nature seems, up to now, to use only fundamental representations,
doublets and triplets, with spin-1/2 fermions, but simplicity is the only reason we can think of.
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(iii) Higgs scalar elds. We would be very happy if we could live with only the rst two kinds
of elds but, in fact, we need a third one, the scalar Higgs elds. Their nonzero vacuum expectation
values break the gauge symmetry spontaneously, thus providing masses to the gauge bosons W +,W−
and Z0 as well as the fermions. In the Standard Model this is accomplished with a complex doublet of
scalar elds. At the end one neutral spin-zero boson survives as a physical particle. There are no severe
restrictions on its mass. The data favour a rather low value, close to the experimental limit which is
currently 114 GeV. If mφ ≥ 1 TeV a sector of the theory becomes strongly interacting and perturbation
theory breaks down. In the absence of any concrete experimental evidence, one is left to speculate on the
number of Higgs particles as well as on their elementary or composite nature. Whichever the ultimate
answer to these questions may be, we can say that the Higgs sector is at present the least understood
and probably the most interesting sector of gauge theories. An important aim for LHC is precisely the
experimental probe of this sector. I shall come back to this question presently.
Our condence in this model is amply justied on the basis of its ability to accurately describe the
bulk of our present day data and, especially, of its enormous success in predicting new phenomena. A
short list of these successes includes:
(i) The weak neutral currents: Not only their existence, but also their main properties were predicted.
In general we would expect, for every avour, a parameter that determines the strength of the
neutral current relatively to the charged one and another to x the ratio of the vector and axial
parts. In the simplest model, in which the breaking comes through isodoublet scalars, they are all
expressible in terms of a single one, the angle θW . This is brilliantly conrmed by the fact that the
values of θW measured in various experiments coincide.
(ii) The charmed particles were predicted and they were found to decay predominantly to strange
particles, thus conrming the theoretical prediction.
(iii) As we mentioned already, each family must be complete. Therefore the discovery of a new lepton
(τ ) was interpreted as the opening of a third family. Indeed the b- and t-quarks were discovered.
(iv) The experimental discovery of the intermediate vector bosons W and Z , with the accurately pre-
dicted masses and decay properties, has been one of the most remarkable achievements of accel-
erator technology and experimental high-energy physics.
(v) The large amount of data which have been accumulated in recent years concerning high-energy
and large-pT physics are correctly described by the Standard Model, including quantum chromody-
namics, the gauge theory of strong interactions. In the above kinematic region asymptotic freedom
has set in and perturbation theory is meaningful.
2 Waiting for the LHC
2.1 An impressive global fit
All these spectacular successes of the Standard Model are in fact successes of renormalised perturbation
theory. Indeed what we have learnt was how to apply the methods which had been proven so powerful in
quantum electrodynamics, to other elementary particle interactions. The remarkable quality of modern
high-energy physics experiments, mostly at LEP, but also elsewhere, has provided us with a large amount
of data of unprecedental accuracy. All can be t using the Standard Model with the Higgs mass as the
only free parameter. Let me show some examples: Fig. 1 indicates the overall quality of such a t. There
are a couple of measurements which lie between 2 and 3 standard deviations away from the theoretical
predictions, but it is too early to say whether this is accidental, a manifestation of new physics, or the
result of incorrectly combining incompatible experiments.
Another impressive t concerns the strong interaction effective coupling constant as a function of
the momentum scale (Fig. 2). This t already shows the importance of taking into account the radiative




0 1 2 3
∆αhad(mZ)(5) 0.02761 ± 0.00036 0.02768
mZ [GeV] 91.1875 ± 0.0021 91.1873
ΓZ [GeV] 2.4952 ± 0.0023 2.4965
σhad [nb]
0 41.540 ± 0.037 41.481
Rl 20.767 ± 0.025 20.739
Afb
0,l 0.01714 ± 0.00095 0.01642
Al(Pτ) 0.1465 ± 0.0032 0.1480
Rb 0.21638 ± 0.00066 0.21566
Rc 0.1720 ± 0.0030 0.1723
Afb
0,b 0.0997 ± 0.0016 0.1037
Afb
0,c 0.0706 ± 0.0035 0.0742
Ab 0.925 ± 0.020 0.935
Ac 0.670 ± 0.026 0.668
Al(SLD) 0.1513 ± 0.0021 0.1480
sin2θeff
lept(Qfb) 0.2324 ± 0.0012 0.2314
mW [GeV] 80.425 ± 0.034 80.398
ΓW [GeV] 2.133 ± 0.069 2.094
mt [GeV] 178.0 ± 4.3 178.1
Mesure AjustementObservable O     - Omes. ajust.
mes.σ
Fig. 1: Various physical quantities measured and computed
importance of the weak radiative corrections in the framework of the Standard Model. Because of the
special Yukawa couplings, the dependence of these corrections on the fermion masses is quadratic, while
it is only logarithmic in the Higgs mass. The ² parameters are designed to disentangle the two. The ones




































where the dots stand for subleading corrections. As you can see, the ²’s vanish in the absence of weak
interaction radiative corrections, in other words, ²1 = ²3 = 0 are the values we get in the tree approxima-
tion of the Standard Model but including the purely QED and QCD radiative corrections. We see clearly
in Fig. 3 that this point is excluded by the data. The latest values for these parameters are ²1 = 5.4± 1.0
and ²3 = 5.34± 0.94.
Using all combined data we can extract the predicted values for the Standard Model Higgs mass
which are given in Fig. 4. The data clearly favour a low-mass (≤ 200 GeV) Higgs, although, this
prediction may be less solid than what Fig. 4 seems to indicate.
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Fig. 2: The variation of αs with the momentum scale.











mt= 178.0 ± 4.3 GeV
mH= 114...1000 GeV
Fig. 3: The importance of the Standard Model radia-
tive corrections. The arrows show how the prediction
moves when we vary mt and mH , in particular if we




















Fig. 4: The predicted values for the Standard Model Higgs mass using all available data. The shaded region is
excluded by direct searches.
2.2 Bounds on the Higgs mass
A more detailed discussion of the quality of the t has been presented in this School, so I go directly to
what can be expected at the LHC. The rst thing LHC expects to nd is, of course, the Higgs boson. Let
me then ask a very general question: In the framework of the Standard Model, is it possible to predict the
value of the Higgs mass? The question can be rephrased as follows: The model contains a large number
of arbitrary parameters which must be determined by experiment. Is it possible to nd some relation




spoiled by arbitrary counterterms? The only parameter which has not yet been directly measured is the
Higgs boson mass, or, alternatively, the coupling constant λ of the Higgs self-interaction. An example of
such relation which has been extensively studied is of the form
mZ/mH = C (4)
with C a constant. At the classical level such a relation is indeed obtained if one formulates the model
in a suitably chosen space with non-commutative geometry which allows for a unied picture of both











So, the question is: is there any renormalisation scheme, no matter how complicated in practice,
in which the relation (4), or (5) does not receive an innite counterterm? The general theory of renor-
malisation tells us that, if such a relation is stable, it corresponds to a zero of the β-function for the
combination of the coupling constants which appears at the r.h.s. of (5). The important point is that the
rst coefcient of the β-function is universal, independent of the renormalisation scheme. For the purely
























Notice that λ must be positive, otherwise the classical Higgs potential is unbounded from below.
For the combination (5) we obtain

































; z = η1 + η2 ; ρ =
η1
η2
; w = η1η2 . (8)
It is easy to check that the quadratic form in the r.h.s. of (7) never vanishes for real and positive
z and ρ. This implies that the relation (5) will be violated in one loop, no matter which renormalisation
scheme one is using. Including the fermions does not avoid this result and a similar conclusion can be
drawn for any relation of this type. The conclusion is that the set of parameters of the Standard Model
appears to be irreducible. This does not mean that it is impossible to predict the mass of the Higgs boson.
It only means that the origin of such a relation should come from physics beyond the Standard Model in
which the latter is embedded in a larger scheme with tighter structure and richer particle content.
Given this result, let us see what, if any, are the theoretical constraints. The Standard Model Higgs
mass is given, at the classical level, by m2H = 2λv2, with v the vacuum expectation value of the Higgs
eld. The value of v is xed by the value of the Fermi coupling constant GF /
√
2 = 1/(2v2) which
implies v ≈ 246 GeV. Therefore, any constraints will come from the allowed values of λ. A rst set of
such constraints is given by the classical requirement:
1 > λ > 0 ⇒ mH < 400500 GeV . (9)
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Fig. 5: Bounds on the Higgs mass
The lower limit for λ comes from the classical stability of the theory. If λ is negative the Higgs
potential is unbounded from below and there is no ground state. The upper limit comes from the re-
quirement of keeping the theory in the weak coupling regime. If λ ≥ 1 the Higgs sector of the theory
becomes strongly interacting and we expect to see plenty of resonances and bound states rather than a
single elementary particle.
Going to higher orders is straightforward, using the renormalisation group equations. The running
of the effective mass is determined by that of λ. Keeping only the dominant terms and assuming t =






[λ2 + 3λh2t − 9h4t + ...] (10)
where ht is the coupling of the Higgs boson to the top quark. The dots stand for less important terms, such
as the other Yukawa couplings to the fermions and the couplings with the gauge bosons. This equation is
correct as long as all couplings remain smaller than one, so that perturbation theory is valid, and no new
physics beyond the Standard Model becomes important. Now we can repeat the argument on the upper
and lower bounds for λ but this time taking into account the full scale dependence λ(µ). We thus obtain
for the Higgs mass an upper bound given by the requirement of weak coupling regime (λ(µ) < 1) all the
way up to the scale µ, and a lower bound by the requirement of vacuum stability (λ(µ) > 0), again up
to µ. Obviously, the bounds will be more stringent the larger the assumed value of µ. Figure 5 gives the
allowed region for the Higgs mass as a function of the scale for scales up to the Planck mass. We see that
for small µ ∼ 1 TeV, the limits are, essentially, those of the tree approximation equation (9), while for
µ ∼ MP we obtain only a narrow window of allowed masses 130 GeV < mH < 200 GeV, remarkably
similar to the experimental results.
2.3 New physics
Looking at all the data, from low energies to the Tevatron, we have learnt that perturbation theory is
remarkably successful, outside the specic regions where strong interactions are important.
Let me explain this point better: At any given model with a coupling constant g we expect to have




Fig. 6: The ratio R of e+ + e− total cross section to hadrons normalised to that of e+ + e− → µ+ + µ− as a
function of the centre-of-mass energy
reliable, a strong coupling region with g À 1, in which strong coupling expansions may be relevant,
and a more or less large grey region g ∼ 1, in which no expansion is applicable. The remarkable
conclusion is that this grey area appears to be extremely narrow. And this is achieved by an enlargement
of the area in which weak coupling expansion applies. The perturbation expansion is reliable, not only
for very small couplings, such as αem ∼ 1/137, but also for moderate QCD couplings αs ∼ 1/3, as
shown in Fig. 2. This is extremely important because without this property no calculation would have
been possible. If we had to wait until αs drops to values as low as αem we could not use any available
accelerator. Uncalculable QCD backgrounds would have washed out any signal. And this applies, not
only to the Tevatron and LHC, but also to LEP. A global view of the weak and strong coupling regions
is given in Fig. 6 which shows the R-ratio, i.e., the e+ + e− total cross section to hadrons normalised to
that of e+ + e− → µ+ + µ− as a function of the centre-of-mass energy. The lowest order perturbation
value for this ratio is a constant, equal to ΣQ2i , the sum of the squares of the quark charges accessible
at this energy. We see clearly in this gure the areas of applicability of perturbation theory: At very low
energies, below 1 GeV, we are in the strong coupling regime characterised by resonance production. The
strong interaction effective coupling constant becomes of order one (we can extrapolate from Fig. 2), and
perturbation breaks down. However, as soon as we go slightly above one GeV, R settles to a constant
value and it remains such except for very narrow regions when new thresholds open. In these regions
the cross section is again dominated by resonances and perturbation breaks down. But these areas are
extremely well localised and threshold effects do not spread outside these small regions.
I want to exploit this experimental fact and argue that the available precision tests of the Standard
Model allow us to claim with condence that new physics will be unravelled at the LHC. The argument
is based on the fact that, whichever new physics may appear at an as yet unaccessible energy scale, it
inuences physics at present energy through the higher order radiative corrections. Therefore, precision
measurements at the LEP and Tevatron scales allow us to guess new physics at the LHC scale. The
argument assumes the validity of perturbation theory and it will fail if the latter fails. But, as we just
saw, perturbation theory breaks down only when strong interactions become important. But new strong
interactions imply also new physics.
Let us illustrate the argument with two examples, one with a non-renormalisable theory and one
with a renormalisable one. A quantum eld theory, whether renormalisable or not, should be viewed as
an effective theory valid up to a given scale Λ. It makes no sense to assume a theory for all energies,
because we know already that at very high energies entirely new physical phenomena appear (example:
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quantum gravity at the Planck scale). The rst example is the Fermi four-fermion theory with a coupling
constant GF ∼ 10−5 GeV−2. It is a non-renormalisable theory and, at the nth order of perturbation, the
Λ dependence of a given quantity A is given by
A(n) = C(n)0 (GFΛ
2)n + C(n)1 GF (GFΛ
2)n−1 + C(n)2 G
2
F (GFΛ
2)n−2 + .... (11)
where the Ci’s are functions of the masses and external momenta, but their dependence on Λ is, at most,
logarithmic. Perturbation theory breaks down obviously when A(n) ∼ A(n+1) and this happens when
GFΛ2 ∼ 1. This gives a scale of Λ ∼ 300 GeV as an upper bound for the validity of the Fermi theory.
Indeed, we know today that at 100 GeV the W and Z bosons change the structure of the theory. But, in
fact, we can do much better than that. Weak interactions violate some of the conservation laws of strong
interactions, such as parity and strangeness. The absence of such violations in precision measurements
will tell us that GFΛ2 ∼ ² with ² being the experimental precision. The resulting limit depends on
the value of the C coefcient for the quantity under consideration. In this particular case it turned out
that, under the assumption that the chiral symmetry of strong interactions is broken only by quark mass
terms, the coefcient C (n)0 for parity and/or strangeness violating amplitudes vanishes and no new limit
is obtained. However, the second order coefcient C (n)1 contributes to avour changing neutral current
transitions and the smallness of the K1 −K2 mass difference, or the K0L → µ+ + µ− decay amplitude,
give a limit of Λ ∼ 3 GeV before new physics should appear. The new physics in this case turned out to
be the charmed particles. We see in this example that the scale Λ turned out to be rather low and this is
due to the non-renormalisable nature of the effective theory which implies a power-law behaviour of the
radiative corrections on Λ.
The second example in which new physics has been discovered through its effects in radiative
corrections is the well-known ‘discovery’ of the t quark at LEP, before its actual production at Fermilab.
The effective theory is now the Standard Model, which is renormalisable. In this case the dependence
of the radiative corrections on the scale Λ is, generically, logarithmic and the sensitivity of the low-
energy effective theory on the high scale is weak (there is an important exception to this rule for the
Standard Model which we shall see presently). In spite of that, the discovery was made possible because
of the special property of the Yukawa coupling constants in the Standard Model to be proportional to the
fermion mass. Therefore, the effects of the top quark in the radiative corrections are quadratic in m t.
The LEP precision measurements were able to extract a very accurate prediction for the top mass.
I claim that we are in a similar situation with the precision measurements of the Standard Model.
We know that new physics will appear at the LHC scale, although we have no unique answer on the
nature of this new physics. We can only look at various possibilities.
The key is again the Higgs boson. As we explained above, the data favour a low-mass Higgs.
However, the opposite cannot be excluded, rst because it depends on the subset of the data one is
looking at1, and, second, because the analysis is done taking the minimal Standard Model.
So, let me take as a rst possibility the one I consider as less likely, namely the absence of a light
Higgs (by ‘light’ I mean less than a few hundred GeV). This does not necessarily mean ‘no-Higgs’,
because a very heavy Higgs, above 1 TeV, is not expected to appear as an elementary particle. As
we explained above, this will be accompanied by new strong interactions. A particular version of this
possibility is the ‘Technicolor’ model, which assumes the existence of a new type of fermions with strong
interactions at the multi-hundred-GeV scale. The role of the Higgs is played by a fermionantifermion
bound state. ‘New Physics’ here is precisely the discovery of a completely new sector of elementary
particles. Other strongly interacting models have been constructed and we shall mention some of them
in these lectures. The general conclusion here is that a heavy Higgs always implies new forces whose
1This prediction is, in fact, an average between a much lower value, around 50 GeV, given by the data from leptonic
asymmetries, and a much higher one, of 400 GeV, obtained from the hadronic asymmetries. Although the difference sounds




effects are expected to be visible at the LHC2.
The possibility which seems to be favoured by the data is the presence of a ‘light’ Higgs particle.
In this case new strong interactions are not needed and, therefore, we can assume that perturbation theory
remains valid. But then we are faced with a new problem. The Standard Model is a renormalisable theory
and the dependence on the high energy scale is expected to be only logarithmic. This is almost true, but
with one notable exception: The radiative corrections to the Higgs mass are quadratic on whichever
scale Λ we are using. The technical reason is that mH is the only parameter of the Standard Model
which requires, by power counting, a quadratically divergent counterterm. The gauge bosons require no
mass counterterm at all because they are protected by gauge invariance and the fermions need only a
logarithmic one. The physical reason is that, if we put a fermion mass to zero we increase the symmetry
of the model because now we can perform chiral transformations on this fermion eld. Therefore the
massless theory will require no counterterm, so the one needed for the massive theory will be proportional
to the fermion mass and not the cut-off. In contrast, putting mH = 0 does not increase the symmetry of





where C is a calculable numerical coefcient of order one and αeff some effective coupling constant. In
practice it is dominated by the large coupling to the top quark. The moral of the story is that the Higgs
particle cannot remain light unless there is a precise mechanism to cancel this quadratic dependence on
the high scale. This is a particular aspect of a general problem called ‘scale hierarchy’. We shall see later
how such cancellation mechanisms can be implemented and what kind of new physics they imply.
Let us summarise: In the Standard Model the absence of a light Higgs comes necessarily with new
interactions. On the other hand, a light Higgs is not stable without new interactions. Both are good news
for the LHC. Never before has a new experimental facility had such a rich discovery potential and never
before has one been loaded with such high expectations.
3 Grand unification
In the remainder of this course I shall show some of the new physics that theorists have envisaged.
Obviously, the selection of the topics reects my own preferences.
The hypothesis of grand unication states that U(1)⊗ SU(2)⊗ SU(3) is the remnant of a larger,
simple or semi-simple group G, which is spontaneously broken at very high energies. The scheme looks
like
G
M−→ U(1)⊗ SU(2)⊗ SU(3) mW−→ U(1)e.m. ⊗ SU(3) (13)
where the breaking of G may be a multistage one and M is one (or several) characteristic mass scale(s).
Two questions immediately arise concerning this idea: (i) Is it possible? In other words are there groups
which contain U(1)⊗SU(2)⊗SU(3) as a subgroup and which can accommodate the observed particles?
(ii) Does it work? i.e., is the observed dynamics compatible with this grand unication idea?
We shall try to answer each of these questions separately.
3.1 The simplest GUT: SU(5)
In this subsection we shall answer the rst question by giving a specic example of a group G which
satises our requirements. We rst observe that G must contain electromagnetism, i.e., the photon must
2We can build specific models in which the effects are well hidden and pushed above the LHC discovery potential. In this
case one would need very high precision measurements, probably with a multi-TeV e+–e− collider.
3At the classical level, the Standard Model with a massless Higgs does acquire a new symmetry, namely scale invariance,
but this symmetry is always broken for the quantum theory and offers no protection against the appearance of quadratic coun-
terterms.
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be one of the gauge bosons ofG. This is part of the requirement thatG contains the group of the Standard
Model. Another way to say the same thing, is to say that the electric charge operator Q must be one of
the generators of the algebra of G. Since G is semi-simple, all its generators are represented by traceless
matrices. It follows that, in any representation of G, we must have
Tr(Q) = 0 , (14)
in other words, the sum of the electric charges of all particles in a given representation vanishes.
For simplicity, let us make a rst assumption: The fteen (or sixteen) spinors of a family ll a rep-
resentation, not necessarily irreducible, of G, i.e., we assume that there are no other, as yet unobserved,
particles which sit in the same representation. Property (14), together with the above assumption, has a
very important consequence: As we have remarked, the members of a family satisfy (14) because the
sum of their charges vanishes. This, however, is not true if we consider leptons or quarks separately.
Therefore each irreducible representation of G will contain both leptons and quarks. This means that
there exist gauge bosons of G which can change a lepton into a quark, or vice versa. We conclude that
a grand unied theory, which satises our assumption, cannot conserve baryon and lepton numbers sep-
arately. This sounds disastrous, since it raises the spectrum of proton decay. The amplitude for such
a decay is given by the exchange of the corresponding gauge boson and therefore, it is of order M −2,





Using the experimental limit (for particular decay modes) of a few times 10−32 years, we can put
a lower limit on M :
M ≥ 1015 GeV . (16)
Grand unication is not a low-energy phenomenon!
After these general remarks, let us try to nd some examples: U(1) ⊗ SU(2) ⊗ SU(3) is of
rank 4 (i.e., there are four generators which commute: one of U(1), one of SU(2) and two of SU(3)).
Therefore, let us rst look for a grand unication group of rank 4. I list all possible candidates:
[SU(2)]4, [SO(5)]2, [G2]2, SO(8), SO(9), Sp(8), F4, [SU(3)]2 , SU(5) .
The rst two are excluded because they have no SU(3) subgroup. The next ve admit no complex
representations, therefore they cannot accommodate the observed families where, as we already saw,
the right- and left-handed particles do not transform the same way. (I again assume that no unobserved
fermions will complete a given representation.) Finally, in SU(3)⊗SU(3) quarks and leptons must live
in separate representations because the leptons have no colour. But ΣQquarks 6= 0 and the same is true
for leptons. This leaves us with SU(5) as the only candidate of a Grand Unied Theory (GUT) group of
rank 4. It is the simplest and, although, as we shall see, it has many shortcomings, it can be considered
as the ‘Standard Model’ of grand unication.
The gauge bosons belong to the 24-dimensional adjoint representation. It is useful to decompose
it into its SU(2)⊗ SU(3) content. We nd







gluons W±, Z0, γ
(17)
where the rst number denotes the SU(2) and the second the SU(3) representation. The known vector




of SU(3)) as well as the electroweak gauge bosons W , Z and γ in the (3, 1) ⊕ (1, 1) piece. We are left
with twelve new ones, called X and Y , with electric charges 4/3 and 1/3 respectively, which transform
as a doublet of SU(2) and a triplet and anti-triplet of SU(3). They must be heavy, according to the limit
(16).
Let us now come to the matter-eld assignment. We shall try to put all the two-component spinors
of a family in a representation (not necessarily irreducible) of SU(5). But before doing so, we observe
that all gauge couplings, being vectorial, conserve helicity. Therefore, we cannot put right- and left-
handed spinors in the same representation. We go around this problem by replacing all right-handed
spinors by the corresponding left-handed charge conjugate ones. A quick glance at the representation
table of SU(5) suggests to use each family in order to ll two (or three, if a righthanded neutrino exists)
distinct, irreducible, representations: the 5 and the 10. Their SU(2)⊗ SU(3) content is
5 = (1, 3)⊕ (2, 1) , (18)
10 = (2, 3) ⊕ (1, 3)⊕ (1, 1) . (19)
The identication is now obvious. We often write these representations as a ve-vector and a ve










= ψLa 10 =

0 uc3 −uc2 −u1 −d1






= ψabL . (20)
If we have a right-handed neutrino, it must be assigned to the singlet representation of SU(5). This
is an unpleasant feature. In the absence of a νR we could say that the choice of SU(5) was ‘natural’,
in the sense that it is the only group with an acceptable 15-dimensional representation (although not an
irreducible one). As we shall see, with 16 dimensions, other choices are aesthetically more appealing. A
technical remark: It is important to notice that the sum of these representations is anomaly-free.
Let us nally study the Higgs system. The rst symmetry breaking goes through a 24-plet of
scalars Φ(x). It is convenient to represent the 24 as a 5 × 5 traceless matrix. The vacuum expectation











SU(3) is dened to act on the upper three components of the ve-dimensional space and SU(2)
on the lower two. The potential for the Φ(x) eld can be written as









The vacuum expectation value of Φ is determined by the minimum of V (Φ). It is easy to show
that, for h1 and h2 positive, this minimum is precisely V λ24 with








Notice that if h2 < 0 with h1 > 0 the direction of breaking is instead SU(5)→ U(1)⊗ SU(4).
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Can we use the same 24-plet of Higgs in order to obtain the second breaking of the Standard
Model? The answer is no for two reasons: First, the 24 does not contain any (2, 1) piece (see Eq. (17))
which is the one needed for the U(1) ⊗ SU(2) → U(1)e.m. breaking. Second, the 24 does not have
the required Yukawa couplings to the fermions. Indeed with the 5 and 10 assignment the fermions can
acquire masses through Yukawa couplings with scalars belonging to one of the representations in the
products:
5⊗ 10 = 5⊕ 45 , (24)
10⊗ 10 = 5⊕ 45⊕ 50 . (25)
We see that the 24 is absent while the 5 looks promising. If H(x) is a ve-plet of scalars, the
complete potential of the Higgs elds is
VHiggs = V (Φ) + V (H) + V (Φ,H) (26)
with V (Φ) given by (22) and






V (Φ,H) = αH†HTr(Φ2) + βH†Φ2H . (28)


















The small number ² in (19) is due to the mixed terms V (Φ,H) in the potential and it causes a
breaking of SU(2) ⊗ U(1) already from the vacuum expectation value of Φ. We must have ² ¿ 1,
otherwise the breaking of the Standard Model would have been of the same order as that of SU(5).










which means that ² must be of the order 10−28. It is hard to see how such a number may come out
for generic values of the coupling constants. This is part of the famous hierarchy problem which we
encountered already in the previous lecture and, as we shall explain in the next section, plagues all
grand unied theories. In the case of SU(5) this problem has two aspects: The rst is the general
problem of the two widely separated symmetry breaking scales. We expect to have V 2 ∼ m2Φ and
v2 ∼ m2H . But the presence of the mixed terms in V (Φ,H) induces a (m2H)eff of the order of V 2, unless
the parameters of the potential are very nely tuned. The second is related to the ve-plet of Higgs H
which, under U(1) ⊗ SU(2) ⊗ SU(3), is split as shown in Eq. (18). The SU(2) doublet is used for the
electroweak breaking and must have a mass of the order of v2. The SU(3) triplet components, however,




there is no natural way to obtain such a doublet-triplet splitting without a ne tuning of the parameters
in the potential.
The fermion masses are due to the vacuum expectation value ofH . Looking back at the assignment
(20) we see that the up-quarks take their masses through (25) while the down quarks and the charged
leptons through (24).
This discussion answers the rst question, namely it shows that there exist groups which have the
required representations to be used for grand unication. Let us now turn to the second question, namely
the study of the dynamical consequences of GUTs.
3.2 Dynamics of GUTs
3.2.1 Tree-level SU(5) predictions
Let us rst examine the dynamical predictions of SU(5) at the Lagrangian level without taking into
account higher order effects. There are several such predictions:
(i) The rst concerns the coupling constants. SU(5) is a simple group and hence it has only
one coupling constant g. On the other hand in nature we observe three distinct ones, g1, g2 and g3,
corresponding to each one of the factors of the Standard Model U(1) ⊗ SU(2) ⊗ SU(3). The naive
prediction would be g1 = g2 = g3. However, we must be more careful with the relative normalisations.
For non-Abelian groups, like SU(2), SU(3), or SU(5), the normalisation of the generators is xed
by the algebra, which is a non-linear relation. So the question arises only for U(1). In the Standard
Model the U(1) generator Y is related to the electric charge and the third component of weak isospin
t3 by Q = t3 − Y . For the embedding of U(1) ⊗ SU(2) ⊗ SU(3) into SU(5), all generators must be
normalised the same way. Let us choose the normalisation by requiring Tr(JiJj) = Rδij where R is
a constant which may depend on the representation we use to compute the trace, but it is independent
of i and j. Let us now compute Tr(t32) using, for example, the electron family. We nd Tr(t32) = 2.
Similarly we nd Tr(Y 2) = 10/3. Therefore we see that for the embedding, the U(1) generator must
be rescaled by Y → cY with, c2 = 5/3. Therefore, the tree-level prediction of any grand unied theory
based on a simple group is











(ii) Fermion masses: Fermion masses are generated through the same mechanism as in the Stan-
dard Model, i.e., through Yukawa couplings with Higgs scalars. Therefore they depend on the particular
Higgs system one assumes. In the minimal SU(5) model with only a 5-plet of Higgs we see in Eqs. (24)
and (25) that we have two independent coupling constants for each family. The up-quarks take their
masses through (25), while the down ones and the charged leptons through (24). This last property
implies the relations
md = me ms = mµ mb = mτ . (33)
It is obvious that these predictions are lost if we assume a more complicated Higgs system, for
example by including higher dimensional representations.
(iii) Baryon and lepton number violation: X , Y , or heavy Higgs boson exchanges lead to baryon
and lepton number violation. In Fig. 7 we depict some diagrams contributing to proton decay. In SU(5)
the main decay mode is expected to be p→ pi0e+ with a branching ratio of the order of 3040% followed
by p → ωe+ or p → ρ0e+. The neutrino modes, such as p → pi+ν¯, are expected to be rare (∼ 10% or
less). Bound neutrons are also expected to decay with n → pi−e+ being the dominant mode. All these
decay modes are easily detectable. The overall life-time depends on the masses of the superheavy gauge
bosons X and Y (see Eq. (15)).
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Fig. 7: Some diagrams contributing to proton decay
Finally we remark that the SU(5) Lagrangian, including the Yukawa couplings, is invariant under
a U(1) group of global phase transformations:
ψab → eiθψab ψa → e−3iθψa Ha → e−2iθHa (34)
with all other elds left invariant. One can verify that this global symmetry is also anomaly free. The
non-zero vacuum expectation value of H seems to break this symmetry spontaneously. This sounds
disastrous since it normally leads to the appearance of a truly massless Goldstone boson. However, we are
saved because the symmetry is not really broken, it is simply changed. We can check immediately that,
even after the translation of the Higgses, the linear combination J + 4Y remains as a global symmetry,
where J is the generator of (34) and Y the U(1) part of SU(5) given by (21). The conserved charge of
this symmetry is the difference B − L of baryon and lepton numbers. This conservation has some very
important consequences. In particular, it gives some precise predictions for the nucleon decay properties.
For example p → e+pi0 or n → e+pi− are allowed but n → e−pi+ is not. The same is true for n − n¯
oscillations which violate B − L. As we shall see, this property remains true (or nearly true) in many
grand unied models.
3.2.2 Higher order effects
The tree-level predictions (32) or (33) are in violent disagreement with experiment. It is therefore impor-
tant to study the effects of higher order. For this purpose it is necessary to go with some detail into the
renormalisation program of the theory. Since this analysis has appeared already in many places, I shall
not present it in these lectures. I shall give only the main results.
The idea is that predictions, such as (32), are consequences of the full symmetry and can only
be true at energies well above M where the SU(5) breaking can be neglected. Similarly for the mass
relations (33) which follow from the equality of the Yukawa coupling constants, again a property valid
only in exact SU(5). In order to compare these predictions with the real world we must extrapolate to
present-day energies. These extrapolations can be performed using the equations of the renormalisation
group. Several assumptions enter in this procedure. The most important one is connected with the very
idea of grand unication. We must assume that we know all fundamental physics, in particular the entire
spectrum of elementary particles, from our accelerators, to energies of 1016 GeV or higher. As we shall
see, the results are sensitive to the possible existence of new thresholds at high energies.






















Fig. 8: The renormalisation group evolution of the inverse coupling constants α−1i , i = 1, 2, 3 of the three Standard
Model groups U(1), SU(2) and SU(3) without supersymmetry, (dashed lines) and with supersymmetry, (solid
lines). For the supersymmetric case the uncertainties are also shown. The calculations include two-loop effects.
constants take the form
gi





[bi0(x, α) − bj0(x, α)] (35)
where i, j = 1, 2, 3 denote the three physical coupling constants of the Standard Model, bi0 are the
one-loop coefcients of the corresponding β-functions, λ = −M 2/p2 is the mass-scale measured in
units of M 2, and α represents all other mass variables, always in units of M 2, such as the masses
of the remaining physical Higgs particles. Fortunately, it turns out that the dependence on α is very
weak. If we ignore it, we obtain two equations with one unknown, the value of M . We can use, as
input, the experimentally measured effective strengths of strong, electromagnetic and weak interactions
at moderate (say p2 ∼ 10100 GeV2) energies. The consistency of the scheme is veried by comparing
the two values of λ obtained by the two independent equations (35). It is usually presented in terms
of a plot to see whether the three running coupling constants ‘meet’. Alternatively, we can use one of
the equations to determine λ and the other to predict the physical value of the third coupling constant
and compare with experiment. Traditionally, this is expressed as a prediction for sin2 θW . A precise
calculation must take into account the two-loop effects, as well as the breaking of U(1) ⊗ SU(2). In
fact it turns out that the value of sin2 θW is quite sensitive to this last breaking. The result is presented
in Fig. 8. As we can see, the agreement with experiment is only qualitative. The three curves do not
really come together. As we shall see in Section 4.6, the agreement becomes spectacular if we include
supersymmetry.
A nal remark: Some students have asked the question of the precise meaning of the statement
‘the three curves meet’. In fact, they are not supposed to meet. At any nite energy SU(5) is broken
down to U(1) ⊗ SU(2) ⊗ SU(3). It is only asymptotically at innite energy that the breaking can
be neglected. At any nite energy we have three distinct coupling constants. The plots showing the
coupling constants meeting at the grand unication scale are obtained in the so-called ‘step function
approximation’ in which we treat the mass M of any particle, such as the superheavy bosons, as innite
at scales smaller than M and zero at scales larger than M . The exact treatment is not very difcult to
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Fig. 9: Detail of the region around the grand unification scale using exact two-loop β-functions
perform and gives curves such as the one shown in Fig. 9.
A similar treatment can be applied to the Yukawa couplings and, therefore, to the fermion masses.
The couplings to leptons and quarks, which are equal atM 2, evolve differently under the renormalisation
group, because the leptons have no strong interactions. The study is reliable only for the relatively heavy
particles (τ -lepton and b-quark) because at low energies the strong interaction coupling constant becomes










where αs is the strong interaction coupling constant evaluated at Q = 2mb ∼ mY (the upsilon mass)
and at M ∼ 1016 GeV respectively, and F is the number of families. For F = 3 we nd a very good
agreement with experiment, while the agreement gets much worse with increasing F . This result was
obtained before LEP established the existence of precisely three families and it is considered as the
second successful prediction of grand unied theories.
3.3 Other GUTs
In the previous section we examined in some detail the grand unied model based on the group SU(5).
The main reason for this choice was its simplicity. In fact, as we mentioned already, this simplest model
does not quite t the experimental data. However, the general properties remain the same in practically
all models and the methods we developed can be applied in a straightforward way to every other model,
although the detailed numerical results may differ. In this section we shall briey present some other
‘classical’ grand unied theories and we shall try to explain their respective merits.
3.3.1 A rank-5 GUT: SO(10)
The SU(5) model, in its simple and most attractive version, has no natural place for a right-handed neu-
trino. We must add it as an extra singlet. The only simple group which can be used for grand unication
without the need for a singlet representation and without introducing exotic fermions is SO(10). It is a
group of rank 5, which means that the corresponding algebra has ve commuting generators. For SU(5)




is the only one of rank 5. The proof goes along the same lines: we list all possible candidates and we
eliminate the unacceptable ones. Some examples:
 [SU(2)]5: no SU(3) subgroup.
 SO(11), Sp(10): no complex representations, no 15- or 16-dimensional representations.
 SU(6): It has a 15-dimensional representation but its decomposition in SU(2) ⊗ SU(3) shows
that it cannot accommodate the members of a family. One nds:
15 = (2, 3) ⊕ (1, 3)⊕ (1, 3) ⊕ (2, 1) ⊕ (1, 1)
The troublesome piece is the (1,3) which is a singlet of SU(2) and triplet of colour rather than an
anti-triplet.
The nal candidate is SO(10) which has a 16-dimensional irreducible representation. SO(10)
contains SU(5) as a subgroup and the 16-plet decomposes under SU(5) into
16 = 10⊕ 5⊕ 1 (37)
i.e., we nd our old 5 and 10 as well as a singlet. The obvious interpretation of this last one is a right-
handed neutrino (or νcL).
The salient features of this GUT are the following: The gauge bosons belong to a 45-dimensional
(adjoint) representation which under SU(5) decomposes as
45 = 24⊕ 10⊕ 10⊕ 1 . (38)
An interesting property of the model is that all members of a family, enlarged with a right-handed
neutrino, belong to a single irreducible representation, the 16-dimensional spinorial representation we
mentioned above. In this respect the family structure seems more natural in SO(10) as compared to
SU(5). On the other hand, again no explanation is offered for the observed number of families. It is also
interesting to point out that SO(10) has no anomalies. Another interesting feature is that B − L is now
a gauge generator. It must be spontaneously broken otherwise there would remain a massless photon
coupled to it. However this violation does not lead to any observable effects in nucleon decay because
the branching ratio of forbidden to allowed decays is predicted to be very small.
In the long journey from SO(10) down to U(1) ⊗ SU(2) ⊗ SU(3), Nature may choose various







→ SU(4)⊗ SU(2)⊗ SU(2)→
→ SU(4) ⊗ SU(2)⊗ U(1)→
...

→ U(1)⊗ SU(2)⊗ SU(3) . (39)
The Higgs system depends on the breaking pattern we choose, but, in any case, it is more complex
than that of SU(5). Several representations are necessary.
The main experimental prediction of SO(10), which differs substantially from that of SU(5),
concerns the neutrino mass. The presence of νR allows for a Dirac mass ν¯RνL and the violation of B−L
allows for a Majorana term. The Dirac mass term comes presumably from a Yukawa coupling to a Higgs
scalar and, therefore, it is an adjustable parameter, like any other fermion mass in the theory. A priori
one expects a term of the same order of magnitude as the up quark masses. The problem then is how
to make sure that the physical neutrino masses are sufciently small. The main remark here is that the
Majorana mass, which comes from the superheavy breaking, is expected to be large, of the order of the
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SO(10) symmetry breaking scale. The resulting neutrino mass spectrum will depend on the details of
the Higgs system. For example if SO(10) is broken through the vacuum expectation value of a 126-plet












where mD and M are the Dirac and Majorana masses. As explained above one expects mD ¿ M .
Then the SU(2) doublets and singlets will be approximate mass eigenstates with masses m2/4M and
M respectively. For mD ∼ 1 GeV and M ∼ 1016 GeV we nd a negligibly small mass for the doublet
neutrino of order 10−7 eV. Of course one also expects mixings among the three families but they are
very model dependent. Let me also mention that, even if the Majorana mass term is forbidden in the tree
approximation, (for example, if B − L is not broken through the 126 but through a 16 representation), it
may be generated in higher orders through a particular two-loop diagram. The value of M is suppressed
in this case by coupling constants and the resulting neutrino mass may be of the order of 1 eV or higher.
The moral of the story is twofold: First, the theory offers, through the spontaneous breaking of
B − L, a natural mechanism to obtain very light neutrinos and, second, almost any desired pattern of
masses and mixings can be reproduced by adjusting the parameters of an already rather complicated
Higgs system.
3.3.2 Other models
I assume that it is by now obvious that a large variety of grand unied theories can be obtained by playing
around with elementary group theory and Higgs representations. This partly explains the popularity that
GUTs have enjoyed for more than thirty years. There is no point in giving a complete list of all models
which claim agreement with data, which is usually the case for published models. Let me only mention
some examples of ‘special-purpose’ models, i.e., models constructed specically in order to reproduce a
particular feature of the data.
1) Exceptional groups: An aesthetically unattractive feature of all models based on unitary, or-
thogonal or symplectic algebras is that these form innite series, so it may be hard to understand why
any one in particular would provide the basis for a fundamental theory. Exceptional groups on the other
hand are unique, they are just G2, F4, E6, E7 and E8. The rst one is excluded because it is too small
to contain SU(3) as a subgroup. The others could, in principle, be used as candidates for GUTs. I shall
briey describe two of them, E6 and E8.
E6: It is the most attractive exceptional group for grand unication. It is the only one which ad-
mits complex representations and, from the group theory point of view, it can be considered as the natural
extension of SU(5) and SO(10). Indeed, based on the Dynkin diagram pattern, one could dene ex-
ceptional algebras E4 and E5 as isomorphic to SU(5) and SO(10) respectively. Of course, E6 contains
SO(10) and a fortiori SU(5), as subgroups. Furthermore it is ‘safe’, i.e., it is automatically anomaly-
free. Its fundamental representation has 27 dimensions and, under SO(10) and SU(5), decomposes
as
27
SO(10)−−−−→ 16⊕ 10⊕ 1 SU(5)−−−−→ 10⊕ 5⊕ 1⊕ 5⊕ 5⊕ 1 . (41)
The 78-dimensional adjoint representation decomposes as
78
SO(10)−−−−→ 45⊕ 16⊕ 16⊕ 1 SU(5)−−−−→ 24⊕ 10⊕ 10⊕ 1⊕ 10⊕ 5⊕ 1⊕ 10⊕ 5⊕ 1⊕ 1 . (42)
There are several inequivalent possibilities of constructing grand unied theories based onE6 and,
in this section, I shall mention only one which satises the following requirements: (In a later section we




(i) All fermions of one family belong to the same irreducible representation.
(ii) All unobserved, fermions get naturally superheavy masses.
(iii) All required Higgs scalars belong to representations appearing in the product of two fermion rep-
resentations. This last requirement means that the Higgs scalars can be viewed as fermionanti-
fermion bound states.
We shall assign the fermions of each family to the 27 fundamental representation which, therefore,
contains new, unobserved fermions. The Higgs elds must belong, according to (iii) above, to one, or
more, of the representations
27⊗ 27 = (27⊕ 351)S ⊕ 351A . (43)
The important observation comes from the decomposition (41). Out of the 27 fermions of a family,
12 (i.e., 5⊕ 5⊕ 1) can take an SU(5) invariant (and a fortiori U(1)⊗ SU(2)⊗ SU(3) invariant) mass.
Therefore these fermions are expected to have masses of the order of 1016 GeV (this is sometimes called
‘the survival hypothesis’). It is easy to check that with the Higgs system (43) this indeed happens. This
explains why only 15 light fermions are observed in each family.
The simplest symmetry breaking pattern of this model goes through SO(10), although others have
also been considered. The detailed predictions, including some interesting speculations concerning the
fermion mass spectrum, are model dependent.
E8: If uniqueness is an important criterion for choosing the group of grand unication, then E8
is the most prominent candidate. Its unique features include: (i) It is the largest exceptional group with
a nite dimensional Lie algebra. (ii) It contains E6, and, thus, SO(10), SU(5) etc., as subgroups. (iii)
It is the only simple Lie group whose lowest dimensional representation is the adjoint. This offers the
possibility of putting fermions and gauge bosons in the same, lowest dimensional, representation. In
fact, E8 has a natural, built-in, supersymmetry, as we shall see later. It is the symmetry group which
appears automatically in some superstring models. This is the good news. Now the bad news: The
adjoint representation has dimension 248, so a large number of new gauge bosons and fermions is re-
quired. Similarly, the necessary Higgs representations are enormous, the simplest version using the 3875
dimensional representation. On the other hand, we can put all the 48 known fermions, together with
many unknown ones, in the same 248 representation. After symmetry breaking, we can arrange to have
three light SU(5) families (5 ⊕ 10) and three heavier (∼ 1 TeV), conjugate ones (5 ⊕ 10). All other
fermions become superheavy. E8 has only real representations, so the theory is ‘vector-like’, i.e., there
are equal numbers of right- and left-handed fermions and, before symmetry breaking, we can write the
theory using only vector currents.
2) Models with horizontal symmetries: The motivation behind this approach is to understand the
apparent repetition in the family structure. In the Standard Model, as well as the simplest grand unied
theories, the fermions for each family form a representation and the scheme is supposed to be repeated
for every new family. Obviously, such an approach does not offer any insight into the reason why Nature
chooses to copy herself, neither does it give any hint on the total number of copies. Following once more
the standard path, physicists tried to answer this question by enlarging the symmetry with the introduction
of ‘horizontal’ symmetries which relate the families, thus providing, in principle, information on their
number, as well as on their masses, mixing angles etc. Although discrete symmetries can and have been
used, I shall only discuss some attempts to enlarge the gauge group. Continuous global symmetries must,
in general, be avoided, because they offer a less rich structure and, furthermore, if spontaneously broken,
they lead to the appearance of unwanted, physical, massless, Goldstone bosons. We are thus left with
gauge symmetries. Among the most attractive models are the ones in which the horizontal symmetry
is unied with the same coupling constant with the other gauge interactions. Interesting examples of
SU(n), SO(n) or exceptional groups have been built. Concerning SU(n), one can show that there
is no group with an irreducible, complex, anomaly-free representation with no bizarre fermions (i.e.,
fermions belonging to high colour representations). So one often uses complicated patterns of irreducible
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representations in order to cancel anomalies. Models with high n tend to have too many fermions and
they are not asymptotically free beyond the unication scale, although this may not be a problem, since
this scale is close to the Planck mass. Among the models with just three light families, I mention
one based on SU(11) and one based on SU(9). The latter is asymptotically free. Similarly one can
build models based on high-rank orthogonal groups. For example, the 64-dimensional complex spinorial
representation of SO(14) yields two light and two heavy families of opposite chirality. The real 128-
dimensional representation of SO(16) gives four light families. The 256 representation of SO(18) can
give three light families plus heavy fermions which can be incorporated into a Technicolor scheme. None
of these models give any characteristic predictions which do not depend on the details of an already quite
complex Higgs system. In the absence of any specic experimental input, one is left with one’s own
prejudices for a guide.
3.4 Some general consequences of GUTs
As we said earlier, the idea of grand unication satises our prejudice for a unied description of ele-
mentary particle interactions. On the other hand, it is fair to admit that there exists, at the moment, no
obvious candidate for such a unication. I shall present here two general consequences of GUTs, which
are independent of any particular model.
3.4.1 The baryon asymmetry of the universe
By placing leptons and quarks in the same irreducible representation, all grand unied models imply
that baryon and lepton numbers are not separately conserved. A large experimental effort has been
concentrated to detect any trace of proton instability. The result is a higher limit on its life-time. At
present, for the easily detectable decay modes, such as the pi0 + e+ one, this limit is close to 1033 years.
In the absence of any direct observation of baryon number non-conservation, physicists have tried to see
its possible effects in cosmology.
In traditional cosmological models baryons and antibaryons were assumed to have been created
in pairs since the Hamiltonian conserved baryon number. The only way to obtain a non-zero baryon
number was to put it in by hand as an initial condition. In the so-called ‘symmetric’ cosmologies it was
argued that, within some range of temperatures (∼ 1 GeV), a phase transition occurs which results in
a spontaneous symmetry breaking and thermal radiation becomes unstable against separation of nucle-
ons from antinucleons. The situation was compared to what happens in a ferromagnet where a domain
structure appears. According to this view the observed predominance of matter over antimatter is a local
effect. The trouble with this theory is that there is no evidence for the presence of large amounts of anti-
matter anywhere in the universe. The rare traces of antinucleons detected in cosmic rays are compatible
with the estimated production of antimatter in particle collisions and no large-scale annihilations have
been observed. Nevertheless this was the accepted doctrine for many years. The reason is that in a sym-
metric cosmological model, where no net baryon number is put in by hand in the initial conditions, the
eventual appearance of baryon excess requires (i) the violation of C and CP invariance, (ii) the violation
of baryon number conservation and (iii) the departure from thermal equilibrium. The necessity for the
rst two conditions is obvious since otherwise there is no distinction between baryons and antibaryons.
The signicance of the third one is also very simple: In a stationary universe, where all interactions are
in thermal equilibrium, the particle abundances are given by Boltzmann’s law which involves only the
particle masses. But CPT invariance guarantees that baryons and antibaryons have equal masses and,
therefore, no net baryon number can possibly be produced. Charge conjugation is known to be maxi-
mally violated in weak interactions. The violation of CP was observed in 1964 in the decays of neutral
kaons. The expansion of the universe provides the necessary departure from thermal equilibrium. So
out of the three necessary conditions only the second one, the violation of baryon number, has not yet
been experimentally veried. Grand unied theories provide a theoretical framework for such a violation




noting that the suggestion for a baryonantibaryon asymmetry was rst made by A. D. Sakharov in 1966,
much before the advent of gauge theories.
Let me describe here a typical scenario for baryon number generation, taking as an example the
SU(5) model. Grand unied theories, together with the standard cosmological model which is based
on classical gravity, can, in principle, describe the early universe, at times substantially later than the
Planck time of tP ∼ 10−44 s, corresponding to a temperature of T ∼ 1019 GeV. At earlier times
quantum gravitational uctuations, as well as other interactions unied with gravity, become strong and
no reliable computations are possible. As the temperature drops, the universe undergoes a series of
phase transitions during which the original symmetry of the model breaks down to the one observed at
present, namely conning QCD and electromagnetism. In the simplest SU(5) model these transitions
are the following: At T ∼ 1016 GeV, the 24-plet of Higgs develops a non-zero vacuum expectation
value and SU(5) breaks into U(1) ⊗ SU(2) ⊗ SU(3). At T ∼ 100 GeV, the Standard Model breaking
occurs and U(1)⊗ SU(2) ⊗ SU(3) breaks to U(1)⊗ SU(3). Still later, at T ∼ 100 MeV, we have the
conning transition of QCD during which the quarks and gluons get conned inside the hadrons. At even
later stages of the evolution of the universe, we have more transitions which result into nucleosynthesis,
hydrogen atom recombination, etc. In this simple scenario we must add the phase transitions for ination
and reheating which I shall ignore here.
The number we wish to explain is the observed ratio of baryon number density to entropy density
knB/s ∼ 10−10, or, equivalently the baryon to photon ratio nB/nγ ∼ 10−9. We shall assume no initial
baryon asymmetry at t ∼ 10−44 s, since it wouldn’t have survived any subsequent ination anyway. A
net baryon number can be created either through two-particle collisions or, at T ∼ 1016 GeV, as the result
of heavy boson decays. The latter can be either gauge bosons or Higgs bosons. In more complicated
models than SU(5) there may exist also heavy fermions whose decays violate baryon number. It is
therefore important to compare the rates Γc and ΓX for collisions and boson decays with the expansion
rate of the universe H = R/R as a function of the temperature in order to determine when each of these
processes drops out of thermal equilibrium. This last condition is essential so that the products of a decay
have no chance, by inverse reaction, to recreate the initial state.
The detailed calculation requires the numerical integration of the Boltzmann equation for any
specic model. It turns out that the collision term is relatively unimportant. In the SU(5) model the
contribution of the heavy gauge bosons is also small for essentially two reasons: (i) Their couplings to
fermions are real and CP violation can be introduced only through the fermion mass matrix. This requires
the presence of all three families, i.e., we must go to a multi-loop diagram. (ii) A simple estimation shows
that, by the time the gauge boson interactions drop out of thermal equilibrium, the Boltzmann factor has
considerably reduced their strength. The dominant mechanism seems to be the decays of the superheavy
Higgs scalar bosons of the 5-representation. In fact, several 5’s may be necessary. In any case, since
the Higgs sector is the less well-understood aspect of a gauge theory, no precise, quantitative model-
independent conclusions can be drawn. It is nevertheless remarkable that even a qualitative agreement
between theory and observation can be reached.
3.4.2 Magnetic monopoles
The second general feature of grand unied theories I want to present is the appearance of magnetic
monopoles. This discussion will allow us to introduce the idea of duality, which plays also a crucial role
in the theory of strings and branes.
Abelian magnetic monopoles. The empty-space Maxwell’s equations possess an obvious invari-
ance under the following interchange of electric and magnetic elds:
E→ B B→ −E . (44)
As a matter of fact, this invariance is much larger and covers the entire U(1) group of transforma-
tions E + iB→ eiφ(E + iB). However, as we shall see presently, only the discreet subgroup (44) could
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possibly survive in the presence of sources.
In a compact relativistic notation we can write the equations as
∂νF
µν = 0 ∂νF˜ µν = 0 . (45)
where F˜ µν is the dual tensor to F µν dened as F˜ µν = 12²
µνρσFρσ and the transformation (44) can be
written as a duality transformation:
F µν → F˜ µν F˜ µν → −F µν . (46)
It is an empirical fact that the presence of matter destroys this symmetry. Indeed, we have electric
charges and electric currents jµ = (ρ, j) but no corresponding magnetic ones. Maxwell’s equations are
∂νF
µν = −jµ ∂ν F˜ µν = 0 . (47)
We can try to restore the symmetry, but then we must introduce a magnetic current kµ = (σ,k)
and write the equations (47) as
∂νF
µν = −jµ ∂ν F˜ µν = −kµ , (48)
which are invariant under (46), provided jµ and kµ transform as
jµ → kµ kµ → −jµ . (49)
For example, if the electric current results from the motion of point electric charges, the magnetic
current kµ will result from the motion of point magnetic charges, i.e., magnetic monopoles.
The introduction of magnetic charges looks at rst sight like a trivial generalisation of quantum
electrodynamics. However, it is easy to see that this is not so. The usual quantisation procedure is set up
in terms of the vector potential Aµ rather than the electric and magnetic elds F µν . The latter is given
by F µν = ∂µAν − ∂νAµ. This last relation implies the vanishing of ∂ν F˜ µν and thus the absence of any
magnetic current. We conclude that, in a theory with magnetic monopoles, the vector potential cannot
be a well-dened function of the spacetime point x.
In order to get a feeling of what is going on, let us view an isolated magnetic monopole of magnetic
charge g sitting at the origin, as one end of a solenoid in the limit when the latter is innitely long and
innitely thin. The line occupied by the solenoid, say the negative z-axis, is called ‘the Dirac string’.
An observer will see a magnetic ux coming out of the origin as if a monopole were present. He won’t
realize that the ux is coming back through the solenoid, because, by assumption, this is innitely thin.




rˆ + 4pigθ(−z)δ(x)δ(y)zˆ (50)
with rˆ and zˆ being the corresponding unit vectors. The rst term represents the eld of the monopole
which has the usual point-particle singularity, while the second is the singular contribution of the string.
We can construct a vector potential A whose curl is B. Of course, we expect also A to be singular on







where φˆ is the unit vector in the φ-direction. A can be taken to represent the eld of the monopole and
indeed this is true everywhere except on the negative z-axis. Since, by our previous argument, we know




negative z-axis as the position of the string is arbitrary and we could have placed the solenoid along any
line from the origin to innity.
So far the discussion has been purely classical. Quantum mechanics brings a subtle difference.
In classical electrodynamics the vector potential Aµ is not measurable, only the components E and B
of Fµν are. In quantum mechanics, however, we can detect directly the presence of Aµ by the Bohm
Aharonov effect. By moving around electrically charged test particles we can discover the magnetic ux
coming back through the string. The corresponding change in the phase of the wave function will be
ψ → e4piiegψ (52)
where 4pig is the ux and e the charge of the test particle. The usual interference experiment will detect




Condition (53) is the famous Dirac quantisation condition. If it is satised the string is undetectable
by any conceivable experiment and we have obtained a real magnetic monopole. On the other hand, it
shows that if there exists a magnetic monopole in the world, all electric charges must be quantised, i.e.,
they must be multiplets of an elementary charge e0. Similarly all magnetic charges must be multiplets
of an elementary magnetic charge g0 such that 2e0g0 is an integer. A particle that has both electric and
magnetic charge is called a ‘dyon’.
The ’t HooftPolyakov monopole. In the Abelian case we saw that magnetic monopoles give rise to
singular vector potentials. We shall now turn to non-Abelian theories. We have good reasons to believe
that the electromagnetic gauge group is part of a bigger group which is spontaneously broken through
the Higgs mechanism. The simplest such theory, although not the one chosen by nature, is the Georgi
Glashow SO(3) model. It is a theory without weak neutral currents in which the only gauge bosons are
W+,W− and γ. We introduce a triplet of Higgs scalars Φ and we write the Lagrangian as:
L = −1
4
Gµν ·Gµν + 12(DµΦ) · (D
µΦ)− V (Φ) (54)
where
Gµν = ∂µW ν −∂νW µ− eW µ×W ν , DµΦ = ∂µΦ− eW µ×Φ , V (Φ) = λ4 (Φ
2− v2)2 (55)
We have written the scalar potential V in a form which exhibits explicitly the minimum away from
the origin in eld space and we have not included any fermions for simplicity.





[Ei · E i +Bi · Bi + (D0Φ) · (D0Φ) + (DiΦ) · (DiΦ)]+ V (Φ) (56)
where we have dened the non-Abelian ‘electric’ and ‘magnetic’ elds as E i = −G0i and Bi =
−²ijkGjk and the bold-face vectors refer again to the internal symmetry space. The important point
about H is that it is the sum of positive semidenite terms. Therefore, the minimum energy solution will
be that for which H = 0. On the other hand, H is invariant under local SO(3) rotations in the internal
symmetry space. However, the only symmetric solution, i.e., the eld conguration
W µ = 0 Φ = 0 (57)
gives H = v2 and thus corresponds to innite total energy. The zero energy solution must make each
term of (56) vanish. An example of such a solution is
W µ = 0 Φ = vkˆ (58)
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with kˆ being the unit vector in the third direction in the internal symmetry space. Obviously, since H is
gauge invariant, any gauge transform of (58) will give another zero-energy solution. In particular, there
is nothing sacred about choosing Φ to point along the third direction.
The solution (58), or any transform of it, exhibits the well-known Higgs phenomenon. The sym-
metry SO(3) is spontaneously broken since the invariance of the solution is reduced to the group of
rotations around the third axis, i.e., U(1). Two of the vector bosons acquire a mass and it is natural to
identify the third one, which remains massless, with the photon.
Up to now we have found two sets of solutions of the equations of motion given by the Lagrangian
density (54). One SO(3) symmetric solution given by Eq. (57), and a whole family of asymmetric ones
given by Eqs. (58) and all its gauge transforms. The rst corresponds to innite total energy and all the
second ones to zero energy. They describe the family of stable vacuum states. A natural question is
the following: Are there any nite, non-zero-energy, non-trivial, particle-like solutions? The condition
of nite total energy implies that H must vanish at large distances, therefore, asymptotically, any such
solution will approach one belonging to the family (58).
There is no general method for nding the solutions of coupled, non-linear, partial differential
equations. What is usually done is to guess a particular form of the solution and to simplify the equa-
tions. In doing the guesswork one often tries rst to guess the symmetries of the solution. Since we are
looking for a stable particle-like solution (the magnetic monopole) the solution must be time independent.
Furthermore it will be left invariant by a group of transformations which is a subgroup of the symmetries
of the equations of motion. In the rest frame of the particle the latter is G = SO(3) ⊗ SO(3) ⊗ P ⊗ R
where the rst SO(3) corresponds to spatial rotations, the second to the internal symmetry, P denotes
parity, and R the transformation Φ → −Φ . In guessing the form of the monopole solution we shall
try to enforce as much of the symmetry G as possible. Invariance under spatial rotations will force Φ to
be asymptotically constant and Gij ∼ rij . It is easy to verify that this solution has zero total magnetic
charge like the Higgs vacuum solution of Eq. (58). On the other hand, since our solution must approach
at large distances one of the internal symmetry breaking ones, we cannot enforce the second SO(3)
either. Finally, both P and R change the sign of the magnetic charge and cannot be included. Let us
choose, therefore, to impose invariance under SO(3) ⊗ PR where SO(3) is the diagonal subgroup of




W 0α = 0 (59)




with H and K functions of a single variable. Space and internal symmetry indices are mixed and the
ansatz (59) is spherically symmetric in the sense that a spatial rotation can be compensated for by an
internal symmetry rotation. Plugging (59) into the equations of motion we obtain a system of coupled
ordinary differential equations for H and K which can be solved, at least numerically. It is easy to verify











thus obtaining |eg| = 1. Notice that here e is the charge of the boson which has isospin = 1. If we
had included isospin-1/2 elds, for example isospinor fermions, the symmetry group would have been
SU(2) and the smallest electric charge in the theory would have been |e/2| . We thus recover the Dirac




can also compute the total energy of the solution which can be interpreted as the classical approximation





with f a given function of the ratio of the coupling constants. It turns out that for x = λ/e2 ranging from
zero to ten, f stays of order one (f(0) = 1, f(10) ' 1.44). Since the mass of the massive vector bosons
after spontaneous symmetry breaking is of order ev, it follows that
Mmonopole ∼Mvector boson/α ∼ 102Mvector boson . (63)
B. Julia and A. Zee have generalised the solution (59) by choosing a non-vanishing W α0 . They
obtained dyon solutions with masses satisfying Mdyon ≥ v(e2 + g2)1/2. In general, we can obtain multi-
charged solutions with electric charge ne and magnetic charge mg, with n and m integers. The Dirac
quantisation condition is again veried.





i.e., Φas points as in Fig. 10. This corresponds to a (singular) gauge transformation of the Higgs vacuum










Fig. 10: The asymptotic form of the Higgs field for the monopole solution
Topologically we can view Φas as mapping the surface at spatial innity S2 onto the correspond-
ing surface of internal space which is also S2. Since it is not possible to continuously deform the map
of Fig. 10 to the constant map of Fig. 11, we conclude that the monopole conguration is topologi-
cally stable and cannot decay to the vacuum. We can understand this physically as the consequence of
conservation of magnetic charge.
We also note that the solution (59) is regular everywhere, including the origin. The presence of
the Higgs eld makes possible the existence of a magnetic monopole solution which not only does not
have the Dirac string singularity, but it is also smooth all the way to r = 0. Therefore the monopoles
are non-singular, nite-energy, static solutions of the classical equations of motion. It is reasonable to
assume, although there is no rigorous proof for this, that they survive quantisation and correspond to
real, physical particles. The fact that they have a regular internal structure has a very important physical
consequence: the mass of the ’t HooftPolyakov monopole is calculable, while that of the Dirac one is
not. The spectrum of the stable one-particle states will consist of: (i) a massless photon, (ii) a pair of
charged vector bosons W± with mass of order ev and electric charge ±e, (iii) a neutral scalar boson with
mass of order
√
λv, and (iv) a monopoleantimonopole pair with mass of order v/e and magnetic charge
±g = ∓(1/e).
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Fig. 11: The Higgs field in the vacuum configuration
An interesting simplication occurs in the so-called ‘BPS’ (BogomolnyPrasadSommereld)
limit which consists of λ → 0+ keeping v xed and maintaining the form of the solution (59). In this
limit the physical scalar boson becomes massless, like the photon, and gives rise to a new long-range
force. We shall come back to this point presently.
Other gauge groups. In quantum electrodynamics magnetic monopoles are a curiosity. They may
exist, in which case they have important physical consequences like the quantisation of electric charge,
but nobody forces us to introduce them. The theory makes perfect sense without them. The monopole
conguration is a singular one for the gauge potential Aµ(x). On the other hand, we just saw that, if
electromagnetism is part of an SO(3) gauge theory with a triplet Higgs eld, magnetic monopoles are,
probably, part of the physical spectrum. Of course, SO(3), or SU(2), are not the right invariance groups
for physics because they have no room for weak neutral currents. Could we apply the same reasoning
to the gauge group of the Standard Model which is SU(2) ⊗ U(1) broken to U(1)? Does the Standard
Model imply the existence of stable magnetic monopoles? The answer is no, even if one enlarges the
Higgs content. The reason is that the stability argument of the previous section does not apply to the
Standard Model. The argument was based on the fact that there is no SO(3) continuous, non-singular
gauge transformation which can deform the monopole conguration of Eq. (59) to the vacuum one of
Eq. (58). However, it is easy to see that this is no more true when the gauge group is SU(2)⊗U(1). The
presence of the U(1) factor makes the ’t HooftPolyakov magnetic monopole unstable. Therefore, the
natural application of these ideas is the framework of grand unied theories which we shall see shortly.
Let me here present briey the results of the general case which was investigated by P. Goddard, J. Nuyts
and D. Olive.
Let us assume that a gauge theory of a simple group G is spontaneously broken through the
Higgs mechanism to a subgroup H . (In the ’t HooftPolyakov case G was SO(3) and H was U(1).)
Goddard, Nuyts and Olive showed that we can again nd magnetic monopole and dyon solutions with
the following properties: If H is not just U(1), the ‘electric’ (and ‘magnetic’) charges are not given
by a single number because the elds form multiplets of H . It turns out that the electric charges are
described in terms of the group H , while the magnetic ones are in terms of its dual, denoted by H ∗. The
distinction between the two sounds like a mathematical detail because, for all practical purposes, they
are locally isomorphic, like SO(3) and SU(2). However, we have seen already that such details may
be relevant. For example, SU(2) admits half-integer charges while SO(3) does not and this affects the
Dirac quantisation condition. We shall encounter this problem again when studying monopoles in the
grand unied model SU(5). More precisely, the values of the electric charges can be viewed as vectors
~q in the weight lattice of H and the magnetic charges as ~g in that of H ∗. The quantisation condition now
reads
e~q · ~g = 2piN ; N ∈   . (65)
Monopoles and instantons in gauge theories. Up to now we have assumed that a gauge theory




perturbation theory. However, with monopoles we have already entered the non-perturbative regime and
it is well known that a second coupling constant appears, the CP -violating θ angle. It corresponds to a






aµν = θN , (66)
where N ∈   is an integer denoting the number of instantons in the conguration. This term is absent
in perturbation theory because it is easy to show that the integrant is equal to a four derivative and,
therefore, the integral vanishes for eld congurations which vanish at innity. In the presence of non-
trivial boundary conditions (‘instantons’) we obtain the topological answer of (66). In the mathematical
literature N is called the ‘Pontryagin index’.
F˜ is a pseudo-tensor, so this term, when added to the usual YangMills Lagrangian, strongly
violates CP , so for QCD we have very severe limits on the value of θ. The fact that N is an integer
implies that θ is an angle, in the sense that all physical results must be periodic in θ, θ→ θ + 2pi.
We can repeat the previous analysis and look for monopole and dyon solutions in a gauge theory









m ; g =
4pi
e
m ; n,m ∈   . (68)







; q + ig = e(n+mτ) . (69)
The BPS bound can be written using this notation as M ≥ ve|n+mτ |.
Monopoles in Grand Unied Theories. In the previous section we argued in favour of grand unied
theories in which one starts with a simple group G and, after several spontaneous symmetry breakings,
one ends up with SU(3) ⊗ U(1). Since SU(2) can be embedded in any simple G, we expect to nd
stable monopole solutions in every grand unied theory. This question was rst studied by C.P. Dokos
and T.N. Tomaras in 1979.
Indeed, we can give a general proof of this statement. The presence of the U(1)e.m. factor in the
unbroken gauge subgroup of the simple grand unied group guarantees the existence of smooth, nite-
energy, topologically stable, particle-like solutions of the equations of motion with quantised magnetic
charge. The proof of stability is the direct generalisation of the simple topological argument given in the
previous section. Let us exhibit the grand unied monopoles in the case of the SU(5) prototype model.
Without going into details, let us try to nd the quantum numbers of the SU(5) monopole using
only simple symmetry arguments. Following Dokos and Tomaras, we can rst determine the minimum
value of magnetic charge gmin. Since the minimum value of electric charge is emin = e/3 (the down-
quark) we would expect, naïvely, to have gmin = 3/(2e). However, this is incorrect. The reason is,
again, our sloppy way in dealing with group theory, not paying much attention to the difference between
a group and its Lie algebra. Being more careful, Dokos and Tomaras have established that, in the case of
SU(5), the unbroken group H is only locally isomorphic to SU(3) ⊗ U(1). The group H is really the
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with u an element of SU(3). The mapping from SU(3)⊗U(1) to H , dened by (u, eiα)→ diag(ue−iα,
e3iα, 1) is 3 to 1, since the three elements (u, eiα), (ue2pii/3, ei(α+2pi/3)), (ue4pii/3, ei(α+4pi/3) of SU(3)⊗
U(1) are mapped to the same element of H . In other words, H is the group SU(3) ⊗ U(1)/Z3, with
Z3 being the centre of SU(3). As a consequence of this, using the same phase argument of the previous
section, we can show that gmin = [2 · 3 · emin]−1 = [2e]−1 with |e| being again the electron charge. We
thus recover the Dirac quantisation condition.
Let us next identify the SU(2) subgroup of SU(5) which will be used to construct the symmetry
group of the monopole solution. It is clear that it cannot be a subgroup of SU(3)colour because it must
contain electromagnetism. On the other hand it cannot be the SU(2) of the Standard Model as we have










for the SU(2) generators τ . It follows that the monopole magnetic eld will have both ordinary magnetic
and colour magnetic components.
From now on, the analysis proceeds like in the previous section. We can identify the asymptotic
form of the solution and obtain a system of ordinary differential equations. The monopole mass in the
classical approximation will be of the order of 102M , with M being the mass of the vector bosons
of SU(5), i.e., the magnetic monopoles of grand unied theories are superheavy with masses of order
1017 GeV, far beyond the reach of any accelerator. On the other hand the lightest monopole is stable. It
is amusing to notice that the only stable elementary particles in a grand unied theory are the photon,
which is massless, the lightest neutrino, the electron and the monopole. Neutrino decay is forbidden by
angular momentum conservation because the neutrino is the lightest spin-1/2 particle. The stability of
the electron and that of the monopole are guaranteed by the conservation of electric and magnetic charge.
Let me also mention that, although baryons in grand unied theories may have long life-times, magnetic
monopoles act as catalysers: in their presence baryons decay promptly.
Since monopoles are stable, whichever might have been produced in the course of the evolu-
tion of the Universe have a reasonable chance of being around today. The problem of estimating the
monopole abundance is therefore reduced to that of estimating the rate of monopole production and that
of subsequent monopoleantimonopole annihilation. At the very early Universe, when temperature was
sufciently high, we expect all symmetries, which are spontaneously broken today, to be restored. At
T > Tc ∼ M we have the full SU(5) symmetry. But for magnetic monopoles to exist, SU(5) must
be broken. Therefore there were no monopoles when T > Tc . They are produced during the phase
transition but the production mechanism is model dependent. If the phase transition is second order the
vacuum expectation value of the Higgs eld undergoes large uctuations and a domain structure is estab-
lished. The resulting domain walls contain topological defects in the Higgs eld orientation which give
rise to magnetic monopoles. A rough estimation of their density gives dmonopole ∼ ξ−3 where ξ is the
correlation length. Although its precise estimation is difcult, it is certainly less than the horizon length
at temperature T . The latter is of order CMPT−2, where MP is the Planck mass and C depends on the
number of massless degrees of freedom in thermal equilibrium at temperature T . We thus obtain a bound
for the initial monopole density of the order dmonT−3 ≥ 10−10. A similar result is obtained even in the
case of a rst-order phase transition. Order of magnitude estimations show that the annihilation rate in an
expanding Universe does not substantially reduce this number. We are thus left with a monopole density
d ∼ 10−10 T 3, i.e., comparable to the baryon density. This is obviously absurd if we take into account
their enormous mass.
Several mechanisms have been proposed to reduce the number of monopoles surviving but the




initial monopole density is ‘inated away’ and reduced to essentially zero. During an eventual subsequent
reheating new monopoles could be produced but the production rate depends crucially on the reheating
temperature. The nal result is model dependent, but acceptably low densities can be obtained.
The MontonenOlive duality conjecture. All our quantitative understanding of four-dimensional
quantum eld theories comes from perturbation theory. The enormous success of the Standard Model
testies to that. On the other hand we know that such an understanding is necessarily limited. Many
exciting physical phenomena are not accessible to perturbation. The obvious example is connement in
QCD. The perturbative spectrum of the theory is described by the Fock space of states of quarks and
gluons, but we know that the asymptotic states are those of hadrons. In a qualitative way, we attribute
this property to the behaviour of the QCD effective coupling strength as a function of scale. At short
distances the coupling is weak and perturbative calculations are reliable. At large distances we enter the
strong coupling regime and perturbation theory breaks down. If we had an exact, analytic solution of
the quantum eld theory, we would have found the hadrons as complicated functionals of the quark and
gluon elds, describing static, nite energy, particle-like congurations. Physicists have often tried to
guess effective descriptions of QCD in terms of collective variables valid at large distances, where the
description in terms of quark and gluon elds is inadequate.
The model with non-Abelian magnetic monopoles may provide a simple example of such a sit-
uation. We recall that in the BPS limit, the perturbative, one-particle states of the system, i.e., those
corresponding to the elementary elds in the original Lagrangian, are the massless photon, the massless
scalar, and the two spin-one bosons of mass M = ev and electric charge ±e. The strength of the inter-
action is given by e. In addition the spectrum contains non-perturbative one-particle states, the magnetic
monopoles. Contrary to the gauge bosons, they are not point-particles but extended objects. Their masses
are Mmon = gv and they have a magnetic charge g = ±1/e. The electric charge is conserved as a conse-
quence of Noether’s theorem, because it corresponds to an unbroken symmetry of the Lagrangian. The
magnetic charge is conserved as a consequence of the topological structure of the monopole solution.
All this reminds us of the duality symmetry of Maxwell’s equations (46) and (49).
The complete quantum mechanical properties of this model are not known. For small e we can use
perturbation theory. Notice that in this case g is large and the monopoles are heavy. When e grows large
we enter the strong coupling regime and perturbation theory breaks down. In this case g is small and the
monopoles are light. C. Montonen and D. Olive made the following conjecture: This model admits two
‘dual equivalent’ eld theory formulations in which electric (Noether) and magnetic (topological) quan-
tum numbers exchange roles. The Lagrangian (54) in the BPS limit gives the rst one. The electrically
charged gauge bosons are the elementary elds, e is the coupling constant, and the monopoles are the
extended objects. Obviously, this description should be useful when e is small. In the dual equivalent
description the monopoles are the elementary elds, together with the photon and the massless scalar, g
is the new coupling constant and the electrically charged gauge bosons correspond to extended, soliton-
like, solutions. This will be the useful description for large e. This is the conservative version of the
conjecture. In fact, Montonen and Olive went a step further: They conjectured that, for this particular
model, the two eld theories are identical, i.e., the new Lagrangian is again given by (54) with g replac-
ing e. The monopole elds and the photon form a triplet under a new SO(3) gauge group. This may
sound strange because the monopole solution appears to be gauge equivalent to a spherically symmetric
one and, naïvely, we expect the monopole to have zero spin. In fact, the situation is more involved and a
complete calculation of the total angular momentum of the solution is not easy. We shall come back to
this point later.
A proof of this conjecture would require a complete solution of the eld theory, a rather unlikely
state of affairs in any foreseeable future. We can only verify its calculable consequences. So far, such
checks have been successful. Let me mention only one: We can generalise the classical solution (59)
to one describing any number of well separated monopoles and/or antimonopoles at rest. Studying the
instantaneous acceleration of such states, J. S. Manton has found the long-range part of the classical force
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opposite charge ; F = 0 same charge (72)
i.e., twice the naively expected attraction for opposite charges and no force at all for same charges. How
does this agree with the known forces between the electrically charged particles of the model? It does!
The classical force between the two charged vector bosons receives two contributions. The one-photon
exchange graph gives a Coulomb force of ±e2/r2, attraction for opposite charges and repulsion for like
charges. The one-scalar exchange graph is always attractive, like all even-spin exchanges. It is given
by the tri-linear term in (54), after translation of the scalar eld. The result is −e2/r2, i.e., it doubles
the attractive part of the photon and cancels the repulsive one. Therefore, in a completely independent
calculation, we derive the result (72) with e replacing g.
4 Beyond gauge theories
4.1 The trial of scalars
The purpose of this section is not to destroy, but to full. It is our rm belief, shared by most physicists,
that gauge theories have come to stay. Beyond here does not mean that we propose to replace gauge
theories by something else, but rather to embed them into a larger scheme with a tighter structure and
higher predictive power. There are several reasons for such a search.
As we said in Section 1, gauge theories contain two and possibly three independent worlds. The
world of radiation with the gauge bosons, the world of matter with the fermions and, nally, in our
present understanding, the world of Higgs scalars. In the framework of gauge theories these worlds are
essentially unrelated to each other. Given a group G the world of radiation is completely determined, but
we have no way to know a priori which and how many fermion representations should be introduced; the
world of matter is, to a great extent, arbitrary.
This arbitrariness is even more disturbing if one considers the world of Higgs scalars. Not only are
their number and their representations undetermined, but their mere presence introduces a large number
of arbitrary parameters into the theory. Notice that this is independent of our computational ability, since
these are parameters which appear in our fundamental Lagrangian. What makes things worse, is that
these arbitrary parameters appear with a wild range of values. For example, in the Standard Model, the
ratio of Yukawa couplings for different fermions equals the ratio of fermion masses. But mt/me ∼ 105
and mt/mν > 1011. It is hard to admit that such numbers are fundamental parameters.
The situation becomes even more dramatic in grand unied theories where one may have to adjust
parameters with as many as twenty-eight signicant gures. This is the problem of gauge hierarchy
which is connected to the enormously different mass scales at which spontaneous symmetry breaking
occurs. The breaking of G into U(1) ⊗ SU(2) ⊗ SU(3) happens at M ∼ 1016 GeV. This means
that a certain Higgs eld Φ acquires a non-zero vacuum expectation value V ∼ 1016 GeV. The second
breaking, that of U(1)⊗SU(2), occurs at µ ∼ 102 GeV, i.e., we must have a second scalar eld H with
v ∼ 102 GeV. But the combined Higgs potential will contain terms of the form Φ2H2 [see Eq. (28)].
Therefore, after the rst breaking, the H mass will be given by
m2H = µ
2 +O(αV 2) (73)
where µ is the mass appearing in the symmetric Lagrangian. On the other hand I want to remind you that
v2 ∼ m2H , so unless there is a very precise cancellation between µ2 and O(αV 2), a cancellation which
should extend to twenty-eight decimal gures, v will turn out to be of order V and the two breakings
will come together, in other words the theory is not able to sustain naturally a gauge hierarchy. This
grand ne-tuning of parameters must be repeated order by order in perturbation theory because, unlike




extremely unlikely. The problem is similar to that of the induced cosmological constant in any theory
with spontaneous symmetry breaking. I believe that, in spite of its rather technical aspect, the problem is
sufciently important so that some new insight will be gained when it is eventually solved.
One possible remedy is to throw away the scalars as fundamental elementary particles. After
all, their sole purpose was to provoke the spontaneous symmetry breaking through their non-vanishing
vacuum expectation values. In non-relativistic physics this phenomenon is known to occur but the role of
Higgs elds is played by fermion pairs (e.g., the Cooper pairs in superconductivity). Let me also remind
you that the spontaneous breaking of chiral symmetry, which is supposed to be a fundamental property of
QCD, does show the same feature, namely the ‘vacuum’ is formed by quarkantiquark pair condensates
and the resulting Goldstone boson (the pion) is again a qq¯ bound state. This idea of dynamical symmetry
breaking has been studied extensively, especially under the name of ‘Technicolor’. In spite of its many
attractive features, it suffers, up to now, from two main difculties. First, the available eld theory
technology does not allow for any precise quantitative computation of bound state effects and everything
has to be based on analogy with the chiral symmetry breaking in QCD. Second, nobody has succeeded
in producing an entirely satisfactory phenomenological model. Nevertheless there is still hope and the
scheme has some predictions which can be tested experimentally in the near future.
4.2 Supersymmetry, or the defence of scalars
The best defence of scalars is the remark that they are not the only ones to reduce the predictive power of
a gauge theory. As we have already seen, going through the chain radiationfermion matter eldsHiggs
scalars we encounter an increasing degree of arbitrariness. One possibility which presents itself is to
connect the three worlds with some sort of symmetry principle. Then the knowledge of the vector bosons
will determine the fermions and the scalars and the absence of quadratically divergent counterterms from
the fermion masses will forbid their appearance in the scalar masses.
Is it possible to construct such a symmetry? A general form of an innitesimal transformation
acting on a set of elds φi(x), i = 1, ...,m can be written as
δφi(x) = ²a(Ta)ijφ
j(x) , (74)
where a = 1, ..., n with n denoting the number of independent transformations, in other words, n is
the number of generators of the Lie algebra of the group we are considering. For U(1) n = 1, for
SU(2) n = 3 etc. The ²’s are innitesimal parameters and Ta is the matrix of the representation of
the elds. Usually the ²’s are taken to be c-numbers in which case the transformation (74) mixes only
elds with the same spin and obeying the same statistics. It is clear that, if we want to change the
spin of the elds with a transformation (74), the corresponding ²’s must transform non-trivially under
rotations. If they have non-zero integer spin they can mix scalars with vectors, or spin-1/2 with spin-
3/2 elds. This was the case with the old attempts to construct a relativistic SU(6) theory, with its
well-known shortcomings. If, on the other hand, the ²’s are anti-commuting parameters, they will mix
fermions with bosons. If they have zero spin, the transformations (74) will change the statistics of the
elds without changing their spin, i.e., they will turn a physical eld into a ghost. This is the case
with the BRS transformations which describe the quantisation of non-Abelian gauge theories and give
rise to the appearance of the FaddeevPopov ghosts. Here we want to connect physical bosons with
physical fermions, therefore the innitesimal parameters must be anti-commuting spinors. We shall call
such transformations ‘supersymmetry transformations’ and we see that a given irreducible representation
will contain both fermions and bosons. It is not a priori obvious that such supersymmetries can be
implemented consistently, but in fact they can. In the following I shall give a very brief description of
their properties as well as their possible applications.
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4.2.1 Divertimento: Grassmann algebras
We said that the ²’s of (74) must be anti-commuting spinors. We shall present here a formal way to
introduce such quantities.
A nite dimensional Grassmann algebra is dened as a formal power series of n generators
x1, x2, ..., xn which anti-commute among themselves:
[xi, xj ]+ ≡ xixj + xjxi = 0 . (75)
The coefcients of the power series are complex numbers. The anti-commutation rule (75) ensures
that all x’s satisfy x2i = 0, therefore, a power series contains at most 2n terms. In other words, a
Grassmann algebra can be viewed as a linear vector space of 2n dimensions. Similarly, given a function
f(z), z ∈  n which admits a power series expansion around the origin, we can dene through this power
series the function f(x1, x2, ..., xn). Obviously, any such function is in fact a polynomial.
We shall need two operations on a Grassmann algebra: differentiation from the left and integration.
Since any function is a polynomial, it is sufcient to dene these operations on an arbitrary monomial.
A left derivative d/dx is dened by
d
dxi
c = 0 ;
d
dxi











= 0 , (76)
where c is a complex number.
The concept of integration we shall need corresponds to that of a denite integral from −∞ to
+∞ in real numbers. The important property of the latter is translational invariance. We therefore dene
our integrals of functions on a Grassmann algebra by imposing invariance under translations. Again, it
is enough to give the denitions for all monomials. For example, for an algebra with only one generator





and suggests the denitions: ∫
dx = 0 ;
∫
xdx = 1 . (78)
The generalisation to arbitrary n is obvious. For a function f(x1, ..., xn) we nd
f(x1, ..., xn) = c0 + cixi + cijxixj + ...+ c1...nx1...xn , (79)∫
f(x1, x2, ..., xn)dx1...dxn = c1...n , (80)
i.e., the integral of a function is the coefcient of the highest term in the power series expansion. It is in
this sense that we often say that integration in a Grassmann algebra corresponds, in fact, to differentiation.
The familiar result that, after integration of a Gaussian form over fermion elds, the determinant of the
corresponding operator appears in the numerator rather than the denominator, follows from the denition
(80).
A nal remark concerns an operation of complex conjugation. A given Grassmann algebra may
admit an operation ( )∗ (involution) with the properties
(f∗)∗ = f ; (f1f2)∗ = f∗2f
∗
1 ; (f1 + f2)
∗ = f∗1 + f
∗
2 ; (cf)
∗ = c¯f∗ , (81)
where c¯ is the complex conjugate of c. A function f which satises f ∗ = f is called ‘real’. For an even




4.2.2 Divertimento: Majorana and Weyl spinors
In particle physics we use most often Dirac spinors. They have four complex components and describe
the degrees of freedom of a massive, spin-1/2 charged fermion, together with the corresponding anti-
fermion. From the group-theory point of view, however, they are not the simplest spin-1/2 representations
of the Lorentz group. They form reducible representations, which means that we can decompose them
into simpler objects. In fact, we can do so in two ways: the rst gives two, four-component, real spinors
(Majorana spinors) and the second two, two-component, complex ones (Weyl spinors). They are both
useful and we give here some formulae which allow one to change from one representation to the other.
In the Majorana representation the γ-matrices have all real elements and satisfy
[γµ, γν ]+ = 2ηµν ; η00 = −1 . (82)
Furthermore, γ25 = −1 and γT5 = −γ5. A Majorana spinor is real in this representation and
ψ¯ = ψT γ0. A useful relation is the following: Let ψ1 and ψ2 be two Majorana spinors and Γ a four-by-
four matrix. We dene Γ˜ by Γ˜ = −γ0ΓTγ0. Then we can easily verify that
ψ¯1Γψ2 = ψ¯2Γ˜ψ1 . (83)
For the basic sixteen matrices γ˜A = γA for 1, γ5 and γ5γµ, while γ˜A = −γA for γµ and γµγν . The
sixteen matrices γA have squares equal to 1. For any γA dene γA such that γAγA = 1 (no summation).





We can work out all the formulae in these notes using the Majorana representation. However, it is
often convenient to use spinors with a denite chirality. Starting from a Dirac, four-component complex
spinor, we introduce the usual left and right projections (1∓ iγ5)/2. In the representation in which γ5 is
diagonal, we obtain the Weyl two-component formalism. For a two-component spinor ψα α = 1, 2 we
write
(ψα)∗ = ψ¯α˙ ; (ψα˙)∗ = ψ¯α ; α, α˙ = 1, 2 . (85)
Dotted and undotted indices transform according to complex conjugate representations of SL(2, C).
In this two-dimensional space we raise and lower indices using the completely antisymmetric tensors ²αβ
and ²α˙β˙ (²12 = 1): ψα = ²αβψβ . Notice also that ²αβ = −²αβ and similarly for dotted indices. We also
dene the usual Pauli matrices. They connect the two chiralities and have one undotted and one dotted
index:
(σµ)αβ˙ = (  ,σ)αβ˙ ; (σ
′
µ)α˙β = (  ,−σ)α˙β . (86)



















Formula (88) allows us to change from one formalism to the other. Some useful identities in the
Weyl formalism are
σµσ
′µ = −4 ; σλσµσ′λ = 2σµ ; [(σµ)αβ˙ ]∗ = (σ′µ)α˙β , (89)
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βχβ + θαλαψβχβ + θαχαλβψβ = 0 . (93)
4.2.3 The supersymmetry algebra
We want to nd symmetry transformations which generalise (74) with anti-commuting ²’s. Let Am
m = 1, ..., D denote the generators of a Lie algebra, and Qα α = 1, ..., d be the elements of a d-
dimensional representation:
[Am, An] = f lmnAl ; [Am, Qα] = s
β
mαQβ . (94)
A graded superalgebra is the algebraic scheme which consists of the generators Am and Qα if we
can nd a set of constants rmαβ such that
[Qα, Qβ]+ = QαQβ +QβQα = rmαβAm . (95)
The constraint on the r’s is that they must satisfy the corresponding Jacobi identities for the set of
equations (94) and (95) to be self-consistent.
There exist theorems which give a classication of graded superalgebras analogous to the Cartan
classication of Lie algebras, but we shall not need them here. The only superalgebra we shall use is
the one in which the Lie algebra is the PoincarØ algebra with generators Pµ and Mµν , and the grading
representation (94) is given by a Majorana spinor Qα:
[Pµ, Qα] = 0 ; [Qα,Mµν ] = iγ
µν
αβQβ , (96)
[Qα, Q¯β ]+ = −2γµαβPµ , (97)
in which γµν = 14 [γ
µ, γν ]. The dening relations (96) and (97) admit the Lorentz group SL(2, C)
as an automorphism. The components of Q are the generators of the special supersymmetry transfor-
mations. The second relation of (96) shows only that they have spin-1/2. The rst is more important
because it shows that they are translationally invariant. We shall come back to this point later. The
anti-commutation relation (97) is the fundamental relation of the new symmetry.
An obvious generalisation of (96) and (97) consists of starting from the PoincarØ algebra ⊗ a
compact internal symmetry G with generators Ai. If the Q’s belong to a certain representation of the
internal symmetry, we write them as Qmα where the index α = 1, . . . , 4 labels the components of the
Majorana spinor and m is the index of the internal symmetry, m = 1, 2, . . . , N . The algebra now takes
the form
[Ai, Aj ] = fkijAk ; [Pµ, Q
m
α ] = 0 ; [Q
m













β ]+ = −2δmnγµαβPµ . (99)
The algebra (98) and (99) admits SL(2, C)⊗G as a group of automorphisms.
As an exercise, we ask the reader to rewrite the supersymmetry algebra using Weyl spinors. For
example, (97) becomes





4.2.4 Why this particular algebra; or all possible supersymmetries of the S matrix
The superalgebra (98) and (99) combines in a non-trivial way PoincarØ invariance with an internal sym-
metry. There exists a theorem which states that, for ordinary algebras, such a combination cannot be a
symmetry of a unitary S matrix. We can now state, without proof, the generalisation of this theorem
to include superalgebras, i.e., algebras which close using both commutators and anti-commutators. The
remarkable result is that (96) and (97), or (98) and (99), is essentially the only admissible one. The only
possible extension is to replace the vanishing anti-commutator in (100) with
[Qmα , Q
n
β ]+ = ²αβZ
mn , (101)
where Zmn are a set of central charges, i.e., operators which commute with every operator in the algebra.
Out of the innitely many ways we can grade the PoincarØ algebra, only the one we introduced, in which
we used a spin-1/2 operator, may be relevant for physics.
4.2.5 Representations in terms of one-particle states
In order to extract the possible physical consequences of supersymmetry, we must construct the represen-
tations of the algebra in terms of one-particle states, i.e., the one-particle ‘supermultiplets’. We start by
observing that the spinorial charges commute with Pµ and, therefore, they do not change the momentum
of the one-particle state. Furthermore, the operator P 2 commutes with all the operators of the algebra,
which implies that all the members of a supermultiplet will have the same mass. As in the case of the
PoincarØ algebra, we can distinguish two cases: P 2 6= 0 or P 2 = 0.
(i) Massive case. We can go to the rest frame in which the r.h.s. of (97) or (100) becomes a number.
Let us rst forget about a possible internal symmetry and consider the case N = 1. Equation (100) gives
[Qα, Q¯β˙ ]+ = 2Mδαβ˙ , (102)
where P 2 = M2. Equation (102) implies that the operators Q/√2M and Q¯/√2M satisfy the anti-
commutation relations for creation and annihilation operators of free fermions. Since the index α can
take two values, 1 and 2, and Q21 = Q22 = 0, starting from any one-particle state with spin S and
projection Sz , we can build a four-dimensional Fock space with states:
|S, Sz;n1, n2 >= Qn22 Qn11 |S, Sz > n1, n2 = 0, 1 . (103)
We can dene a parity operation under which the Majorana spinor Qα, α = 1, . . . , 4 transforms
as
(Qα)P = (γ0Q)α . (104)
Then, the spin-parity content of the representation (103) is
(S − 1/2)η ; Siη ; S−iη ; (S + 1/2)−η , (105)
where η = ±i,±1 for S integer or half-integer. Some examples:
S = 0 : a scalar, a pseudoscalar, a spinor;
S = 1/2 : a scalar, a vector, two spinors, (or a pseudo-scalar, a pseudo-vector, two spinors);
S = 1 : a vector, a pseudo-vector, a spinor, a 3/2 spinor;
S = 3/2 : a vector, a tensor, two 3/2 spinors.
The generalisation to include internal symmetries is straightforward. The difference is that now
we have more creation operators and the corresponding Fock space has 22N independent states, where
N is the number of spinorial charges.
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(ii) Massless case. Here we choose the frame Pµ = (E, 0, 0, E). The relation (100) yields
[Qα, Q¯β˙]+ = 2E(1− σz) = 4Eδα2δβ˙2 . (106)
Only Q2 and Q¯2˙ can be considered as creation and annihilation operators. Starting from a one-
particle state with helicity ±λ, we obtain the state with helicity ±(λ+ 1/2). Some interesting examples:
λ = 1/2 : one spin-1/2 and one spin-1 (both massless);
λ = 3/2 : one spin-3/2 and one spin-2 (both massless).
If we have more than one spinorial charge, i.e., N > 1, we obtain N creation and annihilation
operators. A well-established theoretical prejudice is that, if one excludes gravitation, there exist no
elementary particles with spin higher than one. This prejudice is based on the great difculties one
encounters if one wants to write consistent eld theories with high-spin particles. The consequence
of such a prejudice is that N = 4 is the largest supersymmetry which may be interesting for particle
physics without gravitation. The reason is that N = 4 contains four creation operators and allows us to
go from a helicity state λ = −1 to that of λ = +1. Any increase in the number of spinorial charges will
automatically yield representations containing higher helicities. Finally, if we include gravitation, the
same prejudice tells us that we must allow for elementary particles with helicities |λ| ≤ 2. The previous
counting argument now gives N = 8 as the maximum allowed supersymmetry.
A concluding remark: All representations contain an equal number of bosonic and fermionic
states. All states in an irreducible representation have the same mass.
4.2.6 Divertimento: Representations in terms of eld operators. Superspace
Our aim is to obtain eld theoretical realizations of supersymmetry, therefore we look for representations
in terms of local elds. Such representations were rst obtained by trial and error, but the most elegant
method is to use the concept of superspace.
We want to nd a representation of the supersymmetry algebra (96) and (97) in terms of differ-
ential operators. The natural parameter space for these operators has eight dimensions, four (the usual
Minkowski space) associated with the operators Pµ, and four with the spinors Q and Q¯. The last four
coordinates, however, are not numbers but elements of a Grassmann algebra. An element of this space
will be denoted by zM = (x, θ, θ¯). This eight-dimensional space is called ‘superspace’.
We can formally integrate the algebra (96) and (97) in order to obtain a group. A ‘nite’ group
element can be dened by
G(x, θ, θ¯) = ei[θQ+θ¯Q¯−x·P ] . (107)
We can multiply two such group elements and, by Hausdorf’s formula we obtain
G(y, ξ, ξ¯)G(x, θ, θ¯) = G(y + x− iξσθ¯ + iθσξ¯, ξ + θ, ξ¯ + θ¯) . (108)
This means that the group induces a motion of the parameter space into itself:
G(y, ξ, ξ¯) : (x, θ, θ¯)→ (y + x− iξσθ¯ + iθσξ¯, ξ + θ, ξ¯ + θ¯) . (109)
Equation (109) shows that supersymmetry transformations act on superspace as generalised trans-





















A supereld is a function of the superspace element zM : φ . . . (x, θ, θ¯), where the dots stand for
possible Lorentz tensor or spinor indices. A transformation of the group acts on it as a generalised
translation:
G(y, ξ, ξ¯)φ(x, θ, θ¯) = φ(y + x− iξσθ¯ + iθσξ¯, ξ + θ, ξ¯ + θ¯) . (111)
The interest of the superelds derives from the fact that, like any function of Grassmann variables,
they are polynomials in θ and θ¯.
φ(x, θ, θ¯) = A(x) + θψ(x) + θ¯χ¯(x) + · · ·+ θθθ¯θ¯R(x) (112)
where the coefcient functions A(x) (scalar), ψ(x) (spinor) etc. are ordinary elds, i.e., a supereld is
a nite multiplet of elds. Using the transformation property (111) and expanding both sides in powers
of θ and θ¯ we obtain the transformation properties of the coefcient functions which, under supersym-
metry transformations, transform among themselves. In this way we have obtained representations of
supersymmetry in terms of a nite number of elds.
It is easy to see that the representation (112) is a reducible one. We must be able to impose
covariant restrictions on the supereld (112) in order to decompose it into irreducible representations.
For example, we can verify that the condition on φ to be a real function is a covariant one. The systematic
way to obtain such covariant constraints is to realize that the algebra (96) and (97) contains the algebra
of the Q’s or the Q¯’s as subalgebras:
[Q,Q]+ = 0 ; [Q¯, Q¯]+ = 0 . (113)
We can therefore study the motion of the group on the corresponding cosets. We can parametrise
the group elements as
G1(x, θ, θ¯) = ei(θQ−x·P )eiθ¯Q¯ ; G2(x, θ, θ¯) = ei(θ¯Q¯−x·P )eiθQ . (114)
The formulae (112) and (114) give three different but equivalent ways to represent the group
elements and, therefore, lead to three different types of superelds. Of course, by Hausdorf’s formula
we can shift from one to the other, the three representations are equivalent.
G(x, θ, θ¯) = G1(x+ iθσθ¯, θ, θ¯) = G2(x− iθσθ¯, θ, θ¯) (115)
and similarly for the corresponding superelds:
φ(x, θ, θ¯) = φ1(x+ iθσθ¯, θ, θ¯) = φ2(x− iθσθ¯, θ, θ¯) . (116)
The generators Q and Q¯, which on a supereld of type φ were represented by the operators (110),




















We see that, in the same way that we were able to impose a reality constraint which was invariant
for a supereld of type φ, we can, for example, impose that a supereld of type φ1 be independent of θ¯,
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or that φ2 be independent of θ. In other words ∂/∂θ¯ is a covariant derivative when it acts on a supereld






































These differential operators anticommute with the innitesimal supersymmetry transformations.
They will be very useful when we decide to construct Lagrangian eld theory models.
We can sharpen this analysis and obtain all linear irreducible representations, but for the purpose
of these notes, we shall need only the three that we mentioned above:
φ1(x, θ) = A(x) + θψ(x) + θθF (x) (122)
similarly for φ2(x, θ¯) and
φ(x, θ, θ¯) =C + iθχ− iθ¯χ¯+ i
2


















where a reality condition on φ has been imposed. The supermultiplet (122) contains a chiral spinor ψ(x)
and it is called ‘chiral multiplet’ while (123) contains a vector eld vµ(x) and is called ‘vector’. The
peculiar notation in the coefcients of the expansion (123) is used because of historical reasons and also
because it leads to simpler transformation properties under innitesimal transformations. For the elds
of the chiral multiplet (122), we get
δA = ξψ ; δψ = 2iσµξ¯∂µA+ 2ξF ; δF = i∂µψσµξ¯ (124)
where ξ is the parameter of the innitesimal supersymmetry transformation.
Two remarks concerning these representations: First, if we compare with the results obtained in
Section 4.2.5, we see that we have more elds than the physical one-particle states which are contained
in an irreducible representation. Therefore some of the elds above must turn out to be auxiliary elds.
Their presence is, however, necessary in order to ensure linear transformation properties. Second, we
notice that the eld F in (124) transforms, under supersymmetry, with a total derivative. In fact, this
property turns out to be always true with the last component in the expansion of a supereld, i.e., F for
a chiral supereld (122), D for a vector (123), etc. We shall use this property soon.
Before closing this section we must establish a tensor calculus in order to be able to combine irre-
ducible representations together. This is essential for the construction of Lagrangian models. Here again
the supereld formalism simplies our task enormously. All the necessary tensor calculus is contained in
the trivial observation that the product of two superelds is again a supereld. For example, let S1(x, θ)
and S2(x, θ) be two superelds of type φ1(x, θ). We form the product: S12(x, θ) = S1(x, θ)S2(x, θ).





ψ12(x) = ψ1(x)A2(x) + ψ2(x)A1(x) (125)
F12(x) = F1(x)A2(x) + F2(x)A1(x)− 12ψ1(x)ψ2(x) .
Similarly, we can multiply superelds upon which we have acted with the corresponding covari-
ant derivatives, Eqs. (119) to (121). Two, or more, superelds of different types cannot get multiplied
together. Rather, one should transform them rst into superelds of the same type by using the relations
(116) and then multiply them. An interesting example consists of a chiral supereld S(x, θ) of type φ1
and its Hermitian conjugate S¯(x, θ¯), which is of type φ2. Through (116) we transform both of them into
superelds of type φ:
S(x, θ) = φ(x− iθσθ¯, θ) ; S¯(x, θ¯) = φ¯(x+ iθσθ¯, θ¯) . (126)
We now multiply φ and φ¯ and expand in powers of θ and θ¯. We can verify that the last term in the
expansion contains




ψσµ∂µψ¯ + FF ∗
]
. (127)
The rst two terms are recognised as the kinetic energy terms of a complex spin-0 eld and a
two-component Weyl spinor. The last term has no derivative on the F eld, which shows that F will be,
in fact, an auxiliary eld.
The nal step is to use this tensor calculus and build Lagrangian eld theories invariant under
supersymmetry transformations. As we said earlier, supersymmetry transformations can be viewed as
translations in superspace. Therefore the problem is similar to that of constructing translationally invari-
ant eld theories. We all know that the only Lagrangian density invariant under translations is a trivial
constant. However, what is important is to have an invariant action which is obtained by integrating
the Lagrangian density over all four-dimensional spacetime. The same must be true for supersymmetry.
Now, the Lagrangian density will be a polynomial in some superelds and their covariant derivatives, i.e.,




L(x, θ, θ¯)d4xd2θd2θ¯ . (128)
By construction, this integral is invariant under supersymmetry. This invariance can be veried
by noticing that only the last term in the expansion of L in powers of θ and θ¯, the one proportional to
θθθ¯θ¯, will survive the integration [see Eq. (80)]. But, as we noticed above, the variation of the last term
in the expansion of any supereld, such as an F or a D term, equals a total derivative. Therefore, their
integrals over all spacetime vanish. In fact, one can always work in superspace in terms of superelds
and never write down the component elds explicitly. Feynman rules can be derived and all the results
of the next sections can be obtained in a more direct way. We shall not use this powerful formalism here
for the sake of physical transparency. In this way the next sections can be understood by the reader who
has not studied this one very carefully.
4.2.7 A simple eld theory model
We shall discuss here the simplest supersymmetric invariant eld-theory model in four dimensions, that
of a self-interacting chiral multiplet S. We have already introduced the kinetic term, Eq. (127), and the
mass term S2+Hermitian conjugate, Eq. (125). For the interaction we choose the term S 3+h.c. In terms















F (A2 −B2) + 2GAB − iψ¯(A− γ5B)ψ
] (129)
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where we changed the notations in two ways: (i) we separated the real and imaginary parts of the scalar
elds A → 1/2(A + iB) and F → 1/2(F + iG), and (ii) we switched to the Majorana representation
for the spinor ψ. m is a common mass for all elds and g a dimensionless coupling constant. As we
mentioned earlier, F and G are auxiliary elds and can be eliminated using the equations of motion
F +mA+ g(A2 −B2) = 0 ; G+mB + 2gAB = 0 (130)




(∂A)2 + (∂B)2 + iψ¯γµ∂µψ +m2(A2 +B2) +mψ¯ψ
]
−mgA(A2 +B2)− igψ¯(A− γ5B)ψ − 12g
2(A2 +B2)2 .
(131)
It describes Yukawa, trilinear and quartic couplings among a Majorana spinor, a scalar and a pseu-
doscalar. The consequence of supersymmetry is that all elds have a common mass and all interactions
are described in terms of a single coupling constant. Supersymmetry implies the conservation of a spin-
3/2 current, which is
Jµ = γλ∂λ(A− γ5B)γµψ − (F + γ5G)γµψ . (132)
The Lagrangian (129) is the most general renormalisable supersymmetric invariant theory of one
chiral multiplet. Strictly speaking one could add a term linear in the eld F :
L → L+ λF . (133)
Such a term does not break supersymmetry because, as we said earlier, the variation of F is
a total derivative. However, it has no effect in the model because it can be eliminated by a shift in
the eld A. The renormalisation of this theory is straightforward. There are several supersymmetric
invariant regularisation schemes and a conventional one is to introduce higher derivatives in the kinetic
energy. The conservation of the current (132) yields Ward identities among different Green functions and
one can easily show that they can be enforced in the renormalised theory. Two important consequences
follow from these Ward identities: (i) All vacuum-to-vacuum diagrams vanish, i.e., no normal ordering is
required for the Lagrangian (129). This result is a consequence of exact supersymmetry and it is valid for
every supersymmetric theory. (ii) The vacuum expectation values of all elds vanish. No counterterms
linear in A or F are needed.
The surprising result, which could not be expected by supersymmetry considerations alone, is
that, in this model, mass and coupling constant renormalisations are absent. All Green functions, to
every order in perturbation theory, become nite if one introduces a single common wave function renor-
malisation counterterm. This counterterm is logarithmically divergent and is present to all orders. The
theory is not superrenormalisable.
The absence of mass-renormalisation is a general feature in all theories which contain chiral mul-
tiplets. Since massive vector multiplets (or higher) lead to non-renormalisable interactions, it follows
that no mass counterterms are needed in supersymmetric invariant theories. This non-renormalisation
theorem makes supersymmetry so central in all attempts to go beyond the Standard Model. On the other
hand, the vanishing of the coupling constant renormalisation counterterm is special to this particular
model.
4.3 Supersymmetry and gauge invariance
4.3.1 Field theory models
A combination of supersymmetry with gauge invariance is clearly necessary for the application of these
ideas to the real world. We shall rst examine an Abelian gauge theory and we shall construct the




If vµ is the photon eld and φ1 and φ2 the real and imaginary parts of a charged eld, an innites-
imal gauge transformation is given by:
δvµ = ∂µΛ ; δφ1 = eΛφ2 ; δφ2 = −eΛφ1 (134)
where Λ is a scalar function. In order to extend (134) to supersymmetry we must replace vµ by a
whole vector multiplet and let us assume that the matter elds are given in terms of a charged chiral
multiplet. We expect, therefore, to describe simultaneously the interaction of photons with charged
scalars, pseudoscalars and spinors. It is obvious that if we keep Λ as a scalar function, the transformation
(134) is not preserved by supersymmetry. The gauge transformation (134) must be generalised so that Λ
is replaced by a whole chiral multiplet.
The construction of the Lagrangian using the superspace techniques we developed previously is
straightforward, but we shall not present it here. Instead we give the result directly with some comments:
First, what kind of particles we expect to nd. (i) The photon. By supersymmetry, it must come
together with a fermionic partner, often called ‘photino’. It will be described by a neutral, massless,
Majorana spinor. (ii) The electron. Its partners are two massive, charged, spin-0 particles, a scalar and a
pseudoscalar. The resulting Lagrangian is given by
L =− 1
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− ieλ¯ [(A1 + γ5B1)ψ2 − (A2 + γ5B2)ψ1]
(135)
where vµ is the photon eld and λ the eld of the photino. The real Majorana spinors ψ1 and ψ2 can be
combined together to form a complex Dirac spinor, the eld of the electron. A1, A2, B1 and B2 are the
real and imaginary parts of two complex, charged, spin-zero elds, a scalar and a pseudoscalar. They are
the supersymmetric partners of the electron, sometimes called ‘selectrons’. As before, the elds F1, F2,
G1, G2 and D are auxiliary. The Lagrangian (135) is invariant under ordinary gauge transformations.
In fact, if we eliminate the auxiliary elds, we obtain the usual interaction of a photon with a charged
scalar, pseudoscalar and spinor eld including the seagull term and the quartic term among the scalar
elds. Supersymmetry has introduced only two new elements: (i) The coupling constant in front of the
quartic self-interaction of the spin-zero elds is not arbitrary, but is equal to e2/2 and (ii) new terms,
the ones of the last line in Eq. (135), appeared which describe a Yukawa-type interaction between the
Majorana spinor (the photino) and the spin-1/2 and zero elds of the matter multiplet. The strength of
this new interaction is again equal to the electric charge e. Strictly speaking, Eq. (135) is not invariant
under supersymmetry transformations. However, a supersymmetry transformation can be compensated
by a gauge transformation, so all physical results will be supersymmetric.
The generalisation to non-Abelian YangMills theories follows exactly the same lines. For the
group SU(m) we have m2 − 1 gauge bosons Wµ which can be written as an m ×m traceless matrix.
Their supersymmetric partners, the ‘gauginos’, are m2 − 1 Majorana spinors which we write as another
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where
Wµν = ∂µWν − ∂νWµ + ig[Wµ,Wν ] ; Dµλ = ∂µλ+ ig[Wµ, λ] . (137)
This Lagrangian describes the gauge invariant interaction of m2 − 1 massless Majorana fermions
belonging to the adjoint representation of SU(m) with the gauge elds. The surprising result is that it is
automatically supersymmetric, in the same sense as for (135), i.e., a supersymmetry transformation can




We observe here the appearance of something like a connection between ‘radiation’, i.e., the gauge
elds and ‘matter’ multiplets. We shall come back to this point later.
The introduction of additional matter multiplets in the form of chiral superelds belonging to
any desired representation of the group presents no difculties. An interesting result is obtained if one
studies the asymptotic properties of these theories. The one-loop β-function for an SU(m) YangMills





which means that, for n < 3, the theory is asymptotically free, although it contains scalar and pseu-
doscalar particles. This is because, in supersymmetric theories, the quartic couplings of the spin-zero
elds are not independent but are determined by the gauge coupling constant, see the remark after
Eq. (135).
Before closing this section I want to mention a surprising and probably deep result. Until now we
have been considering supersymmetric theories with only one spinorial generator. We explained already
that the generalisation to N such generators is possible. We also showed by an elementary counting that
N = 4 is the largest theory we can consider outside gravitation. The remarkable convergence properties
of supersymmetric theories, which led to the non-renormalisation theorems we presented earlier, have
now even more surprising consequences. The most astonishing result is that the β function of an N = 4
supersymmetric YangMills theory based on any group SU(m) vanishes to all orders, the effective
coupling constant is scale independent and does not run. For N = 2 we have an intermediate result: the
β function receives only one-loop contributions. We shall see that these properties open the way for a
non-perturbative understanding of these theories.
4.3.2 The breaking of supersymmetry
Fermions and bosons are not degenerate in nature, so supersymmetry, if it is at all relevant, must be
broken. We shall rst introduce the mechanisms for spontaneous breaking, which sounds more elegant
and involves less arbitrariness and later we shall study the consequences of explicit breaking.
The usual mechanism for spontaneous symmetry breaking is the introduction of some spin-zero
eld with negative square mass. This option is not available for supersymmetry because it would imply
an imaginary mass for the corresponding fermion. It is this difculty which makes supersymmetry hard
to break. In fact, it would have been impossible to break it spontaneously if it were not for the peculiar
property, which we mentioned already, namely the possibility of adding to the Lagrangian a term linear
in the auxiliary elds without breaking supersymmetry explicitly. If we restrict ourselves to chiral and
vector multiplets, in the notation we used previously, the auxiliary elds are F elds, G elds, or D
elds. The rst are scalars, the other two pseudoscalars. Let φ denote, collectively, all other spin-zero
elds. We shall assume that Lorentz invariance is not broken, consequently all other elds with non-zero
spins have vanishing vacuum expectation values. Using the transformation properties, such as (124), we
can easily show that spontaneous symmetry breaking occurs only when one, or more, of the auxiliary




The potential of the scalar elds in the tree approximation has the form


















where the functions Fi(φ), Gi(φ) and Di(φ) are polynomials in the physical elds φ of degree not higher
than second. The equations which eliminate the auxiliary elds are
Fi = Fi(φ) ; Gi = Gi(φ) ; Di = Di(φ) (141)












The important observation is that V is non-negative and vanishes only for
Fi(φ) = 0 ; Gi(φ) = 0 ; Di(φ) = 0 . (143)
This positivity property of the potential is easy to understand: It follows from the anti-commutation
relations of the supersymmetry algebra (100). Taking the trace of the last of these relations we obtain
that the Hamiltonian is equal to 2H = |Q1|2 + |Q2|2 and, therefore, non-negative.
When (143) are satised, (141) show that all auxiliary elds have zero vacuum expectation values
and, as we said above, supersymmetry is unbroken. In other words, a supersymmetric state, if it exists,
it is always stable. It follows that the only way to break supersymmetry spontaneously, at least in the
classical approximation, is to arrange it so that the system of algebraic equations (143) has no real
solution. In such a case, at least one of the auxiliary elds will have a non-vanishing vacuum expectation
value and supersymmetry will be broken.
The simplest example which exhibits this phenomenon is given by the supersymmetric extension
of quantum electrodynamics, Eq. (135), with the addition of a term linear in the auxiliary eld D
L → L+ ξD . (144)
We repeat that this term does not break supersymmetry explicitly but, D being pseudoscalar, it
breaks parity explicitly, but softly. The system of Eqs. (143) reads
mA1 = 0 ; mA2 = 0 ; mB1 = 0 ; mB2 = 0 with e(A1B2 −A2B1) + ξ = 0 . (145)
It is clear that this system has no solution. We therefore expect supersymmetry to be spontaneously
broken. Indeed, eliminating the auxiliary elds we nd nondiagonal mass terms among the scalars and









(m2 − ξe)(A˜22 + B˜22) . (146)
This mass spectrum shows clearly that we have obtained a spontaneous breaking of supersymmetry
since the masses of the scalar and spinor members of the chiral multiplets are no longer the same. One
can easily verify that the corresponding Goldstone particle is the massless spinor λ.
From this point, what follows depends on the sign of the square mass terms m2 ± ξe. If they are
both positive, the story ends here. If one of them is negative, this depends on the magnitude and sign
of the parameter ξ, the corresponding scalar elds become Higgs elds for the U(1) gauge symmetry
and the photon becomes massive. Therefore, the introduction of the linear term ξD can trigger the
spontaneous breaking of both supersymmetry and gauge symmetry. In this case the Goldstone spinor is
a linear combination of λ and the ψ’s.
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This method can be applied to any gauge theory provided the algebra is not semisimple, otherwise
a linear D term cannot be added. There exists a second method for spontaneous supersymmetry breaking,
which uses only chiral multiplets, but it needs at least three of them. The physics, in particular as regards
the mass spectrum, remains the same.
As we saw in the previous examples and as we know from general theorems, spontaneous breaking
of supersymmetry results in the appearance of a zero-mass Goldstone spin-1/2 fermion. This is easy to
understand. We know that the Goldstone particle of a spontaneously broken symmetry has the quantum
numbers of the divergence of the corresponding conserved current. Since the conserved current of super-
symmetry has spin equal to 3/2, the resulting Goldstone particle has spin equal to 1/2. Our rst reaction
was to rejoice with this discovery because we hoped to be able to associate it with one of the neutrinos.
Alas, appearances were deceptive! First, the neutrinos do not seem to have zero masses and, second, they
do not even seem to be approximate Goldstone spinors. Indeed, there is a low-energy theorem, known as
‘Adler’s zero’ satised by any Goldstone particle.
Let η(x) be the eld associated with the Goldstone fermion. It has the same quantum numbers as
the divergence of Jµ, the conserved supersymmetry current. For any two physical states |a > and |b >
we have
kµ〈a|Jµ|b〉 = 0 . (147)
When k → 0 the only intermediate state which survives is the one η state due to the zero-mass
propagator. It follows that the amplitude M(a → b+ η) of the emission (or absorption) of a Goldstone
fermion with momentum k satises the low-energy theorem (except for possible pole terms):
lim
kµ→0
M(k) = 0 . (148)
This is a very powerful prediction and can be checked by studying the end-point spectrum in
nuclear β-decay. Unfortunately, it is a wrong one. Experiments show no such suppression, which means
that the electron neutrino is not a Goldstone fermion.
The question now is: If the Goldstone fermion is not one of the neutrinos, then where is it?
There are two possible answers to this question which correspond to the two possible ways to implement
supersymmetry, (i) as a global symmetry and (ii) as a local, or gauge, symmetry. In the rst case the
Goldstone fermion is a physical particle and, since it does not seem to appear in our experiments, we
must make it ‘invisible’. In the second it is absorbed in a super-Higgs mechanism. Let us look at each
one of them:
Several mechanisms have been proposed to hide the zero mass ‘Goldstino’, but the simplest is to
endow it with a new, conserved quantum number and arrange it so that all other particles which share
this number are heavy. Such a quantum number appears naturally in the framework of supersymmetric
theories and it is present even in models in which the above motivation is absent. This number is called
‘R-parity’ and one possible denition is
(−)R = (−)2S(−)3(B−L) (149)
where S is the spin of the particle and B and L the baryon and lepton numbers, respectively. It is easy
to check that Eq. (149) gives R = 0 for all known particles, fermions as well as bosons, while it gives
R = ±1 for their supersymmetric partners. The R-transformations act as phase transformations on spin-
zero elds, phase or γ5-transformations on spin-1/2 elds and leave vector elds invariant. They have a
simple interpretation in superspace: A point (x, θ, θ¯) transforms as
(x, θ, θ¯)→ (x, θe−iα, θ¯eiα) . (150)
A vector supereld is ‘neutral’ under R, while a chiral one may be multiplied by a phase




The above transformation properties allow us to nd those of the component elds. The phases β
are adjusted for each chiral multiplet. Since R is conserved, the R-particles are produced in pairs and
the lightest one is stable. In a spontaneously broken global supersymmetry this is the Goldstino, which
is massless.
An important question  before going into the details of any model  is the identity of the Gold-
stino; in particular, can it be identied, say to the photino? As we said earlier, the mechanism of sponta-
neous symmetry breaking, which is at the origin of the existence of the Goldstino, allows us to nd some
properties of the latter, independently of the details of a particular model. In a spontaneously broken
theory the spin-3/2 conserved current is given by
Jµ(x) = dγµγ5η(x) + Jˆµ(x) (152)
where d is a parameter with dimensions (mass)2, η(x) is the Goldstino eld and Jˆµ(x) is the usual part
of the current which is at least bilinear in the elds. In other words, the eld of a Goldstone particle can
be identied with the linear piece in the current. The conservation of Jµ(x) gives
dγ5γµ∂
µη = ∂µJˆµ . (153)
This is the equation of motion of the Goldstino. In the absence of spontaneous breaking, d = 0
and ∂µJˆµ = 0. In fact, to lowest order, the contribution of a given multiplet to ∂µJˆµ is proportional to






where the sign depends on the chirality of the fermion. It follows that if the Goldstino were the photino,
fη ∝ e and the (mass)2-splittings would have been proportional to the electric charge. For example, if
se and te were the charged spin-zero partners of the electron, we would have
m2(se) +m2(te) = 2m2(e) . (155)
This relation is clearly unacceptable. The conclusion is that the photon cannot be the bosonic
partner of the Goldstino. With a similar argument we prove that the same is true for the Z 0 boson,
the Higgs or any linear combination of them. This is a model-independent result. Not only can we
not identify the Goldstino with the neutrino, but also we cannot pair it with any of the known neutral
particles. Therefore, strictly speaking, there is no acceptable supersymmetric extension of the Standard
Model with spontaneously broken global supersymmetry. The one that comes closest to it assumes an
enlargement of the gauge group to U(1)⊗ U(1) ⊗ SU(2) ⊗ SU(3) thus involving a new neutral gauge
boson. We shall not study it in detail here but we shall rather extract those features which are model
independent and are likely to be present in any supersymmetric theory.
The most attractive way to solve the problem of the Goldstino identity is to use a super-Higgs
mechanism. In the normal Higgs phenomenon we have
(m = 0, spin = 1 +m = 0, spin = 0) = (m 6= 0, spin = 1) .
In a super-Higgs mechanism we must get
(m = 0, spin=3/2 +m = 0, spin = 1/2) = (m 6= 0, spin = 3/2)
i.e., we need to start with a gauge spin-3/2 eld and we shall end up with a massive spin-3/2 particle.
A massless spin-3/2 eld is the supersymmetric partner of the graviton in all models which attempt to
incorporate gravitation and is called ‘gravitino’. So, this mechanism can be naturally applied in the
framework of supergravity theories, although the details are not easy to implement. At low energies,
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when gravitational interactions are decoupled, the theory will look, presumably, like a model with ex-
plicitly broken global supersymmetry. It will contain many arbitrary parameters, usually mass splitings
and mixing angles. In principle, they are calculable in terms of the initial supergravity theory, but the
relation is not always clear. Most often, they just parametrise our ignorance of the underlying symme-
try breaking mechanism. It is this general framework which has been used in most phenomenological
studies.
As a nal remark, I want to have another look at Eq. (146). As a result of supersymmetry breaking
the masses of the chiral multiplet members are split, but we see that some pattern remains. The masses
squared of the spin-zero elds are equally spaced above and below those of the fermions. In other words,
we obtained a mass-formula of the form∑
J
(−)2J (2J + 1)m2J = 0 (156)
where mJ is the mass of the particle of spin J . It turns out that such a formula is valid in every sponta-
neously broken supersymmetric model and even in some explicitly broken ones. We used it already in
(155) in order to prove the impossibility of pairing together the photon and the Goldstino. It plays an
important role in model building.
4.3.3 Supersymmetry and the Standard Model
Let us now try to apply these ideas to the real world. We want to build a supersymmetric model which
describes the low-energy phenomenology. There may be several answers to this question but, to my
knowledge, there is only one class of models which come close to being realistic. They were discovered
by P. Fayet in the 1970s. They assume a superalgebra with only one spinorial generator; consequently
all particles of a given supermultiplet must belong to the same representation of the gauge group. This is
dictated by the requirement of parity violation. It is easy to see that in a supersymmetric model with two
spinorial charges each supermultiplet will contain fermions with both right and left components and it is
not clear how to break this rightleft symmetry. In the following we shall try to keep the discussion as
general as possible, so that our conclusions will be generally valid.
All models of global supersymmetry use three types of multiplets:
(i) Chiral multiplets. As we have already said, they contain one Weyl (or Majorana) fermion and two
scalars. Chiral multiplets are used to represent the matter (leptons and quarks) elds as well as the
Higgs elds of the Standard Model.
(ii) Massless vector multiplets. They contain one vector and one Weyl (or Majorana) fermion, both in
the adjoint representation of the gauge group. They are the obvious candidates to generalise the
gauge bosons.
(iii) Massive vector multiplets. They are the result of ordinary Higgs mechanism in the presence of
supersymmetry. A massive vector multiplet is formed by a vector eld, a Dirac spinor and a scalar.
These degrees of freedom are the combination of those of a massless vector multiplet and a chiral
multiplet.
The physical degrees of freedom of the particles in the minimal Standard Model with one Higgs
are
 bosonic degrees of freedom = 28,
 fermionic degrees of freedom = 90 (or 96, if we include νR’s).
It follows that a supersymmetric extension of the Standard Model will necessarily introduce new
particles. We can even go one step further: In N = 1 supersymmetry all the particles of a given
supermultiplet must belong to the same representation of the gauge group. For the various particles of




(i) The gauge bosons are one colour octet (gluons), one SU(2) triplet and one singlet (W ±, Z0, γ).
No known fermions have these quantum numbers.
(ii) The Higgs scalars transform as SU(2) doublets but they receive a non-zero vacuum expectation
value, consequently they cannot be the partners of leptons or quarks, otherwise we would have
induced a spontaneous violation of lepton or baryon number. Furthermore, we must enlarge the
Higgs sector by introducing a second complex chiral supermultiplet. This is necessary for several
technical reasons which are related to the fact that, in supersymmetry, the Higgs scalars must have
their own spin-1/2 partners. This in turn creates new problems like, for example, new triangle
anomalies which must be cancelled. Furthermore, the operation of complex conjugation on the
scalars now induces a helicity change of the corresponding spinors. Therefore, we cannot use the
same Higgs doublet to give masses to both up and down quarks. Finally, with just one Higgs
supermultiplet, we cannot give masses to the charged partners of the W ’s. The net result is a richer
spectrum of physical Higgs particles. Since we start with eight scalars (rather than four), we end
up having ve physical ones (rather than just one). They are the scalar partners of the massive
vector bosons and three neutral ones.
The conclusion is that, in the Standard Model, supersymmetry associates known bosons with un-
known fermions and known fermions with unknown bosons. We are far from obtaining a connection
between the three independent worlds. For this reason this extension cannot be considered as a funda-
mental theory. Nevertheless, the phenomenological conclusions we shall derive are sufciently general
to be valid, unless otherwise stated, in every theory based on supersymmetry.
We close this section with a table of the particle content in the supersymmetric Standard Model
(Table 1). Although the spectrum of these particles, as we shall see shortly, is model dependent, their very
existence is a crucial test of the whole supersymmetry idea. We shall argue in the following sections that
its experimental verication is within the reach of the LHC. The assignment in Table 1 is conventional.
In any particular model the physical particles may be linear combinations of those appearing in the table.
Table 1: The particle content of the supersymmetric Standard Model
Spin-1 Spin-1/2 Spin-0
gluons gluinos no partner
photon photino no partner
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4.3.4 Supersymmetry and grand unied theories
Supersymmetry is the only known scheme which allows, even in principle, a connection between the
PoincarØ symmetry of spacetime and internal symmetries. It provides a framework for the unication
of the various worlds of gauge theories. As we shall see in the next section, it is a necessary ingredient
in all attempts to construct a consistent theory of quantum gravity. I rmly believe that supersymmetry
will turn out to be part of our world. To my mind, the only question is that of scale. How badly is
supersymmetry broken? As we said earlier, supersymmetry predicts a rich spectroscopy of new particles
whose existence is an important test of the theory. Such a test, however, is only meaningful if the masses
of the new particles are also predicted, at least to within an order of magnitude. Let me remind you of the
situation when the charmed particles were predicted. The motivation was the need to suppress unwanted
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processes like strangeness-changing neutral-current transitions. Such a suppression was effective only
if the charmed particles were not too heavy. No precise value could be given but the prediction was
powerful enough to be testable. We have a similar situation with supersymmetry and grand unied the-
ories (GUTs). One of the reasons to study supersymmetry was the need to control the bad behaviour of
elementary scalar elds. It is the gauge hierarchy problem which plagues all known GUTs. The problem
has two aspects, one physical and one technical. The physical aspect is to understand the profound reason
why Nature creates the two largely separated mass scales. The technical aspect is related to renormalisa-
tion. In the notation of Section 3, in order for the model to be able to sustain a gauge hierarchy, we must
impose a very precise relation among the parameters of the potential. It is this relation which is destroyed
by renormalisation effects and has to be enforced articially order by order in perturbation theory. As
we shall see later, supersymmetry may provide the mechanism to answer the physical problem, but it
can certainly solve the technical one. The key is the non-renormalisation theorem we mentioned earlier.
If supersymmetry is exact, the mass parameters of the potential do not get renormalised. What happens
is that the innities coming from fermion loops cancel against those coming from boson loops. When
supersymmetry is broken, spontaneously or explicitly, but softly, the cancellation is not exact, but the
corrections are nite and calculable. They are of order ∼ ∆m2, the square mass splitting in the super-
multiplet. For the gauge hierarchy to remain, ∆m should not be much larger than the small mass scale,
namely mW . A badly broken supersymmetry is not effective in protecting the small mass scale. Hence
an upper limit on the masses of supersymmetric particles of the order of 1 TeV.
After these remarks on the gauge hierarchy problem, one can proceed in supersymmetrising one’s
favourite GUT model. The construction parallels that of the low-energy Standard Model with similar
conclusions. Again, no known particle can be the superpartner of another known particle. Furthermore,
assuming a spontaneous symmetry breaking, we can repeat the analysis which led us to conclude that
U(1) ⊗ SU(2) ⊗ SU(3) was too small. The corresponding conclusion here will be that SU(5) is too
small, since SU(5) does not contain anything larger than the group of the Standard Model.
Finally, we can repeat the renormalisation group estimation of the grand unication scale and
the proton lifetime. We had found in Section 2 that at low energies the effective coupling constants
evolve following, approximately, the renormalisation group equations of U(1), SU(2) or SU(3). The
same remains true in a supersymmetric theory, but now the values of the β-functions are different. The
number of YangMills gauge bosons is the same as before. They are the ones which give rise to negative
β-functions. On the other hand, supersymmetric theories have a larger number of ‘matter’ elds, spinors
and scalars, which give positive contributions. The net result is a smaller, in absolute value, β-function
and, therefore, a slower variation of the asymptotically free coupling constants. The agreement now is
remarkable (see Fig. 8). The three curves appear to come together. Expressed in terms of a prediction
for the value of the weak mixing angle sin θW , this agreement is
sin2 θW (no SUSY) ∼ 0.214 ; sin2 θW (SUSY) ∼ 0.232
sin2 θW (exp) = 0.23149 ± 0.00017 . (157)
The resulting value for M is M ∼ 10161017 GeV. If nothing else contributes to proton decay, it
is beyond the reach of experiment. Fortunately, there are other contributions, which although of higher
order, turn out to be dominant. They are due to the exchange of the fermionic partners of the heavy
bosons and their contribution is model-dependent. Not surprisingly, in many models the result turns out
to be of the order of 1033 years.
4.3.5 Dualities in supersymmetric gauge theories
In a previous section we had introduced the idea of duality in gauge theories. In its simplest form it
interchanges electric and magnetic quantities as well as weak and strong coupling regimes. We presented




the simple GeorgiGlashow model. Strange as it may sound, we saw that this conjecture passed some
simple tests. We can now address the questions: How far can we trust this conjecture? In the absence of
any rigorous proof can we, at least, use it as a means to dene the theory in the strong coupling region?
Does it apply to all gauge theories and, if not, are there models for which it comes closer to the truth?
Last but not least, how can we use it in order to extract physically interesting results? In this section we
shall attempt to give a partial answer to some of these questions.
Let me rst state that the identication g → 1/g cannot be exact everywhere for a generic gauge
theory. The reason is that the effective value of the coupling constant depends on the scale and if such an
identication can be enforced in one scale, it will not be true in another. However, we have seen in Section
4.3.1 that there is a class of gauge theories for which the running of the effective coupling constant is
particularly simple: They are the gauge theories with extended N = 4 or N = 2 supersymmetries. For
these theories the duality conjecture has given novel and interesting results.
The N = 4 supersymmetric YangMills theory is the theory with the maximum allowed number
of supersymmetries in four dimensions not including gravitation. It contains a single N = 4 vector
multiplet which belongs to the adjoint representation of whichever gauge group G we have chosen. The
particle content of such a multiplet consists of a vector, four fermions and six scalars, giving again
an equal number of fermionic and bosonic degrees of freedom. Since all elds belong to the adjoint
representation of G, we write them as traceless matrices. Notice that they are all massless, like the gauge
bosons. We can write the Lagrangian density as




















where the dots stand for Yukawa terms among the fermions and the scalars. This Lagrangian has a global
SU(4) symmetry which play the role of the R-symmetry we introduced in Section 4.3.2. The vector
eld is invariant under SU(4), while the fermions and the scalars belong to the 4- and 6-dimensional
representations, respectively. The potential for the scalars is given by the trace of the commutator square
and vanishes only if φ is represented by a diagonal matrix. This means that we shall nd as many
independent ground states of the system as there are diagonal matrices in the adjoint representation of
G. This number is called the rank of G. For SU(2) it is equal to one (only one Pauli matrix can
be diagonalised), for SU(3) to two, etc. Let us choose SU(2), for simplicity. A non-zero vacuum
expectation value of φ breaks SU(2) spontaneously to U(1). Two of the vector bosons acquire a mass
and are electrically charged with respect to U(1). The N = 4 supersymmetry is not broken, so, together
with their supersymmetric partners, they form a massive multiplet. We can check that it is a short BPS
multiplet which has the same number of states as the massless multiplet.
This theory has magnetic monopoles which form also N = 4 supermultiplets. The BPS mass
formula can be written as M 2 = g2v2|n + τm|2 where v is the vacuum expectation value of the Higgs
and n and m are integers specifying the electric and magnetic charges. τ is dened in (69). The duality
transformations can be generated by τ → −1/τ , which corresponds to an interchange between weak and
strong coupling regime, as well as τ → τ + 1, which is the periodicity property in θ. Together they form
the innite group of discrete transformations SL(2,   ).
The most important point is that here the MontonenOlive conjecture has good chances of be-
ing true. At least, all obvious objections one could raise against it do not apply. Vector bosons and
monopoles belong to truly identical multiplets and, most importantly, the coupling constant does not run.
Therefore, duality can be used to dene the theory non-perturbatively for any strength of the coupling.
We can perform many checks of this property which go far beyond the simple ones we presented for the
non-supersymmetric case. They include a highly non-trivial calculation of the spectrum of the allowed
49
BEYOND THE STANDARD MODEL
187
monopole and dyon states in the theory as well as the computation of other supersymmetric invariant
quantities. Needless to say that all these checks have been successful.
Let us now turn to a gauge theory with N = 2 supersymmetry. While the N = 4 case can be
considered as a eld theorist’s dream, the N = 2 theory shares many essential features with the real
world. The rst has vanishing β-function, no divergences whatsoever and it is scale invariant. The
second is asymptotically free, it has a, presumably, complicated dynamics, but the non-renormalisation
theorems allow us to bring it under some kind of control. It can be written with any gauge group, but let
us again study the simplest SU(2) case. The Lagrangian looks similar to the one written in (158) except
that the vector multiplet contains now one vector eld, two Majorana fermions instead of four and one
complex scalar, all triplets of the gauge group SU(2). The R-symmetry is now a global U(2) symmetry
which rotates the two spinorial generators. A non-zero vacuum expectation value of the scalar eld
breaks spontaneously the gauge SU(2) symmetry to U(1). Two of the vector bosons become massive
and the third one can be identied with the photon. Supersymmetry is not broken and so both the massive
and the massless bosons form full N = 2 BPS multiplets. So far, apart from the number of elds, there
is no difference between the two cases.
The difference comes from the running coupling. Since the theory is asymptotically free, at high
scales we can use perturbation. At low energies, however, we enter the strong coupling regime. Follow-
ing a suggestion of K. Wilson, let us integrate all massive degrees of freedom and obtain an effective
Lagrangian describing the low-energy strong interaction of the massless modes. Notice that it is pre-
cisely the kind of exercise we would have liked to solve for QCD in order to obtain an effective theory of
hadrons. Such a Wilsonian effective Lagrangian is not necessarily renormalisable, in the same sense that
the Fermi theory was not. For QCD we do not know how to solve this problem. Here, however, super-
symmetry comes to the rescue. Integrating the heavy degrees of freedom does not break supersymmetry,
so we expect the effective Lagrangian to be N = 2 supersymmetric. We can show that the most general,
non-renormalisable Lagrangian of our massless multiplet depends only on a single holomorphic function
of the scalar elds, often called ‘the prepotential’. If we could determine this function we would have a
complete description of all the low-energy dynamics. The remarkable achievement of N. Seiberg and E.
Witten was to solve this problem. They showed that the duality properties of the theory, combined with
the holomorphicity of the prepotential and the knowledge of the spectrum in the weak coupling regime,
completely determine the Wilsonian effective action. Furthermore, the non-renormalisation theorems
ensure that this determination is exact. The proof is quite involved and it will not be presented here. Let
me only emphasise that it is the rst time that we obtain the complete solution of a dynamical problem,
not for a toy model, but for a fully interacting four-dimensional eld theory.
The natural question is how to extend this solution to the real world, which may look like QCD
with broken N = 1 supersymmetry and chiral quarks. Although some progress on a number of technical
aspects of this programme has been made, it is fair to say that the solution is not yet in sight.
4.4 Supergravity
Supergravity is the theory of local supersymmetry, i.e., supersymmetry transformations whose innitesi-
mal parameterswhich are anticommuting spinorsare also functions of the spacetime point x. There
are several reasons to go from global to local supersymmetry:
(i) We have learned in recent years that all fundamental symmetries in nature are local (or gauge)
symmetries.
(ii) The supersymmetry algebra contains the translations. So local supersymmetry transformations
imply local translations and we know that invariance under local translations leads to general
relativity which, at least at the classical level, gives a perfect description of the gravitational inter-
actions.




of a physical Goldstino.
(iv) In the last section we saw that in a supersymmetric grand unied theory the unication scale
approaches the Planck mass (1019 GeV) at which gravitational interactions can no longer be ne-
glected.
The gauge elds of local supersymmetry can be easily deduced. Let us introduce an anticommut-
ing spinor ² for every spinorial charge Q and write the basic relation ( (99) as a commutator:
[²mQm, Q¯n²¯n] = 2δmn²mσµ²¯nP µ n,m = 1, . . . , N (159)
where no summation over m and n is implied. In a local supersymmetry transformation ² becomes
a function ²(x). Equation (159) implies that the product of two supersymmetry transformations with
parameters ²1(x) and ²2(x) is a local translation with parameter
αν(x) = ²1(x)σν ²¯2(x) . (160)
On the other hand, we know that going from a global symmetry with parameter θ to the corre-
sponding local one with parameter θ(x) results in the introduction of a set of gauge elds which have
the quantum numbers of ∂µθ(x). If θ(x) is a scalar function, which is the case for internal symmetries,
∂µθ(x) is a vector and so are the corresponding gauge elds (e.g., gluons, W ±, Z0, γ). If the parameter
is itself a vector, like αν(x) of translations, ∂µαν(x) is a two-index tensor and the associated gauge eld
has spin two. In supersymmetry the parameters ²m(x) have spin 1/2 so the gauge elds will have spin
3/2. We conclude that the gauge elds of local supersymmetry, otherwise called supergravity, are one
spin-2 eld and N spin-3/2 ones. To those we have to add the ordinary vector gauge elds of whichever
internal symmetry we are considering.
4.4.1 N = 1 supergravity
This is the simplest supergravity theory. As I shall explain in the next section, I do not consider it as the
fundamental theory of particle physics, but I believe that it provides a good basis for a phenomenological
analysis. The gauge elds are the metric tensor gµν(x) which represents the graviton and a spin-3/2
Majorana ‘gravitino’ ψµ(x). We can start by writing the Lagrangian of ‘pure’ supergravity, i.e., without
any matter elds. The Lagrangian of general relativity can be written as




where gµν(x) is the metric tensor and g = det gµν(x). R is the curvature constructed out of gµν(x)
and its derivatives. We have also introduced the vierbein eld em in terms of which gµν(x) is given as
gµν(x) = emµ (x)enν (x)ηµν with ηµν the Minkowski space metric. It is well known that if one wants to
study spinor elds in general relativity the vierbein, or tetrad, formalism is more convenient. e equals
−√−g and κ2 is the gravitational coupling constant. Equation (161) is the Lagrangian of the gravita-




where Dρ is the covariant derivative
Dρ = ∂ρ + 12ω
mn




and ωmnρ (x) is the spin connection. Although ωmnρ (x) can be treated as an independent eld, its equation
of motion expresses it in terms of the vierbein and its derivatives.
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The remarkable result is that the sum of (161) and (162)
L = LG + LRS (164)















Two remarks are in order here: First the invariance of (164) reminds us of the similar result obtained
in global supersymmetry, where we found that the sum of a YangMills Lagrangian and that of a set
of Majorana spinors belonging to the adjoint representation, was automatically supersymmetric. This
means that all gauge theories, both of spacetime or internal symmetries, admit a natural supersymmetric
extension. This is one of the reasons for which many theorists consider that supersymmetry should be
part of our world. The second remark is technical. The transformations (165) close an algebra only if
one uses the equations of motion derived from (164). We can avoid this inconvenience by introducing a
set of auxiliary elds. In fact, we have partly done so, because the spin connection is already an auxiliary
eld.
The next step is to couple the N = 1 supergravity elds with matter in the form of chiral or vector
multiplets. The resulting Lagrangian is quite complicated and will not be given here explicitly. Let me
only mention that, in the most general case, it involves two arbitrary functions. If I call z the set of
complex scalar elds, the two functions are G(z, z∗), a real function, invariant under whichever gauge
group we have used, and fij(z), an analytic function which transforms as a symmetric product of two
adjoint representations of the gauge group.
One may wonder why we have obtained arbitrary functions of the elds, but we must remember
that, in the absence of gravity, we impose on our theories the requirement of renormalisability which
restricts the possible terms in a Lagrangian to monomials of low degree. In the presence of gravity, how-
ever, renormalisability is anyway lost, so no such restriction exists. In view of this, it is quite remarkable
that only the two aforementioned functions occur.
As in ordinary gauge theories, the spontaneous breaking of local supersymmetry results in a super-
Higgs mechanism. The gravitino, which is the massless gauge eld of local supersymmetry, absorbs the
massless Goldstino and becomes a massive spin-3/2 eld. At ordinary energies we can take the limit of
the Planck mass going to innity. In this case gravitational interactions decouple and the spontaneously
broken supergravity behaves like an explicitly but softly broken global supersymmetry. The details of
the nal theory, like particle spectra, depend on the initial choice of the functions G and f , but the main
features remain the same. We shall discuss them shortly.
Before closing this section let me mention a famous unsolved problem, for which supergravity
offers a new line of approach. The Einstein Lagrangian (161) is not the most general one. We could add
a constant Λ with dimension [mass]4 and write
LG = − 12κ2
√−g(R+ Λ) . (166)
Λ is called ‘the cosmological constant’ and represents the energy density of empty space, but in the
presence of the gravitational eld this is no longer an unphysical quantity which one can set equal to zero.
In fact, any matter eld gives an innite contribution to Λ. Experimentally, Λ is very small, although the
most recent observations favour a non-vanishing value. Even with this small value, it gives the major part
of the energy content of the Universe. If we have exact supersymmetry Λ vanishes identically because




broken global supersymmetry, vacuum energy is always positive, as we explained before and this yields
a positive cosmological constant. In a spontaneously broken supergravity this is no more true and one
can arrange to have Evac = 0 and hence Λ = 0. In a realistic theory this must be the consequence of a
certain symmetry and, indeed, such models have been constructed. I believe that ultimately this problem
will be connected to the way one obtains N = 1 supergravity as an intermediate step between low-energy
phenomenology and the fundamental theory, whichever one this may be.
4.4.2 N = 8 supergravity
Let me remind you that one of the arguments in introducing supersymmetry was the desire to obtain a
connection among the three independent worlds of gauge theories, the worlds of radiation, matter and
Higgs elds. None of the models presented so far achieved this goal. They all enlarged each world
separately into a whole supermultiplet, but they did not put them together, with the exception of an
association of some of the Higgs scalars with the massive gauge vector bosons. N = 8 supergravity is
the only one which attempts a complete unication. It is the largest supersymmetry we can consider if
we do not want to introduce states with spin higher than two. Following the method of Section 4.2.5 we
construct the irreducible representation of one-particle states which contains
1 spin-2 graviton
8 spin-3/2 Majorana gravitini
26 spin-1 vector bosons (167)
56 spin-1/2 Majorana fermions
70 spin-0 scalars
The Lagrangian which involves all these elds and is invariant under eight local supersymmetry
transformations was constructed by E. Cremmer and B. Julia, who also uncovered its remarkable sym-
metry properties. Contrary to the N = 1 case, there is no known system of auxiliary elds. Since we
have 28 vector bosons we expect the natural gauge symmetry to be SO(8). This is bad news because
SO(8) does not contain U(1) ⊗ SU(2) ⊗ SU(3) as subgroup. The remarkable property of the theory,
which raised N = 8 to the status of a candidate for a truly fundamental theory, is the fact that the -
nal Lagrangian has unexpected symmetries: (i) A global non-compact E7 symmetry and (ii) a gauge
SU(8) symmetry whose gauge bosons are not elementary elds. They are composites made out of the
70 scalars. SU(8) is large enough to contain the symmetries of the Standard Model, but this implies that
all known gauge elds (gluons, W±, Z0, γ) are in fact composite states. The elementary elds are only
the members of the fundamental multiplet (167). None of the particles we know is among them, they
should all be obtained as bound states.
N = 8 supergravity promised to give us a truly unied theory of all interactions, including grav-
itation and a description of the world in terms of a single fundamental multiplet. The main question
was whether it dened a consistent eld theory. The hope was that the large number of supersymmetries
would ensure a sufcient cancellation of the divergencies of perturbation theory so as to make the theory
nite. We have no clear answer to this question. However, the very powerful techniques which have been
developed for performing difcult perturbation theory calculations, techniques which are often inspired
by string theory and are actually used in the QCD calculations of the LHC experiments, give us hope that
the answer will be known soon.
In some senseN = 8 supergravity can be viewed as the end of a road. As we emphasised again and
again in the course of these lectures the response of the physicists whenever faced with a new problem
was to seek the solution in an increase of the symmetry. This quest for larger and larger symmetry led us
to the Standard Model, to grand unied theories and then to supersymmetry, to supergravity and, nally,
to the largest possible supergravity, that with N = 8. In the traditional framework in which we are
working, namely that of local quantum eld theory, there exists no known larger symmetry scheme. The
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next step had to be a very radical one. The very concept of a point particle, which had successfully passed
all previous tests, will have to be abandoned. In the next section will shall study a theory of extended
objects.
4.5 The Minimal Supersymmetric Standard Model
In Table 1 we gave the new particles that we expect to nd in a supersymmetric extension of the Stan-
dard Model. Notice, in particular, a richer Higgs system. Since the symmetry is broken, an important
element is the breaking mechanism which determines the mass spectrum. Unfortunately, it is the least
understood sector of the theory. We believe that it is a spontaneous breaking at a scale where the effective
theory is N = 1 supergravity. In this case the Goldstone fermion is absorbed by the spin-3/2 gravitino.
Every particular model will correspond to different choices of the functions G and f we encountered in
Section 4.4.1. The ‘correct’ choice will eventually be dictated by a more fundamental theory, like string
theory. We shall come back to this point later. In any case, at lower energies the theory looks like a
model with explicitly, but softly, broken global supersymmetry. It is this framework that has been used
in most phenomenological studies so far. The important point is that supersymmetry brings many new
particles but no new couplings. At energies lower than the scale of grand unication we still have the
three gauge couplings of U(1), SU(2) and SU(3). With no further assumptions we must introduce a
set of new arbitrary parameters describing the masses and mixing angles of all new particles. Even with
massless neutrinos, this is a very large number. Notice that already in the Standard Model the masses and
mixing angles of quarks and leptons are arbitrary parameters to be determined by experiment. But we
have seen in Section 3.2 that Grand Unication may reduce this number by providing relations among
masses, like, for example, the equation (36), which was the result of the SU(5) relations (33). Something
similar was applied to supersymmetry by S. Dimopoulos and H. Georgi and, independently, by N. Sakai.
In the literature one nds many variations of this idea and the most economic one is called the Minimal
Supersymmetric Standard Model (MSSM). The basic assumption is that at the grand unication scale the
supersymmetry breaking parameters which determine the mass splittings in the supermultiplets are the
simplest possible. From this point one uses the renormalisation group equations to derive the spectrum
at present energies and compare with experiment. Remember again that these relations involve only the
known gauge coupling constants.
In the MSSM the spectrum of the supersymmetric partners of ordinary particles (quarks, leptons
and gauge bosons) at the GUT scale is assumed to be determined by a minimum number of parameters:
A common mass parameter m1/2 for all gauginos, a corresponding one m0 for all squarks and sleptons,
and a common tri-linear coupling among the various scalars, denoted by A. These choices are dictated
mainly by simplicity. The absence of avour-changing neutral interactions sets limits on the possible
mass differences among squarks and sleptons of different families, but does not force them to be zero.
The most interesting sector is the Higgs system. We need two doublets, as we explained in Section 4.3.3.
At the phenomenological level this introduces some new parameters: First, there will be two vacuum
expectation values to break U(1) ⊗ SU(2) which we shall call v1 and v2. They are taken by the neutral
components of the two doublets, but one has weak isospin Iz = +1/2 and the other Iz = −1/2. It
follows that no CP breaking is introduced because we can rotate the two phases independently and
bring both v’s to real values. An important parameter for phenomenology is the ratio
tanβ = v1/v2 . (168)
A second parameter is a mixing term between the two Higgs elds. At the grand unication scale
of SU(5) the two doublets are promoted to two chiral supermultiplets belonging to 5 and 5¯ and the
mixing term is written as µH1H2 with µ a new arbitrary constant. Various versions of the MSSM make
different assumptions regarding µ. In some superstring inspired models it is set equal to zero at the
grand unication scale. In others it is left arbitrary and is determined by the requirement that the Higgs




the renormalisation group equations. In all cases this last requirement severely restricts the parameters
of the Higgs system. This is because in the limit of exact supersymmetry, one cannot break a gauge
symmetry by choosing the mass square of some scalar eld negative, since such a choice would imply
imaginary mass for the companion fermion. It is only through the breaking of supersymmetry that
such a possibility arises. On the other hand, one does not want the electroweak breaking to occur at
the grand unication scale, so all corresponding square masses must be positive or zero at that scale. In
extrapolating fromMGUT down to present energies, one requires the correct breaking atmW , no breaking
in between, as well as the maintaining of the perturbative nature of the theory everywhere. This means
that all couplings should remain smaller than one and the effective potential bounded from below in the
entire region. It turns out that all these requirements leave a relatively narrow window for the possible
values of the Higgs parameters which we shall compare with experiment in the next section. Let me
just mention here that they provide a crucial test of this scheme. The attractive point of this scenario
is the introduction in a ‘natural’ way of the large separation between MGUT and mW . It is simply due
to the logarithmic running of the parameters. In practice the running of the effective Higgs mass is
dominated by the t-quark loop because of the corresponding very large Yukawa coupling. The typical
renormalisation group equations give a relation of the form
mW ∼MGUT e−
1




4.6 Supersymmetry and experiment
As we said earlier, there is still no concrete evidence for supersymmetry in particle physics. This in spite
of the fact that supersymmetry makes well-dened predictions which can be put to experimental test.
Some of these predictions are very general and test the entire scheme, others depend on the particular
model one considers. There exists only one, admittedly indirect, piece of evidence: As we said in
Section 3.2, the renormalisation group equations for the evolution of the three coupling constants of the
Standard Model do not satisfy the requirements of grand unication (Fig. 8). We saw in Section 4.3.4
that the situation changes if we include supersymmetry. The agreement between MSSM and experiment
is impressive. However, it is fair to say that this agreement establishes a connection between the idea of
supersymmetry and that of grand unication, but it does not prove either of them.
It is natural for theorists to attempt to interpret any, real or hypothetical, departure from the Stan-
dard Model predictions as evidence for supersymmetry. The famous Brookhaven result for the muon
anomalous magnetic moment caused such excitement for a while. I am afraid it is too early to say
whether a disagreement exists and even earlier still to speculate on its possible signicance and I can
only regret the interruption of the experimental programme.
Strictly speaking, the only general prediction of supersymmetry is the existence of the particles of
Table 1. Furthermore, if supersymmetry is meant to protect the electroweak scale from all higher scales,
the masses of all these particles cannot exceed 1 TeV. This already puts supersymmetry in the range
of the LHC. A simple, hand-waving argument shows that ordinary particles are expected to be lighter
than their supersymmetric partners. The reason is that the former take their masses solely through the
Higgs mechanism while the latter through both the supersymmetry breaking and the Higgs mechanisms.
Similar theoretical arguments almost always predict squarks and gluinos heavier than sleptons and other
gauginos. The reason is that in most models the masses are set equal at the grand unication scale and
the differences are due to the strong interactions of squarks and gluinos. For the same reason the masses
of sneutrinos are predicted to be of the same order as those of the corresponding charged sleptons.
Some simple relations follow from these general assumptions of the Minimal Model. The gauginos
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where m is the common mass at the GUT scale M and µ is the low scale. This gives a ‘prediction’ for
the three gauginos of U(1), SU(2) and SU(3) at present energies:
m1 : m2 : m3 = 1 : 2 : 7 . (171)
This picture may be slightly complicated because of mixings with higgsinos. Notice also that in
the MSSMR-parity is conserved, therefore all new particles are produced in pairs and the lightest among
them is stable. It is usually denoted by LSP (Lightest Supersymmetric Particle). In almost all models it
is identied with a linear combination of the neutral gauginos and Higgsinos. In this case its interactions
are comparable to those of the neutrinos and it leaves no trace in the detector. Since all new particles will
eventually end up giving LSPs, a precise determination of missing transverse momentum is an essential
handle in the search of supersymmetric particles. Furthermore, the LSP offers an excellent candidate for
cold dark matter, a necessary ingredient in cosmological models. For all these reasons, mLSP is a very
important phenomenological parameter, although no precise predictions for its value can be given. The
cosmological arguments mentioned above give a rather loose bound mLSP < O(200) GeV. I remind you
that the Goldstino, which, if it exists, is massless, is absent from theories derived from supergravity.
Let us now briey discuss some results on masses and decay properties. In the absence of any
concrete experimental evidence I can only quote limits and expected signatures. The mass spectrum is
very model dependent but some general features can be extracted. In the MSSM the analysis is made as
a function of the parameters we introduced in the previous section and the result should be given as a
multi-dimensional plot. I shall try here to summarise the most important points:
(i) The Higgs system. It is probably the most sensitive test of the MSSM in the sense that the predic-
tions are very close to present experimental limits with little room left. Five scalars are predicted,
a pair of charged ones and three neutrals. The requirements of the correct symmetry breaking
we explained in the previous section allow for rather narrow windows in the mass of the lightest
neutral, the analogue of the Standard Model Higgs. At the tree level these predictions give a limit
for mφ of the order of the Z-mass, already excluded by experiment. Radiative corrections, espe-
cially the t-quark loops, raise this limit considerably. In most models we nd mφ ≤ 130 GeV.
The present LEP limit is 114 GeV with a tantalising possible signal at 115 GeV. Never before
were the limits of an accelerator more painfully felt. The overall agreement of the Standard Model
with experiment implies the limits on the Standard Model Higgs mass shown in Fig. 4. In the plot
the χ2 of the t raises sharply when mH exceeds 200 GeV. With or without supersymmetry, the
Tevatron and/or the LHC will solve the puzzle of the Higgs sector.
(ii) Scalar partners of quarks and leptons (squarks, sleptons). There exists one such partner for every
left- or right-handed quark and lepton. The breaking of U(1) ⊗ SU(2) causes mixings among
the partners of opposite chirality fermions, so the nal mass spectrum is the result of several
diagonalisations. For this reason squarks do not necessarily follow the mass hierarchy of their
quark partners. In particular, the scalar partners of the t-quark may turn out to be lighter than the
others. Squarks are produced in hadron collisions either in pairs or in association with gluinos (R
must be conserved). Their decay modes are of the form q˜ → q + LSP (quark + LSP) or, if phase
space permits, q˜ → q+ g˜ (quark + gluino). The signature is missing pT plus jets. Sleptons behave
similarly and give l˜→ l + LSP. The signal is again missing energy and momentum.
The most direct limits on the masses of the charged ones come from LEP. With small variations
they are of the order of 100 GeV depending slightly on the values of the other parameters of the
MSSM, provided the mass difference between the sparticle and LSP is not too small. The Tevatron
results suggest that squarks may be at least as heavy as 250300 GeV, but the limits depend on the
other parameters of the MSSM, such as the gluino masses. Notice also that if one of the squarks is
much lighter than the others the Tevatron gives no limits for its mass.
(iii) Gluinos. They may decay into a gluon and an LSP or into a quarkantiquark pair and an LSP. The




(iv) Gauginos and higgsinos. They mix among themselves and must be analysed together. The charged
ones are the supersymmetric partners of W± and H± and are described by a 2 × 2 mass matrix.
LEP gives a limit of 90100 GeV for the mass of the lighter of the two. Among the neutral ones,
the partners of W 3, B and the two CP -even neutral higgses mix in a 4× 4 matrix. The lightest of
them is assumed to be the LSP.
The picture that emerges is that supersymmetric particles may be spread all over from 50 GeV to
1 TeV. The mass ratios we presented all depend on the minimal hypothesis which was made only for
convenience and has no solid theoretical base. However, if sparticles are discovered and their masses
and mixing angles measured, we can easily go back and compute the symmetry breaking pattern at
GUT energies. This in turn will give us a hint about the breaking mechanism which, as we explained,
is probably related to the fundamental way gravity is unied with the other interactions. Looking for
supersymmetric particles will be an important part of experimental search in the years to come. I hope
that it will be both exciting and rewarding and, in any case, we shall know soon whether supersymmetry
is a fundamental symmetry of particle forces.
5 Beyond local quantum field theory
5.1 Introduction
The concept of point particle has been challenged several times in the past and people have often tried
to write theories of extended objects. However, it was only very recently that the motivation for such
a radical step appeared to be compelling. As we explained in the previous section this was due to the
apparent failure of all attempts to write a consistent quantum eld theory of gravity. Strings are the sim-
plest extended objects. Although theories of higher dimensional objects have been studied (membranes,
etc.) and are incorporated in most models today, strings still remain a fundamental ingredient.
For somebody who is used to the technology of local quantum eld theory, the obvious generali-
sation to a theory of quantised strings would be to consider a theory in which the elds, instead of being
operator-valued functions (in fact, distributions) of the spacetime point x, would be operator-valued
functionals of the string function. We could call such a theory ‘quantum-eld theory of strings’. No-
body has succeeded in writing such a theory and it is not clear whether it can be written using available
mathematical tools. Today we start to have some feeling of what such a theory may be. Let me note in
passing that one of the most attractive features of string theory in the eyes of many theoretical physicists
is precisely the fact that it coincides with the most advanced research in modern mathematics.
The approach which has been followed in string theory corresponds to a rst quantised theory and
it is the generalisation of particle mechanics. The classical mechanics of a freely moving relativistic
string can be obtained by extremising the invariant area of its trajectory which is a two-dimensional
world-surface whose points are parametrised by Xµ(σ, τ). The index µ runs from 0 to d− 1, where d is
the dimensionality of the embedding space in which the string is moving and σ and τ are the coordinates
on the surface. On the other handXµ can be viewed as an ordinary eld in a two-dimensional spacetime.
It is this equivalence between string theory and quantum eld theory in 1 + 1 dimensions that allowed us
to make progress in the theory of quantised strings. In this picture the particles are the excitation modes
of the vibrating string. String theory has been a central theme of theoretical high-energy physics over
the last twenty years and I am sure all of you have heard about it, probably more than you ever wanted
to know, so I shall not go into any details. There exist several introductory texts in the literature. Let me
just list some important results. I shall try to put the emphasis on the most recent ones, but the choice
reects my incomplete understanding of the subject.
Like every theory of extended objects, string theory contains a fundamental length ls, the length of
the string. Its size is certainly smaller than anything we have measured so far, which, including evidence
from radiative corrections, is of the order of 10−17 cm, or, equivalently, one inverse TeV. Since string
theory includes gravity, the natural value of ls is the Planck length lP, which is 10−33 cm, sixteen orders of
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magnitude smaller. For years it was assumed that ls ∼ lP and this doomed string theory to be outside the
reach of any conceivable accelerator. It was only recently that we understood that there is no compelling
logical connection between the two lengths and ls can, in fact, be anywhere.
Fig. 12: Diagrams showing a scattering process for particles and strings. In the figure we have used closed strings,
but it is clear that, even if we start with open strings, we shall generate closed ones in the loops.
According to string theory, at distances of the order of ls the geometry of spacetime changes. For
example, Feynman diagrams become extended, as in Fig. 12. Interactions no longer occur at a point but
extend to a nite region of spacetime. Through this mechanism the ultraviolet singularities, which used
to plague eld theories, get smoothed out. The theory is nite at all distances. A second feature we can
see in the gure is that the perturbation expansion, which counted the number of loops in a Feynman
diagram, counts now the number of holes in a closed surface, i.e., we have traded combinatorics for
topology.
Here are some of the main results obtained from string theory:
(i) Quantum string theory contains quantum gravity. At the classical limit it gives the general theory
of relativity. This result is not easy to explain. We saw that string theory can be formulated as
a non-linear quantum eld theory in a two-dimensional spacetime. The connection with four-
dimensional gravity is not obvious. At the technical level, this connection comes from the con-
formal invariance of the two-dimensional theory which, as an algebra, has an innite number of
generators. We can show that, when gauge xed, this symmetry contains the four-dimensional
reparametrisation invariance of general relativity. A simpler way to arrive at the same conclusion
is to note that quantum string theory contains in the spectrum of excitations a massless spin-2
particle and we know that general relativity is the only consistent way to describe its interactions.
(ii) Quantum string theory is nite at all distances.
(iii) A very interesting result is that quantum string theory requires supersymmetry for its mathematical
consistency. In fact, only supersymmetric string theories, also called superstring theories, satisfy
the niteness condition stated in (ii).
(iv) The string moves in an ambient space. Classically this space can have any number of dimensions
greater than two (1+1). One of the most remarkable results, known already from the early days of
string theory, is that, at the quantum level, this number can take only one value. For the superstring
it is 10 = 9 + 1. The technical reason is that the symmetries which are necessary to ensure the
mathematical consistency of the theory break down and become anomalous at the quantum level.
The coefcient of the anomaly is a function of d, the dimensionality of the ambient space and it
vanishes only for d = 10. It follows that our world must contain six hidden space-like dimensions.
Two questions arise immediately: First, is this picture consistent with the underlying dynamics of










Fig. 13: Polchinski’s diagram for the space of string vacua. In each cusp the corresponding string model admits a
weak coupling expansion. Nothing is known for the M theory cusp.
will try to address these questions. So, let me postpone this discussion for the moment.
(v) There exist ve distinct superstring theories. This again is a surprising result. In eld theory we
are used to having an innity of possible theories. For example, we can write a YangMills theory
for any Lie group G. The novel feature of string theory has to do again with various symmetries
which become anomalous at the quantum level. The great discovery of M. Green and J. Schwarz
in the early 1980s, which triggered the explosion of superstring theory, was the proof that, for very
particular theories, the anomalies cancel and mathematical consistency is recovered. The complete
list of the consistent supersting theories is: Type I, Type IIA, Type IIB, E8 × E8 heterotic, and
SO(32) heterotic. They differ by containing, or not, open strings, by their symmetry group, by
their supersymmetry content, as well as by the particular way they combine together fermionic and
bosonic degrees of freedom.
(vi) A few years ago I would have ended the discussion here. But in the late 1990s there took place
what people call ‘the second superstring revolution’ which radically changed our perception of
string theory. It has several interrelated aspects but the most important ones are the application of
duality ideas in string theory and the realisation that strings naturally generate objects of higher
dimensionalities, like membranes.
The consequences of duality are best illustrated by Fig. 13. It is an artist’s view of the idea that all
ve superstring theories are different manifestations of a single fundamental theory, which, for lack of a
better name, we call ‘M theory’. This big theory depends on a few parameters, like coupling constants.
By varying the values of the parameters we can move continuously from one string theory to the other.
The sharp peaks illustrate the fact that, each time, at most one theory is in a weakly coupled regime.
For most values of the parameters, the centre of the gure, all coupling constants are large and we have
no weak coupling expansion at all. We know precious little about this mysterious M theory. We do
not know its fundamental equations, not even the dynamical variables in terms of which they should
be written. It may provide the ‘eld theory of strings’ which people have sought for many years. We
believe that it lives in eleven spacetime dimensions and its low-energy effective theory is the N = 8
supergravity theory of Cremmer and Julia. When one spatial dimension is compactied on a circle of
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radius R, M theory yields Type IIA string theory. The effective coupling constant is proportional to
R, so, at weak coupling, the theory is effectively ten dimensional. Strong ↔ weak coupling duality
is here equivalent to a duality R ↔ 1/R, or M theory ↔ Type IIA string theory. Alternatively, we can
compactify the eleventh dimension on an interval with appropriate boundary conditions at the end points.
This compactication gives the heterotic string. Again, the weak coupling regime is obtained when the
interval is small. This is an interesting case, rst analysed by P. Horava and E. Witten. The geometrical
picture consists of two ten-dimensional spaces separated by the interval in the eleventh dimension. They
are called ‘end-of-the-world branes’. It turns out that mathematical consistency requires the introduction
of new degrees of freedom living on these boundary worlds. They can move in the ten dimensions, so
from the string theory point of view, they are ordinary degrees of freedom, but they cannot extend in the
eleventh dimension, so they are special from the point of the M theory. This picture will be used again
later.
Type I string theory is special because it contains both open and closed strings. Looking at the
diagrams of Fig. 12, we see that we can have a consistent theory with only closed strings but, if we start
with open strings, unitarity will force us to introduce closed strings at higher orders. The presence of
open strings brings a new element, as was rst realised by J. Polchinski. Open strings have end points
which, normally, can move everywhere. However, they can also get stuck on membranes, or other higher
dimensional objects. Strings have a tension, so they cannot get stressed at arbitrary lengths. This means
that their degrees of freedom are conned to move on the membrane, or very close to it. This brings
a new physical picture: The degrees of freedom of closed strings propagate everywhere in the ambient
space. The spin-2 graviton belongs to them. On the other hand the degrees of freedom associated to open
strings may be conned in a subspace. Standard Model particles may behave this way. We shall come
back to this point shortly.
This remark brought into the picture objects of any dimensionality. They are called ‘Dp-branes’.
‘D’ stands for Dirichlet and denotes the kind of boundary conditions we impose on them. The dimension-
ality of the object is ‘p’. Thus D0 are particles, D1 strings, D2 membranes, etc. We can look at D-branes
in two complementary ways: As manifolds on which open strings end, or, as solitonic solutions of the
string theory equations. This second approach reminds us of the situation in eld theory where we also
have solutions describing extended objects such as magnetic monopoles, ux tubes, domain walls, etc.
This also brings the idea of duality in which the ‘elementary’ elds and these extended objects may
exchange roles.
A ten-, or eleven-, dimensional space may contain all sorts of D-branes. Some may lay on top
of each other, some may stay a certain distance apart, some may intersect. The study of the stability
properties of such congurations is a very difcult dynamical question, only very partially understood.
This difculty notwithstanding, such congurations may describe interesting physical situations. For
example, let us consider n identical branes, each one having three spatial dimensions, stuck together.
The open strings that start and end on them will have zero tension and they will give rise to massless
particles, conned on these branes. Since each string can start and end on any of these branes, we can
represent them with n × n matrices. It is easy to show that the spin-1 excitations will generate a U(n)
gauge group on the branes. If now we move n1 < n branes a distance l away, leaving the other n− n1
behind, we see that the strings which are stretched at length l will have a tension and the excitations
coming from them will be massive. In other words, we have a description of the spontaneous breaking
SU(n) → SU(n − n1) ⊗ SU(n1) ⊗ U(1). There has been a lot of activity recently in such a brane
engineering of the Standard Model.
Before closing this introductory section let me mention a remarkable, and probably not yet fully
understood, result. It is again an equivalence, in a sense I shall try to explain, between a string theory
formulated in a ten-dimensional curved space and a gauge eld theory in four-dimensional at space. We
have reasons to believe that such an equivalence may be quite general, but the example which is analysed




dimensional space is AdS5 × S5, which stands for the product of ve-dimensional anti-de-Sitter (AdS)
space and a ve sphere. This space is a solution of the equations of motion of the low-energy effective
theory of Type IIB. A few words about anti-de-Sitter space: It is a maximally symmetric solution of the
Einstein equations with negative cosmological constant. It is called anti-de-Sitter because the original de
Sitter solution corresponds to a positive cosmological constant. In order to avoid any misunderstanding,
let me remind you that the recent supernovae data indicate that the cosmological constant in our space
may have a small, non-zero, positive value. Coming back to AdS5, we can choose a coordinate system
to bring the ve-dimensional metric to the form
ds2 = dr2 + e2r(ηµνdxµdxν) (172)
where µ and ν run from 0 to 3, ηµν is the four-dimensional Mincowski metric and the fth coordinate r
is radial. The important point which we can see from (172), is that, for r →∞, anti-de-Sitter space has a
boundary which is Minkowski space. It is precisely in this space that the gauge theory lives. This theory
is our old N = 4 super YangMills theory with an SU(m) gauge group. For one thing, the counting
of symmetries is correct: The ve-dimensional anti-de-Sitter group has fteen generators (the same
number as O(6)) and we have seen that N = 4 super YangMills theory has a vanishing β-function and
it is known to be conformally invariant. Furthermore this ‘AdS/CFT ’ equivalence has been checked by
several calculations at the level of the spectrum of states in the two theories, that of correlation functions,
etc.
This equivalence exemplies two important and far-reaching theoretical ideas. The rst, formu-
lated long ago by G. ’t Hooft, is known as holography. ’t Hooft’s motivation was the information paradox
connected with the presence of an horizon around a black hole. He conjectured that the underlying the-
ory must be such that the degrees of freedom sitting at the boundary surface around the black hole must
exactly match those in the interior. The second is an old idea, according to which a eld theory may
become simple at the limit when the number of elds goes to innity. For a gauge theory this limit
was rst studied also by ’t Hooft. We know today that an SU(m) YangMills theory in d spacetime
dimensions in a suitable m → ∞ limit, becomes a classical theory in d + 2 dimensions in which the
commutator in the YangMills interaction term is replaced by a classical Poisson bracket. The additional
two dimensions describe a surface. Taking this limit we can again check Maldacena’s conjecture.
5.2 String theory and physics
So far we have introduced in a qualitative way some of the concepts used in string theory. Let me now
move into whatever physical results we can obtain, or hope to obtain. I see two elds in which string
theory should play a central role: astrophysics and cosmology on the one hand and particle physics on
the other. In this School I shall only talk about the second, but let me mention that probably the result
that comes closest to real physics that string theory can claim is the rst and only exact computation
of the BekensteinHawking entropy of a black hole. The rst such calculation is due to A. Strominger
and C. Vafa in a simple model and was extended to more realistic cases by K. Sfetsos and K. Skenderis.
Although their black hole is still not the one that may exist in the centre of our galaxy, it is, nevertheless,
a remarkable result.
Coming to particle physics, the rst question we must ask is the way to go to a four-dimensional
spacetime. In order to introduce the ideas, let me present the simple example of Th. Kaluza and
O. Klein.
Back in the early years of general relativity, the only known fundamental interactions were elec-
tromagnetism and gravitation. They were both gauge theories, the rst described by the U(1) Maxwell
theory and the second by the reparametrisation invariant Einstein general theory of relativity. They are
both geometric theories, but while gravity’s geometry is the one of our spacetime, that of electromag-
netism refers to an internal U(1) space. Kaluza’s idea of unication was a very simple, but ingenious
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one. He assumed that only spacetime geometry has a physical meaning and, therefore, he tried to pro-
mote the internal space into a real one. This naturally leads to the study of gravity in a spacetime with
ve dimensions. The dynamical variables are given by the ve-dimensional metric tensor gMN , where
the indices M,N go from 0 to 4 and g satises the ve-dimensional Einstein equations. For empty space
the action is simply





where g is the determinant of gMN and R the ve-dimensional scalar curvature. It is clear that the
equations derived from (173) admit the ve-dimensional Minkowski space M5 as a solution, but also a
space M4 × S1, i.e., a four-dimensional Minkowski space and a circle, since both correspond to zero
curvature. In this case the action can be written as








This choice implies that all elds must be periodic functions in the fth coordinate x4: x4 →
x4 + 2piR. In the general case we look for solutions of the form
ds2 = gMNdxMdxN = gµνdxµdxν + g44(dx4 +Aµdxµ)2 , (175)
where µ and ν run from 0 to 3. So far (175) is very general and we can always parametrise the metric
tensor this way. Let us rst assume that no function, such as the metric components, or whatever eld
variables we may have, depends on the coordinate x4. We still allow for reparametrisations of the form
xµ → x′µ(xν) and x′4 = x4 + λ(xµ). It is easy to check that the part of the metric that we have called
Aµ transforms as
A′µ = Aµ − ∂µλ , (176)
i.e., Aµ transforms as a U(1) gauge eld. The reparametrisations in the fth dimension look like gauge
transformations when restricted in the four non-compact coordinates.
Let us now relax our assumption of x4 independence and impose instead on all elds periodicity
with period 2piR. The previous case corresponds to the limit R → 0. Let us take the example of a
massless scalar eld φ(xM ) in ve dimensions and choose, for simplicity, g44 = 1. The momentum in







in other words, we obtain an innity of elds in four dimensions. The ve-dimensional KleinGordon
equation yields, for the four-dimensional elds φn
∂M∂




The mass spectrum in four dimensions consists of a massless mode φ0 and an innite tower of
massive states, the KaluzaKlein states, with equal spacing mn = n/R. At energies much lower than
1/R only the massless mode can be excited and all the higher ones decouple. The charge of the symmetry
(176) is given by the fth component of the momentum. In this example, the massless mode is neutral, but
this is a property of the particular example we considered. It is also clear that the U(1) gauge symmetry
we obtained is a consequence of our choice of toroidal compactication. U(1) is the group of the circle.
Other groups can be obtained if we have larger compact spaces. The moral of the story is twofold: (i)
Spacetime symmetries of the higher dimensions may appear as internal gauge symmetries to a four-
dimensional observer. (ii) For every low-mass particle we obtain an innite tower of KaluzaKlein states




This example was presented in the framework of quantum eld theory. Strings may add one new
element. A string can get wrapped around the compact space. Therefore, string congurations can be
classied according to a topological property, namely the number of times the string gets around the
space. We call this number ‘the winding number’. We again obtain a tower of states, the winding states.
Their masses are proportional to the energy of the corresponding string conguration, therefore they are
integer multiplets of the compactication size. KaluzaKlein states carry conserved charges. Winding
states carry topological charges. It will not come as a surprise to realise that under an R→ 1/R duality
the KaluzaKlein and the winding states exchange roles. Let me only add that the topological property
of winding around a compact space can be found also with more general p-branes.
Coming now to physics, it is clear that we need to consider compact spaces of six dimensions, if
we start from string theory, or seven dimensions, if we start from M theory. In either case the important
parameter is the compactication size. Going back to the KaluzaKlein example, we see that nothing
determines R. This is also the case for general superstring theories. Different compactication sizes
often correspond to degenerate but inequivalent states of the system. They are labelled by the values of
massless scalar elds called ‘moduli’. Unless we develop a much more profound understanding of the
non-perturbative dynamics of string theory, including the mechanism of supersymmetry breaking, we
shall not be able to compute the values of all the moduli and the compactication size will remain a phe-
nomenological parameter. Although it can take any value, for presentation purposes I shall distinguish
two cases: Small size and large size.
5.2.1 Small compact dimensions
Here by small I mean smaller than anything we can measure in any foreseeable future. In practice I
shall assume that R is of the order of the Planck length 10−33 cm. This is the old-fashioned way, the
one used before the advent of dualities and branes but I still believe that it yields more realistic models.
In particular, it is only in this class of models that we obtain a prediction concerning the experimen-
tally found gauge coupling unication of Fig. 8. We start from a ten-dimensional superstring theory.
Since we do not know how to solve the theory, we cannot rigorously extract its phenomenological con-
sequences. For this reason we have invented a new term, we talk about ‘superstring-inspired models’.
If the programme is correct, one should nd that in the ground state of the string theory the topology of
spacetime is given by M4 ⊗ M˜6, where M4 is the usual four-dimensional Minkowski spacetime and
M˜6 is a compact six-dimensional manifold. Needless to say that no-one has ever been able to nd the
ground state of any realistic theory, and string theories are no exception. Assuming that compactication
does occur, it is obvious that the symmetries of M˜6 will appear to the effective four-dimensional theory
as internal symmetries. If, furthermore, we restrict ourselves to the lowest excitation of the string, i.e.,
the massless sector, we shall obtain a good honest quantum eld theory in four dimensions. It is clear
from these considerations that, even if the initial ten-dimensional superstring theory is unique, we are still
unable to deduce a unique effective low-energy theory. The result depends on the choice of M˜6 and/or
the choice of strategy. Here we shall restrict ourselves to two models, each one exemplifying a different
approach. In the rst we shall assume that the compactication from ten to four dimensions takes place
at the string level. We thus obtain a four-dimensional string theory whose zero-mass limit will give an
effective low-energy eld theory. Here low-energy is meant with respect to the Planck mass and could
well encompass the scale of grand unication. In the second, the order of the two operations is reversed:
We rst consider the zero-mass limit of the ten-dimensional string theory thus obtaining an effective
ten-dimensional eld theory. Then, as a second step, we consider a KaluzaKlein compactication to
four dimensions. The two approaches are not equivalent because in each case the compactication takes
place in a different space. Since this determines the internal symmetries of the resulting effective eld
theory, it follows that we shall end up with different grand unied models. None will turn out to be
identical to the ones we have examined so far. One of the reasons is that these methods do not seem to
produce models with Higgs elds belonging to high representations of the internal symmetry group.
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1) The SU(5) ⊗ U(1) model: There are at least two ways to study a grand unied theory based
on the group SU(5) ⊗ U(1). The rst is purely traditional and string theory never enters. In fact, that is
how historically this model was rst proposed. Starting from the SO(10) grand unied theory, one can
notice that there exist two inequivalent ways to break SO(10) to SU(5). One is the usual one studied in
Section 3.3.1. There exists, however, a second one corresponding to the two inequivalent ways to embed
SU(5) into SO(10). This breaking is SO(10)→ SU(5)⊗U(1) and the 16-dimensional representation








where the rst number denotes the SU(5) representation and the second the U(1) charge. The electric
charge operator, which is always a generator of SO(10), is no more one of SU(5). It is rather a combi-
nation of the U(1) generator and the neutral component of SU(5). It follows that the sum of the charges
of the members of an SU(5) representation no longer vanishes. The fermion assignment in the 5¯ and 10












and similarly for the 10 representation.
This model appears in a sort of natural way when one starts from a four-dimensional string theory
and considers the zero-mass limit. The connection is not rigorous but it is suggested by the following
considerations: (i) Through the string compactication one encounters orthogonal symmetry groups. So
one expects to obtain a supersymmetric grand unied theory with a gauge group which is the result of the
breaking of some orthogonal group. (ii) As we mentioned before, in the zero-mass limit of a string theory
we do not nd matter multiplets belonging to adjoint, or higher, representations. Almost all traditional
grand unied theories require Higgs elds in such representations. SU(5)⊗U(1) is an exception: it can
be broken to the Standard Model using only complex 5’s and l0’s. The vacuum expectation value of the
10 breaks SU(5)⊗U(1) to U(1)⊗ SU(2)⊗ SU(3) and that of the 5 breaks U(1)⊗ SU(2) to U(1)em.
Let me now mention the main features of this model:
(i) A natural tripletdoublet splitting of the Higgs elds. Let me rst remind you that in ordinary
SU(5) there was no way to obtain such a splitting without ne-tuning the parameters of the model.
This was part of the problem of gauge hierarchy. Here this splitting is natural. The 5 will get its
mass through the coupling with 10 which has a large vacuum expectation value. It is easy to verify
that the structure of the invariant couplings is such that only the triplet becomes heavy. Similarly,
we give large Dirac masses to the colour-triplet fermionic partners of the 5-Higgs elds.
(ii) With respect to neutrino masses the situation is similar to that of SO(10) since we have an SU(5)
singlet eld [see (179)]. Again, we can have large Majorana masses which yield naturally very
light physical neutrinos.
(iii) Finally, let me mention that the prediction for proton decay is different from that of ordinary
SU(5). Like in any supersymmetric theory, the expected lifetime is longer. Furthermore, because
of the ipped assignment, the main decay mode is p→ pi+ν¯ which is expected to be twice as large
as the ordinary p→ pi0e+ mode.
2) The [SU(3)]3 model: We now come to the alternative strategy, namely we rst consider a limit-
ing 10-dimensional effective eld theory and then compactify. The most interesting superstring model to
start with is the heterotic string which has a gauge symmetry based on the group E8⊗E8. The important




six-dimensional manifold we shall use for compactication. We are guided by two phenomenological
requirements: (i) The four-dimensional theory must admit chiral fermions and (ii) an N = 1 super-
symmetry must be preserved. It turns out that, at least to low orders in string perturbation theory, these
requirements determine the structure of the manifold: it must be Ricci at and have SU(3) holonomy.
Such manifolds have been studied mathematically and are known as ‘CalabiYau’ manifolds. (Note that
if we start from M theory we must compactify in a seven-dimensional manifold for which the holon-
omy group is G2. Such models have not been analysed in detail.) Identifying the SU(3) group with a
subgroup of the original E8 ⊗ E8 symmetry reduces the observable gauge group to E6 ⊗ E8. We shall
assume that all matter is singlet under E8 which will constitute a ‘hidden’ sector in the theory. It follows
that the grand unication gauge group will be a subgroup of E6.
From now on everything depends on the particular CalabiYau manifold we choose. Obviously,
it is not easy to visualise such manifolds but they can often be dened as the set of zeros of systems of
algebraic equations. A particular example which has been studied in the literature and seems to reproduce
many features of low energy phenomenology, is the so-called ‘TianYau’ manifold. In order to construct
it explicitly we proceed in two steps: We start with the simply connected CalabiYau manifold K0
dened as the complete intersection of the following three equations in CP 3 ⊗ CP 3:
3∑
i=0
X3i + a1X0X1X2 + a2X0X1X3 = 0
3∑
i=0
Y 3i + b1Y0Y1Y2 + b2Y0Y1Y3 = 0 (181)
3∑
i=0
ciXiYi + c4X2Y3 + c5X3Y2 = 0
whereXi and Yi (i = 0, 1, 2, 3) are the homogeneous coordinates of the twoCP 3’s. The complex param-
eters ai, bi, (i = 1, 2) and ci (i = 0, ..., 5) are restricted by some transversality conditions. The second
step consists in identifying a group Z3 of discrete transformations which act freely on K0 and dene the
multiply-connected TianYau manifold K by dividing K0 by Z3. Since K is multiply-connected we can
consider non-trivial Wilson loops on it. It is assumed that, in a non-perturbative way, they break E6 to a
certain subgroup H . The important point is that the geometry of K determines also the number of matter
supermultiplets that are allowed. They are given by χ(K)/2, where χ(K) is the Euler characteristic of
K . For the TianYau manifold χ(K) = 6, so the model allows for just three families of quarks and
leptons. The most interesting class of models have H = SU(3) ⊗ SU(3) ⊗ SU(3) and a surviving
group of discrete symmetries of K . It turns out that there exist two inequivalent ways of breaking E6 to
[SU(3)]3 through Wilson loops. In each case a complete classication of all possible groups of discrete
symmetries has been carried out. The result is that we can construct forty-ve different models using
one breaking and twenty-one models using the other, thus obtaining a total of sixty-six possible models.
They all have three complete 27’s, a number of incomplete 27’s and 27’s and the discrete symmetries
determine the Yukawa couplings and the Higgs potential. Not all of them have been analysed but we can
nd among them some phenomenologically viable models. This is extremely encouraging since it is the
rst time that the number of families has been determined by geometrical considerations.
5.2.2 Large compact dimensions
Here by large we mean of order 1100 inverse TeV, distances you may hope to explore, directly or
indirectly, during your lifetime as physicists. We assume that the string scale is small, much smaller than
the Planck scale. Such models have been considered seriously only during the last few years. The reason
is that a large compactication radius corresponds, for the heterotic string, to a large coupling, where
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no perturbation expansion is reliable. It is only through strong ↔ weak coupling duality that we can
approach this region.
Claiming that the string scale may be as low as 1 TeV sounds at rst absurd, since it means that
gravitational interactions will become strong at that scale. Of course, the answer is in the extra compact
dimensions. Gravity is weak because it spreads over many extra dimensions. Let us assume that there are
n of them and let us take, for simplicity, the case in which all have size R. In this (4 + n)-dimensional






, r < R (182)
where M∗ is the fundamental mass scale of the (4 + n) dimensional theory and K a numerical constant.
At distances larger than the compactication size of the new dimension, spacetime effectively becomes








, r > R (183)
which means that Newton’s law is modied only at distances smaller than or equal to R. Identifying the







The extreme case is to choose M∗ = 1 TeV, i.e., close to the electroweak breaking scale. Then
n = 1 would give R of the order of one million kilometres, clearly excluded by all sorts of terrestrial or
solar system measurements, but for n = 2 we obtain R ∼ 0.1 mm. This is dangerously close to present
limits, but it is clear that the scenario is perfectly viable, provided we choose n > 2 and/or slightly higher
values for M∗.
This simple picture gives the main experimental consequences of this idea: Modication of New-
ton’s law at distances r ≤ R according to Eq. (182) and gravitational interactions which become com-
parable in strength to other interactions at energies E ≥ M∗. The rst test will be hard to do. As we
saw, R decreases very rapidly with increasing n and/or M∗ and we must be extremely lucky to fall in
the experimentally accessible range. Direct tests of Newton’s law at subsubmillimetre distances will be
hard because gravitation is in competition with the badly known van der Waals forces. At very short
distances one should consider even the Casimir attraction due to vacuum uctuations. We are left with
high-energy experiments, mainly at the LHC. If M∗ is really of order 1 TeV, the signatures will be spec-
tacular. Gravitons and even black holes, will be produced. The latter will decay giving ordinary particles,
such as photons, or gravitons. Missing energy and momentum will be an important signature. On the
other hand we shall also see the rst excitations of the known particles in their respective KaluzaKlein
or winding towers and they also will provide signals you cannot miss. But again, we must be lucky. Let
me remind you that no solid theoretical argument determines the value of M∗ which may be everywhere,
from here to the Planck mass. We have chosen the value of 1 TeV essentially because it is the present ex-
perimental lower limit. The only argument is a prejudice that supersymmetry breaking may be triggered
by compactication. Nevertheless, it makes experimental search even more exciting. For a moment it
had even caused worries connected with the possibility of producing black holes. Are they going to be
dangerous? The answer is no for a very simple reason: only extremely massive ones are stable. We can
see this using a very simple argument.
A four-dimensional black hole of mass M has a Schwarzschild radius RS = 2GM and a temper-
ature TBH = M2P/M . Consequently, its thermal decay rate, which is proportional to its area, is given by
ΓD ∼ T 4BHR2S. Unless the accretion rate is greater than this decay rate the black hole will decay harm-




the black hole in one second. Assuming the limiting case where the black hole is moving with relativistic
velocity, the accretion rate is ΓA ∼ piR2Sρ, where ρ is the mean density of the matter through which the
black hole passes. Thus the condition for growth of the black hole, ΓA > ΓD, implies M >M 2P/ρ1/4 in
units of GeV, which is of order 1042 GeV.
We can easily repeat this estimation for a (4 + n)-dimensional black hole. Replacing the four-


















The decay rate in this case is








Since normal matter lives in four dimensions, the accretion rate has the same form as before, so







which, even for the extreme case n = 2 and M∗ = 1 TeV, gives M > 1024 GeV. We can show that
this rough estimation remains valid even if we take into account other effects such as the possibility of
normal matter propagating in the extra dimensions, black holes carrying conserved charges, etc. It is
conceivable, although not very probable, that black holes offer the greatest discovery an accelerator can
make, but they do not present any imaginable threat.
Let me now present very briey some of the models that exemplify these ideas. There is a great
variety of them and, to my taste, none imposes itself by predictive power, simplicity and/or aesthetic
beauty. In particular, contrary to some claims in the literature, none incorporates the prediction of cou-
pling constant unication that we had in ordinary supersymmetric grand unied theories. This is not
surprising, since they all introduce completely new physics above 1 TeV. They can still t the data but
they have no prediction. They all use the brane world hypothesis in which we are living on some col-
lection of extended objects. D-branes are the favourite ones, although, in some models other extended
objects, like orientifolds, are introduced in addition. From this point everyone can use his/her imagina-
tion and, indeed, practically any conceivable conguration has been used. We can distinguish roughly
two classes according to whether gravity is spread everywhere in the bulk, or it is also localised on a
brane. The simplest version starts from Type I string theory with different collections of D-branes. The
branes we are living on must have at least three spatial dimensions and the unbroken gauge symme-
tries of the Standard Model are generated by putting together l identical branes for SU(l). The Higgs
mechanism is generated by pulling some of them a certain distance apart.
Let us consider a space with nine spatial dimensions in which we have introduced a collection of
Dp-branes. If p is larger than three, the extra dimensions must also be compact. We call them ‘parallel’
dimensions p = 3 + n‖ and they are compactied with size R‖. The remaining dimensions are called
‘transverse’ n⊥ = 9 − p and have a compactication size R⊥. In this space there are several kinds of
strings:
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(i) Closed strings. They contain the graviton as well as the other string modes. They have Kaluza
Klein excitations in each compact dimension with mass-spacings 1/R‖ and 1/R⊥, as well as
winding excitations with spacings R‖/l2s and R⊥/l2s respectively, where ls is the length of the
string.
(ii) Open strings which start and end on the same D-brane. They give massless states, such as gauge
bosons of an unbroken group, living on the brane and have KaluzaKlein excitations on n‖ and
winding on n⊥.
(iii) Open strings which stretch between branes that have been pulled apart. They give massive string
modes representing gauge bosons of spontaneously broken gauge groups and have all the corre-
sponding KaluzaKlein and winding excitations.
(iv) If branes intersect, there may be open strings starting and ending on an intersection, which may
correspond to our three-dimensional space. They give massless string states, have winding states
on n⊥ and no KaluzaKlein states.
With these ingredients we can construct a huge variety of phenomenological models. If we choose
ls and the compactication radii large enough, all this plethora of new states may become observable. If
Nature is extremely kind to us, experiments at the LHC will be tremendous fun with a new discovery
every few minutes. The reverse side of the story is that we have enough parameters to accommodate
practically any result, positive or negative. In the meantime it helps to be optimistic.
6 Epilogue
In these lectures I tried to give my personal view of the large class of theories that come under the general
name ‘Beyond the Standard Model’. They represent thirty years of theoretical high-energy physics, thirty
years of efforts to understand our world. The trouble is that during all this period theorists have worked
with very little experimental input. The enormous complexity of modern high-energy experiments has
stretched the time between the conception, the design and the completion of an experiment to decades.
We are approaching the limit of the professional life of a physicist. This is probably the greatest danger
of our eld. We have been extremely frustrated during all these years and we cannot hide our excitement
now that the long-awaited experiments are at last in sight. Never in the past has a new experimental
facility been loaded with so many expectations. We are condent that great and exciting discoveries lie
ahead.
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Aspects of flavour physics
T. Mannel
University of Siegen, Siegen, Germany
Abstract
In these lectures some aspects of flavour physics are discussed, concentrating
on quark flavour physics. Since heavy flavours are currently the focus of at-
tention, some emphasis is put on the physics of the bottom quark. The first
part covers the flavour structure of the Standard Model and the calculational
methods used in heavy flavour physics. In the second part a few selected phe-
nomenological applications are considered. Finally we discuss some flavour
aspects of physics beyond the Standard Model.
1 Introduction
Flavour physics has become one of the most active areas within contemporary particle physics. While
the flavour physics of quarks is a long-established field, the nontrivial part of flavour physics of leptons
was discovered only recently from the evidence of neutrino oscillations.
Despite the fact that the evidence for ‘flavour’ is old, it is fair to say that there has been no satisfac-
tory theory of flavour up to now. Within the Standard Model of particle physics flavour is introduced by
a simple triplication of the quark and lepton spectrum for one family, and flavour mixing is parametrized
by the Yukawa couplings or, from a different point of view, in the CKM and PMNS mixing matrices.
The present set of lectures focuses on the flavour physics of quarks; the flavour physics of leptons
is described in detail in a different lecture in this school [1]. The first part of these notes deals with
the parametrization of flavour in the Standard Model, where we introduce the CKM matrix and discuss
the various transitions. The second part deals with the methods used to bridge the gap between quark
transitions and the actually observed processes involving hadrons. In this section we introduce the ef-
fective field theories which have been formulated in the context of weak interactions. In the third part
we discuss the phenomenology of weak interactions of hadrons, where the focus lies on the physics of
heavy hadrons. Finally, in the last part we discuss some ideas concerning the effects of ‘new physics’ in
flavour transitons.
2 What is flavour physics (of quarks)?
Flavour physics includes the phenomena related to the transitions between different kinds of quarks.
These interactions are mediated by weak interactions which are described in the framework of the Stan-
dard Model. In the left plot of Fig. 1 we show the spectrum of the quarks, and the lines show the possible
transitions through so-called charged currents (transitions, in which the quark charge changes by one
unit), where the thickness of the lines indicates the strength of the corresponding transition.
As we shall see, the so-called ‘Flavour Changing Neutral Currents’ (FCNCs) play an important
role in the context of the test of the flavour structure of the Standard Model, since these currents turn out
to be strongly suppressed. The right plot in Fig. 1 shows this type of transition, but the arrows do not
indicate the strength of these transitions. In fact, the suppression of FCNCs is one of the peculiarities of
the Standard Model which still need further clarification.
There is a similar ‘term scheme’ for the leptons, but in this lecture we shall focus on quarks only.
The leptonic flavour structure is covered in a different lecture by Hitoshi Murayama [1].
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Fig. 1: The spectrum of quarks and the possible charged- and neutral-current transitions
3 Flavour in the Standard Model
It is interesting to note that the flavour structure of the Standard Model seems to be completely unrelated
to its gauge structure; it rather is encoded in the scalar sector and the couplings of the scalars to the
quarks. In the following, we shall consider flavour in the Standard Model focusing on the way it is
parametrized through the scalar couplings.
3.1 Matter fields and quantum numbers
The Standard Model [2–8] is constructed as a spontaneously broken SU(3)colour × SU(2)W × U(1)Y
gauge theory, where the SU(3)colour corresponds to the strong interaction and the SU(2)W × U(1)Y
induces the electroweak interaction. The gauge group has 12 generators, corresponding to eight gluons g
for the strong interaction, three weak bosons W± and Z0, and the photon mediating the electromagnetic
interaction.
The matter fields, i.e., the quarks and leptons, have to be grouped into multiplets of the gauge
group, which means they have to be assigned electroweak and strong quantum numbers. Parity violation
in weak interactions is implemented by assigning different weak quantum numbers to left- and right-
handed components of the matter fields. In other words, the left- and right-handed components of the
quarks and leptons are associated with different multiplets of the electroweak SU(2)W × U(1)Y group.

















where the subscript L means the left-handed projection of the spinor fields ψL = 12(1− γ5)ψ . Similarly,

















A transformation Λ of SU(2)L is a unitary 2× 2 matrix and these doublets transform as
L′i = ΛLi , Q
′
i = ΛQi , for Λ ∈ SU(2)L . (3)
In order to introduce mass terms, one has also to have right-handed components of the spinor
fields, since a mass term corresponds to a coupling term between right- and left-handed components. As
far as the weak SU(2)W group is concerned, the right-handed components transform as singlets under




However, as we shall see below, the Higgs sector of the Standard Model has in fact a larger
symmetry, which is an SU(2)L×SU(2)R symmetry. This so-called custodial symmetry [9–11] is broken
by the quark mass terms and also by the gauge couplings, but it plays a role in unified models.
In anticipation of the discussion of custodial symmetry, it is useful to group the right-handed


































for the right-handed quarks. A transformation of SU(2)R is a unitary 2 × 2 matrix R and the transfor-
mation for the doublets is
`′i = RLi , q
′
i = RQi , for R ∈ SU(2)R . (6)
Only the left-handed group SU(2)L ≡ SU(2)W is gauged, and yields the usual couplings of
the gauge bosons to the quarks and leptons. The hypercharge group U(1)Y has to be identified with
a combination of the phase transformation of the fields and a transformation in the T3,R direction of
SU(2)R. Consequently, the right-handed SU(2)R is broken by the hypercharge gauge coupling and, as
we shall see later, by the mass terms. The hypercharge assignment is determined by the requirement that
the particles have the correct charge. The hypercharge assignment for quarks and leptons can be written
as
Y = B − L+ 2T3,R , (7)
where B is the baryon number and L is the lepton number of the state. The relation (7) plays a role in




(2T3,L + Y ) =
1
2
(2T3,L + 2T3,R +B − L) . (8)
With these assignments, all couplings to the gauge bosons of the electroweak interactions are fixed.
Furthermore, as far as the strong SU(3)C group is concerned, all leptons are singlets and all quarks (left-
and right-handed) are triplets, fixing also the coupling to the gluons via the gauge principle.
Since we are dealing with a chiral gauge theory (i.e., left- and right-handed components have
different quantum numbers), the symmetry forbids mass terms as long as it is unbroken, except for the
right-handed neutrino, which carries neither SU(2)L quantum numbers nor a hypercharge. In this case a
Majorana mass term is allowed, which is discussed in detail in Hiotoshi Murayama’s lecture. All other
particles have to get masses through symmetry breaking.
3.2 The Higgs sector and Yukawa couplings
It is interesting to note that the complete flavour structure of the Standard Model is fixed by the Yukawa
couplings of the quarks and leptons to the Higgs sector. Furthermore, the fact that SU(2)L ≡ SU(2)W
and U(1)Y are gauged seems to be irrelevant for the flavour structure.
To discuss these issues, we start from the particle doublets (1), (2), (4) and (5) and consider first
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which is symmetric under U(2)L×U(2)R. A mass term would break this symmetry explicitly, but let us
first maintain this large symmetry.






−√2φ− φ0 − iχ0
)
, (10)
where φ0 and χ0 are real fields, and φ∗+ = φ− is a complex field. The transformation properties of this
matrix are
H → ΛHR† for Λ ∈ SU(2)L , R ∈ SU(2)R . (11)
With the help of this field, we can write a Lagrangian which is invariant under SU(2)L × SU(2)R. The
part for the scalar fields reads











where the Higgs potential V will be discussed below. The only possible renormalizable and SU(2)L ×




yijQ¯iHqj + h.c. , (13)
where y is the 3× 3 matrix of coupling constants.
The total Lagrangian is the sum of the terms (9), (12), and (13). It has an SU(2)L × SU(2)R
symmetry and is basically the Lagrangian of the linear σ model [12]. The matrix y of Yukawa couplings
can be diagonalized by a bi-unitary transformation
y = U †ydiagW , (14)
with two unitary 3 × 3 matrices U and W . Redefining left- and right-handed quarks appropriately, we

























yiQ¯iHqi + h.c. ,
and hence no mixing between different quark families can occur.
The Higgs potential is chosen in such a way that the field H acquires a vacuum expectation value,
which can be chosen as




v + h0 + iχ0
√
2φ+
−√2φ− v + h0 − iχ0
)
. (17)
This vacuum expectation value breaks SU(2)L × SU(2)R down to the diagonal SU(2)L+R symmetry,
which will be discussed below. The resulting spectrum contains a massive Higgs boson h0 and three
massless Goldstone bosons [13] (χ0, φ+ and φ−), which is typical for spontaneous breakdown. Under
SU(2)L+R h0 is a a singlet, while χ0, φ+ and φ− form a triplet.








= −mu(u¯u+ d¯d)−mc(c¯c+ s¯s)−mt(t¯t+ b¯b) .
Clearly, the quark mass spectrum of this Lagrangian is phenomenologically not acceptable. This is due
to the fact that the symmetry of this Lagrangian is larger than what is actually needed for the Standard
Model. The hypercharge of the Standard Model involves T3,R, one of the generators of SU(2)R. Thus
we can explicitly break SU(2)R with terms proportional to T3,R without violating the symmetries of the
Standard Model.

















means that the Standard Model Higgs sector automatically has the larger SU(2)L × SU(2)R symmetry
once one implements the SU(2)L × U(1)Y symmetry of the Standard Model.
This custodial symmetry [9–11] is specific to the breaking of the SU(2)L×U(1)Y symmetry by a
doublet of scalar fields. The vacuum expectation value of the Higgs field is proportional to the 2× 2 unit
matrix and thus is invariant under the diagonal SU(2)sL+R group. Thus, after symmetry breaking, the
Higgs sector still has an unbroken custodial SU(2) symmetry, under which the three Goldstone bosons
transform as a triplet and the physical Higgs boson transforms as a singlet. After SU(2)L is gauged, the
massless Goldstone bosons become the longitudinal modes of the gauge bosons, and thus the three gauge
bosons are also a triplet under custodial SU(2).
This symmetry has some interesting consequences. Since the gauge bosons form a triplet under
custodial SU(2), the strengths of charged and neutral currents have to be equal. The ratio of these
coupling strengths is called the ρ parameter, which is fixed at unity in the symmetry limit. Furthermore,
exact custodial SU(2) would enforce equal up and down quark masses within one family and it would
forbid quark flavour mixing.
However, the quark Yukawa couplings break custodial SU(2); we can write an additional Yukawa




y′ijQ¯iHT3,Rqj + h.c. , (20)
which will lead to both family mixing and a mass splitting of the up and down quark masses within one
family, since y and y′ cannot be diagonalized simultaneously.








The total Lagrangian, consisting of (15) and (20), can be rewritten in terms of (21) and reads














































ASPECTS OF FLAVOUR PHYSICS
213
where we have defined the 3× 3 mass matrices for the up and down quarks as
Mu = v(y + y′) , Md = v(y − y′) . (23)
The somewhat lengthy expression (22) is the full Higgs and Yukawa sector of the Standard Model,
containing its full flavour structure for the quarks. After spontaneous symmetry breaking, the field φ0
acquires a vacuum expectation value in accordance with (16); this corresponds to the replacement φ0 →
v+φ0. The fields φ± are massless and become the longitudinal components of the charged gauge bosons,
while the massless field χ0 becomes the longitudinal mode of the neutral boson.
Mixing between different families occurs through the fact that the two mass matricesMu andMd
do not commute any more, i.e.,
[Mu ,Md] 6= 0 , (24)
which is a direct consequence of the explicit breaking of custodial SU(2) symmetry through the Yukawa
couplings of the quarks. The mixing between different quark families is encoded in the CKM matrix,
which will be discussed in the next section.
We have not yet introduced the gauge fields for the strong, weak, and electromagnetic interac-
tions. However, in order to understand the flavour structure of the Standard Model, these fields are not
needed. In other words, the flavour physics in the Standard Model originates completely in the scalar
sector responsible for the breaking of the electroweak SU(2) × U(1) symmetry, since up to now we
have used this symmetry only as a spontaneously broken global symmetry. On the other hand, the spon-
taneous breakdown of a global symmetry implies the appearance of massless Goldstone bosons, which
is phenomenologically not acceptable. To avoid the appearance of these states, one can use the Higgs
mechanism [5–8] to turn them into longitudinal modes of massive gauge bosons. This, however, is not
related to the flavour structure.
3.3 The CKM matrix in the Standard Model
In the Standard Model and in all theories with gauge unification, the CKM matrix originates from the
fact that the mass matrices of the up and down quarks do not commute [see (24)]. This means that there
is no basis in family space where both matrices are diagonal. The CKM matrix emerges, from this point
of view, as the relative rotation between the two eigenbases of the up and down mass matrices.
We can first redefine the quark fields in such a way that both mass matrices are Hermitian. Further-
more, since only the relative orientation of the two bases is observable, we can perform an unobservable
rotation which diagonalizes the up mass matrix; thus we can, without restriction of generality, write
Mu =
mu 0 00 mc 0
0 0 mt
 , (25)
where mu, mc and mt are real, positive entries.
In this basis the down mass matrix has to be diagonalized by a non-trivial rotation. Since the
matrix is Hermitian, this can be done by a unitary transformation, such that
Md = VCKMMdiagd V †CKM , (26)
where
Mdiagd =






again with real, positive entries. The unitary rotation that transforms the eigenbasis of the up-quark mass
matrixMu into that of the down-quark mass matrix is called Cabibbo–Kobayashi–Maskawa matrix1.
Usually the fields in the Lagrangian are interpreted in terms of mass eigenstates which means that
one has to redefine the fields in such a way that the mass matrices are diagonal. This means that we have
to redefine all down-quark fields as
DL/R → VCKMDL/R . (28)
This unitary rotation renders the mass matricesMu andMd diagonal.
However, this rotation affects the other terms in the Lagrangian. The kinetic energy is invariant
under a unitary redefinition of the fields. Likewise, since the neutral currents, i.e., the interactions with
the fields φ0 and χ0, are also invariant under a rotation of the down quarks, there will be no flavour-
changing neutral currents in the Standard Model, at least at tree level. This is the modern implementation
of the GIM mechanism [14].
As we shall see later, loop processes will induce flavour-changing neutral currents. However,
either the corresponding loop diagrams are convergent or the divergences cancel between different con-
tributions. Consequently, no renormalizing counterterms will be induced as a tree-level contribution and
thus the structure of the Lagrangian is preserved even at loop level. Phenomenologically, this means that
in the quantum field theory the processes involving flavour-changing neutral currents remain suppressed
by small couplings and loop factors.




D¯LV †CKMMuφ+UR + U¯LMdVCKMφ−DR + h.c.
]
. (29)
In this way, mixing between different quark families appears in the charged-current interaction, which is
in accordance with observations.
3.4 CP violation and unitarity triangles
In this section we shall discuss some properties of the the CKM matrix, in particular the CKM picture of
CP violation.
From the above construction, it is clear that the (gauge) symmetries imply that the CKM matrix
has to be unitary. A unitary n×n matrix has in general n2 independent real parameters. However, in the
case of the CKM matrix we may use our freedom to define the relative phases of the quark fields. For the
case of n families we have n up-type and n down-type quarks, leaving us the freedom to chose 2n − 1
relative phases. Consequently, the number of parameters N is
N = n2 − 2n+ 1 = (n− 1)2 . (30)
Furthermore, if the CKM rotation were orthogonal (i.e., if the CKM matrix were real after we had used
our freedom to rephase fields) it would have Nangles rotation angles; the remaining Nphases parameters








For the two-family case n = 2, there is only one parameter which is a rotation angle, the Cabibbo
angle θC; furthermore, the CKM matrix is real and is an orthogonal 2× 2 matrix. As we shall see below,
this implies that a Standard Model with two generations cannot have CP violation, at least not for the
minimal Higgs sector discussed in the previous section.
1We could equally well have started from a basis in which the down-quark mass matrix is diagonal. This would lead to the
same result, i.e., V †CKM would diagonalize the up-quark mass matrix.
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For the three-family case n = 3, we have four parameters and the CKM matrix may be written in
terms of the sines and cosines of three angles and one complex phase factor. The case n = 3 is also the
simplest case in which CP violation originating from the CKM matrix occurs and in the framework of
the Standard Model this phase is in fact the only possible source of CP violation.
For n = 3, the CKM matrix may be understood as a product of three rotations in which one
family always remains unchanged [15–19] This corresponds to the three Euler angles for a rotation in
real, three-dimensional space. This leads us to define
U12 =
 c12 s12 0−s12 c12 0
0 0 1
 , U13 =
 c13 0 s130 1 0
−s13 0 c13
 , U23 =
 1 0 00 c23 s23
0 −s23 c23
 . (32)
These three rotations define the three angles θ12, θ13 and θ23, where cij = cos θij and sij = sin θij are
their cosines and sines.
The product of these three rotations yields a general orthogonal matrix, and if this were the CKM
matrix, no CP violation would be possible. In order to obtain a CP-violating phase, we define another
unitary matrix by
Uδ =
 1 0 00 1 0
0 0 e−iδ13
 . (33)
The standard parametrization of the CKM matrix, as proposed in Ref. [20] is given by a product




Explicitly multiplying the matrices yields
VCKM =
 c12c23 s12c13 s13e−iδ13−s12c13 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13
 . (35)
In the limit in which θ13 = θ23 = 0, the third generation decouples and the CKM matrix reduces
to an orthogonal matrix describing Cabibbo mixing.
At present, the Particle Data Group [20] quotes the following range of values for the absolute














(8.14+0.32−0.64)× 10−3 (41.61+0.12−0.78)× 10−3 0.9991000+0.000034−0.000004
 . (36)
This phenomenological fact that the off-diagonal elements are small suggests that one should think
of the CKM matrix in terms of an expansion in a small parameter λ [21], which can be chosen to be the
















In the three-family case, we keep the same parameter λ and write
VCKM =
 1− λ2/2 λ λ3A(ρ− iη(1− λ2/2))−λ 1− λ2/2− iηA2λ4 λ2A(1 + iηλ2)





where terms of order λ4 in the real part and terms of order λ5 in the imaginary part have been dropped.
The three additional parametersA, ρ and η are all of order unity; from present fits one obtainsA ≈ 0.818
and
√
ρ2 + η2 ≈ 0.405 are obtained [20].
Unitarity of the CKM matrix implies that the rows and columns of the matrix are orthonormal.
In this way one can obtain 12 bilinear relations in total between the matrix elements. These are the six




q′q′′ = δqq′′ , (39)




q′′q′ = δqq′′ . (40)
Since the matrix elements of the CKM matrix are in general complex-valued, these 12 relations may be
depicted as triangles in the complex plane [22]. However, from consideration of the size of the CKM
matrix elements, it is found that almost all of these triangles have one very small and two large sides,
except for the two triangles ∑
q′=u,c,t






tbVtd = 0 , (41)
corresponding to the product of the first column with the complex conjugate of the last column, and∑
q′=d,s,b






ubVtb = 0 , (42)
corresponding to the product of the complex conjugate of the first row with the last row. These two
triangles both have sides of order λ3. However, owing to the unitarity of the CKM matrix they both
correspond, up to terms of order λ5, to the same relation between the Wolfenstein parameters ρ and η:
Aλ3(ρ+ iη)−Aλ3 +Aλ3(1− ρ− iη) = 0 . (43)
The standard unitarity triangle is depicted in Fig. 2. In the Wolfenstein parametrization, it is a
triangle in the ρ–η plane with a base of unit length, and its apex lies at the values of ρ and η given by
(43).
The angles α, β and γ of the unitarity triangle are related to the phases of the CKM matrix ele-
ments. However, these angles are independent of the particular parametrization of the CKM matrix, and
in the parametrization (35) one finds that, to leading order in the Wolfenstein parametrization, one has
γ = δ13.
The non-vanishing phases in the CKM matrix imply CP violation in the Standard Model. In later
applications we shall make use of the standard parametrization, in which Vub and Vtd are the matrix
elements that carry large phases, corresponding to the angles γ and β in Fig. 2. However, as can be seen
from (35), the elements Vcd, Vcs and Vts also carry phases, but these are tiny and do not appear in the
Wolfenstein parametrization.
A non-vanishing phase δ13 6= 0 and δ13 6= 180◦ means on the one hand a non-degenerate unitarity
triangle, on the other hand it means that there is CP violation in the Standard Model. Since VCKM is
unitary, it can be shown that all 12 unitarity triangles have the same area and that this area is independent







α, β, γ = u, c, t cyclic
ρ, σ, τ = d, s, b cyclic
, (44)
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Fig. 2: The unitarity triangle, with the definition of the angles α, β and γ
and owing to the unitarity of the CKM matrix there is only one fourth-order rephasing invariant ∆. The
imaginary part of ∆ corresponds to the area of the unitarity triangles and hence may serve as a measure
of CP violation [22]. Using the parametrization (35), one obtains
Im ∆ = c12s12c213s13s23c23 sin δ13 , (45)
which becomes simply Im ∆ = λ6A2η in the Wolfenstein parametrization.
In order to have non-vanishing CP violation, one has to have a non-zero Im ∆. This means that
none of the angles θij may take the values 0, 90◦ or 180◦. On the other hand, Im ∆ has a maximal value
of 1/(6
√
3) ≈ 0.1. This has to be compared with the value obtained from the global CKM fit where one
finds Im ∆ ∼ 3.08× 10−5.
Finally, CP violation in the Standard Model would also be absent, if any of the up- or down-type
quarks are degenerate in mass. In this case one may perform a rotation among the two degenerate quarks
which removes the CP-violating phase. It is, however, possible to define an invariant measure of CP
violation by referring to the mass matrices defined in the previous section. It has been shown [23] that
the determinant of the commutator of the two mass matrices
J = det([Mu ,Md]) (46)
is an invariant measure of CP violation, which is called the Jarlskog invariant. Explicit evaluation reveals
that
J = 2i Im ∆(mu −mc)(mu −mt)(mc −mt)(md −ms)(md −mb)(ms −mb) (47)
showing explicitly that CP violation vanishes if mass degeneracies appear. In the Standard Model (as-





Fig. 3: Diagram inducing an electric dipole moment for the up quark. An external photon has to be inserted
wherever possible.
3.5 Peculiarities of the flavour parametrization in the Standard Model
There are several facts which remain unexplained in the flavour sector of the Standard Model. In partic-
ular, the CKM matrix only parametrizes flavour transitions and does not provide any dynamical expla-
nation of the flavour sector. It is fair to say that our understanding of flavour is unsatisfactory, although
the parametrization of the Standard Model is phenomenologically very successful. Some of the reasons
why it is assumed that there must be a deeper explanation of ‘flavour’ are
– The Standard Model has a too large number of parameters to be ‘fundamental’: When including
the leptonic sector, 22 out of 27 free parameters of the SM originate from the Yukawa sector and
the Majorana mass matrices.
– The entries in the mixing matrix have peculiar patterns: The CKM matrix turns out to be hierar-
chical, while this is not the case for the leptonic mixing matrix, the PMNS matrix.
– The masses of the particles have a very special pattern: With the exception of the top quark mass,
all quark masses are small compared to the electroweak vacuum expectation value. This leads to
tiny Yukawa couplings which remain unexplained.
– The number of families remains unexplained. There is no indication for a fourth family of quarks
and leptons.
– There is a substantial suppression of FCNCs in the Standard Model, which is more effective for
the up-type quarks than for the down-type quarks.
– CP violation is more pronounced in the down-quark sector; owing to the small mixing angles, CP
violation in the up-quark sector is predicted to be invisibly small.
On top of this, the pattern of CP violation obtained from the Standard Model parametrization is
quite peculiar. In particular, the Standard Model implies a strong suppression of flavour diagonal CP
violation, such as electric dipole moments of quarks and leptons. Ignoring the strong CP problem for
the moment, it is interesting to note that an electric dipole moment for a quark can be induced from
the CP-phase contained in the CKM matrix only through at least the two-loop diagram shown in Fig. 3,
where a photon should be coupled to any of the lines carrying a charge.
However, when adding up all the two-loop diagrams it turns out that the sum vanishes and hence
another loop is required to obtain a non-zero result. The leading term is obtained by adding a gluon,
which may be used to get a simple estimate for the electric dipole moment de of a neutron






Im ∆µ3 ∼ 10−32e cm with µ ∼ 0.3 GeV (48)
wherem2t /m
2
W is a typical factor arising from the GIM mecanism, (αs/pi)1/(16pi
2)2 is the typical factor
for three loops, including a gluon loop, and µ is a typical hadronic scale parametrizing the binding of the
11
ASPECTS OF FLAVOUR PHYSICS
219
up-quark inside a neutron. Furthermore it can bee seen from the diagram in Fig. 3, that Im ∆ appears as
the relevant CKM factor.
This has to be complared to the experimental bound
dexp ≤ 3.0× 10−26e cm (49)
which shows that flavour diagonal CP violation is well hidden in the Standard Model. In fact the experi-
mental limit turns out to be very efficient to restrict the parameter space of possible new physics models,
since many models generically yield too much flavour diagonal CP violation. We shall return to this
issue when we consider possible new physics effects in flavour physics.
4 Computational methods in quark flavour physics
One of the main obstacles to extracting the fundamental parameters of quark-flavour physics is the pres-
ence of strong interactions. The Lagrangian of weak interactions is expressed in terms of quarks, while
only hadrons in which the quarks are strongly bound are experimentally accessible.
Since the strong binding effects cannot be accounted for in perturbation theory, modelling of the
binding has a long history, which is as old as the quark model itself. However, with more and more
precise data, model calculations become inadequate, since using a model introduces an uncontrollable
systematic uncertainty, which severely limits the accuracy.
However, for light as well as for heavy quarks one has invented effective field theory methods,
which yield systematic expansions in some small parameter. In these field theories the nonperturbative
input is parametrized as hadronic matrix elements which are universal and can be extracted from other
experimental inputs.
In the following subsections we shall explain first the concept of an effective field theory in general
and apply these methods to weak interactions (expansion in inverse powers of MW ), to heavy quarks
(expansion in inverse powers of 1/mQ).
4.1 What is an effective field theory?
In describing a physical system, one can normally focus on the degrees of freedom that are relevant at
the distance scales under consideration. In particle physics this means that at a given distance scale all
particles that have a Compton wavelength smaller than this particular scale are irrelevant.
In cases where very disparate mass scales appear, it is advantageous to construct an effective
theory [24–29], where the degrees of freedom which become relevant only at much smaller distances (or,
in other words, at much higher energy scales) do not appear explicitly. The most straightforward example
is a heavy particle which cannot be created at an energy scale smaller than its mass; consequently, a
Lagrangian valid at such small energies does not contain this degree of freedom. The fact that this is
possible is ensured by the decoupling theorem proved by Applequist and Carazzone [30], who showed
that — with very few exceptions — heavy degrees of freedom actually decouple at energy scales much
lower than their mass.
Technically the heavy degrees of freedom can be ‘integrated out’, which means that the integration
over these fields in the functional integral is performed. Schematically we can write for the generating





























Here φ is a field with a small mass µ, while Φ is a heavy field with a mass Λ.
For length scales x  1/Λ all interactions due to Φ become local, and hence Leff is a local
effective Lagrangian






L(6)eff (φ) + · · · . (52)
The relevant case for these lectures is that of weak interactions. All weak interactions among
quarks are contained in the electroweak part of the Standard Model and in principle one could perform
all calculations within the framework of the full Standard Model. However, when one considers decay
processes of b hadrons (or even of lighter particles), the relevant scale of such a transition is the mass
of the b quark, i.e., a scale of order mb ∼ 5 GeV, while the full Standard Model also contains very
massive degrees of freedom [the top quark and the weak bosons, with masses of O(100 GeV)], at least
compared with the mass of the b quark. Thus it is advantageous to construct an effective theory from
the full Standard Model in which the weak bosons and the heavy top quark do not appear explicitly any
more [31]. We shall discuss this case in more detail in the next section.
The advantage of using an effective theory instead of the full theory is that many calculations sim-
plify considerably. In particular, as we shall see below, using the renormalization group of the effective
field theory allows us to perform resummations of large terms appearing in the radiative corrections.
The starting point for the construction of an effective field theory is the presence of a large-scale Λ
(usually the mass of a heavy particle), which in the case of weak interactions of hadrons is the mass of the
weak boson MW . The idea is to perform a separation of long- and short-distance contributions to transi-
tion matrix elements. Consider now some field theory (called the ‘full theory’), in which we consider a
transition matrix element from some initial state |i〉 to a final state |f〉. In the case in which these states
involve only energies Ei,f lower than the heavy-scale Λ, we can construct an effective Hamiltionian,
since all effects of interactions from scales above Λ appear local at the typical scales of the states |i〉 and
|f〉. In other words, the transition matrix elements for the interactions originating at the high-scale Λ can








where Ck(Λ) contains the short-distance contribution (i.e., the physics above the scale Λ), and the matrix
elements 〈f |Ok|i〉|Λ of the local operators Ok contain long-distance contributions from scales below Λ.
The sum in (53) in general runs over an infinite set of operators, and hence (53) is only useful if
we can truncate this infinite sum. The effective Hamiltonian is a density and thus has mass dimension
four; hence the mass dimension of the short-distance coefficients Ck(Λ) has to combine with the mass
dimension of the operator in such a way that the total dimension of each term is four. Since the short-
distance coefficients, by definition, do not depend on any long-distance scale2, the mass dimension of
the coefficients Ck(Λ) has to come from powers of the large-scale Λ. In order to simplify the counting
of powers in 1/Λ, it is convenient to factor out an appropriate power of 1/Λ and make the coefficient












where k is the dimension and we have taken into account the possibility that, for fixed dimension k, more
than one operator (labelled by the subscript i) can contribute. In this normalization, the coefficients ck,i
are dimensionless and hence — at least from naive dimensional arguments3 — cannot depend on Λ [32].
2This is of course connected to the fact that long and short distances can be factorized, which is non-trivial. Once factoriza-
tion is proven, the mass dimension of the short-distance coefficients cannot originate from a long-distance scale.
3We shall see below that these naive arguments fail, since in a renormalizable theory the coupling constant, although
dimensionless, depends on a dimensional quantity.
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The sum in (54) is thus ordered according to the dimension of the operatorsOk, and a truncation of
the sum which neglects operators of mass dimension n corresponds to dropping terms of order 1/Λn−4.
Since the matrix elements contain only the long-distance scales of the states, their dimension is given by
the energies of the states. In this way, one may construct a series expansion in powers of Ei,f/Λ. In the
case of weak decays of hadrons this is a series in powers of mhadron/MW which converges rapidly.
In addition to these higher-dimensional operators, in general we still have dimension-four opera-
tors, which define a renormalizable theory, but in an effective theory operators of dimension larger than
four appear in the way described above. However, these operators are not a problem for the renormaliza-
tion of the theory: the dimension-four terms of the effective action define a renormalizable theory, while
all the higher-dimensional operators are suppressed by powers of the large scale, the inverse powers of
which are used as an expansion parameter. Thus these higher-dimensional operators are inserted into the
relevant Green’s functions only as many times as are needed to compute to a definite order in the series
in 1/Λ, and, in a renormalizable theory, a finite number of insertions of higher-dimensional operators
can always be renormalized. A detailed discussion of the subject of renormalization is beyond the scope
of this lecture; a textbook presentation can be found in Ref. [33].
Before considering renormalization and the renormalization group, let us illustrate this idea with
a simple example. If we consider the decay b → c`ν¯`, we can write the amplitude for this process in
the full Standard Model. At tree level, this amplitude contains the propagator of a W boson between
two left-handed currents. This process is depicted in the left Feynman diagram of Fig. 4. The maximal
momentum transferred through this propagator is q2max = (mb−mc)2, which is small compared with the










+ · · ·
]
, (55)
which, in position space, corresponds to an expansion of the W propagator into local terms














+ · · ·
]
δ4(x) . (56)
This corresponds to the simple picture that the ‘range’ of propagation of the W is O(1/MW ), which
becomes local at distance scales of order O(1/mb).
The transition amplitude corresponding to the first term may be written as a local effective Hamil-




(b¯γµ(1− γ5)c)(ν¯`γµ(1− γ5)`) , (57)
corresponding to the Feynman diagram on the right of Fig. 4. In this way one recovers the well-known
Fermi interaction, which is indeed the leading term of a systematic expansion in inverse powers of the
large weak-boson masses.
Fig. 4: Feynman diagram of the full theory (left) and of the effective theory (right). The shaded dot represents the
insertion of the local effective Hamiltonian.
The separation of long and short distances does not require the presence of a degree of freedom




of a mass, and all contributions to a matrix element above µ ≤ Λ can be called short-distance pieces,
while anything below µ belongs to the long-distance part. We may now apply the same arguments used












where the (dimensionless) coefficients ck,i(Λ/µ) contain the short-distance contribution (i.e., the physics
above the scale µ), which may now depend on the ratio Λ/µ. The matrix elements 〈f |Ok,i|i〉|µ contain
the long-distance contributions from scales below µ. In other words, changing µ moves contributions
from the coefficient into the matrix element, and vice versa. The fact that no power corrections of order
1/µ can appear is ensured by the renormalizability of the dimension-four part of the effective theory.
However, µ is an arbitrary scale parameter defining what are called the long- and short-distance
contributions. The requirement that the matrix elements be independent of µ is the origin of the renor-
malization group equations (a modern formulation can be found in Ref. [34]) frequently used in effective-
field-theory calculations. These equations are derived from the requirement that a physical matrix ele-
ment may not depend on this arbitrary scale µ. This has to hold for the matrix element of the effective




〈f |Heff|i〉 . (59)
The effect of a change in µ is twofold. First of all, lowering µ shifts parts of the matrix elements of
the operatorsOk,i into the short-distance coefficients Ck,i; secondly, the operators ‘mix’ under renormal-
ization; this means that, starting at some scale µ, the contribution from a matrix element of an operator
Ok,i turns at some other scale µ′ into a sum of contributions from all the matrix elements of the operators
Ok,j which have the same mass dimension and quantum numbers as the original operator Ok,i4.
In order to derive these equations, we perform the differentiation in (59) using (58). The relations
that we are going to obtain will hold for each power of Λ separately, and to keep things simple we
shall drop the index k labelling the dimension of the operator. Thus, in the following, the operators Oi
are a set of operators which have the same dimension; in fact they have to form a basis closed under
renormalization, i.e., any operator generated by mixing can be written as a linear combination of the























Mixing implies that, under an infinitesimal change in logµ, the operator Oi turns into a linear combina-





































4The fact that mixing occurs only with operators of the same dimension (or at worst with lower-dimensional operators) is
again due to renormalizability [33]. We shall also assume that a mass-independent regularization is used such that operator
mixing appears only among operators of the same mass dimension.
15
ASPECTS OF FLAVOUR PHYSICS
223
As stated above, the operators Oi form a basis for the operators of a fixed dimension, which means
that none of the operators may be written as a linear combination of the others. Consequently, (62) is








cj(Λ/µ) = 0 . (62)
Note that, owing to the definition of the anomalous-dimension matrix (61), the transpose of this matrix
appears in the renormalization group equation (62) for the Wilson coefficients.
The anomalous dimension is a dimensionless quantity and, from a naive point of view, cannot
depend on the mass scale µ, at least in a massless theory. However, in a renormalizable theory there is a
‘hidden’ scale, which is given by the scale dependence of the coupling constant [33]. In other words, in a
renormalizable theory such as QCD one may arrange things in such a way that, for observable quantities,
a change in scale may be compensated by an appropriate change in the masses and the coupling constants
of the theory.
In the following we shall consider the case of massless QCD, which is the case considered through-
out this lecture. In other words, we shall consider only the renormalization group flow induced by strong
interactions. In the case of massless QCD only the strong coupling constant changes with scale. This




αs(µ) = β(αs(µ)) , (63)
where the function β(αs) depends on µ only through αs, which is used as a parameter for a perturbative
expansion of the β function.
Similarly, the anomalous-dimension matrix γkj(µ) depends on µ only through the µ dependence
of the strong coupling constant αs, i.e.,
γij(µ) = γij(αs(µ)) . (64)
Like the β function, the anomalous-dimension matrix will be expanded in powers of the strong coupling.
The coefficients ci depend on µ not only through Λ/µ but also through their dependence on the
coupling αs, since the coupling is scale-dependent in QCD. This means that the total derivative with




























cj(Λ/µ, αs) = 0 , (66)
where we display explicitly the αs dependence of the coefficients ci.
The renormalization group equation is a linear partial differential equation which, for known β
and γjk functions, has unique solutions once initial values of the coefficients at some scale µ0 are given.
The original idea for constructing an effective Hamiltonian was to move the effects of scales above Λ into
the short-distance coefficients ci appearing in (54). This means that the coefficients ci are determined by
comparing the full theory with the effective theory at the scale Λ, which is usually called matching. Thus
the ci in (54) are actually the coefficients at µ = Λ, i.e., ci(Λ/µ = 1, αs(Λ)), and thus the matching




In any practical application, the coefficients ck,i as well as the anomalous dimensions and the β
function are computed in perturbation theory as a series in αs. Thus the coefficients take the general
form




























where we have taken into account the fact that the first non-vanishing terms in the β function are of
second order, and (usually) of first order in the anomalous dimensions. For later use, we quote the
well-known first non-vanishing term of the β function:
β(0) = −2
3
(33− 2nf) , (69)
where nf is the number of active flavours, i.e., the number of quarks with masses below the scale µ. We
shall not go into any more details concerning renormalization and computation of the perturbative series
for the β function and the anomalous dimensions; for this, we refer the reader to textbooks such as [33]
or the review paper [35].
Taking the perturbative expansion as an input for the renormalization group equations, we may
compute the coefficients ci at some lower scale µ. Expanded in a perturbative series, the coefficients
become



















































+ · · · ,
where the superscripts of the coefficients bi denote the power of αs and the power of the logarithm
ln(Λ/µ). In particular, at Λ = µ all the logarithms vanish and we have b(n0)i = a
(n)
i .
However, when we know the perturbative expansion of the renormalization group functions β and
γij , the renormalization group equations allow us to resum the columns of the perturbative result (70).
If we use the first non-vanishing terms β(0) and γ(0)ij , the solution of the renormalization-group equation
contains all orders of αs and performs a resummation of all contributions with coefficients bnnk,i , where the
power of the logarithm is equal to the power of αs. This is called the leading-logarithmic approximation
(LLA). For the case where only a single operator with dimension k appears (i.e., no mixing can occur),
we can solve the renormalization group equation to obtain






Note that in this case the matching calculation needs to be performed only at tree level, which means
that only the coefficient b00i is needed. Taking as the expansion parameter, for example, αs(Λ) one
immediately reproduces the first column of (70) in terms of β(0) and γ(0).
Going beyond the LLA requires us to know the next term in the perturbative expansion of the
renormalization group functions β and γij . If, in addition to this, the next term of the expansion of ci
(which is the coefficient b10k,i) is known, one can resum the second column of (70), i.e., one can sum the
terms involving the coefficients bnn−1i .
17
ASPECTS OF FLAVOUR PHYSICS
225
4.2 Effective Hamiltonian for weak interactions
In this section we shall discuss the effective Hamiltonian relevant to decays of bottom hadrons. In a
similar way one may also obtain the effective Hamiltonian for charm and strange hadron decays but we
shall concentrate here on the decays of bottom hadrons.
Since the top quark and the weak bosons have masses of the same order, we may integrate out
these particles at the same scale, which we choose to be the scale MW . In the following subsections, we
shall collect the relevant formulae for the various weak transitions of the bottom quark.
4.2.1 Effective Hamiltonian for semileptonic processes
Semileptonic processes are mediated by operators involving one hadronic and one leptonic current. In-




(U¯LγµVCKMDL) (e¯Lγµν¯e,L + µ¯Lγµν¯µ,L + τ¯Lγµν¯τ,L) + h.c. , (72)
where any operator involving the top quark is simply omitted and the matrix notation introduced earlier
is understood. For the semileptonc decays of bottom hadrons we obtain explicitly
Heff(b→ c`ν¯`) = 4GF√
2
Vcb (c¯LγµbL)
(¯`Lγµν`,L)+ h.c. , (73)




These results hold at tree level, i.e., at leading order in the strong coupling αs. When (73) (74) are in-
terpreted as local operators multiplied by Wilson coefficients, these coefficients (after factoring out the
common factor GF /
√
2 and the CKM factors) are simply unity. Furthermore, since in the limit of van-
ishing quark masses both the axial-vector and the vector current are conserved, the operators appearing in
the effective Hamiltonians for semileptonic transitions do not have an anomalous dimension in full QCD,
owing to current conservation. This means that no large logarithms of the form (αs/pi) ln(M2W /µ
2) can
appear.
4.2.2 Effective Hamiltonian for non-leptonic processes
Non-leptonic processes are mediated by operators involving two hadronic currents. In the same way as




(U¯LγµVCKMDL) (D¯LγµV †CKMUL)+ h.c. (75)
This yields as the effective Hamiltonian for non-leptonic decays of bottom hadrons:








+ h.c. , (76)




cs (c¯LγµbL) (s¯LγµcL) + h.c. , (77)




us (c¯LγµbL) (s¯LγµuL) + h.c. , (78)








+ h.c. , (79)
















cs (u¯LγµbL) (s¯LγµcL) + h.c. , (81)




us (u¯LγµbL) (s¯LγµuL) + h.c. , (82)









These results have to be interpreted as the tree-level matching for the relevant operators that the effec-
tive Hamiltonian consists of. The current–current operators appearing in the effective Hamiltonian are
dimension-six operators and, as discussed earlier, the renormalization of these operators induces mixing
with other operators of dimension six.
The simplest case is when four different flavours are involved. As an example, we study the
transition b → cu¯d. Owing to the fact that all quarks have to be left-handed, we can have only two











where i, j = 1, 2, 3 are the colour indices of the quarks. The effective Hamiltonian is then given by




ud [C1(µ)O1(µ) + C2(µ)O2(µ)] + h.c. , (86)
where the coefficients C1 and C2 are determined from the renormalization group equations as discussed
above. These have been calculated in Ref. [36] to leading logarithmic accuracy, and a detailed discussion
of the next-to-leading logarithms can be found in Ref. [35].
Fig. 5: Feynman diagrams for the calculation of the anomalous dimension (87). Self-energy diagrams are omitted.
The calculation of the anomalous-dimension matrix involves the diagrams depicted in Fig. 5. It is
clear from the colour flow in the diagram that the two operators O1 and O2 will mix under renormaliza-
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Using this result together with the leading order term of the β function given in (68) and (69) we can
solve the renormalization group equations (66) with the initial condition
C1(MW ) = 0 and C2(MW ) = 1 , (88)



























The typical scale for the matrix elements is the b quark mass, and hence we evolve the coefficients down
to mb. At mb, the values of the coefficients are
C1(mb ∼ 5 GeV) ≈ −0.25 C2(mb ∼ 5 GeV) ≈ 1.1 , (91)
indicating that the QCD corrections are sizeable.
We can discuss the transitions b → cu¯s, b → cu¯s, b → uc¯s, and b → uc¯d in the same way, with
the corresponding replacements in the operators O1 and O2.
For all other decay modes, we have a quark–antiquark pair of the same flavour involved. These
operators differ in their flavour structure: while in the operators previously analysed four quark flavours
(two up-type flavours and two down-type flavours) change by one unit, in this case only two flavours
(either two up-type or two down-type flavours) change by one unit. For these transitions, we have more
dimension-six operators mixing with the initial operator. We shall discuss this issue by studying the
quark transition b→ s, which involves two four-quark operators b→ uu¯s and b→ cc¯s.
Fig. 6: QCD penguin diagrams for the transiton b→ s. Here q is any of the active quarks q = u, d, s, c, b.
In this case the c quarks and the u quarks can form a loop and, together with the emission of
a gluon, we can have the diagrams depicted in Fig. 6. The contribution to the effective Hamiltonian
consists of the four-quark operators discussed above, which are
Q1 = (c¯L,iγµbL,j) (s¯L,jγµcL,i) , (92)
Q2 = (c¯L,iγµbL,i) (s¯L,jγµcL,j) , (93)
P1 = (u¯L,iγµbL,j) (s¯L,jγµuL,i) , (94)
P2 = (u¯L,iγµbL,i) (s¯L,jγµuL,j) (95)
for the c and u quarks; there will be further operators which the original operators given in (77) and (80)












Table 1: Values of the Wilson coefficientsCi(µ) at three different scales of the order of the b quark mass, evaluated
with the one-loop β function and the leading-order anomalous-dimension matrix (101), taking ΛQCD = 225 MeV.
Ci(µ) µ = 10.0 GeV µ = 5.0 GeV µ = 2.5 GeV
C1 0.182 0.275 0.40
C2 −1.074 −1.121 −1.193
C3 −0.008 −0.013 −0.019
C4 0.019 0.028 0.040
C5 −0.006 −0.008 −0.011









This contribution to the effective Hamiltonian for b→ s = b→ s(u¯u+ c¯c) takes the form





cd [C1(µ)Q1(µ) + C2(µ)Q2(µ)]







The renormalization group equation allows us to calculate the Wilson coefficients of all the op-
erators. Note that Q1 and P1 have the same coefficient in the same way as Q2 and P2, such that the





−2 6 0 0 0 0
6 −2 −2/9 2/3 −2/9 2/3
0 0 −22/9 22/3 −4/9 4/3
0 0 6− (2/9)nf −2 + (2/3)nf −(2/9)nf (2/3)nf
0 0 0 0 2 −6
0 0 −(2/9)nf (2/3)nf −(2/9)nf −16 + (2/3)nf

, (101)
where the upper left corner of this matrix has been considered already and yields the Wilson coefficients
of the operators Q1, P1 and Q2, P2. Here, nf denotes the number of ‘active’ flavours.
The solution for the coefficients Ci(µ) cannot be given in a simple analytical form any more.
When the coefficients are evolved from MW down to mb the numerical values of the coefficients given
in Table 1 are obtained.
All other flavour combinations (which are the b → cc¯d, b → uu¯s and b → uu¯d transitions) have
the same Wilson coefficients and differ from the example discussed above only in the CKM factors and
the flavours entering the four-quark operators.
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Table 2: Leading-log values of the Wilson coefficients Ci(µ) at the scale µ = mb = 4.4 GeV for ΛQCD =
225 MeV and mt = 170 GeV; α is the electromagnetic coupling. The values are taken from Ref. [35].






Finally we can also have so-called electroweak penguin operators, which are like the QCD penguins
shown in Fig. 6, but with the gluon replaced by an electroweak boson, i.e., a photon or a Z0. Although at
first sight these contributions seem to be small owing to the smaller electroweak coupling, they can have
a sizeable effect for down-type quarks owing to the large top-quark mass [43]. The structure of these
operators is similar to that of the QCD penguins, but the couplings differ. For the decay of a bottom
quark, we obtain






































where eq is the charge of the quark q in units of the electron charge. Analogously, we can write the
contributions for b → d transitions by making the replacement s → d, but these amplitudes are CKM
suppressed relative to b → s by a factor Vtd/Vts. The Wilson coefficients have been calculated to the
next-to-leading logarithms and their values can be found in Ref. [35]. In Table 2, we give their values to
leading logarithmic accuracy.
Electroweak penguins also appear in the decays of strange hadrons. Again we will not show the
resulting effective interactions in detail here; rather we refer the reader to reviews [35] and to textbooks
[29].
4.2.4 Radiative and (semi)leptonic flavour-changing neutral-current processes
Another important class of ∆F = ±1 processes is flavour-changing neutral-current (FCNC) processes
with photons and leptons [44, 45]. As has been discussed above, such processes cannot happen at tree
level in the Standard Model, but they are allowed at the one-loop level, going through two charged-
current vertices. An example of loop diagrams leading effectively to flavour-changing neutral currents,




Fig. 7: Flavour-changing neutral-current loops for b → sγ. Self-energy like diagrams are omitted. The third
diagram contributes through its mixing.
Although these loop diagrams look divergent superficially, they actually lead to a convergent result
once the summation over the flavours of the intermediate quark is performed. Considering again the
transition b→ sγ, we can write the amplitude as
A(b→ sγ) = VubV ∗usf(mu) + VcbV ∗csf(mc) + VtbV ∗tsf(mt) , (107)
where f(m) is the result of the loop integration, which depends on the quark mass m of the intermedi-
ate up-type quark. Any contribution which is the same for all intermediate quarks (i.e., a contribution
independent of the quark mass) will cancel: if the quark masses of the up-type quarks were degenerate,
mu = mc = mt = m the amplitude would vanish owing to CKM unitarity, i.e.,
A(b→ sγ) = f(m) [VubV ∗us + VcbV ∗cs + VtbV ∗ts] = 0 , (108)
which means that the amplitude is finite and proportional to the mass splitting of the up-type quarks,
leading to an amplitude in our example roughly proportional to m2t . This is the essence of the GIM
mechanism of the Standard Model, where FCNC processes are suppressed by loop factors 1/(16pi2).
Since mass splitting in the up-quark sector is large, and mt/MW is of order unity, there is no additional
suppression due to the ratio of the mass splitting over the weak boson mass.
Similar arguments hold for the FCNC transitions of s quarks, while for t or c quarks the interme-
diate quark is of the down type. Since the mass splitting between the down-type quarks is much smaller,
the GIM suppression for FCNC processes of up-type quarks is much more effective than for down-type
quarks.
We can now proceed to apply the machinery of effective field theories to these processes. As
above, we integrate out modes with masses of the order of those of the top quark and the weak boson. In
total, we obtain the following for the contribution to the effective Hamiltonian:


















Note that these contributions are proportional to the b quark mass, originating from the helicity flip of
the b quark. The corresponding Wilson coefficients at MW are obtained by calculating the diagrams
depicted in Fig. 7. Since the top quark appears in these diagrams, the results will be functions of the ratio
m2t /M
2
W . These functions are called the Inami–Lim functions [46], and are, in the case at hand,
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Fig. 8: Contributions to b→ s`+`−











where x = m2t /M
2
W .
We can discuss FCNC quark-level processes involving leptons in the same way. We first consider
the quark transition b → s`+`− where ` = e, µ or τ . The relevant diagrams are shown in Fig. 8. Using
the effective-field-theory picture and integrating out both the heavy top quark and the heavy weak bosons,
we obtain two contributions
















(s¯ Lγµb L)(¯`γµγ5`) . (116)
The Wilson coefficients appearing in the effective Hamiltonian are obtained by calculating the



















where x = m2t /M
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As in the case of the other operators, we may obtain the expressions for the b → d`+`− and
s→ d`+`− transitions by the appropriate replacements.
The renormalization of these operators now involves also the operators Oi and Pi considered
earlier. Diagrams such as those shown in Fig. 9 induce a mixing between the tree operators and the
operators for b → sγ and b → s`+`−. To perform this renormalization we have to introduce a 10 × 10




Fig. 9: Example of a diagram leading to a mixing between O2 and O7
Table 3: Values of the Wilson coefficients Ci(µ) for rare FCNC decays at three different scales of the order of the
b quark mass. We have defined C9 = (α/(2pi))Cˆ9. The values are taken from Ref. [35].
Ci(µ) µ = 2.5 GeV µ = 5 GeV µ = 10 GeV
Ceff7 −0.334 −0.299 −0.268
Ceff8 −0.157 −0.143 −0.131
Cˆ9 1.933 1.788 1.494
mixing with the new operators. We shall not display this matrix here and refer the reader to the review
[35].
It should be noted that the mixing of the operators O1, · · · , O6 into O7 and O8 depends on the
regularization-scheme [47], and it is convenient to introduce, instead of the scheme-dependent coeffi-
cients C7 and C8, the scheme-independent ones








where the coefficients ri and si depend on the regularization scheme. However, this is relevant only once
next-to-leading-logarithms are included and we shall not discuss this any further; details can be found in
Ref. [35].
By solving the renormalization group equation (66) with this anomalous-dimension matrix, we
obtain the values for the Wilson coefficients shown in Table 3 [48].
It can be shown that C10 is not renormalized. Thus the numerical value is the same at all scales
and is C10(µ) = C10(MZ) = 4.69 for a top-quark mass of 174 GeV.
Finally, we may also discuss decays into a pair of neutrinos, e.g., the process b→ s∑ ν¯ν, where
the sum runs over the three neutrino species [49]. Here we may safely ignore the mass of the neutrinos

















and the Wilson coefficient























Note that the left-handed current (s¯LγµbL) is a conserved current in QCD, and so the operator P does
not renormalize under QCD; thus
C ′(µ) = C ′(MW ) = 0.008 . (127)
4.3 ∆F = 2 processes: particle–antiparticle mixing
Although the effect of particle–antiparticle mixing is not related to the phenomenon of CP violation, it
is often mentioned in this context, and we shall give an outline of the effect here. Particle–antiparticle
mixing has been observed in all flavoured neutral particle–antiparticle systems, i.e., in the K0–K0 the
B0–B0 and recently also in the D0–D0 and Bs–Bs systems.






















and discuss the common features first.
Second-order weak interactions can mediate transitions with ∆F = 2, in which case we can have
transitions between H and H . A state prepared as a pure H state will develop a component of the state
H after some time t, and thus we have to consider the time evolution of the system consisting of H and
H . Thus we have to consider the state
|ψ(t)〉 = a(t)|H〉+ a(t)|H〉 , (129)



















whereM and Γ are Hermitian 2 × 2 matrices. Note that the ‘Hamiltonian’ appearing in (130) is non-
Hermitian owing to the fact that H and H can decay and thus probability cannot be conserved in the
simple 2× 2 space spanned by H and H .














H − En + i
+ · · · , (131)
where the ellipsis denotes higher orders in Hweak, which we do not consider here. We use H1 ≡ H and
H2 ≡ H to simplify the notation.








− ipiδ(ω) , (132)






〈Hi|Hweak|n〉〈n|Hweak|Hj〉(2pi)δ(m(0)H − En) (133)




BothM and Γ are Hermitian and so we haveM12 =M∗21 andMii =M∗ii, as well as Γ12 = Γ∗21
and Γii = Γ∗ii. Furthermore, CPT invariance requires the two diagonal elements to be equal, and thus the




(M11 − (i/2)Γ11 M12 − (i/2)Γ12
















If CP were conserved, we would have p = q and — using our freedom to chose the relative phase
between H and H — we would end up with p and q being real. The eigenstates of the ‘Hamiltonian’
M− (i/2)Γ would be the CP eigenstates
|H+〉 = 1√
2
(|H〉 − |H〉) |H−〉 = 1√
2
(|H〉+ |H〉) . (136)
However, this is only true if the coupling constants appearing in the effective Hamiltonian are real
in a suitable basis for the fields. If phases appear, for example through imaginary parts of the CKM
factors, one cannot make these matrix elements real, and hence the eigenstates are not eigenstates of CP.
Even without CP invariance, we can still calculate the eigenstates ofM− (i/2)Γ, which become
|Hshort〉 = 1√|p|2 + |q|2 (p|H〉 − q|H〉) , (137)
|Hlong〉 = 1√|p|2 + |q|2 (p|H〉+ q|H〉) . (138)
The difference of the two eigenvalues mshort − (i/2)Γshort and mlong − (i/2)Γlong is given by







































such that a state that is a pure H state at t = 0 evolves as
|ψ(t)〉 = g+(t)|H〉+ p
q
g−(t)|H〉 . (142)
The calculation ofM−(i/2)Γ is generally not an easy task. Studying the relevant quark diagrams,
we find that the ∆F = 2 effects are induced by box diagrams of the type depicted in Fig. 10. In particular,
the imaginary parts relevant to CP violation appear as a result of the irreducible phase in the CKM matrix.
The question of which effects are phenomenologically relevant and of how to calculate or estimate them,
depends on the particular system under consideration.
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Fig. 10: Box diagrams mediating ∆F = ±2 transitions. Only the case of a B0 → B0 transition is shown. For a
K0 → K0 transition the b quark has to be replaced by an s quark. Similarly, for a Bs → Bs transition the d quark
has to be replaced by an s quark.
We shall consider mainly the system of neutral B mesons, where we may obtain precise estimates
of the mixing parameters and of the CP violation induced by this effect. The main advantage is that
the ∆B = ±2 contributions are dominated by the top quark, since its CKM suppression through the
factor (VtdV ∗tb)
2 ∼ λ6 is much weaker. Furthermore, the CKM factors of the other contributions are
comparable, and consequently the large top-quark mass wins in the case of theB mesons. Thus the main
conclusion is that the mixing of the B mesons is dominated by short-distance contributions.
Furthermore, the lifetime differences in the Bd meson system are small, since the absorptive part
Γ12 is strongly CKM suppressed, such that one may equate Γlong to Γshort in the formula (141) for the
time evolution of the neutral Bd states. The lifetime differences can be calculated using the heavy-mass
expansion and are known even to next-to-leading-logarithmic accuracy [50].
For the Bs mesons, the lifetime differences have been estimated to be larger than in the Bd system
[50], but we shall not discuss this matter here since the lifetime differences are still relatively small,
roughly ∆Γ/Γ ∼ 10%.
If we neglect the lifetime differences, the formulae for the time evolution simplify considerably.































where we have defined the average mass M = (mlong + mshort)/2 and the mass difference ∆m =
|mlong −mshort|.







= exp(iΦM ) , (144)
where ΦM is the weak mixing phase, coming from the CKM factors of the ∆B = 2 effective Hamilto-



























The quantity ∆m can be computed in the effective-field-theory approach, since it is dominated
by short-distance effects, namely those of the W boson and the top quark. Evaluating the box diagrams
shown in Fig. 10 we obtain the following for the mixing in the Bd system:















O∆B=2 = (d¯γµ(1− γ5)b)(d¯γµ(1− γ5)b) ; (147)
the function F (xt) is the same as for the ∆S = 2 Hamiltonian. The QCD coefficient η′1 depends in
general on the scheme and scale of renormalization. Using the so-called scale- and scheme-independent
definition of this parameter, we obtain, at next-to-leading-order accuracy [35],
η1 = 0.551 . (148)
In order to obtain the mass difference one has to calculate the matrix elements of the effective








The remaining task is to evaluate the matrix element of the local operator O∆B=2 which contains the
necessary non-perturbative information. It has become customary to parametrize this matrix element by





where the ‘bag factor’BB is unity in naive factorization. In the scheme- and scale-independent definition
(which has been used already for the QCD coefficient η′1),
BB = [αs(µ)]−6/23BB(µ) . (151)
The values of the nonperturbative parameters can be obtained from a lattice simulation, the currently





(244± 26) MeV for the Bd
(295± 29) MeV for the Bs , (152)
which can be used to extract values for |V ∗tdVtb| and |V ∗tsVtb| from the measured values of ∆md and ∆ms.
4.4 Heavy-quark expansion
In the following paragraphs we give an outline of the methods which are based on the fact that the mass
of the bottom and the charm quark is large compared to the scale ΛQCD determining the light degrees
of freedom in a heavy hadron. We shall establish the possibility to perform an expansion in powers of
ΛQCD/mQ where mQ is the mass of the heavy quark.
4.4.1 Heavy-quark effective theory
Another example of an effective field theory is the effective theory for heavy quarks (heavy-quark effec-
tive theory, HQET)5. This effective theory describes a quark with a mass mQ much larger than ΛQCD,
the scale parameter of QCD. In this case the mass of the heavy quark is still a perturbative scale such that
αs(mQ) is small enough to allow a perturbative treatment.
Unlike in the Fermi theory of weak interactions, where the heavy particles (the top quark and the
W boson) do not appear any more in the effective field theory, in HQET there is still a remnant of the
heavy quark at scales below mQ. In QCD, flavour numbers are conserved, and hence a heavy quark with
a definite flavour cannot decay and thus is present at any scale. What remains at scales much less than
mQ is a static source of colour [61], which acts much like the heavy proton inside a hydrogen atom.
This heavy-mass limit, which has been known since the 1930s [62], can be formulated as an
effective theory. In addition, one can construct the effective Hamiltonian explicitly by integrating out
5The original articles on this subject are found as Refs. [51–56], review articles as Refs. [57–59], and a textbook presentation
is given in Ref. [60].
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heavy degrees of freedom from the functional integral of QCD Green’s functions. This integration may
be performed explicitly [63], since in the case at hand it amounts to a Gaussian functional integration.
We start from the generating functional of the QCD Green’s functions




iS + iSλ + i
∫
d4x (η¯Q+ Q¯η + φλλ)
}
, (153)
where φλ = q, Aaµ denotes the light degrees of freedom (light quarks q and gluons Aµ) with an action
Sλ, while S denotes the piece of the action for the heavy quark Q, including its coupling to the gluons,
S =
∫
d4x Q¯(i /D −mQ)Q , (154)
where
Dµ = ∂µ + igAµ (155)
is the covariant derivative of QCD. We have introduced source terms η for the heavy quark and λ for the
light degrees of freedom.
We shall consider hadrons containing a single heavy quark, and we assume that this heavy hadron




, v2 = 1, v0 > 0 . (156)
The way to proceed is along the lines of the non-relativistic reduction of the Dirac equation: the velocity









(1− /v)Q , /vχv = −χ , (158)
and to define a decomposition of the covariant derivative into a ‘longitudinal’ and a ‘transverse’ (⊥) part






= 0 . (159)





φ¯{i(v ·D)−mQ}φ− χ¯{i(v ·D) +mQ}χ+ φ¯i /D⊥χ+ χ¯i /D⊥φ
]
. (160)
The heavy quark in a meson is very close to being on shell, and thus the space–time dependence of the
heavy-quark field is mainly that of a free particle moving with velocity v. This suggests a reparametriza-
tion of the fields by removing the space–time dependence of a solution of the free Dirac equation. We
shall choose the ‘particle-type’ parametrization, where we pick out the ‘positive-energy solution’ of the
Dirac equation
φv = e−imQ(v·x)hv , χv = e−imQ(v·x)Hv , (161)
such that the space–time dependence of the remaining fields hv and Hv is determined by the residual
momentum k = p −mQv, which is due to binding effects of the heavy quark inside the heavy hadron
and is a ‘small’ quantity of order ΛQCD.











The term containing the sources is also rewritten in terms of the fields hv and Hv:∫
d4x (η¯ψ + ψ¯η) =
∫
d4x (ρ¯vhv + h¯vρv + R¯vHv + H¯vRv) , (163)
where ρv and Rv are now source terms for the upper-component field hv and the lower component part
Hv, respectively.
In terms of the new variables, the generating functional reads





iS + Sλ + i
∫
d4x (ρ¯vhv + h¯vρv + R¯vHv + H¯vRv + φλλ)
}
, (164)
where the action S for the heavy quark is given in (162).
From (162) it is obvious that the heavy degree of freedom is the lower-component fieldHv, since it
has a mass term 2mQ, while the upper component field hv is a massless field describing the static heavy
quark. In the heavy-mass limit only the Green’s functions involving the field hv have to be calculated,
and hence we integrate over Hv in the functional integral (164) with the sources of the lower-component
field Rv and R¯v set to zero. This can be done explicitly, since it is a Gaussian integration





















h¯+v i(v ·D)h+v − h¯+v /D⊥
(
1







Note that this is a formal way of writing the action, since 1/(i(v · D) + 2mQ − i) is a non-local







for the lower component field. The Gaussian integration yields a determinant ∆. In the full theory, one
may also perform this Gaussian integration, and the determinant obtained contains all closed loops of
heavy quarks. After renormalization of the full theory, their contribution starts at order 1/m2 with a term
corresponding to the leading contribution to the Uehling potential [64]. In the effective theory, one may
take the determinant ∆ to be a constant, if the terms of order 1/m2Q and higher coming from the closed
heavy-quark loops are included by matching to the full theory. Since we shall discuss only the leading
term of the 1/mQ expansion in this section, we may drop the determinant in what follows.
The non-locality of the action functional is connected to the large scale set by the heavy-quark
mass, and the non-local terms may be expanded in terms of an infinite series of local operators, which
have increasing powers of 1/mQ. In the context of a field theory, this corresponds to a short-distance
expansion and hence these operators have to be renormalized. The tree-level relations may be read off
from the geometric-series expansion of the non-local term in (166). In this way, we obtain the expansions
























(−ivD) /D⊥ + · · ·
]
hv , (168)















+ · · · . (169)
The two expressions (169) and (168) can be used to express any matrix element involving heavy-quark
fields and heavy-quark states as an expansion in 1/mQ. As an example, consider a matrix element of
a current q¯ΓQ mediating a transition between a heavy meson and some arbitrary state |A〉. Using the
expansion of the full QCD field (168) and the corresponding expansion of the Lagrangian (169), we have,
up to order 1/mQ,





where L1 is the 1/m corrections to the Lagrangian as given in (169). In addition, |M(v)〉 is the state of
the heavy meson in full QCD, including all of its mass dependence, while |H(v)〉 is the corresponding
state in the infinite-mass limit.
Equation (170) displays the generic structure of the higher-order corrections as they appear in any
HQET calculation. There will be local contributions coming from the expansion of the full QCD field;
these may be interpreted as the corrections to the currents. The non-local contributions, i.e., the time-
ordered products, are the corrections to the states and thus, in the right-hand side of (170), only the states
of the infinite-mass limit appear.
The derivation given above is not the only possible way to construct the infinite-mass limit. An-
other possibility is to use the so-called Foldy–Wouthuysen transformation [65], which is used to construct
the non-relativistic limit of the Dirac equation. Using this transformation [66] yields a different expan-
sion for the Lagrangian than the one given in (169), but the expansion of the fields also turns out to be
different from (168). However, the relevant quantities are the transition matrix elements and one can
show that the two approaches yield the same result for physical quantities.
4.4.1.1 Heavy-quark symmetries
One of the main impacts of the heavy-quark limit is due to two additional symmetries which are not
present in full QCD [51, 53]. These symmetries restrict the long-distance contributions in a model-
independent way.
The first symmetry is the heavy-flavour symmetry. The interaction of the quarks with the gluons is
flavour independent; all flavour dependence in QCD is due only to the different quark masses. To leading
order in 1/m, the Lagrangian (169) is mass-independent and hence a flavour symmetry relating heavy
quarks moving with the same velocity appears.
For the case of two flavours b and c we have, to leading order, the Lagrangian
Lheavy = b¯v(v ·D)bv + c¯v(v ·D)cv , (171)
where bv and cv are the field operator hv for the b and c quarks, respectively. This Lagrangian is obviously













We have put a subscript v on the transformation matrix U , since this symmetry relates only heavy quarks
moving with the same velocity.
The second symmetry is the heavy-quark spin symmetry. As is clear from the Lagrangian in
the heavy-mass limit, both spin degrees of freedom of the heavy quark couple in the same way to the
gluons. In fact like in QED the interaction of the heavy-quark spin with the chromomagnetic field ~B is




h¯v ~σ · ~B hv (173)
and thus vanishes in the heavy mass limit.
For mQ → ∞ the rotations of the heavy-quark spin become a symmetry, which is again an
SU(2) symmetry. As a consequence, all heavy hadrons have to fall into multiplets of this heavy-quark
spin SU(2); since the heavy hadrons we are considering here contain only a single heavy quark, only
doublets will appear.
Standard group theory may be applied to these symmetries. For example, the Wigner–Eckart theo-
rem can be applied leading to interesting statements about form factors. As an example, the pseudoscalar
and vector ground states of a heavy meson form such a spin-symmetry doublet. It is useful to write these
states in terms of their spinors, and the corresponding coupling of the spins of the heavy and the light










mH/(/v − 1) for the vector meson, (175)
where the two indices of the matrices correspond to the indices of the heavy quark and the light anti-
quark, respectively.
The Wigner–Eckart theorem for the heavy-quark spin symmetry is easily fomulated in terms of
these matrices. If H(v) denotes either H(v) or H∗(v, ) and if |H(v)〉 is the corresponding state, we
have for any heavy-to-heavy transition current, using the representation matrices on the right-hand side:
〈H(v′)|h¯v′Γhv|H(v)〉 = ξ(v · v′) Tr
{H(v′)ΓH(v)} , (176)
where Γ is some arbitrary combination of Dirac matrices. Equation (176) is one of the most important
results of heavy-quark symmetry in the mesonic sector, since it relates every matrix element of heavy-
to-heavy currents between two heavy mesons to a single form factor, called the Isgur–Wise function
ξ.
Furthermore, since the current
jµ = h¯vγµhv (177)
generates the heavy-flavour symmetry, we have a normalization statement for the Isgur–Wise function
ξ(v · v′ = 1) = 1 (178)
since the generators of a symmetry have to have normalized matrix elements.
Treating both the charm and the bottom quark as heavy static quarks, we find that only a single,
normalized form factor describes the exclusive decays B → D`ν¯` and B → D∗`ν¯`, which opens the
possibility of a model-independent determination of the CKM matrix element Vcb; we shall discuss this
when looking at sample applications.
In the heavy-mass limit, the spin-symmetry partners have to be degenerate and their splitting has
to scale as 1/mQ. From the Lagrangian given above, we can derive the mass relation for the heavy
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ground-state mesons up to terms of order 1/mQ,
mH = mQ + Λ¯ +
1
2mQ
(λ1 + dHλ2) +O(1/m2Q) , (179)
where dH = 3 for the 0− meson and dH = −1 for the 1− meson. The parameters Λ¯, λ1 and λ2 corre-














where the normalization of the states has been chosen to be 〈H(v)|h¯vhv|H(v)〉 = 2MH = 2(mQ + Λ¯)6
These parameters may be interpreted as the binding energy of the heavy meson in the infinite mass
limit (Λ¯), the expectation value of the kinetic energy of the heavy quark (λ1), and its energy due to the
chromomagnetic moment of the heavy quark (λ2) inside the heavy meson. The latter two parameters
play an important role since they parametrize the non-perturbative input needed in the subleading order
of the 1/mQ expansion.
Heavy-quark symmetries also allow us to make statements about the behaviour of subleading
terms. One of the most important results related to the 1/m corrections is called Luke’s theorem [67].
It is a generalization of the Ademollo–Gatto theorem [68], which states that in the presence of explicit
symmetry breaking, the matrix elements of the currents that generate the symmetry are still normalized
up to terms which are second-order in the symmetry-breaking interaction.
For the case at hand this means that the normalization statement for the currents related to the
generators of the heavy spin-flavour symmetry (i.e., vector and axial vector currents) receive only cor-










the correction to the form factor normalization will be proportional to (ΛQCD/µ)2 ∼ (ΛQCD/mc)2.
4.5 Inclusive decays
For inclusive decays one may also set up a heavy-quark expansion. However, when considering differ-
ential rates it depends on the regions of phase space whether we can use a standard operator product
expansion in terms of local operators or if we have to use a light cone expansion as in deep inelastic
scattering.
4.6 Standard heavy-quark expansion for inclusive decays
Inclusive decays of heavy hadrons can also be described using effective-field-theory methods [69–74]7.
The method is set up in close analogy to deep inelastic scattering and relies on the operator product
expansion [32]. The result is an expansion in inverse powers of the heavy-quark mass for inclusive rates
6Instead of λ1 and λ2 the parameters µpi and µG are used. To leading order in the 1/mb and αs expansion the two
parameters are equivalent and µ2pi = −λ1, µ2G = 3λ2.





and also for spectra. We shall discuss applications of this method in some detail in later sections; here
we shall outline only the theoretical ingredients.
The effective Hamiltonian for a transition in which a heavy flavour (represented by the quark field
Q) changes by one unit contains a single Q-quark field, the mass of which sets a large scale. Thus the
effective Hamiltonian takes the form
Heff = Q¯R , (184)
where R is other field operators of, for example, light quarks, photons, or leptons.
The inclusive decay rate for a heavy hadronH containing the quarkQmay be related, via unitarity









d4x 〈H(v)|T{Heff(x)H†eff(0)}|H(v)〉 , (185)
where |X〉 is the final state, which is summed over to obtain the inclusive rate.
In order to exploit the fact that mQ is a scale large compared with ΛQCD, we perform the same
field redefinition as we did when deriving the Lagrangian for HQET [see (161)],
Qv = e−imQ(v·x)Q . (186)
This leads to
Γ ∝ 2 Im
∫
d4x e−imQvx 〈H(v)|T{H˜eff(x)H˜†eff(0)}|H(v)〉 , (187)
where
H˜eff = Q¯vR . (188)
This relation exhibits the similarity between cross-section calculation for deep inelastic scattering and
this approach to total rates. In deep inelastic scattering, there appears a large scale, which is the momen-
tum transfer q to the leptons, while here the mass of the heavy quark appears as a large scale. However,
in deep inelastic scattering the momentum transfer is in the deep Euclidean region −q2  ΛQCD, while
in the case of the decay of a heavy hadron this vector is in the Minkowskian region (mQv)2  ΛQCD. A
strict proof of the operator product expansion exists only in the deep Euclidean region, and the analytic
continuation to the Minkowskian region could introduce problems, which have been discussed recently
in the context of duality violations. We shall not discuss this question here any further; rather, we refer
the interested reader to recent reviews [78–80].
After the phase redefinition, the remaining matrix element does not involve large momenta of the
order of the heavy-quark mass any more, and hence a short-distance expansion becomes useful if the
mass mQ is large compared with the scale Λ¯ determining the matrix element. The next step is thus to
perform an operator product expansion, which has the general form∫








where the On are operators of dimension n, with their matrix elements renormalized at scale µ, and Cˆn
are the corresponding Wilson coefficients.
In order to compute the total rate, we have to take a forward matrix element with the decaying
heavy hadron, i.e.,









ASPECTS OF FLAVOUR PHYSICS
243
which shows that this expansion still does not yield the full expansion in inverse powers of the heavy
mass, since the state |H(v)〉 is that of full QCD and thus still has a dependence on the heavy mass. In
order to obtain the complete expansion in inverse powers of the heavy mass, we have to use the methods
of HQET as described in the previous section and expand every matrix element in 1/mQ. However, it has
been argued that it is in fact advantageous to omit the HQET expansion and to treat the matrix elements
as phenomenological parameters [81].
The lowest-order terms of the operator product expansion are the dimension-three operators. Ow-
ing to Lorentz invariance and parity there are only two combinations which can appear, namely Q¯v/vQv
and Q¯vQv. Note that the operators Qv differ from the full QCD operators only by a phase redefinition,
and hence Q¯v/vQv = Q¯/vQ and Q¯vQv = Q¯Q. The first combination is proportional to the Q-number
current Q¯γµQ, which is normalized even in full QCD, while the second combination differs from the
first one only by terms of order 1/m2Q:










Qv +O(1/m3Q) , (191)
where Gµν is the gluon field strength.
Thus the matrix elements of the dimension-three contribution are known; in the standard normal-
ization of the states this implies
〈H(v)|O3|H(v)〉 = 〈H(v)|Q¯v/vQv|B(v)〉 = 2mH , (192)
where mH is the mass of the heavy hadron. To lowest order in the heavy-mass expansion we may
furthermore replace mB = mQ and hence we may evaluate the leading term in the 1/mq expansion
without any hadronic uncertainty. The evaluation of the corresponding Wilson coefficient yields the
result that this coefficient is the free-quark decay rate. In this way the naive ansatz, namely that of using
the decay rate of a free heavy quark (i.e., the parton model) as an approximation to the total decay rate
of a heavy hadron, turns out to be the leading term of a 1/mQ expansion.
A dimension-four operator contains an additional covariant derivative, and thus we have matrix
elements of the type
〈H(v)|O4|H(v)〉 ∝ 〈H(v)|Q¯vΓDµQv|H(v)〉 = AΓvµ . (193)
Since the equations of motion apply to this tree-level matrix element, we find that the constant AΓ has
to vanish, and thus there are no dimension-four contributions. This statement is completely equivalent to
Luke’s theorem [67], since we are considering a forward matrix element, i.e., a matrix element at zero
recoil [82].
The first non-trivial non-perturbative contributions come from dimension-five operators and are
thus of order 1/m2Q. For mesonic decays there are only the two parameters λ1 and λ2 given in (181) and
(182), which correspond to matrix elements of the subleading terms of the Lagrangian. They parametrize
the non-perturbative input at order 1/m2Q. For ΛQ-type baryons the parameter λ2 vanishes owing to
heavy-quark spin symmetry, while the kinetic-energy parameter λ1 is non-zero.
We can discuss differential rates along the same lines. However, here the operator product expan-
sion as outlined above is applied not to the full effective Hamiltonian, but only to the hadronic currents.
As an example, we discuss semileptonic decays of a heavy hadron. In this case the differential rate is





where d(PS) is the phase-space differential. The phase redefinition (186) of the heavy-quark fields now
yields the momentum-transfer variable




where q is the momentum transferred to the leptons. The variables Q2 and (v · Q)2 (where v is the
velocity of the decaying heavy hadron) have to be large compared with Λ2QCD in order to justify the
short-distance expansion.
The structure of the expansion of the spectrum is identical to that for the total rate. The contribution
of the dimension-three operators yields the free-quark decay spectrum, there are no contributions from
dimension-four operators, and the 1/m2b corrections are parametrized in terms of λ1 and λ2. Calculating

















(2R+ 3R2 − 5R3) + λ1
3m2Q




[(6 + 5y)− 12R− (9− 5ρ)R2 + 10R3]
]
+O [(Λ/[mQ(1− y)])3] , (196)








1− y , (197)
assuming that the final-state quark has the mass mf , and y = 2E`/mb is the rescaled energy of the
charged lepton.























+O [(Λ/[mQ(1− y)])3] . (198)
It is obvious from (196) and (198) that the spectra behave pathologically in the endpoint region.
This is to be expected, since the expansion parameter for semileptonic decay is not really 1/mQ, but
rather is 1/[mQ(1− y)], indicating that the expansion breaks down in the region y ≈ 1.
This problem is even more pronounced in the case of the inclusive processB → Xsγ. The leading
term is given by the partonic rate of b→ sγ, which is a two-particle decay at tree level. Thus the energy








|VtsV ∗tb|2|C7|2δ(1− x) , (199)
where x = 2Eγ/mb and C7 is the Wilson coefficient of the effective Hamiltonian as described above.
Including subleading terms in the 1/mb expansion (but still working at tree level in the αs expan-
sion) does not change the fact that the final state is a two-particle state; hence the corrections are still










δ(1− x)− λ1 + 3λ2
2m2b
δ′(1− x) + λ1
6m2b
δ′′(1− x) + · · ·
)
. (200)
A non-trivial spectrum is obtained only after including the emission of a real gluon, in which case
the hadronic invariant mass of the final state is non-zero and the photon spectrum extends over all the
kinematically allowed region.
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In the endpoint region of the spectrum, it has been shown that these singular terms can be re-
summed into a non-trivial, but universal function, the so-called shape function. It is formally defined
as [83–85]
2MBf(k+) = 〈B(v)|b¯vδ(k+ − iD+)bv|B(v)〉 , (201)
and can be interpreted as the distribution of the light-cone residual momentum of the heavy quark inside
the heavy meson. Perturbatively, the range of this light-cone component is −∞ < k+ < 0, however,
non-perturbative effects will extend the range to be−∞ < k+ < Λ¯, such that the endpoint of the spectra
is shifted from the partonic value mb/2 to the hadronic value MB/2.
Furthermore, the moment expansion of f is known in terms of the parameters appearing in the
OPE, the first few terms are




δ′′′(ω) + · · · , (202)
where ρ1 is the so-called Darwin term appearing at order 1/mb in the standard expansion.
The term with the shape function is the leading term of an expansion in ‘twist’ t where the twist
t of an operator O is defined by t = dim[O] − `, and ` is the spin of the operator. This is very similar
to deep inelastic scattering and the shape function corresponds to the parton distribution functions. This
slightly different expansion is set up in a different effective theory, the so-called soft collinear effective
theory, in which subleading terms and the radiative correction can be considered in a systematic way.
4.6.1 A brief account of soft collinear effective theory
Another effective field theory derived from QCD is soft-collinear effective field theory [86–89], which is
similar to heavy-quark effective theory (HQET). In HQET all the light degrees of freedom have to have
momenta of the order ΛQCD, i.e., the momentum p of the heavy quark inside a heavy meson moving with
velocity v = pMeson/MMeson is decomposed as p = mquarkv + k, and all components of the residual
momentum k are assumed to be of order ΛQCD.
However, in a decay of a heavy quark into a light quark one may have a kinematical situation
in which the light degrees of freedom carry a large energy in the rest frame of the heavy quark, i.e.,
vp ∼ mb, where p is the momentum of the light quark. As an example, one may consider the inclusive
decay B → Xsγ in the corner of phase space where the energy Eγ of the outgoing photon is close to its
maximal value8 of Emax = MB/2. In this case the hadronic final state corresponds to a collimated ‘jet’
of hadrons with a small invariant mass but with a large energy in the rest frame of the decayingB meson.
Soft collinear effective theory (SCET) is designed to describe such a situation. An early attempt
(called large-energy effective field theory (LEET) [90]) failed to describe certain degrees of freedom
correctly and had to be supplemented. In order to give some idea about SCET, we shall consider again
the example of B → Xsγ. In this case we have
MBv = mbv + k = q + p , (203)
where q is the momentum of the photon and p that of the hadronic final state.




(n+ + n−) , q =
1
2
(n+q)n− , n2± = 0 , (n−n+) = 2 (204)













8We ignore the mass of the final state for the moment.




Using this, we can write




((n−p)n+ + (n+p)n−) + p⊥ . (206)
In the endpoint region, where the photon energy is close to its maximal value, we have (n+q) ∼
mb such that [mb − (n+q)] ∼ ΛQCD. This means that in this region, the momentum of the final-state
hadrons is an almost light-like vector along the n+ direction:
(n−p) = [mb + (n−k)] ∼ O(mb) , (207)
(n+p) = [mb − (n+q) + (n+k)] ∼ O(ΛQCD) , (208)
p⊥ = k⊥ ∼ O(ΛQCD) . (209)
However, in order to define a consistent power counting, it is convenient to introduce a dimension-
less parameter λ such that the final-state invariant mass is
p2 = (n+p)(n−p) + p2⊥ ∼ O(λ2m2b) . (210)
Since (n+p) ∼ O(mb) we have to have (n+p) ∼ O(λ2mb), while p⊥ ∼ O(λm), so the n− component
(n+p) is down by one power of λ compared with the p⊥ component. Thus we have to include two kinds
of ‘soft’ degrees of freedom, one of which scales as λ (which we shall call the soft degrees of freedom)
and the other of which scales as λ2 (which we shall call the ultrasoft degrees of freedom).
As discussed in the previous section, the endpoint region of inclusive decays is defined by p2 ∼
ΛQCDmb, which means that, in the case at hand, λ scales as
√
ΛQCD/mb. This is specific to the power
counting for inclusive decays; for exclusive channels, where SCET also applies, the power counting has
to be different (see below).
One important consequence is that the light degrees of freedom of a heavy hadron (given by the
residual momentum k of the heavy quark) are actually ultrasoft degrees of freedom. Since we have
(n+p) ∼ O(λ2mb), we have to have (n+k) ∼ O(λ2mb) as well; however, all momentum components
of the residual momentum scale the same way, so we have k ∼ O(λ2mb), i.e., they are ultrasoft degrees
of freedom.
Calculations in SCET are usually performed by constructing the Lagrangian for a collinear quark,
from which Feynman rules have be derived. The derivation is in fact very similar to that for HQET
discussed in some detail above. We may start out from the Lagrangian of a massless quark q,
L = q¯i /Dq , (211)
where D denotes the covariant derivative of QCD. We shall discuss the dynamics of this quark under the
above kinematical assumptions, and so we may use the two light-cone vectors to define the projectors
P = 1
4
/n−/n+ , Q =
1
4
/n+/n− , where P +Q = 1 . (212)
In a similar way to that used in HQET, we can split the quark field q into two components
ξ = Pq , η = Qq . (213)







/n−(in+D) + /D⊥ . (214)
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η¯/n−(in+D)η + ξ¯i /D⊥η + η¯i /D⊥ξ . (215)
The next step is to use the power counting defined above to identify the degrees of freedom that can be
integrated out. Since (in+D) ∼ m and (in−D) ∼ λ2m, we want to integrate out the η field. This can be
done explicitly in the same way as was done in the HQET case by integrating over the small component
field Hv [see (166)] in the Green’s functions, written as a functional integral over the quark fields. As in
HQET, this integration is a Gaussian integration, which can be done explicitly.
Performing this integration corresponds to using the equations of motion10





and inserting this result back into the Lagrangian
L = 1
2





i /D⊥ξ . (217)
This resulting Lagrangian is still completely equivalent to that of full QCD, but it is now expressed
in terms of the collinear quark field. However, it is non-local and becomes local only after expansion. To
perform this expansion, we have to identify the large contribution in the quantity in+D. In order to do
so, we split the gluon field A into a collinear contributionAc and an ultrasoft contribution Aus
in+D = in+∂ + gn+Ac + gn+Aus = in+Dc + gn+Aus , (218)
where we have defined a collinear covariant derivative iDc = i∂ + gAc containing the collinear gluon
field. We now expand in the ultrasoft contribution, since it scales as mλ2. This expansion corresponds
to that of (168) in the context of HQET.
In order to have the complete Lagrangian, we need to do a similar decomposition for the gluonic
part of the QCD Lagrangian. Furthermore, we also need to introduce ultrasoft quarks which appear, for
example, as spectator quarks in a heavy hadron.
Note that in the leading-order Lagrangian, the only coupling to ultrasoft degrees of freedom is the
coupling from (in−D) to the collinear quarks. A very similar coupling appears in the gluonic sector,
where one has an n−Aus coupling of ultrasoft gluons to collinear gluons. This observation is the basis
for factorization theorems, which have been investigated intensively. In particular, one may derive a
factorization statement for exclusive non-leptonic decays, which puts the naive factorization used for
phenomenological estimates on a new basis.
One of the main results concerning exclusive non-leptonic channels is the proof of factorization
for the decay modeB0 → D+pi− [91]. To leading order in the large mass expansion the decay amplitude
factorizes into the B → pi form factor and the pion decay constant; all corrections to this statement are
either of the order αs(ΛQCDmb) (and thus perturbatively calculable) or suppressed by powers of 1/mb.
We shall not go into any more details here since the investigation of the properties of SCET is currently
in progress.
The development of SCET was pre-dated by a method called QCD factorization [92, 93]. Al-
though this method is not an obvious effective-field-theory approach (for example, it does not rely on the
construction of an effective Lagrangian) it is still along similar lines, since it uses the heavy-mass limit
and performs a systematic power counting. However, the power counting is performed on the basis of





the Feynman diagrams of full QCD, and hence the proofs in QCD factorization are proofs valid up to a
fixed order in QCD perturbation theory.
Exclusive non-leptonic decays into non-charmed final states have been investigated using QCD
factorization also [94]. At one loop, it has been shown that these decays factorize similarly to B0 →
D+pi− to leading order in the expansion in 1/mb.
5 Selected phenomenological application in (b-quark) flavour physics
The phenomenology of flavour physics is very rich, and any attempt to give a complete overview of
the field is beyond the scope of these lectures. Instead we shall concentrate on the flavour physics of
B mesons. Still, the phenomenology of b hadrons is also very rich; owing to the large mass of the
bottom quark, there are many decay channels. On the other hand, the fact that the b quark mass is large
compared with the scale parameter of QCD ΛQCD allows us to perform a heavy-mass expansion. The
general method has been described in the previous section, and we shall now discuss some of the main
topics.
5.1 Exclusive semileptonic decays
Semileptonic decays are mediated by the effective Hamiltonian shown in Section 4.2 and the remaining
task is to consider the matrix elements of the hadronic currents of the b → c and b → u transitions
between exclusive states.
We shall concentrate in this lecture on transitions of B mesons into the ground-state mesons D
and D∗, mediated by the left-handed current b¯γµ(1 − γ5)c. These decays are the master example of a
heavy-to-heavy transition, since we shall treat the c quark also as a heavy quark, i.e., we shall perform
an expansion in 1/mc also. This is in contrast to the transition b → u, which is a heavy-to-light decay
and in which heavy-quark symmetries cannot be employed as efficiently.
The transition of a pseudoscalar into a pseudoscalar or vector meson is in general described in
terms of six form factors, which we can write as
〈D(v′)|c¯γµb|B(v)〉 = √mBmD
[
ξ+(y)(vµ + v′µ) + ξ−(y)(vµ − v′µ)
]
, (219)
〈D∗(v′, )|c¯γµb|B(v)〉 = i√mBmD∗ξV (y)εµαβρ∗αv′βvρ ,
〈D∗(v′, )|c¯γµγ5b|B(v)〉 = √mBmD∗
[
ξA1(y)(vv′ + 1)∗µ − ξA2(y)(∗v)vµ − ξA2(y)(∗v)v′µ
]
,
where we have defined y = vv′ and introduced convenient normalization factors. As we have discussed
above, these six form factors are related to the Isgur–Wise function in the heavy-mass limit for both the
b and the c quark. These relations are
ξi(y) = ξ(y) for i = +, V, A1, A3 , ξi(y) = 0 for i = −, A2 . (220)
In particular, at the non-recoil point v = v′ we have, on account of heavy-quark symmetry and Luke’s
theorem,
ξi(1) = 1 +O(1/m2Q) for i = +, V, A1, A3 ,
ξi(1) = O(1/mQ) for i = −, A2 . (221)
The differential rates for the exclusive semileptonic b → c transitions may be expressed in terms
of the six form factors of (219) as
dΓ
dy











∣∣∣∣ξ+(y)− mB −mDmB +mD ξ−(y)
∣∣∣∣2 (222)
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with the squared helicity amplitudes
|H±(y)|2 = m
2






















ξA3(y) + mBmD∗ ξA2(y)
ξA1(y)
. (226)
In the heavy-mass limit mb,mc →∞ these differential rates depend only on the Isgur–Wise function:
dΓ
dy









)3 |ξ(y)|2 , (227)
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These relations allow a test of heavy-quark symmetry, since the ratios of the differential rates no longer
depend on any unknown form factor. In particular the ratios R1 and R2 measure the ratio of the differ-
ential transverse and longitudinal rates, respectively, to the total differential rate. In the heavy-mass limit
both R1 and R2 are unity; this should be compared with the measurements by BaBar [95]
R1(1) = 1.327± 0.131± 0.043 , (229)
R2(1) = 0.859± 0.077± 0.021 . (230)
From the measured lepton invariant-mass spectrum, one may determine Vcb in a model-independent
way by extrapolating to the kinematical endpoint of maximal momentum transfer to the leptons, corre-
sponding to the point v = v′. At this point heavy-quark symmetries determine the absolute normalization
of some of the form factors.
The mode B → D∗`ν` has the advantage of a higher branching fraction, and hence we shall start











(mB −mD∗)2m3D∗ |Vcb|2|F(1)|2 . (231)
The form factor at zero recoil F(1) ≡ ξA1(1) is normalized, owing to heavy-quark symmetries, and is
hence protected against 1/mQ corrections at v = v′ by Luke’s theorem [67]. Hence we have
F(1) = ηQEDηA(1 + δ1/m2) . (232)
Including QED corrections using ηQED = 1.007 and the estimate of the 1/m2Q corrections we obtain [20]




For the extraction of Vcb, an extrapolation to the edge of phase space where vv′ = 1 is necessary, and this
extrapolation involves an assumption about the behaviour of the form factor F(vv′) close to vv′ = 1.
The extrapolation usually uses a linear fit, in which the slope ρ2 defined by
F(vv′) = ξA1(1)
(
1− ρ2[vv′ − 1] + · · · ) (234)
is also extracted. From the theoretical side the slope is restricted by considerations of unitarity and
analyticity [96–98]. The current results from the various experiments are shown in Fig. 11 taken from
Ref. [20]. The value
V exclcb = (38.6± 0.9exp ± 1.0theo)× 10−3 (235)

























Fig. 11: Correlation ellipses in the ρ2–F(1)Vcb plane. The plot is taken from Ref. [20].
The uncertainty quoted in (233) arises mainly from the unknown contributions of order 1/m2c and
higher, and constitutes a limitation of the method based on the heavy-quark limit. However, currently a
lot of progress is being made using Lattice QCD, a method based on first principles, and in particular
first determinations of F are available [99].
5.2 Inclusive semileptonic decays
Using the heavy-quark expansion described above, we may also calculate the rates for inclusive semilep-
tonic decays. Starting from the simplest case, the total rate for B → Xc`ν¯)`, we may calculate straight-
forwardly the total rate at tree level, including the first, non-trivial non-perturbative corrections. We
obtain the following for the total inclusive semileptonic decay rate B → Xc`ν:



























where the two fj are the phase-space functions
f1(x) = 1− 8x2 + 8x6 − x8 − 24x4 log x ,
43
ASPECTS OF FLAVOUR PHYSICS
251
f2(x) = 1− 83x
2 − 8x4 + 8x6 + 5
3
x8 + 8x4 log x . (237)
The result for B → Xu`ν` is obtained from (236) by taking the limit mc → 0 and making the replace-
ment Vcb → Vub:













As discussed above, the leading non-perturbative corrections in (236) and (238) are parametrized
by λ1 and λ2. These parameters can be determined from the data on semileptonic decays by studying the
shapes of the lepton-energy spectrum and the hadronic invariant-mass spectrum, and also the spectrum
of heavy hadrons [20]. To get a rough estimate about the size of the non-perturbative corrections we use
the values λ1 = −0.3 GeV2 and λ2 > 0.12 GeV2 and obtain
λ1 − 9λ2
2m2b
∼ −3% . (239)
This means that the non-perturbative contributions are small, in particular when compared with the per-
turbative ones, which were calculated some time ago [100–106]. For the decay B → Xu`ν¯`, the lowest
order QCD corrections are given by
















= 0.85|Vub|2Γb , (240)
and thus the typical size of QCD radiative corrections is of the order of 10–20% and hence the perturba-
tive corrections seem to be the dominant corrections to the parton model appearing at leading order.
The method of the operator product expansion may also be used to obtain the non-perturbative
corrections to the charged-lepton energy spectrum [69–74]. In this case the operator product expansion
is applied not to the full effective Hamiltonian, but only to the hadronic currents. The rate is written as a





where d(PS) is the phase-space differential. The short-distance expansion is then performed for the two
currents appearing in the hadronic tensor. After the phase of the heavy-quark fields is redefined as in
(161), we find that the momentum transfer variable relevant for the short-distance expansion is mQv− q,
where q is the momentum transfer to the leptons. After integration over the momentum of the neutrino,
the expansion variable is the energy release (mQ/2)−E`, where E` is the energy of the charged lepton.
The structure of the expansion for the spectrum is identical to that for the total rate. The contri-
bution of the dimension-three operators yields the free-quark decay spectrum, there are no contributions
from dimension-four operators, and the 1/m2b corrections are parametrized in terms of λ1 and λ2. The
result has already been shown in (196). It is interesting to note that even for finite charm mass the be-
haviour at the endpoint is unphysical; this becomes manifest when we take the limit mc → 0 given in
(198).
Figure 12 shows the distributions for inclusive semileptonic decays of B mesons. The spectrum
close to the endpoint, where the lepton energy becomes maximal, exhibits a sharp spike as y → ymax.
In this region we have
dΓ
dy















where the second term behaves like a δ-function and its derivative as ρ → 0; this can be seen in (198).















Fig. 12: The electron spectrum for free-quark b → c decay (dashed line), free-quark b → u decay (grey line) and
B → Xceν¯e decay including 1/m2b corrections (solid line) with λ1 = −0.5 GeV2 and λ2 = 0.12 GeV2. The
figure is from Ref. [73].
expansion parameter for the spectra is not 1/mQ, but rather 1/(mQ−qv), which becomes 1/(mQ[1−y])
after the integration over the neutrino momentum.
However, although the analytic forms of the spectra look pathologic, the moments of both the
lepton energy spectrum as well as the moments of the hadronic invariant-mass spectra have a well-
defined expansion in inverse powers of the b quark mass. The analyis of these moments allows a precise
extraction of the parameters of the HQE and finally also of Vcb. The current theoretical status includes the
term of order αs and the recently calculated terms of order α2s [107] at leading order as well as tree level
and partial αs corrections at order 1/m2b and the tree-level terms of order 1/m
3
b [108] and 1/m
4
b [109].
Including this the theoretical uncertainty of the determination of Vcb is now ∆Vcb/Vcb ≤ 2%. An up-to-
date discussion of these issues can be found in the review section of Ref. [20].
Alternatively, one may perform a resummation of the operator product expansion, which can be
achieved in the endpoint regions of the spectra. As discussed above, the spectrum may be calculated in
terms of the distribution function f introduced in (201). It is interesting to note that, to leading order
in the twist expansion, one can write the result as a convolution with an ‘effective mass’ m∗b ; one finds












3m∗2b − 4m∗b E`
}
, (243)
where m∗b = mb + k+.
Note that the heavy-quark mass mb no longer appears explicitly. For this reason, in particular
when the focus is on the endpoint region, it would be unnatural to introduce the rescaled lepton energy
y = 2E`/mb. Hence we shall hereafter present our results as a function of the lepton energy E`, which
is the quantity that is actually measured in experiments. Note in particular that (to the order in which we
are working) the maximum value of the lepton energy is correctly reproduced due to the non-perturbative
properties of the shape function.
The result (243) represents a resummation of the most singular contributions in the endpoint re-
gion, which corresponds to a resummation of the highest derivatives of δ-functions that appear in (198),
where the explicit calculation to order 1/m2Q has been performed. In order to illustrate the effect of the
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Fig. 13: Charged-lepton spectrum for B → Xu`ν¯ decays. The solid line is (243) with the ansatz (244), and the
dashed line shows the prediction of the free-quark decay model. The figure is from Ref. [85].










Θ(1− x) , (244)
where x = k+/Λ¯, and the choice Λ¯ = 570 MeV yields reasonable values for the moments.
Including the non-perturbative effects yields a reasonably behaved spectrum in the endpoint region
and the δ-function-like singularities have disappeared. Furthermore, the spectrum now extends beyond
the parton model endpoint; it is shifted from Emax` = mQ/2 to the physical endpoint E
max
` = MH/2,
since f is non-vanishing for positive values of k+ < Λ¯ = MH −mQ.
On top of the large non-perturbative corrections in the endpoint region, there are also large pertur-
bative corrections, which have been known for a long time [100]. While the corrections to the total rate
are of the expected size [see (240)], the endpoint region contains large logarithms, of which the leading
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where y = 2E`/mb is again the rescaled energy variable and Γ(0) is the parton model rate which becomes





= 2y2(3− 2y)Θ(1− y)→ 2Θ(1− y) . (246)













up to singly logarithmic terms which have been neglected in (247). Note that the exponentiation strongly
reduces the rate close to the endpoint, resulting in a strong modification of the parton model result.
In order to use inclusive semileptonic b → u transitions for a precision determination of Vub one
has to combine the perturbative and non-perturbative corrections which can be done by using SCET,
which also yields a handle on the subleading terms. The currently best model-independent calculations
are performed in Refs. [110] and [111] which quote a theoretical uncertainty of ∆Vub/Vub of roughly




5.3 FCNC decays ofB mesons
In this subsection we consider rare decays based on the quark transition b → s, i.e., FCNC processes
involving b quarks. This class of transitions has a rich phenomenology that would fill a textbook on its
own. However, the application of effective-field-theory methods can be demonstrated by focusing on a
specific decay, which we choose to be the process b→ sγ. This process is currently the most interesting
one, since on the one hand it is in a mature state as far as the corresponding theory is concerned, and on
the other hand there are some data to compare with the theory.
B → Xsγ tests the Standard Model in a particular way. Since there are no tree-level contributions
to these processes in the Standard Model, these processes can occur only at the one-loop level. The GIM
cancellation, which is present in all the FCNC processes, is lifted in this case by the large top-quark
mass; if the top quark were as light as the b quark, these decays would be too rare to be observable.
Since the Standard Model contribution is small, these decays have a good sensitivity to ‘new
physics’, for example to new (heavy) particles contributing to the loop. In fact, the first CLEO data could
already constrain some models for ‘new physics’ in a stringent way [112].
The effective Hamiltonian has already been discussed in Section 4.2. However, when calculating
the amplitude, one has to calculate the matrix element of the effective Hamiltonian, leading to contribu-
tions from all operators with the correct quantum numbers; for example, there will be a matrix element
of the operator O2.
We shall first discuss the non-perturbative corrections to this decay. These arise from various
sources, and we shall consider here only the subleading terms in the heavy-mass expansion, which are
1/m2b corrections, and non-perturbative contributions to the photon energy spectrum, which are obtained
from another application of the twist expansion and QCD factorization using SCET.
As far as the total rate is concerned, we have the subleading corrections of order 1/m2b , which
are parametrized in terms of the kinetic energy λ1 and the chromomagnetic moment λ2 defined in the
context of HQET. Including only the leading contribution from the operator O7, the total rate reads, at











+ · · ·
)
. (248)
It is worth noting that if we assume that the charm quark is heavy too, we obtain non-perturbative
contributions from the 1/mc expansion also [113]. However, a detailed calculation [114, 115] reveals







≈ 0.03 , (249)
and thus can safely be ignored at the current precision.
The main perturbative corrections are the QCD corrections, which are substantial. These correc-
tions have been calculated using the effective-field-theory framework described above. For the b → sγ
transition, it turns out that the corrections at leading-logarithmic accuracy (which already involves a
two-loop calculation for the anomalous dimension) are substantial and, in addition, exhibit a sizeable
dependence on the renormalization point.
Thus the calculation of the next-to-leading contributions is important and the results at next-to-
leading order recently became available [116]. The calculation involves the matching at subleading
order
ci(MW ) = c
(0)





i (MW ) + · · · (250)
and the calculation of the renormalization-group running using the anomalous-dimension matrix, includ-
ing the next term of order α2s , which involves a three-loop calculation.
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The coefficient functions have the schematic form given in (70). Solving the renormalization
group equations yields a resummation of the logarithms in the first and second columns of (70). Thus all
































+ · · · (251)
are included.
The last step is to compute the matrix elements of the operators at a scale µ ≈ mb. This can be
done for the inclusive case using the 1/mb expansion, while for the exclusive case the form factors are
needed, which involves non-perturbative physics.
The QCD corrections are in fact dramatic; they increase the rate for b → sγ by about a factor of
two. For example, even at the leading-log level we have c7(mb)/c7(MW ) = 1.63. Another indication
of this fact is a substantial dependence of the leading-order result on the choice of the renormalization
scale µ. This is usually estimated by varying the scale µ between mb/2 and 2mb. In this way we obtain
a variation of roughly 25% at leading order.
Currently, the inclusive rate for B → Xsγ is known at next-to-next-to-leading order, including a
cut on the photon energy. The theoretical result is quoted in Refs. [117, 118]:
BR(B → Xsγ)|Eγ>1.7 GeV = (3.15± 0.23)× 10−4 . (252)
The largest contribution to the uncertainty originates from non-perturbative corrections at order
αs/mb [119], contributing a 5% uncertainty. Furthermore, the matrix elements cannot be calculated
including the full dependence on mc and hence the interpolation between the limiting cases mc → 0
and mc → ∞ (which can be calculated) results in an additional 3% uncertainty. Finally, the parametric
uncertainties as well as the uncertainties from the unknown NNNLO terms contribute another 3% each.
Finally we have to discuss the predictions for the photon energy spectrum. This spectrum is needed
because the extraction of the process B → Xsγ requires one to introduce a lower cut on the photon
energy to get rid of uninteresting processes such as ordinary bremsstrahlung. Clearly it is desirable to
have this cut as high as possible, but this makes the process ‘less inclusive’ and hence more sensitive to
non-perturbative contributions to the photon energy spectrum.
Since we are dealing at tree level with a two-body decay, the naive calculation of the photon
spectrum yields a δ function at partonic level, and the 1/mnb corrections are again distributions located
at the partonic energy Eγ = mb/2, which are derivatives of δ functions. Such a calculation at tree level
yields a result which has already been given in (200). Clearly, one cannot use such an expression to
implement a cut on the photon energy spectrum, since this is not a smooth function. However, as poined
out above, one may perform a resummation of these singular functions in the endpoint region making








|VtsVtb∗ |2|C7|2f(mb[1− x]) . (253)
However, there are substantial perturbative corrections which have been calculated [120] and yield
a spectrum that is determined mainly by the bremsstrahlung of a radiated gluon. This part of the cal-
culation enters the next-to-leading-order analysis described above. In particular, the partonic δ function
becomes smoother and turns into distributions of the form [121]
dΓ
dx


















where the ellipsis denotes terms that are regular as x → 1 and contributions proportional to δ(1 − x),
which are determined by virtual gluons.
The perturbative terms and the non-perturbative shape function can be combined using the frame-
work of SCET. In fact, the terms shown in (254) can by resummed by the renormalization group in
SCET.
As pointed out earlier in this section, the relation between the photon spectrum for B → Xsγ and
the lepton-energy spectrum in B → Xu`ν¯` can be used to perform a model-independent extraction of
Vub, or, more precisely, Vub/Vts. The theoretical expressions for the comparison of B → Xu`ν¯` and
B → Xsγ are known to NLO accuracy [110]; including the subleading terms, this leads to a precision
determination of Vub with a theoretical uncertainty of about 7%.
5.4 Exclusive non-leptonic decays
This class of decays is notoriously difficult to describe and effective field theory has been applied to these
decays only recently [86–89, 91–94]. A full account of the methodology and the results that have been
achieved for exclusive non-leptonic decays is well beyond the scope of these lectures and hence we shall
restrict ourselves to some general remarks.
Owing to the lack of a reliable theoretical framework one has to refer to model-dependent methods.
A model which has been frequently used in the past is the so-called naive factorization. This approach
estimates the matrix elements of four-quark operators by factorizing them into a product of two currents.






In order to compute the rate, one has to calculate the matrix element of this operator between a B
meson state and the Dpi final state. Starting with the simplest case of a B0 → D+pi− decay, the naive
factorization in this case is
〈D+pi−|O2|B0〉fact = 〈D+| (c¯L,iγµbL,i) |B0〉〈pi−|
(
d¯L,jγµuL,j
) |0〉 . (256)
Here we have introduced the subscript ‘fact’ to identify the matrix elements which have been estimated
by this approach.
Defining the form factors for the transition of a B meson into a pseudoscalar meson in the usual
way,
〈M(p′)| (q¯L,iγµbL,i) |B(p)〉 = FB→M (q2)(pµ + p′µ) + fB→M (q2)qµ , (257)
where q = p− p′, we obtain the following for the matrix element in naive factorization:
〈D+pi−|O2|B0〉fact = FB→D(M2pi)(M2B −M2D)fpi . (258)
That is, the matrix element of the four-quark operator is estimated to be the product of the B → D
transition form factor at q2 = M2pi and the pion decay constant. The relevant contribution is depicted in
Fig. 14.
In the same way, this operator describes the decay B− → D0pi− as a product of a B → D form
factor and the pion decay constant. However, in this case there is a second contribution, which is depicted
in the second diagram of Fig. 15; here the roles of the two up quarks are interchanged.







Factorizing this into two matrix elements yields
〈D0pi−|O2|B−〉fact = Fig. 15(a) + 〈pi−|
(
d¯L,jγµbL,i
) |B−〉〈D0| (c¯L,iγµuL,j) |0〉 . (260)
49
ASPECTS OF FLAVOUR PHYSICS
257
Fig. 14: Illustration of the factorized matrix element of O2 for the transition B
0 → D+pi−. The diagram has to be
understood as a flavour flow diagram.
(a) (b)
Fig. 15: Illustration of the two contributions to the factorized matrix element of O2 in naive factorization for
B− → D0pi−.
Note that the two currents can now be decomposed into a colour singlet piece and a colour octet piece,
of which the colour octet cannot contribute, since the states are colour-neutral. The appropriate colour
factor is 1/Nc = 1/3, and hence we obtain




B −M2pi)fD , (261)
where fD is the D meson decay constant defined analogously to the pion decay constant.
The prescription of naive factorization is to sum all possible contributions. Thus, in total, we obtain





B −M2pi)fD , (262)
where the minus sign between the two terms originates from the Pauli principle, since the amplitude has
to be antisymmetric with respect to the interchange of the two u¯ quarks in the final state. However, this
so-called Pauli interference can in principle be constructive as well as destructive; see below.
Finally, the operator O2 can also mediate the decay B
0 → D0pi0 which is due to the diagram
shown in Fig. 16; this diagram is the same as that of Fig. 15(b) with the spectator u quark replaced by a





B −M2pi)fD . (263)
Note that for this decay this is the only contribution which is suppressed by a colour factor 1/Nc.
The shortcomings of this ansatz are obvious. As was discussed in Section 4.2, the operator O2
renormalizes; in particular, it mixes into the operator O1 and, in more complicated cases, into a whole
set of other operators. On the other hand, once naive factorization is performed, the matrix elements
do not renormalize any more, since the left-handed currents do not have an anomalous dimension. This
means that the two sides of (256) renormalize differently if the left-hand side is taken as the real QCD
matrix element (i.e., without the subscript ‘fact’). In other words, the result of naive factorization depends




Fig. 16: Illustration of the factorized matrix element of O2 for the transition B
0 → D0pi0.
Bauer, Stech and Wirbel (BSW) [122, 123] used this simple ansatz to define a model for non-
leptonic two-body decays. They used the effective Hamiltonian as discussed in Section 4.2 and applied
the above procedure to the matrix elements needed for a given transition. To circumvent the problem of
the scale dependence, all the Wilson coefficients in the expressions for the effective Hamiltonian were
replaced by phenomenological constants, which were assumed to be universal in the same way as the
Wilson coefficients.
This model turns out to be surprisingly successful for non-leptonic two-body B decays. As an
example, we again study the decay B0 → D+pi−, to which we have contributions from both O1 and O2









B −M2D)fpi , (264)
where a1 is a phenomenological constant. If we assume that naive factorization is actually valid at some
scale µf, one obtains




where the second term comes from the Fierz-rearranged operator O1. Note that the essence of the BSW
model is that the parameter a1 is treated as a universal quantity.
This type of transition is usually called a class I transition, since the current creating the meson
from the vacuum is a charged current. All such decays are described by the universal parameter a1 in
the BSW model. Similarly, those transitions which have only a contribution from the Fierz-rearranged
operators such that the current creating the meson from the vacuum is a neutral current are called class









B −M2pi)fD , (266)
where a2 is a universal parameter for these decays. If we again assume that naive factorization is actually
valid at some scale µf, one obtains




Owing to the signs and the relative sizes of the Wilson coefficients, a2 is much more sensitive to the scale
µf than is a1.
Finally, there are class III decays which have contributions from both a1 and a2. An example for







× [a1FB→D(M2pi)(M2B −M2D)fpi − a2FB→pi(M2D)(M2B −M2pi)fD] .
(268)
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Only this class of decays can be used to determine the relative phase of a1 and a2, i.e., one can determine
from these decays whether the Pauli interference is constructive or destructive.
It is worth while to point out that naive factorization is actually valid in the formal limit Nc →∞.
In particular, the off-diagonal entries in the anomalous-dimension matrix (87) behave like 1/Nc which
solves the problem of scale dependence mentioned above.
The approach of naive factorization can be employed further to include the penguin operators, the
matrix elements of which are then evaluated along the same lines. Furthermore, one may investigate
decays into two-body final states with a vector and a pseudoscalar particle as well as decays into two
vector particles, in a similar way [124, 125].
(a) (b)
Fig. 17: QCD corrections to non-leptonic decays. (a) a factorizable contribution; (b) a non-factorizable contribu-
tion.
Recently this naive factorization has been put on a more sound theoretical basis by a technique
called QCD factorization [92]. The main problem with naive factorization is that in full QCD, non-
factorizable contributions such as that shown in Fig. 17(b) are present. In Ref. [92], all diagrams at order
αs (among which are the ones shown in Fig. 17) have been investigated, assuming that the kinematics of
the outgoing quarks are such that those quarks can form the final-state mesons, i.e., the u and d quarks
forming the pion are assumed to move collinearly. It turns out that in the infinite-mass limit for the B
meson, all infrared contributions can be absorbed into the form factor and pion decay constant just as in
naive factorization. In turn, all corrections violating factorization either are of order αs(µb) (where µb
turns out to be given by µ2b = mbΛQCD) or are suppressed by inverse powers of mb
11.
Since QCD corrections can be computed systematically in QCD factorization, the problem of
naive factorization concerning the scale dependence is not present. It has been shown in Ref. [92] that
the scale dependence cancels properly order by order.
The systematics of this expansion and its relation to effective-field-theory approaches, in particular
those approaches using a properly defined SCET, are currently under investigation. In fact, SCET has
been used to prove factorization to all orders in αs for the case of the class I decay B
0 → D+pi−.
However, factorization for non-leptonic charmless decays has been proven up to now only on the basis
of investigating the one-loop Feynman diagrams.
In parallel, the phenomenology of QCD factorization has been investigated. In particular, decays
into two pseudoscalar particles [94] and two-body decays involving vector particles in the final state [126]
have been investigated.
Exclusive non-leptonic decays not only are extremely relevant with respect to the branching ratio
of each individual mode, they are also indispensable with respect to CP violation studies. Since both the
form factors and the decay constants are real quantities in the usual convention, all the strong phases in
the decays of B mesons will be either calculable perturbatively or suppressed by the large b quark mass,
if QCD factorization holds.
11This statement is derived in Ref. [92] from perturbation theory. It could be that there are non-perturbative contributions




5.5 CP violation in theB system
In this section we shall discuss some general aspects of the phenomenology of CP violation in the B
meson system. We shall start our discussion by showing that a complex coupling (such as a complex
CKM matrix element) induces CP violation through an interference effect.
Any phase information can be obtained only by an interference experiment. Therefore we assume
that an amplitude for some process consists of two contributions which can interfere; schematically, we
obtain
A = λ1a1 + λ2a2 , (269)
where we have extracted the complex couplings λ1 and λ2 explicitly, and a1 and a2 are matrix elements
of the operators appearing in the (effective) Lagrangian. As an example, we may consider a weak decay
of a particle: in this case λ1 and λ2 are combinations of CKM matrix elements, and a1 and a2 are usually
hadronic matrix elements of quark currents.
From the amplitude, we compute the probability Γ (which, in the case of a particle decay, is the
decay rate) and obtain
Γ = |λ1|2|a1|2 + |λ2|2|a2|2 + Re(λ1λ∗2a1a∗2) , (270)
where the last term is the desired interference term. For the CP-conjugate process, we calculate the
amplitude A. As we have seen above, the complex couplings turn into their complex conjugates, while
a1 and a2 are CP-conserving matrix elements which do not change. Thus we obtain
A = λ∗1a1 + λ∗2a2 , (271)
and the probability becomes
Γ = |λ1|2|a1|2 + |λ2|2|a2|2 + Re(λ∗1λ2a1a∗2) . (272)
Clearly the interference term is different for the CP image; we define the CP asymmetry as
ACP = Γ− Γ = 2 Im[λ1λ∗2] Im[a1a∗2] , (273)
which is non-vanishing only if we have an imaginary part of the couplings and a non-vanishing phase
difference between the two contributions a1 and a2.
There are various origins of the CP-conserving phase difference. In the case of particle decays, it
is in general a phase difference originating from strong interactions, but it can also be a phase difference
originating from the time evolution, as is the case for the time-dependent CP asymmetries to be discussed
below.
While kaons have very few decay channels, B mesons can decay into many channels owing to
their large mass. Unlike kaons, where we have only two relevant non-leptonic decay modes, B mesons
have many non-leptonic decay modes, which yield a very rich CP phenomenology. Clearly, a complete
description is beyond the scope of this lecture; furthermore, effective field theories are of only limited
use here, since we are dealing mainly with non-leptonic decays. For a complete discussion of CP phe-
nomenology, we refer the reader to a monograph dealing exclusively with CP violation [127].
The CP asymmetry for a charged B decay is usually defined as
ACP(B+ → f) = Γ(B
+ → f)− Γ(B− → f)
Γ(B+ → f) + Γ(B− → f) (274)
where f denotes some arbitrary final state f . As an example, we consider the decays B → Kpi. In these
decays, we have two possible contributions, the ‘tree’ and the ‘penguin’ contribution shown in Fig. 18.
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(a) (b)
Fig. 18: Contributions to the decay B → Kpi; (a) tree and (b) penguin diagrams
In a naive way, the two contributions can be disentangled by looking at the decays of the B+ and
B0. Looking at the corresponding matrix elements, we find the following for the two decays Bd →
K+pi− and B+ → K0pi+:
〈pi−K+|Heff|Bd〉 = −(P + T ) , (275)
〈pi+K0|Heff|B+〉 = P ,
where P is the amplitude corresponding to ‘QCD penguin-like diagrams’ [Fig. 18(b)] and T corresponds
to the ‘tree amplitude’ [Fig. 18(a)]. The electroweak penguin contributions are colour suppressed, and
we shall neglect them in what follows.
When discussing CP asymmetries, we have to consider the CP image of the processes considered
in (275). To this end, we have to identify the weak phases appearing in the amplitudes (275). Clearly the
tree amplitude carries a weak phase factor exp(−iγ), while the CKM factors of the penguin amplitude
are real in the usual convention.
From this we obtain
Br(Bd → pi−K+)
Br(B+ → pi+K0) = 1 + r
2 − 2r cos(δ + γ) , (276)
Br(Bd → pi+K−)
Br(B+ → pi+K0) = 1 + r
2 − 2r cos(δ − γ) , (277)
where δ is the strong phase difference between P and T , and r = |T |/|P |. From this we can calculate
the CP asymmetry to be
ACP(Bd → pi−K+) = 2 sin γ sin δ1 + r2 − 2 cos γ cos δ , (278)
showing that both a strong phase difference δ as well as a CKM phase γ are needed for a non-vanishing
CP asymmetry.
As mentioned above, the situation is more complicated in the system of neutral B mesons owing
to B–B oscillations. In fact, because of these oscillations the time evolution may create the ‘strong’
phase difference. If initially a B0 has been created, there will be oscillations in accordance with (140)
and (142); hence we discuss the time-dependent rate into a state f common to both B0 and B0;
Γ(B0(t)→ f) = 1
2
e−Γt|A(B0 → f)|2[
a(f) + b(f)e∆Γ t + c(f)e∆Γ t cos(∆mt) + s(f)e∆Γ t sin(∆mt)
]
, (279)














































A(B0 → f) . (284)
In the same way, we obtain the following for the time-dependent decay rate into the state f :
Γ(B0(t)→ f) = 1
2
e−Γ t|A(B0 → f)|2
[
a(f) + b(f)e∆Γt
+c(f)e∆Γ t cos(∆mt) + s(f)e∆Γ t sin(∆mt)
]
, (285)









These very general formulae simplify considerably once we take into account the fact that the
lifetime difference in the system of Bd mesons is very small; this may be different for Bs, where a
lifetime difference of up to 20% is possible. Furthermore, it has been shown in Section 4.3 that the ratio












where φM is the B–B mixing phase discussed in Section 4.3.
A special role is played by decay modes of neutral B mesons into CP eigenstates fCP. In this case
we have
fCP = ηfCP , η = ±1 , (288)
where η is the CP quantum number of the final state fCP.
Taking into account the simplifications mentioned above, we obtain
Γ(B0(t)→ fCP) = 12e
−Γt|A(B0 → fCP)|2 (289)
×
[











Using also (285), we can define a time-dependent CP asymmetry ACP(t) as
ACP(t) = Γ(B
0(t)→ fCP)− Γ(B0(t)→ fCP)
Γ(B0(t)→ fCP) + Γ(B0(t)→ fCP)
55
ASPECTS OF FLAVOUR PHYSICS
263
= Cˆ(fCP) cos(∆mt) + Sˆ(fCP) sin(∆mt) , (291)
where
Cˆ(fCP) =
Γ(B0 → fCP)− Γ(B0 → fCP)
Γ(B0 → fCP) + Γ(B0 → fCP)
, (292)







Note that the first term is simply the direct CP asymmetry (274) for the neutral B mesons, while the sec-
ond term is due to mixing and is called the mixing-induced CP asymmetry. A non-vanishing contribution
to the first term can only come from the existence of a weak and a strong phase difference between dif-
ferent contributions to the rate, while the second term appears because the time evolution itself generates
a ‘strong’ phase difference exp(i∆mt) between the two neutral B meson states, which — together with
the weak phases — leads to a CP asymmetry.
As stated above, the B mesons have numerous decay channels and it is beyond the scope of this
lecture to consider all the possible channels. We refer the interested reader to excellent reviews such as
Ref. [128] for the various strategies to extract CKM angles from various decay modes.
A discussion of the full CP phnomenology in the B system is beyond the scope of these lectures;
for this reason we shall restrict ourselves to classifying the various possible modes by their underlying
quark transitions. Thus we have to study the effective Hamiltonian for the weak decays discussed in
Section 4.2 and collect the terms with weak phases. At tree level, we look at the contributions given in
Eqs. (76)–(83) and identify the terms that carry weak phases, where we shall use the standard convention
for the phases introduced in (35). In this convention all CKM elements appearing in Eqs. (76)–(83) are,
to leading order in the Wolfenstein parametrization, real except for the matrix element Vub.
If we were to assume for the moment that the tree-level diagram were the only contribution to a
decay, we would have only a single amplitude and hence no direct CP violation could occur. This is
manifest, since we then would have
|A(B0 → fCP)| = |A(B0 → fCP)| → |R(fCP)| = 1 . (294)
However, the time-dependent CP asymmetry may still be non-vanishing due to the weak phase in the
mixing; for such a mixing-induced CP asymmetry we obtain from (291)





where φfCP is the weak decay phase of the single contribution.
In this way, we can easily classify the possible decay modes. All modes which have a vanishing
decay phase are sensitive to the mixing phase, which is 2β for Bd decays and 2δγ for Bs decays. Thus
for Bd decays where the amplitude carries no weak phase (i.e., the processes due to the quark transition
b→ cq¯q′ with q = u, c and q′ = s, d), we obtain
Ab→cq¯q′CP (t) = − sin(2β) sin(∆mt) . (296)
Similarly, for Bd decays with a decay amplitude proportional to Vub (i.e., the processes due to the
quark transition b→ uq¯q′ with q = u, c and q′ = s, d) we find
Ab→uq¯q′CP (t) = − sin(2β + 2γ) sin(∆mt) = sin 2α sin(∆mt) , (297)




However, including QCD corrections and taking into account the fact that in general two or more
amplitudes, which can have different weak phases, can contribute complicates the situation. In particular,
a direct CP violation (i.e., a term proportional to cos(∆mt) will appear. In order to study this in detail
we have to consider individual decay modes. However, discussing all interesting modes is beyond the
scope of these lectures, and we shall pick only two examples.
The mode which was considered most intensively in the first years of theB factories was the mode
B0 → J/ΨKs, originating from the quark transition b → cc¯s. Here the combination of quarks in the
final state is not a CP eigentstate; however, the state Ks is a coherent superposition of the quark states s¯d
and d¯s. If we now consider the CP-conjugate process, we have the quark transition b¯ → c¯cs¯, which has
the same matrix element with the Ks state12.
As discussed above, the combination of CKM matrix elements appearing in the decay B0 →
J/ΨKs is real, and hence we expect
R(J/ΨKs) = 1 (298)
and
AB0→J/ΨKsCP (t) = − sin 2β sin(∆mt) . (299)
Once the full effective Hamiltonian, as discussed in Section 4.2, is taken into account, we have to
calculate radiative corrections due to gluon exchange. Considering the full b→ s effective Hamiltonian,
we have to include contributions from radiative corrections which induce penguin contributions. Looking
at the CKM factors of the penguin contributions we find that the leading contribution is that from the
charm quark, and has the CKM factor VcbV ∗cs, which is the same CKM factor as that of the contributions
from tree level. Thus this contribution carries the same weak phase and hence will not lead to any direct
CP violation. The remaining penguin contributions in fact carry a different weak phase (such as the quark
transition b → uu¯s, which carries the phase exp(−iγ) in the usual convention), but these are strongly
CKM suppressed. Thus we have in the Standard Model
R(J/ΨKs) = 1 +O(λ2) , (300)
where λ is the Wolfenstein parameter of the CKM matrix introduced in (37) and (38). As a consequence,
we expect that (299) will hold at the level of a few per cent, and thus this so-called gold-plated mode
allows a clean determination of the CKM angle β [129].
In fact, the current data from the B factories already allow a significant measurement of the CKM
phase β. The current average is [130]
sin 2β = 0.668± 0.026 , (301)
which already has an accuracy below 10%, meaning that CP violation in the B system is clearly estab-
lished. In fact, this result may be used to constrain possible new-physics effects [131].
The same discussion can be performed for the decays B0 → pi+pi− and B0 → pi0pi0, which are
mediated by the same quark transition b→ uu¯d. At tree level we would expect
R(pi+pi−) = e2iγ = R(pi0pi0) , (302)
which, as discussed above, leads to the naive result
AB0→pi+pi−CP (t) = AB
0→pi0pi0
CP (t) = sin 2α sin(∆mt) . (303)
However, in this case the situation becomes more complicated once the full effective Hamiltonian
is taken into account. Here we have to consider the full effective interaction for a b → u transition,
12We ignore here the tiny effect of CP violation in the kaon system.
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which contains penguin contributions that could lead to a sizeable direct CP violation. From the point of
view of isospin, the situation is very similar to that in the decays K → pipi: there are two contributions
with ∆I = 1/2 and ∆I = 3/2, which can interfere, having in general different strong phases. The
∆I = 3/2 contribution comes purely from the tree diagram and thus carries the weak phase e−iγ , while
the penguins induce only ∆I = 1/2 contributions and carry, together with the ∆I = 1/2 piece of
the tree contribution, a different weak phase. However, here there is no ∆I = 1/2 rule at work, both
amplitudes are expected to be of the same order. The leading contribution to the penguins will be the one
from the operator b → cc¯d, which is of the same order in the Wolfenstein parameter λ as the tree-level
contribution, and thus no suppression of the penguin contribution is expected. Thus we have
|R(pi+pi−)| 6= 1 , |R(pi0pi0) 6= 1 . (304)
In order to obtain a quantitative statement about this decay, we have to get some information on
the size and the (strong) phase of the penguin amplitudes relative to the tree amplitudes. One way to do
this is by using isospin relations, which need full information about all B → pipi decays; the details of
this method can be found in Ref. [132].
Alternatively, one can use QCD factorization to calculate the relative sizes and phases of the
penguin contribution. This analysis has been performed in Ref. [94], where the time-dependent CP
asymmetry for Bd → pi+pi− has been computed. Owing to the penguin contribution, Sˆ(pi+pi−) deviates
from sin 2α, and the deviation is a function of the weak phase γ. One may compute the relation between
Sˆ(pi+pi−) and sin(2α) in QCD factorization.
Once time-dependent CP aymmetries are measured in theBs system, a more precise determination
of the CKM angles will become possible. This is mainly due to the fact that the mixing phase in the Bs
system is very small, and a stringent test of the Standard Model will be provided by the measurement of
this mixing phase in a decay such as Bs → J/Ψφ. Furthermore, the Bs system will also open the road
to clean determinations of the CKM angle γ; however, a discussion of this matter is beyond the scope of
this lecture and we have to refer the reader to excellent reviews such as Ref. [128].
6 Beyond the Standard Model: How to explain ‘Flavour’?
6.1 General remarks
Although the B factories provided us with an enormous data set on flavour processes, we do not have
have any satisfactory model for the phenomenon ‘flavour’. This is closely related to the fact that our
current understanding of flavour is unsatisfactory, see the list of open questions in Section 3.5.
Of course there have been many attempts to implement a ‘horizontal’ or ‘flavour’ symmetry, which
can be chosen to be discrete or continuous. However, such a symmetry must be badly broken to generate,
for example, the large ratio mu/mt. Except for qualitative ideas, which are discussed in the last part of
this section, we do not have any quantitative theory.
On the other hand, the experiments in flavour physics indicate that the CKM picture with all its
peculiarities seems to be close to reality, since no significant deviation of the CKM flavour mixing pattern
has yet been observed. However, from the structure of the gauge sector one can find good arguments that
some ‘new physics’ can be expected at the TeV scale, but the flavour structure of any new physics at the
TeV scale is strongly constrained by the flavour experiments to be very close to the CKM structure.
To this end, the concept of ‘minimal flavour violation’ has been formulated, which states that the
only source of flavour mixing remains to be the CKM matrix, including even the ‘new physics’. Since




6.2 Minimal flavour violation
In this section we shall discuss the concept of minimal flavour violation as formulated in Refs. [133–135].
The starting point is the group13
F = SU(3)QL × SU(3)UR × SU(3)DR (305)
which is the maximal flavour group for quarks and commutes with the gauge group of the Standard
Model. Here QL denotes the weak doublets of left-handed quarks transforming as (3, 1, 1), UR are the
weak singlets of right-handed up-type quarks, transforming as (1, 3, 1), and DR are the weak singlets
of right-handed down-type quarks, transforming as (1, 1, 3). The Higgs and the gauge fields of the SM
transform as singlets under all factors of the flavour group (305).
The Yukawa couplings of the SM break the flavour symmetry (305). This breaking can be de-
scribed in terms of two spurion fields YU and YD, where YU is assumed to transform as (3, 3, 1) and YD
as (3, 1, 3). The formally invariant terms with a single insertion of the spurions can be written as
−Lyuk = Q¯′LHYDD′R + Q¯′LHYUU ′R + h.c. (306)












and the Higgs field has been introduced in (10).
The VEV of the Higgs field is chosen to be 〈φ0〉 = v 6= 0 while the spurions YU and YD are
‘frozen’ to the observed values of the Yukawa couplings. As discussed in Section 3.2 this leads to a
mass term contained in (306) and the mass eigenstates are obtained by diagonalizing the resulting mass
matrices.
Minimal flavour violation in the sense of Ref. [133] means that all flavour mixing can be expressed
in terms of the two Yukawa fields YU and YD, even in the presence of ‘new physics’. In an effective
field theory approach one would write down higher dimensional operators compatible with the flavour
symmetry F , including the lowest possible number of the Yukawa fields YU and YD. In a model of new
physics one needs to assign the additional fields (or particles) into multiplets of the flavour group F (305)
and from all F invariant combinations of all fields. In this way any flavour mixing can be expressed in
terms of the quark masses and the CKM mixing angles, which makes it possible to formulate a model of
new physics at the TeV scale which remains compatible with flavour constraints.
It is worth while to point out that both YU as well as YD have small entries except one eigenvalue
of YU corresponding to the top mass. However, one may still set up a consistent power counting using a
non-linear representation of flavour symmetry [136].
Furthermore, this formulation of minimal flavour violation can be extended to the leptonic sector
[137]. While the general idea remains the same, the details are quite different due to the presence of a
possible Majorana mass term.
6.3 CKM and the quark mass spectrum
In the Standard Model, the CKM matrix originates from the fact that the mass matrices (i.e., the matrices
of Yukawa couplings) for the up and down quarks do not commute, and hence the mass eigenbasis for
the up quarks is rotated relative to that for the down quarks, where the rotation is the CKM matrix.
This strongly suggests a relation between the CKM matrix and the masses of the quarks. However, in
the minimal version of the Standard Model the four parameters of the CKM matrix and the six quark
13We omit U(1) factors corresponding to baryon number, hypercharge and an additional Peccei–Quinn symmetry.
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masses are independent and thus unrelated parameters. The necessary information about the structure
of the Yukawa matrices has to come from a theory beyond the Standard Model, which would need to
explain the observed family structure. Without this information, one can only make assumptions about
the matrices G and G′ of Yukawa couplings, and these assumptions imply relations between the masses
and the CKM matrix.
There are many ideas in the literature for inventing more or less justified matrices of Yukawa
couplings, and we shall not even try to review all these ideas; a recent review can be found in Ref. [138].
Rather, we restrict ourselves to a simple, text-book-like example which at least shows a mechanism of
how relations between masses and the CKM matrix may occur.
We restrict ourselves to two families, in which case we have four masses and one mixing angle.
Our ansatz for the Yukawa couplings has to have fewer than five parameters in order to obtain the desired
relations. Without restrictions, we may assume that the matrix of Yukawa couplings for the the up-type
quarks is diagonal, where the diagonal entries are already two parameters, namely the masses of the up







where we shall assume that a and b are real and that the off-diagonal element a is much smaller than b.
In this way, we have two more parameters a and b and thus we expect one relation between masses and
mixing angles. Comparing this model with the general formulae of Section 3.3, we see that the unitary
matrix diagonalizing G is already the CKM matrix of this simple toy model.
The two eigenvalues of the matrix G are
λ1 = b+
√
a2 + b2 ≈ 2b and λ2 = b−
√




and the CKM matrix in this toy model becomes
VCKM =
(
cos θ sin θ
− sin θ cos θ
)




On the other hand, the masses of the down-type quarks are the moduli of the eigenvalues of the matrix,










Although this is only a toy model, the relation (312) is remarkably successful phenomenologically. Using
the Particle Data Group range of the mass ratio 17 ≤ ms/md ≤ 25, we find values of the mixing angle
between 11◦ and 14◦; this has to be compared with the measured value of the Cabibbo angle θC ≈ 12.7◦.
Despite its simplicity, this little toy model shows a general feature of many attempts to construct
matrices of Yukawa couplings. The ansätze for these matrices have to contain fewer parameters than
does the Standard Model, the parameters of which are the masses and the mixing angles. This is usually
achieved by setting some of the matrix elements to zero, and there is a vast literature on deriving these
‘texture zeros’ from symmetry considerations, for example, see Ref. [138].
The final answer to the question of whether there is a relation between the CKM matrix and the
mass spectrum and what it looks like has to wait for some more fundamental theory beyond the Standard
Model. Moreover, the situation is different in the leptonic sector, since the possible right-handed neutrino
does not carry any SU(2)L × U(1) quantum number, and hence a Majorana mass term for these right-




6.4 A simple model of a horizontal symmetry
The fact that three families exist in which the particles have identical quantum numbers with respect to
SU(3)QCD×SU(2)W×U(1)Y suggests strongly that a symmetry, called a family symmetry or horizontal
symmetry, lies behind this triplication of the observed particle spectrum.
In this section we shall discuss the general properties of a possible flavour symmetry. It will be-
come clear what the problems are, and how a possible scenario which explains the hierarchical structure
of the masses and the CKM matrix could look. These ideas are in fact quite old and date back to the clas-
sic paper by Froggatt and Nielsen [139]; they have recently been discussed in a more general framework
in Refs. [140] and [141].
A horizontal symmetry group F has to satisfy certain constraints which can be discussed very
generically. The general assumption is that such a symmetry gives the observed structure to the quark
mass matrices. We shall first prove two well-known facts about the symmetry group F :
– The symmetry F cannot be exact, i.e., it has to be broken.
– The simple scalar sector of the Standard Model has to be extended.
In order to discuss these issues we shall first define the action of H on the fields introduced
above. Since the horizontal symmetry is assumed to commute with the Standard Model gauge symmetry
SU(3)QCD × SU(2)W × U(1)Y, we have the following for the quark fields14:
QA → (FL)ABQB , (P+q)A = (Fu)AB(P+q)B , (P−q)A = (Fd)AB(P−q)B , (313)
where P± = (1±τ3)/2 projects out up- and down-type quarks. For a compact notation we shall suppress
the family indices in the following, i.e., we write
Q→ FLQ , (P+q) = Fu(P+q) , (P−q) = Fd(P−q) . (314)
Note that FL, Fu and Fd are three-dimensional unitary representations of the horizontal symmetry F .
As has been discussed above, we do not need to consider the gauge fields to understand the flavour
structure of the Standard Model. However, we have to discuss the Higgs field. Since there is only a
single Higgs doublet in the Standard Model, it has to transform under a one-dimensional representation
which is similar to a U(1)Y transformation, i.e.,
H → H exp(iφτ3) , (315)
where φ is a phase.
The only couplings of interest for the discussion of the horizontal symmetry and its effect on








whereMu/d are the up/down quark mass matrices.
Performing now a symmetry transformation of the horizontal symmetry F and requiring that LYuk
be invariant under F , we find that
Mu = F †LMuFu eiφ , Md = F †LMdFd e−iφ , (317)







= 0 , (318)
14We discuss these issues for the quarks, the same can be done for the leptons.
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= 0 . (319)
From the relations (318), we may draw a few interesting conclusions. Assuming that the repre-
sentations of the quark fields with respect to F are irreducible, we find that both quark mass matrices
have to be proportional to the unit matrix, i.e., we obtain degenerate quark masses. Alternatively, the
representations can be reducible, in which case FL, Fu and Fd can be diagonal, and the CKM matrix
becomes trivial. Since there are both non-degenerate quark masses and non-trivial mixing, the symmetry
F has to be broken.
The second observation, namely that F cannot be spontaneously broken by the vacuum expecta-
tion value of a single Higgs field (i.e., the Standard Model case), follows from the fact that the trans-
formation of the Higgs field under F is the same as a hypercharge transformation. This implies that
the phase φ can always be removed by a compensating hypercharge transformation, in which case the
Higgs field can be regarded as invariant under F . Since an invariant field can never break a symmetry by
acquiring a vacuum expectation value, we may apply the above steps again to conclude that we have to
have either degenerate quarks or vanishing mixing. In turn, the scalar sector needs to be extended.
Given the large splitting of the quark masses any non-Abelian horizontal symmetry will effectively
become an Abelian symmetry. If a non-Abelian symmetry is introduced, all up-type quarks are in the
same mulitiplet and different masses can be generated only by a large breaking of this symmetry. In
order to study the mixing between families, it will be sufficient to consider an Abelian symmetry.
It is well known that introducing more than one Higgs field carries the danger of large flavour-
changing neutral currents. The simplest extension is a two-Higgs-doublet model, of which only two
types are safe with respect to flavour-changing neutral currents. We discuss the type of two-Higgs-









where we have introduced two Higgs fields Hu and Hd, giving masses to the up and down quarks. The
two Higgs fields are again in a one-dimensional representation of the horizontal symmetry and transform
as
Hu → Hu exp(iφuτ3) , Hd → Hd exp(iφdτ3) . (321)
The Yukawa interaction (320) still has a symmetry on top of the U(1)Y that has been used above,
which is a transformation of the form
Hd → Hd exp(iψτ3) , d→ d exp(iψ) , (322)
while all other fields remain unchanged. Thus, by the same argument as for the single Higgs doublet
of the Standard Model, we can compensate the phase of the horizontal-symmetry transformation by
adjusting the phase ψ in (322). Thus the two Higgs fields Hu and Hd again cannot break the horizontal
symmetry.
One way to avoid these ‘no-go’ statements concerning the spontaneous breaking of the horizontal
symmetry is to introduce non-renormalizable terms suppressed by a large-scale Λ. This is natural since it
introduces the mixing between families as a power-suppressed contribution, explaining the smallness of
this effect. We wish only to discuss these models schematically, so we shall consider a simplified model,
where the horizontal symmetry is simply a U(1)H phase transformation. We shall define the two Higgs
doublets to be in the trivial representation of the horizontal symmetry, i.e., φu = 0 = φd. We introduce
an additional scalar field S, which carries one unit of charge under the horizontal symmetry




while the quarks transform as
FL = exp(iTLφ) , Fu = exp(iTuφ) , Fd = exp(iTdφ) . (324)




















where the diagonal entries are assumed to be integer numbers.














where we have re-inserted the family indices A and B, and Λ is a scale of new physics which induces
the nonrenormalizable terms (326). The powers of the field S are determined from the requirement that
the Lagrangian LnrYuk be invariant under U(1)H, which yields the relations
nAB = t
(A)
L − t(B)u , mAB = t(A)L − t(B)d . (327)
Spontaneous breaking of the horizontal symmetry means that S acquires a vacuum expectation
value, which we write as
〈S〉 = Λ , (328)
introducing a small quantity .
Hierarchical mass matrices and mixing can now be introduced by a suitable choice of the charges
for the different generations, and the hierarchy is determined by the small parameter epsilon. Assuming
for purposes of illustration λu,AB = 1 and λd,AB = 1 for all values of A and B, we find a mass term in




nAB (P+q)B + Q¯AmAB (P−q)B
)
, (329)
where we have used a simplified picture in which 〈Hu〉 = 〈Hd〉 = v.
In this simple picture, the mixing angles are related to the charge differences between the left-
handed components of the families; we obtain, as order-of-magnitude relations,
|Vus| ∼ t
(2)
L −t(1)L , |Vcb| ∼ t
(3)
L −t(2)L , |Vub| ∼ t
(3)
L −t(1)L , (330)
which implies a structure corresponding to the Wolfenstein parametrization. In particular, we obtain
|Vub| ∼ |Vcb||Vus| . (331)














∼ t(A)L −t(B)L +t(A)u −t(B)u . (332)
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We shall not go into any quantitative details here, since for a quantitatively satisfactory model this
simple toy model needs to be extended [140, 141]. However, we may relate this model to the simple
relation discussed above which has been explicitly derived for the two-family case. For the case that
t
(A)
L − t(B)L = t(A)d − t(B)d (333)






which is of a similar form as relation (312).
However, this type of model has various problems. Aside from the fact that the above discussion
is only qualitative, the simple U(1)H model used here for illustrative purposes does not yield a sensible
phenomenology. As has been discussed in Ref. [141], one needs to extend the symmetry to satisfy the
phenomenological constraints from the observed masses and mixings.
Furthermore, a spontaneously broken global horizontal symmetry will result in massless (or at
least light) scalar fields, which are not observed. This can in principle be avoided by elevating the global
horizontal symmetry into a local one, in which case one can trade the massless modes for the longitudinal
modes of massive gauge bosons. However, the masses of these gauge bosons have to be very large in
order to avoid problems with flavour-changing currents.
Going beyond these qualtitative remarks is beyond the scope of this lectures; in particular, the
ansatz discussed above is again only an effective field theory, which cannot explain the origin of the
higher-dimensional operators. However, its nice feature is a qualitative explanation of the hierarchical
structure of the mass matrices. Still, it is fair to say that at present there is no working model that explains
the flavour structure of the Standard Model.
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We discuss selected topics of the theory of heavy-ion collisions.
1 Introduction
How do complex, collective phenomena and properties of matter emerge from the fundamental interac-
tions between elementary particles? Heavy-ion physics addresses this question for the theory of strong
interactions, Quantum Chromodynamics, in the regime of extreme energy density.
For idealized situations, such as perfect thermal equilibrium, QCD allows us to calculate the equa-
tion of state of strongly interacting matter, the thermodynamic and dissipative properties which govern
the propagation of disturbances in that matter, the fate of non-equilibrated structures such as bound states
or jets embedded in that matter, the electromagnetic radiation from that matter, etc. An introductory text
to heavy-ion physics could start by explaining the calculational techniques and main results of QCD
thermodynamics and non-equilibrium dynamics, before focusing on those measurements which are re-
garded as most suited for a test of QCD at extreme temperature or energy density. A byproduct of such
a presentation would be that the text stays close to the historical development of the subject and that it
would recall naturally the main motivations for studying nucleusnucleus collisions.
However, such a presentation poses also the risk  in particular for the novice in the eld 
of approaching the rich phenomenology of heavy-ion physics with the unwanted bias of a preconceived
theoretical framework. Collective phenomena are not simply there in the data, they need to be established
on top of a non-trivial background. And where collective phenomena can be established, they are not
necessarily of thermal origin. Moreover, analysis and interpretation of data often require modelling as a
bridge between experimental observations and QCD. This multi-step process is at best as reliable as its
weakest link. Hence to contribute to research in the eld, knowledge about the steps from the rst data
to a nal interpretation appears to be at least as important as the knowledge about the theory of QCD
thermodynamics. This motivates our presentation.
The following lectures aim at an introduction to the methods used in heavy-ion physics for estab-
lishing collective phenomena and for analysing them in the framework of Quantum Chromodynamics.
To the extent possible, our discussion will follow for each class of measurements a three-step logic.
1. Establish benchmarks in which collective effects are absent.
2. Quantify deviations from these benchmarks.
3. Analyse the origin of these deviations.
We introduce different classes of measurements roughly in the order in which they become experimen-
tally accessible in collider experiments. The limited scope of these lectures allows me to touch only a
few prominent examples.
2 Multiplicity distributions
Figure 1 shows one of the very rst measurements at a heavy-ion collider: the number of collisions Nev
(‘events’) recorded by an experiment, is plotted as a function of the event multiplicity n. In contrast to
















Fig. 1: One of the first measurements at the Relativistic Heavy Ion Collider RHIC: The number of collisions
(‘events’) registered by PHOBOS, plotted versus a signal strength, is proportional to the event multiplicity. Figure
taken from Ref. [1], curves discussed in the text of Section 2.2.
We want to establish a benchmark for dNev/dn, in which collective effects are absent. To this
end, we want to determine the multiplicity distribution dNev/dn under the assumption that particle
production in A+B is an incoherent superposition of the collision of an equivalent number of nucleon
nucleon collisions. The notion of an ‘equivalent number’ requires a counting rule. In Glauber theory,
this counting is based on the number of participants Npart, which is the number of nucleons in A and B,
which participate in the collision, or it is based on the total number of nucleonnucleon collisions Ncoll
which occur in the collision of A with B. However, there is no a priori reason for not choosing another
counting rule, based, for example, on the number of valence quarks rather than nucleons in A and B.
How can we hope to arrive at rm conclusions if the very starting point depends on such an am-
biguous choice of what we count? The answer is that the shape of the multiplicity distribution dNev/dn
is rather insensitive to the mechanism of multiparticle production. It is determined largely by purely geo-
metrical information about the overlap of A and B as a function of impact parameter. As a consequence,
the shape of dNev/dn is not useful for determining collective phenomena, but it is a powerful tool for
characterizing the geometry of the collision. To determine the latter, it does not matter so much what
we count, but it matters that we count. This section gives arguments of why this is so, and it outlines in
technical detail how one usually proceeds. And as we shall see in subsequent sections, looking at other
measurements as a function of geometrical information about the collision can discriminate collective
phenomena from an underlying background.
2.1 Glauber theory
The distribution of nucleons in a nucleus A is characterized by the nuclear density ρA(~r). This density
depends on the 3-dimensional radius ~r. We set its norm to unity,
∫
d~r ρA(~r) = 1 . At high centre-of-mass
energies, the spherical nucleus is Lorentz-contracted along the beam direction z and what matters is the
projection of the nuclear density on the plane of transverse impact parameter b. This transverse density




dz ρ(b, z) . (1)
The nucleonnucleon interaction can be characterized by its inelastic cross section σ inelnn , which we
write differential in impact parameter,
∫
drσ(r) = σinelnn . We now discuss nucleonnucleus (nA) and
nucleusnucleus (AB) collisions as incoherent superpositions of nucleonnucleon collisions.
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2.1.1 Nucleonnucleus (nA) collisions
For an nA collision at impact parameter b, the probability that the projectile nucleon n interacts with





i )σ(b − sAi ) ' TA(b)σinelnn . (2)
Here, TA(b) is the number of nucleons at impact parameter b. We assumed in the second step of (2) that
the nn cross section is very small compared to the transverse area of the nucleus, and that the differential
cross section can be written as
σ(b− s) ' σinelnn δ(2)(b− s) . (3)
We shall adopt this approximation throughout our discussion. The one-interaction probability (2) is
independent of the index i, p(b, i) = p(b). It determines the probability P (n,b) that the nucleon






[1− p(b)]A−n p(b)n . (4)







nP (n,b) = ATA(b)σinelnn . (5)
In nA collisions, the number of collisions is always one less than the number of nucleons participating
in the collisions, so
N
nA
part(b) = 1 +N
nA
coll(b) . (6)
We spell this out since it will be different in AB collisions. The inelastic nA cross section σ inelnA is



























2.1.2 Nucleusnucleus (AB) collisions
In an AB collision at impact parameter b, a nucleon at transverse position sB in nucleus B will undergo
on average NnAcoll(b − sB) = ATA(b − sB)σinelnn collisions, see Eq. (5). So, the average number of







coll(b− sB) = AB TAB(b)σinelnn . (9)
Here, we encounter for the rst time the nuclear overlap function
TAB(b) ≡
∫
dsTB(s)TA(b− s) , (10)
which plays a central role in describing the transverse geometry of heavy-ion collisions. Other quantities
of interest can be calculated by starting with the probability that a nucleon at position sB inB participates
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in the collision. If the nucleons in A are in the conguration {sAi }, then the probability that the j-th
nucleon at position sBj in B interacts with at least one nucleon in A is




1− σ(sB − sAi )
]
. (11)
The probability for nucleons in an arbitrary conguration {sAi } that in the collision ofB withA at impact


















×p(sB1 , {sAi }) . . . p(sBm, {sAi })
[




1− p(sBB , {sAi })
]
. (12)
From this, many other quantities of interest can be calculated in a straightforward way (see Question 1
below). For instance, the inelastic cross section is dened by the probability that something happens at
impact parameter b, integrated over impact parameter
σinelAB ≡
∫









We can invoke the optical limit AB À 1 to exponentiate the integrand





We nd that for the inelastic cross section as well as for the average number of collisions, the nuclear
overlap function plays the role which the nuclear prole function played for nA collisions; more pre-
cisely, the expressions for nA and AB collisions are related by the substitution ATA → AB TAB .
The situation is different for the average number of participants. The average number of nucleons in B







1− PB(0,b) . (15)
Here, the denominator keeps count of the fact that only those encounters of A with B are registered, in











Parametrically, the average number of participants in AA grows proportional to A, the average number
of collisions grows proportional to A4/3 (see Question 2 below for a simple example).
To turn the above equations into numbers, we have to specify the nuclear density ρ(r) and the
inelastic nucleonnucleon cross section σNN. For the nuclear density of sufciently large nuclei, A > 16,




[− r−Rc ]) , R = 1.07A1/3 fm , c = 0.545 fm . (17)
More precise parametrizations can be found for instance in Ref. [2]. The inelastic nucleonnucleon cross
section is σinelnn ∼ 40 mb at
√




1. Derive Eqs. (13) and (15), starting from Eq. (12).




j − b) p(sBj , {sAi }), the probability







































j − b) p(sB, {sAi }) .
2. Consider a cylindrical nucleus of radius R, length 2R and nuclear density ρ(b, z) =
1
2piR3
Θ (R − |b|) Θ (2R − z). Assume that R ∝ A1/3, the nuclear number of the cylindrical nu-
cleus A.
Calculate the nuclear profile function of A and the nuclear overlap function for A+A.
Determine the average number of participants and the average number of collisions at impact parameter
b. How does Npart(b) and N coll(b) scale with A?
Answer: TA(b) = 1piR2 Θ (R − |b|), TAA(b) = 1(piR2)2 SAA(b), where SAA(b) ≡ R
2 (β − sin β),
β ≡ 2 arccos b
2R









SAA(b) and so Npart(b) ∼ A.
2.2 Characterizing the collisions geometry by multiplicity distributions
Phenomenologically, one nds that soft particle production in nuclear collisions scales approximately
with NABpart over a wide range of centre-of-mass energy [3]. On the other hand, rare hard processes scale
with the number of hard partonic collisions, which is proportional to NABcoll .
Let us consider a simple model for the average event multiplicity nAB(b) in a nucleusnucleus
collision at impact parameter b. We take nAB(b) proportional to the mean multiplicity nnn of a nucleon
nucleon collision at the same centre-of-mass energy. This is consistent with the assumption that nAB(b)
arises from the incoherent superposition of an equivalent number of nn collisions. A model parameter












The choice x = 0, which impliesNABpart-scaling of event multiplicities, is known as the ‘wounded nucleon
model’. It deserves a special name since total event multiplicities scale approximately proportional to
N
AB
part over a wide range of centre-of-mass energy. Varying the model parameter x (within and outside
the range favoured by data), we can test the sensitivity of a measurement to details of the mechanism of
multi-particle production.
If we had a dynamical model of soft particle production, we could calculate the dispersion d of the
mean nAB(b). The present set up does not allow us to do so, and the dispersion d is just another model
parameter, which we take to be of O(1). This species the probability P (n,b) to nd a multiplicity n in
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Fig. 2: Left: A typical event multiplicity distribution at RHIC, sliced up in centrality classes. Right: The correlation
of the average number of participants and the average number of collisions in a centrality class to the impact
parameter in that centrality class. The range of impact parameter, corresponding to 0–5 % and 10–30% centrality
is indicated.











Here, the last term in the brackets denotes the probability that an inelastic process occurs, see Equation
(13). Equation (20) expresses the event multiplicity distribution as a function of the nn cross section,
the model (18) for the event multiplicity [here dened in terms of nAB(b) and its dispersion d], and
geometrical information encoded in the nuclear overlap function TAB(b). This information is fully
specied by Eq. (17) and the subsequent text.
The curves, plotted in Fig. 1 result from a comparison of (20) with data at RHIC. A more detailed
analysis of (20) shows that the shape of dNevdn depends largely on the geometrical information encoded
in TAB(b), and is rather insensitive to assumptions about the microscopic dynamics underlying soft
particle production. This can be checked by varying the parameter x which interpolates between Npart-
and Ncoll-scaling, or varying the dispersion d or even by changing the value of σnn. In all these cases,
the shape of dNevdn changes only mildly, if one adjusts the maximal multiplicity found in the most central
collision by a t parameter. Establishing this observation is left as an exercise.
From the study described above, we conclude that geometrical rather than dynamical information
dominates the shape of dNevdn . As a consequence, the measurement of
dNev
dn is not well-suited to discrim-
inate between different models of multi-particle production, but it is a powerful tool for characterizing
centrality classes. The standard procedure is as follows: The distribution dNevdn is sliced up in segments,
‘05%’ indicating, for example, those ve per cent of all collected events which have the highest event
multiplicity, see the left-hand side of Fig. 2. These multiplicity classes n ∈ [n0, n0 +∆n] are then related
to centrality classes, that is to ranges of impact parameter b ∈ [b0, b0 + ∆b] of the collision. Because
of the dispersion of the event distributions in n and b, an event sample at xed multiplicity will always
contain collisions over a nite range of impact parameter. Centrality and multiplicity are correlated,
but the accuracy of an event-by-event determination of the impact parameter is limited by the disper-
sion. To check how accurately the impact parameter can be determined, one can integrate (20) over a
nite range of impact parameter, b ∈ [b0, b0 + ∆b] and compare the resulting event distribution with the
corresponding slice on the left-hand side of Fig. 2. This is left as an exercise.
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One often characterizes centrality classes by quoting the average number of participants 〈N ABpart〉


















A similar average can be dened for the number of collisions. The correlation between this average and
the impact parameter of the collision is shown on the right-hand side of Fig. 2. We note in particular that
selecting the 5% most central events in AuAu collisions amounts to selecting an event sample with an
impact parameter up to |b| < 3.5 fm. Since the rate of nucleusnucleus collisions at impact parameter
b is proportional to b db, there are more collisions at relatively large impact parameter, and the yield of
the most central collisions is geometrically suppressed. So, even data from the most central event class
contain collisions at signicant nite impact parameter.
At the end of this section, it is appropriate to recall the uncertainties and assumptions entering
the characterization of centrality classes. Lacking a dynamical model of soft hadron production, we
have started from the simple ansatz (18) for the average event multiplicity in a centrality class. Within
this framework, we have established that the shape of dNevdn is mainly sensitive to the centrality, that
is to the impact parameter of the collision, and that it is rather insensitive to details of the model of
multiplicity production. We have then tacitly assumed that this holds for all realistic models of multi
particle production; then, dNevdn is a model-independent tool for the measurement of the impact parameter
of the collision. Though this assumption is reasonable, it remains an assumption.
In particular, with increasing centre-of-mass energy, it is conceivable that novel mechanisms of
multiparticle production contribute signicantly to the event multiplicity. So, even if the relation between
multiplicity and centrality of nucleusnucleus collisions is well-established at some energy scale, cross
checks at higher centre-of-mass energies are wanted to put the use of Glauber theory for the centrality
determination on a rm footing. One experimental cross-check is to measure the energy EF of those
fragments of a nuclear projectile, which stay at projectile rapidity. These fragments should correspond










This correlation between Npart(b), determined experimentally from multiplicity distributions, and EF is
a test of Glauber theory. There are many other tests. At RHIC, for instance, one measured the multiplicity
distributions in deuteriumgold (dAu) collisions under the conditions that i) the proton and neutron in
the deuterium both break up, or that ii) the proton interacts with the nucleus while the neutron is detected
untouched at forward projectile rapidity. The latter class of pAu collisions with a spectator neutron
selects a more peripheral distribution of impact parameter and comparing the two cases is a sensitive and
successful test of Glauber theory (see, for example, Fig. 1 in Ref. [4]).
Questions:
1. Write a short computer program to calculate (20) for the collision of two gold nuclei (A = 197).
Check that the output of this program reproduces the shape of Fig. 1.
Calculate the integral in (20) restricted to some finite range of impact parameter, (b = 0–4 fm, 4–6 fm,
6–8 fm, etc.) and plot the results. Vary the model parameter x, the value for the dispersion d, the n–n
cross section σnn. To what extent do variations of these parameters affect the centrality classes (b =
0–4 fm, 4–6 fm, 6–8 fm, etc.), which you have calculated before?
2. Use your computer program to calculate (21) and to reproduced the right-hand side of Fig. 2.
3. Our discussion of Glauber theory was limited to the case of a spherical nuclear density ρA(~r) = ρA(r).
There are nuclei which are not spherical but spheroidal, that is with a symmetry axis which is longer than
the other two. How would you disentangle an event sample of high centrality, in which this symmetry
axis lies parallel to the beam direction, from one in which it is orthogonal to the beam direction? Think
about possible confounding factors.
A detailed discussion can be found in Ref. [5].
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2.3 Constraining dynamical models by multiplicity distributions
There are many models of multiparticle production in hadronic collisions, but an understanding from rst
principles is missing. This is so in protonproton, as well as in nucleusnucleus collisions, and resulting
uncertainties in the extrapolation to higher centre-of-mass energy are comparable. A compilation of
models for the event multiplicity in nucleusnucleus collisions, and how these models compare to data,
can be found in Refs. [6,7]. Here, we do not discuss specic models of multiparticle production. We note,
however, that multiparticle production in hadronic collisions shows several characteristic features which
persist over many orders of magnitude in √sNN, see Ref. [8]. The extrapolation of these apparently
generic features to higher centre-of-mass energy shows deviations from the extrapolation of models
which have been phenomenologically successful at RHIC [9]. This illustrates that data on the total even
multiplicity can help to discriminate between dynamical models of multiparticle production.
We close this section by giving a widely used estimate of the energy density attained in a nucleus
nucleus collision. In the nal state of a heavy-ion collision, one can measure the average transverse
energy 〈eT 〉 per produced particle, and the total transverse energy produced in the collision per unit
rapidity y, dETdy ∝ dNevdy 〈eT 〉. The volume in which this energy was contained at an initial time τ0,
can be obtained by back extrapolating the energy ow along straight lines. For a zero-impact parameter
collision between two nuclei of radius R, the total transverse energy is located initially in a transverse
area piR2, and the system has expanded for a short duration τ0 in the longitudinal ‘beam’ direction with
a speed close to the velocity of light. Bjorken’s estimate of the energy density at time τ0 is given by the









The energy density obtained from Bjorken’s estimate is not necessarily equilibrated, it could result
equally well from free-streaming particles which do not interact.
3 Particle production with respect to the reaction plane
In the previous section, we have seen how one can select in nucleusnucleus collisions an event class
characterized by a range of nite impact parameter b ∈ [bmin, bmax]. At nite b, nucleusnucleus col-
lisions have a reaction plane, which is spanned by the beam axis and the orientation of the impact pa-
rameter b in the transverse plane. In the present section, we shall discuss how to characterize particle
production as a function of the azimuthal angle φ with respect to the reaction plane.
To get a rst idea of why this is interesting, consider the three situations sketched in Fig. 3. A sin-
gle, jet-like 2→ 2 process would produce the largest azimuthal asymmetry, but such incoherent particle
production would not be correlated to the reaction plane. Increasing the event multiplicity by super-
imposing more incoherent processes, the azimuthal asymmetry will reduce statistically as ∝ 1/√nev.
Again, this remaining asymmetry is purely statistical; it will point in an arbitrary direction and it will
not be correlated to the reaction plane. In contrast, nal-state interactions amongst the degrees of free-
dom produced in the collision are expected to lead to an azimuthal asymmetry which is correlated to
the reaction plane. This is so, since the in-medium pathlength of any particle (and thus its probability
of interaction) depends on the azimuthal direction φ. The correlation of particle production with the
reaction plane is interesting, since it gives access to multiparticle nal-state interactions and collectivity
in the medium.
The picture shown in Fig. 3 is nothing but an illustrative sketch. Whether the 2 − 2 interactions
between particles in the nal state is an appropriate picture for understanding nucleusnucleus collisions,
or whether for instance the picture of an evolving uid is more appropriate, must be established in
a data analysis and should not be presupposed by the analysis method employed. The above sketch
illustrates, however, that there are in general two sources of azimuthal asymmetries: those caused by
statistical uctuations, which would be present even in the absence of a reaction plane, for instance if the
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Fig. 3: Sketch of a nucleus–nucleus collision at finite impact parameter. Black dots denote the location of hard
processes in the transverse plane. Left and middle: independent 2 → 2 or 2 → n processes lead to an azimuthal
asymmetry which decreases with multiplicity and which is not correlated to the reaction plan. Right: final-state
interactions have the potential to generate particle correlations with respect to the reaction plane.
heavy-ion collision can be viewed as an incoherent superposition of an equivalent number of nucleon
nucleon collisions. And those which are correlated to the reaction plane and which manifest some form of
collective behaviour of the matter produced in the section. In this section, we discuss how to disentangle
statistical from collective effects.
We consider a single inclusive particle spectrum f1(p) ≡ dNd3p , where the momentum can be
written as ~p =
(
pT cosφ, pT sinφ,
√
p2T +m2 sinh y
)
. The azimuthal asymmetry of this spectrum can
be characterized fully in terms of the harmonic coefcients
vn ≡ 〈exp [i n φ]〉 =
∫
f1(p) ei nφ d3p∫
f1(p) d3p
. (24)
The coefcients vn are called n-th order ow. In general, they can depend on the transverse momentum
pT , the rapidity y, and they can differ for different particle species. In particular, v1 is referred to as
‘directed ow’ and v2 as elliptic ow. In the collision of identical nuclei at mid-rapidity, the collision
region is symmetric under φ→ −φ and all odd harmonics vanish. In this case, the elliptic ow v2 is the
rst non-vanishing coefcient.
3.1 The cumulant method for n-th order flow
The coefcients (24) cannot be measured directly, since the orientation of the reaction plane is not known
a priori. The cumulant method is a systematic approach for relating vn to measurable quantities, which
has been pioneered by [10]. It is based on the analysis of particle correlations. We consider a two-particle
inclusive distribution f(p1,p2) and we perform the harmonic transformation
〈f(p1,p2)〉 ≡ 〈exp [i n (φ1 − φ2)]〉 =
∫
exp [i n (φ1 − φ2)] f(p1,p2) d3p1 d3p2∫ 〈 f(p1,p2) d3p1 d3p2 . (25)
Measuring this particle correlation does not require a priori knowledge about the orientation of the reac-
tion plane and it is thus measurable. In general, a two-particle distribution has an uncorrelated part, and
a correlated one,
f(p1,p2) = f(p1) f(p2) + fc(p1,p2) . (26)
The key idea of the cumulant method is to count the correlated part fc as suppressed by one factor
∼ 1/nev of the event multiplicity, compared to the leading contribution. For instance, consider the sim-
plied case that nev = 2N particles are produced in 2− 2 processes, so that any particle is dynamically
correlated with exactly one other particle, namely its recoil, and it is uncorrelated with the 2N − 1 other
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particles (see Fig. 3). In this case, the correlated part is O(1/nev)-suppressed. An analogous argument
holds for other dynamical correlations between particle pairs, for instance dynamical correlations due to
resonance decays. Consider nev pions, some of them stemming from ρ-decays: each pion will have ex-
actly one resonance decay partner with which it is correlated, and (as long as there is no collective effect
which correlates the motion of particles to the global event) it will be uncorrelated with (nev − 1) pions.
In short, on the right-hand side of Eq. (26), the rst term retains the information about collectivity, from
which the harmonic coefcients vn in (24) can be calculated. The second term separates two-particle
correlations which are typically due to resonance decays or conservation laws and which would fake
azimuthal asymmetries not correlated to the reaction plane. Having separated the correlated part in (26),
we can write the average (25) as
〈exp [i n (φ1 − φ2)]〉 = vn vn + 〈exp [i n (φ1 − φ2)]〉c︸ ︷︷ ︸
O(1/nev)
. (27)
The correlated part, which is suppressed by O(1/nev), is often referred to as non-ow correction. It is
possible to measure from two-particle correlations (27) the azimuthal asymmetry vn of a single inclusive
hadron spectrum with respect to the reaction plane, if the signal v2n is larger than the non-ow correction,
that means
vn À 1/√nev for two-particle correlations. (28)
What if this condition is not satised? One can enhance the sensitivity of the construction by going to
the 4th order cumulant
〈〈exp [i n (φ1 + φ2 − φ3 − φ4)]〉〉 ≡ 〈exp [i n (φ1 + φ2 − φ3 − φ4)]〉
−〈exp [i n (φ1 − φ4)]〉〈exp [i n (φ2 − φ4)]〉
−〈exp [i n (φ1 − φ4)]〉〈exp [i n (φ2 − φ3)]〉 . (29)
Here, the subtraction terms are chosen such that the leading non-ow corrections cancel. Upon explicit
calculation, one nds











In practice, the higher harmonics v2n are much smaller than vn. Then, to determine the azimuthal
asymmetry vn from (30), we require that the signal
vn À 1/nev3/4 for two-particle correlations. (31)
So, by going to a higher cumulant, we have eliminated 4-particle correlations, which would fake a corre-
lation with the reaction plane in a second-order cumulant analysis, and we have enhanced the sensitivity
for discriminating the signal (24) from confounding correlations. One can show that by going to even
higher cumulants, one can achieve asymptotically a sensitivity vn À 1/nev.
3.2 Elliptic flow at RHIC
On the left-hand side of Fig. 4, we show the transverse momentum dependence of the elliptic ow v2,
measured for different centrality classes in Au-Au collisions at RHIC. The azimuthal asymmetry v2 of
the nal-state single inclusive hadron spectrum is maximal in semi-peripheral collisions. v2 decreases
for more peripheral centrality classes. This is so since v2 measures a collective phenomenon originating
from nal-state interactions, and the latter become less important with increasing impact parameter and
smaller system size. On the other hand, v2 decreases towards more central collisions, since the initial
geometric asymmetry is decreased. However, while v2 is constructed such that it should disappear for the
idealized case of an event sample at impact parameter b = 0, v2 does not disappear in the sample of the
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Fig. 4: Left: Transverse momentum dependence of the elliptic flow v2 for different centrality bins. Right: the
pT -integrated elliptic flow v2 as a function of centrality bins, reconstructed with 2nd, 4th and 6th order cumulants.
The most central bin is to the left. Figures taken from Ref. [11].
5% most central collisions. This is so, since even the most central 5% of the total nucleusnucleus cross
section is an event sample with sizeable average impact parameter, see our discussion in Section 2.2.
To appreciate the total size of the v2 signal, we note that the harmonic coefcients vn characterize








[1 + 2v1 cos(φ− ΦR) + 2v2 cos 2(φ− ΦR) + · · · ] , (32)
where ΦR denotes the azimuth (in the laboratory frame) of the reaction plane. In particular, the cos 2φ
term has the prefactor 2 v2. So, if v2 reaches a value of v2 ∼ 0.2, then the term in brackets in (32) varies
between 0.6 and 1.4. This implies that there are more than twice as many particles emitted in the reaction
plane than orthogonal to it. In short, the measured azimuthal asymmetry is large.
We now discuss whether the experimentally measured signal v2 ∼ 0.2 is caused by random uc-
tuations not correlated to the reaction plane, or whether it is indicative of a collective phenomenon. For
a simple estimate, we consider the typical case that the events for which v2 is determined have of the
order of nev ∼ 100 nal-state particles in the phase space region which is analysed. Assume that we
determine v2 form 2nd order cumulants. For the result to be dominated by collective effects, we require
according to (28) that vn À 1/√nev ∼ 0.1. For vn ∼ 0.2, this condition is not realized. So, we expect
that the result of a 2nd order cumulant analysis of v2 contains non-negligible non-ow effects. What
about a 4th order cumulant analysis? The signal v2 ∼ 0.2 is indeed much larger than 1/n3/4ev ∼ 0.03, so
the inequality (31) holds. As a consequence, we expect that the result of a 4th order cumulant analysis
is stable and that no further non-ow corrections are found if even higher order cumulants are included
in the analysis. This is conrmed in the data analysis, see Fig. 4. In short, by disentangling effects from
random uctuations from collective ones, we have established a signal v2 which is large and which can
be attributed to a collective phenomenon.
4 Hydrodynamic modelling of heavy-ion collisions
In the previous section, we have established for the azimuthal asymmetry v2 a benchmark in which
collective effects are absent and where the signal is due to random uctuations only. We have then es-
tablished that the measured value of v2 is signicantly larger than this benchmark, we have disentangled
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the effect of random uctuations from the signal of a collective phenomenon by a cumulant analysis, and
we have arrived at a value for v2 which can be attributed to a collective phenomenon.
The question arises to what extent the dynamical origin of this collective phenomenon can be con-
strained in an interplay of theory and data analysis. What we know is that in nucleusnucleus collisions
at nite impact parameter, the nuclear overlap region of the collision covers initially an almond-shaped,
azimuthally asymmetric region in the transverse plane. Upon impact, the distribution of the produced
particles is asymmetric in transverse space, but initially it is symmetric in transverse momentum space.
So, the value of v2 must arise from a mechanism that translates the initial geometrical anisotropy into
a nal-state momentum-space anisotropy. This mechanism will be the more efcient the more the pro-
duced degrees of freedom interact with each other after being produced. The maximal signal v2 may be
expected to arise from a hydrodynamical picture of the collision, since any dissipative effect (indicative,
for example, of a nite mean-free path between interactions) is expected to reduce v2.
So, the rst motivation for a modelling of heavy-ion collisions in terms of a uid is the idea to
start from a description which conceivably explores the case of a maximal degree of collectivity. Here
we discuss the basis for such model simulations, and how they compare to data on v2.
4.1 Tensor decomposion of T µν
We consider matter in local equilibrium, characterized by its energy momentum tensor T µν(x) and n
charge densities Nµi (x), i ∈ [1, n]. In much of what follows, we do not spell out explicitly the depen-
dence of these thermodynamic elds on the space-time coordinate x. The energy momentum tensor is
symmetric under exchange of Lorentz indices, so we have
energy momentum tensor T µν . . . 10 indep. functions (33)
conserved charges Nµi . . . 4n indep. functions (34)
We introduce now a local ow eld uµ(x), dened by a normalized vector uµ uµ = 1. The projector on
the subspace orthogonal to the ow eld is
∆µν = gµν − uµuν . (35)
In a tensor decomposition with respect to the ow eld, one can disentangle properties which are co-
moving with the local ow eld from those which are leaking out of the comoving rest frame. For the
energy momentum tensor, this tensor decomposition reads
T µν = ² uµ uν − p∆µν + qµuν + +qνuµ + Πµν . (36)
Here, the different components of T µν have specic physical interpretations. For instance, the projection
² = uµ T µν uν (37)
denes the energy density comoving with the ow eld. This can be seen clearly, for instance, by
observing that in the frame locally comoving with the uid, uµ = (1, 0, 0, 0), the energy density ² is the
00-component of the energy-momentum tensor. Similarly, the isotropic pressure is given by
p = −T µν ∆µν/3 , (38)
which in the locally comoving frame with uµ = (1, 0, 0, 0) reduces to the spatial diagonal ii-component
of T µν . The heat ow
qµ = ∆µαTαβ uβ (39)
characterizes the energy density which dissipates out of the rest frame locally comoving with the uid
















The so-called Landau frame is characterized as the frame comoving with the physical 4-velocity of the









In the Landau frame, the heat ow vanishes by construction,
qµ = 0 in Landau frame. (42)
In the absence of conserved charges, or if one restricts the discussion to cases for which the ow of
conserved charges does not differ from the ow of energy, the Landau frame is a natural choice, since it
denes the local rest frame of the uid.
For the conserved charge current N µ(x), the corresponding tensor decomposition takes the form
Nµi = ni u
µ + nµi . (43)






is orthogonal to the ow eld and characterizes the charge dissipating out of the locally comoving uid
element. For each charge, we can specify the local rest frame comoving with the net charge, characterized





In this so-called Eckard frame, net charge does not ow out of the local rest frame, so nµi = 0 by
construction. This amounts to replacing the three independent functions nµi (x) by the three independent
functions of the Eckard velocity uµE . In what follows, we shall work mainly in the Landau frame.
4.2 Equations of motion for a perfect fluid
A uid is called perfect if we can associate to each space-time point x a uid velocity, such that in the
frame comoving with this velocity, the uid is isotropic at x. So, for each x, there is a uid rest frame
such that T 00(x) = ²(x), T ij(x) = p(x) δij and Nµi (x) = ni(x)δµ0. It follows that in a frame specied
by an arbitrary velocity uµ(x), the charge currents and energy-momentum tensor of a perfect uid take
the form
Nµi = ni uµ , (46)
T µν = ² uµ uν − p∆µν . (47)
This is a tremendous simplication of the general case. The 10 + 4n independent functions entering (33)
and (34) are reduced to 5+n unknown functions, namely ², p, three independent functions uµ(x) and the
n functions ni(x). The conservation laws for the conserved charges and energy-momentum give 4 + n




i = 0 , (48)
∂µT
µν = 0 . (49)
To fully determine the equations of motion for the 5+n unknowns of in (46), (47), we need one additional
constraint. This is provided by the equation of state (e.o.s.), which expresses the pressure p in terms of
the energy density and charge densities,
p = p(², n) . (50)
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Fig. 5: Three model equations of state of QCD matter: a hard e.o.s. (EOS I), a soft e.o.s. (EOS H), and an e.o.s.
which displays a 1st order phase transition from a soft ‘hadronic’ e.o.s. at low density to a ‘hard’ partonic e.o.s. at
high density. Figure taken from [12].
For a perfect uid, information about the underlying theory enters only by specifying the equation of





An ideal gas has c2s = 1/3 and equations of state which come close to this velocity of sound are referred
to as ‘hard’. In a hadron gas, an increase of energy density does not translate as efciently into a change
of pressure, since it leads also to the excitation of higher lying resonances. As a consequence, a hadron
gas is expected to have a much softer equation of state with c2s ≈ 0.15. Figure 5 shows a set of different
equations of state, used in uid model simulations of heavy-ion collisions. Realistic model equations of
state extrapolate between a soft ‘hadronic’ regime at low density and a hard ‘partonic’ regime at high
density.
4.3 Bjorken boost-invariant ideal fluid
A uid is called Bjorken boost-invariant, if the longitudinal velocity vz of the frames locally comoving
with the uid is related to their space-time position like vz = z/t. Here as always, the ‘longitudinal’
coordinate z refers to the direction parallel to the beam. The condition of longitudinal boost-invariance
takes a particularly simple form in terms of proper time τ and space-time rapidity η,
t = τ cosh η , (52)





= tanh η , for Bjorken boost-invariant velocity prole. (54)
A uid with this velocity distribution will look the same in all longitudinally comoving uid elements.
This distribution is of particular interest in the modelling of heavy-ion collisions, since one expects that
at high centre-of-mass energy, the initial conditions of the uid produced satisfy (54) over a wide range
of rapidity. Moreover, one can show that if (54) is satised by the initial conditions, then it is preserved
by the equation of motion (49). This implies that the longitudinal dynamics is trivial and decouples: one
is left with a set of 2+1-dimensional hydrodynamic equations of motion in the transverse plane, which
are computationally less demanding.
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To illustrate the consequences of Bjorken boost-invariant ow, we consider here a one-dimensional
toy model with equations of motion
∂t T
00 + ∂z T z0 = 0 , (55)
∂t T
0z + ∂z T zz = 0 . (56)























cosh η = 0 . (58)













= 0 . (60)
The equations of motion in η and τ decouple. There is no pressure gradient in η, and this implies that the
initial velocity vz = z/t remains unchanged throughout the dynamical evolution. The new coordinates
(η, τ) already take the scaling expansion into account.
The fundamental thermodynamic relation ²+p = µ, n+T s allows us to relate energy density and
pressure to the temperature T , the entropy density s and the chemical potentials µ and charge densities
n of the system. In the absence of conserved charges, we have
²+ p = T s . (61)








= 0 . (62)




at constant η . (63)
Since the one-dimensional volume of the system expands proportional to τ , the total entropy is S =
s τ = const. This is so not only for this toy model but in general: as long as thermodynamic elds do
not develop discontinuities, a perfect uid is a system with isentropic expansion. That means, entropy is
not produced during the evolution.
Similarly, we can explore the temperature dependence of the energy density. Writing dp = c2s d² =












−→ ² ∝ T 1+c−2s . (64)
For the case of the equation of state of an ideal gas, ² = 3 p, these expressions reduce to some widely
known parametric dependence. The solution of (59) is now ² ∝ τ−4/3, the temperature decreases for the
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Fig. 6: Results of a fluid dynamic simulation of a Au+Au collision at impact parameter b = 7 fm. The plots show
contours of constant energy density in the transverse plane at different times 2, 4, 6 and 8 fm/c after initialization
of the simulation. Figure taken from Ref. [13].
case of one-dimensional Bjorken expansion like T ∝ τ−1/3, and the energy density (64) is proportional
to the 4th power of the temperature.
Despite its simplicity, the features of this 1+1-dimensional model provide some useful insights
into the physics of 3+1-dimensional uid simulations. To understand why this is so, consider a small
patch in the transverse plane of a heavy-ion collision which has a boost-invariant velocity prole. As long
as the hydrodynamic distributions in the vicinity of this patch show negligible gradients in the transverse
direction, the hydrodynamical evolution in the transverse plane is negligible and the main characteristics
of the time evolution are captured by the 1+1-dimensional model mentioned above.
4.4 Simulating a Bjorken boost-invariant perfect fluid
In this section, we discuss uid dynamic simulations of heavy-ion collisions. We restrict the discussion to
the widely studied case of a Bjorken boost-invariant perfect uid. In this case, the longitudinal dynamics
(60) decouples, one is left with a 2+1 dimensional problem. While the uid dynamic equations of motion
do not require model-dependent assumptions, such assumptions enter the initial conditions, the choice
of the equation of state and the interfacing of the uid dynamic simulation with the hadronic nal state.
We now comment on these aspects in more detail:
For a heavy-ion collision at impact parameter b, the initial transverse geometry is determined
by the nuclear overlap function, see Section 2. Realistic choices of the transverse r-dependence of
thermodynamic elds typically base a model ansatz for the energy density or entropy distribution on this
geometrical information. For instance, since entropy is conserved under perfect uid dynamic evolution,
it is expected to scale with the nal-state multiplicity. This can serve as a motivation for invoking the
Glauber model and writing the entropy density distribution in the transverse coordinate r as a function
of the number of participants Npart(b, r) or the number of collisions Ncoll(b, r), which for a collision
at impact parameter b occur at transverse position r. A typical ansatz, with the interpolating model
parameter x introduced in (18) is











The normalization of this transverse entropy density distribution at initial time τ0 is xed by the nal-state
multiplicity which determines the total entropy in the nal state. The energy density is obtained from
this expression by use of the equation of state and the fundamental thermodynamic relation (61). Alter-
natively, one sometimes starts from an ansatz of the energy density which satises the same functional
form as (65). In short: there are some uncertainties in specifying the initial energy density distribution,
but they are constrained by information about the initial transverse geometry of the collision.
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Aside from the initial energy density, a perfect uid dynamic simulation requires specication of
the initial transverse ow eld. Since there is no a priori reason why transverse position and momentum
should be correlated at initial time τ0, the standard assumption is that the transverse ow will arise
solely within the uid dynamic evolution along the spatial density gradients, so that initially uµ(τ0) =
(1, 0, 0, 0) in the entire transverse plane. Figure 6 may illustrate how a non-vanishing transverse ow
eld builds up during the simulation. A nite impact parameter collision leads initially to an almost
elliptic geometrical anisotropy of the energy density distribution in the transverse plane. This implies
that density gradients are larger in the reaction plane (the x-direction in Fig. 6) then orthogonal to it. A
stronger density gradient induces a larger increase in ow. As a result, the system is seen to evolve faster
within the reaction plane then orthogonal to it. The dynamical evolution translates an initial geometric
asymmetry into a nal-state momentum asymmetry. (Information about the latter is not given directly
in Fig. 6, but it is shown in Fig. 7 below. It may also be deduced from the above narrative of the time
sequence shown.)
A perfect uid dynamical simulation, initialized as mentioned above, describes the expansion of
the high-density uid within the transverse plane. Within a hydrodynamical framework, this evolution
can be continued to arbitrarily late times and thus to arbitrarily low densities. However, on physical
grounds one expects that below a critical energy density ²c, the microscopic reaction rates in the system
are not large enough to maintain local equilibrium. At this stage of the evolution, a uid dynamic
description starts to break down and must be interfaced with another dynamic description. The simplest
interface is the so-called sharp CooperFrye freeze-out condition. It assumes that if the energy density
at the space-time point x reaches the critical value ²(x) = ²c, then this uid element ‘freezes out’. This
freeze-out condition is realized on a three-dimensional hypersurface Σ(x) in 4-dimensional space. The










~p.d~σ(x) fi(p.u(x), x) . (66)
The different hadron species i are distributed statistically according to a thermal distribution,
fi(E, x) =
1
exp [(E − µi(x)) /T (x)] ± 1 . (67)
Here, the local temperature T (x) is the freeze-out temperature on Σ(x), and the µi are local chemical
potentials, relevant for hadrons which carry conserved charges such as baryon number or strangeness.
In the single inclusive hadron spectrum (66), these distributions appear boosted with local ow velocity
uµ(x) at freeze-out. In this way, all hadron species emerge from the same underlying ow eld.
In principle, one expects that between a hydrodynamic evolution of a sufciently dense system,
and the free-streaming of particles, there should be a collision phase in which particles have nite mean
free path and scatter repeatedly. To what extent such a hadronic rescattering phase cannot be mimicked
by interfacing perfect uid dynamics with a sharp freeze-out condition is a matter of ongoing debate,
which we do not address here. Rather, we close this section by showing in Fig. 7 some comparisons
of RHIC data with a uid dynamic simulation, supplemented by sharp CooperFrye freeze-out. The
magnitude of the pT -integrated elliptic ow is well-reproduced in these collisions for sufciently large
system size, i.e., for sufciently high centrality. For peripheral collisions, however, the azimuthal asym-
metry of a uid dynamic evolution exceeds that in the data. This is often argued to be an indication that
the system becomes too small to be describable as a perfect uid. On the other hand, uid dynamics
reproduces the hadron species dependence of the pT -differential azimuthal symmetry rather well up to
pT . 2 GeV. This gives strong support to a hydrodynamic picture since the hadron species dependence
arises without additional t parameter as the consequence of emitting hadrons of different masses from
the same collective ow eld. At high transverse momentum [Fig. 7(b)], one sees again deviations of the
uid dynamic simulations from data, but these one may have expected since high-pT hadrons are likely
not fully equilibrated.
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Fig. 7: Left: Transverse momentum averaged elliptic flow for √sNN = 130 GeV Au+Au collisions as a function
of collision centrality (nch is the charged multiplicity at mid-rapidity). The curves are results of fluid dynamical
simulations with different choices for the initial energy density profile. Right: The elliptic flow v2(pT ) as a function
of transverse momentum for identified hadrons from minimum bias Au+Au collisions at √sNN = 200 GeV,
together with curves from fluid dynamical simulations. Figure taken from Ref. [14].
4.5 Dissipative corrections to perfect fluid dynamics
So far, we have discussed hydrodynamic simulations under the assumption that the uid is perfect. When
is this assumption valid? To identify the relevant quantities for addressing this question, let us consider
rst a conserved current jµ = ρ uµ. Current conservation leads to
∂µ j
µ = ρ ∂µuµ + uµ∂µρ = 0 . (68)
Here, uµ∂µ is the comoving time derivative, which becomes ∂t in the rest frame comoving with the uid
velocity. The second combination of partial derivative and velocity eld is the expansion scalar
Θ ≡ ∂µuµ , (69)
which measures locally a spatio-temporal variation of the macroscopic uid, namely its velocity gradient.
Physically, equilibrium (and thus isotropy) is maintained locally in a uid due to microscopic reactions.
If the velocity gradients in the system are too large, then these reaction rate Γrr cannot catch up any
more, dissipative processes become relevant and local isotropy is lost. So, a perfect uid assumption is
valid if
Γreaction rate À Θ = ∂µuµ , for a perfect uid. (70)
These considerations convey the general idea that dissipative corrections to a perfect uid can be char-
acterized in a gradient expansion.
If more than the 5 independent functions of the perfect form (46) of the energy momentum tensor
are relevant, then the constraints of energymomentum conservation (49) and equation of state (50)
are not sufcient to close the set of equations of motion. To obtain additional constraints, one standard
procedure is to invoke the 2nd law of thermodynamics. For a perfect uid, the entropy ow is Sµ = s uµ.
We now consider a gradient expansion of Sµ to rst order, that is we look for the most general ansatz
of the entropy ow. In the Eckart frame, we have to rst order the dissipative quantities qµ, Πµν and
Π = peq−pwhich denotes the difference between the expected local pressure in case of local equilibrium
(dened as peq = p(², n)) and the measured local pressure p which can now deviate from equilibrium.
The most general ansatz is
Sµ = s uµ + β qµ , (71)
U.A. WIEDEMANN
294
where β is an as yet unknown multiplier. For this ansatz, one can show
T ∂µS
µ = (Tβ − 1) ∂.q + q. (u˙+ T∂β) + Πµν∂ν uµ + Π Θ ≥ 0 . (72)
It follows from the 2nd law of thermodynamics that the right-hand side of this equation must be positive
for all space-time points. To satisfy this condition, one chooses
β = 1/T , (73)
Π = ζΘ , (74)



















Here, we have introduced the bulk viscosity ζ , the thermal conductivity κ and the shear viscosity ηshear.









≥ 0 . (77)
So, by construction entropy does not decrease at any space-time point. The denitions (73)(76) provide
a set of constraints which ensure the 2nd law of thermodynamics. They dene the a priori independent
functions Π, Πµν and qµ of the energy momentum tensor in terms of velocity gradients, and they thus
close the system of equations of motion. This framework is referred to as relativistic NavierStokes
hydrodynamics or 1st order dissipative uid dynamics, as it includes gradients only up to rst order.
A non-vanishing bulk viscosity can arise if internal degree of freedom are excited in a uid. In
such a case, an increase in energy density is not accompanied instantaneously by the corresponding in-
crease in pressure, but goes for instance into higher excited resonances. In the partonic phase of QCD,
such mechanisms are not at work and the bulk viscosity is expected to be negligible. Also, the heat con-
ductivity κ is difcult to determine, since it requires identication of a frame with respect to which heat
ows. Any ow of a conserved charge can provide such a frame, so theory has no problems in dening
heat conductivity in the Eckart frame of some charge. Experimentally, however, a corresponding opera-
tional procedure has not been thought of for heavy-ion collisions. For these reasons, the shear viscosity
ηshear is the transport coefcient on which the interplay of experiment and theory mainly focuses.
To illustrate the effects of shear viscosity η, we turn again to a simplied model. The model shows
Bjorken scaling and has no density or velocity gradients in the transverse plane. So, this is the idealization
of a system innitely extended in the transverse plane. As a consequence, there is no dynamics in the
transverse plane, and the system shows for the case of a perfect uid exactly the dynamics of the 1+1-
dimensional toy model described in Eqs. (55)(63). However, in contrast to a model with only one











It is the last term by which this equation of motion differs from that of a perfect uid, Eq. (62). Using








We recall that for a perfect uid with pure one-dimensional Bjorken expansion, the total entropy is
S ∝ τs and it is conserved, d(τs)dτ = 0, see (63). Dissipative corrections lead to entropy increase in the
system. This is seen in our example by the non-vanishing right-hand side of (79), and it is generally so.
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We may delineate the region of validity of a perfect uid dynamic description by determining to





¿ 1 , if dissipative corrections are negligible. (80)
If we put into this equation a typical temperature scale T ∼ 200 MeV and a typical time scale τ ∼ 1 fm/c,
we nd η/s ¿ 1. As an aside, we note that the liquid with the lowest shear viscosity over entropy ratio
is superuid helium at 4 K, which has η/s ∼ 10. So, the condition η/s ¿ 1 is a strong constraint on
the application of perfect uid dynamics in heavy-ion collisions. The fact that perfect uid dynamics
appears to provide a phenomenologically valid description of the collisions at RHIC is regarded as a
strong indication that the QCD matter produced is exceptionally ‘perfect’ in the hydrodynamic sense of
the word.
We close by commenting on subjects which despite their relevance cannot be covered in these
notes. First, the 1st order relativistic uid dynamics description presented here is known to have de-
ciencies. In particular, it allows for instantaneous acausal propagation, since the spatial gradient on
the right-hand side of (73)(76) translate instantaneously (and thus outside the light cone) into changes
of the dissipative components of the energymomentum tensor. Whether this conceptual problem is a
practical problem depends on the size of the velocity gradients. In a 2nd order relativistic uid dynamic
description, the so-called IsraelStewart theory, these deciencies are cured at the price of having to deal
with relaxation time constants. Second, we note that the dissipative transport coefcients can be given
an exact eld theoretic denition in terms of the GreenKubo formula. This allows for their calculation
from rst principles of a quantum eld theory, a programme which is vigorously being pursued in per-
turbative nite temperature QCD, in lattice QCD and in a family of supersymmetric theories which share
common features with QCD and for which transport coefcients can be calculated with the help of string
theory techniques.
Questions:
1. Check that in the Landau frame, the heat flow qµ in (39) vanishes.
Answer: In the Landau frame, qµ = ∆µαL Tαβu
β
L, where the subscript ‘L’ indicates that the projector
is written in terms of the Landau velocity. Now, TαβuβL ∝ uαL and hence qµ = 0.
2. The energy momentum tensor (36) has 10 independent functions. In the Landau frame, qµ(x) = 0.
How are the 10 independent functions of T µν parametrized in this frame?
Answer: ²(x) and p(x) are two independent functions. The tracelessness and orthogonality uµ Πµν =
0 of the shear viscous tensor implies that there are five independent functions Πµν(x). In the Landau
frame, the remaining three independent functions are not given by the three independent components of
qµ. Rather, the orthogonality condition qµ uµ = 0 implies that there are three independent functions
uµ(x). So, in the Landau frame, qµ(x) = 0 everywhere, and the three independent functions qµ(x) are
replaced by three independent functions uµ(x).
3. What is the temperature dependence of entropy density for an ideal fluid?
Answer: Rewrite (61) to obtain c2sd² = s dT . Now calculate d²/dT from (64) to find s ∝ T 1/c
2
s .
4. Show that (60) holds for a 3+1-dimensional perfect fluid with Bjorken boost-invariant initial condition.
Answer: The lengthy but straightforward calculation can be found in Appendix A of Ref. [12].
5 Hard probes
In heavy-ion collisions at collider energies, there are partonic interactions which occur at high momentum
transfer and over small length scale ∆x ∼ 1/Q. If this scale is much smaller than the wavelengths
of typical excitations in the medium, then one expects on general grounds that the large-Q process is
sufciently pointlike to be unaffected by the medium. However, the partons which enter and leave
the hard interaction vertex will propagate through several fermi of dense QCD matter. Thus medium-
modication of hard processes can occur via interactions of the partons with the medium in the incoming
or outgoing state. If the hard process can be understood with sufcient precision, then its medium





















2 200 GeV Au+Au Direct Photon
0pi200 GeV Au+Au 
Fig. 8: The nuclear modification factor (82) as a function of centrality given by the number of participantsNpart for
direct photons and neutral pions, measured in √sNN = 200 GeV hadronic collisions at RHIC. Particle yields are
integrated above pT ≥ 6 GeV. The p+p direct photon yield is taken from a next-to-leading order pQCD calculation
with scale uncertainty indicated by the shaded bar on the right. Dashed lines indicate the error in determining
〈NABcoll 〉 in (82). All other errors are included in the error bars. Figure taken from Ref. [15].
The picture advocated above assumes that hard processes in heavy-ion collisions can be under-
stood by factorizing the dynamics of the incoming and outgoing partons from that of the hard pointlike
partonic interaction. For many hard processes in hadronic (pp or pp¯) collisions, we know that such a
factorization is realized up to corrections of relative order ∼ 1/Q2. For the medium-modications stud-
ied in heavy-ion physics, however, factorization is not proven and it is unlikely to hold in the sense of a
1/Q2 expansion. To what extent factorization is a useful concept for heavy-ion phenomenology remains
to be established in a model-dependent interplay with experiment.
5.1 High-pT single inclusive hadron spectra in nucleus–nucleus collisions
We shall limit our discussion to one class of hard processes, namely single inclusive hadronic spectra
dN/d2pT dy close to mid rapidity y ∼ 0 and for sufciently high transverse momentum pT . In the
absence of medium effects, the high-pT particle yield grows proportionally to the number of hard partonic






, without medium effects. (81)
Here, the average number 〈NABcoll 〉 of nucleonnucleon collisions is determined by a Glauber model cal-
culation, see Section 2.1.2. The single inclusive spectrum in a nucleonnucleon collision is determined
either experimentally (e.g. in p+p collisions at RHIC or LHC), or theoretically within the framework
of perturbative factorization. To characterize deviations from this benchmark, we introduce the nuclear
modication factor








By construction, this factor equals unity in the absence of medium-effects, and it decreases if the medium
suppresses the production of hard particles. Figure 8 shows data for the nuclear modication factor
RAA at RHIC. As a measure of the centrality of the collision, this plot uses the number of participants,
see our discussion of Fig. 2. With increasing centrality, the high-pT yield of neutral pions decreases
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signicantly in comparison to the benchmark expectation (81). For the most central collisions, this
suppression is approximately 5-fold. In contrast, high-pT photons appear to be unaffected within errors.
This is consistent with the picture that the strong medium-induced suppression of high-pT hadrons is a
nal-state effect, which does not occur for photons since these do not interact hadronically. Moreover,
if one assumes that high-pT photon spectra remain unmodied, then the nuclear modication factor
for photons becomes a test of the assumption that hard processes in heavy-ion collisions scale with the
number of binary nucleonnucleon collisions, which can be determined via a Glauber calculation of
〈NABcoll 〉.
Figure 8 is but one manifestation of a generic phenomenon. In heavy-ion collisions at RHIC, all
single inclusive hadron spectra are suppressed by comparable large suppression factors. In particular,
one observes:
 Strong and apparently pT -independent suppression of RAA at high pT .
In√s
NN
= 200 GeV, 510% central AuAu collisions at mid-rapidity, one observes a suppression
of high-pT single inclusive hadron yields by a factor ∼ 5, corresponding to RhAuAu(pT ) ' 0.2
for pT ≥ 57 GeV/c. Within experimental errors, this suppression is pT -independent for higher
transverse momenta in all centrality bins.
 Evidence for nal-state effect.
For the most peripheral centrality bin, the nuclear modication factors measured at RHIC are con-
sistent with the absence of medium-effects in both nucleusnucleus (RAA ∼ 1) and deuterium
nucleus (RdAu ∼ 1) collisions. With increasing centrality, RAA decreases monotonically. In
contrast, no such suppression is seen in dAu collisions. These and other observations indicate
that the suppression occurs on the level of the produced outgoing partons or hadrons, that it in-
creases with increasing in-medium pathlength in the nal state, and that it is hence absent in dAu
collisions, where the in-medium pathlength is negligible.
 Independence of RAA on hadron identity.
For transverse momenta pT ≥ 57 GeV/c, all identied hadron spectra show a quantitatively
comparable degree of suppression. There is no particle-species dependence of the suppression
pattern at high pT . Since cross sections for different hadron species differ widely, the species-
independence of high-pT RAA indicates that the mechanism responsible for suppression occurs
prior to hadronization.
There are many detailed accounts of these observations in the recent literature, see for instance Ref. [9]
and references therein. For the purpose of these notes, we merely observe that the suppression of RAA
for hadrons is one of the strongest medium-modications observed in heavy-ion collisions at RHIC,
and that it is a generic phenomenon found in all high-pT hadron spectra. We also note that the above
observations suggest to base a dynamic understanding of this effect on the medium-induced energy loss
of high-energy nal-state partons prior to hadron formation. As a consequence, the standard modelling
of single inclusive hadron spectra proceeds by supplementing a pQCD factorized formalism for single
inclusive spectra with a medium modication of the produced partons prior to hadronization in the nal
state. To explain how this medium modication is introduced, we discuss in the next two sections how
the propagation of highly energetic partons is modied in the presence of QCD matter.
5.2 Scattering of highly energetic partons in nuclear matter
The purpose of this subsection is to give for the simplest example a complete derivation of medium-
induced gluon radiation of a highly energetic parton traversing a spatially extended target. The case
considered is that of an ultra-relativistic quark travelling a long distance through the vacuum (i.e. having
the time to build up a fully developed perturbative wave function) prior to impinging on the nuclear
target. This problem can be formulated and solved, using quantum-mechanical concepts only. Despite
its simplicity, it carries many features of a more complete formulation of radiative energy loss, which we
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discuss in the next subsection. Here, our discussion follows closely Ref. [16], where more details can be
found.
How can we describe the propagation of a highly energetic parton propagating through dense
nuclear matter? At high energy, a spatially extended target appears Lorentz contracted, so the propagation
time of a partonic projectile through the target is short, partons propagate independently of each other
and their transverse positions do not change during the propagation. For the wavefunction Ψin of an
incoming hadronic projectile, the relevant degrees of freedom of each of its partonic components are
then the position xi in transverse space and the colour index αi in the fundamental, antifundamental or
adjoint representation of the colour SU(N) group, corresponding to a quark, antiquark or gluon in the




ψ({αi,xi}) |{αi,xi}〉 . (83)
In the eikonal approximation applicable at high projectile energy, the only effect of the propagation is
that the wave function of each parton in the projectile acquires an eikonal phase due to the interaction
with the target eld. These phases are given by Wilson lines along the (straight line) trajectories of the
propagating particles
W (xi) = P exp{i
∫
dz−T aA+a (xi, z
−)} . (84)
Here, A+ is the large component of the target colour eld and T a is the generator of SU(N) in the
representation corresponding to a given parton. Equation (84) is the specic form of the phase factor in
the light cone gauge A− = 0 for a projectile moving in the negative z direction, so that the light cone
coordinate x+ = (z + t)/
√
2 does not change during propagation through the target. The phase factor
takes a different form in other gauges or other Lorentz frames, but the nal result is gauge invariant and
Lorentz covariant, of course. The projectile emerges from the interaction region with the wave function






W (xi)αiβi |{βi,xi}〉 . (85)
The phase factors (84) dene the scattering matrix S .
The physics implemented in the eikonal formalism is the following: The interaction of the pro-
jectile wave function with the target eld changes the relative phases between components of the wave
function and thus ‘decoheres’ the initial state. As a result the nal-state is different from the initial one,
and contains emitted gluons. To see how this works in practice, we consider gluon radiation of a hard
quark which propagates at high energy through a nuclear target.
If the quark comes from outside the target, it impinges with a fully developed wave function which
contains a cloud of quasi real gluons. In the rst order in perturbation theory the incoming wave function
contains the Fock state |α〉 of the bare quark, supplemented by the coherent state of quasi real gluons
which build up the WeizsäckerWilliams eld f(x),
|Ψαin〉 = |α〉+
∫





Here Lorentz and spin indices are suppressed. In the projectile light cone gauge A− = 0, the gluon eld
of the projectile is the WeizsäckerWilliams eld
Ai(x) ∝ θ(x−) fi(x) , fi(x) ∝ g xix2 , (87)
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where x− = 0 is the light cone coordinate of the quark in the wave function. The integration over the
rapidity of the gluon in the wave function (86) goes over the gluon rapidities smaller than that of the
quark. In the leading logarithmic order the wave function does not depend on rapidity and we suppress
the rapidity label in the following.
The interaction of the projectile (86) with the target leads to a colour rotation αi → βi of each
projectile component i, resulting in an eikonal phase W (xi)αiβi . The outgoing wave function reads
|Ψαout〉 = WFαγ(0) |γ〉 +
∫




b c(x) |γ ; c(x)〉 , (88)
where W F (0) and WA(x) are the Wilson lines in the fundamental and adjoint representations respec-
tively, corresponding to the propagating quark at the transverse position xq = 0 and gluon at xg = x.
We want to count the number of gluons in the state (88). If Ψout lies within the subspace spanned
by the incoming states (86), then we have an elastic scattering process in which no gluons are produced.
The only gluons in the nal-state are then gluons of the gluon cloud of the nal-state quark. So, to
select those wavefunctions, associated with inelastic processes in which gluons are produced, we have to
calculate the projection on the subspace orthogonal to the incoming states,













α γ α γ
c c
Here, the index γ in the projection operator runs over the quark colour index, so that the second term in
(89) projects out the entire Hilbert subspace of incoming states.
The number spectrum of produced gluons is obtained by calculating the number of gluons in the




































Here, we have used f(x) f(y) = αs2pi
x·y
x2 y2
for the WeizsäckerWilliams eld of the quark projectile in
conguration space and the symbol 〈〈. . . 〉〉t denotes the averaging over the gluon elds of the target.
It is noteworthy that in the radiation spectrum (90), the entire information about the target resides
in the target average of two light-like adjoint Wilson lines. Although the presence of quarks leads to the
appearance of fundamental Wilson lines in intermediate stages of the calculation, see e.g. Eq. (88), the
averaging involved in (90) combines them into adjoint ones with the help of the Fierz identity W Fab(x) =
2 Tr
[
T aWF †(x)T bWF (x)
]
.
To arrive at an explicit expression for the target average in (90), one needs to specify the target
colour eld. A particularly simple model is to assume that A+ arises from a collection of static scattering
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centres with scattering potentials a+a (q) at positions (xˆn, zˆn). In the high-energy approximation, each








ei(x−xˆn)·q a+a (q) δ(z
− − zˆ−n ) . (91)
The target average can then be dened as an average over the transverse positions of the static scattering
centres. Introducing the longitudinal density of scattering centres, n(z−) =
∑
n δ(z
− − zˆ−n ), one has
〈〈
∫







σ(x− y) , (92)









Here, we have introduced the dipole cross section σ(x − y), which provides in conguration space the
full information about the cross section |a+(q)|2 of a single scattering centre. The target average of two
Wilson lines can then be dened in terms of this dipole cross section
1









dξ n(ξ)σ(x − y)
]
. (94)
5.3 Gluon radiation off quarks produced in the medium
The purpose of this subsection is to discuss medium-induced gluon radiation off a parton produced in a
large momentum transfer process in the medium. This problem is signicantly more complicated than
that discussed in the previous section mainly because of two issues:
 Interference between radiation in the vacuum and medium-induced radiation
In the absence of a medium, a parton produced in a hard process will radiate its large virtuality Q
on a typical timescale 1/Q by developing a parton shower. In the rest frame of the medium, this
time scale is Lorentz dilated by a factor Eparton/M , where the parton mass is M ∼ Q. Typical
radiation times ∼ Eparton/Q2 are comparable to the typical in-medium pathlengths in a nucleus
nucleus collision. As a consequence, one expects an interference pattern between the radiation
present in the vacuum, and the additional radiation induced due to scattering in the medium.
 Corrections to eikonal approximation are needed
In the ultra-high-energy (eikonal) approximation, the longitudinal extension of the target is con-
tracted to a delta function. As a consequence, gluon radiation off a hard parton occurs either before
or after the target, but not within the target. This can be seen e.g. in Eq. (89), where the Wilson
lines (which stand for interactions between projectile and target) occur in both diagrams only be-
fore or after the gluon radiation vertex. In contrast, to take interference effects into account, it
is important to locate the gluon emission vertex inside the medium. This requires a formulation
which knows about longitudinal distances in the medium. The momentum conjugate to longitudi-
nal distance is the light cone energy p−. So, to place an emission vertex within the medium, one
has to keep track at least of the 1/p− corrections to the eikonal formalism.
In the following, we present the main elements of a formulation which goes beyond the eikonal approx-
imation and accounts for interference effects between vacuum and medium-induced radiation. We start
by writing down a light-cone Green’s function





























Equation (95) is the solution of the Dirac equation for a coloured partonic projectile propagating in a
spatially extended colour eld A+. The solution is exact up to order O(1/p−). To this order, it contains
a non-eikonal Wilson line (96), which ‘wiggles’ in transverse position along a path r(ξ). In the limit
of ultra-high parton energy, p− → ∞, when the nite energy corrections of order O(1/p−) vanish, this
expression reduces to the eikonal Wilson line (84),
lim
p−→∞
G(rin, x−in; rout, x
−
out|p−) = W (rin;x−in, x−out) δ(2)(rout − rin) . (97)
In close analogy to the target averages in the eikonal formalism [see Eqs.(92)(94)], one nds that the
target averages over pairs of Green’s functions (95) of energy αp and (1 − α)p leads to a path integral
expression












Here, µ ≡ α(1− α)p. Also, in accordance with the notation used in parton energy loss calculations, we
have changed from light-cone coordinates to the longitudinal z, and we have absorbed a factor CA/CF
in the denition of the dipole cross section. Keeping these notational changes in mind, one can check
that the µ→∞ limit of (98) coincides with the average (94) of two eikonal Wilson lines, as it should.
The inclusive energy distribution of gluon radiation off an in-medium produced parton can be











































Here, k⊥ denotes the transverse momentum of the emitted gluon. The two-dimensional transverse co-
ordinates u, y and r emerge in the derivation of (99) as distances between the positions of projectile
components in the amplitude and complex conjugate amplitude. The longitudinal coordinates y l, y¯l inte-
grate over the ordered longitudinal gluon emission points in amplitude and complex conjugate amplitude.
The limit k⊥ = |k⊥| < χω on the transverse phase space restricts gluon emission to a nite opening
angle Θ, χ = sin Θ. For the full angular integrated quantity, χ = 1.
Equation (99) is a compact expression. Its derivation and full explanation lie outside the scope
of these lectures. Here, we limit ourselves to a discussion of the main physics features encoded in (99).
We observe rst that all information about the medium enters again via the dipole cross-section times
density, as in the eikonal formalism (94). While the expression (99) has been derived for a particular
model (91) of the target eld strength, Eq. (94) suggests a more model-independent interpretation: the
only medium-dependent information entering the gluon energy distribution (99) is information about
the target expectation value of an adjoint Wilson loop whose long side points in the light-like direction.
In fact, what matters mainly is the short transverse distance behaviour of this Wilson loop. At short
distances, we can write
n(ξ)σ(r) ' 1
2
qˆ(ξ) r2 . (100)
Here, qˆ(ξ) is refered to as BDMPS (BaierDokshitzerMuellerPeignØSchiff) transport coefcient. As
rst exploited by Zakharov, using (100) in the energy distribution (99) amounts to a saddle point approxi-




Figure 9 shows a numerical evaluation of the medium-induced gluon energy distribution (99) for
a static BDMPS transport coefcient qˆ = qˆ(ξ) extending over a nite in-medium pathlength L.
Fig. 9: The medium-induced gluon energy distribution ω dIdω as a function of the gluon energy ω in units of ωc =
1
2 qˆ L
2, and for different values of the kinematic constraint R = ωcL. Figure taken from Ref. [17].
Main features of the gluon energy distribution in Fig. 9 can be understood in terms of qualitative
arguments. We consider a gluon in the hard parton wave function. This gluon is emitted due to multiple
scattering if it picks up sufcient transverse momentum to decohere from the partonic projectile. For













Thus, for a hard parton traversing a nite path length L in the medium, the scale of the radiated energy




qˆ L2 . (102)
For an estimate of the shape of the energy distribution, we consider the number Ncoh of scattering
centres which add coherently in the gluon phase (101), k2⊥ ' Ncoh 〈q2⊥〉med. Based on expressions
for the coherence time of the emitted gluon, tcoh ' ωk2⊥ '
√
ω

























ω-energy dependence of the medium-induced non-Abelian gluon energy spectrum is expected
for sufciently small ω < ωc. It is conrmed in Fig. 9 if one neglects (as for the above estimate)
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kinematical constraint in transverse phase space, which cut off the energy distribution in the infrared.











ωc ∝ qˆ L2 . (104)
The same parametric dependence ∝ qˆ L2 can be found from the above pocket estimates, if one integrates
the differential distribution (103) over an in-medium path length L and over the gluon energy ω up to ωc,
above which (103) breaks down since the phase ϕ is smaller than unity. So, the pocket estimate (103)
provides the correct small-ω behaviour as well as the correct dependence of the average energy loss on
density and in-medium path length. In particular, the L2-dependence was rst derived by BDMPS.
5.4 Comparing parton energy loss calculations to data
Models including radiative parton energy loss have been shown to reproduce the main qualitative and
quantitative features of high-pT hadron spectra at RHIC. In the simplest case, one uses the standard
pQCD factorized formalism for the calculation of single inclusive hadron spectra in pp. This denes the
denominator of the nuclear modication factor (82). For the calculation of the same spectrum in nucleus
nucleus collisions, one then species a model in which the transverse momentum of the outgoing partons
is degraded as a function of the in-medium path length and of properties of the medium (such as its local
density). For instance, the BDMPS parton energy loss discussed in the previous section leads to a model
description, in which this nal-state parton energy loss depends on the BDMPS quenching parameter
qˆ and the geometry of the collision. Figure 10 shows but one example that models of radiative parton
energy loss can reproduce main features in the data if the only model parameter qˆ is chosen appropriately.
Fig. 10: The nuclear modification factor RAA(pT ) for charged hadrons and neutral pions in central Au+Au colli-
sions at 200AGeV, together with curves from a model of radiative parton energy loss [18] for different quenching
parameter qˆ
A critical review of the state of the art in such data comparison lies beyond the scope of these lec-
ture notes. It would have to include a detailed discussion of alternative descriptions of parton energy loss,
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additional nuclear effects (such as initial-state pT -broadening), trigger biases in different measurements,
issues of nuclear geometry and expansion of the collision region, etc. All these issues are problems of
current research. Rather than elaborating on them, we conclude these lecture notes with a list of some of
the many questions which are currently under investigation and are likely to play a role at the LHC:
1. What is the microscopic mechanism underlying high-pT hadron suppression at RHIC?
The above discussion assumed that radiative parton energy loss causes hadron suppression. There
are arguments supporting a dominant role of radiative parton energy loss. But the question to
what extent other possible sources of parton energy loss (e.g. collisional mechanisms) can be
discriminated is not settled.
2. How does parton energy loss depend on parton identity?
Radiative energy loss models predict a hierarchy of suppression patterns: gluons lose more energy
than light quarks, and light quarks lose more energy than heavy quarks. But the quantitative
question above which pT -scale this should be seen clearly in the nuclear modication factor and
how it will be reected in the particle species dependence of RAA is not fully claried. Also, the
possible role of other parton energy loss mechanisms is still unclear.
3. How does parton energy loss establish itstelf in jet-like correlations and jets?
This question encompasses a wide range of open problems which become particularly relevant at
the LHC. First, it is a topic of intense current investigation as to how jets are modied beyond
the leading hadron due to the presence of dense QCD matter. Second, the question arises which
characteristics of a jet can be identied unambiguously in the high multiplicity environment of a
heavy-ion collision.
4. . . . . . .
This list could be much longer. There are many questions which have not yet been sufciently
explored, and there may be many relevant question which have not even been asked properly. The
common feature of all these questions is that they should be asked within a theory which we know
well (QCD), but they are asked in a novel regime of high density where we do not yet know how
this theory functions. Use your chance to work on such questions!
Questions:
1. Calculate explicitly the projection |δΨα〉 in (89) of the wavefunction |Ψαout〉 (88) on the subspace or-
thogonal to the incoming states.
Answer: The result has the structure given diagrammatically in (89). Details about the derivation can
be found in Ref. [16].
2. From the explicit expression for |δΨα〉 in (89) derive the number of produced gluons (90).
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From the peas of Gregor Mendel to the human genome and beyond
V. Pacˇes
Academy of Sciences of the Czech Republic
Abstract
In the middle of the 19th century, Gregor Mendel conducted his experiments
with peas. This took place in the Augustinian monastery in Brno (now the
Czech Republic), where he was the abbot. These experiments laid the founda-
tions of modern genetics. At around the same time Charles Darwin formulated
his theory of evolution. Through their work, these two men inaugurated the
age of modern biology.
The next most important step came in 1953 when James Watson and Francis
Crick solved the elusive DNA structure. Since then methods for ‘reading’
genetic information have developed quickly, and genomes of many organisms
have been analysed, including our own.
The human genome consists of 3 billion letters (nucleotides) and it comprises
approximately 25,000 genes. The smallest natural genome is the genome of
Mycoplasma genitalium. It consists of a mere 500,000 nucleotides and is com-
posed of 500 genes. Yet, mycoplasma is capable of a completely independent
life. It would appear from this fact that basic life itself is not overwhelmingly
complicated.
The human genome is now being compared with the genome of our closest
relative, the chimpanzee, with the aim of identifying the basic principles of
humanity. A gene was identified that is involved in skull growth (and subse-
quently in brain growth), and another gene important in the ability to articulate.
These two genes mutated at approximately the time when Homo sapiens ap-
peared. However, they can hardly explain the humanization of our predecessor.
Only two per cent of the human genome are genes that we need for our life. It is
interesting that eight per cent of our genome, i.e., four times more, are genes of
viral origin, in other words genes that viruses integrated into the human DNA.
We analysed these genes in the human genome and compared them with the
viral genes in the chimpanzee genome. Did viral infections and the integration









































































President of the Committee for Collaboration of the Czech Republic with CERN, Institute of Physics of
the Academy of Sciences of the Czech Republic, Prague
Director-General, Rector, Deputy Director-General, Honourable Guests, Dear Colleagues, Ladies
and Gentlemen.
The European School of High-Energy Physics of 2007 is coming to an end. You, the participants
in this school, have heard 34 lectures designed to give a survey of up-to-date information followed by
elucidating discussions. In this connection I would like to express our thanks to the lecturers, discussion
leaders, participants, as well as to the organizers of the social programme for the excellent work they
have done.
Ladies and Gentlemen, what do the coming years hold? As everything indicates and our school
beautifully summarized, we have, with the highest probabilities, everything ahead of us: the best times
for particle physics, incredible scientific opportunities, the epoch in which questions concerning the
properties and forces governing the ultimate constituents of matter and concerning the development
of the Universe, i.e., questions that human beings have asked for millenia, will be, for the most part,
answered. Thus our understanding of the Universe with its frontiers of matter, energy, space, and time
will be tremendously increased.
Particle physics is Big Science. Therefore, to realize its priority goals like the LHC — the most
complex instrument ever constructed — or various new-generation experiments that stretch technology
to its limit, or a more complete theory which puts in harmony the theory of gravity with quantum physics,
requires the concentration of intellect and of all facilities. Thus in order to reach these priority objectives,
we have to mobilize all our personal, financial, technical, and technological means. Since we are not
living in an ivory tower, this will surely be a difficult task and will demand hard work and the enthusiastic
support of each of us. We should closely co-ordinate our activities with the particle physics community
throughout the world, and offer our expertise as well as our technologies to the public. In this connection
it is important to realize that the CERN Council will, for the first time in its history, play a double role. It
will be fully responsible for the CERN Laboratory and its programme, and also act as the European body
responsible for defining the strategy for particle physics. In this second role Council has two objectives:
First, that particle physics will become a cornerstone of European scientific strategy, and second, that
European particle physics maintains its leading position in the world. This implies global cooperation
and the cultivation and preservation of teamwork.
Dear Colleagues, in all the above-mentioned activities I wish you great success and that you work
in such a way that the years to come will be years of wisdom and a time of light!
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Erik Adli Particle accelerators — the next generation
Marion Arthaud Top-quark mass measurement with the D0 detector at the Tevatron
Sarah Boutle Measurement of beauty photo-production at HERA-II using the ZEUS
detector
Sean Brisbane Sharing of signals in the LHCb RICH
Elias Coniavitis ATLAS charged-Higgs-boson studies
Nicola D’Ascenzo Hadron calorimetry at the International Linear Collider
Nadia Davidson Checking the single-hadron energy scale in ATLAS at the LHC
Alastair Dewhurst Bs→ J/ψ decays at ATLAS
Sergey Dmitrievskiy Target-tracker data analysis in the OPERA experiment
Till Eifert The high-level-trigger steering of the ATLAS experiment
Justin Evans Measuring neutrino oscillations with MINOS
Martin Flechl ATLAS charged-Higgs-boson studies
Michael Flowerdew Electron trigger efficiencies from Z→ e+e− data in ATLAS
Nicoletta Garelli ATLAS pixel-detector commissioning
Robert Lambert Predicting the production asymmetry at LHCb
Colin Mclean Sensitivity studies to Φs and ∆Γs from B0s → J/ψ at LHCb
Vsevolod Orlovsky Radiative b-decays as a new-physics probe
Christina Potter Tri-lepton SUSY signatures in ATLAS
Lukas Pribyl Quark compositeness in ATLAS
Darren Price Heavy-quarkonium production in ATLAS
Andrée Robichaud-Veronneau ATLAS SCT installation
Florent Robinet Measurement of the polarization of gluons at COMPASS
Frederik Ruehr ATLAS — jets in the TeV regime
Oleg Samoylov A search for the Θ+ exotic baryon state in inclusive neutrino
interactions in the NOMAD experiment
Vera Shmakova Higgs spin measurements in decays to τ+τ− pairs
Dmitry Shtol Proportional counters for the muon system of the SND detector
Dorota Stefan Search for proton decay in liquid Argon
Nicholas Styles The RICH-2 laser pulser system
Gemma Tinti Precise neutrino-oscillation measurements with MINOS
Cyril Topfel Determining masses of supersymmetric particles in SU4 with early
ATLAS data
Pierluigi Totaro The CDF Run-II experiment — new efforts for the Higgs-boson search
Antonio Vilela Pereira Diffractive W production at CMS
Joerg Walbersloh The decay-length method for top-quark mass measurement in the
semi-leptonic decay channel at the ATLAS experiment
Jaroslaw Wiechczynski Search for B→ DsKpi decays in BELLE
Catherine Wright Early discovery of the Higgs?
Svetlana Zemskova Target-tracker data analysis in the OPERA experiment
Anze Zupanc Improved measurement of B0→ D−s D+ and search for B0→ D+s D−
at BELLE
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