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Introduction
Let N n n X X et al., 2005] . [Ephraim and Merhav, 2002] . However, it is insufficient in some situations and thus it has been extended to "hidden semi-Markov chains" models [Faisan et al., 2005] , [Guédon, 2003] , [Moore and Savic, 2004] , [Yu and Kobayashi, 2003 ]. Otherwise, a long dependence noise does exist in some situations [Doukhan et al., 2003 ], but can not be taken into account in the classical HMC. The aim of this paper is to propose a new model in which the hidden chain is a Markov one, and in which the noise is a long dependence one. On the one hand, we exploit the fact, already mentioned in [Pieczynski and Desbouvries, 2005] that an HSMC is a particular "triplet Markov chain" (TMC, [Pieczynski et al., 2002] , [Ait-el-Fquih and Desbouvries, 2006] ). On the other hand, we exploit the ideas proposed in [Pieczynski, 2004] . We also propose a parameter estimation method of "iterative conditional estimation" (ICE) kind [Fjortoft et al., 2003] , and show that the new model can be of non negligible interest in unsupervised data segmentation. 
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Parameter estimation with ICE
The " Iterative Conditional Estimation" (ICE) method we use in this paper is based on the following principle [Fjørtoft et al., 2003] are computed using the forward-backward algorithm. Concerning the noise parameters, the conditional expectation is not computable and we have to use (iii). In experiments below the initialization is obtained from the segmentation by the classical k-means method, and we take 1 = l .
Experiments
The new " hidden semi-Markov chains with long dependence noise" (HSMC-LDN) model generalizes, on the one hand, the classical " hidden semi-Markov chains" (HSMC) and, on the other hand, the " hidden Markov chains with long dependence noise" (HMC-LDN), which are a particular case of HSMC-LDN such that X is a Markov chain. The aim of this section is to test the interest of these two generalizations in unsupervised data segmentation framework.
To illustrate the results we will use images of size 128 128 × = N . Such a bidimensional set of pixels is transformed into a mono-dimensional set using a Hilbert-Peano scan [Fjortoft et al., 2003] , which gives a mono-dimensional chain. Such a representation is quite pleasant because it allows one to appreciate visually the degree of the noise, and also the quality difference between two segmentation results. We present three series of results. In the first series, the data suit SHMC and the question is whether using the new more complex HSMC-LDN does not degrade the results. The second series is devoted to the converse problem: when data suit HSMC-LDN, how do SHMC and HMC-LDN work? Finally, in the third series we use data produced by non one of the three models. Finally, we consider a hand-written image x X = presented in Fig. 3 . The means of the noise are respectively equal to 1 and 2 , whereas the common variance is equal to 1 . As above, we are segmenting y Y = by using the three methods SHMC, HMC-LM and SHMC-LM. As above, we consider that 
Conclusion
As a general conclusion we can say, accordingly to different experiments results, that the new semi-Markov chain hidden with long dependence noise model proposed in this paper turns out to be of interest, when unsupervised segmentation is concerned, with respect to classical simpler models.
