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Abstract
For a parameter λ > 0, we investigate greedy λ-energy sequences (an)∞n=0 on the unit
sphere Sd ⊂ Rd+1, d ≥ 1, satisfying the defining property that each an, n ≥ 1, is a point
where the potential
∑n−1
k=0 |x− ak|λ attains its maximum value on Sd. We show that these
sequences satisfy the symmetry condition a2k+1 = −a2k for every k ≥ 0. The asymptotic
distribution of the sequence undergoes a sharp transition at the value λ = 2, from uniform
distribution (λ < 2) to concentration on two antipodal points (λ > 2). We investigate first-
order and second-order asymptotics of the λ-energy of the first N points of the sequence,
as well as the asymptotic behavior of the extremal values
∑n−1
k=0 |an − ak|λ as n tends to
infinity. The second-order asymptotics is analyzed on the unit circle. It is shown that this
asymptotic behavior differs from that of N equally spaced points and a transition in the
behavior takes place at λ = 1.
Keywords: Greedy λ-energy sequence, Leja sequence, maximal distribution, potential,
binary representation, Riemann zeta function.
MSC 2020: Primary 31C20, 31B15; Secondary 11M06.
1 Introduction
Let Sd = {x ∈ Rd+1 : |x| = 1} be the unit sphere of dimension d ≥ 1. In this paper, d will always
refer to the dimension of the sphere we are considering, and so it is always a positive integer. Let
λ > 0, and let ωN = (yk)Nk=1 be a configuration of N ≥ 2 points on Sd, not necessarily distinct.
We define
Hλ(ωN ) :=
∑
1≤i 6=j≤N
|yi − yj |λ = 2
∑
1≤i<j≤N
|yi − yj |λ, (1.1)
where | · | indicates the Euclidean norm.
The goal of this paper is the investigation of sequences (an)∞n=0 ⊂ Sd that satisfy the following
condition:
n−1∑
k=0
|an − ak|λ = max
x∈Sd
n−1∑
k=0
|x− ak|λ, for all n ≥ 1. (1.2)
One can view (1.2) as an algorithm that generates the sequence, starting from an initial point
a0. Note that for a given n ≥ 2, it may occur that there are several points an ∈ Sd that satisfy
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(1.2). When studying these sequences in the special framework of the unit circle S1, we will
assume for convenience that the first point in the sequence is
a0 = 1. (1.3)
Similarly defined sequences, satisfying a condition as in (1.2) but instead minimizing the Riesz
potential
∑n−1
k=0 |x − ak|−s, s > 0, or logarithmic potential
∑n−1
k=0 log
1
|x−ak| , include the well-
known Leja (also called Leja-Górski) sequences. These sequences were first studied from the
point of view of their energy asymptotics and distribution by Edrei [6]§, Leja [10], Górski [7], and
Siciak [17]. Recently, potential-theoretic properties of these extremal sequences were investigated
in [5, 8, 9, 11, 12, 13, 14, 15, 16]. In [12], more general greedy energy sequences associated
with general kernels were defined and studied. By analogy, we will also refer to the sequences
investigated in the present work as greedy λ-energy sequences.
For a greedy λ-energy sequence (an)∞n=0 ⊂ Sd satisfying (1.2), we will use the notation
αN,λ := (a0, . . . , aN−1), N ≥ 1. (1.4)
We call αN,λ the N -th section of the sequence. If the value of λ is clear from the context, we
may simply write αN , or H(αN ) in reference to the energy (1.1) of αN .
We will denote by σN,λ the normalized counting measure
σN,λ :=
1
N
N−1∑
k=0
δak (1.5)
associated with the Nth section αN,λ, where δa is the Dirac unit measure at a. If µ and (µn)n∈N
are probability measures on Sd, then
µn
∗−→ µ
means that for every continuous function f : Sd −→ R, we have
lim
n→∞
∫
f dµn =
∫
f dµ.
In this paper, Md denotes the space of all probability distributions on Sd, and σd ∈ Md
denotes the normalized uniform measure on Sd. Given µ ∈Md, we define its λ-energy
Iλ(µ) :=
∫∫
Sd×Sd
|x− y|λ dµ(x) dµ(y), λ > 0. (1.6)
For a given λ > 0, a distribution σ ∈Md is called maximal if
Iλ(σ) = sup
µ∈Md
Iλ(µ).
The existence of maximal distributions follows from a standard convergence argument in potential
theory. Maximal distributions were described by Björck in [2]. We cite his result.
Theorem 1.1 (Björck [2]). For 0 < λ < 2, the measure σd is the unique maximal distribution
in Md. For λ = 2, a distribution σ ∈ Md is maximal if and only if its center of mass is at the
origin, i.e., it satisfies (4.6). For λ > 2, a distribution σ ∈Md is maximal if and only if it is of
the form σ = 12 (δa + δ−a) for some a ∈ Sd.
§In [6], Leja sequences on a compact set E ⊂ C are introduced in page 78. Edrei then shows that the normalized
Vandermonde determinant |V (a0, . . . , an−1)|2/n2 approaches the transfinite diameter of E.
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We remark that for 0 < λ < 2, we have
Iλ(σd) =
Γ(d+12 )Γ(d+ λ)
Γ(d+λ+12 )Γ(d+
λ
2 )
=
2d+λ−1√
pi
Γ(d+12 )Γ(
d+λ
2 )
Γ(d+ λ2 )
,
see e.g. [3, Proposition 4.6.4], and for λ ≥ 2, and any corresponding maximal distribution σ,
Iλ(σ) = 2
λ−1,
see [2, Theorems 6 and 7].
In this paper, Un(x) = Uλn (x) will denote the discrete potential
Un(x) :=
n−1∑
k=0
|x− ak|λ, n ≥ 1. (1.7)
Since the value of λ will be clear from the context, we will omit the superscript λ when indicating
Un.
Our main goal in this work is the asymptotic analysis of the sequences Hλ(αN,λ), Un(an),
and σN,λ. We first show that for any values of d ≥ 1 and λ > 0, greedy λ-energy sequences
(an)
∞
n=0 ⊂ Sd satisfy the symmetry property
a2k+1 = −a2k, for all k ≥ 0, (1.8)
see Theorem 2.1. This property allows us to compute half the points of a greedy sequence
automatically and concentrate the computational effort on obtaining the points a2k with even
index. In the range 0 < λ < 2, greedy sequences are uniformly distributed on Sd, see (3.3),
whereas in the case λ > 2, we have {a2k, a2k+1} = {a0, a1} for all k ≥ 0, so the sequence is
restricted to its first two points, see Theorem 5.2. In the intermediate case λ = 2, a sequence
(an) is a greedy 2-energy sequence if and only if it satisfies (1.8), and so in this case it is possible
that (σN,2) diverges, see Theorem 4.1 and Remark 4.3.
In the range 0 < λ < 2, the first-order asymptotic behavior of the sequences (Hλ(αN,λ))
and (Un(an)) is described by the formulas (3.2) and (3.12). These formulas immediately suggest
the study of the sequences (Hλ(αN,λ) − N2Iλ(σd)) and (Un(an) − nIλ(σd)), or second-order
asymptotics, which we develop in detail in dimension d = 1. The asymptotic analysis of the
sequence (Hλ(αN,λ) − N2Iλ(σ1)) needs to be divided in three regimes; 0 < λ < 1, λ = 1,
1 < λ < 2, as we have different orders of growth Hλ(αN,λ)−N2Iλ(σ1) = O(κλ(N)), where
κλ(N) =

N1−λ 0 < λ < 1,
logN λ = 1,
1 1 < λ < 2.
It turns out that the sequences ((Hλ(αN,λ) − N2Iλ(σ1))/κλ(N)) are also divergent, see Theo-
rems 3.16, 3.17, and 3.18.
If we compare, in the range 0 < λ < 2 and on the unit circle, the behavior of Hλ(αN,λ)
with the asymptotics of Lλ(N), the λ-energy of the Nth roots of unity§, which is described
in detail in [4, Theorem 1.1], we see that they differ significantly at the level of second-order
asymptotics. Indeed, one has Lλ(N)− Iλ(σ1)N2 = O(N1−λ) for all λ ∈ (0, 2), and the sequence
(Lλ(N)− Iλ(σ1)N2)/N1−λ converges.
§In that range, Lλ(N) is the largest value for the energy of an N -point configuration on the unit circle.
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In the case of the sequence (Un(an)−nIλ(σ1)), we prove that it is fact bounded, and satisfies
0 < Un(an)− nIλ(σ1) < Iλ(σ1) for all n ≥ 1, see Theorem 3.11.
We illustrate graphically the sequences (Un(an)−nIλ(σ1)) (see Figs. 1, 2) and ((Hλ(αN,λ)−
N2Iλ(σ1))/κλ(N)) (see Figs. 4, 5, 6). These plots show a rather regular and rich behavior of
these sequences, which was not anticipated by the authors.
The organization of this paper is simple. In Section 2 we prove the symmetry property. In
the rest of the sections, we organize the results obtained in the different ranges for λ, namely
0 < λ < 2, λ = 2, and λ > 2.
2 Symmetry property
Theorem 2.1. Let λ > 0 and d ≥ 1 be arbitrary, and let (an)∞n=0 ⊂ Sd be a greedy λ-energy
sequence. For any odd index n = 2k+ 1, k ≥ 0, the function Un(x) =
∑n−1
j=0 |x− aj |λ attains its
maximum value at a unique point on Sd, which is −an−1 = −a2k, i.e., we have
a2k+1 = −a2k, for all k ≥ 0. (2.1)
For any even index n = 2k ≥ 2, we have
U2k(x) = U2k(−x), for all x ∈ Sd. (2.2)
Proof. First, it is obvious that a1 = −a0. Now assume that a2k+1 = −a2k for all 0 ≤ k ≤ l. Let
U(x) :=
l∑
k=0
(|x− a2k|λ + |x− a2k+1|λ) , x ∈ Sd.
By assumption, this can be rewritten as
U(x) =
l∑
k=0
(|x− a2k|λ + |x+ a2k|λ) ,
hence U(x) = U(−x) for all x ∈ Sd. By definition, a2l+2 must maximize U . We will show now
that the choice of a2l+3 is unique and that a2l+3 = −a2l+2.
By definition, a2l+3 must maximize the function
U(x) + |x− a2l+2|λ x ∈ Sd.
Since U(x) has a maximum at −a2l+2 and the function x 7→ |x− a2l+2|λ has a unique maximum
at −a2l+2, necessarily a2l+3 = −a2l+2. We have proved (2.1) by induction, and (2.2) follows.
3 The case 0 < λ < 2
In this section we present results valid in the range 0 < λ < 2.
3.1 First-order asymptotics and uniform distribution
We describe in this subsection the first-order asymptotic behavior of the sequences (Hλ(αN,λ))
∞
N=2
and (Un(an))∞n=1. It is also shown that in the range 0 < λ < 2, greedy λ-energy sequences are
uniformly distributed on Sd.
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Theorem 3.1. Assume 0 < λ < 2, let d ≥ 1 be arbitrary, and let (an)∞n=0 ⊂ Sd be a greedy
λ-energy sequence. The associated sequence of configurations (1.4) satisfies
N(N − 1)Iλ(σd) < Hλ(αN,λ) < N2Iλ(σd), N ≥ 2. (3.1)
In particular,
lim
N→∞
Hλ(αN,λ)
N2
= Iλ(σd). (3.2)
For the sequence (1.5) we have
σN,λ
∗−→ σd. (3.3)
Proof. We follow the strategy used in the proof of Theorem 1.1 in [16, Ch. V]. Let Un(x) be the
function defined in (1.7). In virtue of (1.2),
Un(an) ≥ Un(x), for all x ∈ Sd, n ≥ 1. (3.4)
This implies
Hλ(αN,λ) = 2
∑
0≤k<i≤N−1
|ai − ak|λ = 2
N−1∑
i=1
Ui(ai) ≥ 2
N−1∑
i=1
Ui(x), x ∈ Sd. (3.5)
In fact, since U1(x) < U1(a1) for all x ∈ Sd \ {a1}, we have
N−1∑
i=1
Ui(ai) >
N−1∑
i=1
Ui(x), x ∈ Sd \ {a1}.
Integrating both sides of (3.5) with respect to σd, we get
Hλ(αN,λ) > 2
N−1∑
i=1
∫
Ui(x) dσd(x)
= 2
N−1∑
i=1
i−1∑
k=0
∫
|x− ak|λ dσd(x)
= 2
N−1∑
i=1
i−1∑
k=0
Uσd(ak) (3.6)
where
Uσd(y) :=
∫
|x− y|λ dσd(x)
is the potential of σd. By symmetry,
Uσd(y) = Iλ(σd) for all y ∈ Sd. (3.7)
This and (3.6) imply
Hλ(αN,λ) > N(N − 1)Iλ(σd).
Let ω∗N,λ be an N -point configuration on S
d (with possible point repetitions) that maximizes
the energy (1.1) among all such configurations, i.e.,
Hλ(ω
∗
N,λ) = max{Hλ(ωN ) : ωN ⊂ Sd, card(ωN ) = N counting mult.}.
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Let
τN :=
1
N
∑
x∈ω∗N,λ
δx.
Applying Theorem 1.1, we have
Hλ(αN,λ) ≤ Hλ(ω∗N,λ) = N2Iλ(τN ) < N2Iλ(σd). (3.8)
This finishes the proof of (3.1) and (3.2).
Let σ be a limit point of the sequence (σN,λ)∞N=1 in the weak-star topology. Let (σN,λ)N∈N
be a subsequence that converges to σ. Then
lim
N∈N
∫∫
|x− y|λ dσN,λ(x) dσN,λ(y) =
∫∫
|x− y|λ dσ(x) dσ(y).
This is equivalent to limN∈N N−2Hλ(αN,λ) = Iλ(σ), hence Iλ(σ) = Iλ(σd). By the uniqueness
of the maximal distribution, we get σ = σd. Since any limit point of the sequence (σN,λ)∞N=1 is
σd, we obtain (3.3).
Remark 3.2. In virtue of (3.1), the sequence ((Hλ(αN,λ) − N2 Iλ(σd))/N)∞N=2 is bounded and
we have
−Iλ(σd) < Hλ(αN,λ)−N
2 Iλ(σd)
N
< 0 for all N ≥ 2.
In the case of the unit circle d = 1, our later results show that
lim
N→∞
Hλ(αN,λ)−N2 Iλ(σ1)
N
= 0.
Our next result concerns the sequence (Un(an))∞n=1.
Theorem 3.3. Assume 0 < λ < 2, let d ≥ 1 be arbitrary, and let (an)∞n=0 ⊂ Sd be a greedy
λ-energy sequence. Let Un be the potential (1.7). The following properties hold:
1) For every n ≥ 1,
Un(an) ≤ Un+1(an+1) ≤ Un(an) + |an+1 − an|λ. (3.9)
2) For every n ≥ 1, the function Un is not constant§ on Sd.
3) For every n ≥ 1 and k ≥ 0,
n Iλ(σd) < Un(an) ≤ n 2λ (3.10)
U2k+1(a2k+1) = U2k(a2k) + 2
λ (3.11)
understanding U0(a0) = 0.
4) We have
lim
n→∞
Un(an)
n
= Iλ(σd). (3.12)
§See Remark 3.4.
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Proof. Let n ≥ 1. We have Un+1(x) = Un(x) + |x− an|λ ≥ Un(x) for all x ∈ Sd, hence
Un(an) = max
x∈Sd
Un(x) ≤ max
x∈Sd
Un+1(x) = Un+1(an+1).
Taking x = an+1 in (3.4), we get
Un(an) ≥ Un(an+1) =
n∑
k=0
|an+1 − ak|λ − |an+1 − an|λ = Un+1(an+1)− |an+1 − an|λ.
So (3.9) is justified.
Suppose that for some n ≥ 1, the function Un(x) =
∑n−1
j=0 |x− aj |λ is constant on Sd. Then,
one could construct a periodic greedy λ-energy sequence with period n, repeating indefinitely
the cycle (a0, . . . , an−1). But this contradicts (3.3).
Integrating both sides of (3.4) with respect to σd, and using the fact that the function
Un(a)− Un ≥ 0 is not constant on Sd, we get
Un(an) >
∫
Un(x) dσd(x) =
n−1∑
k=0
∫
|x− ak|λ dσd(x) =
n−1∑
k=0
Uσd(ak) = n Iλ(σd),
where we applied (3.7) in the last equality. This proves the first inequality in (3.10). Clearly,
U1(a1) = |a1− a0|λ = 2λ. The second inequality in (3.10) then follows from (3.9) and induction.
For each k ≥ 1, applying (2.2) we get
U2k(a2k) = U2k(−a2k) = U2k(a2k+1)
= U2k+1(a2k+1)− |a2k+1 − a2k|λ
= U2k+1(a2k+1)− 2λ.
This justifies (3.11).
Now we prove (3.12). The argument we employ follows the line of reasoning in the proof of
Theorem 1.2 in [16, Ch. V]. By (3.10) we have Un(an)n > Iλ(σd) for all n ≥ 1. Let 0 <  < 1, and
assume that m ≥ 1 is a fixed index for which
Um(am)
m
≥ Iλ(σd) + . (3.13)
From (3.9) we deduce
Ui(ai) ≥ Ui+1(ai+1)− 2λ, i ≥ 1. (3.14)
Hence,
Um−1(am−1)
m
≥ Um(am)− 2
λ
m
≥ Iλ(σd) + − 2
λ
m
.
Similarly, a repeated application of (3.14) yields
Ui(ai)
m
≥ Iλ(σd) + − (m− i)2
λ
m
, 1 ≤ i ≤ m.
In particular, we have
Ui(ai)
m
≥ Iλ(σd) + 
2
, m(1− 
2λ+1
) ≤ i ≤ m. (3.15)
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Let κm := m(1− 2−λ−1).
We have
2−1Hλ(αm+1,λ) =
m∑
i=1
Ui(ai)
=
∑
1≤i<κm
Ui(ai) +
∑
κm≤i≤m
Ui(ai)
≥
∑
1≤i<κm
i Iλ(σd) +
∑
κm≤i≤m
m(Iλ(σd) +

2
)
where we applied the first inequality in (3.10) and (3.15). This easily implies
Hλ(αm+1,λ)
(m+ 1)2
≥ Iλ(σd) (bκmc − 1)bκmc
(m+ 1)2
+
(
Iλ(σd) +

2
) 2m(m− bκmc)
(m+ 1)2
(3.16)
where b·c is the floor function. Thus, we have shown that (3.13) implies (3.16).
Assume that there are infinitely many indices m that satisfy (3.13), and they form the sub-
sequence N . Then, along this subsequence, the right-hand side of (3.16) approaches the value
Iλ(σd)
(
1 +
2
22(λ+1)
)
+
2
2λ+1
.
However, according to (3.2) the left-hand side of (3.16) has limit Iλ(σd) as m → ∞ along N .
This contradiction shows that (3.13) is only valid for finitely many m’s, and concludes the proof
of (3.12).
Formula (3.12) can also be obtained as an application of (3.3) and Theorem 1.2 in [18]. It
also follows from Theorem 2.1 in [12].
Remark 3.4. Property 2) in Theorem 3.3 is not valid for λ = 2. Indeed, we will see that in this
case U2k ≡ 4k on Sd for every k ≥ 1.
3.2 Binary representation of the energy on the unit circle
The rest of section 3 is devoted to the analysis of greedy λ-energy sequences on the unit circle
S1.
Lemma 3.5. Assume 0 < λ ≤ 1, and let z1 and z2 be two distinct points on S1. Consider the
function
|z − z1|λ + |z − z2|λ, z ∈ S1. (3.17)
Let γ be any of the two closed arcs on S1 that connect z1 and z2. On γ, the function in (3.17)
has a unique maximum, which is attained at the middle point of the arc γ.
Proof. Without loss of generality, we assume that z1 = z2. Hence, z1 = eiφ and z2 = e−iφ, where
0 < φ < pi. Define the function
f(θ) := |eiθ − eiφ|λ + |eiθ − e−iφ|λ, −φ ≤ θ ≤ φ.
We have
f(θ) = 2λ g(θ)
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where
g(θ) := sinλ
(
φ− θ
2
)
+ sinλ
(
φ+ θ
2
)
, −φ ≤ θ ≤ φ.
The derivative of g is
g′(θ) =
λ
2
(
sinλ−1
(
φ+ θ
2
)
cos
(
φ+ θ
2
)
− sinλ−1
(
φ− θ
2
)
cos
(
φ− θ
2
))
,
valid for θ ∈ (−φ, φ). Then,
g′′(θ) = −λ
4
[
sinλ−2
(
φ+ θ
2
)(
1− λ cos2
(
φ+ θ
2
))
+ sinλ−2
(
φ− θ
2
)(
1− λ cos2
(
φ− θ
2
))]
,
also for θ ∈ (−φ, φ).
Assume that 0 < λ ≤ 1. Since 0 < φ±θ2 < pi, we have 1 − λ cos2(φ±θ2 ) > 0. We also have
sinλ−2((φ± θ)/2) > 0, therefore
g′′(θ) < 0 for all θ ∈ (−φ, φ).
It follows that g and f attain their maximum value on the interval −φ ≤ θ ≤ φ only at θ = 0.
It is interesting to remark that the property stated in Lemma 3.5 is not valid in the range
1 < λ < 2. However, we have the following result due to Stolarsky, see [19, Theorem 1.2].
Lemma 3.6 (Stolarsky [19]). Let e1, . . . , en be n equally spaced on S1, and let 0 < λ < 2. The
function
∑n
i=1 |z − ei|λ, z ∈ S1, attains its maximum value only at the midpoints of the arcs
between consecutive ei.
With Lemma 3.6 at hand, we can give a geometric description of greedy λ-energy sequences
on S1 for 0 < λ < 2. We remind the reader that throughout this work, we always assume that
greedy λ-energy sequences on S1 have initial point a0 = 1.
We can use the same argument employed in the proof of [1, Theorem 5] to prove our next
result. We reproduce the argument for convenience of the reader. In the rest of this work, we
adopt the following notation. If α = (a0, . . . , ak) and β = (b0, . . . , bl), then (α, β) will indicate
the finite sequence (a0, . . . , ak, b0, . . . , bl).
Lemma 3.7. Let 0 < λ < 2, and let (an)∞n=0 be a greedy λ-energy sequence on S1. For each
N ≥ 1, let αN = (a0, . . . , aN−1). Then, for all n ≥ 0, the configuration α2n consists of the 2n-th
roots of unity, and we have
α2n+1 = (α2n , ρβ2n), (3.18)
where ρ is a solution of z2
n
= −1, and β2n is the 2n-th section of a greedy λ-energy sequence on
S1 with initial point b0 = 1.
Proof. We proceed by induction. For n = 0, both statements are certainly true since α2 =
(1,−1). Now assume that the 2n-th section of any greedy λ-energy sequence on S1 consists of
the 2n-th roots of unity, and let us prove (3.18). This, in turn, implies that the section α2n+1
consists of the 2n+1-st roots of unity, which completes the induction argument.
Set m = 2n. We want to prove that
am+k = ρbk, 0 ≤ k ≤ 2n − 1, (3.19)
9
where ρ is a solution of z2
n
= −1 and (b0, . . . , b2n−1) is the 2n-th section of a greedy sequence.
By the induction hypothesis, αm = (a0, . . . , am−1) consists of the 2n-th roots of unity. By
Lemma 3.6, the function
m−1∑
`=0
|a` − z|λ
is maximized precisely when z = am is the midpoint of one of the arcs determined by two points
in αm lying consecutively on S1. Therefore, the point ρ := am is a 2n-th root of −1. If we set
b0 = 1, then we have proved (3.19) for k = 0.
As a side remark, observe that if 0 < λ ≤ 1, then we can apply Lemma 3.5 to justify that
ρ = am is a 2n-th root of −1. Indeed, if we assume, to fix notation, that 0 ≤ arg(am) ≤ 2pi/m,
we express the potential as follows
m−1∑
`=0
|a` − z|λ =
m−1∑
`=0
|e2pii`/m − z|λ
=
(m−2)/2∑
`=0
(
|e−2pii`/m − z|λ + |e2pii(1+`)/m − z|λ
)
.
By Lemma 3.5, each expression |e−2pii`/m − z|λ + |e2pii(1+`)/m − z|λ has a unique maximum on
the arc arg(z) ∈ [0, 2pi/m] at arg(z) = pi/m. Hence arg(am) = pi/m and am = ρ is a 2n-th root
of −1.
We prove (3.19) by induction on k. Let 0 ≤ k < 2n−1 be fixed. We assume that am+j = ρbj ,
0 ≤ j ≤ k, where (b0, . . . , bk) is the (k + 1)-st section of a greedy λ-energy sequence on S1, and
we prove that if bk+1 is defined by am+k+1 = ρbk+1, then
k∑
j=0
|bk+1 − bj |λ = max|z|=1
k∑
j=0
|z − bj |λ. (3.20)
Let Un(z) be the discrete potential (1.7). By definition, am+k+1 satisfies
Um+k+1(am+k+1) = max|z|=1
Um+k+1(z)
and we have
Um+k+1(am+k+1) = Um+k+1(ρbk+1)
= max
|z|=1
Um+k+1(z) = max|z|=1
Um+k+1(ρz)
= max
|z|=1
(Um(ρz) +
k∑
j=0
|ρz − ρbj |λ)
= max
|z|=1
(Um(ρz) +
k∑
j=0
|z − bj |λ)
= max
|z|=1
Um(ρz) + max|z|=1
k∑
j=0
|z − bj |λ
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where the last equality follows from the fact that both expressions Um(ρz) and
∑k
j=0 |z − bj |λ
are maximized at a 2n-th root of unity. Therefore,
Um+k+1(ρbk+1) = Um(ρbk+1) +
k∑
j=0
|bk+1 − bj |λ
= max
|z|=1
Um(ρz) + max|z|=1
k∑
j=0
|z − bj |k
and (3.20) follows. This concludes the proof.
We deduce from Lemma 3.7 the following consequence. Assume 0 < λ < 2 and (an)∞n=0 is a
greedy λ-energy sequence on S1. If 2n is the largest power of 2 that does not exceed N , then
αN = (α2n , ρβN−2n), (3.21)
where ρ satisfies z2
n
= −1 and βN−2n is the section of order N−2n of a greedy λ-energy sequence
on S1.
Define
Lλ(N) := N 2λ
N−1∑
k=1
(
sin
pik
N
)λ
, N ≥ 1. (3.22)
In the case N = 1, we understand Lλ(1) = 0. The reader can check that this expression is the
λ-energy of N equally spaced points on S1. In the range 0 < λ < 2, this value is the largest
λ-energy value for an N -point configuration on S1, i.e.,
Lλ(N) = sup{Hλ(ωN ) : ωN ⊂ S1, card(ωN ) = N}, N ≥ 2, (3.23)
see Theorem 2.3.3 and Remark 2.3.4 in [3].
In our next result, we describe the λ-energy of the N -th section of a greedy λ-energy sequence,
in terms of the binary representation of N .
Lemma 3.8. Let 0 < λ < 2, and let (an)∞n=0 be a greedy λ-energy sequence on S1. Assume that
N ≥ 2 has the binary representation
N = 2n1 + · · ·+ 2np , n1 > n2 > · · · > np ≥ 0. (3.24)
Then, the λ-energy of αN = (an)N−1n=0 is given by
Hλ(αN ) =
p−1∑
k=1
 p∑
j=k+1
2nj−nk
Lλ(2nk+1) + p∑
k=1
1− p∑
j=k+1
2nj−nk+1
Lλ(2nk), (3.25)
understanding
∑i2
i1
as empty sum if i2 < i1.
Proof. We use induction on p, the number of terms in the binary expansion of N . If p = 1, then
N = 2n, so by Lemma 3.7 we have Hλ(α2n) = Lλ(2n), hence (3.25) holds in this case.
For a fixed p ≥ 1, assume that (3.25) is valid for every integer N ≥ 2 with p terms in its
binary expansion, and let N˜ = 2n1 + · · ·+ 2np + 2np+1 , n1 > · · · > np > np+1 ≥ 0. Then, 2n1 is
the largest power of 2 not greater than N , so by (3.21), we have
αN˜ = (α2n1 , ρβN˜−2n1 )
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where ρ satisfies z2
n1
= −1, and βN˜−2n1 is the section of order N˜ − 2n1 = 2n2 + · · ·+ 2np+1 of a
greedy λ-energy sequence. Let us write A = α2n1 , B = βN˜−2n1 .
Assume first that card(B) = N˜ − 2n1 ≥ 2. Since A and B are disjoint, we have
Hλ(αN˜ ) = Hλ(A) +Hλ(B) + 2
∑
y∈B
∑
x∈A
|x− y|λ.
The configuration A is formed by equally spaced points, so
Hλ(A) = Lλ(2n1).
We also know by Lemma 3.7 that every point y ∈ B is a midpoint of an arc whose endpoints are
neighboring points in A. Therefore, for each y ∈ B, we have∑
x∈A
|x− y|λ = 2−n1−1Lλ(2n1+1)− 2−n1Lλ(2n1),
consequently,
2
∑
y∈B
∑
x∈A
|x− y|λ = 2 card(B) (2−n1−1Lλ(2n1+1)− 2−n1Lλ(2n1))
=
p+1∑
j=2
2nj−n1Lλ(2n1+1)−
p+1∑
j=2
2nj−n1+1Lλ(2n1).
We obtain
Hλ(αN˜ ) =
p+1∑
j=2
2nj−n1
Lλ(2n1+1) +
1− p+1∑
j=2
2nj−n1+1
Lλ(2n1) +Hλ(B).
By the induction hypothesis, the energy of B is given by
Hλ(B) =
p∑
k=2
 p+1∑
j=k+1
2nj−nk
Lλ(2nk+1) + p+1∑
k=2
1− p+1∑
j=k+1
2nj−nk+1
Lλ(2nk).
From the previous two expressions we deduce
Hλ(αN˜ ) =
p∑
k=1
 p+1∑
j=k+1
2nj−nk
Lλ(2nk+1) + p+1∑
k=1
1− p+1∑
j=k+1
2nj−nk+1
Lλ(2nk),
which proves (3.25) for N˜ , in the case card(B) = N˜ −2n1 ≥ 2. If card(B) = 1, then N˜ = 2n1 +1,
n1 ≥ 1, so
Hλ(αN˜ ) = Hλ(A) + 2
∑
x∈A
|x− ρ|λ
= 2−n1Lλ(2n1+1) + (1− 2−n1+1)Lλ(2n1)
which coincides with (3.25).
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We define now the quantities
Uλ(N) :=
N−1∑
k=0
∣∣∣eipi/N − e2piik/N ∣∣∣λ , N ≥ 1. (3.26)
This represents the discrete potential of N equally spaced points evaluated at the midpoint of
one of the arcs between two adjacent points. If e1, . . . , eN are N equally spaced points on the
unit circle, then
N−1∑
i=1
|ei − eN |λ = Lλ(N)
N
.
From this relation it is easy to deduce the identity
Uλ(N) = Lλ(2N)
2N
− Lλ(N)
N
. (3.27)
Lemma 3.9. Let 0 < λ < 2, and let (an)∞n=0 be a greedy λ-energy sequence on S1. If N ≥ 1 has
the binary representation (3.24), then the function UN (x) (1.7) satisfies
UN (aN ) =
p∑
k=1
Uλ(2nk). (3.28)
Proof. The proof is also by induction on p. If p = 1 and N = 2n, then by Lemma 3.7 the points
in αN = (a0, . . . , aN−1) are the N -th roots of unity. The point aN is the midpoint of one of the
arcs between adjacent points in αN , hence UN (aN ) = Uλ(N).
For a fixed p ≥ 1, assume as induction hypothesis that (3.28) is valid for every greedy sequence
and every N ≥ 1 with binary representation of length p. Let N˜ = 2n1 + · · · + 2np + 2np+1 ,
n1 > · · · > np > np+1 ≥ 0. Then, as in the proof of Lemma 3.8, we can write
αN˜ = (α2n1 , ρβN˜−2n1 ),
where ρ satisfies z2
n1
= −1, and βN˜−2n1 is the section of order N˜ − 2n1 of a greedy λ-energy
sequence (bk)∞k=0. So ak = ρ bk−2n1 , 2
n1 ≤ k ≤ N˜ , where (b0, . . . , bN˜−2n1 ) = βN˜−2n1+1. We have
UN˜ (aN˜ ) = U2n1 (aN˜ ) +
N˜−1∑
k=2n1
|ak − aN˜ |λ.
The point aN˜ is the midpoint of one of the arcs between two adjacent points in α2n1 , hence
U2n1 (aN˜ ) = Uλ(2n1).
We also have
N˜−1∑
k=2n1
|ak − aN˜ |λ =
N˜−1∑
k=2n1
|ρ bk−2n1 − ρ bN˜−2n1 |λ =
N˜−2n1−1∑
k=0
|bk − bN˜−2n1 |λ = UM (bM ),
where M := N˜ − 2n1 . The number M = 2n2 + · · ·+ 2np+1 has a binary representation of length
p, so by induction hypothesis we obtain
UM (bM ) =
p+1∑
k=2
Uλ(2nk).
In conclusion, UN˜ (aN˜ ) =
∑p+1
k=1 Uλ(2nk), which finishes the proof of (3.28).
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We can write a more convenient expression for Uλ(2n). From (3.27) and (3.22) we get
Uλ(2n) = Lλ(2
n+1)
2n+1
− Lλ(2
n)
2n
= 2λ
2n−1∑
k=0
sinλ
(
(2k + 1)pi
2n+1
)
.
3.3 Second-order asymptotics on the unit circle
Let ζ(s) :=
∑∞
n=1
1
ns , Re(s) > 1, be the classical Riemann zeta function. We also use ζ(s) to
denote the meromorphic continuation of this function to the entire complex plane. Recall that
this function has a simple pole at s = 1, it is analytic on C \ {1}, takes negative values on the
interval (−2, 1), and it has trivial zeros at the points s = −2n, n ≥ 1.
Recall the expression
Iλ(σ1) =
2λ Γ((1 + λ)/2)√
pi Γ(1 + λ/2)
.
Lemma 3.10. Let 0 < λ < 2. For the sequence (3.26) we have
lim
N→∞
Uλ(N)
N
= Iλ(σ1), (3.29)
lim
N→∞
Uλ(N)−NIλ(σ1)
N−λ
= (2−λ − 1) (2pi)λ 2ζ(−λ). (3.30)
Proof. The following asymptotic formula, valid for 0 < λ < 2, follows from [4, Theorem 1.1]
(take s = −λ and p = 0 in that result):
Lλ(N) = Iλ(σ1)N2 + (2pi)λ 2ζ(−λ)N1−λ +Oλ(N−1−λ), N →∞. (3.31)
Applying (3.27) and the first two terms in (3.31), we obtain (3.29):
lim
N→∞
Uλ(N)
N
= lim
N→∞
(
2
Lλ(2N)
(2N)2
− Lλ(N)
N2
)
= 2Iλ(σ1)− Iλ(σ1) = Iλ(σ1).
Similarly, we can write
Uλ(N)−NIλ(σ1)
N−λ
= 2−λ
Lλ(2N)− (2N)2Iλ(σ1)
(2N)1−λ
− Lλ(N)−N
2 Iλ(σ1)
N1−λ
.
Letting N →∞ and using (3.31), we get (3.30).
Theorem 3.11. Let 0 < λ < 2, and let (an)∞n=0 ⊂ S1 be a greedy λ-energy sequence. Then, the
sequence (UN (aN )−NIλ(σ1))∞N=1 is bounded and divergent. For each N ≥ 1,
0 < UN (aN )−NIλ(σ1) < Iλ(σ1). (3.32)
These inequalities are sharp since we have
lim inf
N→∞
(UN (aN )−NIλ(σ1)) = 0, (3.33)
lim sup
N→∞
(UN (aN )−NIλ(σ1)) = Iλ(σ1). (3.34)
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Proof. We know from (3.10) that UN (aN )−NIλ(σ1) > 0 for all N ≥ 1. This is the first inequality
in (3.32).
If we take N = 2n, n→∞, and apply (3.30), we get
lim
n→∞(U2
n(a2n)− 2n Iλ(σ1)) = lim
n→∞(Uλ(2
n)− 2n Iλ(σ1)) = 0.
This and the first inequality in (3.32) imply (3.33).
Consider the subsequence
κn :=
n−1∑
k=0
2k = 2n − 1, n ≥ 1.
We claim that the sequence (Uκn(aκn) − κn Iλ(σ1))∞n=1 is strictly increasing. Indeed, according
to Lemma 3.9, we have
Uκn+1(aκn+1)− κn+1 Iλ(σ1) =
n∑
k=0
(Uλ(2k)− 2kIλ(σ1))
= Uκn(aκn)− κn Iλ(σ1) + Uλ(2n)− 2nIλ(σ1)
and Uλ(2n)− 2nIλ(σ1) = U2n(a2n)− 2nIλ(σ1) > 0 for each n ≥ 1.
Using (3.27), we obtain
Uκn(aκn) =
n−1∑
k=0
Uλ(2k) =
n−1∑
k=0
(Lλ(2k+1)
2k+1
− Lλ(2
k)
2k
)
=
Lλ(2n)
2n
,
(recall that Lλ(1) = 0) so
Uκn(aκn)− κn Iλ(σ1) =
Lλ(2n)
2n
− 2n Iλ(σ1) + Iλ(σ1)
=
Lλ(2n)− 22nIλ(σ1)
2n
+ Iλ(σ1).
In virtue of (3.31), we have limN→∞(Lλ(N) − N2 Iλ(σ1))/N = 0, hence the previous identity
gives
lim
n→∞(Uκn(aκn)− κn Iλ(σ1)) = Iλ(σ1). (3.35)
By monotonicity, this implies
Uκn(aκn)− κn Iλ(σ1) < Iλ(σ1), for all n ≥ 1.
If N has the binary expansion (3.24), applying (3.28) we obtain
UN (aN )−NIλ(σ1) =
p∑
k=1
(Uλ(2nk)− 2nkIλ(σ1))
≤
n1∑
j=0
(Uλ(2j)− 2jIλ(σ1))
= Uκn(aκn)− κnIλ(σ1)
< Iλ(σ1),
where n = n1 + 1. This justifies the second inequality in (3.32).
Finally, (3.34) follows from (3.32) and (3.35).
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(a) λ = 0.01 (b) λ = 0.1
(c) λ = 0.3 (d) λ = 0.7
Figure 1: Plots of sequences (UN (aN )−NIλ(σ1)) for 0 < λ < 1 and 1 ≤ N ≤ 2000.
Remark 3.12. Interestingly, the two very close sequences (2n) and (2n − 1) provide the liminf
and limsup of the sequence (UN (aN )−NIλ(σ1)), respectively.
In Figures 1 and 2 we present plots of the sequences analyzed in Theorem 3.11, for different
values of λ ∈ (0, 2).
Our goal now is the study of the second-order asymptotics of the energy Hλ(αN,λ) in the
range 0 < λ < 2. We need to subdivide the analysis into three cases: 0 < λ < 1, λ = 1, and
1 < λ < 2. This is due to the different orders of growth of the sequence (Hλ(αN,λ)−N2Iλ(σ1)).
Following the strategy employed in [13], we introduce the following definitions.
Definition 3.13. For a fixed p ∈ N, let Θp denote the set of all vectors ~θ = (θ1, . . . , θp) for which
there exists an infinite sequence N of integers N = 2n1 + · · · + 2np , n1 > n2 > · · · > np ≥ 0,
satisfying
lim
N∈N
2ni
N
= θi, for all i = 1, . . . , p. (3.36)
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(a) λ = 1 (b) λ = 1.3
(c) λ = 1.5 (d) λ = 1.9
Figure 2: Plots of sequences (UN (aN )−NIλ(σ1)) for 1 ≤ λ < 2 and 1 ≤ N ≤ 2000.
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Note that Θp ⊂ [0, 1]p. If (θ1, . . . , θp) ∈ Θp, then
p∑
i=1
θi = 1
and θi ≥ 2 θi+1 for each 1 ≤ i ≤ p − 1. In particular, θ1 > 0, and if θi = 0 for some 2 ≤ i ≤ p,
then θj = 0 for all i ≤ j ≤ p.
The asymptotic condition (3.36) is the defining property of Θp that we will apply, but this
set can be defined alternatively as follows. Θp consists of all vectors ~θ = (θ1, . . . , θp) that can be
written in the form
~θ =
(
2t1
M
,
2t2
M
, . . . ,
2tr−1
M
,
1
M
, 0, . . . , 0
)
,
where M = 2t1 + · · ·+ 2tr−1 + 1 is an odd integer with t1 > t2 > · · · > tr−1 > 0 and 1 ≤ r ≤ p.
The number of zeros that appear in ~θ, if any, is p− r.
Definition 3.14. On Θp × [0, 1) we define the function
G((θ1, . . . , θp);λ) :=
p∑
k=1
θ−λk
(
2(2−λ − 1)
 p∑
j=k+1
θj
+ θk). (3.37)
The inner sum is understood to be zero if k = p. Also, if θk = 0 for some 2 ≤ k ≤ p, then the
expression θ−λk
(
2(2−λ − 1)
(∑p
j=k+1 θj
)
+ θk
)
is understood to be zero, i.e.,
θk = 0 =⇒ θ−λk
(
2(2−λ − 1)
 p∑
j=k+1
θj
+ θk) = 0. (3.38)
Observe that it is natural to adopt the convention (3.38) because 0 ≤ λ < 1, which implies
limθ→0+ θ1−λ = 0.
Another important observation is that for any ~θ ∈ Θp, we have G(~θ;λ) > 0. Indeed, from
the inequalities 1 − λ > 0 and θi ≥ 2 θi+1, 1 ≤ i ≤ p − 1, it easily follows that for each k with
θk > 0, we have
2(2−λ − 1)
 p∑
j=k+1
θj
+ θk > 0.
As a function of λ, G(~θ;λ) is continuous, and G(~θ; 0) =
∑p
k=1 θk = 1.
Definition 3.15. Let 0 ≤ λ < 1 be fixed. Using the function (3.37), we define
gp(λ) := sup
~θ∈Θp
G(~θ;λ), p ∈ N,
g(λ) := sup
p∈N
gp(λ).
Taking (θ1, θ2) = (2/3, 1/3) ∈ Θ2, we have
G((θ1, θ2);λ) =
21−2λ + 1
31−λ
> 1, 0 < λ < 1,
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Figure 3: The figure shows the graphs of the functions (3.37) associated with the vectors ~θ =
(2/3, 1/3), ~θ = (4/7, 2/7, 1/7), and ~θ = (8/11, 2/11, 1/11), in increasing order.
see also Figure 3. Hence
g(λ) > 1, 0 < λ < 1. (3.39)
A key identity we will use is the following, which the reader can easily check. If N has the
binary representation (3.24), then
N2 =
p−1∑
k=1
 p∑
j=k+1
2nj−nk
 22(nk+1) + p∑
k=1
1− p∑
j=k+1
2nj−nk+1
 22nk . (3.40)
Note the similarity with the expression (3.25). We will also use the notation
Rλ(N) := Lλ(N)−N
2Iλ(σ1)
N1−λ
, N ≥ 1. (3.41)
Then, according to (3.31), we have
lim
N→∞
Rλ(N) = (2pi)λ 2ζ(−λ), 0 < λ < 2. (3.42)
It should also be noted that
Rλ(N) < 0, for all N ≥ 1. (3.43)
This follows from (3.23) and the second inequality in (3.8).
Given an integer N ≥ 1, let τ(N) denote the number of ones in the binary digit representation
of N , i.e., for an integer N as in (3.24) we write τ(N) = p.
The following result describes the second-order asymptotics of Hλ(αN,λ) in the range 0 <
λ < 1.
Theorem 3.16. Assume 0 < λ < 1, let (an)∞n=0 ⊂ S1 be a greedy λ-energy sequence, and αN,λ,
N ≥ 2, be the configuration (1.4). The sequence(
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
)∞
N=2
(3.44)
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is bounded and divergent, and we have
lim sup
N→∞
Hλ(αN,λ)−N2Iλ(σ1)
N1−λ
= (2pi)λ 2ζ(−λ), (3.45)
lim inf
N→∞
Hλ(αN,λ)−N2Iλ(σ1)
N1−λ
= g(λ) (2pi)λ 2ζ(−λ). (3.46)
For any p ≥ 1 and ~θ ∈ Θp, the value G(~θ;λ) is a limit point§ of the sequence (3.44).
Proof. Let N ≥ 2 be an integer with binary representation (3.24). Applying (3.25), (3.40), and
(3.41), we get
Hλ(αN,λ)−N2Iλ(σ1)
N1−λ
=
p−1∑
k=1
 p∑
j=k+1
2nj−nk
 Lλ(2nk+1)− 22(nk+1)Iλ(σ1)
N1−λ
+
p∑
k=1
1− p∑
j=k+1
2nj−nk+1
 Lλ(2nk)− 22nkIλ(σ1)
N1−λ
=
p−1∑
k=1
 p∑
j=k+1
2nj−nk
(2nk+1
N
)1−λ
Rλ(2nk+1)
+
p∑
k=1
1− p∑
j=k+1
2nj−nk+1
(2nk
N
)1−λ
Rλ(2nk). (3.47)
First we show that the sequence (3.44) is bounded. The sequence (3.41) converges, so there
exists C > 0 such that |Rλ(N)| < C for all N ≥ 1. Therefore, applying the triangle inequality
in (3.47), ∣∣∣∣Hλ(αN,λ)−N2Iλ(σ1)N1−λ
∣∣∣∣
≤ C
p−1∑
k=1
 p∑
j=k+1
2nj−nk
(2nk+1
N
)1−λ
+
p∑
k=1
1 + p∑
j=k+1
2nj−nk+1
(2nk
N
)1−λ .
Now, we have nj − nk ≤ −(j − k) for every k + 1 ≤ j ≤ p, hence
p∑
j=k+1
2nj−nk ≤ 2−1 + 2−2 + · · ·+ 2−(p−k) < 1. (3.48)
Similarly, (
2nk
N
)1−λ
≤
(
2nk
2n1
)1−λ
≤ 2−(1−λ)(k−1). (3.49)
So we have the estimate∣∣∣∣Hλ(αN,λ)−N2Iλ(σ1)N1−λ
∣∣∣∣ ≤ C (21−λ + 3) p∑
k=1
2−(1−λ)(k−1) < C
21−λ + 3
1− 2λ−1 <∞.
§By limit point of the sequence we mean that there is a subsequence of (3.44) that converges to the indicated
value.
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This justifies the boundedness of (3.44).
For every N ≥ 2, we have Hλ(αN,λ) ≤ Lλ(N) because Lλ(N) is the λ-energy of a configura-
tion of N equally spaced points on S1, which is the largest among all N -point configurations on
the circle. Since α2n,λ is the configuration of the 2n-th roots of unity, we have Hλ(αN,λ) = Lλ(N)
for each N = 2n, hence
lim sup
N→∞
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= lim
n→∞Rλ(2
n) = (2pi)λ 2ζ(−λ).
This is (3.45).
Now we turn to the proof of (3.46). Fix p ≥ 1, and let ~θ = (θ1, . . . , θp) ∈ Θp. By definition,
there exists an infinite sequence N ⊂ N such that each N ∈ N has a binary representation (3.24)
of length p, and (3.36) holds. Fix 1 ≤ k ≤ p, and assume first that the corresponding θk is not
zero, i.e.,
lim
N∈N
2nk
N
= θk > 0.
In this case, we clearly have 2nk → ∞ as N ∈ N approaches infinity. Therefore, in virtue of
(3.36) and (3.42), we have
lim
N∈N
Rλ(2nk) = lim
N∈N
Rλ(2nk+1) = (2pi)λ 2ζ(−λ)
lim
N∈N
(
2nk+1
N
)1−λ
= (2θk)
1−λ lim
N∈N
(
2nk
N
)1−λ
= θ1−λk (3.50)
lim
N∈N
2nj−nk =
θj
θk
for each k + 1 ≤ j ≤ p.
Assume now that the index k is such that
lim
N∈N
2nk
N
= θk = 0.
In this case, since 0 ≤ λ < 1, the sequence (Rλ(N)) is bounded, and we have (3.48), it follows
that
lim
N∈N
 p∑
j=k+1
2nj−nk
(2nk+1
N
)1−λ
Rλ(2nk+1) = 0,
lim
N∈N
1− p∑
j=k+1
2nj−nk+1
(2nk
N
)1−λ
Rλ(2nk) = 0.
(3.51)
Suppose that 1 ≤ κ̂ ≤ p is the last component of ~θ = (θ1, . . . , θp) that is non-zero, i.e.,
θi > 0 for 1 ≤ i ≤ κ̂,
θi = 0 for κ̂+ 1 ≤ i ≤ p.
Then, applying (3.47), (3.50), and (3.51), we obtain
lim
N∈N
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
=
 κ̂∑
k=1
θ−λk (2(2
−λ − 1)
 κ̂∑
j=k+1
θj
+ θk)
 (2pi)λ 2ζ(−λ)
= G((θ1, . . . , θp);λ) (2pi)
λ 2ζ(−λ),
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where in the second equality we have used (3.38). This shows that G((θ1, . . . , θp);λ) is a limit
point of the sequence (3.44). Since p and ~θ = (θ1, . . . , θp) were arbitrary, this implies
lim inf
N→∞
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
≤ g(λ) (2pi)λ 2ζ(−λ),
recall that ζ(−λ) < 0 for λ ∈ (0, 1).
To finish, we need to justify the inequality
lim inf
N→∞
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
≥ g(λ) (2pi)λ 2ζ(−λ).
Let N ⊂ N be an infinite sequence for which the sequence
(
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
)
N∈N
converges,
and let us show that
lim
N∈N
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
≥ g(λ) (2pi)λ 2ζ(−λ). (3.52)
First assume that there exists p ≥ 1 such that infinitely many N ∈ N satisfy τ(N) = p.
Then, passing to a subsequence N˜ of N if necessary, we may assume that the integers N =
2n1 + · · ·+ 2np ∈ N˜ satisfy
lim
N∈N˜
2ni
N
= θi, for all i = 1, . . . , p.
In this situation, we have already shown that we get
lim
N∈N
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= lim
N∈N˜
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= G((θ1, . . . , θp);λ)(2pi)
λ 2ζ(−λ),
and (3.52) holds.
Assume now that such an integer p does not exist. This means that we have τ(N) → ∞ as
N →∞ along the sequence N . For N = 2n1 + · · ·+ 2nτ(N) ∈ N , n1 > n2 > · · · > nτ(N) ≥ 0, we
rewrite (3.47):
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
=
τ(N)∑
k=1
(
2nk
N
)1−λ21−λRλ(2nk+1) τ(N)∑
j=k+1
2nj−nk +Rλ(2nk)
1− τ(N)∑
j=k+1
2nj−nk+1
 . (3.53)
The idea is now to truncate adequately the sums that appear in (3.53). Let us define
ηN,k := 2
1−λRλ(2nk+1)
τ(N)∑
j=k+1
2nj−nk +Rλ(2nk)
1− τ(N)∑
j=k+1
2nj−nk+1

= Rλ(2nk) + (2−λRλ(2nk+1)−Rλ(2nk))
τ(N)∑
j=k+1
2nj−nk+1. (3.54)
The boundedness of the sequence (Rλ(N)) and (3.48) imply that there exists an absolute constant
C1 > 0 such that
|ηN,k| ≤ C1, for all N ∈ N and 1 ≤ k ≤ τ(N). (3.55)
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Let 0 <  < 1 be fixed. Let M = M(, λ) ≥ 1 be large enough so that
∞∑
k=M
2−(1−λ)k < . (3.56)
The following choice suffices:
M :=
⌈
− log((2
1−λ − 1))
(1− λ) log 2
⌉
+ 2, (3.57)
where d·e is the ceiling function.
We can write
Hλ(αN,λ)−N2Iλ(σ1)
N1−λ
= SN,M,1 + SN,M,2, (3.58)
where
SN,M,1 :=
M∑
k=1
(
2nk
N
)1−λ
ηN,k, SN,M,2 :=
τ(N)∑
k=M+1
(
2nk
N
)1−λ
ηN,k.
Then, from (3.49), (3.55), and (3.56), we deduce
|SN,M,2| ≤ C1, for all N ∈ N . (3.59)
Now we concentrate our analysis on SN,M,1. So in the rest of the proof, k is an index in the
range 1 ≤ k ≤M .
We split the expression of ηN,k in (3.54) as follows:
ηN,k = ηN,k,1 + ηN,k,2, (3.60)
where
ηN,k,1 := Rλ(2nk) + (2−λRλ(2nk+1)−Rλ(2nk))
2M∑
j=k+1
2nj−nk+1,
ηN,k,2 := (2
−λRλ(2nk+1)−Rλ(2nk))
τ(N)∑
j=2M+1
2nj−nk+1.
Recall that nj − nk ≤ −(j − k) for all j ≥ k + 1, hence if 1 ≤ k ≤M and 2M + 1 ≤ j, then
τ(N)∑
j=2M+1
2nj−nk+1 ≤
τ(N)∑
j=2M+1
2−j+M+1 <
∞∑
t=M
2−t < 
where we used (3.56). So by the boundedness of the sequence (Rλ(N)), we obtain that there
exists an absolute constant C2 > 0 such that
|ηN,k,2| < C2, for all N ∈ N and 1 ≤ k ≤M. (3.61)
Now, by definition of SN,M,1 and (3.60), we have
SN,M,1 =
M∑
k=1
(
2nk
N
)1−λ
ηN,k,1 +
M∑
k=1
(
2nk
N
)1−λ
ηN,k,2.
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From the estimate (3.61) we get∣∣∣∣∣
M∑
k=1
(
2nk
N
)1−λ
ηN,k,2
∣∣∣∣∣ ≤ C2M. (3.62)
We apply (3.58), (3.59), and (3.62), and conclude that
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= φN +
M∑
k=1
(
2nk
N
)1−λ
ηN,k,1
= φN +
M∑
k=1
(
2nk
N
)1−λRλ(2nk) + (2−λRλ(2nk+1)−Rλ(2nk)) 2M∑
j=k+1
2nj−nk+1
 (3.63)
where
|φN | ≤ C1+ C2M, for all N ∈ N . (3.64)
Since M is a fixed finite constant, there exists a subsequence N˜ ⊂ N such that
lim
N∈N˜
2ni
N
= θi, for all 1 ≤ i ≤ 2M. (3.65)
If θk > 0 for some 1 ≤ k ≤ M , then 2nk →∞ as N ∈ N˜ tends to infinity, hence it follows from
(3.42) and (3.65) that for this k,
lim
N∈N˜
(
2nk
N
)1−λ (
Rλ(2nk) + (2−λRλ(2nk+1)−Rλ(2nk))
2M∑
j=k+1
2nj−nk+1
)
= θ−λk
(
2(2−λ − 1)
 2M∑
j=k+1
θj
+ θk)(2pi)λ 2ζ(−λ).
(3.66)
And if θk = 0 for some 1 ≤ k ≤ M , then as explained before (see (3.51)), the limit in (3.66)
is zero. In this case we can also express the limit value zero as the right-hand side of (3.66),
keeping in mind the convention (3.38).
From (3.63) and (3.66) we obtain
lim
N∈N
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= lim
N∈N˜
Hλ(αN,λ)−N2 Iλ(σ1)
N1−λ
= lim
N∈N˜
φN + lim
N∈N˜
M∑
k=1
(
2nk
N
)1−λ
ηN,k,1
= lim
N∈N˜
φN + (2pi)
λ 2ζ(−λ)
( M∑
k=1
θ−λk
(
2(2−λ − 1)
 2M∑
j=k+1
θj
+ θk))
≥ lim
N∈N˜
φN + (2pi)
λ 2ζ(−λ)
( M∑
k=1
θ−λk
(
2(2−λ − 1)
 M∑
j=k+1
θj
+ θk))
= lim
N∈N˜
φN + (2pi)
λ 2ζ(−λ)G((θ1, . . . , θM );λ)
≥ lim
N∈N˜
φN + g(λ) (2pi)
λ 2ζ(−λ)
≥ −(C1+ C2M()) + g(λ) (2pi)λ 2ζ(−λ)
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where we used (3.64) in the last inequality. Letting  → 0, we get M() → 0 (see (3.57)), and
(3.52) is proved. This finishes the proof of (3.46).
The estimate (3.39) implies that the limit values in (3.45) and (3.46) are different, so the
sequence (3.44) diverges.
In Figure 4 we present plots of the normalized second-order sequences (3.44), for various
values of λ ∈ (0, 1).
(a) λ = 0.1 (b) λ = 0.5
(c) λ = 0.7 (d) λ = 0.9
Figure 4: Plots of the normalized second-order energy (3.44) for 0 < λ < 1 and 2 ≤ N ≤ 8000.
The next result concerns the second-order asymptotics of Hλ(αN,λ) in the range 1 < λ < 2.
Theorem 3.17. Assume 1 < λ < 2, let (an)∞n=0 ⊂ S1 be a greedy λ-energy sequence, and αN,λ,
N ≥ 2, be the configuration (1.4). The sequence
(Hλ(αN,λ)−N2Iλ(σ1))∞N=2 (3.67)
is bounded and divergent. We have
lim sup
N→∞
(Hλ(αN,λ)−N2 Iλ(σ1)) = 0 (3.68)
lim inf
N→∞
(Hλ(αN,λ)−N2 Iλ(σ1)) ≤ sλ (3.69)
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where§
sλ :=
1
3
∞∑
k=0
(
1 +
(−1)k
2k−1
)
(Lλ(2k)− 22kIλ(σ1)). (3.70)
We also have
lim inf
N→∞
(Hλ(αN,λ)−N2 Iλ(σ1)) = inf
N≥2
{Hλ(αN,λ)−N2 Iλ(σ1)}. (3.71)
Each term in the sequence (3.67) is a limit point of the sequence itself.
Proof. Let N ≥ 2 be as in (3.24). Applying (3.25), (3.40), and (3.41), we have
Hλ(αN,λ)−N2Iλ(σ1) =
p−1∑
k=1
( p∑
j=k+1
2nj−nk
) (
2nk+1
)1−λ Rλ(2nk+1)
+
p∑
k=1
(
1−
p∑
j=k+1
2nj−nk+1
)
(2nk)
1−λ Rλ(2nk).
(3.72)
The sequence (Rλ(N)) is bounded, and let C > 0 be a constant such that |Rλ(N)| < C for all
N . Applying the triangle inequality in (3.72), we get
|Hλ(αN,λ)−N2Iλ(σ1)|
≤ C
p−1∑
k=1
( p∑
j=k+1
2nj−nk
) (
2nk+1
)1−λ
+
p∑
k=1
(
1 +
p∑
j=k+1
2nj−nk+1
)
(2nk)
1−λ
 .
Using (3.48) and the estimate
∑p
k=1(2
nk)1−λ <
∑∞
t=0(2
1−λ)t = 1/(1 − 21−λ), we obtain the
uniform bound
|Hλ(αN,λ)−N2Iλ(σ1)| ≤ C 2
1−λ + 3
1− 21−λ ,
so the sequence (3.67) is bounded.
We have, for all N ≥ 2,
Hλ(αN,λ)−N2Iλ(σ1) ≤ Lλ(N)−N2Iλ(σ1) = N1−λRλ(N),
with equality if N = 2n, n ≥ 1. Since limN→∞N1−λRλ(N) = 0, we obtain (3.68).
Let us justify the identity (3.71) now. If we show that for each fixed N̂ = 2n1 + · · · + 2np ,
n1 > . . . > np, we have
lim inf
N→∞
(Hλ(αN,λ)−N2Iλ(σ1)) ≤ Hλ(αN̂,λ)− N̂2Iλ(σ1), (3.73)
then (3.71) will be justified. For such N̂ fixed, take N˜ = 2n0 + N̂ , and let n0 → ∞. Since
(2n0)1−λ → 0, it easily follows from (3.72) that
lim
n0→∞
(Hλ(αN˜,λ)− N˜2Iλ(σ1)) = Hλ(αN̂,λ)− N̂2Iλ(σ1),
which justifies (3.73), and shows that every term in the sequence (3.67) is a limit point of the
sequence itself.
§Our numerical computations of the terms in the sequence (3.67) seem to indicate that the constant sλ is in
fact the liminf of the sequence (3.67).
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Now we justify (3.69). Consider the subsequence
N(p) :=
p−1∑
k=0
22k =
4p − 1
3
. (3.74)
Applying (3.72) for N = N(p), we have
Hλ(αN,λ)−N2Iλ(σ1) =
p−1∑
k=1
1
3
(
1− 1
4p−k
)(
22(p−k)+1
)1−λ
Rλ(22(p−k)+1)
+
p∑
k=1
1
3
(
1 +
2
4p−k
)(
22(p−k)
)1−λ
Rλ(22(p−k))
=
1
3
p−1∑
m=0
(
1− 1
4m
)
(Lλ(22m+1)− 24m+2Iλ(σ1))
+
1
3
p−1∑
m=0
(
1 +
2
4m
)
(Lλ(22m)− 24mIλ(σ1)) (3.75)
where in the second equality we applied the substitution m = p− k and (3.41). This sequence is
bounded and monotonic (every term in the sums is ≤ 0), so it converges to
lim
p→∞ (Hλ(αN,λ)−N
2Iλ(σ1)) =
1
3
∞∑
m=0
(
1− 1
4m
)
(Lλ(22m+1)− 24m+2Iλ(σ1))
+
1
3
∞∑
m=0
(
1 +
2
4m
)
(Lλ(22m)− 24mIλ(σ1))
and this is exactly (3.70).
Each term in the series (3.70) is negative, except the second one, which is zero. The first
term in the series is −Iλ(σ1), so sλ < −Iλ(σ1) < 0. Hence, the sequence (3.67) is divergent.
In Figure 5 we present some plots of sequences (3.67) in the range 1 < λ < 2.
Our next result concerns the second-order asymptotics of Hλ(αN,λ) in the case λ = 1.
Theorem 3.18. Let (an)∞n=0 ⊂ S1 be a greedy 1-energy sequence, and let αN,1, N ≥ 2, be the
configuration in (1.4). The sequence(
H1(αN,1)−N2I1(σ1)
logN
)∞
N=2
(3.76)
is bounded and divergent. We have
lim sup
N→∞
H1(αN,1)−N2I1(σ1)
logN
= 0, (3.77)
lim inf
N→∞
H1(αN,1)−N2I1(σ1)
logN
≤ − pi
9 log 2
. (3.78)
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(a) λ = 1.1 (b) λ = 1.3
(c) λ = 1.5 (d) λ = 1.7
Figure 5: Plots of sequences (3.67) for 1 < λ < 2 and 2 ≤ N ≤ 4000.
Proof. For N ≥ 2 as in (3.24), we have
H1(αN,1)−N2I1(σ1)
logN
=
p−1∑
k=1
( p∑
j=k+1
2nj−nk
) R1(2nk+1)
logN
+
p∑
k=1
(
1−
p∑
j=k+1
2nj−nk+1
) R1(2nk)
logN
.
(3.79)
If C is an upper bound for all |R1(N)|, applying (3.48) and the triangle inequality we get∣∣∣∣H1(αN,1)−N2I1(σ1)logN
∣∣∣∣ ≤ 4 pClogN . (3.80)
It follows from (3.24) that p ≤ n1+1, and we have logN ≥ log(2n1) = n1 log 2. These inequalities
and (3.80) imply the boundedness of (3.76).
We have H1(αN,1) − N2I1(σ1) ≤ R1(N) with equality if N = 2n, n ≥ 1. Since we have
limN→∞R1(N)/ logN = 0, we obtain (3.77).
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The function ζ(s) satisfies ζ(−1) = −1/12, hence according to (3.42) we have
lim
N→∞
R1(N) = −pi
3
. (3.81)
Consider the subsequence N(p) := 4
p−1
3 defined in (3.74). In virtue of (3.75), we have
H1(αN(p),1)−N(p)2I1(σ1)
log(N(p))
= ρp,1 + ρp,2
where
ρp,1 :=
1
3
1
log(N(p))
p−1∑
m=1
(
1− 1
4m
)
R1(22m+1),
ρp,2 :=
1
3
1
log(N(p))
p−1∑
m=0
(
1 +
2
4m
)
R1(22m).
Let  > 0 be fixed. By (3.81), there exists N ∈ N, which we assume to be odd, such that∣∣∣R1(2k) + pi
3
∣∣∣ <  for all k ≥ N. (3.82)
Let m := (N − 1)/2. Then, writing
ρp,1 =
1
3
1
log(N(p))
(
m−1∑
m=1
(
1− 1
4m
)
R1(22m+1) +
p−1∑
m=m
(
1− 1
4m
)(
R1(22m+1) + pi
3
))
− pi
9
1
log(N(p))
p−1∑
m=m
(
1− 1
4m
)
.
Since m is fixed, we have
lim
p→∞
1
log(N(p))
m−1∑
m=1
(
1− 1
4m
)
R1(22m+1) = 0.
Hence, applying (3.82) we get∣∣∣∣∣ρp,1 + pi9 1log(N(p))
p−1∑
m=m
(
1− 1
4m
)∣∣∣∣∣ ≤ o(1) + 13 log(N(p))
p−1∑
m=m
(
1− 1
4m
)
. (3.83)
A simple calculation gives
lim
p→∞
1
log(N(p))
p−1∑
m=m
(
1− 1
4m
)
=
1
log 4
.
So, letting p→∞ and then → 0 in (3.83), we get
lim
p→∞ ρp,1 = −
pi
9 log 4
.
The same limit is valid for ρp,2, hence
lim inf
N→∞
H1(αN,1)−N2I1(σ1)
logN
≤ lim
p→∞
H1(αN(p),1)−N(p)2I1(σ1)
log(N(p))
= − pi
9 log 2
,
which justifies (3.78).
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Figure 6 shows a plot of the sequence (3.76). We remark that the value −pi/(9 log 2) in the
right-hand side of (3.78) is the lowest limit value that we can get among subsequences (Nr(p))∞p=1,
where
Nr(p) =
p−1∑
k=0
2rk =
2rp − 1
2r − 1 , r ∈ N, (3.84)
of which the sequence (N(p))∞p=1 considered in the proof of Theorem 3.18 is a particular case.
Indeed, the reader can check that for the sequence (3.84) we have
lim
p→∞
H1(αNr(p),1)−Nr(p)2I1(σ1)
log(Nr(p))
= − 2
r − 2
r(2r − 1)
pi
3 log 2
(3.85)
and the largest value of
{
2r−2
r(2r−1)
}
r∈N
is 13 .
If τ(N) is the number of ones in the binary representation of N , and N ⊂ N is a subsequence
such that (τ(N))N∈N is bounded, then it follows from (3.79) that (H1(αN,1) − N2I1(σ1))N∈N
is bounded, and therefore
lim
N∈N
H1(αN,1)−N2I1(σ1)
logN
= 0.
So in order to obtain non-zero limit points of the sequence (3.76), such as the limits (3.85), one
needs to take subsequences N such that limN∈N τ(N) =∞.
4 The case λ = 2
Theorem 4.1. Let d ≥ 1 be arbitrary. A sequence (an)∞n=0 ⊂ Sd is a greedy λ-energy sequence
for λ = 2, if and only if,
a2k+1 = −a2k for every k ≥ 0. (4.1)
If (an)∞n=0 ⊂ Sd is such a sequence, then for each n ≥ 1,
H2(α2n,2) = 8n
2
H2(α2n+1,2) = 8(n
2 + n).
(4.2)
For the potential (1.7) we have, for each n ≥ 1,
U2n−1(a2n−1) = U2n(a2n) = 4n.
In particular,
lim
N→∞
H2(αN,2)
N2
= lim
n→∞
Un(an)
n
= 2.
Proof. The proof is based on the fact that for any a, x ∈ Sd,
|x− a|2 + |x+ a|2 = 4. (4.3)
Let (an)∞n=0 ⊂ Sd be a greedy λ-energy sequence for λ = 2. Clearly, (4.1) holds for k = 0.
Assume that (4.1) is valid for all 0 ≤ k ≤ n. By definition, the point a2n+3 must maximize the
function
n∑
k=0
(|x− a2k|2 + |x− a2k+1|2) + |x− a2n+2|2 =
n∑
k=0
(|x− a2k|2 + |x+ a2k|2) + |x− a2n+2|2
= 4(n+ 1) + |x− a2n+2|2, x ∈ Sd.
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Figure 6: Plot of the sequence (3.76) for 2 ≤ N ≤ 4000, in the case λ = 1.
Hence a2n+3 = −a2n+2, which proves (4.1) for k = n+1. Conversely, it is clear that any sequence
(an)
∞
n=0 ⊂ Sd that satisfies (4.1), is a greedy λ-energy sequence for λ = 2.
One proves (4.2) by induction. This identity is valid for n = 1. Assume that it is valid for n.
Since
H2(α2n+2) = H2(α2n+1) + 2
2n∑
j=0
|a2n+1 − aj |2
pairing {a2k, a2k+1} = {a2k,−a2k} in the summation expression and using (4.3), we obtain
H2(α2n+2) = 8(n+ 1)
2. Similarly, one checks that H2(α2n+3) = 8(n+ 2)(n+ 1).
The rest of the claims follow immediately.
Remark 4.2. From (4.1) and (4.3) we deduce that the function U2k(x) ≡ 4k is constant on Sd,
for every k ≥ 1.
Remark 4.3. If (an)∞n=0 ⊂ Sd is a greedy λ-energy sequence for λ = 2, then the associated
sequence (σN ) defined in (1.5) is not necessarily convergent. The following sequence on S2 ⊂ R3
illustrates this claim. Let
y0 := (1, 0, 0), y1 := (−1, 0, 0), y2 := (0, 1, 0), y3 := (0,−1, 0),
and let the first four points of the sequence be defined as
ai := yi, 0 ≤ i ≤ 3.
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The rest of the sequence is constructed inductively. Suppose that for an integer m ≥ 2, the
configuration α2m formed by the first 2m points of the sequence, consists of 2m−2 points at each
yi, 0 ≤ i ≤ 3. Then, we have
σ2m =
2m−2
2m
(δy0 + δy1 + δy2 + δy3) =
1
4
(δy0 + δy1 + δy2 + δy3). (4.4)
We take the next 2m−1 points alternating between y0 and y1 = −y0, i.e., we define
a2m+k−1 := (−1)k−1y0, 1 ≤ k ≤ 2m−1.
Then, the configuration α2m+2m−1 = α3·2m−1 consists of 2m−1 points at each y0, y1, and 2m−2
points at each y2, y3. Thus,
σ3·2m−1 =
1
3
(δ0 + δ1) +
1
6
(δy2 + δy3). (4.5)
Now we take the next 2m−1 points alternating between y2 and y3 = −y2, i.e., we define
a3·2m−1+k−1 := (−1)k−1y2, 1 ≤ k ≤ 2m−1.
With this definition, we have constructed the configuration α2m+1 , consisting of 2m−1 points at
each yi, 0 ≤ i ≤ 3. Therefore,
σ2m+1 = σ2m ,
and the inductive construction is concluded. Since (4.4) and (4.5) are valid for every m ≥ 2, we
see that the sequence (σN ) is not convergent.
However, (4.1) implies that any convergent subsequence of (σN ) will converge to a probability
measure σ on Sd with center of mass at the origin, i.e., σ satisfies∫
Sd
xi dσ(x) = 0, 1 ≤ i ≤ d+ 1, x = (x1, . . . , xd+1). (4.6)
5 The case λ > 2
Lemma 5.1. Let d ≥ 1, and let a ∈ Sd be fixed. If λ > 2, the function
|x− a|λ + |x+ a|λ, x ∈ Sd,
attains its maximum value only at the points x = a and x = −a.
Proof. In the case d = 1, the claim is equivalent to show that the function
f(θ) := |eiθ − 1|λ + |eiθ + 1|λ, 0 ≤ θ ≤ pi,
attains its maximum value on the interval [0, pi] only at the points θ = 0 and θ = pi. Indeed,
f(θ) = 2λ
(
sinλ
(
θ
2
)
+ cosλ
(
θ
2
))
f ′(θ) = λ 2λ−1
(
sinλ−1
(
θ
2
)
cos
(
θ
2
)
− cosλ−1
(
θ
2
)
sin
(
θ
2
))
, 0 < θ < pi.
Hence, the only critical point of f on (0, pi) is θ = pi/2. We have f(0) = f(pi) = 2λ > f(pi/2) =
21+
λ
2 , which proves the claim in the case d = 1.
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The proof can be completed now using induction on d. Assume the result holds on Sd−1, for
some d ≥ 2. Let a ∈ Sd be fixed, and let x ∈ Sd \{a,−a}. Since d ≥ 2, there exists a hyperplane
pi of Rd+1 that passes through the origin and contains the points a, −a, x. The set Sd∩pi, which
contains these three points, is isometric to Sd−1, which can be identified, for example, with the
subset of Sd given by Sd ∩ [xd+1 = 0]. By the induction hypothesis, |x − a|λ + |x + a|λ < 2λ.
Since x ∈ Sd \ {a,−a} was taken arbitrarily, the result is proven.
Theorem 5.2. Let d ≥ 1 be arbitrary, and let (an)∞n=0 ⊂ Sd be a greedy λ-energy sequence for
λ > 2. Then, for each k ≥ 0,
{a2k, a2k+1} = {a0,−a0}. (5.1)
For each n ≥ 1,
Hλ(α2n,λ) = 2
λ+1 n2
Hλ(α2n+1,λ) = 2
λ+1 (n2 + n).
For the potential (1.7) we have, for each n ≥ 1,
U2n−1(a2n−1) = U2n(a2n) = n 2λ.
In particular,
lim
N→∞
Hλ(αN,λ)
N2
= lim
n→∞
Un(an)
n
= 2λ−1,
and
σN,λ
∗−→ 1
2
δa0 +
1
2
δ−a0 .
Proof. Let (an)∞n=0 ⊂ Sd be a greedy λ-energy sequence for λ > 2. Obviously, a1 = −a0, so (5.1)
holds for k = 0. Assume that (5.1) is valid for all 0 ≤ k ≤ n − 1, for some n ≥ 1. Then α2n,λ
consists of n points at x = a0 and n points at x = −a0. So the point a2n must maximize the
function
2n−1∑
k=0
|x− ak|λ = n(|x− a0|λ + |x+ a0|λ), x ∈ Sd.
By Lemma 5.1, we have a2n = a0 or a2n = −a0. If a2n = a0, then a2n+1 must maximize the
function
n(|x− a0|λ + |x+ a0|λ) + |x− a0|λ,
which clearly has a unique maximum at x = −a0, so a2n+1 = −a0. Similarly, a2n = −a0 implies
that a2n+1 = a0. So (5.1) is proved by induction.
The rest of the claims follow immediately.
Remark 5.3. For λ > 2, the energy of any maximal distribution is 2λ−1. It follows from Theo-
rem 5.2 that for λ > 2 and N ≥ 2,
Hλ(αN,λ)−N2 2λ−1 =
{
0 if N is even
−2λ−1 if N is odd.
For n ≥ 1,
Un(an)− n 2λ−1 =
{
0 if n is even
2λ−1 if n is odd.
These identities are also valid for λ = 2.
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