Introduction and main result
Let F 2 = {0, 1} be the field of two elements, m ≥ 1 be a positive integer, and F m×m 2 be the set of m× m matrices over F 2 . For C 1 , . . . , C s ∈ F m×m 2 , the digital net generated by (C 1 , . . . , C s ) is a point set in [0, 1) s defined as follows. For 0 ≤ l < 2 m , we denote the 2-adic expansion of l by l = ι 0 + ι 1 2 + · · · + ι m−1 2 m−1 with ι 0 , . . . , ι m−1 ∈ F 2 . We define y l,j ∈ F Then we obtain the l-th point The digital net generated by (C 1 , . . . , C s ) is the point set {x 0 , . . . , x 2 m −1 } ⊂ [0, 1) s . Digital nets are introduced by Niederreiter and have been widely used to generate point sets in Quasi-Monte Carlo (QMC) theory, see [7] for details.
A popular criterion of the uniformity of digital nets is the t-value. Let m ≥ 1, 0 ≤ t ≤ m, and s ≥ 1 be integers. A point set P = {x 0 , . . . , x 2 m −1 } ⊂ [0, 1) 
t points for all choices of 0 ≤ a i < 2 di with a i ∈ Z for 1 ≤ i ≤ s. In this paper we study t-values of specific 3-dimensional digital nets over F 2 . Small value of t is preferable for QMC integration [7] .
To state our main result, we introduce our notation. Let I m be the m × m identity matrix. Let J m be the m × m anti-diagonal matrix whose anti-diagonal entries are all 1, and P m be the m × m upper-triangular Pascal matrix, i.e.,
which are considered in modulo 2. If there is no confusion, we omit the subscripts and simply write as I, J, and P . Let L m (resp. U m ) be the set of m × m lower-(resp. upper-) triangular matrices over
, t(C 1 , . . . , C s ) denotes the t-value of the digital net generated by (C 1 , . . . , C s ). Now we are ready to state our main result. . Then the following are equivalent.
Moreover, if one of the above holds, then we have B 3 = I.
Note that for digital nets over F 2 , t(C 1 , . . . , C s ) = 0 is achievable if and only if s ≤ 3 (see [7, Corollary 4 .21] or [4] ). Thus, the above theorem shows that this extreme s = 3 can be realized in the special form t (I, B, B 2 ).
Background. Our original motivation is to find a periodic sequence for Markov Chain Quasi-Monte Carlo (MCQMC) method. Let us recall the rough idea. Let x 1 , x 2 , . . . be a sequence of points in [0, 1). For an integer s ≥ 1, we definē
where they are made up of overlapping consecutive s-tuples from the sequence. The sequence is said to be completely uniformly distributed (CUD) ifx
We do not explain on MCQMC method, but it is shown that CUD sequence can be used instead of uniformly i.i.d. uniform random numbers in [0, 1). Markov Chain Monte Carlo (MCMC) with the driving sequence being CUD is consistent to the original MCMC, see [1] .
Constructions for CUD points given in [6] are not convenient to implement. Instead, it was suggested by Tribble [8] to use multiple congruential generators and linear feedback shift registers. Chen et. al. [2] considered a periodic sequence x 1 , x 2 , . . . with period p, the s-dimensional point set
whose cardinality is p as a multi set. It is expected to work well for MCQMC if S s is hyperuniform for every s. Assume that S s ∪ {0} is a F 2 -sub vector space (this condition is necessary to compute t-value in a practical time) of, say, dimension m. Here, each x i is assumed to be identified with an element in F such that
holds for i = 1, 2, . . .. Moreover, since we have assumed that S s ∪ {0} is a mdimensional vector space, x i must take all non zero values once for 1 ≤ i ≤ p−1. This is equivalent that B is primitive (i.e., the multiplicative order of B is 2 m −1 and p = 2 m − 1). This type of pseudorandom number generator is well studied, such as combined Tausworthe generators, see L'Ecuyer et. al. [5] . Under our assumptions, we observe that the set
is the digital net generated by (I, B, B 2 , . . . , B s−1 ), as a set. Our original interest is to obtain such a maximal periodic B with small t-value for wide s, to generate a pseudo-CUD sequence. For example, t = 0 might be possible for s = 2, which is the theoretical bound stated above (below Theorem 1.1). However, an exhaustive search for matrices B with t(I, B, B
2 ) = 0 for m ≤ 5 resulted non-primitive B. Actually, we obtained a negative result Theorem 1.1: For s = 3 and m ≥ 3, the digital net generated by (I, B, B
2 ) is a (0, m, 3)-net only if B 3 = I. Thus there is no B ∈ F m×m 2 satisfying our assumptions for m ≥ 3. Hence we conclude that our construction of F 2 -linear generator with maximal period is not optimal with respect to the t-value for s = 3. We need to consider some looser condition, such as considered in [2] .
Preliminaries
We first recall results for t-value of digital nets. It is known that t-value of digital nets is related to the linear independence of column vectors of generating matrices. Then the digital net generated by (C 1 , . . . , C s ) is a (t, m, s) 
In the rest of this section, we give explicit B where the digital net generated by (I, B, B
2 ) is a (0, m, 3)-net over F 2 . To this end, we introduce the notion of (t, s)-sequence. s is said to be a (t, s)-sequence over F 2 if, for all integers k ≥ 0 and m > t, the point set
There are many known explicit constructions of digital nets with low t-value. Among them we introduce the Faure sequence [4] . The Faure sequence over F 2 is a (0, 2)-sequence where the l-th point x l ∈ [0, 1) 2 is generated as in (1) by matrices (I m , P m ) (note that it gives the same x l even if m is different), see, for example, [ 
Lemma 2.4. Let {x
When {x 0 , . . . , x 2 m −1 } is the first 2 m points of the Faure sequence over F 2 , which is the digital net generated by (I m , P m ), the 3-dimensional point set
is found to be a digital net generated by (I m , P m , J m ). Thus it follows from Lemma 2.4 that
We move on to the property of the matrix P J.
Lemma 2.5. For any positive integer m, we have
Proof. It is clear to check J 2 = I. We now prove P 2 = I in F m×m 2
. Let k be a field and k(x) a field of rational functions. Define two ring endmorphisms:
Define also a k-linear map
Let V m := 1, x, . . . , x m−1 be a k-linear subspace of k(x). Then the restriction of P and J on V m are k-linear endomorphisms. We find that the representation matrix of P restricted to V m has coefficients of P ′ m defined as
Note that P = P ′ in modulo 2. It is clear that the representation matrix of J restricted to V m is J m . We will show equalities between matrices via showing corresponding equalities between k-linear endomorphisms on k(x).
For two k-ring endomorphisms
is generated by x as a ring (to be precise we need to consider x −1 as well, but the inverse element is preserved by a ring homomorphism). From this property we have
since all of them map x to itself. Thus, by restricting
. We now show (P J)
. For a ∈ k(x), we define the multiplication map (a×) :
hold. Using this property and (5), we have
By restricting above to V m , whenever k has characteristic 2 we have
as we wanted.
We now show that the matrix P J is what we want. 2 ) = t(J, P, I) = 0, where the last equality follows from (4).
Proof of Theorem 1.1
To prove Theorem 1.1, we need the following lemmas which will be shown in Section 4.
. Then the following are equivalent.
Assuming the above lemmas, we show the main theorem.
Proof of Theorem 1.1. First we assume (ii). By Lemma 2.2 with (L
= t(I, P J, P JP J) = 0.
Here the last equality follows from Lemma 2.6. Hence (i) follows. We now assume (i). By Lemma 3.1, there exists
On the other hand, from (4) we have t(I, J, P ) = 0. Hence it follows from Lemma 3.2 that there exists
hold, both are equal to I. Thus L 3 = I and JL 2 L 1 J = P hold, and the latter implies
1 , which shows (ii). We now assume that one of them holds (and thus (ii) holds). Then there exist L ∈ L m such that B = LP JL −1 . Hence we have
where the the third equality follows from Lemma 2.5. 
2 we have
and thus (i) follows. We now assume (i). From this we have t(J, BJ) = t(I, B) = 0. From t(J, BJ) = 0, we can show that all of the leading principal minor matrices of BJ are non-singular. Hence there exist L ∈ L m and U ∈ U m such that LBJU = I. Thus we have
Proof of Lemma 3.2
Here we prove two lemmas to show Lemma 3.2. Let us denote
. . . 
Proof. First we show (6) by induction on k. The assumption that t(A, B, C) = 0 implies that dim V i,j = m−1 for all i and j. This shows the lemma for k = 1. We now assume the lemma for k−1 and show for k. This shows the lemma for k. Now we show (7) . By (6) and the inclusion-exclusion principle, we have This shows (7). 
