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N (0, 1) Standardnormalverteilung.
p Preis eines Vermo¨genswertes.
P Wahrscheinlichkeit.
r logarithmische Ertra¨ge mit Zeitskala τ = 1.
rn normierte logarithmische Ertra¨ge mit Zeitskala τ = 1.
rτ logarithmische Ertra¨ge mit Zeitskala τ .










ǫi Privates Urteil des Agenten i.
CV Globaler Anteil zur Standardabweichung von ǫi.










ξmax Entscheidungsfunktion, die auf dem maximalen absoluten Ertrag inner-
halb eines Marktes basiert.
ξmost Entscheidungsfunktion, die auf den Ertra¨gen der meisten Vermo¨gens-
werten innerhalb eines Marktes basiert.
|..| Absolutwert.




Der Begriﬀ Econophysics (O¨konophysik) entstand als Neologismus aus den
Worten Economics und Physics im Jahr 1995 auf einer Konferenz zur sta-
tistischen Physik in Indien [19] und fand seine Verwendung innerhalb eines
Artikels erstmals unter Stanley et al. [85, 89]. Seit der Begru¨ndung dieser in-
terdisziplina¨ren Fachrichtung hat sich die O¨konophysik zunehmend etabliert
und ist stark gewachsen. Das la¨sst sich beispielsweise an der steigenden An-
zahl von Vero¨ﬀentlichungen des Feldes innerhalb von Physikjournalen erken-
nen, wie von T. Preis und C. Schnickus hervorgehoben wurde [84, 85]. Aber
auch vor der Pra¨gung des Begriﬀs O¨konophysik haben sich die Physik und die
Wirtschaftswissenschaften ha¨uﬁg gegenseitig beeinﬂusst [87, 83]. Die Namens-
gebung dieses interdisziplina¨ren Forschungszweigs war also nur eine Frage der
Zeit.
In der O¨konophysik werden vor allem Methoden und Modelle aus den
Gebieten der statistischen Physik, der computergestu¨tzten Physik und der
Festko¨rperphysik auf Problemstellungen der O¨konomie, ha¨uﬁg aus den Finanz-
wissenschaften, angewendet. Dabei werden die untersuchten o¨konomischen
Systeme als Vielteilchensysteme betrachtet, deren makroskopische Variablen
durch ihre mikroskopischen Wechselwirkungen bestimmt werden. So ko¨nnen
Finanzma¨rkte beispielsweise als Systeme betrachtet werden, deren mikrosko-
pische Teilchen, die Ha¨ndler, anhand ihrer Wechselwirkungen die makroskopi-
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sche Variable, den Preis, erzeugen.
Von Finanzma¨rkten erzeugte Ertragszeitreihen weisen einige empirische
Eigenschaften auf, die anscheinend unabha¨ngig von den genauen Speziﬁkatio-
nen des jeweiligen Handelsgutes und Marktes Gu¨ltigkeit haben. Diese Eigen-
schaften werden in der O¨konophysik als Stylized Facts bezeichnet und ihre
Reproduktion ist das Ziel zahlreicher Modelle. Insbesondere agentenbasierte
Modelle eignen sich dafu¨r, mikroskopische Mechanismen zu ﬁnden, mit de-
nen dieses Ziel erreicht werden kann. Dabei handelt es sich um Modelle, die
durch das Miteinander einzelner Agenten, die nach bestimmten Regeln han-
deln, komplexe Dynamiken erzeugen, welche nicht unbedingt einen Gleichge-
wichtszustand erreichen. Besonders wa¨hrend der Finanzkrise ab 2007 waren
viele Wissenschaftler der Meinung, dass agentenbasierte Modelle in Zukunft
eine noch sta¨rkere Verwendung innerhalb der Finanzwissenschaften ﬁnden soll-
ten [12, 37, 64].
Ein prominentes Beispiel der agentenbasierten Modelle ist die Familie der
Ising-Modelle. Seitdem diese Art von Modell erstmals von Wilhelm Lenz zur
Beschreibung des Ferromagnetismus vorgeschlagen und von Ernst Ising un-
tersucht wurde [15, 54], ﬁndet es in verschiedenen Variationen Anwendung
in Fragestellungen weiterer wissenschaftlicher Disziplinen, wie beispielsweise
der Biologie [50, 3, 42], der Soziologie [99, 90, 43, 71] und der Finanzwissen-
schaft (s. Kapitel 3). Ising-Modelle bestechen durch ihre einfache Struktur und
die Tatsache, dass sie dennoch ein komplexes Verhalten aufweisen. Zahlreiche
Ising-Modelle zur Simulation von Ertragszeitreihen wurden bereits entwickelt
und weisen beispielsweise auf die Relevanz von Herdenbildung (engl. Herding)
und irrationalem Verhalten hin (siehe Kapitel 3).
Ein sehr großer Teil dieser Modelle bescha¨ftigt sich allerdings nur mit
den Eigenschaften einzelner Preiszeitreihen. An realen Ma¨rkten werden jedoch
zahlreiche Vermo¨genswerte (z.B. Anteile verschiedener Unternehmen) simul-
tan gehandelt, was unter anderem zu Korrelationen zwischen den jeweiligen
Werten fu¨hrt, die zur Risikobestimmung eines Portfolios sehr relevant sind.
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Aus diesem Grund ist es das Ziel der vorliegenden Arbeit, ein Modell fu¨r
Finanzma¨rkte mit vielen Produkten zu entwickeln, welches die wichtigsten
statistischen Eigenschaften von Finanzma¨rkten hervorbringt.
Kapitel 2 beschreibt die wichtigsten Stylized Facts, die vom Modell erzeugt
werden sollen. Anschließend folgt eine kurze Beschreibung verschiedener Spin-
Modelle (v.a. Ising-Modelle) aus der O¨konophysik in Kapitel 3. Insbesondere
wird auf das Gonc¸alves-Sornette-Zhou-Modell eingegangen, welches die Rele-
vanz irrationalen Verhaltens der Agenten hervorhebt. In Kapitel 4 folgt die
Generalisierung dieses Modells auf Ma¨rkte mit vielen Vermo¨genswerten. An-
schließend wird das generalisierte Modell genauer untersucht. Dabei werden
verschiedene Regeln zur Dynamik der Imitationsneigung der Agenten betrach-
tet und wie sich diese auf das Modell auswirken. Es sind deutliche Unterschie-
de zum Fall isolierter Ertragszeitreihen zu erkennen. Weiterhin erfolgt eine
Separation der Nachrichten, wodurch es mo¨glich ist, Korrelationsstrukturen
zwischen den Vermo¨genswerten zu erzeugen. Abschließend sollen in Kapitel
5 die wichtigsten Erkenntnisse und Ergebnisse der Arbeit zusammengefu¨hrt
werden.
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Kapitel 2
Stylized Facts
In diesem Kapitel wird auf die wichtigsten statistischen Eigenschaften von
Finanzzeitreihen eingegangen. Diese sind in der Fachliteratur unter dem Be-
griﬀ Stylized Facts bekannt. Dabei handelt es sich um empirische Fakten, wel-
che qualitativ nicht auf einzelne Ma¨rkte, Zeitfenster oder Vermo¨genswerte be-
schra¨nkt sind, sondern in der Mehrzahl von ihnen beobachtet werden ko¨nnen.
Die Existenz dieser (generellen) qualitativen Eigenschaften ist nicht trivial.
So ko¨nnen beispielsweise Nachrichten, welche sich auf die Preise verschiedener
Vermo¨genswerte in unterschiedlichen Ma¨rkten auswirken, sehr verschiedene
Parameter aufweisen (z.B. Qualita¨t, Quantita¨t, Medium, Verbreitung). Das
ko¨nnte zu der Annahme fu¨hren, dass sich diese Finanzma¨rkte in ihrem Ver-
halten deutlich unterscheiden [24]. Das Vorliegen dieser gemeinsamen Eigen-
schaften deutet aber darauf hin, dass verschiedensten Ma¨rkten eine gemein-
same grundlegende Struktur zu eigen ist. Deswegen ist die Reproduktion der
Stylized Facts fu¨r die Modellierung von Finanzzeitreihen besonders relevant.
Bei erster Betrachtung a¨hneln simulierte Preiszeitreihen realen Preisverla¨ufen
oft stark, obwohl sie wichtige Merkmale nicht erzeugen. Aus diesem Grund ist
eine etwas umfassendere Untersuchung notwendig, um die Qualita¨t von Mo-
dellen beurteilen zu ko¨nnen. Da verschiedene Artikel teils auf unterschiedliche
stilisierte statistische Eigenschaften eingehen, beschra¨nkt sich dieser Abschnitt
auf einige wenige Eigenschaften, die eine breite Akzeptanz in der Literatur ﬁn-
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den und von Chakraborti et al. zusammengefasst werden [20]. Daru¨ber hinaus
wird auf die Sektorenbildung mehrerer Aktien eines Marktes eingegangen und
anschließend wird die Multifraktalita¨t von Preiszeitreihen behandelt.
2.1 Verwendete Daten
Im Verlauf dieses Abschnittes werden unterschiedliche statistische Eigenschaf-
ten anhand der Zeitreihen verschiedener Vermo¨genswerte nachvollzogen. Bei
den Zeitreihen handelt es sich um die Preise der digitalen Wa¨hrung Bitcoin
[9], der an der New York Stock Exchange gehandelten Unternehmensaktie JP
Morgan [75], der an der deutschen Bo¨rse Xetra gehandelten Unternehmens-
aktie BMW [38], sowie des deutschen Aktienindex DAX [38]. Die verwen-
deten Bitcoinpreise beziehen sich auf den Zeitraum vom 08.01.2014 bis zum
04.09.2016, wa¨hrend die Preise von JP Morgan im Zeitraum vom 30.12.2002
bis zum 15.07.2011 aufgezeichnet wurden. Die DAX- und BMW-Tagesdaten
wurden fu¨r den Zeitraum vom 03.01.2000 bis zum 03.08.2015 aufgenommen.
Fu¨r Abschnitt 2.3 wird der amerikanische Aktienindex S&P 500 im Zeitraum
vom 03.01.1950 bis zum 17.10.2016 verwendet [39], da hier aggregierte Daten
u¨ber einen sehr langen Zeitraum beno¨tigt werden.
Die Aufnahmefrequenz der Zeitreihen unterscheidet sich teilweise deutlich,
sie reicht von der Aufnahme jeder Transaktion bis hin zu der von Tagesdaten.
Weiterhin unterscheiden sich auch die Einheiten der angegebenen Preise. So
sind die Bitcoin- und BMW-Preise in Euro gegeben, wa¨hrend die JP Morgan-
Preise in Dollar angegeben werden. Der DAX und der S&P 500 werden in
Punkten notiert. Die Zeitra¨ume, Aufnahmefrequenzen und Anzahl der Daten-
punkte sind in Tabelle 2.1 zusammengefasst.
In der Regel werden nicht die Preise p der Finanzzeitreihen betrachtet,
sondern die logarithmischen Ertra¨ge (Log-Returns) r. Diese sind wie folgt de-
ﬁniert:
rτ (t) = ln (p (t+ τ)− ln (p (t))) . (2.1)
2.1. VERWENDETE DATEN 17
Name Aufnahmefrequenz Zeitraum Datenpunkte
Bitcoin transaktionsweise 08.01.2014 - 04.09.2016 3582627
JP Morgan minu¨tlich 30.12.2002 - 15.07.2011 835096
BMW ta¨glich 03.01.2000 - 03.08.2015 3950
DAX ta¨glich 03.01.2000 - 03.08.2015 3950
S&P 500 ta¨glich 03.01.1950-17.10.2016 16807
Tabelle 2.1: Kurze Beschreibung der Daten, die in diesem Abschnitt verwen-
det werden. Weitere Informationen sind bei der jeweiligen Quellenangabe zu
ﬁnden.
Dabei bezeichnet t einen beliebigen Zeitpunkt und τ die Zeitskala, auf welcher
der Ertrag festgelegt wird. Fu¨r die Untersuchungen in diesem Kapitel bezieht
sich die Zeitskala stets auf die Aufnahmefrequenz der entsprechenden Daten.
Um eine bessere Vergleichbarkeit zu erhalten, werden die Ertra¨ge auf folgende
Art normiert:
rn,τ (t) =
rτ (t)− < rτ (t) >
σ (rτ )
. (2.2)
Hier bezeichnet < .. > den zeitlichen Mittelwert u¨ber die gesamte Zeitreihe,
wa¨hrend σ (rτ ) die Standardabweichung der Ertra¨ge benennt.
Die verwendeten Preiszeitreihen weisen teils Lu¨cken auf, so dass die zeit-
liche Frequenz der Ertra¨ge einer Zeitreihe leicht variieren kann. Die so entste-
henden Fehler wurden nicht korrigiert, da sie keinen qualitativen Einﬂuss auf
die Stylized Facts haben. Ihr quantitativer Einﬂuss ist sehr klein, so dass Ver-
gleiche mit anderen Werten immer noch sinnvoll sind. Lediglich die Zeitreihen
von BMW und DAX wurden daraufhin angepasst. Da sie Lu¨cken aufweisen,
die sich auf denselben Zeitraum beziehen, und dieselbe Aufnahmefrequenz ha-
ben. Die Ertra¨ge von JP Morgan wurden nur innerhalb der Tage berechnet, da
sich die Ertra¨ge zwischen den Tagen auf einen sehr langen Zeitraum beziehen
und leicht zu entfernen sind.
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2.2 Positiver Exzess der Ertra¨ge
Die Kurtosis (Wo¨lbung) κ einer Verteilung ist als zentrales Moment vierter











Dabei ist < .. > der Mittelwert u¨ber die gesamte Zeitreihe und σ (x) die
dazugeho¨rige Standardabweichung.
Als Exzess γ wird die Diﬀerenz der Kurtosis der empirischen Verteilung
mit der Wo¨lbung einer Normalverteilung, welche 3 betra¨gt, bezeichnet [91].
Besitzt eine Verteilung einen positiven Exzess, so ist die Verteilung spitzer
und weist eine ho¨here Wahrscheinlichkeit fu¨r sehr große und sehr kleine Werte
auf als die Normalverteilung, wa¨hrend ein negativer Exzess auf eine ﬂachere
Verteilung hindeutet.
Die empirische Wahrscheinlichkeitsdichtefunktion (PDF) f(rn, τ) der Er-
tra¨ge von Finanzzeitreihen besitzt einen positiven Exzess, wie bereits 1963
von Mandelbrot festgestellt wurde [66]. Diese Eigenschaft der Finanzzeitrei-
hen wird in der Literatur meist Fat Tails genannt.
Tabelle 2.2 gibt den Exzess der vier Ertragszeitreihen wieder. Dabei fa¨llt
auf, dass die Ertra¨ge von Bitcoin und JP Morgan einen extrem hohen Ex-
zess aufweisen. Dies liegt daran, dass die Preise im untersuchten Zeitraum
große Spru¨nge aufweisen. Fu¨r JP Morgan wurde u¨berpru¨ft, ob diese Spru¨nge
aufgrund zeitlicher Lu¨cken entstanden sind. Dies ist nicht der Fall, deshalb
wurden diese Sonderfa¨lle trotz ihres großen Einﬂusses auf die Wo¨lbung nicht
entfernt. Fu¨r die Bitcoinzeitreihe ist es aufgrund der transaktionsweisen Auf-
nahmefrequenz schwierig zu beurteilen, ob zeitliche Lu¨cken vorhanden sind.
Große Preisspru¨nge ko¨nnen hier beispielsweise durch die teils sehr geringe Li-
quidita¨t in den Orderbu¨chern entstehen.
Der positive Exzess wurde fu¨r eine Vielzahl von Ma¨rkten besta¨tigt, aller-
dings herrscht kein Konsens daru¨ber, welcher Verteilung die Ertra¨ge genau
folgen [20]. Empirisch la¨sst sich nur sagen, dass die PDF nicht gaußfo¨rmig,






Tabelle 2.2: Exzess verschiedener Finanzzeitreihen. Alle weisen einen positiven
Exzess auf. Der Exzess der beiden ersten Reihen ist sehr groß, da sich einzelne
große Preisspru¨nge im Beobachtungszeitraum stark auf diesen Wert auswirken.
sondern spitzer ist und ho¨here Wahrscheinlichkeiten fu¨r sehr kleine und große,
also extreme, Werte aufweist [24].
Die Wahrscheinlichkeitsdichteverteilung ist die Ableitung der kumulati-
ven Wahrscheinlichkeitsdichteverteilung (kumulative Wahrscheinlichkeitsdich-
tefunktion (CDF)) F<(u, τ):
F<(u, τ) = P (rn,τ (t) < u), (2.4)
dabei ist P die Wahrscheinlichkeit, dass ein Ertrag mindestens den Wert u
aufweist. Graﬁsch wird meist die komplementa¨re kumulative Wahrscheinlich-
keitsdichtefunktion (CCDF) F>(u, τ) = 1−F<(u, τ) verwendet und mit einem
Potenzgesetz geﬁttet, um die Wahrscheinlichkeit extremer Ertra¨ge zu beschrei-
ben (siehe z.b. [80, 45]):
F>(u, τ) ∼ u
−α± . (2.5)
Die positiven Ertra¨ge werden durch α+ quantiﬁziert, wa¨hrend sich α− auf die
negativen Ertra¨ge bezieht. Da die PDF die Ableitung der CDF ist, ist der
positiv deﬁnierte Exponent α± bei der PDF um 1 erho¨ht.
Unter Verwendung des Potenzgesetzes (Gleichung (2.5)) erhielten Gopi-
krishnan et al. fu¨r den Fit der Ra¨nder von F>(u, τ) auf einer Zeitskala τ von
5 Minuten fu¨r 1000 verschiedene US-amerikanische Aktien einen Exponenten
α± ≈ 3 [45].
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Abbildung 2.1: PDF der normierten Ertra¨ge von Bitcoin auf Basis einzelner
Transaktionen. Zum Vergleich dazu ist die PDF der Standardnormalverteilung
N (0, 1) durch die graue unterbrochene Linie abgebildet.
In einer weiteren Studie untersuchten sie die Ertra¨ge des S&P 500 Index fu¨r
verschiedene Zeitra¨ume und -absta¨nde und fanden, dass sich das asymptotische
Verhalten von F>(u, τ) fu¨r τ < 1560 min. (4 Handelstage) auch durch ein
Potenzgesetz mit α± ≈ 3 beschreiben la¨sst [46]. Daru¨ber hinaus ha¨lt dieses
Gesetz auch fu¨r ta¨gliche Ertra¨ge der Indices NIKKEI und Hang-Seng [46].
Gro¨ßere Zeitskalen fu¨hren zu einem geringeren positiven Exzess, der sich 0
anna¨hert.
Lux untersuchte die ta¨glichen Ertra¨ge von deutschen Aktien, die im DAX
gelistet sind, sowie des Indexes selbst fu¨r den Zeitraum von 1988 bis 1994
[63]. Bei diesen Zeitreihen lag α± im Bereich 2 < α± < 4. Auch weitere
Untersuchungen anderer Ma¨rkte ergeben Exponenten, die in etwa in diesem
Rahmen liegen [28, 80, 7, 49, 79, 65, 11].
Abbildung 2.1 zeigt die PDF der Bitcoin-Zeitreihe im Vergleich zur Nor-
malverteilung. Aus dieser Abbildung ist sofort ersichtlich, dass die PDF nicht
gaußfo¨rmig, sondern spitzer ist und eine ho¨here Wahrscheinlichkeit fu¨r extre-



























Abbildung 2.2: CCDF der ta¨glichen DAX Ertra¨ge. Die Ra¨nder der positiven
(oben) und negativen (unten) Ertra¨ge wurden mit Hilfe eines Potenzgesetzes
geﬁttet. Daraus resultiert α+ = 3.04 ± 0.04 bzw. α− = 4.1 ± 0.2. Fu¨r den Fit
wurden die a¨ußersten 5% der Ertra¨ge verwendet.
me Ertra¨ge aufweist als eine Normalverteilung mit gleichem Mittelwert und
gleicher Standardabweichung.
Die CCDFs der DAX- und der Bitcoin-Zeitreihe sind exemplarisch in Ab-
bildung 2.2 bzw. 2.3 zu sehen. Die unterbrochene Linie deutet den Fit mit dem
Potenzgesetz an. Fu¨r diesen Fit wurden die positiven und negativen Ertra¨ge
getrennt betrachtet und nur Ertra¨ge verwendet, die gro¨ßer als umin sind. Da
die Daten sehr unterschiedliche Zeitskalen und Anzahlen von Datenpunkten
besitzen, wird umin zur besseren Vergleichbarkeit als empirische 95%-Quantile
festgelegt. Extreme Ertra¨ge sind hier somit als Ertra¨ge deﬁniert, die gro¨ßer
als 95% aller Ertra¨ge der Zeitreihe sind. Die Ergebnisse der Fits sowie das
jeweils zugeho¨rige umin aller Zeitreihen sind in Tabelle 2.2 zusammengefasst.
Die erhaltenen Exponenten α± liegen wie die zuvor aufgefu¨hrten Literatur-
werte im Bereich 2 < α± < 4. Außerdem ist zu erkennen, dass die Exponenten
fu¨r die Tagesdaten ho¨her sind, dies passt gut zur Beobachtung, dass α± mit
steigender Zeitskala τ zunimmt [49].

































Abbildung 2.3: CCDF der Bitcoin Ertra¨ge auf Basis einzelner Transaktionen.
Die Ra¨nder der positiven (oben) und negativen (unten) Ertra¨ge wurden mit
Hilfe eines Potenzgesetzes geﬁttet. Daraus resultiert α+ = 3.04 ± 0.04 bzw.
α− = 4.1± 0.2. Fu¨r den Fit wurden die a¨ußersten 5% der Ertra¨ge verwendet.





Bitcoin 2.43 ± 0.01 2.61 ± 0.01 1.58 2.34
JP Morgan 2.64 ± 0.01 2.48 ± 0.01 2.12 1.70
BMW 3.40 ± 0.05 3.68 ± 0.04 2.09 2.08
DAX 3.04 ± 0.04 4.1± 0.2 1.91 2.20
Tabelle 2.3: Ergebnisse der Fits der CCDFs der verschiedenen Zeitreihen. α+
ergibt sich aus dem Fit der positiven Ertra¨ge und α− aus dem Fit der negativen
Ertra¨ge. umin bezeichnet die Grenze, ab welcher der Fit durch das Potenzgesetz
beginnt. Die Benennung erfolgt dabei analog zu der des Exponenten. Die Werte
der Exponenten α± passen gut zur Literatur [46, 63, 28, 80, 7, 49, 79].
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2.3 Aggregierte Normalita¨t
Wie in Abschnitt 2.2 erwa¨hnt, weist die empirische Wahrscheinlichkeitsdichte-
verteilung der Ertra¨ge einen positiven Exzess auf, welcher durch eine spitzere
Verteilung und erho¨hte Wahrscheinlichkeiten fu¨r extremeWerte entsteht. Wird
jedoch die Zeitskala τ , auf der die Ertra¨ge betrachtet werden, erho¨ht, so na¨hert
sich die PDF der Normalverteilung an. Dies zeigt, dass der preisbildende Pro-
zess eine nicht triviale tempora¨re Struktur aufweist [2].
Bei einer Untersuchung der Ertra¨ge des S&P 500 Indexes sahen Gopikris-
hnan et. al. den Beginn eines langsamen U¨bergangs hin zur Normalverteilung,
ab einer Zeitskala τ von etwa vier Tagen [46]. Dieselbe Arbeitsgruppe analy-
sierte auch die Ertra¨ge von 1000 Unternehmensaktien verschiedener amerika-
nischer Handelspla¨tze in einem Zeitraum von zwei Jahren. Dort beobachteten
sie, dass der allma¨hliche U¨bergang zur Normalverteilung nach etwa 16 Tagen
beginnt [80]. Auch Kullmann et. al. betrachteten die Ertra¨ge des S&P 500
Indexes u¨ber 32 Jahre [61]. Sie fanden, dass der U¨bergang ab einer Zeitskala
τ von etwa einem Tag beginnt. Die Zeitskala, ab welcher aber tatsa¨chlich eine
gaußfo¨rmige PDF gefunden werden kann, kann allerdings wesentlich gro¨ßer
sein und im Bereich von mehreren Monaten liegen.
Abbildung 2.4 zeigt die PDF der ta¨glichen (links) und monatlichen (rechts)
Ertra¨ge des S&P 500 Indexes. Die ta¨glichen Ertra¨ge weisen eine stark erho¨hte
Wahrscheinlichkeit fu¨r extreme Werte auf, wa¨hrend sich die Verteilung der
monatlichen Ertra¨ge deutlich der Normalverteilung angena¨hert hat. Der Ex-
zess ist von 7.7 auf 2.9 zuru¨ckgegangen. Es wurde gezeigt, dass die Ertra¨ge des
S&P 500 auch auf einer Zeitskala von drei Monaten noch nicht normalverteilt
sind [34].
2.4 Verschwindende Autokorrelation von Ertra¨gen
Der Pearson-Korrelationskoeﬃzient C dient dazu, den linearen Zusammen-
hang zweier Zeitreihen x0,..,T und y0,..,T der La¨nge T zu quantiﬁzieren und ist
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Abbildung 2.4: Empirische PDF der ta¨glichen (links) bzw. monatlichen
(rechts) Ertra¨ge des S&P 500 Indexes. Zum Vergleich ist die Standardnormal-
verteilung durch die unterbrochene Linie dargestellt. Es ist zu erkennen, dass
die monatlichen Ertra¨ge sich im Vergleich zu den ta¨glichen Ertra¨gen deutlich
der Normalverteilung angena¨hert haben.
folgendermaßen deﬁniert:
C(x, y) =
< (xi− < x >) · (yi− < y >) >
σ (x0,..,T ) · σ (y0,..,T )
. (2.6)
Dabei bezeichnen xi und yi die zeitlich angeordneten Elemente der Zeitreihen
x0,..,τ und y0,..,τ mit i = 0, 1, .., τ . Der Mittelwert wird durch < .. > wieder-
gegeben und σ ist die Standardabweichung der entsprechenden Zeitreihe. Der
Pearson-Korrelationskoeﬃzient C wird im Folgenden auch nur Korrelations-
koeﬃzient, Korrelationsfunktion oder Korrelation genannt.
Mit der Autokorrelationsfunktion CA(x, δt) einer Zeitreihe wird in dieser
Arbeit der Korrelationskoeﬃzient einer Zeitreihe x mit derselben, um δt ver-
setzen, Zeitreihe bezeichnet. x0,..,T wird also durch x0,..,T−δt ersetzt und y0,..,T
durch xδt,..,T . Sie quantiﬁziert den Zusammenhang einer Zeitreihe mit sich
selbst in Abha¨ngigkeit eines zeitlichen Abstands δt. Als integrierte Autokor-
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Da die Autokorrelation symmetrisch ist, ist die Summation u¨ber den positi-
ven Zeitversatz ausreichend. In der Praxis ist es nicht mo¨glich, bis δt =∞ zu
summieren, deswegen wird meist nur ein Wert verwendet, bis zu welchem die
Autokorrelationsfunktion bereits sehr stark gefallen ist. Die integrierte Auto-
korrelationszeit τA wird in dieser Arbeit auch schlicht als Autokorrelationszeit
bezeichnet.
Die Autokorrelation der Ertra¨ge von Finanzzeitreihen fa¨llt sehr schnell
ab und kann bereits bei Zeitabsta¨nden δt von etwa 15 Minuten sicher als 0
angesehen werden [27]. Dies la¨sst sich intuitiv so beschreiben, dass sich Auto-
korrelationen ausnutzen lassen, um einfache Handelsstrategien mit im Mittel
positivem Gewinn zu betreiben. Diese fu¨hren wiederum dazu, dass sich die
Autokorrelationszeit verringert [24]. Eine geringe Autokorrelation der Ertra¨ge
ist ein wichtiges Kriterium fu¨r das eﬃziente Arbeiten eines Marktes.
Fu¨r hochfrequente Preiszeitreihen la¨sst sich allerdings eine signiﬁkante ne-
gative Autokorrelation bei sehr kurzen Zeitabsta¨nden von nur wenigen Trans-
aktionen feststellen. Der Grund dafu¨r ko¨nnte in der Bid-Ask-Struktur liegen:
Je nachdem, ob Transaktionen durch Ka¨ufer oder Verka¨ufer initiiert werden,
liegen sie nahe dem Ask- oder Bid-Preis und springen deshalb zwischen diesen
beiden Preisniveaus. [24].
Tabelle 2.4 fu¨hrt die integrierte Autokorrelationszeit der Ertra¨ge fu¨r die
untersuchten Datenreihen bis zu einem maximalen δt = 500 auf. Die angegeben
Werte fallen alle sehr gering aus, den ho¨chsten Wert mit 0.96 besitzen die
DAX-Daten. Das ist ein deutlicher Hinweis darauf, dass die Autokorrelation
der Ertra¨ge sehr schnell gegen 0 geht.






Tabelle 2.4: Integrierte Autokorrelationszeit τA der untersuchten Finanz-
zeitreihen. Die Autokorrelation wurde dazu bis zu einem maximalen Zeitab-
stand von δt = 500 Zeitschritten summiert. Die Autokorrelationszeit nimmt
durchweg kleine Ergebnisse an.
2.5 Geha¨ufte Volatilita¨t
Obwohl die Autokorrelation der Ertra¨ge sehr schnell abfa¨llt, heißt das nicht,
dass die Ertra¨ge unabha¨ngig voneinander sind. So weisen die Autokorrelatio-
nen von |rn,τ |
ϑ signiﬁkante, lang anhaltende, positive Werte auf. Die Auto-
korrelation ist am ausgepra¨gtesten fu¨r ϑ = 1, also fu¨r den absoluten Betrag
der Ertra¨ge, welcher als Maß fu¨r die Volatilita¨t einer Preiszeitreihe dient [24].
Diese langanhaltende Autokorrelation ist eine typische Manifestation der so-
genannten geha¨uften Volatilita¨t (engl. Volatility Clustering) [25]. Mit diesem
Begriﬀ wird die Eigenschaft bezeichnet, dass starke Preisschwankungen auf
starke Preisschwankungen folgen, so wie auch kleine A¨nderungen eher nach
kleinen A¨nderungen auftreten [66]. Dies ist in Abbildung 2.5, welche die Er-
tra¨ge verschiedener Vermo¨genswerte zeigt, zu sehen.
Die Autokorrelation der Ertra¨ge (blau) und der absoluten Ertra¨ge (gru¨n)
sind in Abbildung 2.6 dargestellt. Wie bereits in Abschnitt 2.4 erwa¨hnt, fa¨llt
die Autokorrelation der Ertra¨ge nach sehr kurzer Zeit auf 0. Fu¨r den Bit-
coin nimmt sie bei δt = 1 den negativen Wert −0.2 an, was aufgrund der
Skala schlecht zu erkennen ist. Die Autokorrelation der absoluten Ertra¨ge ist
hingegen meist deutlich gro¨ßer. Besonders im Fall der minu¨tlichen JP Morgan-
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Abbildung 2.5: Ertra¨ge der verschiedenen Vermo¨genswerte. Es ist zu sehen,
dass große Schwankungen oft in der Na¨he großer Schwankungen sind. Dies
nennt man geha¨ufte Volatilita¨t oder Volatility Clustering.
Daten hebt sie sich fu¨r einen sehr langen Zeitraum von der Autokorrelation
der Ertra¨ge ab. In diesem Fall ist daru¨ber hinaus eine besondere Struktur
zu erkennen: Nach jeweils 390 Datenpunkten taucht ein neues Maximum auf.
Dies liegt daran, dass nach dieser Zeit (6.5 Stunden) ein neuer Handelstag
beginnt und dieser Beginn ha¨uﬁg mit erho¨hter Volatilita¨t einhergeht [8, 4, 96].
Bei BMW und dem DAX kann man diese Struktur nicht erkennen, da es sich
dabei um ta¨gliche Daten handelt. Der Bitcoindatensatz bildet keine festen
Zeitabsta¨nde, da es sich hier um einzelne Transaktionen handelt. Zudem ist
der Bitcoinhandel 24 Stunden ta¨glich mo¨glich, was eine solch stark ausge-
pra¨gte Tagesstruktur erschweren ko¨nnte. Trotz dieser Unterschiede weisen alle
untersuchten Datensa¨tze geha¨ufte Volatilita¨t auf.
Eine Mo¨glichkeit zur Quantiﬁzierung der geha¨uften Volatilita¨t bildet die
zuvor angesprochene integrierte Autokorrelationszeit τA, die fu¨r diese Daten
berechnet wurde und in Tabelle 2.5 aufgefu¨hrt wird. Es wurde ein maximaler
Zeitabstand von δt = 500 beru¨cksichtigt. Dieser Wert ist fu¨r die JP Morgan






















Abbildung 2.6: Autokorrelation der Ertra¨ge (blau) und der absoluten Ertra¨ge
(gru¨n) fu¨r verschiedene Vermo¨genswerte. Die Autokorrelation der Ertra¨ge fa¨llt
sehr schnell auf Null. Im Fall des Bitcoins nimmt sie einen deutlich negativen
Wert fu¨r ca. 3 Transaktionen an (dies ist aufgrund der Skala nicht zu erken-
nen). Die Autokorrelation der absoluten Ertra¨ge fa¨llt in der Regel nicht so
schnell auf Null und kann in einigen Fa¨llen fu¨r sehr lange Zeiten positive Wer-
te aufweisen. Die Struktur die bei JP Morgan ins Auge fa¨llt entsteht dadurch,
dass es sich dabei um Intraday-Daten handelt. Ein neues Maximum in der
Autokorrelation der absoluten Ertra¨ge entspricht einem neuen Handelstag.






Tabelle 2.5: Integrierte Autokorrelationszeit τA der absoluten Ertra¨ge der un-
tersuchten Finanzzeitreihen. Die Autokorrelation wurde dazu bis zu einem
maximalen Zeitabstand von δt = 500 Zeitschritten summiert. Die Autokorre-
lationszeit ist stets deutlich gro¨ßer als die der Ertra¨ge (vgl. Tabelle 2.4 Ins-
besondere JP Morgan weist einen sehr hohen Wert auf, wa¨hrend die anderen
Datensa¨tze eine vergleichbare τA(|r|) besitzen.
Daten sehr niedrig gewa¨hlt, da sich die Autokorrelation hier noch lange nicht
0 angena¨hert hat. Allerdings wurde auch hier der maximale Wert von 500 aus
Gru¨nden der Einfachheit beibehalten, da die Autokorrelation erst nach etwa
105 Zeitschritten beginnt um 0 zu schwanken.
2.6 Struktur der Kreuzkorrelationen
In den vorhergehenden Abschnitten wurden stets Eigenschaften einzelner Fi-
nanzzeitreihen betrachtet. Da ein Markt aber in der Realita¨t viele verschie-
dene Vermo¨genswerte umfasst, ist auch die Wechselwirkung zwischen diesen
a¨ußerst interessant. Dies ist nicht nur fu¨r Anwender relevant, die ein Portfo-
lio aus mehreren Vermo¨genswerten erstellen, um so das Risiko zu verringern,
sondern auch fu¨r die Modellierung ganzer Ma¨rkte wichtig.
Dieser Abschnitt behandelt die Erkenntnisse, die sich aus der Untersu-
chung von Aktienma¨rkten ergeben haben, da diese am eingehendsten betrach-
tet wurden. Alle Aktien eines Marktes ko¨nnen zwar auf direktem oder indirek-
tem Wege aufeinander Einﬂuss nehmen, allerdings ist die genaue Art dieser
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Wechselwirkung nicht bekannt. Das einfachste Maß fu¨r die Korrelation zweier
Zeitreihen ist der in Gleichung (2.6) deﬁnierte Korrelationskoeﬃzient. Dieser
wird jeweils fu¨r alle zu betrachtenden Aktienpaare gebildet und in der Korre-
lationsmatrix C zusammengefu¨hrt. Die Eintra¨ge Cij sind also die paarweisen
Korrelationskoeﬃzienten der Aktien i und j. Zur Untersuchung der Struktur
der Wechselwirkung zwischen den Aktien haben sich Physiker ha¨uﬁg mit den
spektralen Eigenschaften dieser Matrix befasst. Dazu wird C diagonalisiert und
die zugeho¨rigen Eigenwerte und -vektoren werden berechnet. Das resultieren-
de Eigenwertspektrum wird nun mit dem einer Wishart-Korrelationsmatrix
verglichen. Die Wishart-Korrelationsmatrix wird dadurch gebildet, dass fu¨r
N verschiedene Reihen der La¨nge T , welche aus standardgaußverteilten un-
abha¨ngigen Zufallszahlen bestehen, die jeweiligen Korrelationskoeﬃzienten be-
rechnet werden. Die Wahrscheinlichkeitsdichteverteilung f (λ) der Eigenwerte
λ dieser Wishart-Matrix ist fu¨r N →∞ und Q = T
N





(λ+ − λ) (λ− λ−)
λ
. (2.8)
Wobei σ2 die Varianz der Zeitreihenmatrix ist, welche in unserem Fall auf-
grund der Normalisierung der Ertra¨ge 1 ist. λ+ und λ− sind die Ober- und













Liegen Eigenwerte außerhalb dieser Grenzen, so liegt es nahe, dass strukturelle
Begebenheiten im System vorliegen, die nicht allein auf Zufall basieren. Diese
Ergebnisse sind der Teil der Random Matrix Theory (RMT), welche in der
Physik beispielsweise verwendet wurde, um die Energiespektren komplexer
Kerne zu untersuchen [14].
Bei der Untersuchung der Korrelationsmatrix der ta¨glichen Ertra¨ge von
406 Aktien aus dem S&P 500 Index im Zeitraum von 1991 bis 1996 stellten
Laloux et al. fest, dass sich die meisten Eigenwerte (ca. 94%) in den von der
RMT vorhergesagten Grenzen beﬁnden [62]. Zu diesem Ergebnis kamen auch
Plerou et al. bei der Analyse der Aktien der 1000 gro¨ßten US-amerikanischen
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Unternehmen [82]. Außerdem stellten sie fest, dass die Komponenten der meis-
ten Eigenvektoren, deren zugeho¨rige Eigenwerte innerhalb der RMT-Grenzen
liegen, gaußverteilt sind, wie von der RMT vorhergesagt ist. Ein großer Teil
des Spektrums wird also durch zufa¨llige Bewegungen erkla¨rt, aber einige Ei-
genwerte weichen davon ab und enthalten gewisse Informationen. Die gleiche
Arbeitsgruppe untersuchte die Eigenvektoren zu diesen Eigenwerten auf Basis
ta¨glicher und halbstu¨ndiger Ertra¨ge amerikanischer Aktien und stellte fest,
dass der Eigenvektor ν0 zum gro¨ßten Eigenwert λ0, a¨hnlich große Anteile aller
Aktien entha¨lt [81]. Deshalb wird dieser als Marktmode bezeichnet und stellt
die gemeinsame Reaktion des Marktes dar. Die Eigenvektoren der na¨chstgro¨ße-
ren Eigenwerte enthalten jeweils vor allem Anteile eines gewissen Gescha¨ftsfel-
des (Bankengescha¨fte, Halbleiterindustrie, etc.) und werden Sektormoden ge-
nannt. Ein Eigenvektor hatte Anteile an drei verschiedenen Gescha¨ftsfeldern,
bei na¨herer Betrachtung stellte sich aber heraus, dass die zugeho¨rigen Unter-
nehmen besonders aktiv in Su¨damerika sind. Außerdem stellten sie fest, dass
diese Sektorenbildung zeitlich u¨ber Jahre stabil ist, wa¨hrend sich die durch-
schnittliche Korrelation < Cij > zweier Aktien vera¨ndert, aber meist positiv
ist.
Die relativ gute U¨bereinstimmung zwischen dem Korrelationsspektrum von
Aktienertra¨gen und der RMT ﬁndet sich auch in anderen Ma¨rkten. So konn-
ten Utsugi et al. dies fu¨r ta¨gliche Ertra¨ge von 493 Aktien, die an der Bo¨rse
Tokyo Stock Exchange gehandelt werden, besta¨tigen. Allerdings weisen die
Sektormoden eine Mischung verschiedener Gescha¨ftsfelder auf und sind weni-
ger klar als bei den amerikanischen Aktien [98]. Pan und Sinha zeigen, dass
fu¨r Aktien, die an der indischen National Stock Exchange gehandelt werden,
die Marktmode dominanter ist als fu¨r die US-amerikanischen und japanischen
Aktien [78]. Daru¨ber hinaus ﬁndet man dort in den anderen Eigenvektoren, de-
ren Eigenwerte u¨ber der RMT-Grenze liegen, keine Sektorenbildung, Pan und
Sinha sehen darin den Unterschied zwischen entwickelten Ma¨rkten und Schwel-
lenma¨rkten. Auch bei an der Shanghai Stock Exchange zwischen 1997 und 2007
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gehandelten Aktien liegen weniger Eigenvektoren u¨ber der RMT-Grenze und
die zugeho¨rigen Sektormoden weisen keine klassischen Gescha¨ftsfelder auf, son-
dern unterteilen sich in folgende Sektoren [86]: ”Bluechip”-Aktien (hochwertige
Aktien), ”ST”-Aktien (geho¨ren zu Unternehmen mit ﬁnanziellen Schwierigkei-
ten) und Aktien aus dem Immobilienbereich in Shanghai. Die Eigenvektoren
ab ν4 weisen keine erkennbaren Sektoren auf. Daru¨ber hinaus wiesen Shen
und Zheng darauf hin, dass die mittlere Korrelation < Cij > sowie der gro¨ßte
Eigenwert λ0 bei ihrer Untersuchung fast doppelt so hoch waren, wie bei der
Untersuchung der amerikanischen Aktien [86].
Um die Marktmode und die Sektormoden zu verdeutlichen, wurden 26 Ak-
tien, die an der New York Stock Exchange gehandelt werden, aufgrund ihrer
deutlich ausgepra¨gten Korrelationsstruktur ausgewa¨hlt. Bei den Daten han-
delt es sich um ta¨gliche Preise im Zeitraum vom 01.01.2003 bis zum 01.01.2005,
die von der Plattform Yahoo Finance zur Verfu¨gung gestellt wurden [40]. Die
Ku¨rzel und Namen der Unternehmen sowie ihre jeweiligen Gescha¨ftsfelder sind
in Tabelle 2.6 angegeben.
Die Ertra¨ge der Aktien wurden normiert und daraus wurde die Korrelati-
onsmatrix C berechnet. Bei Betrachtung der Korrelationsmatrix in Abbildung
2.7 ist sofort zu erkennen, dass sich die 26 Aktien in vier verschiedene Sektoren
aufspalten, innerhalb welcher die Korrelation der Ertra¨ge besonders hoch ist.
Obwohl in Tabelle 2.6 nur drei Gescha¨ftsfelder aufgeza¨hlt werden, ko¨nnen vier
Sektoren unterschieden werden. Das liegt daran, dass sich der Sektor Bank-
gescha¨fte in zwei Teile aufspaltet: Ein Teil besteht aus den Banken mit den
Ku¨rzeln RY, BMO, TD, BNS, CM, welche alle ihren Sitz in Kanada haben,
wa¨hrend sich der Sitz der restlichen Banken in den USA beﬁndet. Regiona-
le Unterschiede ko¨nnen also auch zur Bildung von Sektoren innerhalb eines
Gescha¨ftsfeldes beitragen. Dies ist nicht verwunderlich, da verschiedene La¨nder
verschiedene Regelungen und Gesetzte haben.
Das Eigenwertspektrum der Korrelationsmatrix weist 22 Eigenwerte auf,
die eng beieinander liegen und vier Eigenwerte, die deutlich gro¨ßer sind. Dies
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Ku¨rzel Name Gescha¨ftsfeld
DRD DRDGOLD Limited Goldindustrie
GFI Gold Fields Limited Goldindustrie
HMY Harmony Gold Mining Company Limited Goldindustrie
AU AngloGold Ashanti Limited Goldindustrie
NEM Newmont Mining Corporation Goldindustrie
ABX Barrick Gold Corporation Goldindustrie
AEM Agnico Eagle Mines Limited Goldindustrie
GG Goldcorp Inc. Goldindustrie
KGC Kinross Gold Corporation Goldindustrie
NAT Nordic American Tankers Limited O¨ltransport
FRO Frontline Limited O¨ltransport
TNP Tsakos Energy Navigation Limited O¨ltransport
TK Teekay Corporation O¨ltransport
RY Royal Bank of Canada Bankgescha¨fte
BMO Bank of Montreal Bankgescha¨fte
TD The Toronto-Dominion Bank Bankgescha¨fte
BNS The Bank of Nova Scotia Bankgescha¨fte
CM Canadian Imperial Bank of Commerce Bankgescha¨fte
TCB TCF Financial Corporation Bankgescha¨fte
STI SunTrust Banks, Inc. Bankgescha¨fte
PNC The PNC Financial Services Group, Inc. Bankgescha¨fte
CMA Comerica Incorporated Bankgescha¨fte
BAC Bank of America Corporation Bankgescha¨fte
WFC Wells Fargo & Company Bankgescha¨fte
C Citigroup Inc. Bankgescha¨fte
JPM JPMorgan Chase & Co. Bankgescha¨fte
Tabelle 2.6: Unternehmen und Gescha¨ftsfelder deren Preisdaten zur Verdeutli-
chung der komplexen Korrelationsstrukturen von Ma¨rkten herangezogen wur-
den.



































































































Abbildung 2.7: Farbdarstellung der Kreuzkorrelationen der Ertra¨ge der in Ta-
belle 2.6 aufgefu¨hrten Aktien. Die Aktien ko¨nnen deutlich in vier verschiedene
Sektoren erho¨hter Korrelation unterteilt werden.
ist in Abbildung 2.8 zu sehen. Sie zeigt oben die Eigenwerte von C sowie das
PDF der Eigenwerte (gebrochene Linie), welche zu erwarten wa¨re, wenn die
Matrix nur aus gaußverteilten Zufallszahlen bestehen wu¨rde (siehe Gleichung
(2.8)), dabei wurde die Varianz angepasst. Im unteren Teil von Abbildung
2.8 ist die zu erwartende PDF ohne Anpassung der Varianz abgebildet so-
wie die Eigenwertverteilung der gemischten Korrelationsmatrix. Im Vergleich
ist zu erkennen, dass nur sehr wenige Eigenwerte der urspru¨nglichen Kor-
relationsmatrix innerhalb des RMT-Spektrums mit Varianz 1 liegen. Wird
die zeitliche Struktur der Ertra¨ge zersto¨rt, indem diese gemischt werden, so
liegen die zugeho¨rigen Eigenwerte erwartungsgema¨ß genau in dem von der
RMT vorhergesagten Bereich mit Varianz 1. Verglichen mit der in diesem Ab-
schnitt genannten Literatur ist die U¨bereinstimmung der Eigenwerte von C
sehr schlecht. Dies liegt vermutlich an der Auswahl und Anzahl der gewa¨hlten
Vermo¨genswerte: 26 ist eine sehr geringe Zahl und die Aktien wurden so aus-
gewa¨hlt, dass sie alle sehr einfach einem Sektor zugeordnet werden ko¨nnen.






















Abbildung 2.8: Oben: Eigenwertspektrum fu¨r die in Tabelle 2.6 aufgefu¨hrten
Aktien. Die blaue unterbrochene Linie entspricht dem vorhergesagten Spek-
trum mit verringerter Varianz und schließt deutlich mehr Eigenwerte ein, als
es die gru¨ne unterbrochene Linie wu¨rde, welche dem vorhergesagten Spektrum
mit Varianz 1 entspricht. Unten: Werden die Ertra¨ge gemischt, so erha¨lt man
Eigenwerte, die genau in dem von der RMT vorhergesagten Spektrum liegen.
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Abbildung 2.9: Bestandteile der Eigenvektoren ν0 bis ν3 zu den vier gro¨ßten Ei-
genwerten λ0 bis λ3. Die Marktmode ν0 weist von allen Komponenten a¨hnliche
Anteile auf, wa¨hrend die anderen Eigenvektoren eine Mischung von Sektoren
darstellen.
Die Korrelation untereinander ist also relativ stark und nicht so zufa¨llig, wie
es bei ganzen Ma¨rkten der Fall wa¨re. Verringert man den Parameter σ2 in
Gleichung (2.8) analog zu [62] um den Einﬂuss der vier gro¨ßten Eigenwerte so
dass σ2 = 1 −
∑3
i=0 λi/N = 0.318, wobei N die Anzahl der Aktien ist, dann
ergibt sich die blaue unterbrochene Kurve, welche deutlich mehr Werte des
Spektrums einschließt.
Abbildung 2.9 zeigt die Bestandteile der Eigenvektoren, die zu den vier
gro¨ßten Eigenwerten geho¨ren. Wie erwartet, besteht der Eigenvektor ν0 zum
gro¨ßten Eigenwert λ0 aus allen Komponenten zu a¨hnlichen Anteilen, wobei
der erste Sektor am sta¨rksten vertreten ist. Die u¨brigen Eigenvektoren ν1, ν2
und ν3 spiegeln Mischungen verschiedener Sektoren wieder. ν1 weist vor allem
Anteile der Goldindustrie sowie der amerikanischen Banken auf, wa¨hrend ν2
besonders große Anteile des zweiten und dritten Sektors aufweist. ν3 besitzt
Anteile aller Komponenten, jedoch sind die kanadischen Banken besonders
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stark ausgepra¨gt. Die Analyse der Kreuzkorrelationen kann also verwendet
werden, um Sektoren innerhalb eines Marktes zu bestimmen.
2.7 Multifraktalita¨t
Skalieren die statistischen Momente M(rn,τ , q) der Ertra¨ge rn,τ einer Preis-
zeitreihe wie folgt, so nennt man diese multifraktal [100]:
M(rn,τ , q) = < |r
q
n,τ | > ∝ τ
ζ(q). (2.10)
Wobei ζ(q) eine nichtlineare Funktion von q ist. Ist ζ(q) linear, so spricht
man von Unifraktalita¨t. Dieses Verhalten gilt nur fu¨r τ ≪ T , wobei T die La¨nge
der Zeitreihe ist. Es ist auch zu beachten, dass eine empirische Scha¨tzung fu¨r
q > 4 schwierig ist [73, 76].
In der Vergangenheit haben sich zahlreiche Arbeiten mit der Multifrak-
talita¨t von Finanzzeitreihen bescha¨ftigt. Beispielsweise beobachteten Xu und
Genc¸ay Multifraktalita¨t in den Ertra¨gen des USD-DEM Wechselkurses [100].
Matia et al. untersuchten die Preiszeitreihen von 29 Rohstoﬀen und 2449 Ak-
tien. Beide Produktarten zeigten multifraktale Eigenschaften, wobei diese bei
den Rohstoﬀen ausgepra¨gter waren [68]. Jiang und Zhou untersuchten u¨ber
1000 chinesische Aktien und zeigten, dass der dortige Markt auch als Ganzes
Multifraktalita¨t aufweist [55]. Außerdem wiesen sie darauf hin, dass sich die
Multifraktalita¨t nur auf die (absoluten) Ertra¨ge von Aktienindices bezieht,
nicht auf die Preise selbst [56].
Sowohl die zeitlichen Korrelationen als auch die Fat Tails der Ertragsver-
teilung tragen zur Multifraktalita¨t bei. Zhou zeigte, dass die Verteilung den
sta¨rkeren Beitrag leistet [103], wa¨hrend Green zeigte, dass die zeitliche Struk-
tur mehr Gewicht hat [48]. Auch laut Barunik ist die Ertragsverteilung relevan-
ter und zeitliche Korrelationen ko¨nnten die Multifraktalita¨t sogar verringern
[5], diese Aussage wurde spa¨ter jedoch von derselben Arbeitsgruppe stark rela-
tiviert [16]. Cajueiro und Tabak schlagen vor, dass die Multifraktalita¨t durch
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das Herdenverhalten der Investoren erzeugt wird [17]. Der genaue Ursprung
der Multifraktalita¨t in Finanzzeitreihen ist also noch eine oﬀene Forschungs-
frage [16].
Zur Charakterisierung der Skalierungsfunktion ζ(q) existieren zahlreiche
Methoden. Barunik und Kristoufek untersuchten folgende vier Methoden unter
der Verwendung von Zeitreihen mit positivem Exzess in den Ertra¨gen und ei-
ner begrenzten Anzahl an Datenpunkten [6]: Rescaled Range Analysis [53, 67],
Multifractal Detrended Fluctuation Analysis [58], Detrending Moving Average
[2, 18] und Generalized Hurst Exponent Approach [32]. Dabei fanden sie her-
aus, dass die Generalized Hurst Exponent (GHE)-Methode den generalisier-
ten Hurst-Exponenten H, welcher mit ζ zusammenha¨ngt, am zuverla¨ssigsten
scha¨tzt. Aus diesem Grund beschra¨nkt sich die vorliegende Arbeit auf die Be-
stimmung des generalisierten Hurst-Exponenten mit Hilfe der GHE-Methode.
Die Bestimmung des generalisierten Hurst-Exponenten ist interessant, da die-
ser ein Maß bietet, um eine Klassiﬁzierung zwischen entwickelten Ma¨rkten und
Schwellenma¨rkten vorzunehmen [33]. Die Grundidee dahinter ist, dass Schwel-
lenma¨rkte in Bezug auf die Zusammensetzung ihrer Markteilnehmer weniger
heterogen sind, was sich im Skalenverhalten der Preise niederschlagen kann
[31].
Bei der GHE-Methode wird der generalisierte Hurst-Exponent H(q) unter
Verwendung von ζ folgendermaßen deﬁniert:
ζ(q) = qH(q). (2.11)
Durch Logarithmieren von Gleichung (2.10) wird H(q) als Durchschnitt
mehrerer linearer Fits der folgenden Form bestimmt [73]:
log(M(rn,τ , q)) = qH(q) log(τ). (2.12)
Dabei nimmt τ die Werte im Bereich [1, τmax] an und fu¨r τmax werden bei
Tagesdaten meist Werte im Bereich τmax ∈ [5, 19] verwendet [73]. Buonoco-
re et al. zeigten jedoch anhand von Tagesdaten sowie simulierten Zeitreihen,
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dass der Bereich τmax ∈ [30, 250] weniger verzerrte Ergebnisse erzielt [16],
weshalb dieser Bereich in der vorliegenden Arbeit verwendet wird. Im wei-
teren Verlauf der Arbeit wird aus Gru¨nden der Einfachheit der generalisierte
Hurst-Exponent H auch nur kurz Hurst-Exponent genannt. Streng genommen
bezieht sich Letzterer auf die Methode der Rescaled Range Analysis, jedoch
ist er eng mit dem generalisierten Hurst-Exponenten fu¨r q = 1 verwandt [31].
Hurst-Exponenten gro¨ßer als 0.5 werden mit persistenten Prozessen in Ver-
bindung gebracht, wa¨hrend H < 0.5 mit anti-persistenten Prozessen verbun-
den wird. Bei persistenten Prozessen werden Steigerungen wahrscheinlicher
von Steigerungen gefolgt und Minderungen von Minderungen. Anti-persistente
Prozesse zeigen gegenteiliges Verhalten [6]. So weisen Aktienindices entwickel-
ter Ma¨rkte einen generalisierten Hurst-Exponenten H(q) ≤ 0.5 bei q = 1, 2
auf. Bei Schwellenma¨rkten hingegen ist H(q) ≥ 0.5 fu¨r q = 1, 2 [33, 31].
Abbildung 2.10 zeigt die Skalierungsfunktion ζ(q) der BMW-Daten im Ver-
gleich zu einer unifraktalen Zeitreihe mit H(q) = H = 0.5. Diese wurde mit
Hilfe des Python-Moduls fbm unter Verwendung der Davies-Harte-Methode
erzeugt [41, 30], bei der sich der Hurst-Exponent vorgeben la¨sst. Es ist zu
sehen, dass ζ(q) der unifraktalen Zeitreihe eine konstante Steigung aufweist,
wohingegen die Skalierungsfunktion der BMW-Daten leicht gekru¨mmt ist. Die
BMW-Daten besitzen also die Eigenschaft der Multifraktalita¨t. H(q) ist da-
bei durchgehend etwas geringer als 12 . Diese Zeitreihe besitzt also ein leicht
anti-persistentes Verhalten und ist typisch fu¨r einen entwickelten Markt.
Tabelle 2.7 zeigt die generalisierten Hurst-Exponenten mit q = 1, 2 fu¨r die
vier Zeitreihen unter der Verwendung von τmax ∈ [30, 250]. Die Fehler ent-
sprechen den Standardabweichungen der jeweiligen Fits fu¨r die verschiedenen
τmax [16]. Es fa¨llt auf, dass die DAX-Daten ein leicht anti-persistentes Verhal-
ten aufweisen und somit einem Schwellenmarkt zugerechnet werden ko¨nnten
[33], was sehr unerwartet ist. Allerdings ist bei dieser Zeitreihe der Fehler
relativ groß, so dass H(q = 2) nicht von 0.5 zu unterscheiden ist, was das
Ergebnis von H(q = 1) relativiert. Auﬀa¨llig ist auch, dass die Bitcoin-Daten
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Abbildung 2.10: Skalierungsfunktion ζ(q) einer unifraktalen Zeitreihe und der
BMW-Daten. Wa¨hrend sie bei der unifraktalen Zeitreihe linear ist, ist dies
nicht der Fall fu¨r die BMW-Daten. Diese weisen also Multifraktalita¨t auf.
ein sehr ausgepra¨gtes anti-persistentes Verhalten zeigen. Dabei handelt es sich
im Unterschied zu den anderen Zeitreihen aber um Daten, die jede Transakti-
on ausfu¨hren. Solch ein stark anti-persistentes Verhalten ko¨nnte beispielsweise
durch die Orderbuchstruktur auf kleinen Zeitskalen begu¨nstigt werden.
Das Skalenverhalten einer Finanzzeitreihe kann sich mit der Zeit vera¨ndern.
Dies zeigten unter anderem Barunik und Kristoufek an der Entwicklung von
H(q = 2) von minu¨tlichen S&P 500-Daten u¨ber den Zeitraum der Jahre 1983
bis 2009 [6]. Sie stellten dabei fest, dass sich der Index von einem stark per-
sistenten Verhalten zu einem unabha¨ngigen Verhalten weiterentwickelt hat.
Die zeitliche Vera¨nderung der multifraktalen Eigenschaften wurde auch von
Morales et. al anhand der Ertra¨ge von 13 US-amerikanischen Aktien gezeigt
[74].
In diesem Kapitel wurden einige wichtige statistische Eigenschaften von
Finanzzeitreihen aufgefu¨hrt. Diese dienen im weiteren Verlauf der Arbeit zur
Auswertung des zu entwickelnden Modells.
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Name H(q = 1) H(q = 2)
Bitcoin 0.406 ± 0.006 0.333 ± 0.022
JP Morgan 0.513 ± 0.006 0.476 ± 0.003
BMW 0.480 ± 0.006 0.455 ± 0.07
DAX 0.537 ± 0.027 0.509 ± 0.016
Tabelle 2.7: Generalisierte Hurst-Exponenten H(q) fu¨r q = 1, 2 unter Verwen-
dung von τmax ∈ [30, 250].




Zahlreiche Modelle der O¨konophysik wurden durch Spin-Modelle der Fest-
ko¨rperphysik inspiriert. Aus diesem Grund bietet das folgende Kapitel eine
kurze Beschreibung der Ising-Modelle fu¨r Ferromagneten und Spin-Gla¨ser.
Anschließend folgt ein kurzer U¨berblick verschiedener Spin-Modelle zur Be-
schreibung von Finanzma¨rkten. Nachfolgend wird das GSZ-Modell genauer
beschrieben und untersucht, da das in dieser Arbeit entwickelte Modell eine
Generalisierung davon ist.
3.1 Analogien aus der Physik
Das Ising-Modell des Ferromagnetismus besteht aus Spins auf einem n-dimen-
sionalen regelma¨ßigen Gitter, welche nur die die Zusta¨nde +1 und -1 einneh-
men ko¨nnen. Wegen seiner konzeptionellen Einfachheit dient es als Modellsys-
tem fu¨r Phasenu¨berga¨nge und wird in zahlreichen Lehrbu¨chern genauer be-
trachtet (z.B. [77, 47]). Fu¨r das Versta¨ndnis der nachfolgenden Finanzmarkt-
modelle ist vor allem das Verhalten der Spins bei verschiedenen Temperaturen
relevant. Aus diesem Grund wird dieses Modell hier nur sehr knapp beschrie-
ben. Bereits die Wechselwirkung der na¨chsten Nachbarn ist ausreichend, um
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einen U¨bergang zwischen der paramagnetischen und der ferromagnetischen
Phase zu erzeugen, falls das System mindestens zwei Dimensionen aufweist.








Dabei bezeichnet < i, j > Paare, die aus den na¨chsten Nachbarn bestehen. Die
Werte der Spins werden durch si gegeben und h steht fu¨r ein externes Magnet-
feld. Die Wechselwirkung zwischen zwei Spins i und j wird als Jij bezeichnet
und ist fu¨r einen Ferromagneten positiv. Das Modell la¨sst sich noch weiter
vereinfachen, indem die Wechselwirkung fu¨r alle na¨chsten Nachbarn gleich ist,
also Jij = J gilt.
Bei hohen Temperaturen und vergleichsweise geringem Magnetfeld ﬂuk-
tuieren die Spins weitgehend unabha¨ngig voneinander. Bei niedrigen Tempe-
raturen nehmen die Spins aufgrund der positiven Kopplung eine gemeinsa-
me Ausrichtung an. Abbildung 3.1 zeigt Momentaufnahmen von Spins auf
einem zweidimensionalen Gitters bei unterschiedlichen Temperaturen. Dabei
bezeichnen weiße Quadrate Spins mit dem Wert si = −1 und schwarze Qua-
drate entsprechend Spins mit dem Wert si = +1. Fu¨r hohe Temperaturen
ist zu sehen, dass die Spins zufa¨llige Werte annehmen und die Anzahl von
positiven und negativen Spins sehr a¨hnlich ist. Na¨hert sich die Temperatur
dem kritischen Bereich, so bilden sich zusammenha¨ngende Gebiete, sogenann-
te Cluster, in denen ein Wert vorherrscht. Wird das System weiter abgeku¨hlt,
richten sich alle Spins in die gleiche Richtung aus. In diesem Temperaturbe-
reich kann der Wechsel eines einzelnen Spins zu einer Kettenreaktion fu¨hren,
bei der alle Spins des Systems ihr Vorzeichen wechseln.
Wird die Wechselwirkung zwischen den Spins so vera¨ndert, dass den ver-
schiedenen Spin-Paaren zufa¨llig die Werte ±J zugewiesen werden, wird aus
dem Modell fu¨r einen Ferromagneten das als ±J-Modell eines Spin-Glases be-
kannte Modell. Spin-Gla¨ser sind ungeordnete magnetische Systeme, die sich
experimentell z.B. durch metallische Legierungen mit geringem Anteil eines
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T≫ TC T≈ TC T≪ TC
Spinkonfigurationen≪verschiedener≪Temperaturbereiche
Abbildung 3.1: Momentaufnahmen der Spins eines zweidimensionalen ferro-
magnetischen Ising-Modells in verschiedenen Temperaturbereichen.
magnetischen Elements herstellen lassen. Die magnetischen Momente wech-
selwirken in solch einem System u¨ber die nach M. A. Ruderman, C. Kittel,
T. Kasuya und K. Yosida benannte RKKY -Wechselwirkung, welche je nach
Abstand der magnetischen Momente sowohl positiv als auch negativ sein kann
[52]. Deshalb kann die ra¨umliche Unordnung im Spin-Glas durch eine zufa¨llige
Verteilung positiver und negativer Kopplungen im Modell dargestellt werden.
Die Konkurrenz zwischen positiven und negativen Kopplungen kann zu Frus-
tration fu¨hren. Dieses Konzept wurde erstmals von Toulouse eingefu¨hrt [97].
Der Agent eines Systems ist frustriert, wenn er nicht allen Wechselwirkun-
gen gleichzeitig gerecht werden kann, da diese energetisch gleich gu¨nstig sind.
Eines der einfachsten Systeme, welches zur Veranschaulichung der Frustra-
tion herangezogen werden kann, besteht aus vier Spins, die in einem zwei-
dimensionalen Gitter so angeordnet sind, dass sie die Ecken eines Quadrats
bilden. Es wird nur die Wechselwirkung zu den jeweiligen Nachbarn betrach-
tet, welche immer dieselbe Sta¨rke aufweist und ferromagnetischer Natur ist.
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Nur die Wechselwirkung zwischen einem Spinpaar auf diesem kleinen Gitter
ist anti-ferromagnetisch mit derselben Sta¨rke. Diese beiden Spins sind dann
frustriert. Richten sie sich parallel zueinander aus, so wird die Energie des
Systems erho¨ht, da sie sich entgegen ihrer Wechselwirkung verhalten. Richten
sich sich aber anti-parallel aus, dann ist einer der Spins auch anti-parallel zu
einem Nachbarn mit einer ferromagnetischen Wechselwirkung, was auch zu ei-
ner Erho¨hung der Energie fu¨hrt. In diesem Fall ist gut zu sehen, dass aufgrund
der Frustration der Grundzustand entartet, also mehr Zusta¨nde der geringsten
mo¨glichen Energie im System zugeordnet werden ko¨nnen. Das Wechselspiel
positiver und negativer Kopplung wird in vielen Finanzmarktmodellen ver-
wendet. So auch im GSZ-Modell, bei welchem sich die Kopplung dynamisch
vera¨ndert.
3.2 U¨berblick verschiedener Modelle
Dieser Abschnitt gibt einen kurzen U¨berblick zu Finanzmarktmodellen, wel-
che durch die Spin-Modelle aus der Physik inspiriert sind. Ziel ist es lediglich,
durch einige Beispiele dem Leser ein Gefu¨hl fu¨r die Mo¨glichkeiten und Zielset-
zungen dieser Art von Modellen zu vermitteln.
Ein sehr bekanntes Ising-Modell eines Finanzmarktes wurde von Bornholdt
vorgeschlagen [10]. Dabei beﬁnden sich die Agenten/Spins auf einem zweidi-
mensionalen Gitter und verfu¨gen u¨ber eine ferromagnetische Kopplung zu ih-
ren na¨chsten Nachbarn, imitieren diese also. Daru¨ber hinaus koppeln sie mit
der Gesamtmagnetisierung, der Summe u¨ber alle Spins, die gleichzeitig den
Preis widerspiegelt. Diese Interaktion ist zeitabha¨ngig und basiert auf dem,
den Spin zugeordneten, Strategiespin, der nur die Werte +1 und -1 annehmen
kann. Der Strategiespin neigt dazu, sein Vorzeichen zu wechseln, wenn die ei-
gene Strategie in der Mehrzahl ist. Die Kopplung zur Gesamtmeinung kann
also auch anti-ferromagnetischer Natur sein, wodurch es zu Frustration im
System kommen kann. Die Agenten a¨ndern ihren Zustand unter Verwendung
der Heat-Bath-Dynamik bei Beru¨cksichtigung der na¨chsten Nachbarn, der Ge-
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samtmagnetisierung und der Temperatur. Die Temperatur kann aus o¨konomi-
scher Sicht als den Agenten eigene Informationen oder Umsta¨nde betrachtet
werden. Dieses System weist sowohl Ising-Verhalten unter der kritischen Tem-
peratur auf, bei welchem sich große Cluster bilden, als auch u¨ber der kritischen
Temperatur, bei der schnelle Umordnungen der Spins auftreten. Mit diesem
Modell erzeugt Bornholdt eine Ertragsverteilung mit positivem Exzess sowie
geha¨ufte Volatilita¨t in den Ertra¨gen.
Das Bornholdt-Modell wurde auch von Miloslav und Kristoufek untersucht
[60], allerdings nicht mit dem Ziel, die stilisierten statistischen Eigenschaften
realer Ma¨rkte zu reproduzieren, sondern herauszuﬁnden, welche Parameter-
kombination zu einem eﬃzienten Markt fu¨hrt. Dabei fanden sie heraus, dass
die lokalen Wechselwirkungen im Vergleich zur globalen Interaktion stark sein
sollten, Letztere aber nicht ga¨nzlich verschwinden darf.
Yamano untersuchte dasselbe Modell fu¨r drei und vier Dimensionen. Dabei
konnte ein a¨hnliches Verhalten zum zweidimensionalen Fall bei Anpassung der
Parameter beobachtet werden. [101].
Kaizoji et al. erweiterten das Modell von Bornholdt um einen konstanten
fundamentalen Preis, der einem Teil der Agenten bekannt ist [57]. Diese Fun-
damentalha¨ndler basieren ihre Entscheidung zum Kauf oder Verkauf nur noch
auf die Diﬀerenz zwischen aktuellem Preis und Fundamentalpreis, wa¨hrend
die u¨brigen Ha¨ndler die urspru¨ngliche Dynamik beibehalten. Zusa¨tzlich fu¨hr-
ten Kaizoji et al. einen leicht vera¨nderten Preisbildungsmechanismus ein und
deﬁnierten ein Handelsvolumen. Mit diesem Modell konnten sie zeigen, dass
Volatilita¨t und Volumen positiv korrelieren.
Ein sehr fru¨hes Finanzmarktmodell mit konkreter Analogie zum Magne-
tismus wurde von Chowdhurry und Stauﬀer als Umformulierung und Erwei-
terung eines Modells von Cont und Bouchaud vorgeschlagen [21, 26]. Dieses
Modell unterscheidet sich darin, dass den Spins unterschiedliche Sta¨rken zu-
geordnet sind, die einem Potenzgesetz folgen. Außerdem sind alle Spins direkt
und ferromagnetisch miteinander gekoppelt. Jeder Spin wa¨hlt in jedem Zeit-
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schritt einen der Richtungszusta¨nde +1 oder −1 mit Wahrscheinlichkeit a (im
Fall von a 6= 0.5 ko¨nnen sie auch den Zustand 0 einnehmen). Die Annahme
dieses Zustands erfolgt mit einer durch das Metropolis-Kriterium [70] gegebe-
nen Wahrscheinlichkeit. Dieses Modell fu¨hrt zu einer Ertragsverteilung, deren
Extremwerte einem Potenzgesetz folgen und wahrscheinlicher sind als bei der
vorgegebenen Gro¨ßenverteilung. Durch Einfu¨hrung eines Feldes, welches nur
die Ha¨lfte der Spins betriﬀt, lassen sich Preisblasen erzeugen. U¨bertriﬀt der
Ertrag einen bestimmten Grenzwert, so wird dieses Feld in die entgegensetz-
te Richtung gedreht und es kommt zum Platzen der Blase. Chowdhurry und
Stauﬀer machen aber keine Aussagen u¨ber weitere stilisierte statistische Ei-
genschaften von Finanzzeitreihen.
Ein weiteres Ising-Modell wurde von Krawiecki et al. vorgeschlagen [59].
Bei diesem Modell wird den Spins keine Position zugeordnet und sie intera-
gieren alle direkt miteinander. Allerdings sind die Interaktionen zeitabha¨ngig
und zufa¨llig, daru¨ber hinaus wirkt ein zufa¨lliges und zeitabha¨ngiges lokales
Feld auf die Agenten. Die Wechselwirkung kann sowohl positiv als auch ne-
gativ sein. Dieses Modell erzeugt sowohl realistische Ertragsverteilungen als
auch geha¨ufte Volatilita¨t.
Einen a¨hnlichen Ansatz hat das von Gonc¸alves vorgeschlagene Modell zur
Nachbildung der stilisierten statistischen Eigenschaften von Finanzzeitreihen
[44]. Auf die Agenten wirkt ein lokales zufa¨lliges Feld, welches als private Infor-
mation verstanden wird, sowie ein globales zufa¨lliges Feld, das als Nachrichten
interpretiert wird. Beide Felder sind zeitabha¨ngig. Daru¨ber hinaus koppeln
die Agenten mit ihren na¨chsten Nachbarn. Die Sta¨rke dieser Kopplung ist
zeitabha¨ngig und unterschiedlich fu¨r die verschieden Agenten. Ein deutlicher
Unterschied zu dem Modell von Krawiecki besteht darin, dass die Kopplungen
nicht symmetrisch sind und sich abha¨ngig von den Nachrichten und Ertra¨gen
entwickeln. Weiterhin sind die Agenten heterogen, in dem Sinne, dass sich
die drei Informationsquellen unterschiedlich stark auf die bina¨re Entscheidung
des Agenten auswirken. Sornette und Zhou verallgemeinerten dieses Modell
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um einen Geda¨chtnisfaktor bezu¨glich des Einﬂusses der Agenten untereinan-
der und zeigten, dass die im letzten Kapitel vorgestellten Stylized Facts nur
erzeugt werden, wenn sich die Agenten irrational Verhalten [88, 104]. Dieses
Modell eignet sich also dazu, weitere Ru¨ckschlu¨sse auf das Verhalten der Agen-
ten und wie dieses interpretiert werden kann zu ziehen, was es im Vergleich zu
den zuvor genannten Modellen besonders interessant macht.
Allen hier vorgestellten Modellen ist gemeinsam, dass die Interaktion und
Imitation der Agenten miteinander, insbesondere mit ihren na¨chsten Nach-
barn, zur Dynamik des Finanzmarktes beitra¨gt. Dies ist ein wichtiger Punkt,
der auch von empirischer Seite Unterstu¨tzung ﬁndet. So zeigten Hong et al. bei
einer Untersuchung von 1715 Aktienfonds, dass sich die Portfolios und deren
A¨nderungen bei Fonds sta¨rker a¨hneln, wenn deren Manager sich in derselben
Stadt beﬁnden [51]. Cohen et al. deckten auf, dass Fondsmanager, die sich in
einem gemeinsamen Bildungsnetzwerk (gegeben durch besuchte Universita¨t
sowie Jahr und Art des Abschlusses) beﬁnden, dazu neigen a¨hnliche Handels-
entscheidungen zu treﬀen [22]. Ahern stellte fest, dass der Informationsﬂuss
bei illegalen Insidergescha¨ften durch soziale Netzwerke mit starken Bindun-
gen, wie Freunden, Berufskontakten oder Familienangeho¨rigen, stattﬁndet [1].
Dabei spielt auch regionale Na¨he ein Rolle. So kann die Art der Nachbar-
schaft unterschiedlich interpretiert werden, z.B. als regionale oder familia¨re
Na¨he. Die Interaktionen reichen vom Meinungsaustausch bis zur Weiterga-
be von Informationen ho¨chster Relevanz mit Bezug auf den Fundamentalwert
einer Aktie.
Weiterhin beziehen sich die in diesem Abschnitt aufgelisteten Modelle, so
wie die meisten agentenbasierten Modelle, nur auf Finanzma¨rkte mit einem
gehandelten Produkt. Sie ko¨nnen also keine Aussagen daru¨ber treﬀen, wie die
Korrelationsstruktur von Finanzma¨rkten zustande kommen ko¨nnte, oder wel-
che A¨nderungen sich im Verhalten der Agenten ergeben, wenn weitere Preis-
zeitreihen hinzukommen. Dem Autor ist nur ein Ising-Modell bekannt, welches
mehrere Preiszeitreihen beru¨cksichtigt. Dabei handelt es sich um eine Erweite-
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rung des Modells von Bornholdt durch Takaishi [93, 94, 95]. In diesem Modell
wird ein zusa¨tzlicher Kopplungsterm zwischen den Spins eines Gitters mit
der Magnetisierung aller anderen, ansonsten unabha¨ngigen, Gitter eingefu¨hrt.
Dies fu¨hrt dazu, dass sich die Volatilita¨t der einzelnen Preiszeitreihen syn-
chronisieren kann. Das Modell verfu¨gt, wie das zugrundeliegende Modell, u¨ber
einen positiven Exzess und geha¨ufte Volatilita¨t. Zusa¨tzlich wendete Takais-
hi verschiedene Risikomaße fu¨r das System an und beobachtete ein zu realen
Ma¨rkten unterschiedliches Verhalten.
Der na¨chste Abschnitt beschreibt und untersucht das Gonc¸alves-Sornette-
Zhou-Modell na¨her. Es bildet die Basis fu¨r das in dieser Arbeit entwickelte
Finanzmarktmodell, welches eine Generalisierung davon auf Finanzma¨rkte mit
vielen Vermo¨genswerten ist.
3.3 Das Gonc¸alves-Sornette-Zhou-Modell
Das von Gonc¸alves vorgeschlagene Modell beruht darauf, dass heterogene
Agenten dem Einﬂuss von allgemeinen und privaten Informationen ausgesetzt
sind und außerdem von ihren direkten Nachbarn beeinﬂusst werden. Da die-
ses Modell so keine realistische Ertragsverteilung aufwies, haben Sornette und
Zhou es um einen Geda¨chtnisfaktor fu¨r die Interaktion zwischen den Agenten
erweitert und genauer untersucht. Das Gonc¸alves-Sornette-Zhou-Modell, kurz
GSZ-Modell, wird im folgenden Unterabschnitt deﬁniert.
3.3.1 Beschreibung des Gonc¸alves-Sornette-Zhou Modells
N × N Agenten beﬁnden sich auf einem zweidimensionalen Gitter mit peri-
odischen Randbedingungen, so dass jeder Agent genau vier direkte Nachbarn
besitzt. Bei jedem Zeitschritt t nimmt jeder Agent i einen Wert si(t) = ±1 ein,
welcher einer Kauforder (si(t) = +1) oder einer Verkaufsorder (si(t) = −1)
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Kij(t)Ei [sj] (t) + ϕiG(t) + ǫi(t)

 . (3.2)
Dabei bezeichnet der erste Term den Einﬂuss der Nachbarschaft {n} von Agent
i auf diesen. Ei [sj] (t) ist der Wert den Agent j der Erwartung von Agent i
nach in diesem Zeitschritt einnimmt. Kij(t) ist der Kopplungskoeﬃzient zwi-
schen Agent i und Agent j, also die Neigung die erwartete Entscheidung von
Agent j zu imitieren. Um das Modell einfacher zu gestalten, wird angenommen,
dass die Neigung zur Imitation nur vom jeweiligen Agenten selbst abha¨ngt und
nicht von dessen Nachbarn, aus diesem Grund gilt also Kij(t) = Ki(t). Der
zweite Term gibt den Einﬂuss der allgemeinen Nachrichten G(t) auf den Agen-
ten wieder. Diese sind unabha¨ngig voneinander und folgen einer Normalvertei-
lung mit Mittelwert µ = 0 und Standardabweichung σ = 1. Diese Nachrichten-
deﬁnition folgt der ju¨ngsten Arbeit zum GSZ-Modell [104], wa¨hrend die fru¨her-
en Arbeiten [44, 88] nur das Vorzeichen der Zufallswerte verwendete. Aus den
verschiedenen Nachrichtendeﬁnitionen ergeben sich kleine A¨nderungen, die im
Abschnitt 3.3.3 beleuchtet werden. ϕi bezeichnet dabei die Sensitivita¨t des
einzelnen Agenten gegenu¨ber den Nachrichten. Dieser Wert ist fu¨r jeden Agen-
ten konstant und liegt im Bereich [0;ϕmax). Der letzte Term ǫi innerhalb der
Signums-Funktion steht fu¨r das private Urteil des Agenten. Auch dieses folgt
einer Normalverteilung um 0, allerdings ha¨ngt die Standardabweichung vom
einzelnen Agenten ab. Diese wird durch die Summe einer gemeinsamen Kon-
stanten CV und einer gleichverteilten Zufallszahl im Bereich [0, 0.1) zu Beginn
der Simulation gebildet. Zur Implementierung des erwarteten Werts Ei [sj] (t)
gibt es verschiedene Mo¨glichkeiten. Die einfachste davon ist einen Ru¨ckblick
fu¨r alle Agenten zu implementieren, also Ei [sj] (t) = sj(t − 1). Eine ande-
re Mo¨glichkeit ist die Realisierung einer Informationskette, dabei werden die
Agenten in einer festgelegten Reihenfolge aktualisiert, sodass Ei [sj] (t) = sj(t)
fu¨r alle i > j und ansonsten Ei [sj] (t) = sj(t − 1) gilt. Diese zwei Optionen
wurden von Sornette und Zhou getestet, wobei sie feststellten, dass beide sehr
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a¨hnliche Ergebnisse erzielen. Bei Betrachtung von Gleichung (3.2) fa¨llt auf,
dass die Entscheidung u¨ber Kauf oder Verkauf nicht von dem Preis selbst
abha¨ngt. Dies erscheint als starke Einschra¨nkung, ist aber nicht unbedingt
unrealistisch, da der Fundamentalpreis einer Aktie oder Wa¨hrung sehr schwer
einzuscha¨tzen ist [13]. Im GSZ-Modell bewerten die Agenten also vor allem
neue Informationen in dem Glauben, dass diese eine Aussage u¨ber zuku¨nftige
zu erwartende Ertra¨ge aussagen.
Die Entscheidung zu kaufen oder zu verkaufen, ha¨ngt also nicht vom Preis
selbst ab, was eine sehr stark vereinfachende Annahme ist.
Die Ertra¨ge r(t) des Vermo¨genswertes werden durch das U¨berschussan-








Die Liquidita¨t des Marktes wird dabei durch L bezeichnet, eine geringe Li-
quidita¨t fu¨hrt zu starken Preisa¨nderungen, wa¨hrend eine hohe Liquidita¨t zu
schwachen Preisa¨nderungen fu¨hrt. Die Preise p(t) ko¨nnen nun folgendermaßen
berechnet werden:
p(t) = p(t− 1)er(t). (3.4)
Sie werden zur Untersuchung des Modells allerdings in der Regel nicht beno¨tigt,
da dazu direkt die Ertra¨ge r(t) verwendet werden.
Im Laufe der Simulation ko¨nnen die Agenten ihr Verhalten a¨ndern, indem
sie ihre Neigung zur Imitation Ki anpassen. Dies geschieht auf folgende Weise:
Ki(t) = bi + αMKi(t− 1) + βr(t− 1)G(t − 1). (3.5)
Hierbei bezeichnet bi die grundlegende Imitationsneigung von Agent i, welche
zu Beginn der Simulation fu¨r alle Agenten aus einer uniformen Verteilung im
Bereich (0, bmax) gezogen wird. Der globale Parameter αM gibt die Wirkung
vergangener Einﬂu¨sse auf die aktuelle Entscheidung wieder. Er stellt dar, dass
sich soziale Verbindungen nur langsam entwickeln und lange anhalten. Der
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letzte Term bestimmt die Auswirkung vergangener Nachrichten und Ertra¨ge
auf die Imitationsneigung des Agenten. Fu¨r ein negatives β entscheidet der
Agent eingeschra¨nkt rational: Sind sowohl vergangene Nachrichten als auch
dazugeho¨rige Ertra¨ge positiv oder negativ, so nimmtKi ab, da die Nachrichten
als Informationsquelle ausreichend sind. Dies fu¨hrt wiederum dazu, dass die
Agenten bei ihrer Entscheidung die Nachrichten sta¨rker beru¨cksichtigen und
diese infolgedessen die Ertra¨ge richtig bestimmen. Ist jedoch das Gegenteil
der Fall, versta¨rkt sich die Neigung zur Imitation, da die Nachrichten nicht
zuverla¨ssig sind.
Bei positivem β interpretieren die Agenten die Preisbewegungen falsch
und verhalten sich nicht rational: Die Neigung zur Imitation steigt, obwohl
die Nachrichten die Ertra¨ge korrekt vorhersagen. Dieses Verhalten kann bei-
spielsweise durch gegenseitig versta¨rkten Optimismus oder Gruppenselbst-
u¨berscha¨tzung entstehen: Im ersten Fall erkundigen sich die Marktteilnehmer
bei Bekannten, um zu erfahren, ob ein positiver Markttrend aufrechterhalten
werden kann, und orientieren sich an deren Meinung. Im zweiten Fall gehen die
Markteilnehmer davon aus, dass die Nachrichten die Meinung der Mehrheit wi-
derspiegeln und achten deswegen besonders auf die Meinung ihrer Bekannten,
in dem Glauben, dass diese die globale Meinung wiedergeben.
3.3.2 Ergebnisse des Gonc¸alves-Sornette-Zhou-Modells
Nun werden einige ausgewa¨hlte Ergebnisse von Sornette und Zhou aus [88, 104]
dargestellt und teilweise reproduziert. Die Simulationen wurden fu¨r N = 50
durchgefu¨hrt, also ein System mit N2 = 2500 Agenten. Sornette und Zhou
untersuchten aber auch Systeme mit N zwischen 20 und 100. Innerhalb dieser
Agentenzahlen sind die Ergebnisse sehr a¨hnlich. Noch gro¨ßere Systeme wurden
nicht untersucht, da die Anzahl der Investoren, die einen maßgeblichen Einﬂuss
auf den Aktienpreis eines Unternehmens haben, in der Realita¨t relativ gering
ist [29]. Außerdem ist nicht zu erwarten, dass eine gro¨ßere Agentenzahl die
Dynamik des simulierten Marktes deutlich vera¨ndert.
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Bimodale Ertragsverteilung
Gonc¸alves schla¨gt zur Erzeugung der wichtigsten stilisierten statistischen Ei-
genschaften von Finanzzeitreihen die Parameter bmax = 0.22, ϕmax = 0.14
und CV = 0.8 bei β = +1 vor. Allerdings weisen Sornette und Zhou darauf
hin, dass das Modell dabei eine bimodale Ertragsverteilung produziert, wel-
che unrealistisch ist. Ihnen zufolge liegt dies daran, dass der durchschnittliche
Kopplungskoeﬃzient < Ki > wa¨hrend der Simulation immer wieder Werte
annimmt, die gro¨ßer als der kritische Wert KC sind. Das Modell beﬁndet sich
also zu ha¨uﬁg in einem geordneten Zustand, bei dem viele Agenten gemeinsam
ihren Wert a¨ndern, wodurch die Bimodalita¨t in der Verteilung entstehen. Aus
diesem Grund haben Sornette und Zhou den Geda¨chtnisfaktor αM in der so-
zialen Bindung der Agenten (siehe Gl. 3.5) eingefu¨hrt. Dieser sorgt dafu¨r, dass
die Kopplung zwischen den Agenten langlebiger ist, wodurch die Bimodalita¨t
der Ertragsverteilung verringert wird.
Abbildung 3.2 zeigt die PDF der unnormierten Ertra¨ge unter Verwendung
der von Gonc¸alves vorgeschlagenen Parameter ohne (links) und mit (rechts)
Geda¨chtnisfaktor αM . Es ist zu erkennen, dass das Hinzufu¨gen des Geda¨cht-
nisfaktors von αM = 0.8 von einer bimodalen zu einer unimodalen Verteilung
fu¨hrt. Geringere Werte von αM resultieren noch immer in einer leichte Bi-
modalita¨t. Es ist zu beachten, dass zur Reproduktion dieses Eﬀekts nur das
Vorzeichen der Nachrichten verwendet wurde, da dies die eigentliche Ursache
der Bimodalita¨t ist, wie in Abschnitt 3.3.3 zu sehen ist.
Eingeschra¨nkt rationale Agenten
Sornette und Zhou untersuchten ihr Modell fu¨r die zwei Fa¨lle β = ±1, wobei,
wie bereits beschrieben, der Fall β = −1 eingeschra¨nkt rationalen Agenten
entspricht, da hier die Neigung zur Imitation K abnimmt, wenn die Nachrich-
ten die Richtung der Ertra¨ge korrekt vorhersagen. Dies fu¨hrt dazu, dass sich
die Agenten sta¨rker an den Nachrichten, als an ihren Nachbarn orientieren, wo-
durch die Nachrichten die Bewegung der Ertra¨ge sta¨rker beeinﬂussen, sodass
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Abbildung 3.2: Histogramme der Ertra¨ge des GSZ-Modells fu¨r 105 Zeitschrit-
te unter Verwendung folgender Parameter: bmax = 0.22, ϕmax = 0.14 und
CV = 0.8. Gilt αM = 0, so fu¨hrt dies zu einer unrealistischen bimodalen Er-
tragsverteilung. Diese geht in eine unimodale Verteilung u¨ber, wenn αM auf
0.8 erho¨ht wird.
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sich dieser Prozess weiter versta¨rkt und die Kopplung zwischen den Agenten
sehr gering wird. Geben die Nachrichten die Ertra¨ge aber nicht korrekt wieder,
wird der Einﬂuss der Agenten aufeinander sta¨rker, sodass die Nachrichten eine
geringere Rolle spielen. So wu¨rden sich auch rationale Agenten verhalten, sie
nutzen die Informationsquelle die Werta¨nderungen am zuverla¨ssigsten wider-
spiegelt.
Sornette und Zhou untersuchten den Einﬂuss der verschiedenen Parameter
auf dieses Modell. Sie variierten bmax zwischen 0.1 und 0.5 in Schritten von
0.1, ϕmax zwischen 0.005 und 0.08 in Schritten von 0.005 und CV zwischen 0.1
und 1.1 in Schritten von 0.2. Dies sind also 480 verschiedene Parameterkon-
ﬁgurationen. Dabei wurde αM konstant auf 0.2 gehalten und auch L wurde
konstant gehalten.
Fu¨r einen hohen Wert von CV bei geringer grundlegender Imitationsnei-
gung bmax ist die Ertragsverteilung fu¨r alle Zeitskalen gaußfo¨rmig. Fu¨r kleinere
Werte von CV und ein ho¨heres bmax fanden Sornette und Zhou multimodale
Ertragsverteilungen. Diese resultieren daraus, dass die Kopplung zwischen den
Agenten deutlich ho¨her ist als der Einﬂuss der zufa¨lligen privaten Informatio-
nen. Dadurch operiert das System meist in einem subkritischen Bereich, in
dem die Dynamik des Marktes durch große Agentencluster bestimmt wird.
In dem von ihnen untersuchten Parameterraum konnten Zhou und Sornet-
te keine unimodale Ertragsverteilung mit erho¨htem Exzess beobachten, die fu¨r
gro¨ßere Zeitskalen in eine Normalverteilung u¨bergeht. Daru¨ber hinaus verhal-
ten sich die Korrelationsfunktionen fu¨r die Ertra¨ge und deren absolute Betra¨ge
sehr a¨hnlich. Im Fall eingeschra¨nkt rationaler Agenten konnten Sornette und
Zhou also keine der im letzten Kapitel vorgestellten empirischen Eigenschaften
von Finanzzeitreihen nachbilden.
Irrationale Agenten
Wie bereits in Abschnitt 3.3.1 beschrieben, handeln die Agenten des GSZ-
Modells irrational, wenn β positiv ist. Damit ist gemeint, dass die Imitation
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zwischen den Agenten zunimmt, falls die Nachrichten die Richtung der Ertra¨ge
korrekt vorhersagen. Laut Sornette und Zhou ko¨nnen nur in diesem Fall die
wichtigsten stilisierten statistischen Eigenschaften von Finanzzeitreihen pro-
duziert werden.
Sie untersuchten 160 verschiedene Parameterkonﬁgurationen mit positivem
β. bmax reichte dabei von 0.1 bis 0.5 in Absta¨nden von 0.1. ϕmax nahm Werte
zwischen 0.01 und 0.08 in Schritten von 0.01 an. CV lag zwischen 0.1 und 0.7
mit Absta¨nden von 0.2. αM hatte den konstanten Wert 0.2. Die Simulationen
wiesen eine La¨nge von 105 Zeitschritten auf. Mehrere dieser Parameterkonﬁ-
gurationen erzeugten realistische Eigenschaften von Finanzzeitreihen. Einige
dieser Konﬁgurationen haben sie aufgelistet [88]. Zur Darstellung ihrer Ergeb-
nisse verwendeten Zhou und Sornette die Parameter bmax = 0.3, ϕmax = 0.03
und CV = 0.1, welche auch in diesem Abschnitt zur Reproduktion der wich-
tigsten Ergebnisse benutzt wurden. An dieser Stelle ist zu erwa¨hnen, dass Sor-
nette und Zhou in ihren Vero¨ﬀentlichungen fu¨r den Parameter L einen Wert
von 40 festgelegt haben, dies aber ein Fehler zu sein scheint, da das Modell fu¨r
diesen Wert einfrieren kann. Dies liegt daran, dass die Ertra¨ge im Vergleich zur
Imitationsneigung bmax zu gering sind, um die Kopplung Ki(t) zwischen den
Agenten zu verringern (vgl. Gleichung (3.5)). Aus diesem Grund wurde fu¨r
die Reproduktion der Ergebnisse der Wert von L auf 1.0 gesetzt. Fu¨r diesen
Wert stimmen die Ergebnisse gut mit denen von Sornette und Zhou u¨berein.
Der Einﬂuss von L wird in Abschnitt 3.3.3 weiter untersucht.
Abbildung 3.3 zeigt die empirische PDF der Ertra¨ge in Abha¨ngigkeit von
der Zeitskala τ fu¨r eine Simulation mit 106 Zeitschritten im Vergleich zur Nor-
malverteilung. Wa¨hrend die PDF fu¨r τ = 1 einen deutlich positiven Exzess
γ aufweist, wie an den erho¨hten Wahrscheinlichkeiten am Rande zu sehen
ist, verringert sich der Exzess sichtbar fu¨r τ = 256, sodass sich die Ertrags-
verteilung einer Normalverteilung anna¨hert. Der Verringerung von γ ist auch
in Tabelle 3.1 zu sehen, die zusa¨tzlich die Werte 16 und 64 fu¨r τ auﬀu¨hrt.
Das Modell weist also die ersten beiden in Abschnitt 2 behandelten stilisier-
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Abbildung 3.3: PDF der Ertra¨ge des GSZ-Modells fu¨r zwei Zeitskalen τ . Er-
stellt mit 106 Zeitschritten. Wa¨hrend sich die PDF fu¨r τ = 1 deutlich von der
Normalverteilung abhebt, hat sie sich fu¨r τ = 256 bereits stark angena¨hert.
ten statistischen Eigenschaften von Finanzzeitreihen auf: positiven Exzess der
Ertra¨ge und aggregierte Normalita¨t.
In Abbildung 3.4 ist zu erkennen, dass die Autokorrelation der Ertra¨ge
rn innerhalb weniger Zeitschritte sehr stark abfa¨llt und den Wert 0 erreicht,
wa¨hrend die Autokorrelation der absoluten Ertra¨ge |rn| sich verglichen da-
zu langsam 0 anna¨hert. Als Werte fu¨r die integrierten Autokorrelationszeiten
τA(rn) und τA(|rn|) ergeben sich 3.49±0.03 bzw. 11.9±0.4 Zeitschritte. Diese
Werte basieren auf drei voneinander unabha¨ngigen Simulationen mit je 106
Zeitschritten und einem maximalen Zeitabstand δt = 500. Im Vergleich zu
den in Kapitel 2 betrachteten Zeitreihen ist τA(rn) hoch und τA(|rn|) niedrig.
Die Autokorrelation la¨sst sich durch den Geda¨chtnisfaktor αM stark beein-
ﬂussen. Wird ein ho¨herer Wert fu¨r αM gewa¨hlt, so nimmt die Autokorrelation
der absoluten Ertra¨ge deutlich zu. Allerdings gilt dies auch fu¨r die Autokorre-
lation der Ertra¨ge. Sornette und Zhou zufolge sollte αM nicht gro¨ßer als etwa
0.2−0.3 gewa¨hlt werden, da ansonsten die Autokorrelation der Ertra¨ge zu un-
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τ γ
1 2.49 ± 0.07
16 2.09 ± 0.06
64 0.98 ± 0.06
256 0.37 ± 0.08
Tabelle 3.1: Der Exzess γ der Ertragsverteilungen auf unterschiedlichen Zeits-
kalen τ . Die Tabelle gibt die Mittelwerte und deren Fehler von drei unabha¨ngi-
gen Simulationen mit je T = 106 Zeitschritten wieder. Der Exzess wird kleiner
mit gro¨ßer werdendem Zeitabstand.











Abbildung 3.4: Autokorrelation der Ertra¨ge rn und der absoluten Ertra¨ge |rn|
des GSZ-Modells. Erstellt mit den von Sornette und Zhou verwendeten Para-
meter und 106 Zeitschritten. Es ist zu erkennen, dass die Autokorrelation der
Ertra¨ge deutlich geringer ist, als die der absoluten Ertra¨ge.
60 KAPITEL 3. SPIN-MODELLE IN DER O¨KONOPHYSIK
αM τA(rn) τA(|rn|)
0.05 2.4± 0.12 6.9 ± 0.11
0.2 3.7± 0.13 12.6 ± 1.4
0.35 5.9± 0.51 20.9 ± 2.0
0.5 14.8 ± 1.5 39.2 ± 0.87
0.65 38.1 ± 2.3 62.6 ± 5.2
0.8 104.9 ± 3.8 97± 12
Tabelle 3.2: Integrierte Autokorrelationszeit τA der Ertra¨ge rn und der abso-
luten Ertra¨ge |rn| des GSZ-Modells fu¨r verschiedene Geda¨chtnisfaktoren αM .
Die Autokorrelation wurde dazu bis zu einem maximalen Zeitabstand von
δt = 500 Zeitschritten summiert. Beide Autokorrelationszeiten wachsen mit
zunehmendem αM stark an.
realistisch wird. Fu¨r hohe Geda¨chtnisfaktoren gilt außerdem τA(rn) > τA(|rn|).
Der Einﬂuss von αM auf die Autokorrelationen ist in Tabelle 3.2 dargestellt.
Weiterhin zeigten Sornette und Zhou, dass die Skalierungsfunktion ζ(q)
aus Gleichung (2.10) nicht linear verla¨uft und das Modell somit Multifrak-
talita¨t aufweist. Dies ist in Abbildung 3.5 zu sehen. Sie zeigt ζ(q) im Vergleich
zur Skalierungsfunktion einer unifraktalen Zeitreihe mit konstantem Hurst-
Exponenten H = 0.5. Zur in Abschnitt 2.7 beschriebenen Klassiﬁzierung von
Ma¨rkten werden die Werte von H(q) mit q = 1 und q = 2 verwendet. Die-
se wurden aus drei unabha¨ngigen Simulationen mit je 106 Zeitschritten und
τmax ∈ [30, 250] ermittelt und ergeben sich zu H(q = 1) = 0.640 ± 0.002 und
H(q = 2) = 0.614 ± 0.002. Beide Werte sind deutlich gro¨ßer als 0.5, somit
weist das GSZ-Modells ein persistentes Verhalten auf, welches auch Schwel-
lenma¨rkten zugeordnet wird.
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Abbildung 3.5: Skalierungsfunkion ζ(q) des GSZ-Modells im Vergleich zur
Skalierungsfunkion einer unifraktalen Zeitreihe. Zur Berechnung wurde eine
Zeitreihe mit 106 Zeitschritten und τmax = 250 verwendet. Es ist zu erkennen,
dass ζ(q) eine leicht konkave Form aufweist, das GSZ-Modell also Multifrak-
talita¨t zeigt.
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3.3.3 Weitere Untersuchung des GSZ-Modells
Das GSZ-Modell ist sehr interessant, da es durch die Vereinigung gemeinsamer
und privater Nachrichten mit den Mechanismen der Imitation und positiven
Ru¨ckkopplung die wichtigsten stilisierten, statistischen Eigenschaften von Fi-
nanzzeitreihen nachbildet. Um ein besseres Versta¨ndnis fu¨r dieses Modell zu
schaﬀen, werden in diesem Abschnitt weitere selbst durchgefu¨hrte Untersu-
chungen pra¨sentiert, welche die Arbeit von Sornette und Zhou erga¨nzen.
Unterschiede in der Verwendung der Nachrichten
Wie bereits in Abschnitt 3.3.1 beschrieben, wurden die Nachrichten G(t) ein-
mal als standardnormalverteilte Zufallsvariable deﬁniert und einmal als dessen
Vorzeichen. Dieser Unterschied ist nicht unbedingt vernachla¨ssigbar, da die
Nachrichten in letzterem Fall auf die Werte ±1 eingeschra¨nkt sind, wa¨hrend
sie im ersten Fall einer unimodalen kontinuierlichen Verteilung folgen. Extreme
Ereignisse ko¨nnen im normalverteilten Fall durch einzelne extreme Nachrich-
tenwerte dargestellt werden. Dies ist im eingeschra¨nkten Fall nicht mo¨glich,
dort ko¨nnen extreme Ereignisse nur durch eine ha¨uﬁgeWiederholung desselben
Wertes abgebildet werden. Die beiden unterschiedlichen Nachrichtendeﬁnition
ko¨nnen also zu unterschiedlichen Eigenschaften des Modells fu¨hren. Inwiefern
dies der Fall ist, wird im Folgenden untersucht.
Einfluss auf die Ertragsverteilung Eine direkte Konsequenz der A¨nde-
rung der Nachrichtenverteilung, von den Werten ±1 hin zu einer unimodalen
Gaußverteilung, ist das Verschwinden der in Abschnitt 3.3.2 gezeigten Bimo-
dalita¨t der Ertragsverteilung bei Verwendung von αM = 0. Bei Betrachtung
der Gleichung (3.2) fu¨r den Wert si(t) eines Agenten la¨sst sich dies folgender-
maßen erkla¨ren: Nimmt die Varianz von ǫi fu¨r genu¨gend Agenten einen relativ
geringen Wert an, so werden diese von den Nachrichten dominiert. Fu¨r den
von Gonc¸alves eingefu¨hrten Parametersatz (αM = 0, β = 1.0, bmax = 0.22,
ϕmax = 0.14 und CV = 0.8) scheint dies der Fall zu sein, wodurch sich die
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Bimodalita¨t der Nachrichten direkt in den Ertra¨gen widerspiegelt. Werden je-
doch nicht nur die Vorzeichen, sondern die Werte der Normalverteilung als
Nachrichten verwendet, so liegen die meisten Nachrichtenwerte zwischen −1
und +1. Somit ist der Einﬂuss der Nachrichten in den meisten Zeitschritten
geringer.
Sornette argumentierte, dass die durchschnittliche Kopplung < K > im
Falle keines Geda¨chtnisfaktors zu hoch ist, sodass der kritische Bereich zu
ha¨uﬁg durchschritten wird, wodurch die Bimodalita¨t in den Ertra¨gen entsteht
[88]. Diese Argumentation ko¨nnte vermuten lassen, dass durch Einfu¨hrung des
Geda¨chtnisfaktors αM die durchschnittliche Kopplung geringer wird. Dies ist
aber nicht der Fall. < K > ist fu¨r αM > 0 ho¨her als ohne Geda¨chtnisfaktor, was
nicht verwunderlich ist, da eine positive Kopplung im Zeitschritt t dann wieder
eine Erho¨hung der Kopplung im Zeitschritt t+1 zur Folge hat (siehe Gleichung
(3.5)). Die ho¨here Kopplung bewirkt, dass der Einﬂuss der Nachrichten auf das
System geringer ist, wodurch die gesamte Dynamik des Systems entschleunigt
wird. Das System beﬁndet sich ha¨uﬁger und la¨nger in einem Zustand nahe des
kritischen Punktes, sodass sich große Cluster bilden ko¨nnen und diese la¨nger
bestehen, als im Fall αM = 0. Es kommt also etwas o¨fter zu gro¨ßeren Ertra¨gen
und die Nachrichten ko¨nnen nicht mehr so leicht die Richtung des ganzen
Clusters a¨ndern. Dies ist auch in der Varianz der Ertra¨ge zu erkennen. Bei
Verdra¨ngung der Bimodalita¨t durch Einfu¨hrung des Geda¨chtnisfaktors nimmt
die Varianz der Ertra¨ge deutlich zu, extreme Ertra¨ge werden o¨fter erzeugt (vgl.
Abbildung 3.2). Werden allerdings die normalverteilten Nachrichten statt des
Geda¨chtnisfaktors verwendet, so a¨ndert sich die Varianz kaum.
Zur Bestimmung des weiteren Einﬂusses der Nachrichtendeﬁnition auf die
Ertragsverteilung werden nun wieder die von Sornette und Zhou verwendeten
Parameter benutzt (αM = 0.2, β = 1.0, bmax = 0.3, ϕmax = 0.03 und CV =
0.1).
Abbildung 3.6 zeigt die empirische PDF des GSZ-Modells fu¨r die beiden
Nachrichtendeﬁnitionen. Im gezeigten Bereich ist kein oﬀenkundiger Unter-
64 KAPITEL 3. SPIN-MODELLE IN DER O¨KONOPHYSIK

















Abbildung 3.6: Empirische PDF der normierten Ertra¨ge des GSZ-Modells mit
den beiden verschiedenen Nachrichtendeﬁnitionen. Zum Vergleich dazu ist die
PDF der Standardnormalverteilung N (0, 1) durch die graue unterbrochene
Linie abgebildet. Es ist zu erkennen, dass sich die Ertragsverteilung fu¨r beide
Nachrichtendeﬁnitionen nahezu identisch verha¨lt.
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schied in den Ertragsverteilungen festzustellen und beide weisen eine erho¨hte
Wahrscheinlichkeit extremer Ertra¨ge gegenu¨ber der Normalverteilung auf. Die-
se Wahrscheinlichkeit fa¨llt jedoch stark ab fu¨r ca. |rn| > 4, was in Abbildung
3.7 zu sehen ist. Die Abbildung zeigt die CCDFs des GSZ-Modell fu¨r die bei-
den unterschiedlichen Nachrichtendeﬁnitionen. Dabei wurden die Absolutbe-
tra¨ge der Ertra¨ge verwendet, da sich durch die Konstruktion des Modells keine
Unterschiede fu¨r positive und negative Ertra¨ge ergeben, was durch eine sepa-
rate Auswertung besta¨tigt wurde. Fu¨r beide Nachrichtendeﬁnitionen weist das
GSZ-Modell einen starken Wahrscheinlichkeitsabfall extremer Ertra¨ge auf. Um
zu vermeiden, dass dieser Abfall sich auf die Exponenten α± auswirkt, wurden
fu¨r deren Bestimmung lediglich die Ertra¨ge bis zur 99%-Quantile verwendet.
Die entsprechenden Werte sind gemeinsam mit dem zugeho¨rigen Exzess in
Tabelle 3.3 aufgefu¨hrt.
Matia et. al. beobachteten fu¨r die ta¨glichen Ertra¨ge von 49 indischen Unter-
nehmensaktien einen starken Abfall der CCDF auf der doppeltlogarithmischen
Skala [69]. Dieser Abfall verschwand auf einer einfachlogarithmischen Skala,
woraus sie schlossen, dass eine Exponentialfunktion das Verhalten fu¨r extreme
Ertra¨ge bei entwickelten Ma¨rkten besser beschreiben ko¨nnte. Pan und Sin-
ha konnten dies mit einer eigenen Untersuchung jedoch nicht besta¨tigen und
fu¨hrten dies auf die Wahl der Aktien zuru¨ck, da fu¨r einige Aktien sowohl die
Exponentialfunktion als auch die Potenzfunktion sehr gute Beschreibungen
liefern und somit nicht zu unterscheiden ist, welche sich besser eignet [79].
Da das GSZ-Modell ein begrenztes System mit festen, maximalen, rohen
Ertra¨gen ist, ist davon auszugehen, dass dieser starke Abfall in der CCDF
ein Eﬀekt der begrenzten Systemgro¨ße ist. Dies wird in Abschnitt 3.3.3 na¨her
betrachtet.
Einfluss auf die Autokorrelation der Ertra¨ge Die Deﬁnition der Nach-
richten hat auch einen geringen Einﬂuss auf die Autokorrelation der Ertra¨ge
CA(r, δt) und der absoluten Ertra¨ge CA(|r|, δt). Dies ist in Abbildung 3.8 zu
sehen. Am auﬀa¨lligsten ist dabei, dass die Autokorrelation der Ertra¨ge fu¨r































Abbildung 3.7: CCDFs der Ertragsverteilungen des GSZ-Modells mit Nach-
richtenterm G als Normalverteilung (oben) bzw. als deren Vorzeichen (unten).
Die Verteilungen basieren auf Simulationen mit je 106 Zeitschritten. Die Ver-
teilungen beginnen ab ca. u > 4 stark abzufallen. Fu¨r die zugeho¨rigen Fits mit
dem Potenzgesetz wurde der Abfall nicht beru¨cksichtigt.
G(t) α± umin umax γ
N (0, 1) 3.96 ± 0.01 2.24 ± 0.01 3.32 ± 0.02 2.49 ± 0.06
±1 3.65 ± 0.01 2.32 ± 0.01 2.53 ± 0.03 3.4 ± 0.2
Tabelle 3.3: Ergebnisse der Fits der CCDFs der Ertra¨ge des GSZ-Modells und
Exzess γ der Ertra¨ge. Aufgefu¨hrt sind die Mittelwerte dreier unabha¨ngiger
Simulationen mit je 106 Zeitschritten. Die Grenzen des Fits umin und umax
liegen jeweils bei der 95%-Quantile und 99%-Quantile. Die Exponenten α±
sind fu¨r beide Nachrichtendeﬁnitionen a¨hnlich und vergleichbar mit realen
Daten.







G(t) = ± 1: CA(rn, δt)









G(t) = ± 1: CA(|rn|, δt)
Autokorrelation der (absoluten) Erträge
Abbildung 3.8: Autokorrelation der (absoluten) Ertra¨ge des GSZ-Modells fu¨r
standardnormalverteilte Nachrichten (blau) und fu¨r G(t) = ±1 (gru¨n). Im
letzteren Fall fa¨llt die Autokorrelation der Ertra¨ge schneller ab.
G(t) = ±1 etwas schneller abfa¨llt. Auch die integrierten Autokorrelationszei-
ten sind in beiden Fa¨llen a¨hnlich, so ergibt sich fu¨r normalverteilte Nachrichten
τA(rn) = 3.49± 0.03 und τA(|rn|) = 11.9± 0.4, wa¨hrend sich fu¨r den anderen
Fall die Werte τA(rn) = 2.18±0.04 und τA(|rn|) = 14.9±0.4 ergeben. Diese Au-
tokorrelationszeiten beziehen sich auf einen maximalen Zeitabstand δt = 500
und wurden durch drei unabha¨ngige Simulationen mit je 106-Zeitschritten be-
rechnet. In beiden Fa¨llen sind die Autokorrelationszeiten der Ertra¨ge ho¨her
als bei den in Kapitel 2 betrachteten Daten und die Autokorrelationszeiten
der absoluten Betra¨ge sind geringer, jedoch in der selben Gro¨ßenordnung, wie
es bei den Tagesdaten der Fall war.
Die genaue Deﬁnition der Nachrichtenverteilung spielt also sowohl fu¨r die
Ertragsverteilungen als auch die Autokorrelationen der Ertra¨ge und absoluten
Ertra¨ge eine relativ geringe Rolle. Im verbleibenden Teil dieses Abschnittes
werden die standardnormalverteilten Nachrichten fu¨r weitere Untersuchungen
verwendet.



























Abbildung 3.9: CCDF der nicht-normierten Ertra¨ge in Abha¨ngigkeit von der
Systemgro¨ße N. Je kleiner das System ist, desto ho¨her ist die Wahrscheinlich-
keit, dass viele Agenten dieselbe Handelsentscheidung treﬀen.
Einfluss der Systemgro¨ße
In Abschnitt 3.3.3 wurde angemerkt, dass die CCDF der Ertra¨ge an den
Ra¨ndern abrupt vom Potenzgesetz abweicht und sozusagen abgeschnitten ist.
Extreme Ertragswerte werden also seltener erzeugt, als es der Fall wa¨re, wenn
die Funktion dort weiter dem Potenzgesetz folgen wu¨rde. Die Vermutung liegt
nahe, dass dieser Schnitt mit der begrenzten Systemgro¨ße zusammenha¨ngt.
Abbildung 3.9 zeigt die CCDF der nicht-normierten Ertra¨ge r in Abha¨ngig-
keit von der Systemgro¨ße. Je weniger Agenten in dem System sind, desto ho¨her
ist die Wahrscheinlichkeit, dass alle Agenten gleichzeitig kaufen oder verkaufen
und umso abrupter wirkt der Schnitt in der Verteilungsfunktion.
In Analogie zu dem aus der Physik bekannten Ising-Modell des Ferroma-
gnetismus la¨sst sich dies folgendermaßen erkla¨ren: In der Na¨he der kritischen
Temperatur reicht die ra¨umliche Korrelationsla¨nge des Systems sehr weit und
es richtet sich aus. Bei endlicher Systemgro¨ße richtet sich das System fru¨her
aus, da die Korrelationsla¨nge schnell gro¨ßer als das System wird. Aus diesem
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Grund liegt die dort beobachtete kritische Temperatur etwas u¨ber dem theore-
tischen Wert. Im GSZ-Modell durchschreitet das System ha¨uﬁg den kritischen
Bereich, dabei wird die ra¨umliche Korrelationsla¨nge relativ groß, und es rich-
ten sich sehr viele Agenten aus, wodurch es zu tendenziell extremen absoluten
Ertra¨gen kommt. Bei einer ho¨heren Anzahl von Agenten N2 ist das System
gro¨ßer als die Korrelationsla¨nge zwischen den Agenten, wodurch diese extre-
men Ertra¨ge seltener auftreten. Dadurch sinkt die Varianz der Ertra¨ge, sodass
die CCDF der normierten Ertra¨ge einen gro¨ßeren Bereich abdeckt. Der Schnitt
tritt also spa¨ter ein, verschwindet aber nicht ganz. Das ist nicht verwunderlich,
da die Ertra¨ge dieses Modells tatsa¨chlich einer harten Grenze unterliegen. Dies
ist ein deutlicher Unterschied zu echten Finanzma¨rkten.
Einfluss des Liquidita¨tsparameters L
Der Liquidita¨tsparameters L wirkt sich lediglich auf die Gro¨ße der Ertra¨ge aus,
wie in Gleichung (3.3) zu sehen ist. Ein hoher Liquidita¨tsparameters fu¨hrt zu
geringen Ertra¨gen und umgekehrt. Diese beeinﬂussen dann die Dynamik des
Modells, da die Kopplung zwischen den Agenten die Ertra¨ge beru¨cksichtigt
(siehe Gleichung (3.5)). Es ist also zu erwarten, dass eine Vera¨nderung von L
die Dynamik des Systems auf folgende Art beeinﬂusst:
Ist L sehr groß, so werden die Ertra¨ge r klein und der zugeho¨rige Term ist
fu¨r die Kopplung vernachla¨ssigbar. Gilt fu¨r den Geda¨chtnisfaktor αM < 1, wie
im vorliegenden Fall, so konvergiert die durchschnittliche Kopplung gegen den
Wert < bi > /(1−αM ). Dies entspricht bei den hier verwendeten Parametern
αM = 0.2 und bmax = 0.3, also einem durchschnittlichen < bi > von 0.15, dem
Wert 0.1875. Das System erreicht nach einigen Zeitschritten einen ferroma-
gnetischen (subkritischen) Zustand, bei dem die positive Kopplung u¨berwiegt,
sodass alle Agenten nur noch kaufen oder verkaufen. A¨ndert ein Agent auf-
grund sehr starker Nachrichten seine Handlung, so folgt das ganze System sehr
schnell. Bei einem sehr kleinen Liquidita¨tsparameter nimmt die Relevanz des
Ertragsterms bei der Kopplung entsprechend zu. Dann ist zu erwarten, dass
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Abbildung 3.10: Log-Preise des GSZ-Modells fu¨r verschiedene Werte des Liqui-
dita¨tsparameters L. Je gro¨ßer L ist, desto persistenter verha¨lt sich der erzeugte
Preis.
gebildete Trends kurzlebiger sind, da das Vorzeichen der Kopplung ha¨uﬁger
wechseln kann.
Wie in Abbildung 3.10 zu sehen ist, sind die erzeugten Log-Preise tat-
sa¨chlich persistenter fu¨r ho¨here Liquidita¨tsparameter L. Fu¨r L = 20 (hier
nicht gezeigt) ergibt sich nach wenigen Zeitschritten eine Gerade, welche da-
durch entstehen, dass die Agenten kollektiv aufgrund der starken Kopplung
dauerhaft in einem Kauf- oder Verkaufzustand verweilen, der selten die Rich-
tung vera¨ndert. Dabei ist es zufa¨llig, welche dieser beiden Optionen umgesetzt
wird. Zusa¨tzlich sind in Tabelle 3.4 der Exzess γ und die integrierte Autokor-
relationszeiten τA der Ertra¨ge und absoluten Ertra¨ge in Abha¨ngigkeit von L
aufgefu¨hrt.
Die Dynamik des Systems la¨sst sich auf dieselbe Art durch die Gro¨ße des
Parameters β beeinﬂussen, da dieser sich auch nur auf den selben Term in der
Kopplung auswirkt, wie die Ertra¨ge. Er hat allerdings keine direkte Auswir-
kung auf die Gro¨ßenordnung der rohen Ertra¨ge. Die normierten Ertra¨ge rn
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L γ τA(rn) τA(|rn|)
0.1 1.11± 0.03 1.72 ± 0.07 4.8± 0.2
0.2 1.06± 0.02 1.9± 0.1 4.2± 0.2
0.5 1.45± 0.04 2.44 ± 0.06 6.3± 0.3
1.0 2.5± 0.2 3.7± 0.2 12.2± 0.8
2.0 4.1± 0.2 14± 2 34± 2
5.0 1.6± 0.3 137 ± 7 111± 8
Tabelle 3.4: Auswirkung des Liquidita¨tsparameters L auf Exzess γ und inte-
grierte Autokorrelationszeit der Ertra¨ge. Die angegebenen Werte basieren auf
fu¨nf unabha¨ngigen Simulationen mit je 105 Zeitschritten. Mit steigendem Li-
quidita¨tsparameter werden die Ertra¨ge persistenter, was sich in der Zunahme
der Autokorrelationszeiten widerspiegelt.
sind in der Tat identisch, wenn β = L−1 gilt. Lediglich die rohen Ertra¨ge r
unterscheiden sich um den Faktor L−1.




Wie im letzten Kapitel beschrieben, eignet sich das von Gonc¸alves, Sornette
und Zhou entwickelte Ising-Modell gut zur Simulation von Finanzzeitreihen.
Es erzeugt die wichtigsten stilisierten statistischen Eigenschaften auf eine qua-
litativ zufriedenstellende Art, indem es ein Wechselspiel zwischen den sozialen
Mechanismen der Imitation und positiven Ru¨ckkopplung mit einem exogenen
Nachrichtenﬂuss einfu¨hrt. Mit diesem Modell kann allerdings nur eine Finanz-
zeitreihe simuliert werden, die nicht im Kontext zu anderen Finanzzeitreihen
steht. Es ist also mo¨glich, den Preisverlauf einer ﬁktiven Unternehmensaktie
zu erzeugen, aber nicht den weiterer Aktien, die demselben Markt zugeordnet
sind. Einen gesamten Markt zu simulieren, hat eine große praktische Relevanz.
Zum Beispiel ist die Korrelation zu anderen Finanzprodukten sehr wichtig fu¨r
die Erstellung von Investment-Portfolios. Aber auch zum besseren Versta¨nd-
nis der Funktionsweise von Finanzma¨rkten kann ein Modell beitragen, welches
viele miteinander korrelierte Finanzzeitreihen erzeugt, die die wichtigsten sti-
lisierten statistischen Eigenschaften aufweisen.
Aus diesem Grund wird in diesem Kapitel eine Generalisierung des GSZ-
Modells auf viele Aktien beschrieben und anschließend untersucht. Das Modell
wurde in seiner einfachsten Art sowie einigen zugeho¨rigen Ergebnissen bereits
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vero¨ﬀentlicht [35]. Die vorliegende Arbeit geht vor allem auf weitere Arten des
Modells ein, die noch nicht vero¨ﬀentlicht wurden.
4.1 Beschreibung des Modells
Ziel des Modells ist es, die stilisierten statistischen Eigenschaften fu¨r viele Fi-
nanzzeitreihen zu erzeugen und dabei die nicht triviale Korrelationsstruktur
realer Finanzma¨rkte zu erhalten. Wie in Abschnitt 2.6 gezeigt, ha¨ngt die Struk-
tur der Korrelation zwischen den Finanzzeitreihen eines Marktes stark vom
jeweiligen Markt ab. Entwickelte Ma¨rkte weisen beispielsweise oft deutliche
Sektorstrukturen auf, wa¨hrend Schwellenma¨rkte keine ausgepra¨gten Sektoren
aufzeigen, aber dafu¨r eine stark ausgepra¨gte Marktmode besitzen. Das Modell
sollte eine einfache Mo¨glichkeit bieten, diese Unterschiede einﬂießen zu lassen.
Daru¨ber hinaus ist zu beachten, dass jeder Agent Zugriﬀ auf alle Vermo¨gens-
werte eines Marktes haben sollte. Außerdem sollten Eigenschaften der Agen-
ten, wie die Sensitivita¨t gegenu¨ber den Nachrichten oder die Neigung zur Imi-
tation, in erster Linie unabha¨ngig vom Finanzprodukt sein. Dies muss in der
Realita¨t nicht immer gegeben sein, vereinfacht das Modell aber deutlich. Mit
diesen U¨berlegungen wurde die Generalisierung des GSZ-Modells folgender-
maßen deﬁniert:
Wie beim urspru¨nglichen Modell beﬁnden sich N ×N Agenten auf einem
zweidimensionalen Gitter mit periodischen Randbedingungen. Jeder Agent i
nimmt M Werte an, die den Kauf bzw. Verkauf der Aktie m darstellen, dabei
gilt m ∈ {1, 2, ...,M}. Diese Werte ko¨nnen in jedem Zeitschritt t gea¨ndert
werden und berechnen sich folgendermaßen:











m(t) + ǫmi (t)

 . (4.1)
Wie bereits in Gleichung (3.2), beschreibt der erste Term innerhalb der Si-
gnumsfunktion den Einﬂuss der Nachbarschaft {n} auf Agenten i. Der dynami-
sche Kopplungskoeﬃzient zwischen den Agenten i und j, genannt Kij(t), wird
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wie zuvor so vereinfacht, dass die Imitationsneigung unabha¨ngig vom Nach-
barn ist, es gilt also Kij = Ki. Die Erwartungshaltung, die Agent i bezu¨glich
der Entscheidung von Agent j, betreﬀend Aktie m, einnimmt, wird durch
Emi [s
m
j ](t) bezeichnet. Dafu¨r gibt es, wie in Abschnitt 3.3.1 beschrieben, ver-
schiedene Mo¨glichkeiten. Da die Informationskette im Falle einzelner Aktien











(t) = smj (t − 1)
Der zweite Term entspricht dem Einﬂuss der Aktie m betreﬀenden Nachrich-
ten Gm(t) auf Agenten i. Dabei ist ϕi die Sensitivita¨t des einzelnen Agenten
gegenu¨ber den Nachrichten. Wie schon im GSZ-Modell wird ϕi zu Beginn der
Simulation ein zufa¨lliger Wert aus dem Bereich [0;ϕmax) mit gleichverteilter
Wahrscheinlichkeit zugewiesen. Der dritte Term ǫmi (t) bezeichnet das priva-
te Urteil des Agenten i. Der entsprechende Wert wird zu jedem Zeitschritt
zufa¨llig aus einer Normalverteilung mit Mittelwert 0 und einer vom Agenten
abha¨ngigen Standardabweichung gezogen. Die Standardabweichung wird zu
Beginn der Simulation durch die Summe einer globalen Konstanten CV und
einer gleichverteilten Zufallszahl aus dem Bereich [0; 0.1) gebildet.
Der wichtigste Unterschied zwischen dieser Formulierung und dem GSZ-
Modell besteht in der Deﬁnition der Nachrichten Gm(t). Im einfachen GSZ-
Modell ist es ausreichend, einen globalen Nachrichtenﬂuss zu deﬁnieren, der
durch unabha¨ngige und normalverteilte Zufallszahlen um 0 mit Standardab-
weichung 1 gegeben ist. Das vorliegende Modell soll jedoch eine Mo¨glichkeit
zur Bildung der Korrelationsstruktur innerhalb des Marktes bieten. Aus die-
sem Grund werden die Nachrichten als Summe dreier unabha¨ngiger Stro¨me
deﬁniert, diese entsprechen Nachrichten mit globalem, sektorspeziﬁschem und
individuellem Einﬂuss. Es gilt also:




I (t) . (4.2)
Der Wert, der fu¨r Aktie m relevanten Nachrichten Gm(t), beinhaltet al-
so globale Nachrichten GG(t), Nachrichten G
m
S (t), die sich auf den entspre-
chenden Sektor S beziehen, und die fu¨r diese Aktie individuellen Nachrichten
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GmI (t). Jeder dieser Nachrichtenstro¨me wird aus einer Normalverteilung mit
Mittelwert 0 gezogen. Die Standardabweichungen sind jedoch jeweils unter-
schiedlich und werden zu Beginn der Simulation festgelegt. Aus Gru¨nden der
Einfachheit wird jede Aktie m maximal einem Sektor S zugeordnet und die
Standardabweichung besitzt fu¨r alle Sektoren denselben Wert. Entsprechend
wird σ(GI) fu¨r alle Aktien m gleich gewa¨hlt.
Die Ertra¨ge werden durch das U¨berschussangebot bzw. die U¨berschuss-







smi (t) . (4.3)
Dabei bezeichnet L den Liquidita¨tsparameter. Dieser wird zu Beginn der
Simulation festgelegt und besitzt fu¨r alle Aktien denselben Wert, um das Mo-
dell einfach zu halten. Die Preise pm(t) der Aktien berechnen sich dann aus
den entsprechenden Ertra¨gen:
pm (t) = p (t− 1) er
m(t). (4.4)
Die Neigung zur Imitation Ki(t) der einzelnen Agenten vera¨ndert sich im
Lauf der Simulation nach folgendem Schema:
Ki(t) = bi + αMKi(t− 1) + βξ(t). (4.5)
Die grundlegende Imitationsneigung von Agent i wird durch bi gegeben.
Sie wird zu Beginn der Simulation festgelegt und folgt einer uniformen Vertei-
lung im Bereich [0; bmax). αM ist der globale Geda¨chtnisparameter, er spiegelt
die Tatsache wieder, dass sich soziale Verbindungen in der Regel nur langsam
entwickeln. Wie bereits in Abschnitt 3.3.1 beschrieben, spiegelt der Parameter
β das Verhalten der Agenten bezu¨glich der letzten Nachrichten und Ertra¨ge
wieder. Ein positives β entspricht irrationalen Agenten und ein negatives ein-
geschra¨nkt rationalen Agenten. Im Vergleich zum Modell mit nur einer Aktie
(siehe Gleichung (3.5)) fa¨llt auf, dass der Term βr(t − 1)G(t − 1) durch die
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Funktion ξ(t) ersetzt wurde. Dies liegt daran, dass die Wahrnehmung der
Agenten, bezu¨glich dem Zusammenhang von Ertra¨gen und Nachrichten in der
Vergangenheit, im Fall vieler Aktien unterschiedlich dargestellt werden kann.
Da die Neigung zur Imitation eine Eigenschaft des Agenten ist, sollte ξ(t)
die Ertra¨ge und Nachrichten aller Finanzprodukte beru¨cksichtigen und auf
ein Skalar abbilden. So entsteht eine indirekte Interaktion zwischen den ver-
schiedenen Finanzprodukten durch die Agenten. Die Wahl von ξ(t) wird im
na¨chsten Abschnitt beschrieben.
4.2 Untersuchung des Modells
In den folgenden Abschnitten werden die Ergebnisse des Modells pra¨sentiert
und interpretiert. Zuerst werden unterschiedliche Entscheidungsfunktionen ξ(t)
beschrieben und das zugeho¨rige Kenngro¨ßenverhalten betrachtet. Dann wird
die Auswirkung der verschiedenen Parameter auf das Modell beschrieben. Im
Anschluss folgt die Untersuchung der Korrelationsstruktur.
4.2.1 Wahl der Entscheidungsfunktion ξ
Die Entscheidungsfunktion ξ(t) wird den Agenten an die Hand gegeben, da-
mit diese anhand der wahrgenommenen Verbindung zwischen den Nachrich-
ten und der Preisbewegung entscheiden, ob sie sich in Zukunft sta¨rker auf
die Nachrichten und ihre eigene Meinung verlassen oder sta¨rker zur Imitation
ihrer Nachbarn neigen. Im Fall eines Marktes mit nur einem Vermo¨genswert
ist ξ(t) durch r(t− 1)G(t − 1) gegeben. Je nach Wahl des Parameters β wird
dieser Wert zur Imitationsneigung K addiert oder von ihr subtrahiert, wenn
die Preisbewegung mit den Nachrichten korreliert. Diese sehr einfache Dar-
stellung von ξ(t) fu¨hrt je nach Vorzeichen von β zu eingeschra¨nkt rationalem
oder irrationalem Verhalten.
Beﬁnden sich aber viele Vermo¨genswerte in dem Markt, welche der Agent
wahrnimmt, so existieren noch mehr Mo¨glichkeiten, um den Zusammenhang
zwischen Nachrichten und Ertra¨gen zu bestimmen. Dabei stellt sich die Frage,
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wie ein realer Agent diesen Zusammenhang wahrnehmen ko¨nnte. Im Folgenden
werden einige Mo¨glichkeiten beschrieben und anschließend ihre Auswirkung
auf das Modell untersucht.
Ausgehend von der bisherigen Entscheidungsfunktion ist die geradlinigste
Umsetzung die folgende Entscheidungsfunktion, welche den Mittelwert der






rm(t− 1)Gm(t− 1). (4.6)
Da die Nachrichten aber normalverteilt um 0 sind und der Mittelwert u¨ber alle
Finanzprodukte gebildet wird, ist zu erwarten, dass der Einﬂuss dieser Ent-
scheidungsfunktion mit steigender Anzahl der Vermo¨genswerte im Markt fa¨llt.
Der Entscheidungsterm wird fu¨r großeM vernachla¨ssigbar, wodurch die Kopp-
lung gegen bi/(1 − αM ) konvergiert und zu einem ferromagnetischen Zustand
des Systems fu¨hrt, analog zur starken Erho¨hung des Liquidita¨tsparameters L
(vgl. Abschnitt 3.3.3).
Aus diesem Grund ist es sinnvoll, die Entscheidungsfunktion so zu gestal-
ten, dass die Anzahl der Vermo¨genswerte keinen Einﬂuss auf die Gro¨ßenord-
nung der von ihr erhaltenen Werte nimmt. Dies kann dadurch erreicht wer-
den, dass das Vorzeichen und der Betrag der Nachrichten separat voneinander
betrachtet werden. Das Vorzeichen wird durch das Produkt aller Vorzeichen
gebildet und der Wert von ξ(t) ha¨ngt vom Absolutbetrag der Ertra¨ge ab.










sgn [rm(t− 1)Gm(t− 1)] . (4.7)
Bei dieser Entscheidungsfunktion tritt allerdings das Problem auf, dass das
Produkt der Vorzeichen sehr instabil ist. Das Vorzeichen dieser Entscheidungs-
funktion ha¨ngt davon ab, ob die Anzahl der mit den Nachrichten positiv kor-
relierenden Ertra¨ge im letzten Zeitschritt gerade war oder nicht. Technisch
gesehen ergibt ξsimple(t) zwar die wichtigsten, stilisierten statistischen Eigen-
4.2. UNTERSUCHUNG DES MODELLS 79
schaften, o¨konomisch gesehen macht die Entscheidungsfunktion allerdings we-
nig Sinn.
Dies la¨sst sich beispielsweise dadurch lo¨sen, dass sich die Agenten daran
orientieren, ob die Ertra¨ge der Mehrzahl an Vermo¨genswerten zu der Richtung











sgn [rm(t− 1)Gm(t− 1)]
]
. (4.8)
Die erste Signumsfunktion dient in dieser Formulierung dem Erhalt der Gro¨ßen-
ordnung der sich ergebenden Werte im Vergleich zur vorherigen Formulie-
rung, damit die Unterschiede in der Parameterwahl fu¨r die Formulierungen
mo¨glichst gering sind. Die zweite Signumsfunktion stellt sicher, dass die Gro¨ße
der Nachrichten und Ertra¨ge keine Rolle in der Entscheidung spielt. Bei dieser
Entscheidungsfunktion vereinfachen die Agenten dadurch den Zusammenhang
von Ertra¨gen und Nachrichten in ihrer Wahrnehmung, lediglich die Mehrheit
der Ertra¨ge ist relevant und deren Verhalten wird verallgemeinert.
Die Wahrnehmung zum Zusammenhang von Ertra¨gen und Nachrichten,
la¨sst sich noch sta¨rker vereinfachen, indem nur der Ertrag und die Nachrich-
tenlage fu¨r den Vermo¨genswert mit dem extremsten Ertrag betrachtet wird.











Dabei bezeichnet k den Vermo¨genswert m, welcher den ho¨chsten absoluten Er-
trag im vorhergehenden Zeitschritt aufwies. Hier erringen also nur die sta¨rks-
ten Ertra¨ge die Aufmerksamkeit der Agenten. Dieser Fall ko¨nnte beispiels-
weise vor allem auf nicht professionelle Ha¨ndler zutreﬀen, da diese nur eine
begrenzte Zeit zur Informationsgewinnung aufwenden ko¨nnen. Empirisch wur-
de gezeigt, dass bei dieser Gruppe medial stark verbreitete Finanzereignisse
zu einer sta¨rkeren Handelsta¨tigkeit fu¨hren [102].
Diese Fa¨lle ko¨nnen lediglich starke Vereinfachungen der Realita¨t sein, er-
fassen im Kern aber verschiedene Herangehensweisen von Agenten, sich einen
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U¨berblick innerhalb eines Marktes zu verschaﬀen. Es sind noch zahlreiche wei-
tere Entscheidungsfunktionen denkbar, die beliebig komplex werden ko¨nnen.
Das Hauptaugenmerk dieser Arbeit liegt jedoch darin, inwiefern die zwei sehr
unterschiedlichen Konzepte von ξmost und ξmax das Verhalten des Modells
vera¨ndern. Bei Ersterem ist die Wahrnehmung der Gesamtheit des Marktes
relevant, wa¨hrend Letzteres sich nur auf das extremste Ereignis konzentriert.
In den nachfolgenden Teilabschnitten werden einige Kenngro¨ßen der Finanz-
zeitreihen in Abha¨ngigkeit von der Entscheidungsfunktion betrachtet.
Einfluss von ξ fu¨r M = 1
Nun wird u¨berpru¨ft, inwiefern sich die Wahl der Entscheidungsfunktion auf
das Modell mit nur einem Vermo¨genswert auswirkt und ob es weiterhin mit
dem GSZ-Modell vergleichbar bleibt.
Vergleicht man die Entscheidungsfunktionen ξsimple, ξmost und ξmax fu¨r den
FallM = 1, so ist zu erkennen, dass diese a¨quivalent sind und sich auf folgende
Form reduzieren lassen:
ξsingle(t) = |r| · sgn [r(t− 1)G(t − 1)] . (4.10)
Diese Formulierung unterscheidet sich vom GSZ-Modell darin, dass nur das
Vorzeichen der Nachrichten in die Kopplung zwischen den Agenten eingeht.
Die Werte der Entscheidungsfunktion sind also auf den Bereich [−1;+1] be-
schra¨nkt und die Betra¨ge der Nachrichten ﬂießen nicht in die Entscheidungs-
funktion ein. Im Folgenden wird u¨berpru¨ft, inwiefern sich diese Einschra¨nkung
auf die Bildung der Stylized Facts auswirkt. Wa¨hrenddessen entspricht ξmean
dem urspru¨nglichen GSZ-Modell.
Um einen groben U¨berblick u¨ber den Parameterraum zu erhalten, wurden
die Parameter ϕmax und CV im Bereich von 0.01 bis 10 variiert, wa¨hrend den
Parametern bmax, αM und β dieselben Werte zugewiesen wurden, welche sich
bei der Analyse des GSZ-Modells bewa¨hrt haben, na¨mlich 0.3, 0.2 und 1.0.
Fu¨r jede u¨berpru¨fte Kombination von ϕmax und CV wurden drei voneinander
unabha¨ngige Simulationen mit 105 Zeitschritten durchgefu¨hrt.
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In Abbildung 4.1 sind der Exzess γ und die Autokorrelationszeiten τA(rn)
und τA(|rn|) in Abha¨ngigkeit von ϕmax und CV abgebildet.
Bezu¨glich des Exzesses ergeben beide Entscheidungsfunktionen ein a¨hnli-
ches Bild (oberer Teil der Abbildung). Fu¨r hohe Werte von ϕmax ist der Exzess
der Ertra¨ge negativ, dies liegt daran, dass der Einﬂuss der Nachrichten so groß
wird, dass die Ertragsverteilung bimodal wird, mit Gipfeln am negativen und
positiven Ende der Verteilung. Ist CV zu hoch, so na¨hert sich die Ertragsver-
teilung stark der Normalverteilung an und es ergibt sich ein verschwindender
Exzess. In dem Bereich dazwischen ergibt sich ein positiver Exzess.
Die Autokorrelation der Ertra¨ge sollte schnell auf 0 abfallen, was fu¨r beide
Entscheidungsfunktionen im gro¨ßten Teil des Parameterraums der Fall ist, wie
an den geringen Werten von τA(rn) zu sehen ist. Dabei wurde ein maximaler
Zeitabstand von δt = 500 verwendet. Nur wenn ϕmax sehr klein ist, nimmt
die Summe relativ hohe Werte an. Fu¨r beide Entscheidungsfunktionen fu¨hren
sowohl große Werte von CV als auch von ϕmax dazu, dass die Autokorrela-
tionen der Ertra¨ge und absoluten Ertra¨ge a¨hnlich stark abfallen. ξsingle weist
im geeigneten Parameterbereich aber etwas ho¨here Werte dieses Verha¨ltnisses
auf.
Werden alle Kenngro¨ßen gemeinsam betrachtet, wird klar, dass die Pa-
rameterwahl CV = 0.1 und ϕmax = 0.03 gut ist, da das Modell hier einen
positiven Exzess aufweist und gleichzeitig eines hohes Verha¨ltnis von τA(|rn|)
zu τA(rn) besitzt. Die Unterschiede, die sich durch die Wahl von ξmean oder
ξsingle in den beobachteten Gro¨ßen ergeben, sind gering und beeinﬂussen die
Parameterwahl nicht. Jedoch sind die sich ergebenden Werte im geeigneten
Parameterbereich fu¨r ξsingle etwas besser.
Dieselbe Untersuchung wurde auch fu¨r β = −1.0 durchgefu¨hrt. Fu¨r bei-
de Entscheidungsfunktionen wurde dabei keine gute Parameterkombination
gefunden. In den Fa¨llen, in denen τA(|rn|) > τA(rn) gilt, ist der Exzess der
Ertra¨ge deutlich geringer (siehe Abbildung A.1 in Anhang A). Das Modell
ist also weiterhin, wie von Sornette und Zhou beschrieben, nur bei irratio-
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Abbildung 4.1: Der Exzess γ der Ertra¨ge, sowie die integrierten Autokorrela-
tionszeiten τA(rn) und τA(|rn|) und deren Verha¨ltnis bei verschiedenen Para-
metern ϕmax und CV . Die beiden Entscheidungsfunktionen ξmean und ξsingle
weisen ein sehr a¨hnliches Verhalten auf. Die Unterschiede beeinﬂussen die Pa-
rameterwahl nicht.
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nalem Verhalten der Agenten dazu in der Lage, die wichtigsten statistischen
Eigenschaften von Finanzzeitreihen zufriedenstellend zu erzeugen.
Einfluss von ξ fu¨r M > 1
Im folgenden Abschnitt wird das Kenngro¨ßenverhalten fu¨r Ma¨rkte mit mehr
als einem Vermo¨genswert untersucht. Dazu wurden die Modellparameter ϕmax
und CV fu¨r die vier Entscheidungsfunktionen ξmean, ξsimple, ξmax und ξmost
im Bereich zwischen 0.01 bis 1.0 variiert. Wie auch im vorherigen Abschnitt
wurden die Parameter αM und L konstant bei 0.2 bzw. 1.0 gehalten. β erhielt
die Werte +1.0 und −1.0, was irrationalem bzw. rationalem Verhalten der
Agenten entspricht.
Da sich die Simulationen auf viele Finanzprodukte beziehen, nimmt die
Gewichtung der drei Nachrichtenkana¨le einen Einﬂuss auf das Modell. Zur
Parameterbestimmung wurde der Extremfall vo¨llig individueller Nachrichten
mit einer Standardabweichung von σ(GI) = 1.0 angenommen. Dies ist kein
realistischer Fall, da sowohl das Gesamtmarktverhalten als auch sektorspezi-
ﬁsche Einﬂu¨sse eine Rolle bei der individuellen Preisbildung spielen, wie in
Abschnitt 2.6 gezeigt wurde. Dennoch wurde solch ein unkorrelierter Markt
als Basis gewa¨hlt, um davon ausgehend zu beobachten, inwiefern die A¨nderung
der Nachrichtengewichtung, die Korrelationsstruktur des Marktes und dessen
Kenngro¨ßen beeinﬂusst. Bei der Parametersuche wurden fu¨r die Anzahl der
Vermo¨genswerte M die Werte 2, 5 und 10 gewa¨hlt, sodass die Stabilita¨t der
Parameter fu¨r unterschiedliche Marktgro¨ßen gewa¨hrleistet ist. Es hat sich je-
doch gezeigt, dass die Ergebnisse der Simulationen meist sehr a¨hnlich sind.
Wie im vorherigen Abschnitt wurden fu¨r jede Parameterkombination drei un-
abha¨ngige Simulationen mit einer La¨nge von 105 Zeitschritten erzeugt, deren
Ergebnisse gemittelt wurden.
Im Fall des Marktes mit M = 1 hat sich der Wert bmax = 0.3 als gute
Wahl fu¨r die grundlegende Imitationsneigung der Agenten erwiesen. Das ist
jedoch nicht mehr der Fall im Markt mit vielen Vermo¨genswerten, denn Pa-
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rameterwerte, die hier einen positiven Exzess erzeugen, erzeugen auch eine
hohe Autokorrelationszeit τA(rn) (die zugeho¨rige graﬁsche Darstellung ist in
Abschnitt A des Anhangs zu ﬁnden). Bessere Ergebnisse lassen sich fu¨r den
Wert bmax = 0.1 erzielen.
Sowohl der Exzess γ als auch die integrierten Autokorrelationszeiten τA(rn)
und τA(|rn|) sowie deren Verha¨ltnis, sind in den Abbildungen 4.2 und 4.3
fu¨r die verschiedenen Entscheidungsfunktionen dargestellt. Die beiden Abbil-
dungen beziehen sich auf einen Markt mit M = 5 und β = 1.0. Die Resultate
fu¨r M = 2 und M = 10 sind a¨hnlich und in Teil A des Anhangs zu ﬁnden.
Es ist zu erkennen, dass die Entscheidungsfunktion ξmean(t) (siehe Glei-
chung (4.6)) keine gute Wahl ist, da Parameterwerte, die einen positiven
Exzess erzeugen, auch ein kleines Verha¨ltnis zwischen τA(|rn|) und τA(rn)
aufweisen. Fu¨r die anderen Entscheidungsfunktionen weist beispielsweise die
Kombination aus ϕmax = 0.01 und CV = 0.05 einen relativ hohen Exzess bei
gleichzeitig deutlichem Unterschied in den Autokorrelationszeiten auf. Dabei
zeigt ξsimple den ho¨chsten Exzess, wa¨hrend ξmax eine hohe Autokorrelations-
zeit der absoluten Ertra¨ge auszeichnet. Werden beispielsweise die Parameter
ϕmax = 0.01 und CV = 0.05 gewa¨hlt, so sind die Ergebnisse mit denen des
GSZ-Modells fu¨r einen Markt mit nur einem Vermo¨genswert vergleichbar.
Dieselben Simulationen wurden auch fu¨r rationales Verhalten der Agenten
bei β = −1 durchgefu¨hrt. In diesem Fall nimmt die Imitationsneigung ab,
wenn die Agenten die Nachrichten als treibende Information erkennen. Fu¨r
ξsimple a¨ndern sich die Ergebnisse kaum. Dies ist nicht verwunderlich, da wie
bereits erwa¨hnt, bei dieser Entscheidungsfunktion ausschlaggebend ist, ob ei-
ne gerade oder ungerade Anzahl von Ertra¨gen positiv mit den Nachrichten
korreliert. Dadurch hat das Vorzeichen des Rationalita¨tsparameters β kaum
einen Einﬂuss auf die Simulation. Fu¨r die anderen Entscheidungsfunktionen
ergibt sich ein deutlicherer Unterschied zwischen rationalem und irrationalem
Verhalten der Agenten. So ist der Exzess bei ξmean mit negativem β immer
sehr gering, dies entspricht dem Verhalten des GSZ-Modells.
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M= 5,­bmax= 0.1,­β= 1.0
Abbildung 4.2: Kenngro¨ßen fu¨r die Entscheidungsfunktionen ξmean und ξsimple.
Fu¨r ξmean ist der Exzess gering. Bei Parametersa¨tzen mit γ > 1 ist die Au-
tokorrelationszeit der Ertra¨ge hoch. Die Entscheidungsfunktion ξsimple weist
einen positiven Exzess auf, jedoch fa¨llt die Autokorrelation der absoluten Er-
tra¨ge rasch ab.
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M= 5,­bmax= 0.1,­β= 1.0
Abbildung 4.3: Kenngro¨ßen fu¨r die Entscheidungsfunktionen ξmax und ξmost.
Fu¨r ξmax ist der Exzess relativ gering. Jedoch weist die Autokorrelationszeit
der absoluten Ertra¨ge hohe Werte auf. ξmost weist a¨hnliche Kenngro¨ßen zu
ξsimple auf.
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Unter Verwendung von ξmax nimmt das Verha¨ltnis der Autokorrelations-
zeiten, im Vergleich zu den Simulationen mit positivem β, deutlich ab. In-
teressant ist, dass der positive Exzess bei ξmost deutlich zunimmt (siehe Ab-
bildung 4.4). Insbesondere weist die Parameterkombination von ϕmax = 0.03
und CV = 0.01 einen ho¨heren Exzess bei gleichzeitig sehr a¨hnlichen Autokor-
relationszeiten im Vergleich zum Fall irrationalen Verhaltens auf. Wird die-
se Entscheidungsfunktion verwendet, scheint also ein eingeschra¨nkt rationales
Verhalten realistischer zu sein, als ein Irrationales. Dass dies fu¨r M = 2 nicht
so ist, liegt an der konkreten Implementierung der Signumsfunktion, welche in
diesem Fall beim Punkt 0 nicht 0 liefert. Bei M = 2 kommt die 0 allerdings
sehr ha¨uﬁg vor, sodass dieser Fall nicht mehr vernachla¨ssigbar ist und der
Entscheidungsfunktion ihren Sinn nimmt.
4.2.2 Weitere Parameterwahl
Im letzten Abschnitt wurde gezeigt, dass die Entscheidungsfunktion ξmean die
stilisierten statistischen Eigenschaften von Finanzzeitreihen nicht zufrieden-
stellend wiedergeben kann. Aus diesem Grund wird sie bei den weiteren Un-
tersuchungen des Modells nicht mehr beru¨cksichtigt.
ξsimple erzielt zwar einen hohen Exzess, allerdings ist die Interpretation
dieser Entscheidungsfunktion nicht klar, da das Vorzeichen das Produkt der
einzelnen Vorzeichen ist. Somit ist fu¨r den Agenten vor allem von Bedeutung,
ob eine gerade oder ungerade Anzahl von Ertra¨gen mit den Nachrichten u¨ber-
einstimmt. Hierin eine psychologische oder o¨konomische Motivation zu ﬁnden,
gestaltet sich schwierig. Die Problematik der Interpretation ist auch darin zu
erkennen, dass die Ergebnisse gro¨ßten Teils davon unabha¨ngig sind, ob sich
die Agenten rational verhalten oder nicht. Aus diesen Gru¨nden wird auch die-
se Entscheidungsfunktion im weiteren Verlauf der vorliegenden Arbeit nicht
weiter betrachtet.
Fu¨r die weiteren vorgestellten Entscheidungsfunktionen erfolgt in diesem
Abschnitt eine kurze Analyse der Auswirkung der einzelnen Parameter. Dabei
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M= 5,­bmax= 0.1,­β= ­1.0
Abbildung 4.4: Kenngro¨ßen fu¨r die Entscheidungsfunktionen ξmax und ξmost
bei negativem β. Interessant ist besonders, dass der Exzess unter ξmost gro¨ßer
ist als fu¨r β = 1.0, wa¨hrend sich die Autokorrelationszeiten nur leicht a¨ndern.
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Tabelle 4.1: Parameterkonﬁgurationen V (ξmax) und V (ξmost), welche fu¨r die
weiteren Untersuchungen verwendet werden.
werden die Parameter ausgehend von Konﬁgurationen, die sich im letzten Ab-
schnitt als sinnvoll erwiesen haben, vera¨ndert. Zur besseren U¨bersicht erfolgt
in Tabelle 4.1 eine kurze Auﬂistung der verwendeten Parameterkonﬁguratio-
nen, die im weiteren Verlauf der Arbeit als V (ξmax) und V (ξmost) bezeichnet
werden.
Nun werden kurz die Ergebnisse dieser Parameterkonﬁgurationen fu¨r indi-
viduelle Nachrichten G(t) = GI(t) mit σ(GI) = 1 vorgestellt. Tabelle 4.2 be-
schreibt die interessanten Kennzahlen der beiden Parameterkonﬁgurationen,
also den Exponenten α± des Potenzgesetzes, mit welchem die Extremwerte der
Ertragsverteilung angena¨hert werden, die integrierten Autokorrelationszeiten
der Ertra¨ge und absoluten Ertra¨ge τA(rn) und τA(|rn|), sowie den Exzess γ.
Diese wurden durch Mittelung dreier von einander unabha¨ngigen Simulationen
mit je 105 Zeitschritten erhalten.
Im direkten Vergleich ist zu sehen, dass V (ξmax) einen deutlich ho¨heren Ex-
ponenten α± aufweist als V (ξmost). Das bedeutet, dass extreme Ertragswerte
seltener erzeugt werden, was durch den geringeren Exzess besta¨tigt wird. In
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Parameter V (ξmax) V (ξmost)
α± 4.140 ± 0.002 2.125 ± 0.001
τA(rn) 1.44 ± 0.05 0.73± 0.01
τA(|rn|) 6.0± 0.2 1.96± 0.9
γ 2.00 ± 0.05 5.46± 0.04
Tabelle 4.2: Die Kennzahlen der Parameterkonﬁgurationen V (ξmax) und
V (ξmost).
der Literatur und bei den in Kapitel 2 gemessenen Exponenten sind Werte
im Bereich von 2 < α± < 4 u¨blich. Somit liegt der Exponent von V (ξmax)
leicht u¨ber diesem Bereich und der zu V (ξmost) geho¨rende Exponent liegt in
der Na¨he der unteren Grenze. Bei den zu Beginn der Arbeit untersuchten rea-
len Daten ergibt sich eine große Spanne fu¨r den Exzess von 4 bis nahezu 900,
wobei die ta¨glichen Ertra¨ge einen geringeren positiven Exzess aufweisen als die
minuten- oder transaktionsbasierten Ertra¨ge (vgl. Tabelle 2.2). Im Vergleich
dazu erscheint der Exzess der Ertra¨ge von V (ξmax) relativ klein. Fu¨r V (ξmost)
stimmt der Wert von γ jedoch gut mit den untersuchten Tagesdaten u¨berein.
Bei Betrachtung der Autokorrelationszeiten fa¨llt auf, dass die integrierte
Autokorrelationszeit der Ertra¨ge fu¨r V (ξmost) deutlich geringer ist und un-
ter dem Wert 1 liegt. Die Autokorrelation fa¨llt in diesem Fall also deutlich
schneller ab und nimmt fu¨r einen Zeitabstand von nur einem Zeitschritt einen
negativen Wert ein, so wie dies bei den transaktionsbasierten Daten aus Ka-
pitel 2 der Fall war, wa¨hrend das GSZ-Modell mit nur einem Vermo¨genswert
diese Eigenschaft nicht aufweist. Im Vergleich zum GSZ-Modell ist τA(rn)
fu¨r beide Entscheidungsfunktionen niedriger. Bei beiden Entscheidungsfunk-
tionen ist die Autokorrelationszeit der absoluten Ertra¨ge deutlich geringer als
bei den betrachteten realen Daten (hier lagen die Werte bei etwa. 20 - 150
Zeitschritten) und dem GSZ-Modell (etwa 12 Zeitschritte), insbesondere fu¨r
V (ξmost) ist dieser Wert sehr gering. Daran ist zu erkennen, dass fu¨r beide
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Abbildung 4.5: Die Wahrscheinlichkeitsdichteverteilung der normalisierten Er-
tra¨ge fu¨r die beiden Entscheidungsfunktionen ξmax und ξmost. Erstere weist
eine spitzere Verteilung auf, hat aber eine geringere Wahrscheinlichkeit fu¨r
extreme Ertra¨ge. Beide Verteilungen na¨hern sich der Normalverteilung (rot)
an, wenn die Zeitskala τ erho¨ht wird. Die Simulationen wurden je mit T = 106
Zeitschritten, M = 5 Vermo¨genswerten und vo¨llig individuellen Nachrichten
durchgefu¨hrt.
Entscheidungsfunktionen das Volatility Clustering schwa¨cher ausgepra¨gt ist.
Abbildung 4.5 zeigt die PDF der normierten Ertra¨ge beider Entscheidungs-
funktionen fu¨r verschiedene Zeitskalen τ im Vergleich zur Normalverteilung.
ξmax weist trotz geringerem Exzess γ eine spitzere Verteilung auf, aber ξmost
besitzt eine ho¨here Wahrscheinlichkeit fu¨r extreme Ertra¨ge. Bei Erho¨hung der
Zeitskala na¨hern sich beide Verteilungen der Gaußverteilung an. Das Modell
weist also, wie das GSZ-Modell, sowohl Fat Tails als auch aggregierte Norma-
lita¨t auf. Im Gegensatz zu diesem nimmt der Exzess hier jedoch nicht sofort
mit steigender Zeitskala ab, sondern weist ein Maximum auf einer Zeitskala
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V (ξmax) V (ξmost)
τ γ γ
1 1.97 ± 0.01 5.46 ± 0.03
6 5.61 ± 0.03 26.9 ± 0.8
7 5.49 ± 0.04 28.3 ± 0.8
16 3.95 ± 0.05 20± 1
64 1.52 ± 0.04 7.3 ± 0.6
256 0.44 ± 0.03 1.9 ± 0.2
1024 0.07 ± 0.03 0.49 ± 0.08
Tabelle 4.3: Der Exzess γ der Ertragsverteilungen auf unterschiedlichen Zeits-
kalen τ . Die Tabelle gibt die Mittelwerte und deren Fehler von drei unabha¨ngi-
gen Simulationen mit je T = 106 Zeitschritten und 5 Vermo¨genswerten wieder.
Bei steigender Zeitskala nimmt der Exzess zuna¨chst zu, bevor er stark sinkt.
von etwa τ = 6 − 7 auf. Dies ist in Tabelle 4.3 zu sehen und konnte beim
GSZ-Modell nicht beobachtet werden.
Einfluss von αM
Bei der Untersuchung des Geda¨chtnisparameters αM im GSZ-Modell wurde
gezeigt, dass sich dieser stark auf die Autokorrelation der Ertra¨ge und abso-
luten Ertra¨ge auswirkt (siehe Abschnitt 3.3.2). Bei αM > 0.3 war der Verlauf
von CA(rn, δt) mit dem von CA(|rn|, δt) vergleichbar oder hatte sogar einen
langsameren Abfall. Dies ist auch fu¨r V (ξmax) der Fall, die Autokorrelations-
zeiten steigen beide stark mit αM an, wobei τA(rn) schneller steigt. Bei einem
Wert von αM = 1.0 nimmt die durchschnittle Kopplung stetig zu, sodass
die Agenten einfrieren und die Ertra¨ge konstant bleiben. Fu¨r V (ξmax) nimmt
die durchschnittliche Kopplung mit steigendem αM ab. Dabei na¨hern sich
die Autokorrelationszeiten der Ertra¨ge und der absoluten Ertra¨ge an, indem
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vor allem τA(|rn|) abnimmt. Das gro¨ßte Verha¨ltnis der Autokorrelationszeiten
zueinander ergibt sich fu¨r αM = 0. Im GSZ-Modell wurde der Geda¨chtnispara-
meter αM eingefu¨hrt, um die Bimodalita¨t der Ertragsverteilung zu beseitigen.
V (ξmost) weist allerdings keine solche Bimodalita¨t bei αM = 0 auf, weshalb
diese Wahl eine mo¨gliche Option bleibt, allerdings fa¨llt der Exzess mit einem
Wert von γ = 4.4 geringer aus als im Fall mit αM = 0.2.
Die Ertragsverteilung bleibt fu¨r ξmax weitgehend unvera¨ndert, bis die Agen-
ten in ihren Handlungen einfrieren. So zeigen der Exponent α± und der Exzess
der Ertragsverteilung nur geringe A¨nderungen mit steigendem αM . Im Falle
von ξmost wird die PDF der Ertra¨ge mit zunehmendem αM ﬂacher und die
Wahrscheinlichkeit extremer Ertra¨ge sinkt stark. Der korrespondierende Ex-
zess sinkt bei etwa αM = 0.3 stark ab und wird fu¨r hohe Werte von αM
negativ, passend dazu nimmt der Exponent α± deutlich zu.
Die Werte der verschiedenen Kenngro¨ßen in Abha¨ngigkeit des Geda¨cht-
nisparameters sind in den Tabellen B.1, B.2 und B.3 des Anhangs aufgefu¨hrt.
Einfluss von β und L
Fu¨r das GSZ-Modell wurde gezeigt, dass der Liquidita¨tsparameter L und der
Rationalita¨tsparameter β die Dynamik des Systems gegenla¨uﬁg beeinﬂussen.
Eine Verringerung von β bzw. eine Erho¨hung von L fu¨hrt zu einer sta¨rkeren
Kopplung im System, bis hin zum ferromagnetischen Verhalten. Der Einﬂuss
dieser Parameter wurde fu¨r die Konﬁgurationen V (ξmax) und V (ξmost) in drei
unabha¨ngigen Simulationen mit je 5·104 Zeitschritten und individuellen Nach-
richten fu¨rM = 5 Vermo¨genswerten untersucht. Dabei wurden negative Werte
von β fu¨r V (ξmost) und positive fu¨r V (ξmax) verwendet.
Der Einﬂuss des Parameters β auf die Kenngro¨ßen ist in den Tabellen B.4
bis B.6 des Anhangs aufgefu¨hrt. Wird anstelle von β der Liquidita¨tsparameter
L variiert, so ergeben sich Werte, die denen von β = L−1 sehr gut entsprechen.
Deshalb wurden diese Werte nicht noch einmal separat aufgefu¨hrt.
Mit sinkendem L bzw. steigendem β nimmt die Kopplung bei ξmax durch-
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schnittlich zu, sodass beide Autokorrelationszeiten fu¨r einen sehr niedrigen
bzw. hohen Wert stark ansteigen. Dabei fa¨llt der Exzess γ ab und der Ex-
ponent α± nimmt zu. Ansonsten erweisen sich die Kenngro¨ßen von ξmax als
robust gegenu¨ber einer Erho¨hung (L) bzw. Verringerung (β) des entsprechen-
den Parameters bis zu einem Wert von 0.1 bzw. 10.
Fu¨r die Entscheidungsfunktion ξmost nimmt die durchschnittliche Kopp-
lung fu¨r steigendes |β| ab. Dabei nimmt der Exzess γ stark zu und der Expo-
nent α± fa¨llt deutlich ab, sodass er unrealistische Werte kleiner 2 annimmt.
Dieselben Ergebnisse kommen durch eine entsprechende Verringerung des Li-
quidita¨tsparameters zustande.
Einfluss der Systemgro¨ße
Sornette und Zhou haben angegeben, dass die Eigenschaften des GSZ-Modells
kaum von der Systemgro¨ße abha¨ngen [88]. Dies wurde fu¨r die Gro¨ßen N = 20
und N = 100 unter Verwendung von ξsimple besta¨tigt [35]. In Abschnitt 3.3.3
wurde gezeigt, dass sich die Anzahl der Agenten vor allem darin widerspiegelt,
dass die komplementa¨re kumulative Ertragsverteilungsfunktion (CCDF) der
Ertra¨ge einen scharfen Schnitt aufweist, der abrupter ist, je weniger Agenten
das System beinhaltet.
Das Kenngro¨ßenverhalten fu¨r die beiden Konﬁgurationen V (ξmax) und
V (ξmost) ist weitgehend stabil gegenu¨ber A¨nderungen von N (siehe Tabelle
B.7 bis B.9 des Appendix). Nur fu¨r sehr kleine Systeme mit N = 10 ist der
Exzess deutlich geringer. In Abbildung 4.6 sind die CCDFs der nicht normier-
ten Ertra¨ge fu¨r beide Entscheidungsfunktionen abgebildet. Je mehr Agenten
im System sind, desto weniger abrupt endet die Verteilung fu¨r ξmax, dabei
bleibt die mittlere Kopplung der Agenten gleich. Fu¨r die Entscheidungsfunk-
tion ξmost tritt zwischen N = 10 und N = 25 eine starke A¨nderung der CCDF
ein. Diese geht mit einer Erho¨hung der durchschnittlichen Kopplung von etwa
< K >= −0.066 auf etwa −0.046 einher. Bei einer weiteren Erho¨hung der
Agentenanzahl bleibt die Ertragsverteilung sowie die mittlere Kopplung weit-





































Abbildung 4.6: CCDF der nicht-normierten Ertra¨ge in Abha¨ngigkeit von der
Systemgro¨ße N. Je kleiner das System ist, desto ho¨her ist die Wahrscheinlich-
keit, dass viele Agenten unter ξmax dieselbe Handelsentscheidung treﬀen. Fu¨r
ξmost hingegen a¨ndert sich die Verteilung ab etwa N = 25 kaum.
gehend konstant. Fu¨r weitere Simulationen sollte also N ≥ 25 gewa¨hlt werden,
um fu¨r beide Entscheidungsfunktionen die Eﬀekte eines zu kleinen Systems zu
vermeiden.
Einfluss der Marktgro¨ße
Fu¨r die Simulation großer Ma¨rkte mit zahlreichen Vermo¨genswerten ist es re-
levant, wie sich das Modell bei einer A¨nderung der Marktgro¨ßeM verha¨lt. Aus
diesem Grund wurde die Zahl der Vermo¨genswerte M fu¨r die Konﬁgurationen
V (ξmax) und V (ξmost) zwischen 1 und 200 variiert. Die Kenngro¨ßen sind in
tabellarischer Form im Appendix am Ende des Abschnitts B aufgefu¨hrt.
Bei nur einem Vermo¨genswert im Markt sind die integrierten Autokorre-
lationszeiten der vorzeichenbehafteten und absoluten Ertra¨ge etwas geringer.
Ansonsten bleibt τA(rn) fu¨r ξmost weitgehend konstant und nimmt bei ξmax
fu¨r gro¨ßere Ma¨rkte leicht ab. Ein deutlicher Unterschied zwischen beiden Ent-
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scheidungsfunktionen zeigt sich im Verhalten der Autokorrelationszeit der ab-
soluten Ertra¨ge τA(|rn|), welche fu¨r ξmost mit steigender Marktgro¨ße abnimmt,
wa¨hrend sie fu¨r ξmax zunimmt. Fu¨rM = 200 nimmt sie im letzteren Fall einen
sehr hohen Wert ein, da die mittlere Kopplung des Modells in diesem Fall
deutlich erho¨ht ist und der Großteil der Agenten gemeinsame Entscheidungen
triﬀt.
Ein weiterer Unterschied zwischen den Konﬁgurationen besteht in der
Vera¨nderung der Ertragsverteilung. Die Ertragsverteilung von ξmost wird ab
M ≥ 15 ﬂacher und runder mit geringerer Wahrscheinlichkeit fu¨r die Ex-
tremwerte, bei weiterer Erho¨hung der Anzahl an Vermo¨genswerten wird der
zugeho¨rige Exzess negativ und der Exponent α± steigt. Die Ertragsverteilung
von ξmax hingegen bleibt im untersuchten Bereich nahezu konstant, und so
verha¨lt es sich auch mit dem zugeho¨rigen Exzess γ und Exponenten α±. Le-
diglich fu¨r M = 200 nimmt γ ab und α± deutlich zu.
Die Entscheidungsfunktion ξmost scheint also fu¨r gro¨ßere Ma¨rkte ungeeig-
net zu sein. Dies ko¨nnte allerdings auch durch den extremen Fall rein individu-
eller Nachrichten bedingt sein, weshalb ξmost auch in den weiteren Abschnitten
noch betrachtet wird.
4.2.3 Erzeugung der Korrelationsstruktur
Bisher bestanden die Nachrichten lediglich aus individuellen unabha¨ngigen
normalverteilten Stro¨men fu¨r jeden Vermo¨genswert. Dies fu¨hrt allerdings da-
zu, dass keine erkennbare Korrelationsstruktur zwischen den Ertra¨gen der
Vermo¨genswerte existiert. Um eine realistischere Korrelationsstruktur zu er-
zeugen, welche sowohl eine Marktmode als auch Sektormoden aufweist, werden
die Nachrichten in drei unterschiedliche Kana¨le aufgespalten: einen individuel-
len, einen sektorspeziﬁschen und einen globalen Kanal (siehe Gleichung (4.2)).
Diese werden durch unabha¨ngige normalverteilte Zufallszahlen ausgedru¨ckt,
deren Summe in die Kaufentscheidung (Gleichung (4.1)) und die Entschei-
dungsfunktion einﬂießt. Bisher wurde zur Darstellung der Nachrichten eine
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Normalverteilung mit Varianz 1 gewa¨hlt. Die Summe von unabha¨ngigen Nor-
malverteilungen folgt wiederum einer Normalverteilung, wobei gilt, dass die
Varianz und der Mittelwert dieser Verteilung durch die Summe der Varianzen
bzw. Mittelwerte der einzelnen Verteilungen gebildet werden [36]. Da die Sys-
temparameter fu¨r eine Nachrichtenverteilung mit Varianz 1 gesucht wurden,
werden die untersuchten Nachrichtenverteilungen so gewa¨hlt, dass die Summe
ihrer Varianzen 1 ergibt.
Kenngro¨ßenverhalten
Zuna¨chst wird das Verhalten der Kenngro¨ßen in Abha¨ngigkeit der Standardab-
weichungen σ(GG), σ(GS) und σ(GI) betrachtet. Dazu wurden Simulationen
mit M = 100 Vermo¨genswerten und S = 10 Sektoren erstellt. Wie im letzten
Abschnitt untersucht, hat die Systemgro¨ße keinen allzu großen Einﬂuss, so-
lange N ≥ 25 gilt, deshalb wurde N fu¨r die Simulationen in diesem Abschnitt
auf 40 gesetzt, um Rechenzeit zu sparen. Ausgangspunkt ist der Fall rein indi-
vidueller Nachrichten, also σ(GI) = 1.0. Anschließend wurde die Varianz der
globalen Nachrichten σ2(GG) in Schritten der Gro¨ße 0.1 von 0.0 bis 0.9 erho¨ht
und σ(GI) entsprechend verringert.
Das Verhalten der Kenngro¨ßen der beiden Entscheidungsfunktionen unter-
scheidet sich deutlich, wie in den Abbildungen 4.7 und 4.8 zu sehen ist. Die
Autokorrelationszeiten der vorzeichenbehafteten Ertra¨ge bleiben zwar nahe-
zu konstant, doch τA(|rn|) nimmt mit steigender Abweichung σ(GG) im Falle
von ξmax deutlich ab, mit einer Ausnahme bei σ
2(GG) = 0.2, welche ein ausge-
pra¨gtes Maximum aufweist. Im Falle von ξmost steigt die Autokorrelationszeit
der absoluten Ertra¨ge mit zunehmendem σ(GG) immerhin auf den doppelten
Wert.
Der Exzess γ bleibt fu¨r ξmax stabil bei einem Wert von ca. 2. Im Falle von
ξmost nimmt er jedoch mit steigendem σ(GG) zu, erreicht ein Maximum von 5
bei σ2(GG) = 0.6 und fa¨llt dann ab. Durch das Einfu¨hren globaler Nachrichten,
la¨sst sich der Exzess also aus dem negativen Bereich herausfu¨hren, sodass





















Abbildung 4.7: Autokorrelationszeiten fu¨r die vorzeichenbehafteten und abso-
luten Ertra¨ge in Abha¨ngigkeit der Nachrichtengewichtung. Die Werte basieren
auf drei Simulationen mit T = 4 · 104 Zeitschritten, M = 100 Vermo¨genswer-
ten und S = 10 Sektoren und ergeben sich durch den Mittelwert der einzelnen
Zeitreihen.
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Abbildung 4.8: Exzess γ sowie Exponent α± des Potenzgesetzﬁts der extremen
Ertra¨ge in Abha¨ngigkeit der Nachrichtengewichtung. Die Werte basieren auf
drei Simulationen mit T = 4 · 104 Zeitschritten, M = 100 Vermo¨genswerten
und S = 10 Sektoren und ergeben sich durch den Mittelwert der einzelnen
Zeitreihen.
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ξmost auch bei vielen Vermo¨genswerten einen positiven Exzess aufweist. Zum
Verhalten des Exzesses passt auch das Verhalten des Exponenten α±, er nimmt
fu¨r ξmost deutlich ab, was einer Wahrscheinlichkeitszunahme extremer Ertra¨ge
entspricht. Bei ξmax hingegen bleibt der Exponent so wie auch der Exzess
stabil.
Dasselbe Vorgehen wurde auch zur Untersuchung von σ(GS) verwendet.
Die Auswirkungen einer Verschiebung der Nachrichten hin zu sta¨rkeren Sek-
tornachrichten sind weniger deutlich als bei einer Erho¨hung von σ(GG). So
reagieren die Autokorrelationszeiten von ξmost nicht erkennbar und die Auto-
korrelationszeit fu¨r die absoluten Ertra¨ge von ξmax schwankt ohne erkennbaren
Trend (vgl. Tabelle C.1 im Appendix).
Eine Auﬂistung der Kenngro¨ßen ist in den Tabellen C.1 bis C.3 im Ap-
pendix zu ﬁnden. Dabei sind auch Mischungen aller drei Nachrichtenkana¨le
aufgefu¨hrt. Auf eine Auﬂistung des Exponenten α± fu¨r ξmax wurde verzichtet,
da sich dieser stets im Bereich von etwa 3.1 bis 3.2 bewegt. Die zugeho¨rigen
Quantilen betragen stets 1.7 und 2.8.
Eigenschaften der Korrelationsmatrix
Nun wird die Korrelationsmatrix C fu¨r die Simulationen aus dem letzten Ab-
schnitt betrachtet. Abbildung 4.9 zeigt die Verteilung der Matrixeintra¨ge Cij
fu¨r ξmax und ξmost unter einer gleichma¨ßigen Erho¨hung der Gewichtung des
globalen Nachrichtenkanals von σ2(GG) = 0.0 auf σ
2(GG) = 0.9 in Schritten
von 0.1. Die Varianz des individuellen Nachrichtenstroms wurde entsprechend
verringert. Um die Verteilung nicht zu verzerren, wurde die Diagonale der
Matrix entfernt, welche nur aus dem Wert 1.0 besteht. Wie zu erwarten ist,
nimmt die durchschnittliche Korrelationssta¨rke in beiden Fa¨llen zu. Fu¨r ξmax
weist die Verteilung ihre maximale Breite fu¨r σ2(GG) = 0.2 auf und wird an-
schließend schmaler. Fu¨r ξmost hingegen ist die Verteilung von Cij schmaler
und hat ihre maximale Breite bei σ2(GG) = 0.6. Diese Entscheidungsfunktion
verfu¨gt u¨ber eine ho¨here durchschnittliche Korrelation als ξmax.



































Abbildung 4.9: Verteilung der Komponenten Cij der Korrelationsmatrix der
Ertra¨ge bei steigender Varianz des globalen Nachrichtenkanals in Schritten
von 0.1. Die Werte basieren auf drei Simulationen mit T = 4 ·104 Zeitschritten
und M = 100 Vermo¨genswerten. Die durchschnittliche Korrelation nimmt fu¨r
beide Entscheidungsfunktionen zu.
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Werden anstelle der globalen Nachrichten die sektorspeziﬁschen Nachrich-
ten sta¨rker gewichtet, so erhalten die Verteilungen ein zweites lokales Maxi-
mum. Der Großteil der Eintra¨ge liegt also noch in der Na¨he von 0, wa¨hrend
einige Vermo¨genswertepaare erho¨hte Korrelationen aufweisen. Bei der Ent-
scheidungsfunktion ξmax wandert diese Spitze zu ho¨heren Werten bei einer
weiteren Erho¨hung von σ2(GS). Ansonsten a¨ndert sich die Verteilung kaum.
Fu¨r ξmost ﬂachen beide Verteilungsspitzen zusa¨tzlich ab.
Bei Erho¨hung der Gewichtung des globalen Nachrichtenkanals ist zu er-
warten, dass der gro¨ßte Eigenwert λ0 des Eigenwertspektrums zunimmt und
sich dadurch immer weiter vom Rest des Spektrums entfernt. Der zugeho¨ri-
ge Eigenvektor ν0 sollte alle Vermo¨genswerte zu a¨hnlichen Teilen enthalten
und somit die Marktmode darstellen. Abbildung 4.10 zeigt die Eigenwert-
spektren beider Entscheidungsfunktionen fu¨r verschiedene Werte von σ2(GG).
Die schwarzen Linien markieren die minimal und maximal mo¨glichen Eigen-
werte λ± bei rein zufa¨lligen Korrelationen, die durch Gleichung 2.9 gegeben
sind. Wie in dieser Abbildung zu sehen ist, nimmt λ0 mit steigender Varianz
σ2(GG) zu und entfernt sich immer weiter vom u¨brigen Spektrum. Interessant
ist jedoch, dass die Anzahl der Eigenwerte, die gro¨ßer als λ+ sind, deutlich
von der Entscheidungsfunktion abha¨ngt. So liegt bei ξmost stets nur ein Ei-
genwert u¨ber λmax, wa¨hrend dies bei ξmax nur fu¨r σ
2(GG) > 0.5 der Fall ist.
Ansonsten gilt, je kleiner σ2(GG), desto mehr Eigenwerte sind gro¨ßer als λmax.
Die genaue Anzahl unterscheidet sich fu¨r verschiedene Simulationsla¨ufe. Die
Entscheidungsfunktion ξmax scheint also zur Bildung von Kreuzkorrelationen
außerhalb des zufa¨lligen Regimes beizutragen.
Die durch den Nachrichtenkanal GG herbeigefu¨hrte Marktmode sollte sich
in dem Eigenvektor ν0 zum gro¨ßten Eigenwert λ0 widerspiegeln. Dies ist fu¨r
σ2(GG) > 0 der Fall, wie in Abbildung 4.11 zu erkennen ist. Zur besseren U¨ber-
sichtlichkeit zeigt diese lediglich die ersten 30 Komponenten des Eigenvektors
bei unterschiedlicher Gewichtung der globalen Nachrichten. Dabei beﬁnden
sich alle Komponenten einer Farbe im selben Sektor. Bei vo¨llig individuellen





















Abbildung 4.10: Eigenwertspektren fu¨r verschiedene Varianzen des globalen
Nachrichtenkanals. Die schwarzen Linien markieren den minimalen und ma-
ximalen Eigenwert einer Wishart-Matrix mit Varianz 1. Der gro¨ßte Eigenwert
λ0 steigt mit zunehmender Varianz σ
2(GG). Die Verteilung der Eigenwerte
ha¨ngt von der Entscheidungsfunktion ab: ξmost besitzt stets nur einen Eigen-
wert λ0 > λmax. Fu¨r ξmax weisen kleine Werte von σ
2(GG) mehrere Eigenwerte
u¨ber der Grenze auf. Erst bei σ2(GG) > 0.5 reduziert sich diese Anzahl auf
einen Eigenvektor.
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Abbildung 4.11: Die Komponenten des Eigenvektors ν0 bei unterschiedlicher
Gewichtung der globalen Nachrichten. Die y-Achse entspricht den verschiede-
nen Vermo¨genswerten des simulierten Marktes. Die Anteile der Komponenten
gleichen sich mit zunehmendem σ(GG) an.
Nachrichten kann bei keiner der beiden Entscheidungsfunktionen von einer
Marktmode gesprochen werden, da sich die enthaltenden Komponenten stark
unterscheiden. Mit steigendem Anteil der globalen Nachrichten gleichen sich
die Anteile der Komponenten immer sta¨rker an. Die Gleichverteilung der Wer-
te innerhalb ν0 tritt bei ξmax etwas spa¨ter als bei ξmost ein. So ko¨nnen bei ξmax
fu¨r den Wert σ2(GG) = 0.1 noch deutliche Unterschiede in der Auspra¨gung
der einzelnen Komponenten gesehen werden, wa¨hrend sie bei ξmost bereits na-
hezu gleichverteilt sind. Die Verteilung der Komponenten des Eigenvektors ν1
a¨hnelt denen von ν0 fu¨r den Fall rein individueller Nachrichten. Es ko¨nnen
also keine augenfa¨lligen Unterschiede zwischen den Entscheidungsfunktionen
festgestellt werden.
Fu¨r die Erho¨hung der Gewichtung der sektorspeziﬁschen Nachrichten er-
gibt sich ein a¨hnliches Bild. Wie in Abbildung 4.12 zu sehen, spalten sich fu¨r
4.2. UNTERSUCHUNG DES MODELLS 105
ξmost genau so viele Eigenwerte vom Rest des Spektrums ab, wie es der Anzahl
Sektoren in der Simulation entspricht. Fu¨r ξmax na¨hert sich die Anzahl der Ei-
genwerte u¨ber λ+ nur dieser Zahl an, sodass es bei σ
2(GS) = 0.9 abha¨ngig
von der Simulation ca. 10-13 Werte daru¨ber sind.
Die Eigenvektoren zu den gro¨ßten Eigenwerten weisen wie erwartet eine
Sektorstruktur auf. Die ersten 30 Komponenten von ν0 sind in Abbildung 4.13
aufgefu¨hrt. Sie sind dabei so sortiert, dass eine Farbe einem Sektor entspricht.
Fu¨r die Eigenvektoren ν1 bis ν9 ergibt sich ein sehr a¨hnliches Bild, da in der
entsprechenden Simulation 10 Sektoren verwendet wurden. Die Komponenten
sind auch fu¨r hohe Werte von σ(GS) nicht gleichverteilt, ν0 ist in diesem
Fall also keine Marktmode, was auch nicht zu erwarten war, da der globale
Nachrichtenkanal nicht verwendet wurde. Stattdessen ist zu erkennen, dass
die Werte der Komponenten stark von den Sektoren abha¨ngen und einzelne
Sektoren in sich weitgehend gleich verteilt sind. Die Eigenvektoren, die zu den
kleineren Eigenwerten geho¨ren, weisen diese Sektorstruktur nicht auf, auch
wenn sie im Falle von ξmax gro¨ßer als λ+ sein ko¨nnen. Das sektormodenartige
Verhalten tritt fu¨r ξmax in schwacher Form ab σ
2(GG) = 0.2 auf, wa¨hrend es
fu¨r ξmost bereits bei σ
2(GG) = 0.1 stark ausgepra¨gt ist.
Die Sektorenbildung ist auch direkt in der Korrelationsmatrix zu erken-
nen, wie Abbildung 4.14 zeigt. Fu¨r die Entscheidungsfunktion ξmax sind die
Sektoren fu¨r σ2(GS) = 0.2 leicht zu erkennen, wa¨hrend sie fu¨r ξmost bereit fu¨r
σ2(GS) = 0.1 zu sehen sind. Weiterhin weist ξmost außerhalb der Sektoren nur
eine sehr geringe gleichma¨ßige Korrelation zwischen den einzelnen Zeitreihen
auf, wohingegen bei ξmax ein sta¨rkeres Variation in den Matrixelementen zu
erkennen ist. Fu¨r diese Abbildung wurden zur besseren U¨bersichtlichkeit le-
diglich 15 Zeitreihen aus drei Sektoren verwendet. Die Ergebnisse a¨ndern sich
jedoch nicht, wenn alle 100 Vermo¨genswerte betrachtet werden.
Werden die Eigenvektoren unter Verwendung aller drei Nachrichtenkana¨le
betrachtet, so kann ν0 als Marktmode identiﬁziert werden, wa¨hrend die u¨brigen
Eigenvektoren bis zur Anzahl der Sektoren als Sektormoden fungieren.



















Abbildung 4.12: Eigenwertspektren fu¨r verschiedene Varianzen des Sektor-
nachrichtenkanals unter Verwendung von 10 Sektoren. Die schwarzen Linien
markieren den minimalen und maximalen Eigenwert λ± einer Wishart-Matrix.
Fu¨r ξmax liegen meist mehr als 10 Eigenwerte u¨ber λ+. Bei steigender Varianz
σ2(GS) na¨hert sich diese Zahl der Anzahl der Sektoren an. Im Gegensatz dazu
weist ξmost genau 10 Eigenwerte u¨ber λ+ auf, wenn σ
2(GS) > 0.

















































































Abbildung 4.13: Die Komponenten des Eigenvektors ν0. Die y-Achse entspricht
den verschiedenen Vermo¨genswerten des simulierten Marktes, geordnet nach
Sektoren. Die Anteile der Komponenten sind innerhalb eines Sektors a¨hnlich
stark ausgepra¨gt. Dies geschieht besonders fu¨r ξmost bereits bei kleinen Werten
von σ(GS), wa¨hrend ξmax dafu¨r ho¨here Werte von σ(GS) beno¨tigt.











































































































Abbildung 4.14: Die Korrelationsmatrix C bei unterschiedlicher Gewichtung
des sektorbezogenen Nachrichtenkanals fu¨r beide Entscheidungsfunktionen.
Fu¨r die Entscheidungsfunktion ξmost ist die Sektorenbildung bereits fu¨r sehr
niedrige Werte von σ2(GS) gut zu erkennen.
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Generalisierter Hurst-Exponent H(q)
Nun wird kurz der generalisierte Hurst-Exponent H(q) na¨her betrachtet. Ab-
bildung 4.15 zeigt die Skalierungsfunktion ζ(q), berechnet fu¨r Ma¨rkte mit fu¨nf
Vermo¨genswerten und rein individuellen Nachrichten. Es wurden je 5 · 104
Zeitschritte in drei unabha¨ngigen Simulationen erstellt und deren GHE gemit-
telt. Es ist deutlich zu erkennen, dass beide Entscheidungsfunktionen zu einer
nicht-linearen Skalierungsfunktion fu¨hren und die zugeho¨rigen Zeitreihen so-
mit Multifraktalita¨t aufweisen. Im Falle von ξmost ist diese sta¨rker ausgepra¨gt
(ζ(q) ist sta¨rker gekru¨mmt). Die Kru¨mmung der Skalierungsfunktion ist ge-
genu¨ber einer A¨nderung der Marktgro¨ße und der Nachrichtengewichtung sehr
robust. Es wurden auch der Fall rein individueller Nachrichten und der Fall
von Nachrichten mit hohem globalen Anteil fu¨r M = 100 betrachtet sowie
ein Markt mit gemischtem Nachrichtenanteil fu¨r M = 10 wobei sich jeweils
nur eine geringe, nicht relevante A¨nderung von ζ(q) ergeben hat. Durch eine
Vera¨nderung der Parameter, insbesondere von β, ergibt sich ein deutlich an-
deres Bild. So verschwindet die Kru¨mmung der Skalierungsfunktion, wenn die
Parameterkonﬁgurationen V (ξmax) und V (ξmost) mit vertauschtem Rationa-
lita¨tsparameter und M = 5 verwendet werden. Dieser Tausch fu¨hrt im Fall
von ξmost zu einer Ertragsverteilung mit mehreren Maxima, wa¨hrend die Au-
tokorrelationszeit der vorzeichenbehafteten Ertrage fu¨r ξmax ho¨her wird als
die Autokorrelationszeit der absoluten Ertra¨ge. Sowohl die Form der Ertrags-
verteilung als auch die zeitliche Struktur der Ertra¨ge beeinﬂussen also die
Skalierungsfunktion ζ(q), was zur bisherigen Literatur dieses Themas passt
(vgl. Abschnitt 2.7).
Der GHE kann dafu¨r verwendet werden, Ma¨rkte in die Kategorien Schwel-
lenmarkt und entwickelter Markt einzuordnen [33]. Diese Einteilung wird im
Folgenden genutzt, um den simulierten Markt zu kategorisieren. Dazu werden
in Tabelle 4.4 die generalisierten Hurst-Exponenten fu¨r q = 1 und q = 2
betrachtet. Die Werte sind fu¨r verschiedene Nachrichtengewichtungen und
Marktgro¨ßen sehr a¨hnlich, unterscheiden sich jedoch fu¨r die beiden Entschei-
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Abbildung 4.15: Skalierungsfunkion ζ(q), fu¨r ξmax und ξmost und M = 5 mit
rein individuellen Nachrichten. Im Vergleich dazu ist ζ(q) einer multifraktalen
Zeitreihe mit H = 0.5 angetragen. Es ist zu erkennen, dass ζ(q) bei beiden
Entscheidungsfunktionen eine konkave Form aufweist. Die Kru¨mmung ist fu¨r
ξmost sta¨rker ausgepra¨gt.
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ξmax ξmost
σ2(GG) σ
2(GI) M H(q = 1) H(q = 2) H(q = 1) H(q = 2)
0.0 1.0 5 0.56± 0.01 0.52± 0.01 0.47± 0.01 0.45± 0.01
0.0 1.0 100 0.57± 0.01 0.53± 0.01 0.49± 0.01 0.46± 0.01
0.9 0.1 100 0.55± 0.01 0.51± 0.01 0.45± 0.02 0.46± 0.01
Tabelle 4.4: Generalisierte Hurst-Exponenten H(q) fu¨r q = 1, 2 unter Verwen-
dung von τmax ∈ [30, 250] fu¨r verschiedene Entscheidungsfunktionen.
dungsfunktionen deutlich. Die Entscheidungsfunktion ξmax weist Werte u¨ber
0.5 auf, wa¨hrend H(q) fu¨r ξmost kleiner als 0.5 ist. Somit verha¨lt sich das
Modell bei den verwendeten Parametern unter ξmax wie ein Schwellenmarkt
und unter ξmost wie ein entwickelter Markt. Ein Grund fu¨r den Unterschied
zwischen persistentem oder anti-persistentem Verhalten der Zeitreihen ko¨nn-
te darin liegen, dass die durchschnittliche Kopplung zwischen den Agenten
fu¨r ξmax meist positiv ist. Fu¨r ξmost hingegen ist sie meist negativ. Imitation
ko¨nnte also in Schwellenma¨rkten sta¨rker verbreitet sein.
Kombination von ξmax und ξmost
In den vorangegangen Abschnitten wurde dargelegt, dass sich das Modell un-
ter den beiden Entscheidungsfunktionen ξmax und ξmost sehr unterschiedlich
verha¨lt. Insbesondere ist bei Ersterer das Volatility Clustering sta¨rker ausge-
pra¨gt, wa¨hrend bei Letzterer der Exzess ho¨her ist. Da es sich um ein agenten-
basiertes Modell handelt, liegt es nahe, die beiden Entscheidungsfunktionen
zu kombinieren, indem ein Teil der Agenten ξmax und der andere Teil ξmost
folgt. Diese Kombination wird als ξmm bezeichnet.
Dies wurde folgendermaßen umgesetzt: Mit der Wahrscheinlichkeit Pmax
wird zu Beginn der Simulation fu¨r jeden Agenten bestimmt, ob er der Funk-
tion ξmax folgt. Wird dies abgelehnt, so wird dem Agenten die andere Ent-
scheidungsfunktion zugeordnet. Dabei ist der Parameter β fu¨r jeden Agenten
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unabha¨ngig, sodass die ξmax-Agenten β = 1 erhalten und die ξmost-Agenten
β = −1. Der Parameterraum wurde wie zuvor fu¨r bmax = 0.1 und M = 5
bei rein individuellen Nachrichten durchsucht. Dabei wurden fu¨r Pmax die
Werte 0.25, 0.5 und 0.75 betrachtet. Fu¨r alle Parameterkombinationen waren
sowohl der Exzess γ als auch das Verha¨ltnis zwischen den Autokorrelations-
zeiten τA(|rn|) zu τA(rn) sehr gering.
Daraufhin wurden auch die Parameter ϕmax und CV so gestaltet, dass den
ξmax-Agenten die Parameter ϕ
max
max und CV




most erhielten. Bei der Parametersuche wurden
diese Parameter fu¨r jeweils einen Agententyp entsprechend den Konﬁguratio-
nen V (ξmax) und V (ξmost) konstant gehalten und fu¨r den anderen Agententyp
variiert. Doch auch in diesem Fall waren der Exzess und das Verha¨ltnis zwi-
schen den Autokorrelationszeiten sehr gering. Eine Mischung der beiden Ent-
scheidungsfunktionen fu¨hrt also innerhalb des untersuchten Parameterraums
nicht zu einer sta¨rkeren Auspra¨gung der Stylized Facts.
Kapitel 5
Zusammenfassung
Der Zustand der Finanzma¨rkte kann einen entscheidenden Einﬂuss auf das
Wachstum einer modernen Wirtschaft haben. Dies wird besonders im Fal-
le von Finanzkrisen deutlich, wie beispielsweise der Krise ab 2007, in der
zahlreiche Personen ihren Arbeitsplatz verloren. Wa¨hrenddessen ko¨nnen sta-
bile Ma¨rkte die Wirtschaft positiv beeinﬂussen und das Wachstum sta¨rken.
Dementsprechend sind das Verstehen und Modellieren von Finanzzeitreihen
Themen von hoher praktischer Relevanz, denen sich Wissenschaftler aus un-
terschiedlichen Disziplinen widmen. In der O¨konophysik stehen insbesondere
die empirische Untersuchung von Finanzzeitreihen und die Modellierung ihrer
Eigenschaften durch physikalisch inspirierte Modelle im Vordergrund. Dabei
stoßen agentenbasierte Modelle auf großes Interesse, da diese es ermo¨glichen,
durch die mikroskopische Interaktion von heterogenen Agenten makroskopi-
sche Pha¨nomene von Finanzzeitreihen zu erzeugen. Auf diese Weise kann ein
Einblick in die grundlegenden Mechanismen gewonnen werden, die zur Bil-
dung dieser Pha¨nomene fu¨hren. Die O¨konophysik verwendet zur Modellierung
von Finanzma¨rkten ha¨uﬁg Modelle, deren Ursprung in der Festko¨rperphysik
zu ﬁnden ist. Dabei erfreuen sich insbesondere Spin-Modelle großer Beliebt-
heit, da diese in der Lage sind, komplexe Pha¨nomene zu erzeugen und dabei
gleichzeitig relativ einfachen Regeln folgen.
Sehr viele dieser Modelle bescha¨ftigen sich jedoch nur mit einzelnen isolier-
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ten Zeitreihen. Dies ist sinnvoll, da Modelle mit vielen Agenten ha¨uﬁg sehr viel
Rechenleistung beno¨tigen und viele Pha¨nomene von Finanzma¨rkten auch in
einzelnen Zeitreihen erzeugt werden ko¨nnen. Jedoch ermo¨glicht die stetig stei-
gende Leistung von Computern, dass heutzutage auch komplexe Modelle mit
einer Vielzahl von Finanzzeitreihen simuliert werden ko¨nnen. Dadurch ko¨nnen
weitere Eigenschaften von Finanzma¨rkten erschlossen und neue Erkenntnisse
gewonnen werden. Hier setzt die vorliegende Arbeit an, indem sie ein Modell
vorschla¨gt und untersucht, das gleichzeitig statistische Eigenschaften einzelner
und vieler Ertragszeitreihen erzeugt.
Um dieses Modell mit realen Finanzma¨rkten vergleichen zu ko¨nnen, wur-
den in Kapitel 2 einige etablierte empirische Eigenschaften (Stylized Facts) von
Finanzzeitreihen unter Verwendung realer Daten na¨her betrachtet. Es wur-
de gezeigt, dass Ertragszeitreihen sehr unterschiedlicher Vermo¨genswerte auf
verschiedenen Zeitskalen a¨hnliche Eigenschaften besitzen, die zur Bewertung
eines Modells verwendet werden ko¨nnen. Weiterhin wurde auf die Korrelati-
onsstruktur von Finanzma¨rkten mit vielen Vermo¨genswerten eingegangen, die
fu¨r entwickelte Ma¨rkte und Schwellenma¨rkte unterschiedlich ausgepra¨gt ist.
Eine Mo¨glichkeit, Ma¨rkte in diese beiden Kategorien zu unterteilen bietet der
betrachtete generalisierte Hurst-Exponent.
Kapitel 3 gibt einen kurzen U¨berblick verschiedener Spin-Modelle fu¨r Fi-
nanzma¨rkte aus der O¨konophysik, bevor das Gonc¸alves-Sornette-Zhou-Modell
detailliert beschrieben und untersucht wird. Dieses Modell zeigt, dass durch
die Interaktion von externen Nachrichten und Imitation zwischen den Agenten
die wichtigsten empirischen Eigenschaften einzelner Finanzzeitreihen erzeugt
werden ko¨nnen. Dies gilt jedoch nur, wenn die Imitation zwischen den Agen-
ten zunimmt, falls die Nachrichten positiv mit den Ertra¨gen korrelieren. Ein
irrationales Verhalten der Agenten, welches auch in realen Finanzma¨rkten be-
obachtet wird [92], ist in diesem Modell also eine wichtige Voraussetzung fu¨r
einen realistischen Markt. Die Entscheidung zur Imitation basiert in diesem
Modell auf der Wahrnehmung zum Zusammenhang zwischen Ertra¨gen und
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Nachrichten und bietet damit einen interessanten Aspekt zur Erweiterung auf
Ma¨rkte mit vielen Vermo¨genswerten.
Diese Erweiterung bildet den Kernpunkt der vorliegenden Arbeit. In Kapi-
tel 4 wird die Generalisierung des GSZ-Modells beschrieben. Dabei stehen vor
allem zwei Aspekte im Vordergrund: das Wahrnehmungskonzept der Agen-
ten, das zur Imitationsentscheidung fu¨hrt (Entscheidungsfunktion ξ), sowie
die Separation der Nachrichten in globale, sektorspeziﬁsche und individuelle
Stro¨me, welche die gewu¨nschte Korrelationsstruktur zwischen den Vermo¨gens-
werten ermo¨glichen. Da die Ertra¨ge und Nachrichten zu vielen Vermo¨genswer-
ten vorliegen, ko¨nnen die Agenten deren Zusammenhang ganz unterschiedlich
wahrnehmen. In der vorliegenden Arbeit wurden insbesondere die Entschei-
dungsfunktion ξmax und ξmost untersucht. Bei der Ersteren beru¨cksichtigen die
Agenten zur Imitationsentscheidung nur die Nachrichten des Vermo¨genswertes
mit dem gro¨ßten absoluten Ertrag des letzten Zeitschrittes. Die Vorstellung
dahinter ist, dass vor allem dieses Ereignis medial pra¨sent ist und die Agenten
es deshalb als sehr wichtig empﬁnden. Im Kontrast dazu steht die Entschei-
dungsfunktion ξmost, bei der die Agenten darauf achten, ob der Großteil der
Vermo¨genswerte Ertra¨ge aufweist, die positiv mit den Nachrichten korrelier-
ten. Es wurde gezeigt, dass diese sehr unterschiedlichen Entscheidungsfunk-
tionen fu¨r den Fall nur einer Preiszeitreihe identisch sind. Fu¨r Ma¨rkte mit
vielen Vermo¨genswerten ist die jeweilige Dynamik jedoch sehr unterschiedlich
und es mu¨ssen verschiedene Parametersa¨tze verwendet werden, um die empiri-
schen Eigenschaften von Finanzzeitreihen zu erzeugen. Besonders interessant
ist dabei, dass die Irrationalita¨t der Agenten nicht fu¨r beide Entscheidungs-
funktionen notwendig ist. In diesem Punkt unterscheidet sich der Fall vieler
Vermo¨genswerte also deutlich vom Fall einzelner Vermo¨genswerte.
Weiterhin erzeugen beide Entscheidungsfunktionen unterschiedliche Kor-
relationsstrukturen unter der Nachrichtenseparation, welche sich zudem auf
die empirischen Kenngro¨ßen auswirkt. Durch Verwendung des generalisierten
Hurst-Exponenten wurde gezeigt, dass die Zeitreihen, welche von ξmax bzw.
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ξmost erzeugt werden, sich leicht persistent bzw. anti-persistent verhalten. Dies
kann als Merkmal zur Unterscheidung von entwickelten Ma¨rkten und Schwel-
lenma¨rkten verwendet werden und zeigt, dass ein Grund fu¨r den Unterschied
zwischen diesen Ma¨rkten im Imitationsverhalten der Agenten liegen ko¨nnte.
Das erarbeitete Modell bietet also sehr unterschiedliche Mo¨glichkeiten zur
Modellierung von Finanzma¨rkten und zeigt, dass der Fall einzelner Zeitrei-
hen und vieler Zeitreihen deutliche Unterschiede aufweisen kann. Daher ist
es wichtig, in Zukunft versta¨rkt agentenbasierte Modelle fu¨r Ma¨rkte mit vie-
len Vermo¨genswerten zu betrachten und diese mit empirischen Fakten realer
Ma¨rkte zu vergleichen. Insbesondere eine bessere quantitative Na¨he zwischen
Modell und Realita¨t wa¨re wu¨nschenswert, um beispielsweise die praktische
Anwendbarkeit zur Risikobewertung von Portfolios oder zur Untersuchung
ﬁnanzo¨konomischer Instrumente zu ermo¨glichen. Die A¨nderung des Preisbil-
dungsmechanismus ko¨nnte hier eine Mo¨glichkeit bieten. So konnten beispiels-
weise Mike und Farmer durch die Verwendung eines Modells, das auf dem
Orderﬂuss von realen Finanzma¨rkten basiert, große quantitative A¨hnlichkei-
ten zwischen den statistischen Eigenschaften von Modell und realen Ertrags-
zeitreihen erzeugen [72]. Dieses Modell bietet jedoch keinen Einblick in das Ver-
halten der Markteilnehmer. Eine Kombination des agentenbasierten Modells
mit zahlreichen Vermo¨genswerten und dem Orderbuchmechanismus ko¨nnte ei-
ne gute Mo¨glichkeit bieten, um gleichzeitig verbesserte quantitative Aussagen







Dieses Kapitel des Anhangs fu¨hrt die Abbildungen zur Parameteru¨berpru¨fung
fu¨r die vier verschiedenen Entscheidungsfunktionen aus Abschnitt 4.2.1 auf.
Zuna¨chst folgt die Abbildung, welche sich auf die U¨berpru¨fung eines Marktes
mit nur einem Vermo¨genswert und negativem β bezieht. Anschließend werden
Ma¨rkte mit 2, 5 und 10 Vermo¨genswerten betrachtet. Erha¨lt die grundlegen-
de Imitationsneigung bmax einen Wert von 0.3 so ergeben sich dabei deutlich
unrealistischere Kenngro¨ßen als dies fu¨r einen Wert von 0.1 der Fall ist. Auf
Grund dieser Untersuchung wurden fu¨r die weiteren Analysen die Parameter-
kombinationen bmax = 0.1, ϕmax = 0.01 und CV = 0.05 fu¨r ξmax gewa¨hlt und
bmax = 0.1, ϕmax = 0.03 und CV = 0.01 fu¨r ξmost. Die Entscheidungsfunktion
ξmost erzielt mit einem negativen Rationalita¨tsparameter bessere Ergebnisse.
Die gezeigten Werte beruhen auf jeweils drei voneinander unabha¨ngigen Si-
mulationen mit je 105 Zeitschritten.
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0.7 0.7 0.7 0.7 0.8 0.8 0.8 1 1
0.8 0.8 0.8 0.8 0.8 0.8 0.9 1 1
0.8 0.8 0.8 0.9 0.9 0.9 0.9 1 1
1.2 1.3 1.5 1.6 0.9 0.9 1 1 1
1.6 1.8 1.9 1.6 1 1 1 1 1
2 2 1.8 1.6 1.2 1.1 1.1 1 1




















Abbildung A.1: Der Exzess γ der Ertra¨ge, sowie die integrierten Autokorre-
lationszeiten τA(r) und τA(|r|) und deren Verha¨ltnis bei verschiedenen Para-
metern ϕmax und CV . Dabei wurden folgende weitere Parameter verwendet:



















­1.8 ­1.8 ­1.8 ­1.8 ­1.6 ­1.1
­1.7 ­1.7 ­1.7 ­1.6 ­1.2 0.18
­1.4 ­1.3 ­1.2 ­0.95 2.9 0.84
­1.1 ­0.87 ­0.67 ­0.21 7.2 0.1
­0.71 ­0.34 ­0.04 0.61 4.1 0.03



















­1.6 ­1.6 ­1.6 ­1.5 ­1.3 ­0.77
­1.5 ­1.5 ­1.4 ­1.4 ­0.81 0.67
­1.1 ­0.9 ­0.78 ­0.51 3.9 0.06
­0.68 ­0.4 ­0.18 0.3 4.3 0.02
­0.25 0.14 0.46 1.2 1.8 0.02





















0.6 0.7 0.6 0.7 0.6 0.6
0.8 0.8 0.8 0.8 0.8 0.7
1.1 1.2 1.3 1.3 0.8 0.9
1.3 1.5 1.5 1.6 0.8 0.9
1.7 1.8 1.7 1.4 0.9 0.9


















0.8 0.8 0.8 0.9 0.9 0.9
0.9 0.9 0.9 1 1.2 1
1.4 1.5 1.7 1.9 1.3 0.9
1.9 2 2.3 2.6 1 0.9
2.2 2.3 2.7 2.6 0.9 0.9




















1.9 2 2 2 2.4 2.6
1.9 1.9 1.9 2 2.5 2.7
2 2.1 2.1 2.1 2.9 1.5
2.1 2.2 2.3 2.2 2.5 1.3
2.2 2.2 2.4 2.5 2 1.2


















1.4 1.5 1.5 1.5 1.6 1.8
1.5 1.6 1.5 1.5 1.6 1.9
1.4 1.4 1.4 1.4 2 1.3
1.4 1.4 1.4 1.3 1.9 1.2
1.4 1.4 1.3 1.4 1.5 1.1





















1.2 1.3 1.3 1.4 1.5 1.6
1.4 1.5 1.5 1.6 1.9 1.9
2.2 2.6 2.7 2.9 2.4 1.3
2.8 3.4 3.4 3.5 2.1 1.1
3.8 3.9 4.2 3.7 1.7 1


















1.1 1.2 1.2 1.3 1.4 1.6
1.3 1.4 1.4 1.5 1.9 2
2 2.1 2.3 2.6 2.6 1.1
2.6 2.8 3.1 3.4 1.9 1.1
3.1 3.1 3.6 3.5 1.4 1.1


















M= 2,­bmax= 0.1,­β= 1.0
Abbildung A.2: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r
ξmean und ξsimple mit bmax = 0.1, M = 2 und β = +1.


















­1.7 ­1.7 ­1.7 ­1.7 ­1.5 ­1.1
­1.7 ­1.6 ­1.6 ­1.5 ­1.1 0.16
­1.3 ­1.2 ­1.1 ­0.92 2.8 0.03
­1.1 ­0.86 ­0.64 ­0.15 7.3 0.02
­0.75 ­0.33 0.02 0.68 2.5 0.02



















­1.4 ­1.4 ­1.4 ­1.4 ­1.1 ­0.64
­1.3 ­1.3 ­1.2 ­1.1 ­0.53 0.67
­0.76 ­0.54 ­0.34 0.04 3.4 0.06
­0.23 0.16 0.46 1 2.5 0.03
0.35 0.87 1.2 1.9 0.69 0.02





















0.9 1 1 1 1.1 1
1.1 1.1 1.2 1.3 1.6 1.1
1.9 2 2.6 2.7 1.4 0.8
2.5 3.2 3.4 3.1 1 0.9
3 3.5 3.4 3 0.8 0.9


















0.9 0.8 0.9 0.9 1 1
0.9 1 1 1 1.2 1
1.1 1.3 1.3 1.4 1.1 0.9
1.4 1.6 1.6 1.6 0.9 0.9
1.6 1.7 1.7 1.8 0.8 0.9




















1.3 1.3 1.4 1.4 1.4 1.8
1.3 1.3 1.3 1.3 1.4 2.1
1.3 1.3 1.3 1.4 2 1.4
1.3 1.4 1.4 1.4 2.3 1.2
1.5 1.4 1.5 1.5 1.9 1.2


















1.1 1.1 1.1 1.1 1.2 1.4
1.1 1.1 1.1 1.1 1.2 1.6
1.2 1.1 1.2 1.2 1.6 1.3
1.2 1.2 1.2 1.2 1.7 1.2
1.2 1.2 1.1 1.1 1.5 1.1





















1.2 1.3 1.4 1.4 1.6 1.9
1.4 1.5 1.5 1.8 2.2 2.3
2.6 2.7 3.4 3.7 2.9 1.1
3.4 4.3 4.8 4.5 2.3 1.1
4.4 5.1 4.9 4.4 1.6 1.1


















0.95 0.96 1 1 1.2 1.4
1 1.1 1.1 1.2 1.4 1.5
1.4 1.5 1.6 1.7 1.8 1.1
1.7 1.9 1.9 1.9 1.5 1.1
1.9 2 2 2.1 1.2 1.1


















M= 2,­bmax= 0.1,­β= 1.0
Abbildung A.3: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r



















­1.9 ­1.9 ­1.8 ­1.8 ­1.6 ­1.2
­1.8 ­1.8 ­1.8 ­1.7 ­1.2 ­0.15
­1.5 ­1.4 ­1.3 ­1 2 0.08
­1.2 ­0.97 ­0.77 ­0.31 1.7 0.02
­0.83 ­0.48 ­0.18 0.49 0.37 0.01



















­1.5 ­1.5 ­1.5 ­1.4 ­1.1 ­0.52
­1.4 ­1.4 ­1.3 ­1.2 ­0.51 0.65
­0.93 ­0.75 ­0.59 ­0.23 3.5 0.04
­0.5 ­0.16 0.14 0.8 0.5 0.02
­0 0.55 0.96 1.9 0.19 0.02





















0.7 0.7 0.7 0.7 0.6 0.5
0.9 0.9 0.8 0.9 0.7 0.7
1.5 1.6 1.7 1.5 0.7 0.9
1.9 1.9 1.9 1.6 0.8 0.9
2 2.1 1.9 1.5 0.8 0.9


















0.8 0.8 0.9 0.8 1 1
0.9 1 1.1 1.1 1.3 1
1.5 1.6 1.8 2.1 1.1 0.9
2 2.3 2.2 2.6 0.9 0.9
2.4 2.8 2.9 2.8 0.9 1




















2.3 2.4 2.4 2.5 2.9 3.1
2.1 2.2 2.2 2.3 3.1 2.9
2 2.1 2.1 2.4 3.4 1.3
2.1 2.2 2.3 2.6 2.3 1.1
2.3 2.4 2.5 3 1.6 1.1


















1.4 1.4 1.4 1.5 1.5 1.6
1.4 1.4 1.4 1.4 1.5 1.6
1.3 1.3 1.4 1.3 1.7 1.1
1.3 1.4 1.3 1.3 1.4 1.1
1.4 1.3 1.3 1.4 1.3 1.1





















1.6 1.7 1.8 1.7 1.8 1.7
1.8 1.9 1.9 2.1 2.1 1.9
3 3.3 3.6 3.6 2.5 1.1
3.9 4.3 4.4 4.3 1.7 1.1
4.6 4.9 4.8 4.6 1.3 1.1


















1.2 1.2 1.2 1.2 1.6 1.6
1.3 1.4 1.5 1.6 1.9 1.6
2 2.2 2.5 2.8 1.8 1
2.6 3 3 3.4 1.2 1
3.3 3.7 3.7 3.8 1.1 1



















M= 5,­bmax= 0.1,­β= 1.0
Abbildung A.4: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r
ξmean und ξsimple mit bmax = 0.1, M = 5 und β = +1.


















­1.8 ­1.8 ­1.8 ­1.7 ­1.5 ­1.1
­1.7 ­1.7 ­1.7 ­1.6 ­1.2 ­0.05
­1.4 ­1.3 ­1.3 ­1.1 2.5 ­0
­1.2 ­1.1 ­0.92 ­0.27 1.7 0.01
­1 ­0.58 ­0.09 0.77 0.15 0.01



















­1.7 ­1.7 ­1.6 ­1.6 ­1.4 ­1
­1.6 ­1.6 ­1.6 ­1.5 ­1 0.08
­1.3 ­1.1 ­1 ­0.72 2.5 0
­0.97 ­0.69 ­0.45 0.04 1.4 0.01
­0.6 ­0.16 0.17 0.82 0.15 0.01





















1 1.1 1.2 1.3 1.6 1
1.4 1.7 1.7 2.1 2.2 0.9
3.7 4.4 5.2 6.6 1.3 0.8
5.4 7 7.8 6.4 0.8 0.9
7.4 8 6.3 4.3 0.8 0.9


















0.8 0.8 0.9 0.9 1.1 0.9
0.9 1 1 1.2 1.3 0.9
1.8 1.9 2 2.5 1.1 0.9
2.4 2.8 2.8 3.4 0.8 0.9
2.8 3.5 3.2 3.4 0.8 0.9




















1.4 1.4 1.4 1.3 1.4 2.2
1.3 1.3 1.3 1.2 1.3 2.5
1.1 1.1 1.1 1.2 2.3 1.2
1.2 1.2 1.2 1.4 2.2 1.1
1.2 1.2 1.3 1.4 1.6 1.1


















1.4 1.5 1.4 1.5 1.7 2.1
1.4 1.5 1.5 1.5 1.7 2.4
1.4 1.5 1.5 1.4 2.4 1.2
1.4 1.4 1.4 1.4 2.1 1.1
1.5 1.4 1.5 1.5 1.6 1.1





















1.4 1.5 1.6 1.8 2.2 2.1
1.8 2.2 2.2 2.6 2.8 2.4
4.2 5 5.9 7.7 3 1.1
6.3 8.2 9.3 8.7 1.8 1
8.7 9.8 8.2 6.1 1.2 1.1


















1.2 1.2 1.3 1.4 1.8 1.9
1.3 1.5 1.6 1.9 2.2 2.2
2.6 2.8 3 3.5 2.8 1.1
3.4 4 4 4.7 1.7 1
4.1 4.8 4.7 5 1.3 1.1



















M= 5,­bmax= 0.1,­β= 1.0
Abbildung A.5: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r



















­1.9 ­1.9 ­1.9 ­1.8 ­1.6 ­1.2
­1.8 ­1.8 ­1.8 ­1.7 ­1.3 ­0.38
­1.5 ­1.4 ­1.3 ­1.1 1.1 0.02
­1.2 ­1.1 ­0.88 ­0.44 0.41 0.01
­0.92 ­0.6 ­0.33 0.27 0.11 0



















­1.5 ­1.4 ­1.4 ­1.4 ­1 ­0.37
­1.4 ­1.3 ­1.3 ­1.2 ­0.33 0.51
­0.87 ­0.67 ­0.51 ­0.08 2.3 0.04
­0.41 ­0.03 0.3 1.1 0.28 0.02
0.13 0.73 1.2 2.3 0.14 0.01





















0.7 0.7 0.7 0.7 0.5 0.5
0.9 0.9 0.9 0.9 0.6 0.6
1.7 1.8 1.8 1.5 0.6 0.8
2.1 2.2 1.8 1.6 0.7 0.9
2.3 2.1 2 1.4 0.7 0.9


















0.9 0.9 0.9 0.9 1.1 1
1 1 1.1 1.2 1.3 1
1.4 1.7 1.9 2.2 1 0.9
2 2.4 2.6 2.7 0.8 0.9
2.4 2.8 3.1 2.9 0.8 0.9




















2.8 2.9 3 3.1 3.8 3.5
2.5 2.5 2.6 2.6 4.1 3
2.1 2.2 2.3 2.6 3.6 1.3
2.2 2.3 2.5 3.1 2.1 1.2
2.4 2.7 2.9 3.9 1.6 1.2


















1.4 1.4 1.4 1.4 1.5 1.6
1.4 1.4 1.4 1.4 1.5 1.4
1.4 1.3 1.4 1.3 1.6 1.1
1.3 1.3 1.3 1.3 1.3 1.1
1.3 1.3 1.3 1.3 1.3 1.1





















2 2.1 2 2.1 2.1 1.8
2.1 2.2 2.3 2.5 2.4 1.8
3.7 4 4.1 4 2.3 1.1
4.6 4.9 4.6 5 1.4 1
5.4 5.7 5.7 5.3 1.2 1


















1.2 1.3 1.3 1.3 1.6 1.6
1.4 1.4 1.5 1.6 2 1.4
1.9 2.2 2.5 2.9 1.6 1
2.7 3.2 3.4 3.7 1.1 1
3.1 3.7 4.1 3.9 1.1 1

















M= 10,­bmax= 0.1,­β= 1.0
Abbildung A.6: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r
ξmean und ξsimple mit bmax = 0.1, M = 10 und β = +1.


















­1.8 ­1.8 ­1.8 ­1.7 ­1.5 ­1.2
­1.7 ­1.7 ­1.7 ­1.6 ­1.2 ­0.2
­1.4 ­1.3 ­1.3 ­1.2 2 ­0.01
­1.2 ­1.2 ­1.2 ­0.73 0.17 0
­1.2 ­1 ­0.51 0.7 0.06 0.01



















­1.6 ­1.6 ­1.6 ­1.6 ­1.3 ­0.97
­1.6 ­1.5 ­1.5 ­1.4 ­0.89 ­0.04
­1.2 ­1 ­0.84 ­0.49 1.9 ­0.01
­0.8 ­0.47 ­0.18 0.37 0.18 0.01
­0.37 0.15 0.53 1.1 0.07 0.01





















1.1 1.2 1.2 1.4 1.6 1
1.7 1.9 2.1 2.5 2.3 0.9
4.8 6.9 8.6 13 1.1 0.8
9.5 14 19 24 0.7 0.9
17 23 23 6.6 0.7 0.9


















0.8 0.8 0.9 0.9 1.1 0.8
1 1 1 1.2 1.4 0.8
1.5 1.7 1.9 2.2 1 0.8
1.9 2.3 2.6 2.8 0.7 0.9
2.5 3 3.1 2.8 0.7 0.9




















1.4 1.3 1.4 1.3 1.4 2.7
1.2 1.2 1.2 1.2 1.3 3.1
1.1 1.1 1.1 1.1 2.7 1.3
1.1 1.1 1.1 1.2 2.1 1.2
1 1.2 1.2 1.4 1.6 1.2


















1.3 1.3 1.3 1.3 1.5 2
1.3 1.3 1.4 1.3 1.4 2.5
1.3 1.3 1.3 1.3 2.4 1.3
1.3 1.3 1.3 1.3 2.1 1.2
1.3 1.3 1.3 1.3 1.6 1.1





















1.4 1.5 1.6 1.8 2.3 2.6
2.1 2.4 2.6 3 3 2.7
5.2 7.3 9.2 14 2.9 1.1
10 15 20 28 1.5 1
18 26 27 9 1.2 1


















1.1 1.1 1.1 1.2 1.6 1.7
1.2 1.3 1.4 1.5 2 2
2 2.3 2.4 2.8 2.4 1.1
2.5 3 3.3 3.7 1.4 1
3.2 3.7 3.9 3.7 1.2 1

















M= 10,­bmax= 0.1,­β= 1.0
Abbildung A.7: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r



















­0.54 ­0.54 ­0.54 ­0.54 ­0.54 ­0.46
­0.13 ­0.12 ­0.11 ­0.09 ­0.15 ­0.16
0.81 0.89 0.92 0.84 0.07 0.01
1 1.1 1.1 0.76 0.06 0.01
1.1 1.1 0.92 0.56 0.04 0.01



















­1.1 ­1 ­0.98 ­0.91 ­0.39 ­0.36
­0.86 ­0.8 ­0.74 ­0.58 0.53 ­0.1
0.02 0.26 0.51 1.3 0.67 0.02
0.71 1.2 1.7 3.3 0.25 0.02
1.5 2.3 3.1 5.4 0.17 0.02





















1.4 1.4 1.4 1.4 1.2 1.2
1.3 1.3 1.3 1.3 1.2 1.1
1.2 1.2 1.3 1.3 1.1 1
1.2 1.3 1.3 1.3 1 0.9
1.3 1.3 1.3 1.2 0.9 1


















1.6 1.7 1.7 1.7 1.6 1.2
1.7 1.8 1.9 2 1.6 1.1
2.4 2.4 2.5 2.8 1.1 0.9
2.9 2.9 3.1 3.4 0.9 0.9
2.9 3.2 3.4 3.5 0.9 0.9




















0.69 0.69 0.7 0.7 0.73 0.78
0.7 0.7 0.7 0.71 0.75 0.82
0.71 0.71 0.71 0.72 0.87 0.97
0.71 0.72 0.72 0.74 0.96 1
0.72 0.73 0.74 0.78 1 1.1


















1 0.97 0.97 0.96 0.87 0.84
1.1 1.1 1 0.98 0.93 0.87
1 1.1 1.1 1.1 0.97 1.1
1.1 1.1 1.1 1.1 1.1 1.1
1.1 1.2 1.1 1.2 1.2 1.1





















1 0.98 0.97 0.95 0.89 0.9
0.94 0.92 0.91 0.89 0.9 0.93
0.86 0.88 0.89 0.92 0.92 0.95
0.88 0.91 0.93 0.93 0.92 0.97
0.92 0.94 0.94 0.94 0.95 1


















1.6 1.6 1.6 1.7 1.4 1
1.8 1.9 1.9 1.9 1.5 0.96
2.5 2.6 2.7 3 1 0.96
3.1 3.3 3.6 3.8 0.99 0.98
3.4 3.8 3.9 4 1 1
















M= 2,­bmax= 0.1,­β= ­1.0
Abbildung A.8: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r
ξmean und ξsimple mit bmax = 0.1, M = 2 und β = −1.


















­0.23 ­0.23 ­0.22 ­0.21 ­0.46 ­0.52
0.3 0.32 0.35 0.41 ­0.18 ­0.23
1.9 1.9 2 2 0.01 ­0.01
2.7 2.8 2.9 1.7 0.03 0.01
3.4 3.5 3.2 0.94 0.04 0.01



















­1.4 ­1.4 ­1.4 ­1.3 ­0.48 ­0.33
­1.3 ­1.3 ­1.2 ­1.1 0.66 ­0.09
­0.8 ­0.7 ­0.6 ­0.25 2 0.02
­0.53 ­0.41 ­0.18 0.86 1.5 0.02
­0.3 0.08 0.5 2.7 0.17 0.02





















1.6 1.6 1.6 1.5 1.3 1.2
1.6 1.6 1.6 1.6 1.2 1.1
1.8 1.9 2 1.8 1 1
2 2.2 2.4 1.8 0.9 0.9
2.3 2.5 2.4 1.4 0.9 1


















1 1.1 1.2 1.3 1.7 1.2
1.3 1.3 1.4 1.5 1.7 1.1
2 2.3 2.6 3.7 1.4 0.9
2.7 3.4 4.3 5.5 1.1 0.9
3.9 4.9 6.1 6.1 0.8 0.9




















0.69 0.69 0.69 0.7 0.73 0.81
0.7 0.7 0.7 0.69 0.76 0.87
0.68 0.67 0.67 0.69 0.92 1
0.68 0.68 0.68 0.72 1 1
0.7 0.71 0.73 0.79 1.1 1.1


















1.9 1.8 1.8 1.7 1.3 0.87
2.1 1.9 1.9 1.9 1.4 0.87
2 2.2 2.2 2.2 1 1.1
2.3 2.4 2.3 2.3 1.1 1.1
2.3 2.4 2.3 2.3 1.2 1.1





















1.1 1.1 1.1 1.1 0.94 0.93
1.1 1.1 1.1 1.1 0.93 0.94
1.2 1.3 1.3 1.2 0.93 0.96
1.3 1.5 1.6 1.3 0.93 0.98
1.6 1.8 1.8 1.1 0.97 1


















1.9 2.1 2.1 2.2 2.1 1.1
2.7 2.5 2.7 2.9 2.4 0.97
4 5.1 5.8 8.2 1.4 0.96
6.3 8.2 10 13 1.2 0.98
9 12 14 14 1 1
















M= 2,­bmax= 0.1,­β= ­1.0
Abbildung A.9: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter fu¨r



















­0.03 ­0.04 ­0.06 ­0.11 ­0.43 ­0.45
0.49 0.48 0.47 0.4 ­0.14 ­0.18
1.1 1.2 1.2 0.92 0.04 ­0
1 1.1 1.1 0.67 0.03 0
0.92 0.97 0.81 0.46 0.02 0



















­1.2 ­1.2 ­1.2 ­1.1 ­0.64 0.02
­1.1 ­1 ­0.98 ­0.85 0.32 0.47
­0.44 ­0.22 ­0.02 0.48 2.9 0.03
0.07 0.46 0.81 1.8 0.45 0.02
0.61 1.2 1.7 3 0.16 0.02





















1.9 1.9 1.8 1.8 1.4 1.3
1.6 1.6 1.6 1.6 1.4 1.2
1.4 1.4 1.4 1.4 1.1 1
1.4 1.4 1.4 1.4 1 1
1.4 1.4 1.4 1.2 0.9 1


















1.3 1.4 1.4 1.4 1.4 1.2
1.6 1.7 1.6 1.6 1.5 1.1
2 2 2.1 2.3 1.1 0.9
2.2 2.6 2.8 2.9 0.9 0.9
2.7 3.1 3.1 3.1 0.9 1




















0.7 0.7 0.69 0.69 0.72 0.78
0.7 0.7 0.7 0.7 0.74 0.83
0.71 0.71 0.7 0.71 0.88 0.97
0.71 0.71 0.71 0.74 0.98 1
0.71 0.72 0.74 0.8 1 1


















1.1 1.1 1.1 1.1 1.2 1.2
1.1 1.1 1.2 1.1 1.3 1.1
1.2 1.2 1.2 1.3 1.4 1.1
1.2 1.2 1.3 1.3 1.3 1.1
1.2 1.2 1.2 1.3 1.3 1.1





















1.3 1.3 1.3 1.2 1 0.99
1.1 1.1 1.1 1.1 1 0.97
0.98 1 1 1 0.95 0.96
0.98 1 1 1 0.96 0.99
1 1 1 0.99 0.98 1


















1.5 1.6 1.6 1.6 1.7 1.4
1.7 1.9 1.9 1.8 1.9 1.2
2.3 2.4 2.6 3 1.5 0.99
2.6 3.2 3.6 3.8 1.1 1
3.3 3.7 3.8 4 1.1 1



















M= 5,­bmax= 0.1,­β= ­1.0
Abbildung A.10: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.1, M = 5 und β = −1.


















0.17 0.16 0.15 0.09 ­0.52 ­0.55
1.1 1.1 1 0.92 ­0.31 ­0.25
2.7 2.8 2.6 1.5 ­0.03 ­0.01
3.2 3 2.3 0.6 0 0
3.1 2.5 1.3 0.2 0.02 0.01



















0.21 0.2 0.19 0.15 ­0.46 ­0.54
0.88 0.91 0.93 0.96 ­0.25 ­0.25
3 3.2 3.2 2.6 ­0.02 ­0.01
4.4 4.4 3.9 1.5 0.01 0
5.4 4.8 3.3 0.61 0.03 0.01





















2.1 2 2 1.9 1.4 1.2
1.8 1.8 1.8 1.7 1.3 1.1
1.6 1.6 1.7 1.6 1 1
1.7 1.7 1.7 1.4 1 1
1.7 1.7 1.5 1.1 0.9 1


















2.4 2.3 2.3 2.2 1.5 1.2
2.3 2.4 2.3 2.1 1.3 1.1
2.4 2.3 2.3 1.9 1 1
2.5 2.5 2.3 1.6 1 1
2.6 2.3 2.1 1.2 0.9 1




















0.7 0.7 0.7 0.7 0.73 0.8
0.71 0.71 0.71 0.71 0.76 0.86
0.71 0.7 0.7 0.7 0.92 0.98
0.69 0.69 0.7 0.75 1 1
0.71 0.72 0.76 0.85 1 1


















0.69 0.69 0.69 0.69 0.73 0.8
0.68 0.69 0.68 0.69 0.76 0.86
0.68 0.7 0.7 0.7 0.92 0.99
0.69 0.71 0.71 0.77 1 1
0.73 0.76 0.76 0.86 1.1 1





















1.5 1.4 1.4 1.4 1.1 0.99
1.3 1.3 1.2 1.2 1 0.97
1.1 1.1 1.2 1.1 0.95 0.97
1.2 1.2 1.2 1 0.97 1
1.2 1.2 1.1 0.96 0.99 1


















1.6 1.6 1.6 1.5 1.1 0.99
1.6 1.6 1.6 1.4 1 0.97
1.6 1.6 1.6 1.4 0.95 0.97
1.7 1.8 1.7 1.2 0.97 1
1.9 1.8 1.6 1 0.98 1



















M= 5,­bmax= 0.1,­β= ­1.0
Abbildung A.11: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















0.28 0.26 0.23 0.16 ­0.4 ­0.47
0.88 0.85 0.82 0.69 ­0.18 ­0.2
1.1 1.1 1.1 0.79 0.01 ­0
0.81 0.92 0.84 0.49 0.02 ­0
0.59 0.7 0.59 0.33 0.01 ­0



















­1.3 ­1.3 ­1.3 ­1.2 ­0.82 ­0.09
­1.2 ­1.1 ­1.1 ­0.99 ­0 0.6
­0.61 ­0.41 ­0.22 0.21 2.3 0.04
­0.15 0.22 0.55 1.3 0.29 0.02
0.34 0.94 1.4 2.6 0.14 0.01





















2.4 2.3 2.2 2.1 1.5 1.3
1.9 1.8 1.8 1.7 1.4 1.2
1.4 1.4 1.5 1.5 1.1 1
1.4 1.5 1.5 1.4 1 0.9
1.4 1.5 1.4 1.2 0.9 0.9


















1.1 1.2 1.2 1.2 1.3 1.1
1.4 1.4 1.3 1.4 1.4 1.1
1.7 2 2.1 2.3 1 0.9
2.1 2.4 2.8 2.9 0.8 0.9
2.5 3 3 3 0.8 0.9




















0.69 0.69 0.69 0.69 0.72 0.78
0.71 0.7 0.7 0.7 0.74 0.83
0.71 0.71 0.71 0.71 0.91 1
0.71 0.7 0.71 0.74 1 1.1
0.71 0.72 0.74 0.82 1.1 1.1


















1.2 1.2 1.2 1.3 1.4 1.4
1.2 1.2 1.2 1.3 1.4 1.2
1.2 1.3 1.3 1.3 1.5 1.1
1.3 1.3 1.3 1.3 1.3 1.1
1.3 1.3 1.3 1.3 1.3 1.1





















1.6 1.6 1.5 1.4 1.1 1
1.3 1.3 1.3 1.2 1 1
0.97 1 1 1.1 0.99 0.99
1 1 1.1 1 0.98 0.98
1 1.1 1 1 0.99 0.99


















1.4 1.5 1.5 1.6 1.8 1.5
1.7 1.7 1.6 1.8 2 1.3
2.1 2.5 2.6 3 1.5 1
2.6 3.1 3.5 3.7 1.1 1
3.2 3.9 4 4 1.1 1

















M= 10,­bmax= 0.1,­β= ­1.0
Abbildung A.12: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.1, M = 10 und β = −1.


















0.19 0.17 0.15 0.08 ­0.54 ­0.55
1.1 1.1 1 0.82 ­0.35 ­0.25
1.8 1.8 1.5 0.5 ­0.04 ­0.01
1.2 1.1 0.74 0.11 ­0 0
0.68 0.51 0.32 0.06 0.01 0



















0.37 0.34 0.32 0.24 ­0.51 ­0.55
1.4 1.4 1.4 1.3 ­0.33 ­0.25
3.7 3.9 4 2.6 ­0.04 ­0.01
5.8 5.6 4.8 0.77 0 0
6.7 5.2 2.8 0.14 0.02 0.01





















2.7 2.6 2.5 2.3 1.5 1.3
2.3 2.3 2.2 2.1 1.4 1.2
1.4 1.5 1.5 1.5 1 1
1.5 1.5 1.5 1.3 1 0.9
1.5 1.5 1.4 1.1 0.9 0.9


















2.7 2.7 2.6 2.5 1.5 1.3
2.7 2.6 2.6 2.4 1.4 1.2
2.8 2.9 2.8 2.1 1 1
3 3.1 3.1 1.5 1 0.9
3.1 2.9 2.1 1.1 0.9 0.9




















0.7 0.7 0.7 0.7 0.74 0.82
0.73 0.72 0.72 0.72 0.78 0.88
0.73 0.72 0.72 0.73 0.96 1
0.72 0.72 0.73 0.79 1.1 1.1
0.73 0.76 0.79 0.9 1.1 1.1


















0.7 0.7 0.69 0.7 0.74 0.82
0.7 0.7 0.7 0.7 0.78 0.88
0.72 0.74 0.75 0.75 0.97 1
0.8 0.78 0.77 0.79 1.1 1.1
0.79 0.8 0.8 0.9 1.1 1.1





















1.9 1.8 1.8 1.6 1.1 1
1.6 1.6 1.6 1.5 1.1 1
1.1 1.1 1.1 1.1 1 1
1.1 1.1 1.1 1.1 1 1
1.1 1.1 1.1 1 1 0.99


















1.9 1.9 1.8 1.7 1.1 1
1.9 1.8 1.8 1.7 1.1 1
2 2.1 2.1 1.6 1 1
2.4 2.5 2.4 1.2 1 1
2.5 2.3 1.6 1 1 1

















M= 10,­bmax= 0.1,­β= ­1.0
Abbildung A.13: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­1.8 ­1.8 ­1.8 ­1.8 ­1.6 ­1.2
­1.7 ­1.7 ­1.7 ­1.6 ­1.2 ­0.27
­1.3 ­1.2 ­1.1 ­0.85 1.2 2.6
­0.96 ­0.66 ­0.38 0.18 2.8 0.5
­0.44 0.08 0.54 1.3 3.4 0.21



















­1.6 ­1.6 ­1.6 ­1.6 ­1.3 ­0.89
­1.5 ­1.5 ­1.4 ­1.4 ­0.92 0.24
­1.1 ­0.92 ­0.79 ­0.53 2.2 0.59
­0.69 ­0.38 ­0.11 0.58 3.5 0.14
­0.2 0.48 1.2 2.5 3.7 0.09





















0.6 0.6 0.6 0.6 0.6 0.6
0.8 0.8 0.8 0.8 0.7 0.6
1.3 1.3 1.4 1.3 0.7 0.7
1.5 1.7 1.9 1.8 0.6 0.7
2 2.1 2.1 1.8 0.6 0.7


















0.8 0.8 0.8 0.8 0.9 0.9
1 1 1 1.1 1.1 1
1.5 1.7 1.8 2 1.1 0.7
1.9 2.3 2.5 2.8 0.7 0.7
2.1 2.7 3 1.9 0.6 0.7




















2.3 2.3 2.3 2.4 2.8 3
2.3 2.3 2.3 2.3 2.8 3.3
2.4 2.6 2.6 2.9 4.5 2.6
2.8 2.9 3 3.7 5.8 2
3.2 3.7 4.2 5.6 5.8 1.8


















1.5 1.6 1.5 1.6 1.6 1.8
1.5 1.5 1.5 1.4 1.6 2
1.4 1.4 1.4 1.4 2.3 2
1.4 1.4 1.4 1.5 3.2 1.7
1.4 1.5 1.6 2.6 3.6 1.6





















1.4 1.4 1.4 1.5 1.7 1.7
1.8 1.8 1.8 1.8 2.1 2.1
3 3.4 3.6 3.9 3.1 1.8
4.2 4.9 5.7 6.8 3.3 1.4
6.3 7.8 8.8 9.9 3.2 1.3


















1.2 1.2 1.2 1.3 1.5 1.7
1.5 1.4 1.5 1.6 1.8 1.9
2 2.3 2.5 2.9 2.5 1.4
2.6 3.3 3.5 4.1 2.3 1.2
3.1 4.1 4.8 4.9 2.3 1.2



















M= 2,­bmax= 0.3,­β= 1.0
Abbildung A.14: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 2 und β = +1.


















­1.7 ­1.7 ­1.7 ­1.7 ­1.5 ­1.1
­1.6 ­1.6 ­1.6 ­1.6 ­1.2 ­0.19
­1.4 ­1.2 ­1.1 ­0.92 1.6 1
­1.1 ­0.84 ­0.58 0.1 3.3 0.17
­0.69 ­0.05 0.66 2.5 4 0.12



















­1.5 ­1.5 ­1.4 ­1.4 ­1.2 ­0.76
­1.3 ­1.3 ­1.3 ­1.2 ­0.69 0.35
­0.8 ­0.61 ­0.45 ­0.12 2.1 0.48
­0.31 0.07 0.38 1.1 2.7 0.14
0.29 1 1.6 2.4 2.2 0.09





















1.1 1.1 1.1 1.1 1.2 1.1
1.3 1.4 1.4 1.4 1.8 1.1
2 2 2.4 2.7 1.3 0.7
2.5 3 3 3.4 0.7 0.7
3.4 4 4 3.1 0.6 0.7


















0.9 0.9 0.9 0.9 1 1
1 1 1 1 1.2 0.9
1.2 1.3 1.3 1.5 0.8 0.7
1.4 1.4 1.6 1.7 0.6 0.7
1.6 1.7 1.7 1.1 0.6 0.7




















1.4 1.4 1.4 1.4 1.4 1.8
1.4 1.3 1.4 1.4 1.4 2
1.4 1.4 1.4 1.4 2.2 2.4
1.4 1.4 1.5 1.6 3.5 1.9
1.4 1.5 1.8 2.7 4 1.8


















1.2 1.1 1.1 1.1 1.2 1.4
1.2 1.2 1.2 1.2 1.2 1.6
1.2 1.2 1.2 1.2 2 1.9
1.2 1.2 1.2 1.3 2.8 1.7
1.2 1.4 1.5 2.4 3.1 1.6





















1.5 1.5 1.5 1.5 1.7 1.9
1.8 1.8 1.9 1.9 2.5 2.2
2.7 2.8 3.4 3.8 3 1.6
3.5 4.1 4.5 5.7 2.5 1.3
4.8 6.1 7.2 8.4 2.5 1.2


















1 1.1 0.99 1 1.2 1.4
1.1 1.1 1.1 1.2 1.5 1.5
1.4 1.5 1.6 1.7 1.6 1.3
1.7 1.8 2 2.2 1.7 1.2
1.9 2.3 2.7 2.7 1.7 1.2



















M= 2,­bmax= 0.3,­β= 1.0
Abbildung A.15: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­1.8 ­1.8 ­1.8 ­1.8 ­1.6 ­1.3
­1.8 ­1.7 ­1.7 ­1.7 ­1.3 ­0.48
­1.4 ­1.3 ­1.2 ­0.96 0.76 0.35
­1.1 ­0.86 ­0.67 ­0.25 1.6 0.08
­0.73 ­0.36 ­0.11 0.3 1.3 0.04



















­1.5 ­1.5 ­1.5 ­1.4 ­1.2 ­0.67
­1.4 ­1.4 ­1.3 ­1.3 ­0.67 0.49
­0.92 ­0.75 ­0.6 ­0.3 2.5 0.12
­0.5 ­0.16 0.16 0.96 2.4 0.06
0.03 0.77 1.5 2.2 1.5 0.05





















0.7 0.7 0.7 0.7 0.6 0.5
0.8 0.8 0.8 0.8 0.6 0.6
1.1 1.2 1.3 1.3 0.5 0.7
1.4 1.3 1.4 1.1 0.5 0.7
1.4 1.4 1.4 1.1 0.5 0.7


















0.9 0.9 0.9 1 1 1
1 1 1.1 1.1 1.2 1
1.6 1.8 1.9 2.2 0.8 0.8
1.9 2.3 2.3 1.9 0.6 0.7
2.3 2.3 1.8 0.8 0.6 0.7




















2.7 2.9 2.9 3 3.8 4
2.8 2.9 3 3 4.3 4.3
3.1 3.2 3.3 3.9 8.6 2.2
3.5 3.9 4.4 5.9 8.8 1.8
4.1 5.4 6.2 10 7 1.7


















1.4 1.5 1.4 1.5 1.5 1.7
1.4 1.4 1.4 1.4 1.6 1.9
1.4 1.3 1.4 1.4 2.4 1.6
1.4 1.3 1.4 1.6 3.4 1.5
1.4 1.5 1.9 3.7 3.4 1.5





















1.8 2 1.9 2 2.1 2
2.3 2.3 2.4 2.4 2.7 2.4
3.6 4 4.5 5 4.4 1.5
4.8 5.1 6.3 6.7 4.3 1.3
5.8 7.4 8.4 11 3.7 1.2


















1.2 1.3 1.3 1.4 1.6 1.6
1.4 1.4 1.5 1.6 1.9 1.8
2.2 2.4 2.7 3 2 1.2
2.6 3.1 3.3 3.2 2 1.1
3.3 3.5 3.3 3 2.1 1.1



















M= 5,­bmax= 0.3,­β= 1.0
Abbildung A.16: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 5 und β = +1.


















­1.8 ­1.8 ­1.8 ­1.7 ­1.5 ­1.2
­1.7 ­1.7 ­1.6 ­1.6 ­1.2 ­0.25
­1.4 ­1.3 ­1.3 ­1.1 1.6 0.1
­1.2 ­1.1 ­0.91 ­0.22 2.6 0.05
­1 ­0.54 0.09 1.6 2.6 0.05



















­1.7 ­1.7 ­1.7 ­1.6 ­1.4 ­1.1
­1.6 ­1.6 ­1.6 ­1.5 ­1.1 ­0.17
­1.3 ­1.1 ­1 ­0.77 1.5 0.1
­0.96 ­0.71 ­0.48 0.1 2.4 0.05
­0.61 ­0.14 0.38 1.4 2.5 0.05





















1 1.2 1.2 1.4 1.7 1.1
1.5 1.8 1.8 2.3 2.3 1.2
3.7 4.2 5.3 6.7 1.1 0.7
5.4 7 7.6 6.1 0.6 0.7
6.6 7.3 6.6 2 0.6 0.7


















0.9 1 0.9 1 1.2 1
1 1.1 1.2 1.3 1.5 0.9
1.9 2 2.2 2.6 1 0.7
2.3 2.6 2.7 2.9 0.6 0.7
2.9 3.1 2.8 1.3 0.5 0.7




















1.4 1.4 1.4 1.4 1.3 2
1.3 1.3 1.3 1.2 1.3 2.2
1.1 1.2 1.1 1.1 2.7 2.1
1.2 1.2 1.2 1.4 4.7 1.8
1.2 1.3 1.4 2.8 5.3 1.7


















1.5 1.5 1.5 1.6 1.6 2
1.5 1.5 1.5 1.5 1.6 2.4
1.4 1.5 1.5 1.4 2.7 2.1
1.4 1.5 1.5 1.6 4.6 1.8
1.5 1.5 1.6 3.2 5.3 1.7





















1.4 1.6 1.7 1.9 2.2 2.3
2 2.3 2.4 2.8 2.9 2.6
4.3 4.9 6.1 7.6 2.9 1.4
6.2 8.1 9.1 8.4 2.9 1.3
8.1 9.4 9.3 5.6 3 1.2


















1.3 1.4 1.4 1.6 1.9 1.9
1.5 1.6 1.9 2 2.4 2.2
2.8 3 3.4 3.8 2.8 1.4
3.4 3.9 4.2 4.6 2.7 1.2
4.2 4.7 4.6 4.2 2.8 1.2



















M= 5,­bmax= 0.3,­β= 1.0
Abbildung A.17: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­1.8 ­1.8 ­1.8 ­1.8 ­1.6 ­1.3
­1.8 ­1.8 ­1.7 ­1.7 ­1.3 ­0.63
­1.4 ­1.3 ­1.2 ­1.1 0.32 0.1
­1.1 ­0.96 ­0.8 ­0.48 0.73 0.04
­0.84 ­0.56 ­0.36 ­0.07 0.48 0.02



















­1.5 ­1.5 ­1.4 ­1.4 ­1.1 ­0.54
­1.4 ­1.3 ­1.3 ­1.2 ­0.54 0.53
­0.86 ­0.68 ­0.52 ­0.18 2.5 0.09
­0.41 ­0.05 0.32 1.2 1.9 0.05
0.17 0.98 1.7 2.1 1 0.04





















0.7 0.6 0.6 0.6 0.5 0.5
0.7 0.7 0.7 0.7 0.5 0.5
1 1.1 1 1 0.4 0.7
1 1.1 1 0.9 0.5 0.7
1.1 1 1 0.8 0.5 0.7


















0.9 1 1 1 1.1 0.9
1.1 1.1 1.2 1.2 1.3 0.9
1.7 1.8 2 2.2 0.8 0.7
1.9 2.4 2.5 1.9 0.6 0.7
2.5 2.4 1.6 0.6 0.5 0.7




















3.8 3.8 4 4.1 5.1 4.8
3.8 3.9 4 4.3 6.4 5
4.3 4.6 4.9 5.9 13 2.1
5.7 6.4 7.5 11 10 1.8
7.2 9.8 12 21 7.3 1.7


















1.4 1.4 1.4 1.4 1.5 1.7
1.4 1.4 1.3 1.4 1.5 1.8
1.3 1.3 1.4 1.4 2.5 1.6
1.4 1.3 1.4 1.6 3.5 1.6
1.3 1.5 2 4.5 3.7 1.6





















2.4 2.5 2.5 2.5 2.5 2.2
2.7 2.8 2.8 3 3.4 2.5
4.4 4.8 5.1 6 5.9 1.4
5.7 6.9 7.8 9.8 4.7 1.2
7.8 10 12 17 3.5 1.2


















1.3 1.4 1.3 1.4 1.6 1.6
1.4 1.5 1.6 1.7 1.9 1.7
2.2 2.4 2.7 3.1 2 1.1
2.6 3.2 3.4 3.1 2.1 1.1
3.3 3.6 3.1 2.8 2 1.1



















M= 10,­bmax= 0.3,­β= 1.0
Abbildung A.18: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 10 und β = +1.


















­1.8 ­1.8 ­1.8 ­1.7 ­1.5 ­1.2
­1.7 ­1.7 ­1.7 ­1.6 ­1.2 ­0.32
­1.4 ­1.3 ­1.3 ­1.2 1.4 0.02
­1.2 ­1.2 ­1.1 ­0.64 2.1 0.02
­1.2 ­0.97 ­0.34 1.5 1.8 0.03



















­1.6 ­1.6 ­1.6 ­1.6 ­1.4 ­1
­1.6 ­1.5 ­1.5 ­1.4 ­0.96 ­0.15
­1.2 ­1 ­0.87 ­0.58 1.4 0.02
­0.81 ­0.53 ­0.28 0.32 1.6 0.03
­0.42 0.08 0.56 1.2 1.2 0.03





















1.1 1.3 1.3 1.5 1.7 1.1
1.7 2 2.3 2.7 2.5 1
4.7 6.5 8.7 14 0.9 0.7
10 15 20 22 0.5 0.7
17 26 25 2.8 0.5 0.7


















0.9 0.9 1 1.1 1.2 1
0.9 1 1.1 1.3 1.5 0.9
1.6 1.8 2 2.4 0.8 0.7
2.1 2.4 2.7 2.5 0.5 0.7
2.5 2.7 2.2 0.8 0.5 0.7




















1.3 1.3 1.3 1.3 1.4 2.3
1.3 1.2 1.2 1.2 1.3 2.5
1.1 1.1 1.1 1.1 3 2.1
1.1 1 1.1 1.1 5.7 1.9
1.1 1 1.2 3 6.3 1.8


















1.3 1.3 1.3 1.4 1.4 1.9
1.4 1.3 1.4 1.3 1.4 2.2
1.3 1.3 1.4 1.3 2.9 2.1
1.4 1.4 1.3 1.3 5.2 1.8
1.3 1.3 1.5 3.6 5.4 1.7





















1.5 1.7 1.8 2 2.4 2.6
2.2 2.5 2.8 3.2 3.2 2.6
5.2 6.9 9.3 15 2.8 1.4
10 16 21 25 3 1.3
18 27 30 8.5 3.1 1.2


















1.1 1.2 1.3 1.4 1.7 1.8
1.3 1.4 1.5 1.7 2.1 2
2.1 2.5 2.7 3.2 2.3 1.4
2.9 3.3 3.5 3.3 2.8 1.2
3.3 3.5 3.3 2.9 2.7 1.2



















M= 10,­bmax= 0.3,­β= 1.0
Abbildung A.19: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­1 ­1 ­1 ­0.98 ­0.77 ­0.56
­0.84 ­0.8 ­0.76 ­0.68 ­0.37 ­0.2
­0.29 ­0.09 0.03 0.15 0.06 ­0
­0.02 0.23 0.3 0.26 0.02 ­0
0.18 0.37 0.37 0.29 0.01 ­0



















­1.2 ­1.2 ­1.2 ­1.1 ­0.65 ­0.41
­1 ­0.95 ­0.9 ­0.8 0.19 ­0.02
­0.01 0.2 0.46 1.1 2.4 0.05
0.94 1.5 2.2 3.3 2.6 0.05
2 3.2 3.9 3.3 2.6 0.05





















1.3 1.3 1.3 1.2 1.2 1.1
1.2 1.2 1.2 1.2 1.2 1
1.1 1.2 1.2 1.1 0.8 0.8
1.1 1.1 1 0.9 0.6 0.8
1 0.9 0.8 0.6 0.6 0.7


















1.6 1.4 1.5 1.4 1.5 1.1
1.7 1.7 1.7 1.7 1.6 1
2.5 2.5 2.4 2.7 1 0.8
2.6 2.5 2.8 2.4 0.7 0.7
2.9 2.5 1.7 0.8 0.6 0.7




















0.7 0.7 0.7 0.71 0.74 0.81
0.7 0.7 0.7 0.71 0.77 0.88
0.76 0.77 0.78 0.83 1.1 1.2
0.86 0.92 1 1.3 1.6 1.4
1.1 1.4 1.9 3 2 1.5


















1 1 1 1 0.94 0.92
1.1 1.1 1.1 1 1 0.98
1.1 1.1 1.1 1.2 1.7 1.4
1.2 1.2 1.3 1.6 2.4 1.6
1.3 1.5 2.1 3.5 3.1 1.6





















0.89 0.88 0.88 0.87 0.88 0.89
0.86 0.86 0.86 0.87 0.89 0.91
0.88 0.9 0.92 0.95 0.93 0.98
0.92 1 1 1.1 1 1
1 1.2 1.5 1.9 1.2 1.1


















1.6 1.4 1.5 1.4 1.4 1
1.8 1.9 1.8 1.8 1.6 0.99
2.7 2.7 2.7 3.1 1.6 1
3.2 2.9 3.7 3.8 1.7 1.1
3.7 3.7 3.6 3 1.8 1.1
















M= 2,­bmax= 0.3,­β= ­1.0
Abbildung A.20: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 2 und β = −1.


















­0.75 ­0.74 ­0.73 ­0.72 ­0.74 ­0.62
­0.45 ­0.42 ­0.4 ­0.37 ­0.42 ­0.28
0.3 0.43 0.5 0.44 ­0.04 ­0.03
0.54 0.68 0.61 0.21 ­0.02 ­0
0.53 0.55 0.35 0.22 0.15 0.01



















­1.5 ­1.5 ­1.4 ­1.4 ­0.73 ­0.34
­1.4 ­1.4 ­1.3 ­1.2 0.23 0.1
­0.76 ­0.65 ­0.55 ­0.19 4.7 0.05
­0.31 ­0.03 0.41 2.2 5.4 0.04
0.28 1.4 3.1 5.8 5.8 0.06





















1.4 1.4 1.4 1.4 1.2 1.1
1.4 1.4 1.4 1.4 1.1 1
1.4 1.4 1.4 1.3 0.7 0.8
1.2 1.2 0.9 0.6 0.6 0.8
0.9 0.6 0.5 0.4 0.6 0.7


















1 1 1.1 1.2 1.4 1.2
1.3 1.4 1.3 1.3 1.7 1.1
2 2.3 2.8 3.4 1.4 0.8
3 4 4.6 5.9 0.9 0.7
4.3 5 5.6 2.3 0.7 0.7




















0.7 0.7 0.7 0.7 0.75 0.85
0.69 0.7 0.69 0.7 0.8 0.95
0.73 0.74 0.76 0.85 1.3 1.3
0.87 0.98 1.2 1.6 1.8 1.4
1.2 1.8 2.6 4.3 2.2 1.5


















1.9 1.9 1.8 1.8 1.6 1
2 1.8 1.9 2 1.8 1
2.1 2.3 2.3 2.4 2.2 1.4
2.3 2.3 2.5 2.4 3.2 1.5
2.4 2.6 2.7 4.6 4.2 1.6





















0.99 0.98 0.98 0.96 0.89 0.91
0.99 0.98 0.98 0.95 0.9 0.92
1 1 1.1 1.1 0.95 1
1.1 1.1 1.1 1 1.1 1.1
1.1 1.1 1.2 1.5 1.3 1.1


















1.9 1.9 1.9 2.2 2.2 1.2
2.5 2.6 2.5 2.7 3.1 1.1
4.3 5.2 6.5 8 3.1 1
6.7 9 11 14 2.8 1.1
10 13 15 11 3 1.1
















M= 2,­bmax= 0.3,­β= ­1.0
Abbildung A.21: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­0.84 ­0.83 ­0.82 ­0.8 ­0.71 ­0.56
­0.7 ­0.66 ­0.62 ­0.56 ­0.36 ­0.22
­0.49 ­0.24 ­0.07 0.11 0.03 ­0.01
­0.25 0.09 0.23 0.24 ­0.01 ­0.01
0.02 0.28 0.31 0.21 ­0.03 ­0



















­1.3 ­1.3 ­1.3 ­1.2 ­0.86 ­0.1
­1.1 ­1.1 ­1.1 ­0.98 ­0.04 0.97
­0.43 ­0.26 ­0.09 0.34 3 0.1
0.12 0.42 0.79 1.7 2.4 0.05
0.65 1.4 2.1 2.4 1.6 0.04





















1.5 1.5 1.5 1.5 1.3 1.2
1.4 1.4 1.4 1.4 1.3 1.1
1.3 1.3 1.3 1.2 0.8 0.8
1.1 1 0.9 0.7 0.6 0.8
0.8 0.6 0.5 0.4 0.6 0.8


















1.3 1.3 1.2 1.2 1.3 1.3
1.3 1.5 1.4 1.5 1.5 1
1.9 2 2.2 2.4 0.9 0.7
2.5 2.4 2.5 1.9 0.7 0.7
2.4 2.3 1.7 0.7 0.5 0.7




















0.7 0.7 0.7 0.7 0.74 0.82
0.7 0.7 0.7 0.7 0.78 0.9
0.76 0.77 0.79 0.85 1.2 1.2
0.89 1 1.1 1.5 1.8 1.3
1.2 1.9 2.6 4.8 2.3 1.4


















1.2 1.2 1.2 1.2 1.3 1.3
1.2 1.2 1.2 1.2 1.3 1.4
1.2 1.3 1.3 1.4 2.2 1.5
1.3 1.3 1.4 1.7 3.2 1.5
1.3 1.6 2 4.3 3.7 1.5





















1.1 1.1 1.1 1 0.99 0.96
1 1 1 1 0.97 0.95
0.96 0.98 0.99 1 0.98 0.99
0.96 1 1 1.1 1.1 1
1 1.2 1.5 2.1 1.3 1.1


















1.5 1.6 1.5 1.5 1.7 1.6
1.6 1.8 1.7 1.8 2 1.4
2.3 2.5 2.9 3.2 2 1.1
3.1 3.2 3.5 3.2 2.1 1.1
3.2 3.6 3.4 3.1 2 1.1


















M= 5,­bmax= 0.3,­β= ­1.0
Abbildung A.22: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 5 und β = −1.


















­0.75 ­0.74 ­0.74 ­0.75 ­0.82 ­0.65
­0.65 ­0.63 ­0.61 ­0.59 ­0.52 ­0.31
­0.75 ­0.53 ­0.37 ­0.17 ­0.07 ­0.02
­0.62 ­0.26 ­0.08 0.02 ­0.02 ­0
­0.3 0.11 0.22 0.33 0.07 0.01



















­0.61 ­0.62 ­0.63 ­0.64 ­0.78 ­0.65
­0.29 ­0.29 ­0.3 ­0.32 ­0.49 ­0.31
­0.01 0.13 0.19 0.11 ­0.04 ­0.02
­0.12 0.19 0.31 0.39 0.04 0
0.23 0.73 0.86 0.92 0.13 0.01





















1.7 1.7 1.7 1.6 1.3 1.1
1.5 1.5 1.5 1.5 1.2 1
1.2 1.2 1.1 1 0.7 0.8
0.9 0.7 0.6 0.5 0.6 0.8
0.5 0.4 0.3 0.3 0.6 0.8


















1.9 1.9 1.8 1.7 1.3 1.1
1.9 1.8 1.8 1.7 1.2 1
1.6 1.5 1.3 1.1 0.7 0.8
1 0.8 0.7 0.5 0.6 0.8
0.6 0.4 0.4 0.3 0.6 0.8




















0.69 0.7 0.69 0.7 0.76 0.86
0.69 0.69 0.69 0.7 0.82 0.96
0.77 0.81 0.86 0.99 1.4 1.2
1 1.3 1.6 2.2 1.8 1.3
1.8 3 4.2 5.9 2.3 1.4


















0.69 0.69 0.69 0.69 0.75 0.86
0.68 0.68 0.69 0.69 0.82 0.96
0.75 0.79 0.84 0.98 1.4 1.3
1 1.3 1.6 2.1 1.9 1.4
1.8 2.9 4.1 6.2 2.3 1.4





















1.2 1.2 1.1 1.1 0.99 0.96
1.1 1.1 1.1 1 0.96 0.95
0.95 0.95 0.96 0.95 1 1
0.94 0.96 0.97 1.1 1.2 1.1
0.99 1.2 1.4 1.8 1.3 1.1


















1.3 1.3 1.3 1.2 0.99 0.96
1.3 1.2 1.2 1.2 0.96 0.95
1.2 1.2 1.1 1 1 1
1.1 1.1 1 1.1 1.2 1.1
1.1 1.2 1.5 1.9 1.3 1.1


















M= 5,­bmax= 0.3,­β= ­1.0
Abbildung A.23: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter



















­0.75 ­0.74 ­0.74 ­0.73 ­0.72 ­0.58
­0.68 ­0.64 ­0.61 ­0.56 ­0.4 ­0.25
­0.71 ­0.46 ­0.27 ­0.03 ­0.01 ­0.01
­0.5 ­0.11 0.07 0.16 ­0.02 ­0.01
­0.18 0.16 0.21 0.13 ­0.03 ­0.01



















­1.4 ­1.4 ­1.3 ­1.3 ­0.99 ­0.24
­1.2 ­1.2 ­1.2 ­1.1 ­0.28 0.95
­0.62 ­0.43 ­0.28 0.09 2.5 0.09
­0.15 0.16 0.51 1.4 1.8 0.05
0.35 1.1 1.7 2.1 0.97 0.04





















1.7 1.7 1.7 1.6 1.4 1.2
1.5 1.5 1.5 1.5 1.3 1.1
1.3 1.3 1.2 1.1 0.8 0.8
1.1 0.9 0.8 0.6 0.6 0.7
0.7 0.5 0.4 0.3 0.6 0.7


















1.1 1.1 1.1 1.3 1.2 1.1
1.3 1.4 1.4 1.4 1.4 1
1.7 1.9 2 2.2 0.8 0.7
2 2.4 2.4 1.9 0.6 0.7
2.5 2.3 1.5 0.6 0.6 0.7




















0.69 0.69 0.69 0.69 0.74 0.82
0.69 0.69 0.69 0.69 0.79 0.92
0.75 0.77 0.8 0.88 1.3 1.3
0.92 1.1 1.3 1.8 1.9 1.4
1.4 2.4 3.7 7.2 2.4 1.5


















1.3 1.3 1.3 1.3 1.4 1.5
1.3 1.2 1.3 1.3 1.4 1.6
1.3 1.3 1.3 1.4 2.6 1.6
1.3 1.3 1.4 1.7 3.5 1.6
1.4 1.5 2 4.5 3.8 1.6





















1.2 1.1 1.1 1.1 1 1
1 1 1 1 1 0.98
0.97 0.99 1 1 1 1
0.97 1 1 1.1 1.2 1.1
1.1 1.2 1.6 2.5 1.3 1.1


















1.4 1.5 1.5 1.6 1.6 1.7
1.6 1.7 1.7 1.8 2.1 1.6
2.2 2.5 2.6 3.1 2 1.1
2.7 3.2 3.4 3.2 2.1 1.1
3.5 3.6 3 2.7 2.1 1.1



















M= 10,­bmax= 0.3,­β= ­1.0
Abbildung A.24: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmean und ξsimple mit bmax = 0.3, M = 10 und β = −1.


















­0.75 ­0.75 ­0.76 ­0.77 ­0.84 ­0.66
­0.77 ­0.75 ­0.74 ­0.71 ­0.55 ­0.32
­0.94 ­0.73 ­0.56 ­0.3 ­0.08 ­0.02
­0.77 ­0.41 ­0.22 ­0.08 ­0.03 ­0.01
­0.45 ­0.05 0.14 0.3 0.04 0



















­0.62 ­0.64 ­0.65 ­0.68 ­0.82 ­0.66
­0.39 ­0.4 ­0.42 ­0.46 ­0.55 ­0.32
­0.74 ­0.53 ­0.39 ­0.24 ­0.07 ­0.02
­0.7 ­0.29 ­0.03 0.25 0.02 0
­0.21 0.5 0.91 1.6 0.15 0.01





















1.8 1.8 1.8 1.7 1.3 1.1
1.6 1.6 1.6 1.5 1.2 1
1.3 1.2 1.1 0.9 0.7 0.8
0.8 0.6 0.5 0.4 0.6 0.8
0.5 0.3 0.3 0.3 0.6 0.8


















2 1.9 1.9 1.8 1.4 1.1
2.1 2 1.9 1.7 1.2 1
1.3 1.3 1.2 0.9 0.7 0.8
0.9 0.7 0.6 0.5 0.6 0.8
0.5 0.4 0.3 0.3 0.6 0.7




















0.7 0.7 0.7 0.7 0.77 0.88
0.7 0.7 0.7 0.7 0.84 0.99
0.79 0.85 0.92 1.1 1.5 1.3
1.1 1.6 1.9 2.6 2 1.4
2.4 4.1 5.8 7.7 2.3 1.4


















0.69 0.69 0.69 0.7 0.77 0.88
0.69 0.69 0.69 0.7 0.84 0.99
0.79 0.85 0.91 1.1 1.5 1.3
1.1 1.5 1.9 2.6 2 1.4
2.3 4 5.4 7.6 2.5 1.5





















1.3 1.3 1.2 1.2 1 1
1.1 1.1 1.1 1.1 1 1
0.99 0.99 0.99 0.98 1.1 1.1
0.97 1 1 1.2 1.2 1.1
1.1 1.4 1.7 2.2 1.4 1.1


















1.4 1.4 1.3 1.2 1 1
1.4 1.4 1.3 1.2 1 1
1.1 1.1 1.1 1 1.1 1.1
0.99 1 1.1 1.2 1.2 1.1
1.1 1.4 1.7 2.4 1.4 1.1



















M= 10,­bmax= 0.3,­β= ­1.0
Abbildung A.25: Kenngro¨ßen in Abha¨ngigkeit der verschiedenen Parameter
fu¨r ξmax und ξmost mit bmax = 0.3, M = 10 und β = −
Anhang B
Weitere Parameterwahl
Im Folgenden werden die Kenngro¨ßen des Modells in Abha¨ngigkeit der ein-
zelnen Parameter tabellarisch aufgefu¨hrt. Dabei wird stets nur ein Parameter
variiert, wa¨hrend die restlichen Parameter unvera¨ndert bleiben und Werte
gema¨ß den Konﬁgurationen V (ξmax) und V (ξmost) einnehmen (siehe 4.1).
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146 ANHANG B. WEITERE PARAMETERWAHL
V (ξmax) V (ξmost)
αM τA(rn) τA(|rn|) τA(rn) τA(|rn|)
0.0 1.48 ± 0.04 6.2± 0.3 0.74 ± 0.01 2.24 ± 0.05
0.1 1.48 ± 0.05 6.5± 0.2 0.74 ± 0.02 2.14 ± 0.07
0.2 1.44 ± 0.05 6.0± 0.2 0.73 ± 0.01 1.96 ± 0.09
0.3 1.56 ± 0.03 5.2± 0.2 0.71 ± 0.01 1.66 ± 0.06
0.4 2.6± 0.1 4.0± 0.2 0.71 ± 0.01 1.19 ± 0.03
0.5 5.7± 0.3 4.0± 0.2 0.73 ± 0.01 1.00 ± 0.02
0.75 24.2 ± 0.9 10.7 ± 0.4 0.78 ± 0.01 0.92 ± 0.02
1.0 314 ± 26 313 ± 26 0.94 ± 0.02 1.00 ± 0.02
Tabelle B.1: Integrierte Autokorrelationszeiten τA(rn) und τA(|rn|) fu¨r die
Konﬁgurationen V (ξmax) und V (ξmost) fu¨r verschiedene Geda¨chtnisfaktoren
αM . Die Werte basieren auf drei Simulationen mit T = 10
5 Zeitschritten und
M = 5 Vermo¨genswerten, unter Verwendung unabha¨ngiger Nachrichten. Sie
ergeben sich durch den Mittelwert der Autokorrelationszeiten der einzelnen
Zeitreihen. Die Erho¨hung von αM bewirkt bei ξmax einen Anstieg der Auto-
korrelationszeiten, welcher fu¨r τA(rn) sta¨rker ausgepra¨gt ist als fu¨r τA(|rn|)
Im Gegensatz dazu a¨ndern sich die Autokorrelationszeiten fu¨r ξmost kaum.
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V (ξmax) V (ξmost)
αM γ γ
0.0 1.71 ± 0.03 4.41 ± 0.03
0.1 1.82 ± 0.03 5.05 ± 0.04
0.2 2.00 ± 0.05 5.46 ± 0.04
0.3 2.26 ± 0.04 5.0 ± 0.1
0.4 2.55 ± 0.05 2.46 ± 0.06
0.5 2.07 ± 0.03 0.59 ± 0.03
0.75 2.01 ± 0.04 −0.49 ± 0.01
1.0 480 ± 90 −0.70 ± 0.01
Tabelle B.2: Der Exzess γ fu¨r die Ertragsverteilungen der Konﬁgurationen
V (ξmax) und V (ξmost) bei verschiedenen Geda¨chtnisfaktoren αM . Die Wer-
te basieren auf drei Simulationen mit T = 105 Zeitschritten und M = 5
Vermo¨genswerten, unter Verwendung unabha¨ngiger Nachrichten. Sie ergeben
sich durch den Mittelwert der einzelnen Zeitreihen. Der Exzess von V (ξmax)
bleibt relativ konstant, und nimmt nur bei αM = 1.0 einen sehr hohen Wert
an, was an dem ferromagnetischen Verhalten des Systems bei diesem Wert
liegt. V (ξmost) weist nur bis αM = 0.3 einen hohen Exzess auf. Bei ho¨heren
Werten nimmt γ stark ab und wird negativ.
148 ANHANG B. WEITERE PARAMETERWAHL
V (ξmax) V (ξmost)
αM α± umin umax α± umin umax
0.0 3.3± 0.1 1.7± 0.1 2.7± 0.1 2.0± 0.1 1.5± 0.1 3.1 ± 0.1
0.1 3.2± 0.1 1.7± 0.1 2.8± 0.1 2.0± 0.1 1.4± 0.1 3.1 ± 0.1
0.2 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.2± 0.1 1.4± 0.1 3.0 ± 0.1
0.3 3.0± 0.1 1.7± 0.1 2.8± 0.1 2.8± 0.1 1.5± 0.1 2.6 ± 0.1
0.4 3.0± 0.1 1.7± 0.1 2.8± 0.1 3.9± 0.1 1.6± 0.1 2.4 ± 0.1
0.5 3.2± 0.1 1.7± 0.1 2.7± 0.1 4.6± 0.1 1.6± 0.1 2.3 ± 0.1
0.75 3.2± 0.1 1.7± 0.1 2.7± 0.1 5.5± 0.1 1.6± 0.1 2.2 ± 0.1
1.0 – – – 6.3± 0.1 1.6± 0.1 2.1 ± 0.1
Tabelle B.3: Der Exponent αM fu¨r die Potenzgesetzﬁts der extremen Ertra¨ge
fu¨r die beiden Konﬁgurationen V (ξmax) und V (ξmost) in Abha¨ngigkeit des
Geda¨chtnisfaktors αM . Die Werte basieren auf drei Simulationen mit T = 10
5
Zeitschritten und M = 5 Vermo¨genswerten, unter Verwendung unabha¨ngiger
Nachrichten. Sie ergeben sich durch den Mittelwert der einzelnen Zeitreihen.
Fu¨r ξmax a¨ndert sich die Verteilung der extremen Ertra¨ge kaum, bis das Mo-
dell fu¨r αM = 1.0 einfriert und die Ertra¨ge weitgehend konstant sind. Bei
ξmost nimmt der Exponent mit steigendem αM zu, Extremwerte werden also
unwahrscheinlicher, dies stimmt mit der Verringerung des Exzesses u¨berein.
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V (ξmax) V (ξmost)
|β| τA(rn) τA(|rn|) τA(rn) τA(|rn|)
0.1 89± 5 26± 2 5.8 ± 0.2 2.12 ± 0.09
0.5 2.5± 0.1 4.0± 0.2 0.81 ± 0.02 1.26 ± 0.05
1.0 1.51 ± 0.05 5.6± 0.2 0.74 ± 0.02 1.72 ± 0.08
2.0 1.39 ± 0.05 6.0± 0.2 0.72 ± 0.01 2.2 ± 0.1
5.0 1.38 ± 0.04 6.3± 0.3 0.74 ± 0.02 2.2 ± 0.1
10.0 1.43 ± 0.05 5.9± 0.4 0.72 ± 0.02 2.4 ± 0.1
Tabelle B.4: Integrierte Autokorrelationszeiten τA(rn) und τA(|rn|) fu¨r die
Konﬁgurationen V (ξmax) und V (ξmost) in Abha¨ngigkeit von β mit maxima-
lem Zeitabstand τ = 500. Fu¨r V (ξmax) wurden positive Werte von β benutzt,
wa¨hrend sie fu¨r V (ξmost) negativ waren. Die Werte basieren auf drei Simu-
lationen mit T = 5 · 104 Zeitschritten und M = 5 Vermo¨genswerten, unter
Verwendung unabha¨ngiger Nachrichten. Sie ergeben sich durch den Mittel-
wert der Autokorrelationszeiten der einzelnen Zeitreihen. Eine Verringerung
von β fu¨hrt in beiden Fa¨llen dazu, dass τA(rn) zunimmt. Bei einer Erho¨hung
von β weisen beide Entscheidungsfunktionen nur geringe A¨nderungen in den
Autokorrelationszeiten auf.
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V (ξmax) V (ξmost)
|β| γ γ
0.1 0.42 ± 0.02 −0.395 ± 0.006
0.5 2.39 ± 0.04 0.94 ± 0.04
1.0 1.96 ± 0.04 5.41 ± 0.09
2.0 1.93 ± 0.02 9.52 ± 0.08
5.0 2.16 ± 0.03 16.61 ± 0.09
10.0 2.07 ± 0.03 23.2 ± 0.2
Tabelle B.5: Der Exzess γ fu¨r die Ertragsverteilungen der Konﬁgurationen
V (ξmax) und V (ξmost) in Abha¨ngigkeit des Rationalita¨tsparameters β. Fu¨r
V (ξmax) wurden positive Werte von β benutzt, wa¨hrend sie fu¨r V (ξmost) nega-
tiv waren. Die Werte basieren auf drei Simulationen mit T = 5 ·104 Zeitschrit-
ten und M = 5 Vermo¨genswerten, unter Verwendung unabha¨ngiger Nachrich-
ten. Sie ergeben sich durch den Mittelwert der einzelnen Zeitreihen. Geringe
Werte von β fu¨hren zu einem sehr kleinen (teils negativen) Exzess. Wa¨hrend
eine Erho¨hung von β bei der Konﬁguration V (ξmax) nur einen geringen Ein-
ﬂuss auf den Exzess hat, steigt dieser deutlich bei V (ξmost) an.
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V (ξmax) V (ξmost)
|β| α± umin umax α± umin umax
0.1 3.9± 0.1 1.6± 0.1 2.4± 0.1 5.5± 0.1 1.6± 0.1 2.2 ± 0.1
0.5 3.0± 0.1 1.7± 0.1 2.8± 0.1 4.4± 0.1 1.6± 0.1 2.3 ± 0.1
1.0 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.3± 0.1 1.4± 0.1 3.0 ± 0.1
2.0 3.1± 0.1 1.7± 0.1 2.8± 0.1 1.6± 0.1 1.3± 0.1 3.4 ± 0.1
5.0 3.1± 0.1 1.7± 0.1 2.8± 0.1 1.4± 0.1 1.2± 0.1 3.6 ± 0.1
10.0 3.1± 0.1 1.7± 0.1 2.8± 0.1 1.2± 0.1 1.0± 0.1 3.7 ± 0.1
Tabelle B.6: Der Exponent α± des Potenzgesetzﬁts der extremen Ertra¨ge
fu¨r die Parameterkonﬁgurationen V (ξmax) und V (ξmost) in Abha¨ngigkeit des
Faktors β. Fu¨r V (ξmax) wurden positive Werte von β benutzt, wa¨hrend sie
fu¨r V (ξmost) negativ waren. Die Werte basieren auf drei Simulationen mit
T = 5 · 104 Zeitschritten und M = 5 Vermo¨genswerten, unter Verwendung
unabha¨ngiger Nachrichten. Sie ergeben sich durch den Mittelwert der einzel-
nen Zeitreihen. Die Entscheidungsfunktion ξmax erweist sich als relativ robust
gegenu¨ber einer A¨nderung von β, wa¨hrend eine Verringerung des Rationa-
lita¨tsparameters bei ξmost zu einem deutlichen Anstieg des Exponenten fu¨hrt.
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V (ξmax) V (ξmost)
N τA(rn) τA(|rn|) τA(rn) τA(|rn|)
10 1.33 ± 0.04 3.5± 0.1 0.87 ± 0.03 2.14 ± 0.07
25 1.36 ± 0.06 5.4± 0.3 0.76 ± 0.01 1.95 ± 0.07
50 1.51 ± 0.05 5.6± 0.2 0.74 ± 0.02 1.72 ± 0.08
75 1.49 ± 0.04 5.4± 0.3 0.74 ± 0.02 1.89 ± 0.06
100 1.47 ± 0.05 6.0± 0.4 0.72 ± 0.02 1.87 ± 0.07
300 1.63 ± 0.06 6.0± 0.3 0.73 ± 0.02 2.12 ± 0.08
Tabelle B.7: Integrierte Autokorrelationszeiten τA(rn) und τA(|rn|) fu¨r die
Konﬁgurationen V (ξmax) und V (ξmost) fu¨r verschiedene Systemgro¨ßen N . Die
Werte basieren auf drei Simulationen mit T = 5 · 104 Zeitschritten und M = 5
Vermo¨genswerten, unter Verwendung unabha¨ngiger Nachrichten. Sie ergeben
sich durch den Mittelwert der Autokorrelationszeiten der einzelnen Zeitreihen.
Es ist zu sehen, dass τA(|rn|) von V (ξmax) bei sehr kleinen Systemgro¨ßen
geringer wird und τA(rn) von V (ξmost) fu¨r kleine Systeme leicht zunimmt.
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V (ξmax) V (ξmost)
N γ γ
10 0.39 ± 0.02 3.79 ± 0.09
25 1.82 ± 0.04 5.40 ± 0.09
50 1.96 ± 0.05 5.4 ± 0.1
75 1.95 ± 0.04 5.54 ± 0.08
100 2.00 ± 0.06 5.45 ± 0.08
300 1.91 ± 0.03 5.48 ± 0.09
Tabelle B.8: Der Exzess γ fu¨r die Ertragsverteilungen der Konﬁgurationen
V (ξmax) und V (ξmost) unter verschiedenen Systemgro¨ßen N . Die Werte basie-
ren auf drei Simulationen mit T = 5 ·104 Zeitschritten undM = 5 Vermo¨gens-
werten, unter Verwendung unabha¨ngiger Nachrichten. Sie ergeben sich durch
den Mittelwert der einzelnen Zeitreihen. Fu¨r sehr kleine Systeme (N = 10) ist
der Exzess deutlich geringer. Bei gro¨ßeren Systemen bleibt er sehr stabil.
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V (ξmax) V (ξmost)
N α± umin umax α± umin umax
10 4.2± 0.1 1.9± 0.1 2.4± 0.1 2.3± 0.1 1.6± 0.1 3.2 ± 0.1
25 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.2± 0.1 1.4± 0.1 3.0 ± 0.1
50 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.3± 0.1 1.4± 0.1 3.0 ± 0.1
75 3.2± 0.1 1.7± 0.1 2.8± 0.1 2.2± 0.1 1.4± 0.1 3.0 ± 0.1
100 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.3± 0.1 1.4± 0.1 3.0 ± 0.1
300 3.2± 0.1 1.7± 0.1 2.7± 0.1 2.2± 0.1 1.4± 0.1 3.0 ± 0.1
Tabelle B.9: Der Exponent α± des Potenzgesetzﬁts der extremen Ertra¨ge fu¨r
die Konﬁgurationen V (ξmax) und V (ξmost) bei verschiedenen Systemgro¨ßen N .
Die Werte basieren auf drei Simulationen mit T = 5 · 104 Zeitschritten und
M = 5 Vermo¨genswerten, unter Verwendung unabha¨ngiger Nachrichten. Sie
ergeben sich durch den Mittelwert der einzelnen Zeitreihen. Die Konﬁguration
V (ξmax) weist fu¨r N = 10 einen erho¨hten Exponenten auf. Ansonsten sind die
Exponenten beider Konﬁgurationen sehr stabil.
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V (ξmax) V (ξmost)
M τA(rn) τA(|rn|) τA(rn) τA(|rn|)
1 1.36 ± 0.09 3.7± 0.2 0.68 ± 0.03 1.90 ± 0.09
3 1.51 ± 0.06 5.3± 0.4 0.75 ± 0.02 2.44 ± 0.09
5 1.45 ± 0.05 6.0± 0.3 0.72 ± 0.01 1.9 ± 0.2
7 1.49 ± 0.05 5.8± 0.2 0.71 ± 0.01 1.66 ± 0.04
9 1.40 ± 0.04 6.0± 0.3 0.70 ± 0.01 1.50 ± 0.05
15 1.38 ± 0.03 6.7± 0.2 0.72 ± 0.01 1.10 ± 0.02
25 1.38 ± 0.02 7.4± 0.2 0.72 ± 0.01 1.03 ± 0.02
49 1.39 ± 0.02 8.6± 0.2 0.71 ± 0.01 1.05 ± 0.01
75 1.38 ± 0.02 9.5± 0.2 0.71 ± 0.01 1.05 ± 0.01
100 1.33 ± 0.02 12.0 ± 0.2 0.71 ± 0.01 1.07 ± 0.01
200 1.14 ± 0.01 218.0 ± 5 0.71 ± 0.01 1.06 ± 0.01
Tabelle B.10: Integrierte Autokorrelationszeiten τA(rn) und τA(|rn|) fu¨r die
Konﬁgurationen V (ξmax) und V (ξmost) unter verschiedene Marktgro¨ßen M
bis zu einem maximalen Zeitabstand von δt = 500 Zeitschritten. Die Werte
basieren auf drei Simulationen mit T = 5·104 Zeitschritten, unter Verwendung
unabha¨ngiger Nachrichten. Sie ergeben sich durch den Mittelwert der Auto-
korrelationszeiten der einzelnen Zeitreihen. τA(rn) von V (ξmax) bleibt sehr
stabil, wa¨hrend τA(|rn|) mit der Produktanzahl deutlich zunimmt. Sowohl die
Korrelationszeiten der absoluten, als auch der vorzeichenbehafteten Ertra¨ge,
erweisen sich unter ξmost als stabil gegenu¨ber A¨nderungen von M .
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V (ξmax) V (ξmost)
M γ γ
1 1.78 ± 0.08 2.08 ± 0.08
3 2.00 ± 0.06 4.55 ± 0.06
5 2.03 ± 0.06 5.44 ± 0.07
7 1.93 ± 0.03 4.92 ± 0.07
9 1.91 ± 0.04 3.9 ± 0.1
15 1.89 ± 0.03 0.65 ± 0.05
25 1.81 ± 0.02 −0.25 ± 0.01
49 1.71 ± 0.02 −0.33 ± 0.01
75 1.65 ± 0.02 −0.36 ± 0.01
100 1.77 ± 0.02 −0.37 ± 0.01
200 1.03 ± 0.04 −0.39 ± 0.01
Tabelle B.11: Der Exzess γ fu¨r die Ertragsverteilungen der Konﬁgurationen
V (ξmax) und V (ξmost) unter verschiedenen Marktgro¨ßen M . Die Werte ba-
sieren auf drei Simulationen mit T = 5 · 104 Zeitschritten, unter Verwendung
unabha¨ngiger Nachrichten. Sie ergeben sich durch den Mittelwert der einzelnen
Zeitreihen. Der Exzess ist fu¨r V (ξmax) sehr stabil, nimmt jedoch fu¨r V (ξmost)
mit einer steigenden Anzahl an Vermo¨genswerten M ab und wird negativ.
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V (ξmax) V (ξmost)
M α± umin umax α± umin umax
1 3.3± 0.1 1.7± 0.1 2.7± 0.1 2.8± 0.1 1.6± 0.1 2.9 ± 0.1
3 3.1± 0.1 1.7± 0.1 2.8± 0.1 2.0± 0.1 1.5± 0.1 3.2 ± 0.1
5 3.3± 0.1 1.7± 0.1 2.8± 0.1 2.2± 0.1 1.4± 0.1 3.0 ± 0.1
7 3.1± 0.1 1.7± 0.1 2.8± 0.1 3.1± 0.1 1.5± 0.1 2.5 ± 0.1
9 3.1± 0.1 1.7± 0.1 2.8± 0.1 3.8± 0.1 1.5± 0.1 2.3 ± 0.1
15 3.2± 0.1 1.7± 0.1 2.8± 0.1 4.7± 0.1 1.6± 0.1 2.3 ± 0.1
25 3.2± 0.1 1.7± 0.1 2.7± 0.1 5.0± 0.1 1.6± 0.1 2.2 ± 0.1
49 3.2± 0.1 1.7± 0.1 2.7± 0.1 5.1± 0.1 1.6± 0.1 2.2 ± 0.1
75 3.3± 0.1 1.7± 0.1 2.7± 0.1 5.2± 0.1 1.6± 0.1 2.2 ± 0.1
100 3.2± 0.1 1.7± 0.1 2.7± 0.1 5.2± 0.1 1.6± 0.1 2.2 ± 0.1
200 15± 1 1.9± 0.1 2.4± 0.1 5.3± 0.1 1.6± 0.1 2.2 ± 0.1
Tabelle B.12: Der Exponent α± des Potenzgesetzﬁts der extremen Ertra¨ge fu¨r
die Konﬁgurationen V (ξmax) und V (ξmost) bei verschiedenen Marktgro¨ßen M .
Die Werte basieren auf drei Simulationen mit T = 5 · 104 Zeitschritten, unter
Verwendung unabha¨ngiger Nachrichten. Sie ergeben sich durch den Mittelwert
der einzelnen Zeitreihen. Der Exponent ist fu¨r V (ξmax) sehr stabil, bis auf den
Wert fu¨rM = 200, bei welchem er stark steigt. Ber der Konﬁguration V (ξmost)
nimmt der Exponent mit wachsender Anzahl an Vermo¨genswerten zu.




Durch eine A¨nderung der Nachrichtengewichtung a¨ndern sich auch die Kenn-
gro¨ßen des Modells. Dies wird im Folgenden tabellarisch betrachtet. Abschnitt
4.2.3 bezieht sich auf diese Ergebnisse.
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V (ξmax) V (ξmost)
σ2(GG) σ
2(GS) σ
2(GI) τA(rn) τA(|rn|) τA(rn) τA(|rn|)
0.0 0.0 1.0 1.35 ± 0.02 14.7 ± 0.4 0.71 ± 0.01 1.05 ± 0.01
0.1 0.0 0.9 1.38 ± 0.02 14.4 ± 0.3 0.72 ± 0.01 1.05 ± 0.01
0.2 0.0 0.8 1.34 ± 0.02 23 ± 2 0.72 ± 0.01 1.04 ± 0.01
0.3 0.0 0.7 1.36 ± 0.02 8.8 ± 0.2 0.73 ± 0.01 1.35 ± 0.02
0.4 0.0 0.6 1.43 ± 0.02 8.2 ± 0.2 0.72 ± 0.01 1.35 ± 0.02
0.5 0.0 0.5 1.45 ± 0.02 7.3 ± 0.1 0.76 ± 0.01 1.70 ± 0.02
0.6 0.0 0.4 1.52 ± 0.02 7.1 ± 0.1 0.76 ± 0.01 1.80 ± 0.02
0.7 0.0 0.3 1.52 ± 0.02 6.50 ± 0.08 0.80 ± 0.01 2.14 ± 0.03
0.8 0.0 0.2 1.50 ± 0.02 5.75 ± 0.07 0.79 ± 0.01 2.09 ± 0.03
0.9 0.0 0.1 1.53 ± 0.02 5.26 ± 0.07 0.77 ± 0.01 2.19 ± 0.02
0.0 0.1 0.9 1.32 ± 0.02 14.9 ± 0.5 0.72 ± 0.01 1.05 ± 0.01
0.0 0.2 0.8 1.33 ± 0.02 12.1 ± 0.3 0.72 ± 0.01 1.05 ± 0.01
0.0 0.3 0.7 1.40 ± 0.02 13.2 ± 0.4 0.72 ± 0.01 1.05 ± 0.01
0.0 0.4 0.6 1.31 ± 0.02 16.8 ± 0.4 0.72 ± 0.01 1.05 ± 0.01
0.0 0.5 0.5 1.31 ± 0.02 12.8 ± 0.4 0.72 ± 0.01 1.04 ± 0.01
0.0 0.6 0.4 1.38 ± 0.02 10.9 ± 0.3 0.72 ± 0.01 1.04 ± 0.01
0.0 0.7 0.3 1.34 ± 0.02 19.2 ± 0.7 0.72 ± 0.01 1.03 ± 0.01
0.0 0.8 0.2 1.38 ± 0.02 8.4 ± 0.2 0.72 ± 0.01 1.03 ± 0.01






































































1.32 ± 0.02 10.2 ± 0.2 0.72 ± 0.01 1.05 ± 0.01
Tabelle C.1: Integrierte Autokorrelationszeiten τA(rn) und τA(|rn|) mit maxi-
malen Zeitabstand von 500 Zeitschritten fu¨r ξmax und ξmost bei unterschiedli-
cher Gewichtung der Nachrichtenkana¨le. Die Werte basieren auf drei Simula-
tionen mit T = 4 ·104 Zeitschritten mit M = 100 und S = 10. Sie ergeben sich
durch den Mittelwert der Autokorrelationszeiten der einzelnen Zeitreihen. Bei
ξmax fu¨hrt eine hohe Gewichtung von σGI zu einer hohen Autokorrelationszeit
τA(|rn|), wa¨hrend dies bei ξmost fu¨r eine hohe Gewichtung von σGG der Fall
ist.
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V (ξmax) V (ξmost)
σ2(GG) σ
2(GS) σ
2(GI ) γ γ
0.0 0.0 1.0 1.85 ± 0.02 −0.36 ± 0.01
0.1 0.0 0.9 1.86 ± 0.02 −0.34 ± 0.01
0.2 0.0 0.8 2.07 ± 0.03 −0.25 ± 0.01
0.3 0.0 0.7 1.76 ± 0.01 0.41 ± 0.02
0.4 0.0 0.6 1.84 ± 0.01 2.56 ± 0.03
0.5 0.0 0.5 1.89 ± 0.01 4.38 ± 0.03
0.6 0.0 0.4 1.97 ± 0.02 4.96 ± 0.02
0.7 0.0 0.3 2.02 ± 0.01 4.67 ± 0.02
0.8 0.0 0.2 2.01 ± 0.01 3.96 ± 0.01
0.9 0.0 0.1 2.15 ± 0.01 3.15 ± 0.01
0.0 0.1 0.9 1.86 ± 0.02 −0.36 ± 0.01
0.0 0.2 0.8 1.78 ± 0.02 −0.36 ± 0.01
0.0 0.3 0.7 1.84 ± 0.02 −0.34 ± 0.01
0.0 0.4 0.6 1.98 ± 0.02 −0.33 ± 0.01
0.0 0.5 0.5 1.84 ± 0.02 −0.31 ± 0.01
0.0 0.6 0.4 1.83 ± 0.02 −0.28 ± 0.01
0.0 0.7 0.3 2.10 ± 0.03 −0.25 ± 0.01
0.0 0.8 0.2 1.81 ± 0.02 −0.11 ± 0.01






































































1.85 ± 0.02 0.22 ± 0.01
Tabelle C.2: Der Exzess γ der Ertragsverteilungen fu¨r ξmax und ξmost mit
M = 100 und S = 10 bei verschiedenen Gewichtungen der drei Nachrichten-
kana¨le. Die Werte basieren auf drei Simulationen mit T = 4 · 104 Zeitschritten
und ergeben sich durch den Mittelwert der einzelnen Zeitreihen. Wa¨hrend der
Exzess fu¨r ξmax nahe 2 liegt, ist bei V (ξmost) zu erkennen, dass eine hohe
Gewichtung von σGG no¨tig ist, um einen hohen positiven Exzess zu erhalten.




2(GI) α± umin umax
0.0 0.0 1.0 5.18 ± 0.01 1.63 ± 0.01 2.21 ± 0.01
0.1 0.0 0.9 5.14 ± 0.01 1.63 ± 0.01 2.22 ± 0.01
0.2 0.0 0.8 5.02 ± 0.01 1.63 ± 0.01 2.23 ± 0.01
0.3 0.0 0.7 4.80 ± 0.01 1.62 ± 0.01 2.25 ± 0.01
0.4 0.0 0.6 4.28 ± 0.01 1.56 ± 0.01 2.27 ± 0.01
0.5 0.0 0.5 3.44 ± 0.01 1.50 ± 0.01 2.41 ± 0.01
0.6 0.0 0.4 2.47 ± 0.01 1.45 ± 0.01 2.85 ± 0.01
0.7 0.0 0.3 2.08 ± 0.01 1.45 ± 0.01 3.07 ± 0.01
0.8 0.0 0.2 2.10 ± 0.01 1.50 ± 0.01 3.10 ± 0.01
0.9 0.0 0.1 2.33 ± 0.01 1.57 ± 0.01 3.02 ± 0.01
0.0 0.1 0.9 5.17 ± 0.01 1.63 ± 0.01 2.21 ± 0.01
0.0 0.2 0.8 5.15 ± 0.01 1.63 ± 0.01 2.21 ± 0.01
0.0 0.3 0.7 5.12 ± 0.01 1.63 ± 0.01 2.22 ± 0.01
0.0 0.4 0.6 5.10 ± 0.01 1.63 ± 0.01 2.22 ± 0.01
0.0 0.5 0.5 5.07 ± 0.01 1.64 ± 0.01 2.23 ± 0.01
0.0 0.6 0.4 5.01 ± 0.01 1.64 ± 0.01 2.24 ± 0.01
0.0 0.7 0.3 4.96 ± 0.01 1.64 ± 0.01 2.25 ± 0.01
0.0 0.8 0.2 4.87 ± 0.01 1.63 ± 0.01 2.25 ± 0.01






































































4.83 ± 0.01 1.63 ± 0.01 2.25 ± 0.01
Tabelle C.3: Der Exponent α± des Potenzgesetzﬁts der Ertragsverteilung fu¨r
ξmost mit M = 100 und S = 10 bei verschiedenen Gewichtungen der Nach-
richtenkana¨le. Die Werte basieren auf drei Simulationen mit T = 4 · 104 Zeit-
schritten und ergeben sich durch den Mittelwert der einzelnen Zeitreihen. Um
realistische Werte fu¨r den Exponenten zu erhalten, ist es no¨tig, dass der globale
Nachrichtenkanal relativ stark gewichtet wird.
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