In this paper, we first establish a strong convergence criterion of approximate solutions for the 3D steady incompressible Euler equations. For axisymmetric flows, under the assumption that the vorticity is of one sign and uniformly bounded in L 1 space, we obtain a sufficient and necessary condition for the strong convergence in L 2 loc (R 3 ) of approximate solutions. Furthermore, for one-sign and L 1 -bounded vorticity, it is shown that if a sequence of approximate solutions concentrates at an isolated point in (r, z)-plane, then the concentration point can appear neither in the region near the axis (including the symmetry axis itself) nor in the region far away from the axis. Finally, we present an example of approximates solutions which converge strongly in L 2 loc (R 3 ) by using Hill's spherical vortex.
Introduction
Three-dimensional (3D) incompressible steady Euler equations in R 3 are (u · ∇)u + ∇p = 0, x ∈ R 3 , div u = 0.
(1.1)
Here u = (u 1 (x), u 2 (x), u 3 (x)) represents the velocity field and p = p(x) is the pressure. The equation div u = 0 stands for the incompressibility of the flow.
By an axisymmetric solution of (1.1), we mean that, in the cylindrical coordinate system, the unknown functions u(x) and p(x) do not depend on θ -variable, that is, In this case, the vorticity of the velocity is given by ω = ∇ × u = ω θ e θ with ω θ = ∂ z u r − ∂ r u z . It is well known that when the initial data is a vortex-sheets data, i.e., the initial vorticity is a finite Radon measure and the initial velocity is locally square-integrable, the two-dimensional unsteady Euler equations have global (in time) weak solutions when the initial vorticity ω 0 is of one sign (see [2, 7, [13] [14] [15] 18] ). However, for three-dimensional unsteady axisymmetric flows without swirls, when initial data is a vortex-sheets data (the initial vorticity is a finite Radon measure and the initial velocity is square-integrable), the global existence is still an outstanding open problem. This problem remains to be solved even in the case that the initial vorticity is of one sign. It was proved in [3] that, for the 3D unsteady axisymmetric Euler equations without swirls, a sequence of approximate solutions generated by smoothing the initial data either converges strongly in L 2 loc (R 3 × (0, +∞)) or converges weakly in L 2 loc (R 3 × (0, +∞)) to a limit which is not a classical weak solution to the Euler equations under the additional assumption that the initial vorticity has a distinguished sign. In other words, there is no concentration-cancellation occurring for one-sign axisymmetric flows without swirls. This is in sharp contrast to the 2D theory (see [5] ). Recently, the authors proved in [12] that the approximate solutions, generated by smoothing the initial data, converge strongly in L 2 ([0, T ]; L 2 loc (R 3 )) provided that they have strong convergence in the region away from the symmetry axis. This means that if there would appear singularity or energy lost in the process of limit for the approximate solutions, it then must happen in the region away from the symmetry axis. It is noted that there is no restriction on the signs of initial vorticity in [12] . The convergence properties of the viscous approximations were studied in [11] . When the initial vorticity ω θ0 /r is in L 1 ∩ L(log + L) α (R 3 ) (α > 1/2), where L(log + L) α (R 3 ) (α > 1/2) are Orlitz spaces including any L 1 (R 3 ) ∩ L p (R 3 ) (p > 1) space, the global existence of weak solutions was obtained in [1] .
For the two-dimensional steady Euler equations, DiPerna and Majda proved that, even though there exist approximate solutions with energy concentration, the weak limit of any approximate solutions is a weak solution, by using the shielding method (see [4] ). That is, concentrationcancellation occurs in this case. The reader may refer to [6] for a more concise proof. However, for the three-dimensional steady equations, even for the axisymmetric case, the convergence properties of the approximate solutions are not as clear as those for the two-dimensional case. It is also not known whether or not there exist approximate solutions with energy concentration for the three-dimensional steady Euler equations.
On the other hand, the existence of solutions of the 3D steady axisymmetric Euler equations without swirls (1.2)-(1.3) has been widely studied (see [8, 9, 16, 17] ). In particular, the vortex rings, which are steady, axisymmetric solutions without swirls of Eqs. (1.1), propagating with constant speed in the z-direction, has been extensively and systematically investigated, based mainly on the variational approaches (see [8, 9, 16] and references therein).
In this paper, we are concerned with the convergence properties of the approximate solutions of the 3D steady Euler equations (1.1) and the 3D steady axisymmetric Euler equations without swirls (1.2)-(1.3).
Similar to unsteady case, approximate solutions for the 3D steady Euler equations (1.1) can be defined in the usual way.
Definition 1.1 (General case).
Smooth vector-valued functions {u ε } (ε ∈ J a parameter) are called approximate solutions of (1.1) if the following conditions are satisfied:
with h(ε) → 0 as ε → 0.
In particular, when the approximate solutions are axisymmetric, one can obtain approximate solutions for the 3D steady axisymmetric Euler equations (1.2)-(1.3). For convenience of the presentation in Sections 2-5, we give again the definition for this particular case as follows. 
Formally, multiplying rϕ r and rϕ z on both sides of (1.2) 1 and (1.2) 2 , respectively, integrating the resulted equations on (0, ∞) × (−∞, ∞) with respect to r and z and summing over them, one obtains (1.6) with h(ε) = 0.
It should be noted that the assumption that the approximate solutions u ε in Definitions 1.1-1.2 are smooth is only made for convenience and can be dispensed with. In particular, under assumptions (i)-(ii) in Definition 1.1 or (i)-(iv) in Definition 1.2, if the vorticity ω ε of the approximate solutions u ε belongs to L p (1 < p < ∞) space, then our main results in Sections 2-4 still hold true (see Section 5 for more details).
We will first obtain a criterion for strong convergence for approximate solutions as defined in Definitions 1.1 and 1.2 by establishing a relation between the energy distributions of the weak limit and the defect measure of the approximate solutions. Moreover, if the approximate solutions or the weak limits of the approximate solutions are exact solutions of the 3D steady Euler equations, they satisfy an equilibrium energy distributions respectively (see Corollary 2.3). The results hold true for general 3D steady flows. Then, in the case of axisymmetric flows, under the assumption that the vorticity is of one sign and uniformly bounded in L 1 -space, we obtain that the approximate solutions (or its subsequence) converge strongly in L 2 loc -space if and only if the corresponding weak limit u = (u 1 , u 2 , u 3 ) satisfies an equilibrium energy distributions (see (3.11) in Section 3). Furthermore, it will be proved that if a sequence of approximate solutions concentrates at an isolated point in (r, z)-plane and no other singularity occurs in the limit process, then the concentration point appears neither in the region near the axis (including the symmetry axis itself) nor in the region far away from the symmetry axis. Finally, we will present an example of approximate solutions converging strongly in L 2 loc (R 3 ) by using Hill's spherical vortex. In our approach, the special structure of the Euler equations for axisymmetric flows and some elaborately chosen special test functions play an important role.
Compared with the unsteady case (see [12] ), due to the absence of the time variable in steady flows, it becomes more direct to construct test functions to study the convergence properties of the approximate solutions, hence we can establish a strong convergence criteria of approximate solutions in Sections 2 and 3. However, for unsteady flows, the bounds on u ε (t) L 2 (R 3 ) and ω ε θ (t) L 1 (R 3 ) can be guaranteed by imposing the initial data as vortex-sheets ones, and the sign of the vorticity at time t > 0 can also be guaranteed by the sign of the initial vorticity. For steady flows, these properties rely on the way to construct the approximate solutions. They should be assumed in a prior way. On the other hand, the following estimate
which is due to Chae and Imanuvilov [1] , is addressed in the studies of the approximate solutions of the unsteady axisymmetric Euler equations in [12] . For steady flows, similar estimate still holds true (with the time integral omitted in (1.7) and the right-hand side of (1.7) replaced by C u ε 2 L 2 ) if the approximate solutions are exact solutions, see Lemma 4.2. However, in Definition 1.2, our steady approximate solutions are not necessarily exact solutions of (1.2)-(1.3). An error term h(ε) is permitted on the right-hand side of (1.6). To avoid extra assumptions on the error term beyond its tending to zero, we will construct new test functions to study single-point concentration case in Section 4.
The rest of this paper is organized as follows. In Section 2, we will give a criterion for the strong convergence of approximate solutions for the 3D steady Euler equations. In Section 3, we will present a sufficient and necessary condition for the strong convergence in L 2 loc (R 3 ) of approximate solutions with one-sign vorticity for the 3D steady axisymmetric Euler equations without swirls. In Section 4, the case of single-point concentration in (r, z)-plane will be studied. Finally, in Section 5, we will give an example of the approximate solutions which converge strongly in L 2 loc (R 3 ) by using Hill's spherical vortex.
A criterion on the strong convergence
In this section, we start with the convergence of approximate solutions for the 3D steady axisymmetric Euler equations. Then applying similar approaches (see also [12] ), we study the corresponding properties of the general 3D steady Euler equations. Our results show that there is a balance between the energy distribution of the weak limit and the defect measure of the approximate solutions for the 3D Euler equations. Moreover, if the approximate solutions or their limit are exact solutions of the 3D steady Euler equations, then their energy must satisfy an equilibrium distribution (see Corollary 2.3).
For a given sequence of approximate solutions u ε = (u ε 1 , u ε 2 , u ε 3 ) as in Definition 1.2, which is expressed by u ε = (u ε r , 0, u ε z ) in the cylindrical coordinate systems, there exists a subsequence of u ε , still denoted by itself, converging weakly in
weakly in L 2 (R 3 ), and, in the cylindrical coordinate systems,
In what follows, a subsequence of approximate solutions will always be denoted by itself for convenience unless stated otherwise.
, there exists a subsequence of (u ε (x)) 2 which converge weakly to a Radon measure. More precisely, as ε → 0 + ,
weakly in M(R 3 ) which is the space of finite Radon measures. Here
Our first result is on the 3D axisymmetric Euler equations, which reads as 
Proof. It suffices to prove (2.4). Assume that u ε = u ε r e r + u ε z e z and p ε satisfy (1.6), as defined in Definition 1.2. Let χ = χ(s) be a nonnegative smooth function satisfying
We choose the test functions in (1.6) as
for any η > 0 and any fixed z 0 ∈ R, which satisfy (1.5) trivially. Then direct calculations lead to
Letting ε → 0 + in (1.6), and noting that
one can obtain 1 2π
Substitute (2.9) into (2.10) to get 1 2π
Thus all the terms on the right side of (2.11) vanish as η → +∞. It follows from letting η → +∞ on both sides of (2.11), and the dominate convergence theorem that
(2.4) thus follows, and consequently, if
The proof of the theorem is completed. 
Proof. In this case, one may choose the test functions in (1.4) as 14) where
and χ + (s) are defined as in (2.6) and (2.7), respectively, and η is any positive number. Direct calculations yield
Moreover, substituting (2.14) into (1.4) shows that 16) where h(ε) → 0, as ε → 0. Note that
It follows from (2.16) that
Taking the limit ε → 0 in (2.17) (up to subsequence) yields
Similar to the proof of Theorem 2.1 (see also [12] ), after letting η → ∞ in (2.18), we have 
where E i (i = 1, 2, 3) are the same as in Theorem 2.2. Therefore, suppose that u ε are exact solutions of (1.1) in the sense that (1.4) holds with h(ε) = 0. Then,
where
Remark 2.2. Theorem 2.2 and Corollary 2.3 hold for any n-dimensional (n 2) steady Euler equations.

One-sign case
Now we focus on the 3D steady axisymmetric Euler equations without swirls. For unsteady flows, when the initial vorticity has a distinguished sign, the existence of weak solutions is proved for the 2D vortex-sheets problem but still completely open for the 3D axisymmetric one. Some convergence properties of approximate solutions for the 3D axisymmetric case have been studied in [3, 12] and [11] . In this and the next section, we will investigate the convergence properties of approximate solutions of the 3D steady axisymmetric Euler equations without swirls under the assumptions that the vorticity has a distinguished sign. To this end, we assume (A1) the vorticity {ω ε } has a distinguished sign in the sense that ω ε
where C is a constant independent of ε,
Physically, one may view the conditions (A1) and (A2) as ones satisfied by steady states of unsteady vortex-sheets flows with one-sign vorticity. How to guarantee them relies on the way to construct the approximate solutions. In particular, they are satisfied by the example of the approximate solutions in Section 5.
Based on Delort's result in [3] , we have the following result which will also be used in next section.
Lemma 3.1. Suppose that the approximate solutions, {u ε }, satisfy (A1)-(A2).
Then there exists a subsequence of {u ε } satisfying (2.1) and (2.2). Moreover, as ε → 0 + , for allφ(r, z) ∈ C ∞ 0 (H ) satisfying max 0 r δ, z∈R |φ(r, z)| → 0 as δ → 0.
Proof. It suffices to prove (3.1) and (3.2).
Under the assumptions of the lemma, by [3] , one has, as ε → 0 + ,
and
in the sense of distributions. It should be noted that the convergences (3.3)-(3.4) were established in [3] for approximate solutions of the unsteady Euler equations and it also holds true for steady approximate solutions. Thus (3.1) follows. Now we prove (3.2). (3.3) implies that as ε → 0 + ,
r h in (3.5) and ψ(x) = 
3). Moreover, it holds that
where E i (i = 1, 2, 3) are the same as in Theorem 2.2.
Consequently, {u ε } has a subsequence which converges strongly in L 2 loc (R 3 ) if and only if
It follows from (3.1) that
If we assume further that u ε and u are exact solutions of (1.1) in the sense of (2.19), then by Corollary 2.3, (3.12) implies that the strong convergence of u ε to u. Hence in steady case, we have proved the main result of [3] in a simplified version. That is, 2)-(1.3) under the assumptions (A1) and (A2). But the possibility of energy concentration is still not excluded for the approximate solutions. Now we consider a special case. We assume that (A1)-(A2) hold and the approximate solutions have only one concentration point occurring in (r, z)-plane in the limit process. Then we will prove that the concentration point will appear neither near the symmetry axis (including the symmetry axis itself) nor in the region far away from the symmetry axis. On the other hand, it follows from (3.1) of Lemma 3.1 that
Hence, we assume that u ε z concentrates at an isolated point (r 0 , z 0 ) in (r, z)-plane H , i.e. there exists a nonnegative constant a > 0 satisfying
Here the positive constant a denotes the mass of the concentration. Now the main result of this section can be stated as follows. 
and r * and R * depend on a, E i (i = 1, 2, 3) and also on how the energy of the limit is distributed;
To prove the theorem, we first recall a result stated in [12] , which shows that if a sequence of approximate solutions for the 3D axisymmetric unsteady Euler equations converges strongly outside the axis, then there will be no energy concentrations on the symmetry axis in the process of the limit.
Lemma 4.1. Let {u ε (x, t)} be a sequence of approximate solutions to the 3D axisymmetric unsteady Euler equations. If there exists a subsequence {u
then there exists a further subsequence of {u ε j }, denoted still by itself, such that, as ε j → 0,
It is noted that the proof of Lemma 4.1 relies heavily on (1.7). For steady flows, we have the following result.
Lemma 4.2.
Suppose that the approximate solutions {u ε } are exact solutions of (1.2)-(1.3). Then
The proof of Lemma 4.2 is completely similar to that of (1.7) and we omit it here. In fact, (4.2) remains valid even for approximate solutions which are not the exact solutions of (1.2)-(1.3). Roughly speaking, if the right side of (1.2) is replaced by F ε which represents the error terms and if we assume that . In this section, to avoid extra assumptions on the error term beyond its tending to zero and to exclude the concentration at an isolated point on the symmetry axis, we use the following special test functions instead of ones in [12] (see (3.20) of [12] )
where (0, 0, x 0 3 ) is the possible concentration point on the symmetry axis. With a slight modification of the analysis in [12] , one can obtain the following result for the approximate solutions of the steady Euler equations with concentration at an isolated point in the limit process. 
Sketch of proof.
The proof is completely similar to that of Theorem 3.2 in [12] , except for the following two points:
(1) In
Step III of the proof of Theorem 3.2 in [12] , one has to use the estimate (1.7) since for the test functions Φ 1 (x, t), Φ 2 (x, t), Φ 3 (x, t) constructed in [12] (see (3.20) in [12] ), |∂ 1 Φ 3 | and |∂ 2 Φ 3 | are not uniformly bounded on δ. However, for the test functions in (4.3), it is easy to verify that |∂ 1 Φ 3 | and |∂ 2 Φ 3 | are uniformly bounded on δ. So (1.7) is not needed here. This is mainly due to the fact that we are considering the single-point concentration only instead of general singularities.
(2) In
Step II of the proof of Theorem 3.2 in [12] , the estimate (1.7) is also used to conclude μ 1 = μ 2 = 0 with μ 1 and μ 2 being the defect measures of (u ε 1 (x, t)) 2 and (u ε 2 (x, t)) 2 , respectively (see [12] ). In the present case, instead of using (1.7), we apply the similar approaches in
Step I of proof of Theorem 3.2 in [12] and take the limit ε → 0 in (2.16) with Φ i (i = 1, 2, 3) replaced by (4.3) respectively to obtain 
where μ i (i = 1, 2, 3) 0 is the defect measure of (u ε i ) 2 (i = 1, 2, 3), respectively (see (2.3) ). Combining this with the fact μ 1 + μ 2 − μ 3 = 0 due to (3.1), we obtain μ 1 = μ 2 = μ 3 = 0. This finishes the proof of Lemma 4.3. 2
Now we give the proof of Theorem 4.1.
Proof of Theorem 4.1. It is clear that (2.1)-(2.3) hold trivially, and part (ii) of the theorem follows from (3.10). Therefore, it suffices to prove part (i) of the theorem. Thanks to Lemma 4.3, one needs only to prove the following claim:
(i) there exist some r * > 0 (suitably small) and some R * > 0 (suitably large), depending on a and the energy of the weak limit, such that the concentration point (r 0 , z 0 ) (see (4.1)) appears neither in the region Q 1 = {(r, z) ∈ H | 0 < r < r * /2} nor in the region
By (1.6), one has
. Then due to the fact that u r , u z are in L 2 (H ; r dr dz), there exists a large number R * > 0 such that
We now claim that 
which is a contradiction. Hence (r 0 , z 0 ) / ∈ Q 2 . Similarly, there exists a small number r * > 0 such that 15) where R * is the same number as in (4.13). Let η = r 0 /4 in (4.11). We claim that (r 0 , z 0 ) / ∈ G{(r, z) ∈ H | 0 < r < r * /2, |z| < 2R * + 1}. Otherwise, if (r 0 , z 0 ) ∈ G, a similar arguments as above will give a contradiction to (4.14) . In view of the resulting fact that (r 0 , z 0 ) / ∈ {(r, z) ∈ H | r 2 + z 2 > (2R * ) 2 }, we obtain that the concentration point (r 0 , z 0 ) does not appear in the region Q 1 = {(r, z) | 0 < r < r * /2}. The desired result (i) is proved.
Moreover, in view of (4.13) and (4.15), one concludes that r * and R * depend on a (the magnitude of the mass of the defect measure), E i (i = 1, 2, 3) (the energy of the weak limits), and also on how the energy of the limit is distributed. The proof of the theorem is finished. 2 Remark 4.1. It is clear that the results of Theorem 4.1 hold true for the case of finite-points concentrations occurring in the limit process. Remark 4.2. If (4.13) were to hold for R * = 0, then no concentration could occur at all. On the other hand, by (4.12), we can obtain 
, the finite Radon space, where u ε ⊗ u ε = (u ε i u ε j ) is a 2 × 2 matrix, δ 0 is Dirac measure supported at the origin and C 1 is a positive constant.
An example of approximate solutions
As mentioned in the introduction, the assumption that the approximate solutions u ε in Definitions 1.1-1.2 are smooth is only made for convenience and can be relaxed. Indeed, it is well known that the velocity u ε can be recovered from the vorticity ω ε in the following way.
Let u = (u 1 , u 2 , u 3 ) be smooth functions satisfying div u = 0 and vanish at infinity. If the vorticity ω = ∇ × u has enough decay at infinity, it follows that there exists a vector potential Ψ satisfying Ψ = −ω and u = ∇ × Ψ . We conclude hence that the velocity is given in terms of vorticity by If the vorticity ω ε of the approximate solutions is in L p (1 < p < ∞) with enough decay at infinity, then by the standard elliptic theory the Biot-Savart law (5.1) holds true with u and ω replaced by u ε and ω ε , respectively. Based on this, the proof of Proposition 3.2 of [3] and particularly (3.1) of Lemma 3.1 can be checked easily to be valid. Thus, under assumptions (i)-(ii) in Definition 1.1 or (i)-(iv) in Definition 1.2, if the vorticity ω ε belongs to L p (1 < p < ∞) and decays faster at infinity, our main results in Sections 2-4 remain true.
In this section, we will present an example of axisymmetric approximate solutions whose vorticities are bounded in L 1 ∩ L ∞ by using Hill's spherical vortex.
Vortex rings are steady, axisymmetric solutions of (1.2)-(1.3), propagating with constant speed W > 0 in the negative z-direction (like smoking circle). They have been extensively and systematically studied by the variational method (see [8, 9, 16] and references therein). which has been derived in [8, 9] . In ( It is easy to verify that Hill's solution is a weak solution of (1.2)-(1.3) (see [8] for more details). That is, for any ϕ r (r, z) 
