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Intramolecular vibrational energy redistribution (IVR) impacts the dynamics of reactions in a pro-
found way. Theoretical and experimental studies are increasingly indicating that accounting for the
finite rate of energy flow is critical for uncovering the correct reaction mechanisms and calculating
accurate rates. This requires an explicit understanding of the influence and interplay of the various
anharmonic (Fermi) resonances that lead to the coupling of the vibrational modes. In this regard, the
local random matrix theory (LRMT) and the related Bose-statistics triangle rule (BSTR) model have
emerged as a powerful and predictive quantum theories for IVR. In this Perspective we highlight
the close correspondence between LRMT and the classical phase space perspective on IVR, primarily
using model Hamiltonians with three degrees of freedom. Our purpose for this is threefold. First,
this clearly brings out the extent to which IVR pathways are essentially classical, and hence crucial
towards attempts to control IVR. Second, given that LRMT and BSTR are designed to be applicable
for large molecules, the exquisite correspondence observed even for small molecules allows for in-
sights into the quantum ergodicity transition. Third, we showcase the power of modern nonlinear
dynamics methods in analysing high dimensional phase spaces, thereby extending the deep insights
into IVR that were earlier gained for systems with effectively two degrees of freedom. We begin with
a brief overview of recent examples where IVR plays an important role and conclude by mentioning
the outstanding problems and the potential connections to issues of interest in other fields.
I. Introduction
Chemistry is all about making and breaking bonds.
These fundamental processes are determined, and
largely controlled, by the extent of energy flow into
and out of specific modes. Consequently, the phe-
nomenon of intramolecular vibrational energy redistri-
bution (IVR) is the heart and soul of chemistry. This
has been recognized for over a century. For exam-
ple, already in an early work1 Lewis and Smith con-
clude with the remark that “At present we can only
guess at the various complex factors which determine
whether a molecule which has the opportunity of ac-
quiring enough energy for activation actually does ac-
quire it, or whether if it acquires this energy it will suffer
chemical change." It is instructive, and perhaps sober-
ing, to contrast this early remark with a more recent one2
by Carpenter, Harvey, and Orr-Ewing: “The physical
mechanisms that lead to IVR in an isolated molecule are
not very different from those that lead to chemical trans-
formation, and so, in hindsight, perhaps it was question-
able whether one should have assumed that the time re-
quired for the former could be very much smaller than
for the latter, as the statistical approximation requires."
One possible argument in defense of the seemingly
slow progress, as evidenced by the two remarks above,
is that IVR is a notoriously difficult phenomenon to
come to grips with. So much so that many of the cel-
ebrated rate theories either sidestep the issue of IVR or
make fairly simplistic assumptions about the nature of
IVR during the reaction process. This is not entirely sur-
prising since a mechanistic understanding of IVR is tan-
tamount to a detailed knowledge of the reaction dynam-
ics itself. The notoriety of IVR was further enhanced
in the context of early attempts to control or manipu-
late reaction dynamics using lasers3,4. With the assump-
tion that IVR typically happens on the timescales of a
few picoseconds, there was a general consensus that
performing mode-specific chemistry by controlling IVR
was not a viable option. Indeed, novel suggestions for
coherently controlling reactions advocated bypassing5,6
or beating7,8 IVR altogether. This naturally led to sug-
gestions for using ultra short pulses9 and exploiting the
concept of quantum interference10. A different view-
point came from optimal control theory11 wherein the
control fields were determined without the need for an
explicit understanding of the IVR process. Nevertheless,
studies12–14 do hint towards IVR being a friend rather
than a foe in the control scheme. Could it be the case
that a mechanistic understanding of IVR can be a guide
to uncover rational rules for designing appropriate con-
trol fields? Recent studies15–18 certainly indicate so.
More importantly, these studies emphasize the advan-
tage of clearly identifying the reaction coordinate and
the modes that strongly couple to it. Perhaps it is fair
to say that irrespective of whether one is attempting to
use, bypass, or beat IVR, dynamical considerations are
important. And, when the molecular dynamics does not
conform to statisticality on reaction timescales, then it is
imperative to understand the dynamics of energy flow.
The recent experimental8 and theoretical studies19,20 on
the field-induced fragmentation of ClCHO+ are a good
example in this context.
The relevance of IVR to control and mode-specific
chemistry21–27 notwithstanding, the increasing number
of examples of chemical reactions exhibiting nonstatisti-
cal dynamics26,28–39 has brought the focus back to char-
acterising the IVR dynamics in molecules. Note that
the term nonstatistical, in general, means that there ex-
ist dominant IVR pathways that explore only parts of
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the energetically available phase space due to various
dynamical constraints. A classical dynamical perspec-
tive on the different dynamical constraints is provided
later in sec. III and sec. V. The literature in this regard
is fairly extensive and we mention a few recent exam-
ples here. We refer the reader to several reviews40–45
that have appeared over the last couple of decades
for a more comprehensive set of examples. An area
where the importance of nonstatistical dynamics is cur-
rently the focus of attention is in condensed phase ther-
mal reactions of polyatomic molecules involving reac-
tive intermediates2,29,31–34,38,46,47. Example reactions in-
clude hydrogen migration in cyclopentadiene32, Diels-
Alder cyclizations34, and hydroboration of alkenes31.
Interestingly, the intermediates “remember" how they
were formed, resulting in product branching ratios that
cannot be simply estimated based on the relative free
energy barriers29,48–50. These recent studies also high-
light the role of energy flow into and out of the sol-
vent degrees of freedom and the extent to which the-
oretical models can a priori assume the onset of com-
plete thermalization due to collisions with the bath
molecules. In this context, theoretical models31,51,52 have
been proposed which attribute the experimentally ob-
served branching ratios to a mix of statistical and non-
statistical effects. Nevertheless, all such approaches
need to invoke implicit assumptions about the extent
of intra and intermolecular energy flow during differ-
ent stages of the reaction. Although some insights are
starting to emerge into these “semi-statistical" models,
so called since they either utilize linear master equations
or invoke phenomenological time scales for IVR, it is
clear that “one type may not fit all" when it comes to IVR
in such complex systems, as brought out nicely by a re-
cent study53 on the vibrational cooling of NO2 in differ-
ent solvents. In any case, one is still left with the funda-
mental issue of explaining the dynamical origins of the
relative fraction of direct versus indirect trajectories40.
In most of the condensed phase examples mentioned
above the issue of intra versus inter molecular IVR is
obviously important. The naive expectation that sol-
vents will “rapidly" thermalize the intramolecular en-
ergy is just a convenient assumption and requires crit-
ical reevaluation54. Indeed, as recently emphasized by
Orr-Ewing55, “The chemical dynamics can appear sim-
ilar to those for isolated reactive collisions in the gas-
phase, even under circumstances of strong interactions
of the solvent with the reacting solutes, if the solvent
molecules are effectively frozen in position during a fast
reaction. In this regime, the solvent molecules do not
re-orient to solvate optimally the reacting species at all
points along the reaction coordinate." Undoubtedly, a
detailed understanding of IVR in gas phase is a pre-
requisite for unequivocally identifying the role of the
surrounding medium in effecting intermolecular energy
flow and hence a mechanistic understanding of most of
the chemical reactions. As an example we mention ef-
forts to dissect the intra versus intermolecular energy
flow pathways that have led to deep insights into the
hydrogen bond dynamics in bulk water as well as at the
air-water interface56–61.
This brings us to the main issue that is of interest to
us - do we fully understand IVR dynamics in isolated
molecules? From the brief set of examples mentioned
below it will hopefully become clear that although con-
siderable advances have been made towards character-
izing the IVR pathways in isolated molecules, claim-
ing that we fully understand gas phase IVR dynam-
ics would be premature. For instance, we still do not
have an answer to even the seemingly simple ques-
tion regarding the necessary and sufficient conditions
that would guarantee a gas phase unimolecular reaction
to be in the Rice-Ramsperger-Kassel-Marcus (RRKM)
regime i.e., a regime wherein the IVR timescale is suf-
ficiently short that dynamical considerations can be by-
passed and statistical arguments can be invoked for cal-
culating rates (cf. sec. V for details). Interestingly, in
this context, there are connections to the recent surge
of activity in the condensed matter physics community
on the topics of thermalization62–64 and many-body lo-
calization (MBL)65,66. The eigenstate thermalization hy-
pothesis (ETH)64,67–69 and MBL continue to pose fun-
damental questions that relate to the notions of ergod-
icity (classical and quantum), entanglement, and per-
sistence of quantum coherence. Exploring the connec-
tions between these different fields seems to be a tan-
talizing opportunity for fresh perspectives on the IVR
phenomenon.
Gas phase systems have always been a favorite play-
ground for physical chemists to search for mode-specific
effects and nonstatistical dynamics28,70–76. Indeed, stud-
ies spanning several decades have established that a
mechanistic understanding of IVR is essential for in-
terpreting reaction dynamics28,29 as well as explain-
ing the intricate features in the overtone spectra of
molecules77–80. The number of examples which ex-
hibit non-RRKM behaviour continues to increase, lead-
ing ever so slowly towards the holy grail of associ-
ating specific structural motifs with possible universal
classes of IVR dynamics. For instance, low barrier iso-
merization reactions21,22,74,75,81–83 are now expected to
be non-RRKM. Recently, the ground breaking experi-
mental technique of dynamic rotational spectroscopy75
by Pate and coworkers has provided an unique oppor-
tunity to study the rich dynamics associated with the
isomerization reactions. On the other hand, presence
of one or more centers of flexibility leading to large
amplitude motions can result in significant enhance-
ment of IVR. For example, substantial progress has been
made recently towards uncovering the role of methyl
rotors39,84,85 in enhancing IVR with the vibration-torsion
coupling being the key parameter. Nevertheless, the is-
sue has its share of subtleties. In particular, molecules
with planar conformations undergo slower IVR from
acetylinic C-H stretch fundamentals in comparison to
those with non-planar conformations86. In fact, consid-
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erable amount of work87–93 has been done to character-
ize the IVR from acetylinic C-H stretches in molecules
with and without large amplitude modes. As a further
example, extensive studies94–96 of IVR in methanol illus-
trates the complexity of energy flow, even in this rela-
tively small molecule, with the existence of several time
scales ranging from a few hundred femtoseconds to sev-
eral picoseconds.
From a dynamical standpoint, the nature and extent
of IVR is linked to the avoidance of deep minima on po-
tential energy surfaces71,97, and hence the minimum en-
ergy path98,99, birth of new vibrational modes100–102, and
existence of approximately conserved quantities called
as polyads103 (cf. sec. II B 1 for a brief explanation).
Thus, gas phase nucleophilic SN2 reactions can exhibit
post-transition state non-RRKM dynamics28 (see also
the work of Craig and Brauman104) with the emergence
of new mechanistic pathways as a function of collision
energies105. Knowledge of IVR timescales is also cru-
cial towards generalizing Polanyi’s rules106, regarding
the relative efficiency of translations versus vibrations
in promoting a reaction, in terms of the sudden vector
projection model proposed by Guo and coworkers107,108.
Interestingly, recent works109,110 show that one also re-
quires information on the IVR pathways in order to
rationalize the reaction probabilities in initial state-
selected collisions involving polyatomic species. At the
same time it is becoming increasingly clear that informa-
tion on the energy flow pathways at various levels of de-
tail is essential in order to explain the origin of mode and
bond specific effects in gas-surface reactions25,27,44,111–113.
A further impetus for a detailed understanding of IVR
in isolated molecules has to do with the interest in char-
acterizing the flow of heat through molecules that act
as junctions in nanoscale devices114,115. In this context,
experiments do show that structural changes can lead
to unidirectional IVR, mimicking a vibrational energy
diode, and violations of Fourier heat law116,117.
The examples above are a testimony to the richness
of the phenomenon of IVR, and at the same time a re-
minder of the complexity of it as well. The inevitable
question then is: are there are any overarching univer-
sal features of energy flow dynamics that one can ex-
tract from the innumerable studies or one has to treat
every system in its own right? If all the molecules con-
formed to the RRKM assumption of random and fast
IVR then that would certainly be a comforting, albeit a
rather dull, level of universality. This would also negate
any possibility of active control. At the other extreme, if
every molecule had its own unique IVR dynamics then
all hopes of universality are gone. Nevertheless, activa-
tion of specific modes could then be exploited in many
interesting ways. Surely, the examples cited above in-
dicate that there is hope of extracting certain universal
features despite the nonstatistical nature of the IVR dy-
namics. The key to discovering these universal features
lies in the couplings that mediate energy flow between
two or more modes in the molecule. Partially, the rea-
son for such an expectation is that molecules, by defini-
tion, have a local coupling structure. Thus, one might
anticipate the transferability of the local couplings in-
volving a specific functional group or structural motif
from one molecule to another similar molecule. Com-
bined with the fact that the couplings responsible for
IVR are expected to obey certain scaling relations, this
ensures a universal IVR dynamics over relatively short
time scales. Of course, at longer times the difference in
the nature of the coupling beyond the immediate neigh-
bours will distinguish one molecule from the other. In-
deed, exploiting this feature is central to the relaxation-
assisted 2D infrared spectroscopy technique118. How-
ever, if active control is what one is after then the short
time universal IVR dynamics is hopefully the relevant
part. Alternatively, if the field-free IVR pathways in-
volving modes that couple to the reaction coordinate
are clearly identified, one could attempt to make ratio-
nal changes to the molecular structure in order to bias
a specific pathway over the rest. Examples in this direc-
tion include the recent studies by Rafiq et al15, Schmitz et
al119, and Delor et al120–122 wherein modulating specific
anharmonic resonances can result in exquisite control.
Although there are many sources of mode-mode cou-
plings that lead to IVR, the ones that are particularly
to the IVR process are the anharmonic resonances. Es-
sentially, an anharmonic resonance signals significant
interactions that arise due to two or more modes hav-
ing frequencies that are nearly commensurate with
each other. Examples like the Darling-Dennison reso-
nance and Fermi resonance have played an important
role in understanding the spectral features of several
molecules. A famous example of Fermi resonance is the
carbon dioxide molecule where the first overtone 2ν2 of
the degenerate bending mode (ν2 ∼ 667 cm−1) is nearly
commensurate with the fundamental of the symmetric
stretching vibration (ν1 ∼ 1337 cm−1). Similarly, assign-
ing the spectrum of the water molecule requires taking
into account both the 1 : 2 Fermi resonances between
the stretching and bending modes and the 2 : 2 Darling-
Dennison resonances between the stretches. More gen-
erally, resonances can involve more than two modes as
in, for example, acetylene123–125 and thiophosgene126–128.
Typically, depending on the energy at which an initial
nonstationary or zeroth-order bright state (ZOBS) is ex-
perimentally prepared, several of these anharmonic res-
onances can participate in the IVR dynamics. Spectro-
scopically, the signatures are found in terms of compli-
cated intensity patterns (“intensity borrowing") due to
the fractionation of specific transitions. What is, how-
ever, important to note is that despite the spectral com-
plexity it is rare for the spectra to be completely random.
In particular, several careful studies have established
that there are spectral patterns that can be recognized
due to the existence of approximate conserved quanti-
ties called as polyads. Indeed, as described in detail in
the recent perspective by Hermann and Perry129, effec-
tive Hamiltonians based on such polyads have been of
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immense value in understanding the overtone spectra
of numerous molecules.
A. Motivating this perspective
The existence of polyads implies dynamical bottle-
necks to thermalization. Where do these bottlenecks
come from? A second set of questions arises from the
issue of what one means by “modes" in highly excited
molecules. Although the ZOBS can be intuitively de-
scribed in terms of some appropriate zeroth-order vibra-
tional modes, it is not necessary that the subsequent dy-
namics is easily understood in terms of the same zeroth-
order modes. In fact, the other consequence of anhar-
monic resonances is that entirely new set of motions can
emerge with varying energies and polyads101,125. The
normal-to-local transition130,131 in triatomic molecules is
one such instance. The appearance of local-bender and
counter-rotating motion in acetylene bending dynam-
ics is another example132 which has been experimen-
tally studied in great detail. Similarly, the manifestation
of isomerization modes in HCP and other such small
molecules has been confirmed in terms of the spectral
perturbations100,133. A key point to note here is that this
appearance and disappearance of modes, and the exis-
tence of polyads, is a hallmark of nonlinear classical dy-
namics.
The observations above, therefore, raise an interest-
ing question. To what extent can the time and frequency
domain IVR results be understood from a purely classi-
cal dynamical perspective? The question of the extent of
“quantumness" of IVR is worth pondering over in light
of recent studies that highlight the subtleties involved
in identifying phenomena that are of purely quantum
origin. For instance, the so called quantum speed limit,
that puts bounds on the rate at which an initial quan-
tum state can evolve, survives the classical “~ → 0"
limit134,135. Another example comes from the work136
of Franco and Brumer wherein it was established that
the notion of quantum coherent control, traditionally
ascribed to quantum interference induced by the rela-
tive phases between two or more ac-fields, also survives
the classical limit. Undoubtedly, quantum effects such
as tunneling, zero-point energies, and entanglement are
expected to play a role in certain regimes and obviously
important to account for. However, as stated by Heller
in the preface to his recent book137, “Even the small-
est coherent quantum systems yield their best secrets
aided by an advanced knowledge of classical mechan-
ics and semiclassical connections". Along similar lines,
in a recent note138, Miller beautifully summarizes the is-
sue as “The point of this essay, therefore, is that coher-
ence effects may be of quantum or classical origin and
that it is not always so obvious which it is...To make
matters even more ambiguous, sometimes whether the
observed coherence is quantum or classical depends
on what is being observed!". Indeed, we now have
studies on systems ranging from molecules to trapped
Bose-Einstein condensates that have established that
even phenomena such as dynamical tunneling139–147,
entanglement142,148–150, and quantum coherence151 are
influenced by structures in the classical phase space.
Consequently, independent of the extent of quantitative
agreement, a detailed understanding of the classical dy-
namics is crucial for establishing a clear and unambigu-
ous baseline for identifying genuinely quantum effects.
Thus, given the prevailing and highly useful view
of intuitively thinking about molecules in terms of the
“ball-and-spring" models, it should not come as a sur-
prise that the field of IVR has benefited immensely from
classical-quantum correspondence studies. In this con-
text, the literature is fairly vast, and several pioneering
works101,102,152–156 have amply illustrated the role of non-
linear (anharmonic) resonances in classical (quantum)
IVR dynamics. Detailed insights into the nature and
mechanism of IVR have emerged from dynamical con-
cepts such as partial barriers in phase space formed by
cantori157–162 and vague tori163,164, overlapping of reso-
nances generating chaos165–167, and bifurcations of peri-
odic orbits leading to the birth of new modes100–102,125,168.
The corresponding signatures are certainly present in
the complex structure of the eigenstates, and manifest in
the frequency domain high resolution spectra129,169–171.
Moreover, given that IVR is relevant to determining
the correct reaction mechanisms and rates, it is now
incontrovertible that transition state theory (TST)172–174
and the statistical RRKM theory175–178 are best under-
stood in terms of transport in the classical phase space.
For instance, the central objective in TST of construct-
ing a recrossing-free dividing surface is ideally achieved
from a phase space perspective173,174,179,180. The recent
progress on understanding the roaming mechanism and
rates from a phase space perspective181 is a testimony to
the power of such an approach. Similarly, the crucial as-
sumption of “instantaneous" IVR in the RRKM theory is
related to the concept of ergodicity on the constant en-
ergy surface in phase space. Furthermore, since chaotic
trajectories can be non-ergodic, theories that rely on
modifying RRKM in terms of the classical phase space
being “divisible" into regular and irregular parts need
to invoke subtle assumptions concerning transport in
the multidimensional phase space and the nature of the
post-TS IVR dynamics - assumptions which have rarely
been subjected to the necessary level of scrutiny.
So, how detailed an understanding of the classical
phase space transport is required to gain insights and,
hopefully, exploit the IVR process? The short answer is
that information from classical trajectories at all levels of
detail is useful. But, how does one extract the relevant
dynamical information? Much of the deep insights into
IVR and reaction dynamics from a classical-quantum
correspondence viewpoint has come from systems with
effectively two degrees of freedom102,152–155,182,183. Since
even a triatomic molecule has three vibrational degrees
of freedom, a particularly pressing issue has to do with
extending our understanding of classical phase space
transport, and the implications for the corresponding
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quantum dynamics, in systems with at least three de-
grees of freedom. IVR is the mechanism by which en-
ergy is funneled into the reaction coordinate and hence
access to the transition state. At the same time, post-
TS IVR dynamics largely decides the selectivity and
branching ratios of reactions28,48–50,184,185. Since the clas-
sical phase space structures associated with a TS are nec-
essarily connected with structures that are responsible
for IVR, both pre and post TS, one cannot hope to un-
cover the true reaction mechanism without a clear un-
derstanding of the global transport in the multidimen-
sional phase space. However, there are several techni-
cal as well as conceptual challenges. Nevertheless, over
the past decade, considerable progress has been made in
the context of TST, in terms of constructing optimal lo-
cally recrossing free dividing surfaces for systems with
three or more degrees of freedom186–191. These advances
have led to crucial insights into TST and have made it
eminently clear that the adopting a phase space perspec-
tive is no longer optional as one goes beyond two degree
of freedom systems. Given that these beautiful studies
have provided the higher dimensional generalization of
TST, similar levels of detailed insights into the pre and
post-IVR dynamics are now needed to obtain an accu-
rate description of the reaction mechanism. This is the
focus of this perspective.
We begin with a brief description of the IVR process
and summarize the various models. In particular the so
called state space model of IVR will be of particular in-
terest. This is then followed, after a brief motivation, by
the classical dynamical setting for IVR in systems with
several degrees of freedom. We then highlight recent
advances in our understanding of the influence of mul-
tiple anharmonic (nonlinear) resonances to the IVR pro-
cess and the consequences for gas phase unimolecular
reactions. A key point that we highlight is that, counter
to intuitions, one can have stabilization even in the pres-
ence of several anharmonic resonances. We end with a
brief summary and discussion of the key outstanding is-
sues.
II. Models for IVR
A. Choice of Hamiltonian
In principle, one should start with the full Wilson-
Howard Hamiltonian192 for a molecule which would in-
clude the entire gamut of couplings that influence the
IVR process. There are certainly examples87,193–195 where
rotational-vibrational and coriolis couplings are essen-
tial for a complete understanding of the energy flow
dynamics. Here, however, we will work with simpler
Hamiltonians that only account for the vibrational cou-
plings.
Consider a N -atom polyatomic molecule with f ≡
3N − 6 vibrational degrees of freedom. A possible
Hamiltonian describing the vibrational motions can be
expressed as an expansion
H(P,Q) =
f∑
j=1
1
2
(
P 2j +Q
2
j
)
+
f∑
j,k,l=1
FjklQjQkQl + . . .
(1)
with (P,Q) being the dimensionless normal mode mo-
menta and coordinates. In the above we have assumed
that the equilibrium corresponds to Q = 0, with the
terms QjQkQl and higher representing the mode an-
harmonicities and coupling between the various modes.
The coupling strengths Fjkl, for instance, are related
to the derivative (∂3V (Q)/∂Qj∂Qk∂Ql)0 of the multi-
dimensional potential energy surface V (Q). Note that
there are several other ways to represent the Hamilto-
nian and, in particular, one can adopt a local mode per-
spective wherein the individual vibrations are taken to
be anharmonic. On the other hand, in internal bond co-
ordinates the mode-mode couplings appear in the mo-
mentum space as well. The various representations are
related196 and for a given molecule a specific represen-
tation may be more suitable than others. We do not go
into the details here, but refer the reader to several ex-
cellent articles130,196 that bring out the pros and cons of
the various representations. In any case, for the purpose
of this article, we consider Hamiltonians of the form
H(P,Q) = H0(P,Q) +
f∑
j 6=k 6=l
FjklQjQkQl + . . . (2)
with H0 describing the uncoupled motion of a set of an-
harmonic oscillators. Such Hamiltonians are expected
to be suitable for describing the dynamics at high vibra-
tional excitations.
A useful way to understand the influence of the cou-
pling terms is to use the transformation
Q =
1√
2
(a + a†) ; P =
i√
2
(a† − a) (3)
involving the creation (a†) and destruction (a) operators.
The Hamiltonian can now be expressed as
H =
f∑
j=1
Ej(vj)+
f∑
j 6=k 6=l
Φjkl(a
†
j+aj)(a
†
k+ak)(a
†
l +al)+. . .
(4)
with vj ≡ a†jaj being the number operator which yields
the number of excitation quanta in the jth-mode. The
anharmonic energy associated with the jth-mode is de-
noted by Ej and the couplings Φjkl are related to the cu-
bic couplings Fjkl. Note that the representation above
is also ideal for performing canonical Van-Vleck pertur-
bation theory (CVPT)197–199 - a key approach for con-
structing effective Hamiltonians and extracting infor-
mation about dominant resonances and polyad num-
bers. The eigenstates |v〉 of the zeroth-order Hamil-
tonian are conveniently labeled by the quantum num-
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bers |v1, v2, . . . , vf 〉 with the corresponding eigenener-
gies, and thus can be thought of as points in the discrete
f -dimensional quantum number space (QNS). The var-
ious mode-mode coupling terms connect (mix) a given
|v〉 with other zeroth-order states |v′〉, lying a distance
Q ≡ ∑fj=1 |vj − v′j | away in the QNS. For example, the
cubic terms connect |v〉 with all other states located at a
distance Q = 3. Before going on to describe the models
for IVR, it is useful to point out that the Hamiltonian can
be written in a more compact notation as
H =
f∑
j=1
Ej(vj) +
∑
m
Φm
f∏
j=1
(
a†j + aj
)mj
(5)
with m = (m1,m2, . . . ,mf ) and
∑
jmj being the or-
der of the various coupling terms. Thus, for instance,∑
jmj = 3 represent all the cubic terms. Another useful
way of expressing the Hamiltonian is as follows
H =
∑
v
v|v〉〈v|+
∑
v 6=v′
Vvv′ |v〉〈v′| (6)
with the matrix element Vvv′ being related to the cou-
pling coefficients Φm. The form above is closely con-
nected to model Hamiltonians that have been investi-
gated extensively by the condensed matter physics com-
munity. In particular, given that v and Vvv′ can be in-
terpreted as “site" energy and “hopping" terms, the sim-
ilarity to the Bose-Hubbard model and the tight binding
models means that the phenomenon of IVR has connec-
tions to the phenomenon of Anderson localization200,
thermalization62–64, and many-body localization65,66. In-
deed, these analogies have played a crucial role in for-
mulating the local random matrix theory (LRMT)201,202
model for IVR. It is worthwhile mentioning that IVR is
an example of transport in an interacting many body
system.
B. Analyzing the IVR dynamics
Given the form of the Hamiltonian, preparing an ini-
tial nonstationary state of interest corresponds to cre-
ating a energy hot spot in the molecule. The man-
ner in which this initial hot spot redistributes through-
out the molecule due to the various mode-mode cou-
plings i.e., the subsequent dynamics of the initial state
is the phenomenon of IVR. For a pedagogical introduc-
tion and an excellent overview of the IVR process we
refer the reader to the comprehensive review by Nes-
bitt and Field203. Here we provide a rather short sum-
mary of the various quantities of interest in IVR studies.
Consider a ZOBS |v〉 that has been prepared initially. In
the presence of the cubic and higher order couplings the
nonstationary ZOBS will interact (mix) with other dark
zeroth-order states resulting in IVR. The IVR dynamics
of the nonstationary state |v〉 can be probed via several
different quantities. From a time-dependent viewpoint,
the survival probability
Pv(t) ≡ |〈v(0)|v(t)〉|2 = |〈v(0)|e−iHt/~|v(0)〉|2 (7)
is a measure of the extent of IVR out of the state. A time-
independent measure of the extent of IVR, resulting in
the mixing of the various zeroth-order states, is the di-
lution factor128,204
σv =
∑
α
|〈α|v〉|4 ≡ N−1eff (|v〉) (8)
where |α〉 denotes the eigenstates of the full Hamilto-
nian. Note that σv is, assuming that the off-diagonal
terms can be neglected, the infinite time limit of Pv(t).
The dilution factor indicates the extent of fragmentation
of the initial state due to the various mode-mode cou-
plings. Basically, Neff measures the number of eigen-
states that have the ZOBS character. In other words,
this is the number of states over which the intensity of
the initial ZOBS is shared or borrowed. Consequently,
the full complexity of the IVR process is encoded in
the eigenstates of the full Hamiltonian. In principle,
therefore, once the survival probability and other cross-
probabilities have been determined, it is possible to de-
cipher the IVR occurring in the system. Complemen-
tary to the time-dependent viewpoint, insights into the
nature of the eigenstates at specific energies of interest,
in terms of the energy splittings and relative intensities
measurable via high-resolution frequency domain spec-
troscopy, can yield insights into the IVR pathways.
1. Computational challenges and perturbative viewpoints
For molecules with several degrees of freedom com-
puting the survival probability or “deconstructing"
the molecular eigenstates are daunting tasks. Gain-
ing insights into a specific set of eigenstates, given
the visualization constraints associated with multidi-
mensional wavefunctions and the fact that they en-
code the long time IVR, is relatively less easy. Nev-
ertheless, assuming the availability of sufficiently ac-
curate multidimensional potential energy surfaces205,
powerful approaches do exist for computing the eigen-
states and survival probabilities in an efficient man-
ner for large molecules. As examples we men-
tion the multi-configuration time-dependent Hartree
(MCTDH) method206–211, the recursive residue genera-
tion method (RRGM)212–214, the permutationally invari-
ant polynomials (PIP) approach215–217, method of fil-
ter diagonalization218–220, iterative solvers using various
preconditioning techniques221,222, and methods based
on phase space truncation schemes223–226. A caution-
ary note, however, needs to be made. Fitting the dif-
ferent levels of ab initio data to obtain the multidimen-
sional potential energy surfaces can result in different
dynamics. Sometimes, as recently shown by Perry et
al227 in their detailed study of the dissociation dynam-
ics of HO2, the extent of regular and chaotic dynamics
can differ considerably. An altogether different perspec-
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tive, one that avoids the need for a prior knowledge of
the potential energy surfaces, is based on the so called
“on the fly" ab initio molecular dynamics approach. Al-
though ab initio MD is a powerful approach, for mod-
erately sized gas phase molecules one is still limited to
a relatively small number of trajectories. Moreover, as-
suming the phase space to be mixed regular-chaotic, it
is questionable whether even a few thousand trajecto-
ries are sufficient to sample the constant energy surface
in the phase space with several tens of degrees of free-
dom.
Yet another powerful approach is based on using
CVPT to perturbatively transform the Hamiltonian to an
effective Hamiltonian H ≡ H0 + V with
H0 =
f∑
j=1
ωj
(
vj +
1
2
)
+
f∑
j≤k
xjk
(
vj +
1
2
)(
vk +
1
2
)
+. . .
(9)
being the Dunham Hamiltonian and V containing the
anharmonic resonances that need to be accounted for
in order to accurately determine the eigenstate ener-
gies. In the above, ωj is the harmonic frequency asso-
ciated with the jth-mode and xjk represent the anhar-
monicities. Consider an example model 3-mode sys-
tem wherein the CVPT analysis may uncover that three
anharmonic resonances need to be included. Assume,
without reference to any specific molecule, that the res-
onances are
V1 = (a
†
1)
2a2 + a
2
1a
†
2
V2 = (a
†
1)
3a22 + a
3
1(a
†
2)
2 (10)
V3 = a
†
2a
2
3 + a2(a
†
3)
2
For the rest of this article we will use the model Hamil-
tonian proposed by Martens228
Hmodel =
3∑
i=1
[
ωi
(
a†iai+
1
2
)
+
1
2
αi
(
a†iai+
1
2
)2]
+
3∑
i=1
βiVi
(11)
with the resonances as in eq. 10 to illustrate various lev-
els of classical-quantum correspondence in the IVR dy-
namics. Note that in Hmodel we have only included di-
agonal quadratic anharmonicities and is therefore a spe-
cial case of the more general Dunham expansion given
above. Nevertheless, this is not a severe limitation since
the higher order anharmonicities are much smaller in
comparison and for IVR the various anharmonic res-
onances Vj are the key terms. The parameters of the
zeroth-order Hamiltonian are given in Table I. In addi-
tion, for convenience, the notation (β1, β2, β3) × 10−5 ≡
[β1, β2, β3] will be used throughout this work.
Note that if only V1 is necessary then v3 is a good
quantum number (conserved), implying that mode-3 is
not involved in IVR. However, v1 and v2 are no longer
good quantum numbers and energy flow can occur be-
tween the two modes. Nevertheless, the quantity P ≡
v1+2v2 is still a good quantum number. This is an exam-
ple of a polyad, and in such a case the Hamiltonian has
effectively f = 1 and is block-diagonal in P . Similarly,
if both V1 and V3 are present then neither the zeroth-
order quantum numbers (v1, v2, v3) nor the polyad P
are conserved and IVR can involve all the modes. Even
in this case one has the exact conservation of the “su-
per" polyad P ′ ≡ v1 + 2v2 + v3 and the Hamiltonian
is block-diagonal in P ′ with f = 2 effectively. On the
other hand, inclusion of the V2 term along with V1 and
V3 leads to the breakdown of the constancy of P ′ as well.
In other words, V2 acts as a polyad-breaking term in the
model Hamiltonian. Now, one has to deal with the full
three degrees of freedom aspect of the Hamiltonian. The
advantages of such effective Hamiltonians are manifold
and have proved rather useful in the context of under-
standing the complex spectral patterns in a number of
molecules. More importantly, the CVPT analysis identi-
fies the key resonances that give rise to the various IVR
pathways in the system2. A fairly exhaustive account of
the various effective Hamiltonians can be found in the
perspective by Herman and Perry129.
Undoubtedly, as further progress in theoretical
methodologies open up the possibility of investigating
the IVR dynamics in increasingly larger molecules, ra-
tionalizing the computational results would still be a
difficult enterprise. What one requires here are mea-
sures that capture the locality of IVR as well as mod-
els which can aid in uncovering the universal aspects
of the IVR dynamics. In addition, exploiting the recent
advances in our understanding of classical dynamics,
along with modern techniques from nonlinear dynam-
ics, would be required for systems with several degrees
of freedom.
2. “Tiering" the IVR process
Although Neff has been widely used in many studies
of gas phase IVR, a more crucial parameter has to do
with the local density of states that couple to the ZOBS.
A convenient measure, among other possible choices,
for this is the quantity230,231
Nloc(|v〉) =
∑
v′
L2vv′ (12)
where we have denoted
Lvv′ = 1√
1 +
(
(E0v−E0v′ )
〈v|V |v′〉
)2 (13)
2 It is also worth emphasizing at this stage that the CVPT procedure
has close correspondence to the normal form perturbation theory in
classical mechanics. In fact the effective Hamiltonians can be con-
sidered as resonant normal forms which are an important starting
point for studying stability and transport in dynamical systems the-
ory. For an excellent introduction, refer to the paper by Fried and
Ezra229 and Waalkens, Schubert, and Wiggins174.
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Tier 2
``bath”
ZOBS
Figure 1. A schematic of the tier model. The dashed orange
lines indicate possible backflows resulting in “loops" in the tier
picture. The “fuzzy" levels (highlighted by grey circle) repre-
sent a highly degenerate set of states that could get involved
provided Arnold diffusion is relevant. See text for details.
with E0v ≡
∑f
j=1 Ej(vj). The quantity Lvv′ is a per-
turbative indicator of the extent of coupling of a given
ZOBS |v〉 with the other zeroth-order states. In fact,
Lvv′ can be used to interpret the IVR in terms of the
tier-model232–234. In this model, as shown in a qualita-
tive sketch in Fig. 1, zeroth-order states |v′〉 that are opti-
cally dark but with Lvv′ values above a preset threshold
form the set T1 of first tier “doorway" states that couple
to the ZOBS |v〉. Note that the set of states in T1 need
not all be at the same distance Q in the QNS. Next, the
zeroth-order states that are significantly coupled, again
based on eq. 13, to the states in T1 form the second tier
T2. Repeating the procedure unfolds the states involved
in the IVR dynamics into a hierarchical set of tiers, with
the density of states increasing with the increasing tier
level. One can also use different tiering criteria to sort
out the tiers. For example, instead of using Lvv′ the
tiers can be organized by the QNS distance Q. In any
case, the tier picture of IVR emphasizes the importance
of the local density of states as opposed to the total den-
sity of states at the energy of interest. Moreover, the hi-
erarchical nature of energy flow implies that IVR out of
a specific ZOBS will occur on several timescales. The
shortest timescale coming from the first few tiers and
the longest timescale representing the final, presumably
irreversible, flow into a “bath" of states in the final high
density tiers. The dilution factor σv then yields the total
number of zeroth-order states that participate in the IVR
dynamics.
Several experiments support the tier model and this
perspective has recently been invoked to understand vi-
brational energy transport in fairly large molecules235,236
as well as in molecule-surface reactions25,237. However,
there are certain issues that need to be clarified. Firstly,
how is the QNS explored? The value of the dilution
factor is a long time measure and it masks the poten-
tial non-exponential IVR dynamics. Secondly, the inher-
ent assumption in the tier model for no “backflow" from
states in tier Tk+1 to the states in tier Tk means that subtle
correlations are left unaccounted for in the energy flow
dynamics. Thirdly, how much of the tier model is clas-
sical? In other words, to what extent are the quantum
interferences and coherences crucial to the predictions
of the tier model.
3. State space viewpoint and a threshold for quantum ergodicity
A more illuminating way to think about IVR is the
quantum state space approach41,230,231,238–240. Apart from
allowing for a clear connection to the classical phase
space dynamics, as discussed later, the state space pic-
ture generalizes the tier model. In addition, the state
space viewpoint directly highlights any anisotropy in
the IVR dynamics. Several excellent reviews41,231,240 al-
ready exist for the state space approach to IVR and
here we will briefly highlight the key predictions of the
model within the LRMT perspective. Consider the time
evolution of a ZOBS
|v(t)〉 = e−iHt/~|v〉 ≡
∑
α
Cαve
−iEαt/~|α〉 (14)
with Cαv ≡ 〈α|v〉 and Eα being the eigenvalues associ-
ated with the eigenstates. The central point, given the lo-
cality of the mode-mode couplings in molecules, is that
Cαv and Eα are correlated, once theNloc(|v〉) states cou-
pled to the ZOBS get populated for t ≥ τloc. As argued
by Gruebele241, in the absence of correlation the survival
probability exhibits exponential decay
Pv(t) ∼ (1− σv)e−t/τGR + σv (15)
with τGR being the golden rule timescale. The form
above correctly accounts for the infinite time limit of the
survival probability. However, correlated dynamics on
the intermediate timescales τloc < t < τσ are expected to
give rise to power law decays242
Pv(t) ∼ (1− σv)
[
1 +
2t
τDv
]−Dv/2
+ σv (16)
with Dv being now interpreted as the effective dimen-
sionality of the QNS associated with the IVR dynam-
ics of the ZOBS. In the limit that the ZOBS completely
explores the QNS, assuming a normal diffusive mo-
tion, one has the intuitive result Dv ≈ (f − 1). How-
ever, as shown by several experimental and theoretical
studies242,243, the IVR dynamics is much more interest-
ing - even for large molecules and at substantial exci-
tation energies Dv  (f − 1). In other words, on the
average, very few vibrational modes at any given time
are involved in the IVR process. This, given the local-
ity of bonding in molecules, is not entirely surprising.
What is, however, significant is that it is not the rates
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Figure 2. Dilution factor σ versus number of local coupled
statesNloc (left) and quantum ergodicity measure T (E) (right)
for the data204 of Stewart and McDonald corresponding to CH-
stretch fundamentals of various molecules. The shaded por-
tion in both plots indicate the sharp transition zones.
but the power law exponent that is crucial for the IVR
dynamics. An additional wrinkle on this comes from
the fact that the assumption of normal diffusion in the
QNS and the time-independence of Dv needs to be sub-
stantiated from careful dynamical studies. For example,
it has been shown244 that Dv can change over time in
the SCCl2 molecule. Further examples and connections
to the classical phase space transport are provided in
sec. V B.
The correlated intermediate time IVR dynamics and
the associated power law decay can be elegantly ratio-
nalized based on the mapping of the IVR problem to the
model of Anderson localization. Following the initial
work by Logan and Wolynes245, several studies have es-
tablished the utility of thinking of IVR as transport in
the QNS. Indeed, the development of the LRMT model
by Leitner and Wolynes202 and the Bose-statistics trian-
gle rule (BSTR) model243,246 by Gruebele and cowork-
ers suggest that correlated IVR dynamics should be ex-
pected in general. In particular, a threshold for the on-
set of quantum ergodicity41,202,245,247 was put forward in
terms of the measure
T (E) =
2pi
3
[∑
Q
〈|V effQ |〉KQDQ(E)
]2
(17)
with V effQ , KQ, and DQ being the effective matrix ele-
ment, number of connected states, and the local density
of states respectively that are lying a distance Q away
from a ZOBS of interest. The quantum ergodicity tran-
sition is then signalled by T (E) ∼ 1. The corresponding
limit is approached forNloc ∼ 10 and IVR is predicted to
be very sensitive to specific anharmonic resonances for
intermediate values of Nloc. This is illustrated in Fig. 2
where the original experimental data204 of Stewart and
McDonald on the dilution factors associated with the
CH-stretch fundamentals of various molecules are plot-
ted in terms of the LRMT parameters248. As noted by
Bigwood et al248, the transition is not as sharp as seen
P(
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Figure 3. Dilution factor distribution for the model Hamil-
tonian eq. 11 with varying coupling strengths (β1, β2, β3) ×
10−5 ≡ [β1, β2, β3] = [20, 1, 20] (blue), [50, 5, 50] (red),
[100, 10, 100] (green), [200, 10, 200] (orange), and [500, 50, 500]
(black). Note that the zeroth-order states with energy 39.5 ≤
E ≤ 40.5 are considered. The different cases are shown with
differing histogram widths for clarity.
in Fig. 2 when plotted against the total density of states.
Indeed, this fact can potentially be used to structurally
modify molecules in order to decouple certain modes
and modulate the IVR rates. Further analysis by Leit-
ner and Wolynes41,247 also led to an expression for the
distribution of the dilution factors for T (E) < 1 as
P (σ) =
γ√
σ(1− σ)3 e
−piγ2σ/(1−σ) (18)
where the quantity γ ≡ [3T (E)/(2pi(1 − T (E))]1/2. In-
terestingly, eq. 18 predicts a bimodal distribution for in-
termediate values of T (E) and Nloc > 1, indicating that
even in the facile IVR regimes there are protected ZOBS.
The predictions of LRMT have been tested for a number
of molecules with considerable success248. Essentially,
the threshold energy E for which QET occurs relative to
the conformational barrier heights or unimolecular dis-
sociation energies determines the extent to which finite
IVR timescales need to be accounted for with the pos-
sibility of the system exhibiting non-RRKM behaviour.
For example, LRMT studies on the isomerization dy-
namics of stilbene74,249, cyclohexane ring inversion250,
and the influence of torsional mode on the conforma-
tional dynamics of butanal251 reveal deviations from
RRKM rates ranging from one to several orders of mag-
nitude. Several other examples for the application of
LRMT can be found in the recent review by Leitner41.
Note that the LRMT, appropriate for large molecules
with low average occupancy per oscillator, is statistical
or probabilistic in nature i.e., it assumes that the zeroth-
order energies Ej and the couplings Φm are random
variables with appropriate, physically meaningful, av-
erage and variance. However, the local nature of the
molecular couplings is built into the theory. The higher
order couplings (Q > 3) are assumed, based on the el-
egant work252–254 by Gruebele and coworkers, to scale
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Figure 4. Microcanonically averaged quantum (blue) and clas-
sical (orange) survival probabilities for the model Hamilto-
nian eq. 11 with coupling strengths (a) [5, 1, 5], (b) [20, 1, 20],
(c) [50, 5, 50], (d) [100, 10, 100], (e) [200, 10, 200], and (f)
[500, 50, 500]. For classical probability, the phase space at
E = 40 is sampled uniformly. For quantum probability, the
zeroth order states with energy 39.9 ≤ E ≤ 40.1 are consid-
ered. Note that the notation for the coupling strengths is as in
Fig. 3 and will be followed for the rest of the figures showing
results for the model Hamiltonian.
as VQ ∼ Φ3a¯3−QMQ/2 with M being the average num-
ber of quanta per oscillator and a¯ being a scale factor.
This particular scaling implies that VQ decrease expo-
nentially with increasing Q - in accordance with the in-
tuitive expectation that low order resonances dominate
over higher order resonances. Thus, combined with the
scaling argument and explicit consideration of the dom-
inant resonances, LRMT has proved to be a rather ver-
satile theory.
4. Need for a classical dynamical perspective on LRMT?
As noted above, the LRMT and scaling theory41,240,255
predictions are expected to hold for sufficiently large
molecules since the probabilistic arguments245 yielding
the localization-delocalization transition are sharp only
in the thermodynamic limit. Nevertheless, an intrigu-
ing aspect that has emerged from the various investiga-
tions of IVR dynamics in small molecules (f ∼ 3 − 5)
is that the power law scalings, the bimodality of the di-
lution factor distributions, and other LRMT predictions
seem to hold239,244,256. For example, let us consider the
model f = 3 effective Hamiltonian introduced before
(cf. eq. 11). In Fig. 3 we show the dilution factor dis-
tributions with increasing strengths of the anharmonic
resonances. Interestingly, in accordance with the LRMT
predictions of eq. 18, a clear bimodal behaviour is ob-
served. Furthermore, in Fig. 4 the microcanonically av-
eraged survival probability
〈P (t)〉 = 1
N∆E
∑
v∈E+∆E
Pv(t) (19)
at E = 40 with ∆E = 0.1, corresponding to N∆E = 151
near-degenerate ZOBS, are shown for increasing reso-
nant coupling strengths. The model f = 3 system ap-
pears to show a behaviour which is very similar to the
one observed by Schofield, Wyatt, and Wolynes in their
quantum IVR studies on a highly degenerate f = 6 cou-
pled Morse oscillators system257. A clear intermediate
time power law behaviour is observed. Although the
observation of bimodality of P (σ) and power law scal-
ing of the survivals for the model is already interest-
ing, the real “puzzle" comes from the fact that the clas-
sical analog of 〈P (t)〉 also seem to exhibit power law
scaling. In fact, beyond some values of the coupling
strengths, the effective state space dimensionality seems
to be nearly identical for the quantum and classical IVR
dynamics. What is the reason for such an exquisite
classical-quantum correspondence? Is it surprising or
accidental that this model f = 3 system seems to agree
with the LRMT predictions?
One reason may be that the central tenet of LRMT re-
garding the importance of local density of states implies
that the smallness of the molecule is not a relevant is-
sue - of course, the localization-delocalization transition
will not be “sharp". A second reason may have to do
with the observation that the picture of IVR as diffu-
sion in QNS has a natural classical counterpart, given
the correspondence Jk ↔ ~(nk + 1/2), in terms of dif-
fusion of zeroth-order actions Jk in the classical phase
space239,244,258. Beyond this basic correspondence expec-
tation, several studies on relaxation in isolated quan-
tum systems259,260, in the context of ETH and MBL, have
benefited from careful considerations of the underlying
classical phase space dynamics. In the context of IVR, as
one approaches the QET the dilution factors in eq. 18 ap-
proach the Porter-Thomas distribution which, in terms
of the Gaussian orthogonal ensemble in random matrix
theory (RMT), signals a strongly chaotic classical phase
space261,262. Several studies have also established the
sensitivity of the averaged survival probability to the
nature of the classical dynamics244,263,264. For example,
Wilkie and Brumer265 have shown that in the irregu-
lar case the average survival probability will fall below
its long time average. More recently, for Hamiltoni-
ans whose underlying classical dynamics is chaotic but
with local interactions, a thorough investigation of the
various timescales associated with the average survival
probability have been made266. In particular, impor-
tance of the correlation hole and the so called Thouless
time τTh, signalled by the minimum in 〈P (t)〉 has been
emphasized266. A third, and important, reason has to do
with the fact that power law behaviour of the Poincaré
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recurrence statistics267,268 of an ensemble of orbits in the
classical phase space has connections to the quantum
survival probability. This raises the intriguing issue of
whether one can interpret the effective IVR dimension-
ality Dv (cf. eq. 16) in the QNS with specific structures
in the classical phase space.
Thus, the observations above indicate that a classi-
cal “deconstruction" of the QET criterion in eq. 17 may
yield deeper insights into the IVR dynamics. However,
making progress in this direction requires us to under-
stand and characterize the classical phase space trans-
port in systems with f ≥ 3. There are several reasons
for this. Firstly, and as noted above, it is exceedingly dif-
ficult to drive realistic molecular systems into regimes
of hard chaos wherein RMT arguments may be usefully
invoked. Thus, typical molecular phase spaces at phys-
ically relevant levels of excitations are expected to dis-
play a mixture of regular and chaotic dynamics. In this
context, as explained below, systems with f ≥ 3 are fun-
damentally diferent from f = 2. Secondly, in the scaling
theory approach of Schofield, Logan, and Wolynes255,
the distinction between critical (∼ t−1) and diffusive
(∼ t−(f−1)/2) regimes of the average survival probabil-
ity cannot be made even for f = 3. Thirdly, although
LRMT and scaling approaches identify the regimes of
facile IVR and allow for corrections to the RRKM rates,
one cannot directly infer the crucial degrees of freedom
that are involved in the IVR mechanism. Clearly, this in-
formation is paramount for identifying and modifying
the IVR pathways i.e., control; the extent to which there
is a correspondence between the classical and quantum
IVR pathways should prove to be a valuable guide to
designing rational control fields.
III. Classical dynamical viewpoint on IVR
We start with a dimensionality count of the relevant
objects in phase space. The discussion below is lim-
ited to conservative Hamiltonian systems. For a f de-
grees of freedom system described by a Hamiltonian
H(P,Q) the phase space (P,Q) is 2f -dimensional and
the constant energy “surface" H(P,Q) = E is (2f − 1)-
dimensional. The Hamilton’s equations of motion
Q˙k =
∂H(P,Q)
∂Pk
P˙k = −∂H(P,Q)
∂Qk
(20)
for k = 1, . . . , f yield the time evolution (flow) of a spe-
cific initial point in the phase space. In general, the re-
sulting trajectory can be regular or irregular. In the for-
mer case the trajectory is confined to a f -dimensional
torus and in the latter case the trajectory, if chaotic, ex-
plores the entire constant energy shell. For f = 2 the
three dimensional energy shell is divided by the regu-
lar two-dimensional tori. However, for f ≥ 3 the regu-
lar tori no longer divide the constant energy shell and
this geometrical fact is responsible for the significant
difference between the transport in phase spaces with
f = 2 and f ≥ 3. Before bringing out this fundamen-
tal difference and its relevance to IVR in more detail,
note that the dimensional counting is far from a triv-
ial exercise - such dimensionality arguments play a cru-
cial role in identifying the appropriate invariant phase
space structures that are relevant to chemical reaction
dynamics. For example, in TST the so called normally
hyperbolic invariant manifold (NHIM)174,186,187 has a di-
mensionality of (2f − 3) and forms the equator of the
(2f − 2)-dimensional dividing surface that divides the
phase space into the reactant and product regions. The
NHIM is an invariant manifold and hence cannot be
crossed by trajectories, while the dividing surface can
be. In fact, away from the TS, the stable and unstable
manifolds attached to the NHIM, which itself is a dy-
namical object, are expected to be relevant for the IVR in
the reactant and product regions. This aspect, however,
is yet to be investigated and will not be addressed here.
The central objects of interest are the various critical
points of the flow in eq. 20, as these points are the pivots
about which much of the insights can be obtained into
the transport in phase space. For instance, in the context
of TST, the relevant fixed points are those that are asso-
ciated with rank-k saddles i.e., regions in phase space
associated with k unstable (hyperbolic) directions and
(f − k) stable (elliptic) directions. Thus, k = 1 is the
most common case pertaining to the transition states.
Expansion of the Hamiltonian about such points is prop-
erly done using the classical theory of normal forms174.
In the case of IVR studies, such expansions are usually
done about the equilibrium points. The resulting nor-
mal form Hamiltonian is the classical analog of eq. 9.
At this stage one can consider an initial phase space
density ρ(P,Q, t = 0) and study its time evolution un-
der the classical flow generated by the Hamiltonian of
interest. The rate at which the ensemble of initial con-
ditions explores the constant energy shell is then inti-
mately connected to the issue of ergodicity. Clearly,
IVR is implicitly present in the time evolution of the
phase space density, particularly if this is chosen ap-
propriately. For instance, one can choose to work with
the Wigner phase space density Wv(P,Q, t = 0) associ-
ated with the ZOBS |v〉. Nevertheless, despite the usual
semiclassical advantages, “dissecting" the Wigner den-
sity in terms of the structures in multidimensional phase
space and identifying the dominant IVR pathways has
hardly been attempted till date. Instead, we focus here
on analyzing the Hamiltonian in eq. 2 in terms of the
general phase space features and identifying the role of
the various nonlinear resonances - classical analogs of
quantum anharmonic resonances. Such an analysis is
useful in order to better understand the viewpoint of
IVR as diffusion in the QNS, and essential for any at-
tempt which seeks to establish the classical analog, if it
exists, of QET.
Consider the Hamiltonian eq. 2 with, as stated before,
the zeroth-order part H0(P,Q) representing a set of un-
coupled oscillators. Note that H0(P,Q) can be approxi-
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Figure 5. A sketch illustrating the geometry of Arnold web for f = 3. Two example resonance planes intersecting the constant
energy surface (CES) are shown. Intersection of other resonance planes are shown as lines of different thickness on the CES. A
resonance junction is highlighted with a blue circle. Note that, typically, the resonances are dense on the CES as shown in the
example zoom plot. The zoomed figure corresponds to an actual computation for one of the models of Bunker269,270.
mated by harmonic oscillators with frequencies ωk (k =
1, . . . , f ) for low energies. However, depending on the
molecular size and extent of anharmonicities, at higher
energies it is more appropriate to think of the zeroth-
order part as a set of anharmonic oscillators. In clas-
sical dynamics the oscillators are nonlinear since their
frequencies Ωk(Ek) depend on the energy Ek. Analo-
gously, in quantum mechanics one has an equivalent
distinction. For harmonic oscillators the energy level
spacings are constant whereas for anharmonic oscilla-
tors, like the Morse oscillator for example, the energy
level spacings depend on the vibrational level. Classi-
cally, the dynamics of H0(P,Q) is integrable and mo-
tion lies on invariant f -dimensional tori, parametrized
by angles θ with θ˙k = Ωk. The addition of the coupling
terms, in general, destroys the integrability with the pos-
sibility of irregular motion. Nevertheless, the celebrated
Kolmogorov-Arnold-Moser (KAM) theorem assures us
that for sufficiently small coupling strengths most of the
tori are only distorted and do not break up. According
to KAM there are, however, tori that will break up even
for the slightest perturbation. These tori are the ones
which fail to satisfy the so called Diophantine condition
i.e.,
|r ·Ω| = |
f∑
j=1
rjΩj | ≥ γ||r||τ (21)
with γ, τ being some positive constants and r =
(r1, r2, . . . , rf ) ∈ Zf \ {0} being an integer vector, said
to be of order ||r|| ≡ |r1| + . . . + |rf |. Note that the
failure of the condition eq. 21 is essentially indicating
that any attempt to perturbatively transform away the
mode-mode couplings will not succeed. In particular,
for r·Ω ≈ 0 one has a nonlinear resonance - precisely the
condition that signals active IVR involving the various
vibrational modes! This so called “small-denominator"
problem, just as in quantum CVPT, implies that an ac-
curate description of the dynamics cannot be obtained
by an integrable normal form and one has to work with
resonant normal forms. Quantum mechanically, this is
equivalent to the fact that the Dunham expansion eq. 9
is insufficient and one needs to include the various an-
harmonic resonances. The type (order) and number of
resonances depends on the total energy of interest. The
various effective or spectroscopic Hamiltonians, includ-
ing the model in eq. 11, that have been proposed for a
number of molecules are nothing but resonant normal
forms.
A. Classical limit Hamiltonian
The classical limit Hamiltonian corresponding to the
resonant normal form quantum Hamiltonian can be ob-
tained via the Heisenberg correspondence
a⇐⇒
√
Je−iθ ; a† ⇐⇒
√
Jeiθ (22)
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where (J,θ) are the action-angle variables associated
with the zeroth-order Hamiltonian in eq. 2, assumed to
be an integrable Hamiltonian. Note that such an as-
sumption is valid since we consider the zeroth-order
Hamiltonian to be a sum of f independent anharmonic
oscillators. It is also worth emphasizing that an ex-
plicit canonical transformation (P,Q) → (J,θ) may
not be readily available in general, except when deal-
ing with normal modes (harmonic oscillators) or local
modes (Morse oscillators, for example). Nevertheless,
the integrability of H0(P,Q) ensures the existence3 of f
action variables which mutually commute in the Pois-
son bracket sense i.e., {Ji, Jj} = 0 for i, j = 1, 2, . . . , f .
Moreover, the action-angle representation, apart from
providing a natural representation to connect to the
QNS, are ideal for understanding the stability proper-
ties of phase space initial conditions and describing the
geometry of the connected network of the anharmonic
resonances which mediate the IVR process.
The transformation eq. 22 yields the classical analog
of the Hamiltonian in eq. 5 as
H(J,θ) = H0(J) +
∑
m
Φm
f∏
j=1
(
2
√
Jj cos θj
)mj
≡ H0(J) + 
∑
r
fr(J) cos(r · θ) (23)
with r = (r1, r2, . . . , rf ) ∈ Zf \ {0} i.e. an integer vec-
tor excluding the null vector. The factor  has been in-
troduced as a bookkeeping term and fr(J), related to
the coupling constants Φm, are functions of the zeroth-
order actions. For  = 0 we have an integrable system
and the actions are conserved quantities. The system
is called as near-integrable for sufficiently small   1,
whereas for larger values of  one has a nonintegrable
system with a phase space composed of both regular
and chaotic dynamics. The key terms for IVR in eq. 23
come from the slow variation of certain angle variables
i.e., ψ˙r ≡ d(r · θ)/dt ≈ 0. Such a condition implies
r · Ω ≈ 0, leading to a nonlinear resonance due to the
commensurability between certain mode frequencies.
In order to understand the “geography" of the reso-
nances consider the zeroth-order frequencies Ω0(J) ≡
∇JH0. A resonance condition r · Ω0(J) ≈ 0 among the
different frequencies, satisfied for resonant actions Jr,
implies the condition Rr(Jr) = 0 representing a (f − 1)
dimensional surface in the zeroth-order action space. A
sketch of the geometry is shown in Fig. 5 for the f = 3
case. Each independent resonance is thus represented
3 We ignore here the possibility of there being obstructions
to defining global action-angle variables i.e., the phenomenon
of monodromy271. Although monodromy, and its spectral
manifestations272–276, are strictly relevant only in completely inte-
grable systems, the effect does survive weak integrability-breaking
perturbations. However, monodromy effects may not be very rele-
vant for the regimes of IVR we are interested in.
by an appropriate surface. A resonant surface intersects
the (f − 1) dimensional constant zeroth-order energy
surface H0(J) = E0 forming a (f − 2)-dimensional sur-
face. The collection of all such (f − 2)-dimensional sur-
faces forms an intricate connected network called as the
Arnold web. Note that the web is connected only for
f ≥ 3. For finite coupling  6= 0, the resonance surfaces
gain widths proportional to
√
 and their order.
As indicated in the sketch in Fig. 5, a specific reso-
nance may or may not intersect the constant energy sur-
face. Moreover, intersection of independent resonances
to form junctions is also dependent on the energy of in-
terest. Nevertheless, on a given energy surface the reso-
nances form a dense, interconnected network. One such
example is shown in Fig. 5, representing a enlargement
of a portion of a computed Arnold web. This is due
to the fact that in f ≥ 3 existence of even one junc-
tion implies the existence of an infinity of resonances!
Thus, if two independent resonances r · Ω0(J) ≈ 0 and
r′ ·Ω0(J) ≈ 0 then
l(r ·Ω0(J)) +m(r′ ·Ω0(J)) ≈ 0 (24)
for all integers (l,m) 6= (0, 0). How does one even at-
tempt to describe the IVR in the presence of such com-
plexity? The answer lies within a powerful approach in-
troduced by Nekhoroshev277 nearly half a century ago.
Accordingly, one considers all resonances up to a finite
order K and neglects all other higher order resonances.
Following Nekhoroshev one can now define three do-
mains on the Arnold web
1. No-resonance domain: These correspond to points
on the web that are “far enough" from all the reso-
nances. The dynamics is nearly integrable in such
domains with the frequencies Ω0 remaining un-
changed.
2. Single resonance domain: These are regions which
are influenced by only one resonance of order less
than K. The dynamics is again nearly integrable,
but the frequencies are no longer constant and
can change in a direction (usually called as the
fast-drift direction) that is transverse to the reso-
nance zone. There is also the possibility of dif-
fusion along a resonance (as indicated by the di-
rection labeled e3 in Fig. 5), known as Arnold dif-
fusion. However, the Arnold diffusion timescale
is expected to be way too long for any relevant
molecular consequences and will not be discussed
further here.
3. Double resonance domain: Here the point on the
web is in the vicinity of a junction and, hence, un-
der the influence of at least two independent reso-
nances of order less than K. The dynamics is now
non-integrable, leading to chaotic motion which,
however, is bounded.
From a molecular perspective the different domains cor-
respond to the different types of IVR dynamics that one
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can expect from a ZOBS. The first case corresponds to
no IVR, the second to a regular IVR with a polyad as
in a single stretch-bend resonance, and the third case to
irregular IVR with, as we shall see below, approximate
polyads. Note that in the last case the IVR can exhibit
a range of behaviour depending on the order and the
number of independent resonances that form the junc-
tion.
Given the set up as above, the celebrated Nekhoro-
shev’s theorem provides results regarding the stabil-
ity of various types of initial conditions on the Arnold
web. Roughly speaking4, for  < 1, an initial condition
(J(0),θ(0)) satisfies
||J(t)− J(0)|| ≤ 1/2(f−m) (25)
for times
|t| ≤ exp
(
c−1/2(f−m)
)
(26)
with c being a positive constant and m being the mul-
tiplicity of the domain. Thus, for single resonance do-
mains m = 1, whereas for double resonance domains
m = 2. In other words, initial conditions near junctions
are more stable as compared to being near single reso-
nances.
A key point that is worth emphasizing is that the di-
vision into the various domains above is a function of
the coupling , and there is a delicate interplay between
the timescales of interest and the maximal order K that
one should consider. Interestingly, similar considera-
tions are typically invoked during a CVPT analysis of
molecular Hamiltonians. Additionally, a caveat needs to
be stressed at this stage - the formal proof of Nekhoro-
shev’s theorem involves bounds that would put sev-
eral cases in the literature strictly out of the Nekhoro-
shev regime. Nevertheless, as pointed out by Morbidelli
and Froeschlé281, there may be some “leniency" when it
comes to the numerical investigations on physical sys-
tems. In any case, a relevant limit corresponds to large
coupling strengths for which the above domains cannot
be strictly defined. One then is in the so called Chirikov
regime165 wherein, from the molecular perspective, the
IVR dynamics is expected to be highly irregular and
faster than typical vibrational timescales. The transition
from KAM, to Nekhoroshev, and finally to the Chirikov
regime can be seen, for example, in the original work282
of Guzzo et al. The transition, and the connection to
LRMT discussed in detail below, can be observed in
Fig. 6A as well.
4 Note that the precise statement of the theorem requires several tech-
nical definitions. We do not go into them here for two main rea-
sons. Firstly, the technicalities, while very relevant, are beyond the
scope of this Perspective, and our intention here is to convey the
“spirit" of the theorem. Secondly, several excellent accounts278–280
of the Nekhoroshev theorem can be found in the literature that are
amenable to non-mathematicians.
Table I. Parameters for the model three-resonance Hamilto-
nian
ω1 1.1
ω2 1.7
ω3 0.9
α1 −0.0125
α2 −0.02
α3 −0.0085
D1 48.4
D2 78.2
D3 47.6
Although we do not discuss the various techniques
for constructing the Arnold web, all the webs shown
here utilize the fast Lyapunov indicator (FLI) method. A
basic introduction is given in the Appendix and for de-
tails we refer the reader to the original literature283,284.
Moreover, all the webs shown in this work are for a spe-
cific fixed choice of the angle values and are indicated in
the figures. For near-integrable regimes different angle
slices will more or less reveal the same features. How-
ever, for strong coupling strengths the web features do
depend on the choice of the angle slice270. Although we
do not fully explore the different Arnold web slices in
this work, suffice it to say that the qualitative arguments
presented here are not affected.
IV. Classical-quantum correspondence
We now illustrate the exquisite classical-
correspondence between the QNS and the classical
phase space for the model system in eq. 11. We refer
the reader to the recent work285 on the same model
system for the computational details and further ex-
amples and discussions on the competition between
classical and quantum IVR pathways. Similar analysis
can be performed on any effective Hamiltonian that
arises either from a CVPT calculation or by fitting
the experimental spectra. In particular, the phase
space structures highlighted in this perspective are
expected to be generic and relevant for any effective
Hamiltonian. Notably, in early studies286,287 on a model
f = 3 system, Atkins and Logan have already pointed
out the classical-quantum correspondence and made
many, remarkably prescient, observations related to the
resonance junctions, Lyapunov exponents, possibility
of phase space sliced surface of sections, and the lack of
Arnold diffusion!
Using eq. 22 the model f = 3 Hamiltonian in eq. 11
has the classical analog228,285 Hmodel(J,θ) = H0(J) +
V (J,θ) with
H0(J) =
3∑
i=1
[
ωiJi +
1
2
αiJ
2
i
]
(27)
V (J,θ) = 2
3∑
k=1
βkfrk(J) cos(rk · θ) (28)
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The three nonlinear resonances r1 = (2,−1, 0), r2 =
(3,−2, 0), and r3 = (0, 1,−2) with coefficients fr1(J) =
J1J
1/2
2 , fr2(J) = J2J
3/2
1 , and fr3(J) = J3J
1/2
2 are
independent. For this model the resonances are 2-
dimensional planes, given that the nonlinear frequen-
cies are linear in the actions, that may intersect the 2-
dimensional constant energy surfaceH0(J) = E at lines.
For instance, the plane representing the r1 resonance is
given by
2α1J1 − α2J2 + (2ω1 − ω2) = 0 (29)
and one can check that the above condition is essentially
the same as the condition for the quantum degeneracy
of the ZOBS |v1, v2, v3〉 and |v1 ± 2, v2 ∓ 1, v3〉. Thus,
for β1 6= 0 the near-degenerate ZOBS on the resonance
plane are expected to couple strongly leading to IVR.
With similar observations for the other two resonances
in eq. 28, several questions arise. For instance
• What is the structure of the Arnold web as a func-
tion of the coupling constants? Are there special
features on the web?
• Given that a point in the zeroth-order action space
represents a potential ZOBS that can be accessed
experimentally, does the quantum IVR dynamics
respect the classical Arnold web structure? In
other words, are the quantum measures of IVR
such as the dilution factors σv and the local den-
sity of coupled states Nloc sensitive to the Arnold
web?
• Is there any correlation between the nature of the
web and the predictions of the LRMT?
In order to address these questions, in Fig. 6 we present
the results of our computations on the model system at
the total energy E = 40 as a representative case. Sim-
ilar observations hold for other energies below the dis-
sociation threshold and for several other choices of the
Hamiltonian parameters. Figure 6(a) shows the Arnold
web structure as a function of increasing resonance cou-
pling strengths. Note that the strength of the fifth or-
der r2 resonance is always kept, as expected in realis-
tic systems, about an order of magnitude smaller than
the remaining two resonances of third order. For low
couplings the system is approximately in the Nekhoro-
shev regime and one can clearly see the three reso-
nances with their appropriate widths. More impor-
tantly, two resonance junctions formed by the intersec-
tion of independent resonances, along with their local
chaotic behaviour, can be seen. With increasing cou-
pling strengths, the resonance widths increase and the
system transitions to the Chirikov regime with consid-
erable overlap of the resonances leading to large scale
chaotic dynamics. In Fig. 6(b) and (c) the QNS per-
spective is shown in terms of two different quantum
IVR measures. The correspondence between the clas-
sical Arnold web structure in Fig. 6(a) and the dilution
factor measure (long time) in Fig. 6(b) and number of lo-
cally coupled states (relatively shorter time) in Fig. 6(c)
is indeed striking. Specifically, the bimodal distribution
of the dilution factors shown in Fig. 3 can now be cor-
related with the Arnold web. The more local measure
Nloc, shown in Fig. 6(c), is clearly reflecting the Arnold
web structure. However, even for the largest coupling
considered here it is apparent that there is heterogene-
ity in the QNS as compared to the web. More interest-
ingly, Nloc much larger than unity are correlated with
the two junctions on the Arnold web. According to
LRMT the QET transition is expected to typically occur
for Nloc ∼ 5 − 10. Combined with the fact that LRMT
is applicable for molecules with several degrees of free-
dom wherein resonance junctions of various multiplici-
ties abound, there are reasons to expect that the dynam-
ics near the junctions will play a crucial role in approach-
ing the QET.
A. Classical versus quantum IVR pathways
Although Fig. 6 shows the close correspondence be-
tween QNS and the Arnold web, whether the dominant
IVR pathways from a ZOBS of interest are similar in the
quantum and classical cases is far from obvious. Sim-
ilar effective state space dimensionalities do not neces-
sarily imply similar IVR pathways! Clearly, this is an
important issue for controlling the IVR dynamics of an
initial state of interest with external fields. If indeed the
dominant pathways are similar then control fields can
be designed based on the classical phase space. On the
other hand, if the IVR pathways have crucial differences
then attempts to control the quantum IVR dynamics us-
ing classically inspired control fields is bound to fail.
From Fig. 6 it is clear that the nature of the IVR dynam-
ics is largely determined by whether the ZOBS of inter-
est is located near a junction, near a single resonance, or
away from resonances. We now illustrate that the loca-
tion of a ZOBS in the QNS (or Arnold web) gives rise
to IVR regimes with differing extent of competition be-
tween purely quantum and classical IVR pathways.
In Fig. 7 three example ZOBS are shown - |9, 10, 16〉
located near the junction formed by the r2 and r3 reso-
nances, |25, 4, 9〉 located in the vicinity of the r1−r3 junc-
tion, and |20, 7, 9〉 which is located away from the junc-
tions. The choice of ZOBS near the different junctions
has to do with the fact that the two junctions are not
dynamically equivalent. Figure 8 summarizes the quan-
tum and classical IVR dynamics in terms of the time-
smoothed survival probability
Cv(t) ≡ 1
t
∫ t
0
Pv(t
′)dt′ (30)
associated with the three example ZOBS. Comparing
the behaviour of eq. 30 for the three example states
brings out certain crucial differences in the IVR dy-
namics. Firstly, the ZOBS located in the vicinity of
the junctions exhibit decays even at the smallest cou-
pling strengths when compared to the ZOBS located
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Figure 6. The Arnold web (Panel (a)), corresponding dilution factor plots (Panel (b)) and Nloc plots (Panel (c)) for different
couplings. Note that for dilution factor plots, the color bar is same for all the couplings. For the Arnold web computation, an
uniform 500 × 500 grid is constructed in the J1 − J2 plane with a final integration time tf = 40 and the total energy is E = 40.
The webs are shown for the angle slice (θ1, θ2, θ3) = (pi/2, pi/2, pi/2).For the quantum measures plots, the average σ or Nloc is
projected on n1 − n2. The zeroth order states with energy 39.5 ≤ E ≤ 40.5 are considered. See the text for details.
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FLI
Figure 7. Locations of the three ZOBS on the web (for
[β1, β2, β3] = [20, 1, 20]): |9, 10, 16〉 (black dot), |20, 7, 9〉 (pur-
ple dot) and |25, 4, 9〉 (red dot). The zeroth order energy, E0v,
of these states are 40.33, 40.28 and 39.6 respectively. The webs
are shown for the angle slice (θ1, θ2, θ3) = (pi/2, pi/2, pi/2). See
the text for details.
away from the junctions. This is due to the larger
number of near-degenerate states available at the junc-
tions. In these regimes the ZOBS are involved in a
coherent resonance-assisted tunneling process involv-
ing the near-degenerate states. A clear confirmation
comes from the fact that the analogous classical Cv(t)
for |25, 4, 9〉 does not decay. Interestingly, the classical
Cv(t) for |9, 10, 16〉 does decay for the smallest coupling
strengths, albeit on a much faster time scale. This, as
evident from Fig. 6(a), is due to the substantial chaos
near the r2 − r3 junction as compared to the r1 − r3
junction. Thus, for small coupling strengths the classi-
cal and quantum IVR pathways are very different. Sec-
ondly, the effect of the junctions is highlighted by the
non-monotonic decay of Cv(t) in Fig. 8A and C even
at intermediate coupling strengths. Notice that in com-
parison to the junction ZOBS, for the ZOBS |20, 7, 9〉 the
extent of non-monotonicity is much reduced. The lo-
cal increase in Cv(t) is clearly due to the recurrences in
the survival probability. For a ZOBS near junction the
stronger recurrences come from dynamical tunneling in-
volving the ZOBS and the “dark" zeroth-order states
located in the vicinity of the junction. For sufficiently
large values of the coupling strengths one can see from
Fig. 8A and C that the recurrences are suppressed and
the classical and quantum Cv(t) exhibit similar power
law scalings. However, it is interesting that the long
time limit of Cv(t), essentially the dilution factor σv in
the absence of exact degeneracies, is larger for the ZOBS
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near junctions. It appears, although largely conjectural
at this point, that the combination of dynamical tun-
neling and the classical Nekhoroshev stability results in
the quantum IVR dynamics of such junction ZOBS to be
much more localized in comparison to the classical IVR
dynamics.
Figure 8. Quantum (left) and classical (right) time-smoothed
survival probabilities of the three ZOBS (A) |9, 10, 16〉, (B)
|20, 7, 9〉, and (C) |25, 4, 9〉 at different couplings, [5, 1, 5] (pur-
ple), [20, 1, 20] (blue), [50, 5, 50] (red), [100, 10, 100] (green),
[200, 10, 200] (orange), and [500, 50, 500] (black). A por-
tion of the classical result for the largest coupling strength,
[500, 50, 500], is also shown for comparison (black dashed
line). For the largest coupling, the decay is fitted to a power
law, Cv(t) ∼ t−d. The power law exponents are: dqm = 0.86,
dcl = 0.91 for |9, 10, 16〉, dqm = 0.93, dcl = 0.92 for |20, 7, 9〉
and dqm = 0.91, dcl = 0.93 for |25, 4, 9〉. (D) Fragmentation
of the ZOBS |9, 10, 16〉 (top row), |20, 7, 9〉 (middle row) and
|25, 4, 9〉 (bottom row) with coupling strengths increasing from
left to right. Here, ∆Ei = Ei − E(0)v , where Ei is the eigenen-
ergy of the ith-state and E(0)v is energy of the ZOBS. See the
text for details.
In Fig. 8D the corresponding local density of states
(LDOS) or “spectrum" ρ(E) =
∑
α |Cαv|2δ(E − Eα)
are also shown with increasing coupling strengths. As
expected, the LDOS is nearly Gaussian for the largest
coupling strength considered here. However, for small
to intermediate couplings the typical off-resonant su-
perexchange pathways288–290 are apparent. As argued
previously, such vibrational superexchange pathways
precisely correspond to dynamical tunneling occur-
ring between near-degenerate zeroth-order states on
the Arnold web290. Note that the LDOS also indicates
that dynamical tunneling (both resonance and chaos as-
sisted) mechanism at the r1 − r3 junction persist longer
than in the case of the r2 − r3 junction. Clearly, the IVR
dynamics for states near different junctions are different,
and at present there is little known about any a priori
criteria leading to the identification of specific junctions
that may play an important role in the quantum IVR dy-
namics.
A more explicit demonstration of the competition be-
tween the classical and quantum IVR pathways, and the
critical role of the resonance junctions, is presented in
Fig. 9. Here, as an example, the IVR out of the ZOBS
|9, 10, 16〉 is shown in terms of the flow of energy into the
states belonging to different tiers. The criteria in eq. 13
is used to sort the different tiers; for simplicity we keep
the first three tiers and group the rest of the states as
“bath". For low coupling strengths one can clearly ob-
serve in Fig. 9A an almost coherent energy flow back
and forth between the ZOBS and the first tier states. En-
ergy flows into the second and third tier states on sig-
nificantly longer timescales. However, note that the IVR
into second and third tier states is strongly correlated
and not sequential. These coherent oscillations in the
tier probabilities are signatures of the resonance-assisted
tunneling mediated IVR pathways near the junction285.
The corresponding classical tier flows are completely
different from the quantum case. As argued above, the
set of dark states participating dominantly via dynam-
ical tunneling in the quantum IVR are inaccessible to
the classical IVR dynamics. However, the fast classi-
cal IVR observed in Fig. 9A represents a local “thermal-
ization" due to the chaotic dynamics near the r2 − r3
junction (cf. Fig. 6(a)). Note that while the quantum
energy flow is almost exclusively restricted to the first
three tiers, classically substantial energy flow does oc-
cur into the bath states. In addition, it is clear from
Fig. 9A that “backflow" into tiers (cf. Fig. 1 indicated
by loops) occurs to a considerable extent in such cases.
This is a consequence of the trapped dynamics near the
junction which is further accentuated due to dynamical
tunneling. However, surprisingly, this significant inter-
tier correlation persists even for moderately large cou-
plings, as shown in Fig. 9B. Evidently, even at this larger
coupling strength, the stabilizing influence of the junc-
tion continues to play an important role in the IVR dy-
namics and questions the appropriateness of thinking
in terms of an irreversible relaxation of energy through
a hierarchical set of tier states. It is only at the largest
coupling strength shown in Fig. 9C that the dynamical
influence of the junction appears to weaken and a rea-
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Figure 9. Quantum (left column) and classical (middle column) probability flow to different tiers from the ZOBS |9, 10, 16〉 for
different coupling strengths, (A) [20, 1, 20] (B) [100, 10, 100] (C) [500, 50, 500]. Note that the survival probability of the ZOBS is
shown in black while the total probability of the tier one (6 states), two (18 states) and, three 3 (38 states) are shown in red, blue
and, green respectively. The probability corresponding to the rest of the “bath" states (beyond tier three) are shown in orange.
Insets in B and C show the survival and bath probabilities at long times. In the right column, the location of the projection of the
various tier states are shown on the Arnold web for the choice of angle slice (θ1, θ2, θ3) = (pi/2, pi/2, pi/2). Note that the various
tier states have differing v3 values and the webs do not reflect the varied coupling strengths considered in the Ptier(t) plots. See
text for discussions.
sonable correspondence between the classical and quan-
tum tier probabilities, including the bath probabilities,
can be observed. An important observation here is that
Fig. 9C corresponds to most of the QNS having Nloc ≥ 1
(cf. Fig. 6(c)) and the model, as indicated by the dilution
factor distribution in Fig. 3, moving closer to the QET
regime.
B. Resonance junctions: seeds of nonstatisticality?
The notion that regions in phase space where there
is a confluence of several independent resonances can
lead to the phenomenon of resonance stabilization is
not new, and has been known since the famous work277
of Nekhoroshev nearly half a century ago. However,
the dynamical consequences of such stabilization over
physically relevant timescales in various systems is only
now beginning to be appreciated244,270,291,292. As aptly
stated by Lochak293, coming to terms with the notion
of local stability in the vicinity of the resonance junc-
tions requires overcoming two strong prejudices. The
first prejudice, arising from “linear thinking" about res-
onances, has to do with associating resonances with a
loss of stability, which can only be restored by dissipa-
tive forces. In fact, finite time stability can manifest in
Hamiltonian systems with f ≥ 3, without the need to
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invoke non-conservative forces. The second prejudice
comes from the KAM theorem itself which advertises
the eternal stability of only the very non-resonant re-
gions in the phase space. Actually, highly resonant re-
gions are also stable, but only for long times and not
eternally270,292. Interestingly, trapping near resonance
junctions can also be seen in the early work294 of Mil-
czewski, Diercksen, and Uzer where the Arnold web
for the hydrogen atom in crossed electric and magnetic
fields is computed. Clearly, what constitutes “long time"
vis-à-vis the physically relevant timescales is important
and needs to be sorted out for specific systems. Never-
theless, for molecular systems one typically has f ≥ 3
and, given that the junctions are dense on the Arnold
web, there is a good chance that the IVR dynamics of
experimentally prepared bright states are bound to be
influenced by a certain set of junctions.
The results and discussions in the context of the sim-
ple f = 3 effective model Hamiltonian of eq. 11 clearly
put the spotlight on the resonance junctions. In fact,
several earlier studies on IVR dynamics on different
molecular systems seem to hint at the role of the res-
onance junctions. Examples include the beautiful and
very detailed classical dynamical studies on overtone
induced dissociation of H2O2 by Uzer, Reinhardt, and
Hynes295,296 and the isomerization dynamics of HCN by
Hutchinson and coworkers297. In both the examples,
with the former being an exceptionally brave attempt
given that it is a f = 6 system, deep insights into the dy-
namics of energy flow came from adopting the classical
nonlinear resonance perspective. Could it be that certain
“surprising" aspects in these older studies can be under-
stood better now in terms of the Arnold web structure?
We certainly think so, but further technical progress and
conceptual advances are needed before taking on such
systems. An example, however, which is worth men-
tioning and which is set up well for analysis along the
lines presented in this perspective is that of IVR in the
highly excited carbonyl sulfide (OCS) molecule. The pi-
oneering study by Martens, Davis, and Ezra298 of the
IVR dynamics near the dissociation threshold of the pla-
nar OCS already provided examples for trapping near
resonance junctions5. A more recent incisive study291,299
by Paškauskas, Chandre, and Uzer on the same system
established that the trajectories get temporarily trapped
around families of two-dimensional invariant tori orga-
nized around specific periodic orbits. It is relevant to
note here that periodic orbits are expected at the reso-
nance junctions. However, further work is required to
establish whether this recent observation is related to
specific resonance junctions. Certainly, based on the ear-
lier studies by Vela-Arevalo and Wiggins300, there are
5 As an aside we mention that many of the novel ideas and sugges-
tions regarding transport and bottlenecks that were proposed in this
work298 have yet to be explored in detail, particularly the quantum
manifestations.
good reasons to believe so. Note that the work291,299
of Paškauskas, Chandre, and Uzer also provides a pos-
sible link between the NHIM and the escape mecha-
nism associated with such significantly trapped trajec-
tories which can result in non-RRKM behaviour. The
recent detailed quantum energy flow dynamics study301
in OCS by Pérez and Arce confirms the non-RRKM dy-
namics even at energies near the dissociation threshold.
Interestingly, apart from connecting to the ideas of ETH
and MBL, Pérez and Arce argue that the non-RRKM be-
haviour arises despite the molecule being fairly close to
thermalizing. Based on our recent work270,292, such an
observation points to the role of trapping regions in the
phase space - possibly even related to the influence of
the resonance junctions.
Although, as mentioned above, OCS has served as
a paradigmatic molecule for understanding various as-
pects of the IVR dynamics, a clear quantum-classical
correspondence at the level of detail shown in Figs. 6-
9 is still lacking. Recent studies244,285, however, are
starting to focus on establishing a more explicit cor-
respondence between the features on the Arnold web
and the quantum IVR dynamics. For example, moti-
vated by the extensive experimental studies by Gruebele
and coworkers302–304 and Rashev and Moule305, analysis
of an effective spectroscopic Hamiltonian for the thio-
phosgene (SCCl2) molecule reveals that the junctions
can lead to fairly nontrivial IVR dynamics. Thus, edge
(overtone) states in the QNS can undergo greater extent
of IVR as compared to a near-degenerate interior (com-
bination) state in the QNS. Moreover, removing a spe-
cific anharmonic resonance can lead to enhanced IVR - a
counterintuitive result that can be rationalized based on
the local trapping dynamics near a specific junction244.
The work244 exploring the IVR dynamics in a spectrally
congested region of SCCl2 and the more recent work270
on the unimolecular dissociation of model triatomic sys-
tems (the Bunker models) are starting to provide com-
pelling evidence for the central role that such resonance
junctions play in determining the onset of statistical be-
haviour.
It is, of course, crucial to ask if there are any spectro-
scopic signatures of the resonance junctions. One po-
tential candidate is the existence of approximately con-
served quantities. Trapping in the vicinity of a specific
junction implies that the dynamics is mainly influenced
by the independent resonances that intersect to form the
junction. Thus, near the resonance junction, using an ap-
propriate canonical transformation one can construct a
local constant of the motion. For example, for the model
Hamiltonian eq. 11, one expects the approximate con-
servation of the quantity
Pd ≡ (J1 + J3)/2 + J2 (31)
near the r1 − r3 junction. The corresponding quantum
object (v1 + v3)/2 + v2 is nothing but a polyad. Note,
as pointed out earlier, in the absence of the r2 reso-
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Figure 10. Approximate conserved classical (black) and the
corresponding quantum (red) polyad, Pd defined in eq. 31, as
a function of time for the initial state |25, 4, 9〉. The different
resonance coupling strengths are, (a) [5, 1, 5], (b) [20, 1, 20], (c)
[50, 5, 50], (d) [100, 10, 100], (e) [200, 10, 200], (f) [500, 50, 500].
Note the different y-axis scales.
nance, Pd is exactly conserved. In Fig. 10 we explicitly
show the existence of such an approximate polyad dur-
ing the time evolution of the ZOBS |25, 4, 9〉 located close
to the junction. For low values of the resonance cou-
pling strengths, the trapping near the junction leads to
the polyad being well conserved. However, even for the
larger coupling strengths, but the two junctions still dis-
tinct, the dynamics (both classical and quantum) shows
the polyad to be approximately conserved. Compari-
son of Figs. 10(c),(d) with the Arnold webs shown in
Fig. 6(a) is particularly instructive. For the larger cou-
pling strength case in Fig. 10(e), the quantum dynam-
ics seems to obey the polyad conservation much more
than classical dynamics. This again points to the quan-
tum dynamics being more localized near the junctions,
presumably due to the persistence of resonance-assisted
tunneling306–308 as evident from the LDOS shown in
Fig. 8D, when compared with the classical localization.
As expected, for the largest coupling strength consid-
ered here and shown in Fig. 10(f), both the quantum and
classical polyads show non-conservation of Pd at early
times. This is consistent with Fig. 6(a) showing the large
scale overlap of the regions associated with the two
junctions. However, interestingly, Fig. 10(f) shows the
quantum polyad fluctuating around a different value
over fairly long times. The dynamical significance of
this observation, and whether it is a general feature at
other resonance junctions, is currently not known.
A similar analysis, not shown here, near the r2 − r3
junction reveals the approximate conservation of the
polyad P ′d ≡ 4v1/3 + 2v2 + v3. Generalization to
multiplicity−r resonance junction for f > 3 cases can
similarly be made. Given the importance of polyads
in interpreting the spectral features, one anticipates that
significant trapping near a junction should result in ob-
serving patterns in the overtone spectra. However, as
opposed to the usual single resonance polyad patterns,
the junction based dynamical polyad patterns cannot be
discerned by inspecting the harmonic mode frequencies
alone. In this context note that the observation of nested
IVR timescales in the dynamics of highly excited acety-
lene (C2H2) in an early work309 by Holme and Levine
seems to be a signature of trapping near resonance junc-
tions. If this is indeed correct then the connection made
by Holme and Levine between their observed time-scale
separations and the experimental spectral features at
different resolutions may be an experimental manifesta-
tion of Nekhoroshev stability! Furthermore, nearly three
decades ago, Engel and Levine310 have already made
an attempt to correlate the IVR dynamics of ZOBS pre-
pared by stimulated emission pumping (SEP) with their
proximity to specific resonance junctions on the Arnold
web. Perhaps a re-look at the molecules investigated by
Levine and coworkers309,310 is in order.
V. IVR and unimolecular dissociation reactions
The preceding discussion on the role of resonance
junctions, and other features on the Arnold web, to
the IVR process has a direct bearing on unimolecular
rate processes. In particular, the standard Lindemann-
Hinshelwood-Marcus kinetics (cf. Fig. 11(a) for a
schematic) assumes that the IVR, corresponding to a
timescale τIVR ≡ k−1IVR, that takes the active molecule
to the activated complex (transition state) is sufficiently
fast6 when compared to the timescale τR ≡ ν−1R asso-
ciated with crossing of the transition state by the ac-
tivated complex. Clearly, the results of the previous
sections suggest that trapping near the resonance junc-
tions can delay the dynamics sufficiently to violate the
crucial RRKM assumption. In other words, the IVR
does not repopulate the TS fast enough to maintain a
quasi steady state population near the TS. As argued by
Leitner250, such delays in the IVR process, even for situa-
tions wherein the QET lies below the bottleneck energy,
can lead to rates significantly smaller than the RRKM
prediction. Thus, the RRKM rate is modified41,312 as
k(E) = κ(E)kRRKM(E) with
κ(E) =
kIVR(E) + ωcoll
kRRKM(E) + ωcoll + νR(E)
(32)
where we have denoted the typical collision frequency,
within a strong collision approximation, by ωcoll. One
6 Note that in this perspective we are not concerned with the first
step in unimolecular kinetics involving collisional activation of the
reacting molecule. This is still an active area of research, particularly
when one does not or cannot invoke the strong collision approxima-
tion. For example look at the recent feature article by Jasper311.
20
Figure 11. Schematic illustration of the various viewpoints on unimolecular reactions. (a) The standard Lindemann-
Hinshelwood-Marcus mechanism for the dissociation of a triatomic molecule. (b) A kinetic scheme to account for nonstatisti-
cal dynamics based on a partitioning of the phase space into regions with distinct dynamical behaviours. (c) The state (action)
space representation showing the constant energy surface decorated by the nonlinear resonances involving the stretching and the
bending modes. The various independent resonances can intersect to form junctions (yellow circles).
now has to explicitly calculate kIVR(E) - a nontrivial dy-
namical task. Note that LRMT does provide a way to
compute the energy flow rates as a function of the total
energy.
It is important to mention that within the above view-
point it is quite possible to have an exponential decay
of the survival probability of an initial microcanonical
ensemble N(0)
S(t) ≡ N(t)
N(0)
= e−k(E)t (33)
but with k(E) 6= kRRKM(E). In the above N(t) is
the number of initial conditions that remain undisso-
ciated at time t. On a related note, recent studies313
by Hase and coworkers also brings out the crucial
point that “fitting an experimental thermal unimolecu-
lar rate constant versus temperature and pressure with
the Hinshelwood-Lindemann-RRKM model does not
unambiguously identify the unimolecular reactant as a
RRKM molecule". In fact, very early on Marcus, Hase,
and Swamy314 proposed a kinetic model to account for
deviations from single exponential kinetics. This model
imagines the reactant phase space to be partitioned (cf.
a schematic in Fig. 11(b)) into two or more regions with
finite IVR rates between them. The partitions, implic-
itly associated with various anharmonic resonances, are
then associated with multiexponential behaviour of the
survival
S(t) =
∑
j
fje
−kj(E)t (34)
and the related, more fundamental, quantity called as
the lifetime distribution
P (t) ≡ dS(t)
dt
=
∑
j
fjkj(E)e
−kj(E)t (35)
However, Ezra, Waalkens, and Wiggins315 in their de-
tailed and precise analysis of the f = 3 HCN isomer-
ization reaction have clearly highlighted the subtleties
involved. Using the gap time distribution perspective
due to Slater316,317 and Thiele318,319, combined with the
recently advanced NHIM-based phase space TST, they
show that
1. Both power law behaviour at intermediate times
and an exponential decay at times much longer
than the mean gap time are seen in the integrated
gap time distribution, which is closely related to
the lifetime distribution in eq. 35 above.
2. There exist trapped regions in the reactive phase
space and accounting for them, based on a
“simple-minded" relative phase space density ar-
gument, leads to significant over correction to the
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usual RRKM rate.
A couple of comments on the observations above are
pertinent at this stage. Already an earlier work320 by
Shojiguchi, Li, Komatsuzaki, and Toda on a model f = 3
system suggests that the first point above has links to
the dynamics on the Arnold web. Although the pre-
cise nature of dynamical barriers were not identified, it
was clear from their analysis that the intermediate time
power law and long time exponential behaviour of the
survival probability arose from trajectories transitioning
from certain regions in the Arnold web to the vicinity of
resonance junctions. Secondly, the issue of over correct-
ing the RRKM estimate is also related to the features on
the Arnold web in the reactant well, since reactive tra-
jectories that cross the dividing surface, but nevertheless
get temporarily trapped near the junctions, lead to non-
ergodicity. Specifically, correlated motion near the junc-
tions invalidate the assumption that phase space densi-
ties can be partitioned into sub-densities corresponding
to dynamically distinct behaviours. Similar concerns,
related to the stickiness and vague tori in f = 2 sys-
tems, have been noted by De Leon and Berne321 and
others163,164.
From the above brief discussion one can conclude, as
also emphasized in an earlier study320 Shojiguchi et al,
that for a clearer understanding of the rate processes
it is imperative to investigate the nature of the Arnold
web in the reactant phase space regions. More impor-
tantly, relating the topology of the stable and unstable
manifolds of the NHIM in the bottleneck regions, that
control the entry into and exit from the reactant phase
space region, with the nature of the Arnold web in the
reactant region should provide a sophisticated under-
standing of the regimes of validity of statistical rate the-
ories. An equally important task is to provide unam-
biguous connections between the dynamical barriers on
the Arnold web and the unimolecular decay observ-
ables. Undertaking such a task requires an appropriate
model f = 3 system which, apart from being accessible
to the modern tools of nonlinear dynamical systems the-
ory, embodies the key aspects of unimolecular reactions.
Examples such as HCN isomerization188,190,297,315,322,323,
OCS dissociation291,298–301,324,325, and several others men-
tioned above are indeed potential candidates. However,
in our opinion, the set of model triatomic molecules
studied269,326 by Bunker nearly half a century ago pro-
vide a good starting point for several reasons. Firstly,
the Bunker models provide a fairly comprehensive set
to test the various aspects and assertions regarding the
connection between IVR and the Arnold web struc-
tures. Secondly, detailed quantum dynamical study of
the models to ascertain the extent of classical-quantum
correspondence are yet to be made. Finally, these mod-
els provide an ideal platform to address the, still out-
standing, issue of determining the necessary and suffi-
cient condition for a molecule to be in the RRKM regime.
Combined with the quantum dynamical studies, the last
point may lead to a clear connection with the QET.
A. The Bunker models: phase space perspective
In a series of tour de force computational studies269,326
Bunker considered the Hamiltonian
H(q,p) =
3∑
i=1
[
1
2
Gii(q)p
2
i + Vi(qi)
]
+
3∑
i<j=1
Gij(q)pipj
(36)
to investigate the classical unimolecular dissociation
dynamics of the various model non-rotating triatomic
molecules in terms of the lifetime distributions. The co-
ordinate dependent G-matrix elements in eq. 36 are de-
fined as follows:
G11(q) =
1
µ1
G22(q) =
1
µ2
G33(q) =
1
µ1q21
+
1
µ2q22
− cos q3
Mq1q2
(37)
G12(q) =
cos q3
M
G13(q) = − sin q3
Mq2
G23(q) = − sin q3
Mq1
with µk ≡ 2mkM/(mk +M) being the relevant reduced
masses. Bunker considered various harmonic and an-
harmonic models for the potentials Vi(qi) and classified
them as being RRKM or not (cf. Table II). Based on
his computations, Bunker clearly brought out the role
of anharmonicity, provided insights into the relation be-
tween IVR and the random gap time assumption, and
suggested the possibility of multiexponential lifetime
distributions. Furthermore, he concluded that models
with large disparity in the masses and frequencies were
prone to being non-RRKM and that for most models IVR
was complete in about ∼ 10 ps.
Given that Bunker’s computations were entirely clas-
sical, and on a seemingly simple f = 3 system, an in-
teresting question is whether one can a priori predict
the models that would exhibit non-RRKM behaviour. In
other words, to what extent can one rationalize the re-
sults of Bunker based on ideas from nonlinear dynam-
ics? Perhaps more ambitiously7, the aim would be to
predict the models in Table II that exhibit RRKM be-
haviour without performing detailed dynamical calcu-
lations. The answer came about fifteen years later in the
form of a beautiful analysis by Oxtoby and Rice166 of the
7 Don Bunker himself would have been appalled, perhaps, by this
deductionism! For example, in his accounts article327 he says “But
the workers in this field will be able to stave off deductionism. The
reason is that, inductively, compliance with the basic assumption,
random re-distribution of energy, is not obligatory but must be re-
confirmed for every molecule."
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nonlinear resonances in the models of Bunker. For rea-
sons mentioned below the model considered by Oxtoby
and Rice166
H(q,p) =
3∑
i=1
[
1
2
G
(0)
ii p
2
i + Vi(qi)
]
+ 
3∑
i<j=1
G
(0)
ij pipj
(38)
with  = 1 is inspired by that of Bunker, except that the
coordinate dependent G-matrix elements are replaced
with their equilibrium values. The bond stretching
modes (i = 1, 2) were modeled by Morse oscillators
Vi(qi) = Di[1− exp(−αi(qi − q0i ))]2 (39)
and the bending mode (i = 3) was considered to be har-
monic
V3(q3) =
1
2G
(0)
33
ω23(q3 − q03)2 (40)
The various Hamiltonian parameters are chosen consis-
tent with the values given in Table II. Thus, given the
harmonic frequencies ωK and the dissociation energies
Dk of the stretching modes in Table II, the Morse param-
eter is fixed as αk = ωk/
√
2DkG
(0)
kk .
The assumption Gij(q) ≈ G(0)ij allows for transform-
ing eq. 38 to the action-angle representation H(J,θ) =
H0(J) + V (J,θ) with the zeroth-order part given by
H0(J) =
∑
k=1,2
ωkJk
(
1− ωk
4Dk
Jk
)
+ ω3J3 (41)
The modes are coupled by the perturbation
V (J,θ) =
∞∑
l,m=1
f
(12)
lm (J) [cos(lθ1 −mθ2)− cos(lθ1 +mθ2)]
+
∞∑
l=1
g
(13)
l (J) [sin(lθ1 − θ3) + sin(lθ1 + θ3)]
+
∞∑
m=1
g(23)m (J) [sin(mθ2 − θ3) + sin(mθ2 + θ3)](42)
with the Fourier coefficients flm(J) and gl(J) being
functions of the parameters of the Hamiltonian in eq. 38.
For a detailed description of the transformation and the
expressions for the various Fourier coefficients we refer
the readers to the recent work270. Thus, eq. 38 can be
transformed into the form of eq. 23, making the model
amenable to the various tools and techniques of non-
linear dynamics. Neither the original Bunker model in
eq. 36 nor the model Hamiltonians for OCS324, HCN297,
or H2O2296 can be transformed easily into the action-
angle representation. Although the assumption can be
questioned, the insights gained from analyzing eq. 38
far outweigh the slight differences in the various dy-
namically computed quantities. In fact, the classifica-
tion of models as being RRKM or not appears to remain
intact despite the assumption. Note that as opposed
to the model effective Hamiltonian in eq. 11, the above
Hamiltonian has an infinity of nonlinear resonances. A
further simplification was made by Oxtoby and Rice166
by assuming that the bending degree of freedom can be
neglected, thus the terms g(13)l = 0 = g
(23)
m in eq. 42,
resulting in a f = 2 system involving only the anhar-
monic stretching modes. At this stage, motivated by
the simple criteria of Chirikov that overlapping nonlin-
ear resonances generate widespread chaos, Oxtoby and
Rice166 surmised that the Bunker models which exhibit
RRKM behaviour must be in the Chirikov regime. The
reasoning essentially had to do with possible links be-
tween chaos and ergodicity on the constant energy sur-
face. Hence, they concluded that the bottlenecks to IVR
“arise due to the existence of isolated, non-overlapping,
nonlinear resonances which can trap the energy of the
molecule for a large number of vibrational periods."
In this context, the penetrating classical-quantum cor-
respondence study328 of the dissociation dynamics of
collinear (f = 2) triatomics by Rai and Kay is worth not-
ing.
Despite the fact that the analysis of Oxtoby and Rice
represents the closest we have got to an a priori deter-
mination of whether a given molecule is in the RRKM
regime or not, the fact remains that the notion of “iso-
lated resonance" is not tenable in the original f = 3
Bunker model. Indeed, as sketched in Fig. 5 the vari-
ous resonances in eq. 42 will decorate the constant en-
ergy surface to form an intricate Arnold web in the reac-
tant region. Note that Oxtoby and Rice themselves were
well aware of this and state in their paper166 “For two
interacting oscillators (the case we have discussed so
far), the zeroth order energy surface is one dimensional.
This case is simple in that there is only one path from a
given point to any other, so that narrow resonances do
not overlap. For n > 2 oscillators, however, the energy
hypersurface is of dimension n− 1, and centers of reso-
nances are not points but n−2 dimensional surfaces. For
a given energy, one can study the positions and extent
of overlap of the resonances on the energy hypersur-
face; the degree to which the energy hypersurface is cov-
ered by overlapping resonances determines the extent to
which the system may be described stochastically. How-
ever, such a many-dimensional picture rapidly becomes
very complicated even for quite small molecules, so the
question arises of whether it can be replaced by an ap-
proximate one-dimensional picture".
So, will the analysis of the f = 3 system by includ-
ing the bending degree of freedom confirm the expecta-
tions of Oxtoby and Rice? A recent study270 of Bunker’s
model 6 provides the answer by correlating the fea-
tures on the Arnold web with the dissociation dynam-
ics. We refer the reader to the original article270 for
details and provide a summary of the significant find-
ings. Firstly, the application of a Chirikov type crite-
rion is fraught with difficulties. However, numerically,
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Table II. Parameters for the different Bunker models326
Model Masses (amu)* Energies (kcal mol−1) Equilibrium geometry** Frequencies (cm−1) RRKM or not
[m1,M,m2] [D1, D2] [q
0
1 , q
0
2 , q
0
3 ] [ω1, ω2, ω3]
2 [14, 14, 16] [114, 84.7] [1.15, 1.23, pi] [2228, 1266, 591] 3
3 [14, 14, 16] [114, 60] [1.15, 1.23, pi] [2228, 1266, 591] 3
6 [16, 16, 16] [24, 24] [1.278, 1.278, 2.039] [1112, 1040, 632] 3
7 [24, 16, 24] [60, 60] [1.2, 1.2, pi] [1505, 752.5, 752.5] 3
10 [1, 24, 24] [114, 84.7] [1.15, 1.23, pi] [5086, 1377, 1028] 7
8 [1, 24, 24] [114, 60] [1.15, 1.23, pi] [5086, 1377, 1028] 7
8A [1, 12, 12] [114, 60] [1.05, 1.55, pi] [3500, 1505, 1110] 7
8B [1, 12, 12] [114, 60] [1.05, 1.55, pi] [1750, 1505, 1110] 7
8C [12, 12, 12] [114, 60] [1.05, 1.55, pi] [3500, 1505, 1110] 7
8D [1, 12, 12] [60, 114] [1.05, 1.55, pi] [3500, 1505, 1110] 7
* The central mass M is connected to the masses m1 and m2 with equilibrium bond lengths q01 and q
0
2 respectively.
** q01 and q
0
2 are in angstroms and q
0
3 is in radians.
the Arnold webs provide the kind of intuitive picture
advanced by Oxtoby and Rice. Secondly, the bending
degree of freedom does play a crucial role via the in-
volvement of a dominant resonance junction formed by
the two independent 1:1 stretch-bend nonlinear reso-
nances. More significantly, the temporary trapping near
the junction correlates directly with the long time tails
seen in the lifetime distributions. Thirdly, the influence
of the junction persists beyond the extensive resonance
overlap regime. Hence, it seems plausible that the dy-
namical trapping near the junctions could be one key
source for non-RRKM behaviour. It would be interest-
ing to subject the Bunker model to a LRMT analysis and
see if the QET corresponds to a weakening influence of
the junction.
As a final point, it is interesting that the results of
the Bunker model 6 indicate that the trapped dynam-
ics near the junctions is strongly correlated270. From a
molecular viewpoint, at such junctions the IVR process
is rather fast and involves all three modes. Therefore,
the junctions are “local pockets" of facile IVR, seem-
ingly what is precisely needed to ensure statisticality.
However, the resonance stabilization at the junction en-
sures that the lifetime distribution, and hence the gap
time distribution, will be non-exponential. This is seem-
ingly at odds with the conclusion made by Uzer, Hynes,
and Reinhardt296 that “lack of a sufficiently perfect res-
onance path to the reaction coordinate augurs well for
RRKM behaviour".
B. Bunker’s classification - an FLI perspective
In sec. IV we demonstrated a close correspondence
between the features on the Arnold web and the various
measures that signal QET for the model effective Hamil-
tonian. A rather detailed study of Bunker’s model 6, as
summarized above, provides insights into the features
on the Arnold web that control the onset of statistical-
ity. How general then is the association of the trapping
near junctions with non-RRKM behaviour? Clearly, a
thorough classical and quantum dynamical studies of
the rest of the Bunker models shown in Table II is war-
ranted. However, as a preliminary result, we show that
the classification of the various models by Bunker as
RRKM or not is reflected in the FLI-based Arnold web
features.
Before showing the result we note that the equilib-
rium G-matrix assumption is retained in the following.
Consequently, for certain models in Table II, the equilib-
rium value of the bend angle q(0)3 = pi results in a f = 2
system, since G(0)13 = G
(0)
23 = 0. Here, we rectify this in
an ad hoc fashion by fixing q(0)3 = 2 radians for such
models. Another approach, as adopted by Oxtoby and
Rice166, is to consider the next non vanishing term in the
expansion of the G(q) about the equilibrium geometry.
A little bit of thought shows that our ad hoc inclusion
of the third degree of freedom will nevertheless be dy-
namically similar to the full Bunker model, given that
we are at energies far away from the equilibrium geom-
etry. Thus, we do not claim that the models represent
any specific molecule. The emphasis here is to qualita-
tively illustrate the connection between dynamics on the
web and the “RRKMness" of the models.
First, we consider the two models, 8D and 2, pre-
dicted by Bunker to be non-RRKM and RRKM respec-
tively. In Fig. 12A and B the Arnold webs for model
2 and 8D respectively are shown as a function of the
coupling strength (cf. eq. 38) . Note that the webs
are shown at a total energy below the dissociation en-
ergy. Specifically, the energies in Fig. 12 correspond to
E = 0.9D with D being the lower of dissociation en-
ergies indicated in Table II. As a function of , a much
more rapid onset of chaotic dynamics for the model 2
is evident from Fig. 12A. In contrast, Fig. 12B clearly
shows that there are significant structures that persist
even at moderate coupling strengths for model 8D. Es-
timates based on the zeroth-order Hamiltonian suggest
that the for  ∼ 0.5, the lower FLI value region around
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Figure 12. Evolution of the Arnold web as a function of 
at energy, E = 0.9D2 for Bunker’s model 2 (column A) and
model 8D (column B). Top, middle, and bottom panels corre-
spond to  = 0.1, 0.25, and 0.5 respectively. The FLI values
shown are obtained by integrating trajectories to the final time
t = 40. The webs shown correspond to the choice of angle
slice (θ1, θ2, θ3) = (pi/2, pi/2, 0).
(J1, J2) ≈ (3, 6) corresponds to a junction.
In Fig. 13 the webs for six different Bunker models
are shown for the full coupling strength i.e,  = 1.
As can be seen from Fig. 13(a), model 2 shows almost
no structure and extensive chaos. On the other hand
Fig. 13(e) for model 8D indicates that the junction con-
tinues to influence the IVR dynamics. Of the four other
Bunker models shown in Fig. 13, models 3 and 7 are
in the RRKM regime according to Bunker’s computa-
tions. Consistently, one can see that these models al-
ready show strongly chaotic dynamics with no evidence
of junctions being present. The other two models 8A
and 10 are predicted to be non-RRKM by Bunker and
clearly, as shown in Fig. 13(d) and (f) respectively, resid-
ual structures in the phase space can be seen.
As mentioned above, analyzing the Bunker models in
terms of the scaling theory255 of Schofield and Wolynes
is of some interest. As the quantum dynamics of the
Figure 13. The Arnold webs for  = 1 projected on (J1, J2)
space at 90% of the dissociation energy for Bunker models (a)
2, (b) 3, (c) 7, (d) 8A, (e) 8D, and (f) 10. Final time of integration
and angle slice as in Fig. 12.
models are yet to be studied in detail, in Fig. 14 the clas-
sical smoothed survival probabilities Cv(t) (cf. eq. 30)
for initial states corresponding to |v1, v2, v3〉 = |6, 9, 4〉
(for model 2) and |3, 4, 3〉 (for model 8D) are shown for
increasing coupling strengths. Based on the understand-
ing gained from the Cv(t) results for the model effective
Hamiltonian shown in Fig. 8, we expect the presence of
a junction to lead to multiple time scales. This expecta-
tion is borne out in Fig. 14(b) for model 8D. The early
time decay scales as Cv(t) ∼ t−0.76 and at longer time as
Cv(t) ∼ t−0.12. The origin of such multiple exponents,
as shown in the previous study on the SCCl2 system244,
is due to the heterogeneous nature of the phase space as
seen explicitly in Fig. 12-13. In contrast, for model 2 the
result in Fig. 14(a) shows a transition to single exponent
decay Cv(t) ∼ t−0.88. Note that the exponent is close
to being consistent with the expected t−(f−1)/2 diffusive
scaling, suggesting an almost complete transition to the
statistical regime.
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Figure 14. Smoothed classical survival probabilities for ini-
tial states (a) |J1, J2, J3〉 = |6, 9, 4〉 (model 2) and (b) |3, 4, 3〉
(model 8D) for couplings strengths  = 0.1 (violet), 0.25 (blue),
0.5 (red), and 1.0 (green). Power law fitting for the  = 1 case
are shown as green dashed lines.
VI. Concluding thoughts and future challenges
Our results and discussions up until now have sought
to bring out the explicit classical-quantum correspon-
dence involving the dynamics of energy flow in poly-
atomic molecules. Decades ago, Crim329 pointed out
that “The notion of exciting a particular motion in a
molecule in order to control the breaking of a chemi-
cal bond is very appealing, but its implementation re-
quires a sophisticated understanding of vibrationally
energized molecules and unimolecular reactions". What
we have attempted to establish in this Perspective is
the sort of “sophisticated understanding" that may be
required to fully understand the mechanism and ap-
preciate the complexity of IVR. For sure we now have
powerful tools to understand the classical dynamics
in large dimensional phase spaces, and therefore ex-
tend/question the beautiful insights into IVR and reac-
tion dynamics obtained in lower dimensional systems.
However, there are still challenges that require concep-
tual advances and, in this context, connections to other
areas of research allows for a broader perspective on the
relevant issues. We end this Perspective by alluding to
the outstanding issues and the interesting connections.
A. Connections
1. Dynamical astronomy
Several of the results shown here and more recent
studies indicate that simply dissecting a dynamical sys-
tem into a regular part and a chaotic part is perhaps
too simplistic. Not all chaotic trajectories are same in
systems with mixed regular-chaotic phase spaces, and
in the f ≥ 3 case various possibilities exist. For a
fully chaotic trajectory, the total energy is the only con-
served quantity. However, for a partially chaotic tra-
jectory, apart from the energy, one or more conserved
quantity may exist. There is a debate330,331 on the ve-
racity of such claims. Nevertheless, in a recent study
Muzzio332 shows the presence of partially chaotic dy-
namics near a resonance junction. Interestingly, much
of the discussions and debate in this context have been
in the field of dynamical astronomy. Thus, the notions
of stable chaos333,334, partially chaotic orbits332,335, and
stickiness in dynamical astronomy should be relevant in
the molecular context as well8. Note that this issue has
been recognized fairly early in the context of IVR. Exam-
ples include the studies by Kosloff and Rice336, Hamil-
ton and Brumer337, and Kuz’min et al338. More recent
studies267 by Lange, Bäcker, and Ketzmerick is starting
to shed light on the distinctly different mechanism of
power law trapping in f = 3 systems. Consequently,
a better understanding of the vibrational predissocia-
tion dynamics of weakly bound van der Waals clusters,
modeled as open 4D maps by Gaspard and Rice339 and
Gillilan and Ezra340 , may be possible. Interestingly,
the recent work268 of Das and Bäcker on the 3D ABC-
map shows that power law behaviour of the classical
Poincaré recurrence probability can be approximately
decomposed into a sum of dominant exponential con-
tributions due to different nonlinear resonances on the
Arnold web - could this observation lead to a dynami-
cal interpretation of the weights of the exponentials in
eq. 34, and hence connecting the scaling and the kinetic
model approaches to IVR? Presumably, a more detailed
analysis with the Nekhoroshev theorem as a platform
needs to be done for a precise answer.
2. Thermalization of isolated quantum systems
Earlier in this perspective we have hinted at the con-
nections of statistical IVR to the issues of ETH and MBL.
In fact, given the similarity of the effective spectroscopic
Hamiltonians and the tight-binding or Bose-Hubbard
models, we expect several ideas and measures being
developed in the two areas to have significant intersec-
tions. This is due to the reason that the scaling theory255
and LRMT descriptions of IVR201,202 arose from observ-
ing the analogy245 to the phenomenon of Anderson lo-
calization. Moreover, as discussed by Leitner341 recently,
the quantum localization in the QNS is an example of
MBL. For instance, the recently proposed criteria for
MBL by Serbyn, Papic´, and Abanin342 in terms of the
measure G(, L) is quite similar to the Nloc measure in-
voked in the LRMT and BSTR models for IVR. Similarly,
8 Indeed, there is an interesting parallel between unimolecular dis-
sociation reactions and the discussions in dynamical astronomy in-
volving the connections281 between the Lyapunov and escape times
of asteroids.
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the existence of approximately conserved quantities in
the vicinity of the junctions may have connections to the
notion of local integrals of motion (LIOMs)343,344. In fact,
Nekhoroshev type estimates have been used recently in
the context of understanding the quantum quench dy-
namics of 1D Bose gases345. A point to note here is that
in most of the MBL studies it is natural, and advanta-
geous, to utilize the disorder averaging technique. For
IVR in isolated molecules there is no disorder to average
over. Nevertheless, there have been recent studies346–350
on the possibility of observing MBL in disorder free sys-
tems.
B. Controlling IVR from the Arnold web viewpoint
As mentioned in the Introduction, much of the early
control ideas emerged from an implicit assumption
about the typical IVR timescales being too fast to per-
form mode-specific chemistry. However, the effective
IVR dimension of the QNS is small and, typically, an
intermediate time power law behaviour is observed242.
Gruebele351 has argued that these aspects can be used
to freeze the IVR over chemically significant timescales.
A different viewpoint comes from an early work12 by
Ohtsuki et al wherein it was shown that optimal control
fields can utilize the IVR dynamics to efficiently trans-
fer population from an initial to a target final quantum
state. It was shown that the dark states, populated by
a 2:1 stretch-bend IVR, play a crucial role in the control
process. Interestingly, Ohtsuki et al visualized the con-
trol dynamics in the QNS to gain insights into the con-
trol mechanisms.
More recently, Shi and Schlegel20 have analyzed
the dissociation dynamics of ClHCO+ in the pres-
ence of two intense laser pulses. They used a
wavelet-based time-frequency analysis of the Born-
Oppenheimer molecular trajectories to gain detailed in-
sights into the mechanism of the various dissociation
channels. The wavelet analysis yields direct information
on the IVR occurring during the fragmentation process.
Although not discussed in this Perspective, the wavelet
approach has been utilized to understand the IVR mech-
anism in a number of systems170,244,270,292,352–354. We re-
fer the readers to earlier reviews352,353 for details on
the power and utility of the technique. In fact, a
rather detailed analysis of the dissociation dynamics of
HCN355 in terms of the Arnold web structure, deter-
mined using wavelet transform, reveals a wealth of in-
formation. It was shown that the frequency ratio space
(ΩCH/ωF ,ΩCN/ωF ) with ωF being the field frequency
clearly brings out the mechanism of IVR in the pres-
ence of the external field. Dissociation dynamics was
shown to be regulated by a transition state like region
and sticky regions corresponding to the “decoupling" of
the field from the two stretching modes. More recent
work356 by Borondo and coworkers presents further de-
tailed analysis and clearly brings out the correlation be-
tween the dissociation probabilities and the features on
the Arnold web.
It should not come as a surprise that the Arnold web
perspective can be utilized to control the reaction dy-
namics. After all, the web encodes the “IVR traffic" of
the molecule and external fields that couple to the vi-
brations can direct the traffic. In particular, junctions
with their associated stable chaos provide “waypoints"
to redirect the IVR. As a fairly simple example, consider
a ZOBS |v1, v2〉which classically is in a rather broad res-
onance zone α1Ω1 ≈ α2Ω2. In the absence of an ex-
ternal field the across resonance diffusion may lead to
dissociation. However, one can now use an external ac-
field of frequency ωF to ensure that the ZOBS is located
in the vicinity of the junction formed by the resonances
mΩ1 ≈ f1ωF and nΩ2 ≈ f2ωF , provided the condition
mf2α2 ≈ nf1α1 is satisfied. If so, then the ZOBS can be
stabilized near the junction.
C. The grand challenge: going beyond three degrees of
freedom
We started this Perspective by citing examples of non-
statistical dynamics in the context of reactive interme-
diates, thermalization or lack thereof in the presence of
solvents, and other systems with f  3. Additionally, a
recent work357 by Chen et al establishes that nonstatis-
tical dynamics can manifest in mechanochemical reac-
tions. This clearly has consequences for techniques that
utilize external forces to sample multidimensional po-
tential energy surfaces98 and free energy landscapes358.
In this context, and given that we have mostly restricted
our attention9 to isolated systems with f = 3, several
questions arise. Is the analysis based on Arnold webs
even relevant or useful for systems with f  3? How
would one construct and visualize such webs? Can the
qualitative insights be translated into quantitative cor-
rections for the various rate constants?
Answering the various questions above is far from
easy. Perhaps, similar concerns were raised a few
decades ago in terms of generalizing our understand-
ing of classical-quantum correspondence in IVR dynam-
ics from f = 2 to f = 3 case. An “easy", and po-
tentially evasive, answer is that the number of modes
that actually are relevant to the IVR dynamics is fairly
small even in very large molecules. Consequently, ef-
fective Hamiltonians obtained from a CVPT analysis or
from fitting of experimental spectra are sufficiently low
dimensional that they can be analyzed using the tech-
niques presented here. Having said that, below we give
brief, and necessarily preliminary, thoughts on the ques-
tions.
9 By no means are we suggesting that analysis of f = 3 system is
straightforward. A case in point is the role of nonstatisticality in the
mass-independent fractionation of ozone. As emphasized recently
by Babikov and coworkers359, a fully ab initio quantum explanation
for the various dynamical effects are far from easy. In fact, the dy-
namical origins of the so called ζ-effect and η-effect70,360 are only
now beginning to be understood359.
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The answer to the first question above is clearly in the
affirmative. For example, Shudo, Ichiki, and Saito361
have argued that the slow relaxation in liquid water
dynamics may be linked to the presence of bottlenecks
in the large dimensional phase space. The very recent
study362 by Das and Green demonstrates, using finite
time Lyapunov exponents, the slowing down of chaos
near liquid-vapor critical point for non-associated liq-
uids. A second example comes from the analysis of
the Fermi-Pasta-Ulam-Tsingou (FPUT) model by Pettini
and Landolfi363. They conclude that, depending on the
initial condition, even for f  3 one can have very
long-lived metastable states. It is relevant to note at this
juncture that the role of resonances to the equilibration
timescale in the FPUT model has recently been high-
lighted by Onorato and coworkers364,365 and the quan-
tum aspects have been studied by Burin et al366.
A potential strategy for addressing the second issue is
to exploit the time scale separation between high and
low frequency modes to construct “adiabatic" Arnold
webs. Inspired by the recent vibrational conical inter-
section picture of IVR by Hamm and Stock367, it may be
possible to construct an approximate framework based
on the adiabatic Arnold webs for understanding ther-
malization in large systems. In this context it is inter-
esting to note that Tesar et al368 have utilized a Marcus
electron transfer theory approach to IVR in large poly-
atomics. Connections can also be made to the stochastic
pump model for diffusion in this context369–372.
The last question raised above is crucial from the
control perspective as well, particularly in systems
with post-TS bifurcations373–375. The reactive island
theory376–378 of De Leon and coworkers and the approx-
imate phase space bottlenecks approach379,380 of Gray,
Rice, and Davis have already shown in f = 2 sys-
tems that quantitative corrections to rates can certainly
be made. Thus, combined with the tremendous ad-
vances being made in identifying the phase space TS
from the NHIM perspective, quantitative characteri-
zation of the transport on the Arnold web in the re-
actant regions for f ≥ 3 is necessary. Apart from
the wavelet-based time-frequency analysis352,353 and a
bevy of sophisticated chaos indicators283,284,381–389, re-
cent progress towards visualizing the multidimensional
phase spaces390–394 and the potential for detecting the
manifolds and web structure using measures such as the
Lagrangian descriptor395–397 certainly seem promising
for taking the powerful classical-quantum correspon-
dence technique to the next level.
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VII. Appendix: Fast Lyapunov indicator
In Hamiltonian systems, the coexistence of both the
regular and chaotic regions in the phase space makes the
dynamics very rich and complicated. The characteriza-
tion of the nature (regular or chaotic) of any trajectory
(or region) is therefore essential to predict stability. The
visualization of the phase space is a direct way to iden-
tify different regions. For one degree of freedom (DOF)
system, the phase space being two dimensional is easy
to visualize. For two DOF system, the phase space can
be visualized using the two dimensional Poincaré sur-
face of section (PSOS) technique. However for three and
higher DOF system, the PSOS itself becomes≥ 4 dimen-
sional and the visualization of the phase space becomes
difficult.
The characterization of trajectories using dynamical
indicators is a possible approach. In the context of dy-
namical systems, the Lyapunov exponents (LE)283 as in-
dicator have a long history. The Lyapunov exponent is
defined as
λ = lim
t→∞,||∆x(0)||→ 0
(1
t
)
ln
||∆x(t)||
||∆x(0)|| (43)
where ||∆x(t)|| is the distance between two nearby tra-
jectories. By definition the LE is positive for chaotic and
zero for regular trajectories. However, computation of
LE requires a sufficiently long time and hence computa-
tionally challenging for higher DOF systems. Again, the
accurate long time numerical integration is also compu-
tationally very demanding. Consequently, several finite
time chaos indicators283 have been introduced over the
past few decades. In this Perspective we use the fast
Lyapunov indicator (FLI) approach282,381 for construct-
ing the various Arnold webs. The FLI measures the
norm of the tangent vector associated with a trajectory
during the time evolution with the aim of providing a
fast distinction between dynamically different trajecto-
ries.
For a dynamical system
dX
dt
= F(X) (44)
with X = {x1, x2, . . . , xi, . . .} being the dynamical vari-
ables, the FLI381 is defined as
FLI(X(0),v(0), t) = log||v(t)|| (45)
where, v is a tangent vector. The evolution of the tan-
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gent vector is obtained from the variational equation
dv
dt
=
( ∂F
∂X
)
v (46)
However, for technical reasons the alternative
definition398
FLI(X(0),v(0), t) = sup
0<t′<t
log||v(t′)|| (47)
is usually preferred, and we also use eq. 47 to compute
the FLI. The variation of FLI with time for regular and
chaotic trajectories is distinctly different and hence dif-
ferent types of dynamical behaviour can be identified,
usually within timescales tf much shorter compared to
that of required for computing the LEs. For bounded
systems a fixed, appropriately chosen time tf is usually
sufficient to discriminate between the different types of
dynamics. However, note that for unbounded or open
systems trajectories can escape or dissociate over a wide
range of time scales. Therefore, a single fixed total inte-
gration time tf might be insufficient and further analysis
is required270.
For an integrable system (also for a KAM trajectory),
the FLI increases as log(t). For a chaotic trajectory, as
expected, FLI increases linearly with t. An advantage
of the FLI approach is that one can also distinguish be-
tween a regular nonresonant trajectory (KAM trajectory)
and a regular resonant trajectory284. Note that, an arbi-
trary choice of the initial tangent vector can lead to spu-
rious structures399 on the web. To avoid this, we follow
the prescription by Barrio et al399 and choose the initial
tangent vector as −∇H/||∇H||.
We now illustrate the FLI method for the Hénon-
Heiles system400. The Hamiltonian is of the form
H =
1
2
(p2x + p
2
y + x
2 + y2) + x2y − 1
3
y3 (48)
The Hamiltonian equations of motion can be expressed
as
d
dt
 xypx
py
 =
 pxpy−x− 2xy
−y − x2 + y2
 (49)
and the relevant variational equations are
d
dt
v1v2v3
v4
 =
 0 0 1 00 0 0 1−1− 2y −2x 0 0
−2x −1 + 2y 0 0

v1v2v3
v4
 (50)
Figure 15 shows the results of the FLI computation
for the Hénon-Heiles system. The phase space at a to-
tal energy E = 18 has a mixed regular-chaotic nature,
as shown in Fig. 15(a) using an appropriate surface of
section. In the regular region, the classical dynamics is
py
py
t
FLI
y
y
FL
I
(b)(a)
(c)
Figure 15. Hénon-Heiles system: (a) The (y, py) surface of sec-
tion at a total energy E = 1
8
. The section is defined by x = 0
and px > 0. (b) The FLI as a function of time for the two exam-
ple initial conditions indicated by arrows in (a). (c) The surface
of section defined in (a) is mapped using the FLI. Total integra-
tion time tf = 300. Note that values of FLI ≥ 4 are shown in
green.
stable and localized for all time. In the regular region,
according to the KAM theorem, one can define actions
which are constants of the motion. On the other hand,
the dynamics is unstable in the chaotic region, i.e. the
trajectories can explore the whole constant energy sur-
face (except the regular regions) over sufficiently long
times. In addition, the chaotic trajectories have only the
total energy as a constant of the motion. Figure 15(b)
shows the FLI as a function of time for two example
initial conditions indicated in Fig. 15(a). As advertised,
the FLI for the regular trajectory saturates quickly and
increases almost linearly with time for the chaotic tra-
jectory. Note that, a clear distinction between the FLI
values of the two trajectories is already apparent for
t ∼ 100. Therefore, any tf ≥ 100 is sufficient for this
system. In Figure 15(c) we show the FLI values associ-
ated with the various initial conditions on the surface of
section. The initial conditions are integrated for a total
time tf = 300 and the FLI value at the final time is pro-
jected on to the y − py surface of section. The close cor-
respondence between Fig. 15(a) and Fig. 15(c) is clear.
The sharp difference in the FLI values clearly identify
the different dynamical regions in the phase space.
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