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Abstract
In finite sample studies redescending M -estimators outperform bounded
M -estimators (see for example, Andrews et al., 1972). Even though redescen-
ders arise naturally out of the maximum likelihood approach if one uses very
heavy-tailed models, the commonly used redescenders have been derived from
purely heuristic considerations. Using a recent approach proposed by Shury-
gin, we studied the optimality of redescending M -estimators. We show that
redescendingM -estimator can be designed by applying a global minimax crite-
rion to locally robust estimators, namely maximizing the minimum variance
sensitivity of an estimator over a given class of densities. As a particular
result, we proved that Smith’s estimator, which is a compromise between Hu-
ber’s skipped mean and Tukey’s biweight, provides the guaranteed level of an
estimator’s variance sensitivity over the class of distribution densities with a
bounded variance.
AMS Subject Classification: 62G35
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1 Introduction
Let x1, x2, . . . , xn be i.i.d. observations from a distribution with density f(x, θ)
depending on the scalar parameter θ to be estimated. Estimating equations of the
form
n∑
i=1
ψ(xi, θ̂n) = 0, (1)
were studied by Godambe (1960), who showed that under regularity conditions
the maximum likelihood score ψf (x, θ) ∝ −∂/∂θ log(f(x, θ)) is the best choice.
Huber (1964) demonstrated that if the model f(x, θ) is only approximately true,
the optimality is not even approximately true. He also derived optimal minimax
ψ-functions and, because estimators different from the maximum likelihood choice
appeared to be useful, called estimators of the form (1) M -estimators. In this paper,
we restrict ourselves to the simple problem of estimating the location parameter θ of
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a symmetric density f(x− θ) in which case the ψ-functions take the form ψ(x− θ).
Henceforth, without any loss of generality, we set θ = 0. There are two principal
methods for designing robust estimators in this situation, namely Huber’s minimax
method of quantitative robustness (Huber, 1964, 1981), and Hampel’s method of
qualitative robustness based on the influence function (Hampel et al., 1986). We
will now briefly comment on the two approaches.
Under rather general regularity conditions on ψ and f , M -estimators are consistent
and asymptotically normally distributed with asymptotic variance equal to
V (ψ, f) = A(ψ, f)/B2(ψ, f) , (2)
where
A(ψ, f) =
∫
ψ2f dx, B(ψ, f) =
∫
ψ′f dx. (3)
As pointed out by Godambe (1960), for a given f ∈ C1(R), the variance is minimized
when the ψ-function is equal to ψf = −f ′/f , in which case the minimal variance is
simply equal to 1/A(ψf , f) = 1/B(ψf , f). The efficiency of any ψ-function is defined
as Eff(ψ, f) = V (ψf , f)/V (ψ, f).
In cases where the ψ-function is not smooth or the density contains point masses, the
integrals in (3) must be interpreted with care. Given a class Ψ of ψ-functions and a
class F of densities f (various suggestions can be found in (Huber, 1964, 1967, 1981;
Deniau et al., 1977; Hampel et al., 1986), it is often possible to identify a minimax
estimator ψ∗. These minimax estimators satisfy the property of guaranteed accuracy
for any density f ∈ F in the sense that there exists a worst-case density f ∗ such
that
V (ψ∗, f) ≤ V (ψ∗, f ∗) = inf
ψ∈Ψ
sup
f∈F
V (ψ, f). (4)
This least favorable density f ∗ minimizes the Fisher information for location over
the class F
f ∗ = arg min
f∈F
I(f), where I(f) =
∫
(f ′/f)2 f dx . (5)
The minimax score function ψ∗ is equal to the maximum likelihood choice for the
least informative density f ∗, i.e. ψ∗ = −f ∗′/f ∗. The upper bound on the asymptotic
variance of the optimal estimator in (4) depends strongly on the characteristics of the
chosen class of distributions F . The key point of Huber’s approach is the solution
of the variational problem (5). The survey of the least favorable distributions for
different distribution classes can be found in (Shevlyakov and Vilchevski, 2002).
Here we recall the well-known Huber solution for the class of ε-contaminated normal
distributions
FH = {f : f(x) = (1− ε)ϕ(x) + εh(x), 0 ≤ ε < 1}, (6)
where ϕ(x) = (2pi)−1/2 exp (−x2/2) is the standard normal density, h(x) is an arbi-
trary density, and ε is a contamination parameter describing the uncertainty of our
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knowledge about the true underlying distribution. The least informative density
then has exponential tails
f ∗H(x) =
{
(1− ε)ϕ(x), for |x| ≤ k,
(1− ε)(2pi)−1/2 exp (−k|x|+ k2/2) , for |x| > k,
where k = k(ε) > 0 satisfies
2ϕ(k)/k − 2Φ(−k) = ε/(1− ε), Φ(x) =
∫ x
−∞
ϕ(t) dt, (7)
and is tabulated in (Huber, 1981; p. 87). The optimal score function is a truncated
linear function ψ∗H(x) = max [−k,min(x, k)].
It is likely that one could construct classes of densities in which the minimax estima-
tor would be a bad choice because it would attempt to ensure an adequate variance
for some abstruse density. In the above example and in other cases discussed in the
robustness literature this does, however, not happen. It is, for example, quite sur-
prising to note that the least informative distribution has exponential rather than the
more severe Pareto-like tails. Under Pareto-like tails, quite extreme outliers would
be expected to be found among the data. Such gross errors are, however, not very
difficult to spot and, as Huber’s result shows, the estimator that protects against
exponential tails does already a sufficiently good job of it. If f ∗ had Pareto tails,
it would follow that lim|x|→∞ ψ∗(x) = 0, that is ψ∗ would be redescending. Large
outliers have none or negligible effect on the estimate computed with a redescender.
By Huber’s result, such estimators pay the price of an increased asymptotic variance
at intermediate tail indices.
Hampel’s local method consists in constructing an estimator with a predetermined
influence function, which in turn determines the qualitative robustness properties
of an estimation procedure such as its sensitivity to large outliers, to rounding off,
etc. Let F be a distribution corresponding to f ∈ F , our class of densities, and let
T (F ) be a functional defined on a subset of all distribution functions. The natural
estimator defined by T is Tn = T (Fn), i.e. the functional evaluated on the sample
distribution function Fn. The influence function IF(x;T, f) of this functional at one
of the model densities is defined as
IF(x;T, f) = lim
t→0
[T ((1− t)F + t∆x)− T (F )]/t,
where ∆x is the degenerate distribution taking mass 1 at the point x (Hampel, 1968;
Hampel, 1974; Hampel et al., 1986; pp. 83-87). The influence function measures
the impact of an infinitesimal contamination at x on the value of an estimator,
formally being the Gaˆteaux derivative of the functional T (F ). For an M -estimator
with score function ψ, the influence function takes the form (Hampel, 1974; Hampel
et al., 1986)
IF(x;ψ, f) =
ψ(x)
B(ψ, f)
.
From the influence function, several local measures of robustness can be defined, in
particular, the supremum of its absolute value, γ∗(T, f) = supx |IF(x;T, f)|, called
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gross-error-sensitivity of T at f (Hampel et al., 1986). This sensitivity gives an
upper bound upon the asymptotic bias of the estimator and measures the worst
influence of an infinitesimal contamination on the value of the estimator. Minimiz-
ing the asymptotic variance under the condition of a finite gross-error-sensitivity
leads formally to the same estimator as Huber’s approach. The use of the gross-
error-sensitivity as a leading indicator of robustness excludes redescenders, because
redescendency has no effect on this indicator.
By Monte Carlo simulation of a variety of M -estimators in a variety of situations,
Andrews et al., (1972, p. 216) found that the redescending M-estimator they dubbed
25A overall performed better than the others. Redescending ψ-functions are conven-
tionally designed to vanish outside some central region, in other words, the following
class (Hampel et al., 1986) is considered
Ψr = {ψ(x) : ψ(x) = 0 for |x| ≥ r}, (8)
where 0 < r < ∞ is fixed. Some examples of redescending estimators are given by
the aforementioned Hampel’s 25A estimator from (Andrews et al., 1972) with the
redescending three-part score function
ψa,b,r(x) =

x, for 0 ≤ |x| ≤ a,
a sign(x), for a ≤ |x| ≤ b,
a
r − |x|
r − b sign(x), for a ≤ |x| ≤ b,
0, for r ≤ |x|
with 0 < a ≤ b < r <∞, the Huber skipped mean with ψ-function
ψsk(r)(x) = x 1[−r,r](x),
the biweight (Mosteller & Tukey, 1977, p. 205)
ψbi(r)(x) = x(r
2 − x2)2 1[−r,r](x), (9)
and a compromise between the last two, called Smith’s estimator, with ψ-function
(Stigler, 1980)
ψSm(r)(x) = x(r
2 − x2) 1[−r,r](x), (10)
where 1[−r,r](x) is the indicator function taking unit value in [−r, r] and zero other-
wise.
Optimality of redescending estimators can be derived by implementing either Hu-
ber’s or Hampel’s program with the ”hard rejection” condition (8). But, given their
success in finite sample simulation studies, the following two questions are of inter-
est: first, is it possible to derive redescendency without simply imposing it via the
rejection point r, and, second, is it possible to weaken the condition imposed by
the rejection point by considering score functions tending to zero for |x| → ∞ as in
(Holland and Welsch, 1977)? The basis of our paper is a reversal of the conventional
setting described above. We propose to minimize the maximum of some measure
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of sensitivity under the guaranteed value of the estimator’s variance or efficiency in
a given class of distributions. The conventional point-wise measures of sensitivity
such as the influence and change-of-variance functions are not appropriate for this
purpose. We propose the use of a related global indicator. The corresponding results
are briefly reviewed in Section 2.
An outline of the remainder of the paper is as follows. In Section 2, we present a
brief survey of the global variational optimization approach to robust estimation,
show that redescending M -estimators of location with the score functions vanishing
at infinity are natural within this approach, and exhibit some examples. In Sec-
tion 3, we pose a maximin problem of maximizing the minimum variance sensitivity
of an M -estimator of location over a given nonparametric class of densities. We
show that for the class of densities with bounded variance the optimal estimator
is the redescending M -estimator with the score function (10). In Section 4, some
conclusions are drawn.
2 Global Stability
2.1 Variance sensitivity
In (Shurygin, 1994a, 1994b, 2000a, 2000b) a new measure of an estimator’s sen-
sitivity, derived from the asymptotic variance V (ψ, f) is introduced. Formally, he
derived it as
∂V (ψ, f)
∂f
=
∂
∂f
∫
ψ2f dx(∫
ψ′f dx
)2 = ∫ ψ2 dx(∫
ψ′f dx
)2 − 2 ∫ ψ′ dx ∫ ψ2f dx(∫
ψ′f dx
)3
=
∫
ψ2 dx
B(ψ, f)2
− 2
∫
ψ′ dxA(ψ, f)
B(ψ, f)3
. (11)
Of course, in order for this to make mathematical sense, the density f and the func-
tion ψ must be smooth. Equation (11) defines a global measure of the stability of
an estimator under an improper model where the outliers occur with equal chance
anywhere on the real line. Since the existence of the asymptotic variance (2) is
guaranteed by the existence and positiveness of the integrals A(ψ, f) and B(ψ, f)
in (3), finiteness of the Lagrange derivative holds under the condition of square
integrability, i.e. ψ ∈ L2(R). Such ψ-functions are automatically redescending, be-
cause the integral only converges if ψ(x) → 0 for |x| → ∞. From this it follows
that
∫
ψ′ dx = 0, so that for estimators with a finite Lagrange functional deriva-
tive, the second term summand in (11) vanishes and the Lagrange derivative of the
asymptotic variance can in fact be simplified.
Definition. The scalar
VS(ψ, f) =
∂V (ψ, f)
∂f
=
∫
ψ2 dx(∫
ψ′f dx
)2 (12)
is called the variance sensitivity of the M -estimator defined by ψ.
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The variance sensitivity is an extremely stringent indicator of stability of an esti-
mator. Its finiteness is in fact equivalent with redescendency. It is well known that
the square of the influence function averaged with respect to the model density is
equal to the asymptotic variance. It is thus not surprising that
VS(ψ, f) =
∫
(IF(x, ψ, f))2 dx .
By analogy with the influence function, the change-of-variance function and its
sensitivity are defined as
CVF(x;T, f) = lim
t→0
[
V
(
T, (1− t)F + t
2
(∆x + ∆−x)
)
− V (T, f)
]/
t
and κ∗(T, f) = supx CVF(x;T, f)/V (T, f) (Hampel et al., 1981). For M -estimators
that satisfy ψ ∈ C1(R), the change-of-variance function is (Hampel et al., 1986)
CVF(x;ψ, f) =
A(ψ, f)
B2(ψ, f)
(
1 +
ψ2(x)
A(ψ, f)
− 2 ψ
′(x)
B(ψ, f)
)
, (13)
where A(ψ, f) and B(ψ, f) are given by (3). Thus, up to an additive constant, the
variance sensitivity is also simply equal to the integral of the CVF, if that integral
exists.
The variance sensitivity of any M-estimator with increasing ψ-function is infinite.
The mean, the trimmed means and the Huber estimators all have infinite variance
sensitivity. Writing the median as a limit of such estimators shows that even the
median has infinite sensitivity, which comes as a surprise. In fact, from the point of
view of the bias, this estimator is the most robust possible.
2.2 Stability of an estimator
In what follows, we restrict ourselves to estimation of a location parameter and
consider the following problem: what is the least variance sensitive ψ-function for a
given distribution F with density f ∈ C1(R)? This is a sensible problem, because
any estimator with low variance sensitivity has an asymptotic variance that is little
affected if the assumed model is only approximately true. Robustness with regard
to uncertainty in the model density has thus been taken care of. Under this point of
view, exploring the range of the variance sensitivity and of the efficiency at a given
density is all that remains to be done. As shown in (Shurygin, 1994a, 1994b, 2000a,
2000b), the solution of the problem is given by
ψMVS(x) = arg min
ψ∈C1(R)
VS(ψ, f) = −f ′(x). (14)
This and further similar results are obtained by the calculus of variations tech-
niques through writing out the Euler-Lagrange equations for the appropriate func-
tionals. In case of minimization of the variance sensitivity, the problem is reduced
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to minimization with respect to ψ of the nominator of the fraction (12) subject
to its bounded denominator, i.e., the functional J(ψ) =
∫
(ψ2 + λψ′f) dx, where
λ is the Lagrange multiplier corresponding to the aforementioned condition. The
Euler-Lagrange equation has the form 2ψ − λf ′ = 0 giving the required result
ψMVS(x) = −f ′(x).
The estimator with the score function (14) is called as the estimator of minimum
variance sensitivity with VSmin = VS(ψMVS, f). It is easy to check that the minimum
sensitivity functional takes the form
VSmin(f) = VS(ψMVS, f) =
(∫
ψ2MVSdx
)−1
=
(∫
(f ′(x))2dx
)−1
. (15)
By comparing an estimator’s variance sensitivity with the above minimum, we define
the stability of any ψ-estimator as
0 ≤ Stb(ψ, f) = VSmin(f)
VS(ψ, f)
≤ 1 .
Setting different weights for efficiency and stability, various optimality criteria can
be constructed (Shurygin, 1994a, 1994b, 2000a, 2000b). In particular, the structure
of redescenders is specified by the analog of Hampel’s lemma (Hampel et. al., 1986):
the maximum efficiency under the guaranteed stability
max
ψ∈C1(R)
Eff(ψ, f), Stb(ψ, f) ≥ Stb, 0 ≤ Stb < 1
is provided by the redescending M -estimator called conditionally optimal with the
following score function
ψc.opt(x) =
ψf (x)
1 + λ/f(x)
, (16)
where ψf = −f ′/f is the maximum likelihood score function and λ is the Lagrange
multiplier corresponding to the restriction upon stability. From (16) it follows that
if the restriction upon stability does not matter, that is, when Stb = 0 and therefore
λ = 0, then ψc.opt(x) = ψf (x); otherwise ψc.opt(x) is redescending, i.e., ψc.opt(x)→ 0
as |x| → ∞. Obviously, the conditionally optimal estimator (16) also maximizes
stability under guaranteed efficiency.
In practice, the freedom in choosing the level of guaranteed stability or efficiency
may be inconvenient. In this case, a reasonable choice can be made setting the
equal weights for efficiency and stability, i.e., when Eff(ψ) = Stb(ψ): this estimator
is called radical, and the score function of the radical M -estimator is given by the
maximum likelihood score function ψf multiplied by the weight function
√
f(x)
ψrad(x) = ψf (x)
√
f(x) = −f ′(x)
/√
f(x) . (17)
For distributions from the exponential family, the estimators of minimum sensitivity
and the radical estimators belong to the class of M -estimators with the exponen-
tially weighted maximum likelihood score functions previously proposed on intuitive
grounds by Meshalkin (1971).
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Score function Normal Laplace Cauchy Slash
Eff Stb Eff Stb Eff Stb Eff Stb
ψf 1.00 0.00 1.00 0.00 1.00 0.50 1.00 0.50
ψMVS 0.65 1.00 0.75 1.00 0.80 1.00 0.79 1.00
ψrad 0.84 0.84 0.89 0.89 0.92 0.92 0.92 0.92
Table 1: The normal distribution has density ϕ(x) = (2 pi)−1/2 exp(−x2/2). The
Laplace density is f(x) ∝ exp(−|x|), the Cauchy density is f(x) ∝ (1 + x2)−1, and
the Slash density is defined as f(x) = (ϕ(0) − ϕ(x))/x2 for x 6= 0 with f(0) =
ϕ(0)/2. The maximum likelihood estimators defined by ψf are the mean (normal),
the median (Laplace) and the redescenders with ψf (x) = 2x/(1 + x
2) (Cauchy) and
ψf (x) =
[
2− (x2 + 1) exp(−x2/2)] /[x (1− exp(−x2/2))] (Slash).
Now let us consider several examples of the application of the variational optimiza-
tion approach to M -estimators of location and, using the characteristics of efficiency
and stability and compare the performance of three estimators: the maximum like-
lihood estimator ψf , the estimator of minimum variance sensitivity ψMVS, and the
radical estimator ψrad. Table 1 shows the results for four distributions, two of them,
Cauchy and Slash, with very heavy tails. Since the corresponding score functions
are not square integrable on the real line, the maximum likelihood estimators of
location for the normal and Laplace distributions, namely, the mean and median,
have zero stability. On the contrary, the redescending maximum likelihood score
functions for the heavy-tailed Cauchy and Slash distributions provide a reasonably
moderate level of stability equal to 0.5. The redescending minimum variance sensi-
tivity and radical estimators perform well both in efficiency and stability, especially
the radical estimator.
3 Robustness
3.1 Preliminaries
The above optimization problem is local, dealing with a given density f . What if
the density f is unknown or it belongs to some class F? As pointed out above,
finite variance stability implies a high degree of robustness with regard to changes
in the model density f . While it is of interest to study classes of densities, it is not
necessary to look at full neighborhoods as in Huber’s theory. Nor is it necessary to
include heavy-tailed densities in the class.
The simplest and most direct way to examine the variability of the newly introduced
characteristics, the variance sensitivity and estimator’s stability, is to compare their
values on some set of distributions. Partially, it was done in Section 2 for the normal,
Laplace, Cauchy, and Slash distributions. Now we enlarge that set of examples.
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Example 1. Consider the class of exponential power densities
f(x; q) ∝ e−|x|q , 1 ≤ q <∞ ,
and the corresponding radical estimator ψrad (17). The efficiency and stability of
these estimators are
Eff(ψrad) = Stb(ψrad) =
64
81
(
9
8
)1/q
,
which is decreasing in q, attains a maximal value at the Laplace distribution (q = 1):
Eff(ψ1) = Stb(ψ1) = 8/9 ≈ 0.89 and a minimal value at q = ∞: Eff(ψ∞) =
Stb(ψ∞) = 64/81 ≈ 0.79. For the normal distribution (q = 2), the values of
efficiency and stability are: Eff(ψ2) = Stb(ψ2) = 32/(27
√
2) ≈ 0.84.
So, under exponential power distributions, we observe a rather low variability of the
examined characteristics.
Example 2. Let now f(x) be the Huber least favorable density (6) in the class of
ε-contaminated normal distributions and consider a radical estimator of the center
of symmetry θ = 0 with the score function (17). The efficiency and stability of the
radical estimator are
Eff θ̂(ε) = Stb θ̂(ε) =
32
27
√
2
Φ2(
√
3/2 k(ε))
Φ(k(ε)) Φ(
√
2 k(ε))
,
where Φ(x) =
∫ x
0
ϕ(t) dt and k(ε) satisfies (7). The range of the examined charac-
teristics is defined by their minimum and maximum values attained at the normal
distribution with ε = 0: Eff θ̂(0) = Stb θ̂(0) = 32/(27
√
2) ≈ 0.84, and the Laplace
distribution with ε → 1: lim
ε→1
Eff θ̂(ε) = lim
ε→1
Stb θ̂(ε)) = 8/9 ≈ 0.89. In this case
also, we have a rather narrow range of the variability of estimator’s efficiency and
stability both being relatively high.
Example 3. Consider now the standard normal distribution density f(x) = ϕ(x)
and the optimal V -robust redescending hyperbolic tangent estimator minimizing
asymptotic variance V (ψ, f) subject to the bounded sensitivity of the change-of-
variance function κ∗(ψ, f) = supx CVF(x;ψ, f)/V (ψ, f) ≤ k (Hampel et al., 1986;
pp. 160-167) with the score function
ψtanh(x) =

x, 0 ≤ |x| ≤ p,
(A(k − 1))1/2 tanh
[
(k − 1)1/2B
2A1/2
(r − |x|)
]
sign(x), p ≤ |x| ≤ r,
0, r ≤ |x|,
where the recommended choice r = 4.0 and k = 4.5 (Hampel et al., 1986; p. 163)
implies A = 0.804598, B = 0.877210 and p = 1.634416. The efficiency and stability
of this estimator are
Eff(ψtanh) = 0.96, Stb(ψtanh) = 0.53.
Here we observe a highly efficient estimator with an acceptable stability.
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3.2 Maximization of the minimum variance sensitivity
From these examples, one may expect that the optimal M -estimators of location
that maximize the minimum variance sensitivity will provide a high guaranteed
level of stability of estimation over wide nonparametric classes of distributions.
Now we briefly describe this minimax approach and the expected results, and justify
them further. Consider the following maximin problem
(ψ∗, f ∗) = arg max
f∈F
min
ψ∈Ψ
VS(ψ, f), (18)
where F and Ψ are some suitable classes of distribution densities and score functions,
respectively. This setting is almost equivalent to Huber’s setting of the problem of
minimax estimation of location (Huber, 1964) up to the substitution of the asymp-
totic variance V (ψ, f) by the variance sensitivity VS(ψ, f).
The solution of the inner minimization problem in (18) is given by the minimum
variance sensitivity score function ψMVS(x) = −f ′(x) (14), and since the minimum
sensitivity takes the form (15), the solution of problem (18) is reduced to the solution
of the variational problem of minimization of the following functional
f ∗ = arg min
f∈F
J(f), J(f) =
∫
(f ′(x))2 dx (19)
with the subsequent application of formula (14) to the least favorable density f ∗
ψ∗(x) = −f ∗′(x). (20)
The optimal pair (ψ∗, f ∗) provides the guaranteed stability of estimation over a cho-
sen class of distribution densities: the variance sensitivity VS(ψ∗, f) of the maximin
M -estimator with the score function ψ∗ does not exceed the value of VS(ψ∗, f ∗) for
all f ∈ F
VS(ψ∗, f) ≤ VS(ψ∗, f ∗).
3.3 General conditions of regularity imposed on the classes
F and Ψ
To formulate the aforementioned results precisely, we need sufficient conditions of
regularity, which will guarantee the desired asymptotic properties of M -estimators
of location, namely consistency, asymptotic normality, the existence of the Lagrange
derivative and variance sensitivity put on densities f and score functions ψ. These
conditions can be formulated in many ways, for example, strengthening the condi-
tions imposed on score functions and weakening those put on densities, and vice
versa; here we use a standard set of assumptions (see Hampel et al., 1986, pp.
125-127) with some essential changes:
(F1) f is symmetric and unimodal.
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(F2) f is continuously differentiable and it may have a finite support {x : f(x) > 0}
=(−l, l) with f(l) = f ′(l) = 0.
(F3) Fisher information for location I(f) = ∫ (f ′/f)2f dx satisfies 0 < I(f) <∞.
(Ψ1) ψ is well-defined and continuous on R+ \ C(ψ), where C(ψ) is finite. At each
point of C(ψ) there exist finite left and right limits of ψ.
(Ψ2) The set D(ψ) of points at which ψ is continuous but in which ψ′ is not defined
or not continuous is finite.
(Ψ3)
∫
ψf dx = 0.
(Ψ4)
∫
ψ2 dx <∞.
(Ψ5) 0 <
∫
ψ′f dx = − ∫ ψf ′ dx <∞.
By (F2) we allow densities with finite support, provided the existence of nonzero
Fisher information as well as of several integrals. Note that from (Ψ4) the existence
of
∫
ψ2f dx follows.
3.4 Minimax property
Following Huber (1964, 1981), we consider the functional M(ψ, f), the reciprocal of
the variance sensitivity VS(ψ, f) (12)
M(ψ, f) =
1
VS(ψ, f)
=
(∫
ψ′f dx
)2∫
ψ2 dx
(21)
and redefine the functional J(f), an analogue of Fisher information in this case, as
J(f) = sup
ψ∈Ψ
M(ψ, f),
where Ψ is a class of score functions satisfying the conditions (Ψ1)–(Ψ5).
Now we are in position to formulate precisely the minimax property.
Theorem 1. Let F be a convex set of densities such that every f ∈ F satisfies
the conditions (F1)–(F3).
1. If there is an f ∗ ∈ F such that J(f ∗) ≤ J(f) for all f ∈ F , and if ψ∗ = −f ∗′
belongs to Ψ, then (ψ∗, f ∗) is a saddle point of the game
M(ψ, f ∗) ≤M(ψ∗, f ∗) = J(f ∗) ≤M(ψ∗, f)
for all ψ ∈ Ψ and all f ∈ F .
2. Conversely, if (ψ∗, f ∗) is a saddle point, then J(f ∗) ≤ J(f) for all f ∈ F and f ∗
is uniquely determined.
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3. A necessary and sufficient for f ∗ to minimize J(f) is
d
dt
J(ft)|t=0 =
∫
ψ∗′(f1 − f ∗) dx ≥ 0
for all distribution densities f1 ∈ F , where
ft = (1− t)f ∗ + tf1, 0 ≤ t ≤ 1
is the variation of f ∗ in the form of a mixture of densities.
Proof. Theorem 1 literally word for word repeats Theorem 2 of Huber (1964) with
the evident substitutions, namely, M(ψ, f) → K(ψ, f), J(f) → I(f), ψ∗ → ψ0,
etc. Moreover, in this case the proof is technically simpler due to the fact that
the corresponding functionals, namely, M(ψ, f) and J(f), are simpler in structure
than their counterparts in Huber’s theory. For instance, the analog of Lemma 6 of
Huber (1964) that states the convexity of the functional K(ψ, f) with respect to f ,
immediately follows from the definition of the functional M(ψ, f).
3.5 Optimal redescending M-estimators
Similarly to Huber’s problem, the optimal maximin solution strongly depends on
the characteristics of the chosen class of densities F .
Consider, for example, the class of densities with a bounded variance
F =
{
f : f(x) ≥ 0,
∫
f(x)dx = 1, σ2(f) =
∫
x2f(x) dx ≤ σ2
}
. (22)
Theorem 2. Under the conditions (F1)–(F3), the least favorable density mini-
mizing the functional J(f) in class (22) is given by
f ∗(x) =

15
16 r5
(r2 − x2)2, for |x| < r,
0 for |x| ≥ r,
(23)
where r =
√
7σ.
The corresponding optimal M -estimator providing the maximum of the minimum
variance sensitivity is Smith’s estimator with the score function ψ∗(x) given by (10).
Proof. The proof consists of two parts. First, using the methods of the calculus
of variations, we obtain the candidate for the optimal solution and, second, we check
its optimality applying Theorem 1.
Since the objective functional J(f) monotonically decreases with respect to increas-
ing distribution variance, it is sufficient to consider the constraint in the form of
equality: σ2(f) = σ2.
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Using the method of the Lagrange multipliers, we rewrite the constrained variational
problem
minimize J(f) subject to
∫
f(x) dx = 1 and σ2(f) = σ2
as the unconstrained variational problem
minimize
∫ (
(f ′(x))2 + 2λ f(x) + 2µx2f(x)
)
dx,
where λ and µ are the Lagrange multipliers corresponding to the restrictions of
normalization and upon a variance, respectively.
Then the Euler equation takes the form
f ′′(x) = λ+ µx2 ,
and the stationary functions are the polynomials of the fourth order. Taking into
account the restrictions of symmetry, of unimodality, of nonnegativeness, and of a
fixed variance, we arrive at formula (23).
Now we check the optimality of (23) using the necessary and sufficient condition
given in Part 3 of Theorem 1. Since the corresponding optimal score function
ψ∗(x) = −f ∗′(x) is Smith’s, direct computation gives ψ∗′(x) ∝ x2 − r2/3 and thus
d
dt
J(ft)|t=0 =
∫
ψ∗′(x)(f1 − f ∗) dx ∝ σ2 −
∫
x2f1(x) dx ≥ 0,
which completes the proof.
Example 4. Let σ = 1. In this case, the score function takes the form
ψ∗(x) = x(7− x2) 1[−√7,√7](x).
In order to compute its characteristics at the normal density ϕ(x), we need the
following results∫ √7
−√7
ψ2Sm(x)ϕ(x) dx = 0.018;
∫ √7
−√7
ψ′Sm(x)ϕ(x) dx = 0.122;
∫ √7
−√7
ψ2Sm(x) dx =
15
49
√
7
= 0.116;
∫ ∞
−∞
(ϕ′(x))2 dx = 0.141.
The asymptotic variance, variance sensitivity, efficiency, minimum variance sensitiv-
ity, and stability can now be computed as
V (ψSm, ϕ) =
0.018
0.1222
= 1.198, Eff =
1
1.198
= 0.835;
VS(ψSm, ϕ) =
0.116
0.1222
= 7.775, VSmin =
1
0.1410
= 7.092, Stb =
7.092
7.775
= 0.912.
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Note the high levels of the estimator’s efficiency and stability, naturally the latter
higher than the former since the objective functional relates to stability.
When considering a bounded fourth moment, it is evident that the above proof will
go through, with the least favorable density proportional to a certain fourth degree
polynomial, twice integrated. Let
F =
{
f : f(x) ≥ 0,
∫
f(x)dx = 1, µ4(f) =
∫
x4f(x) dx ≤ µ4
}
. (24)
Theorem 3. Under the conditions (F1)–(F3), the least favorable distribution
density minimizing the functional J(f) in class (24) is given by
f ∗(x) =

7
16 r7
(r4 − x4)(2 r2 − x2), for |x| < r,
0 for |x| ≥ r,
where r = (55µ4/3)
1/4.
In the particular case, when a distribution variance and fourth moment are given
σ2(f) = σ2, µ4(f) = µ4, and µ4 = 27σ
4/11,
the least favorable distribution density has the form
f ∗(x) =

35
32 r7
(r2 − x2)3, for |x| < r,
0 for |x| ≥ r,
where r = 3σ.
The proof of Theorem 3 is easily adapted from the proof of Theorem 2.
Corollary. From Theorem 3 (Part 2) it follows that the optimal M -estimator
providing the maximum of the minimum variance sensitivity is Tukey’s biweight
estimator with the score function ψbi(x) given by (9).
4 Concluding Remarks
The influence function is a basic instrument for describing statistical functionals.
Beside the smoothness and boundedness of the influence function, we introduce
square integrability as another characteristic of interest. Square integrability implies
stability of the asymptotic variance and it excludes estimators whose ψ-functions
are not redescending. For such highly resistant estimators, it can be argued that
optimality at an ideal model is all that is required.
Given an ideal model density f , redescending M -estimators naturally arise, either
when minimizing the variance sensitivity, or when maximizing the efficiency under
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a lower bound on the stability. Generally, the optimal score functions ψ(x) are of
the form of a product of a weight function w(x) and the maximum likelihood score
function ψf (x) = −f ′(x)/f(x), that is,
ψ(x) = w(x)ψf (x).
The weights are:
• w(x) = f(x) for the estimator of minimum variance sensitivity (14),
• w(x) = f(x)/[λ+ f(x)] for the conditionally optimal estimator (16),
• w(x) = √f(x) for the radical estimator (17).
Among these, we recommend the radical M -estimator, which is at the same time
highly efficient and stable (see Table 1; Shurygin, 1994a, 1994b, 2000a, 2000b;
Shevlyakov et.al., 2005).
If no ideal model density is assumed and instead a class F of model densities is
considered, we may maximize the minimum variance sensitivity. We show that such
well-known redescending M -estimators as Smith’s estimator and Tukey’s biweight
can be justified in this manner.
This paper deals solely with the so-called V -robustness not touching at all the
aspects of B-robustness. However, we admit that redescending M -estimators of
location optimal in the V -robustness sense perform quite well also with respect to
bias (Hampel et al., 1986).
Finally, it is noteworthy that the Shurygin’s global stability approach used in this
paper can be extended to the problems of robust estimation of scale, regression, mul-
tivariate location and scatter (Shurygin, 1994a, 1994b, 1995, 1996, 2000a, 2000b).
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