A heterogeneous computing (HC) system is composed of a suite of geographically distributed high-performance machines interconnected by a high-speed network, thereby providing high-speed execution of computationally intensive applications with diverse demands. In HC systems, however, there is a possibility of machine and network failures and this can have an adverse impact on applications running on the system. In order to decrease the impact of failures on an application, matching and scheduling algorithms must be devised which minimize not only the execution time but also the failure probability of the application. However, because of the conflicting requirements, it is not possible to minimize both at the same time. Thus, the goal of this paper is to develop matching and scheduling algorithms which account for both the execution time and the failure probability and can trade off execution time against the failure probability of the application. In order to attain these goals, a biobjective scheduling problem is first formulated and then two different algorithms, the biobjective dynamic level scheduling algorithm and the biobjective genetic algorithm, are developed. Unique to both algorithms is the expression used for computing the failure probability of an application with precedence constraints. The simulation results confirm that the proposed algorithms can be used for producing task assignments where the execution time is weighed against the failure probability.
INTRODUCTION
Heterogeneous computing (HC) systems are among the emerging platforms for executing computationally intensive applications with diverse computing needs. An HC system is formed by interconnecting a collection of geographically distributed dissimilar machines by a high-speed network. However, there are still many challenges involved in building a functional HC system, e.g. achieving high-speed communication over a wide-area network, developing a middleware that enables a number of users to access all the available resources and services of the system in a transparent and efficient way, matching and scheduling problems [1, 2] . In particular, the matching and scheduling problem, which is the problem of minimizing the makespan of an application by scheduling its tasks to machines in the system, is an NPhard problem and one of the challenges that has been studied * A preliminary version of this paper was published in 2001 International Parallel and Distributed Processing Symposium (IPDPS'01). extensively in the literature. Many static, dynamic and even hybrid algorithms have been proposed to minimize the execution time of applications with precedence constraints running on an HC system, e.g. [3, 4, 5, 6] .
Although advances in computer and networking technologies have made it possible to apply heterogeneous computing at a global scale, machine and network failures are inevitable in any large network of machines. An experiment conducted in [7] found that the estimated value of the mean time-tofailure of a machine connected to a local area network ranged from 4 to 33 days. In the literature several techniques have been developed to reduce the adverse effect of failures on applications executing on a distributed system. One approach is to employ a reliable scheduling algorithm in which the tasks of an application are assigned to machines in such a way that the failure probability of the application is minimized. The reliable scheduling technique has been pursued in allocating distributed programs, e.g. [8, 9, 10] , undirected task graphs, e.g. [11, 12, 13] and directed acyclic task graphs, e.g. [14, 15] The Computer Journal Vol. 48 No. 3, 2005 Biobjective Scheduling in HC Systems 301 to distributed systems. In addition, reliability has been considered for real-time systems, e.g. [16, 17] .
It was shown in [18] that a scheduling algorithm that minimizes only the schedule length may lead to a high failure probability, and that a reliable scheduling algorithm that minimizes only the failure probability may yield a high schedule length for an application running on an HC system. This result implies that a scheduling algorithm must account for both the execution time and the failure probability of an application. In addition, there are usually conflicting requirements between minimizing the execution time and the failure probability of an application, and it may not be possible to simultaneously minimize both. Consequently, a scheduling algorithm must be capable of balancing the execution time and failure probability of the application, i.e. it should be able to produce task assignments whereby the execution time is decreased at the expense of higher failure probability or vice versa. Unfortunately, there are few algorithms in the literature that address the problem of minimizing both the execution time and the failure probability of applications, or the problem of trading execution time for failure probability.
In [16] and similar studies which attempt to schedule application tasks with timing constraints, the primary goal is first to satisfy each task's timing constraint (deadline). Then, among the machines on which the task's deadline can be met, the task is scheduled to a machine where the failure probability of the application is minimized. Thus, in the framework of [16] and similar studies, the execution time of the application is not of any concern. In addition, even though there are two objectives, they are not considered simultaneously during the scheduling. Finally, there is no trading, i.e. missing the deadline of a task is not traded off against a lower failure probability of the application.
The study in [17] is unique in that scheduling decisions are based on maximizing an objective function that is a multiplication of two objective functions. These two objective functions are the probability that all tasks are completed before their respective deadlines and the reliability of the application. To optimize this composite objective function, an optimal algorithm is proposed in [17] . The main difference between the current study and [17] is the fact that minimizing execution time rather than meeting task deadlines is considered as one of the objectives here. Furthermore, the optimal algorithm of [17] seems to be too slow to be used for problems of practical size.
For applications with precedence constraints executing on an HC system, [19] is the first study to address the problem of minimizing both the execution time and the failure probability at the same time. In [19] , the network topology of the HC system was assumed to be a tree. The method of [19] was extended to general network topologies in [20] , which is the most relevant study to our own.
In summary, the current study is motivated by the fact that there is a trade-off between minimizing execution time and minimizing the failure probability of an application, and a scheduling algorithm needs to be developed to trade off between these two objectives. Since there are two conflicting objectives, a biobjective scheduling problem is first formulated in Section 3, where the first objective is the schedule length and the second is the failure probability. In order to compute the schedule length and failure probability of an application with precedence constraints under a given task assignment, two mathematical models are derived in Sections 3.1 and 3.2. The model used to compute the failure probability is unique in the literature in that it is specifically formulated for HC systems with arbitrary network topology and that it is computationally efficient in estimating the failure probability. We should note here that the same two objectives are also considered in [20] . However, [20] does not provide a rigorous formulation of the biobjective scheduling problem as in Section 3. Furthermore, [20] proposes only a method to estimate the reliability of the communication between two machines, whereas the mathematical model presented in this study estimates the reliability of an application with precedence constraints. Mathematical models similar to the one developed here can be found in the literature, e.g. [14, 16, 17] . Studies [14] , [16] and [17] actually use the model proposed in [11] for computing the reliability of an application. However, the model of [11] is specifically formulated for applications that can be modeled using undirected task graphs and is therefore not well suited to computing the failure probability of an application with precedence constraints. In addition, the model is applicable only to computing systems with tree network topology, although in [17] this limitation is overcome by arbitrarily choosing one of the paths among many possible ones between two tasks assigned to different machines to establish the intertask communication.
In order to solve the biobjective scheduling problem, two matching and scheduling algorithms, the biobjective dynamic level scheduling algorithm and biobjective genetic algorithm, are developed in Sections 4 and 5 respectively. The first algorithm is obtained by modifying an existing static matching and scheduling algorithm, and the second one is a standard genetic algorithm tuned to solve the biobjective scheduling problem. The extensive simulation studies presented in Section 6 show that both algorithms can be used to trade off execution time against the failure probability of applications.
MODELS AND ASSUMPTIONS
The network topology of an HC system is modeled using a connected, undirected graph G = (M, N ), where M denotes the computation and communication machines and N denotes the communication links. Let m j ∈ M denote a machine, where 1 ≤ j ≤ p + q, and n k,l ∈ N denote a link between machines m k and m l . A machine (m j ) will refer to a computation machine if 1 ≤ j ≤ p and to a communication machine if p + 1 ≤ j ≤ p + q. Let R = M ∪ N denote the set of resources in an HC system; an element r i ∈ R refers to either a machine or a network link. The set R is introduced only for notational convenience. A simple path p s,t between machines m s and m t is defined as the set of resources that form a path from machine m s to m t in which A. Dogan and F. Özgüner a resource is not visited more than once. The resource set includes both the source and destination machines as well. In this model of the system, computation machines are interconnected by a network of communication machines (e.g. switches, bridges, routers) and links. In addition, the network has an arbitrary topology and can accommodate different networking technologies.
An application executing on the system is represented using a directed acyclic graph (DAG) T = (V , E), where V = {v 1 , v 2 , . . . , v n } is the set of tasks to be executed and the set E of directed edges denotes the data communication between pairs of tasks. Let t E i,j be the expected execution time of task v i on machine m j , 1 ≤ j ≤ p. It is assumed that the expected execution time t E i,j , 1 ≤ i ≤ n and 1 ≤ j ≤ p, is known. Techniques such as code profiling/analytic benchmarking [21] and statistical prediction [22] have been devised to estimate t E i,j . Let e k,l ∈ E indicate communication from task v k to task v l , where task v k (v l ) is said to be an immediate predecessor (successor) task of task v l (v k ). Associated with directed edge e k,l ∈ E is the volume of data in terms of bytes, which is denoted by d k,l , that will be transmitted from task v k to task v l upon completion of task v k .
Throughout the paper, it is assumed that all computation machines are dedicated, i.e. a task will run to completion without preemption on any computation machine in the system. Such a computing system is assumed to be controlled by a centralized scheduler that allocates system resources to applications with the goal of minimizing both the execution time and the failure probability of applications.
Regarding resource failures in the system, the following three assumptions are made. These assumptions are common to other studies, e.g. [11, 12, 13, 14] , that deal with analyzing the reliability of computer systems. The failure of a resource in the system is assumed to follow a Poisson process and each resource r i ∈ R is accordingly associated with a constant failure rate λ r i . It should be noted that modeling the failure of a resource by a Poisson process may not always coincide with the actual failure dynamic of the resource. However, it is shown experimentally in [7] that such an assumption can still result in reasonably useful mathematical models. For mathematical tractability, failures of resources are assumed to be statistically independent. In addition, once a resource has failed, it is assumed that it remains in the failed state for the remainder of the execution of the application.
Finally, let M : V → M denote a matching function, where M(i), 1 ≤ i ≤ n, defines the machine to which task v i is assigned. Note that only computation machines are considered for executing a given task. Thus, M(i) = m j implies that m j is a computation machine (1 ≤ j ≤ p). Let S j : V → {0, 1, . . . , n} be a scheduling function, where S j (i), 1 ≤ i ≤ n and 1 ≤ j ≤ p, denotes the execution order of task v i on machine m j (S j (i) = 0 indicates that task v i is not assigned to machine m j ). Consequently, a matching function M and a set of scheduling functions {S 1 , S 2 , . . . , S p } can represent a possible assignment of an application to machines in an HC system. Let X i = {M(i), S M(i) (i)} denote a possible matching and scheduling decision for task v i and π i denote all possible matching and scheduling decisions for task v i . Thus, X = X 1 × X 2 × · · · × X n defines a possible task assignment of tasks in set V to machines in set M and π = π 1 × π 2 × · · · × π n represents all possible task assignments.
A BIOBJECTIVE SCHEDULING PROBLEM
As noted, in the context of this study, there are two objectives, namely minimizing execution time and minimizing failure probability, for which a Pareto-optimal [23] solution will be sought. Thus, a biobjective scheduling problem is defined as
where J 1 denotes the schedule length and J 2 denotes the failure probability of an application under task assignment X . It should be emphasized that the biobjective scheduling problem formulation of Equation (1) is new in the literature. In the following two sections, both objective functions J 1 (X ) and J 2 (X ) are formally defined.
The first objective: minimize the schedule length
Suppose that task assignment X is given. 
In order for the execution of a task to start on a machine, all data items for the task must have been received and the machine must be available. Thus, the start time of task v i , which is denoted by t S i , is defined to be
where t M i denotes the time when machine M(i) will be available to execute task v i (t M i = 0 if task v i is the first task to be executed on machine M(i)) and t M i equals the finish time of the (k − 1)th task if it is the kth task. Finally, the finish time of task v i (t F i ) is defined to be
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The second objective: minimize the failure probability
In this section, a new mathematical model to compute the reliability of an application with precedence constraints is presented. Before the presentation of this model some notation needs to be introduced. Let R j (T , X ), 1 ≤ j ≤ p, denote the reliability of computation machine m j , which is the probability that machine m j is functional for the execution of tasks assigned to it under task assignment
denote the reliability of communication machine m j and R k,l (T , X ) denote the reliability of link n k,l , where the reliability of a communication resource (machine or link) is the probability that the communication resource is functional for performing intertask communication during the execution of the application under task assignment X . Note that, since the failure of a resource is governed by a Poisson process, the reliability of resource r i at time t is e −λ r i t [24] .
Successful completion of the execution of the application requires that each computation machine be functional during the time that its assigned tasks are executing and that each communication resource that will be used in intertask communication be functional during the time that the intertask communication is taking place; it thus depends on the reliability of the resources to which the application is allocated. The probability that application T can run successfully on an HC system under task assignment X is denoted by R(T , X ), which also represents the reliability of the HC system when application T is allocated by X . Assuming that the failures of resources are statistically independent, R(T , X ) is defined to be
where
, and λ j and λ k,l are the failure rates of machine m j and link n k,l respectively. In addition, t A j , 1 ≤ j ≤ p, denotes the time at which computation machine m j will complete the execution of tasks under X and is defined to be
Variables t A j , p + 1 ≤ j ≤ p + q, and t A k,l denote the times at which communication machine m j and link n k,l will complete the intertask data communication under X respectively, and are defined to be
where I j (s, t) = 1, m j is on p s,t 0, otherwise and
Finally, R K is a resource set that is composed of computation and communication machines and links. That is, R K is a subset of resources used for executing the application under X and determined with respect to set K = {m j | m j = M(i) and v i ∈ V }, which is the set of computation machines to which at least one task of the application is allocated. If the network topology of an HC system can be modeled by a tree (i.e. there exists a unique simple path between any two machines) set R K is determined as follows. (i) Include all computation machines to which at least one task is assigned into R K .
(ii) For all e k,l ∈ E, include all communication machines and links that form the unique simple path from machine m s to m t into R K provided tasks v k and v l are executing on machines m s and m t respectively. If the network topology is not a tree, computing R K is non-trivial; this is addressed in Section 3.2.1. As a result, the failure probability of the application under task assignment X is defined as
K-terminal reliability computation
In the previous section, it was noted that the computation of set R K is a difficult task for a system with arbitrary network topology. Basically, the complexity of this task comes from the fact that if there exists more than one simple path between two machines in the system, it is not clear which resources must be included into R K to represent the communication between the machines. In this section, a computationally simple method is presented to compute set R K . This method is based on the computation of the K-terminal reliability, which is formally defined below.
Definition 2. The K-terminal reliability is the probability that all machine pairs in a set K, which is a subset of computation machines in the system, can communicate.
For the computation of the K-terminal reliability, K-trees are used [25] . Let K = {m 1 , m 2 , . . . , m k }, 2 ≤ k ≤ p, be any subset of M, where m j ∈ K is a computation machine. A K-tree is defined as follows. Based on K-trees, the K-terminal reliability is the probability that there exists at least one functional K-tree in the system. In the following, the K-terminal reliability is formally derived.
Let T i denote the ith K-tree of G, with respect to K, and T i be represented as a set of resources
}, where l i is the number of resources in the ith K-tree. Let E be the event that at least one K-tree is failure-free and E i be the event that the ith K-tree is failure-free. Using the inclusion-exclusion principle, the K-terminal reliability can be computed as
where γ is the number of different K-trees. In [18] , we show that
where i = {λ i r 1
, . . . , λ i r l i
} denotes the set of failure rates of the resources which form the ith K-tree and { } denotes the summation of the elements of . However, computing the exact K-terminal reliability for an arbitrary network using Equation (12) is NP-hard [26] . To simplify the computation of P [E],ē x can be replaced by its small-value approximation 1 − x. After the substitution, it is shown in [18] that the K-terminal reliability expression (12) simplifies to
R K is a set of resources that are common to all K-trees. For example, suppose that a DAG with four tasks will run on an HC system with five machines, as shown in Figure 1 , where task v 1 is assigned to machine m 2 , and so on. With respect to the task assignment in Figure 1 , K = {m 2 , m 3 , m 4 , m 5 } and there are only four distinct K-trees that span computation machines in set K. These are shown in Figure 2 . Given the K-trees in Figure 2 , 12 , n 2,7 , n 3,12 , n 4,11 , n 5,12 }. Note that the error due to the small-value approximation is less than r i ∈R K λ r i t.
Enumeration of all K-trees of an arbitrary network graph to compute set R K is computationally expensive even though it is possible to generate a K-tree of an undirected graph in O(|M||N |) [25] . For the efficient computation of R K , a new method which avoids the enumeration of K-trees is developed in this paper. The new method is based on Theorem 1, whose proof can be found in [18] . Figure 1 , only the reliability of resources in setR 4 2,4 = {m 2 , n 2,7 , m 7 , m 9 , m 11 , n 11, 4 , m 4 } needs to be considered. Note that each simple path between machines m 2 and m 4 includes the resources inR 4 2,4 , where p 1 2,4 = {m 2 , n 2,7 , m 7 , n 7,8 , m 8 , n 8,9 , m 9 , n 9,11 , m 11 , n 11, 4 , m 4 }, p 2 2,4 = {m 2 , n 2,7 , m 7 , n 7, 6 , m 6 , n 6,9 , m 9 , n 9,11 , m 11 , n 11, 4 , m 4 }, p 3 2,4 = {m 2 , n 2,7 , m 7 , n 7,8 , m 8 , n 8, 9 , m 9 , n 9,10 , m 10 , n 10, 12 , m 12 , n 12,11 , m 11 , n 11, 4 , m 4 } and p 4 2,4 = {m 2 , n 2,7 , m 7 , n 7, 6 , m 6 , n 6,9 , m 9 , n 9,10 , m 10 , n 10, 12 , m 12 , n 12,11 , m 11 , n 11, 4 , m 4 }. The following theorem, whose proof can be found in [27] , shows how to determine set R K without enumerating all K-trees. s,t to be included into R K even though there is no communication from machine m s to m t during the execution of the application. Thus, one may argue that some resources that will not be used for the execution of the application can appear in R K . However, according to Theorem 3, whose proof can be found in [27] , all resources in R K will take part in the execution of the application.
BIOBJECTIVE DYNAMIC LEVEL SCHEDULING ALGORITHM
The dynamic level scheduling (DLS) algorithm is a static list scheduling heuristic that has been developed to allocate a DAG-structured application to a set of heterogeneous machines to minimize the execution time of the application [3] . At each scheduling step, the DLS algorithm chooses the next task to schedule and the machine on which that task is to be executed by finding the ready task and machine pair that has the highest dynamic level. The dynamic level of a task-machine pair, which is denoted by DL(v i , m j ), is defined to be
The first term in Equation (15) is called the static level of task v i and is defined to be
wheret E i denotes the median execution time of task v i across all machines. The static level indicates the importance of a task in the precedence hierarchy by giving higher priority to tasks for which the time spent to complete the execution of the application is expected to be larger. The max term in Equation (15) defines the time when task v i can begin execution on machine m j . A task-machine pair with an earlier starting time will have higher scheduling priority. The third term in Equation (15) accounts for the machine speed differences and is defined to be
If machine m j runs task v i faster than the other machines in the network, (v i , m j ) will be positive, which increases the scheduling priority.
While making matching and scheduling decisions, the DLS algorithm does not account for the reliability of the resources in a HC system.
In this study, the DLS algorithm is modified as shown in Figure 3 and the new algorithm will be referred to as the biobjective dynamic level scheduling (BDLS) algorithm. In the BDLS algorithm, when the dynamic level of a task-machine pair DL(v i , m j ) is computed, the corresponding incremental cost COST(v i , m j ) is also computed. The incremental cost of executing task v i on machine m j is defined to be (18) whereX i denotes a partial task assignment in which tasks {v 1 , v 2 , . . . , v i } are assigned. Note that since R(T ,X i−1 ) > R(T ,X i ) always holds, COST(v i , m j ) > 0, i.e. making a new scheduling decision will always increase the failure probability of the application. Thus, the incremental cost must be kept low for each task in order to decrease the failure probability of the application.
According to Figure 3 Thus, a higher ranked task-machine pair in either list implies a better choice with respect to the corresponding objective. In the DLS algorithm, the task-machine pair (v * i , m * j ) for which Rank 1 i,j = 1 is found, and task v * i is assigned to machine m * j . In the BDLS algorithm, however, the taskmachine pair (v * i , m * j ) for which Rank i,j is minimized is taken as the current best scheduling decision. Rank i,j is defined to be
where δ 1 and δ 2 are the weights that are introduced for trading off execution time for failure probability. Note that setting δ 2 = 0 reduces BDLS to DLS in that the goal of minimizing the failure probability is neglected, and setting δ 1 = 0 makes BDLS ignore the goal of minimizing the schedule length.
At this point, it is important to make a comparison between the BDLS algorithm and the RDLS algorithm proposed in [20] , which is the only other algorithm in the literature that addresses the biobjective scheduling problem posed in this study. First, both the BDLS and RDLS algorithms are based on the DLS algorithm. Thus, the dynamic level expression of Equation (15) is common to both.
In order to assign a rank to a scheduling decision represented by a task-machine pair (v i , m j ), the BDLS creates two lists as explained above. On the other hand, the RDLS creates only one list based on the following expression: DL(v i , m j ) − C(v i , m j ), where DL(v i , m j ) is from Equation (15) and C(v i , m j ) is a term that reflects the impact of scheduling task v i on machine m j on the failure probability of the application. Note that the higher the value of C(v i , m j ), the higher the failure probability. An important disadvantage of the rank assignment mechanism of the RDLS is the fact that DL(v i , m j ) can dominate C(v i , m j ) or vice versa. This is because the ranges of values that DL(v i , m j ) and C(v i , m j ) can take are different. As a result, during the scheduling, one of the objectives can be easily overlooked by the RDLS. In order to alleviate this problem in the RDLS, both objective functions must be normalized and then combined. Note that the BDLS does not have this problem simply because a rank from the corresponding list is associated with each objective and then they are combined. On the other hand, the BDLS allows one to make one objective dominate the other simply by setting the weights appropriately.
Another important distinction of the BDLS comes from the definition of COST(v i , m j ) in Equation (18) It should be noted that it was in the framework of this study that the idea of trading off execution time against failure probability was first brought up. In addition, it is also possible to modify the objective function of the RDLS, i.e.
DL(v i , m j )−C(v i , m j )
, to enable such trading. Apparently, however, the concern in [20] was to produce compromise solutions by perturbing DL(v i , m j ) via C(v i , m j ) rather than trading execution time for failure probability.
A BIOBJECTIVE GENETIC ALGORITHM
Many approaches to genetic algorithms (GAs) have been proposed in the literature. In this study, however, a standard GA [28] 
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(1) selection, (2) crossover, (3) mutation, (4) evaluate the fitness of each chromosome, (iii.b) until the population has converged. Details of the steps for the implementation of the proposed biobjective genetic algorithm (BGA) will be discussed in the following sections.
Chromosome structure
A chromosome is treated as a data structure into which a solution of the biobjective scheduling problem will be encoded. In the BGA, a chromosome C i is composed of p scheduling lists, where C i denotes the i-th chromosome. A scheduling list L j i includes all tasks assigned to a particular machine and defines the order of execution of the tasks on the machine, where L j i is the j -th scheduling list of the i-th chromosome.
A set of chromosomes is referred to as a population. The population size denoted by N p is defined as the number of chromosomes in a population. In the BGA, the population size is kept fixed at N p through the generations of the population.
In a population of the BGA, there can be two kinds of chromosome, namely valid chromosomes, each of which represents a possible execution of the application, and invalid chromosomes, each of which corresponds to a schedule under which the execution of the application is impossible. As also pointed out in below, an invalid chromosome can be due to the initial population generation phase, the crossover phase or the mutation phase. Note that ascertaining the validity of a chromosome takes O(|V | + |E|) time by using the depth-first search algorithm [29] . In a population of N p chromosomes, a small number of invalid chromosomes are allowed in the population, where the maximum number of invalid chromosomes allowed is denoted by N iv . The invalid chromosomes are differently treated from the valid ones only in the selection phase, which is explained in Section 5.4.
Initial population generation
In the BGA, an initial population from which the search for a Pareto-optimal solution starts is randomly generated as follows. (i) The first chromosome is generated: (a) the DAG is topologically sorted [29] ; (b) each task is assigned to a randomly chosen machine in the order dictated by the topological sort. (ii) A new chromosome other than the first is generated: one of the previously generated chromosomes is randomly picked and mutated a random number of times (between one and the number of tasks) using the mutation operator, which will be defined below. (iii) If the newly generated chromosome is identical to any of the previously generated ones, it is discarded. The second and third steps are repeated until N p unique chromosomes are generated. Note that there is no guarantee that a newly generated chromosome will be a valid one. The initial population generation algorithm is inspired by [30] .
Fitness of a chromosome
In the area of evolutionary-based multiobjective optimization, determining the fitness values of chromosomes is one of the major research problems [23] . Thus, in the literature, a number of fitness assignment techniques have been proposed, one of which is the sum of weighted global ratios (SWGR) [31] . Because of its high performance and easy implementation, proven in [31] , the SWGR is implemented as the fitness assignment technique in the BGA.
According to the SWGR, the fitness value of a valid chromosome C i , which is denoted by fitness i , is determined by aggregating two objective functions as follows:
where fit_val j i is the fitness of C i with respect to the j th objective, max_fit j and min_fit j are the best and worst fitness values encountered for the j th objective respectively and δ j is the weight for the j th objective as defined before. Note that fit_val
, where X is encoded in chromosome C i . In addition, the greater fitness i , the better the solution. Thus, if C i is an invalid chromosome, fitness i is set to −∞.
The BGA also implements elitism after the fitness evaluation process. Elitism is important because it ensures that the quality of the best solution found over generations is monotonically increasing. The details about incorporating elitism into a GA can be found in [18, 30, 32 ] and thus will not be repeated here.
Selection
The selection operator is used to choose chromosomes from the current population for a mating pool. In the literature, several selection techniques have been proposed. Of these the ranking selection, which is analytically shown to be a good choice in [33] , is determined as the selection operator.
The BGA implements the ranking selection with roulette wheel sampling. The details of this implementation can be found in [18, 30] and thus will not be repeated here. Remember that there are both valid and invalid chromosomes in the population. The ranking selection with roulette wheel sampling is used for only the valid chromosomes. From a set of invalid chromosomes, at most N iv invalid chromosomes will be randomly selected for the mating pool, where each one has an equal chance of being selected. As a result, in the mating pool, there will be at least N p − N iv valid chromosomes selected from the valid chromosomes through the ranking selection with roulette wheel sampling and at most N iv invalid chromosomes randomly selected from the invalid chromosomes. Note that if the number of invalid chromosomes is less than N iv , valid chromosomes substitute for invalid ones. In addition, it is possible for a valid chromosome to appear more than once in the mating pool. After the selection is over, chromosomes in the mating pool will be subject to crossover and mutation operators to form the next generation.
Crossover
In the BGA, 1-point crossover [28] is implemented as follows. All predecessor and successor tasks of a task can be found by using the depth-first search algorithm [29] before the search begins. Thus, it is possible to check the precedence relationship between any two tasks in constant time during the search.
The procedure for combining the scheduling lists of chromosome C i into list L i runs as follows. In such a case, the task is placed to preserve its execution order. If the task is the last task of L j i , it is put at the end of the list. An important property of this procedure is that it produces a topologically sorted list for a valid chromosome.
The crossover operation is implemented as follows. (i) Chromosomes in the mating pool are randomly paired.
(ii) A pair of non-crossed over chromosomes, e.g. C i and C j , is taken from the mating pool. (iii) The crossover operator is applied to the chosen pair with probability µ c , which is the probability of crossover and is experimentally determined, provided C i and C j are different. (iv) The procedure presented above is used to obtain lists L i and L j . (v) For the pair, a cut-off point, which divides lists L i and L j into top and bottom parts, is randomly generated. (vi) The machine to which task v k in the bottom part of L i (L j ) is assigned is changed to the machine to which task v k is assigned in list L j (L i ). (vii) Two new chromosomes are generated by assigning the tasks to the respective machines in the order dictated by lists L i and L j and these two new chromosomes are put back into the mating pool. Note that either or both of the newly generated chromosomes might be invalid.
Mutation
The mutation operator is implemented as follows. (i) A nonmutated chromosome is randomly chosen from the mating pool. (ii) The mutation operator is applied to the chosen chromosome with probability µ m , which is the probability of mutation and is experimentally determined. (iii) A task and a machine on which the task will be scheduled are randomly determined. (iv) This task is randomly placed at one of the valid positions in the scheduling list of the chosen machine. After the mutation, the chromosome is put back into the mating pool. Note that the mutated chromosome might be invalid.
After the mutation operator is applied to all chromosomes in the mating pool, the chromosomes in the mating pool constitute the next generation.
EXPERIMENTS
In order to evaluate the BDLS algorithm and the BGA and compare their performance with RDLS algorithm [20] , a simulation program that can be used to emulate the execution of randomly generated or real application task graphs on a simulated computing system was developed.
In the simulation program, a heterogeneous computing system is created based on two parameters, namely the number of computation machines p and the number of communication machines q. Associated with each computation machine is a FIFO queue that holds the tasks scheduled on each particular machine. (Recall that each machine is assumed to execute a task in its queue to completion without preemption.) In order to interconnect computation machines, a network of q communication machines is employed, where the network topology is randomly generated and each computation machine is randomly connected to a communication machine. This simulation model closely mimics a computing system in which a set of machines is interconnected by a switchedbased network. Other parameters of interest of the model are set as follows. The failure rates of machines and links are assumed to be uniformly distributed between 10 −3 and 10 −4 failures/h [7] ; the transmission rates of links are assumed to be uniformly distributed between 1 and 10 Mbits/s.
The simulation studies performed are grouped into three sets: (i) executing randomly generated task graphs with different number of tasks (between 20 and 100) on a computing system with p = 20 and q = 20, (ii) executing randomly generated task graphs with 50 tasks on a computing system with p ranging from 10 to 50 and q = 20 and (iii) executing a real application task graph on a computing system with p = 50 and q = 20, p = 100 and q = 40, p = 150 and q = 60, p = 200 and q = 80, and p = 250 and q = 100. For the randomly generated task graphs, the execution time of each task of the task graph is assumed to be uniformly distributed between 10 and 120 min, where the execution times of a given task are different on different machines. Furthermore, the volume of data to be transmitted among tasks is randomly generated such that the communication to computation ratio (CCR) is 1.0 or 10.0, where the average communication time between a task and its successor tasks is set to the average execution time of the task multiplied by the CCR. As far as the RDLS algorithm is concerned, it can assume one of the three cost functions developed in [20] for computing C(v i , m j ). In this study, the RDLS with the first cost function is assumed since it leads to a middling performance compared with the RDLS algorithms with the second and third cost functions according to the simulation results in [20] .
In the simulations, the execution time and failure probability of applications were measured for the different Figures 4 and 7 , the failure probability of an application (random task graph) increases in proportion to the size of the application. This is due to the fact that when the size of an application increases, computation machines have to be failure-free for longer time periods for the execution of tasks and communication resources have to be failure-free for longer time periods for the transmission of intertask data items. Since the failure probability of a resource increases exponentially within the time interval for which the resource must remain failurefree, the failure probability of the application increases. As a result, a large, long running application will be more susceptible to failures, unless tasks of the application are assigned to machines in such a way that the reliability of the resources committed for the execution of the application is accounted for.
The ability of the BDLS algorithm and the BGA to trade off execution time against reliability is clear in (ii) while δ 1 decreases and δ 2 increases the average schedule length and reliability of an application increase and vice versa; (iii) the failure probability is largest when 1 = [1, 0] and lowest when 5 = [0, 1]. It should be noted that since there are no assigned capacity limits for computation machines, such as on processing time and memory capacity, both the BDLS algorithm and the BGA tend to schedule all the tasks of an application to a few of the most reliable machines for 5 = [0, 1]. As a result, the failure probability becomes lowest but the schedule length increases dramatically.
The results of the second simulation studies are shown in Figures 8 and 9 , where the random task graphs with CCR = 1.0 are assumed. In Figure 8 , while the number of computation machines increases, the BDLS algorithm consistently leads to a decreased schedule length except for 5 , as expected, which also results in a decreased failure probability. In Figure 9 , however, the BGA does not show as much consistency as the BDLS algorithm. This may be attributed to the fact that the BGA is a stochastic search technique, whereas the BDLS algorithm is a deterministic one.
For the third set of simulation studies, a real application (CSTEM) task graph shown in Figure 12 with CCR = 1.0 is used. CSTEM (Coupled StructuralThermal-Electromagnetic Analysis and Tailoring of Graded Composite Structures) [34] is a finite element-based computer program. The numbers within the nodes of the graph in Figure 12 represent the approximate execution times, in seconds, on a Sun Microsystem Sparc 10 workstation [34] . Since the execution time of each task depends on the size of the problem, the task execution times specified in the task graph are changed to be used in the simulations as follows. The task with the smallest execution time (0.3 s) is assumed to take 10 min on average. Then, the average execution times (in seconds) of the other tasks are found by multiplying their execution times given in the task graph by (10 × 60)/0.3. Under these settings, the third set of simulation studies is shown in Figures 10 and 11 , which are similar to the results of the second set of simulation studies.
For all simulation results and 1 , the BGA produces dominated task assignments compared with the BDLS algorithm. Note that a task assignment is said to be dominated by another one if and only if it leads to both higher schedule length and higher failure probability. Except for the third set of simulation results, for 2 , the BGA once again is mostly dominated by the BDLS algorithm. For the third set of simulation results and 3 and 4 , the BGA is the nondominanted one. For the rest of the simulation studies and Thus, it is safe to say that the RDLS algorithm performs somewhere between the BDLS algorithm with 1 and the BDLS algorithm with 2 for CCR = 1.0 for the aforementioned simulation cases. This is also true for small values of CCR other than CCR = 1.0. For CCR = 10.0, the BDLS algorithm with 1 , 2 and 3 mostly dominates the RDLS algorithm, which generally dominates the BGA with 1 and 2 . For the third set, the RDLS algorithm dominates the BGA with 2 , 3 and 4 . In the rest of the simulation studies, the BDLS and RDLS algorithms and the BGA and the RDLS algorithms are non-dominated among themselves. Our simulation program is run on a PC with the following specifications: Intel Pentium 4 processor with 1.6 GHz clock speed, 128 MBytes of RAM and Red Hat 8.0 Linux operating system. The running times of the BDLS algorithm and the BGA are measured as follows. For the first set of simulation studies, the BDLS algorithm's running times with an increasing number of tasks are 0. As expected, the running times of both algorithms increase with an increasing number of tasks and machines. Furthermore, the BDLS algorithm runs faster than the BGA.
CONCLUSIONS
In this paper, two algorithms are developed for matching and scheduling a DAG-structured application with the goal of minimizing execution time and failure probability of the application. Since it is not usually possible to acheive these two conflicting objectives at the same time, both algorithms are designed to trade off execution time against the failure probability of the application. The BDLS algorithm is obtained by modifying an existing scheduling algorithm, the DLS algorithm. In a similar manner, the steps taken to transform the DLS algorithm into the BDLS algorithm may be followed to have other existing scheduling algorithms account for the reliability of resources in making scheduling decisions. The BGA is inspired by the fact that GAs are very effective in producing Pareto-optimal solutions for multiobjective optimization problems. Thus, the BGA can be used not only for producing non-dominated task assignments but also as a benchmark algorithm against which the performance of new algorithms can be compared.
The simulation studies in the previous section showed that both the BDLS algorithm and the BGA are capable of trading execution time for the failure probability of applications. As a result, both algorithms can attain both objectives to some degree by producing compromise task assignments. Furthermore, having a compromise task assignment is important in that it may be required for a large, long running application to limit its execution time with relatively low failure probability.
According to the simulation results, there is no clear winner between the BDLS algorithm and the BGA. A disadvantage of the BGA is that it is slow compared with the BDLS. If the problem size is big, i.e. the numbers of machines and tasks are in the order of thousands, it will take a long time for the BGA to converge. On the other hand, even for such big problems, the BDLS algorithm can be used to produce solutions with a reasonable degree of quality in a relatively short time period. The solutions generated by the BDLS algorithm can be used by the BGA as initial solutions to come up with non-dominated task assignments meeting the desired trade-off.
Finally, a new mathematical model is proposed to compute the failure probability of a DAG-structured application executing on a HC system. As discussed, the proposed model provides a more accurate estimation of the failure probability than the models presented in the literature. In addition, unique to the model is that it is not restricted to tree network topologies.
