Abstract. Traditionally, dependency theory has been developed for uninterpreted data. Speci cally, the only assumption that is made about the data domains is that data values can be compared for equality. However, data is often interpreted and there can be advantages in considering it as such, for instance obtaining more compact representations as done in constraint databases. This paper considers dependency theory in the context of interpreted data. Speci cally, it studies constraint-generating dependencies. These are a generalization of equality-generating dependencies where equality requirements are replaced by constraints on an interpreted domain. The main technical results in the paper are a general decision procedure for the implication and consistency problems for constraint-generating dependencies, and complexity results for speci c classes of such dependencies over given domains. The decision procedure proceeds by reducing the dependency problem to a decision problem for the constraint theory of interest, and is applicable as soon as the underlying constraint theory is decidable. The complexity results are, in some cases, directly lifted from the constraint theory; in other cases, optimal complexity bounds are obtained by taking into account the speci c form of the constraint decision problem obtained by reducing the dependency implication problem.
1 Introduction constraint database uses constraint expressions to implicitly specify sets of tuples. Of course, for this to be possible in a meaningful way, one needs to consider interpreted data, that is, data from a speci c domain on which a basic set of predicates and functions is de ned. A typical example of constraint expressions and domain are linear inequalities interpreted on the reals. The potential gains from this approach are in the compactness of the representation (a single constraint expression can represent many, even an in nite number of, explicit tuples) and in the e ciency of query evaluation (computing with constraint expressions amounts to manipulating many tuples simultaneously).
Related developments have concurrently been taking place in temporal databases. Indeed, time values are intrinsically interpreted and this can be exploited for nitely representing potentially in nite temporal extensions. For instance, in 19] in nite temporal extensions are represented with the help of periodicity and inequality constraints, whereas in 10, 11] and 3] deductive rules over the integers are used for the same purpose. Constraints have also been used recently for representing incomplete temporal information 31, 23] .
If one surveys the existing work on databases with interpreted data and implicit representations, one nds contributions on the expressiveness of the various representation formalisms 2, 5, 4], on the complexity of query evaluation 9, 12, 25, 31] , and on data structures and algorithms to be used in the representation of constraint expressions and in query evaluation 28, 7, 8, 22] . However, much less has been done on extending other parts of traditional database theory, for instance schema design and dependency theory. It should be clear that dependency theory is of interest in this context. For instance, in 18], one nds a taxonomy of dependencies that are useful for temporal databases. Moreover, many integrity constraints over interpreted data can be represented as generalized dependencies. For instance, the integrity constraints over databases with ordered domains studied in 17, 33] can be represented as generalized dependencies. Also, some versions of the constraint checking problem studied in 16] can be viewed as generalized dependency implication problems.
One might think that the study of dependency theory has been close to exhaustive. While this is largely so for dependencies over uninterpreted data (that is, the context in which data values can only be compared for equality) 29], the situation is quite di erent for dependencies over data domains with a richer structure. The subject of this paper is the theory of these interpreted dependencies.
Speci cally, we study the class of constraint-generating dependencies. These are the generalization of equality-generating dependencies 6], allowing arbitrary constraints on the data domain to appear wherever the latter only allow equalities. For instance, a constraint-generating dependency over an ordered domain can specify that if the value of an attribute A in a tuple t 1 is less than the value of the same attribute in a tuple t 2 , then an identical relation holds for the values of an attribute B. This type of dependency can express a wide variety of constraints on the data. For instance, most of the temporal dependencies appearing in the taxonomy of 18] are constraint-generating dependencies.
Our technical contributions address the implication and the consistency 4 problems for constraint-generating dependencies. The natural approach to these problems is to write the dependencies as logical formulas. Unfortunately, the resulting formulas are not just formulas in the theory of the data domain. Indeed, they also contain uninterpreted predicate symbols representing the relations and thus are not a priori decidable, even if the data domain theory is decidable.
To obtain decision procedures, we show that the predicate symbols can be eliminated. Since the predicate symbols are implicitly universally quanti ed, this can be viewed as a form of second-order quanti er elimination. It is based on the fact that it is su cient to consider relations with a small nite number of tuples. This then allows quanti er elimination by explicit representation of the possible tuples. The fact that one only needs to consider a small nite number of tuples is analogous to the fact that the implication problem for functional dependencies can be decided over 2-tuple relations 24]. Furthermore, for pure functional dependencies, our quanti er elimination procedures yields exactly the usual reduction to propositional logic. For more general constraint dependencies, it yields a formula in the theory of the data domain. Thus, if this theory is decidable, the implication and the consistency problems for constraint-dependencies are also decidable. Our approach is based on simple general logical arguments and provides a clear and straightforward justi cation for the type of procedure based on containment mappings used for instance in 16] .
The complexity of the decision procedure depends on the speci c data domain being considered and on the exact form of the constraint dependencies. We consider three typical constraint languages: equalities/inequalities, ordering constraints, and linear arithmetic constraints. We give a detailed picture of the complexity of the implication problem for dependencies over these theories and show the impact of the form of the dependencies on tractability.
Constraint-Generating Dependencies
Consider a relational database where some attributes take their values in speci c domains, such as the integers or the reals, on which a set of predicates and functions are de ned. We call such attributes interpreted. For the simplicity of the presentation, let us assume that the database only contains one (universal) relation r and let us ignore the noninterpreted attributes. In this context, it is natural to generalize the notion of equality-generating dependency 6]. Rather than specifying the propagation of equality constraints, we write similar statements involving arbitrary constraints (i.e., arbitrary formulas in the theory of the data domain). Speci cally, we de ne constraint-generating k-dependencies as follows (the constant k speci es the number of tuples the dependency refers to).
De nition1. Given a relation r, a constraint-generating k-dependency over r Note that we have de ned constraint-generating dependencies in the context of a single relation, but the generalization to several relations is immediate.
Constraint-generating 1-dependencies as well as constraint-generating 2-dependencies are the most common. Notice that functional dependencies are a special form of constraint-generating 2-dependencies. Constraint-generating dependencies can naturally express a variety of arithmetic integrity constraints.
The following examples illustrate their de nition and show some of their potential applications. Example 1. In 18], an exhaustive taxonomy of dependencies that can be imposed on a temporal relation is given. Of the more than 30 types of dependencies that are de ned there, all but 4 can be written as constraint-generating dependencies. These last 4 require a generalization of tuple-generating dependencies 6] (see Section 5) .
For instance, let us consider a relation r(tt; vt) with two temporal attributes: transaction time (tt) and valid time (vt). The property of r being \strongly retroactively bounded" with bound c 0 is expressed as the constraint-generating 1-dependency (8t 1 ) r(t 1 ) ) ( The implication problem is a classical problem of database theory. Its practical motivation comes from the need to detect redundant dependencies, that is, those that are implied by a given set of dependencies. It is also the basis for proving the equivalence of dependency sets, and consequently for nding covers with desirable properties, such as minimality. The consistency problem has a trivial answer for uninterpreted dependencies: every set of equality-and tuple-generating dependencies has a 1-element model. However, even a single constraint-generating dependency may be inconsistent, as illustrated by (8t) r(t) ) t 1] < t 1]]. We only study the implication problem since the consistency problem is its dual: a set of dependencies D is inconsistent if and only if D implies a dependency of the form (8t) r(t) ) C], where C is any unsatis able constraint (we assume the existence of at least one such unsatis able constraint formula).
The result we prove in this section is that the implication problem for constraint-generating dependencies reduces to the validity problem for a formula in the underlying constraint theory. Speci c dependencies and theories will be considered in Section 4, and the corresponding complexity results provided. The reduction proceeds in three steps. First, we prove that the implication problem is equivalent to the implication problem restricted to nite relations of bounded size. Second, we eliminate from the implication to be decided the second-order quanti cation (over relations). Third, we eliminate the rst-order quanti cation (over tuples) from the dependencies themselves and replace it by quanti cation over the domain { a process that we call symmetrization. This gives us the desired result. The above lemmas generalize properties of uninterpreted dependencies.
Statement of the Problem and Notation
Second-order Quanti er Elimination. By Lemma 4, in order to decide the implication problem, we just need to be able to decide this problem over relations of size k for a given k. Deciding the implication (1) thus reduces to deciding (8r
Let r 0 = ft x1 ; : : :; t xk g denote an arbitrary relation of size k where t x1 ; : : :; t xk are arbitrary tuples. We can eliminate the (second-order) quanti cation over relations from the implication (2) and replace it with a quanti cation over tuples (that is, over vectors of elements of the domain). We get (8t x1 ) (8t xk ) D(ft x1 ; : : :; t xk g) ) d 0 (ft x1 ; : : :; t xk g) : (3) Symmetrization. Next, we simplify the formula (3), whose validity is equivalent to the constraint dependency implication problem, by eliminating the quanti cation over tuples that appears within the dependencies of D fd 0 g. We refer to this quanti er elimination procedure for dependencies as symmetrization. For the sake of clarity, we present the details of the symmetrization process for the case where k = 2. The process can be extended directly to the more general case.
For the case where k = 2, the formula (3) to be decided is the following.
(8t x )(8t y ) D(ft x ; t y g) ) d 0 (ft x ; t y g) :
We can simplify this formula further by eliminating the quanti cation over tuples that appears in the dependencies d(ft x ; t y g) in D fd 0 g. Every such dependency d(ft x ; t y g) can indeed be rewritten as a constraint formula cf (d) in the following manner. which is a conjunction of k k = 4 constraint implications.
The rewriting of d as cf (d) is what we call the symmetrization of d, for rather obvious reasons. It extends directly to any value of k. Notice that for a given k, any j-dependency d is rewritten as a constraint formula cf (d), which is a conjunction of k j constraint implications. Interestingly, in the case of functional dependencies, symmetrization is not needed. This is due to the fact that the underlying constraints are equalities, which are already symmetric. Hence, in that special case, symmetrization would produce several instances of the same constraint formulas.
Applying the symmetrization process to all the dependencies appearing in the formula (3), we get Notice that in formula (4), each tuple variable can be replaced by n domain variables, and thus the quanti cation over tuples can be replaced by a quanti cation over elements of the domain. For the sake of clarity, we simply denote by (8 ) the adequate quanti cation over elements of the domain (the universal closure). Formula (4) thus becomes Theorem5. For constraint-generating k-dependencies, with bounded k, the implication problem is linearly reduced to the validity of a universally quanti ed formula of the constraint theory. 
Complexity Results

Clausal dependencies
In this section, we study the complexity of the implication problem for some classes of constraint-generating dependencies occurring in practice, in particular dependencies with equality, order, and arithmetic constraints. We restrict our attention to atomic constraints and clausal dependencies as de ned below.
De nition6. An atomic constraint is a formula consisting of an interpreted predicate symbol applied to terms. A clausal constraint-generating dependency is a constraint-generating dependency such that the constraint in the antecedent is a conjunction of atomic constraints and the constraint in the consequent is an atomic constraint. Notice that a constraint-generating dependency in which the constraint in the antecedent and the constraint in the consequent are both conjunctions of atomic constraints can be rewritten as a set of clausal constraint-generating dependencies (by decomposing the conjunction in the consequent). Essentially all the dependencies mentioned in 18] can be written in clausal form.
Moreover, we assume that the constraint language is closed under negation. 6 This is again satis ed by many examples of interest, the most notable exception being the class of functional dependencies. Finally, we study classes of kdependencies for xed values of k (mainly k = 2). This makes it possible to contrast our results with the results about functional dependencies which are 2-dependencies and for which the implication problem can be solved in O(n).
We proceed by reducing clausal dependency implication to unsatis ability. More precisely, we negate the result of the symmetrization (formula 5) to obtain The opposite LOGSPACE reduction, from unsatis ability to implication,also exists and requires only 1-dependencies.
Equality and order constraints
We consider here atomic constraints of the form x y where 2 f=; 6 =; <; g over integers, rationals, or reals. 7 This constraint language has two sublanguages closed under negation which we also study: f=; 6 =g-constraints and f<; gconstraints. We make the additional assumption that no domain constants appear in the dependencies. (If this assumption is not satis ed, the complexity usually shifts up. For example, in Theorem 7 the rst case becomes co-NP-complete for the integers by the results of 26].) Theorem7. The implication problem for clausal constraint-generating k-dependencies is:
1. in PTIME for dependencies with one atomic f=; 6 =; <; g-constraint (no constraints in the antecedent), 2. co-NP-complete for dependencies with two or more atomic f=; 6 =g-constraints, 3 . co-NP-complete for dependencies with two or more atomic f<; g-constraints.
Proof Sketch. The rst result follows from 30, page 892]. The membership in co-NP for the two remaining cases follows from the fact that checking the satis ability of a conjunction of equality and order constraints can be done in polynomial time. To prove the lower bounds, we reduce an NP-complete problem to satis ability of a set of ground clauses with at most two literals corresponding to the formula above (formula 7). This reduction is then composed with the reduction from unsatis ability to dependency implication. We use a reduction from GRAPH-3-COLORABILITY for f=; 6 =g-constraints, and from BETWEENNESS 13, page 279] for f<; g-constraints. Details are omitted due to space limitation.
Note that for nite domains of size greater than 2, the implication problem is co-NP-complete even for dependencies with one atomic constraint.
The above results are rather negative. To obtain more tractable classes, we propose to further restrict the syntax of dependencies by typing.
De nition8. A clausal dependency is typed if each atomic constraint involves
only the values of one given attribute in di erent tuples.
The second dependency in Example 1 of Section 2 (i.e., the property of r being \globally nondecreasing") is typed, while the rst one (the property of r being \strongly retroactively bounded") and the dependency of Example 2 are not. Functional dependencies are also typed.
Notice that for typed dependencies, the reduction from unsatis ability to dependency implication given above is not useful for obtaining lower bounds. Indeed, it reduces unsatis ability to implication of 1-dependencies which are not typed. Furthermore, this reduction cannot in general be adapted to yield typed 2-dependencies. Indeed, because of the symmetrization procedure, the constraint problem obtained from typed 2-dependencies has a particular symmetric structure (for 1-dependencies, there is no symmetrization). The question thus is whether this symmetric structure is su cient for lowering the complexity of the constraint problem that has to be solved. As shown in the following theorem, the answer is fortunately positive.
Theorem 9. The implication problem for typed clausal constraint-generating 2-dependencies with at most two atomic f=; 6 =; <; g-constraints is in PTIME (O(n)). (8) where each of pred`and pred r is one of f=; 6 =; <; g. By Lemma 4, the implication problem for typed 2-dependencies coincides with the implication problem over 2-tuple relations. The remaining steps of the reduction given in Section 3 show how this implication can be reduced to a pure constraint problem. However, since we need to take into account the speci c nature of the constraint problem obtained for typed 2-dependencies, our starting point for the proof of this theorem is further upstream. We consider the problem of deciding whether for a typed 2-dependency d 0 and a set D of dependencies of the same kind, D j = d 0 over 2-tuple relations, or equivalently whether D^:d 0 is unsatis able over 2-tuple relations. We give a PTIME algorithm for deciding satis ability (and hence unsatis ability) over 2-tuple relations of D^:d 0 .
Among the predicates in f=; 6 =; <; g, we distinguish the set eq-pred : f=; g, and the set di -pred : f6 =; <g. The intuition is that members of eq-pred can be satis ed when their arguments are equal, whereas members of di -pred cannot be satis ed in that case. This allows us to de ne four classes of constraint dependencies:
eq-pred ) eq-pred (9) eq-pred ) di -pred (10) di -pred ) eq-pred (11) di -pred ) di -pred (12) Notice that (10) and (11) are self-contrapositives, whereas (9) and (12) are each other's contrapositives. We thus only need one of the latter two categories and choose to keep (12) . Furthermore, all dependencies of the form (10) are unsatis able (over nonempty relations). Indeed, if in (8) one chooses t x = t y , then (t x i] eq-pred t x i]) is true whereas (t x j] di -pred t y j]) has to be false and the implication is false. Thus, if such a dependency occurs in D, this set is trivially unsatis able and we can assume without loss of generality that D only contains dependencies of the forms (11) and (12) . Similarly, if d 0 is of the form (10), :d 0 is valid and, since D is always satis able by a one tuple relation if it does not contain dependencies of the form (10), D^:d 0 is satis able. We can thus also assume without loss of generality that d 0 is either of the form (11) or of the form (12) .
Since the dependencies are typed, each dependency d involves two attributes of the relation r which we refer to as l d (the one on the left of the implication) and r d (the one on the right of the implication). We are looking for a 2-tuple model of D^:d 0 . The rst step of the procedure is to classify the attributes of the relation r into the set of those that must have a di erent value in the two tuples of the relation and those that may have the same value. We call the rst di -attributes and the second eq-attributes. The set DA of di -attributes is obtained by the following procedure. The result of this encoding is a set of Boolean clauses with at most two literals per clause. Deciding if it is satis able can thus be done with the 2-SAT procedure which is in PTIME (O(n)) 1].
Theorem 10. The implication problem for typed clausal constraint-generating 2-dependencies is:
1. co-NP-complete for dependencies with three or more atomic f=; 6 =g-constraints, 2. co-NP-complete for dependencies with three or more atomic f<; g-constraints.
Proof Sketch. Proving the lower bounds in the typed case is more di cult than in Theorem 7 because the reverse reduction, from unsatis ability of ground clauses to dependency implication that uses 1-dependencies, is not available. We can continue, however, to work with ground clauses as in the proof of Theorem 7 provided the clauses can be mapped back to typed 2-dependencies. The proofs in both cases involve a reduction from SET SPLITTING 13, page 221]. They proceed in two steps. First, we reduce SET SPLITTING to a collection of ground clauses C. Then we show how to construct an instance of the implication problem for typed 2-dependencies whose clausal formulation (see formula 7) is equisatis able with C. Details are omitted due to space limitation.
Theorem 9 yields a new class of dependencies with a tractable implication problem. This class properly contains that of unary functional dependencies and is incomparable with the class of all functional dependencies. Together, Theorems 7, 9 and 10 give a complete classi cation of tractable and intractable classes of untyped and typed 2-dependencies with f=; 6 =; <; g-constraints. The case of typed k-dependencies (k > 2) with two f=; 6 =; <; g-constraints is open.
(The implication problem for such dependencies with three constraints is clearly co-NP-complete by Theorems 7 and 10.)
Linear arithmetic constraints
We consider now linear arithmetic constraints, i.e., atomic constraints of the form a 1 x 1 + + a k x k a (domain constants are allowed here). We can use directly the results about the complexity of linear programming 27].
Theorem11. For linear arithmetic constraints, the implication problem for clausal constraint-generating k-dependencies with one atomic constraint per dependency is in PTIME for the reals, and co-NP-complete for the integers.
The case of more than one linear arithmetic constraint per dependency remains to be investigated.
Conclusions and Related Work
A brief summary of this paper is that constraint-generating dependencies are an interesting concept, and that deciding implication of such dependencies is basically no harder than deciding the underlying constraint theory, which, a priori, was not obvious. The obvious applications of constraint-generating dependencies are constraint database design theory and consistency checking. Apart from the constraint languages considered in this paper, other languages may be relevant as well, for instance the congruence constraints that appear in 18]. Also, the impact that the presence of domain constants in equality and order constraints has on the complexity of implication should be fully studied.
Other forms of constraint dependencies can also be of interest. An obvious candidate is the concept of tuple-generating constraint dependency. Unfortunately, the implication problem for these dependencies is harder to decide and more closely linked to the underlying theory. Indeed, tuple-generating constraint dependencies can, for example, specify a dense domain.
As far as related work, we should rst mention that Jensen and Snodgrass 18] induced us to think about constraint dependencies. We should note that the integrity constraints over temporal databases postulated there involve both typed and untyped constraint-generating dependencies, as well as tuple-generating ones.
Two recent papers on implication constraints by Ishakbeyo glu, Ozsoyo glu and Zhang 17, 33] , as well as a paper on e cient integrity checking by Gupta, Sagiv, Ullman, and Widom 16] contain work fairly close to ours. However, there are several important di erences. Foremost, all three papers discuss a xed language of constraint formulas, namely equality (=), inequality (6 =), and order (<; ) constraints, while our results are applicable to any decidable constraint theory thanks to our general reduction strategy. In particular, the papers 33, 16], which were written independently of the rst version of this paper, both present results equivalent to our Theorem 5, but formulated in the context of a xed constraint language. Also, the proof techniques in those papers, based on the theory of conjunctive queries, are quite di erent from ours. Moreover, the complexity results of 33] are obtained in a slightly di erent model. Both the number of database literals and the arity of relations in a dependency are considered as parts of the input, while we consider only the latter. We think that our model is more intuitive because it is di cult to come up with a meaningful dependency that references more than a few tuples in a relation. Our intractability results are stronger than those of 33] while our positive characterizations of polynomialtime decidable problems do not necessarily carry over to the framework of 33]. Also, in 17, 33] , the tractable classes of dependencies are not de ned syntactically but rather by the presence or absence of certain types of refutations.
A clausal constraint-generating dependency (quanti ers omitted) Thus the implicationof a dependency by a set of dependencies is equivalent to the subsumption of an integrity constraint by a set of integrity constraints. Therefore the results about the complexity of implication from Section 4 transfer directly to the context of constraint subsumption. The paper 16] applies the results about constraint subsumption to develop techniques for e cient integrity checking. Unfortunately, this application requires introducing constants into constraints, so our complexity results, developed under the assumption that constants do not appear in dependencies, are not applicable here, though our general reduction is. Order dependencies, proposed by Ginsburg and Hull 14, 15] , are typed clausal 2-dependencies over the theory of equality and order (without 6 =). The order is not required to be total. Ginsburg and Hull provided an axiomatization of such dependencies and proved that the implication problem is co-NP-complete for dependencies with at least three constraints. To prove the lower bound they used, however, dependencies with equality and order constraints, while we proved the lower bounds for both theories separately (Theorem 10). Ginsburg and Hull also supplied a number of tractable dependency classes which are, again, di erent from ours and involve mainly partial orders.
