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Abstract
We use some basic results and ideas from the integral geometry to study certain properties of
group codes. The properties being studied are generalized weights and spectra of linear block
codes over a +nite +eld and their analogues for lattice sphere packings in Euclidean space.
No new results are obtained about linear codes, although several short and simple proofs for
known results are given. As to the lattices, we introduce a generalization of lattice -functions,
prove several identities on these functions, and prove generalizations of Siegel mean value and
Minkowski–Hlawka theorems. ? 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Many results from the coding theory have natural analogues in the theory of lattice
sphere packings. In many cases, there exist general constructions, so that the results
about codes and lattices can be regarded as special cases of one general theorem.
For example, the Poisson summation formula implies the functional equations for the
-functions of lattices as well as the MacWilliams identities for weight enumerators.
We describe a new construction of this kind which is useful in the study of gener-
alized Hamming weights and their lattice analogues, generalized Hermite parameters.
Namely, we construct a Radon transform in spaces connected with codes and lattices
and demonstrate several applications of this transform.
We introduce the notion of the T-functions of lattice. These functions are a gen-
eralization of the classical -function and analogues of the generalized MacWilliams
weight enumerators. Several identities for these functions are proved. We derive from
the Plancherel formula for Radon transforms in various spaces identities for weight
enumerators and proofs of a bound on generalized Hamming weights and of the gen-
eralized Minkowski–Hlawka theorem. The last proof is based on our generalization of
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Siegel mean value theorem which is also proved. The inversion formula for a Radon
transform gives a new interpretation of the weight=multiplicity duality for projective
multisets.
This paper is organized as follows. In Section 2 we give the necessary de+nitions and
mention some notions from the integral geometry. In Section 3 we study the properties
of T -functions, and in Section 4 we prove a bound for generalized Hermite parameters
of lattices (see the de+nition below).
2. Basic notions
2.1. Codes and lattices
Let us mention +rst necessary de+nitions and results from coding theory and theory
of lattice sphere packings. Most of these facts can be found, for example, in [9]. In
an n-dimensional +xed basis vector space Fnq over a +nite +eld Fq, one may introduce
the Hamming metric de+ning the distance d(u; v) between vectors u and v by
d(u; v) := “the number of distinct coordinate positions in u and v”:
A linear [n; k; d]q-code C is a k-dimensional subspace of Fnq such that the distance be-
tween any two distinct vectors from C is at least d. Any linear r-dimensional subspace
D ∈ C is called an r-subcode of C. The vectors from C are also called the codewords
of C. The distance from a codeword c to the all-zero vector is called the (Hamming)
weight of the codeword and is denoted by wt(c).
The codewords of a linear [n; k; d]q-code can be considered as a packing of q
k open
non-overlapping spheres of radius [d=2] in the metric space Fnq.
A lattice is a discrete subgroup in the Euclidean space Rn. As a group, any lattice
is isomorphic to Zm, m6n. Given a subset M ⊂Rn, by 〈M 〉R we denote the linear
subspace generated by M . If not explicitly stated otherwise, lattices will be assumed
to be of full rank, i.e. 〈L〉R = Rn.
Fix a scalar product in Rn. Then, besides the rank, any lattices gets metric invariants.
The most important are the length of the minimal vector
r(L) := min
v∈L\{0}
|v|;
and the volume vol L of the fundamental domain Rn=L. This volume is also called
the volume 1 of L. We shall mostly use the square of this volume which is called the
determinant of L and is denoted by det L,
det L := vol2(Rn=L):
If (e1; : : : ; en) is a Z-basis of L, then det L equals the determinant of the Gram matrix
of (e1; : : : ; en).
1 Perhaps, it is more appropriate to call it the covolume of L.
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A geometric invariant of a lattice is a parameter invariant under the standard action
of the orthogonal group O(n) and under scalings v → v,  ∈ R∗. Neither r(L) nor
det L are geometric invariants of L. However, one can combine them to get a geometric
invariant. The usual way to do so is to consider the Hermite parameter (also called
the coding gain) of L
(L) :=
r2(L)
det1=n L
: (1)
An r-sublattice is a rank r subgroup of a lattice. The following proposition is obvious
and well-known, although the author is unable to provide a reference for it.
Proposition 1. The following three properties of a sublattice M ⊂L are equivalent:
1. the R-hull of M intersects with L by M: 〈M 〉R ∩ L=M ;
2. M is not strictly contained in any sublattice of the same rank as M;
3. any basis of M may be completed to a basis of L.
A sublattice M ⊂L satisfying any of the three equivalent properties of Proposition
1 is called primitive.
A lattice L may be considered as a packing of spheres of radius r(L)=2. The density
of this packing is determined by r(L) and det L. There exist many (equivalent) ways
to measure the density; the Hermite parameter (L) is one of them – the bigger (L)
is, the denser is the corresponding sphere packing.
Consider a code C as a subgroup of Fnq and de+ne the dual code C⊥ as the group
of C-invariant characters on Fnq. Since the vector space Fnq has +xed basis, it has also
the standard scalar product (x; y) =
∑n
i=1 xiyi. This scalar product yields a natural
embedding of the dual code to the same space Fnq; under this embedding, codewords
of C⊥ correspond to vectors y ∈ Fnq such that (x; y) = 0 for any x ∈ C.
Let Aj(C) denote the number of the codewords of weight j in a code C. The
ordered set {Aj(C)}; j= 0; : : : ; n, is called the weight spectrum of C. It is convenient
to represent the spectrum by the weight enumerator WC(x; y) :=
∑n
j=0 Ajx
n−jyj.
The spectrum of an [n; k; d]q-code C and of the dual code C
⊥ satisfy the MacWilliams
identities
WC⊥(x; y) =
1
qk
WC(x + (q− 1)y; x − y): (2)
MacWilliams identities (2) are a corollary of the general Poisson summation formula.
This formula states that for a locally compact group G and a closed subgroup H ⊂G
the integral of a function f over H equals the integral of the Fourier transform f˜ over
H -invariant characters∫
H
f(x) dx =
∫
Ĝ=H
f˜() d: (3)
For a lattice L, the dual lattice L⊥ may be also de+ned as the group of L-invariant
characters on Rn. A scalar product in Rn allows then to identify L⊥ with the set
{y ∈ Rn: ∀x ∈ L(x; y) ∈ Z}.
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The spectrum of a lattice is the distribution of length of lattice vectors. The analogue
of the weight enumerator is the -function of a lattice:
L(q) :=
∑
v∈L
q||v|| =
∑
k
Nkqk ; (4)
where Nk is the number of lattice vectors with the norm k. It is easy to show that
for any lattice Nk = 0 for all k not in a certain discrete set. It is often convenient to
replace the argument q of  by z; q= e" iz.
The analogue of the MacWilliams identities (2) is the functional equation for -
functions:
L⊥(z) = (det L)
1=2
(
i
z
)n=2
L
(
−1
z
)
: (5)
As well as the MacWilliams identities (2), this equation is a corollary of the Poisson
summation formula (3).
2.2. Generalized weights and spectra
2.2.1. Generalized Hamming weights
Generalized Hamming weights of linear codes were +rst introduced by Helleseth
et al. [16] in 1977. They are also called the weight hierarchy, minimum support
sizes, or the dimension=length pro3le. Let C be a linear [n; k; d]q-code. The support
supp(D)⊂{1; : : : ; n} of a subset D⊂C is the set of coordinate positions such that
there exists a codeword c ∈ D with a non-zero component in this position. Let C[r]
denote the set of all r-subcodes of C. De+ne the rth generalized Hamming weight
dr(C); r = 1; : : : ; k by
dr(C) := min
D∈C[r]
#supp(D):
The set {d1; d2; : : : ; dr} is called the weight hierarchy of C. The properties of gener-
alized weights are described in reviews [17,28,30]. Generalized weights describe the
performance of a code when used in certain encryption schemes; they are connected
to trellis complexity and can be used for code classi+cation and other purposes.
2.2.2. Generalized Hermite parameters
An analogue of generalized weights for lattices was introduced by Rankin [23] in
1953.
Let volm(L); m=1; 2; : : : ; n, denote the minimal volume of an m-sublattice of a lattice
L:
volm(L) := min
M ⊂ L; rk M=m
volM: (6)
It is clear that vol1(L) = r(L) and voln(L) = vol(L). It is not hard to check that the
minimum in Eq. (6) is reached at a certain sublattice. The numbers volm(L) are not ge-
ometric invariants of a lattice: they are not preserved under scaling. We can normalize
them on det L. Thus we get the generalized Hermite parameters of L
m(L) := vol
2
m(L)=det
m=n L:
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They are also called Rankin m-invariants.
Note. From some points of view better analogues of generalized Hamming weights
are the normalized logarithmic densities introduced by Forney [11]:
#′m(L) := − log(volm(L)= vol(L)m=n) =− 12 log m(L):
Rankin proved that the generalized true Hermite constants
n;m = max
rk(L)=n
m(L);
exist and that the maximum is reached at a certain lattice L.
Generalized Hermite parameters are related to trellis complexity in the same way
as generalized Hamming weights; they appear naturally in many areas of mathematics
where lattices do, for example, in adelic geometry [26,27], or as the k-systoles of
Riemann manifolds [13] and Abelian varieties [5].
2.2.3. Duality
Wei [30] proved that generalized Hamming weights of a code C are determined by
the generalized Hamming weights of the dual code C⊥.
Rankin proved the following duality relation for generalized Hermite parameters:
Proposition 2 (Rankin [23], Forney Jr. [11]). For any 16m¡n and for any lattice
L ∈ Rn
m(L) = n−m(L⊥) (7)
n;m = n;n−m: (8)
Proof (Sketch).
Without loss of generality, we can assume that det L= 1. Then for any m-sublattice
M ⊂L there exists an (n− m)-sublattice K ⊂L⊥ with volM = volK (see [23]; this is
a generalization of Kramer matrix inversion formula). This proves Eq. (7). Taking the
minimum in Eq. (7) over all sublattices of rank n we obtain Eq. (8).
2.2.4. Generalized spectra
The generalized spectrum (Ari (C)); r = 0; : : : ; k; i = 0; : : : ; n, of a code is the distri-
bution of subcode support sizes:
Ari (C) := #{D ∈ C[r] | suppD = i}:
Let
[ a
b
]
q denote the Gaussian binomial coeQcient[
a
b
]
q
:=
(qa − 1)(qa−1 − 1) : : : (qa−b+1 − 1)
(qb − 1)(qb−1 − 1) : : : (q− 1) :
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The generalized spectrum (Ari ) of an [n; k]q-code C and the generalized spectrum (A˜
u
v)
of the dual [n; n−k]q-code C⊥ are related by generalized MacWilliams identities (see
[18,25])
j∑
i=0
(
n− i
n− j
)
Ari =
r+k−j∑
u=0
qu( j−k+u−r)
[
j − k
r − u
]
q
n−j∑
v=0
(
n− v
j
)
A˜
u
v ; r = 0; : : : ; k; j = 0; : : : ; n: (9)
KlHve [18] proved generalized MacWilliams identities (9) by the following argument.
For a given code C consider the code C(s) :=C⊗Fqs over the degree s extension Fqs of
Fq. Codewords of C(s) can be represented by (s×n)-matrices over Fq; the rows of these
matrices are codewords of C. The weight of a codeword c ∈ C(s) equals the support
size of a subcode D ∈ C generated by the rows of c. Thus, the generalized spectrum
of C can be expressed via the usual spectra of C(s); s = 1; : : : ; k. The MacWilliams
identities for C(s) imply then Eqs. (9). Note that instead of Fqs one could use an
arbitrary free Fq-module of rank s.
It seems that generalized Hermite parameters of lattices cannot be expressed via the
usual parameters of any simple tensor object. On the other hand, the minimum norm
of the tensor power L⊗m = L ⊗ L ⊗ · · · ⊗ L is a lower bound on the minimum norm
of m-sublattices of L. However, L⊗m contains also non-split elements. Coulangeon [8]
proved that there exist lattices such that the minimum norm in L⊗m is reached on a
non-split element.
Let L[r] denote the set of all primitive r-sublattices of a lattice L and L[r] denote the
set of all shifts of primitive r-sublattices by lattice vectors. The “size” of a sublattice
) is measured by det ). In this section, we shall sometimes write ||)|| instead of det ).
It is convenient to represent the distribution of r-sublattice sizes by the rth T-function
of a lattice (r = 1; : : : ; n):
T rL(q) :=
∑
)∈L[r]
q||)||: (10)
We shall study the properties of these functions in Section 3.
2.2.5. Bounds
Many known bounds on generalized Hamming weights are listed in [17,28]. We give
here the known bounds, on generalized Hermite parameters.
(A) Generalized Mordell inequality [23]: For any n-lattice L and any m and r such
that 16m¡r¡n we have
m(L)6r;m(r(L))m=r (11)
and
n;m6r;m(n;r)m=r : (12)
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Rankin proved (12); his argument also proves Eq. (11) although he did not state it
explicitly.
Independently, Forney [11] proved a special case of Eq. (11). Substituting m = 1
into Eq. (11) we get the inequality
r(L)¿1(L)=rr ; (13)
which is equivalent to Forney bound #r(L)6(r=2) log(r=1(L)).
A lattice L meets bound (13) iR it has the densest r-dimensional lattice as a sublattice
with the same minimum norm as L. For example, for the laminated lattice *n we have
r(*n) = (*n)=rr at least for r = 1; : : : ; 8 and any n. It is often convenient to use
inequality (13) combined with lower bounds on r as a lower bound on r(L).
(B) Lower bound on n;m (generalized Minkowski–Hlawka theorem): This is a
non-constructive lower bound. It was +rst proved by Thunder [26] in a more general
adelic context. In Section 4.2 we shall give a simpler proof of this theorem as a
corollary of the Plancherel formula for a suitable Radon transform. The theorem states
that for any m¡n there exists a lattice L⊂Rn such that
m(L)¿
(
n
∏n
j=n−m+1 Z(j)∏m
j=2 Z(j)
)2=n
; (14)
where Z(j) = ,(j)-(j=2)="j=2, and ,(j) =
∑∞
k=1 k
−j is the Riemann ,-function.
(C) Coulangeon [7] proved the following upper bound on n;r:
n;r6rn: (15)
This result is essentially a corollary of Minkowski studies on successive minima of
a quadratic form. It allows to apply various upper bounds on the classical Hermite
constant to generalized Hermite constants.
(D) Bounds on 2(L) via packings in projective spaces: Suppose L has .(L)¿4
minimal vectors. Then
2(L)6
n− 1
n
× .(L)
.(L)− 2 × 1(L)
2: (16)
If .(L)¿n(n+ 1) then (16) may be improved and
2(L)6
n− 1
n
× 1(L)2: (17)
These bounds were proved in [2,3] using a reduction to packings in projective spaces
and spherical codes.
2.3. Homogeneous spaces in duality
Let us describe +rst few basic results from the theory of homogeneous spaces in
duality as developed in [14,15]. This theory delivers a uni+ed point of view on many
dualities arising in coding and lattices theories. We prove relations on T -functions, two
known bounds on generalized Hamming weights and generalized Hermite parameters,
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and give a new interpretation on Nogin weight=multiplicity duality. It seems that many
other applications of these technique are possible. For example, in proofs of bounds
on the number of points on algebraic sets in [1] the key step is equivalent to the use
of the Plancherel formula for a suitable Radon transform in Pm(Fq).
2.3.1. General theory
In this section, we follow the books [14,15].
Let G be a locally compact group, X and 1 two (left) coset spaces X =G=HX and
1=G=H1, where HX and H1 are two closed subgroups of G. Let K be the intersection
X ∩ 1. Let us make the following assumptions:
(i) The groups G; HX ; H1; HX ∩H1 are unimodular (i.e. the left-invariant Haar mea-
sures are right-invariant);
(ii) For any hX ∈ HX the inclusion hXH1⊂H1HX implies hX ∈ H1; for any h1 ∈ H1
the inclusion h1HX ⊂HXH1 implies h1 ∈ HX ;
(iii) The set HXH1 is closed.
Homogeneous spaces X and 1 are called homogeneous spaces in duality. We shall
say that x ∈ X and ) ∈ 1 are incident and denote it by x ./ ) if the cosets xHX and
)H1 are not disjoint. The classical example of the homogeneous spaces in duality is the
pair (points in Rn, hyperplanes in Rn) with the incidence relation (x ./ ))⇔ (x ∈ )).
Other examples are the pair of real Grassmannians (G(n; m);G(n; n−m−1)), ([14]),
symmetric spaces, complex spaces, and quadrics in C4 ([12]). The transform considered
in Section 2.3.2 can be regarded as the Fq-analogue of the real X -ray transform widely
applied in radiology and tomography [19].
We put
Sx = {) ∈ 1: x ./ )}⊂1; )ˆ= {x ∈ X : ) ./ x}⊂X:
The factor G=K may be identi+ed with the set {(x; )) ∈ X × 1: x ./ )}.
The maps x → Sx and ) → )ˆ can be also described via the double +ltration
G=K
p↙ ↘ "
X = G=HX 1 = G=H1
; (18)
where p(gHX ∩ H1) = gHX and "(gHX ∩ H1) = gH1. Namely,
Sx = "(p−1(x)); )ˆ= p("−1())):
Given Haar measures that satisfy (i) we may construct nice G-invariant measures
m(x) on each )ˆ and 7()) on each Sx (cf. [14, p. 143]).
The Radon transform fˆ :1→ C of a function f :X → C is de+ned by
fˆ()) =
∫
)ˆ
f(x) dm(x); (19)
the dual Radon transform S8 :X → C of a function 8 :1→ C is de+ned by
S8(x) =
∫
Sx
8()) d7()): (20)
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Lemma 1 (Helgason [14], Plancherel formula). Let f :X → C and 8 :1 → C be
continuous compact support functions. Then fˆ and S) are continuous and∫
X
f(x) S8(x) dx =
∫
1
fˆ())8()) d): (21)
Note. For a discrete group G the formal equalities∑
x∈X
f(x) S8(x) =
∑
(x;))∈X×1: x./)
f(x)8()) =
∑
)∈1
fˆ())8()) (22)
show that Eq. (21) holds also for any functions f and 8 such that all series in
(22) converge absolutely. The proof for the general case is similar but requires some
additional facts about measures and groups.
Actually, equality (21) holds in a more general case of a double +ltration like (18)
than that of conditions (i)–(iii). However, the existence of a nice group structure is
often useful and helps to choose the right homogeneous space representation.
The problem of the inversion of a Radon transform (19) and of the dual transform
(20), is, in general, rather complicated, and there is no general inversion formula.
In some special cases this problem was solved. For the classical case of the pair
(Rn, hyperplanes in Rn) this problem was solved by Radon [22]. The inversion for-
mulas are quite diRerent in the cases of the even and odd dimensions. For a pair
of real Grassmannians, the Radon transform was inverted by Helgason [14]. We did
not +nd an inversion formula for lattice spaces being investigated in the next sec-
tion. The case of codes is simpler and an inversion formula for a Radon transform
in a projective space over a +nite +eld is obtained in the next section. An equiva-
lent result was proved by Nogin [21] in connection with one problem about projective
multisets.
2.3.2. Weight=multiplicity duality for projective multisets
Nogin [21] proposed the following construction of new linear codes from the known
ones.
The projective mulitset YC of a linear [n; k; d]q-code C can be considered as a mul-
tiset of n hyperplanes with multiplicities :(H) in the projectivization PC of the code
C. Assign multiplicity zero to any hyperplane not in the multiset. The weight of a
1-subcode c ∈ PC equals
wt(c) =
∑
H3c
:(H): (23)
A natural problem is to invert relations (23), i.e. given the set of weights {wt(c)|c ∈
PC} one wants to reconstruct the multiplicities {:(H)}. Nogin proved the following
inversion formula for (23):
:(H) =
∑
c∈PC wt(c)− q
∑
c∈H wt(c)
qk−1
: (24)
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Now, for any given function w˜t :Pk−1 → Z one can reconstruct a set of “multiplicities”.
These “multiplicities” do not necessarily correspond to an actual set of multiplicities of
a projective multiset. However, they can be corrected to an actual set of multiplicities
by a linear transform (see [21]). Nogin used this inversion to construct new long linear
codes: one can take a “small” code C1, construct from it in a certain way a set of
“weights”, apply Eq. (24) to obtain a set of “multiplicities” and correct them to a set
of multiplicities of a projective multiset. The spectrum of the code C2 corresponding
to this multiset is determined by the spectrum of C1.
This construction has a natural interpretation via a Radon transform. Consider the
group G :=PGL(k−1; Fq) with the standard action on PC and subgroups HX := St(P)
and H1 := St(H), where P is an arbitrary but +xed point in PC, and H is a hyperplane
containing P. The conditions (i)–(iii) (see Section 2.3.1) can be easily checked, so the
pair (X =G=HX ; 1=G=H1) is a pair of homogeneous spaces in duality. The incidence
relation is
x ./ ) ⇔ x ∈ );
the Radon transform and the dual are given by
fˆ()) =
∑
x∈)
f(x); (25)
S8(x) =
∑
)x
8()): (26)
These transform can be inverted in the following way. Consider a function f :X → R.
We want to express f via its Radon transform fˆ. Let pm denote the number of points
in an m-dimensional projective space over Fq; pm=(qm+1−1)=(q−1). Let us introduce
the following functionals s(8); >(f) and operators D8; Uf de+ned on the function
spaces {8 :1→ C} and {f :X → C} by
s(8) :=
∑
)∈1
8()); >(f) :=
∑
x∈X
f(x);
D8()) :=8())− pm−2
p2m−1
s(8); Uf(x) :=f(x)− pm−2
p2m−1
>(f):
Theorem 1. The Radon transform (25) and the dual Radon transform (26) are in-
verted by the formulas
f(x) =
1
qm−1
(Dfˆ)∨(x) 8()) =
1
qm−1
(U S8)∧(x): (27)
Proof. It is suQcient to prove Eq. (27) for the indicator function of the one-point set
{P}, i.e. for the function
IP(x) =
{
1; x = P;
0; x = P:
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The result can be then extended to arbitrary functions by the linearity of the Radon
transform. For IP(x) it is clear that
ÎP()) =
{
1; )  P;
0; )3P;
s(ÎP) = pm−1 so
DÎP()) =
{
1; )  P;
0; )3P:
Note that Eq. (23) can be rewritten as
wt(c) = n− S:(c):
Using the inversion formula (27) for the function :(c) we get Eq. (24).
3. T-functions
In this section we study the properties of the lattice T-functions
T rL(q) :=
∑
)∈L|r|
qdet ); r = 1; : : : ; n:
These functions can be considered as generalizations of the classical -function of a
lattice
L(q) :=
∑
v∈L
q||v||:
3.1. Main properties
The +rst T -function T 1L (q) does not coincide with the -function of L; however, they
are closely related and determined by each other. Let 7 : N → N denote the Moebius
7-function: 7(k) is zero whenever k is not square-free; otherwise, 7(k) equals the
oddity of the number of prime divisors of k.
Proposition 3. For any lattice L
L(q)− 1 = 2
∞∑
m=1
T 1L (q
m2 ); (28)
2T 1L (q) =
∞∑
k=1
7(k)(L(qk
2
)− 1): (29)
Proof. To any primitive 1-sublattice M ⊂L corresponds to a pair of primitive vectors
(pM ;−pM ) such that M = ZpM . Any non-zero vector v ∈ L can be uniquely written
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as v= mpM , where pM is a primitive vector and m ∈ N. Thus,
L(q)− 1 =
∑
v∈L
q||v|| = 2
∑
M∈L[1]
∞∑
m=1
q||mpM || = 2
∞∑
m=1
T 1L (q
m2 ):
Eq. (29) can be obtained from Eq. (28) by a standard Moebius inversion.
-function of a lattice can be also expressed via the summation over primitive
1-sublattices and the third Jacobi @-function
L(q)− 1 =
∑
v∈L\{0}
q||v||
= 2
 ∑
v∈L[1]
q||v|| +
∑
v=2∈L[1]
q||v|| + · · ·+
∑
v=k∈L[1]
q||v|| + · · ·

= 2
∑
v∈L[1]
∞∑
m=1
qm
2||v|| = 2
∑
v∈L[1]
@3(q||v||): (30)
Similar to the duality relations (7) one can prove the following proposition:
Proposition 4. For any lattice L
T rL(q) = T
n−r
L⊥ (q
det L): (31)
An interesting problem is to determine the lattice analogue of generalized
MacWilliams identities (9). Proposition 4 gives n relations on generalized spectra.
Since we have (k +1)(n+1) generalized MacWilliams identities, one could expect to
have more relations on T -functions. Propositions 3 and 4 combined with the functional
equation (5) for the -function imply two more such relations. Consider the following
objects: a lattice L, its dual L⊥, and the sets L[1]; L[n−1]; L⊥[1]; L⊥[n−1] of their prim-
itive sublattices of ranks 1 and n− 1. Let ↔ mean that the spectrum of one object is
determined by the spectrum of another. We have the following diagram:
L[1]
(31)↔ L⊥[n−1]
 (29)
L
(5)↔ L⊥
 (29)
L[n−1]
(31)↔ L⊥[1]
Traveling along this “snake” we see that the spectrum of L[1] is determined by the
spectrum of L[n−1] and that the same is true for L⊥.
In the next section we shall use the Plancherel formula to obtain another relation
between T 1L and T
n−1
L . This relation expresses their product via a weighted sum of
shifted sublattice -functions.
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3.2. A duality between vectors and (n− 1)-sublattices
Let A(n) denote the group of integer n× n matrices with the determinant ±1:
A(n) := {M ∈ Mn(Z): |detM |= 1}:
The subset G = R(n)⊂GLn+1(Z) de+ned by
G = R(n) :=
(
A(n) Zn
0 1
)
(32)
is a group with the respect to the usual matrix multiplication. The map x → Mx =
M ′x + v,
M =
(
M ′ v
0 1
)
∈ R(n); x ∈ Zn
de+nes an action of R(n) on Zn. Note that this is also a transitive action of R(n) on
the set of all shifts of bases of Zn.
Let HX denote the stabilizer of the point 0:
HX = St(0)  A(n); (33)
let B be a shift of an (n− 1)-sublattice of Zn and let H1 denote the stabilizer of B.
Assume now that B is the sublattice B0⊂Zn spanned by the +rst n− 1 base vectors;
then
H1 = St(B0) = St〈v1; v2; : : : ; vn−1〉: (34)
Lemma 2. The spaces X = G=HX and 1 = G=H1 de3ned by Eqs. (32)–(34) satisfy
conditions (i)–(iii).
Proof. Conditions (i) and (iii) are obvious. Let us check condition (ii). We need to
prove that if hX ∈ HX is such that for any h1 ∈ H1 there exist gX ∈ HX and g1 ∈ H1
satisfying
hX h1 = g1gX (35)
then hX ∈ H1. Applying the right- and the left-hand sides of (35) to the origin, we get
hX (h10) = g1(gX 0): (36)
Since gX 0 = 0, the right-hand side of (36) belongs to B0. It is clear that H1 acts
transitively on B0, so h10 runs through B0 as h1 runs through H1. Thus, hX (p) ∈ B0
for any p ∈ B0, i.e. hX ∈ H1. The dual statement of (ii) is proved similarly.
Recall that by L[m] we denote the set of all primitive m-sublattices of a lattice L and
denote by L[m] the set of all shifts of primitive m-sublattices of L by vectors of L.
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The intersection of HX with H1 is
K :=HX ∩ H1 =
 A(n− 1) Z
n−1 0
0 ±1 0
0 0 1
 :
The factorspace X =G=HX can be identi+ed with Zn, and the factorspace 1=G=H1 can
be identi+ed with the set (Zn)[n−1] of all integer shifts of primitive (n− 1)-sublattices
in Zn. It can be checked that with our choice of B0 a point x ∈ X is incident with a
shift of sublattice ) ∈ 1 iR x ∈ ).
Note. A diRerent choice of B0 in (34) will give a diRerent incidence relation; for
example, when H1 stabilizes
B =B = 〈v1; v2; : : : ; vn−1〉+ vn;  ∈ Z;
we get the incidence relation x

./ )⇔ indZn(x; )) = .
The Plancherel formula (21) gives∑
x∈Zn
f(x) S8(x) =
∑
)∈(Zn)[n−1]
fˆ())8()) (37)
for any f : L→ C and 8 : L[n−1] → C such that both series converge absolutely.
Let p||)|| denote the determinant of a lattice ).
Theorem 2. For any lattice L of rank n
L(q) · Tn−1L (p) =
∑
)∈L[n−1]
p||)||)(q): (38)
Proof. Let us apply Eq. (37) to f(x) = q||x|| and 8()) = p||)||, where the norms || · ||
are given by the positive quadratic form associated to L. By the de+nitions,
L(q) · Tn−1L (p) =
(∑
x∈Zn
q||x||
) ∑
)∈(Zn)[n−1]
p||)||

=
∑
x∈Zn
q||x|| ∑
)∈(Zn)[n−1]
p||)||
 :
Shift a sublattice ) ∈ L[n−1] by a vector x. We can replace now a summation over
all ) ∈ L[n−1] by a summation over all )x = ) + x ∈ L[n−1]; ||)x|| = ||)|| and apply
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then the Plancherel formula (37):∑
x∈Zn
q||x||∑
)∈1
p||)||
 = ∑
x∈Zn
q||x||
 ∑
)x∈1: x∈)x
p||)x||

=
∑
x∈Zn
∑
)./x
q||x||p||)||
(37)
=
∑
)∈1
∑
x./)
q||x||p||)|| =
∑
)∈1
p||)||)(q):
Thus, we proved that the product of the -function of a lattice with the Tn−1-function
equals the weighted sum of shifted sublattice -functions.
Applying the duality relations (7), (31) we get the following corollary:
Corollary 1. For any lattice L⊂Rn holds
L(q) · T 1L⊥(pdet L) =
∑
)∈L[n−1]
p||)||)(q): (39)
4. Bounds
4.1. Generalized Plotkin bound
In this section, we prove a lower bound for generalized Hamming weights (see
[28,17]). We show that this bound can be regarded as a corollary of the Plancherel
formula.
We use the following lemma, which is due to van der Geer and van der Vlugt:
Lemma 3 (van der Geer and van der Vlugt [12]). For any r-subcode D
wt(D) =
1
qr − qr−1
∑
c∈D
wt(c): (40)
holds.
Let the incidence relation between r-subcodes of a code C be given by
c ./ D ⇔ c ∈ D;
where c ∈ C is a codeword and D⊂C is an r-subcode.
Theorem 3. For any linear [n; k; d]q-code C and for any r = 1; : : : ; k the following
holds: ∑
D∈C[r]
wt(D) =
nqk−r
qk − 1
[
k
r
]
q
:
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Proof. We use twice Eq. (40) (Lemma 3) and once Eq. (21) (Lemma 1):∑
D∈C[r]
wt(D)
(40)
=
1
qr − qr−1
∑
D∈C[r]
∑
c./D
wt(c)
(21)
=
1
qr − qr−1
∑
c∈C
∑
D./c
wt(c)
=
1
qr − qr−1
∑
c∈C
#{D ∈ C[r]|c ∈ D}wt(c)
=
1
qr − qr−1
[
k
r
]
q
∑
c∈C
wt(c)
(40)
=
1
qr − qr−1
[
k
r
]
q
(qk − qk−1)wt(C)
=
nqk−r
qk − 1
[
k
r
]
q
:
An easy corollary of this theorem is the following bound on dr (this is Theorem 1:1
from [28]).
Corollary 2 (Tsfasman and Vladut [28]). The r-h generalized Hamming weight dr(C)
of an [n; k; d]q-code C sati3es
dr(C)6
n(qr − 1)qk−r
qk − 1 :
4.2. Generalized Minkowski–Hlawka theorem
This theorem is a non-constructive lower bound on n;m. It was +rst proved by
Thunder [26] in greater generality. We give a shorter and simpler proof of this theorem
based on the Plancherel formula.
Let Z(j)=,(j)-(j=2)="j=2, where ,(j) is the Riemann ,-function ,(j)=
∑∞
n=1 n
−j.
Theorem 4 (Generalized Minkowski–Hlawka Theorem). For any m¡n there exists
a lattice L⊂Rn with
m(L)¿
(
n
∏n
j=n−m+1 Z(j)∏m
j=2 Z(j)
)2=n
: (41)
For m= 1 we get the classical Minkowski–Hlawka theorem. The latter is a famous
result conjectured +rst by Minkowski and proved many years later by Hlawka and then
by Siegel. It is a non-constructive lower bound on Hermite constant n. Asymptotically,
Minkowski–Hlawka theorem yields
log n¿log n+O(1) (42)
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as n→∞. All the subsequent improvements of this result concern only the O(1) term;
in fact, combining (42) with known upper bounds one gets
log n = log n+O(1):
Our generalized Minkowski–Hlawka theorem combined with bound (15) gives
log n;m = m log n+O(1):
The implied constant depends on m and is unknown even for the classical case m=1.
The idea of our proof is the same as in Siegel’s proof of Minkowski–Hlawka theorem
[24]. The main ingredient of that proof is Siegel mean value theorem, which states that
for a compactly supported continuous function 8 : Rn → R,∫
Rn
8(x) dx = ,(n)
∫
Ln
∑
z∈P
8(gz) dg; (43)
where Ln is the factorspace SLn(R)=SLn(Z) with the Haar measure dg scaled so that
vol(SLn(R)=SLn(Z)) = 1 and P is the set of primitive integer vectors in Rn. We shall
prove a generalization of this mean value theorem as a corollary of the Plancherel
formula for the pair of homogeneous spaces in duality (Ln;Rm), where Rm is the
space of all m-lattices in Rn, and the incidence relation is
L ./ M ⇔ “M is a primitive sublattice of L”: (44)
The standard way to represent Ln as a homogeneous space is to identify it with
SLn(R)=SLn(Z). However, it is more convenient for us to identify it with the factorspace
of real unitary matrices by the integer unitary matrices. Let Un(R) be the subgroup of
GLn(R) consisting of all matrices A with |det A|= 1 and let Un(Z)  SLn(Z)× {±1}
be the subgroup of all integer matrices in Un(R). It is clear that
Ln = Un(R)=Un(Z) (45)
and that Un(R) acts transitively on the set Rm. Thus,
Rm = Un(R)=St(M0); (46)
where M0 is any +xed m-lattice in Rn. In coordinates, when M0 is spanned by the +rst
m basis vectors we have
St(M0) =
(
Un(Z) ∗
0 Un−m(R)
)
:
In the sequel, the integrations over Ln and Rm are assumed to be with the respect
to the measures induced by the Haar measure on Un(R) scaled so that volLn=1. One
can check that the pair of spaces (Ln;Rm) is a pair of homogeneous spaces of duality
in the sense of conditions (i)–(iii) (see Section 2.3.1) with the incidence relation (44).
Theorem 5 (Generalized Siegel mean value theorem). Let 8(·) be a compactly sup-
ported function on Rm. Then
C
∫
Ln
∑
M./L
8(M) dL=
∫
Rm
8(M) dM; (47)
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where
C =
"n=2
-(n=2 + 1)
nm
(∏n
j=n−m+1 Z(j)∏m
j=2 Z(j)
)m
:
Note. For m = 1 we have C = 2,(n) and not ,(n) as in (43) because our space R1
does not coincide with Rn but is in fact the factor Rn={±1}.
Proof. We should simply use the Plancherel formula (21) for the pair (Ln;Rm) of
homogeneous spaces in duality de+ned by (45) and (46). It is easy to check that
M ∈ Rm is incident to L ∈Ln iR M is a primitive m-sublattice of L.
Take 8(·) as the function on Rm and f(L) ≡ 1 as the function on Ln. We have∫
Ln
f(L)8ˆ(L) dL=
∫
Rm
8(M) Sf(M) dM:
Substituting f(L) ≡ 1 and using the de+nitions we get∫
Ln
∑
M./L
8(M) dL=
∫
Rm
vol( SM)8(M) dM:
It is clear that vol( SM) is independent of M . In fact, it equals the volume of the space
of all n-lattices with a +xed m-sublattice. De+ne the constant C by 1=C=vol( SM). Thus
C
∫
Ln
∑
M./L
8(M) dL=
∫
Rm
8(M) dM:
Similarly to Siegel’s argument, one computes now the value of C via a rather technical
inductive calculation in the space of matrices.
Theorem 4 follows now by the standard argument: let BR⊂Rm be the ball BR =
{M | detM ¡R2} of radius R and let 8(M) be the indicator function of this ball. The
right-hand side of Eq. (47) equals vol (BR). So if R is such that volBR¡C, then∑
M./L 8(M)¡ 1 for at least one L ∈ Ln. Thus, any m-sublattice of L is outside BR,
so
m(L)¿R2:
This completes the proof of Theorem 4.
Note that a similar bound for generalized Hamming weights of codes (generalized
Gilbert–Varshamov bound, see [28]) can be proved similarly, by using the Plancherel
formula for the pair of homogeneous spaces in duality
([n; k]q-codes; [n; r]q-codes):
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