Background: The assessment of the severity of aortic valve stenosis is done by either invasive catheterization or non-invasive Doppler Echocardiography in conjunction with the simplified Bernoulli equation. The catheter measurement is generally considered more accurate, but the procedure is also more likely to have dangerous complications.
INTRODUCTION
Valvular stenosis, specifically, aortic valve stenosis is a common cardiovascular disorder. Prevalence of moderate to severe aortic valve stenosis is 2.8% in patients of age 75 years based on US 2000 population and is expected to increase dramatically due to aging of the population [1] . Unoperated symptomatic patients with aortic valve stenosis have dismal prognosis [2] . Assessment of the severity of valvular stenosis can be done by either invasive catheterization or by non-invasive Doppler echocardiography. Parameters generally used to define the severity of aortic valvular stenosis include pressure drop across the valve, aortic valve area (AVA) and aortic velocity [3] . Although catheter measurement is considered the "gold standard", which provides accurate measure of pressure drop across a stenotic valve, currently non-invasive Doppler echocardiography is mostly used because of risky nature catheterization which includes stroke and death [4] .
Doppler echocardiography converts frequency shift of ultrasound due to moving blood cells across the stenotic valve into velocity [5] . This velocity is subsequently converted to a pressure gradient by applying the simplified *Address correspondence to this author at the Department of Chemical and Biological Engineering, Montana State University -Bozeman, Box 173920, Bozeman, MT 59717, USA; Tel: 406-994-7902; Fax: 406-994-5308; E-mail: jeff.heys@gmail.com Bernoulli equation. However, it is not well known whether the Bernoulli equation in general or the simplified Bernoulli equation in particular, result in significant error when compared to the full Navier-Stokes equations for describing the relationship between the flow rate and pressure gradient. In this paper, we examine the potential for using computational fluid dynamics to solve the Navier-Stokes equations, thus avoiding the assumptions of the simplified Bernoulli equation, and improve the analysis of echocardiograph data so that the predicted pressure drop is in better agreement with the catheterization data.
Flow through a simple orifice in a tube is shown in Fig.  (1 ). An energy balance on a particle of fluid traveling on a streamline through this orifice gives [6] :
where p is the pressure, is the fluid density, v is the velocity (i.e., speed), z is the height (elevation), g is the gravitational acceleration, and f is the frictional energy loss. The indexes, i and j, refer to two points along the streamline. For the orifice shown in Fig. (1) (or for flow through the aortic valve), the change in height, z , is negligible and that term can be safely discarded. All of the other terms may be significant. For flow between points 1 and 2 in Fig. (1) , the energy balance is
and it is common to assume that f is negligible and v 2 >> v 1 , so the energy balance simplifies to:
which is the simplified Bernoulli equation now commonly used to translate the velocity from echocardiography to a pressure drop [7] . Instead of focusing on the flow between points 1 and 2, the energy balance can also be applied between points 1 and 3. For the tube in Fig. (1) , the diameter is the same at points 1 and 3 so the velocity must also be identical according to conservation of mass. Therefore, if the energy balance is applied between points 1 and 3 and f is again assumed to be negligible, the energy balance predicts that the pressure at point 1, p 1 , and point 3, p 3 , are the same. (This is simply the result of the velocity terms cancelling and the friction term being equal to zero.) The pressure difference between points 1 and 3, in reality, is clearly not zero, and this is because frictional energy loss reduces the pressure recovery between points 2 and 3 so that the pressure at point 3 is not equal to the pressure at point 1.
If the assumption of negligible frictional loss fails so badly between points 1 and 3, can the simplified Bernoulli equation be used safely between points 1 and 2? Can computational fluid dynamics be used to solve the NavierStokes equations and improve the estimated pressure drop between points 1 and 2 or points 1 and 3 by including friction? There have been a number of attempts to answer these questions previously (e.g., [7] [8] [9] [10] [11] ) using both experiments and computational models. Computational models face the extreme complexity of solving the Navier-Stokes equations with flexible vessel walls and a flexible aortic valve [12, 13] . Experimental efforts are limited because it is difficult to get well controlled data in vivo. Our objective is to examine these questions on an in vitro left heart model system where carefully controlled experimental data is available and the rigid vessel walls and valves greatly simplify the mathematical modeling. While these results are not directly applicable to the in vivo problem, we believe they provide a foundation, a starting point, for answering the questions in vivo.
METHODS

In Vitro Pulsatile Left Heart Model
The SuperPump system (ViVitro Systems Inc, Victoria CA) consists of a piston-in-cylinder pump head driven by a low inertia DC electric motor. Attached to this pump is a transparent hydraulic chamber which contains the model left ventricle, left atrium, aorta, mitral and aortic valves (Fig. 2) . The SuperPump then translates the programmed stroke volume, heart rate and ejection time. Aortic, ventricular and atrial pressures were monitored using manometer-tipped catheters (Millar Instruments, Inc., Houston, Texas). Flow was measured using an electromagnetic flow probe (Breamar, NC) placed on the aortic position. Flow and pressure waveforms were recorded using the vivitro software, and concomitant pressure tracings were taken using the Gould apparatus. Doppler echocardiography of the aortic valve was performed using a Vivid 7 system (GE Healthcare, Milwaukee, WI) equipped with a 3.5-MHz handheld transducer. Continuous wave Doppler tracings across the aortic valve were recorded from the apical echocardiographic window. Velocities were then measured offline using the Echo PAC software (GE Healthcare, Milwaukee, WI).
Test Protocol
Stenosed disks with a valve area of 0.5 cm 2 and 0.9 cm 2 were mounted on the aortic position while a 21mm bileaflet bioprosthetic valve was mounted on the mitral position. Stroke volume was set at 25, 35 and 50ml/min, heart rate at 40 and 70bpm and the ejection time constant at 35% of each cycle. The Millar catheters were placed in 2 positions to measure aortic pressure: 1) at 3 cm upstream of the orifice and at 2) 6.5 cm downstream of the orifice. Doppler images were taken for each hemodynamic set up with simultaneous recording of left heart pressures.
Computational Model
A computational fluid dynamics model (CFD) of flow through the outflow tract of the in vitro pulsatile left heart model was developed. It is important to emphasize that the CFD model is not a model of the outflow tract of the in vivo human heart, but an in vitro left heart model. The in vitro model has a number of advantages for experimental and computational studies. Extensive control and measurement options are possible when conducting in vitro experiments, and, from a CFD perspective, the rigid walls of the outflow tract and precise geometric information greatly simplify the development of an accurate CFD model. The geometry of one computational model is shown in Fig. (3) , and the dimensions of the CFD geometry are based on the inside dimensions of the in vitro model. Two different geometries are used for the results presented here, the first geometry has an orifice with an area of 0.93cm 2 , and the other geometry has an orifice with an area of 0.52cm 2 . The geometries are identical other than the differences in orifice size.
The fluid in the in vitro model is a saline solution and the density and viscosity in the model were set equal to that of the saline solution in the in vitro model. The peak velocity measured experimental during a single ejection cycle approached 10m/s, and the diameter of the outflow tract varied between approximately 4cm at the inlet and 1cm through the orifice. Using these values gives a maximum Reynolds number of 1x10 5 to 4x10 5 ; a value large enough to require a turbulence model in the CFD simulation. There are a significant number of turbulence models for different flow regimes and conditions, but the problem of interest here has a relatively low Reynolds number and a unidirectional geometry which combine to allow the use of a relatively simple Reynolds averaging strategy to account for the effects of turbulence. The velocity is decomposed into a mean and fluctuating part, and then the Navier-Stokes equations are rewritten as:
where p is the dynamic pressure, and v is the mean fluid velocity vector, and v is the velocity fluctuation. To close the system of equations, the k-turbulence model is employed because it has been successfully used previously for modeling blood flow [14, 15] . In this model, the turbulent field is characterized in terms of turbulent kinetic energy, k, and the viscous dissipation rate of the turbulent kinetic energy, . Additional equations are solved to account for the transport of k and through the model domain.
The boundary conditions are similar to those used by others to model blood flow through the aortic valve [9, 10, 15] . No-slip boundary conditions are set along the walls, zero normal gradient boundary conditions are set at the outlet, and the inlet flow rate is set based on the experimentally measured flow rates in the in vitro model. The turbulence model also requires boundary conditions, and k is set to zero along the walls and zero gradient boundary conditions are set on . A wireframe image of one mesh is shown in Fig. (4) , and this mesh contains 139,680 elements. The highest flow rate simulations were repeated with a mesh containing 433,512 elements, and the pressure gradient differed by less than 1% compared to the coarser mesh, which indicates that the mesh was probably sufficiently refined even with 139,680 elements.
The model equations with boundary conditions were approximately solved using the OpenFOAM (version 1.5) software (OpenCFD Ltd., UK), which is an open source simulation package written in C++. This software has been used previously to model blood flow [16, 17] , and it utilizes a finite volume discretization approach for approximating the solution to the model equations. All visualizations shown here were created using the Paraview software, and mesh generation was performed using algorithms within the OpenFOAM software. Fig. (3) . The computational model domain consists of the outflow tract, valve (orifice), and part of the aorta. 
RESULTS AND DISCUSSION
Velocity vectors and the pressure along a single plane for flow through a 0.93cm 2 orifice is shown in Fig. (5a) . The fluid accelerates significantly as it passes through the orifice, and then decelerates downstream of the orifice. Two interesting features are visible in this figure. First, there is a significant recirculation just downstream of the orifice (Fig.  5b) , and, second, the pressure drop is strongly confined to the region near the orifice with little pressure recovery (<20%) downstream of the orifice. The relatively constant pressure downstream of the orifice implies that, for this particular geometry, the frictional energy loss downstream of the orifice is largely balanced by a pressure recovery due to deceleration of the fluid. Another way of saying this is that the decrease in kinetic energy is roughly the same as the frictional energy lost to the walls so there is only a very small increase in pressure. Using different flow rates in the computational model allows for the determination of the maximum pressure drop (sometimes called the maximum pressure gradient) as a function of the maximum velocity. The peak velocity versus peak pressure drop relationship is shown in Fig. (6) along with the experimental catheter pressure drop measurements and the simplified Bernoulli equation at different flow rates. This figure shows excellent agreement between the simplified Bernoulli equation and the full CFD solution of the Navier-Stokes equation. This is truly remarkable result considering all of the assumptions that were made in the derivation of the simplified Bernoulli equation (e.g., negligible frictional energy loss). Fig. (6) also shows good agreement between the experimental catheter measurements and either the simplified Bernoulli equation or the CFD simulation. Using a two-factor without replication ANOVA test, there is a marginal statistical difference between the catheter data and the simplified Bernoulli result (p = 0.071) or the CFD result (p=0.026). Overall, the catheter measured a smaller pressure drop than was predicted, but the difference could simply be due to experimental error. Fig. (6) . Peak pressure gradient between the outflow tract and aorta as a function of the peak velocity for the 0.93 cm 2 orifice using 3 different methods --Echocardiography with the simplified Bernoulli equation, the CFD model described in this paper, and catheters placed in the in vito left heart model.
The results for a smaller orifice (0.52cm 2 instead of 0.93cm 2 ) are summarized in Fig. (7) . Here we observe a small difference between the pressure drop calculated using CFD and the pressure drop calculated using the simplified Bernoulli equation (p < 0.01). However, the difference is small and unlikely to be significant enough to justify the enormous computational cost associated with the CFD simulation compared to the simplified Bernoulli equation (i.e., a few billion floating point operations versus less than 10 operations). For the case of the smaller orifice, we do observe that the catheter measurements of the pressure drop are distinctly less than those predicted by either CFD or the simplified Bernoulli equation (p < 0.01 in both cases). The list of modeling assumptions that could account for this difference and that could be changed to result in a smaller pressure drop is a fairly short list. If the orifice edges in the model were rounded, that could result in a smaller pressure drop and better agreement with the catheter experiments, but the edges are known to be relatively sharp just by examining the experimental orifice disk. Further, initial attempts to slightly round the edges in the computational model did not have a significant impact. Another assumption that could impact the CFD pressure drop is the turbulence model used in the simulation. To test this hypothesis, two difference turbulence models are tested below for the small orifice geometry. Fig. (7) . Peak pressure gradient between the outflow tract and aorta as a function of the peak velocity for the 0.52cm 2 orifice using 3 different methods --Echocardiography with the simplified Bernoulli equation, the CFD model described in this paper, and catheters placed in the in vitro left heart model.
The first alternative turbulence model tested was the Launder-Sharma low-Re turbulence model [18] . This model was chosen because it is specifically designed for turbulence at low Reynolds numbers, which is the case for flow through the aorta. The result of using this model (Fig. 8) is slightly better agreement between the CFD model and the catheter data, but there is still a statistically real difference (p < 0.01). Specifically, in the catheter data the pressure drop increases proportional to the velocity to the 1.8 power, p v 1.8 . The
Launder-Sharma model results in the pressure drop being proportional to the velocity to the 1.94 power, which is higher than the catheter data, but closer than the standard kmodel, which had the pressure drop proportional to the velocity to the 1.99 power.
The second alternative turbulence model tested was the RNG (Re-Normalization Group) k-turbulence model [19] , which has been used previously for modeling blood flow through arterial bifurcations [20] . The results (Fig. 9) in this case were good agreement with the catheter data at low velocities, but poor agreement as the velocity increased (p < 0.05). The decreased agreement with increased velocity is largely due to the fact that the RNG k-model predicts the pressure drop is proportional to the velocity to the 2.0 power, which is exactly the same as the simplified Bernoulli equation. A few other turbulence models were tested, including no turbulence (N.B., no turbulence model does not imply a direct numerical simulation because filtering was still used), but none of those models gave better agreement than the 2 alternatives shown here. Fig. (9) . Peak pressure gradient between the outflow tract and aorta as a function of the peak velocity for the 0.52cm 2 orifice using 3 different methods --Echocardiography with the simplified Bernoulli equation, the CFD model with the RNG k-turbulence model, and catheters in the in vitro left heart model.
For the larger 0.93 cm 2 orifice, the choice of turbulence model has an insignificant impact on the results of the CFD simulation. In fact, the need for a CFD simulation at all is questionable for the larger orifice because the simplified Bernoulli equation gave such a similar result. However, the choice of turbulence model clearly has an impact on the accuracy of the CFD model for the smaller 0.52cm 2 orifice, which results in a higher Reynolds number. For the turbulence models tested here, the RNG k-turbulence model gave the best agreement with the experimental catheter data and the best improvement over the simplified Bernoulli equation.
CONCLUSIONS
The main result from the simulations and experiments described here is that the simplified Bernoulli equation, in spite of all the questionable assumption made in its derivation, predicts pressure drops that are close to the pressure drops predicted by complex CFD modeling for flow Fig. (8) . Peak pressure gradient between the outflow tract and aorta as a function of the peak velocity for the 0.52 cm2 orifice using 3 different methods --Echocardiography with the simplified Bernoulli equation, the CFD model with the Launder-Sharma lowRe turbulence model, and catheters in the in vitro left heart model. through an orifice. Considering the high computational cost of the CFD simulations, the small difference between the results may not justify the extra computational burden. The other important result is that the choice of turbulence model used in the CFD simulation has only a small impact on the predicted pressure drop for flow through an orifice at a specified flow rate, and none of the turbulence models gave excellent agreement with the catheter measurements. It is possible that error in the catheter measurements was the cause for the difference between CFD predictions and catheter measurements of pressure drop, but a more likely cause for the difference is that the model geometry was not exact (overly sharp edges) or that the use of a turbulence model simply introduces too much error. We plan to explore the potential of direct numerical simulation for the modeling of flow through the orifice in the future as more computational resources become available.
