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Abstract 
This study aims to propose a feature matching method, which can stitch together scattered photographs of the same scene (or 
target), so as to restore a scene (or target) of the picture. For this question, our paper proposes a method based on Scale-invariant 
feature transform (SIFT) algorithm for image registration. SIFT algorithm is obtained by judging the feature points of local 
extreme, combined with neighborhood information to describe the feature points to form a feature vector, in order to build the 
matching relationship between the feature points. 
First, we extract feature vector via SIFT algorithm, obtain feature point pairs. Then, we filter feature points according to the 
information provided by the nearest neighbor and the second nearest neighbor, in order to obtain efficient feature point pairs. 
After that, we get scaling, rotation angle and translation vector based on the relative position between feature points. We get the 
scaling of feature points by the ratio of the average distance between the accesses, and get the rotation angle by the demand that 
vectors connecting feature point pairs should be parallel. Finally, we remove some wrong matching feature point pairs by judge 
parallel of the vector, to improve the accuracy, and use the average angle and its average value as the translation model 
parameters. The experimental shows that the method is reliable and effective. 
Keywords: image mosaic, scale-invariant feature transform 
1. Introduction  
Efficiently and precisely image mosaic has been widely applied to areas such as industry, military, and health 
care. Technique of image mosaic for restoring images with larger visual angle and more reality plays an essential 
role in detecting more information from the image [1].  In fact, to the limit of objective conditions, i.e. equipments or 
weather, images are usually unable to reflect the full scene, which makes it more difficult to further process t he 
image. The general task of image mosaic is build ing images in way of aligning series of images overlapping in space. 
Compared with single images, scene images built in this way are usually of higher resolution and larger vision. 
The research of image mosaic has been very active in recent years. da Camara Neto and Campos [2] proposed 
an improved method for image feature matching, which explores the use of global information in assisting the 
process of feature matching. Their novel algorithm CS-LBP combines classic SIFT and LBP. CS-LBP describes the 
domain of interest in a more optimized fashion [4][5].  
In this article, we implement a more efficient algorithm of scene image mosaic to stitch single scene images 
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together to form image of the full scene. Our approach matches image based on the features extracted by SIFT. It  
finally achieves a satisfying visual effect and meets the requirements of processing normal images.  
2. SIFT ALGORITHM 
Scale-invariant  Feature Transform (SIFT) was first proposed by D.  G. Lowe in 1999[9]. It is an algorithm that 
aims to ext ract local features of image through finding ext reame points in scale space, extracting location, scale and 
rotation invariants. It then describes the feature points in gradient modulus of neighbors  (Koenderink et al.) prove 
that scale space can built by the convolution of Gaussian kernel and image, and Gaussian function should be the 
only kernel function that were used to construct the scale space.  
 
Denote ,,L yx as the multi-scale representation of an image. It is the products of convolution of the Gaussian 
kernel and original image yx,L , that is 
yxIyxGyxL ,*,,,,                                        (1) 
where (x, y) is the location of pixels and  is the scale factor. Note that higher value of  corresponds to a 
higher scale. 
Building difference of Gaussian pyramids, feature points that were selected based on neighboring scales can be 
scale invariant [7]. Afterwards, those feature points can be described by four parameters: the location of images, scale, 
main direct ion and feature vector. I will explain this in more detail : At first, it calculates the gradient direction and 
the modulus,  
22 1,1,,1,1, yxLyxLyxLyxLyxm
                       (2)
 
yxLyxLyxLyxLyx ,1,11,1,2tan,
                 (3)
 
where yx,  and yxm ,   are the gradient direction and modulus respectively. L  denotes the scale 
information. 
Following images show an example of how to  compute the modulus and gradient direction. In th is case, it  
samples pixels from 8*8 neighboring windows centered on the key point  [3]. Obtaining the gradient directions of 
neighborhood, the main direct ion of the particular key point is just the peak of histogram of those sampling pixels. 
Project these vectors to eight directions, the modulus of the projected vectors are part of the feature vectors of the 
key point. By  this way, the SIFT features is thought of rotation invariant. In pract ice, it  usually use s a 16*16 
neighboring area, so the dimensionality of SIFT feature vector is usually 128[8]. 
.  
Figure 1 Key point that obtain the gradient direction and modulus from the neighbourhood [2]. 
We based our approach of computing simila rity on Euclidean distance which is a typical similarity measure. In  
image 1, take one arb itrary point A as the key point, and look for its corresponding point of A in image 2. Denote 
this point as B. So the Euclidean d istance of A and B is nearest of A an d any pixels of image 2. In addition, the 
Euclidean distance of A and B should be below a preset threshold. We set the threshold to q  which is defined 
64   Chengcheng Liu and Yong Shi /  Procedia Computer Science  17 ( 2013 )  62 – 69 
as ndNN
NNdq
2d . Here, NNd  is the Euclidean distance of A and its nearest point B in image 2, and NNd nd2  is its 
next- q  is usually set to 
0.49 based on the results of experiments. Omercevic, Drbohlavm and Ales Leonardis  [1] discusses the problem of 
nearest neighborhood in more detail, and proposes an effective searching algorithm which improves the efficiency 
by 10 times with only a small sacrifice in accuracy.   
 
3. IMAGE MOSAIC BASED ON THREE DEGREES OF FREEDOM 
There are three basic operations on the two images to be stitched together: image scaling, translation and 
distinguishable features. The transformation of images can be seen as the changes of three degrees of freedom, 
her two. Consequently, the problem of image transformation is 
converted to a problem of finding proper values of the three parameters. Feature points and feature values are then 
be used for processing images. 
First of all, suppose two separated images are paralleled and nonadjacent so that rotated images of Image 1 
around (0,0) never overlap with Image 2. Connecting the feature points of Image 1 and image 2 with the direction 
from image 2 to image 1, it ends up with a set of vectors that manifest the pairwise correlation. To facilitate 
describing, we call these vectors as connecting vector. 
Select arbitrary number of feature point pairs (Figure 2 uses 7 pairs), and calculate their reference points with 
formula (4), and then use equation (5) to compute their average distance. Let P be the set of points in Image 1, 
denote the location as ),( iii yxP , ,...,3,2,1 ni . Similarly, 
),( iii yxP . The computations are as follows: 
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Figure 2 Obtain scaling parameter through calculate average distance 
The ratio of average dis tance of points in image 1 and 2 is the image scaling parameter. 
In Figure3, the gray part indicates the angle of original image (or target), we expect that the connecting vector 
could be parallel after rotation. Since we've already known the coordinates of those four points 1P 2P 3P
65 Chengcheng Liu and Yong Shi /  Procedia Computer Science  17 ( 2013 )  62 – 69 
4P , which is ba, dc, 11, yx 22 , yx , we have to calculate the rotation angle  that the first image 
rotates around the origin. 
 
Figure 3 Obtain rotation angle 
By their geometry feature, we can get following forumla: 
22
222
cos
YX
YZXYXZ
                                  (6)
 
Among them, the three middle volume X Y Z  can be defined as follow: 
2121 aydxbxcyX                                           (7) 
 2211 byaxcxdyY                                           (8) 
1221 yxyxbcadZ                                           (9) 
As we see, symbol of discriminant of formula (6) has two values: positive and negative. This is because in 
some cases, the two connection vectors may overlap, which may not be what we need, as shown in Figure 4.Point 
P  and Point Q  could have three or more probable angle to make PR  and QS  parallel (in the same straight line is 
also one kind of parallel). 
 
Figure 4 Several circumstances to make the connecting vector be parallel 
Next, we conclude the most frequently value by statistical laws as the solution, all rotation angle distribution 
will be presented as shown in Figure 5: 
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Figure 5 distribution of the possible rotation angle. 
Divide curvature indicated by the vertical axis in to intervals and count the number of points which fall in these 
intervals, we can get Figure 6: 
 
Figure 6 Distribution of rotation angle 
The peak value that corresponds to the abscissa is the rotation angle. cos  is axisymmetric function, so we 
have to rounding invalid roots in order to determine the direction of image rotation, clockwise or counterclockwise. 
We pick the root that meets formula (10), among which X Y  and Z  is determined as formula (7), (8) and (9): 
0sinXcos ZY                                       (10) 
After we get the first rotation angle 1 , we rotate the picture to make most of the connecting vector tended to 
be parallel. For each angle between two connecting vectors, the matrix will be as follow: 
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This is a symmetric matrix, where 0ii ( ,,...,3,2,1 ni ) is the angle between each vector with itself. 
Calculate the mean i  of each row, for the vector which is not parallel to most of the other vectors, i will be 
significantly larger than most. We will use this value as a basis to determine the matching error of feature points, 
remove the irregular ones. After that, count angle values between two vectors as formula (11), the result will be 
shown like Figure 7: 
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Figure 7 Distribution of error points we obtained 
Three error connecting vectors can be clearly extracted, setting the threshold value as 0.01, remove those 
vectors that have a larger value of 0.01. The rest of the connecting vectors will be more accurate, and higher 
accuracy rate provides a basis for next step. 
During the rotation process, we have removed some irregular point using angle between connecting values, 
however, there are still some false matches left. Some vectors may be parallel with most of the other vectors, but 
with different modulus. We can use the same method to manipulate these vectors as we did with rotation angle, 
remove the irregular ones. 
On condition that connecting vector is of high accuracy, the average value of connecting vector will be able to 
represent the direction and length of image shift accurately. 
Iterate the above process for several times, make the error form outliers as small as possible so that the 
transformation parameters we obtained will tend to be accurate. 
4. EXPERIMENTS ANALYSIS 
When there exists only one degree of freedom translation, all we need is moving vector, in other words, the 
scale parameter is 1, the rotation angle is 0. Take picture as below for example: 
 
Figure 8  One freedom degree image mosaic 
The number of feature points that we get from the images are very different. In experiment, the threshold ratio 
of nearest neighbor and second nearest neighbor is taken as 0.49, which make successful matching rate about 
38%.Scaling factor and rotation angle are of small difference from expected value 0 and 1, mainly because of error 
and can be ignored. 
Under circumstances of two freedom degree, rotation and translation, we have following sample images: 
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Figure 9 Two freedom degree image mosaic 
Successfully matching rate of feature points is about 14.6%. Scaling factor should be 1 but error exists, making 
this value 0.0025 larger than expected value. The result of rotation angle is negative, which indicates that the source 
image 02 should rotate counterclockwise for about 21.9°. 7 pairs of wrong matched feature points are removed, the 
final calculation of the translation vector is approximately(-242.24, -162.51). 
As we can see, the upper half of the image fits almost seamless, while due to scaling factor error, lower part of 
the image gets a slight dislocation. Remove incorrect feature points from consideration, iteratively recalculate 
rotation parameter for several times, scale factor error can be reduced to 0.0001, almost impossible to visually 
identify dislocation. 
Under circumstances of all three freedom degree, we have following sample images: 
  
Figure 10 Sample images with three freedom degree 
Image 1 turned about 20 degrees clockwise compared to image 2, and build ing proportion in image 1 is larger. So  
we expect the scaling parameter should be larger than 1, and the rotation angle should be around -20°. The result of 
scaling factor is 1.316, the rotation angle is -21.879°, basically meet expectations and have satisfying  visual effect.  
 
5. CONCLUSION 
Image mosaic is a crucial part of machine vision, and has been widely applied in everyday life. In this paper, 
we introduce an effective and accurate approach of image stitching. It is able to proces s changes of images in the 
three freedom, namely scaling , rotation and translation as well as illumination changes. Result of experiments 
shows that our method is both accurate and effective. Moreover, it is implementable and can achieve good visual 
effects. 
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