Abstract. We investigate regularity properties of the ∂-equation on domains in a complex euclidean space that depend on a parameter. Both the interior regularity and the regularity in the parameter are obtained for a continuous family of pseudoconvex domains. The boundary regularity and the regularity in the parameter are also obtained for smoothly bounded strongly pseudoconvex domains.
Introduction
We are concerned with regularity properties of the solutions of the ∂-equation on the domains D t that depend on a parameter. We assume that the total space D := ∪ t∈ We say that a smooth family {D t } of bounded domains D t has C k+α,j boundary, if D t admit defining functions r t on U t (with ∇ x r t = 0 at x ∈ ∂D t ) such that {r t } ∈ C k+α,j (U), where {U t } is a continuous family of domains of which the total space U contains D. Finally, a family {f t } of (0, q)-forms f t with coefficients f I defined on D t is of class C k+α,j (D), if all partial derivatives ∂ We will prove the following boundary and interior regularity results.
Theorem 1.1. Let 1 ≤ q ≤ n. Let k, ℓ, j ∈ N satisfy k ≥ j and let 0 < α < 1. Let {D t } be a continuous family of domains in C
n with an open total space D in C n × [0, 1]. Let {f t } be a family of ∂-closed (0, q)-forms f t on D t .
(i) Assume that {D t } is a family of bounded domains of C k+2,j boundary, {f t } ∈ C k+1,j (D), and each D t is strongly pseudoconvex. There exist solutions u t to ∂u t = f t on D t satisfying {u t } ∈ C k+3/2,j (D). (ii) Assume that domains D t respectively admit plurisubharmonic exhaustion functions ϕ t with {ϕ t } ∈ C 0,0 (D) such that {(z, t) ∈ D : ϕ t (z) ≤ c} is compact for each c ∈ R. Assume that {f t } ∈ C ℓ+α,j * (D) (resp. C k+α,j (D)). There exist solutions u t to ∂u t = f t on D t so that {u t } ∈ C ℓ+1+α,j * (D) (resp. C k+1+α,j (D)).
We will call the above {ϕ t } a family of plurisubharmonic uniform exhaustion functions of {D t }. When n = 1, a precise boundary regularity is given by Theorem 4.5. Note that {D t } in (i) satisfies the conditions in (ii). Another example for (ii) is the following D with rough boundary. The study of regularity of solutions of the ∂-equation for a fixed domain has a long history. Let us recall some related results. The existence of the smooth solutions on a Stein manifold follows from Dolbeault's theorem and Cartan's Theorem B, as observed by Dolbeault [4] . It is also a main result of the L 2 -theory (see Hörmander [13] , [14] ). The existence and C ∞ boundary regularity of the canonical solutions for a strongly pseudoconvex compact manifold with smooth boundary were established by Kohn [17] via investigating the ∂-Neumann problem; Kohn [18] also obtained C ∞ boundary regularity of possibly noncanonical solutions for a smoothly bounded pseudoconvex domain in C n (for instance, see Chen-Shaw [2, p. 122] ). The exact regularity in Hölder spaces of ∂ solutions for (0, q)-forms was obtained by Siu [26] for q = 1 and by Lieb-Range [20] for q ≥ 1.
The domain dependence of the ∂-equation has however attracted less attention. The C ∞ regularity of solutions for elliptic partial differential equations on a family of compact complex manifolds (without boundary) was obtained by Kodaira and Spencer [16] , which plays an important role in their deformation theory. For planar domains depending on a parameter, the exact regularities of Dirichlet and Neumann problems were obtained recently by Bertrand and Gong [1] . Notice that solving the ∂-equation that depends on a parameter has played an important role in the construction of the Henkin-Ramírez functions. However, the domain in this situation is fixed, while multi-parameters enter into the non-homogenous ∂-equation. Such parameter dependence is easy to understand once a linear ∂-solution operator is constructed. Of course, the construction of such a linear solution operator is included in the classical homotopy formulae; see [23] , [7] , [11] , [19] , and [24] . An interesting case is the stability of the ∂-equation in terms of a family of strongly pseudoconvex domains; see Greene-Krantz [8] . Their stability results for the ∂-solutions can be characterized as the continuous dependence in parameter as defined in section 2. In [3] , Diederich-Ohsawa obtained C ∞ regularity of canonical solutions of the ∂-equation for certain smooth (n, 1)-forms. They proved the results via Hörmander's L 2 technique for a family of domains in a Kähler manifold.
Our approach relies essentially on solution operators of the ∂-equation that are represented by integral formulae for a smoothly bounded strictly pseudoconvex domain. To deal with variable domains, we will use the Grauert bumps to extend ∂-closed forms to a continuous family of larger domains, keeping the forms ∂-closed. For a fixed domain, the extension technique is well known through the works of Kerzman [15] and others. To apply the extension for a continuous family of strongly pseudoconvex domains, we will obtain precise regularity results first for a smooth family of strictly convex domains by using the Lieb-Range solution operator [20] . The extension allows us to freeze the domains to apply the classical integral ∂-solution operators ( [7] , [11] , [22] ). By using a partition of unity in parameter t, we will solve the ∂-equation for variable domains with the desired regularity. However, in order to freeze the domains we must restrict them in C n . Therefore, there are several questions arising from our approach. For instance, it would be interesting to know if a more general result can be established for the ∂-equation on a family of Stein manifolds. We notice a remarkable construction of an integral ∂-solution operator by Michel [21] for a smoothly bounded weakly pseudoconvex domain in C n . It would be interesting to know if the assertion in Theorem 1.1 (ii) remains true when the domains given are only weakly pseudoconvex.
The paper is organized as follows.
In section 2, we define Hölder spaces for functions on variable domains. In section 3, we adapt Narasimhan lemma and Grauert bumps for variable domains. In section 4, we study the regularity of ∂-solutions on variable domains first for strictly convex case and then for strictly pseudoconvex case. The Lieb-Range solution operator and Kerzman's extension method [15] for ∂-closed forms are used in section 4 where Theorem 1.1 (i) is proved in Theorem 4.10.
In section 5, we obtain Henkin-Ramírez functions for strictly pseudoconvex open sets that depend on a parameter, which in turn gives us a homotopy formula for variable strictly pseudoconvex domains. The Henkin-Ramírez functions are used in section 6 to obtain a parametrized version of the Oka-Weil approximation. Theorem 1.1 (ii) is proved in Theorem 6.7. As an application, we solve a parametrized version of the Levi problem for variable domains in C n . Finally, we use the ∂-solutions with parameter to solve a parametrized version of Cousin problems.
Hölder spaces for functions on variable domains
We first describe some notation used for the rest of the exposition. We use real variables
x denote the set of partial derivatives in x of order k. Let∂ k x denote the set of partial derivatives in x of order ≤ k.
The main purpose of this section is to define Hölder spaces for functions on variable domains. When proving boundary regularity of ∂-solutions, we need to parameterize the variable domains up to boundary. Therefore, we will define these spaces first via parametrization. We will then define the spaces without using parametrization. We will discuss the relation between two definitions.
When a is a real number, we denote by ⌊a⌋ the largest integer that does not exceed a. Let D ⊂ R d be a bounded domain with C 1 boundary. Let C a (D) be the standard Hölder space with norm | · | D;a on D. Let j ≥ 0 be an integer. Let {u t : t 0 ≤ t ≤ t 1 }, with t 0 , t 1 finite, be a family of functions u t on D. We say that it belongs to C
, and if they are bounded maps sending [t 0 , t 1 ] into C a−⌊a⌋ (D). For a real number a and an integer j with a ≥ j ≥ 0, define
For brevity, we write C 
Note that when defining C a,j (D Γ ), we assume that D is bounded with C 1 boundary and a ≥ j. Let us first ensure the independence of the Hölder spaces on the parametrization under mild conditions. 
Throughout the paper, the boundary value of a partial derivative ∂ ℓ t ∂ K x u t at a point in ∂D is regarded as an extension in the pointwise limit, if it exists, of the derivatives in the open set D.
We now verify (ii). Since Γ t are embeddings and {Γ t } ∈ C 1,0 (D), the Jacobian matrix ∂ x Γ t is non-singular and continuous on D ×[0, 1]. Since ∂D ∈ C 1 , the fundamental theorem of calculus yields
when x ′ is sufficiently close to x. This shows that
Thus, we obtain the lemma for a < 1. Let y = Γ t (x). By the chain rule, we have
Assume that {u t } ∈ C 1,0 . Since {Γ t } ∈ C 1,0 , the chain rule says that
a,j * (K Γ ) for any subset K of D with smooth boundary. Again, when all Γ t are the identity map, we define C a,j * (D) to be C a,j * (D Γ ). Define C a,j (D Γ ) and C a,j (D) similarly. We will denote by U(E) a neighborhood of E when E is a subset of R d . For example, we say that D is defined by r < 0 if r is a real function on some U(D) on which D is defined by r < 0.
We will use the following Seeley extension operator [25] .
There is a continuous linear extension operator
Here C • 0 stands for functions with compact support. Seeley [25] showed that there are numerical sequences {a k }, {b k } such that (i) b k < 0 and
Here φ is a C ∞ function satisfying φ(s) = 1 for s < 1 and φ(s) = 0 for s > 2. For a differential form f , we define Ef by extending the coefficients of f via E.
Let us use the extension operator to discuss the space C a,j (D Γ ) and a version of extension for variable domains. We will also discuss an approximation. Let C a,j
There exists an open neighborhood U of D with ∂U ∈ C a and a family of embeddingŝ
Remark 2.4. In (i) of the lemma, the C a,j (UΓ) is defined as C a,j (U Γ ), where
Proof. (i) Since ∂D is in C a with a ≥ 1, we can locally use a C a coordinate change ϕ to transform ∂D into the boundary of the half-space x d ≥ 0. We then extend the mapping
Thus, using a partition of unity and local changes of coordinates, we can extend Γ t : D → D t to embeddings Γ t * from U onto U t for a smoothly bounded domain U containing D, while {Γ t * } ∈ C a,j (U). Next, we extend {Γ
Let us use Seeley's extension for the half-space s ≥ 0. By a partition of unity in the t variable, we may assume that Γ t * = 0 for 1/2 < t < ∞. Define (ii) As above, a family {f
, we can verify the approximation on the compact subset
Lemma 2.1 says that with a ≥ 1, space C a,j (D Γ ) does not depend on the parameterizations Γ t : D → D t , provided they exist. Next, we study the existence of parameterizations Γ t . To this end, we first introduce function spaces without using parametrization. Recall from section 1 that
The D is the total space of the family {D t }.
′ are finite the sets ω are relatively compact in D. Define the topologies of other spaces analogously.
For clarity, sometimes we denote
Proposition 2.6. Let a ∈ R + , j ∈ N and a ≥ j. Let {D t } be a continuous family of domains in R d with a bounded total space D and let ∂D be the boundary of
. Then the following are equivalent:
We say that {D t } is a smooth family of bounded domains of C a,j ∩ C 1,0 boundary if it satisfies one of the above equivalent conditions. Proof. We first show that (i) implies (iii). Assume that such a family {Γ 
Let r 0 = −1 on ω 0 = D. Choose a partition {χ 0 , χ α } of unity by non-negative functions subordinate to the open covering {ω 0 , ω α }. Note that ∇ x r α (x, t) is a non-zero outward normal vector at x ∈ ∂D t . Shrinking ω = ω 0 ∪ (∪ α ω α ) slightly, we can verify that r = χ α r α has the required property. Next, let us show that (iii) implies (i). Assume that the function r is given as in (2.3) with ω being an open neighborhood of D. Define ω t = {x : (x, t) ∈ ω}. Fix t 0 . We need to find a family of embeddings Γ t from D onto D t for t near t 0 . Let n(x) be the gradient vector field of r(x, t 0 ). We approximate n(x) by a vector field v(x) such that v is of class C a on ω t 0 and such that for x in a small neighborhood V of ∂D t 0 , the line segment {x + sv(x) : − ǫ ≤ s ≤ ǫ} intersects ∂D t transversally at a unique point with s = S(x, t) for |t − t 0 | < δ. Note that s is the unique solution to
Note that b depends on x, whileb depends on x, t; and both are positive. We will find ν = ν(x, t, λ) that is strictly increasing in λ such that ν(x, t, λ) ≡ λ for λ near 0, while at the end point λ = b(x) we have ν(x, t, b(x)) =b(x, t).
For the existence of ν and its smoothness, we take a smooth decreasing function χ such that χ(λ) equals 1 near λ = 0 and 0 near χ = b. Furthermore, b 0 χ dλ < b/2. Note that the latter is less thanb when t is close to t 0 . Define
We then define Γ t = I on D t 0 c 1 and
Then Γ t embeds D t 0 onto D t for t close to t 0 . To verify the smoothness of {Γ t }, let x, y be in R d . We start with equations that determine b = b(x):
x + bv(x) = y, r(y, t 0 ) = 0, r(x, t 0 ) = c 1 .
The first two equations determine b via x. Indeed, the Jacobian determinant of y − x − bv(x), r(y, t 0 ) in y, b equals −v(x) · ∇ y r(y, t 0 ). The latter is not zero, since x is close to y, v(x) is close to ∇ y r(y, t 0 ), and ∇ y r(y, t 0 ) = 0 near ∂D t 0 . This shows that b is a function of class C a in x near ∂D t 0 . Theb =b(y, t) is determined by
We see thatb is of class C a,j in y near ∂D t 0 and in t near t 0 . Finally, we consider equations Γ t (y) = u(y, t), which can be written as
We want to use the first two equations to determine x, λ via y and the last equation to determine u(y, t). Recall that 0 ≤ λ ≤ b(x) ≤ ǫ and ǫ > 0 is small. At λ = 0, the Jacobian determinant of x+λv(x), r(x, t 0 ) in x, λ is −|∇ x r(x, t 0 )| 2 , which is non zero. By the implicit function theorem, we can verify that (x, λ) is of class C a in y. By the smoothness properties of b,b verified above and by (2.4), we know that ν(x, t, λ) is of class C a,j in y, t. This shows that {Γ t } is of class C a,j as t varies near t 0 .
Remark 2.7. By Lemma 2.1 and Proposition 2.6, the C a,j (D Γ ) space is independent of {Γ t } ∈ C a,j (D) when a ≥ 1. Furthermore, the parameter t can be in several variables and a parametrization Γ t can be obtained for t near a given point t 0 .
The smooth approximation for C a,j (D) is given by Lemma 2.2. We conclude this section with the following approximation result.
for 0 < t < 1. Then the total space of the extended family is open in R d × (−1, 2). Using partition of unity and Seeley's extension, we can extend each {f t } ∈ C b,j * (D) to a family {f t } in C b,j * ({D t : − 1 < t < 2}). By the standard smoothing, we can get the approximation.
We have provided necessary background for Hölder spaces on variable domains. In our applications, boundary regularity for the ∂-solutions will be derived only in C
• (D) spaces, while the proof of interior regularity is more flexible and it will be carried out in C • * (D) and C
• (D).
Narasimhan lemma and Grauert bumps for variable domains
The main purpose of this section is to recall a construction of Grauert's bumps. We will provide precise smoothness for the bumps with a parameter, which are needed for us to understand the boundary regularity of ∂-solutions on variable domains in section 4.
We
for some positive number C. In our proofs, a domain may not be connected, while a convex domain is always connected.
Lemma 3.1. Let j ∈ N and a ∈ R + with j ≤ a. Let {D t } be a smooth family of bounded domains in C n with C a+2,j boundary. Assume that D t are strictly pseudoconvex. Proof. We will first construct N and B for a fixed domain D by some local changes of coordinates.
We assume that the defining function r of D is C a+2 and strictly plurisubharmonic near ∂D. Fix a point p ∈ ∂D. We want to construct a bump B containing p and a biholomorphic mapping ψ defined on B such that ψ(N) is strictly convex for N = B ∩ D. Furthermore, D 1 = D ∪ B, B, and N are strictly pseudoconvex with C a+2 boundary. We also require
More precisely, let us choose a unitary matrix S such that the map ϕ 0 : z → S(z − p) sends the inner normal vector of ∂D at p to the y n -axis. We will apply two more changes of coordinates that are uniquely determined by Taylor coefficients of r 1 (z) :
0 (z) at the origin. We then specify B and N.
Assume that ϕ 0 has been determined. Near the origin, D ′ = ϕ 0 (D) is defined by r 1 < 0 with r 1 (z) = −y n + O(2). In the Taylor polynomial, we have
with h 1 (z) = o(2). Define a coordinate transformationz = ϕ 1 (z) byz ′ = z ′ and
and
Obviously, r * is C a+2 and strictly convex on some B ǫ 0 . Let χ 0 be a smooth convex function vanishing solely on (−∞, 1]. Let
For C * > 0 sufficiently large,r is strictly convex on B ǫ 0 andN is connected and relatively compact in B ǫ 0 . We remark that ϕ i depend on the first and second-order derivatives of r at p, while ǫ 0 and ǫ 1 depend on the least upper bound of |∂ z r(p)| −1 as well as on the norms of the first and second order derivatives of r. Define ψ = ϕ 2 ϕ 1 ϕ 0 and N = ψ −1 (N). Let χ 1 be a smooth function on R that is 1 for |t| < 1 and 0 for |t| > 2. Definẽ
Here 0 < ǫ 2 < ǫ 1 /C * for some C * that depends only on the least upper bound of |∂ z r(p)| −1
and the norms of the first two derivatives of r; and ψ(B ǫ 2 (p)) is contained in B ǫ 1 (0). When δ > 0 is sufficiently small,r is still strictly plurisubharmonic near ∂D. Note that the bump B covers a relatively large portion of boundary of D as
The ǫ 0 , ǫ 1 , ǫ 2 , and δ can be chosen uniformly when p varies on ∂D.
Using the same defining function r, we find finitely many p 1 , . . . , p m in ∂D, the associated r * i , and the local biholomorphic mappings ψ i defined on
} is an open covering of ∂D. Set r 0 = r and
. When δ * > 0 is sufficiently small, r − r i have small C 2 norms. Thus, we may assume that the ǫ i , δ have been so chosen that thê r i ,N i are strictly convex, r i are strictly plurisubharmonic near ∂D i , and (3.1) holds. Note that r i are defined on the domain of r and r i+1 ≤ r i . Since {B ǫ 2 (p i )} covers ∂D and
We now consider the family {D t }. 
This gives us (ii)
. We obtain (iii) as follows. When I is sufficiently small,r 
Boundary regularity for variable strictly pseudoconvex domains
In this section, we study the boundary regularity of the ∂-equation on variable strictly pseudoconvex domains. The solutions are obtained first for strictly convex domains. Using a reduction procedure via Grauert's bumps, we then apply the regularity result to the general domains.
Let us start with a homotopy formula constructed by Lieb-Range [20] . Let D be a bounded convex domain with C a+2 boundary with a ≥ 0. Then D has a defining function r ∈ C a+2 (U(∂D)) that is convex near ∂D. In fact, the signed distance function δ ∂D is of class C a+2 near ∂D (see [5] ), and it is convex in C n because δ ∂D (x) = sup D⊂H δ H (x), where H are affine half-spaces in C n bounded by hyperplanes. The convexity of D implies that
(Recall that in our convention, a convex set is connected.) Let g 0 (ζ, z) = ζ −z, g 1 (ζ, z) = r ζ , and w = ζ − z. Define
Here Ω 01 is ω 0 ∧ ω 1 when n = 2 and it is zero for n = 1. Note that
Decompose Ω ℓ = Ω We get the homotopy formula for (0, q) form f :
The formulas (4.2)-(4.4) are valid, provided that r ζ can be replaced by a Leray map g 1 (ζ, z), i.e. it is holomorphic in z ∈ D and (4.5)
Note that r ζ is never a Leray map when D is not connected. A Leray map g 1 always exists when D has strictly pseudoconvex C 2 boundary. In the latter case there is another homotopy formula constructed via (4.5), where T q f , restricted to a componentD of D, is defined by (4.3) in which D is replaced byD. Furthermore, for such a homotopy formula, one only needs a mapping g 1 satisfying
for each componentD of D.
Remark 4.1. With a Leray mapping satisfying (4.5), we have the Leray formula
However, the first integral representation is more convenient in holomorphic approximation.
Note that the classical solution operator T q can be estimated for ∂-closed (0, 1) forms; see Siu [26] . For (0, q) forms we recall a ∂-solution operator S q f due to Lieb-Range [20] . We reformulate the Lieb-Range solution operator in terms of the Leray-Koppleman forms for a convex domain.
Recall that the Seeley extension Ef for a differential form f on D is obtained by applying E to the coefficients of the form. 
Proof. Let us modify the solution operator T q given by (4.2)-(4.3). The Ω 01 has total degree 2n − 2. Since Ef has compact support in U(D), we apply Stokes' formula and get
Let us look at the 4 integrals after the last equal sign. To modify the solution operator, we remove the first integral as ∂ 2 = 0. The third integral of the 4 terms is 0 when q > 1, or holomorphic when q = 1. In the latter case, we remove it. We end up with two integrals that do not involve boundary integrals. Moreover, the second integral, after combined with the last integral in (4.3), is over the domain In real coordinates x, ξ, we will write z j = x j + ix n+j and ζ j = ξ j + iξ n+j . Recall that∂ 
with m = 1, . . . , n−1 and i = 1, . . . , 2n, where f t 1 is a coefficient of ∂E t f , A is a polynomial, and dV is the standard volume-form on C n . The coefficients of
where f t 0 are coefficients of E t f . The coefficients for the C-linear combinations are universal and independent of t.
By the proposition, it suffices to show that
We first state the following interior estimate. It is valid for C k+α,j * norm for integers k, j. See [27] for fixed domains.
Proposition 4.4. Let j, k ∈ N and 0 < α < 1. Let {U t } be a smooth family of domains of C k+1+α,j * boundary. Let {f t } ∈ C k+α,j * ({U t }) and let {L t f } be defined by (4.10). If D is a relatively compact open subset of the total space U of {U t }, then for s k ≤ Ck,
Proof. This follows directly from the classical estimates for the Newtonian potential. Since D is relatively compact in U, we find a smooth function χ t (x) in t, x such that χ t f t has compact support in U, while χ t (x) equals 1 near D. We may assume that f t = χ t f t and for {f t } ∈ C k+α,j * we have
The estimate in x derivatives is then classical. For detail, see [5] (pp.54-59).
When n = 1, we have S 1 f = L 1 Ef in (4.6). Thus we have proved the following 1-dimensional result.
Theorem 4.5. Let j, k ∈ N with k ≥ j. Let {D t } be a smooth family of non-empty bounded domains in C with C k+1+α,j boundary. Assume that f t are (0, 1) forms on
We now estimate the boundary integral to gain 1 2 in the Hölder exponent.
Proposition 4.6. Let j, k ∈ N with j < k. Let {U t } be a smooth family of bounded domains with C k+1,j boundary. Suppose that D t is non empty and relatively compact in U t and it is defined by r t < 0 on U t with dr t = 0 on ∂D t . Suppose that the real Hessian of r t is strictly positive-definite on U t \ D t and {r t } is of class C k+1,j ({U t }). Let {K t g} be defined by (4.9) 
where D, U are respectively the total spaces of {D t }, {U t }.
Proof. By Proposition 2.6 we know that {D t } is a family of bounded domains of C k+1,j boundary. Using a cut-off function we may assume that each g t has a compact support in a small neighborhood of ∂D t . Thus the integral K t g is over a fixed bounded domain, which simplifies the computation of t derivatives.
Note that r t ζ · (ζ − z) = 0, for z ∈ D t and ζ ∈ U t \ D t . The latter contains the support of g t . First, we will take the derivatives on the integrand directly. We denote by N ν (x) a monomial of degree ν in x. Let A(w) denote a polynomial in w. Also, the A might be different when it recurs. Let us write
x {K t g(z)} for i ≤ j and i + k 1 < k. We then apply the integration by parts to derive a new formula. Finally we compute two more derivatives to derive the -estimate by using the Hardy-Littlewood lemma. We write ∂
}, which is a linear combination of
. Furthermore, µ 0 , µ 1 , µ 2 satisfying (4.11) and
Next, we will apply the integration by parts to reduce the exponent of r t ζ · (ζ − z) to n − ℓ. This requires us to transport the derivative in t to derivatives in ξ. Thus, we need the space C
• instead of C • * . To this end we write (4.12) as
Using a partition of unity in (ζ, t) space, we may assume that g t (ζ) has compact support in a small ball B centered at (ζ 0 , t 0 ), and on B
is 0 on D t and has a compact support in B, we apply Stokes' theorem and obtain that, up to a constant multiple
Repeating this shows that up to a constant
by Hardy-Littlewood lemma it suffices to verify
By (4.16), we get
Recall from (4.14) that m = µ 1 + j 2 . Hence
We obtain similar estimates for |∂ s x v t (ξ, x)|. In summary, we have
Here C depends on r U ;k+1,j . Now,
2 , it suffices to estimate (4.17) for ℓ = n − 1. We have
Then the last integrals are bounded by C dist(z, ∂D t ) −1/2 . For the further detail, see LiebRange (the estimates of J k (z) in [20] , pp. 155-166.)
To study regularity of ∂-solutions for variable domains, we need to introduce the following. Proof. Obviously, the last assertion follows from the first assertion. Suppose that {K t } is upper-semi continuous with total space K. If K is not compact, there is a sequence (x m , t m ) ∈ K that does not admit any convergent subsequence with limit in K. We may assume that t m → t 0 as m → ∞. Since K t 0 is bounded, it is contained in an open ball U of finite radius. By the upper-semi continuity, we know that K tm ⊂ U for m sufficiently large. We may assume that x m → x 0 . Then x 0 is not in K t 0 . Take another open set U ′ containing K t 0 such that x 0 is not in U ′ . By the upper semi-continuity, we have
Since K is compact, taking a subsequence if necessary we conclude that (x m , t m ) tends to (x 0 , t 0 ) ∈ K. This shows that x 0 ∈ K t 0 \ U and the latter is non-empty, a contradiction. 
Proof. We first consider the case when all D t are strictly convex. By Proposition 2.6 we can find defining functions r t for D t , where {r t } ∈ C k+1,j (U); and r t have positive-definite real Hessian on ∂D t replacing r t by e Cr t − 1 if necessary. Then we have homotopy formula (4.8) that provides a solutions operators S t . The regularity follows from Propositions 4.4 and 4.6.
The proof for the general case consists of two steps. We first use the bumps in Lemma 3.1 and the theorem for the strictly convex domains to extend {f t } to a family of ∂-closed forms on larger domains. We then solve the ∂-equation on a fixed large domain by using the classical homotopy formula. Note that we only constructed bumps uniformly in t for t close to a given value. Thus, we will first define the solution operator S t locally in t and we will then define S t for all t by using a partition of unity in parameter t. We recall the construction from Lemma 3.1. Fix t 0 . We can find a connected neighborhood I of t 0 such that when restricting t to I we have the following: there are finitely many strictly pseudoconvex domains D 
and there exists a biholomorphic mapping φ i from ω i onto B ǫ , independent of t, such that N is valid for all t near t 0 and all i. We then define
We have {g
. Again, for the fixed t 0 , we can find a strictly pseudoconvex domain D * of C 2 boundary such that D t ⊂ D * for t near t 0 . Let T be the solution operator from the classical homotopy formula on D * . By the interior regularity property of T D * , we get 
Henkin-Ramírez functions for variable strictly pseudoconvex open sets
In this section we will construct a family of Henkin-Ramírez functions for variable strictly pseudoconvex open sets. As an application, we will find homotopy formulas for a smooth family {D t } of strictly pseudoconvex domains. The following theorem is on Henkin-Ramírez functions with parameter.
Theorem 5.1. Let a, b ∈ R + , j ∈ N, and j ≤ a. Let {ω
for some λ 0 > 0 and d 0 > 0. Let 0 < δ 1 < δ 0 and
Then d > 0 and there exist functions Φ t (z, ζ) and
Remark 5.2. (i) The main conclusion is about the uniform size ǫ, given in (5.5), of the band D Proof. To simplify notation, we first derive some uniform estimates without parameter. We then make necessary adjustments for the parametrized version.
(i) Let us first assume that r t is independent of t.
We consider the Levi polynomial of r at ζ
Assume that Using a real smooth function χ ≥ 0 with compact support in the unit ball of C n such that χ = 1, let us define
Then we get C ∞ functions a ij such that on
We replace the Levi polynomial Let χ be a C ∞ function such that χ(ζ) = 1 for |ζ| < Define
By the interior estimate, we obtain u ∈ C a+1 (D ǫ ′ ) as f ∈ C a+1 (D ǫ ′ ). We also have
which is continuous on D e ′ × (D δ 1 \ D −ǫ ) for |α| + |β| ≤ a + 1. Therefore,
By (5.9), we can define log F (z, ζ) for 0 < |ζ − z| < ǫ to define Φ(z, ζ) = F (z, ζ)e −u(z,ζ)
if |ζ − z| < d, e χ(ζ−z) log F (z,ζ)−u(z,ζ) otherwise. 1 (2πi) n |ζ 1 |=δ,|ζ 2 −p 2 |=δ,...,|ζn−pn|=δ
It is clear that {f Here χ δ (z) = δ −2n χ(δ −2n z), χ ≥ 0 is a smooth function with compact support in C n , and χ = 1. For suitable δ i > 0 and L i , the r i are strictly plurisubharmonic and have no degenerate critical point on K We know that there exists λ 0 > 0 such that
