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We propose a model of coupled oscillators with noise that performs binding and segmentation of objects using aset of stored images each consisting of figures and a background.
The amplitudes of the oscillators encode the spatial and featural distribution of the external stimulus.
In the learning stage the couplings between the phases are modified in a Hebb-like manner.
By meanfield analysis and simulations we show that an external stimulus whose local features resemble those of one or several of the stored figures causes a selective phase coherence that retrieves the stored pattern of segmentation.
In most associative memory neural network models information is encoded by the time-averaged levels of activity of the neurons.
It is thus difficult to incorporate in these models global relationships between parts of the memories such as binding subsets of the network into distinct objects and separating them from the background. Von del' Malsburg and Schneider, 1 have proposed that the temporal firing patterns of different neurons encode the global properties of the stimulus. This idea gained support from the recent experiments2,3 which showed that neurons in the visual cortex of cat exhibit oscillatory responses that are coherent over large distances in a manner that depends on the global properties of the stimulus. In the paper of Wong et al.7 (see also Ref. 8) the model was proposed which was able to segment different images from each other by imposing phase shifts between sinchronized oscillatory activities of groups of neurons, corresponding to different patterns. The synchrinization in this model is achieved by the synaptic structure, determined by the memory. However the segmentation of the figure from the background cannot be obtained within this model. In this paper we study a model of coupled oscillators that perform segmentation solely on the basis of stored segmented images. The newtork is based on the phenomenological oscillator model of Sompolinsky et al.4 Neurons are modeled as interacting oscillators whose amplitudes are determined completely by the local external stimulus. The phases are determined cooperatively through the matrix of connections. Unlike previous models6,5,4 the connection between a
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-r- The activity of the oscillatory neuron at site r is described by its amplitude and phase. The amplitude V(r) is independent of time during a given stimulus. It is a fixed monotonic function of the time-averaged level of activity which is assumed to be completely determined by the properties of the current stimulus. The phases <p( r, t) govern the temporal aspect of neural activity. They are assumed to obey the following equations
where w is the frequency of the neural oscillations and 1}(r, t) represents an external noise. The matrix elements J(r, r') are the connection strenghs between the phases of neurons at locations rand r'. As in the work 4 they are postulated to obey a fast Hebb l'ule
Equation (2) determines the effect of the current stimulus on the connection between the phases. The terms W(r, r') specify the architecture of the connections, independent of the current stimulus. In the present model they encode the memory patterns and are therefore modified, through a slow learning process, by the past experience.
As in Ref. 4 we assume a network architecture reminiscent of the organization of primary visual cortex. The neurons are labeled by r == (R,8) where R is the spatial 2D coordinate and 8 is the feature encoded by the neuron, taken here to be its preferred orientation. Neurons with the same R are called a 'cluster'. The preferred orientations, 8, are assumed to be uniformly distributed between 0 and 7r within each cluster. The stimulus consists of a textUl'e of short oriented bars. They are described by B~specifying the orientation of the external input at the cluster sitee R. The amplitudes of activity of a neuron at (RB) induced by the stimulus is given by a 'tuning curve' V(BR -B~). The function 11(8) has a period of 7r. It is assumed to have a narrow positive maximum at 8 = 0 and negative side bands.
Note that this architecture is more complicated then the one usually used in the models of associative memory. The reason is directly related with the notion of background.
In order to distinguish background from the collection of other stored patterns, one has to introduce an additional internal degree of freedom at each node. In our case these degrees of freedom are preferred orientations ewithin a cluster. In this aspect our model differs from Refs. 7 and 8
where segmentation of patterns among other each other was discussed. The intra-cluster connections WR,R(B, B') are assumed to be sufficiently strong that all the phases of the active neurons within a cluster are synchronized. We therefore write <PR( e, t) = wi + ?jJR(t) , (3) where the cluster phase 'l/JR(t) represents the deviation of the phase within a cluster from the simple rotator wt. Likewise the external noise is assumed to be spatially uniform within each cluster so that it depends only on R. Averaging Eq.(l) over the intra-cluster coordinates 0,01 one obtains~R
R'#R
where JR,R' is the effective interaction between the cluster phases. It is given by
JR,R' =~V (OR-a~)WR,R,(a,O')V(aR'
-O~,).
The
cluster noise 1]R(t) has a variance (1]R(t)1]R,(t')) = 2T8R,R,8(t -t')
where T is the analog of temperature in statistical physics. The competition between JR,R' and the cluster noise determines the coherence between the different clusters.
Note that we have assumed here that the external stimulus excites all the clusters in the network. The values of WR,R'(O,
is determined by the learning rules detailed below. For concreteness we will consider here memorized images each of which consists of a single figure and a background.
We defined a set of P patterns of the form {~il, Bil}, f-1 = 1,..., P. (8R -a') .
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The function 6( B) is a crucial factor in determining the stability of the memories. Therefore its form (or equivalently that of V) has to be chosen according to the statistical distribution of the embedded images. In the present work we will focus on the simple case of memories with random orienttion distribution, i.e., we will assume that each 8'R is drawn at random from a uniform distribution between 0 and 7r. For this case stability of retrieved patterns requires that (8)
This of course can be achieved by appropriate choice of the V, which should obey the same requirment. The perfomance of the network is not sensitive to the specifiqe form of the function 6(e). The only important parameter is its width CJ, given by
In the folowing we will use the normalized form of ,6., such that ,6.(0) = 1. We analyze the performance of the system in the limit of large N and finite P using meanfield theory. We will further assume for simplicity that each of the figures in the memories occupies a fraction f, 0 < f < 1 of the N clusters. The retrieving stimulus corresponding to the pattern, say, 1 has an orientation distribution of the form
where XR, which define the orientations of the stimulus in the background of memory 1, are random.
Because the connection matrix, Eq. (7), is symmetric the equilibrium properties of the system can be described by a Gibbs distribution with a Hamiltonian of an inhomogeneous X -Y spin system 1 '" .
where SR is a two-dimensional unit vector whose components are (cos1jJR,sin1jJR). Using standard mean-field methods, we find the following three states: (12) . T > 0. 5 .
. This is a frozen state. The figure remains synchronized but the spins of the background no longer fluctuate rapidly but freeze in random directions determined by the realizations of all the images. This causes fixed phase relationships between various neurons in the background as well as between them and the figure.
To summarize we have found that as long as the width of the tuning curve is not too big (i.e., a is sufficiently small) there is a significant range of temperatures where an external stimulus containing a texture similar to one of the memorized figures will generate a segmentation state where the neurons corresponding to the figure will be synchronized while the background wi1l be completely asynchronous.
We have checked this prediction by simulating the cluster dynamics, Eqs. (4) and (7), with a network consisting of 300 clusters and 10 stored images with f = 0.5.
The function ,6., chosen in simulations, was of the simplest form, consistent with the requirment 
magnitudes and directions of the arrows show the neurons in the figures have well defined phases that are highly synchronized within each figure. The relative phase between the figures remains arbitrary and is determined by their random initial condition.
The neurons in the background have very little temporal order as signaled by the small magnitudes of their local magnetization.
The random directions of the small arrows in the background indicate that the weak short time local order is not spatially synchronized.
Finally, we considered the perfomance of a large network, segmenting a finite number of random patterns. The situation can also be considered, when the number of patterns p is proportional to the number of clusters N. The maximal possible ratio piN, for which the network is still able to segment depends on the shape of the function (8) and turns out to be inversly proportional to it's width.
