Practical imaging constraints restrict the number of wavelengths that can be measured in a single Bioluminescence Tomography imaging session, but it is unclear which set of measurement wavelengths is optimal, in the sense of providing the most information about the bioluminescent source. Mutual Information was used to integrate knowledge of the type of bioluminescent source likely to be present, the optical properties of tissue and physics of light propagation, and the noise characteristics of the imaging system, in order to quantify the information contained in measurements at different sets of wavelengths. The approach was applied to a two-dimensional simulation of Bioluminescence Tomography imaging of a mouse, and the results indicate that different wavelengths and sets of wavelengths contain different amounts of information. When imaging at a single wavelength, 580nm was found to be optimal, and when imaging at two wavelengths, 570nm and 580nm were found to be optimal. Examination of the dispersion of the posterior distributions for single wavelengths suggests that information regarding the location of the centre of the bioluminescence distribution is relatively independent of wavelength, whilst information regarding the width of the bioluminescence distribution is relatively wavelength specific.
INTRODUCTION Bioluminescence Tomography (BLT)
1 is a pre-clinical medical imaging technique that quantifies the threedimensional distribution of a bioluminescent molecule within tissue, via measurement of the light that reaches the surface of the subject. Bioluminescent molecules typically have a finite spectral range within which they emit, 2 and tissues have spectrally dependent scattering and absorption properties, 3 which suggests that measurements acquired at different wavelengths may provide different information about the bioluminescent sources. However, the strong attenuation of tissue, coupled with the relatively weak emission of bioluminescent molecules and limited imaging time (due to the length of time for which a subject can be safely kept sedated, and the consumption of the substrate of the bioluminescence process and subsequent reduction in bioluminescence), mean that it is typically not practical to image at all wavelengths that might be of interest. It is then necessary to choose a set of wavelengths at which to image such that a maximum amount of information about the bioluminescent sources is preserved.
Information Theory analyses the information content of signals. 4 Mutual Information (MI) is an information theoretic measure of the mutual dependence of two random variables which quantifies to what extent knowledge of the value of one random variable reduces our uncertainty of the value of the other random variable. It has been used for system optimisation in other contexts, such as detector placement 5 and laser modulation frequency in Fluorescence Tomography. If the bioluminescence problem is viewed in this context, the distribution of all possible bioluminescence images forms one random variable, and the distribution of all possible measurements acquired at a particular wavelength set forms a second random variable. MI can quantify the degree to which measurements at a particular wavelength set reduce the uncertainty in the bioluminescence image, and vice versa. The expression for MI is:
where x is a bioluminescence image drawn from the set of possible bioluminescence images X, y is a set of measurements drawn from the set of possible sets of measurements Y , P (x, y) is the joint probability of observing bioluminescence image x and measurements y together, and P (x) and P (y) are the probabilities of observing a bioluminescence image and measurement set respectively, in the absence of any observation of the other.
In this work Monte Carlo (MC) integration was used to estimate the value of I(X, Y ) in a two-dimensional simulation for the set of bioluminescence images consisting of a spatially Gaussian bioluminescence source present somewhere in the tissue, and for measurement sets consisting of measurements taken at one or two wavelengths. The dispersion (in terms of standard deviation) of the posterior distribution (see eq. 6) was also examined as a metric of the quality of the posterior distribution, to both provide more information about the distribution and act as a validation mechanism for MI.
METHODS
A finite element approach was used to model the bioluminescence problem. A two-dimensional circular finite element mesh was generated with the Nirfast 7 software package, which was also used to model the physics of light propagation through tissue (see fig. 1 ). The optical properties of the circular mesh were assigned by overlaying the circular mesh onto a three-dimensional mouse atlas containing labelled tissue types, 8 transferring the labels onto the circular mesh (see fig. 1(a) ), and then using optical properties from literature 3 for each tissue type (see figs. 1(c) and 1(d)). Sixteen measurements locations (see fig. 1 (a)) were placed on the edge of the mesh so as to emulate the surface coverage of an existing multi-modality imaging system including a camera and two mirrors. The bioluminescence distribution within the mesh was chosen to be Gaussian (see fig. 1(b) ). The bioluminescence source intensity and width were drawn from Normal distributions N (10, 2.8) and N (3mm, 0.25mm
2 ) respectively, and the source centre location was drawn from a Uniform distribution over the whole mesh.
The use of a camera constrains all measurements at a particular wavelength to share a common exposure time. For this study it was assumed to be possible to expose the camera until at least one measurement reached 90% of the capacity of the camera (which is 65535 counts) at any of the wavelengths examined. The measurement noise was modelled on the multi-modality imaging system, which has very low read noise on the order of 10 electrons, in addition to shot noise, which was approximated via a Normal distribution to reduce computational time.
MI was estimated through nested MC integration. The expression for MI (see eq. 1) can be rewritten as:
Eq. 2 cannot be readily integrated analytically for the desired problem, and so its value was estimated using MC integration, which results in the following expression:
The variables x i and y i are samples drawn from the joint distribution P (x, y). The probability distribution P (y) is defined through P (y|x) and P (x): Unfortunately, eq. 4 is also not readily integrable, and so MC integration was also used to estimate the value of P (y), resulting in the final expression:
The variable x j is drawn from the distribution P (x).
The computation of MI was implemented in Matlab and executed in a parallel manner on multiple computers. In single wavelength estimation, a total of 2.5 × 10 7 samples were used for each wavelength (5000 samples for the outer MC integration, and 5000 samples for the inner MC integration which was repeated once per outer MC integration sample). In testing dual wavelength sets, a total of 7.5×10 7 samples were used for each wavelength set (15000 samples for the outer MC integration, and 5000 samples for the inner MC integration). It was assumed that surface signal at each wavelength is sufficient to allow the 16-bit camera to integrate until at least one measurement reaches 90% of its dynamic range.
The MI results were validated via an examination of the characteristics of the posterior distribution P (x|y). Bayes' theorem states: It is impractical to evaluate the posterior in this case, so Markov Chain Monte Carlo (MCMC) sampling was used to draw samples from P (x|y), which were then used to quantify the dispersion of the posterior distribution in terms of the standard deviation of distribution centre, intensity and width for a number of test problems. The dispersion gives an estimate of the width of P (x|y) for the bioluminescence distribution parameters, and disperse distributions generally indicate a large degree of uncertainty. The computation of MCMC sampling was implemented in Matlab and executed using the University of Birmingham's BlueBEAR HPC service.
RESULTS AND DISCUSSION
The results of MI estimation are presented in figs. 2 and 3. The single wavelength MI estimation in fig. 2 shows large differences in MI for different wavelengths, which indicates that measurement information content is wavelength-dependent. More information appears to be provided by lower wavelengths, despite the reduction in absorption and scattering at higher wavelengths (see figs. 1(c) and 1(d) ). The wavelength with the strongest absorption, 580nm, appears to provide the greatest information (under the assumption that the camera is sufficiently sensitive that at least one measurement can reach 90% of the camera capacity). Indeed, the MI distribution appears to broadly follow the tissue absorption distribution (see fig. 1(c) ). The dispersion of the posterior distributions in the form of the standard deviations produces mixed results here. The location standard deviation (see fig. 2(b) ) does not strongly favour any wavelength, but if anything slightly favours high wavelengths in terms of the variation of standard deviation, and outliers. However, intensity standard deviations (see fig. 2(c) ) favour 570nm and 580nm, and width standard deviations (see fig. 2(d) ) strongly favour 580nm. This suggests that while 580nm may not necessarily provide the most information about bioluminescence distribution centre, it does provide the most information about distribution width and distribution intensity, such that it provides the most information overall.
The MI for sets of two wavelengths (see fig. 3(a) ) indicate that a low wavelength is advantageous. However, Figure 3(a) shows the MI for sets of two wavelengths, estimated using 7.5 × 10 6 samples. The primary pattern visible here is that wavelength sets with at least one low wavelength possess the highest MI. The second (higher) wavelength does not in general greatly alter the MI. The best wavelength set is that consisting of 570nm and 580nm. However, the posterior standard deviations do not agree with MI in this case. Figures 3(b) to 3(d) show the dispersions of the posterior distributions in terms of the mean standard deviation for each of the wavelength sets, and indicate that the wavelength sets with lowest posterior standard deviations contain a wavelength below 580nm and a wavelength above 600nm.
MI changes little when changing a second higher wavelength, which indicates that the new information provided by measurements at a second wavelength is largely independent of the wavelength. The maximum MI here is associated with the wavelength set consisting of 570nm and 580nm. However, the validation via examination of posterior standard deviations is clearly in disagreement with MI here. For each of the variables (location, intensity, and width), the wavelength set consisting of 570nm and 580nm is not optimal. Wavelengths consisting of a wavelength below 590 and a wavelength above 600nm are superior in terms of standard deviation. It is not clear why this is the case, although it is possible that the posterior distribution for sets of two wavelengths is so complex that the distribution dispersion is not a good measure of the information content, or that the MCMC sampling method is not sampling from the full distribution.
CONCLUSIONS
MI was used as a criteria for wavelength selection in BLT, and validated by examination of the "width" of the posterior distribution. For single wavelengths, MI suggests that 580nm is optimal and that there is a significant difference in information content between wavelengths. Analysis of posterior distribution standard deviations suggests that this difference in information content is predominantly associated with bioluminescence distribution width, followed by intensity.
For sets of two wavelengths, MI suggests that the set consisting of 570nm and 580nm is optimal, although the MI distribution indicates that the lowest wavelength of the set provides the majority of the information and the choice of second wavelength is of much less importance. However, in this case the posterior distribution standard deviations disagree with MI, and suggest that the best wavelength sets consist of a wavelength below 590nm and a wavelength above 600nm. The reason for this discrepancy is unknown, although it is possible that the posterior distribution for sets of two wavelengths is sufficiently complex that either the distribution standard deviations are not a good measure of information content or the MCMC algorithm is not sampling from the full distribution. Future work should re-examine this issue to determine its source.
The presented results suggest that wavelength selection in BLT significantly affects the quality of the information obtained through imaging, and MI shows promise as a metric for optimal wavelength selection. In addition, MI can in principle be used to examine the effects of other imaging factors, such as detector location placement, optical property variation, and bioluminescent source location. Future work will examine these, with the goal of performing subject-specific imaging optimisation.
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