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We show that functions with convergent real power series can be well
approximated by two classes of polynomial-size small-weight threshold
circuits: depth-three circuits with threshold gates on all levels and depth-
four circuits with threshold gates on the first two levels and ANDOR
gates on the last two. This is done without restricting the input to a fixed
closed subinterval of the interval of convergence of the series. We also
point out that rational functions and the logarithm of x in base b can be
well approximated by the same classes of circuits when both x and b are
given as input. ] 1999 Academic Press
1. INTRODUCTION
The class TC0 of functions computed by constant-depth polynomial-size circuits
with AND, OR, and majority gates of unbounded fan-in has received a lot of atten-
tion in recent years. One reason is that TC0 circuits are a restricted type of neural
network, an area of very active research (see the surveys of Parberry, 1990;
Orponen, 1994). Another reason is that TC0 is one of the simplest classes of circuits
for which no strong lower bound result is known. In particular, it is not known if
TC0 contains all of NP.
Some results have been obtained on the computational limits of TC0 circuits. For
example, it is known that depth-two TC0 circuits require exponential size to com-
pute a certain depth-three TC0 function (Hajnal et al., 1993). However, it is not
known if even depth-three TC0 circuits can compute all of NP.
In fact, TC0 circuits of small depth have turned out to be surprisingly powerful. For
example, it has been shown that depth-three TC0 circuits of quasipolynomial-size,
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i.e. size n(log n)O(1) , can simulate ACC0 circuits of any depth (Yao, 1990; Beigel and
Tarui, 1994).
Another surprising result concerns the problem of multiplying n n-bit numbers
(iterated multiplication) and the problem of dividing two n-bit numbers (division).
The NC1 algorithms of Beame, Cook, and Hoover (1986) for these two functions
were quickly observed to be implementable by TC0 circuits. More recently, Siu and
Roychowdhury (1994) have shown that these two functions can be computed by
depth-four and depth-three TC0 circuits, respectively.
As observed by Reif and Tate (1992), the fact that TC0 circuits can compute
iterated multiplication implies that TC0 contains a surprisingly rich class of func-
tions. Suppose that f is analytic at c with Taylor series expansion
f (x)= :

k=0
ak (x&c)k
for | x&c |<R. Then, on any fixed closed subinterval I of ]c&R, c+R[ , f can be
approximated with accuracy 2&n by a TC0 circuit. This implies that TC0 circuits
can approximate functions such as integer reciprocal, logarithm, square root, sine,
and cosine.
A naive approach for obtaining such circuits would be to truncate the series,
round the coefficients ak , and use iterated multiplication and iterated addition cir-
cuits to evaluate the resulting polynomial. Even using the best known circuits for
these two functions (Siu and Roychowdhury, 1994), the resulting circuit would
have depth six.
Better circuits can be obtained by using Chinese remaindering directly to com-
pute the power series. In this article, we will use this idea to obtain efficient TC0
circuits for a more general version of the problem. Instead of being restricted to a
fixed closed subinterval of the interval of convergence, inputs of length n will be
allowed to belong to an increasingly larger closed subinterval In of the interval of
convergence.
Two circuits will be constructed. For the first circuit, we extract from the work
of Siu and Roychowdhury (1994) a general result for evaluating arbitrary integer
functions by Chinese remaindering. We then use this to approximate power series
with depth-three TC0 circuits.
The second circuit is obtained by considering a different point of view. Since
majority gates are much more powerful than ANDOR gates, we will minimize first
the number of levels of majority gates that are used. Recall that our TC0 circuits
allow the explicit use of ANDOR gates. Define the majority-depth of a TC0 circuit
to be the maximum number of majority gates on any path in the circuit. By using
the Chinese remaindering implementation of Maciel and The rien (1995), we will
show that any power series can be approximated by TC0 circuits of total depth four
but of majority-depth two. In fact, majority gates will be used only on the first two
levels of the circuit.
Finally, we will use power series to approximate rational functions and logb x
when both b and x are real numbers given as input and not restricted to any par-
ticular interval. Rational functions and logb x can both be approximated with
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accuracy 2&n by depth-three TC0 circuits and by depth-four TC0 circuits of
majority-depth two.
2. PRELIMINARIES
In this section, we briefly introduce some of the notation and preliminary results
that will be needed later. A more detailed presentation of some of this material can
be found in Maciel and The rien (1995) and Maciel (1995).
2.1. Definitions and Background
In this article, Boolean functions are either total or partial functions from [0, 1]*
to [0, 1]*. We say that a function f is computed by a Boolean circuit C if C out-
puts the value of f for every input in the domain of f.
It is well known that the class TC0 can be equivalently defined in terms of AND,
OR, and majority gates, in terms of majority gates alone, or in terms of small-
weight threshold gates. The class TC0d corresponding to TC
0 circuits of depth d can
also be equivalently defined in terms of these three sets of gates.
Circuits are often designed in stages, each consisting of circuits from a certain
class. We will describe the class of functions computed by such circuits as the com-
position of the corresponding classes of functions. If 1 and 4 are classes of Boolean
functions, we write 1 b 4 to denote the class of functions f of the form
f (x)=g (h (x)), where g # 1 and h # 4. For example, it is not hard to see that
AC02 b TC
0
2 is the class of functions computed by depth-four polynomial-size circuits
with majority gates on levels one and two, and ANDOR gates on levels three and
four.
To ensure that the complexity of the second stage be measured relative to n, the
input length of the entire circuit, and not relative to the output length of the first
stage, which might be much smaller, for the remainder of this article, 1 b 4 will
always mean 1 b 4$, where 4$ is the class of functions in 4 whose output length is
monotone increasing. For most of the classes considered in this article, this makes
no difference as 1 b 4$ is equal to the original 1 b 4. The exception is when 1 is
either APOL or ASUM, two classes to be defined later; these are approximation
classes and the approximations are of lesser quality for shorter input lengths.
Since our TC0 circuits are composed of both ANDOR gates and majority gates,
we will be interested in showing that certain stages in those circuits can be com-
puted by small-depth AC0 circuits. In fact, we will show that these computations
can be carried out by both AC0d circuits with only OR gates at the output and AC
0
d
circuits with only AND gates at the output. Let d and >d be defined by AC0d
circuits with either only OR gates or AND gates at the output, respectively. Let
2d=d & >d .
The advantage of showing that the function computed by a certain stage in a cir-
cuit is in 2d , instead of just d , >d , or AC0d , is that in some contexts this will allow
us to reduce the depth of our circuits. For example, if d2, then NC0 b 2d=2d ,
where NC0 is the class of functions computed by constant-depth circuits with con-
stant fan-in ANDOR gates. Another example is that 2k b 2d=2k+d&1 .
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Let SYM denote the class of functions computed by depth-one polynomial-size
circuits consisting entirely of symmetric gates, i.e., gates whose output is determined
by the sum of their inputs. SYM obviously contains all symmetric functions but it
also contains any function whose output is determined by the value of a constant
number of small-weight sums of the inputs. It is well known that SYMTC02 . We
will also use the fact that SYM21 b TC01 b NC
0
1 , where NC
0
1 corresponds to depth-
one NC0 circuits.
Definition. 1. Let POL denote the class of Boolean functions f whose output
length m is bounded by a polynomial in n and such that the following holds. Let
f (x)=(F1 (x), ..., Fm (x)). There is a polynomial s and a constant c such that, for
every n, there are polynomials G1 , ..., Gm # Z [x1 , ..., xn ] whose coefficients are
bounded in absolute value by s(n), whose degrees are bounded by c and such that,
for every i and every x # dom( f ) & [0, 1]n, Fi (x)=Gi (x). Let SUM be the subclass
of POL corresponding to polynomials of degree one.
The usual proof that SYMTC02 actually shows that SYMSUM b TC
0
1 . It is
easy to see that TC01 b SUM=TC
0
1 , so that TC
0
1 b SYM=TC
0
2 .
We will also be interested in those functions that can be well approximated by
constant-degree polynomials in the following sense.
Definition. 2. Let APOL denote the class of Boolean functions f whose output
length m is bounded by a polynomial in n and such that, for every polynomial p,
the following holds. Let f (x)=(F1 (x), ..., Fm (x)). There is a polynomial s and a
constant c such that, for every n, there are numbers t1 , ..., tms(n) and polynomials
G1 , ..., Gm # Z [x1 , ..., xn ] whose coefficients are bounded in absolute value by s(n),
whose degrees are bounded by c and such that, for every i and every
x # dom( f ) & [0, 1]n,
} F i (x)&Gi (x)ti }<
1
p(n)
.
Let ASUM be the subclass of APOL corresponding to polynomials of degree one.
Some of the interesting properties of these classes are that APOL=ASUM b
NC01 , ASUMTC
0
1 , and NC
0 b APOL=APOL.1
2.2. Chinese remaindering
Chinese remaindering was used by Beame et al. (1986) to show that iterared
multiplication and division can be computed by NC1 circuits. Since then, the
technique has been used to efficiently compute various arithmetic functions using
small-depth TC0 circuits (Maciel and The rien, 1995; Maciel, 1995; Siu et al., 1993;
Siu and Roychowdhury, 1994).
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1 Note that the proof of APOL=ASUM b NC01 uses the fact that ASUM b NC
0
1 actually means
ASUM b (NC01)$, where (NC
0
1)$ is the subclass of NC
0
1 containing only functions with monotone increasing
output length.
As mentioned in the Introduction, two implementations of Chinese remaindering
will be considered in this article. They differ mainly in the way that iterated addi-
tion is performed.
The first implementation aims at minimizing majority-depth.
Theorem 3. Let f : [0, 1]*  Z and suppose that, for every n, q1 , ..., qm are
pairwise relatively prime numbers such that
(a) max[q1 , .., qm ] # nO(1)
(b) Q=>mi=1 qi>max [2 | f (x) | : x # [0, 1]
n].
If computing f modulo q1 , ..., qm is in 1, then f is in 22 b SYM b 1.
Note that since SYM21 b TC01 b NC
0
1 , this implementation of Chinese remain-
dering has the advantage of adding only one level of majority gates to 1. A proof
of Theorem 3 can be easily obtained from the proof of a similar result in Maciel
and The rien (1995). A detailed proof can also be found in Maciel (1995).
The second implementation, on the other hand, has the advantage of adding only
two levels of gates to 1. It is due to Siu and Roychowdhury (1994), who improved
on an earlier result of Siu et al. (1993). The following theorem slightly strengthens
a result that is implicit in their work.
Theorem 4. Let f and q1 , ..., qm be as in Theorem 3. If f modulo q1 , ..., qm is in
1, then f is in APOL b TC01 b 1.
2.3. Polynomials
The circuits of the next section will approximate a given power series by one of
its partial sums, thus reducing the power series approximation problem to a poly-
nomial approximation problem. In this section, we indicate how to efficiently
approximate polynomials. We omit proofs since these are similar to the proofs of
related earlier results. See, for example, the computation of powering in Maciel and
The rien (1995) or Siu et al. (1993).
First, we consider the problem of evaluating integer polynomials. Suppose that,
for every n, a0 , ..., an is a sequence of n-bit integers, and consider the polynomial
f (x)=a0+a1x+ } } } +anxn. Let m=n2+n+1. We define the problem:
Integer Polynomial Evaluation.
Input: An n-bit integer x
Output: The m-bit integer a0+a1x+ } } } +anxn
Let p1 , ..., pm be the first m prime numbers. The key step in evaluating f efficiently
is the fact that the value of f (x) mod q is determined by the value of x mod q. This
gives
Lemma 5. Integer polynomial evaluation modulo p1 , ..., pm is in SYM.
Theorems 3 and 4 now imply that
Theorem 6. Integer polynomial evaluation is in 22 b TC02 and in ASUM b TC
0
2 .
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We now generalize the integer polynomial evaluation problem by allowing both
the coefficients and the input to be real numbers. Whether input or output, real
numbers will be represented by a sign, an integral part, and a fractional part. For
example, 0, 011, 101 will represent 3.625. Of course, not all real numbers can be
represented in this way. In general, the real number \M&1i=&m xi2
i will be called an
(M, m)-bit real number.
For every n, suppose that a0 , ..., an are real numbers with | ak |<2n, and consider
f (x)=a0+a1x+ } } } +anxn. Notice that since the coefficients of f may have infinite
binary representations, f (x) could also have an infinite binary representation, so
that, in general, we can only hope to approximate f (x). The quality of the
approximation will be controlled by two parameters that are both functions of the
input length. The first parameter, m, specifies the length of the fractional part of the
approximation. The second one, r, specifies the maximum error that is allowed in
addition to the usual roundoff error; in other words, the total error will be bounded
by 2&(m+1)+2&r. For example, taking r=m will produce an approximation with
m fractional bits and error bounded by 2&m. For every n, let M=n2+n+1.
Real Polynomial Evaluation.
Input: An (n, n)-bit real number x
Output: An (M, m)-bit real number that approximates a0+a1x+ } } } +anxn with
accuracy 2&(m+1)+2&r
Our strategy is simple: round off the coefficients of the polynomial to an
appropriate number of bits and then, by scaling, transform the problem into an
integer polynomial evaluation. This gives the following result.
Theorem 7. For every m, r # nO(1), real polynomial approximation is in 22 b TC02
and in ASUM b TC02 .
3. POWER SERIES
Let k=0 akx
k be a power series with real coefficients and radius of convergence
R. In this section, we consider the problem of computing a good approximation to
k=0 akx
k given an input number x. The usual approach is to restrict x to a fixed
closed subinterval I of the interval of convergence ]&R, R[.2 It can then be shown
that there is a partial sum Nk=0 akx
k, with N # nO(1), that provides a good
approximation to the series.
However, as n becomes larger, an (n, n)-bit input number can in principle be
arbitrarily close to the endpoints of the interval of convergence. We will therefore
remove the restriction to a fixed closed subinterval and, instead, consider an
increasing sequence of subintervals I1I2I3 } } } /]&R, R[, one for each
value of n, so that (n, n)-bit input numbers will be taken from In . As the input
numbers are allowed to get closer to the endpoints of the interval of convergence,
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2 We use ]a, b[ to denote the open interval [x : a<x<b].
a partial sum with more terms will be needed in order to achieve the same quality
of approximation. The key will be to show that under certain precise conditions on
the growth rate of In and on the rate of convergence of the power series, the
required number of terms remains polynomial.
3.1. Finite Radius of Covergence
Let k=0 ak x
k be a power series with real coefficients and finite positive radius
of convergence R. Consider a sequence I1 , I2 , ... of closed subintervals of ]&R, R[.
We assume that InIn+1 for every n. Let f : ]&R, R[  R be defined by
f (x)=k=0 ak x
k and suppose that max[ | f (x) | : x # In , x an (n, n)-bit real num-
ber]2M for some M # nO(1). Let m and r be arbitrary numbers.
Power Series Approximation.
Input: An (n, n)-bit real number x # In
Output: An (M, m)-bit real number that approximates k=0 ak x
k with accuracy
2&(m+1)+2&r
We will show that this problem is in 22 b TC02 and in ASUM b TC
0
2 . The idea, as
explained earlier, is to approximate the series with one of its partial sums and then
approximate this polynomial with one of the real polynomial approximation cir-
cuits of the previous section. In particular, we need to show that the series can be
approximated with a partial sum of sufficiently small degree. This will be possible,
provided that certain conditions on the growth rate of In and on the rate of con-
vergence of the power series are met.
To measure the growth rate of In , let :n<1 be such that In[&:n R, :nR] and
let un=1(1&:n ), so that :n=1&1un . Notice that this implies un>1 since we are
assuming, of course, that :n>0.
We will also need to measure the rate of convergence of the power series. This
will be done by considering | ak |1k. Since lim sup | ak |1k=1R, the sequence
vk=(supjk | aj |1j) R is nonincreasing and tends to 1. Let wk=1(vk&1). (If
vk=1, let wk=.) Then, wk is a positive, nondecreasing, unbounded sequence
such that
sup
jk
| aj |1j=\1+ 1wk+
1
R
.
The faster wk grows to , the faster supjk | aj |1j decreases to 1R. Let
w&1 : N  N be defined by w&1(t)=min [k # N : wkt]. (Consider that t for
every t # N.) For example, if wk=2k, then w&1(t)=Wlog tX; if wk=kc, then
w&1(t)=Wt1cX; and if wk=log k, then w&1(t)=2t.
Intuitively, we would expect the power series to be easier to approximate, in the
sense that the approximating partial sum requires less terms, if it converges quickly
(i.e., wk is large); if In does not grow too fast (i.e., un is not too large) and, of course,
if the required accuracy (2&r) is not too large. This is formalized in the following
lemma.
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Lemma 8. For every r, there is N # O(max[w&1 (2un), un (r+log un)]) such that
} :

k=0
akxk& :
N
k=0
akxk }<2&r
for every x # In .
Proof. The first part of this proof is similar to the proof that the power series
converges uniformly on In . (See Bartle and Sherbert, 1982, for example.) Let
$n=1&1(2un ). Then 0<:n<$n<1 and $n :n>1. Since lim sup |ak |1k=1R
(Bartle and Sherbert, 1982), there is a number k0 such that |ak |1k<($n :n )(1R)
for every kk0 . Therefore,
| akxk |<\ $n:nR :n R+
k
=($n)k
for every x # In and kk0 . This implies that, for every x # In and Nk0&1,
} :

k=0
ak xk& :
N
k=0
akxk }<($n)
N+1
1&$n
.
Letting N=max (k0&1, Wlog$n ((1&$n) 2
&r)X), we get
} :

k=0
akxk& :
N
k=0
akxk }<2&r
for every x # In .
There only remains to show that k0 can be chosen such that k0w&1 (2un) and
that Wlog$n ((1&$n ) 2
&r)X # O(un (r+log un)).
First we want k0 such that supkk0 | ak |
1k<($n :n)(1R). Now $n :n=
1+1(2(un&1))1+1(2un). Therefore, it suffices that supkk0 |ak |
1k(1+1
(2un))(1R). But supkk0 |ak |
1k=(1+1wk0)(1R) for every k0 . Therefore, we only
need that wk02un . Take k0=w
&1(2un).
Second, we have that
log$n ((1&$n ) 2
&r)=(log(1$n) 2)(r+log 2un).
Now, 1$n=(1&1(2un))&1=(2un)(2un&1)=1+1(2un&1) so that
\ 1$n+
W 2un&1X
=\1+ 12un&1+
W 2un&1 X
2.
Therefore, log(1$n) 2W2un&1X<2un and the result follows. K
The lemma will give N # nO(1) when r, un , and w&1(2un ) are all in nO(1). The
following table contains a few possible cases for w&1(2un) in terms of wk and un :
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un
log n nO(1) 2n
log k n 2nO(1) 22n
wk kO(1) (log n)O(1) nO(1) 2O(n)
2k O (log log n) O (log n) O (n)
Theorem 9. If un , w&1(2un ) # nO(1), then, for every m, r # nO(1), power series
approximation on a growing interval is in 22 b TC02 and in ASUM b TC
0
2 .
Proof. We simply use the preceding lemma to get N # nO(1) such that
} :

k=0
ak xk& :
N
k=0
akxk }<2&(r+1)
and then compute an approximation of Nk=0 akx
k that has m fractional bits and
accuracy 2&(m+1)+2&(r+1). This approximation can be computed in either
22 b TC02 or ASUM b TC
0
2 by using the real polynomial approximation circuits of the
preceding section. We only need to verify that the coefficients are not too large.
This follows from the fact that lim sup | ak |1k<. Let B=supk0 | ak | 1k; then, for
kN, we have that | ak |<BkBN # 2n
O(1)
. K
Notice that if In is a fixed interval I, then un is constant and the conditions on
un and w&1(2un ) hold trivially.
3.2. Infinite Radius of Convergence
We now extend Theorem 9 to power series with infinite radius of convergence.
The argument needed to deal with the infinite case is an adaption of the argument
used in the finite case.
Let k=0 akx
k be a power series with real coefficients and infinite radius of con-
vergence. Consider an increasing sequence of closed intervals I1 , I2 , ... and let
f : R  R be defined by f (x)=k=0 akx
k. Suppose that max[ | f (x)| : x # In , x an
(n, n)-bit real number]2M for some M # nO(1) and let m and r be arbitrary
numbers.
As before, we will show that power series approximation in the finite radius of
convergence case can be computed in 22 b TC02 and in ASUM b TC
0
2 , provided that
certain conditions on the growth rate of In and on the rate of convergence of the
power series are met.
To measure the growth rate of In , simply let un0 be such that In[&un , un ].
To measure the rate of convergence of the power series, consider once more its coef-
ficients. Here, lim sup |ak |1k=0 so that the sequence vk=supjk | aj |1j is nonin-
creasing and tends to 0. Let wk=1vk . (If vk=0, let wk=.) The sequence wk is
positive, nondecreasing, unbounded, and
sup
jk
| aj |1j=
1
wk
.
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Let w&1 : N  N be defined by w&1(t)=min[k # N : wkt]. (Again, consider that
t for every t # N.)
Lemma 10. For every r, there is N # O(max[w&1(2un+1), r]) such that
} :

k=0
akxk& :
N
k=0
akxk }<2&r
for every x # In .
Proof. Since lim sup |ak | 1k=0, there is k0 such that | ak |1k<1(2un ) for every
kk0 . Therefore,
| akxk |<\ 12un un+
k
=\12+
k
for every x # In and kk0 . This implies that
} :

k=0
ak xk& :
N
k=0
akxk }<2&N
for every x # In and Nk0&1. Letting N=max (k0&1, WrX), we get
} :

k=0
akxk& :
N
k=0
akxk }<2&r
for every x # In .
Finally, notice that it is sufficient to take k0 such that wk0>2un . Therefore,
k0=w&1(2un+1) will do. K
The following theorem is proved like Theorem 9.
Theorem 11. If w&1(2un+1) # nO(1), then, for every m, r # nO(1), power series
approximation in the finite radius of convergence case is in 22 b TC02 and in
ASUM b TC02 .
The results of Section 3 are easily generalized to power series of the form
k=0 ak (x&c)
k. The only place where the value of x&c would be needed is in the
approximation of Nk=0 ak (x&c)
k. This is a polynomial in x that can be
approximated as before by using the circuits of Section 2.3.
4. THE LOGARITHM FUNCTION
Power series can be used to approximate many important functions including
integer reciprocal, logarithm, square root, sine, and cosine. Power series have also
been used in the efficient computation of other arithmetic functions by small-depth
Boolean circuits. One example is division. The idea, following Beame et al. (1986),
is to use the power series 1(1&z)=k=0 z
k to approximate 1y.
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This section presents two further applications of power series. First we point out
that rational functions can be well approximated in 22 b TC02 and in ASUM b TC
0
2 .
Second, we indicate how this can be used to approximate logb x in 22 b TC02 and in
ASUM b TC02 when both x and b are real numbers given as input.
We start with rational functions. Suppose that we have two families of degree-n
polynomials f and g with a constant number of variables and real coefficients
bounded in absolute value by 2n. Let c be the number of variables, let
M=n2+(c+1) n+c2, and suppose that m and r are arbitrary numbers.
Rational Function Approximation.
Input: c (n, n)-bit real numbers z1 , ..., zc such that | g(z1 , ..., zc)|2&n
Output: An (M, m)-bit real number that approximates f (z1 , ..., zc)g (z1 , ..., zc)
with accuracy 2&(m+1)+2&r
The idea is to generalize the 22 b TC02 and in ASUM b TC
0
2 division circuits of
Maciel and The rien (1995) and Siu and Roychowdhury (1994). Let x=f (z1 , ..., zc)
and y=g (z1 , ..., zc). By using the power series 1(1&z)=k=0 z
k to approximate
1y, we can still essentially reduce the approximation of xy to the approximation
of several real polynomials. The fact that x and y are real polynomials, instead of
just integers, has little consequence. The real polynomials can then be approximated
as indicated in Section 2.3. Details can be read in Maciel and The rien (1998).
Theorem 12. For every m, r # nO(1), rational function approximation over the
reals is in 22 b TC02 and in ASUM b TC
0
2 .
We now turn to logb x. Let M=Wn+log n+1X.
Logarithm.
Input:O Two (n, n)-bit real numbers x>1 and b>1
Output: An (M, m)-bit real number that approximates logb x with accuracy 2&n
The idea is to use the power series ln(1+x)=k=1 ((&1)
k+1k) xk to
approximate both ln x and ln b. Since logb x=ln xln b, this essentially reduces the
problem to the approximation of several rational functions. Details can be read in
Maciel and The rien (1998).
Theorem 13. Logarithm is in 22 b TC02 and in ASUM b TC
0
2 .
5. CONCLUSION
We have shown that power series can be approximated in 22 b TC02 and in
ASUM b TC02 . This implies AC
0
2 b TC
0
2 and TC
0
3 circuits that approximate analytic
functions. We have also shown that inputs need not be restricted to a fixed closed
subinterval of the interval of convergence of the series.
Reif and Tate (1992) (see also Siu et al., 1993) discussed the possibility that TC0
circuits for power series and division be used to design VLSI arithmetic units that
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run much faster than those currently designed using circuits with bounded fan-in
gates. The main problem to overcome seems to be the construction of efficient large
fan-in threshold gates.
It would be interesting to investigate if the power series circuits presented in this
article can lead to even faster arithmetic units. In particular, it would be interesting
to study the impact of the trade-off between majority-depth and total depth on the
efficiency of the arithmetic units. Depending on the relative efficiency of large fan-in
arbitrary threshold gates and large fan-in ANDOR gates, the AC02 b TC
0
2 circuits
might yield more efficient arithmetic units than the TC03 circuits. Another possible
advantage of the AC02 b TC
0
2 power series circuits is that they are conceptually
simpler; the 22 b SYM iterated addition circuit (Maciel and The rien, 1995) is much
simpler than the ASUM b TC01 circuit (Siu and Roychowdhury, 1994) which uses
the constructions of Goldmann et al. (1992). This might lead to simpler intercon-
nections between the gates and have a positive impact on efficiency.
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