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We consider in this paper the linear control system 
u’(t) = Au(t) + Bf(t). (1) 
Here A is the infinitesimal generator of a strongly continuous semigroup 
T(t), t > 0 ([f], Chapter VIII) in the complex Banach space E, B is a 
bounded operator from the Banach space F to E. The E-valued function 
u(a), the output of the system, describes its evolution in time; the F-valued 
functionf(*) is the input or contro2 acting on (1) through the “transmission 
mechanism” B. 
We shall understand by a solution of (1) in t 2 0 an E-valued function 
u(.) such that 
(a) u(a) is strongly continuously differentiable in t > 0; 
(b) u(t) E D(A), the domain of A; 
(c) (1) is satisfied. 
It follows from [II], Lemma 6.1 that iff is continuously differentiable and 
u E D(A) then 
u(t) = T(t)u + J-1 T(t - s)Bf(s)ds (2) 
0 
is a solution of (1) with u(0) = 0. Moreover, it is the only such solution. 
Following l-31, we shall say that (1) is completely controllable for a given linear 
class of controls 2 defined in [0, oz) if the system can be brought (starting 
at the origin for t = 0) arbitrarily near any given point u E E; i.e., if given 
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u E E, E > 0 there exists f E 9 such that the solution of (1) with u(O) = 0 
satisfies 
for some t, > 0, depending in general on u, E. If t, can be chosen inde- 
pendently of u, E we shall say that (1) is completely controllable at time t, . 
It follows from (2) that if L, : 9 -+ E is the operator 
L,f = 1: T(t - @f(s) ds, 
K, = range of L, , then (1) is completely controllable if and only if 
Cl (Ut,,, Kt) = E, and completely controllable at time t, if and only if 
Cl (K,J = E. We shall assume in all what follows that 9 is the space 
Cm = P([O, co); 8’) consisting of all F-valued, infinitely-often differentiable 
functions on [0, co). 
Of particular interest is the case in which (1) is controlled by means of a 
finite number of parameters, i.e., the case F = Clz = n-dimensional unitary 
space. Under the additional assumption that E is a separable Hilbert space 
and A is a self-adjoint operator we are able to deduce a necessary and sufficient 
condition (Theorem 3.2) for an operator B : Cn + E to make (1) completely 
controllable. This is done by means of the so-called ordered representation 
of a Hilbert space relative to a self-adjoint operator in it [see Section 2)] 
Even though the application of our criterion requires the knowledge of 
some ordered representation, we are able to deduce in certain cases simple 
sufficient conditions that do not require its computation (see Section 4, 
Example 3) Section 1 of this paper contains an elementary but useful result 
on complete controllability of (1) valid for general E, F, A, and B. In Section 2 
we give a summary of the facts needed concerning ordered representations 
and apply them in Section 3 to our problem. Finally, in Section 4 we consider 
the application of our results to several concrete cases. 
Let us observe that the problem of complete controllability has been 
solved-without the assumption of self-adjointness of A-in the case E is 
finite-dimensional (see [3], Theorem 10; or [d]). 
Remark. Our result in Section 1 is valid-with obvious modifications- 
in the case of time-dependent A, B. See [ 71 f or a setting of the time-dependent 
problem and for an analogous of formula (2) 
NOTATIONS: E = {a,...} will be a Banach space with norm 1 * Ix (or 
simply 1 + I), F will be another Banach space, and E* will be the dual space 
of E. If u* E E* the expression (u*, u) [or (u, u*)] will mean the value of the 
functional u* at the point u E E. If H is a Hilbert space, u, TJ E H, then (II, V) 
will denote the scalar product in H. [These two meanings of the expression 
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( ., .) are at variance when we deal with complex spaces; however, this will 
cause no confusion]. 
1. A PRELIMINARY RESULT 
It follows easily [from the definition of complete controllability, the 
representation (2) for solutions of (l), and some easy computations] that (1) 
will not be completely controllable (completely controllable at time t,,) if 
and only if there exists U* E E*, u* f 0 such that 
1” (f(s), B*T*(s)u*) ds = 0 (1.1) 
JO 
for all fE Cm, t > 0 (for t = to). This is easily seen-for instance, taking 
f(a) = y(*)u, u any element of F, y any scalar-valued infinitely differentiable 
function-to be equivalent to 
B*T*(s) u* = 0 (1.2) 
for 0 < s (0 < s < to). We have thus proved 
PROPOSITION 1. The linear control system (1) is not completely controllable 
(completely controllable at time to) if and only if there exists u* E E*, u* # 0 
such that (1.2) holds for 0 < s (0 < s < to). 
Remark 1. Assume T*(s) is analytic in s > 0. Then B*T*(s)u* can vanish 
for 0 < s < to , to > 0 only if it vanishes for all s 2 0. Consequently (1) is 
completely controllable if and only if it is completely controllable at any time 
to > 0. It is easy to give conditions on A that guarantee the analiticity of T*(s) 
in s > 0. For instance, assume (a) the complement of a(A) contains a closed 
sector Z = {h; 1 arg(h - w)I < p}, w real, /I > &T (b) there exists a constant C 
such that l(Xr - A)-l 1 < C/l h - w 1 for X in 2. Applying Theorem 17.5.1 
of [6] (see also [7], Section 1) it follows that T(s) can be extended to the 
sector 1 arg s j < /3 - &T and is analytic there and then ([6], Chapter 3.10) 
T*(s) is also analytic in that sector. 
Conditions (a) and (b) are satisfied by some important infinitesimal 
generators, for instance by elliptic partial differential operators in bounded 
domains and by self adjoint, semi bounded operators in Hilbert space. 
For the first case see ([2], Chapter XIV), especially 6.23 and following 
results; we comment on the second case in 
Remark 2. If A is selfadjoint it follows easily from the Hille-Yosida- 
Phillips theorem ([I], Chapter VIII, 1.13) or d irectly, that A is an infinitesimal 
generator if and only if u(A) is contained in some interval of the form (-co, a), 
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a < 03 or equivalently if and only if A is semibounded above; i.e., 
(Au, U) < a(u, U) for u E D(A) and some a < cc. The semigroup T(t) 
generated by A is given by 
T(t) = exp(tA), 
where the expression in the right can be computed by means of the functional 
calculus for self-adjoint operators ([2], Chapter X11,2). It is easy to see that 
T*(s) = T(s) is analytic for s > 0. 
We shall only consider in what follows the case F = 19. Assume (1) is 
completely controllable for some B : C” ---f E. Then we shall say that (1) 
(or, by abuse of language, A) is jnitely controlable (more precisely, n- 
controllable). 
2. ORDERED REPRESENTATION OF A HILBERT SPACE RELATIVE TO 
A SELF-ADJOINT OPERATOR 
Let A be a self-adjoint operator with domain D(A) in the Hilbert space 
H. Let, further 
(a) k be a positive measure, defined and finite on bounded Bore1 sets 
of the real line and vanishing outside a(A) 
(b) e, = o(A) > e2 > e3 > .*. be a decreasing sequence of Bore1 sets 
(c) C&L2(ei ; k) be the (orthogonal) direct sum of the Hilbert spaces 
L2(ei ; K). [L2(ei ; k) is the space of all k-measurable functionsf(h), g(h),... in 
ei , sBi If(X k(dX) < co with scalar product (f, g) = ~,J(X)g(x)K(dh)]. 
An isomorphism U : H --+ CL2(ei ; k) that preserves scalar products is 
called an ordered spectral representation of H relative to A if the following 
condition is fulfilled: 
Let V be the self adjoint operator UAW1 in C L2(ei ; k). Then for every 
BoreZ function F defined in the spectrum of A we have D(F(V)) = 
{f = ( fi , f2 ,...) EC L2(ei ; k) )such that 
(F(Vf h(X) =F(h)fi(h) for f E D(F( V)) (2.2) 
The measure k is called the measure of the ordered representation; the sets 
el , e2 ,... are the called the multiplicity sets of the ordered representation. 
We have ([2], Chapter XII, 3.16). 
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THEOREM. A separable Hilbert space H has an ordered representation U 
relative to any self-adjoint operator A in it. 
It is possible to show that any two ordered representations of a Hilbert 
space H relative to the same operator A are equivalent in a suitable sense, 
although we will not make use of this result. For proofs and further results 
see [2], Chapter XII, 3. 
If k(e,,) > 0 but k(ei) = 0 for i > m, we shall say that A has multiplicity m; 
if Jz(e,) > 0 for all i, A is said to have infinite muZtipZicity. 
A more intuitive idea of the notion of multiplicity can be obtained as 
follows. Let u E H. Call H, the closure of the subspace consisting of all 
elements F(A)u, F a bounded Bore1 function in a(A). Then A has multiphcity 
m < co if and only if there exist u1 ,,.., u, E H such that 
H = H,,@H,,@***@H,, (orthogonal sum) 
The proof follows from the existence of an ordered representation of H 
relative to A. The multiplicity of A can also be characterized as the minimum 
number of vectors ur ,..., u, such that the subspace consisting of all elements 
F,(iz) ui + F,(A) uz + .a* + F,(A) u, , FI , F, ,...,F,,, bounded Bore1 functions 
in a(A) is dense in H. If A is bounded, the bounded Bore1 functions above 
can be replaced by polynomials. 
3. THE MAIN RESULT 
We begin with an elementary measure-theoretic result. 
LEMMA 3.1. Let k be a positive measure in a set e and let M(h) = {a&)}, 
1 < i < m, 1 < j < n be a matrix of measurable, almost-everywhere (a.e.) 
fkitefunctions in e such that rank M(X) < m a.e. in e. Then there exist measurable 
functions b,(X), 1 < i < m such that 
and 
at I b&9 > 0 a.e. 
,F; adVi(4 = 0 a.e. in e, 1 < j < 7E. 
Moreover, we can assume that 
(3.1) 
(3.2) 
where b(X) is a positive measurable function. 
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Proof. Using familiar arguments of measure theory we can divide e into 
a finite number of measurable, pairwise-disjoint sets e, such that 
(4 rank M(h) = p[=p(r)], 0 Q p < m a.e. in e,. , 
(b) There exists ap x p minor N(h) [N,(h)] of M(X) such that det N(h) # 0 
a.e. in e, . It is plain that we only need to construct the functions b*(h) 
separately in each e,. . By interchanging, if necessary, rows and columns of 
M we can suppose that N = (a&)), 1 < i, j < p. Set b,+,(h) = .‘. 
= b,(h) = 1 everywhere in e and determine 6, , b, ,..., b, by solving the 
system 
ig %wt(4 = - jy a&), j = 1, 2 ,...) p. 
i=?J+1 
It is easy to see that the functions b, , b, ,..., b, so constructed will be 
measurable, a.e., finite, and will satisfy (3.1) for j = 1,2 ,..., p. That (3.1) 
also holds forj =p + l,..., of M(h) with indices p + 1 n (if n >t) follows from.the fact that the rows 
,..., n are hnear combmations of the rows with 
indices 1, 2,..., p. To achieve (3.2) we only have to multiply each bj by 
Wlmaxj I WVI. 
LEMMA 3.2. Let A be a selfaqoint operator in the Hilbert space H. Let 
A be semibounded abowe, {E(e)} t a s resolution of the identity, and B a bounded 
operator with range in H. Then if u E H, B* exp(tA) u = 0, t > 0 of and only 
zf B*E(e) u = 0 for all Bore1 sets e in the real line. 
Proof. Assume B* exp(tA) u = 0 and let p be a complex number with 
Re p > q, = sup{h; X E a(A)}. Then 
R(p; A)u = r e--p8 exp(tA)u dt. (3.3) 
0 
Thus 
B*R(p; A) u = 0 (3.4) 
in Re p > w. . Since p(A) [the complement of a(A)] is connected, we see 
by an analytic continuation argument that (3.4) holds for all p E p(A). But 
then using the formula 
E((a, b)) = (strong) ji$ $F+ & 
s 
b--s 
(R(p - pi; A) - R& + pi; A)) dp 
a+S 
from [2], Chapter XII, 2.10, we see that B*E(e) u = 0 for e an open interval 
and thus for all Bore1 sets. Conversely, if B*E(e) u = 0 for all Bore1 sets e, 
the functional calculus for A shows immediately that B* exp(tA) u = 0, t > 0. 
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Let us now pass to the main result. Let H be a separable Hilbert space, 
A a self-adjoint operator in it, semibounded above. Further, let 
U : H + CiL2(ei ; k) be an ordered representation of H relative to A. It 
follows easily from (2.1) and (2.2) that if u E E, Uu = (f,(h),f,(h),...), 
UE(4 u = (X&4f,O), &(4f2G%) 
for any Bore1 set e, {E(e)} the spectral family of A, and X, the characteristic 
function of e. 
Let now B : C” + H be a bounded operator, vi , v2 ,..., v,, a basis in C”, 
and Bvj = uj E H, 1 < j < n. It is easy to see that the adjoint B* : H+ C” 
is given by 
B*u = 5 (B*u)pj, (B*+ = (u, zq). 
j=l 
(3.5) 
Let now 
uuj = (fjl(4,h2(4,...), 1 <j<n. (3.6) 
We have, using (3.5), 
(B*E(e)u)j = (B*E(e)u, ui) = (UB*E(e)u, Uu,) 
with Xi(h) the characteristic function of ei . Thus B*E(e) u = 0 for aery 
Bore1 set e if and only if 
T Xi(X) f,(X) fjio = 0 for Ka.e., 1 < j < n, (3.7) 
.uhere ( fi(X) ,...) = Uu, ( fjl(h) ,...) = UBvj . 
Assume now m > n, where m is the multiplicity of A. Applying Lemma 3.1 
to the matrix M(h) = { fj,(X)), 1 < i < n + 1, 1 < j < n and to the measure 
k we can construct n + 1 functions f,(h), f,(h),..., fn+l(X) in L2(e,+i ; k), not 
all zero, and such that 
iz fi(h)fji(X) = 0 for ka.e. in e,,, , 1 < j < n. 
Thus, if f = (f&4), f2(X),..., fn+#), O,...) (where we have continued each fi 
by setting fi = 0 in the complement of e,,,), f # 0 and B*E(e)U-lf = 0 
for every Bore1 set e. 
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On the other hand, let m < n. It is clear, from elementary linear algebra 
and Lemma 3.1, that (3.7) will forcef, ,fr ,... to vanish (ka.e. in el) if and 
only if the conditions 
rank{fii(h))l~j~n.l~i~m = m a.e. in em , (3.8.1) 
rank(fji(h)}l~j~n.l~~~~-l = m - 1 a.e. in em-, - em , (3.8.2) 
=W&V~l~~~n,~=l = 1 a.e. in el - e2 (3.8.m) 
are satisfied [Condition (3.8.i) is of course redundant if K(e,,+i+, - e,-i+s) = 0; 
for instance, if e, = es = *** = e, , we only have (3.8.1)]. 
Combining now the preceding considerations with Proposition 1 and 
Lemma 3.2 we obtain 
THEOREM 3.2. Let A be a selfadjoint, semibounded-above operator in the 
separable Hilbert space H. Then A is Jinitely controllable if and only if it has 
finite multiplicity; more precisely, A is n-controllable if and only if n 3 m = 
multiplicity of A. Let m < 00 and let B : C” ---f H. Then the linear control 
system [Eq. (I)] is completely controllable if and only ;f conditions (3&i), 
i = 1, 2,..., m are satisjiedfor ( ffl(X) ,...) = UBvi , j = 1, 2 ,..., n, vi , va ,..., v, 
a basis in P, where U; H--f CiL2(ei ; k) is any ordered representation of H 
relative to A. 
Remark 1. Our results extend-with essentially the same proofs-to 
normal operators A in a separable Hilbert space H such that: (a) o(A) is 
contained in a half-plane Re h < w < cc (i.e., such that A is an infinitesimal 
generator); (b) U(A) is contained in a set of the form UiCi , each Ci being a 
simple arc with piecewise-continuous tangent and dist(Ci , Cj) 3 a(i) > 0, 
j # i for all i (the arcs Ci may extend to 00); (c) p(A) is connected. Let 
B : C” -+ H, vi ,..., v, a basis in C”, U : H--f xi L2(e, ; k) be an ordered 
representation of H relative to A. Then (1) is completely controllable if 
and only if conditions (3.8.i) are satisfied for UBv, ,..., UBW~ (See [2], 
Chapter X, 5 for the notion of ordered representation for normal operators); 
i.e., Theorem 3.3 holds. If (b) or (c) fail to hold, Theorem 3.3 continues to 
be a necessary condition for complete controllability of (I), but may fail to 
be a sufficient one, Observe that complete controllability does not imply 
complete controllability in any time t, < co. If, however, o(A) is contained 
in some sector C of the type considered in Section 1, exp(tA) is analytic for 
t > 0 and both notions coincide for any t, < co. 
Remark 2. In case E, F are real Banach spaces, we can apply our results 
as follows. Embed E, F into complex Banach spaces in the customary fashion 
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(in symbols, EC = E @ iE, FC = F @iF) and extend A, B to the spaces 
thus obtained [AC(u + iv) = Au + ‘A z v, BC(u + iv) = Bu + iBv]. It is 
plain that (1) will be completely controllable if and only if u’ = A’% + BCf is. 
Remark 3. Our results do not vary if we consider, for instance, 
the solutions used in [5] instead of the “strong” ones here defined. 
4. APPLICATIONS 
In what follows we make use of various facts of the theory of ordinary 
and partial differential operators; the reader is referred to [2] for proofs. 
NOTATIONS: x = (x1 ,x2,..., xv), s = (sl ,S 2 ,..., s,.) will denote points in 
RT, (s, x) = slxl + szxz + *** + s,x,, / x 1 = (1 x1 I2 + 0.. + / cc,. j2)1/2, 
dx = dx, dx, ,..., dx, , etc. 
Example 1. Let N=L2(Rr)andletA ===d = (~/~x~)~ +(a/axJz a*. + (a/&)” 
be the Laplace operator with domain D(d) = {u~L*(R~)ldu eL2(Rr)} (where 
du is understood in the sense of distributions; see [IO], Chapter I). It is 
easy to see that A is a self-adjoint operator. 
The Fourier-Plancherel transform 
d(s) = 1$&l (2Tr-7’2 1 
lXl<N 
ei(s+)u(x) dx 
is an isometric isomorphism of L?(R’) onto itself. Moreover, u E D(d) if and 
only if 1 s 12ti(s) ELM and 
A&J = - 1 s pqs) 
(see [ZO], Chapter I, 1.7). On this basis we can easily carry out a spectral 
analysis of A. If Y = 1, an ordered representation of H relative to A is obtained 
as follows: o(A) = e, = e2 = (-00, 01, ei void for i > 3, k(dh) = $1 h j-1/2 dA, 
Uu = ((&),(A), (Vu),(X)) = (a(] h lljz) zi(-1 h ]l’z)). If Y 3 2, then 
e, = (-co, 0] for i > 1; k(dh) = 41 X 1 / (l ~r-~) dh. To construct U we proceed 
as follows: let v denote the angular variables of the point s and let m(dq) be 
the surface element of S = {s E RT I ] s I = I>. Choose a complete ortho- 
normal system v~(T) in L2(S; m). Then 
uu = ( uu)l(x), ( uu)2(x) ,...) = (fq 1 h 11/y, q ( h 11/Z) ,... ), 
where &(r) = s, 22(s) q(~) m(dy) for I s 1 = r (we leave the straightforward 
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verification of all these facts to the reader). Consequently, A is not finitely 
controllable for r > 2. If r = 1, A is 2-controllable (but not l-controllable). 
Let us examine which operators B(y, , ya) = yIz+(x) + Y.&X) will make 
u’ r= Au + Bfcompletely controllable. Applying the preceding considerations 
and Theorem 3.2 we see that this happens when and only when 
det {zi,((-1)j.l ;\ /1’2)} # 0 (i, j = 1, 2) a.e. in h < 0. This condition can be 
written 
ii,(s) 6,(--s) - i&(-s) a,(s) # 0 a.e. in s > 0. (4.1) 
For instance, it is easy to see that (4.1) is satisfied if ur(x) is different from 
zero and has compact support and if pa = ul(x - h), h f 0. 
Example 2. Let H = L2(0, co), Au = u”, 
D(A) = {u EL~(O, co) 1 un ELZ(0, co), u(0) = O}. 
In this case e, = (-co, 01, ei is void for i > 2, k(dh) = 41 h ]-liz dh, and we 
can take as U the transformation (see [2], Chapter XIII, 5.32) 
where 
(Uu)(X) = u”(l h 11/Z), 
C(s) = l&i. (2/?7)1’2 Jr ( sin SX)U(X) dx (Fourier sine transform). 
A is l-controllable: U’ = Au + Bf, where (By)(x) = ye will be completely 
controllable if and only if c(s) # 0 a.e. in s 2 0. 
Example 3. Let H = L2(1) where I is a (finite or infinite) interval of the 
real axis and let 7 = Cy=,, u?(x)(d/&)j b e a regular, formally self-adjoint 
formal differential operator of order n (see [2], Chapter XIII, 1.1 and 2.1). 
Let A be any self-adjoint semibounded-above (if any) extension of P-- 
strictly speaking, of 7’,(T)-see [2], Chapter XIII, 3. Then ([2], Chapter XIII, 
5.1) A has multiplicity m < n and is therefore finitely controllable. 
Let us consider a particular case (generalizing Example 2). Let 1 = [0, 03), 
TU = (pu’)’ + qu, p and 4 be real-valued, p > 0, and 4 be bounded above in I. 
Then we can obtain a self-adjoint extension A of 7 by imposing a boundary 
condition at 0 ([2], Chapter XIII, 6.14); assume, for the sake of simplicity 
that this condition is u(O) = 0. It is easy to see that A is 
semibounded above; moreover, A has multiplicity 1 ([2]. Chapter XIII, 5.5). 
Therefore A is l-controllable. Let W(x, X) be the solution of 
TW = hW in [0, co) that satisfies the boundary lconditions W(0, X) = 0, 
JV’(0, X) = 1. An ordered representation of H with respect to A is given by 
(Vu)(X) = 1.i.m 
s 
lv 
N-tm 0 
W(x, h)u(x) dx, 
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the set e, being contained in some interval (-co, a), a < 00 ([2], Chapter XIII 
5.22 and 5.23). Assume A has no eigenvalues (i.e., that the spectrum of A is 
purely continuous). Then the spectral measure K of the ordered representation 
will vanish at isolated points. A simple sufficient condition for an operator 
(By)(x) = yu(x) to make U’ = Au + Bf completely controllable is that 
u(x) be a nonzero function with compact support. In fact, it follows from 
([2], Chapter XIII, 1.5) that W(x, h) is entire in X, uniformly for x, in any 
compact subinterval of [O,oo). It is then plain, from (4.2) and from well- 
known theorems on differentiation under the integral sign, that (U@)(h) is 
an entire function. Since U is an isometry, (Uu)(h) does not vanish identically. 
Consequently it can only vanish in (at most) a countable set in e, , and this 
plainly implies that (Uu)(X) # 0 for k a.e. 
Example 4. Let H be any separable Hilbert space and let A have pure 
point spectrum, i.e., let A have the form 
03 > h, > h, > x, > *.*, wherew,i,l~i~mm,doo,lGn~N~cois 
a complete orthonormal system in H. In this case e, , i > 1, consists of all 
eigenvalues of A which have multiplicity 3 i, and we can take as K the measure 
having mass 1 at each of the points X, , h, ,..., and vanishing everywhere else. 
An ordered representations Uu = (( Uu)r , (Vu), ,...) of H with respect to A 
is obtained as follows: 
( W&) = (u, wni) if A, e ei . 
It is clear that multiplicity of A = suplE m, . Consequently, A is not finitely 
controllable when and only when it has eigenvalues of infinite or arbitrarily 
high multiplicity. 
Let us examine a particular case. Let H = L2(K), where K is the rectangle 
0 < xj < +zj ,j = 1,2 ,..., Y, A = d, D(d) = {u 0(K) 1 du eL2(K), u = 0 
in the boundary of K). A has pure point spectrum (see [8], Chapter V, 
Section 5.4). The eigenvalues of A are X = --xi=, uj2nj2, n, , n2 ,..., n, = I,2 ,... 
corresponding to eigenfunctions w = ni=r sin ajnjxj . Assume that 
a12, az2,..., ar2 are linearly independent over the integers (which happens 
automatically if Y = 1). Then each eigenvalue of A has multiplicity 1 and 
therefore A is Z-controllable. The operator (By)(x) = yu(x) will make u’ = 
Au + Bf completely controllable if and only if 
s,“(x)ih 1 sin ajnjxi dx # 0 
for n, , n2 ,..., n, = 1, 2 ,.... 
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On the other hand, assume, say, that a, = a2 = .*. = a, = a. The 
eigenvalues are now = -a2 Cj’=, nj2. It follows from ([9], Satz 162) that the 
number of ways a number n can be decomposed in sum of two (or more) 
squares is unbounded with n. A now has eigenvalues of arbitrarily high 
multiplicity, and thus is not finitely controllable. 
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