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TIME-FRACTIONAL HEAT EQUATION BY MULTIGRID
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Abstract. This work deals with the efficient numerical solution of the time-fractional heat
equation discretized on non-uniform temporal meshes. Non-uniform grids are essential to capture
the singularities of “typical” solutions of time-fractional problems. We propose an efficient space-
time multigrid method based on the waveform relaxation technique, which accounts for the nonlocal
character of the fractional differential operator. To maintain an optimal complexity, which can
be obtained for the case of uniform grids, we approximate the coefficient matrix corresponding to
the temporal discretization by its hierarchical matrix (H-matrix) representation. In particular, the
proposed method has a computational cost of O(kNM log(M)), where M is the number of time
steps, N is the number of spatial grid points, and k is a parameter which controls the accuracy of
the H-matrix approximation. The efficiency and the good convergence of the algorithm, which can
be theoretically justified by a semi-algebraic mode analysis, are demonstrated through numerical
experiments in both one- and two-dimensional spaces.
Key words. time-fractional heat equation, multigrid waveform relaxation, hierarchical matrices,
graded meshes, semi-algebraic mode analysis
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1. Introduction. The design of efficient numerical methods for differential equa-
tions involving fractional derivatives has become a challenging topic recently, due to
its wide range of applications in many different fields [7, 14, 15, 17, 18, 24, 25, 28,
29, 32, 40]. The nonlocal character of the fractional differential operator usually re-
sults in a dense coefficient matrix when numerical methods are applied, leading to
higher memory requirements as well as a considerable increase of the solution time
comparing with solving integer differential equations. Usually, if uniform meshes are
employed, the coefficient matrix has a Toeplitz-like structure, and efficient solvers
have been proposed to reduce the computational complexity of traditional Gaussian
elimination type methods. For time-fractional differential equations, alternating di-
rection implicit schemes (ADI) with a computational complexity of O(NM2), where
N is the number of spatial grid-points and M the number of time steps, were proposed
in [38]. Also an approximate inversion method with O(NM log(M)) computational
cost has been proposed in [19], where the authors approximate the coefficient matrix
by a block ε-circulant matrix, which can be block diagonalized by FFT and, in order
to solve the resulting complex block system, the authors use a multigrid method. A
parallel-in-time method based on the parareal algorithm [21] has been proposed for
solving time-fractional differential equations [37]. This method consists of an iter-
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ative predictor-corrector procedure combining an inexpensive but inaccurate solver
with an expensive but accurate solver. Recently, an efficient, robust and parallel-in-
time multigrid method based on the waveform relaxation approach has been proposed
in [11]. By exploiting the Toeplitz-like structure of the coefficient matrix, the com-
putational complexity of the method is O(NM log(M)) with a storage requirement
of O(NM). To the best of our knowledge, however, most existing efficient solvers
can only be applied when a uniform grid is used, or they can only achieve their best
performance when that is the case. The latter happens for the fast solver presented in
[11], which can be applied for nonuniform meshes but with a significant increase of the
computational complexity, due to the loss of the Toeplitz structure of the matrix. In
the case of space-fractional PDEs, recently, a fast solver based on a geometric multi-
grid method for nonuniform grids has been proposed in [39]. The key in this work
is to use hierarchical matrices to approximate the dense stiffness matrices. Our aim
here is to combine the two approaches proposed in [11, 39] and efficiently solve, both
in terms of CPU time and memory requirements, the time-fractional heat equation
on nonuniform grids.
H-matrices [2, 13] consist of powerful data-sparse approximations of dense ma-
trices, providing a significant reduction of the storage requirement from O(n2) to
O(nk log(n)) units of storage (n is the matrix size), where k is a parameter that
controls the accuracy of the approximation. Moreover, the matrix-vector multipli-
cation in H-matrix format can be done in O(kn log(n)) operations. Therefore, on
non-uniform grids, the approximation of the dense matrices arising from the time dis-
cretization of the fractional partial differential equations (PDEs) by the H-matrices
representation is the key for maintaining an optimal computational complexity of the
multigrid waveform relaxation method [16, 22, 34].
As in standard multigrid methods (see [30, 33, 35]), the multigrid waveform relax-
ation method accelerates the convergence of the waveform relaxation method, which
is a continuous-in-time iterative algorithm for solving large systems of ordinary dif-
ferential equations (ODEs), by introducing a hierarchy of coarser levels. This method
combines the very fast multigrid convergence with the high parallel efficiency of the
waveform relaxation. In practice, it uses a red-black zebra-in-time line relaxation
together with a coarse-grid correction procedure based on coarsening only in the spa-
tial dimension. In this work, we develop an efficient and robust multigrid waveform
relaxation method based on the H-matrix representation of the discretization of the
time-fractional heat equation on a nonuniform temporal grid. The good convergence
properties of the algorithm will be theoretically justified by applying a semi-algebraic
mode analysis (SAMA) [10]. This analysis is essentially a generalization of the classi-
cal local Fourier analysis (LFA) or local mode analysis [4, 5, 33, 35, 36] and combines
the standard LFA with an algebraic computation that accounts for the non-local
character of the fractional differential operators.
The remainder of this work is structured as follows. In Section 2, we introduce
the time-fractional model problem and its discretization in the general framework of
a non-uniform temporal grid. Section 3 is devoted to present the hierarchical matrix
representation of the dense matrix corresponding to the time-discretization. In Sec-
tion 4, the multigrid waveform relaxation method is described, and its computational
cost is estimated based on the computations in H-matrix framework. In order to illus-
trate the good behavior of the multigrid waveform relaxation method for solving the
time-fractional diffusion problem, in Section 5, numerical experiments in both one-
and two-dimensional spaces are considered. In addition, some results of the semi-
algebraic mode analysis are also presented in this section to theoretically confirm the
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good convergence results obtained numerically. Finally, some conclusions are drawn
in Section 6.
2. Model problem and discretization. We consider the time-fractional heat
equation, arising by replacing the first-order time derivative with the Caputo deriva-
tive of order δ, where 0 < δ < 1. In the literature, this model is also known as
fractional sub-diffusion equation, which is a subclass of anomalous diffusive problems
[12, 27]. In this section, we restrict ourselves to the one-dimensional case for the sake
of simplicity and formulate the model problem as the following initial-boundary value
problem,
Dδtu−
∂2u
∂x2
= f(x, t), 0 < x < L, t > 0,(1)
u(0, t) = 0, u(L, t) = 0, t > 0,(2)
u(x, 0) = g(x), 0 ≤ x ≤ L.(3)
Here Dδt denotes the Caputo fractional derivative [9, 31], defined as follows
Dδtu(x, t) :=
[
J1−δ
(
∂u
∂t
)]
(x, t), 0 ≤ x ≤ L, t > 0,
where J1−δ is the Riemann-Liouville fractional integral operator given by
(
J1−δu
)
(x, t) :=
[
1
Γ(1− δ)
∫ t
0
(t− s)−δu(x, s)ds
]
, 0 ≤ x ≤ L, t > 0,
with Γ being the Gamma function [8].
In order to discretize model problem (1)-(3) we consider a uniform mesh in space
Gh = {xn = nh, n = 0, 1, . . . , N + 1} ,
where h =
L
N + 1
and N + 1 is the number of subdivisions in the spatial domain,
and a non-uniform grid in time, Gτ given by 0 = t0 < t1 < · · · < tM−1 < tM = T
with T being the final time, M representing the number of subdivisions for temporal
discretization and the time step size is τm = tm+1− tm, m = 1, . . . ,M − 1. Then, the
whole grid is given by Gh,τ = Gh ×Gτ . For the sake of simplicity, we use a uniform
spatial grid in the presentation. Notice, however, that the proposed method can be
straightforwardly applied on non-uniform grids.
The diffusion term in (1) is approximated by standard spatial discretization
schemes such as finite difference or finite element methods. Here, we use a standard
second order finite difference scheme, yielding the following semi-discrete problem
(4) Dδtuh(t) +Ahuh(t) = fh(t), uh(0) = gh, t > 0,
where uh and fh are functions at time t defined on the discrete spatial mesh Gh,
and Ah is the discrete space approximation. For the time discretization, we use a
Petrov-Galerkin approach. In order to describe such an approximation, we consider
the following simplified problem,
(5) Dδtu(t) = f(t), t ∈ (0, T ],
with initial condition u(0) = 0. As standard in the Galerkin finite element framework,
we consider the finite dimensional space V := span{ϕ1, . . . , ϕM}, where ϕi are the
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standard piecewise linear basis functions defined on Gτ . For the test functions we
consider the following Dirac’s delta functions ψm(t) = δ(t − tm). Next, equation (5)
is multiplied by ψm(t) and integrated over interval (0, T ), which gives∫ T
0
Dδtu(t) ψm(t)dt =
∫ T
0
f(t)ψm(t)dt.
Since u(t) ≈ uM (t) = ∑Mj=1 ujϕj(t), by using the definition of the Caputo fractional
derivative, we obtain that
M∑
j=1
(
1
Γ(1− δ)
∫ T
0
(∫ t
0
(t− s)−δϕ′j(s)ds
)
ψm(t)dt
)
uj = f(tm).
This leads to a linear system of equations Ru = f , where u = (u1, u2, · · · , uM )T ,
f = (f(t1), f(t2), · · · , f(tM ))T , and the entries of the coefficient matrix are
(6) Rm,j =
1
Γ(1− δ)
∫ T
0
(∫ t
0
(t− s)−δϕ′j(s)ds
)
ψm(t)dt.
It is easy to see that when j > m
Rm,j =
1
Γ(1− δ)
∫ tm
0
(tm − s)−δϕ′j(s)ds = 0,
and, therefore, R is a dense lower triangular matrix whose entries are given by
Rm,m−k = dm,k+1 − dm,k for k = 0, . . . ,m− 1, where
dm,0 = 0,
dm,1 =
τ−δm
Γ(2− δ) ,
dm,k =
1
Γ(2− δ)
(
(tm − tm−k)1−δ − (tm − tm−k+1)1−δ
τm−k+1
)
, k = 2, . . . ,m− 1.
Note that the obtained discretization of the Caputo derivative is
DδMum =
1
Γ(2− δ)
(
dm,1um +
m−1∑
k=1
(dm,k+1 − dm,k)um−k
)
,
which corresponds to the generalization of the well-known L1 scheme [20, 26, 42] for
non-uniform grids [31].
Remark 1. By considering different choices of the test or trial functions, we can
obtain different discretizations for the time-fractional Caputo derivative. For exam-
ple, by using piecewise quadratic basis functions for trial functions, we can obtain a
temporal discretization with higher accuracy. There are many high order schemes for
the time fractional problems, see e.g., [1, 6, 41], and it will be interesting to see if
we can reconstruct some of the existing high order schemes by choosing different test
and trial functions. In this work, however, we focus on the L1 scheme and the study
of high order schemes will be the subject of our future work.
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Finally, by denoting as un,m the nodal approximation to the solution at each grid
point (xn, tm), we approximate (1)-(3) by the following discrete problem,
DδMun,m −
un+1,m − 2un,m + un−1,m
h2
= f(xn, tm), 1 ≤ n ≤ N, 1 ≤ m ≤M,(7)
u0,m = 0, uN+1,m = 0, 0 < m ≤M,(8)
un,0 = g(xn), 0 ≤ n ≤ N + 1.(9)
In the case of a temporal uniform grid with time-step τ , it is proved rigorously that
this scheme has a rate of convergence of O(h2+τ δ) for “typical” solutions of the time-
fractional heat equation, that is, solutions presenting a boundary layer at the initial
time. To improve the poor convergence when the fractional order δ is very small,
in [31] the authors proposed to use a graded mesh in time for which the resulting
scheme has a convergence order of O(h2 + M−(2−δ)). Such a grid is defined by
tm = T (m/M)
r with m = 0, . . . ,M , where r ≥ (2− δ)/δ. In particular, in this work
we choose r = (2− δ)/δ, as suggested in [31].
Notice that matrix R is a dense lower triangular matrix. For the case of a uniform
grid, it has Toeplitz structure, which can be exploited to develop efficient algorithms.
For example, a geometric multigrid (GMG) method with a computational cost of
O(NM log(M)) was proposed in [11]. For the case of a non-uniform grid, R does not
have Toeplitz structure anymore and although the GMG method [11] can still be ap-
plied, this gives rise to a significant increase of the computational complexity. Our aim
is to approximate the matrix R by R˜ which can be stored in a data-sparse format and
then design an efficient multigrid solver with a computational cost of O(kNM log(M))
where k is a parameter that controls the accuracy of such approximation.
3. Discretization based on H-Matrices representation. In this section we
aim to approximate matrix R by R˜ based on the H-matrices framework. According
to (6), the entries of R are defined using the kernel K(t, s) = (t − s)−δ. Similar to
typical kernel functions, singularities only occur when t = s. The kernel function is
smooth everywhere else and decays when |t−s| → ∞. This implies that the entries of
R decay to 0 when they are far away from the diagonal, and then they usually can be
replaced by low-rank approximations. Such approximation can be done by replacing
the original kernel by a degenerate (separable) kernel,
(10) K˜(t, s) :=
k−1∑
ν=0
pν(t)qν(s).
This is a partial sum of k terms which usually is obtained by truncation of certain
infinite sum of K. Moreover, each term is a product of two functions, one only
depends on t and the other one only depends on s. This approximation is appropriate,
however, only when the truncation error can be bounded uniformly, i.e., t and s
should be sufficiently far away from each other. More concretely, the feasibility of
such approximation is characterized by the following condition.
Definition 2 (Admissibility condition). Let It := [a, b], Is := [c, d] ⊂ [0, T ] be
two intervals such that d < a. We say that It× Is satisfies the admissibility condition
if the following holds,
(11) diam(It) ≤ dist(Is, It).
We define the set of indices ϑ × σ = {(m, j) 3 (suppψm, suppϕj) ⊂ It × Is}. We
say that ϑ× σ is admissible if It × Is satisfies the admissibility condition.
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Remark 3. More general admissibility conditions could be considered as shown
in [2, 13]. Here, we use this simple choice to demonstrate the idea and make the
presentation easy to follow.
Next, we approximate the kernel K(t, s) by its truncated Taylor expansion in a
set It × Is satisfying the admissibility condition. Taking into account that
∂νt
[
(t− s)−δ] = (−1)ν ν∏
l=1
(δ + l − 1)(t− s)−(δ+ν), ν = 1, 2, . . . ,
the truncated Taylor expansion of the kernel K(t, s) at t0 = a+b2 is given by
K(t, s) ≈
k−1∑
ν=0
1
ν!
(
ν∏
l=1
(1− δ − l)
)
(t0 − s)−(δ+ν)(t− t0)ν =: K˜(t, s).
In this way, we have obtained a degenerate kernel K˜(t, s) in It × Is (10) where
pν(t) := (t− t0)ν ,
qν(s) :=
1
ν!
(
ν∏
l=1
(1− δ − l)
)
(t0 − s)−(δ+ν).
By using the degenerate kernel, we approximate the matrix entries Rm,j in (6),
∀(m, j) ∈ ϑ× σ, by the following
Rm,j ≈ R˜m,j = 1
Γ(1− δ)
∫ T
0
(∫ t
0
K˜(t, s)ϕ′j(s)ds
)
ψm(t)dt
=
1
Γ(1− δ)
∫ T
0
(∫ t
0
k−1∑
ν=0
pν(t)qν(s)ϕ
′
j(s)ds
)
ψm(t)dt.
We observe that the double integral can be separated into a product of two single
integrals as follows,
R˜m,j =
1
Γ(1− δ)
k−1∑
ν=0
(∫ T
0
pν(t)ψm(t)dt
)(∫ t
0
qν(s)ϕ
′
j(s)ds
)
.
From this expression, submatrix R|ϑ×σ can be approximated by R˜|ϑ×σ, which is a
Rk-matrix [3], i.e., (see Figure 1)
R|ϑ×σ ≈ R˜|ϑ×σ = ABT , A ∈ R|ϑ|×k, B ∈ R|σ|×k,
where |ϑ| and |σ| denote the cardinality of sets ϑ and σ, respectively. The entries of
the matrices A and B are given by
Am,ν :=
1
Γ(1− δ)
∫ T
0
pν(t)ψm(t)dt =
1
Γ(1− δ) (tm − t0)
ν ,(12)
Bj,ν :=
∫ t
0
qν(s)ϕ
′
j(s)ds =
cν
1− δ − ν
(
1
τj−1
(mj−1 −mj)− 1
τj
(mj −mj+1)
)
,(13)
where mi = (t0 − ti)1−δ−ν and cν = 1
ν!
(
ν∏
l=1
(1− δ − l)
)
.
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Fig. 1. Representation of Rk-matrix in factorized form.
Notice that submatrix R|ϑ×σ is approximated by a low-rank representation with
at most rank k, which only needs k(|ϑ|+ |σ|) number of elements to store. More im-
portantly, this approximation in an admissible block gives rise to a uniformly bounded
element-wise truncation error, as stated in the following theorem.
Theorem 4. Let It := [a, b], Is := [c, d] be two intervals on [0, T ] such that
d < a. Assume that It× Is satisfies the admissibility condition (11). Then, for all set
of indices (m, j) ∈ ϑ× σ, we have the following estimate of the approximation error,
|Rm,j − R˜m,j | = O(3−k),
where k is the number of terms considered in the truncated Taylor expansion of the
kernel K(t, s).
Proof. From (12) it is easy to see that
(14) |Am,ν | ≤ 1
Γ(1− δ) |a− t0|
ν , ν ≥ 0,
where t0 = (a+ b)/2. Taking into account the following Taylor expansions,
(t0 − tj−1)1−δ−ν = (t0 − tj)1−δ−ν + τj−1(1− δ − ν)(t0 − tj)−δ−ν
+
τ2j−1
2
(1− δ − ν)(−δ − ν)(t0 − ξj)−1−δ−ν , ξj ∈ [tj−1, tj ],
(t0 − tj+1)1−δ−ν = (t0 − tj)1−δ−ν − τj(1− δ − ν)(t0 − tj)−δ−ν
+
τ2j
2
(1− δ − ν)(−δ − ν)(t0 − ξj+1)−1−δ−ν , ξj+1 ∈ [tj , tj+1],
from (13), we obtain that
Bj,ν =
cν(−δ − ν)
2
(
τj−1(t0 − ξj)−(1+δ+ν) + τj(t0 − ξj+1)−(1+δ+ν)
)
.
By using that |cν | ≤ 1 and that ξj , ξj+1 ∈ [c, d], we have the following bound
(15) |Bj,ν | ≤ δ + ν
2
(τj−1 + τj)
(
1
|a− t0|+ |a− d|
)1+δ+ν
, ν ≥ 0.
For each ν ≥ 0, by using the bounds in (14) and (15), the product of Am,ν and Bj,ν
is given as follows,
|Am,νBj,ν | ≤ (δ + ν)(τj−1 + τj)
2Γ(1− δ)(|a− t0|+ |a− d|)1+δ
( |a− t0|
|a− t0|+ |a− d|
)ν
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Denoting r =
|a− t0|
|a− t0|+ |a− d| , we can bound the element-wise error in the following
way,
(16) |Rm,j− R˜m,j | ≤
∞∑
ν=k
|Am,νBj,ν | ≤ (τj−1 + τj)
2Γ(1− δ)(|a− t0|+ |a− d|)1+δ
∞∑
ν=k
(δ+ν)rν .
The sum of the series appearing in (16) is given by,
∞∑
ν=k
(δ + ν)rν = rk
(
δ
1− r +
k
1− r +
r
(1− r)2
)
.
Taking into account that r =
diam(It)
diam(It) + 2dist(It, Is)
and that
diam(It)
dist(It, Is)
≤ 1 due to
the admissibility condition (11), we have
∞∑
ν=k
(δ + ν)rν ≤ 3−k
(
3
2
(δ + k) +
3
4
)
.
Note that the dominating term is 3−k, and thus we can conclude that
|Rm,j − R˜m,j | = O(3−k),
which gives us an upper bound of the element-wise truncation error.
The approximation of the admissible blocks of matrix R gives its H-matrix rep-
resentation R˜, in which those admissible submatrices are stored in a Rk-matrix rep-
resentation and the rest submatrices are stored in a full-matrix format. In practice,
such an H-matrix representation is usually constructed by using tree data structures.
For the details of the construction we refer the reader to the books [2, 13]. Here, we
only present an intuitive explanation of the algorithm for constructing the H-matrix
representation. We start from the original coefficient matrix, by dividing it into four
submatrices, as shown in Figure 2 (a). The upper right block is a zero block because
of the structure of R and it is colored in light blue. Then, we check if the other
subblocks satisfy the admissibility condition (11). At this level, none of them satisfies
the admissibility condition and each of them is recursively divided into four blocks,
yielding to the structure shown in Figure 2 (b). The blocks above the diagonal are
zero again and we check the admissibility condition for the rest of the blocks. For
this level, three blocks are admissible and they are stored as low-rank approximation
(colored in purple in the picture). The rest of the blocks (colored in pink) are split
again recursively. In this way, and by repeating the same checking and coloring pro-
cedure, we obtain the structure in Figure 2 (c). This process is recursively carried out
until we get the resulting H-matrix representation, in which the non-zero subblocks
satisfying the admissibility condition are stored in a low-rank matrix representation
and the rest of the blocks are stored in a full-matrix representation.
We would like to emphasize that the H-matrix representation is computed only
for the matrix corresponding to the time-discretization, i.e., matrix R, which is a
dense matrix. Combining this representation R˜ with the spatial discretization matrix
Ah in (4), we obtain the coefficient matrix of the fully-discrete system, denoted here
by Ah,τ .
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(a) (b) (c)
Fig. 2. Schematic procedure for the construction and storage of the H-matrix representation.
Zero blocks are colored in light blue, low-rank approximation blocks in purple, and those blocks stored
in a full-matrix representation in pink.
4. Multigrid waveform relaxation method. In this section, we introduce
the proposed multigrid waveform relaxation method for solving (7)-(9) based on the
H-matrix representation, which gives an optimal algorithm even on non-uniform grids.
Waveform relaxation methods, also known as dynamic iteration methods, are
continuous-in-time iterative algorithms for numerically solving large systems of ordi-
nary differential equations. Different with standard iterative techniques, waveform
relaxation iterates functions in time instead of scalar values. They can also be ap-
plied to solve time dependent PDEs by replacing the spatial derivatives by the spatial
discrete approximations, obtaining semi-discretizations of the problems. In this way,
the PDEs are transformed into a large set of ordinary differential equations, which
can then be solved by an iterative algorithm.
For the time-fractional heat equation, after semi-discretization, we obtain the sys-
tem of ordinary differential equations (4). Next step is to solve (4) by an iterative
method. In particular, in this work, we consider a red-black Gauss-Seidel iteration
(denoted by Sh) which consists of a two-stage procedure, i.e., the updates are per-
formed first on the even points and then on the grid-points with odd numbering. In
addition, to accelerate the convergence of the red-black Gauss-Seidel waveform relax-
ation, a coarse-grid correction procedure based on a coarsening strategy only in the
spatial dimension is performed. This results in the so-called linear multigrid waveform
relaxation algorithm [34]. If standard inter-grid transfer operators, as full-weighting
restriction and linear interpolation, are considered, the algorithm of the multigrid
waveform relaxation (WRMG) is given in Algorithm 1.
In the practical implementation of Algorithm 1, a discrete-time algorithm should
be used. Therefore, after discretizing in time by replacing the differential operator Dδt
by DδM , the previous algorithm can be interpreted as a space-time multigrid method
with coarsening only in space. In order to reduce the high computational cost of
solving DδM , we use the H-matrix representation of operator DδM . Therefore, the
algorithm is applied to the coefficient matrix Ah,τ which is obtained by the spatial
discretization matrix Ah and the H-matrix representation R˜ in time. Finally, the
whole multigrid waveform relaxation combines a zebra-in-time line relaxation with a
standard semi-coarsening strategy only in the spatial dimension as shown in Algo-
rithm 2.
4.1. Computational cost of the algorithm. From Algorithm 2, it is clear
that the most time-consuming parts of the multigrid waveform relaxation method are
the calculation of the residual and the relaxation step. These components require
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Algorithm 1 : Multigrid waveform relaxation: ukh(t)→ uk+1h (t)
if we are on the coarsest grid-level (with spatial grid-size given by h0) then
Dδtu
k+1
h0
(t) +Ah0u
k+1
h0
(t) = fh0(t) Solve with a direct or fast solver.
else
ukh(t) = S
ν1
h (u
k
h(t)) (Pre-smoothing)
ν1 steps of the red-black waveform relaxation.
rkh(t) = fh(t)− (Dδt +Ah)ukh(t) Compute the defect.
rk2h(t) = I
2h
h r
k
h(t) Restrict the defect.
(Dδt +A2h)ê
k
2h(t) = r¯
k
2h(t), ê
k
2h(0) = 0 Solve the defect equation
on G2h by performing γ ≥ 1 cycles of WRMG.
êkh(t) = I
h
2h ê
k
2h(t) Interpolate the correction.
uk+1h (t) = u
k
h(t) + ê
k
h(t) Compute a new approximation.
uk+1h (t) = S
ν2
h (u
k+1
h (t)) (Post-smoothing)
ν2 steps of the red-black waveform relaxation.
end if
matrix-vector multiplications and the solution of dense lower triangular systems, re-
spectively. A standard implementation of these parts would give rise to a computa-
tional cost of at least O(NM2), whereas the remaining components of the algorithm
can be performed with a computational cost proportional to the number of unknowns.
As we are going to see next, we can reduce the computational cost of the algorithm
to O(kNM log(M)) thanks to the use of the hierarchical matrices.
In the calculation of the defect, a matrix-vector multiplication is needed. The
calculations corresponding to the spatial discretization can be performed with a com-
putational cost of O(NM). For each spatial grid-point, however, the matrix-vector
multiplication R˜x for a given vector x is required. This can be carried out by using
the standard matrix-vector multiplication based on the H-matrix format (see [13]).
We take advantage of the lower triangular structure of matrix R˜ to avoid the calcu-
lations corresponding to the zero upper triangular part, and use a slightly modified
matrix-vector multiplication algorithm, which is given in Algorithm 3. Basically, an
extra if statement is added to handle the case of zero blocks.
It is well-known that the computational complexity for the matrix-vector multi-
plication in H-matrix format is O(kM log(M)). Since this is the computational cost
for each spatial grid-point, the whole matrix-vector product in the calculation of the
residual requires O(kNM log(M)) operations.
In the relaxation step, for each spatial grid-point we require the solution of a lower
triangular system of M equations, i.e., (R˜+ 2/h2IM )x = b. This is done by applying
the standard forward substitution method in the H-matrix format (Algorithm 4) to
(R˜ + 2/h2IM ). It is well-known that such a method has a computational cost of
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Algorithm 2 : Multigrid waveform relaxation: ukh,τ → uk+1h,τ
if we are on the coarsest grid-level (with grid-size given by h0 and τ) then
uk+1h0,τ = A−1h0,τfh0,τ Solve with a direct or fast solver.
else
ukh,τ = S
ν1
h,τ (u
k
h,τ ) (Pre-smoothing)
ν1 steps of zebra-in-time line relaxation.
rkh,τ = fh,τ −Ah,τ ukh,τ Compute the defect.
rk2h,τ = I
2h
h r
k
h,τ Restrict the defect only in space.
e˜k2h,τ = 0 Take the zero grid function as a first
approximation on the coarse grid.
A2h,τ êk2h,τ = r¯k2h,τ Solve the defect equation on Ω2h,τ
by performing γ ≥ 1 cycles of WRMG.
êkh,τ = I
h
2h ê
k
2h,τ Interpolate the correction only in space.
uk+1h,τ = u
k
h,τ + ê
k
h,τ Compute a new approximation.
uk+1h,τ = S
ν2
h,τ (u
k+1
h,τ ) (Post-smoothing)
ν2 steps of zebra-in-time line relaxation.
end if
O(kM log(M)), see e.g., [2, 13].
Notice that in Algorithm 4, we only need to consider the two cases of the matrix
being stored in a full-matrix format or in a (2 × 2)-block form because the diagonal
blocks of R˜ are always not admissible and stored in a dense matrix format.
Overall, the computational cost of an iteration of one V -cycle multigrid wave-
form relaxation method is O(kNM log(M)). Since the convergence rate of such an
algorithm usually is independent of the number of unknowns, as we will see, only few
cycles are needed to reach the desired accuracy, and the total computational cost for
solving the time-fractional heat equation on graded meshes is O(kNM log(M)).
Remark 5. All the parallelization techniques for multigrid methods can be used
for the implementation of the multigrid waveform algorithm on parallel computers.
Moreover, the proposed algorithm can be parallelized in the time direction by using
the multigrid waveform relaxation with cyclic reduction [16].
5. Numerical results. This section is devoted to illustrate the good perfor-
mance of the proposed multigrid waveform relaxation method for the solution of the
time-fractional heat equation when graded meshes are considered. We also present
some results obtained by a semi-algebraic mode analyisis, which usually provides ac-
curate predictions of the performance of the multigrid methods, and indeed, it can be
made rigorous if appropriate boundary conditions are considered. In particular, here
we consider the semi-algebraic mode analysis introduced in [10], which was already
12 X. HU, C. RODRIGO, AND F. J. GASPAR
Algorithm 3 : Matrix-vector multiplication in H-matrix format
y = Hmatvec(H,x)
if H is a zero matrix then
y = 0
else if H is full matrix then
y = Hx
else if H = ABT (H is low-rank approximation) then
y = A(BTx)
else if H is stored in (2× 2)-block form H =
(
H11 H12
H21 H22
)
then
partition x =
(
x1
x2
)
y1 =Hmatvec(H11, x1) + Hmatvec(H12, x2)
y2 =Hmatvec(H21, x1) + Hmatvec(H22, x2)
y =
(
y1
y2
)
end if
Algorithm 4 : Forward substitution in H-matrix format
x = Hforwardsubst(H, b)
if H is full matrix then
x = H−1b
else if H is stored in (2× 2)-block form H =
(
H11 0
H21 H22
)
then
partition b =
(
b1
b2
)
x1 =Hforwardsubst(H11, b1)
b2 = b2−Hmatvec(H21, x1)
x2 =Hforwardsubst(H22, b2)
x =
(
x1
x2
)
end if
applied to study the convergence of the WRMG algorithm for the time-fractional heat
equation in the case of uniform temporal grids in [11]. This analysis is based on an
exponential Fourier mode analysis or local Fourier analysis technique only in space
and an exact analytical approach in time. This is the key that allows us to apply this
analysis when non-uniform grids in time are considered. For the details of this analysis
we refer the readers to [11]. The only modification that we need to do when using the
graded meshes is to consider the new coefficients of the matrix corresponding to the
time discretization. Notice that the analysis is applied to the original discretization
instead to the H-matrix representation that we use in the implementation. As we
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proved in Theorem 4, the element-wise difference between both matrices is O(3−k)
and, therefore, by choosing sufficiently large k, the results of the analysis by using
the original matrix are reliable to predict the practical results obtained by using the
H-matrix representation. We will see in the following experiments that this analysis
gives rise to very accurate predictions.
We consider two numerical experiments: one test problem which is one dimen-
sional in space, and a second example which is two dimensional in space. We choose
rank k = 20 in our experiments except the cases where we vary k. We will consider
V -cycles for all the experiments since their convergence rates are similar to those ob-
tained by W -cycles and, therefore, they provide a more efficient multigrid method in
practice.
All numerical computations were carried out using MATLAB on a MacBook Pro
with a Core i5 2.7 GHz and 8 GB RAM, running OS X 10.10 (Yosemite).
5.1. One-dimensional time-fractional heat equation. In the first numerical
experiment we consider a problem whose solution is smooth away from the initial time
but has a certain singular behavior at t = 0 where it presents an initial layer. These
are reasonably general and realistic hypotheses on the behavior of the solution of the
considered problems near the initial time. In particular, we consider problem (1)-
(3) defined on [0, pi] × [0, 1], with a zero right-hand side (f(x, t) = 0) and an initial
condition g(x) = sin x. The solution of this problem is u(x, t) = Eδ(−tδ) sin x, where
Eδ : R→ R is given by
Eδ(z) :=
∞∑
k=0
zk
Γ(δ k + 1)
,
(see [23, 31]). In Figure 3 (a), we can observe the singularity of the analytical solution
for near the initial time, where an initial layer appears. The picture corresponds to
the fractional order δ = 0.6, and following the rule given in Section 2 to construct the
optimal graded mesh, in Figure 3 (b) such a grid is displayed.
As stated in [31], for “typical” solutions of (1)-(3), a rate of convergence of O(h2+
τ δ) is obtained when the discrete scheme on uniform grids is considered, whereas the
convergence order improves to O(h2 +M−(2−δ)) with the use of graded meshes. This
can be seen in Figure 4, where for a fractional order δ = 0.4 and both uniform
and graded meshes, we display the maximum errors between the analytical and the
numerical solution for various numbers of time-steps M and by using a sufficiently fine
spatial grid (N = 2048). It is observed that the convergence order with the uniform
grid is 0.4, whereas it increases to 1.6 when the graded mesh is used.
For different values of δ, in Table 1 we display the maximum errors EM = ‖u −
uN,M‖ obtained when using N = 1024 and different values of M , together with the
corresponding reduction orders computed by log2(EM/E2M ). It can be seen that the
reduction orders asymptotically match with the expected convergence rates.
Next, we study the convergence of the proposed multigrid waveform relaxation
method on graded meshes. For this purpose, we perform a semi-algebraic mode anal-
ysis which provides very accurate predictions of the asymptotic convergence factors
of the multigrid method. In Table 2, we show the two-grid convergence factors with
one smoothing step provided by the analysis for four values of the fractional order
δ and different values of N and M . The convergence factors obtained by using a
multilevel W -cycle in numerical experiments are displayed (between brackets) in this
table as well, showing a good agreement between the predictions and the real conver-
gence rates. This demonstrates that the analysis is a very useful tool for studying the
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(a) (b)
Fig. 3. (a) Analytical solution u(x, t) of the first test problem, for fractional order δ = 0.6 and
(b) corresponding graded mesh.
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Fig. 4. Reduction of the errors by using a uniform grid (solid line) and a graded mesh (dotted
line) for a fractional order δ = 0.4, and by using a sufficiently fine spatial grid (N = 2048).
convergence of the proposed multigrid waveform relaxation method.
Since we look for an efficient solver that is robust with respect to the number of
time steps (M), in Figure 5, we show the two-grid convergence factors predicted by
the analysis for different values of M as well as different fractional orders δ, for a fixed
value of N = 128. Indeed, the convergence rates of the proposed multigrid method
are bounded below 0.2 for any values of the parameters δ and M which demonstrates
its robustness.
In order to have a robust multigrid solver, the convergence rate of the method
should also be independent of the number of spatial grid-points, N . We perform the
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δ M = 32 M = 64 M = 128 M = 256 M = 512
0.4
EM = ‖u− uN,M‖ 1.9E−3 7.0E−4 2.4E−4 8.5E−5 2.9E−5
log2(EM/E2M ) 1.44 1.50 1.53 1.55
0.6
EM = ‖u− uN,M‖ 3.3E−3 1.4E−3 5.5E−4 2.1E−4 8.3E−5
log2(EM/E2M ) 1.23 1.35 1.35 1.36
0.8
EM = ‖u− uN,M‖ 5.0E−3 2.4E−3 1.1E−3 5.0E−4 2.2E−4
log2(EM/E2M ) 1.05 1.12 1.13 1.14
Table 1
Maximum errors EM = ‖u − uN,M‖ obtained for three different values of δ, with N = 1024
spatial grid-points and different numbers of time steps M , and corresponding reduction orders
log2(EM/E2M ).
δ 64× 64 128× 128 256× 256
0.2 0.118 (0.118) 0.114 (0.116) 0.114 (0.114)
0.4 0.123 (0.124) 0.122 (0.123) 0.115 (0.117)
0.6 0.106 (0.107) 0.088 (0.089) 0.067 (0.068)
0.8 0.066 (0.067) 0.043 (0.045) 0.026 (0.028)
Table 2
Comparison between SAMA predictions and experimentally computed convergence factors (in
the brackets) with one smoothing step, for four values of δ and different space-time grid sizes.
semi-algebraic analysis to study the performance for different values of N , and a fixed
number of time-steps M = 256. The results are presented in Figure 6, where the
two-grid convergence factors predicted by SAMA are shown for different values of δ
and for a wide range of values of N = 2l with l = 1, . . . , 20. We can observe that in
all cases the obtained convergence factors are bounded below 0.2, providing a robust
solver for the considered time-fractional problem for any value of the fractional order
δ.
In practice, V -cycle multigrid schemes are often preferred comparing with W -
cycles because of their lower computational cost. Here we use V -cycles in the following
numerical experiments since, as we see, they provide a convergence that is not far from
that of the two-grid or W -cycles.
We consider a V -cycle with no pre-smoothing and only one post-smoothing step.
We choose a V (0, 1) instead of a V (1, 0)−cycle since the first approach provides better
convergence factors. In Table 3, we display the number of WRMG iterations necessary
to reduce the initial residual in a factor of 10−10 for different values of the fractional
order δ and different grid-sizes varying from 128 × 128 to 2048 × 2048 doubling the
mesh-size in both spatial and temporal dimensions. We also show the obtained av-
erage convergence factors. We can conclude that the convergence of the considered
WRMG is very robust independently of the spatial discretization parameter and of
the use of the graded mesh.
Next, we investigate the effect of the rank k on the convergence behavior of the
V-cycle multigrid. Here, we fix the grid-size to be 512 × 512 and vary the fractional
order δ and rank k. The results are shown in Table 4. As previously, we display
the number of WRMG iterations necessary to reduce the initial residual in a factor
of 10−10, together with the corresponding average convergence factors. It is clear
that k does not affect the performance of the V-cycle multigrid, more precisely, the
number of iterations stays the same and the convergence factors also remain constant.
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Fig. 5. Two-grid convergence factors predicted by SAMA for different numbers of time steps,
M , and four fractional orders δ, for a fixed number of spatial grid-points, N = 128.
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Fig. 6. Two-grid convergence factors predicted by SAMA for different numbers of spatial grid-
points N and four fractional orders δ, for a fixed number of time-steps M = 256.
This is expected because the rank k only affects the approximation of the H-matrix
representation.
Taking into account the excellent convergence rates obtained and that, as we
previously commented, the total computational cost is O(kNM log(M)) thanks to
the use of the H-matrix representation, we provide a very efficient solver for the time-
fractional heat equation on graded meshes. In Figure 7, we show the CPU time of
the proposed WRMG method for different fractional orders. We observe that, for all
cases, the computational complexity is optimal, which confirms our expectation.
5.2. Two-dimensional time-fractional heat equation. The aim of this sec-
ond numerical experiment is to show that the proposed strategy can be extended
to problems with higher spatial dimensions. In particular, here we consider a two-
dimensional time-fractional diffusion model problem defined on the spatial domain
Ω = (0, pi)× (0, pi) given by
Dδtu−∆u = f(x, y, t), (x, y) ∈ Ω, t > 0,(17)
u(x, y, t) = 0, (x, y) ∈ ∂Ω, t > 0,(18)
u(x, y, 0) = 0, (x, y) ∈ Ω,(19)
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δ 128× 128 256× 256 512× 512 1024× 1024 2048× 2048
0.2 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11)
0.4 11 (0.11) 11 (0.11) 11 (0.11) 10 (0.09) 9 (0.08)
0.6 10 (0.09) 9 (0.06) 8 (0.05) 7 (0.04) 7 (0.04)
0.8 8 (0.04) 7 (0.04) 7 (0.04) 7 (0.04) 7 (0.04)
Table 3
Number of V (0, 1)−WRMG iterations necessary to reduce the initial residual in a factor of
10−10 for different fractional orders δ and for different grid-sizes. The corresponding average con-
vergence factors (in brackets) are also included.
δ k = 5 k = 10 k = 15 k = 20 k = 25 k = 30
0.2 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11)
0.4 11 (0.11) 11 (0.11) 11 (0.11) 11 (0.11) 10 (0.11) 11 (0.11)
0.6 8 (0.05) 8 (0.05) 8 (0.05) 8 (0.05) 8 (0.05) 8 (0.05)
0.8 7 (0.04) 7 (0.04) 7 (0.04) 7 (0.04) 7 (0.04) 7 (0.04)
Table 4
Number of V (0, 1)−WRMG iterations necessary to reduce the initial residual in a factor of
10−10 for different fractional orders δ and for different values of k (fixed grid-size 512× 512). The
corresponding average convergence factors (in brackets) are also included.
where the right-hand side f is defined as
f(x, y, t) = 2(t3 + tδ) sinx sin y +
(
Γ(δ + 1) +
Γ(4)
Γ(4− δ) t
3−δ
)
sinx sin y.
It can be easily seen that the analytic solution is
u(x, y, t) = (t3 + tδ) sin x sin y.
A semi-algebraic analysis is performed analogously to the one-dimensional spatial
case. The only difference is that a standard two-dimensional local Fourier analysis is
used now in the spatial domain, combined again with an exact analytical approach in
time. First of all, in Figure 8, the asymptotic convergence factors obtained by using
a multilevel W -cycle are compared to the two-grid convergence rates predicted by
the semi-algebraic analysis. This comparison is done by choosing δ = 0.4, M = 128
time-steps, and for a range of values of N from N = 8×8 to N = 512×512. Accurate
correspondence can be observed between the real and the predicted values and such
comparisons are similar for different values of the fractional order, which shows that
the analysis provides a very useful tool for the study of the convergence of the proposed
method.
The semi-algebraic analysis is used now to demonstrate the robustness of the
multigrid waveform relaxation method with respect to the fractional order δ. To
this end, in Figure 9, the two-grid convergence factors provided by SAMA are shown
for different values of δ and different numbers of spatial grid-points N , for a fixed
number of time-steps M = 128. A very satisfactory convergence is observed in all
cases, making the multigrid waveform relaxation method a good choice for an efficient
solution of the time-fractional two-dimensional heat equation.
In order to show the efficiency and the robustness of the proposed method in the
case of two spatial dimensions, we consider a multigrid V -cycle with one pre- and
one post-smoothing steps. As for the one-dimensional case, in Table 5, we show a
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Fig. 7. CPU time (in seconds) of WRMG method using H-matrices on nonuniform grids for
the first numerical experiment and for different fractional indexes.
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Fig. 8. Comparison between the two-grid convergence factors predicted by the analysis (ρ) and
the asymptotic convergence factor of a W (1, 0)-cycle experimentally computed (ρh), for different
numbers of spatial grid-points (N), fractional order δ = 0.4, and for a fixed number of time-steps
M = 128.
performance of the method independent of the grid-size and robust with respect to
the value of the fractional order δ. In particular, we show the number of WRMG
iterations that are needed to reduce the initial maximum residual by a factor of 10−10
for different grid-sizes varying from 32× 32× 32 to 256× 256× 256 and for different
values of the fractional order δ. The average convergence factors are displayed as well.
δ 32× 32× 32 64× 64× 64 128× 128× 128 256× 256× 256
0.2 9 (0.07) 9 (0.07) 9 (0.07) 9 (0.07)
0.4 9 (0.07) 9 (0.08) 9 (0.08) 9 (0.08)
0.6 9 (0.07) 9 (0.08) 9 (0.08) 9 (0.08)
0.8 9 (0.07) 9 (0.08) 9 (0.08) 9 (0.08)
Table 5
Number of V (1, 1)-WRMG iterations necessary to reduce the initial residual in a factor of
10−10, together with the corresponding average convergence factors (in brackets), for different frac-
tional orders δ and for different grid-sizes.
H-MATRICES FOR SOLVING THE TIME-FRACTIONAL HEAT EQUATION BY WRMG19
2
2
2
8
2
14
2
20
2
26
2
32
2
38
number of spatial grid-points (N)
0
0.2
0.4
0.6
0.8
1
 = 0.2
 = 0.4
 = 0.6
 = 0.8
Fig. 9. Two-grid convergence factors predicted by SAMA for different numbers of spatial grid-
points (N) and four fractional orders δ, when considering M = 128 time-steps.
In Table 6, we study the influence of the rank k in the WRMG performance. We
fix the grid-size to be 64×64×64 and vary the fractional order δ and the rank k. We
can see from Table 6 that k does not affect the performance of the V-cycle multigrid,
since the number of iterations stays the same, as well as the convergence factors
remain constant. This demonstrates the robustness of our H-matrix representation.
δ k = 5 k = 10 k = 15 k = 20 k = 25 k = 30
0.2 9 (0.07) 9 (0.07) 9 (0.07) 9 (0.07) 9 (0.07) 9 (0.07)
0.4 9 (0.07) 9 (0.08) 9 (0.07) 9 (0.08) 9 (0.08) 9 (0.07)
0.6 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08)
0.8 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08) 9 (0.08)
Table 6
Number of V (1, 1)-WRMG iterations necessary to reduce the initial residual in a factor of
10−10, together with the corresponding average convergence factors (in brackets), for different frac-
tional orders δ and for different rank k (fixed grid-size 64× 64× 64).
Again, we obtain an excellent convergence that together with the computational
cost of O(kNM log(M)), makes the proposed WRMG method a very efficient solver
also for the two-dimensional time-fractional heat equation on graded meshes. The
CPU time of the proposed WRMG method is shown in Figure 10 for different frac-
tional orders, where we can confirm that the computational complexity is optimal for
all cases, as expected.
6. Conclusions. In this work, we have proposed a fast solver for the time-
fractional heat equation, targeting in particular “typical” non-smooth solutions that
arise even when right-hand sides are smooth. The use of uniform grids in these
cases may lead to a very poor convergence of the numerical solution, which can be
enhanced by considering graded meshes. The algorithm is based on the multigrid
acceleration of the waveform relaxation method, which provides an optimal complexity
only for uniform grids. For non-uniform grids in time, however, the computational
cost increases and is not optimal any more. In order to overcome this drawback
and keep the optimality of the overall computational complexity of the method, the
hierarchical matrices framework is considered. In this way, a computational cost of
O(kNM log(M)), where M is the number of time steps and N is the number of spatial
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Fig. 10. CPU time (in seconds) of WRMG method using H-matrices on nonuniform grids for
the second numerical experiment and for different fractional indexes.
grid points, is obtained. Numerical experiments with one- and two-spatial dimensions
are presented to illustrate the efficiency of the method and its robustness with respect
to the fractional orders. Within these tests, a semi-algebraic mode analysis is used to
theoretically justify the good convergence rates provided by the multigrid waveform
relaxation algorithm.
One direction for future work is to study how to generalize our fast solver to high
order schemes. This involves rewriting the high order schemes using the finite element
framework. If this is doable, we can replace the original kernel by a separable kernel
and construct the corresponding H-matrix representations. Otherwise, our method
cannot be directly applied and we need to investigate other ways to construct the low
rank approximations, for example, construct them algebraically. Another possible
research direction is the generalization of the proposed approach to time-fractional
nonlinear problems. We plan to use the H-matrix representation to approximate the
time-fractional derivatives and nonlinear multigrid schemes to handle the nonlinearity,
for example, the full approximation scheme [4].
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