A vertex algebra V is a linear space, endowed with infinitely many bilinear products (n) : V ⊗V → V and a unit ½ ∈ V , satisfying certain axioms, see § 1.1. In this paper we deal with graded vertex
(abbreviation of "One-Zero") if it is graded so that dim V 0 = 1 and V i = 0 for i = 1 or i < 0 [12] . If V is an OZ vertex algebra, then V 2 is a commutative (but not necessary associative) algebra with respect to the product V 2 (1)V 2 → V 2 , with an invariant symmetric bilinear form, given by V 2 (3)V 2 → V 0 . It is called the Griess algebra of V .
Formulation of the results. In this paper we prove the following Theorem 1. Let A be a commutative algebra with non-degenerate symmetric invariant bilinear form. Then there is an OZ vertex 
This is a special case of the following conjecture:
Conjecture.
(a) For any commutative algebra A with a non-degenerate symmetric invariant bilinear form there is an OZ vertex algebra V such that A = V 2 . (b) If dim A < ∞, then V can be chosen so that dim V n < ∞. (c) If A has a unit e, then V can be chosen so that e is a Virasoro vector of V , see § 1.1 for the definition. (d) If G ⊂ Aut A is a finite group of of automorphisms of A, then V can be chosen so that G ⊂ Aut V .
We construct V is three steps. First we construct a vertex algebra V , which is generated by A with some simple relations. We prove an analogue of Poincaré-Birkoff-Witt theorem for V . There is a natural filtration 0 = V (−1) ⊂ V (0) ⊂ V (1) ⊂ V (2) ⊂ · · · ⊂ V on V , so that the associated graded vertex algebra gr V = i 0 V (i) / V (i−1) is isomorphic to a free vertex algebra (see Theorem 2 in § 3.1).
Next we construct an algebra V , which is a homomorphic image of V . The algebra V has the following properties, summarized in Theorem 3 in § 3.4: V n = 0, for n = 1 or n < 0, V 2 contains A, and V 0 is isomorphic to a polynomial algebra in infinitely many variables. The main technique that we use here is the Diamond lemma and Gröbner-Shirshov bases.
Finally, we observe that any invariant bilinear form · | · on V must coincide with the given bilinear form on A, and there are forms · | · on V such that the codimension of Rad · | · ∩ V 0 in V 0 is 1. Since the form on A is non-degenerate, the quotient vertex algebra V = V / Rad · | · satisfies the requirements of Theorem 1.
Motivations of the problem. Probably the most famous example of OZ vertex algebras is the Moonshine module V ♮ , constructed by Frenkel, Lepowsky and Meurman in [9] , see also [3, 5] . Its Griess algebra V ♮ 2 is the original 196 884-dimensional commutative algebra constructed by Griess [11] . The automorphism group of V ♮ and of V ♮ 2 is the Fischer-Griess Monster. Another example of OZ vertex algebra is a Virasoro vertex algebra V ir [10, 23] . It is generated by a single Virasoro element ω ∈ V ir 2 so that the Griess algebra of V ir is ω.
If A is associative, than it is well known that A can appear as a Griess algebra, see [14, 24] . Lam [15] also showed the same for a simple Jordan algebra of type A, B or C. Other interesting examples of OZ vertex algebras and their Griess algebras can be found in [12] .
We remark that the if the graded vertex algebra V is of conformal field theory (CFT) type, which means that V n = 0 for n < 0 and dim V 0 = 1, then V 1 is a Lie algebra with respect to the product (0), with invariant bilinear form given by product (1) . The analogous problem of finding a vertex algebra V such that V 1 is a given Lie algebra has a well-know solution: to every Lie algebra L with an invariant bilinear form there corresponds an affine Lie algebra L, so that a certain highest weight L-module has the desired vertex algebra structure [9, 10] .
Organization of manuscript. In § 1 we fix the notations and give the necessary definitions. We work with vertex algebras with sl 2 structure. They form a more general class of vertex algebras than vertex operator algebras (VOA's) as defined in e.g. [9] . We define the notion of universal enveloping algebra, following [10, 21] , and present a description of invariant bilinear forms on a vertex algebra [8, 17, 21] . We also recall the notion of free vertex algebra [19, 20] .
In § 2 we recall the theory Gröbner-Shirshov bases for associative algebras, mostly following [19] . The standard references are [1, 2, 4, 22] .
Then in § 3 we prove Theorem 1, modulo several technical statements that require further considerations. These statements are proved in § 5 and § 6 by working with rational functions, after some preparational arguments presented in § 4.
General facts about vertex algebras
Here we fix the notations and give some minimal definitions. For more details on vertex algebras the reader can refer to the books [9, 13, 16, 24 ]. This is not the only known definition of vertex algebras. Often the axioms are formulated in terms of the left adjoint action map Y : V → V [[z, z −1 ]] defined for a ∈ V by Y (a, z) = n∈ a(n) z −n−1 , where a(n) : V → V is the operator given by b → a(n)b. The most important property of these maps is that they are local: for any a, b ∈ V there is N 0 such that Y (a, w), Y (b, z) (w − z) N = 0.
(1.1)
The minimal N = N (a, b) for which this identity holds is called the locality of a and b. In fact, N (a, b) = min{ n ∈ | a(m)b = 0 ∀m n }.
Remark. One could extend this definition to allow a negative locality N , see [20] . 
It is often required that a vertex algebra V is graded and V 2 contains a special element ω such that ω(0) = D, ω(1)| Vi = i and the coefficients ω(n) generate a representation of the Virasoro Lie algebra:
.
(1.6)
It can be deduced [8] from the locality identity (1.1) and from the fact that a(n)½ = 0 for n 0 that α σ is an expansion in the domain |z 1 | > . . . > |z l | of a rational function α ∈ Φ(K) for K = {k ij } given by k ii = 0 and k ij = −N (a i , a j ), called a correlation function of V . Since deg a i (
Assume that a 1 , . . . , a l are linearly independent. A simultaneous permutation of {a 1 , . . . , a l } and {z 1 , . . . , z l } would result in a different expansion of the same rational function. This means that α is stable under the action of the group Γ ⊂ S l generated by all transpositions (i, j) for which a i = a j .
It is shown in [8] that the rationality property of correlation functions can serve as an equivalent definition of vertex algebras.
1.3. The action of sl 2 . In this paper we need to deal with vertex algebras equipped with certain additional structure.
there is a locally nilpotent operator D * : V → V of degree −1, such that D * ½ = 0 and
for every a ∈ V d .
Let δ : V → V be the grading derivation, defined by δ| V d = d. It is easy to compute that if D * : V → V satisfies the condition (1.7), then
so that D * , D and δ span a copy of sl 2 .
All vertex algebras in this paper are assumed to have sl 2 -structure, the homomorphisms of vertex algebra preserve the action of sl 2 , etc.
An element a ∈ V such that D * a = 0 is called minimal. It is easy to see that if V is generated by minimal elements, then any operator D * : V → V satisfying (1.7) must be locally nilpotent.
If V has a Virasoro element ω, then we always have D = ω(0) and δ = ω(1), and we can take D * = ω(2). Vertex algebras with an action of sl 2 as above were called quasi-vertex operator algebras in [8] and minimal elements are sometimes called quasi-primary.
We are going to need he following fact:
In fact this is true for any graded sl 2 -module V on which D * is localy nilpotent and δ V d = d [21] . For vertex algebras the action of sl 2 was also investigated in [7] . When V is a vertex algebra generated by minimal elements, Lemma 1.1 will follow from Corollary 5.1 in § 5.2.
1.4. The universal enveloping algebra. For any vertex algebra V we can construct a Lie algebra L = Coeff V in the following way [3, 13, 18, 19] . Consider the linear space [t, t −1 ] ⊗ V , where t is a formal variable. Denote a(n) = a ⊗ t n for n ∈ . As a linear space, L the quotient of [t, t −1 ] ⊗ V by the subspace spanned by the relations (Da)(n) = −n a(n − 1).
The brackets are given by
which is precisely the identity (iv) of Definition 1.1. The spaces L ± = Span{ a(n) | n < 0 } ⊂ L are Lie subalgebras of L and we have L = L − ⊕ L + .
Remark. The construction of L makes use of only the products (n) for n 0 and the map D. This means that it works for a more generic algebraic structure, known as conformal algebra [13] .
Now assume that the vertex algebra V has the sl 2 -structure. Then the formulas (1.2) and (1.7) define derivations D : L → L and D * : L → L so we get an action of sl 2 on L by derivations. Denote by L = L ⋉ sl 2 the corresponding semi-direct product.
The Lie algebra L = Coeff V and its universal enveloping algebra U = U ( L) inherit the grading from V so that deg a(m) = deg a−m−1. The Frenkel-Zhu topology [10] on a homogeneous component U d is defined by setting the neighborhoods of 0 to be the spaces
Let U = d∈ U d be the completion of U ( L) in this topology. Consider the ideal I ⊂ U generated by the relations
for all a, b ∈ V and m, n ∈ . Note that the relations above are simply the associativity identity (1.4) . Denote by W = U/Ī the quotient of U by the closure of I.
For a finite ordered set of elements S = {a 1 , . . . , a l }, a i ∈ V , let W S be the D, δ, D * -module generated by all monomials a 1 (m 1 ) · · · a l (m l ) ∈ W , m i ∈ . Definition 1.4. [10, 21] The universal enveloping algebra of V is
where the union is taken over all finite ordered sets S ⊂ V , and W S is the completion of the space W S in the Frenkel-Zhu topology.
Remark. In fact, one can show that if S and S ′ differ by a permutation, then W S = W S ′ .
It is proved in [21] that any module over a vertex algebra V is a continuous module over U (V ), in the sense that for any sequence u 1 , u 2 , . . . ∈ U (V ) that converges to 0 and any v ∈ M we have u i v = 0 for i ≫ 0. Conversely, any U (V )-module M , such that for any a ∈ V and v ∈ M one has a(m)v = 0 for m ≫ 0, is a module over V .
Remark. The algebra W = U ( L)/Ī is also a good candidate for universal enveloping algebra of V . It has the following property [10] : consider a graded space M such that
On the other hand, we could define an algebra U(V ) such that any series of elements from U ( L), that make sense as an operator on any V -module, would converge in U (V ). However, this algebra is too big for our purposes, for example there is no way of defining an involution in this algebra, see § 1.5 below.
Invariant bilinear forms.
The key ingredient of our constructions is the notion of invariant bilinear form on vertex algebra. Here we review the results of [21] , that generalize the results of Frenkel, Huang and Lepowsky [8] and Li [17] .
Let V be a vertex algebra with an sl 2 -structure, as in § 1.3. It is shown in [21] , using some ideas from [8] , that there is an anti-involution u → u * on the universal enveloping algebra U (V ) such that D → D * , δ * = δ and a(m) * = (−1) deg a i 0
for a homogeneous a ∈ V and m ∈ . Let K be a linear space over .
for all a, b, c ∈ V and m ∈ .
Given a K-valued invariant form · | · on V , one can consider a functional f :
we get that f (D * V 1 ) = 0. Also, the form can be reconstructed from f by the formula a | b = f a(−1) * b .
There is a one-to-one correspondence between invariant K-valued bilinear forms · | · on a vertex algebra V and linear functionals f :
For the case when V is a vertex operator algebra such that V n = 0 for n ≪ 0 and dim V n < ∞ this was proved in [8, 17] .
Remark. We observe that a vertex algebra V such that V 0 = ½ and D * V 1 = 0 is simple if and only if the invariant -valued bilinear form on V (which is unique by the above) is non-degenerate. Indeed, any homomorphism V → U of vertex algebras must be an isometry, hence its kernel must belong to the radical of the form. 1.6. Radical of a vertex algebra. Let I = D * V 1 ⊂ V be the ideal of a vertex algebra V generated by the space D * V 1 . Its degree 0 component I 0 = U (V ) 0 D * V 1 is spanned by the elements a 1 (m 1 ) · · · a l (m l )D * v such that a i ∈ V , m i ∈ , deg a 1 (m 1 ) · · · a l (m l ) = 0 and v ∈ V 1 , since we have DV −1 ⊂ D * V 1 ⊂ I 0 , using Lemma 1.1. Note that Lemma 1.1 also implies that V d ⊂ I for d < 0.
It follows from (1.3) and (1.4) that K = V 0 /I 0 is the commutative associative algebra with respect to the product (−1) with unit ½. Let f : V 0 → K be the canonical projection. By Proposition 1.1, the map f corresponds to an invariant k-valued bilinear form · | · on V .
Remark. This definition has nothing to do with the radical defined in [6] .
The following proposition summarizes some properties of V that we will need later.
(c) Every ideal J 0 ⊂ K canonicaly corresponds to an ideal J ⊂ V , such that J ∩ V 0 = J 0 , in the following way: let g : K → K/J 0 be the canonical projection, by Proposition 1.1 it defines a K/J 0 -valued invariant bilinear form · | · g on V , and we set J = Rad · | · g .
Note that all the above definitions make sense when is a commutative ring containing Q. So the statement (b) means that V 0 is of CFT type as an vertex algebra over K.
We also need the following lemma:
Proof. Statement (a) is proved in [21, §3] . To prove (b), we compute, using (a), 
for k 0. The series δ k (w, z) is the difference between the two expansions of (w − z) −k−1 in the power series, so it follows that (w − z) n δ k (w, z) = 0 for n > k. We will also need the following identity:
for a formal power series g(w, z) provided that either of the sides makes sense. A very useful fact in the theory of vertex algebras is that the generating function of the commu-
(1.10)
1.8. Free vertex algebras. Here we review the construction of free vertex algebras, following [19, 20] . Let A be an ordered set with a symmetric integer-valued function N : A × A → such that N (a, a) ∈ 2 for any a ∈ A. Then there is a vertex algebra F = F N (A) generated by A such that the locality of any two generators a, b ∈ A ⊂ F is exactly N (a, b), and the following universality property holds: for any vertex algebra V generated by A with the same bound on locality there is a vertex algebra homomorphism F → V that fixes A. The natural way of grading F is by setting deg a = N (a, a)/2 for any a ∈ A. Obviously, the algebra F is also graded by + [A]. We will refer to this grading as "grading by weights". Denote by F λ,d ⊂ F the space of all elements of degree d ∈ and weight λ ∈ + [A], so that
One can define the sl 2 -structure on F by D * a = 0 for any a ∈ A, and then
A basis of F is given by all words a 1 (m 1 ) · · · a l (m l )½, a i ∈ A, m i , l ∈ , l 0, m l < 0, such that
such that dim F λ,dmin(λ) = 1 and dim F λ,d = 0 for d < d min (λ). By counting elements in the above basis, we conclude that for d > d min (λ) the dimension of F λ,d is equal to the number of partitions of d − d min (λ) into a sum of l non-negative integers colored by a 1 , . . . , a l .
For the case when all a i 's are different, dim F λ,d is equal to the number of monomials of degree d − d min (λ) in some formal variables z 1 , . . . , z l . In general, let Γ ⊂ S l be the group of permutations σ of {1, . . . , l} such that a i = a σ(i) for any 1 i l. Then using a combinatorial argument one can show that dim F λ,d is equal to the dimension of the space of Γ-symmetric polynomials in z 1 , . . . , z l of degree d − d min (λ).
Let K = {k ij } be defined by k ii = 0 and k ij = −N (a i , a j ) for i = j. Then by § 1.2, for a functional f :
Proof. If α f = 0, then f = 0, because F λ,d is spanned by the words a 1 (m 1 ) . . . a l (m l )½. Therefore, the map f → α f is injective. Since the dimensions of F λ,d and Φ(K) Γ are the same, this map must also be surjective.
Diamond Lemma and rewriting systems
Here we give an account of Diamond lemma for for associative algebras [1, 2, 19] . This technique also works for other varieties of algebras, e.g. for commutative associative [4] or Lie [22] .
Let X be some alphabet. Consider the free associative algebra X of non-commutative polynomials with coefficients in . Denote by X * the set of words in X, i.e. the free semigroup with 1 generated by X.
A rule on X is a pair ρ = w −→ f , consisting of a word w ∈ X * and a polynomial f ∈ X . The left-hand side w is called the principal part of rule ρ.
X is a polynomial which involves a word v, such that a rule ρ is applicable to v, then we say that ρ is applicable to p.
Let R be a set of rules on X . For p, q ∈ X we will write p R − − → q to denote the fact that q can be obtained as a result of applying the rules from R to p.
i.e. any polynomial p ∈ X can be modified only finitely many times by rules from R. (c) A rewriting system is confluent if for any polynomial p ∈ X there is the unique terminal
Now we can state the Lemma.
Lemma 2.1 (Diamond Lemma). (a) A rewriting system R is confluent if and only if all terminal words form a basis of X /I(R). (b) A rewriting system is confluent if and only if it is confluent on all the ambiguities, that is, for any ambiguity
Note that the condition that the terminal words form a basis of X /I(R) is equivalent to the existence of the following membership test: a polynomial p ∈ X belongs to I if and only if p R − − → 0. Now assume that the set of words X * has a linear monomial order. For a polynomial p = w∈X * ξ w w ∈ X , ξ w ∈ , denotep = max{ w ∈ X * | ξ w = 0 } its principal word. Then p corresponds to a rule ρ p =p −→ −ξ −1 p w =p ξ w w. Definition 2.2. Let I ⊂ X be an ideal generated by some set R ⊂ I, and let R = { ρ p | p ∈ R }. Then R or R is called a Gröbner-Shirshov basis of I if the rules R form a confluent rewriting system.
Note that unless the order on X * has some nice properties, it is not automatic that R is a rewriting system, confluent or not. We also remark that it would be more appropriate to call R a Gröbner-Shirshov set of generators rather than a basis, because there are no independence condition.
Proof of Theorem 1
3.1. The algebra V . Let A be a commutative (but not necessarily associative) algebra with an non-degenerate invariant symmetric bilinear form · | · , so that ab | c = a | bc for all a, b, c ∈ A. In this section we construct a certain large vertex algebra V such that the desired OZ algebra V will be its homomorphic image.
The algebra V is generated by A with the locality bound N (a, b) = 4 for any a, b ∈ A, subject to the following relations:
Obviously, the group Aut A acts on V by vertex algebra automorphisms. A simple computation shows that one can define a derivation D * : V → V of degree −1 such that D * a = 0, and this derivation satisfies all the requirements of § 1.3.
Define
It is easy to see that
is naturally a vertex algebra.
Fix a linearly ordered k-linear basis A of A. We claim the following analogue of Poincaré-Birkoff-Witt theorem:
Theorem 2. The associated graded vertex algebra gr V is isomorphic to the free vertex algebra F = F N (A) generated by the set A with the locality bound N : A × A → given by N (a, b) = 1 if a = b and N (a, a) = 0.
Denote by F (l) the span of all words of length l in F , so that F (l) = V (l) / V (l−1) by Theorem 2. We note that the relations (3.1) that define V involve only non-negative products between generators, therefore by § 1.4 the universal enveloping algebra U ( V ) is a completion in the Frenkel-Zhu topology of the enveloping algebra of the Lie algebra generated by the set X = { a(m) | a ∈ A, m ∈ } and relations coming from (1.8) :
Using delta functions (see § 1.7) and specifically formula (1.10), we compute the generating function of the identities (3.2):
which for the case when a = b specializes to
The reason why Theorem 2 holds is that the relations (3.2) are in fact a Gröbner-Shirshov basis (see § 2) of the ideal generated by them. Let us introduce a linear order on words X * . We set a(m) < b(n) if either m < n or m = n and a < b. Then we will compare words from X * first by length and then lexicographically. Then relations (3.2) correspond to rewriting system R (see § 2) that consists of the rules
where m > n if a > b and m > n + 1 if a b, and also
By rather lengthy calculations, similar to those in [19] , one can show that R is confluent. If ab = a | b = 0, then the relations (3.2) define the universal enveloping algebra of the free algebra F = F N (A), and in [19] it was shown that the corresponding rewriting system is confluent. Then the Diamond Lemma 2.1 states that the set T of R-terminal words forms a basis of both V and of F . These terminal words are given by (1.11) , which in this case gives the set of words a 1 (m 1 )a 2 (m 2 ) · · · a l (m l ) such that
Therefore a basis of V is given by all expressions a 1 (m 1 )a 2 (m 2 ) · · · a l (m l )½ such that in addition to (3.5) one has m l < 0.
Order on words.
We start with introducing a linear order on the set of words w = a 1 (m 1 ) . . . a l (m l ) of degree 0 , where a i ∈ A and m i ∈ . We will write |w| = l. We will call such a word indecomposable if it does not have a proper tail a k (m k ) · · · a l (m l ), 1 k < l, of degree 0.
Assume that w is an indecomposable word. Define τ (w) by
if w has a proper tail of either negative degree or of degree 1, and set τ (w) = ∞ otherwise. Set also τ (a(1)) = 0 for a ∈ A, these will be the only indecomposable words w with τ (w) = 0. For a decomposable word w, let τ (w) be the minimal of τ (w i ) for w i running over the indecomposable parts of w.
We fix a linear monomial order ≺ on the set of degree 0 words as above, such that the following conditions hold:
the later being the order introduced in § 3.1.
Note that these conditions do not define the order ≺ uniquely.
We will need the following easy property of the rules R.
Recall that T is the set of the words a 1 (m 1 ) . . . a l (m l ) ∈ X * such that the condition (3.5) holds. These are the terminal words with respect to the rules R given by (3.4) . Set T d = T ∩ V d and
Let S ⊂ T 0 be the set of all indecomposable words of degree 0. We will deal with rules that act on words in S. We can interpret any element u ∈ T 0 as a word in the alphabet S. We will identify V 0 with a subspace in S , so that an element
The order ≺ is also an order on S * . As in § 2, any element
In § 5 we are going to prove the following strengthening of Theorem 2:
Remark. In fact, it will follow from the results of § 6 that the associated graded vertex algebra of Rad V is isomorphic to Rad F .
In the free algebra F the the unit ½ ∈ F 0 is not in D * F 1 , since F (l) 1 = 0 for l 5, so we get the following important corollary
, it is easy to see that N ⊂ S is an ideal generated by D * V 1 and S 1 .
We are going to construct a Gröbner-Shirshov basis of N . It will consist of the following rules:
The rules N have the following important property: they all are of the form s
x − →, for s ∈ S.
We are going to split the proof of Proposition 3.2 into the following lemmas: 
We are left to show that S 1 ⊂ N . Let w ∈ S 1 . If τ (w) = 1, then w ∈ N by definition. If τ (w) = 0, then w = a(1) for some a ∈ A, and then w½ = 0 ∈ N . Finally, assume that τ (w) < 0. Then w = w 1 w 2 , so that deg w 1 = − deg w 2 = d > 0. By Lemma 1.1 there is v ∈ V 1 , such that
Proof of Lemma 3.3. Let w = a 1 (m 1 ) · · · a l (m l ) ∈ S * be a word. We will prove by induction on its length l = |w| as a word in the alphabet X = { a(m) | a ∈ A, m ∈ } that there is no infinite sequence of rule applications w
0 , and therefore k 6, since D * F (k) 0 = 0 for k 5. Therefore, if l < 6, the rules H are not applicable to w. Now assume that w −→ x ∈ H. Then any word of length l that appears in x must be of the form a i1 (n 1 ) · · · a i l (n l ) ∈ S * , where (i 1 , . . . , i l ) is a permutation of (1, . . . , l) and n i = m i = −2l. Now the lemma follows from the observation that there are only finitely many such words that do not have a tail of negative degree; and if a word u has a tail of negative degree, then the only way of applying N to u is u S1 − − → 0.
For the proof of Lemma 3.4 we will have to use two additional statements. Let N (l) = N ∩ V (l) and Q In order to formulate the second statement, we need to introduce some auxiliary constructions. Recall from § 3.1 that F is the free vertex algebra generated by the set A ⊂ F 2 with respect to locality function N : A × A → + given by N (a, b) = 1 for a = b and N (a, a) = 0 (see § 1.8). Let X * 0 be the set of all words w ∈ X * if deg w = 0. We define the following subspaces of F 0 :
Note that in the special case when the product on form on A are not 0, we have F = V and
We are interested in the space
By the argument similar to that in the proof of Lemma 3.2, we have also C ⊂ F * F 1 + E 1 . We claim that P and C span the whole subspace
We will prove Proposition 3.3 in § 6.2 and Proposition 3.4 in § 6.4.
Proof of Lemma 3.4. Let 0 = x ∈ N . By Proposition 3.3 we can write
, and assume that the decomposition x = y + y ′ gives the minimal possible value of l. Let y = w∈T + 0 k w w, k w ∈ , and let y 0 = w∈T + 0 , |w|=l k w w be the length l component of y. We are going to prove the Lemma by induction on l. As we have seen before, if l <= 5, then x = 0.
First we claim that y 0 ∈ Q 1 . Indeed, otherwise x = (y − y 0 ) + (y ′ + y 0 ) ∈ N (l−1) + Q 1 so by Proposition 3.3 we would have x ∈ (D * V 1 ) (l−1) + Q 1 which contradicts to the minimality of l.
So we have shown that the set Ω = { w ∈ T + 0 | k w = 0, |w| = l, τ (w) > 1 } is not empty. Consider the following two cases: In Case 1, let v ∈ T + 0 be the maximal indecomposable word in Ω with respect to the order ≺. Then v =ȳ and there is a rule ρ = v → . . . ∈ H which is applicable to y, and therefore to x, since by Lemma 3.1, the word v½ cannot appear in the expansion of y ′ ∈ Q in the basis { w½ | w ∈ T + 0 }. Now assume that the Case 2 takes place. By Theorem 2 there is a projection π : V
. Since all the words w that appear in y 0 are either decomposable or have τ (w) 1, we get π(y 0 ) ∈ E 0 + E 1 . On the other hand, since y ∈ D * V 1 , we obtain that π(y 0 ) = π(y) ∈ D * F 1 , and therefore that π(y 0 ) ∈ (E 0 + E 1 ) ∩ (D * F 1 + E 1 ). So by Proposition 3.4 the element π(y 0 ) can be decomposed as π(y 0 ) = p + c + e 1 so that p ∈ P , c ∈ C, e 1 ∈ E 1 , and
Assume first that p = 0. Then p can be written as p = i u i r i , where u i ∈ S, |u i | > 0 are pairwise different indecomposable R-terminal words, and r i ∈ Rad 0 F . We can assume that u i ∈ S 1 , since otherwise u i r i ∈ E 1 can be removed from the expansion of p.
By induction, there is a rule ρ ∈ N which is applicable to the leading wordr i of r i . If ρ ∈ S 1 , then r i ∈ E 1 , and then u i r i ∈ E 1 , so we can assume that u i r i does not appear in the expansion of p. We can also assume that ρ ∈ C, because otherwise we can replace r i by the result ρ(r i ) of applying ρ to r i ; the difference r i − ρ(r i ) is in C ⊂ Rad 0 F and it needs to be added to c to compensate for this change.
So we get that a rule ρ = s −→ . . . ∈ H, s =ρ ∈ S, is applicable to u iri . We will show that ρ is applicable to π(y 0 ) as well. We see that the word u iri is R-terminal, and appears with a non-zero coefficient in the expansion of p in the basis { w½ | w ∈ T + 0 } of F 0 . Therefore, there is a word w that differs from u iri by an permutation of indecomposable terms, that appears with non-zero coefficient in the expansion of p + c. But then the same word w must appear with non-zero coefficient in the expansion of π(y 0 ), because all the words that appear in the expansion of e 1 are from S 1 and w ∈ S 1 .
It remains to consider the case when p = 0. But then c = 0, since we have assumed that y 0 ∈ Q 1 , and the rules C apply to c and therefore to π(y 0 ).
So we have proved that the rules N apply to π(y 0 ). This means that they are also applicable to y 0 , since they have the same expansions in the basis { w½ | w ∈ T + 0 }, therefore N are applicable to y and x as well.
3.4. The construction of V . In this section we assume that the form · | · A on A is non-degenerate. We start with the following observation. Proof. For any a, b ∈ A we have, using that a(−1) * = a(3),
We will also need the following lemma, which we will prove in § 6.5. Recall that F 
for any v ∈ V 1 , we get V 1 ⊂ N . This proves (a).
(b) Combining Proposition 3.2 with Lemma 2.1, we see that the set of all N -reduced words in S * form a basis of K. We note that the rules H and S 1 are all of the form s x − →, where s ∈ S, and C are the commutativity relations. This implies that K is a polynomial algebra generated by the set S N ⊂ S of all N -terminal words in S.
It follows from Lemma 3.6 that if dim A > 1 and l 8, then the set S (l)
be the canonical projection, see Theorem 2. Then Proposition 3.1 implies that φ(N ) ⊂ E (l)
1 , and we apply Lemma 3.6. (c) We have V = V / Rad · | · , where · | · is a canonical invariant K-valued bilinear form corresponding to the map V 0 → V 0 /N , see § 1.6. By Lemma 3.5, this form · | · coincides with the bilinear form · | · A on A. Since · | · A is non-degenerate, we get Rad · | · ∩ A = 0.
(d) holds since any ideal I ⊂ V such that I ∩ V 0 ⊆ N must belong to Rad · | · .
(e) is clear, since V depends canonically on A and so does N ⊂ V 0 .
Proof of Theorem 1. Let χ : K → be a character of K. By Proposition 1.1 it defines an invariantbilinear form · | · χ on V . Set V = V / Rad · | · χ . Since χ is a character, we have Ker χ ⊂ Rad · | · χ , and therefore V 0 = ½. Theorem 3 (a) implies that V is an OZ vertex algebra. As in the proof of Theorem 3 (c), we deduce from Lemma 3.5 that A ∩ Rad · | · χ = 0, therefore A ⊆ V 2 .
Remark. Let G ⊂ Aut A be a group of automorphisms of A. By Theorem 3 (e), G acts in V . If we can choose the character χ : K = V 0 → k to be G-invariant, then G will act on V as well.
Correlation functions on V
In order to prove all these numerous statements that are left unproven in § 3.3 and § 3.4, we need to develop some techniques, that utilize the notion of correlation function, see § 1.2.
4.1.
Take some elements a 1 , . . . , a l ∈ A. Denote by W d ⊆ V (l) the span of words
Denote by Γ ⊂ S l the group of permutations generated by all transpositions (i, j) for which a i = a j . Let Φ = Φ(K) where K = {k ij } is given by k ii = 0 and k ij = −4 for i = j. Take some formal variables z 1 , . . . , z l . Recall from § 1.2 that for any functional f : W 0 → and a permutation σ ∈ S l of {1, . . . , l} the power series α σ f (z 1 , . . . , z l ) given by (1.6) converge in the domain |z σ(1) | > . . . > |z σ(l) | to a Γ-symmetric rational function α f ∈ Φ Γ −2l , which does not depend on the permutation σ. The following lemma gives more information about the poles of α f . 
where α −3 = 0 and
If in addition a i = a j , then
Here the hat over a term means that the term is omitted. In particular, α −4 does not depend on both z i and z j .
Proof. Since N (a i , a j ) = 4, the order of pole of α at z i − z j is at most 4, see § 1.2. We show now that the coefficients α k have the desired form.
Let σ ∈ S l be a permutation such that σ(1) = i and σ(2) = j. Look at the difference α σ − α (1,2)σ between the two power series expansions of the rational function α. On one hand, from (4.1) we get
On the other hand, using (3.3a), we get
Comparing the coefficients with δ k (z i , z j ) gives the statements about α −4 , α −3 and α −2 . If a i = a j , then we obtain α −1 in the same way by taking α σ − α (1,2)σ instead of (z i − z j ) α σ − α (1,2)σ and using (3.3b) instead of (3.3a).
Let Φ s ⊂ Φ the space of all rational functions in Φ that may have only simple poles in z i − z j . (a i a j )(m j ) a 1 (m 1 ) · · · a i (m i ) · · · a j (m j ) · · · a l (m l )½ or a 1 (m 1 ) · · · a i (m i ) · · · a j (m j ) · · · a l (m l )½.
(4.2)
Since these words span the whole W ′ 0 , we get f (W ′ 0 ) = 0. Remark. Alternatively, we could argue as follows. If f (W ′ ) = 0, then f can be viewed as a functional on F λ , and hence by § 1.8 we get α f ∈ (Φ s ) Γ . In the other direction, if α ∈ Φ s , then by § 1.8 there is a functional g : F λ → such that its correlation function on F λ is α. But the lifting of g to a functional on W must coincide with f , since a functional is uniquely defined by its correlation function. Note that we are making essential use of Theorem 2 here.
4.2.
The operator ∆. Consider the differential operator ∆ z (n) = z 2 ∂ z − nz. It is easy to compute using (1.7) that for any minimal element a of degree d in a vertex algebra one has [ D * , Y (a, z) ] = ∆ z (−2d) Y (a, z). The most important case for us is when n = −4. Denote ∆ = ∆ z1 (−4) + . . . + ∆ z l (−4). Then we get 
where α k 's are the coefficients of α in the expansion (4.1).
Proof. Using the commutation relation
If k = −4, then, since ∂ zi α −4 = ∂ zj α −4 = 0, we get ∆ ′′ + ∆ zi (0) + ∆ zj (0) α −4 = ∆ ′′ α −4 , and if k = −2, then ∆ ′′ + ∆ zi (2) + ∆ zj (2) α −2 = ∆ ′ α −2 + O(z i − z j ), and the lemma follows. We are going to reduce Proposition 3.1 to some elementary facts about rational functions. Our first step in this direction is the following:
for all l 1.
Note that a priori we have D * V (l)
Reduction of Proposition 3.1 to Lemma 5.1.
, and by Theorem 2, the corresponding component of
0 , which contradicts the minimality of k.
As in § 4, for a weight λ = a 1 + . . .
. We show next that Lemma 5.1 follows from the following statement.
Reduction of Lemma 5.1 to Lemma 5.2. Assume on the contrary that Lemma 5.1 fails. This means that there is w ∈ V
. We can represent w as a sum w = λ∈ + [A] w λ for w λ ∈ W 1 (λ). Then, using Theorem 2, we see that D * w λ ∈ V (l−1) 0 for all λ, and at least for some λ we must have D * w λ ∈ D * V (l−1) 1 .
Recall that Φ = Φ(K) for the matrix K = {k ij } with k ii = 0 and k ij = −4, and Φ s ⊂ Φ are those functions that have only simple poles.
Reduction of Lemma 5.2 to Lemma 5.3. Clearly,
Let α = α f be the correlation function corresponding to f , constructed in § 1.2. By Corollary 4.2 we know that ∆α ∈ (Φ s ) Γ . If Lemma 5.3 holds, then there is a function β ∈ Φ s such that ∆α = ∆β. By taking a Γ-orbit of β, we can make sure that β ∈ (Φ s ) Γ . But then by § 1.8 there is a functional g : F λ → such that β is the correlation function of g on F λ . Lift g to a functional g :
, and (f − g)(D * W 1 ) = 0. It follows that f (D * W 1 ∩ W ′ 0 ) = 0.
Note that Lemma 5.3 is just a statement about rational functions from Φ(K). We will prove this lemma in § 5.3, but first we need to look at such spaces of rational functions more closely.
5.2.
Regular functions. Consider again the differential operator ∆ z (n) = z 2 ∂ z − nz. For the formal variables z 1 , . . . , z l , and for a sequence of integers n 1 , . . . , n l set ∆(n 1 , . . . , n l ) = ∆ z1 (n 1 ) + . . . + ∆ z l (n l ).
Using the relations ∆(n 1 , . . . , n l ) (z i − z j ) = (z i − z j ) ∆(n 1 , . . . , n i − 1, . . . , n j − 1, . . . , n l ), ∆(n 1 , . . . , n l ) z i = z i ∆(n 1 , . . . , n i − 1, . . . , n l ), (5.1) we see that ∆(n 1 , . . . , n l ) is an operator on Φ(K) of degree 1. We will call a function α ∈ Φ(K) regular if ∆(n 1 , . . . , n l )f = 0. Our first concern is to describe the space Ker ∆(n 1 , . . . , n l ) ⊂ Φ(K) of regular functions. Take another integer symmetric l × l matrix S = {s ij }. We say that S K if s ij k ij for every 1 i, j l. For such a matrix S define
The relations (5.1) imply that ∆(n 1 , . . . , n l ) π(S) = 0 if l j=1 s ij = n i for all 1 i l. Lemma 5.4. The kernel of ∆(n 1 , . . . , n l ) : Φ(K) → Φ(K) is Span π(S) S = {s ij } K, l j=1 s ij = n i ∀ 1 i l .
Proof. Step 1. Set k i = l j=1 k ij for 1 i l. If α ∈ Φ(K) is given by (1.5), then (5.1) implies that ∆(n 1 , . . . , n l ) α = 0 if and only if ∆(n 1 − k 1 , . . . , n l − k l ) p = 0. Therefore, it is enough to prove the Lemma for the case when K = 0.
Step 2. So let p ∈ [z 1 , . . . , z l ] be a polynomial such that ∆(n 1 , . . . , n l )p = 0. Expand p in the powers of z l−1 − z l :
By taking k = 0 we see that ∆(n 1 , . . . , n l−2 , n l−1 + n l ) p 0 = 0. Taking k = m implies that m = n l , and therefore, since we could take any other pair z i − z j instead of z l−1 − z l , we conclude that deg zi p = n i .
Step 3. We prove the Lemma by induction on l and n i . By Step 2, if n i < 0 for at least one i, then Ker ∆(n 1 , . . . , n l ) = 0, and also Ker ∆(0, . . . , 0) = . On the other hand, if l = 1, then ∆(n)p(z) = 0 means that p(z) satisfies the differential equation zp ′ − np = 0, therefore p ∈ z n . So the Lemma holds for all these cases.
If p is divisible by some z i −z j , then p = (z i −z j )q, so that ∆(n 1 , . . . , n i −1, . . . , n j −1, . . . , n l ) q = 0; by induction, q is a linear combination of the products π(S), and therefore, so is p. So we can assume that p 0 = 0 in (5.3).
By
Step 2, we have ∆(n 1 , . . . , n l−2 , n l−1 + n l ) p 0 = 0, therefore by induction,
where ξ r ∈ , and S (r) = s For each such matrix S (r) fix a symmetric l × l matrixŜ (r) = ŝ
Clearly, such a choice ofŜ (r) always exists, and we have l j=1ŝ (r) ij = n i for all 1 i l, which implies that ∆(n 1 , . . . , n l ) π Ŝ(r) = 0. We also have π Ŝ (r) z l =z l−1 = π S (r) . Now take q = r ξ r π Ŝ(r) . Then p − q is divisible by z l−1 − z l , and also ∆(n 1 , . . . , n l ) (p − q) = 0, so p − q is a linear combination of products π(S), hence so is p.
We will need the following simple corollary of Lemma 5.4 for the case when the matrix K has zeros on the diagonal: Proof. Let S = {s ij } be a symmetric integer matrix, such that π(S) ∈ (Ker ∆) d . Then j s ij = n i because ∆π(S) = 0, and s ii 0 because Φ does not contain functions with poles at z i . By Lemma 5.4, the space (Ker ∆) d is spanned by the products π(S) for such S. Denote
Then we have S 0 + 2S 1 = i n i and S 0 + S 1 = d, therefore 0 S 0 = 2d − i n i . If 2d = i n i , then S 0 = 0, which can happen only if s ii = 0 for all 1 i l.
Remark. Let V be a vertex algebra generated by minimal elements. Corollary 5.1 implies that
Indeed, let f : V d → be a linear functional, such that f D * V d+1 = 0. Take some minimal elements a 1 , . . . , a l ∈ V of degrees deg a i = d i . Then the corresponding correlation function α f belongs to Φ(K) for K = {k ij } given by k ii = 0 and k ij = −N (a i , a j ), see § 1.2. By
is the space of functions in Φ(K) that have at most simple poles at z i − z j . Denote ∆ = ∆(−4, . . . , −4) (l times). We need to show that if α ∈ Φ(K) −2l is such that ∆α ∈ Φ s −2l+1 , then there is a function β ∈ Φ s −2l such that ∆β = ∆α. Note that the degree of any function in Φ s is at least −l(l − 1)/2, therefore, if l 4, then Φ s −2l+1 = 0, so we can assume that l 5. Using induction, we can assume that the lemma is true for any matrix K ′ > K. Assume that k = k l−1,l < −1. Expand α into a power series in z l−1 − z l : α = n 0 (z l−1 − z l ) n+k α n (z 1 , . . . , z l−1 ).
Using (5.1), we compute
and therefore ∆(−4, . . . , −4, −8 − 2k) α 0 = 0. The function α 0 belongs to Φ(N), for the matrix N = {n ij } l−1 i,j=1 given by n ij = k ij for 1 i < j l − 2 and n i,l−1 = k i,l−1 + k il for 1 i l − 2.
By Corollary 5.1, α 0 is a linear combination of products π(S) for some symmetric integer l − 1 × l − 1 matrices S = {s ij } N such that
For any such matrix S we choose a symmetric integer l × l matrixŜ = {ŝ ij } such that
This is possible due to the following statement, which we will prove at the end of this subsection: 
We apply Lemma 5.5 to the sequences s 1,l−1 , . . . , s l−2,l−1 , min{−1, k 1,l−1 },. . .,min{−1, k l−2,l−1 }, min{−1, k 1l }, . . . , min{−1, k l−2,l }, taking m = l − 2 and n = −4 − k. Since l 5 and k −2, we have m + n = l − 2 − k − 4 1. Then we setŝ i,l−1 = s ′ i andŝ il = s ′′ i . Note that π(Ŝ) ∈ Φ(K) and ∆π(Ŝ) = 0.
So if α 0 = m ξ m π S (m) for ξ m ∈ , then set γ = m ξ m π Ŝ(m) ∈ Φ(K). Then ∆γ = 0 and
Now consider the function α − γ. We have ∆α − γ = ∆α ∈ Φ s . The order of α − γ at z l−1 − z l is bigger than k = k l−1,l , and the order of α − γ at any other point z i − z j is at least that of α, therefore α − γ belongs to a space of functions Φ(K ′ ) for some matrix K ′ > K. By induction, there is a function β ∈ Φ s such that ∆β = ∆α.
Proof of Lemma 5.5. Set x i = s ′ i . We are looking for a vector (x 1 , . . . , x m ) ∈ m that belongs to the box k ′ i
To show that this box contains a vector with the sum of coordinates equal to n, we need to check that the sum of coordinates of the two extremal vertices bound n from above and from below. Indeed, using that k ′ i , k ′′ i −1 and m −n, we get
5.4. Some combinatorics. Using Lemma 5.4 we can investigate the dimensions of the spaces F λ,0 /D * F λ,1 , where F is the free vertex algebra generated by A (see § 3.1) and λ ∈ + [A] is a weight. We see that if λ = a 1 + . . . + a l is such that a i = a j ∈ A, then the space F λ,0 /D * F λ,1 is in one-to-one correspondence with the span Π of products π(S), where S = {s ij } runs over all l × l symmetric integer matrices such that s ii = 0, s ij −1 and i s ij = −4 for every 1 j l.
To every such product π(S) we can correspond a diagram in the following way: take l points p 1 , . . . , p l on a line, and connect points p i and p j with s ij + 1 arcs placed above the line. Then one can show that these of the products that correspond to a planar diagram form a basis of Π. For example, if l = 6, then dim F λ,0 /D * F λ,1 = 5, since there are 5 such planar diagrams, r r r r r r § ¤ § ¤ § ¤ r r r r r r § ¤ § ¤ r r r r r r § ¤ § ¤ r r r r r r § ¤ # § ¤ r r r r r r § ¤ # that correspond to the following matrices S:
6. Expansions of rational functions 6.1. Expansions of rational functions. Let α = α(z 1 , . . . , z l ) be a homogeneous rational function that has poles only at either z i or z i − z j . In other words, α ∈ Φ = Φ(K) for some matrix K, see § 1.2. Let ξ = (Ξ 1 , . . . , Ξ k ) be an ordered partition {1, . . . , l} = Ξ 1 ⊔ . . . ⊔ Ξ k of the set {1, . . . , l} into a disjoint union of subspaces Ξ j = ∅. Take a permutation σ = (i 1 , . . . , i l ) of (1, . . . , l) such that Ξ 1 = {i 1 , . . . , i |Ξ1| }, Ξ 2 = {i |Ξ1|+1 , . . . , i |Ξ1|+|Ξ2| }, etc. Consider the power series expansion α σ of α in the domain |z i1 | > |z i2 | > . . . > |z i l |.
Take some part Ξ j of the partition ξ. Let x be a monomial in the variables { z i | i ∈ Ξ j }. Denote by α x the coefficient of x in the series α σ , so that we get α =
x α x x.
(6.1)
If deg x = deg α − n for some n ∈ , then deg α x = n and α x ∈ Φ(K j ) n , where K j is the diagonal minor of K, corresponding to the set of indices Ξ j . Therefore, the space Span{ α
n,2 , . . . be its basis. Now substitute every function α x in (6.1) by its linear expansion in this basis and then apply the above expansion procedure to the coefficients of α (j) n,i 's. So after several such steps our expansion of α becomes
nj ,i is a rational function in the variables { z m | m ∈ Ξ j } of degree n j . The rational functions in this section are always obtained as correlation functions of linear functionals on V . As in § 4.1, for any a 1 , . . . , a l ∈ A we set W 0 ⊂ V 0 to be the span of all words a 1 (m 1 ) · · · a l (m l )½ of degree 0, and then any functional f : W 0 → defines the correlation function α = α f (z 1 , . . . , z l ) of degree −2l. As we have seen before, many properties of f can be expressed in terms of α. For example, f (D * W 1 ) = 0 if and only if α is a regular function, see § 5.2. Now we are going to extend the definition of τ from § 3.2 to rational functions. Recall that for α(z 1 , . . . , z l ) ∈ Φ and a permutation σ ∈ S l we have denoted by α σ the power series expansion of α in the domain
in α σ is non-zero .
If α = α f is the correlation function of a functional f : W 0 → , then, for example we have f (Q 1 ) = 0 if and only if τ (α) > 1.
Most of the rational functions α that we deal with will have τ (α) 0. This means that in the expansion (6.2), a summand corresponding to n 1 , . . . , n k is equal to 0 whenever n j + n j+1 + . . . + n k < −2 |Ξ j ⊔ Ξ j+1 ⊔ . . . ⊔ Ξ k | for some 1 < j k. To avoid writing cumbersome subscripts, let us omit the subscript n from α (j) n,i when n = −2|Ξ j |. Using this convention, denote by
the "lowest degree" component of α in the expansion (6.2). 6.2. Proof of Proposition 3.3. We are going to prove a slightly stronger statement. Let
Recall that we have denoted H = D * V 1 . We will prove Lemma 6.1. Rad
Clearly this lemma implies Proposition 3.3, because N = Rad 0 V + Q 1 . Note that we only need to show inclusion "⊆" .
Proof.
Step 0. First of all we note that it is enough to prove that Rad 0 ∩W 0 = (H ∩W 0 )+(Q ′ 1 ∩W 0 ) for any space W 0 ⊂ V 0 corresponding to a collection a 1 , . . . , a l ∈ A. This is because Rad 0 is spanned by all elements of the form a 1 (m 1 ) · · · a j (m j )D * a j+1 (m j+1 ) · · · a l (m l )½ ∈ Rad 0 ∩W 0 , such that deg a 1 (m 1 ) · · · a j (m j ) = 0, and deg a j+1 (m j+1 ) · · · a l (m l ) = 1, see § 1.6.
Step 1. We need to show that if a functional f : W 0 → satisfies f (Q ′ 1 ) = f (H) = 0, then also f (Rad 0 ) = 0.
It is easy to see what the condition f (Rad 0 ) = 0 means in terms of the corresponding correlation function α = α f . Let ξ = (Ξ 1 , Ξ 2 ), Ξ 1 = {i 1 , . . . , i k }, Ξ 2 = {i k+1 , . . . , i l } be an ordered partition of {1, . . . , l}. For a degree 0 word u = a i1 (m 1 ) · · · a i k (m k ) consider the correlation function
Note that α
u is a regular function for every u. This is equivalent to the condition that α (2) i is regular for every i in (6.2).
Step 2. We show here that for any word v = a i k+1 (m k+1 ) · · · a i l (m l ) the function
i 's regular in (6.2) .
Denote ∆ (m) = j∈Ξm ∆ zj (−4) for m = 1, 2 (see § 5.2). We apply ∆ to (6.2) and get
n,i .
In this expansion the component of lowest degree in the variables
and it has to be equal to 0, therefore ∆ (1) α (1) i = 0 for all i.
Step 3. Now we show that for any words u = a i1 (m 1 ) · · · a i k (m k ) and v = a i k+1 (m k+1 ) · · · a i l (m l ) as above we have f (u−u * )v½ = 0. Indeed, it follows from Lemma 1. Step 4. By Lemma 1.2 (a) and the assumptions on f , we have f (w − w * )½ = 0. So we compute, using Step 3,
and this is exactly α
u * (z i k+1 , . . . , z i l ) corresponding to the opposite partition {1, . . . , l} = Ξ 2 ⊔ Ξ 1 , which is regular by Step 3. 6.3. Products of functions. Let ξ = (Ξ 1 , . . . , Ξ k ) and θ = (Θ 1 , . . . , Θ s ) be two ordered partitions of {1, . . . , l} as above. Define their product to be
Note that the partitions ξθ and θξ differ only by a permutation of parts.
For the proof of Proposition 3.4 we will need the following lemma. Lemma 6.2. Let ξ = (Ξ 1 , . . . , Ξ k ) be a partition of {1, . . . , l}, let α (j) , 1 j k, be a rational function as above in the variables { z i | i ∈ Ξ j }, and let α = α (1) · · · α (k) .
(a) Let n = −1, 0 or 1. If τ (α (j) ) > n for all 1 j k, then also τ (α) > n. (b) Let θ = (Θ 1 , . . . , Θ s ) be another partition, and assume that τ (α (j) ) > 0 for every 1 j k.
Then α(θ) = α(θξ).
Proof. Take a permutation σ ∈ S l and let α σ be the corresponding power series expansion of α. For a subset Ω ⊂ {1, . . . , l} consider a monomial x = i∈Ω z −mi−1 i . Let α x be the coefficient of x in the series α σ . Then
xj is the coefficient of x j in the power series expansion of α (j) .
In order to prove (a), take x = z −mt−1
for some 1 t l, set w = w(x) and assume that the following condition holds: deg w < 0 or (n 0 and w = a σ(t) (1)v, deg v = 0) or (n = 1 and deg w = 1).
Clearly, we have τ (α) > n if and only if α x = 0 for all such monomials x.
Assume that deg w < 0. Then there must exist some 1 j k such that deg w(x j ) < 0. But then α (j) xj = 0 since τ (α j ) 0, therefore α x = 0 by (6.5). If n 0 and w = a σ(t) (1)v for deg v = deg w = 0, then either there is j such that deg w(x j ) < 0 or we have deg w(x j ) = 0 for all j. In the latter case, let j be such that σ(t) ∈ Ξ j . Then α (j) xj = α x = 0. Finally, if n = 1 and deg w = 1, then there is j such that either deg w(x j ) < 0 or deg w(x j ) = 1. In both cases α (j) xj = α x = 0. Now we prove (b). Take a part Θ r of θ, and set Ω = {1, . . . , l} Θ r . Let x = x r be a monomial in { z i | i ∈ Ω } of degree −2|Ω|, so that deg w(x r ) = 0. Then by (6.5) we get
x rk , and this proves (b), because the component α(θ) is by definition spanned by the products α x1 · · · α xs , see § 6.1. 6.4. Proof of Proposition 3.4. In this section we deal with the free vertex algebra F . Fix a weight λ = a 1 + . . . + a l ∈ [A]. As in § 1.2, for a functional f : F λ,0 → there corresponds the correlating function α f ∈ Φ(K) = Φ of degree −2l, where the l × l matrix K has 0 on the diagonal and −1 everywhere else. By § 1.8 this gives a one-to-one correspondence between Hom(F λ,0 , ) and Φ Γ −2l , where Γ is the group of permutations generated by the transpositions (i, j) such that a i = a j . We will call the functions from Φ Γ −2l admissible. We need to show that (E 0 + E 1 ) ∩ (D * F 1 + E 1 ) ⊆ P + C + E 1 ⊂ F 0 , since the other inclusion is already established in § 3.3. All these spaces are homogeneous, therefore it is sufficient to prove this statement for the homogeneous components of weight λ. We will show that if a functional f : F 0 → satisfies f (P + C + E 1 ) = 0, then also f (E 0 + E 1 ) ∩ (D * F 1 + E 1 ) = 0. Let α = α f ∈ Φ(K) be the correlation function of f . Claim A. For any partition ξ = (Ξ 1 , . . . , Ξ k ), the component α(ξ) ∈ Φ −2l is regular, has τ (α(ξ)) > 1 and satisfies σ(α(ξ)) = σ(α)(σ(ξ)) = α(σ(ξ)).
(6.6)
Proof. Let us investigate the conditions f (P ) = 0, f (C) = 0 and f (E 1 ) = 0 separately. We have f (P ) = 0 if and only if for any partition ξ = (Ξ 1 , Ξ 2 ) all the terms α
(2) i in α(ξ) (see (6.3)), are regular admissible. Indeed, clearly α (2) i is admissible, since its order of poles at z i − z j or z i cannot be bigger than that of α. And α (2) i is regular, since f is zero on any element of the form uD * v for 1 u ∈ X * 0 and v ∈ F 1 , and therefore the function α (2) u , given by (6.4), is regular. It is easy to see that f (C) = 0 if and only if for any pair of partitions ξ and ξ ′ that differ one from another by a permutation of parts, we have α(ξ) = α(ξ ′ ).
The condition f (E 1 ) = 0 means that τ (α) > 1. We claim that then τ (α(ξ)) > 1 for any partition ξ = (Ξ 1 , . . . , Ξ k ). Indeed, take some Ξ j = {i 1 , . . . , i s }. By § 6.1, every function α (j) i (see (6.2)) is a linear combination of the functions
1, then f u a i1 (m 1 ) · · · a is (m s ) v½ = 0, therefore τ (f uv ) > 1, and hence also τ (α(ξ)) > 1 by Lemma 6.2 (a).
Let σ ∈ Γ. Denote by σ(ξ) the partition (σΞ 1 ) ⊔ . . . ⊔ (σΞ k ) such that σΞ j = { σ(i) | i ∈ Ξ j }, and for a function β(z 1 , . . . , z l ) set σ(β) = β(z σ(1) , . . . , z σ(l) ). This implies (6.6), since α is Γ-symmetric.
Combining all this together, we see that f (P + C + E 1 ) = 0 if and only if for any partition ξ = (Ξ 1 , . . . , Ξ k ) all terms α Let us now look at the condition f (E 0 + E 1 ) ∩ (D * F 1 + E 1 ) = 0. It is equivalent to the existence of a functional g : F 0 /E 1 → such that g(D * F 1 + E 1 ) = 0 and g E0+E1 = f E0+E1 .
If β is the correlation function of g, then β must be regular admissible, such that τ (β) > 1 and β(ξ) = α(ξ) for any partition ξ. Moreover, if we find such a function β, then it should correspond to a desired functional g.
Denote by Π the set of all unordered partitions of {1, . . . , l}. Note that if ξ ∈ Π the expression α(ξ) makes sense, since f (C) = 0. For a partition ξ ∈ Π let |ξ| be the number of parts in ξ and let Π k = { ξ ∈ Π | |ξ| = k }.
We claim that the following function β satisfies all our requirements: β = ξ∈Π (−1) |ξ| (|ξ| − 1)! α(ξ). (6.7)
Using the properties of α(ξ) established in Claim A, we see that the only thing that remains to be shown is Claim B. Let β ∈ Φ Γ −2l be given by (6.7). Then β(ξ) = α(ξ) for any partition ξ ∈ Π.
Proof. For ξ, θ ∈ Π write ξ < θ if θ is obtained from ξ by dividing parts of ξ into smaller subsets. It is enough to prove Claim B for ξ ∈ Π 2 , since if |θ| > 2, then θ > ξ for some ξ ∈ Π 2 and then α(θ) = α(ξ)(θ) = β(ξ)(θ) = β(θ). So let ξ = {Ξ 1 , Ξ 2 } ∈ Π 2 . Denote by Π ξ (m 1 , m 2 ) ⊂ Π m1+m2 the set of all partitions that can be obtained from ξ by dividing Ξ i into m i parts, i = 1, 2. Note that Π ξ (1, 1) = {ξ}. Fix a partition θ ∈ Π ξ (m 1 , m 2 ) and an integer k 2 and set n = m 1 + m 2 − k. We claim that { π ∈ Π k | πξ = θ } = n! m1 n m2 n if n 0, 0 if n < 0.
Indeed, let θ = {Θ 1 , . . . , Θ m1+m2 }. Set θ i = { Θ j | Θ j ⊆ Ξ i }, so that |θ i | = m i for i = 1, 2. Then the set { π ∈ Π k | πξ = θ } is in one-to-one correspondence with the set of all n-tuples of pairs (Θ i1 , Θ j1 ), . . . (Θ in , Θ jn ), such that Θ is ∈ θ 1 , Θ js ∈ θ 2 and all Θ is and Θ js are pairwise different. This is because to every such n-tuple we can correspond the partition π = θ {Θ is , Θ js } n s=1 ∪ {Θ is ∪ Θ js } n s=1 ∈ Π k , obtained by joining together the sets Θ is and Θ js for s = 1, . . . , n. Clearly, the set of of these n-tuples has the required cardinality. Now we compute, using Lemma 6.2 (b),
This is equal to α(ξ) is we show that and k −1 k m1 k m2 is a polynomial in k of degree m 1 + m 2 − 1, so the statement follows from the fact that k (−1) k k s n k = 0 for any s < n. 6.5. Proof of Lemma 3.6. Let λ = la + lb ∈ + [A] for some a = b ∈ A and l 4. Consider the 2l × 2l matrix S = 0 R R T 0 , where R = {r ij } l i,j=1 is given by
We can view S as an adjacency matrix of a bipartite graph G drawn on Figure 1 , that has l "even" vertices v 1 , . . . , v l drawn on the bottom raw, and l "odd" vertices v l+1 , . . . , v 2l , drawn on the top raw. An edge connects v i with v j in G if and only if s ij = −1.
The group Γ ⊂ S 2l in this case is equal to S l × S l . Let α = α(z 1 , . . . , z 2l ) = σ∈Γ σπ(S), where π(S) is defined in (5.2) . Need to prove the following fact:
Claim.
(a) 0 = α ∈ Φ Γ −4l is a regular admissible function. (b) For any partition ξ = (Ξ 1 , Ξ 2 ) of {1, . . . , 2l} in two parts, we have α (2) n,i = 0 in (6.2) for n < −2 |Ξ 2 | + 2 and all i.
Indeed, it would follow then that the non-zero functional f : F λ,0 → , corresponding to α is equal to zero on D * F λ,1 (since α is regular) and on E 0 + E 1 , since it will be zero on every word w that has a tail of degree less than 2.
