Abstract. In the reverse complement (RC) equivalence model, it is not possible to distinguish between a string and its reverse complement. We show that one can still reconstruct a binary string of length n, up to reverse complement, using a linear number of subsequence queries of bounded length. A simple information theoretic lower bound proves the number of queries to be tight. Our result is also optimal w.r.t. the bound on the query length given in [Erdős et al., Ann. of Comb. 2006].
Introduction
Reconstructing a string over a finite alphabet Σ from information about its subsequences is a classic string problem, with applications ranging from coding theory to bioinformatics. Because of the confusion in terminology in the literature, we want to give a precise defintion right here: Given two strings s, t over Σ, s = s 1 . . . s n and t = t 1 . . . t m , we say that t is a subsequence (often called subword) of s if there exist 1 ≤ i 1 < i 2 < . . . < i m ≤ n such that t = s i1 s i2 . . . s im . It was shown by Simon in 1975 [12] that two strings of length n are equal if their subsequences up to length n/2 + 1 coincide. The proof, as given in Chapter 6 of the classic Lothaire book [11] can be easily adapted to yield an algorithm which reconstructs the string s of length n, using O(|Σ|n) queries of the type "Is u a subsequence of s?" Here, u is a string of length at most n/2 + 1.
In this paper, we consider this problem in the RC-equivalence model, which is motivated by reverse complementation of DNA. Our alphabet consists of pairs of characters (a,ā), called complement pairs, and for every string s over Σ, s = s 1 . . . s n , we define its reverse complement ass =s n . . .s 1 . Two strings s, t are RC-equivalent if s = t or s =t. A string u is an RC-subsequence of s if u orũ is a subsequence of s. Erdős et al. showed in [4] that two strings s and t of length n are equal if all their RC-subsequences up to length 2 3 (n + 1) coincide. However, no reconstruction algorithm was given.
Here we present such an algorithm for the case of a binary alphabet, i.e., where the alphabet consists of two complementary characters. Our algorithm reconstructs a string s of length n, using O(n) queries of the type "Is u an RCsubsequence of s?" where u is a string of length at most 2 3 (n + 1) . We note that our algorithm is optimal both w.r.t. the length of the queries, and w.r.t. the information theoretic lower bound on the number of queries necessary for exact reconstruction. We also give a simple algorithm for arbitrary alphabets, adapted from a paper by Skiena and Sundaram [13] , where the length of the queries is not bounded, using O(n log |Σ|) queries.
It should be noted that the problem differs considerably from the classical model. For example, consider the string s =ābaāb. Then aba is not a subsequence of s, but it is an RC-subsequence, becauseābā is a subsequence of s.
The RC-equivalence model can be viewed as a special case of erroneous information, where the answers to subsequence queries could be either about the query string or its reverse complement. It is also a special case of a group action on Σ * , the set of finite strings over Σ. The search in Σ n is substituted by a search in Σ n /∼, where ∼ is the equivalence induced by the group action.
Related work. Most literature deals with the classical, i.e. non-RC, model. In addition to the papers mentioned above, we want to point to the following. When the multiset of subsequences is known, then much shorter subsequences suffice to uniquely identify a string: A string of length n can be uniquely identified by the multiset of its subsequences of length 16 7 √ n + 5, as shown by Krasikov and Roditty [6] . Dudík and Schulman [3] give asymptotic lower and upper bounds, in terms of k, on the length of strings which can be uniquely determined by the multiset of their subsequences of length k.
Levenshtein [7] investigates the maximal number of common subsequences of length k that two distinct subsequences of length n can have. Here, subsequences are regarded as erroneous versions of the original string. The aim is to find how many times a transmission needs to be repeated, over a channel which allows a constant number of deletions, to make unique recovery of the original message possible.
The case where substrings are considered has also received much attention. Substrings, often called factors, are contiguous subsequences: t is a substring of s if there are 1 ≤ i ≤ j ≤ n such that t = s i . . . s j . The length of substrings of a string s of length n which are necessary for uniquely determining s depends on a parameter of s, namely on the maximal length of a repeated substring, as shown by de Luca and Carpi in a series of papers [2, 1] . An algorithm for reconstruction was given by Fici et al. in [5] , while the uniqueness bound for multisets of substrings was recently shown to be n 2 + 1 by Piña and Uzcágetui [9] . The problem of reconstructing a string of length n using substring queries has also been extensively studied in the setting of Sequencing by Hybridization (SBH), first suggested by Pevzner [8] . Here, a large number of strings of a certain length are queried in parallel, using a DNA chip, and the resulting answers are then used to reconstruct all or parts of the DNA string. A number of different SBH techniques have been proposed, leading to different string combinatorial questions. (See, for example, [14, 10] for some more recent results.)
Due to space limitations, some proofs are deferred to the Appendix.
By a paired alphabet we understand a finite set Σ = {a 1 , . . . , a 2δ }, for some integer δ ≥ 1, together with a non-identity involution operation : Σ → Σ, which we call complement. Thus, for each i = 1, . . . , 2δ, there is a j = i such that a i = a j . Notice that by definition, a i = a i , for each i. Let s = s 1 . . . s n be a string (or word) over Σ, i.e., s ∈ Σ * = ∞ i=0 Σ i , where, following standard notation,
. . , i}, and Σ 0 is the singleton containing only the empty string . For each x ∈ Σ we also set x 0 = . The reverse complement of s is defined ass = s n s n−1 . . . s 1 . Two strings s, t are RC-equivalent, denoted s ≡ RC t, if either s = t or s =t. For a string s = s 1 . . . s n over the alphabet Σ, we denote by |s| = n the length of s, and by |s| a = |{i | s i = a}| the number of a's in s, for a ∈ Σ.
Given two strings s, t over Σ, s = s 1 . . . s n , t = t 1 . . . t m , we say that t is a subsequence 4 of s, denoted by t ≺ s, if there exist 1 ≤ i 1 < i 2 < . . . < i m ≤ n such that t = s i1 s i2 . . . s im . Further, we define t to be an RC-subsequence, denoted t ≺ RC s if and only if t ≺ s or t ≺s, i.e., if t is a subsequence of s or of its reverse complement. Note that the condition t ≺s is equivalent tot ≺ s. We are now ready to state the problem we investigate in the present paper.
The RC-String Identification Problem. Fix a paired alphabet Σ, together with a string s over Σ, and let n = |s|. For any positive integer T ≤ n, a T -bounded RC-subsequence query is any t ∈ T i=1 Σ i . The answer to such a query is yes (or positive) if and only if t ≺ RC s. Otherwise the answer is no (or negative). Given the alphabet Σ, the size of the string n, and the threshold on the length of the queries T ≤ n, the RC-String Identification Problem asks for the minimum number of T -bounded RC-subsequence queries which are sufficient to determine the pair (s,s), for any unknown string s of size n.
We first present an information theoretic lower bound that holds even in the case of unbounded questions, i.e. if T = n.
Proposition 2 (Lower Bound). Given a string s of size n from an alphabet Σ. Any deterministic algorithm that identifies s (up to reverse complement) by asking RC-subsequence queries needs at least (n − 1) log |Σ| queries.
Proof. Upon identifying a string with its reverse complement, there are at most |Σ n |/2 possible distinct strings of length n. Any query t splits the space of candidate solutions into two parts. Therefore, at least log |Σ n |/2 = (n−1) log |Σ| questions are necessary to identify s.
If T = n (i.e., no constraint is set on the length of a query), then it is easy to reconstruct a string in linear time. We adapt a simple algorithm from [13] , originally developed for the classic case (where queries would answer no if the subsequence only appears in the reverse complement of the string).
Theorem 3.
There exists an algorithm for reconstructing a string using Θ(n log |Σ|) RC-subsequence queries of unbounded length.
Proof. (Sketch.) For the binary case Σ = {a, b}, we first find A := max{|s| a , |s| b } by asking queries a χ for χ = 1, 2, 3 . . .. Clearly, A = χ−1 for the first χ that gives a no answer. Now there are indices 0
etc. The total number of queries is at most 3 2 n + 2. Now let Σ = {a 1 , a 1 , . . . , a δ , a δ }. For each complement pair a i ,ā i , we first determine s |i , the longest subsequence of s which consists only of a i 's andā i 's. This can be done by using the algorithm for the binary case sketched above. Now we iteratively interleave the projections: first s |1 with s |2 , yielding s |1,2 , then s |1,2 with s |3,4 etc. Interleaving two strings u, v that only contain characters from different complement pairs can be done with 2(|u| + |v| + 1) queries using the same idea as for the binary case, with the following small alteration: Since either u and v, or u andṽ have to be interleaved, we start with u and v, and if we get a contradictory answer at some point, then we start over with u andṽ (hence the factor 2). So the total number of queries for interleaving the projections s |i is at most 2n log δ + 2(δ − 1). The number of queries of the first phase is at most
, where A i = |s| ai + |s|ā i , yielding O(n log |Σ|) questions in total, using the (natural) assumption that |Σ| = O(n).
Bounded query size (binary alphabet)
We now turn to subsequence queries whose length is bounded by a threshold T . In the following, the alphabet is binary, i.e., Σ = {a, b}, with b = a. The following result shows that string identification by T -bounded subsequence queries cannot be attained in general if the threshold T on the size of the subsequence queries is set below This implies that if we are looking for algorithms which are able to reconstruct any binary string of size n, we must allow queries of size ≥ 2n/3 .
Any string s over Σ can be written uniquely in its runlength encoded form:
with x 1 and y ρ possibly 0, and all other x i , y i > 0. The number of non-zero x i , y i is the number of runs of s. We denote by A = |s| a the number of a's and by B = |s| b the number of b's in s. In the following we assume that A ≥ B. This is without loss of generality since otherwise, swap s ands. We will denote by ρ a the number of a-runs, and by ρ b the number of b-runs of s. Note that both have value either ρ or ρ − 1. (We have ρ a = ρ b = ρ − 1 if and only if the string starts with a b and ends with an a.)
In this section we prove the main result of the paper, which is given in the following theorem: Theorem 4. There is an algorithm which reconstructs a binary string s of length n using O(n) many RC-subsequence queries of length at most 2 3 (n + 1) . Notice that this is tight w.r.t. the lower bound of Fact 1 in all cases except where n is a multiple of 3. Even for these n, a gap of 1 unit is only necessary in the special case A = Lemma 5. Let s be a string of length at least 8 over {a, b}, T = 2 3 (n + 1) , and A = |s| a ≥ |s| b . Then, 1. using O(log n) RC-subsequence queries of length at most T , it is possible to determine the exact value of A = |s| a if A < T , or to establish the fact that A ≥ T . 2. Moreover, if A < T, then it can be determined whether s starts and ends with the same character; furthermore, unless A = n 2 and s 1 = s n , we can determine s 1 and s n . Altogether we require at most 3 additional RC-subsequence queries of length at most T .
Proof. 1. Binary search for A, using queries of the form a χ , for χ ∈ [ n 2 , T ], will either return the exact value of A (if A < T ), or will exit with the maximum size query a T ≺ RC s, thus showing that A ≥ T . Example 6. Let s 1 = aababbba. Thens 1 = baaababb. The query ab 4 a will return yes and we can only determine that the first and last characters are equal, but not what they are. Instead, for s 2 = aababbab, we haves 2 = abaababb, the query abGiven a string s and a subsequence t of s, we say that t fixes the direction of s if t ≺s. If t fixes the direction of s then for any t ≺ s, such that t ≺ t we also have that t fixes the direction of s. In general, we shall try to identify s by first finding some sequence t which fixes the direction of s ors and then extending this t. The importance of "direction-fixing" is that once we have found t which fixes the direction of s, by asking queries about super-sequences of t we are sure that the answers to our queries are only about s and not its reverse complement.
Notice that if
The following two statements formalize two simple facts which will be used repeatedly in the following, thus, for the sake of completeness, we formally state and prove them here. Let s be fixed for the rest of this section. The next lemma says that if there are large a-runs or large b-runs, then there cannot be many runs.
. . , q, and for at least one value of j it holds that
Proof. We limit ourselves to showing the argument for ρ a . Since each run counted by ρ a has at least one a, we have the desired inequality: 
and |w| a ≥ β + 1. We will first determine all but the first a-run of w and all of its b-runs, in particular yielding the exact value of B. Then we determine s left and s right . For any a-runs that have length at least T − B, their exact value will be determined during the final stage.
We have a β+1 ≺ w, and by the definition of L and R we also have that 
By Lemma 7, with t we can find the value of y k for each k = i, . . . , j − 1. As a side effect, we also determine the value of x k for k = i + 1, . . . , j. Now we know that
In other words, we know w except for its first a-run, which may be longer than χ * . We also know B, the number of b's of s.
Now we turn to s right . Let us denote by w −a an arbitrary sequence obtained by removing exactly many a's from w and leaving the rest as it is. Now we can use queries of the form b L (w − a )b r a b R−r with r = 1, . . . , R and = 1, 2, 3 . . . , in order to determine the values of x k , for each k = j + 1, . . . , ρ. To see this, it is enough to notice that each such query contains β + 1 many a's, therefore it can only be a subsequence of s and not ofs. Moreover, we notice that in order to determine x k we need to receive a positive answer to the query b
=j y and a negative answer to the query
x k < β + 1, both these queries have length not larger than T. Again, by determining x k for each k = j + 1, . . . , ρ, we also determine y k for each k = j + 1, . . . , ρ.
By an analogous procedure, we can determine s left and the first a-run of w, i.e. all the values x k , for k = 1, . . . , i, where x k ≤ T − B. Again, in this process, we also determine the size of the runs of b's, i.e., the y k , for each k = 1, . . . , i − 1.
Finally, we compute the size of the a-runs in s that are larger than T − B.
Notice that for at most two indices we can have x k ≥ T − B, for otherwise their total sum would be larger than n, the total length of the string. If there is exactly one such x k , then we can compute it as x k = n − B − =k x . Otherwise, let 1 ≤ i 1 < i 2 ≤ i be such that x i1 , x i2 ≥ T − B. Then it must hold that n − B − =i1,i2 x = 2(T − B), and thus, x i1 , x i2 = T − B. Otherwise, we would have that x 1 + x 2 > 2(T − B), and using Lemma 9, with k = 0, we can then conclude that ρ a ≤ n − 2T + B + 1 ≤ −1, a contradiction.
Notice that we use at most one query per character of s plus at most one query for each run of s. Therefore, it total we have O( i (x i + 1) + i (y i + 1)) = O(n).
The case T > A > B

By Lemma 7 with t = a
A and c = b, with O(n) queries we can determine exactly y k for each k such that y k < T − A. In the process, we also find out exactly x k for each k = 1, . . . , ρ a . The only problem now is to determine those runs of b's which have length at least T − A.
Let i 1 , . . . , i q be the q distinct indices of the runs of b's such that y ij ≥ T −A, so we have not yet been able to determine their exact value. Clearly, if q = 1, we can compute y i1 = B − =i1 y . Likewise, if B − =i1,...,iq y = q(T − A), then we know y ij = T −A for all i j . Otherwise, it must hold that q j=1 y ij > q(T −A). Let y i1 ≥ y i2 ≥ · · · ≥ y iq and α > 0 such that y i1 = T − A + α. We have
. . , y i2 + 1, such a string has length at most T, since we have
where the last inequality follows from the fact that α, y i2 ≥ 1.
We will finish the proof for the case T > A > B by distinguishing four cases according to whether s 1 = s n and whether s 1 = a or s 1 = b. (Note that due to the assumption A > B we cannot assume w.l.o.g. the identity of the first character.) Case 1. If s 1 = s n = b, then ρ b = ρ, we can remove the first a from t χ , and the new query fixes the direction of s. This query has length at most T , so we can identify y i2 . By the same argument, we can also identify y ij , for each j = 3, . . . , q, since y ij ≤ y i2 , for each such j. Finally we can determine y i1 by subtraction.
Case 2. If s 1 = s n = a, then ρ b = ρ − 1. Now we have to add an a at the end to get a query which fixes the direction of s, and its length is again at most T . The argument is then analogous to Case 1. Case 4. As the final case we have s 1 = s n and s 1 = a, so ρ b = ρ. We will now look at the value of X := x ρ−i2+1 . Note that any query t χ with χ ≤ X would answer yes because it would be interpreted ast χ . Notice that we know the value of X. If X < T − 2ρ, then we ask query t χ for χ = X + 1. If the answer is yes, we continue with X + 2, X + 3 . . . until we receive the first no, and we are done, since the last χ where t χ answered positively was equal to y i2 . By (2), these queries do not exceed the threshold. Otherwise, if the query t X+1 answered no or if X > T − 2ρ, then we know that y i2 ≤ X. In this case, we use the following queries to determine y i2 .
Let w.l.o.g. i 2 ≤ ρ − i 2 + 1 (otherwise exchange the roles of i 2 and ρ − i 2 + 1 in the formulas below). Define
where the last inequality follows from the fact that α ≥ 1. We can ask queries t ξ until either we receive a negative answer or we cannot enlarge it further because it would violate the bound T. The largest value of ξ for which we receive a positive answer to query t ξ correctly gives the value of y i2 . Clearly this is true if we also receive a negative answer, for the next larger value. If, instead, we had to stop because of the bound T, we can be sure that ξ = y i2 , because if y i2 > ξ, then this would contradict the inequality (3).
We ask at most one query per character plus one query per run, except for Case 4, where we might use two queries per character of the y i2 'th run of b's. Altogether, we have that the total number of queries is O(n).
The case
We assume w.l.o.g. that the string starts and ends in a. Therefore, with reference to (1) , in this section we have y ρ = 0 and our string looks like this:
with all x i , y i > 0, i.e., it includes ρ = ρ a runs of a's and ρ − 1 = ρ b runs of b's. By Lemma 7 with t = ab n 2 we can exactly determine x k (run of a's) for each k, such that
. In this process, we determine exactly y k , for each k = 1, . . . , ρ b .
Let 1 ≤ i 1 < i 2 < · · · < i q ≤ ρ a be all the indices of the runs of a's whose length we have not been able to determine exactly, i.e., such that x ij ≥ T − n 2 −1. By A = n 2 , we have that q ≤ 3. In fact, the only interesting cases are q = 2 and q = 3, since, for q = 1 we can determine the only missing x i1 , as the difference between A and the sum of the remaining x k 's.
For q = 3, by Lemma 9, we have ρ a ≤ 3, thus it follows that ρ a = 3. Let t = ababa, and c = a. By Lemma 7 we can determine each x k , such that x k ≤ T − 5. Suppose that for all k = 1, 2, 3, it holds that x k ≥ T − 5. Since there must exist one run of a's of length ≤ n 6 , we have that n ≤ 9, whence A ≤ 4, implying that the only possible case is to have two runs of a's of length 1 and one run of a's of length 2. Direct inspection shows that in this case we can easily reconstruct the whole string with T -bounded queries.
Finally, if q = 2, by Lemma 9, we have ρ a ≤ n 6 + 5 3 . We can now use query 2, 3 , . . . , until we receive a negative answer, then x i1 = T − n 2 − 1 + χ − 1. If we never receive a negative answer and the query becomes of length T, we can resort to the query
. . , and proceed analogously. It is easy to see that we cannot have that both t 1 and t 2 exceed the threshold T ; the other value can then be determined by difference.
We have used O(log n + A) = O(n) many queries.
Recall that by Lemma 5, in this case we can exactly determine s 1 and s n . Let us assume w.l.o.g. that s 1 = a and s n = b. (Otherwise, rename the characters.) Then the string s has the following shape
In particular, it starts with a run of a's and ends with a run of b's. We need some more notation. For each i = 1, 2, . . . , 2ρ, we use r i to denote the size of the i'th run in s starting from the left. I.e., we have x i = r 2i−1 and y i = r 2i for each i = 1, . . . , ρ. Also we denote by m i = min{r i , r 2ρ−i+1 } and by M i = max{r i , r 2ρ−i+1 }. We use the following technical lemma, whose proof can be found in the Appendix.
Lemma 10. Fix i < ρ and assume that for each k = 1, . . . , i − 1, we know r k and r 2ρ−k+1 and it holds that r k = r 2ρ−k+1 < T − n 2 . Then we can determine m i and min{M i , T − n 2 }, asking at most max{m i , min{M i , T − n 2 }} queries. Now, let us consider the largest k ≥ 1 such that r j = r 2ρ−j+1 < T − n 2 for each j < k. Note that by repeated application of Lemma 10, we can determine all these r j 's. Assume w.l.o.g. that k is odd and let i = k/2 . Then we can write:
where u = a x1 b y1 . . . a xi−1 b yi−1 is known, and the string s is still unknown. Note that also the two values min{x i , y ρ−i+1 } and min{max{x i , y ρ−i+1 }, T − n 2 } are known (again by application of Lemma 10). Moreover, for determining these two values and string u, we have used a number of queries linear in 2|u| + min{max{x i , y ρ−i+1 }, T − n 2 }. According to the magnitude of x i and y ρ−i+1 , we will enter one of the following three cases, where we will assume, w.l.o.g., that x i ≤ y ρ−i+1 . (The case where y ρ−i+1 < x i is symmetric.) We illustrate the situation in Figure 1 . Fig. 1 . The case where |s|a = |s| b and s1 = sn. We determine s by first finding the first assymetry in s (xi = yρ−i+1), and then extending queries for s , which has fewer b's than a's. Note that up to index i, string s is perfectly symmetric, i.e. we have v =ũ.
s' v u b y t-i+1 a x i
The case
. With reference to (4), we can use a recursive argument to show how to determine s . Let n = |s |. Note that |s | a > |s | b and that s starts with a b and ends with an a.
Let t be a query for s : Since |s | a > |s | b , such queries were defined by one of the previous cases (Section 4.1 or 4.2). Let t + be the query obtained by adding to t an initial b, if t does not begin with b, and a final a, if t does not end with an a. Define a query t for s in the following way: .
Thus it follows that we can use the analysis of the previous sections to prepare a sequence of queries on s which is (i) linear in |s | and (ii) allows us to determine the substring s of s. Once this is accomplished, the whole s can be fully determined (up to reverse complement).
. Notice that, because of the assumption n ≥ 8 and T − n 2 ≤ x i , y ρ−i+1 , it follows that x i + y ρ−i+1 ≥ 4. We have |s | = n − 2|u| − x i − y ρ−i+1 . This implies
Thus we can adapt the strategy we described in Section 3 for unbounded RC-reconstruction to determine s and then, by subtraction, also x i and y ρ−i+1 . We proceed as follows: Suppose that in the strategy for reconstructing s , in the unbounded-query case, we ask a question t , starting with b and ending with a. Then we will ask query t = a |u|a+1 t ba |u| b . It is not hard to see that such t answers positively on s if and only if t answers positively on s . By (6), t| = |t | + 2 + |u| ≤ T .
The only requirement is that t begin with b and end with a. However, the strategy in Section 3 can be easily adapted to this case, under the assumption that the string to be reconstructed begins with b and ends with a, a condition that holds for s . (Notice, in fact, that because the query size is unbounded, any query in the strategy in Section 3 can be safely extended by an arbitrary prefix and/or suffix of the string we are trying to reconstruct.)
Finally, once we have reconstructed s we can determine max{x i , y ρ−i+1 } as n 2 − |s | b − |u|. (Recall that we have assumed w.l.o.g. that x i ≤ y ρ−i+1 ; in fact, now that we know s , we can determine whether this is the case: we have x i ≤ y ρ−i+1 if and only if |s | a ≥ |s | b .)
. In order to determine ρ and x i+1 , . . . , x ρ−i+1 , we can use the query
as follows. Under the standing hypothesis, we have
. The above query t χ has size n 2 + 2 ≤ T, for any n ≥ 8. Moreover, the fact that x i < y ρ−i+1 guarantees that if t χ ≺ s then t fixes the direction of s. To see this, with reference to (4), it is enough to observe that in this case, in s there are more a's following the first b of s than there are b's preceeding the last a of s .
We use the query t χ as follows: We ask t χ for each χ = 1, 2, 3 . . . , until we get the first positive answer. Let χ 1 be the minimum value of χ for which the answer is positive. It is not hard to see that this implies x i+1 = χ 1 . We now continue asking query t χ for each χ = χ 1 +1, χ 1 +2, . . . . Let χ 2 be the minimum value of χ for which we get a new positive answer. Again, this implies that x i+2 = χ 2 − χ 1 . More generally, for each j = 1, . . . , ρ − i + 1, let χ j be the value of χ when we receive the ith positive answer. Then, we have x i+j = χ j − χ j−1 (where we set χ 0 = 0 for sake of definiteness).
Note, however, that at this point we do not know ρ. We continue asking t χ as long as n 2 − |u| a − x i − χ > |u| b , or equivalently, χ < n 2 − |u| − x i . This way we determine x j , for j = i + 1, . . . , ρ − i + 1 and, in particular, we determine ρ. Now by Lemma 7, with t = a |u|a+xi ba n 2 −xi−|u|a , we can determine exactly y j , for each j = i, . . . , ρ − i such that y j < T − n 2 , or, otherwise, establish the fact that y j ≥ T − n 2 . As in the previous cases, it now remains to determine the exact values of those runs with length at least T − n 2 . Let i 1 , . . . , i q , be such that y ij ≥ T − n 2 , for each j = 1, . . . , q. We can also assume that for at least one 1 ≤ j ≤ q it holds that y ij > T − n 2 , for otherwise we can identify this situation by the fact that n − ∈{i1,...,iq} y = q(T − n 2 ), whence we have y ij = T − n 2 , for each j. For each j such that y ij ≥ T − n 2 and whose value is not determined yet, we use a query of the form: t χ = (ab) ij −1 ab χ (ab) ρ−i−ij ab xi+1 (ab) i−1 , increasing χ until we get the first positive answer. It remains to show that each of these queries has length smaller or equal to T .
We have that |t χ | = 2ρ + x i + χ − 1. To see that this is smaller or equal to T for each χ ≤ y ij , notice that y ij ≥ < 2(n + 1) 3 ≤ T.
As can be readily seen, in all three subcases we use O(|s |) queries to determine s , hence, altogether O(|s|) queries to complete the reconstruction.
