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MMP VIA WALL-CROSSING FOR MODULI SPACES OF STABLES SHEAVES
ON AN ENRIQUES SURFACE
HOWARD NUER AND KO¯TA YOSHIOKA
Abstract. We use wall-crossing in the Bridgeland stability manifold to systematically study the
birational geometry of the moduli space Mσpvq of σ-semistable objects of class v for a generic
stability condition σ on an arbitrary Enriques surface X. In particular, we show that for any
other generic stability condition τ , the two moduli spaces Mτ pvq and Mσpvq are birational. As
a consequence, we show that for primitive v of odd rank Mσpvq is birational to a Hilbert scheme
of points. Similarly, in even rank we show that Mσpvq is birational to a moduli space of torsion
sheaves supported on a hyperelliptic curve when ℓpvq “ 1. As an added bonus of our work, we
prove that the Donaldson-Mukai map θv,σ : v
K Ñ PicpMσpvqq is an isomorphism for these classes.
Finally, we use our classification to fully describe the geometry of the only two examples of moduli
of stable sheaves on X that are uniruled (and thus not K-trivial).
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1. Introduction
For almost forty years, moduli spaces of stable sheaves have attracted great interest from math-
ematicians and physicists alike. They have been studied using vastly different mathematical dis-
ciplines, but more recently the development and application of Bridgeland stability conditions to
their study has unified most of these tools. Introduced by Bridgeland [12] to formulate a rigorous
definition of Douglas’s π-stability for branes in string theory, stability conditions on the derived
category DbpXq of a smooth projective variety X provide an adequately robust arena in which to
study moduli spaces of sheaves using tools such as Fourier-Mukai transforms, enumerative and mo-
tivic invariants, and the minimal model program. In particular, as stability conditions move around
in a complex manifold StabpXq which admits a wall-and-chamber for any given Chern character,
there is a strong connection between wall-crossing in StabpXq on the one hand, and wall-crossing
formulae for enumerative invariants and birational transformations on moduli spaces on the other.
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In this paper, we bring this toolbox to bear on the study of moduli spaces of sheaves on an
Enriques surface X. In previous work [39, 40, 48, 52, 51, 53], we had shown that for a generic
stability condition σ in a certain distinguished connected component Stab:pXq Ă StabpXq there
exist projective coarse moduli spaces Mσpvq parametrizing (S-equivalence classes) of σ-semistable
objects of Mukai vector v (see Section 3 for definitions). We also classified precisely for which Mukai
vectors v (or equivalently Chern character) the moduli space Mσpvq is nonempty, and we studied
some coarse geometric and topological invariants ofMσpvq (refer again to Section 3 for a brief recap
of these results). In particular, for the Mukai vectors (or Chern characters) of stable sheaves, we
described some of these invariants for the moduli space of stable sheaves using a combination of
modern and classical techniques in conjunction with Bridgeland stability.
We continue our investigation of these moduli spaces in this paper with two more specific goals
in mind. The first is to intimately study the effect on moduli spaces of crossing a wall W. More
specifically, given a Mukai vector v, a wall W Ă Stab:pXq for v, and two stability conditions σ˘
in the opposite and adjacent chambers separated by W, we seek a precise answer to the question:
how are Mσ`pvq and Mσ´pvq related? The basic answer is given by Theorem 1.1 which says that
Mσ`pvq and Mσ´pvq are birational. This question, and others associated with it, are motivated by
a larger trend in moduli theory, wherein minimal models of a given moduli space are shown to be
moduli spaces in and of themselves, just of slightly different objects. In the case of K3 surfaces, such
a result, stating that all minimal models of Mσpvq are isomorphic to some Mτ pvq for a different
τ P Stab:pXq, was shown to be true by Bayer and Macr`ı in [6]. While we had hoped to prove such
a result in the case of Enriques surfaces, our investigation instead led to a possible counterexample,
see Example 8.23.
Our second goal is to use wall-crossing, Fourier-Mukai transforms, and Theorem 1.1 to pin-
point precisely where the moduli spaces Mσpvq live in the classification of algebraic varieties. We
accomplish this goal with success for almost all Mukai vectors in Theorems 1.2 and 1.3. It has
become more apparent with these results and similar results for other surfaces that Bridgeland
stability conditions are crucial tool not only for studying the birational geometry of moduli spaces,
but also more intrinsic and more classical questions about the geometry of moduli spaces.
Summary of Results and Techniques. Let us turn now to stating our main results and the
main tool we use to prove them. While we briefly introduce notation, the reader is invited to see
Section 3 for more details.
For an Enriques surface X, denote by ̟ : rX Ñ X the two-to-one K3 universal covering. The
topological invariants of a coherent sheaf or object E in the derived category DbpXq are encoded
in its Mukai vector
vpEq :“ chpEq
a
tdpXq P H˚pX,Qq.
We consider the Mukai lattice
H˚algpX,Zq :“ vpKpXqq,
where KpXq is the Grothendieck group, along with the induced pairing xvpEq,vpF qy “ ´χpE,F q.
For any primitive v P H˚algpX,Zq, if we write ̟˚v “ ℓpvqw P H˚algp rX,Zq with w primitive, then
ℓpvq “ 1 or 2 (see Lemma 3.2). The stability conditions that we consider are all contained in the
distinguished connected component Stab:pXq of StabpXq containing those stability conditions σ
such that skyscraper sheaves of points are σ-stable. For σ P Stab:pXq, we denote by Mσpvq the
moduli space of (S-equivalence classes of) σ-semistable objects E P DbpXq with vpEq “ v. These
moduli spaces admit a decomposition
Mσpvq “Mσpv, Lq
ğ
Mσpv, L`KXq,
where L P PicpXq satisfies c1pLq “ c1pvq in H2pX,Qq and Mσpv, Lq parametrizes E PMσpvq such
that detpEq “ L.
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Our first main result states that any two Bridgeland moduli spaces are birational.
Theorem 1.1. Let v P H˚algpX,Zq satisfy v2 ą 0, and let σ, τ P Stab:pXq be generic stability
conditions with respect to v (that is, they are not contained on any wall for v).
(1) The two moduli spaces Mσpvq and Mτ pvq of Bridgeland-semistable objects are birational
to each other.
(2) More precisely, there is a birational map induced by a derived (anti-)autoequivalence Φ of
DbpXq in the following sense: there exists a common open subset U ĂMσpvq, U ĂMτ pvq
such that for any u P U , the corresponding objects Eu P Mσpvq and Fu P Mτ pvq satisfy
Fu “ ΦpEuq. If Picp rXq “ ̟˚ PicpXq, then the complements of U in Mσpvq and Mτ pvq
have codimension at least two.
We remark that the generic Enriques surface X satisfies ̟˚ PicpXq “ Picp rXq. The proof of the
analogous statement to Theorem 1.1 for K3 surfaces [6, Theorem 1.1] relies heavily on the fact that
Mσpvq is a projective hyperka¨hler manifold in the K3 case. Our proof is based on studying stacks
of Harder-Narasimhan filtrations and is thus more universal. In fact, the first author has already
used this tool to obtain analogous results for bielliptic surfaces [38].
Let Y be a smooth projective variety, and suppose we are given a stability condition σ P Stab:pY q
on a wall W for v and a sequence of Mukai vectors (or Chern characters) v1, . . . ,vs of descending
slope with respect to a nearby generic stability condition σ´. Then under some mild assumptions
on Y , we prove in Theorem 4.2 that the substack of σ-semistable objects whose Harder-Narasimhan
filtration with respect to σ´ has i-th σ´-semistable factor of class vi has dimension
sÿ
i“1
dimMσ´pviq `
ÿ
iăj
xvi,vjy.
See Section 4 for more details. In particular, in the case of an Enriques surface, Theorem 4.2 allows
us to determine what objects in Mσ`pv, Lq are destabilized when crossing the wall W, and most
importantly the dimension of this locus, purely in terms of a hyperpolic lattice HW associated
with the wall. This is the content of Theorem 5.8 which gives a much more refined and detailed
classification of the type of birational map in Theorem 1.1 in terms of the lattices HW associated
to the walls W that are crossed on along a path from σ to τ .
One of the most powerful uses of a result like Theorem 1.1 appears in the next three results.
They all follow a similar pattern. To study a given moduli space Mσpv, Lq, we apply a Fourier-
Mukai transform Φ : DbpXq Ñ DbpXq inducing an isomorphism Mσpv, Lq „ÝÑ MΦpσqpΦ˚pvq, L1q,
where Φ˚pvq has a more familiar form, say that of a well-understand type of coherent sheaf. Using
Theorem 1.1, we know that there is a birational map MΦpσqpΦ˚pvq, L1q 99K Mτ pΦ˚pvq, L1q, where
τ is now in the so-called Gieseker chamber so that Mτ pΦ˚pvq, L1q is simply the moduli space of
stable sheaves of Mukai vector Φ˚pvq and determinant L1. An argument exactly along these lines
gives the next two results:
Theorem 1.2. Let v be a primitive Mukai vector such that v2 ą 0 is odd. Then for a general σ,
there is an (anti-)autoequivalence Φ of DbpXq which induces an isomorphism Φ : U Ñ U 1 where
U ĂMσpv, Lq and U 1 Ă Hilb
v
2`1
2 pXq are dense open subsets. In particular, Mσpv, Lq is birationally
equivalent to Hilb
v
2`1
2 pXq, π1pMσpv, Lqq – Z{2Z, KMσpv,Lq fl OMσpv,Lq and Kb2Mσpv,Lq – OMσpv,Lq
for v2 ě 1. Moreover, if Picp rXq “ ̟˚ PicpXq, then the complements of U,U 1 have codimension at
least two.
Theorem 1.3. Let v be a primitive Mukai vector such that v2 is even and ℓpvq “ 1. Then there
is an elliptic fibration π : X Ñ P1, a curve C Ă X, and a Mukai vector w “ p0, C, χq with χ ‰ 0
such that (1) π|C : C Ñ P1 is a double cover, and (2) there is an (anti-)autoequivalence Φ of
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DbpXq which induces an isomorphism Φ : U Ñ U 1 where U Ă Mσpv, Lq and U 1 Ă MHpw, L1q are
open subsets. In particular, Mσpv, Lq is birationally equivalent to MHpw, L1q for a general σ. If
Picp rXq “ ̟˚ PicpXq and v2 ě 2, then the complements of U and U 1 are of codimension at least
two, π1pMσpv, Lqq – Z{2Z, KMσpv,Lq – OMσpv,Lq, and hp,0pMσpv, Lqq “ 0 for p ‰ 0,v2 ` 1.
The remaining case, when v2 is even and ℓpvq “ 2, can still be attacked in the same way, but
the corresponding moduli space of torsion sheaves is not well understood due to the presence of
non-reduced curves of larger multiplicity.
Our third use of Theorem 1.1 goes in a slightly different direction. To prove that all minimal mod-
els ofMσpv, Lq come from Bridgeland wall-crossing, an important step, arguably a necessary one, is
to show that the Donaldson-Mukai map is surjective. Set KpXqv :“ t x P KpXq | xvpxq,vy “ 0 u.
For a universal family E on Mσpv, Lq ˆX, the Donaldson-Mukai map is defined by
(1)
θv,σ : KpXqv Ñ PicpMσpv, Lqq
x ÞÑ detppMσpv,Lq!pE b p˚Xpx_qqq.
Then using Theorem 1.1, we obtain the following result.
Corollary 1.4. Let v be a primitive Mukai vector with v2 ě 3 and σ P Stab:pXq a generic stability
condition with respect to v. If either
(1) v2 is odd, or
(2) v2 is even, ℓpvq “ 1, and Picp rXq “ ̟˚ PicpXq,
then θv,σ is an isomorphism.
In an appendix, we use our results to describe the geometry of the two examples of moduli spaces
of sheaves on an Enriques surface X that are uniruled. These constitute the only counterexamples
to the fact that moduli spaces of stable sheaves on an Enriques surface have numerically trivial
canonical divisors. One of these examples only exists on nodal Enriques surfaces, while the other
is ubiquitous, but only applies for Mukai vectors of the form v “ 2v0 where v20 “ 1. In each case
we show that there is always a wall W Ă Stab:pXq that induces the structure of a P1-fibration on
Mσpvq. Correspondingly, these are the only counterexamples to the conjecture of the first author
in [39] that the Bayer-Macr`ı divisor at the wall is big.
Relation to other work. The relation between wall-crossing and the minimal model program
studied here has been explored for many other surfaces. We refer the reader to [7, 6, 36, 37] for
K3 surfaces, to [3, 10, 17, 18, 29] for P2, to [9, 4] for Hirzebruch and del Pezzo surfaces, and to
[34, 47, 50] for abelian surfaces.
During the writing phase of this project, the authors became aware of the recent preprint [8]. In
that paper, the author proves part (1) of Theorem 1.1 as well as Theorems 1.2 and 1.3 for generic
Enriques surfaces (that is, when Picp rXq “ ̟˚ PicpXq) and for Mukai vectors v such that ̟˚v is
primitive (see Theorem 4.4, Proposition 4.6, and Proposition 4.7, respectively, in [8] for the precise
results). The approach is entirely different from ours and is again based on hyperka¨hler geometry,
specifically the concept of a constant cycle subvariety of a hyperka¨hler manifold. Nevertheless, our
approach has numerous advantages. The first is that we do not assume in Theorem 1.1 that v is
primitive or that X is generic.1 The second advantage, which is a consequence of the first, is that
we obtain (in Theorem 5.8) a complete classification of the birational behavior induced by any wall
W without any assumptions on X or the divisibility of v. Even when v is primitive, our approach
has the added advantage of giving necessary and sufficient conditions for a potential numerical wall
1In the case of [8, Proposition 4.6], the author actually does not need to assume that X is generic, but instead uses
a clever deformation argument with relative moduli spaces of stable sheaves to prove his analogue of Theorem 1.2
only for moduli of Gieseker stable sheaves. This is another benefit of our method; although, as the author points out,
one can obtain the same generality as in Theorem 1.2 using the construction of relative moduli spaces of Bridgeland
stable objects in the forthcoming article [5]
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W to actually be a wall, which is not guaranteed by just using the corresponding condition on the
covering K3 surface rX .
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Notation. For a complex number z P C we denote its real and imaginary parts by ℜz and ℑz,
respectively.
We will denote by DbpXq the bounded derived category of coherent sheaves on a smooth projec-
tive variety X. On occasion we will consider the bounded derived category DbpX,αq of the abelian
category CohpX,αq of α-twisted coherent sheaves, where α P BrpXq is a Brauer class. See [6, pp.
515-516] and the references contained therein for more background on twisted sheaves.
We will use non-script letters (E,F,G, . . . ) for objects on a fixed scheme and reserve curly letters
(E ,F ,G, . . . ) for families of such objects.
For a vector v in a lattice H with pairing x , y, we abuse notation and write
v2 :“ xv,vy.
For a given lattice H and integer k P Z, we denote by Hpkq the same underlying lattice with pairing
multiplied by the integer k.
The intersection pairing on a smooth surfaceX will be denoted by p , q and the self-intersection
of a divisor D by pD2q. The fundamental class of a smooth projective variety X will be denoted
by ̺X .
By an irreducible object of an abelian category, we mean an object that has no non-trivial
subobjects. These are sometimes called simple objects in the literature.
Recall that an object S in the derived category of a K3 or Enriques surface is called spherical if
RHompS, Sq “ C‘ Cr´2s. We denote the associated spherical reflection by RS ; it is defined by
(2) RSpEq :“ Cone pRHompS,Eq b S Ñ Eq.
Similarly, an object E0 in the derived category of an Enriques surface is called exceptional if
RHompE0, E0q “ C. In analogy to the spherical case, we denote the associated exceptional , or
weakly spherical, reflection by RE0 ; it is defined by
(3) RE0pEq :“ Cone pRHompE0, Eq b E0 ‘RHompE0pKXq, Eq b E0pKXq Ñ Eq.
This has also been called the Fourier-Mukai transform associated to p´1q-reflection in the literature.
2. Review: Bridgeland stability conditions
In this section, we summarize the notion of Bridgeland stability conditions on a triangulated
category D. The main reference is [12].
Definition 2.1. A slicing P of the category D is a collection of full extension-closed subcategories
Ppφq for φ P R with the following properties :
(1) Ppφ` 1q “ Ppφqr1s.
(2) If φ1 ą φ2, then HompPpφ1q,Ppφ2qq “ 0.
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(3) For any E P D, there exists a collection of real numbers φ1 ą φ2 ą ¨ ¨ ¨ ą φn and a sequence
of triangles
(4) 0 “ E0 // E1 //
⑧⑧
⑧
⑧
⑧
E2 //
}}⑤⑤
⑤
⑤
¨ ¨ ¨ // En´1 // En “ E
yysss
ss
s
A1
cc
A2
aa
An
cc
with Ai P Ppφiq.
The subcategory Ppφq is abelian; its nonzero objects are called semistable of phase φ, and its
simple objects are called stable. Appropriately, the collection of triangles in (4) is called the Harder-
Narasimhan (HN) filtration of E, and we define φmaxpEq :“ φ1 and φminpEq :“ φn. For any φ P R,
we denote by Ppφ ´ 1, φs the full subcategory of objects with φmin ą φ´ 1 and φmax ď φ. This is
the heart of a bounded t-structure. We usually consider A “ Pp0, 1s.
Let us fix a lattice of finite rank Λ and a surjective map v : KpDq։ Λ.
Definition 2.2. A Bridgeland stability condition on D is a pair σ “ pZ,Pq, where
‚ the central charge Z : ΛÑ C is a group homomorphism, and
‚ P is a slicing of Z,
satisfying the following compatibility conditions:
(1) For all non-zero E P Ppφq, 1
π
argZpvpEqq “ φ;
(2) For a fixed norm | | on ΛR, there exists a constant C ą 0 such that
|ZpvpEqq| ě C|vpEq|
for all semistable E.
We will write ZpEq for ZpvpEqq from here on. Furthermore, when we wish to refer to the central
charge, the heart, or the slicing of a stability condition σ, we will denote it by Zσ, Aσ, and Pσ,
respectively. It is worth noting that giving a stability condition pZ,Pq is equivalent to giving a pair
pZ,Aq where Z : ΛÑ C is a stability function with the HN-property in the sense of [13]. See [13,
Proposition 3.5] specifically for this equivalence.
The main theorem in [12] asserts that the set StabpDq of stability conditions is a complex
manifold of dimension rkpΛq. The manifold StabpDq carries two group actions: the group AutpDq
of autoequivalences acts on the left by ΦpZ,Pq “ pZ ˝Φ´1˚ ,ΦpPqq, where Φ P AutpDq and Φ˚ is the
action KpDq, and the universal cover ĂGL`2 pRq of matrices in GL2pRq with positive determinant acts
on the right. This second action lifts the action of GL2pRq on HompKpDq,Cq “ HompKpDq,R2q.
3. Review: Stability conditions on Enriques surfaces, K3 surfaces, and moduli
spaces
We give here a review of Bridgeland stability conditions on Enriques surfaces and K3 surfaces
and their moduli spaces of stable complexes. The main references are [39, 51]. Throughout this
section, Y will denote a K3 or Enriques surface.
3.1. The algebraic Mukai lattice. Let X be an Enriques surface over an algebraically closed
field k of charpkq ‰ 2, and let rX be its covering K3 surface with covering map ̟ : rX Ñ X and
covering involution ι. We denote by H˚algp rX,Zq the algebraic part of the whole cohomology of rX ,
namely
(5) H˚algp rX,Zq “ H0p rX,Zq ‘NSp rXq ‘H4p rX,Zq.
Similarly, for the Enriques surface X, we define
(6) H˚algpX,Zq :“
 pr,D, s
2
q ˇˇ r, s P Z, r ” smod2,D P NumpXq ( Ă H˚pX,Qq,
where NumpXq “ NSpXq{xKXy.
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Definition 3.1. Let Y “ X or rX .
(1) We denote by v : KpY q։ H˚algpY,Zq, the Mukai vector
vpEq :“ chpEq
a
tdpY q.
When Y “ rX, the Mukai vector takes the form
vpEq “ prpEq, c1pEq, rpEq ` ch2pEqq,
in the decomposition (5), and when Y “ X it takes the form
vpEq “ prpEq, c1pEq, rpEq
2
` ch2pEqq,
in the decomposition (6).
(2) The Mukai pairing x , y is defined on H˚algpY,Zq by
xpr, c, sq, pr1, c1, s1qy :“ pc, c1q ´ rs1 ´ r1s P Z,
where p , q is the intersection pairing on H2pY,Zq. The Mukai pairing has signature
p2, ρpY qq and satisfies xvpEq,vpF qy “ ´χpE,F q “ ´řip´1qi extipE,F q for all E,F P
DbpY q.
(3) The algebraic Mukai lattice is defined to be the pair pH˚algpY,Zq, x , yq.
Given a Mukai vector v P H˚algpY,Zq, we denote its orthogonal complement by
vK :“  w P H˚algpY,Zq ˇˇ xv,wy “ 0 ( .
We call a Mukai vector v primitive if it is not divisible in H˚algpY,Zq.
The covering map ̟ induces an embedding
̟˚ : H˚algpX,Zq ãÑ H˚algp rX,Zq
such that x̟˚v,̟˚wy “ 2xv,wy and identifies H˚algpX,Zq with an index 2 sublattice of the ι˚-
invariant component of H˚algp rX,Zq. The following lemma makes this precise:
Lemma 3.2 ([39, Lem. 2.1]). A Mukai vector v “ pr, c1, s2q P H˚algpX,Zq is primitive if and only if
gcdpr, c1, r ` s
2
q “ 1.
For primitive v, we define ℓpvq by ̟˚v “ ℓpvqw, where w is primitive in H˚algp rX,Zq. Then
ℓpvq “ gcdpr, c1, sq and can be either 1 or 2. Moreover,
‚ if ℓpvq “ 1, then either r or c1 is not divisible by 2;
‚ if ℓpvq “ 2, then c2 must be odd and r ` s ” 2 pmod 4q.
In particular, for odd rank Mukai vectors or Mukai vectors with c1 primitive, ̟
˚v is still primi-
tive, while primitive Mukai vectors with gcdpr, c1q “ 2 (and thus necessarily gcdpr, c1, sq “ 2) must
satisfy v2 ” 0 pmod 8q, as can be easily seen.
3.2. Stability conditions on Enriques and K3 surfaces. We continue to let Y “ X or rX.
Definition 3.3. A (full, numerical) stability condition on Y is a Bridgeland stability condition on
DbpY q with Λ “ H˚algpY,Zq and v defined as in Section 3.1.
In particular, for a stability condition σ “ pZ,Pq on Y , the category Ppφq has finite length for
φ P R, so any σ-semistable object E P Ppφq admits a filtration with σ-stable objects Ei P Ppφq.
While the filtration itself, called a Jordan-Ho¨lder (JH) filtration, is not unique, the σ-stable factors
Ei are unique, up to reordering.
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A connected component Stab:pY q of the space of full numerical stability conditions on DbpY q is
described in [13, 51]. Let β, ω P NSpY qR be two real divisor classes, with ω ample. For E P DbpY q,
define
Zω,βpEq :“ xeβ`iω,vpEqy,
and consider the heart Aω,β defined by
Aω,β :“
$&% E P DbpY q
ˇˇˇˇ
ˇˇ ‚ H
ppEq “ 0 for p R t´1, 0u,
‚ H´1pEq P Fω,β,
‚ H0pEq P Tω,β
,.- ,
where Fω,β and Tω,β are defined by
(1) Fω,β is the set of torsion-free sheaves F such that every subsheaf F
1 Ď F satisfies ℑZω,βpF 1q ď
0;
(2) Tω,β is the set of sheaves T such that, for every non-zero torsion-free quotient T ։ Q, we
have ℑZω,βpQq ą 0.
We have the following result:
Theorem 3.4 ([13, Prop. 10.3],[51]). Let σ be a stability condition such that all skyscraper sheaves
kpyq of points y P Y are σ-stable. Then there are ω, β P NSpY qR with ω ample, such that, up to theĂGL`2 pRq-action, Zσ “ Zω,β and Pσp0, 1s “ Aω,β.
We call such stability conditions geometric, and we let UpY q be the open subset of StabpY q
consisting of geometric stability conditions and denote by Stab:pY q the connected component of
StabpY q containing UpY q.
Using the Mukai pairing, for any stability condition σ “ pZσ,Pσq, we can find ✵σ P H˚algpY,Cq
such that
Zσp q “ x✵σ,vp qy.
For σ P Stab:pY q, ℜ✵σ and ℑ✵σ span a positive definite 2-plane in H˚algpY,Rq. In fact, we can say
more. Let P pY q be the set of ✵ P H˚algpY,Cq with components spanning a positive definite 2-plane,
which consists of two connected components, and denote by P`pY q the component containing
vectors of the form eβ`iω. When Y “ rX , define the subset
(7) ∆pY q :“  w P H˚algpY,Zq ˇˇ w2 “ ´2 ( .
When Y “ X, we define the subsets
∆pY q´1 :“
 
w P H˚algpY,Zq
ˇˇ
w2 “ ´1 (
∆pY q´2 :“
"
w P H˚algpY,Zq
ˇˇˇˇ
w2 “ ´2 and c1pvq ” D pmod 2q,
where D is a nodal cycle
*
,
(8)
and take their union
(9) ∆pY q :“ ∆pY q´1 Y∆pY q´2.
In either case, we consider the subset
P`0 pY q :“ P`pY qz
ď
wP∆pY q
wK.
Then we have the following fundamental theorem:
Theorem 3.5 ([13, Prop. 8.3,Thm. 13.2],[35, Cor. 3.8]). The map
Z : Stab:pY q Ñ H˚algpY,Cq, σ ÞÑ ✵σ
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is a covering map of the open subset P`0 pY q, where Zσp q “ x✵σ,vp qy. If we let
Aut:0pY q :“
!
Φ P AutpDbpY qq
ˇˇˇ
Φ˚ “ idH˚
alg
pY,Zq,ΦpStab:pY qq “ Stab:pY q
)
,
then the group of deck transformations for the covering map Z is precisely Aut:0pY q. Finally, let T
be the subgroup of AutpDbpY qq generated by ROCpkq, where C is a p´2q-curve, and R2T , where T is
a spherical or exceptional object (of nonvanishing rank). Then
Stab:pY q “
ď
ΦPT
ΦpUpY qq.
Here RT is the spherical or exceptional twist.
3.2.1. Inducing stability conditions. The natural pull-back and push-forward functors relate stabil-
ity conditions on rX to those on X and vice-versa. Indeed, a stability condition σ “ pZσ ,Pσq P
Stab:pXq induces a stability condition ̟˚pσq “ pZ̟˚pσq,P̟˚pσqq P Stab:p rXq by defining
Z̟˚pσq :“ Zσ ˝̟˚, P̟˚pσqpφq :“
!
E P Dbp rXq ˇˇˇ ̟˚pEq P Pσpφq ) .
In the opposite direction, for a stability condition σ1 “ pZσ1 ,Pσ1q P Stab:p rXq, we can induce a
stability condition ̟˚pσ1q “ pZ̟˚pσ1q,P̟˚pσ1qq P Stab:pXq via the definition
Z̟˚pσ1q :“ Zσ1 ˝̟˚, P̟˚pσ1qpφq :“
!
E P DbpXq
ˇˇˇ
̟˚pEq P Pσ1pφq
)
.
It was shown in [35] that ̟˚ : Stab:pXq Ñ Stab:p rXq is a closed embedding onto the submanifold
of Stab:p rXq consisting of ι˚-invariant stability conditions, albeit using different notation.
3.3. Walls. Of paramount importance to our investigation here, the space of Bridgeland sta-
bility conditions admits a well-behaved wall and chamber structure. For a fixed Mukai vector
v P H˚algpY,Zq, there exists a locally finite set of walls (real codimension one submanifolds with
boundary) in Stab:pY q, depending only on v, with the following properties:
(1) When σ varies in a chamber, that is, a connected component of the complement of the
union of walls, the sets of σ-semistable and σ-stable objects of class v do not change.
(2) When σ lies on a single wall W Ă Stab:pY q, there is a σ-semistable object that is unstable
in one of the adjacent chambers and semistable in the other adjacent chamber.
(3) These same properties remain true for the wall and chamber structure on W1 X ¨ ¨ ¨ XWk
whose walls are W1 X ¨ ¨ ¨ XWk XW for an additional wall W for v.
These walls were originally defined in [13, Prop. 2.3] for K3 surfaces, and more generally in [45].
By the construction of these walls, it follows that, for primitive v and σ in a chamber for v, a JH-
filtration factor of a σ-semistable object of class mv (m P N) must have class m1v for 1 ď m1 ă m.
In particular, for σ in a chamber for v, σ-stability coincides with σ-semistability.
Definition 3.6. Let v P H˚algpY,Zq. A stability condition σ P Stab:pY q is called generic with
respect to v if it does not lie on any wall for v.
It is worth recalling that, given a polarization H P AmppY q and the Mukai vector v of an H-
Gieseker semistable sheaf, there exists a chamber C for v, the Gieseker chamber, where the set of
σ-semistable objects of class v coincides with the set of H-Gieseker semistable sheaves [13, Prop.
14.2].
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3.4. Moduli stacks and moduli spaces. For σ P Stab:pY q, let Mσpvq be the moduli stack of
σ-semistable objects E with vpEq “ v and Msσpvq the open substack of σ-stable objects. That is,
for a scheme T ,MσpvqpT q is the category of E P DbpY ˆT q such that E is relatively perfect over T
([31, Def. 2.1.1]) and Et are σ-semistable objects with vpEtq “ v for all t P T . By (the proof of) [45,
Thm. 4.12], Mσpvq is an Artin stack of finite type which is an open substack of Lieblich’s “mother
of all moduli spaces” M which parametrizes families E P DbpY ˆ T q with E relatively perfect over
T and such that ExtipEt, Etq “ 0 for all i ă 0 and t P T (see [31]).
We say two objects E1 and E2 inMσpvqpkq are S-equivalent if they have the same JH-filtration
factors. For σ P Stab:pY q generic with respect to v, Mσpvq (resp. Msσpvq) admits a projec-
tive coarse moduli scheme Mσpvq (resp. M sσpvq), which parametrizes S-equivalence classes of σ-
semistable (resp. σ-stable) objects E with vpEq “ v (see [7] for the K3 case and [40, sect. 9],[51]
for the Enriques case).
It was shown in [7] and [51] that there exists an autoequivalence Φ P AutpDbpY qq inducing an
isomorphism between Mσpvq and the stack MHpv1q of H-Gieseker semistable sheaves of Mukai
vector v1 “ Φpvq for some polarization H generic with respect to v1. Thus
Mσpvq – rQpv1qss{GLN s,
where Qpv1q is the open subscheme of the Quot scheme parametrizing quotients
λ : OY p´mHq‘N ։ E
such that
(1) vpEq “ v1;
(2) λ induces an isomorphism H0pY,O‘NY q – H0pY,EpmHqq;
(3) H ipY,EpmHqq “ 0 for i ą 0,
where m " 0 is fixed and Qpv1qss (resp. Qpv1qs) is the open sublocus where E is semistable (resp.
stable). It follows that
(10) dimMsσpvq “ dimQpv1qs ´ dimGLN “ pdimQpv1qs ´ dimPGLN q ´ 1 “ dimM sσpvq ´ 1,
since PGLN acts freely on Qpv1qs.
For L P NSpY q, we let Mσpv, Lq be the substack of Mσpvq consisting of E with c1pEq “ L. We
defineMsσpv, Lq, Mσpv, Lq and M sσpv, Lq similary. When the determinant is irrelevant, we drop L
from the notation. In particular, as NSp rXq “ Nump rXq, we drop it from the notation in the K3
case. On the other hand, in the Enriques case, when Y “ X,
Mσpvq “Mσpv, Lq
ğ
Mσpv, L `KXq.
3.5. Some properties of moduli spaces. We recall here what is known about the moduli spaces
Mσpvq and their coarse moduli spaces Mσpvq. Before we get into details for K3 surfaces and
Enriques surfaces individually, let us point out that using the definition of inducing stability con-
ditions in Section 3.2.1 we can relate their respective moduli spaces. Indeed, for σ P Stab:pXq,
v P H˚algpX,Zq, and w P H˚algp rX,Zq, there are morphisms of stacks
M̟˚pσqpwq ÑMσp̟˚pwqq, E ÞÑ ̟˚pEq
Mσpvq ÑM̟˚pσqp̟˚vq, E ÞÑ ̟˚pEq.
Only the second of these requires comment. For the stability condition ̟˚p̟˚pσqq, we have
Z̟˚p̟˚pσqq “ 2Zσ and P̟˚p̟˚pσqqpφq “ Pσpφq, so in particular E P DbpXq is σ-semistable if
and only if ̟˚pEq is ̟˚pσq-semistable.
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3.5.1. Y “ rX is a K3 surface. The following result gives precise conditions on nonemptiness of the
moduli spaces Mσpvq in the K3 case and is proven in [7] and [6].
Theorem 3.7 ([13, Thm. 2.15]). Let rX be a K3 surface over k, and let σ P Stab:p rXq be a generic
stability condition with respect to v “ mv0 P H˚algp rX,Zq, where v0 is primitive and m ą 0.
(1) The coarse moduli space Mσpvq is non-empty if and only if v20 ě ´2.
(2) Either dimMσpvq “ v2 ` 2 and M sσpvq ‰ ∅, or m ą 1 and v20 ď 0.
(3) When v20 ą 0, Mσpvq is a normal irreducible projective variety with Q-factorial singulari-
ties.
3.5.2. Y “ X is an Enriques surface. The following results follow from [39]. Since Mσpvq is iso-
morphic to a moduli stack of Gieseker semi-stable sheaves [51], they also follow from corresponding
results for Gieseker semistable sheaves [52, 53]. Since the Enriques case is more subtle, we break
the statement into smaller pieces, beginning with the primitive case:
Theorem 3.8 (cf. [40],[52, Thm. 3.1],[53, Theorem 4.10]). Let X be an Enriques surface over k,
and let σ P Stab:pXq be a generic stability condition with respect to primitive v P H˚algpX,Zq. Then
for L P NSpXq such that rLmodKX s “ c1pvq, Mσpv, Lq ‰ ∅ if and only if
(1) ℓpvq “ 1 and v2 ě ´1 or
(2) ℓpvq “ 2 and v2 ą 0 or
(3) ℓpvq “ 2, v2 “ 0, and L ” r
2
KX pmod 2q or
(4) v2 “ ´2, L ” D ` r
2
KX pmod 2q, where D is a nodal cycle, that is, pD2q “ ´2 and
H1pODq “ 0.
Furthermore, when non-empty,
(1) Mσpv, Lq is connected, and
(2) if X is unnodal or v2 ě 4, then Mσpv, Lq is irreducible.
Case (4) in Theorem 3.8 only occurs whenX contains a smooth rational curve C which necessarily
satisfies C2 “ ´2, in which case X is called a nodal Enriques surface. An Enriques surfaces
containing no smooth rational curve is called unnodal. A Mukai vector v as in (4) and an object
E P M sσpvq are called spherical, and it can be shown that the existence of a spherical object on
X is equivalent to X being nodal [24]. Similarly, an object E P M sσpvq with v2 “ ´1 is called
exceptional.
For non-primitive Mukai vectors, we phrase the results in terms of the moduli stacks, as it is in
this form that we will use them. We state the positive square case first:
Proposition 3.9 (cf. [53, Lem. 1.5, Cor. 1.6], [40, Thm. 8.2]). Let v P H˚algpX,Zq be a Mukai
vector with v2 ą 0, and let σ P Stab:pXq be generic with respect to v. For L P NSpXq such that
rLmodKXs “ c1pvq, we set
Mσpv, Lqpss :“ t E PMσpv, Lq | E is properly σ-semistable u
Then
(1) dimMσpv, Lqpss ď v2 ´ 1. Moreover dimMσpv, Lqpss ď v2 ´ 2 unless v “ 2v0 with
v20 “ 1.
(2) Mσpv, Lqs ‰ ∅, Mσpv, Lq is reduced, and dimMσpv, Lq “ v2.
(3) Mσpv, Lq is normal, unless
(a) v “ 2v0 with v20 “ 1 and L ” r2KX pmod 2q, or
(b) v2 “ 2.
The statements in Proposition 3.9 remain true for the coarse moduli spaces with dimensions
adjusted in accordance with (10). In particular, dimMσpv, Lq “ v2 ` 1.
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For Mukai vectors with v2 ď 0 it is particularly useful to use the moduli stacks for dimension
estimates as we now see:
Proposition 3.10 (cf. [53, Proposition 1.9]). Let u P H˚algpX,Zq be an isotropic and primitive
Mukai vector, and let σ P Stab:pXq be generic with respect to u.
(1) If Msσpmuq ‰ ∅, then m “ 1, 2.
(2) Msσp2u, Lq ‰ ∅ if and only if ℓpuq “ 1 and L ” 0 pmod 2q. Moreover
Msσp2uq “
!
̟˚pF q
ˇˇˇ
F PMs̟˚pσqp̟˚vq, ι˚pF q fl F
)
.
In particular, Msσp2uq is smooth of dimension 1.
(3) dimMσpmuq ď tmℓpuq2 u.
Finally, we consider the negative square case:
Lemma 3.11. Let w P H˚algpX,Zq be a primitive spherical or exceptional class, and let σ P
Stab:pXq be a generic stability condition with respect to w. Then
dimMσpmwq “
$’&’%
´m2, if w2 “ ´2,
´m2
2
, if w2 “ ´1,m ” 0 pmod 2q,
´m2`1
2
, if w2 “ ´1,m ” 1 pmod 2q.
Proof. By [40, Proposition 9.9], in case w2 “ ´2, the coarse moduli space Mσpmwq consists of
a single point, S‘m, where S is the unique σ-stable spherical object of class w. As AutpS‘mq “
GLmpkq, we get
dimMσpmwq “ dimMσpmwq ´ dimAutpS‘mq “ ´m2,
If w2 “ ´1, then by [40, Lemma 9.2] the coarse moduli space Mσpmwq consists of the m ` 1
points
 
E‘i ‘ EpKXq‘m´i
(m
i“0, where E and EpKXq are the two σ-stable exceptional objects of
class w. As E and EpKXq are both exceptional, AutpE‘i‘EpKXq‘m´iq “ GLipkqˆGLm´ipkq of
dimension i2 ` pm´ iq2. But then
dimMσpmwq “ max
0ďiďm
dimE‘i‘EpKXq‘m´i Mσpmwq ´AutpE‘i ‘ EpKXq‘m´iq
“ ´min0ďiďm i2 ` pm´ iq2,
(11)
which gives the dimension as claimed. 
3.6. Line bundles on moduli spaces. We again let Y “ X or rX, and we recall the definition
of the Donaldson-Mukai morphism. Fix a Mukai vector v P H˚algpY,Zq, a stability condition σ P
Stab:pY q, and a universal family E P DbpMσpv, Lq ˆ Y q. Then we have the following definition.
Definition 3.12. Set KpY qv :“ t x P KpY q | xvpxq,vy “ 0 u. The Donaldson-Mukai morphism
from KpY qv to PicpMσpv, Lqq is defined by:
(12)
θv,σ : KpY qv Ñ PicpMσpv, Lqq
x ÞÑ detppMσpv,Lq!pE b p˚Y px_qqq.
More generally, for a scheme S and a family E P DbpS ˆ Y q over S of objects in Mσpv, Lq, there
is a Donaldson-Mukai morphism θE : KpY qv Ñ PicpSq associated to E , defined as in (12), which
satisfies θE “ λ˚Eθv,σ, where λE : S Ñ Mσpv, Lq is the associated classifying map. See [22, Section
8.1] for more details.
Setting
(13) ξσ :“ ℑ ✵σx✵σ,vy P v
K,
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we define the numerical divisor class
(14) ℓσ :“ θv,σpξσq P NumpMσpv, Lqq,
where we abuse notation by also using θv,σ for the extension of (12) to the Mukai lattice.
From Section 3.3 it follows that the moduli space Mσpv, Lq and E remain constant when varying
σ in a chamber for v, so for each chamber C, we get a map
ℓC : C Ñ NSpMCpv, Lqq, σ ÞÑ ℓσ,
where the notation MCpv, Lq denotes the fixed moduli space. By the proof of the projectivity of
Mσpv, Lq in [51] with the argument in [37] or [7], we get a generalization of [40, Theorem 10.3] and
can say even more:
Theorem 3.13 (cf. [7, Theorem 4.1] in the K3 case). For a generic σ, ℓσ “ θv,σpξσq is an ample
divisor on Mσpv, Lq.
3.7. Wall-crossing and Birational transformations. In this last subsection, we recall one more
result that will be essential for our study of the connection between crossing walls in Stab:pY q and
birational transformations of the moduli space Mσpv, Lq. Let v P H˚algpY,Zq with v2 ą 0, and let
W be a wall for v. We say σ0 PW is generic if it does not belong to any other wall, and we denote
by σ` and σ´ two generic stability conditions nearby W in two opposite adjacent chambers. Then
all σ˘-semistable objects are still σ0-semistable, and thus the universal familes E˘ on Mσ˘pvq ˆ Y
induce nef divisors ℓσ0,˘ on Mσ˘pvq by
ℓσ0,˘ :“ θv,σ˘pξσ0q.
The main result about ℓσ0,˘ is the following:
Theorem 3.14 ([7, Thm. 1.4(a)],[40, Thm. 11.3]). Let v P H˚algpY,Zq satisfy v2 ą 0, and let σ˘
be two stability conditions in opposite chambers nearby a generic σ0 PW. Then:
(1) The divisors ℓσ0,˘ are semiample on Mσ˘pvq. In particular, they induce contractions
π˘ :Mσ˘pvq ÑM˘,
where M˘ are normal projective varieties. When Y “ rX, the divisors ℓσ0,˘ are big so that
π˘ are birational and M˘ are irreducible.
(2) For any curve C Ă Mσ˘pvq, ℓσ0,˘.C “ 0 if and only if the two objects Ec˘ and E˘c1 cor-
responding to two general points c, c1 P C are S-equivalent. In particular, the curves con-
tracted by π˘ are precisely the curves of objects that are S-equivalent with respect to σ0.
This theorem leads us to the following definition describing a wall W in terms of the geometry
of the induced morphisms π˘.
Definition 3.15. We call a wall W:
(1) a fake wall, if there are no curves contracted by π˘;
(2) a totally semistable wall, if M sσ0pvq “ ∅;
(3) a flopping wall, if we can identify M` “ M´ and the induced map Mσ`pvq 99K Mσ´pvq
induces a flopping contraction;
(4) a divisorial wall, if the morphisms π˘ are both divisorial contractions;
(5) a P1-wall, if the morphisms π˘ are both P1-fibrations.
A non-fake wall W such that codimpMσ˘pvqzM sσ0pvqq ě 2 is necessarily a flopping wall by [7,
Thm. 1.4(b)] and [40, Thm. 11.3].
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4. Dimension estimates of substacks of Harder-Narasimhan filtrations
Having finished our review of known tools for studying wall-crossing, we develop here the first
tool we will use to classify the behavior induced by crossing a wall. In this section, we will denote
by Y any smooth projective variety satisfying openness of stability and boundedness of Bridgeland
semistable objects as in [45, Lemma 3.4].
For Mukai vectors v1,v2, . . . ,vs with the same phase φ with respect to σ, let Fpv1, . . . ,vsq be
the stack of filtrations: for a scheme T ,
(15)
Fpv1, . . . ,vsqpT q :“ t 0 Ă F1 Ă ¨ ¨ ¨ Ă Fs | Fi{Fi´1 PMσpviqpT q, 1 ď i ď s,Fs PMσpvqpT q u ,
where v “ v1 ` ¨ ¨ ¨ ` vs. Then we have the following result.
Proposition 4.1. With the notation as above, let Y be a smooth projective variety satisfying
boundedness and openness of stability. Then Fpv1, . . . ,vsq is an Artin stack of finite type.
Proof. We prove the proposition by induction on s. Assuming that Fpv1, . . . ,vs´1q is an Artin
stack of finite type, we shall prove that Fpv1, . . . ,vs´1,vsq is also an Artin stack of finite type. We
set v “ řsi“1 vi. It is sufficient to show that
(1) the natural morphism Fpv1, . . . ,vs´1,vsq Ñ Fpv1, . . . ,vs´1qˆMσpvq is representable by
schemes, and
(2) the diagonal morphism ∆ : Fpv1, . . . ,vsq Ñ Fpv1, . . . ,vsqˆFpv1, . . . ,vsq is representable.
Indeed, if we take a smooth surjective morphismM Ñ Fpv1, . . . ,vs´1qˆMσpvq from a scheme M
of finite type, then we get a smooth surjective morphism Fpv1, . . . ,vsq ˆFpv1,...,vs´1qˆMσpvq M Ñ
Fpv1, . . . ,vsq, where Fpv1, . . . ,vsq ˆFpv1,...,vs´1qˆMσpvq M is a finite type scheme by (1). The
statement in (2) is simply the other condition in the definition of an Artin stack [42, Def. 8.1.4]
We prove (1) first. Let T be a scheme and T Ñ Fpv1, . . . ,vs´1q ˆMσpvq a morphism. Then
we have a family of filtrations
(16) 0 Ă F1 Ă ¨ ¨ ¨ Ă Fs´1
on T ˆ Y such that Fi{Fi´1 are relatively perfect over T , pFi{Fi´1qt PMσpviq for all t P T and
a family of objects Fs such that Fs is relatively perfect over T and pFsqt PMσpvq. By [23, Prop.
1.1], there is a scheme p : QÑ T which represents the functor Q : pSch{T q Ñ pSetsq defined by
(17) QpU ϕÑ T q “ tf | f : pϕˆ 1Y q˚pFs´1q Ñ pϕˆ 1Y q˚pFsqu.
Let ξ : pp ˆ 1Y q˚pFs´1q Ñ pp ˆ 1Y q˚pFsq be the universal family of homomorphisms. Let Q0 be
the subscheme of Q such that Conepξqq “ Conepξqq P Aσ for all q P Q0, which is open by the Open
Heart Property [45, Theorem 3.8],[1, Theorem 3.3.2]. It follows that ξq is injective in Aσ for all
q P Q0. Then on Q0 we have a family of filtrations
(18) 0 Ă F1 Ă ¨ ¨ ¨ Ă Fs.
Therefore
(19) Q0 – Fpv1, . . . ,vsq ˆFpv1,...,vs´1qˆMσpvq T.
In particular, the morphism Fpv1, . . . ,vsq Ñ Fpv1, . . . ,vs´1qˆMσpvq is representable by schemes,
as claimed.
Now let us prove (2). By [42, Lem. 8.1.8], it is equivalent to showing that for every scheme
T and two families of filtrations F ,F 1 P Fpv1, . . . ,vsqpT q, the sheaf IsomFpv1,...,vsq{T pF ,F 1q is an
algebraic space. So let T be a scheme and consider two families
F :0 Ă F1 Ă ¨ ¨ ¨ Ă Fs
F 1 :0 Ă F 11 Ă ¨ ¨ ¨ Ă F 1s
(20)
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of relatively perfect filtrations. An isomorphism φ : F Ñ F 1 is an isomorphism Fs Ñ F 1s as
families in MσpvqpT q which preserves the filtration. But φ preserves the filtration if and only if
the induced maps Fi Ñ F 1s{F 1i are the 0-map for all 0 ă i ă s. This is a closed condition by
[23, Prop. 1.1], and if φpFiq Ď F 1i , then we must in fact have equality as they are both families
of σ-semistable objects with the same Mukai vector. Hence the sheaf IsomFpv1,...,vsq{T pF ,F 1q is
parametrized by a closed algebraic subspace of the algebraic space IsomMσpvq{T pFs,F 1sq, which
shows that IsomFpv1,...,vsq{T pF ,F 1q is an algebraic space, as required. 
We have a natural morphism
Fpv1, . . . ,vsq ÝÑ Fpv1, . . . ,vs´1q ˆMσpvsq
p0 Ă F1 Ă ¨ ¨ ¨ Ă Fsq ÞÝÑ pp0 Ă F1 Ă ¨ ¨ ¨ Ă Fs´1q,Fs{Fs´1q,
and hence a morphism
Π : Fpv1, . . . ,vsq Ñ
sź
i“1
Mσpviq.
Let
Fpv1, . . . ,vsq˚ :“ Π´1
˜
sź
i“1
pMσ´pviq XMσpviqq
¸
Ă Fpv1, . . . ,vsq
be the open substack of Fpv1, . . . ,vsq where each Fi{Fi´1 is σ´-semistable as well, where σ´
is sufficiently close to σ. The intersections are taken within the large moduli space M, and as
Mσpvq is an open substack of M for any σ P StabpY q by openness of stability, it follows that
Mσ´pviq XMσpviq is open in Mσpviq. Thus Fpv1, . . . ,vsq˚ is indeed well-defined and an open
substack of Fpv1, . . . ,vsq, as claimed.
While we cannot say much more about the stack of filtrations in general, if we assume that
v1, . . . ,vs are the Mukai vectors of the semistable factors of the Harder-Narasimhan filtration with
respect to σ´ of an object E PMσpvq, with v “
řs
i“1 vi, then the natural map
(21)
Fpv1, . . . ,vsq˚ Ñ Mσpvq
p0 Ă F1 Ă ¨ ¨ ¨ Ă Fsq ÞÑ Fs
is injective with image the substack of Mσpvq parameterizing objects with Harder-Narasimhan
filtration factors having Mukai vectors v1, . . . ,vs. In this case, we can say even more and prove the
following theorem, whose proof is similar to that of [14, Prop. 6.2].
Theorem 4.2. As above, suppose that Y satisfies boundedness and openness of stability, and
let v1, . . . ,vs be the Mukai vectors of the semistable factors of the Harder-Narasimhan filtration
with respect to σ´ of some object E P Mσpvq, where v “
řs
i“1 vi. Suppose further that for any
σ P StabpY q and E,E1 P Aσ such that φminpE1q ą φmaxpEq we have HompE,E1rksq “ 0 for
2 ď k ď dimY . Then
dimFpv1, . . . ,vsq˚ “ dimFpv1, . . . ,vs´1q˚ ` dimMσ´pvsq ` xv ´ vs,vsy
“
sÿ
i“1
dimMσ´pviq `
ÿ
iăj
xvi,vjy.(22)
Proof. For an atlas ϕ : T Ñ Fpv1, . . . ,vs´1q˚ˆMσ´pvsq, we set R :“ T ˆFpv1,...,vs´1q˚ˆMσ´ pvsq T .
Let 0 Ă F1 Ă ¨ ¨ ¨ Ă Fs´1 and Es be objects on T ˆ Y corresponding to the morphism ϕ. We note
that for all t P T , HomppEsqt, pFs´1qtrksq “ 0 for k ‰ 0, 1. Indeed, for k R r0,dimY s, this is clear as
pEsqt, pFs´1qt P Aσ´ , while for k P r2,dim Y s, this follows from the hypothesis of the theorem. We
shall stratify T “ Ťi Ti by nptq :“ homppEsqt, pFs´1qtq so that nptq is constant on Ti and n|Ti ‰ n|Tj
for i ‰ j. It follows that
χppEsqt, pFs´1qtq “ homppEsqt, pFs´1qtq ´ homppEsqt, pFs´1qtr1sq
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is constant for all t P T , and thus on each Ti, both nptq and homppEsqt, pFs´1qtr1sq are constant.
We set Rij :“ R ˆTˆT Ti ˆ Tj . Then Rij “ ∅ if i ‰ j and we have a stratification R “
Ť
iRii.
Let pki : V
k
i Ñ Ti pk “ 0, 1q be the vector bundles associated to HompippEsq|Ti , pFs´1q|Tirksq, where
pi : Ti ˆ Y Ñ Ti is the projection.
As in [14, Lemma 6.1], there is a universal extension
0Ñ pp1i q˚Fs´1 Ñ F Ñ pp1i q˚Es Ñ 0
over V 1i , and the family F determines a morphism qi : V
1
i Ñ Fpv1, . . . ,vsq˚ which factors through
V 1i Ñ Ti ˆFpv1,...,vs´1q˚ˆMσ´pvsq Fpv1, . . . ,vsq
˚.
As in [14, p. 131], one can show that there is an isomorphism
V 1i ˆFpv1,...,vsq˚ V 1i – V 0i ˆRii V 1i
with a commutative diagram
(23)
V 0i ˆRii V 1i ÝÝÝÝÑ V 1i ˆ V 1i§§đ §§đ
Rii ÝÝÝÝÑ Ti ˆ Ti.
It follows that in this description
 
V 1i ˆ V 1i
(
i
provide an atlas for Fpv1, . . . ,vsq˚ with relations
given by
 
V 0i ˆRii V 1i
(
i
just as t Ti ˆ Ti ui and tRii ui, respectively, do for Fpv1, . . . ,vs´1q˚ ˆ
Mσ´pvsq. Since
dimV 1i ˆ V 1i ´ dimV 0i ˆRii V 1i
“ dimTi ˆ Ti ` 2 rk V 1i ´ pdimRii ` rkV 1i ` rkV 0i q
“pdimTi ˆ Ti ´ dimRiiq ` xv ´ vs,vsy,
(24)
we get
dimFpv1, . . . ,vsq˚ “max
i
tdimV 1i ˆ V 1i ´ dimV 0i ˆRii V 1i u
“max
i
tpdim Ti ˆ Ti ´ dimRiiqu ` xv ´ vs,vsy
“ dimFpv1, . . . ,vs´1q˚ ` dimMσ´pvsq ` xv´ vs,vsy.
(25)
This gives the first equation in (22), while the second follows by induction. 
We can apply the above theorem to study the locus inMσ`pvq of strictly σ0-semistable objects.
Recall our setup: X is an Enriques surface, and for a given v P H˚algpX,Zq with v2 ą 0, we take a
generic stability condition σ0 on a wall W for v and two generic nearby stability conditions σ˘ in
opposite adjacent chambers. By letting σ “ σ0 in the above theorem, we get the following result:
Proposition 4.3. Let X be an Enriques surface, and suppose that v1, . . . ,vs are the Mukai vectors
of the semistable factors of the Harder-Narasimhan filtration with respect to σ´ of an object E P
Mσ`pvq, where v “
řs
i“1 vi satisfies v
2 ą 0. Then letting Fpv1, . . . ,vsqo :“ Fpv1, . . . ,vsq˚ X
Mσ`pvq, where the intersection is taken in Mσ0pvq, we have
(26) codimFpv1, . . . ,vsqo ě
sÿ
i“1
`
v2i ´ dimMσ´pviq
˘`ÿ
iăj
xvi,vjy,
where the codimension is taken with respect to Mσ`pvq.
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Proof. In order to apply Theorem 4.2, we first observe that the hypothesis of the theorem is met
where σ “ σ0 in this case. Indeed, for E,E1 P Aσ0 such that φminpE1q ą φmaxpEq, Serre duality
gives
HompE,E1r2sq “ HompE1, EpKXqq “ 0,
where the last equality follows since X is numerically K-trivial so that φmaxpEpKXqq “ φmaxpEq.
Noting that Fpv1, . . . ,vsqo is an open substack of Fpv1, . . . ,vsq˚ by openness of stability, we
get that dimFpv1, . . . ,vsqo ď dimFpv1, . . . ,vsq˚, with equality if and only if the component of
Fpv1, . . . ,vsq˚ of largest dimension contains a σ`-semistable object. As v2 ą 0, dimMσ`pvq “ v2
by Proposition 3.9, so
codimFpv1, . . . ,vsqo “ v2 ´ dimFpv1, . . . ,vsqo ě v2 ´ dimFpv1, . . . ,vsq˚
“ v2 ´
˜
sÿ
i“1
dimMσ´pviq `
ÿ
iăj
xvi,vjy
¸
“
sÿ
i“1
`
v2i ´ dimMσ´pviq
˘`ÿ
iăj
xvi,vjy,
(27)
as claimed. 
While Proposition 4.3 is phrased for Enriques surfaces, it applies to any K-trivial surface, with
(26) modified appropriately. In particular, the first author uses it in [38] to study wall-crossing for
bielliptic surfaces.
5. The hyperbolic lattice associated to a wall
In order to effectively use the estimates provided by Proposition 4.3, we need to gain some
understanding of the Mukai vectors vi which appear as Harder-Narasimhan factors of an object
E P Mσ`pvq when we cross a wall W. From their definition, these walls are associated to the
existence of another Mukai vector with the same phase as v, so to any wall W it is natural to
consider the set of these “extra” classes, as in the following definition. As it turns out, this set will
contain all of the Mukai vectors we are interested in.
Proposition and Definition 5.1. To a wall W, let HW Ă H˚algpX,Zq be the set of Mukai vectors
HW :“
"
w P H˚algpX,Zq
ˇˇˇˇ
ℑ
Zpwq
Zpvq “ 0 for all σ PW
*
.
Then HW has the following properties:
(1) It is a primitive sublattice of rank two and of signature p1,´1q (with respect to the restric-
tion of the Mukai form).
(2) Let σ`, σ´ be two sufficiently close and generic stability conditions on opposite sides of the
wall W, and consider any σ`-stable object E PMσ`pvq. Then any HN-filtration factor Ai
of E with respect to σ´ satisfies vpAiq P HW .
(3) If σ0 is a generic stability condition on the wall W, the conclusion of the previous claim
also holds for any σ0-semistable object E of class v.
(4) Similarly, let E be any object with vpEq P HW , and assume that it is σ0-semistable for a
generic stability condition σ0 P W. Then every Jordan-Ho¨lder factor of E with respect to
σ0 will have Mukai vector contained in HW .
Proof. The proof of [7, Proposition 5.1] carries over word for word. 
We would like to characterize the type of the wall W, i.e. the type of birational transformation
induced by crossing it, in terms of the lattice HW . We will find it helpful to also go in the opposite
direction as in [7, Definition 5.2]:
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Definition 5.2. Let H Ă H˚algpX,Zq be a primitive rank two hyperbolic sublattice containing v. A
potential wall W associated to H is a connected component of the real codimension one submanifold
consisting of those stability conditions σ such that ZσpHq is contained in a line.
We will also have cause to consider two special convex cones in HR. The first is defined as follows
(see [7, Definition 5.4]):
Definition 5.3. Given any hyperbolic lattice H Ă H˚algpX,Zq of rank two containing v, denote by
PH Ă HR the cone generated by classes u P H with u2 ě 0 and xv,uy ą 0. We call PH the positive
cone of H, and a class in PH XH a positive class.
The next cone, called the effective cone and whose integral classes are effective classes, is classified
by the following proposition (see [7, Proposition 5.5] for the analogue in the K3 case):
Proposition 5.4. Let W be a potential wall associated to a hyperbolic rank two sublattice H Ă
H˚algpX,Zq. For any σ PW, let Cσ Ă HR be the cone generated by classes u P H satisfying the two
conditions
ℜ
Zσpuq
Zσpvq ą 0 and
#
u2 ě ´1, or
u2 “ ´2, c1puq ” D pmod 2q, D a nodal cycle
.
Then this cone does not depend on the choice of σ P W, so we may and will denote it by CW .
Moreover, it contains PH.
If u P CW , then there exists a σ-semistable object of class u for every σ P W, and if u R CW ,
then for a generic σ PW there does not exist a σ-semistable object of class u.
Proof. The proof is identical to that of [7, Proposition 5.5] except that for the statements about
the existence of semistable objects we must use Theorem 3.8. This accounts for the more subtle
condition on u2 compared to the corresponding condition u2 ě ´2 for K3 surfaces. 
We also recall [7, Remark 5.6]:
Remark 5.5. From the positivity condition on ℜZσpuq
Zσpvq , it is clear that CW contains no line through
the origin, i.e. if u P CW then ´u R CW . Thus there are only finitely many classes in CW X pv ´
CWq XH.
We use this fact to make the following assumption: when we refer to a generic σ0 PW, we mean
that σ0 is not in any of the other walls associated to the finitely many classes in CWXpv´CWqXH.
Likewise, σ˘ will refer to stability conditions in adjacent chambers to W in this more refined wall-
and-chamber decomposition.
Finally, we single-out two types of primitive hyperbolic lattices as the nature of our arguments
differ greatly between them:
Definition 5.6. We say that W is isotropic if HW contains an isotropic class and non-isotropic
otherwise.
We begin our investigation by determining precisely the kind of Mukai vectors that can be
contained in HW .
Proposition 5.7. Let H be the hyperbolic lattice associated to a wall W and σ0 “ pZ,P0q P W
generic. Then H and σ0 satisfy one of the following mutually exclusive conditions:
(1) H contains no effective spherical or exceptional classes.
(2) (a) H contains precisely one effective spherical class, and there exists a unique σ0-stable
spherical object S with vpSq P H.
(b) H contains precisely one effective exceptional class, and there exists exactly two σ0-
stable exceptional objects E,EpKX q with vpEq “ vpEpKX qq P H.
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(3) There are infinitely many effective spherical or exceptional classes in H, and either
(a) there exist exactly two σ0-stable spherical objects S, T whose classes are in H; or
(b) there exist exactly four σ0-stable exceptional objects E1, E1pKXq, E2, E2pKXq with
vpE1q “ vpE1pKXqq,vpE2q “ vpE2pKXqq P H; or
(c) there exists exactly one σ0-stable spherical object S and exactly two σ0-stable excep-
tional objects E,EpKX q with vpSq,vpEq “ vpEpKX qq P H.
In case (3), H is non-isotropic.
Proof. Suppose that H contains precisely one effective spherical (resp. exceptional) class w. Then
by Theorem 3.8, there exists a unique σ`-stable object S with vpSq “ w (resp. precisely two σ`-
stable objects E and EpKXq with vpEq “ vpEpKX qq “ w), which must then be spherical (resp.
exceptional) by [51, Lemma 4.3]. Suppose that S (resp. E) is strictly σ0-semistable. Then by [51,
Lemma 4.6] every σ0-stable factor F of S (resp. E ‘ EpKXq) must satisfy Ext1pF,F q “ 0. But
then vpF q2 ă 0, so by [51, Lemma 4.3] vpF q2 “ ´1 or vpF q2 “ ´2 and c1pF q ” D pmod 2q for
some nodal cylce D, i.e. vpF q is either an effective spherical or exceptional class. But this is a
contradiction to the assumption, so S is (resp. E,EpKX q are) σ0-stable, giving Case (2).
It remains to consider Case (3). Let φ be the phase of v with respect to σ0. It will suffice for
our purposes to show that, up to twisting by KX , there cannot be any combination of three stable
spherical or exceptional objects S1, S2, S3 in P0pφq. Since each Si is σ0-stable of the same phase
and distinct up to twisting by KX , we must have HompSi, Sjq “ HompSj , SipKXqq “ 0 for each
i ‰ j. Thus if wi “ vpSiq, then xwi,wjy “ ext1pSi, Sjq ě 0.
Now any two of the wi must be linearly independent, and we may choose, say, w1 and w2 to
represent either both spherical or both exceptional σ0-stable objects. Denote bym :“ xw1,w2y ě 0.
Since H has signature p1,´1q,
xw1,w2y2 ą w21w22 “
#
1, if w21 “ w22 “ ´1,
4, if w21 “ w22 “ ´2.
So m ě 2 or 3. We write w3 “ xw1 ` yw2 with x, y P Q, and from xw3,w1y, xw3,w2y ě 0, we get
that
(28)
#
1
m
ď y
x
ď m, if w21 “ w22 “ ´1,
2
m
ď y
x
ď m
2
, if w21 “ w22 “ ´2.
But then since
m´
a
m2 ´ 1 ď 1
m
ď y
x
ď m ď m`
a
m2 ´ 1
for m ě 2 and
m´?m2 ´ 4
2
ď 2
m
ď y
x
ď m
2
ď m`
?
m2 ´ 4
2
for m ě 3, we see that
w23 “ x2
#
´1` 2mp y
x
q ´ p y
x
q2, if w21 “ w22 “ ´1,
´2` 2mp y
x
q ´ 2p y
x
q2, if w21 “ w22 “ ´2,
must be positive, in contradiction to the fact that w23 “ ´1 or ´2. Thus, we see that, up to
tensoring by KX , there can only be at most two σ0-stable spherical or exceptional objects with
Mukai vectors in H. Notice further that if H admits any combination of two linearly independent
spherical or exceptional classes, then the group generated by the associated spherical and p´1q
reflections is infinite, so the orbit of a spherical or exceptional class gives infinitely many Mukai
vectors of the same kind.
Furthermore, we see that solving the quadratic equation
0 “ u2 “ pxw1 ` yw2q2
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gives
(29)
y
x
“
#
m˘?m2 ´ 1, if w21 “ w22 “ ´1,
m˘?m2´4
2
, if w21 “ w22 “ ´2,
which are irrational. Thus in subcases (3)(a) and (3)(b), there can be no isotropic classes, as these
would give rational solutions in (29).
Finally, it only remains to show that in subcase (3)(c) H is non-isotropic. Similar to the previous
subcases, we write an integral isotropic class u “ xw1 ` yw2 with x, y P Q, where w1 “ vpSq is a
spherical class and w2 “ vpEq “ vpEpKX qq is an exceptional class. Solving the quadratic equation
u2 “ 0 gives
y
x
“ m˘
a
m2 ´ 2,
where m “ xw1,w2y. But S and E are σ0-stable objects of the same phase with classes in a lattice
of signature p1,´1q, so we must have m ě 2, as in the arguments for the preceeding cases. But
this gives a contradiction as m2 ´ 2 cannot be a square for m ě 2. 
All of our main results are a consequence of the following classification theorem, which essentially
says that the birational behavior induced by crossing W is entirely determined by HW and CW .
Theorem 5.8. Let H Ă H˚algpX,Zq be a primitive hyperbolic rank two sublattice containing v, and
let W Ă Stab:pXq be a potential wall associated to H.
The set W is a totally semistable wall if and only if one of the following conditions hold:
(TSS1): there exists a spherical or exceptional class w P CW XH such that xv,wy ă 0;
(TSS2): there exists an isotropic class u P H with ℓpuq “ 2 and xv,uy “ 1; or
(TSS3): there exists a primitive isotropic class u P H such that xv,uy “ ℓpuq and xv,wy “ 0 for
a spherical w P CW XH; or
(TSS4): there exists a primitive isotropic class u P H such that xv,uy “ 2 “ ℓpuq and xv,wy “ 0
for an exceptional w P CW XH.
In addition,
(1) The set W is a wall inducing a divisorial contraction if one of the following conditions
hold:
(Brill-Noether): there exists a spherical class w P CW X H such that xw,vy “ 0, or
there exists an exceptional class w P CW X H such that xw,vy “ 0 and v ´ 2w P
∆pXq´2 X CW XH; or
(Hilbert-Chow): there exists an isotropic class u with xv,uy “ 1 and ℓpuq “ 2; or
(Li-Gieseker-Uhlenbeck): there exists a primitive isotropic class u P H with xv,uy “
2 “ ℓpuq; or
(induced Li-Gieseker-Uhlenbeck): there exists an isotropic class u P H with xv,uy “
1 “ ℓpuq and v2 ě 3.
(2) The setW is a wall inducing a P1-fibration on Mσ`pv, Lq if one of the following conditions
hold:
(Exceptional case): there exists a primitive isotropic class u with xv,uy “ 2 “ ℓpuq, an
exceptional class w P CW XH with xv,wy “ 0, and L ” KX pmod 2q, or
(Spherical case): there exists an isotropic class u with xv,uy “ ℓpuq, a spherical class
w P CW X H with xv,wy “ 0, and L ” D ` rkv2 KX pmod 2q, where D is a nodal
cycle.
(3) Otherwise, if v is primitive and either
(a) v2 ě 3 and v can be written as the sum v “ a1`a2 with ai P PH such that L ” r2KX
pmod 2q if for each i, a2i “ 0 and ℓpaiq “ 2; or
(b) there exists an exceptional class w P H and either
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(i) 0 ă xw,vy ď v2
2
, or
(ii) xv,wy “ 0 and v2 ě 3; or
(c) there exists a spherical class w P ˘pCW XHq and either
(i) 0 ă xw,vy ă v2
2
, or
(ii) xw,vy “ v2
2
and v ´w is a spherical class,
then W induces a small contraction.
(4) In all other cases, W is either a fake wall or not a wall at all.
The proof of the above theorem will occupy us for the next four sections, but before we enter
into a more involved and lattice specific analysis of the wall-crossing behavior, we present a general
result on the codimension of the strictly σ0-semistable locus corresponding to the simplest Harder-
Narasimhan filtration as above:
Proposition 5.9. As above, let Fpa1, . . . ,anqo be the substack of Mσ`pvq parametrizing objects
with σ´ Harder-Narasimhan filtration factors of classes a1, . . . ,an (in order of descending phase
with respect to φσ´), and suppose that a
2
i ą 0 for all i. Then codimFpa1, . . . ,anqo ě 2.
Proof. By Theorem 3.8, the assumption that a2i ą 0 implies that dimMσ´paiq “ a2i . Thus by
Proposition 4.3,
codimFpa1, . . . ,anqo ě
ÿ
iăj
xai,ajy.
But as a2i ě 1 and H has signature p1,´1q, we must have
xai,ajy ą
b
a2ia
2
j ě 1,
for i ă j. Thus xai,ajy ě 2. It follows that
codimFpa1, . . . ,anqo ě npn´ 1q ě 2,
as n ě 2. 
It follows from the proposition that in order for there to be more interesting wall-crossing be-
havior, H must contain some class w with w2 ď 0. We will begin with the non-isotropic case first
in the next section.
6. Totally semistable non-isotropic walls
In this section we describe the criterion for a potential non-isotropic wall W to be totally
semistable, that is, every E P Mσ`pvq is strictly σ0-semistable. We will see that by applying
an appropriate sequence of spherical or weakly spherical twists, we can always reduce to the case
of a non-totally semistable wall to study the birational behavior of crossing W. Let us begin with
a sufficient condition for W to be totally semistable in general.
Lemma 6.1. LetW be a potential wall such that xv,wy ă 0 for an effective spherical or exceptional
class w P HW . Then W is totally semistable.
Proof. Suppose there were a σ0-stable object E of class v. Let E˜0 be a σ0-semistable object E˜0
with vpE˜0q “ w. As all stable factors of E˜0 are spherical or exceptional [51, Lemma 4.3, Lemma
4.6], we may find a σ0-stable object E0 such that xv,vpE0qy ă 0 and vpE0q2 “ ´1 or ´2. As
E and E0 (resp. E and E0pKXq) are non-isomorphic σ0-stable objects of the same phase, we
must have HompE,E0q “ HompE0pKXq, Eq “ 0. But then 0 ą xv,vpE0qy “ ext1pE,E0q ě 0, a
contradiction. 
For a non-isotropic wall, the condition in Lemma 6.1 is actually necessary as we see now.
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Lemma 6.2. Suppose that H is non-isotropic and xv,wy ě 0 for all spherical or exceptional classes
w P CW X H. Then W cannot be a totally semistable wall, and if codimpMσ`pvqzM sσ0pvqq “ 1
then xv,wy “ 0 for some spherical or exceptional class w P CW XH or xv,wy “ 1 “ xv,v ´wy
for spherical classes w,v ´ w P CW XH. Moreover, the generic member of Mσ`pvqzM sσ0pvq has
HN-filtration factors of classes w and v ´w with respect to σ´-stability.
Proof. Consider the stack Fpa1, . . . ,anqo of Harder-Narasimhan filtrations with respect to σ´-
stability as in Section 4. We wish to estimate the codimension of Fpa1, . . . ,anqo.
Suppose that I “  i ˇˇ a2i ą 0 ( ‰ ∅ and let a :“ řiPI ai. Write b :“ v ´ a. If b2 ą 0,
then we automatically have xa,by ą
?
a2b2 ě 1, so v2 “ a2 ` 2xa,by ` b2 ě a2 ` 5. If, instead
b2 ă 0, then note that b is the sum of effective spherical and/or exceptional classes. Indeed, for
i R I, a2i ă 0 and Mσ´paiq ‰ ∅, so ai is the sum of effective spherical and/or exceptional classes
by [51, Lemma 4.3, Lemma 4.6], so the same holds for b “ řiRI ai. By the assumption that v
pairs non-negatively with all effective spherical and exceptional classes, we see that xv,by ě 0, so
a2 “ v2 ´ 2xv,by ` b2 ď v2 ´ 1.
In any case we have a2 ă v2, and we write a2 “ v2 ´ k with k P Zě0 and k ą 0 if v ‰ a.
Expanding the squares on each side gives
0 “
ÿ
iPIc
a2i ` 2
ÿ
iăj,pi,jqPpI2qc
xai,ajy ´ k,
and rearranging gives
(30)
ÿ
iăj,pi,jqPpI2qc
xai,ajy “ k
2
´ 1
2
ÿ
iPIc
a2i .
By Proposition 4.3, we get that
codimFpa1, . . . ,anqo ě
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“
ÿ
iPIc
pa2i ´ dimMσ´paiqq `
ÿ
iăj,pi,jqPI2
xai,ajy `
ÿ
iăj,pi,jqPpI2qc
xai,ajy,
(31)
since dimMσ´paiq “ a2i for i P I. Using (30) and writing ai “ miwi with wi primitive for i P Ic,
we have
codimFpa1, . . . ,anqo ě k
2
`
ÿ
iPIc
ˆ
a2i
2
´ dimMσ´paiq
˙
`
ÿ
iăj,pi,jqPI2
xai,ajy
“ k
2
`
ÿ
iPIc:w2i”mi”1 pmod 2q
1
2
`
ÿ
iăj,pi,jqPI2
xai,ajy,
(32)
where the final equality follows from Lemma 3.11. Moreover, for pi, jq P I2 with i ‰ j, the signature
of H forces xai,ajy ě 2. Thus
codimFpa1, . . . ,anqo ě k
2
` |I|p|I| ´ 1q ą 0.
As this holds true for all possible HN-filtrations of objects in Mσ`pvq with respect to σ´-stability,
W cannot be totally semistable. Moreover, note that if |I| “ 0, so that a “ 0, the estimate in (32) is
still valid. In that case, we must have k “ v2 ą 0 from which we see that codimFpa1, . . . ,anqo ą 0.
For the second and third claim, we note that if codimFpa1, . . . ,anqo “ 1, then from (32) we see
that |I| “ 0, 1 and k “ 1, 2. If |I| “ 1, then b “ v ´ a must satisfy b2 ă 0 (otherwise k ě 5 as we
saw above), and solving for xv,by in v2 ´ k “ pv ´ bq2 gives
0 ď 2xv,by “ b2 ` k ď b2 ` 2 ă 2,
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so xv,by “ 0 and b2 “ ´k. Thus b is an effective spherical or exceptional class orthogonal to
v. Moreover, as b “ řiRI ai, it follows from the assumption on v and xb,vy “ 0 that n “ 2 and
b “ a1 or a2. Letting w “ b, we get the claim about the HN-filtration of the generic member of
Mσ`pvqzM sσ0pvq.
If instead |I| “ 0, then k “ v2 “ 1, 2, and we rearrange the ai, if necessary, so that xv,wiy ď
xv,wi`1y for all i. Let us assume first that v2 “ 2, and note that it follows from (32) that mi must
be even if w2i “ ´1. If xv,w1y “ 0, then as pv ´w1q2 “ 2 `w21 and H is non-isotropic, we must
have w21 “ ´1. It is easy to see that then H “ Zv K Zw1. For wj (j ‰ 1), we set wj “ xjv` yjw1
for xj, yj P Z. Then 0 ď xv,wjy “ 2xj . Since v “
řn
j“1mjwj, it follows that 1 “
ř
j‰mjxj , so
n “ 2 and m2 “ x2 “ 1. Hence v “ m1w1 `w2. Since 2´m21 “ w22, m1 “ 2 and w22 “ ´2.
If xv,wiy ą 0 for all i, then from
2 “ v2 “
nÿ
i“1
mixv,wiy,
we see that n “ 2 and xv,w1y “ xv,w2y “ m1 “ m2 “ 1. Thus w21 “ pv´w2q2 “ v2 ´ 2xv,w2y`
w22 “ w22. As the mi are odd, we must have w2i “ ´2, which implies xw1,w2y “ 3.
Now assume that v2 “ 1. Then from
1 “ v2 “
nÿ
i“1
mixv,wiy,
we see that n “ 2 and v “ m1w1 ` m2w2 with xv,w1y “ 0 and xv,w2y “ m2 “ 1. Since
pv ´w1q2 “ 1`w21 and H is not isotropic, we must have w21 “ ´2. Then
v2 ´ 2m21 “ pv ´m1w1q2 “ w22
implies w22 “ ´1 and m1 “ 1. Hence xw1,w2y “ 2. 
The previous lemma justifies singling out Mukai vectors which pair non-negatively with all effec-
tive spherical or exceptional classes, and we will spend the remainder of this section using the theory
of Pell’s equation to reduce to this case. Such a Mukai vector is called minimal in its GH-orbit, or
simply minimal for short, because of the following definition.
Proposition and Definition 6.3. Let GH Ă AutpHq be the group generated by spherical and
exceptional reflections associated to effective spherical and exceptional classes in CW . For a given
positive class v P PH XH, the GH-orbit of v contains a unique class v0 such that xv,wy ě 0 for
all effective spherical and exceptional classes w P CW . We call v0 the minimal class of the orbit
GH ¨ v.
The proof of the existence of v0 is almost identical to that of [6, Proposition and Definition 6.6],
so we omit it. In the remainder of this section we will explore the action of GH more fully. We will
consider explicitly only Cases (3)(b) and (3)(c), as Case (3)(a) is covered in detail in [6, Section
6]. Furthermore, our discussion is clearly irrelevant to Case (1), and applies in a much simpler but
completely analogous way in Case (2).
For simplicity, we observe that up to the action of ĂGL`2 pRq, we may assume that the phase of
all objects in CW is 1. We make this assumption throughout the rest of this section.
6.1. Stability. In order to study the behavior of stability under GH, we must study the interplay
between rotating a stability function and tilting.
Let B be an abelian category with a stability function Z : DbpBq Ñ C such that ZpBzt0uq “
HY Ră0. We set φpEq :“ 1π argZpEq.
Definition 6.4. E P B is Z-semistable if φpF q ď φpEq for all subobjects F of E in B.
24 HOWARD NUER AND KO¯TA YOSHIOKA
We assume that Z satisfies the HN-filtration property and that the category
tE P B | E is Z-semistable of phase φ u
is finite so that JH-filtrations exist, see [13, Sections 3 and 4]. Now we recall the definition of a
torsion pair:
Definition 6.5 ([20]). A torsion pair in an abelian category B is a pair of full subcategories pT ,Fq
of B which satisfy HompT, F q “ 0 for T P T and F P F , and such that every object E P B fits into
a short exact sequence
0Ñ T Ñ E Ñ F Ñ 0
for some pair of objects T P T and F P F . We write T “ T pEq and F “ FpEq.
One often constructs torsion pairs via HN-filtrations as in the following definition of the rotation
of a stability function Z and the tilt of corresponding torsion pair.
Definition 6.6. For a real number θ P p´1, 1q, we set Zθ :“ eπ
?´1θZ.
(1) If θ ě 0, then let pT 1,F 1q be the torsion pair of B such that
(a) T 1 is generated by Z-stable objects E P B with φpEq ` θ ą 1.
(b) F 1 is generated by Z-stable objects E P B with φpEq ` θ ď 1.
We set B1 :“ xT 1r´1s,F 1y and Z 1 :“ Zθ. We denote the corresponding phase by φ1.
(2) If θ ď 0, then let pT 2,F2q be the torsion pair of B such that
(a) T 2 is generated by Z-stable objects E P B with φpEq ` θ ą 0.
(b) F2 is generated by Z-stable objects E P B with φpEq ` θ ď 0.
We set B2 :“ xT 2,F2r1sy and Z2 :“ Zθ. We denote the corresponding phase by φ2.
We determine now precisely when an object in the tilted category is semistable with respect to
the rotated stability function, generalizing [6, Lemma 6.10].
Proposition 6.7. (1) Assume that E P B1. Then E is Z 1-semistable if and only if
(a) E P F 1 and E is Z-semistable or
(b) Er1s P T 1 and Er1s is Z-semi-stable.
(2) Assume that E P B2. Then E is Z2-semistable if and only if
(a) Er´1s P F2 and Er´1s is Z-semistable or
(b) E P T 2 and E is Z-semistable.
Although this result might be known to experts, we provide a proof for the sake of convenience.
Proof. We prove (1) first. Note that φ1pE1q ą φ1pE2q for all E1 P F 1 and E2 P T 1r´1s. Then, if
E P B1 is Z 1-semistable, it follows from the canonical exact sequence in B1,
(33) 0Ñ H0pEq Ñ E Ñ H1pEqr´1s Ñ 0,
that either H0pEq “ 0 or H1pEq “ 0.
Assume first that H1pEq “ 0, that is, E P F 1. Let E1 be a subobject of E in B. By considering
the HN-filtration of E{E1, we see that there is a subobject E11 Ă E in B such that E1 Ă E11,
E11{E1 P T 1 and E{E11 P F 1. Since E{E11 is a quotient object of E in B1, Z 1-semistability of E
implies
φpEq ` θ “ φ1pEq ď φ1pE{E11q “ φpE{E11q ` θ.
In particular, φpEq ď φpE{E11q. From the definitions of T 1 and F 1 and our choice of E11, we see that
φpE11{E1q ě φpE{E1q ě φpE{E11q, so it follows that φpEq ď φpE{E1q. Therefore E is Z-semistable.
Now assume that H0pEq “ 0, that is, Er1s P T 1. Let E1 be a subobject of Er1s in B. Then
there is a subobject E11 Ă E1 in B such that E11 P T 1 and E1{E11 P F 1. Since Er1s{E11 P T 1, E11 is a
subobject of Er1s in B1r1s. By the Z 1-semi-stability of E,
φpE11q ` θ “ φ1pE11q ď φ1pEr1sq “ φpEr1sq ` θ,
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so in particular φpE11q ď φpEr1sq. Since φpE11q ě φpE1q ě φpE1{E11q, from the definition of T 1 and
F 1, we see that φpE1q ď φpEr1sq. Therefore E is Z-semistable.
Next we shall prove the converse direction. Let E be a Z-semistable object of B. We first assume
that E P F 1. Taking the long exact sequence associated to a given short exact sequence in B1,
(34) 0Ñ E1 Ñ E Ñ E2 Ñ 0,
we get
0Ñ H0pE1q Ñ E ϕÑ H0pE2q Ñ H1pE1q Ñ 0.
Then φpimϕq ď φpE2q by H1pE1q P T 1. By the Z-semistability of E, φpEq ď φpimϕq so that
φ1pEq ´ θ “ φpEq ď φpE2q “ φ1pE2q ´ θ.
Therefore E is Z 1-semistable.
We next assume that E P T 1. Again we take the long exact sequence associated to a short exact
sequence in B1,
(35) 0Ñ E1 Ñ Er´1s Ñ E2 Ñ 0,
and we get the exact sequence
(36) 0Ñ H0pE2q Ñ H1pE1q ϕÑ E Ñ H1pE2q Ñ 0.
Then φpimϕq ě φpH1pE1qq by H0pE2q P F 1. From the Z-semistability of E, it follows that
φpEq ě φpimϕq, and thus we have
φ1pEr´1sq ´ θ “ φ1pEq ´ θ “ φpEq ě φpH1pE1qq “ φpE1r1sq “ φ1pE1r1sq ´ θ “ φ1pE1q ´ θ.
Therefore E is Z 1-semi-stable, as required.
To prove (2), we note that for the abelian category Br1s with the stability function
Z˚ : Br1s r´1sÑ B ZÑ C,
we have pBr1sq1 “ B2, where Z˚1`θ “ Zθ. Hence the claim follows from (1). 
We will use Proposition 6.7 to study how stability is effected under the action of GH. To do so,
we must investigate Cases (3)(b) and (3)(c) separately.
6.2. (3)(b): Exactly two σ0-stable exceptional objects up to ´ b OXpKXq. Recall from
Proposition 5.7 that in this case H contains infinitely many exceptional classes, precisely two of
which represent σ0-stable objects (up two tensoring with OXpKXq). Denote one of these classes by
w0.
We may complete w0 to a basis so that H “ Zw0 ` Zz, where xw0, zy “ 0 and D :“ z2 ą 0.
Recalling the definition of ∆pXq´1 in (8), we see that ∆pXq´1XH is described by the Pell equation
(37) x2 ´Dy2 “ 1.
Note that
?
D must be irrational since H would be isotropic otherwise, in contradiction to Case
(3) of Proposition 5.7.
Recall, for example from [28, Theorem 8.6], that the solutions to Pell’s equation (37) form a
group isomorphic to Z‘Z{2Z. Indeed, let pp1, q1q be the fundamental solution of (37) with p1 ă 0
and q1 ą 0, and define pn, qn P Z by
(38) pn ` qn
?
D “
#
´p´p1 ´ q1
?
Dqn, n ą 0
p´p1 ´ q1
?
Dqn, n ď 0 .
Then setting wn :“ pnw0 ` qnz, we see that all solutions to (37) are given by
∆pXq´1 XH “ t ˘wn | n P Z u .
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w0
´w0
´w1
w´2
w1
w2
w´1
Z´1p0q
ℜ
Zσ0p q
Zσ0pvq ą 0
ℜ
Zσ0p q
Zσ0pvq ă 0
Figure 1. The shaded gray area is the half plane containing u such that ℜ
Zσ0puq
Zσ0pvq ą
0, which is bounded by the line Z´1p0q. The hyperbola is defined by u2 “ ´1, and
the lines by u2 “ 0.
Recall that to an exceptional object E0 P DbpXq, we get a weakly spherical reflection RE0 as in
(3). We abuse notation by using RvpE0q to denote the action on cohomology, which is given by
RvpE0qpvq “ v ` 2xv,vpE0qyvpE0q.
Then it is easy to see that
wn`1 “´Rwnpwn´1q, pn ě 2q
wn´1 “´Rwnpwn`1q, pn ď ´1q
w2 “Rw1pw0q, w´1 “ Rw0pw1q.
(39)
Since Z´1p0qXHR is negative definite and limnÑ˘8 pnqn “ ¯
?
D, it is not difficult to see that for
w1 “ ´w1, Z´1p0q X pRą0w0 ` Rą0w1q ‰ ∅ and ∆pXq´1 X pRą0w0 ` Rą0w1q “ ∅, see Figure 1.
Then ℜ
Zσ0p´w1q
Zσ0pvq ą 0, and since w1 “ ´w
1 we get"
u P H
ˇˇˇˇ
ℜ
Zσ0puq
Zσ0pvq
ą 0,u2 ě ´1
*
Ă Qě0w0 `Qě0w1.
It follows that CW “ Rą0w0 ` Rą0w1. Furthermore, the positive cone can be described as
PH “
 
xw0 ` yz P H
ˇˇ
y2D ´ x2 ą 0, y ě 0 ( .
It follows that wn P CW for all n P Z. Let T0 and T1 be σ0-semistable objects with vpTiq “ wi
for i “ 0 and 1, respectively. By construction, T0 is σ0-stable, and we claim that T1 is as well.
Indeed, by [51, Lemma 4.3, Lemma 4.6], any σ0-stable factor T˜ of T0 must be exceptional so that
vpT˜ q P ∆pXq´1 X CW . In particular, by the description in (39), vpT˜ q “ aw0 ` bw1, where a and
b are nonnegative integers. This gives a contradiction unless vpT˜ q “ w1 so that T1 is σ0-stable, as
claimed.
We set
(40) Cn :“
"
xw0 ` yz
ˇˇˇˇ
Dqn`1
pn`1
y ă x ă Dqn
pn
y, y ą 0
*
.
Note that for n ă 0, we have
(41) Cn “ t u P CW | xu,wn`1y ă 0 ă xu,wny u ,
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and for n ą 0,
(42) Cn “ t u P CW | xu,wn`1y ą 0 ą xu,wny u ,
while for n “ 0,
(43) Cn “ t u P CW | 0 ă xu,wny, xu,wn`1y u .
Then tCn | n P Zu is the chamber decomposition of PH under the action of GH.
For v0 P C0, we set
(44) vn :“
#
Rwn ˝Rwn´1 ˝ ¨ ¨ ¨ ˝Rw1pv0q, n ą 0
R´1wn`1 ˝R´1wn`2 ˝ ¨ ¨ ¨ ˝R´1w0pv0q, n ă 0.
Then for v P Cn, there is v0 P C0 such that v “ vn for this v0.
6.2.1. The abelian categories Ai. Up to reordering, we may assume that φ
`pT1q ą φ`pT0q (and
hence φ´pT1q ă φ´pT0q), where φ˘ denotes the phase with respect to σ˘, respectively. For i P Z,
let T˘i P P0p1q be σ˘-stable objects with vpT˘i q “ wi. Then
(45) φ`pT`1 q ą φ`pT`2 q ą ¨ ¨ ¨ ą φ`pEq ą ¨ ¨ ¨ ą φ`pT´1q ą φ`pT`0 q
for any σ`-stable object E with vpEq2 ě 0. We note that T`i “ T´i “ Ti pi “ 0, 1q are σ0-stable
objects.
We make the following definition which generalizes the approach of [6, Lemma 6.8].
Definition 6.8. Assume that i ě 0.
(1) Let pTi,Fiq be the torsion pair of P0p1q such that
(a) Ti “ xT`1 , T`1 pKXq, T`2 , T`2 pKXq, ..., T`i , T`i pKXqy is the subcategory of P0p1q gen-
erated by σ`-stable objects F with φ`pF q ą φ`pT`i`1q and
(b) Fi is the subcategory of P0p1q generated by σ`-stable objects F with φ`pF q ď
φ`pT`i`1q.
Let Ai :“ xTir´1s,Fiy be the tilting.
(2) Let pT ˚i ,F˚i q be the torsion pair of P0p1q such that
(a) T ˚i is the subcategory of P0p1q generated by σ´-stable objects F with φ´pF q ě
φ´pT´i`1q.
(b) F˚i “ xT´1 , T´1 pKXq, T´2 , T´2 pKXq, ..., T´i , T´i pKXqy is the subcategory of P0p1q gen-
erated by σ´-stable objects F with φ´pF q ă φ´pT´i`1q.
Let A˚i :“ xT ˚i ,F˚i r1sy be the tilting.
Since T0 “ 0 and F0˚ “ 0, we have A0 “ A0˚ “ P0p1q.
Remark 6.9. We note that from the definition of Ai (resp. A
˚
i ), it follows that:
(1) T`i`1, T
`
i`1pKXq, T`i r´1s, T`i pKXqr´1s are irreducible objects of Ai.
(2) T´i`1, T
´
i`1pKXq, T´i r1s, T´i pKXqr1s are irreducible objects of A˚i .
With these notions in place, we prove the following stronger form of the induction claim in [6,
p. 541].
Proposition 6.10. For i ě 0, R
T`i`1
induces an equivalence Ai Ñ Ai`1.
Proof. We set Φ :“ R
T`i`1
and ΦppEq :“ HppΦpEqq for E P DbpXq.
We first prove that R
T`i`1
pAiq Ă Ai`1 by showing that ΦpFiq Ă Ai`1 and ΦpTiq P Ai`1r1s. Then
the claim follows for a general E P Ai from the short exact sequence
(46) 0Ñ H0pEq Ñ E Ñ H1pEqr´1s Ñ 0,
as H0pEq P Fi and H1pEq P Ti.
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Observe first that for E P P0p1q, ExtppT`i`1, Eq “ ExtppT`i`1pKXq, Eq “ 0 for p ‰ 0, 1, 2. Hence,
from the definition of R
T`i`1
in (3), we have an exact sequence
(47)
0 ÝÝÝÝÑ Φ´1pEq ÝÝÝÝÑ HompT`i`1, Eq b T`i`1 ‘HompT`i`1pKXq, Eq b T`i`1pKXq
ϕÝÝÝÝÑ E
ÝÝÝÝÑ Φ0pEq ÝÝÝÝÑ Ext1pT`i`1, Eq b T`i`1 ‘ Ext1pT`i`1pKXq, Eq b T`i`1pKXq ÝÝÝÝÑ 0
,
and also an isomorphism
(48) Φ1pEq – Ext2pT`i`1, Eq b T`i`1 ‘ Ext2pT`i`1pKXq, Eq b T`i`1pKXq P Ti`1.
Suppose first that E P Fi so that φm`axpEq ď φ`pT`i`1q. Then it follows that ϕ is injective (so
that Φ´1pEq “ 0) and cokerϕ P Fi. Thus Φ0pEq P Fi, but in fact we can say more. Noting that
ΦpT`i`1pKXqq “ T`i`1r´1s (and similarly that ΦpT`i`1q “ T`i`1pKXqr´1s), we get
HompT`i`1,ΦpEqq “ HompΦpT`i`1pKXqqr1s,ΦpEqq “ HompT`i`1pKXq, Er´1sq “ 0,
HompT`i`1pKXq,ΦpEqq “ HompΦpT`i`1qr1s,ΦpEqq “ HompT`i`1, Er´1sq “ 0,
(49)
where the final equality follows from φm`axpEr´1sq “ φm`axpEq ´ 1 ă φ`pT`i`1q “ φ`pT`i`1pKXqq.
From the triangle
Φ0pEq Ñ ΦpEq Ñ Φě1pEqr´1s Ñ Φ0pEqr1s
we see that this implies HompT`i`1,Φ0pEqq “ HompT`i`1pKXq,Φ0pEqq “ 0 so that Φ0pEq P Fi`1.
Therefore ΦpEq P Ai`1, as claimed.
Now we assume that E P Ti, from which it follows cokerϕ P Ti Ă Ti`1. Since T`i`1, T`i`1pKXq P
Ti`1, we get Φ0pEq P Ti`1. By T`i`1, T`i`1pKXq P Fi, we get Φ´1pEq P Fi. Since
HompT`i`1,ΦpEqr´1sq “ HompΦpT`i`1pKXqq,ΦpEqr´2sq “ HompT`i`1pKXq, Er´2sq “ 0,
HompT`i`1pKXq,ΦpEqr´1sq “ HompΦpT`i`1q,ΦpEqr´2sq “ HompT`i`1, Er´2sq “ 0,
(50)
for the same reasons as above, we see from the triangle
Φ´1pEq Ñ ΦpEq Ñ Φě0pEq Ñ Φ´1pEqr1s
that HompT`i`1,Φ´1pEqq “ HompT`i`1pKXq,Φ´1pEqq “ 0. Thus we get Φ´1pEq P Fi`1. Finally, by
Serre duality we have
Ext2pT`i`1, Eq_ – HompE,T`i`1pKXqq “ 0,
Ext2pT`i`1pKXq, Eq_ – HompE,T`i`1q “ 0,
since E P Ti implies that φ`minpEq ą φ`pT`i`1q “ φ`pT`i`1pKXqq. Therefore, Φ1pEq “ 0, so ΦpEq P
Ai`1r1s, as required.
We next claim that R´1
T`i`1
pAi`1q Ă Ai. Let Ψ be the inverse of Φ, and set ΨppEq :“ HppΨpEqq
for any E P DbpXqq. Recall that for any E P DbpXq we have a distinguished triangle
(51) ΨpEq Ñ E Ñ T`i`1r2s bRHompT`i`1, Eq ‘ T`i`1pKXqr2s bRHompT`i`1pKXq, Eq Ñ ΨpEqr1s.
Then
(52) HompT`i`1, EpKX qq b T`i`1 ‘HompT`i`1, Eq b T`i`1pKXq – Ψ´1pEq
and we have an exact sequence
(53)
0 ÝÝÝÝÑ Ext1pT`i`1, EpKX qq b T`i`1 ‘ Ext1pT`i`1, Eq b T`i`1pKXq ÝÝÝÝÑ Ψ0pEq ÝÝÝÝÑ E
ψÝÝÝÝÑ Ext2pT`i`1, EpKX qq b T`i`1 ‘ Ext2pT`i`1, Eq b T`i`1pKXq ÝÝÝÝÑ Ψ1pEq ÝÝÝÝÑ 0.
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We prove the claim by showing that ΨpFi`1q Ă Ai and ΨpTi`1q Ă Air1s which suffices by consid-
ering the exact sequence (46).
First assume that E P Fi`1. Then Ψ´1pEq “ 0 by (52). From (53), we get Ψ0pEq P Fi and
Ψ1pEq P Ti`1. Since
HompΨpEq, T`i`1rpsq “ HompE,ΦpT`i`1qrpsq “ HompE,T`i`1pKXqrp´ 1sq “ 0,
HompΨpEq, T`i`1pKXqrpsq “ HompE,ΦpT`i`1pKXqqrpsq “ HompE,T`i`1rp´ 1sq “ 0
(54)
for p ď 0, Ψ1pEq P Ti. Therefore ΨpEq P Ai.
Now assume that E P Ti`1. Then Ψ´1pEq P Fi by (52). We must show that Ψ0pEq P Ti
and Ψ1pEq “ cokerψ “ 0. As a quotient of an object generated by T`i`1 and T`i`1pKXq, Ψ1pEq “
cokerψ P Ti`1. Moreover, for the same reason we note that imψ P Ti`1 as E P Ti`1. As a subobject
of an object generated by T`i`1 and T
`
i`1pKXq, we also have imψ P Fi. Hence φ`pimψq “ φ`pT`i`1q.
Similarly, cokerψ is a σ`-semistable object of φ`pcokerψq “ φ`pT`i`1q.
It follows that cokerψ and imψ are direct sums of T`i`1 and T
`
i`1pKXq. Now by using (54) we
get
0 “ HompΨpEq, T`i`1pDqr´1sq “ HompΨ1pEq, T`i`1pDqq,
for D “ 0,KX . Thus we have Ψ1pEq “ cokerψ “ 0.
Writing TipEq and FipEq for the components of E in the torsion pair pTi,Fiq, it follows from
imψ P Fi that TipEq Ă kerψ, and it is easy to see that then Tipkerψq “ TipEq. Applying
Homp´, T`i`1pDqq pD “ 0,KXq to the short exact sequence
0Ñ TipEq Ñ E Ñ FipEq Ñ 0,
we see that hompE,T`i`1pDqq “ hompFipEq, T`i`1pDqq for D “ 0,KX . As
ext2pT`i`1, Eq “ hompE,T`i`1pKXqq,
ext2pT`i`1, EpKXqq “ hompE,T`i`1q,
it follows from the short exact sequence
(55) 0Ñ kerψ{TipEq Ñ FipEq Ñ Ext2pT`i`1, EpKX qq b T`i`1 ‘ Ext2pT`i`1, Eq b T`i`1pKXq Ñ 0
that Hompkerψ{TipEq, T`i`1pDqq “ 0 by the same reasoning. But this forces kerψ{TipEq “ 0.
Indeed, as E P Ti`1, we have FipEq P Fi X Ti`1, so FipEq is a direct sum of copies of T`i`1
and T`i`1pKXq, and thus so is kerψ{TipEq from (55). Thus we have kerψ “ TipEq P Ti so that
Ψ0pEq P Ti`1. Then (54) implies Ψ0pEq P Ti. Therefore ΨpEq P Air1s, as required. 
As A˚i deals in parallel with objects in P0p1q considered with respect to σ´-stability, we have
the following result:
Proposition 6.11. R´1
T´i`1
induces an equivalence A˚i Ñ A˚i`1.
Proof. We set Φ :“ R
T´i`1
and Ψ :“ R´1
T´i`1
. We only show that ΦpA˚i`1q Ă A˚i . We note that
HompT´i`1,ΦpEqrpsq “ HompΦpT´i`1pKXqqr1s,ΦpEqrpsq “ HompT´i`1pKXq, Erp ´ 1sq “ 0,
HompT´i`1pKXq,ΦpEqrpsq “ HompΦpT´i`1qr1s,ΦpEqrpsq “ HompT´i`1, Erp ´ 1sq “ 0
(56)
for E P P0p1q and p ď 0. Assume that E P F˚i`1. For the morphism
(57) ϕ : HompT´i`1, Eq b T´i`1 ‘HompT´i`1pKXq, Eq b T´i`1pKXq Ñ E,
kerϕ and imϕ are generated by T´i`1, T
´
i`1pKXq. By (56), Φ´1pEq “ 0 and Φ0pEq P F˚i . Since
Φ1pEq is generated by T´i`1, T´i`1pKXq, Φ1pEq P T ˚i . Therefore ΦpEr1sq P A˚i .
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Assume that E P T ˚i`1. Then Φ1pEq “ 0. Since Φ´1pEq P F˚i`1, (56) implies Φ´1pEq P F˚i . Since
cokerϕ, T´i`1, T
´
i`1pKXq P T ˚i , Φ0pEq P T ˚i . Therefore ΦpEq P A˚i . 
For negative i, we must make the following definition.
Definition 6.12. Assume that i ď 0.
(1) Let pT ˚i ,F˚i q be the torsion pair of P0p1q such that
(a) T ˚i is generated by σ`-stable objects E with φ
`pEq ě φ`pT`i q.
(b) F˚i :“ xT`0 , T`0 pKXq, ..., T`i`1, T`i`1pKXqy.
Let A˚i “ xT ˚i ,F˚i r1sy be the tilting.
(2) Let pTi,Fiq be a torsion pair of P0p1q such that
(a) Ti :“ xT´0 , T´0 pKXq, ..., T´i`1, T´i`1pKXqy.
(b) Fi is generated by σ´-stable objects E with φ´pEq ď φ´pT´i q.
Let Ai “ xTir´1s,Fiy be the tilting.
Since F˚0 “ T0 “ 0, we have A˚0 “ A0 “ P0p1q. We also have a similar result to Remark 6.9.
Moreover, we also have the following claims whose proofs are similar to those of Proposition 6.10
and Proposition 6.11.
Proposition 6.13. Assume that i ď 0.
(1) We have an equivalence R´1
T`i
: A˚i Ñ A˚i´1.
(2) We have an equivalence R
T´i
: Ai Ñ Ai´1.
6.2.2. Preservation of stability. Having defined the abelian categories Ai and A
˚
i , we will relate a
certain stability on them to σ˘-stability.
Example 6.14. Recall Definition 6.6 and Proposition 6.7, and let B “ P0p1q.
(1) We take an orientation preserving injective homomorphism Z : HÑ C such that
Zpw0q, Zpw1q P HY Ră0, and Zpw1q{Zpw0q P H.
The second condition means that φZpw1q ą φZpw0q. Then E P P0p1q is σ`-semistable if
and only if E is Z-semistable. In this case, Ai pi ě 0q is an example of B1 for some θ ě 0,
and A˚i pi ď 0q is an example of B2 for some θ ď 0.
(2) We take an orientation reversing injective homomorphism Z : HÑ C such that
Zpw0q, Zpw1q P HY Ră0, and Zpw0q{Zpw1q P H.
Then E P P0p1q is σ´-semistable if and only if E is Z-semistable. In this case, Ai pi ď 0q
is an example of B1, and A˚i pi ě 0q is an example of B2.
Now we can finally prove a sequence of comparison results that allow us to reduce our analysis
to the case of minimal Mukai vectors.
Proposition 6.15. (1) (a) RT`1
: A0 Ñ A1 induces an isomorphism Mσ´pvq Ñ Mσ`pv1q,
where v1 “ Rw1pvq.
(b) R´1
T´1
: A0˚ Ñ A1˚ induces an isomorphism Mσ`pvq ÑMσ´pv1q, where v1 “ R´1w1pvq.
(2) (a) R
T´0
: A0 Ñ A´1 induces an isomorphism Mσ`pvq ÑMσ´pv1q, where v1 “ Rw0pvq.
(b) R´1
T`0
: A0˚ Ñ A˚´ 1 induces an isomorphism Mσ´pvq ÑMσ`pv1q, where v1 “ R´1w0pvq.
Proof. By Example 6.14, we can apply Proposition 6.7 to compare the stabilities on Ai and A
˚
i to
σ˘-stability on A0 “ A0˚ . Since the orientation of H is reversed under the reflection, the claims
follow from Proposition 6.7 and Propositions 6.10, 6.11, 6.13. 
This result has the following significant corollary:
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Corollary 6.16. If xv,w1y “ 0, then RT1 induces an isomorphism Mσ´pvq Ñ Mσ`pvq. If
xv,w0y “ 0, then RT0 induces an isomorphism Mσ`pvq ÑMσ´pvq.
Proof. We apply Proposition 6.15 and observe that for i “ 0, 1 we get Rwipvq “ v ` 2xv,wiy “
v. 
In order to use the sequence of weakly spherical reflections to reduce any v to the minimal Mukai
vector in its orbit, as in (44), we consider the next step in the program beyond that in Proposition
6.15.
Proposition 6.17. (1) Assume that i ą 0.
(a) RT`i`1
˝ RT`i : Ai´1 Ñ Ai`1 induces an isomorphism Mσ`pvq Ñ Mσ`pv
1q, where
v1 “ Rwi`1 ˝Rwipvq.
(b) R´1
T´
i`1
˝ R´1
T´
i
: A˚i´1 Ñ A˚i`1 induces an isomorphism Mσ´pvq Ñ Mσ´pv1q, where
v1 “ R´1wi`1 ˝R´1wi pvq.
(2) Assume that i ă 0.
(a) R
T´i
˝ R
T´i`1
: Ai`1 Ñ Ai´1 induces an isomorphism Mσ´pvq Ñ Mσ´pv1q, where
v1 “ Rwi ˝Rwi`1pvq.
(b) R´1
T`i
˝ R´1
T`i`1
: A˚i`1 Ñ A˚i´1 induces an isomorphism Mσ`pvq Ñ Mσ`pv1q, where
v1 “ R´1wi ˝R´1wi`1pvq.
Proof. (1) Since RT`i`1
˝ RT`i and R
´1
T´i`1
˝ R´1
T´i
preserve the orientation, we get the claims by a
similar argument as in Proposition 6.15. The proof of (2) is similar. 
It turns out that the composition of two consecutive weakly spherical reflections as in the previous
proposition is independent of i, which is the content of the following lemma.
Lemma 6.18. (1) R
T`i
pT`i´1q “
#
T`i`1r1s, T`i`1pKXqr1s, i ‰ 0, 1,
T`i`1, T
`
i`1pKXq, i “ 0, 1.
(2) We have RT`i
˝RT`i´1 “ RT`i`1 ˝RT`i . In particular, RT`i`1 ˝RT`i “ RT1 ˝RT0 for all i.
Proof. (1) Assume that i ě 2. By Proposition 6.17 (1), RT`i ˝ RT`i´1 : Ai´2 Ñ Ai induces an
isomorphism
Mσ`pwi´1q ÑMσ`pwi`1q.
Hence RT`i
˝RT`i´1pT
`
i´1pKXqq “ RT`i pT
`
i´1r´1sq is a σ`-stable object with Mukai vector wi`1. Then
we get R
T`i
pT`i´1r´1sq “ T`i`1, T`i`1pKXq. If i “ 0, 1, then Proposition 6.15 implies RT`i pT
`
i´1q “
T`i`1, T
`
i`1pKXq. Assume that i ă 0. Then Proposition 6.17 (2) implies RT`i ˝ RT`i´1 : A
˚
i´2 Ñ A˚i
induces an isomorphism
Mσ`p´wi´1q ÑMσ`p´wi`1q.
Hence we get RT`i
pT`i´1q “ T`i`1r1s, T`i`1pKXqr1s.
(2) Since R
T`i
˝R
T`i´1
˝R´1
T`i
“ R
R
T
`
i
pT`i´1q by [22, Lemma 8.21], the claim follows from (1). 
In the same way, we also see that R
T´i
˝ R
T´i`1
“ RT0 ˝RT1 for all i. This leads us to make the
following definition.
Definition 6.19. We set R` :“ RT1 ˝RT0 and R´ :“ RT0 ˝RT1 .
We have finally studied the action of GH enough to prove our main reduction result.
Proposition 6.20. Let vn P Cn be defined as in (44). That is, vn is in the orbit of v0 P C0.
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(1) If n is even, then R
n
2` ˝R
n
2´ induces a birational map
(58) Mσ´pvnq –Mσ´pv0q 99K Mσ`pv0q –Mσ`pvnq,
which is isomorphic in codimension one.
(2) If n is odd, then R
n´1
2` ˝RT1 ˝RT1 ˝R
n´1
2´ induces a birational map
(59) Mσ´pvnq –Mσ´pv1q –Mσ`pv0q 99K Mσ´pv0q –Mσ`pv1q –Mσ`pvnq,
which is isomorphic in codimension one.
Proof. (1) Using n{2 applications of Proposition 6.17, we get that R
n
2´ induces an isomorphism
Mσ´pvnq „ÝÑMσ´pv0q, and by Lemma 6.2 the open subset of σ0-stable objects M sσ0pv0q provides a
birational map
Mσ´pv0q 99K Mσ`pv0q.
Moreover, the complement of M sσ0pv0q in Mσ˘pv0q has codimension at least 2. Using Proposition
6.17 again, we get that R
n
2` gives an isomorphism Mσ`pv0q „ÝÑMσ`pvnq, which gives the result.
The proof of (2) follows similarly by using Proposition 6.15 twice in the middle. 
The complementary result for v on the boundary of some Cn, which generalizes Corollary 6.16,
is the following.
Proposition 6.21. Suppose that v P CW satisfies xv,wny “ 0 for some n. Then Mσ`pvq –
Mσ´pvq.
Proof. First let us suppose that n is odd. Then we take v1 “ R
n´1
2´ pvq which satisfies xv1,w1y “
0. In this case, by Propositions 6.15 and 6.17, the composition R
n´1
2` ˝ RT`1 ˝ R
n´1
2´ induces an
isomorphism
(60) Mσ´pvq –Mσ´pv1q –Mσ`pv1q –Mσ`pvq.
If instead n is even, then we take v0 “ R
n
2´pvq, which satisfies xv0,w0y “ 0. In this case,
R
n
2` ˝RT`0 ˝R
n
2´ induces an isomorphism
(61) Mσ´pvq –Mσ´pv0q –Mσ`pv0q –Mσ`pvq.

We can conclude from Propositions 6.20 and 6.21 that, in the case of a non-isotropic wall of type
(3)(b), the two moduli spaces Mσ`pvq and Mσ´pvq are birational. As identical statements to these
propositions hold for non-isotropic walls of type (3)(a) (see [6, Prop. 6.8 and Lem. 7.5]), the same
conclusion holds in that case. Now we move on to the final non-isotropic case we need to deal with.
6.3. Case (3)(c): Exactly one σ0-stable spherical and exceptional object, respectively,
up to ´ b OXpKXq. We shall briefly explain the case where H contains effective exceptional
and spherical vectors. Denote the Mukai vector of the unique σ0-stable exceptional object (up to
´ bOXpKXq) by w0, and complete it to a basis of H such that H “ Zw0 ` Zz, where z satisfies
xw0, zy “ 0 and D :“ z2 ą 0.
Furthermore, we know there is an effective w P CW X H with w2 “ ´2. Then x2 ´ Dy2 “ 2
has an integral solution, which implies
?
D is irrational. Let ps, tq be a solution of x2 ´Dy2 “ 2,
and set α :“ s ` t?D. Then ´α2{2 “ p1 ´ s2q ´ st?D, and px, yq “ p1 ´ s2,´stq is a solution of
x2 ´ y2D “ 1. Let px1, y1q be a minimal solution of x2 ´ y2D “ 1 such that x1 ă 0 and y1 ą 0,
and set β :“ x1 ` y1
?
D. Then ´1 ă β ă 0 (see [2, Thm. 11.3.1]) and α2{2 “ ˘βn for some n.
We claim that n is odd. If not, then u ` v?D :“ α{β n2 satisfies pu ` v?Dq2 “ 2. But then?
D “ 2´u2´Dv2
2uv
, which contradicts the irrationality of
?
D. Hence n is odd and α2{2 “ ´βn. Set
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n “ 2k ` 1. Then s1 ` t1
?
D “ α{βk satisfies ps1 ` t1
?
Dq2 “ ´2β and s21 ´ t21D “ 2. So replacing
ps, tq by ps1, t1q (and possibly taking a conjugate), we may assume that α :“ s1 ` t1
?
D satisfies
Npαq “ 2, β “ ´α2{2, and s1 ă 0 and t1 ą 0. Moreover, the same argument applied to any other
solution γ of the equation x2 ´Dy2 “ 2 shows that γ “ ˘α2n`1
2n
, where γ2{2 “ ´β2n`1.
We define psn, tnq P Zˆ Z by
s2n ` t2n
?
D :“p´1qn`1βn “ ´α2n{2n, pn ě 1q
s2n´1 ` t2n´1
?
D :“α2n´1{2n´1, pn ě 1q
s0 ` t0
?
D :“1,
s´2n ` t´2n
?
D :“´ s2n ` t2n
?
D “ p´βq´n, pn ě 1q
s´2n`1 ` t´2n`1
?
D :“´ s2n´1 ` t2n´1
?
D “ 2np´αq´p2n´1q, pn ě 1q.
(62)
For n P Z, we set wn :“ snw0 ` tnz. Then
w2n “
#
´1, 2 | n
´2, 2 ∤ n
It is easy to see that
wn`1 “´Rwnpwn´1q, pn ě 2q
wn´1 “´Rwnpwn`1q, pn ď ´1q
w2 “Rw1pw0q, w´1 “ Rw0pw1q,
(63)
where Rwn is, by abuse of notation, the action on H
˚
algpX,Zq induced by spherical/weakly spherical
reflection through wn. To be concrete, we have
Rwnpuq “ u` 2xu,wnywn, 2 | n
Rwnpuq “ u` xu,wnywn, 2 ∤ n.
From this description it is clear that
(64) ∆pXq XH Ď t ˘wn | n P Z u ,
where ∆pXq was defined in (9). By the assumption on H and W, there exists a σ0-stable spherical
object T , so we must have vpT q “ ˘w2n`1 for some n P Z. In particular, c1pw2n`1q ” Z pmod 2q,
where Z is a nodal cycle by Theorem 3.8. From (63), we see that
(65) c1pw2j`1q ” c1pw1q pmod 2q, for all j P Z,
so the inclusion in (64) is an equality:
(66) ∆pXq XH “ t ˘wn | n P Z u .
As in Section 6.2, it is not difficult to see that"
u P H
ˇˇˇˇ
Zσ0puq
Zσ0pvq
ą 0,u2 ě ´2
*
Ă Qě0w0 `Qě0w1,
and thus CW “ Rą0w0 `Rą0w1. It follows from this and (66) that there are σ0-stable objects, T0
and T1, of classes w0 and w1, respectively. Moreover, as we then have
∆pXq X CW “ twn | n P Z u ,
it follows from (65) and Theorem 3.8 that there are σ˘-stable objects Tn˘ with vpTn˘ q “ wn. Note
that T`i “ T´i “ Ti for i “ 0, 1.
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Let Cn Ă CW be the region between wKn and wKn`1 as in Section 6.2. Then C0 is again the
fundamental domain of the Weyl group GH associated to ∆pXq X H. Up to reordering, we may
assume that
(67) φ`pT`1 q ą φ`pT`2 q ą ¨ ¨ ¨ ą φ`pEq ą ¨ ¨ ¨ ą φ`pT`´1q ą φ`pT`0 q
for any σ`-stable object E with vpEq2 ě 0 and
(68) φ´pT´1 q ă φ´pT´2 q ă ¨ ¨ ¨ ă φ´pEq ă ¨ ¨ ¨ ă φ´pT´´1q ă φ´pT´0 q
for any σ´-stable object E with vpEq2 ě 0.
We note that Tn˘ pKXq “ Tn˘ if n is odd and Tn˘ pKXq fl Tn˘ if n is even.
As in Section 6.2, we see that
(69) R` :“ RT1 ˝RT0 “ RT`i`1 ˝RT`i
is an equivalence which preserves σ`-semistability and
(70) R´ :“ RT0 ˝RT1 “ RT´i´1 ˝RT´i
is an equivalence which preserves σ´-semistability. Here, RT0 and RT1 are the weakly-spherical
and spherical reflections associated to the exceptional and spherical objects T0 and T1, respectively.
Then we have the following results.
Proposition 6.22. Let v P CW XH.
(1) Suppose that v P Cn.
(a) If n is even, then R
n
2` ˝R
n
2´ induces a birational map
(71) Mσ´pvq –Mσ´pv0q 99K Mσ`pv0q –Mσ`pvq,
isomorphic in codimension one, where v0 “ R
n
2´pvq.
(b) If n is odd, then R
n´1
2` ˝R2T1 ˝R
n´1
2´ induces a birational map
(72) Mσ´pvq –Mσ´pv1q –Mσ`pv0q 99K Mσ´pv0q –Mσ`pv1q –Mσ`pvnq,
isomorphic in codimension one, where v1 “ R
n´1
2´ pvq and v0 “ RT1pR
n´1
2´ pvqq.
(2) Suppose that xv,wny “ 0.
(a) If n is even, then R
n
2` ˝RT`0 ˝R
n
2´ induces an isomorphism
(73) Mσ´pvq –Mσ´pv0q –Mσ`pv0q –Mσ`pvq,
where v0 “ R
n
2´pvq.
(b) If n is odd, then R
n´1
2` ˝RT`1 ˝R
n´1
2´ induces an isomorphism
(74) Mσ´pvq –Mσ´pv1q –Mσ`pv1q –Mσ`pvq,
where v1 “ R
n´1
2´ pvq.
Proposition 6.22 is proven by defining Ai and A
˚
i analogously to Section 6.2 and by showing that
R
T˘i
induces isomorphisms on moduli with identical proofs except for the minor adjustments when
i is odd so that T˘i is spherical. To avoid this word-for-word repetition, we omit these proofs. Note
that the birational map Mσ`pv0q 99K Mσ´pv0q follows again from Lemma 6.2.
We have seen in this section that, regardless of its type, a non-isotropic wall W induces a bira-
tional map Mσ`pvq 99KMσ´pvq, and this map is isomorphic outside of a subvariety of codimension
at least 2 unless xv,wy “ 0 for some w P CW X∆pXq. We finish off the section by explaining how
this birational map relates to the contraction maps
π˘ :Mσ˘pvq ÑM˘
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induced by ℓσ0,˘, as in Theorem 3.14. Recall that the curves contracted by π˘ are precisely those
curves of σ`-semistable objects that become S-equivalent with respect to σ0.
Let E be a σ0-stable object of class v0 P C0. Then it is an irreducible object of A0. By
Propositions 6.10, 6.11, and 6.13, and their analogues in the other subcases of Proposition 5.7(3),
it follows that for a non-negative integer n, En` :“ RT`n ˝ RT`n´1 ˝ ¨ ¨ ¨ ˝ RT`1 pEq is an irreducible
object of An and En´ :“ R´1T´n ˝R
´1
T´n´1
˝ ¨ ¨ ¨ ˝R´1
T´1
pEq is an irreducible object of An˚. By Remark 6.9
and the definition of R
T˘i
, En˘ are successive extensions of E by T
˘
i , T
˘
i pKXq. In particular, En˘ is
S-equivalent to
(75)
$’&’%
E ‘ T‘k00 ‘ T‘k11 , in Case (3)(a)
E ‘ pT0 ‘ T0pKXqq‘k0 ‘ pT1 ‘ T1pKXqq‘k1 , in Case (3)(b)
E ‘ pT0 ‘ T0pKXqq‘k0 ‘ T‘k11 , in Case (3)(c)
with respect to σ0, where
(76) vpE˘n q “
$’&’%
vpEq ` k0w0 ` k1w1, in Case (3)(a)
vpEq ` 2k0w0 ` 2k1w1, in Case (3)(b)
vpEq ` 2k0w0 ` k1w1, in Case (3)(c)
.
Thus if v “ Rwn ˝Rwn´1 ˝ ¨ ¨ ¨ ˝Rw1pv0q for v0 P C0, then the contraction map π˘ :Mσ˘ ÑM˘ is
injective on the image of M sσ0pv0q under the isomorphism Mσ˘pv0q
„ÝÑMσ˘pvq given by the above
composition of Fourier-Mukai functors.2 In particular, π˘ is birational. Moreover, the S-equivalence
in (75) true even if E is strictly σ0-semistable, so the curves contracted by π
˘ :Mσ˘pvq ÑM˘ are in
direct correspondence with the curves of S-equivalent objects contracted by π˘0 :Mσ˘pv0q ÑM0,˘,
where this is the analogous morphism for v0.
When v0 P C0 proper, that is, xv,wy ą 0 for all w P ∆pXq X CW , the codimension of the
exceptional locus of π˘0 is at least two, so the same remains true of π
˘. When v P wKn , however,
this exceptional locus has codimension one and the two moduli spaces Mσ˘pvq are isomorphic. We
explore in the next section when this divisor is contracted upon crossing the wall W.
7. Divisorial contractions in the non-isotropic case
In this section we aim to prove the following result.
Proposition 7.1. Assume that the potential wall W is non-isotropic. Then W induces a divisorial
contraction on Mσ`pv, Lq if and only if either there exists a spherical class w P ∆pXq´2 X CW
such that xv,wy “ 0 or there exists an exceptional class w P ∆pXq´1 X CW such that xv,wy “ 0,
v´2w is spherical, and L ” D` rkv
2
KX pmod 2q for a nodal cycle D. If T is a σ˘-stable spherical
object of class w (or v ´ 2w in the second case), then the contracted divisor can be described as a
Brill-Noether divisor for T : it is given either by the condition HompT, q ‰ 0 or by Homp , T q ‰ 0.
By Lemma 6.2, we know that the locus of strictly σ0-semistable objects has codimension one
if and only if xv,wy “ 0 for some class w P ∆pXq X CW . In particular, this condition must be
met if W induces a divisorial contraction. In the next two lemmas, we prove that only when w is
spherical does this divisor get contracted.
Lemma 7.2. Suppose that H is non-isotropic and W is a potential wall associated to H. If there
exists an effective spherical class w with xv,wy “ 0, then W induces a divisorial contraction.
A generic element E in the contracted divisor D admits a short exact sequence
0Ñ T Ñ E Ñ F Ñ 0 or 0Ñ F Ñ E Ñ T Ñ 0,
2As written, this isomorphism exists for n even. For n odd, the composition of Fourier-Mukai functors would give
Mσ¯pv0q
„
ÝÑMσ˘pvq
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where T P M sσ`pwq and F PM sσ`pv ´wq, such that the inclusion T ãÑ E or F ãÑ E is one of the
filtration steps in a JH-filtration for E with respect to σ0.
Proof. By the discussion at the end of Section 6, we can use a composition of spherical or weakly-
spherical reflections, as in [6, Corollary 7.3, Lemma 7.5] (in Case (3)(a) and Proposition 6.22 (in
Case (3)(c), to reduce the discussion to the case of a minimal Mukai vector. We assume this to be
the case. Then the spherical class must be w0 or w1 (in Case (3)(a)) or w1 (in Case (3)(c)), and
we assume it is w1 with the other case being dealt with similarly. As in [6, Lemma 7.4], we first
prove that v ´w1 is also minimal.
Let us start by assuming that v2 ě 2. We note that we must in-fact have v2 ě 3, since v2 “ 2
gives pv´w1q2 “ 0, contrary to the assumption that H is non-isotropic. Write v “ xw0`yw1 with
x, y P Q. Then 0 “ xw1,vy “ 0 gives y “ m2 x, where recall thatm “ xw0,w1y. As xw1,v´w1y “ 2,
to show that v ´w1 is minimal it suffices to check that
0 ď xw0,v ´w1y “ pxw20 ` ymq ´m “ my
ˆ
2w20
m2
` 1
˙
´m “ m
ˆ
y
ˆ
1` 2w
2
0
m2
˙
´ 1
˙
.
We now consider the Cases (3)(a) and (3)(c) separately.
First suppose we are in Case (3)(a). Then w20 “ ´2, so v2 ě 3 implies that 32 ď y2p1 ´ 4m2 q,
and as in the proof of Proposition 5.7, we have m ě 3. If m “ 3, then it is easy to show that the
equations v2 “ 3 and xv,w1y “ 0 have no rational solutions, so we may assume that v2 ě 4. But
then 2 ď y2p1´ 4
m2
q, so
y2
ˆ
1´ 4
m2
˙2
“ y2
ˆ
1´ 4
m2
˙
5
9
ě 10
9
ą 1.
Taking square-roots, we see that
y
ˆ
1` 2w
2
0
m2
˙
ą 1,
and therefore we have xw0,v´w1y ą 0. If, instead, m ě 4, then we get p1´ 4m2 q ě 34 , from which
it follows that
y2
ˆ
1´ 4
m2
˙2
ě 9
8
ą 1,
so indeed xw0,v ´w1y ą 0.
Now suppose we are in Case (3)(c). Thenw20 “ ´1, so v2 ě 3 is equivalent to 32 ď y2p1´ 2m2 q, and
now m ě 2. If m “ 2, then again one can easily check that the equations v2 “ 3 and xv,w1y “ 0
have no rational solutions, so v2 ě 4, i.e. y2p1´ 2
m2
q ě 2. Thus
y2
ˆ
1´ 2
m2
˙2
“ y2
ˆ
1´ 2
m2
˙
1
2
ě 1,
so xw0,v ´w1y ě 0. If, instead, m ě 3, then
`
1´ 2
m2
˘ ě 7
9
and thus
y2
ˆ
1´ 2
m2
˙2
ě y2
ˆ
1´ 2
m2
˙
7
9
ě 7
6
ą 1,
so we get xw0,v ´w1y ą 0.
As we have shown that v ´ w1 is minimal, Lemma 6.2 guarantees that the generic element
F P Mσ`pv ´ w1q is also σ0-stable. But then for the unique σ0-stable spherical object T1 with
vpT1q “ w1 we have ext2pF, T1q “ hompT1pKXq, F q “ hompT1, F q “ 0 “ hompF, T1q by stability.
Thus ext1pF, T1q “ xv ´w1,w1y “ 2, so there is a family of extensions
0Ñ F Ñ Ep Ñ T1 Ñ 0,
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parametrized by p P P1 “ PpExt1pT1, F qq, which are all S-equivalent with respect to σ0. By [6,
Lemma 6.9], they are σ`-stable. Thus π` contracts this rational curve. Varying F PM sσ0pv´w1q
sweeps out a family of σ`-stable objects in Mσ`pvq of dimension 1 ` pv ´ w1q2 ` 1 “ v2 “
dimMσ`pvq ´ 1. Thus we get a divisor contracted by π`, which must then have relative Picard
rank one, so this is the only component contracted by π`.
Finally, suppose that v2 “ 1. Then pv ´ w1q2 “ ´1, so we must be in Case (3)(c) with
v´w1 “ ˘wn for some n P Z. As wn P Zw0 ` Zw1, it follows that v “ xw0 ` yw1 with x, y P Z.
But then xv,w1y “ 0 is equivalent to x “ 2my so that v2 “ 1 is equivalent to
1 “ x2
ˆ
m2
2
´ 1
˙
“ x
2pm2 ´ 2q
2
,
whose only solution in the positive integers is x “ 1 and m “ 2. Thus we have v ´ w1 “ w0,
so we are, as above, guaranteed that the unique member of Mσ`pv ´w1q is σ0-stable. The same
argument gives a family of extensions
0Ñ T0 Ñ Ep Ñ T1 Ñ 0,
parametrized by p P P1 “ PpExt1pT1, T0qq, which are S-equivalent with respect to σ0 but are σ`-
stable. This curve is contracted by π` and is a divisor in the two-dimensional moduli spaceMσ`pvq,
so π` again has relative Picard rank one. These extensions thus give the unique curve contracted
by π`, as required. 
Having confirmed that when w is spherical we do get a divisorial contraction, we prove that this
is not the case when w is exceptional with one exception.
Lemma 7.3. Suppose that H is non-isotropic and W is a potential wall associated to H. If there
exists an effective exceptional class w with xv,wy “ 0, then W only induces a divisorial contraction
on Mσ`pv, Lq if v2 “ 2, L ” D` rkv2 KX pmod 2q for a nodal cycle D, and H falls into Case (3)(c)
of Proposition 5.7.
In this case, for E in the contracted divisor, there is a short exact sequence
0Ñ T ‘ T pKXq Ñ E Ñ S Ñ 0 or 0Ñ S Ñ E Ñ T ‘ T pKXq Ñ 0,
where T PM sσ`pwq and S PM sσ`pv´ 2wq, such that the inclusion T ãÑ E or S ãÑ E is one of the
filtration steps in a JH-filtration for E with respect to σ0, while the generic E P Mσ`pvq satisfies
HompT,Eq “ HompE,T q “ 0.
In general, there is nevertheless a divisor Dσ`pvq whose generic element E admits a short exact
sequence
0Ñ T Ñ E Ñ F Ñ 0 or 0Ñ F Ñ E Ñ T Ñ 0,
where T P M sσ`pwq and F PM sσ`pv ´wq, such that the inclusion T ãÑ E or F ãÑ E is one of the
filtration steps in a JH-filtration for E with respect to σ0, while the generic E P Mσ`pvq satisfies
HompT,Eq “ HompE,T q “ 0. Moreover, when v is minimal, this divisor is precisely the locus of
strictly σ0-semistable objects.
Proof. As before, we may assume that v is minimal. Then in terms of Proposition 5.7, HW must fall
into cases (2)(b), (3)(b), or (3)(c). By minimality of v, w must be w0 or w1 in Case (3)(b) or w0
in Case (3)(c), and we assume it is w0 with the other case being dealt with similarly. Furthermore,
observe that there cannot exist any n P Z such that v2 “ n2 as then pv ´ nw0q2 “ 0, contrary
to the hypothesis that W is non-isotropic. So, in particular, v2 ě 2, from which it follows that
pv ´w0q2 ą 0.
Let us first show that v´w0 is minimal. As xv´w0,w0y “ 1 ą 0, this is clear in Case (2)(b), so
we can restrict ourselves to Cases (3)(b) and (3)(c). Thus it remains to show that 0 ď xv´w0,w1y.
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Writing v “ xw0 ` yw1, the conditions xv,w0y “ 0,v2 ě 2, and xv ´w0,w1y ě 0 become
y “ x
m
, x2
ˆ
1` w
2
1
m2
˙
ě 2, and m
„
x
ˆ
1` w
2
1
m2
˙
´ 1

ě 0,
respectively. As m ě 2 in either case, we getˆ
1` w
2
1
m2
˙
“
#
1´ 1
m2
, if w21 “ ´1,
1´ 2
m2
, if w21 “ ´2
ě
#
3
4
, if w21 “ ´1,
1
2
, if w21 “ ´2,
ě 1
2
,
in either case. Thus
x2
ˆ
1` w
2
1
m2
˙2
ě x2
ˆ
1` w
2
1
m2
˙ˆ
1
2
˙
ě 2
ˆ
1
2
˙
ě 1.
Taking square-roots gives that indeed
x
ˆ
1` w
2
1
m2
˙
´ 1 ě 0,
as required.
We consider the case when v2 “ 2, L ” D ` rkv
2
KX pmod 2q, and H falls into Case (3)(c) of
Proposition 5.7. As xv´w0,v´ 2w0y “ 0 and pv´ 2w0q2 “ ´2, it follows from the minimality of
v ´w0 that v ´ 2w0 “ w1 “ vpSq, for the unique σ0-stable spherical object S. We denote by T0
the unique σ0-stable object of class w0 (up to ´bOXpKXq). By stability, we have
hompS, T0pDqq “ ext2pS, T0pDqq “ hompT0pDq, Sq “ 0,
for D “ 0,KX . Thus ext1pS, T0 ‘ T0pKXqq “ xv´ 2w0, 2w0y “ 4, so by [17, Lemma 6.1-6.3] there
is a P1 ˆ P1 worth of non-isomorphic σ`-stable E fitting into a short exact sequence
0Ñ T0 ‘ T0pKXq Ñ E Ñ S Ñ 0.
As this gives a contracted divisor, it must be the only contracted divisor, as claimed.
We now treat the general case, that is, either v2 ą 2 or v2 “ 2 and either L ı D ` rkv
2
KX
pmod 2q or H does not fall into Case (3)(c) of Proposition 5.7. As v ´ w0 is minimal, it follows
from Lemma 6.2 that there exists a σ0-stable object F of class v ´w0. By stability hompF, T0q “
ext2pF, T0q “ hompF, T0pKXqq “ 0, so ext1pF, T0q “ xv ´ w0,w0y “ 1, and there exists a unique
non-trivial extension
0Ñ T0 Ñ E Ñ F Ñ 0,
which is σ`-stable by [6, Lemma 6.9]. By a dimension count, upon varying F P M sσ0pv ´ w0q
these extensions sweep out a divisor of strictly σ0-semistable objects which does not get contracted
by π`. Moreover, from the proof of Lemma 6.2, it follows that this is precisely the locus strictly
σ0-semistable objects. 
Remark 7.4. We will see in Section 9 that, if v2 ě 3, then in the setup of Lemma 7.3, W
induces a small contraction, contracting a P1ˆP1. As the weakly-spherical reflection RT induces an
isomorphismMσ`pvq „ÝÑMσ´pvq that acts as the identity onMσ`pvqzDσ`pvq, where HompT,Eq “
HompE,T pKX qq “ 0, we see that Mσ´pvq cannot be the flop of π`. It is unclear whether examples
such as this show that there are minimal models ofMσ`pvq which cannot be obtained by Bridgeland
wall-crossing. On the other hand, it may be possible to reach this minimal model by crossing a
different wall bounding the chamber containing σ`.
Proof of Proposition 7.1. This follows directly from Lemma 6.2, Lemma 7.2, and Lemma 7.3. 
Remark 7.5. It is important to note that with the exception of Lemma 7.3, everything we have
said thus far in the non-isotropic case applies to each componentMσ`pv, Lq,Mσ` pv, L`KXq, where
c1pvq “ rLmodKX s. In particular, by taking F PM sσ0pv´w, L1q,M sσ0pv´w, L1`KXq in Lemmas
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7.2 and 7.3, we get divisors with the described properties in each componentMσ`pv, Lq,Mσ` pv, L`
KXq. We will see in the next section that we must take great care to treat the determinants
differently as the wall-crossing behavior is often radically different in each component, in a similar
way to the case v2 “ 2, L ” D ` rkv
2
KX pmod 2q, and v ´ 2w is spherical in Lemma 7.3.
8. Isotropic walls
We finally treat the case of isotropic walls. We divide our discussion in two. We will first discuss
the case that H contains a primitive isotropic vector u with ℓpuq “ 2, in which case the wall W
corresponds, after a Fourier-Mukai transform, to the contraction to the Uhlenbeck compactification,
see [30, 33]. We will consider separately the case that H only contains primitive isotropic vectors
u with ℓpuq “ 1. In both cases, we again use the stack of Harder-Narasimhan filtrations, as in
Section 4, to study the wall-crossing behavior. We begin by studying in more detail the isotropic
lattice H, its isotropic vectors, and the associated moduli spaces.
8.1. Preliminaries. We state here a result that summarizes the facts we will need for a more
detailed study of wall-crossing in the isotropic case.
Proposition 8.1. Assume that there exists an isotropic class u P H. Then there are two effective,
primitive, isotropic classes u1 and u2 in H, which satisfy PH “ Rě0u1 ` Rě0u2 and xv1,uiy ě 0
for i “ 1, 2 and any v1 P PH. Moreover, one of the following mutually exclusive conditions holds:
(1) CW “ PH and ℓpu1q ě ℓpu2q. In this case, M sσ0puiq “ Mσ0puiq for each i “ 1, 2 and a
generic σ0 PW; or
(2) There exists an exceptional class w P CW XH. In this case ℓpu1q “ ℓpu2q, H “ Zw`Zu1
and u2 “ u1` 2xu1,wyw. Consequently, xu1,u2y “ 2xu1,wy2 and CW “ Rě0u1 `Rě0w.
Finally, in this case M sσ0pu1q “ Mσ0pu1q for a generic σ0 P W, while W is a totally
semistable wall for u2; or
(3) There exists a spherical class w P CW X H. In this case, we again have ℓpu1q “ ℓpu2q,
H “ Zw ` Zu1, and u2 “ u1 ` xu1,wyw. Consequently, xu1,u2y “ xu1,wy2 and H is
even in this case.3 Finally, CW “ Rě0u1 ` Rě0w and M sσ0pu1q “ Mσ0pu1q for a generic
σ0 PW, while W is a totally semistable wall for u2.
Proof. If u P H is a primitive isotropic class, then up to replacing u by ´u, we may assume that
u is effective, so we set u1 “ u. Completing u1 to a basis H “ Zu1 ` Zv1, we see that
(77) 0 “ pxu1 ` yv1q2 “ 2xyxu1,v1y ` y2pv1q2
has a second integral solution, since we can assume y ‰ 0 and xu1,v1y ‰ 0 from the signature of
H. Taking the unique effective primitive class on the corresponding line, we get u2. Clearly PH is
as claimed, and the inequality xv1,uiy ě 0 follows accordingly.
If CW “ PH, then the claim about moduli spaces in Case (1) follows from the fact that u1 and
u2 are primitive vectors on extremal rays of CW . Moreover, up to renumbering, we assume that
ℓpu1q ě ℓpu2q and, in case of equality, xv,u1y ě xv,u2y.
Suppose that there exists a class w P CW that is not in PH. Then either w is exceptional or
spherical as in Case (2) or (3), respectively.
Let us consider first Case (2), and write w P CW X∆pXq´1 as w “ xu1 ` yv1. Then
´1 “ w2 “ ypyv12 ` 2xxv1,u1yq
implies y “ ˘1. Replacing v1 by w, we see that H “ Zu1 ` Zw. Then it is easy to that the other
primitive effective isotropic vector must satisfy
(78) u2 “ u1 ` 2xu1,wyw.
3All of these conclusions continue to hold in Case (1) if H admits a class w R CW with w
2 “ ´2.
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w
u1
u2
PH
Figure 2. The red lines are defined by u2 “ 0. The dark gray region is the positive
cone PH, while the first quadrant is the effective cone CW .
Pairing this equality with u1, it is clear that xu1,u2y “ 2xu1,wy2. Moreover, we see that c1pu2q ”
c1pu1q pmod 2q from (78), so we get the last statement that ℓpu1q “ ℓpu2q.
Now consider Case (3), and write w P CW X∆pXq´2 as w “ xu1 ` yv1. Then
´2 “ w2 “ ypyv12 ` 2xxu1,v1yq
implies that y “ ˘1,˘2. If y “ ˘2, then
¯1 “ ˘2v12 ` 2xxu1,v1y “ 2p˘v1 ` xxu1,v1yq,
which is absurd. Thus y “ ˘1, so that replacing v1 by w we have H “ Zu1`Zw. In this case, the
other primitive effective isotropic vector must satisfy
(79) u2 “ u1 ` xu1,wyw.
Pairing (79) with u1 gives xu1,u2y “ xu1,wy2. To see that ℓpu1q “ ℓpu2q, observe that if ℓpuiq “ 2
for say i “ 1, then 2 | c1pu1q implies that 2 | xu1,wy as rkw ” rku1 ” 0 pmod 2q. Thus u1 ” u2
pmod 2q so that ℓpu2q “ 2 as well. Otherwise, ℓpu1q “ ℓpu2q “ 1, and we have equality again.
Finally, note that for any v “ xu1 ` yw with x, y P Z, we have
v2 “ 2xyxu1,wy ` y2w2 “ 2xyxu1,wy ´ 2y2
is even, as claimed.
Observe that Cases (2) and (3) are indeed mutually exclusive since H is an odd lattice in the
first case and an even lattice in the latter.
For the statements about CW and moduli spaces in Cases (2) and (3), observe that CW “
PH ` Rě0w and xu2,wy “ ´xu1,wy in either case. So, up to reordering, we may suppose that
xu1,wy ą 0 and xu2,wy ă 0. In particular, u1 is an extremal ray of CW (see Figure 2), and W is
totally semistable for u2 by Lemma 6.1. Thus M
s
σ0
pu1q “Mσ0pu1q, as claimed. 
Remark 8.2. It is worth noting that if H contains a vector v such that v2 is odd, then ℓpu1q “
ℓpu2q. Indeed, as above, we may complete u1 to a basis so that H “ Zu1 ` Zv1, and as v2 is odd,
we must have v12 is odd as well. From (77), we see immediately that in writing u2 “ xu1 ` yv1
with gcdpx, yq “ 1, we must have y even and x odd. But then c1pu1q ” c1pu2q pmod 2q so that
ℓpu1q “ ℓpu2q, as claimed.
Remark 8.3. We note that ℓpu1q “ 2 and 2 | rkpu2q force xu1,u2y to be even. Let us be more
specific each case.
In Case (1), we must have xu1,u2y ě 4 if ℓpu2q “ 2. Indeed, if ℓpu2q “ 2, then u1´u2 is divisible
by 2 in H˚algpX,Zq, and thus in the saturated sublattice H as well, so xu1,u2y “ 2 would imply
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that H contains the exceptional class u1´u2
2
, an impossibility. If, instead, ℓpu2q “ 1, then H must
be even by Remark 8.2.
In Case (3), when there exists an effective spherical class, we also have xu1,u2y ě 4 since then
xu1,wy is even so that xu1,u2y “ xu1,wy2 is divisible by 4.
In Case (2), we have xu1,wy is odd so that 4 ∤ xu1,u2y “ 2xu1,wy2. Indeed, writing u1 “
p2r1, 2c1, s1q and w “ pr, c, s2q with r, s odd integers, we observe that
xu1,wy “ 2c1.c´ rs1 ´ r1s ” ´pr1 ` s1q ” 1 pmod 2q
by Lemma 3.2.
Remark 8.4. Up to relabeling σ` and σ´, we may assume that the orientation on HR is as
in Figure 2, even in Case (1). That is, we will assume for the remainder of this section that
φ`pu1q ă φ`pu2q ă φ`pwq.
Our main result about isotropic walls is the following classification:
Proposition 8.5. Assume that HW is isotropic and v P HW with v2 ą 0. Set r :“ rkv.
(1) If W is totally semistable, that is, M sσ0pv, Lq “ H, then
(a) HW contains an effective exceptional or spherical class w such that xv,wy ă 0; or
(b) HW contains a primitive isotropic u such that ℓpuq “ 2 and xv,uy “ 1; or
(c) HW contains a primitive isotropic u and an effective spherical class w such that
xv,uy “ ℓpuq “ 2, xv,wy “ 0, L ” D` r
2
KX pmod 2q, where D is a nodal cycle; or
(d) HW contains a primitive isotropic u and an effective exceptional class w such that
xv,uy “ ℓpuq “ 2, xv,wy “ 0, and L ” KX pmod 2q; or
(e) HW contains a primitive isotropic u and an effective spherical class w such that
xv,uy “ 1 “ ℓpuq, xv,wy “ 0, and L ” D ` r
2
KX pmod 2q, where D is a nodal
cycle.
(2) W induces a divisorial contraction if and only if
(a) HW contains a primitive isotropic u and an effective exceptional class w such that
xv,uy “ 1, ℓpuq “ 2, and xv,wy ‰ 0; or
(b) HW contains a primitive isotropic u and an effective spherical class w such that
xv,wy “ 0 and xv,uy ą ℓpuq; or
(c) HW contains a primitive isotropic u and an effective exceptional or spherical class
w such that xv,uy “ ℓpuq and xv,wy ‰ 0; or
(d) HW satisfies CW “ PH, contains a primitive isotropic u such that xv,uy “ ℓpuq,
and v2 ě ℓpuq ` 2.
Remark 8.6. Let us make a few comment about irreducible components and determinants.
(1) In Case (1)(c), then v “ w ` u and v2 “ 2. If L ” D ` r
2
KX ` KX pmod 2q, then
M sσ0pv, Lq “ Mσ0pv, Lq. In Case (1)(d), v “ 2pw ` uq. If L ” KX pmod 2q, then a
connected component of Mσ`pv, Lq has two irreducible components (Proposition 13.10)
and W is totally semistable for one of them. If L ” 0 pmod 2q, then Mσ`pv, LqzM sσ0pv, Lq
is a divisor. In Case (1)(e), we also see that v “ w ` 2u. By Proposition 13.13, Mσpvq
has two irreducible components and each component becomes totally semistable at walls
W (of type (1)(c)) and W 1 (of type (1)(e)).
(2) In Case (2)(d) with ℓpuq “ 1, assume that u “ u1. Then we can show v “ v22 u1`u2 withxu1,u2y “ 1. In particular ℓpu1q “ ℓpu2q “ 1.
We will prove Proposition 8.5 in the next two subsections. For clarity of discussion, in the
next section we will first tackle the case that v is minimal, that is, xv,wy ě 0 for the unique
exceptional/spherical class w P HW . Then we will show in Section 8.3 that if xv,wy ă 0, we may
apply the spherical or weakly-spherical twist associated to T of class w to reduce the wall-crossing
behavior to that of a minimal v.
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8.2. Minimal Mukai vectors. In this section we assume that v is minimal, i.e. that xv,wy ě 0
for the (unique) spherical or exceptional effective class w, if it exists. When such w exists, let us
denote by T the spherical or exceptional σ0-stable object of class w. We divide our analysis into
two based on whether ℓpuiq “ 2 for some i “ 1, 2 or not. We begin with the case where ℓpuiq “ 2
for some i.
8.2.1. ℓpuiq “ 2 for some i. By Proposition 8.1 above, we may assume that i “ 1 so thatM sσ0pu1q “
Mσ0pu1q and ℓpu1q “ 2 implies that Mσ0pu1q – X by [40, Lemma 9.3]. Using the Fourier-Mukai
transform with kernel given by the universal family of Mσ0pu1q,
Φ : DbpXq – DbpXq,
we get Φpu1q “ p0, 0, 1q. By construction of Stab:pXq, skyscraper sheaves of points on X are
Φpσ0q-stable. By Bridgeland’s Theorem 3.4, there exist divisor classes ω, β P NSpXqQ, with ω
ample, such that up to the GL2pRq-action, Φpσ0q “ σω,β. In particular, the category Pω,βp1q is
the extension-closure of skyscraper sheaves of points and the shifts, F r1s, of µω-stable torsion-free
sheaves F with slope µωpF q “ ω ¨ β. Since σ0 by assumption does not lie on any other wall with
respect to v, the divisor ω is generic with respect to Φpvq. Under these identifications, we have
the following result whose proof is identical to that of [36, Theorem 3.2.7], [6, Proposition 8.2], and
[32, Section 5].
Proposition 8.7. An object E of class v is σ`-stable if and only if ΦpEq is the shift F r1s of a
pβ, ωq-Gieseker stable sheaf F on X; therefore r´1s˝Φ induces the following identification of moduli
spaces:
Mσ`pvq “Mβω p´Φpvqq.
Moreover, the contraction morphism π` induced by the wall W is the Li-Gieseker-Uhlenbeck (LGU)
morphism to the Uhlenbeck compactification.
Similarly, an object F of class v is σ´-stable if and only if it is the shift F_r1s of the derived
dual of a p´β, ωq-Gieseker stable sheaf on X.
It follows from the above description that a σ`-stable object E becomes σ0-semistable if and
only if F “ ΦpEqr´1s is not locally free or if F is not µ-stable, as these are the sheaves contracted
by the Uhlenbeck contraction.
Proposition 8.8. Assume that HW contains a primitive isotropic vector u with ℓpuq “ 2. Suppose
that v P HW satisfies v2 ą 0 and xv,wy ě 0 for the (unique) effective spherical or exceptional class
w (if it exists).
(1) If W is totally semistable for Mσ`pvq, then either
(a) xv,uy “ 1 for primitive isotropic u P H with ℓpuq “ 2; or
(b) xv,uy “ 2 for primitive isotropic u P H with ℓpuq “ 2 and xv,wy “ 0 for the unique
spherical or exceptional class w.
(2) If codimpMσ`pvqzM sσ0pvqq “ 1, then either
(a) xv,uy “ 2 “ ℓpuq for primitive isotropic u P H; or
(b) xv,wy “ 0 for the unique spherical or exceptional class w; or
(3) In all other cases, codimMσ`pvqzM sσ0pvq ě 2.
Proof. We assume that u1, u2, and w are labelled and oriented in accordance with Remark 8.4 and
the discussion preceeding Proposition 8.7. In particular, we assume that ℓpu1q “ 2 and xu1,wy ą 0.
For a given E PMσ`pvq, let the Harder-Narasimhan filtration of E with respect to σ´ correspond
to a decomposition v “ ři ai. Using Proposition 4.3, we shall estimate the codimension of the
sublocus Fpa0, . . . ,anqo of destabilized objects which is equal to
(80)
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy.
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(I) We first assume that one of the ai satisfies a
2
i ă 0, say a0 “ b0w for an effective spherical or
exceptional class w. Then we are Cases (2) or (3) in Proposition 8.1 so that ℓpu1q “ ℓpu2q “ 2.
Assume that a1 and a2 are isotropic. We may set a1 “ b1u1 and a2 “ b2u2. Thenÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
ěpa20 ´ dimMσ´pa0qq `
ÿ
iě1
b0xw,aiy ´ b1 ´ b2 ` b1b2xu1,u2y
“ ´ dimMσ´pa0q ` b0xw,vy ´ b1 ´ b2 ` b1b2xu1,u2y
ě ´ dimMσ´pa0q ´ b1 ´ b2 ` b1b2xu1,u2y,
(81)
where the first inequality follows from Proposition 3.10 and the second inequality follows from the
assumption that xv,wy ě 0.
First suppose that w2 “ ´2. Then we note that dimMσ´pa0q “ ´b20 and xu1,wy is even because
ℓpu1q “ 2 and w2 “ ´2 is even. From Proposition 3.10 we also have xu1,u2y “ xu1,wy2 ě 4. Thus
codimFpa0, . . . ,anqo ě b20 ` 4b1b2 ´ b1 ´ b2 ě 1` 2b1b2 ` b1pb2 ´ 1q ` b2pb1 ´ 1q ě 3.(82)
So we must have codimFpa0, . . . ,anqo ě 3 in this case.
If instead w2 “ ´1, then dimMσ´pa0q “
Y
´ b20
2
]
. Moreover, by Remark 8.3 xu1,wy and xu1,u2y2
are odd. Thus
codimFpa0, . . . ,anqo ě b
2
0
2
` 2b1b2 ´ b1 ´ b2 ě 1
2
` b1pb2 ´ 1q ` b2pb1 ´ 1q ě 1
2
.(83)
Thus codimFpa0, . . . ,anqo ě 1 with equality only if b0 “ b1 “ b2 “ 1. But then v “ w ` u1 ` u2
so that xv,wy “ w2 “ ´1 ă 0, contrary to the assumption. Thus codimFpa0, . . . ,anqo ě 2 in this
case.
Now assume that a1 “ b1uj and a2i ą 0 for i ą 1. Thenÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy ě a20 ´ dimMσ´pa0q `
ÿ
iě1
b0xw,aiy ´ b1 `
ÿ
iě2
b1xuj ,aiy
ě ´ dimMσ´pa0q ` b0xw,vy ´ b1 ` b1xuj,a2y
ě ´ dimMσ´pa0q ` b1pxuj ,a2y ´ 1q.
(84)
If w2 “ ´2, then H is even by Proposition 8.1, so ℓpujq “ 2 implies that 2 | xuj ,a2y. Thus
codimFpa0, . . . ,anqo ě ´ dimMσ´pa0q ` b1 “ b20 ` b1 ě 2.
If w2 “ ´1, then
codimFpa0, . . . ,anqo ě ´ dimMσ´pa0q “ ´
Z
´b
2
0
2
^
ě 1,
with equality in the last inequality only if b0 “ 1, xv,wy “ 0 and xuj,a2y “ 1. But
1 ď xv,ujy “ xw,ujy ` xa2,ujy “ xw,ujy ` 1,
which forces j “ 1. Writing a2 “ xu1 ` yw, we see that 1 “ xu1,a2y forces y “ 1 and xu1,wy “ 1.
Thus, in addition to xv,wy “ 0, we also have xv,u1y “ 2. So v falls into both types (2)(a) and
(2)(b). Otherwise, we get codimFpa0, . . . ,anqo ě 2.
We can now assume that there are no positive classes in the Harder-Narasimhan factors, i.e.
v “ b0w ` b1uj. But v2 ą 0 forces j “ 1 (see Figure 2), so we may assume this outright. Then
0 ď xv,wy “ b0w2 ` b1xu1,wy, so our estimate becomes
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codimFpa0,a1qo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“b20w2 ´ dimMσ´pa0q ´ b1 ` b0b1xw,u1y
ěb20w2 ´ dimMσ´pa0q `
b0b1xw,u1y
2
` b1
2
pb0xw,u1y ´ 2q
ěb20w2 ´ dimMσ´pa0q `
b0b1xw,u1y
2
` b1
2
pxv,u1y ´ 2q .
(85)
If w2 “ ´2, then b20w2 ´ dimMσ´pa0q “ ´b20, and H is even so that again ℓpu1q “ 2 implies
that 2 | xv,u1y. The last line of (85) then becomes
codimFpa0,a1qo ě ´b20 `
b0b1xw,u1y
2
` b1
2
pxv,u1y ´ 2q “ b0
2
xv,wy ` b1
2
pxv,u1y ´ 2q ě 0,
with equality only if xv,wy “ 0 and xv,u1y “ 2, as in Case (1)(b). Moreover, codimFpa0,a1qo ě 2
unless xw,u1y “ 2 and v “ w ` 2u1. In this case we have codimFpa0,a1qo “ 1 as in Case (2)(a).
If w2 “ ´1, then b20w2 ´ dimMσ´pa0q “
Q
´ b20
2
U
, so the last line of (85) gives
(86) codimFpa0,a1qo ě ´b
2
0
2
` b0b1xw,u1y
2
` b1
2
pxv,u1y ´ 2q “ b0
2
xv,wy ` b1
2
pxv,u1y ´ 2q ě 0
unless xv,u1y “ 1, in which case b0 “ 1 “ xw,u1y. But then b20w2 ´ dimMσ´pa0q “ 0, so
codimFpa0,a1qo ě b1
2
´ b1
2
“ 0,
and indeed codimFpa0,a1qo “ 0 when xv,u1y “ 1 as in Case (1)(a). We get equality in (86)
only if xv,wy “ 0 and xv,u1y “ 2. We can derive from these two equations that xw,u1y “ 1
and v “ 2w ` 2u1, in which case indeed codimFpa0,a1qo “ 0 as in Case (1)(b). Moreover,
codimFpa0,a1qo ě 2 unless b02 xv,wy “ 1 and xv,u1y “ 2; or xv,wy “ 0 and b12 pxv,u1y´2q “ 1; or
b0
2
xv,wy “ 1
2
and xv,u1y “ 2. In the latter two cases, however, we would have xw,u1y “ 2, which
is impossible, as noted in Remark 8.3. Thus we are left with the first case, in which v “ 2w` 3u1
and xw,u1y “ 1. Notice that xv,u1y “ 2 so that we are in Case (2)(a).
Finally, assume that other than a0 “ b0w, a2i ą 0 for all i ą 0. Then the estimate becomes
codimFpa0, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“ ´ dimMσ´pa0q ` b0xw,vy `
ÿ
0ăiăj
xai,ajy ě b
2
0
2
ą 0.
(87)
Moreover, codimFpa0, . . . ,anqo ě 2 unless xw,vy “ 0 and v “ w`a1, in which case Fpa0,a1qo has
codimension one as in Case (2)(b). Note that in this case we require 0 ă a21 “ pv´wq2 “ v2`w2,
so v2 ą 2 or v2 ą 1 if w2 “ ´2 or w2 “ ´1, respectively.
(II) We next assume that a2i ě 0 for all i.
Suppose first that a1 “ b1u1 and a2 “ b2u2. Then we can be in any case of Proposition 8.1, and
our estimate now becomes
codimFpa1, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
ě ´ b1 ´
Z
b2ℓpu2q
2
^
` b1b2xu1,u2y
ěb1pb2 ´ 1q ` b2pb1 ´ 1q ě 0,
(88)
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with equality only if b1 “ b2 “ 1, ℓpu2q “ 2, and xu1,u2y “ 2, so that H falls into Case (2) of
Proposition 8.1. In particular, we have xv,u1y “ 2 and xv,wy “ xu1,wy ` xu2,wy “ 0, as in
Case (1)(b). Furthermore, by Remark 8.3 we have codimFpa1, . . . ,anqo “ 1 only if H falls into
Case (2) of Proposition 8.1 and v “ 2u1`u2 or u1`2u2 with xu1,u2y “ 2, so that xv,uy “ 2 “ ℓpuq
as in Case (2)(a), or H falls into Case (1) of Proposition 8.1 and v “ u1 ` u2 with ℓpu2q “ 1 and
xu1,u2y “ 2, so that xv,u1y “ 2, as in Case (2)(a). Otherwise, codimFpa1, . . . ,anqo ě 2.
Now we assume that a1 “ b1uj and a2i ą 0 for i ě 2. In this case, we also see that
codimFpa1, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“ ´
Z
b1ℓpujq
2
^
`
ÿ
ią1
b1xuj,aiy `
ÿ
1ăiăk
xai,aky
ěb1pxv,ujy ´ 1q `
ÿ
1ăiăk
xai,aky
ěb1pxv,ujy ´ 1q ě 0.
(89)
Thus codimFpa1, . . . ,anqo “ 0 only if xv,ujy “ 1, ℓpujq “ 2, and v “ b1uj ` a2, as in Case (1)(a).
Similarly, codimFpa1, . . . ,anqo “ 1 only if either v “ uj ` a2 with xv,ujy “ 2 and ℓpujq “ 2 as in
Case (2)(a), or v “ u2 ` a2, 2u2 ` a2 with xv,u2y “ 1 “ ℓpu2q. But this latter case is impossible.
Indeed, H must be even by Remark 8.2 and ℓpu1q ‰ ℓpu2q. But then we see that we can write
u1 “ ´a
2
2
2
u2 ` a2 so that xu1,u2y “ 1, which is impossible as ℓpu1q “ 2.
Finally, if a2i ą 0 for all i, then codimFpa1, . . . ,anqo ě 2 by Proposition 5.9. 
Remark 8.9. Proposition 8.8 can be proven by using the Fourier-Mukai transform Φ to translate
the problem to the equivalent problem of determining the codimensions of the strictly µ-semistable
locus and the non-locally free locus. One could then use the estimates in [53] to get the result.
However, there is a small error in Case C there, which misses the spherical case of Case (1)(b), so
we use the method above. We explore this example more fully in Proposition 13.13.
Remark 8.10. The reader may notice that when xv,wy “ 0 and xv,uy “ 2 “ ℓpuq, we simultane-
ously claim that codimpMσ`pvqzM sσ0pvqq is both zero and one. Indeed, we shall prove in Section 13
that for one choice of the determinant L, Mσ`pv, Lq contains a connected component with two ir-
reducible components, M0 and M1. For M1, W is a totally semistable wall inducing a P
1-fibration
over the singular locus, where it meets M0. The strictly σ0 locus on M0 is this singular locus,
which is a divisor. When w2 “ ´2, this describes all of Mσ`pv, Lq as it is connected. For the other
determinant, L`KX , the strictly σ0-semistable locus is a divisor, if non-empty.
Now we demonstrate the converse of 8.8 in the following sequence of lemmas. Furthermore,
we determine precisely when the divisor in Case (2) gets contracted. We make free use of the
Fourier-Mukai transform Φ to translate the problem to that of moduli of sheaves.
Lemma 8.11. Assume that HW contains a primitive isotropic vector u such that ℓpuq “ 2 and
that xv,uy “ 1 for v minimal. Then v2 is odd and HW contains an exceptional class. Moreover,
W is totally semistable and, if v2 ą 1, induces a divisorial contraction.
Proof. Let us first prove that v2 is odd and H contains an exceptional class. Write v “ pr, c, s
2
q
and u “ p2r1, 2c1, s1q, with r1 ` s1 odd, as ℓpuq “ 2. Then as r ” s pmod 2q, it follows that
1 “ xv,uy “ 2c.c1 ´ r1s´ rs1 ” ´rpr1 ` s1q ” r pmod 2q,
from which we see that r is odd, or equivalently v2 is odd. Thus v´ v2`1
2
u P HW is an exceptional
class.
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As H falls into Case (2) of Proposition 8.1, we see that ℓpu2q “ 2 and
(90) u2 “ u1 ` 2xu1,wyw.
We observe from (90) that we may assume that u “ u1. Indeed, if xv,u2y “ 1, then pairing (90)
with v, we get
1 “ xv,u2y “ xv,u1y ` 2xu1,wyxv,wy ě xv,u1y ą 0,
so that xv,u1y “ 1 as well. It follows that Mσ`pvq – Mβω p´Φpvqq is isomorphic to the Hilbert
scheme of points. Finally, W is the Hilbert-Chow wall inducing the Hilbert-Chow morphism
HilbnpXq Ñ SymnpXq, which is a divisorial contraction for 1 ă n “ v2`1
2
, and every ideal sheaf is
strictly semistable as in [40, Proposition 13.1]. 
Although the behavior in Lemma 8.11 is analogous with the corresponding case on K3 surfaces,
we see some new behavior in the next two lemmas. We begin with the exceptional case of Case (1)(b)
in Proposition 8.8.
Lemma 8.12. Suppose that HW contains a primitive isotropic u such that xv,uy “ 2 “ ℓpuq and
xv,wy “ 0 for an exceptional class w P CW XHW . Then W is totally semistable for, and induces
a P1-fibration on, precisely one component of Mσ`pv, 2L1 `KXq.
Proof. As xv,wy “ 0, we see from (90) that xv,u2y “ xv,u1y, so we may assume that u “ u1.
After applying r´1s˝Φ, and possibly tensoring by a line bundle, we may assume that v “ p2, 0,´1q,
w “ p1, 0, 1
2
q, andMσ`pvq is isomorphic toMHp´Φpvqq, the moduli space of H-Gieseker semistable
sheaves of Mukai vector ´Φpvq with respect to a generic polarization H. The contraction π` is
then the LGU-contraction morphism as in Proposition 8.7. As mentioned in [53, Remark 2.3]
and proven in Section 13 (see Proposition 13.10), there is precisely one component of Mσ`pv,KX q
consisting of stable non-locally free sheaves E fitting into the short exact sequence
0Ñ E Ñ F pφ1,φ2qÝÝÝÝÑ Cp ‘ Cq Ñ 0,
where F :“ OX‘OXpKXq and φ1 : OX Ñ Cp‘Cq and φ2 : OXpKXq Ñ Cp‘Cq are both surjective.
The polystable object in the same S-equivalence class as E with respect to σ0 is pCp ‘ Cqqr´1s ‘
F , and the set of distinct σ` stable objects in the same S-equivalence class is parametrized by
PHompF,Cpq ˆ PHompF,Cqq{pAutpF q{C˚q, which is a curve birational to P1. Thus W is totally
semistable for this component and induces a P1-fibration. 
We get similar behavior in the spherical case:
Lemma 8.13. Suppose that HW contains a primitive isotropic u such that xv,uy “ 2 “ ℓpuq and
xv,wy “ 0 for a spherical class w P CW XHW . Then W is totally semistable for, and induces a
P1-fibration on, precisely one component of Mσ`pv, Lq with L ” Z ` rkv2 KX mod 2, where Z is a
nodal cycle. Moreover Mσ`pv, L `KXq “M sσ0pv, L `KXq.
Proof. As in the proof of Lemma 8.12, xv,wy “ 0 means that xv,u2y “ xv,u1y, so we may assume
that u “ u1, and applying r´1s ˝ Φ, we may assume that v “ p2,D, sq with gcdp2,Dq “ 1 and
s P Z and w “ p2,D, D2`2
4
q, where 4 | D2 ` 2 since D “ c1pvq ” Z pmod 2q for a nodal cycle Z.
Then Mσ`pvq is isomorphic to MHp2,D, sq. Let T be the stable spherical bundle with vpT q “ w.
Then we have a family of non-locally free sheaves E parameterized by a P1-bundle over X:
0Ñ E Ñ T Ñ Cp Ñ 0.
This P1-bundle is one component of Mσ`pv, Lq, and each such E is strictly σ0-semistable, S-
equivalent to T ‘ Cpr´1s. As detpT q ” Z ` rkpvq2 KX pmod 2q and detpCpq “ 0 so that detpEq ”
Z ` rkpvq
2
KX pmod 2q, we get the first claim.
For the other determinant, notice that as gcdp2,Dq “ 1, all stable sheaves are µ-stable, so for
any non-locally free E P MHpp2,D, sq, L ` KXq, E__ would be a µ-stable locally free sheaf in
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MHpp2,D, D2`24 q, L `KXq “ H. Thus every E P MHpp2,D, sq, L `KXq is a µ-stable locally free
sheaf so that Mσ`pv, L `KXq “M sσ0pv, L`KXq, as claimed. 
Having considered the behavior of totally semistable walls, we move on to determining when the
codimension one strictly σ0-semistable locus gets contracted. We begin with Case (2)(a):
Lemma 8.14. Suppose that xv,u1y “ 2 “ ℓpu1q for v minimal. Assume further that
(91)
$’&’%
v2 ě 4, in Case (1) of Proposition 8.1;
v2 ě 3,v2 ‰ 4, in Case (2) of Proposition 8.1;
v2 ą 2, in Case (3) of Proposition 8.1.
Then W is not a totally semistable wall and induces a divisorial contraction on Mσ`pv, Lq.
Proof. In all cases, we will show that our assumptions imply that W is not totally semistable for
Mσ`pv´u1, L1q,Mσ`pv´u1, L1`KXq. Assuming we have done this, then taking F PM sσ0pv´u1, L1q
(or M sσ0pv ´ u1, L1 `KXq) and G PMσ0pu1q, we get a P1 worth of distinct extensions
0Ñ GÑ E Ñ F Ñ 0
of objects in Mσ`pv, Lq (or Mσ`pv, L ` KXq, respectively) that are S-equivalent with respect to
σ0. A quick dimension count shows that these sweep out a divisor.
Now we show thatW is not totally semistable forMσ`pv´u1, L1q,Mσ`pv´u1, L1`KXq. Under
the assumptions in (91), we may have pv ´ u1q2 “ ´1 in Case (2) of Proposition 8.1. But then
v´u1 “ w and xu1,wy “ 2, which is impossible by Remark 8.3. Otherwise, pv´u1q2 “ v2´4 ě 0,
with equality only if v “ u1 ` ku2. In this case, xv,u1y “ 2 implies that k “ 1, xu1,u2y “ 2,
ℓpu2q “ 1, and H falls into Case (1) by Remark 8.3 and (91). So v ´ u1 “ u2, and M sσ0pu2q “
Mσ0pu2q so that W is not totally semistable for Mσ`pu2q (or a wall at all).
It remains to show that W is not totally semistable when pv ´ u1q2 ą 0. As both conditions
(1)(a) and (1)(b) of Proposition 8.8 forW being totally semistable require the existence of a spher-
ical/exceptional class (see Lemma 8.11 for Case (1)(a)), W is automatically not totally semistable
in Case (1) of Proposition 8.1. In Cases (2) and (3), if we write v “ xu1 ` yw with x, y P Zě0,
then by Remark 8.3, xv,u1y “ 2 and v2 ą 4 is equivalent to x ą 2, y “ 2 and xu1,wy “ 1 in
Case (2), while in Case (3), it is equivalent to x ą 1, y “ 1 and xu1,wy “ 2. Thus xv´u1,wy ě 0,
and in case of equality, we may choose F above to be in the component of Mσ`pv ´ u1, L1q (or
Mσ`pv´u1, L1`KXq) that contains σ0-stable objects, as guaranteed by Lemmas 8.12 and 8.13. If
xv´u1,wy ą 0, then xv´u1,u2y ą xv´u1,u1y “ 2, soW is not totally semistable forMσ`pv´u1q
by Proposition 8.8, as claimed.

It is worth noting that the possibilities excluded by the condition (91) have either been dealt
with already, or are irrelevant. Indeed, suppose xv,u1y “ 2 and 0 ă v2 ă 4. If v2 “ 3, then
pv ´ u1q2 “ ´1, so we must be in Case (2) of Proposition 8.1, which was included in (91). If
v2 “ 2, then pv ´ u1q2 “ ´2, so in Case (3) we have already seen (and will prove in Section 13)
that the divisorial component of the strictly σ0-semistable locus is not contracted, while in Case (1)
we see that W is not a wall for v. This is also the case if v2 “ 1. Finally, if v2 “ 4 in Case (2),
then again we have already seen (and will prove in Section 13) that the divisorial component of the
strictly σ0-semistable locus is not contracted.
Now we consider Case (2)(b) of Proposition 8.8:
Lemma 8.15. Suppose that HW contains a primitive isotropic vector u with ℓpuq “ 2 and v2 ą 2.
If xv,wy “ 0 for an effective spherical class w, then W induces a divisorial contraction.
Proof. Let T be the unique σ0-stable spherical object of class w. Consider a :“ v ´ w. Then
a2 “ v2 ´ 2 ą 0 and xa,wy “ 2. By Proposition 8.1 we see that H is even, and from ℓpuq “ 2
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it follows that ℓpu1q “ ℓpu2q “ 2. Thus xa,uiy is even and at least 2, by Remark 8.3. By
Proposition 8.8, M sσ0paq ‰ ∅, so letting A vary in M sσ0paq, we see that the P1’s of S-equivalent
extensions
0Ñ AÑ E Ñ T Ñ 0
sweep out a contracted divisor in Mσ`pvq. 
With the exact same proof, one can show that the analogous situation for w exceptional results
in a divisor of strictly σ0-semistable objects that does not get contracted.
Lemma 8.16. Suppose that HW contains a primitive isotropic vector u with ℓpuq “ 2 and v2 ‰ 1, 4.
If xv,wy “ 0 for an effective exceptional class w, then the locus Mσ`pvqzM sσ0pvq is a divisor that
is not contracted.
Lemma 8.17. LetW be a potential wall and v minimal, and suppose that HW contains a primitive
isotropic class u such that ℓpuq “ 2. Assume that either xv,uy “ 1, or xv,uy “ 2 and
(92)
$’&’%
v2 ě 4, in Case (1) of Proposition 8.1;
v2 ě 3,v2 ‰ 4, in Case (2) of Proposition 8.1;
v2 ą 2, in Case (3) of Proposition 8.1.
Then W induces a divisorial contraction on Mσ`pv, Lq.
Proof. The class u is automatically effective. By Lemmas 8.11 and 8.14, the only remaining case
is u “ u2 and xv,u2y “ 2.
First, suppose that HW admits an effective exceptional or spherical class w. Then from the
minimality of v and the assumptions in (92), we have xv,wy ą 0. Indeed, we may write v “
xu2` yw with x, y P Z by Proposition 8.1, so the conditions xv,u2y “ 2 and xv,wy “ 0 imply that
v2 “ 4 or 2 if w is exceptional or spherical, respectively, contrary to (92). Thus by (90) (and the
analogue for spherical w), we must have 0 ă xu1,vy ă xv,u2y “ 2, so xv,u1y “ 1 and the result
follows from Lemma 8.11.
Now suppose that HW admits no effective spherical or exceptional classes. Then the proof of
Lemma 8.14 applies with u2 instead, giving the result. 
8.2.2. ℓpu1q “ ℓpu2q “ 1. We begin again by determining necessary conditions for a potential wall
W to be totally semistable and for codimpMσ`pvqzM sσ0pvqq “ 1.
Proposition 8.18. Let W be a potential wall for positive and minimal v such that HW is isotropic
with ℓpu1q “ ℓpu2q “ 1.
(1) If W is totally semistable, then xv,wy “ 0 and xv,u1y “ 1, where w is an effective
spherical class in HW .
(2) If codimpMσ0pvqzM sσ0pvqq “ 1, then
(a) xv,uy “ 1 for a primitive isotropic u P HW , or
(b) xv,wy “ 0 for a spherical or exceptional class w.
Proof. Again we assume that u1, u2, andw are labelled and oriented in accordance with Remark 8.3
and the discussion preceeding Proposition 8.8 so that xu1,wy ą 0.
For a given E PMσ`pvq, let the Harder-Narasimhan filtration of E with respect to σ´ correspond
to a decomposition v “ ři ai. We shall estimate the codimension of the sublocus Fpa0, . . . ,anqo
of destabilized objects which is equal to
(93)
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy.
We will divide the discussion into two cases as we did for Proposition 8.8, depending on whether
or not one of the classes has negative square.
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(I) We first assume that one of the ai satisfies a
2
i ă 0, say a0 “ b0w for an effective spherical or
exceptional class w.
Assume that a1 “ b1u1 and a2 “ b2u2 are isotropic. Thenÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
ěpa20 ´ dimMσ´pa0qq `
ÿ
iě1
b0xw,aiy ´
Z
b1
2
^
´
Z
b2
2
^
` b1b2xu1,u2y
ě ´ dimMσ´pa0q ` b0xw,vy ´
Z
b1
2
^
´
Z
b2
2
^
` b1b2xu1,u2y
ě ´ dimMσ´pa0q ´
Z
b1
2
^
´
Z
b2
2
^
` b1b2xu1,u2y,
(94)
where b0xv,wy ě 0 from the minimality of v.
First suppose that w2 “ ´2, so dimMσ´pa0q “ ´b20 and thus
codimFpa0, . . . ,anqo ě b20 ` b1b2 ´
b1
2
´ b2
2
ě 1` b1b2 ´ b1
2
´ b2
2
“ 1` b2pb1 ´ 1q ` b1pb2 ´ 1q
2
ě 1.
(95)
Thus if codimFpa0, . . . ,anqo “ 1 then we must have xv,wy “ 0, xu1,u2y “ 1, and v “ w`u1`u2.
But then xv,wy “ ´2 ă 0, contrary to assumption. So we must have codimFpa0, . . . ,anq0 ě 2 in
this case.
If instead w2 “ ´1, then dimMσ´pa0q “
Y
´ b20
2
]
and 2 | xu1,u2y by part (2) of Proposition 8.1,
so
codimFpa0, . . . ,anqo ě b
2
0
2
` 2b1b2 ´ b1
2
´ b2
2
ě 1
2
` 2b1b2 ´ b1
2
´ b2
2
“ 1
2
` b1p2b2 ´ 1q ` b2p2b1 ´ 1q
2
ě 3
2
,
(96)
so codimFpa0, . . . ,anqo ě 2 in this case.
Now assume that a1 “ b1uj and a2i ą 0 for i ą 1. Then
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy ě a20 ´ dimMσ´pa0q `
ÿ
iě1
b0xw,aiy ´
Z
b1
2
^
`
ÿ
iě2
b1xuj,aiy
ě ´ dimMσ´pa0q ` b0xw,vy ´
Z
b1
2
^
` b1xuj ,a2y
ě ´ dimMσ´pa0q `
b1
2
.
(97)
If w2 “ ´2 then
´ dimMσ´pa0q `
b1
2
“ b20 `
b1
2
ě 3
2
,
while if w2 “ ´1, then
codimFpa0, . . . ,anqo ě ´ dimMσ´pa0q `
b1
2
ě b
2
0
2
` b1
2
ě 1,
with equality in the last inequality only if b1 “ b0 “ 1, in which case the first inequality is strict.
So we always have codimFpa0, . . . ,anqo ě 2 in this case.
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We can now assume that there are no positive classes amongst the Harder-Narasimhan factors,
i.e. v “ b0w` b1uj . But v2 ą 0 forces j “ 1, so we may assume this outright. Then 0 ď xv,wy “
b0w
2 ` b1xu1,wy, so our estimate becomes
codimFpa0,a1qo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“b20w2 ´ dimMσ´pa0q ´
Z
b1
2
^
` b0b1xw,u1y
ěb20w2 ´ dimMσ´pa0q `
b0b1xw,u1y
2
` b1
2
pb0xw,u1y ´ 1q .
(98)
If w2 “ ´2, then b20w2 ´ dimMσ´pa0q “ ´b20, so the last line of (98) becomes
´b20 `
b0b1xw,u1y
2
` b1
2
pb0xw,u1y ´ 1q “ b0
2
xv,wy ` b1
2
pxv,u1y ´ 1q ą 0
unless xv,wy “ 0 and xv,u1y “ 1. But then v “ w ` 2u1 and xw,u1y “ 1, in which case indeed
codimFpa0,a1qo “ 0 as in Case (1). Moreover, codimFpa0,a1qo ě 2 unless xw,u1y “ 2 and
v “ w`u1, as in both Cases (2)(a) and (2)(b), or xw,u1y “ 1 and v “ w` 3u1 or w` 4u1, as in
Case (2)(a). In each of these cases codimFpa0,a1qo “ 1.
If w2 “ ´1, then b20w2 ´ dimMσ´pa0q “
Q
´ b20
2
U
, so the last line of (98) gives
codimFpa0,a1qo ě ´b
2
0
2
` b0b1xw,u1y
2
` b1
2
pb0xw,u1y ´ 1q “ b0
2
xv,wy ` b1
2
pxv,u1y ´ 1q ą 0
unless again xv,wy “ 0 and xv,u1y “ 1, in which case v “ w ` u1 and xw,u1y “ 1. In
this case, however, codimFpa0,a1qo “ 1 as in both Case (2)(b) and Case (2)(a). Moreover,
codimFpa0,a1qo ě 2 unless xw,u1y “ 1 and v “ w`2u1, 2pw`u1q, in which case codimFpa0,a1qo “
1.
Finally, assume that other than a0 “ b0w, a2i ą 0 for all i ą 0. Then the estimate becomes
codimFpa0, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
“ ´ dimMσ´pa0q ` b0xw,vy `
ÿ
0ăiăj
xai,ajy ě b
2
0
2
ą 0.
(99)
Moreover, codimFpa0, . . . ,anqo ě 2 unless xw,vy “ 0 and v “ w ` a1, as in Case (2)(b). In this
case we have codimFpa0,a1qo “ 1, and we require that
0 ă a21 “ pv ´wq2 “ v2 `w2,
so v2 ą 2 or v2 ą 1 if w2 “ ´2 or w2 “ ´1, respectively.
(II) We next assume that a2i ě 0 for all i.
We assume a1 “ b1u1 and a2 “ b2u2. Then
codimFpa1, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăj
xai,ajy
ě ´
Z
b1
2
^
´
Z
b2
2
^
` b1b2xu1,u2y
ěb1pb2 ´ 1q ` b2pb1 ´ 1q
2
ą 0,
(100)
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unless v “ u1`u2 and xu1,u2y “ 1, in which case codimFpa1,a2qo “ 1, as in Case (2)(a). If, say,
b1 “ 1 and b2 ě 2, then we have
codimFpa1,a2qo ě ´
Z
1
2
^
´
Z
b2
2
^
` b2xu1,u2y ě b2
2
ě 1,
with equality only if b2 “ 2 and xu1,u2y “ 1. Thus codimFpa1, . . . ,anqo is always positive in this
case. Moreover, Fpa1, . . . ,anqo has codimension one only if v “ u1 ` u2, 2u1 ` u2,u1 ` 2u2 with
xu1,u2y “ 1, as in Case (2)(a). Otherwise, codimFpa1, . . . ,anqo ě 2.
Now we assume that a1 “ b1uj and a2i ą 0 for i ě 2. In this case, we also see that
codimFpa1, . . . ,anqo “
ÿ
i
pa2i ´ dimMσ´paiqq `
ÿ
iăk
xai,aky
“ ´
Z
b1
2
^
`
ÿ
ią1
b1xuj ,aiy `
ÿ
1ăiăk
xai,aky
ěb1pxv,ujy ´ 1
2
q `
ÿ
1ăiăk
xai,aky
ěb1pxv,ujy ´ 1
2
q ą 1,
(101)
unless xv,ujy “ 1, and v “ b1uj ` a2 with b1 “ 1, 2, in which case codimFpa1,a2qo “ 1, as in
Case (2)(a).
Finally, if a2i ą 0 for all i, then codimFpa1, . . . ,anqo ě 2 by Proposition 5.9. 
We prove the converse to Proposition 8.18 in the following lemmas. We begin with the case of
a totally semistable wall as in Case (1) of Proposition 8.18.
Lemma 8.19. Suppose that HW contains an effective spherical class w and an isotropic class u
such that xv,uy “ 1 “ ℓpuq and xv,wy “ 0. ThenW is totally semistable and induces a P1-fibration
on Mσ`pv, Lq for L ” D` rkv2 KX pmod 2q, where D is a nodal cycle. For the other determinant,
Mσ`pv, L `KXqzM sσ0pv, L`KXq is a divisor which does not get contracted.
Proof. We first observe that since xv,wy “ 0, it follows from the analogue of (90) in the spherical
case that xv,u1y “ xv,u2y. As ℓpu1q “ ℓpu2q, we may assume that u “ u1. By Proposition 8.1
we may write v “ xw ` yu1 with x, y P Z. Then 1 “ xv,u1y “ xxw,u1y which implies that
x “ 1 “ xw,u1y. But then xv,wy “ 0 forces y “ 2. Since ℓpu1q “ 1, M sσ0p2u1, 2L1q is non-empty
and two-dimensional by Proposition 3.10. Moreover, for the unique σ0-stable spherical object T of
class w and any A PM sσ0p2u1, 2L1q, stability ensures that ext1pT,Aq “ x2u1,wy “ 2. Then the P1
worth of extensions
0Ñ AÑ E Ñ T Ñ 0
gets contracted by crossing W, and varying A in M sσ0p2u1, 2L1q generically sweeps out an entire
irreducible component of Mσ`pv, Lq, where
L “ 2L1 ` detpT q ” detpT q ” D ` rkv
2
KX pmod 2q.
For the other determinant, observe that the only decompositions of v into effective classes are
v “ w ` 2u1 “ u1 ` u2, and from the proof of Proposition 8.18 only the former decomposition
corresponds to a totally semistable wall. Moreover, in the case of the decomposition v “ w ` 2u1
for the determinant L ` KX , the strictly σ0-semistable locus has codimension 1, so W is not
totally semistable for Mσ`pv, L`KXq. Indeed, if E PMσ`pv, L`KXq has this decomposition for
its Harder-Narasimhan filtration with respect to σ´, then the kernel A of the surjection E ։ T
would be in Mσ´p2u1, 2L1 `KXq. But M sσ´p2u1, 2L1 `KXq “ ∅ by Proposition 3.10, so A would
have to be strictly σ´-semistable, and from determinant considerations its Jordan-Ho¨lder factors
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would have to be A1 P Mσ´pu1, L1q and A2 P Mσ´pu1, L1 `KXq. But then A1 fl A2, A2pKXq, as
detpA1q ‰ detpA2q “ detpA2pKXqq, so
ext1pA1, A2q “ xu1,u1y ` hompA1, A2q ` ext2pA1, A2q “ hompA2, A1pKXqq “ 0,
from which it follows that A “ A1‘A2. Using [17, Lemmas 6.1-6.3], we thus get a unique σ`-stable
extension
0Ñ A1 ‘A2 Ñ E Ñ T Ñ 0,
which is unique in its S-equivalence class with respect to σ0, and varying the Ai spans a non-
contracted divisor of strictly σ0-semistable objects with the prescribed Harder-Narasimhan filtration
for σ´.
Now consider the other decomposition, v “ u1 ` u2, and take A1 P Mσ`pu1, L1q and A2 P
Mσ`pu2q. Then any nontrivial extension
(102) 0Ñ A1 Ñ E Ñ A2 Ñ 0
is σ`-stable by [6, Lemma 9.3], as the parallelogram spanned by u1 and u2 has no lattices points
other than its vertices. In order for detpEq “ L`KX we must have
detpA2q ` L1 “ L`KX “ 2L1 ` detpT q `KX ,
so that detpA2q “ L1 ` detpT q ` KX . As M sσ0pu2q “ ∅, A2 must be strictly σ0-semistable with
stable factors T and A11 PMσ`pu1q. It follows that
L1 ` detpT q `KX “ detpA2q “ detpT q ` detpA11q,
so A11 P Mσ`pu1, L1 `KXq. In particular, detpA1q ‰ detpA11q, and thus A1 fl A11, A11pKXq. Hence
by stability,
HompT,A1q “ HompA1, T q “ HompA11, A1q “ HompA1, A11pKXqq “ 0,
from which we see that HompA2, A1q “ 0 “ Ext2pA2, A1q “ 0, by applying Homp , A1q to the
short exact sequence (102). Thus ext1pA2, A1q “ 1, and there exists a unique σ`-stable extension
E, which is also unique in its S-equivalence class with respect to σ0. Letting the Ai vary, we again
sweep out a divisor that is not contracted by W, as claimed. 
Now we move on to Case (2)(a).
Lemma 8.20. Assume that v is minimal in HW , which contains primitive isotropic classes u1 and
u2 such that ℓpu1q “ ℓpu2q “ 1, and suppose that xv,uy “ 1 for a primitive isotropic u P HW with
ℓpuq “ 1.
(1) If v2 ě 3, then W induces a divisorial contraction on Mσ`pv, Lq.
(2) If either
(a) v2 “ 1 or
(b) v2 “ 2, HW contains a spherical class, and L ” D ` p rkv2 ` 1qKX pmod 2q, where
D is a nodal cycle,
then Mσ`pv, LqzM sσ0pv, Lq is a divisor which is not contracted by W.
Proof. Suppose first that HW contains an effective spherical or exceptional class w and v
2 ě 3.
Then by minimality of v and (90) (and its analogue in the spherical case), xv,u2y ě xv,u1y with
equality only if xv,wy “ 0. But if xv,wy “ 0, then u could be either u1 or u2, and writing
v “ xw ` yu with x, y P Z, we see that xv,uy “ 1 and xv,wy “ 0 imply that v “ w ` p´w2qu,
where xu,wy “ 1. It follows that v2 “ ´w2, which were explicitly excluded. Thus xv,wy ą 0
and we see that u “ u1. Moreover, we see by the same reasoning that xv,u1y “ 1 implies that
v “ w ` yu1 and xw,u1y “ 1 so that v2 “ w2 ` 2y ” w2 pmod 2q.
We will break the proof up into different parts based on the decomposition of v we will use.
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Suppose first that v2 ě 3 if w is exceptional and v2 ě 8 if w is spherical. Setting v1 “ v´ 2u1,
it follows that v12 “ v2 ´ 4 ě ´1 or v12 ě 4 if w is exceptional or spherical, respectively. As
xv1,u1y “ 1, we have v1 P CW , and from xv1,wy “ v2`w2´42 , which is positive if w is spherical,
we have M sσ0pv1q ‰ ∅ by Proposition 8.18. Then for E1 P M sσ0p2u1q and E2 P M sσ0pv1q, we have
HompE2, E1q “ HompE1, E2pKXqq “ 0 by stability. It follows that ext1pE2, E1q “ xv1, 2u1y “ 2, so
there is a P1 worth of extensions of the form
0Ñ E1 Ñ E Ñ E2 Ñ 0,
which gets contracted by W. Varying E1 and E2 in their moduli sweeps out a divisor in Mσ`pvq.
Moreover, as detpE1q “ 2L1 by Proposition 3.10, we may choose E2 P M sσ0pv1q to have either
determinant L2 or L2 `KX , where rL2modKXs “ c1pv1q, to get a divisorial contraction on each
Mσ`pv, 2L1 ` L2q and Mσ`pv, 2L1 ` L2 ` KXq. We have proven the first claim of the lemma for
w exceptional, and to complete the proof of this claim for w spherical we must consider when
v2 “ 6, 4.
If v2 “ 6 and L ” D ` p rkv
2
` 1qKX pmod 2q, then the same argument gives a divisorial
contraction on Mσ`pv, Lq, as then v12 “ 2 (i.e. xv1,wy “ 0) and M sσ0pv1, L ´ 2L1q ‰ ∅ by
Lemma 8.19. If instead L ” D ` rkv
2
KX pmod 2q, then we will use a different decomposition
of v. The conditions xv,u1y “ 1 and v2 “ 6 force v “ w ` 4u1 with xu1,wy “ 1, so instead
of the above decomposition (v “ pv ´ 2u1q ` 2u1), we use a different one, v “ w ` v2 where
v2 :“ 2u1 ` 2u1. Indeed, take the unique σ0-stable object T of class w, and two non-isomorphic
objects E1, E2 PM sσ0p2u1, 2L1q. Then by [17, Lemmas 6.1-6.3] the extensions of the form
0Ñ E1 ‘ E2 Ñ E Ñ T Ñ 0
are σ`-stable and move in a two-dimensional family contracted to the same point by W. Varying
pE1, E2q P pM sσ0p2u1, 2L1qˆM sσ0p2u1, 2L1qqz∆, where ∆ is diagonal, sweeps out a contracted divisor
in Mσ`pv, Lq.
If v2 “ 4, then the condition xv,u1y “ 1 forces v “ w ` 3u1. Take the unique σ0-stable object
T of class w, let E1 PM sσ0p2u1, 2L1q, and E2 PM sσ0pu1q. We consider extensions of the form
0Ñ 0Ñ E1 ‘ E2 Ñ E Ñ T Ñ 0.
These extensions move in a one-dimensional family by [17, Lemma 6.3] and are σ`-stable by [17,
Lemma 6.1]. For fixed Ei, this curve of extensions is contracted by W, and varying the Ei sweeps
out a divisor. As detpE2q can be either L1 or L1 ` KX , we get a divisorial contraction in each
component as before.
This concludes the proof of Case (1) for HW that falls into Cases (2) and (3) of Proposition 8.1.
For the second claim of the lemma for HW falling into Cases (2) and (3) of Proposition 8.1, we
must consider v2 “ 1 and v2 “ 2, which occur when w is exceptional and spherical, respectively.
In the first case, we must have v “ w ` u1. Letting F P M sσ0pu1q and T be the unique (up tobOXpKXq) σ0-stable exceptional object of class w, we consider the unique non-trivial extension,
0Ñ F Ñ E Ñ T Ñ 0.
Varying F PM sσ0pu1q, we sweep out a non-contracted divisor in each of Mσ`pv, Lq and Mσ`pv, L`
KXq, giving Case (2)(a). The second case has been dealt with in the second statement of Lemma
8.19, giving Case (2)(b).
Finally, we suppose that HW contains no effective spherical or exceptional class. We note that
since xv,uy “ 1, HW must be even. Indeed, it follows from xv,uy “ 1 that HW “ Zu ` Zv, and
if v2 were odd, then v
2`1
2
u´ v would be an exceptional class, so v2 must be even. But then HW
must be even as well.
We first prove Case (1) in this case. So suppose that v2 ě 3. Then HW being even gives v2 ě 4,
and by Remark 8.4 we may write v “ v1 ` 2u1 as above to get a divisor swept out by contracted
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P1’s of extensions
0Ñ E1 Ñ E Ñ E2 Ñ 0
with E1 P M sσ0p2u1, 2L1q and E2 P M sσ0pv1q. Note that if v2 ą 4, so that v12 ą 0, M sσ0pv1q is non-
empty by Proposition 8.18, while if v2 “ 4, so that v12 “ 0, then v1 “ u2 andM sσ0pu2q ‰ ∅ because
CW “ PH by Proposition 8.1. Either way, we may choose E2 to have the appropriate determinant
to give a divisorial contraction in each Mσ`pv, Lq. This completes the proof of Case (1) of the
Lemma.
The final option to consider is v2 “ 2, in which case the only possibility for a destabilizing exact
sequence is
0Ñ E1 Ñ E Ñ E2 Ñ 0
for Ei PM sσ0puiq, which span a divisor which is not contracted as ext1pE2, E1q “ 1. 
Now we prove the converse to Case (2)(b) of Proposition 8.18.
Lemma 8.21. Suppose that HW is isotropic with ℓpu1q “ ℓpu2q “ 1 and xv,wy “ 0 for an effective
spherical or exceptional class w P HW .
(1) If w2 “ ´2 and either
(a) v2 ą 2, or
(b) v2 “ 2 and xv,u1y ą 1,
then W induces a divisorial contraction on Mσ`pv, Lq.
(2) If either
(a) w2 “ ´2, v2 “ 2, xv,u1y “ 1, and L ” D ` p rkv2 ` 1qKX pmod 2q, or
(b) w2 “ ´1,
then codimpMσ`pv, LqzM sσ0pv, Lqq “ 1 but this divisor is not contracted.
Proof. Consider the Mukai vector a :“ v ´w. Then
a2 “ v2 `w2 ą w2, xa,vy “ v2 ą 0, and xa,wy “ ´w2.
If a2 ą 0, then since xa,wy ą 0, M sσ0paq ‰ ∅ by Proposition 8.18, and we consider the σ`-stable
extensions
0Ñ F Ñ E Ñ GÑ 0,
where F P M sσ0paq and G P M sσ0pwq. If w2 “ ´2, then G is the unique σ0-stable spherical object
T of class w, and by stability ext1pT, F q “ xw,ay “ 2, so these extensions span a P1 which gets
contracted by W. If w2 “ ´1, then G is T or T pKXq, and each choice of G gives a unique such
non-trivial extension, as ext1pG,F q “ xa,wy “ 1 by stability. A dimension count immediately
gives that varying F in M sσ0paq spans a divisor which gets contracted if w2 “ ´2 but does not if
w2 “ ´1. Note that we may choose F to have either determinant appropriately to give the claimed
behavior for each Mσ`pv, Lq.
It remains to consider when a2 “ 0, i.e v2 “ ´w2. The fact that a is an effective isotropic class
such that xa,wy ą 0 implies that a “ ku1. If w2 “ ´1, then k “ xu1,wy “ 1, in which case
v “ w`u1 and the claim follows from Case (2)(a) of Lemma 8.20. On the other hand, if w2 “ ´2,
then
2 “ ´w2 “ xa,wy “ xku1,wy “ kxu1,wy,
so either v “ w ` 2u1 and xu1,wy “ 1 or v “ w ` u1 and xu1,wy “ 2. In the first case, v2 “ 2
and xv,u1y “ 1, as in Case (2)(a), so the claim follows from Lemma 8.19. In the second case, we
consider the P1 worth of extensions
0Ñ F Ñ E Ñ T Ñ 0
with F P M sσ0pu1q and T P M sσ0pwq the unique σ0-stable spherical object of class w. Varying F P
M sσ0pu1, L1q (or M sσ0pu1, L1 `KXq), these extensions span a contracted divisor in each Mσ`pv, Lq.

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8.3. Non-minimal case. Finally, we consider the case that xv,wy ă 0. As usual, we follow the
orientation described in Remark 8.4 so that φ`pwq ą φ`pvq, and hence φ´pwq ă φ´pvq, and
denote by T the unique (up to ´bOXpKXq) σ0-stable object of class w. We set T1 :“ xT, T pKXqy
if w2 “ ´1 (resp. T1 :“ xT y if w2 “ ´2) and F1 is the full subcategory of Pp1q generated by
σ0-stable objects E with φ
`pEq ă φ`pT q. We also let T1˚ be the full subcategory of Pp1q generated
by σ0-stable objects E with φ
´pEq ą φ´pT q and F˚1 :“ xT, T pKXqy if w2 “ ´1 (resp. F˚1 :“ xT y if
w2 “ ´2). We set A0 “ Pp1q, A1 “ xT1r´1s,F1y and A1˚ :“ xT1˚ ,F1˚ r1sy. Let Φ : DbpXq Ñ DbpXq
be the equivalence defined by T as in Eqs. (2) and (3). Then we have equivalences
Φ :A0
„ÝÑ A1
Φ´1 :A0
„ÝÑ A˚1 .
(103)
The proof is identical to that for the non-isotropic case.
Write n :“ ´2xv,wy if w2 “ ´1 (resp. n :“ ´xv,wy if w2 “ ´2), and assume that n ą 0. Then
we have isomorphisms
(104)
Φ : Mσ`pvq „ÝÑ Mσ´pv ´ nwq,
Φ : Mσ`pv ´ nwq „ÝÑ Mσ´pvq,
where v ´ nw is minimal and xv ´ nw,wy ą 0. By Propositions 8.8 and 8.18 and the fact that
xv,wy ‰ 0, we have a birational map
(105) Mσ´pv ´ nwq 99KMσ`pv ´ nwq
unless xv ´ nw,uy “ 1 and ℓpuq “ 2. In this case, W is totally semistable for v ´ nw as well and
induces a divisorial contraction. We note that the S-equivalence class of E PMσ`pvq is determined
by that of ΦpEq P Mσ`pv ´ nwq, as E is an extension of ΦpEq and pT ‘ T pKXqq‘n if w2 “ ´1
(resp. T‘n if w2 “ ´2), so it follows that W induces a divisorial contraction for Mσ`pvq as well.
Otherwise, precomposing and postcomposing the birational map in (105) with the isomorphisms
from (104), we get a birational map
(106) Φ ˝Φ :Mσ`pvq 99KMσ´pvq.
As the birational map in (105) is isomorphic in codimension one unless
(1) xv´ nw,uy “ 2 “ ℓpuq; or
(2) xv´ nw,uy “ 1 “ ℓpuq,
the same holds true for the birational map in (106). In either of these cases, crossing W induces
a divisorial contraction on Mσ`pv ´ nwq by Lemmas 8.17 and 8.20, so the same holds true for
Mσ`pvq by the above discussion regarding S-equivalence in the case xv ´ nw,uy “ 1, ℓpuq “ 2.
Remark 8.22. As in the non-isotropic case, if xv,wy “ 0, then Φ again induces an isomorphism
Φ :Mσ`pvq ÑMσ´pvq.
Proof of Proposition 8.5. The proposition follows from the above discussion and Lemmas 8.12, 8.13,
8.15-8.17 and 8.19-8.21. The only point that needs mentioning is that the restrictions on v2 in these
lemmas can be equivalently rephrased in terms of either the pairing with w or u as in the statement
of Proposition 8.5. 
Example 8.23. An important example arises in the context of Remark 8.22. Suppose that xv,wy “
0 for the effective exceptional class w in the isotropic lattice HW . Then we have seen that if
xv,uy ą ℓpuq for all primitive isotropic u P CW X HW , then Mσ`pv, LqzM sσ0pv, Lq is a divisor
that does not get contracted. We will see in the next section (specifically Proposition 9.1) that W
nevertheless induces a small contraction if v is primitive.
This is an interesting situation. On the one hand, we know from Remark 8.22 that Φ induces
an isomorphism between Mσ`pvq and Mσ´pvq. Moreover, from its definition, Φ restricts to the
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identity on the common open subset M sσ0pvq ĂMσ`pvq XMσ´pvq. On the other hand, as π` is a
small contraction, we may flop it to get another minimal model M˜ of Mσ`pvq, but M˜ flMσ´pvq.
This phenomenon, which is present on any Enriques surface, leads one to wonder whether or
not the minimal model M˜ can nevertheless be obtained by Bridgeland wall-crossing. It may be
possible to reach M˜ by crossing a different wall bounding the chamber containing σ`, or this may
be a counter-example to the conjecture that all minimal models ofMσpvq, for σ P Stab:pXq generic,
are isomorphic to Mτ pvq for some τ P Stab:pXq.
9. Flopping walls
In Sections 6-8 we have given necessary and sufficient criteria for the wall W to be totally
semistable, to induce a P1 fibration, and to induce a divisorial contraction. In this section, we
discuss the remaining possibility for the contraction morphism π`. That is, if W does not induce
a fibration or a divisorial contraction, then it must either induce a small contraction, that is, the
exceptional locus of π` must have codimension at least two, or W is fake wall so that π` does
not contract any curves. In the next result, we give precise criteria for when W is a genuine wall
inducing a small contraction, at least for v primitive. It is the only result in our work so far that
has assumed that v is primitive.
Proposition 9.1. Assume that v is primitive and that W induces neither a divisorial contraction
nor a P1-fibration. If either
(1) v2 ě 3 and v can be written as a sum v “ a1 ` a2 with ai P PH such that L ” r2KX
pmod 2q if for each i, a2i “ 0 and ℓpaiq “ 2; or
(2) there exists an exceptional class w and either
(a) 0 ă xw,vy ď v2
2
, or
(b) xv,wy “ 0 and v2 ě 3; or
(3) there exists a spherical class w and either
(a) 0 ă xw,vy ă v2
2
, or
(b) xw,vy “ v2
2
and v ´w is a spherical class,
then W induces a small contraction on Mσ`pv, Lq.
Proof. Note that it suffices to show that some positive dimensional subvariety of σ`-stable objects
becomes S-equivalent with respect to σ0 and thus gets contracted by π
`.
We consider Case (1) first, so v “ a1 ` a2 with ai P PH. Using [6, Lemma 9.2], we may assume
that the parallelogram with vertices 0,a1,v,a2 does not contain any lattice point other than its
vertices. In particular, the ai are primitive, and without loss of generality, we may assume that
φ`pa1q ă φ`pa2q. By Theorem 3.8, there exist σ`-stable objects Ai with vpAiq “ ai. If a2i ą 0 for
each i, then the signature of H forces xa1,a2y ě 2 so that ext1pA2, A1q ě 2. If, say, a21 “ 0, then by
part (1) of Theorem 5.8 and the assumptions that v2 ě 3 and that W does not induce a divisorial
contraction, we must have either ℓpa1q “ 2 and xv,a1y ě 3 or ℓpa1q “ 1 and xv,a1y ě 2. So either
way xa2,a1y ě 2 and again ext1pA2, A1q ě 2. By [6, Lemma 9.3], any nontrivial extension
0Ñ A1 Ñ E Ñ A2 Ñ 0
is σ`-stable of class v. All such extensions are non-isomorphic but S-equivalent with respect to
σ0, giving a projective space of positive dimension contracted by π
`. Moreover, in all of the above
cases, we may choose A1 or A2 to have the appropriate determinant so that E can have either of
the two possible determinants for v, except when a21 “ a22 “ 0 and ℓpa1q “ ℓpa2q “ 2.
When a21 “ a22 “ 0 and ℓpa1q “ ℓpa2q “ 2, then the argument above produces a projective space
of positive dimension dimension contracted by π` if
L “ detpA1q ` detpA2q ” rkpA1q
2
KX ` rkpA2q
2
KX “ r
2
KX pmod 2q,
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as claimed. Observe further that if H contains an exceptional or spherical class w, then a2 “
a1 ´ 2 xa1,wyw2 w, where we note that if w2 “ ´2 then xa1,wy is even by Remark 8.3, so
v “ a1 ` a2 “ 2a1 ´ 2xa1,wy
w2
w “ 2
ˆ
a1 ´ xa1,wy
w2
w
˙
is not primitive, contary to our assumptions. Thus this possibility only occurs in Case (1) of
Proposition 5.7.
We move on to Case (2)(a). Assume first that v is minimal. Then xv,wy ą 0 means w is
effective. Since pv ´wq2 ě ´1 and xv,wy ď v2
2
ă v2, we see that xv,v ´wy ą 0 so that v ´w
must be effective. From the assumptions, we observe that xw,v ´ wy “ xw,vy ` 1 ě 2. As in
the proof of [6, Proposition 9.1], we consider the parallelogram P with vertices 0,w,v,v ´w and
the function fpaq “ a2 on P, and the same argument as given there shows that fpaq ą ´1 unless
a P tw,v ´wu. It follows that if P contains any lattice point a other than its vertices, then both
a2 ě 0 and pv´ aq2 ě 0. So v is the sum of two positive classes, and we are in Case (1). It is easy
to see that indeed v satisfies the extra condition v2 ě 3 if such an a is isotropic. We may therefore
assume that no such lattice points exist. Let T be a σ`-stable object of class w and F be any
σ`-stable object of class v´w. Then, assuming φ`pwq ă φ`pv´wq without loss of generality, we
get ext1pF, T q ě 2, so there is a positive dimensional projective space worth of σ`-stable extensions
that are S-equivalent with respect to σ0 and thus get contracted by π
`.
Now assume that v is not minimal. Consider the composition of spherical and weakly-spherical
twists as in Proposition 6.20 or Proposition 6.22, and denote it by Φ. Then Φ˚pvq is minimal, and
as xΦ˚pwq,Φ˚pvqy “ xw,vy, we see that Φ˚pwq is an effective exceptional class and satisfies the
same inequality in the hypothesis of (2)(a) for Φ˚pvq instead v. Thus Φ˚pv ´wq is effective and
satisfies Φ˚pv´wq2 ě ´1. Moreover, depending on the parity of the index of the chamber occupied
by v, we either get Mσ˘pvq –Mσ˘pΦ˚pvqq or Mσ˘pvq –Mσ¯pΦ˚pvqq, and the S-equivalence class
of E PMσ`pvq is determined by that of ΦpEq PMσ˘pΦ˚pvqq, respectively. Thus the result follows
from the work of the previous paragraph.
Now let us consider Case (2)(b). We first assume that v is minimal. As v2 ě 3 by assumption,
pv ´ 2wq2 ě ´1, and since xv,wy “ 0 and xv,v ´ 2wy “ v2 ą 0, we may assume that both w
and v ´ 2w are effective. Note also that xw,v ´ 2wy “ 2. Let T, T pKXq be the two σ`-stable
exceptional objects of class w and let F be a σ`-stable object of class v ´ 2w. As in the previous
cases, we may assume that the parallelogram with vertices 0,w,v,v´w has no additional lattices
points so that therefore the parallelogram with vertices 0, 2w,v,v´2w has no lattices points other
than 0,w, 2w,v,v ´w,v ´ 2w. Without loss of generality we may assume that φ`pwq ą φ`pvq.
Then for any extension
0Ñ F Ñ E Ñ T ‘ T pKXq Ñ 0
corresponding to non-zero extensions in each of Ext1pT, F q and Ext1pT pKXq, F q, E satisfies
HompT,Eq “ HompT pKXq, Eq “ 0.
It follows that E is σ`-stable of class v. Indeed, if not, then the class of the maximal destabilizing
subobject A would satisfy φ`pvpAqq ą φ`pvq and thus must either be w or 2w. But then we
would get HompT,Eq ‰ 0 or HompT pKXq, Eq ‰ 0, a contradiction. Thus we get a P1 ˆ P1 worth
of non-isomorphic σ`-stable objects of class v that gets contracted by π`. If v is not minimal,
then as in Case (2)(a), we may apply the composition of spherical and weakly-spherical twists Φ
to reduce to the minimal case.
Finally, we move on to Case (3) and deal with both subcases at the same time. The proof
proceeds exactly as in [6, Lemma 9.1, case (b)] persuant to the following remark: if there is a
lattice point a in the parallelogram with vertices 0,w,v,v ´w that satisfies a2 “ ´1, then we are
in Case (2), which we have covered already. The argument of [6, Lemma 9.1, case (b)] then carries
through without change. 
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v0 w0
w1
pv ´w0q2 “ ´1 pv ´w1q2 “ ´1
v2 “ v20
Figure 3. The region between the two hyperbolas when w20 “ w21 “ ´1.
Now we prove the converse to Proposition 9.1, namely that if HW does not fall into any of the
above mentioned cases, then W is not a genuine wall.
Proposition 9.2. Assume that v is primitive and that W induces neither a divisorial contraction
nor a P1-fibration. Assume further that we are not in Cases (1)-(3) of Proposition 9.1. Then W is
either a fake wall, or not a wall at all.
Proof. We consider first the case that v is minimal in its GH-orbit. Furthermore, we assume for now
that v2 ě 3 and prove that in this case every σ`-stable object E of class v is σ0-stable. If not, then
some such E is strictly σ0-semistable, and thus σ´-unstable. Let a1, . . . ,an be the Mukai vectors
of the HN-filtration factors of E with respect to σ´. By assumption on the failure of condition (1),
the ai cannot all be in PH, so E must have a destabilizing spherical or exceptional subobject or
quotient T with vpT q “ w.
If there is only one σ0-stable spherical or exceptional object (in the latter case, uniqueness is only
up to ´ bOXpKXq of course), then clearly v ´w P PH, so v2 ´ 2xw,vy `w2 ě 0, contradicting
the assumption about the failure of conditions (2) and (3) of Proposition 9.1.
Now suppose instead that there are two σ0-stable spherical/exceptional objects with Mukai
vectors w0,w1. We must have v ´w P CW , and moreover, by [51, Lemma 4.6] any stable factor
of T must also be spherical or exceptional, so v ´ w0 or v ´ w1 must be effective as well. The
assumption about the failure of conditions (2) and (3) in addition to the minimality assumption
on v force xv,wiy ą v22 , and thus that pv ´ wiq2 ă w2i , for i “ 0, 1. But then v must lie above
the concave up (region of the) hyperbola pv ´w1q2 “ w21 and below the concave down hyperbola
pv´w0q2 “ w20. In case w20 “ w21, these two hyperbolas intersect at 0 and w0`w1, as pictured in
Fig. 3, while if, say, ´1 “ w20 ‰ w21 “ ´2, then we must have pv´w0q2 ď ´2 and pv´w1q2 ă ´2.
Similarly to the previous case, v must lie above or on the hyperbola pv´w0q2 “ ´2 and below the
concave down hyperbola pv ´ w1q2 “ ´2. One can easily check that, writing vi “ xiw0 ` yiw1,
i “ 1, 2, these hyperbola intersect at two points v1 and v2 both of which satisfy 0 ă xi, yi ă 1.
In either case, it follows that v must be located in the interior of the parallelogram with vertices
0,w0,w1,w0`w1. But then neither v´w0 nor v´w1 can be effective, a contradiction. Thus W
is not a wall at all as every E PMσ`pvq is σ0-stable.
Now let us suppose that v is still minimal but v2 “ 1, 2. We will show that though there may
be some strictly σ0-semistable object E, there are no curves of such objects that σ`-stable. Take
a strictly σ0-semistable object E and consider its Jordan-Ho¨lder filtration with respect to σ0 with
σ0-stable factors Ei with vpEiq “ ai. Then we may write v “
řn
i“1 ai, and the minimality of v
forces xv,aiy ě 0 for all i, so we may order the ai such that
0 ď xv,a1y ď xv,a2y ď ¨ ¨ ¨ ď xv,any.
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Let us begin with v2 “ 1, and we observe that for E to be strictly σ0-semistable we must have
xv,a1y “ 0, since otherwise
1 “ v2 “
nÿ
i“1
xv,aiy ě n.
But then the signature of HW forces a
2
1 ă 0, so that a21 “ ´2 or ´1 and E1 is spherical or excep-
tional, respectively. We claim that actually E1 must be exceptional. Indeed, if E1 were spherical
then HW would be non-isotropic by Proposition 8.1, soW would induce a divisorial contraction for
each choice of L by Lemma 7.2, contrary to assumption. Thus E1 must be exceptional. It follows
that HW is isotropic as pv ´ a1q2 “ 0, and xv ´ a1,a1y “ 1 implies that v “ a1 ` u1, which is
the only decomposition of v into effective classes. If ℓpu1q “ 2, then by Lemma 8.11 W is totally
semistable but contracts no curves. If ℓpu1q “ 1, then by Lemma 8.20 Mσ`pv, LqzM sσ0pv, Lq is a
divisor containing no contracted curves for each choice of L, as required.
Now we consider v2 “ 2. If xv,a1y ą 0, then we must have n “ 2 and xv,a1y “ xv,a2y “ 1.
Moreover,
a21 “ pv ´ a2q2 “ v2 ´ 2xv,a2y ` a22 “ a22.
Thus if a21 ě 0, then a22 ě 0, so from v2 “ 2, we see that the only decomposition with ai P PH occurs
when a2i “ 0 and xa1,a2y “ 1. It follows that ℓpa1q “ ℓpa2q “ 1, so we get thatMσ`pv, LqzM sσ0pv, Lq
is a divisor containing no contracted curves by the end of the proof of Lemma 8.20. Otherwise,
a2i ă 0, and we have xv,aiy “ v
2
2
as in Cases (2)(a) and (3)(b) of Proposition 9.1, contrary to our
assumption.
Thus we must consider xv,a1y “ 0, and from the signature of HW we must have a21 ă 0 so that
a21 “ ´2 or ´1 and E1 is spherical or exceptional, respectively.
If E1 is spherical, then pv ´ a1q2 “ 0, so HW is isotropic, and we either have v ´ a1 “ u1 with
xu1,a1y “ 2 or v´a1 “ 2u1 with xu1,a1y “ 1 (in which case ℓpu1q “ 1). If ℓpu1q “ 2, then we must
have v “ a1`u1 with xa1,u1y “ 2, and this is the only decomposition of v. But then by Lemma 8.13
W is not a wall at all since by assumption W does not induce a P1-fibration. If ℓpu1q “ 1, then
from the end of the proof of Lemma 8.21, we cannot have the decomposition v “ a1 ` u1 as this
would lead to a divisorial contraction for each choice of L, contrary to assumption. Thus we must
have v “ a1 ` 2u1 with xa1,u1y “ 1. But then as W does not induce a P1-fibration, we must have
L ” D ` p rkv
2
` 1qKX pmod 2q and Mσ`pv, LqzM sσ0pv, Lq is a divisor that contains no contracted
curves by Lemma 8.19, as required.
If E1 is exceptional, then HW must be non-isotropic. Indeed, if HW were isotropic, then we could
write v “ xu1`ya1 with x, y P Z, and the two conditions v2 “ 2 and xv,a1y “ 0 would force 2 “ y2,
a contradiction. If L ” D` rkv
2
KX pmod 2q and HW falls into Case (3)(c) of Proposition 5.7, then
from Lemma 7.3, W would induce a divisorial contraction, contrary to our assumptions. So either
HW falls into Case (3)(c) of Proposition 5.7 and L ı D ` rkv2 KX pmod 2q or HW does not fall
into Case (3)(c) of Proposition 5.7. But then Lemma 7.3 shows that no curves get contracted, as
required.
If v is not minimal, then v P Cn for some 0 ‰ n P Z and there exists a minimal class v0 in
the same orbit. By Propositions 6.20 and 6.22, if n is even then Mσ`pvq – Mσ`pv0q, induced by
a sequence of spherical/exceptional twists, and if n is odd, then Mσ`pvq – Mσ`pv1q – Mσ´pv0q.
Since the assumptions of the proposition are invariant under GH, the same asumptions apply to
v0, so every σ˘-stable object of class v0 is σ0-stable. If Φ is the sequence of spherical/exceptional
twists used in this isomorphism, then from the definition of a spherical/exceptional twist, it is easy
to see that the S-equivalence class of ΦpE0q is determined by that of E0. Since this equivalence
is trivial on Mσ˘pv0q, it must be trivial on Mσ`pvq as well, implying that π` is an isomorphism.
Thus W is a fake wall, as claimed. 
Finally we can prove Theorem 5.8:
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Proof of Theorem 5.8. The theorem follows from Propositions 7.1, 8.5, 9.1 and 9.2 and Lemma 6.1.

We will end this section by observing that Theorem 5.8 and Propositions 6.21 and 6.22 prove
part (1) of Theorem 1.1. Indeed, connect σ and τ by a path, σptq, with 0 ď t ď 1, σp0q “ σ, and
σp1q “ τ . Observe that as the set of walls is lcoally finite, σptq only crosses finitely many of them,
and by perturbing σptq slightly, we may assume that σptq only crosses one wall at a time (that
is, if σpt0q P W then σpt0q is a generic point of W). If σptq does not cross any totally semistable
walls, thenMσpvq andMτ pvq are clearly birational. Otherwise, it suffices consider that σ “ σ` and
τ “ σ´ are two sufficiently close stability conditions separated by a single totally semistable wallW.
If there exists a spherical/exceptional class w P HW such that xv,wy “ 0, then Mσ`pvq –Mσ´pvq
by Propositions 6.21 and 6.22. Otherwise, by Theorem 5.8 and Propositions 6.20 and 6.22, we
may assume that v is minimal so that we must have xv,uy “ 1 for an isotropic u P HW such that
ℓpuq “ 2. But then we have seen that π` is a divisorial contraction, so we again have Mσ`pvq and
Mσ´pvq are birational, as claimed.
In Section 11 we will prove part (2) of Theorem 1.1 and the rest of our main results. In particular,
we will show that, under generic conditions, the birational map between Mσ`pvq and Mσ´pvq is
induced by a Fourier-Mukai transform. This is obvious whenW induces a small contraction, but is
more subtle in the case of divisorial contractions. But while the behavior of divisorial contractions
for Bridgeland moduli on Enriques surfaces is analogous to the K3 case for divisorial contractions
of Brill-Noether, Hilbert-Chow, and Li-Gieseker-Uhlenbeck type, there is an additional type of
divisorial contraction that requires extra care. We will turn to this subject in the next section.
10. LGU on the covering K3 surface
As its name suggests, the induced Li-Gieseker-Uhlenbeck (iLGU) type contraction, which occurs
when the hyperbolic lattice HW contains an isotropic u such that xv,uy “ 1 “ ℓpuq, is induced
from the covering K3. The associated HN-filtration factors are objects F P M sσ0p2uq. But while
this stable locus has dimension two, it is not proper as Mσ0p2uqzM sσ0p2uq ‰ ∅. So we cannot
use the usual machinery as in the regular LGU case where ℓpuq “ 2. There we use the universal
family associated to the proper two-dimensional moduli space to obtain the requisite Fourier-Mukai
transform as in [16, Corollary 2.8]. Instead, we show that we may induce a Fourier-Mukai transform
on X by considering the corresponding LGU type contraction on its K3 cover rX. So we turn now
to considering LGU contractions more carefully in the K3 case.
10.1. Fourier-Mukai transform associated to the Li-Gieseker-Uhlenbeck contraction.
Let X1 be a K3 surface and u1 be a primitive isotropic Mukai vector on X1. For a general
stability condition σ P Stab:pX1q, we consider X2 :“ Mσpu1q, which is another K3 surface. Let
E P DbpX1 ˆX2, 1X1 ˆ αq be a universal object for Mσpu1q, considered as a twisted object where
α is a 2-cocycle of OˆX2 . We set
(107) Φ :“ ΦE_X1ÑX2 , Ψ :“ ΦEX2ÑX1 .
For a smooth variety Y , we also set
(108) DY pEq :“ E_ “ RHomOY pE,OY q, E P DbpY q.
Let v1 be a Mukai vector on X1 such that xu1,v1y “ 2. It is well known that, using the Fourier-
Mukai transform Φ, the moduli space Mσpv1q is isomorphic to a moduli space of rank two Gieseker
stable sheaves of Mukai vector v2 “ vpΦpv1qq on X2. In the next result, we translate a well-known
concrete result about crossing the Uhlenbeck wall for v2 on X2 to an instrinsic analogous statement
for X1.
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Proposition 10.1. There is an object F P DbpX1ˆX1q which induces a Fourier-Mukai transform
ΦF
_
X1ÑX1 : D
bpX1q Ñ DbpX1q such that
(1) ΦF
_
X1ÑX1 preserves Stab
:pX1q.
(2) The induced action on H˚pX1,Zq is given by the formula
(109) DX1 ˝ ΦF
_
X1ÑX1pvq “ ´pv `
v21
2
xv,u1yu1 ´ xv,v1yu1 ´ xv,u1yv1q,
for any v P H˚pX1,Zq.
Proof. For F P DbpX1q with vpF q “ v1, we set
(110) N :“ detΦpF q, and v2 :“ vpΦpF qq “ p2, ξ, aq.
As mentioned above, Φ induces an isomorphism between Mσpv1q and the moduli space Mωpv2, αq
of ω-Gieseker stable α-twisted sheaves of Mukai vector v2 on X2. It is well known that crossing the
LGU wall of the Gieseker chamber for v2 is induced by the Fourier-Mukai transform p q_ bN “
pbNq ˝DX2 . Pulling this back to X1, we have a sequence of equivalences:
(111) DbpX1q ΦÝÝÝÝÑ DbpX2, α´1q
DX2ÝÝÝÝÑ DbpX2, αq bNÝÝÝÝÑ DbpX2, α´1q ΨÝÝÝÝÑ DbpX1q,
and we denote their composition by
(112) Ξ :“ Ψ ˝ pbNq ˝DX2 ˝Φ,
which is a (contravariant)-equivalence DbpX1q Ñ DbpX1q. Thus DX1 ˝ Ξ is an autoequivalence of
DbpX1q.
Since r2s ˝ Ξ “ DX1 ˝ ΦE
_
X2ÑX1 ˝ pbN_q ˝ Φ (by Grothendieck-Serre duality), DX1 ˝ Ξ defines a
Fourier-Mukai transform ΦF
_
X1ÑX1 : D
bpX1q Ñ DbpX1q.
To see that ΦF
_
X1ÑX1 preserves Stab
:pX1q, note first that Φpσq is geometric as Φ identifies the
objects of Mσpu1q with the points of X2 considered as Φpσq-stable objects of class p0, 0, 1q. Thus
Φ induces an isomorphism Stab:pX1q – Stab:pX2q. Since bN_ also preserves the space of full
numerical stability conditions, ΦF
_
X1ÑX1 preserves Stab
:pX1q, as claimed in (1).
Now we prove (2). Since v2 “ p2, ξ, aq, it follows that
pQv2 `Q̺X2qK “
!
eξ{2p0,D, 0q
ˇˇˇ
D P H2pX2,Qq
)
,
where the orthogonal complement is taking inside H˚pX2,Qq. Moreover, under pbNq ˝ DX2 , we
have
(113)
v2 ÞÑ v2
̺X2 ÞÑ ̺X2
eξ{2p0,D, 0q ÞÑ ´eξ{2p0,D, 0q.
Hence
(114) Ξ|pQu1`Qv1q “ 1pQu1`Qv1q, Ξ|pQu1`Qv1qK “ ´1pQu1`Qv1qK .
Then it is easy to see that for any v P H˚pX1,Zq we have
(115) Ξpvq “ ´pv ` v21
2
xv,u1yu1 ´ xv,v1yu1 ´ xv,u1yv1q.

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10.2. The induced Li-Gieseker-Uhlenbeck wall and its Fourier-Mukai transform on an
Enriques surface. Having delved more deeply into the FM transform associated to a wall of LGU
type on K3 surfaces, we explore the corresponding picture on the Enriques quotient. So let X be
an Enriques surface with K3 cover rX .
Proposition 10.2. Assume that Picp rXq “ ̟˚ PicpXq. Let u0 and v0 be Mukai vectors such that
u0 is primitive and isotropic, xu0,v0y “ 1 and ℓpu0q “ 1. We set
v1 :“ ´p̺X ` 2v20x̺X ,u0yu0 ´ 2x̺X ,v0yu0 ´ 2x̺X ,u0yv0q.
Then there is an autoequivalence ΦE
_
XÑX : D
bpXq Ñ DbpXq such that
(1) For any v P H˚algpX,Zq,
(116) DX ˝ΦE_XÑXpvq “ ´pv` 2v20xv,u0yu0 ´ 2xv,v0yu0 ´ 2xv,u0yv0q.
(2) vpE |Xˆtxuq “ v1.
(3) ̟˚ ˝DX ˝ ΦE_XÑX “ Ξ ˝̟˚ for Ξ in (112).
Proof. We note that v1 is a primitive and isotropic Mukai vector with ℓpv1q “ 2. We set v1 :“
̟˚pv0q and u1 :“ ̟˚pu0q. By Proposition 10.1, we have an object F P Dbp rXˆ rXq which defines a
Fourier-Mukai transform satisfying (1) and (2) of Proposition 10.1. We will show that F descends,
in an appropriate sense, to an object E P DbpX ˆ Xq that defines the desired autoequivalence of
DbpXq.
Since ΦF
_rXÑ rX preserves Stab:p rXq, which is isomorphic to Stab:pXq from the assumption Picp rXq “
̟˚ PicpXq by [35, Theorem 1.2], there is an ι-invariant stability condition σ1 P Stab:p rXq such that
F is a family of σ1-stable objects. By the ι-invariance of σ1, ι˚pF | rXˆt rXuq is also σ1-stable, and
moreover, 2vpF | rXˆt rXuq “ ̟˚pv1q. Hence we have an isomorphism τ : rX Ñ rX such that
(117) pιˆ 1 rXq˚pFq – p1 rX ˆ τq˚pFq b L,
where L is a line bundle on rX . Then we have a commutative diagram
(118)
Dbp rXq ΦF_ĂXÑĂXÝÝÝÝÑ Dbp rXq
ι˚
§§đ §§đpbL_q˝τ˚
Dbp rXq ÝÝÝÝÑ
ΦF
_ĂXÑĂX
Dbp rXq.
By Proposition 10.1, we see that
(119) ι˚ ˝ ΦF_rXÑ rXpvq “ ΦF_rXÑ rX ˝ ι˚pvq, v P H˚p rX,Zq.
Hence we get
(120) ι˚pvq “ pbL_q ˝ τ˚pvq, v P H˚p rX,Zq,
which implies L “ O rX and ι˚ “ τ˚ on H˚p rX,Zq (by substituting v “ vpO rX q).
By the Torelli theorem, ι “ τ . Therefore ΦF_rXÑ rX and ι commute. Then as in the proof of [15,
Theorem 4.5], there is E P DbpX ˆXq such that
(121) p̟ ˆ 1 rXq˚pFq – p1X ˆ̟q˚pEq.
It follows that ΦE
_
XÑX defines the desired Fourier-Mukai transform. 
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Remark 10.3. The conditions (1) and (2) are cohomological, and [35, Theorem 1.2 (ii)] shows
that there are autoequivalences of DbpXq satisfying (1) and (2) without the assumption Picp rXq “
̟˚ PicpXq. Since we need the property (3) for the proof of Proposition 10.4 below, we gave a proof.
Now we can relate the induced Fourier-Mukai transform ΦE
_
XÑX to the birational behavior at a
iLGU wall.
Proposition 10.4. Assume that Picp rXq “ ̟˚ PicpXq. Let W be a wall for v defined by an
isotropic Mukai vector u such that xu,vy “ 1 and ℓpuq “ 1. Let σ0 P W be a generic stability
condition. Assume that σ˘ are sufficiently close stability conditions in opposite, adjacent chambers
separated by W. Then DX ˝ ΦE_XÑX induces an isomorphism Mσ`pvq –Mσ´pvq.
Proof. There are two important consequences of our assumption that Picp rXq “ ̟˚ PicpXq. The
first is that H˚algp rX,Zq “ NSpXqtf p2q ‘ x2y ‘ x´2y, where we recall that NSpXqtf p2q is the same
underlying lattice as the torsion free lattice NSpXqtf but with pairing multiplied by 2; and the
second is that Stab:p rXq “ Stab:pXq. In particular, it follows from the first consequence that setting
X1 :“ rX , v1 :“ ̟˚pvq, and u1 :“ ̟˚puq “ u1, there is no w P H˚algpX1,Zq with xw,u1y “ 1.
Thus α as in Section 10.1 defines a non-trivial Brauer class on X2 :“M̟˚pσqpu1q, and there are no
α-twisted sheaves on X2 of rank 1. From the second consequence it follows that ̟
˚pσ˘q remains
generic with respect to ̟˚pvq.
Considering the autoequivalence Φ constructed in the proof of Proposition 10.1, we see that
for F P Mσ`pvq, Φp̟˚pF qq is a µ-stable α´1-twisted sheaf of rank two, as there are no twisted
sheaves of rank one. Since ̟˚pσ˘q remains generic, µ-stability is taken with respect to a generic
polarization, in which case µ-stability is independent of the choice of the B-field. Thus ̟˚pσ`q
and ̟˚pσ´q are separated by the single wall associated to the LGU contraction. The construction
of Ξ in Proposition 10.1 shows that Ξ switches the chambers containing ̟˚pσ˘q, so it follows
that Ξp̟˚pσ`qq and ̟˚pσ´q belong to the same chamber. Therefore Ξ induces an isomorphism
M̟˚pσ`qpv1q Ñ M̟˚pσ´qpv1q. By Proposition 10.2 (3), it follows that DX ˝ ΦE
_
XÑX induces an
isomorphism Mσ`pvq ÑMσ´pvq, as claimed. 
10.3. The case of odd rank. For the construction of the equivalence ΦE
_
XÑX , we had to assume
that Picp rXq “ ̟˚ PicpXq. Then by using the equivalence, we constructed the isomorphism in
Proposition 10.4. In this subsection, we shall construct an isomorphism Mσ`pv, Lq Ñ Mσ´pv, Lq
without the construction of ΦE
_
XÑX , and thus without the assumption Picp rXq “ ̟˚ PicpXq, if rkv
is odd.
For a stability condition σ P Stab:pXq, we set σ1 :“ ̟˚pσq. Then we have a morphism ψ :
Mσpvq ÑMσ1pv1q by sending E PMσpvq to ̟˚pEq, where v1 “ ̟˚pvq. We need to study when
the restriction of ψ to the stable locus gives σ1-stable objects, the content of the next lemma.
Lemma 10.5 ([40, Theorem 8.1]). For a σ-stable object E, ̟˚pEq is properly σ1-semistable if and
only if E “ ̟˚pF q, where F is a σ1-stable object with F fl ι˚pF q. In particular rkE is even.
Lemma 10.6. If rkv is odd, then ψ : Msσpv, Lq Ñ Mσ1pv1q is an embedding and the image is
contained in Msσ1pv1q, where rLmodKXs “ c1pvq.
Proof. Since rkv is odd, the image is contained in Msσ1pv1q by Lemma 10.5. Combining with [40,
Proposition 7.2], we get the claim. 
In particular, if v has odd rank and σ is generic, then Lemma 10.6 implies that ψ embeds all of
Mσpv, Lq into M sσ1pv1, Lq. Moreover, for any σ2 in a sufficiently small neighborhood of σ1, we also
have an embedding
(122) M sσpv, Lq ãÑM sσ1pv1q ãÑMσ2pv1q
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by openness of stability.
For the rest of the section, we assume that rkv is odd. Let W Ă Stab:pXq be a wall defined
by a primitive isotropic u with xv,uy “ 1 “ ℓpuq and σ0 a generic stability condition in W. We
denote by σ10 “ ̟˚pσ0q, and we continue to denote by v1 and u1 the pull-backs ̟˚pvq and ̟˚puq,
respectively. Similarly, let W 1 be the wall for v1 in Stab:p rXq defined by u1. Take σ2 P W 1 in a
neighborhood of σ10 such that W 1 is the unique wall for v1 in a small neighborhood Uσ2 of σ2 and
such that σ2 is generic with respect to u1. We also take σ2˘ P Uσ2 in opposite and adjacent chambers
for v1, separated by the single wall W 1. We may assume that ̟˚pσ`q and ̟˚pσ´q belong to the
same chambers as σ2` and σ2´ , respectively. Let ψ˘ :Mσ˘pv, Lq ÑMσ2˘pv1q be the embeddings for
σ˘ in (122).
We will show in a moment that there is an isomorphism ϕ : Mσ`pv, Lq Ñ Mσ´pv, Lq despite ϕ
(possibly) not being induced by an autoequivalence of DbpXq. But first we start with a cohomo-
logical lemma.
Lemma 10.7. Let v1 “ ̟˚pvq and u1 “ ̟˚puq where xv,uy “ 1 “ ℓpuq for the primitive isotropic
vector u. Then the sublattice Zu1 ` Zv1 is saturated in H˚p rX,Zq.
In particular, if W Ă Stab:pXq is the wall for v defined by u and W 1 Ă Stab:p rXq is the wall
for v1 defined by u1), then we have HW 1 “ Zv1 ` Zu1 “ ̟˚HW so that xv1,v2y P 2Z for any
v1,v2 P HW 1.
Proof. Let L be the saturation of Zu1 ` Zv1 in H˚p rX,Zq. Since u1 is primitive, there is w P L
such that L “ Zu1 ` Zw. We set v1 “ au1 ` bw (a, b P Z). Then 2 “ xv1,u1y “ bxw,u1y. Hence
b “ ˘1,˘2. If b “ ˘2, then rkv1 “ a rku1 ˘ 2 rkw P 2Z, which is impossible if rkv1 “ rkv is odd.
If rkv is even, then let us write v “ p2n,D1, sq and u “ p2m,D2, tq so that v1 “ p2n,̟˚D1, 2sq
and u1 “ p2m,̟˚D2, 2tq. Then xv1,u1y “ 2 implies that
2pD1,D2q “ p̟˚D1,̟˚D2q ” 2 pmod 4q,
so pD1,D2q is odd. On the other hand, v1 “ ˘2w ` au1 gives ̟˚D1 “ ˘2D3 ` a̟˚D2, where
D3 “ c1pwq. But as ̟˚ : PicpXq{xKXy ãÑ Picp rXq is a primitive embedding, we must have
D3 “ ̟˚D13 for some D3 P PicpXq. It follows that D1 “ ˘2D13 ` aD2 and thus
pD1,D2q “ ˘2pD13,D2q ` apD2q2 ” 0 pmod 2q,
a contradiction. Thus, in either case, b “ ˘1 so that L “ Zu1 ` Zv1, as required.
The first equality of the last statement follows because HW 1 Ă H˚algp rX,Zq is a saturated hyper-
bolic sublattice of rank two containing Zv1 ` Zu1, and the second equality follows from xv,uy “ 1
so that HW “ Zv ` Zw. 
Now we are in position to prove the following result.
Proposition 10.8. We have an isomorphism ϕ : Mσ`pv, Lq Ñ Mσ´pv, Lq with a commutative
diagram
(123)
Mσ`pv, Lq ϕÝÝÝÝÑ Mσ´pv, Lq
ψ`
§§đ §§đψ´
Mσ2`pv1q ÝÝÝÝÑΞ Mσ2´pv
1q
In particular, it is the identity on M sσ0pv, Lq.
Proof. For X1 :“ rX and X2 :“ Mσ2pu1q, we shall apply Proposition 10.1 to get an (anti-)
autoequivalence Ξ of DbpX1q. Recall from the construction of Ξ that there is an equivalence
Φ : DbpX1q Ñ DbpX2, αq inducing an isomorphism between Mσ2`pv1q and the moduli space
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Mωp2,D, aq of ω-Gieseker semistable α-twisted sheaves on X2. Moreover, Ξ is the pull-back to
X1 of the autoequivalence E ÞÑ E_b detpEq, which induces an isomorphism Mσ2`pv1q ÑMσ2´pv1q.
We claim that Mωp2,D, aq consists only of µ-stable sheaves. Granting this for the moment,
we see that for locally free E P Mωp2,D, aq, we have E_ b detpEq – E, so the isomorphism
Mσ2`pv1q Ñ Mσ2´pv1q induced by Ξ is the identity on M sσ2pv1q, which corresponds to the locus
M
lf
ω p2,D, aq on X2.
Now let us prove our claim that Mωp2,D, aq “ Mµsω p2,D, aq. We note first that the claim
is obvious if α is non-trivial, as we saw in the proof of Proposition 10.4. So suppose that the
Brauer class α is trivial. If there exists a strictly µ-semistable sheaf E PMωp2,D, aq with subsheaf
F Ă E such that µpF q “ µpEq, then from the genericity of ω, it would follow that 2 | D and
vpF q “ p1, D
2
, bq so that x´vpF q, p0, 0, 1qy “ 1. But 2vpF q “ p2,D, aq ` p2b´ aqp0, 0, 1q, so writing
´vpF q “ Φpwq, we get w such that 2w P Zv1 ` Zu1 and xw,u1y “ 1. As HW 1 “ Zv1 ` Zu1 is
saturated by Lemma 10.7, this is impossible, proving the claim in this case as well.
By (122), we get an isomorphism ϕ with the commutative diagram (123). 
We close this subsection by describing the relationship between the Picard groups of Mσ˘pv, Lq.
Proposition 10.9. Let R be the cohomological action on KpXq given by
RpEq “ E ` 2v2xvpEq,uyU ´ 2xvpEq,vyU ´ 2xvpEq,uyV, E P KpXq,
where U, V P KpXq satisfy vpUq “ u,vpV q “ v. Then we have a commutative diagram modulo
torsion.
(124)
KpXqv RÝÝÝÝÑ KpXqv
θv,σ`
§§đ §§đθv,σ´
PicpMσ`pv, Lqq ÐÝÝÝÝ
ϕ˚
PicpMσ´pv, Lqq
Proof. Consider a quasi-universal family E P DbpX ˆMσ˘pv, Lqq for the moduli space Mσ˘pv, Lq
and the map ̟ ˆ 1 fitting into the commutative diagram:
rX ˆMσ˘pv, Lq ̟ˆ1 //
pMσ˘pv,Lq ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
X ˆMσ˘pv, Lq
pMσ˘pv,Lq

Mσ˘pv, Lq
Then by (122), we may consider p̟ ˆ 1q˚E to be a family of objects in Mσ2˘pv1q parameterized by
Mσ˘pv, Lq. The morphism ψ˘ is the classifying map associated to the family p̟ˆ 1q˚E , so by [22,
Theorem 8.1.5] we get
θp̟ˆ1q˚E “ ψ˚˘ ˝ θv1,σ2˘ ,
where θp̟ˆ1q˚E : Kp rXqv1 Ñ PicpMσ˘pv, Lqq is the Donaldson-Mukai homomorphism associated to
the family p̟ˆ1q˚E . Precomposing with the pull-back fromKpXqv gives the following commutative
diagram:
(125) KpXqv ̟
˚
//
2θv,σ˘

Kp rXqv1
θp̟ˆ1q˚E
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
θ
v
1,σ2˘

PicpMσ˘pv, Lqq PicpMσ2˘pv1qqψ˚˘
oo
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Indeed, for E P KpXqv, we have
θp̟ˆ1q˚Ep̟˚Eq “ detppMσ˘ pv,Lq!pp̟ ˆ 1q
˚E b p˚rXp̟˚Eqqq
“ detppMσ˘ pv,Lq!pp̟ ˆ 1q
˚E b p̟ ˆ 1q˚pp˚XEqqq
“ detppMσ˘ pv,Lq!pp̟ ˆ 1q
˚pE b p˚XEqqq
“ detppMσ˘ pv,Lq!pp̟ ˆ 1q˚p̟ ˆ 1q
˚pE b p˚XEqqq
“ detppMσ˘ pv,Lq!ppE b p
˚
XpE b pOX ‘OXpKXqqqqqq “ θv,σ˘pEq ` θv,σ˘pEpKX qq,
so modulo torsion, θp̟ˆ1q˚Ep̟˚Eq “ 2θv,σ˘pEq, as claimed.
Using ̟˚ ˝R “ ´Ξ ˝̟˚ and θv1,σ2` “ ´Ξ˚ ˝ θv1,σ2´ ˝Ξ, where we have abused notation by using
Ξ to denote both the autoequivalence and the induced isomorphism Ξ : Mσ2`pv1q Ñ Mσ2´pv1q, the
proposition then follows from (123). 
Remark 10.10. (1) Since the claim is independent of the choice of complex structure, we
can reduce to the case where Picp rXq “ ̟˚ PicpXq. Then the claim is a consequence of
Proposition 10.2.
(2) Since ̟˚pξτ q “ 2ξ̟˚pτq, it follows that
ℓC˘pτq “ θv,σ˘pξτ q “ ψ˚˘pθv1,σ2˘pξ̟˚pτqqq “ ψ˚˘ℓC2˘pτq.
This gives another proof of [40, Proposition 10.2].
10.4. The case of even rank. We show in this subsection that the technique of Section 10.3 also
generalizes to Mukai vectors v of even rank.
For the rest of the section, we assume that rkv is even. Let W Ă Stab:pXq be a wall defined by
a primitive isotropic u with xv,uy “ 1 “ ℓpuq and σ0 a generic stability condition inW. We denote
by σ10 “ ̟˚pσ0q, and we again denote by v1 and u1 the pull-backs ̟˚pvq and ̟˚puq, respectively.
Similarly, let W 1 Ă Stab:p rXq be the wall for v1 defined by u1. Take σ2 P W 1 in a neighborhood
of σ10 such that W
1 is the unique wall for v1 in a small neighborhood Uσ2 of σ2 and such that σ2
is generic with respect to u1. We also take σ2˘ P Uσ2 in opposite and adjacent chambers for v1,
separated by the single wall W 1. We may assume that ̟˚pσ`q and ̟˚pσ´q belong to the same
chambers as σ2` and σ2´ , respectively.
We observe first that we still have ℓpvq “ 1 so that ̟˚v is primitive. Indeed, as in Remark 8.3,
if ℓpvq were 2, then 2 | rkpuq would imply that xv,uy were even, which is absurd. It therefore
follows from Lemma 10.5 that we have morphisms ψ˘ : Mσ˘pv, Lqsm Ñ M s̟˚pσ˘qpv1q ãÑ M sσ2˘pv
1q
which are e´tale double covers onto their images. Moreover, by Lemma 8.20 we have a birational
map ϕ : Mσ`pv, Lq 99K Mσ´pv, Lq which is the identity on M sσ0pv, Lq. As Mσ˘pv, Lq has only
terminal l.c.i. singularities and numerically trivial canonical divisor by [40, Theorem 8.2], it follows
that ϕ is an isomorphism in codimension one by [26, Corollary 3.54]. This defines an isomorphism
ϕ˚ : ClpMσ´pv, Lqq „ÝÑ ClpMσ`pv, Lqq, where Clp´q denotes the group of Weil divisors moduli linear
equivalence. If v2 ě 8, then codimpSingpMσ˘pv, Lqq ě 4 so that Mσ˘pv, Lq is locally factorial by
[19, Exp. XI, Cor. 3.14] and thus ClpMσ˘pv, Lqq “ PicpMσ˘pv, Lqq. We will show in the next
result that, even for 2 ă v2 ă 8, ϕ extends to an isomorphism so that we may nevertheless identify
PicpMσ˘pv, Lqq.
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Proposition 10.11. If v2 ą 2, then the birational map ϕ : Mσ`pv, Lq 99K Mσ´pv, Lq extends to
an isomorphism fitting into a commutative diagram modulo torsion.
(126)
KpXqv RÝÝÝÝÑ KpXqv
θv,σ`
§§đ §§đθv,σ´
PicpMσ`pv, Lqq ÐÝÝÝÝ
ϕ˚
PicpMσ´pv, Lqq
Proof. As in the proof of Proposition 10.8, we have an autoequivalence Ξ that induces an isomor-
phism Mσ2`pv1q ÑMσ2´pv1q which is the identity on M sσ2pv1q. Indeed, the same proof goes through
since we still have HW 1 “ Zv1 ` Zu1 by Lemma 10.7.
Restricting the birational map ϕ to the smooth locus Mσ`pv, Lqsm, we get a commutative dia-
gram
Mσ`pv, Lqsm
ϕ //❴❴❴
ψ`

Mσ´pv, Lqsm
ψ´

Mσ2`pv1q
Ξ // Mσ2´pv1q
with ϕ the identity on M sσ0pv, Lqsm. Moreover, we have two homomorphisms
ϕ˚ ˝ θv,σ´ ˝R : KpXqv Ñ ClpMσ`pv, Lqq
θv,σ` : KpXqv Ñ PicpMσ`pv, Lqq,
whereR is defined as in Proposition 10.9 and we have abused notation by using ϕ˚ for the restriction
of
ϕ˚ : ClpMσ´pv, Lqq Ñ ClpMσ`pv, Lqq
to the subgroup PicpMσ´pv, Lqq Ă ClpMσ´pv, Lqq. For any x P KpXqv, Proposition 10.9, which
had nothing to do with rkv being odd, implies that θv,σ`pxq and ϕ˚ ˝ θv,σ´ ˝Rpxq agree away from
SingpMσ`pv, Lqq, which has codimension at least two since v2 ą 2. It follows that ϕ˚ ˝ θv,σ´ ˝R “
θv,σ` , which gives the commutative diagram (126).
Finally, we prove that ϕ extends to an isomorphism. As ξσ0 P pvKXuKqR, Rpξσ0q “ ξσ0 and thus
ϕ˚ℓC`pσ0q “ ℓC´pσ0q. Moreover, letting d “ v ´ v2u P HW X vK, it is easy to see that R “ Rd is
just the reflection of vK in the hyperplane dK defined by Rdpzq “ z ´ 2 xz,dyd2 d (see Section 12 for
more on this). Perturbing σ˘ and σ0 slightly, we may assume that we can write ξσ˘ “ ˘xd` ξσ0
for x P R. In particular, Rpξσ`q “ ξσ´ . But then
ℓC`pσ`q “ ϕ˚pθv,σ´pRpξσ`qqq “ ϕ˚pθv,σ´pξσ´qq “ ϕ˚ℓC´pσ´q.
As both ℓC˘pσ˘q are ample, ϕ extends to an isomorphism by [27, Exercise 5.6], as required. 
11. Main theorems
Proof of Theorem 1.1. We proved part (1) at the end of Section 9, so we focus on part (2). Never-
theless, we recall part of the setup form the proof of part (1). We may connect σ and τ by a path
which intersects walls in points that lie on no other walls. As the set of walls is locally finite, the
path will intersect only finitely many walls, and thus for the purpose of proving the theorem, it
suffices to consider one wallW, a generic stability condition σ0 PW, and nearby stability conditions
σ˘.
Suppose that xv,wy ă 0 for an effective spherical or exceptional class w P HW . Then suppose
that v “ vn P Cn with v0 the minimal Mukai vector in the GH-orbit of v. Letting Φ˘ be the
sequence of spherical or exceptional twists giving the isomorphism Mσ˘pvq ÑMσ˘pv0q if n is even
(resp., Mσ˘pvq ÑMσ¯pv0q if n is odd), we see that it suffices to prove the theorem in the case that
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v is minimal. Indeed, if Φ is an autoequivalence inducing a birational map Mσ`pv0q 99K Mσ´pv0q
as in the theorem, then pΦ´q´1 ˝ Φ ˝ Φ` (resp., pΦ´q´1 ˝ Φ´1 ˝ Φ`) proves the theorem for v if n
is even (resp., if n is odd).
Thus we may assume that xv,wy ě 0 for all effective spherical and exceptional classes w P HW ,
and we break up the proof into cases.
Suppose first that xv,wy “ 0 for some effective spherical or exceptional class w P HW . But then
the minimality of v forces w “ w0 “ vpT`0 q or w1 “ vpT`1 q as in Propositions 6.20 and 6.22 and
the discussions following them. But we showed there that the spherical/exceptional twists R
T`0
or
R
T`1
induce an isomorphism Mσ`pvq ÑMσ´pvq. So we may take U to be the entire moduli space
Mσ`pvq. Notice that this discussion covers walls inducing P1-fibrations, walls of Brill-Noether type,
as well as flopping walls induced by an exceptional class w P HW such that xv,wy “ 0 when v2 ě 3.
Otherwise xv,wy ą 0 for all effective spherical or exceptional classes w P HW . We first consider
the case that W is a flopping wall or a fake wall. Then W being a flopping or fake wall implies
that codimpMσ`pvqzM sσ0pvqq ě 2 by Lemma 6.2 and Propositions 8.8 and 8.18. In this case we
may take U to be the open subset of σ0-stable objects, so there is nothing to prove (i.e. we just
take Φ “ Id).
Now we consider the case that W induces a divisorial contraction and xv,wy ą 0 for all effective
spherical/exceptional classes w P HW , i.e. divisorial contractions coming from Hilbert-Chow, LGU,
or iLGU walls. We will show that we may take U to be the entire moduli space Mσ`pvq in the
case of Hilbert-Chow and LGU walls. That is, we show that there is an autoequivalence that
induces an isomorphism Mσ`pvq „ÝÑ Mσ´pvq. We show that the same is true for an iLGU wall if
Picp rXq “ ̟˚ PicpXq, while in general we can still take U to be an open subset of codimension one,
proving the theorem.
Hilbert-Chow: Here we assume that HW contains an isotropic vector u such that xv,uy “ 1
and ℓpuq “ 2. Then by Proposition 8.7 and Lemma 8.11 we may, up to the shift by 1, identify
Mσ`pvq with the pβ, ωq-Gieseker moduli space Mβω p´vq of stable sheaves of rank one. Up to
tensoring with a line bundle, we may assume that Mσ`pvq parametrizes the shifts IZr1s of ideal
sheaves of 0-dimensional subschemes Z P HilbnpXq, where n “ v2`1
2
. Moreover, σ´-stable objects
are precisely I_Z r1s. But then Φp q :“ p q_r2s provides the required autoequivalence.
LGU: As in Proposition 8.7, shifting by one identifies Mσ`pvq with the moduli spaceMωp2, c, sq
of ω-Gieseker stable sheaves F with vpF q “ p2, c, sq “ ´v. Choosing L P PicpXq with rLmodKX s “
c, we get that Φp q :“ p q_bOpLqr2s is the required autoequivalence, as ΦpF r1sq “ F_bOpLqr1s
is an object of Mσ´pvq, for any F PMωp2, c, sq.
iLGU: If we take U to be the open subset M sσ0pvq ĂMσ`pvq, then Mσ`pvqzU has codimension
one, and we may take Φ “ Id. We can say more if Picp rXq “ ̟˚ PicpXq. Indeed, then we may take
U “Mσ`pvq and Φ “ DX ˝ΦE
_
XÑX as in Proposition 10.4. 
Now let us prove Theorem 1.2 as an application of Theorem 1.1.
Proof of Theorem 1.2. By the proof of [48], there is an (anti)-autoequivalence Φ such that rkΦpvq “
1. Applying Theorem 1.1, we get the first claim. For the second claim, we use [41, sect. 1]. 
Similarly, Theorem 1.3 follows from Theorem 1.1.
Proof of Theorem 1.3. As in [53, Section 4] (for generic X) or the arguments in Lemmas 13.14
and 13.15, there is an autoequivalence Φ such that Φpvq “ w “ p0, C, χq where C Ñ P1 is a double
cover of P1 and χ ‰ 0. Then by Theorem 1.1, we get the first claim. If Picp rXq “ ̟˚ PicpXq, then
by [53], [44, Assumption 2.16] holds for MHpw, L1q. Hence by [44, Thm. 3.1, Thm. 4.4], we get
the second claim. 
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12. Picard groups of moduli spaces
In this section we prove Corollary 1.4. Before doing so, however, we prove that the maps
ℓC : C Ñ NumpMCpv, Lqq fit together to form one coherent map
Stab:pXq Ñ NumpMσ`pv, Lqq
whose image is contained in MovpMσ`pv, Lqq.
12.1. How the Bayer-Macr`ı maps fit together. Recall from Eqs. (13) and (14) that ℓC can be
written as the composition
(127) C ãÑ Stab:pXq ZÝÑ H˚algpX,Cq IÝÑ vK
θv,σ˘ÝÝÝÑ NumpMσ`pv, Lqq,
where Zpσq “ ✵σ, Ip✵σq “ ξσ, and θv,σ˘ are cohomological Donaldson-Mukai maps associated to
the universal families for Mσ˘pv, Lq as in Eq. (12). To show that these fit together it suffices to
study how the ℓC are related across a single wall crossing, and from (127), it therefore suffices to
study the relationship between θv,σ` and θv,σ´ .
So, for a given Mukai vector v P H˚algpX,Zq with v2 ą 0, consider two adjacent chambers C` and
C´ separated by a wall W, and, as always, choose a generic σ0 PW and nearby stability conditions
σ˘ P C˘. The signature of HW and its saturatedness force vK X HW “ Zd for some integral d.
We have already seen in Propositions 6.21 and 6.22 that in some cases d “ wn is a spherical or
exceptional class, in which case there is an isomorphism Mσ´pv, Lq „ÝÑMσ`pv, Lq induced by RT`n ,
where Tn` is the σ`-stable object of class wn. When v is primitive andW is defined by an isotropic
vector u with
(1) xv,uy “ 1, 2 and ℓpuq “ 2, or
(2) xv,uy “ ℓpuq “ 1,
then we claim that d “ v ´ v2xv,uyu. We certainly have d1 :“ v ´ v
2
xv,uyu P
`
vK XHW
˘
Q
, and when
xv,uy “ 1, it is clear that d1 P vK XHW so that d1 “ md for some m P Z. But then 1 “ xd1,uy
forces m “ 1. Otherwise, xv,uy “ 2 and ℓpuq “ 2, forcing rkpvq, and thus v2, to be even, so
d1 P vK X HW with d1 “ md. If m ‰ 1, then xd1,uy “ 2 forces m “ 2, and, as d12 “ ´v2, we
see that 4 | v2, so 2 | v, contradicting the assumption that v was primitive. Therefore m “ 1, and
d “ v´ v2xv,uyu, as claimed. In any case, we define Rd to be the reflection of vK in the hyperplane
dK. That is, Rd is defined by the formula
Rdpzq “ z´ 2xz,dy
d2
d “ z´ 2 xz,uyxv,uyd “ z´ 2
xz,uy
xv,uyv` 2v
2 xz,uy
xv,uy2u, z P v
K.
Observing that Rmdpzq “ Rdpzq for any m P Z, we see that even if d “ 12pv ´ v
2
xv,uyuq, when
xv,uy “ 2 “ ℓpuq and v is not primitive, the reflection remains the same.
We will prove in the next result that in all of the cases mentioned above θv,σ˘ differ by precom-
posing with the reflection Rd.
Proposition 12.1. Let W be a wall for v P H˚algpX,Zq with v2 ą 0, and for generic σ0 P W let
σ˘ be sufficiently close stability conditions in the opposite and adjacent chambers separated by W.
Then we may identify PicpMσ`pv, Lqq with PicpMσ´pv, Lqq. Moreover, if
(1) xv,wy “ 0 for a spherical or exceptional class w P CW XHW , or
(2) xv,uy “ ℓpuq for an isotropic vector u P HW , or
(3) xv,uy “ 1 for an isotropic vector u P HW with ℓpuq “ 2,
then θv,σ` “ θv,σ´ ˝ Rd, where vK X HW “ Zd and Rd is the reflection of vK in the hyperplane
dK. Otherwise, we have θv,σ` “ θv,σ´ .
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Proof. We claim first that we may identify PicpMσ`pv, Lqq with PicpMσ´pv, Lqq. Indeed, by The-
orem 5.8 and Propositions 6.20-6.22, Mσ`pv, Lq – Mσ´pv, Lq if xv,wy “ 0 for a spherical or
exceptional w P CW X HW ; in particular, the two moduli spaces are isomorphic when W is a
totally semistable wall of types (TSS3) and (TSS4) and when W is a Brill-Noether wall. The two
moduli spaces are also isomorphic when W is a wall of Hilbert-Chow or Li-Gieseker-Uhlenbeck
type, as we showed in the proof of part (2) of Theorem 1.1. For walls of iLGU type, we proved that
Mσ`pv, Lq –Mσ´pv, Lq in Propositions 10.8 and 10.11. According to Theorem 5.8, Mσ`pv, Lq and
Mσ´pv, Lq are isomorphic away from a locus of codimension at least two in all other cases.
Now let us move on to proving the claims about the compatibility of the θ-maps. As usual,
let v0 be the minimal Mukai vector in the GH-orbit of v, and if v P Cn, then we consider the
composition of spherical or exceptional twists Φ˘ giving the isomorphism Mσ˘pvq Ñ Mσ˘pv0q
(resp., Mσ˘pvq ÑMσ¯pv0q) if n is even (resp., if n is odd).
Suppose first that codimpMσ`pv0, L0qzM sσ0pv0, L0qq ě 2. Then the two moduli spacesMσ˘pv0, L0q
share a common open subset on which the universal families agree. As the complement ofM sσ0pv0, L0q
has codimension at least two and the maps θv0,σ˘ are determined by their restriction to curves in
this open subset, we get θv0,σ` “ θv0,σ´ . For v, the autoequivalence giving the birational map
Mσ`pv, Lq 99K Mσ´pv, Lq is induced by pΦ´q´1 ˝ Φ`. As the classes of the spherical/exceptional
objects occuring in Φ` and Φ´ are identical, this autoequivalence does not change the class of the
universal family in the K-group. Therefore, we again have θv,σ` “ θv,σ´ .
Now suppose that codimpMσ`pv0, L0qzM sσ0pv0, L0qq “ 1. Then by Propositions 8.8 and 8.18 and
Lemma 6.2, we must have either xv0,wy “ 0 for a spherical or exceptional class w P CW XHW or
xv0,uy “ ℓpuq for a primitive isotropic u P HW .
In the first case, we have that w “ w0 or w1 and RT`0 or RT`1 induces an isomorphism
Mσ`pv0, L0q Ñ Mσ´pv0, L0q by Propositions 6.21 and 6.22. Considering the classes of the uni-
versal families in the K-group we see that θv0,σ` “ θv0,σ´ ˝ Rw. Similarly, we have seen that
pΦ´q´1 ˝ R
T`i
˝ Φ` induces an isomorphism Mσ`pv, Lq Ñ Mσ´pv, Lq for i “ 0 or 1, so taking the
classes of the universal families in the K-group we see that
θv,σ` “ θv,σ´ ˝ ppΦ´q´1˚ ˝Rw ˝ pΦ`q˚q “ θv,σ´ ˝RpΦ`q´1˚ pwq,
because pΦ`q˚ “ pΦ´q˚, as we noted above, and Φ ˝RT ˝ Φ´1 “ RΦpT q for any autoequivalence Φ
and spherical/exceptional object T [21, Lemma 8.21]. Setting w1 :“ pΦ`q´1˚ pwq, we get θv,σ` “
θv,σ´ ˝Rw1 for the spherical/exceptional w1 P CW XHW such that xv,w1y “ 0, as claimed.
In the second case, [6] or the arguments in section 10 showed that θv0,σ` “ θv0,σ´ ˝ Rd. As in
the previous cases, we see that
θv,σ` “ θv,σ´ ˝RpΦ`q´1˚ pdq,
giving the claim for v.
Finally, we must consider when M sσ0pv0, Lq “ ∅. By Theorem 5.8, we then have v “ v0, and
either W is a Hilbert-Chow wall or xv,wy “ 0 for a spherical or exceptional w P CW X HW and
xv,uy “ ℓpuq for primitive isotropic u P HW . These latter cases have already been covered above,
so it only remains to consider the case of a Hilbert-Chow wall. We saw in the proof of part (2)
of Theorem 1.1 that Φp q “ p q_r2s induces an isomorphism between Mσ`pv, Lq and Mσ´pv, Lq,
where we may assume that v “ ´p1, 0, 1
2
´ nq, u “ p0, 0, 1q, and L “ OX . Then vK is spanned
by ´d “ p1, 0, n ´ 1
2
q and classes of the form p0, c, 0q for c P NumpXq. As the universal family
E´ of Mσ´pv, Lq is given by E_`r2s, where E` is the universal family of Mσ`pv, Lq, we have by
Grothendieck duality:
θv,σ`pzq “ ´θv,σ´pz_q.
In particular, θv,σ`pp1, 0, n ´ 12qq “ ´θv,σ´pp1, 0, n ´ 12qq and
θv,σ`pp0, c, 0qq “ ´θv,σ´pp0,´c, 0qq “ θv,σ´pp0, c, 0qq.
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On the other hand, Rdpp1, 0, n ´ 12 qq “ ´p1, 0, n ´ 12q and Rdpp0, c, 0qq “ p0, c, 0q, so we see that
indeed
θv,σ` “ θv,σ´ ˝Rd,
as required. 
Since ξσ0 P pHKWqR, so in particular ξσ0 P pdK X vKqR, we have
(128) θv,σ`pξσ0q “ θv,σ´pRdpξσ0qq “ θv,σ´pξσ0q
by Proposition 12.1. It follows that the maps ℓC˘ agree along W and thus fit together to give a
piece-wise analytic continuous map
ℓ : Stab:pXq Ñ NumpMσ`pv, Lqq,
as claimed. It is important to note that in any of the three cases enumerated in Proposition 12.1,
the image under ℓ of a path σ : r´1
2
, 1
2
s Ñ Stab:pXq with σp´1
2
q “ σ`, σp0q “ σ0, and σp12 q “ σ`
is a path contained entirely in the nef cone of Mσ`pv, Lq because of the action of the reflection Rd.
Indeed, as σptq approaches σp0q “ σ0, ℓpσptqq approaches ℓpσ0q, but then Rd causes ℓpσptqq, t ą 0,
to bounce off the wall of NefpMσ`pv, Lqq containing ℓpσ0q and continue back into the interior.
Note that while most of these bouncing walls correspond either to divisorial contractions or P1-
fibrations, and thus extremal walls of MovpMσpv, Lqq, the Enriques case differs from the K3 case in
that there are bouncing walls that induce small contractions. Indeed, in the presence of exceptional
classes w P CW X HW X vK, W is a bouncing wall inducing a small contraction if v2 ě 3 as in
Example 8.23.
Remark 12.2. Recall that the contraction morphisms π˘ : Mσ˘pv, Lq Ñ M˘ are defined by the
linear systems |nθv,σ˘pξσ0q| pn " 0q. From (128), these define morphisms π˘ :Mσ˘pv, Lq Ñ P such
that imπ` “ im π´, and thus M` “M´, as the normalization of imπ` “ imπ´.
Let M 1σ0pvq be the set of S-equivalence classes of σ0-semistable objects E with vpEq “ v. Then
imπ˘ is a subset of M 1σ0pvq, which is a proper subset in general.
12.2. Proof of Corollary 1.4. Now we shall prove Corollary 1.4. For the computation of the
Picard groups in odd rank cases, we can use deformation of Enriques surfaces, since θv,σ is well-
defined for a relative moduli space over a family of Enriques surfaces. Thus in either case of
Corollary 1.4, we may assume that ̟˚ PicpXq “ Picp rXq, where rX is the covering K3 surface. By
Theorems 1.2 and 1.3 and Proposition 12.1, it is sufficient to prove that θv,σ is an isomorphism for
a special pair of v and σ. Specifically, we may assume that v “ p1, 0, 1
2
´ nq or v “ p2,D, aq with
pD, ηq “ 1 for a divisor η with pη2q “ 0. In the first case, θv,σ is an isomorphism if Mσpv, Lq “
HilbnpXq pn ě 2q (see the proof of [53, Corollary A.4]). So we shall treat the second case.
Replacing v by v exppkηq, we may assume that D2 “ ´2,´4. Since X is unnodal, we can take
an ample divisor H with pD,Hq “ 0. We set n :“ D2
2
` 1´ a. Then
v “ p2,D, D2
2
` 1´ nq “ vpOX pDqq ` vpIZq, IZ P HilbnpXq.
We take β0 P PicpXqQ with pβ0,Dq “ D22 ` n. Then χpOXpD ´ β0qq “ χpIZp´β0qq. We take
β P PicpXqQ in a neighborhood of β0 such that χpOXpD ´ βqq ă χpIZp´βqq. We take a stability
condition σ such that Mσpv, Lq is the moduli space of β-twisted stable sheaves MβHpv, Lq. For a
non-trivial extension
0Ñ OXpDq Ñ E Ñ IZ Ñ 0, Z P HilbnpXq,
E is a β-twisted stable sheaf. Let us denote by Z the universal subscheme Z Ă X ˆ HilbnpXq
and by pX , pHilbnpXq the projections of XˆHilbnpXq onto its first and second factors, respectively.
Since H0pX,OX p˘Dqq “ H0pX,OXp˘D ` KXqq “ 0, we see that V :“ Ext1pHilbn
X
pIZ , p˚XOXpDqq
is a locally free sheaf on HilbnpXq of rank n ´ 1 ´ D2
2
. For n ą 0, let P “ PpV_q and let
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π : P Ñ HilbnpXq be the projective bundle parameterizing non-trivial extensions of IZ by OXpDq
with universal family of extensions
(129) 0Ñ OXpDqbOP pλq Ñ E Ñ π˚IZ Ñ 0,
where OP pλq is the tautological line bundle on P . Hence we have a morphism ψ : P ÑMσpv, Lq.
Lemma 12.3. θv,σ is an isomorphism if v
2 ě 4.
Proof. We note that v2 “ ´D2 ` 4pn ´ 1q. Hence v2 ě 4 if and only if n ě 2, or n “ 1 and
D2 “ ´4. We fix η P NSpXq with pη,Dq “ 1. Then we have a decomposition NSpXq “ DK ‘ Zη.
For ξ P NSpXq, let uξ P KpXq be an element of KpXq such that vpuξq “ p0, ξ, 0q and c1puξq “ ξ.
Any u P KpXq can be written u “ rOX ` sCx ` uξ, so from xv,vpuηqy “ 1 it follows that
(130) u´ xv,vpuqyuη “ rOX ` sCx ` uξ´pξ,Dqη ` prp2` D22 ´ nq ` 2squη P KvpXq.
Hence any u P KpXqv is written as
(131) u “ rOX ` sCx ` uξ ` prp2` D22 ´ nq ` 2squη, r, s P Z, ξ P DK.
For any α P KpXq, we set θ0pαq :“ det pHilbnpXq!pIZ b p˚Xpα_qq. Then θ0pCpq “ OHilbnpXq. We
have an injective homomorphism NSpXq Ñ NSpHilbnpXqqp– PicpHilbnpXqqq by sending ξ P NSpXq
to c1pθ0puξqq. We regard NSpXq as a subgroup of NSpHilbnpXqq by this homomorphism. If n ě 2,
then NSpHilbnpXqq “ Zδ ‘ NSpXq with δ :“ c1pθ0pOXqq. From the exact sequence (129) and [22,
Lemma 8.1.2], we see that writing any u P KpXqv as in (131), we have
c1ppP !pE b p˚Xpu_qqq “ ´ xvpOX pDqq,vpuqyλ ` π˚c1pθ0puqq
“rpδ ` pn´ 1qλ` p2` D2
2
´ nqηq ´ spλ´ 2ηq ` ξ,(132)
where we have surpressed the π˚ in the second equality since π˚ : NSpHilbnpXqq Ñ NSpP q is
injective and
NSpP q “ NSpXq ‘ Zδ ‘ Zλ “ DK ‘ Zη ‘ Zδ ‘ Zλ.
By [22, Theorem 8.1.5], the homomorphism KpXqv Ñ NSpP q in (132) is precisely c1 composed
with the pull-back along the classifying morphism ψ of the universal Donaldson-Mukai map θv,σ,
it follows from the formula in (132) that
c1 ˝ ψ˚ ˝ θv,σ : KpXqv Ñ PicpMβHpv, Lqq Ñ PicpP q Ñ NSpP q
is injective (up to torsion) and its image is a direct summand of NSpP q.
If n “ 1 and D2 “ ´4, then rkV “ n`1 “ 2 and NSpP q “ NSpXq‘Zλ. Since 2` D2
2
´n “ ´1,
(133) c1ppP !pE b p˚Xpu_qqq “ ´rη ´ spλ´ 2ηq ` ξ.
Hence c1 ˝ ψ˚ ˝ θv,σ is an isomorphism.
In either case, it follows that θv,σpKpXqvq is a direct summand of PicpMσpv, Lqq. Since the
torsion submodule of PicpMσpv, Lqq is isomorphic to Z{2Z and rkPicpMσpv, Lqq “ rkKpXqv ([44,
Theorem 5.1]), θv,σ is an isomorphism. 
13. Appendix: Some non-normal moduli spaces of sheaves
In this final section, we shall describe the two fundamental outlying examples of moduli spaces
of sheaves (Bridgeland semistable objects) on Enriques surfaces. Indeed, by Proposition 3.9 for
σ P Stab:pXq generic with respect to v satisfying v2 ą 0, Mσpvq is normal unless
(1) v “ 2v0 with v20 “ 1, or
(2) v2 “ 2 and X is nodal.
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Moreover, these are precisely the exceptions to M sσpvq having torsion canonical divisor and Goren-
stein, terminal, l.c.i. singularities [40, Theorem 8.2]. Similarly, we have seen in Theorem 3.8 when
v is primitive Mσpv, Lq is irreducible if X is unnodal and can only be reducible for nodal X if
v2 “ 2.
We will prove here that the failure of normality in these two cases is due to the presence of multiple
irreducible components. In the first case, when v “ 2v0 with v20 “ 1, we describe a conneected
component of Mσpv, Lq for L ” KX pmod 2q consisting of two irreducible components. In the
second case, when v2 “ 2, we describe all of Mσpv, Lq for L ” D ` r2KX pmod 2q, which consists
of precisely two irreducible components. In both cases, we also describe the other component
parametrizing objects with the other determinant.
13.1. Some components of Mσpv, Lq when v “ 2v0 with v20 “ 1. By [48, Theorem 4.6],
there exists a Fourier-Mukai transform Φ : DbpXq Ñ DbpXq such that Φ˚pv0q “ p1, 0,´12 q. By
Theorem 1.1, it follows that Mσpvq is birational to the moduli space Mωp2, 0,´1q of ω-Gieseker
semistable sheaves of Mukai vector 2p1, 0,´1
2
q “ p2, 0,´1q for a generic ample divisor ω. In partic-
ular, to understand the number of irreducible components, we are reduced to analyzing the moduli
space Mωp2, 0,´1q.
13.1.1. A connected component of Mωpp2, 0,´1q,KX q. For the Mukai vector v “ p2, 0,´1q, we
shall describe a connected component of Mωpv,KX q, which is a refinement of [53, Remark 2.3].
Recall that ̟ : rX Ñ X is the quotient map from the covering K3 surface rX with covering
involution ι. We set E0 :“ OX ‘OXpKXq and begin by concretely studying the singular locus of
the stable locus of M sωpv,KX q.
Lemma 13.1. In the open subscheme M sωpv,KX q of stable sheaves, the singular locus is
(134)
!
̟˚pIW pDqq
ˇˇˇ
IW P Hilbnp rXq, ι˚pDq “ ´D,n “ pD2q{2` 2, IW pDq fl ι˚pIW pDqq ) ,
where D “ 0 or pD2q “ ´4. In particular, the singular locus consists of isolated singular points in
the open subscheme of locally free sheaves, and an irreducible 4-dimensional subscheme.
Proof. If M sωpv,KX q is singular at E, then EpKXq – E, which implies E “ ̟˚pIW pDqq, where IW
is the ideal sheaf of a 0-dimensional subscheme W of rX and D is a divisor on rX (cf. [46, Lemma
2.13]). By the stability of E, ι˚pIW pDqq fl IW pDq. Since ̟˚p̟˚pIW pDqqq “ IW pDq‘IιpW qpι˚pDqq,
it follows that D ` ι˚pDq “ 0 and degW “ pD2q{2` 2. In particular, as
pD,̟˚pωqq “ pι˚D, ι˚̟˚pωqq “ pι˚D,̟˚pωqq,
we get pD,̟˚pωqq “ 0, so either D “ 0 or neither D nor ´D is effective. As rX is a K3 surface,
we cannot have pD2q ě ´2, since then D or ´D would be effective, so we must in fact have
pD2q ď ´4. From degW ě 0, however, we get pD2q ě ´4. We conclude therefore that either
D “ 0 or pD2q “ ´4, giving the description in (134).
In the open subscheme of locally free sheaves, W “ H, so the singular locus there is isolated,
consisting of ̟˚pO rXpDqq for the finitely many divisors D such that ι˚D “ ´D and pD2q “ ´4. If
D “ 0 and degW “ 2, then ̟˚pIW q is a non-locally free sheaf with ̟˚pIW q__ – E0, which gives
an irreducible component !
̟˚pIW q PM sωpv,KX q
ˇˇˇ
IW P Hilb2p rXq )
of the singular locus of dimension 4. 
From the lemma it follows that the singularities of the open subschemeM s,lfω pv,KX q parametriz-
ing locally free sheaves in M sωpv,KX q are isolated 5-dimensional hypersurface singularities. There-
fore, we get the following corollary:
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Corollary 13.2. The open subscheme M s,lfω pv,KX q parametrizing ω-stable locally free sheaves of
Mukai vector v and determinant KX is normal.
Now we turn to the 4-dimensional component of the singular locus. We have an injective mor-
phism X Ñ Hilb2p rXq by sending Iz pz P Xq to ̟˚pIzq “ I̟´1pzq. The image is the ι-invariant
Hilbert scheme Hilb2p rXqι. We shall identify X with Hilb2p rXqι. We also have a morphism
Hilb2p rXq Ñ Mωpv,KX q
IW ÞÑ ̟˚pIW q,
which is a double covering to its image. If IW P Hilb2rX zX, then ̟˚pIW q is a stable non-locally free
sheaf and the fiber over ̟˚pIW q is tIW , IιpW qu. If IW “ I̟´1pzq, then
̟˚pIW q “ ̟˚p̟˚pIzqq “ Iz b pOX ‘OXpKXqq “ Iz b E0,
which is a properly semi-stable sheaf.
For E “ ̟˚pIW q, we have ´χpE,Eq{2 “ 2, and hence by using [46, Fact 2.4] and the paragraph
preceeding [46, Lemma 2.13], we see that around E, M sωpv,KX q is analytic locally defined by a
hypersurface F pt1, t2, ..., t6q “ 0 in pC6, 0q such that
F pt1, t2, ..., t6q “
nÿ
i“1
t2i `Gpt1, t2, ..., t6q, n ě 2, Gpt1, t2, ..., t6q P pt1, t2, ..., t6q3.
Since the singular locus is 4-dimensional at E “ ̟˚pIW q, we must have n “ 2. Therefore there are
at most two irreducible components intersecting along the 4-dimensional singular locus. We shall
prove that there are exactly two such irreducible components M0 and M1 and that their union is
connected.
Let ψ :Mωpv,KX q Ñ N be the contraction map to the Uhlenbeck compactification.
Lemma 13.3. There is an irreducible component M0 of Mωpv,KX q such that M0 contains a µ-
stable locally free sheaf and ψpM0q contains Mωpv1,KXq ˆ S2X, where v1 “ vpE0q.
Proof. Consider the stack Mωpv,KX qµss of µ-semistable sheaves E with vpEq “ v and detpEq “
KX , and letM0 be the irreducible component containing all locally free sheaves fitting in the short
exact sequence
(135) 0Ñ OX Ñ E Ñ IZpKXq Ñ 0,
where IZ P Hilb2pXq. Then by the proof of [53, Lemma 2.8],
M10 :“ tE PM0 | E is a µ-stable locally free sheaf u
is a nonempty open and dense substack ofM0. LetM0 be the irreducible component ofMωpv,KX q
containing the associated coarse moduli scheme of M10. We shall prove that ψpM0q contains
Mωpv1,KXq ˆ S2X, where v1 “ vpE0q.
Let E PM0 be a locally free sheaf fitting in
(136) 0Ñ OX Ñ E Ñ IZpKXq Ñ 0,
where IZ P Hilb2pXq. Consider a point F PM10 and a generic curve T ĂM0 connecting E and F .
This corresponds to a deformation E over the curve T such that Et0 “ E and Et1 “ F for points
t0, t1 P T . In particular, as T is taken generic, we have Et is a µ-stable locally free sheaf for t ‰ t0.
Note that E is µ-semistable but not Gieseker semistable, as
µpOXq “ 0 “ µpIZpKXqq and χpOXq “ 1 ą ´1 “ χpIZpKXqq,
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so E does not induce a morphism T Ñ M0. By Langton’s theorem [22, Theorem 2.B.1], however,
we obtain another family F over T of semistable sheaves Ft such that Ft “ Et for t ‰ t0. This new
family does induce a morphism T ÑM0. Since ψ extends to the family of µ-semistable sheaves Et,
(137) ψpFt0q “ lim
tÑt0
ψpFtq “ ψpEt0q “ pE0, rZsq PMωpv1,KXq ˆ S2X,
where rZs is the 0-cycle defined by Z. Hence our claim holds. 
For the construction of the other irreducible component M1, we prepare the following lemma.
Lemma 13.4. For Z P Hilb2pXq and a non-trivial extension
(138) 0Ñ IZ Ñ E Ñ OXpKXq Ñ 0,
E PMωpv,KX q.
Proof. Suppose not, and let F be a saturated, destabilizing, stable subsheaf of E. In particular,
rkpF q “ 1. As E is µ-semistable, µωpF q ď µωpEq, so we must have µωpF q “ µωpEq and χpF q ą
χpEq
2
“ 0. It follows from χpIZq “ ´1 that the composition φ : F ãÑ E ։ OXpKXq must be
nonzero so that from stability χpF q ď χpOXpKXqq “ 1, and thus χpF q “ χpOXpKXqq. Then φ is
an isomorphism, contradicting the non-triviality of the extension (138). Hence E is semistable, as
claimed. 
Observe that E as in (138) is not locally free and dualizing (138) twice we get another short
exact sequence
(139) 0Ñ OX Ñ E__ Ñ OXpKXq Ñ 0.
Moreover, we may put Eqs. (138) and (139) together into the following short exact sequence of
complexes
0 ÝÝÝÝÑ IZ ÝÝÝÝÑ E ÝÝÝÝÑ OXpKXq ÝÝÝÝÑ 0§§đ §§đ Id§§đ
0 ÝÝÝÝÑ OX ÝÝÝÝÑ E__ ÝÝÝÝÑ OXpKXq ÝÝÝÝÑ 0
and apply the Snake lemma to see that E fits into another short exact sequence
(140) 0Ñ E Ñ E__ Ñ OZ Ñ 0.
As Ext1pOXpKXq,OXq “ 0, we see that E__ “ OX ‘ OXpKXq, so we may compose the natural
embedding OXpKXq ãÑ OX ‘ OXpKXq with the surjection E__ ։ OZ to obtain a morphism
OXpKXq Ñ OZ . We will show in the next lemma that we may determine when E as in (138) is in
M sωpv,KX q based on the surjectivity of the associated morphism OXpKXq Ñ OZ .
Lemma 13.5. A sheaf E fitting into the short exact sequence (138) is stable if and only if the
associated morphism OXpKXq Ñ OZ is surjective.
Proof. The sheaf E is properly semistable if and only if it contains a torsion free subsheaf of
Mukai vector p1, 0,´1
2
q, that is, either the ideal sheaf of a point Iz or its twist IzpKXq. As
HompIz, IZq “ 0 “ HompIz,OXpKXqq, we see that E is properly semistable if and only if E
contains Iz1pKXq for some z1 P X. But this is equivalent to E sitting in a short exact sequence
(141) 0Ñ Iz1pKXq Ñ E Ñ Iz2 Ñ 0
for some other point z2 P X.
Taking double duals of (141), we again get a short exact sequence of complexes
0 ÝÝÝÝÑ Iz1pKXq ÝÝÝÝÑ E ÝÝÝÝÑ Iz2 ÝÝÝÝÑ 0§§đ §§đ §§đ
0 ÝÝÝÝÑ OXpKXq ÝÝÝÝÑ E__ ÝÝÝÝÑ OX ÝÝÝÝÑ 0,
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so using the Snake lemma we see that, as claimed, the composition OXpKXq ãÑ E__ ։ OZ is not
surjective, factoring instead through the proper subsheaf Oz1 Ĺ OZ . Note that we also see that
Z “ tz1, z2u.
Conversely, if the composition OXpKXq ãÑ E__ ։ OZ is not surjective, then it factors through
Oz1 for some z1 P Z, and we get a short exact sequence of complexes
0 ÝÝÝÝÑ OXpKXq ÝÝÝÝÑ E__ ÝÝÝÝÑ OX ÝÝÝÝÑ 0§§đ §§đ §§đ
0 ÝÝÝÝÑ Oz1 ÝÝÝÝÑ OZ ÝÝÝÝÑ Oz2 ÝÝÝÝÑ 0
for z2 P Z. It follows that E sits in a short exact sequence as in (141). 
We have seen that any E fitting into (138) fits into (140). We show that the converse holds as
well if E is stable.
Lemma 13.6. Let E be a stable sheaf fitting into a short exact sequence as in (140),
0Ñ E Ñ OX ‘OXpKXq Ñ OZ Ñ 0
for Z P Hilb2pXq. Then E fits into a short exact sequence as in (138).
Proof. Indeed, if E is a stable sheaf fitting into (140), then the stability of E and OXpKXq forces
the composition E ãÑ OX ‘ OXpKXq p2ÝÑ OXpKXq is surjective, where p2 is the projection onto
the second factor. Then similar arguments as above show that the kernel of this composition is IZ ,
giving the lemma. 
Now we are able to define the second irreducible component M1. Since hompOXpKXq, IZq “ 0
and ext2pOXpKXq, IZq “ hompIZ ,OXq “ 1, we see that
ext1pOXpKXq, IZq “ xp1, 0, 12q, p1, 0,´32 qy ` 1 “ 2,
so we have a family of semistable non-locally free sheaves
(142) 0Ñ IZ bOPp1q Ñ E Ñ OPˆXpKXq Ñ 0
on the projective bundle
q : P :“ PpExt1ppOHilb2pXqˆXpKXq, IZqq Ñ Hilb2pXq,
where Z is the universal family on Hilb2pXqˆX and p : Hilb2pXqˆX Ñ Hilb2pXq is the projection.
By Lemma 13.4, E gives rise to a morphism
(143)
g : P Ñ Mωpv,KX q
z ÞÑ Ez.
We setM1 :“ gpPq, and prove in the next result thatM1 is an irreducible component ofMωpv,KX q.
Lemma 13.7. M1 is an irreducible component ofMωpv,KX q and satisfiesM1 “ ψ´1pMωpv1,KXqˆ
S2Xq.
Proof. We begin by showing that g is injective on the stable locus. Indeed, for a stable sheaf E in
the image of g, Z is determined uniquely by E__{E so that the exact sequence (138) is uniquely
determined by E.
Now we prove that the set
Mpssω pv,KX q “ t Iz1 ‘ Iz2pKXq | z1, z2 P X u ĂMωpv,KX q
of properly semistable polystable sheaves is contained in M1. First assume that Z “ tz1, z2u pz1 ‰
z2q. If E is properly semistable, then by Lemma 13.5, the associated morphism OXpKXq Ñ OZ is
not surjective, say at z1, so E fits into an exact sequence
0Ñ Iz2pKXq Ñ E Ñ Iz1 Ñ 0,
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giving the point Iz2pKXq‘Iz1 ofMωpv,KX q. Note, moreover, that it follows from ext1pIz1 , Iz2pKXqq “
1 that g is injective if z1 ‰ z2.
If Z “ tzu with a non-reduced structure and E is properly semistable, then again by Lemma 13.5,
the induced morphism OXpKXq Ñ OZ is not surjective and E fits into an exact sequence
0Ñ IzpKXq Ñ E Ñ Iz Ñ 0,
giving the point Iz ‘ IzpKXq. Thus Mpssω pv,KX q Ă M1 as claimed. Note further that the point
IzpKXq ‘ Iz of Mωpv,KX q is independent of the choice of a scheme structure on Z, so we also see
that g´1pIz ‘ IzpKXqq has positive dimension.
As g is injective away from q´1p∆Xq, where ∆X Ă Hilb2pXq is the locus of non-reduced sub-
schemes, it follows that dimpM1q “ 5. As M1 is proper, irreducible, and of maximal dimension, it
is an irreducible component of Mωpv,KX q.
Since Mpssω pv,KX q ĂM1 Ă ψ´1pMωpv1,KXq ˆ S2Xq, to prove the second claim, we must show
that E P M sωpv,KX q satisfying ψpEq P Mωpv1,KXq ˆ S2X is in M1. But such an E is a stable
sheaf fitting into an exact sequence as in (140). It follows from Lemma 13.6 that E fits into the
exact sequence (138). Therefore E PM1, as claimed. 
We will show that M0 YM1 is a connected component of Mωpv,KX q, but the first step is to
show that M1 does not meet any other components. In the next lemma, we show that away from
the locus of properly semistable sheaves S-equivalent to Iz ‘ IzpKXq, M1 is normal and thus meets
no other components.
Lemma 13.8. The local deformation space is smooth at E if E is S-equivalent to Iz1 ‘ Iz2pKXq
(z1 ‰ z2). Hence Iz1 ‘ Iz2pKXq (z1 ‰ z2) is contained in the normal open subscheme
Mωpv,KX q˚ :“
 
E PMωpv,KX q
ˇˇ
Ext2pE,Eq “ 0 (
of Mωpv,KX q.
Proof. We begin by showing that Mωpv,KX q˚ is normal. Let Q be an open subscheme of a
suitable quot-scheme QuotOXp´mHq‘N {X , which parameterizes quotients OXp´mHq‘N Ñ E, such
that Mωpv,KX q is a GIT-quotient of Q by PGLpNq. Let Q˚ be the open subscheme of Q such
that Ext2pE,Eq “ 0. Then Q˚ is smooth. Hence the open subscheme Mωpv,KX q˚ “ Q˚{PGLpNq
of Mωpv,KX q is a normal scheme.
Now suppose that E is S-equivalent to Iz1 ‘ Iz2pKXq with z1 ‰ z2. Then
Ext2pIz1 , Iz1q “ Ext2pIz1 , Iz2pKXqq “ Ext2pIz2pKXq, Iz1q “ Ext2pIz2pKXq, Iz2pKXqq “ 0.
Hence Ext2pE,Eq “ 0 so that E P Q˚. It follows that the polystable representative, Iz1 ‘ Iz2pKXq,
is in Mωpv,KX q˚, as claimed. 
We can actually prove that Mωpv,KX q˚ is smooth:
Lemma 13.9. P ˆMωpv,KXq Mωpv,KX q˚ Ñ Mωpv,KX q˚ is a closed immersion whose image is a
connected component of Mωpv,KX q˚. In particular Mωpv,KX q˚ is smooth.
Proof. We first show that the image of g1 : P ˆMωpv,KXq Mωpv,KX q˚ Ñ Mωpv,KXq˚ a connected
component ofMωpv,KXq˚. First observe that g1 is proper since g is a proper morphism. We further
note that the image of g1 is M1˚ :“ M1 XMωpv,KX q˚, which is therefore a connected component
of Mωpv,KX q˚ by Lemma 13.8.
Now let us show that g1 is a closed immersion. If E PMpssω pv,KX q is S-equivalent to Iz‘IzpKXq,
then we see that Ext2pE,Eq ‰ 0. Hence E is not contained in Mωpv,KX q˚. Therefore g1 is
injective, which implies that g1 is a finite birational map between normal schemes. Therefore, g1 is
an isomorphism onto its image, proving the claim.
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AsMpssω pv,KX q ĂM1, the open subschemeMωpv,KX q˚zM1˚ is smooth by [25] and the definition
of Mωpv,KX q˚. Since M˚1 is isomorphic to an open subscheme of a P1 bundle over Hilb2pXq, it is
smooth, which gives the final statement of lemma. 
Finally, we put everything together to show thatM0YM1 is a connected component ofMωpv,KX q.
Proposition 13.10. (1) The singular locus of Mωpv,KX q consists of a 4-dimensional sub-
scheme
S1 :“ t̟˚pIW q | IW P Hilb2p rXqu
and a finite set of points
S2 :“ t̟˚pO rXpDqq | ιpDq “ ´D, pD2q “ ´4u.
(2) M0 and M1 intersect along S1.
(3) M0 YM1 is a connected component of Mωpv,KX q.
Proof. (1) follows from Lemma 13.1 and Lemma 13.9. By Lemma 13.3 and Lemma 13.7, M0
intersects M1 along the 4-dimensional singular locus. By the description of the singular locus,
M0 YM1 is a connected component of Mωpv,KX q. 
Remark 13.11. The restriction of ψ to S1 “M0XM1 is a double cover onto Mωpv1,KXq ˆS2X.
Indeed, for ̟˚pIw1,w2q pw1 ‰ w2, ιpw2qq, we push forward the short exact sequence on rX
0Ñ Iw1,w2 Ñ O rX Ñ Ow1,w2 Ñ 0
to obtain the short exact sequence
0Ñ ̟˚pIw1,w2q Ñ OX ‘OXpKXq Ñ O̟pw1q,̟pw2q Ñ 0.
From this it is clear that ψ´1pψp̟˚pIw1,w2qqq “ t̟˚pIw1,w2q,̟˚pIw1,ιpw2qqu.
13.1.2. A remark on Mωpv, 0q pv “ p2, 0,´1qq. We discuss here the structure of the other compo-
nent of Mωpvq parametrizing sheaves with determinant OX vis-a-vis the Uhlenbeck contraction.
Lemma 13.12. If E P Mωpv, 0q is not a µ-stable locally free sheaf, then E is S-equivalent to
Iz1 ‘ Iz2 or Iz1pKXq ‘ Iz2pKXq.
Proof. If E is not locally free, then we see that χpE__q ą 0. HenceH0pE__q ‰ 0 orH0pE_pKXqq ‰
0. It follows from considerations of µ-stability that E__ contains OXpDq, where D “ 0 or KX ,
respectively, as a saturated subsheaf. Intersecting with E gives an exact sequence
0Ñ IZpDq Ñ E Ñ IW pDq Ñ 0
with D “ 0,KX . By the semi-stability of E, degpZq ě 1, degpW q ď 1, and degpZq ` degpW q “ 2.
If degpZq “ degpW q “ 1, then E is S-equivalent to IZpDq ‘ IW pDq, as claimed. If degW “ 0,
then E__ “ OXpDq‘2 with E__{E – OZ where now Z P Hilb2pXq. Choosing a torsion free sheaf
F with E Ă F Ă E__ and F {E “ Oz1 , F is µ-semistable and χpF q “ 1, so the same argument
as for E__ shows that HompOXpDq, F q ‰ 0. Slope-stability considerations force OXpDq to be a
saturated subsheaf, and intersecting with E gives another short exact sequence
0Ñ IZ 1pDq Ñ E Ñ IW 1pDq Ñ 0
with degpZ 1q ě 1, degpW 1q ď 1, and degpZ 1q ` degpW 1q “ 2. This time, however, we see that
0 ‰ OXpDq{IZ 1pDq “ pOXpDq ` Eq{E Ă F {E “ Oz1 ,
so Z 1 “ z1 and W 1 “ z2 for points z1, z2 P X. Therefore E is S-equivalent to Iz1pDq ‘ Iz2pDq in
this case as well. 
Thus the complement of the open subset of µ-stable locally free sheaves in Mωpv, 0q is parame-
terized by two copies of S2X, and this locus is not contracted by the morphism to the Uhlenbeck
compactification.
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13.2. Irreducible components of Mσpvq with v2 “ 2. In this subsection, we shall prove the
following claim.
Proposition 13.13. Let v :“ pr, ξ, aq be a Mukai vector such that v2 “ 2. Assume that L ”
D ` r
2
KX pmod 2q, where D is a nodal cycle. Then Mωpv, Lq has two irreducible components.
As in the previous subsection, we begin by reducing to studying a certain moduli space of Gieseker
semistable sheaves of rank two. To do so, we make use of a motivic invariant called the virtual
Hodge polynomial. Recall that for a variety Y , the virtual Hodge polynomial epY q is defined by
epY q “ řp,q ep,qpY qxpyq, where ep,qpY q :“ řkp´1qkhp,qpHkc pY qq are the virtual Hodge numbers of
the natural mixed Hodge structure on the cohomology of Y with compact support (see [52] and
the references therein for a more complete explanation).
Lemma 13.14. Let v :“ pr, ξ, aq be a Mukai vector such that v2 is even.
(1) There is v1 “ p2, L1, a1q such that epMωpv, Lqq “ epMωpv1, L1qq, where L1`KX ” L` r2KXpmod 2q.
(2) For a smooth rational curve C, we have an equality
(144) epMωpv, Lqq “ epMω1pv1, L1qq,
where σ1 “ Φpσq for the spherical twist Φ “ ROCp´1q, v1 “ Φpvq “ pr, ξ ` pC, ξqC, aq and
L1 “ L` pL,CqC.
Proof. (1) Since the p´1q-reflection ROX associated to OX preserves Stab:pXq, we have an isomor-
phism
(145) Mσpv, Lqq –Mσ1pv1, L1q,
where σ1 “ ROX pσq, v1 “ ROX pvq “ p´2a, ξ,´r{2q and L1 “ L` r`2a2 KX . By [39], we have
(146) epMωpv, Lqq “ epMω1pv1, L1qq.
By similar arguments as in [39] or [53], we get (1).
(2) Let Φ : DbpXq Ñ DbpXq be the twist functor associated to the spherical object OCp´1q.
The action of Φ preserves Stab:pXq, so we have an isomorphism
(147) Mσpv, Lq –Mσ1pv1, Lq
where σ1 “ Φpσq, v1 “ pr, ξ ` pC, ξqC, aq and L1 “ L ` pL,CqC. By using [39] again, we get
(144). 
In the specific case that we are interested in, we can in fact get more explicit:
Lemma 13.15. Let v “ pr, ξ, aq be a Mukai vector with v2 “ 2 and L a divisor such that L ”
D ` r
2
KX pmod 2q, where D is a nodal cycle. Then there is a Mukai vector v1 “ p2, ξ1, 0q and an
elliptic fibration π : X Ñ P1 such that
(1) epMωpv, Lqq “ epMω1pv1, L1qq,
(2) pξ1, Cq “ 2 for a general fiber C of π and L1 ” D1 ` KX pmod 2q, where D1 is a nodal
cycle.
Proof. For a primitive Mukai vector v such that v2 “ 2, we take v1 “ p2, ξ1, a1q and L1 satisfying
Lemma 13.14. As ℓpvq “ 1, we can find an isotropic divisor η such that pξ1 ` 2λ, ηq “ 1, where
λ P NSpXq. Replacing v1 by v1ekη`λ, for an appropriate choice of k, we may assume that pξ12q “ 2
and a1 “ 0. Then ξ1 is effective or ´ξ1 is effective. Since v1e´ξ1 “ p2,´ξ1, a1q, we may assume that
ξ1 is effective. Since L ” D` r
2
KX pmod 2q for a nodal cycle D, by using Lemma 13.16 and (144),
we may assume that ξ1 is nef and L1 ” D1 `KX pmod 2q for a nodal cycle D1.
As pξ12q “ 2, ξ1 is primitive, so we may find an isotropic divisor η with pξ1, ηq “ 1. The Riemann-
Roch theorem then implies that η is effective. Let η “ f `ři Ci be a decomposition of η such that
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f is a nef and isotropic divisor, and Ci are smooth rational curves. Then pξ1, fq, pξ1, Ciq ě 0 imply
that pf, ξ1q “ 1 by using Hodge index theorem. The linear system |2f | induces an elliptic fibration
π : X Ñ P1 satisfying our requirements. 
Lemma 13.16. For nodal cycles D and D1, D ` pD,D1qD1 ” D2 pmod 2q, where D2 is another
nodal cycle.
Proof. For nodal cycles D and D1 and an ample divisor H, let E be a H-stable vector bundle with
v “ vpEq “ p2,D `KX , 0q and E1 a H-stable vector bundle with v1 “ vpE1q “ p2,D1 `KX , 0q.
Then for EpnHq pn " 0q,
F :“ kerpHompE1, EpnHqq b E1 Ñ EpnHqq
is a stable vector bundle with vpF q “ ´enHp2,D `KX , 0q ´ xenHv,v1yv1 ([49, Thm. 1.7]). Thus
vpF q2 “ ´2. Since
(148) xenHv,v1y “ pD,D1q ´ 2n2pH2q ` 2npH,D1 ´Dq,
we get
rkF
2
”1` pD,D1q pmod 2q,
c1pF q ”D `KX ` pD,D1qpD1 `KXq pmod 2q
”D ` pD,D1qD1 ` rkF
2
KX pmod 2q.
(149)
As F is thus a stable spherical bundle, it follows that there is a nodal cycle D2 such that
D2 ` rkF
2
KX ” c1pF q ” D ` pD,D1qD1 ` rkF
2
KX pmod 2q,
and the result follows. 
By Lemma 13.15, it is sufficient to describe the irreducible components of Mωpv, Lq for v “
p2, ξ, 0q with pξ2q “ 2 and L such that L ” D `KX pmod 2q and pL,Cq “ 2 for a general fiber C
of an elliptic fibration π : X Ñ P1. For this purpose, we first describe a 2-dimensional component
of the singular locus of Mωpv, Lq.
Lemma 13.17. For a Mukai vector v “ p2, ξ, 0q with pξ2q “ 2 and a divisor L with L ” D `KX
pmod 2q, the singular locus of Mωpv, Lq is
(150)
!
̟˚pIW prLqq ˇˇˇ IW P Hilbnp rXq, ι˚prLq “ ̟˚pLq ´ rL, n “ prL2q{2` 1 ) ,
where prL2q “ 0,´2. In particular, the 2-dimensional component of the singular locus is irreducible.
Proof. Since ω is generic, Mωpv, Lq “M sωpv, Lq is of expected dimension, so the singular locus is 
E PMωpv, Lq
ˇˇ
Ext2pE,Eq ‰ 0 ( “ t E PMωpv, Lq | E – EpKX q u .
If EpKXq – E, then we see that E – ̟˚pIW prLqq, where ι˚pIW prLqq fl IW prLqq and W “ ∅ or W “
twu. If W “ twu, then E__ “ ̟˚pO rXprLqq is a spherical vector bundle with vpE__q “ p2, ξ, 1q.
Therefore the claim holds. 
Remark 13.18. For x P X, we set ̟´1pxq “ tz, ιpzqu. Then ̟˚pIzprLqq and ̟˚pIιpzqprLqq are not
locally free at x. Hence the 2-dimensional component of the singular locus is a double covering of
X.
The existence of a two dimensional component of the singular locus has the following important
consequence for the reducibility of Mωpv, Lq.
Lemma 13.19. There are at most two irreducible components of Mωpv, Lq.
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Proof. If there are two irreducible components of Mωpv, Lq, then the connectedness of Mωpv, Lq
implies they intersect along the 2-dimensional component of the singular locus. By [46], the analytic
germ of Mωpv, Lq at a singular point E is described as a hypersurface F px1, x2, x3q “ 0 in pC3, 0q
with a non-trivial quadratic term. If Mωpv, Lq is reducible, then each irreducible component is
defined by a factor of F px1, x2, x3q. Therefore Mωpv, Lq has at most two irreducible components.

Let f be the reduced part of a multiple fiber of π and E0 PMωpv1, L´ 2fq be a spherical vector
bundle, where v1 “ p2, ξ ´ 2f, 0q. We shall prove Proposition 13.13 by constructing two irreducible
componentsM0 andM1 ofMωpv, Lq. We begin by constructing a componentM0 containing locally
free sheaves using elementary transformations as in [22, Section 5.2]. To this end we must study
how E0 restricts to a general fiber of π.
Lemma 13.20. Let C be a general fiber of the elliptic fibration. Then E0|C – OCppq ‘ OCpqq
pp ‰ qq.
Proof. For the primitive and isotropic Mukai vector u :“ p0, C, 1q, ℓpuq “ 2 so that Mωpu, Cq is
a fine moduli space which is isomorphic to X, where ω is general. As in [11], there is an elliptic
fibration Mωpu, Cq Ñ P1 that comes from regarding Mωpu, Cq as a smooth compactification of the
relative Picard scheme Pic1pX{P1q Ñ P1 of degree 1. We shall identify Mωpu, Cq Ñ P1 with the
elliptic fibration X Ñ P1.
For a universal family E of Mωpu, Cq, we have a relative Fourier-Mukai transform ΦE_XÑX :
DbpXq Ñ DbpXq. Then F :“ ΦE_XÑXpE0qr1s is a purely 1-dimensional sheaf whose support is a
double cover of P1. Thus for a general fiber C with F |C “ Cp ‘ Cq, one can check that E0|C –
OCppq ‘OCpqq. 
Let L be a line bundle on a smooth fiber C P |2f | with vpLq “ p0, 2f, 0q. We set L˚ :“
Ext1
OX
pL,OXq. Then L˚ is a line bundle of degree 0 on C so that vpL˚q “ p0, 2f, 0q. Observe that
xvpE_0 q,vpL˚qy “ xp2, 2f ´ ξ, 0q, p0, 2f, 0qy “ ´2 ă 0,
so there is necessarily a non-zero homomorphism ψ : E_0 Ñ L˚. Moreover we may assume that
ψ is surjective by Lemma 13.20. We will see in the next two results that these give rise to a
component of Mωpv, Lq containing µ-stable locally free sheaves. As E0 is µ-stable with respect to
any polarization [24, 43], for any given starting polarization H0, tE0u “MH0pv1, L´ 2fq. We will
have cause to vary the polarization in the next lemma, but it is important to state that the stability
of E0 remains unchanged.
Lemma 13.21. For a non-zero homomorphism ψ : E_0 Ñ L˚, we set E :“ RHomOX pConepψq,OX qr1s.
Then E is a µ-stable torsion free sheaf with respect to H0 ` nf , n " 0. If ψ is surjective, then E
is a locally free sheaf.
Proof. We first show that E is torsion free, and locally free if ψ is surjective. Dualizing the exact
triangle
E_0
ψÝÑ L˚ Ñ Conepψq Ñ E_0 r1s,
shifting by 1, and taking cohomology sheaves, we immediately see that E is a coherent sheaf fitting
into an exact sequence
(151) 0Ñ E0 Ñ E Ñ LÑ 0.
Moreover, asRHompE,OX q “ Conepψqr´1s, we get that Ext1pE,OX q “ H0pConepψqq “ cokerpψq,
which is supporded in codimension two, and Ext2pE,OX q “ 0, so E is torsion free by [22, Propo-
sition 1.1.10]. Moreover, if ψ is surjective, so that cokerpψq “ 0, then E is reflexive (by [22, ibid.])
and thus locally free.
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Now we show that E is µ-stable. Let F be a subsheaf of E with rkF “ 1. Then E0 X F is a
rank 1 subsheaf of E0. Since E0 is µ-stable for any ample divisor,
2pc1pE0 X F q,H0 ` nfq ă pc1pE0q,H0 ` nfq pn ě 0q.
Hence 2pc1pE0 X F q, fq ď pc1pE0q, fq “ 1 and 2pc1pE0 X F q,H0q ă pc1pE0q,H0q. In particular
pc1pE0XF q, fq ď 0. As c1pF q “ c1pE0XF q`2f , pc1pF q, fq ď 0. If n ą p4f,H0q, then 2pc1pF q,H0`
nfq ă pc1pEq,H0`nfq. Therefore E is µ-stable with respect to H0`nf for n " 0, as claimed. 
Considering the irreducible component containing the sheaves E constructed in Lemma 13.21,
we get the following result.
Corollary 13.22. For ω “ H0 ` nf (n " 0), there is an irreducible component M0 of Mωpv, Lq
which contains a µ-stable locally free sheaf.
The second irreducible component, M1, parametrizes E fitting into an exact sequence
(152) 0Ñ E Ñ E0pfq Ñ Cx Ñ 0, x P X.
In particular, such E are not locally free, so M1 is indeed distinct from M0. Moreover, as in the
previous subsection, M1 has the structure of a P
1-bundle, this time over X (instead of Hilb2pXq).
Moreover, the fibers of this P1 bundle are contracted by the Uhlenbeck morphism.
By Lemma 13.19, M0 and M1 are the irreducible components of Mωpv, Lq, which shows Propo-
sition 13.13 by Lemma 13.15.
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