A new, to our knowledge, iterative algorithm for achieving optimization of beam profiles in a threedimensional volume is presented. The algorithm is based on examining the region of interest at discrete plane locations perpendicular to the propagation direction. At each such plane an intensity constraint is imposed within a well-defined transverse spatial region of interest, whereas the phase inside that region as well as the complex amplitude outside the region is left unchanged from the previous iteration. Once the optimal solution is found, the mask that generates the desired distribution can be readily implemented with a planar diffractive optical element such as a computer-generated hologram. Several computer simulations verified the utility of the proposed approach.
Introduction
The control of a beam profile along a threedimensional ͑3-D͒ region in space is an important task in various applications such as optical scanners, displays, laser printers, and medical applications. It would be helpful to use a single diffractive optical element ͑DOE͒ to obtain any desired 3-D beam within a given volume. However, there is a major obstacle that prevents the use of a DOE in this way: The beam function must be a physical function that obeys the wave equation ͑or the Helmholtz equation for monochromatic illumination͒. For example, achieving a perfect Gaussian beam profile that remains unchanged while it propagates along the Z axis is impossible, even for a limited range, although such a beam could be helpful in a large variety of applications. Any attempt to achieve 3-D beam shaping must take this limitation into account.
A large number of approaches to achieving 3-D beam shaping have been tried during the past 20 years, including many attempts to obtain the socalled nondiffracting beams, i.e., rays that preserve their spatial properties while they are propagating along the Z axis. The trivial case of plane waves that are essentially nondiffracting beams is of no practical interest. Durnin 1 proposed an exact nondiffractive solution of the scalar wave equation: the Bessel beam. Unfortunately, this beam, which is essentially the equivalent of a collection of plane waves propagating along a conical surface, although it is interesting from a theoretical point of view, is of no practical use because it is unbounded and its generation requires an infinite amount of energy. Therefore the exact implementation of such beams is not possible. An approximate implementation of this kind of beam was achieved with DOE's. 2 Gori et al. made an additional interesting attempt to achieve nondiffracting beams by defining a GaussBessel beam. 3 The basic idea is to investigate the product of a Bessel beam and a Gaussian profile. Such a beam carries finite energy, and in spite of its possessing some diffraction sensitivity that is due to the Gaussian profile, its diffraction spread is less than that of an ordinary Gaussian. However, this approach is a kind of smart guess and does not promise optimal reduction of the beam spread. In addition, it does not allow arbitrary 3-D beam shaping to be achieved.
Other attempts to achieve nondiffracting beams, based on an iterative approach, were suggested by Rosen 4 and by Piestun et al. 5 In both of those papers it was shown that 3-D beam shaping might be achieved by use of the projection-onto-constraints sets algorithm, which is based on performing freespace propagation from one discrete plane to the next plane along the Z axis. At each plane, the function obtained is replaced by the desired constraints. The replacement is then followed by propagation to the next plane. After the last plane is handled, freespace backpropagation is performed on the filter, and another iteration is initiated. The process can be stopped by any desired criterion to be defined. However, the suggested algorithm is a serial one; therefore it assigns larger weight to the far planes than to the near planes. Moreover, if the constraint in one plane is far-fetched, there is a high probability that the algorithm will not yield reasonable results.
In this paper we present a new algorithm for achieving 3-D beam shaping. Although in principle any desired shape can be implemented ͑with some acceptable error, as will be discussed͒, we have focused on the nondiffracting beam as an example that permits comparisons with other solutions. The proposed algorithm is based on a parallel rather than a serial computation; i.e., all planes are computed at one time, and the generating filter is built from averaging the backpropagation distribution from all the above data rather than by changing one plane at a time and propagating to the next one based on that change. The proposed algorithm seems to yield better results, at least for cases that have been examined, and also provides faster convergence. The output of the algorithm provides the resultant amplitude function. The above function can be implemented by use of a single phase-only filter in either an off-axis mode 6 or an on-axis mode. 7 Alternatively, the implementation of the complex amplitude function with higher efficiency in the treatment of light can be obtained with two phase-only filters separated by some propagation distance. 8, 9 It should be mentioned that a method related to the proposed approach has already presented. 10 That method uses a Ping-Pong algorithm to produce 3-D displays by use of twisted nematic liquid crystals. The 3-D display task can be characterized by the small separation between discrete cross sections. Therefore the shape must change slowly between consecutive planes. In addition, high spatial resolution is needed for achieving high-quality reconstruction. Therefore we are focusing our research on 3-D beam shaping rather than 3-D displays.
The proposed approach is described in Section 2. In Section 3 we discuss the limitations of this approach. Computer simulations are finally given in Section 4. Figure 1 illustrates the 3-D volume under consideration, in which a given light distribution should be generated. The basic assumption is that, outside that volume, no constraints exist. The proposed algorithm is based on sampling the Z axis at N perpendicular planes ͑cross sections͒ that are arbitrarily located. As a starting point for the process, we assume an initial random complex amplitude distribution, located at Z ϭ 0 and represented by u͑x, y, 0͒. Free-space propagation ͑FSP͒ is then calculated from that plane to each one the N cross sections simultaneously. The FSP is achieved by use of the Huygens-Fresnel formula 11
Proposed Algorithm
where is the wavelength and k ϭ 2͞. The next step is to apply an appropriate constraint to each cross section. Any constraint should be bounded within the predefined VOI. Outside that region, the function that is obtained is left unchanged. In addition, the phase obtained within the region should be kept unchanged as well. Mathematically, the new function at a cross section z i can be described as
where g͑xЈ, yЈ, z i ͒ is the amplitude constraint at plane z i and is an efficiency coefficient that enables the energy inside the window ͑RO͒ to be controlled. From the set of functions u͑ xЈ, yЈ, z i ͒ one can calculate the distribution at Z ϭ 0 by using free-space backpropagation from each plane Z i :
The filter for the next iteration can be calculated as a weighted average of the set obtained:
where w i is a set of weighting coefficients and l is the iteration number. The default option is to use w i ϭ 1͞N ͑equal weight for each plane͒, although other possibilities can be chosen if some planes are more significant for the user than others. The entire sequence above is defined as a single iteration. One should repeat the procedure several times to achieve reasonable convergence. Possible criteria for ending the process are either completion of a limited number of iterations or arriving at some defined error metric. A block diagram of the proposed algorithm is shown in Fig. 2 . As we discussed above, it is obvious that obtaining any arbitrary desired 3-D beam shape profile is impossible unless the shape obeys the wave equation. In general, practical constraints do not fall into this category ͑do not obey the wave equation͒. However, the proposed algorithm, which is a Ping-Pong-style algorithm, 12 eventually converges toward a solution that might minimize the square error. Unfortunately, the algorithm suffers from the same drawback that is common to this family of algorithms: the minimum might be a local minimum instead of a global one. The random initial guess should be such that it will lead to achieving the global minimum. Another technique is to implant some perturbation within the process by means of simulated annealing. Such perturbations have the ability to get the solution out of the local-minimum well.
Another issue is that no constraints are applied for the regions between the adjacent planes, whereas one is interested in controlling the intensity distribution at all planes located inside the volume of interest. In principle, applying the above constraints at N planes does not promise the achievement of the desired intensity distribution between these planes. One simple way to overcome this obstacle is to choose a large number of planes ͑large N value͒ and thus to decrease the distances between the discrete planes. Unfortunately, such a solution requires a large computational effort and is time consuming. However, with the appropriate choice of constraints, a small N value may be sufficient. Another way to overcome this problem is to avoid using equally spaced planes. However, a better choice should be based on an approximation of a physically realizable beam with improved characteristics, for example, a modified Gaussian beam that is forced to maintain constant lateral dimensions below the conventional Gaussian beam spread, as we discuss in Section 3 below.
As a result of a comprehensive trial-and-error study, we obtained the following rule of thumb: To make the best of the proposed algorithm it is advisable to apply constraints that make use of as many degrees of freedom as possible. In practice one should make calculations based on as many pixels as possible. As a contrary example, if one will define a 3-D beamshaping task of achieving a delta function surrounded by a large region of zero energy, no degrees of freedom will be left, and a poor solution will be obtained. Hence to increase the relative number of degrees of freedom one should avoid increasing the VOI size more than necessary.
Computer Simulations
To demonstrate the capabilities of the proposed approach, we performed some computer simulations. The first set of simulations was based on a Gaussian profile. As a constraint we used a Gaussian beam with a waist of 0.5 mm ͑located at Z 0 ϭ 1.65 m͒ and required that the beam spread 80% less than an ordinary Gaussian beam. We applied this constraint to 11 planes. The distance between two adjacent Figure 4 is an image of the beam's lateral profile relative to the propagation distance ͑Z͒. Figure 5 is the same image for a conventional Gaussian beam with the same waist at Z ϭ Z 0 . From these figures one can see that a higher confinement of the beam has been achieved by the proposed approach. The waist is approximately one half of the Gaussian waist at the VOI edge ͑Z ϭ 1.35 m͒. Note that the task has been achieved in the whole 3-D VOI ͑not only in the discrete planes͒. The DOE dimensions are 6 ϫ 6 mm. 256 ϫ 256 pixels were used; therefore the feature size is ϳ23.5 m. We ignored the phase quantization, assuming that with current technologies ͑as many as 32 phase levels͒ the quantization effect is negligible.
As an attempt to confront a practical aspect of the problem we carried out another set of computer simulations. The task now is to form a beam that, when it is used for scanning, provides a modulation transfer function ͑MTF͒ response that is higher than 8% for frequencies of as many as 4.1 line pairs per millimeter within the VOI. These properties should be maintained for a propagation distance of 0.8 m. The MTF is calculated as the Fourier transform ͑FT; along the X direction͒ of the line-spread function. Thus it is given by MTF͓u͑x, y͔͒ ϭ
As an initial guess we chose the optimal GaussBessel beam ͑according to Ref. 9 for this task:
where w ϭ 0.95 mm, a ϭ 1.32 e Ϫ 3, and ϭ 0.632 m. The MTF's at several planes can be seen in Fig. 6 . As expected, the best MTF response was obtained in the middle of the region, and some degradation can be observed toward the edges. Nevertheless, the task of tight confinement with limited spread has been achieved. For comparison, the ordinary GaussBessel beam possesses 10% less working range for the same MTF parameters. The addition of the Bessel beam in Eq. ͑6͒ provides an effective waist of the Gauss-Bessel beam of only 0.133 mm. We estimated this value by assigning the Bessel argument a value of 1.75. For this value, the Bessel function falls to 1͞e of its maximal value. For such a waist value the Gaussian beam's active range ͑assuming the same MTF parameters͒ is only 0.15 m. As before, we used 6 mm ϫ 6 mm DOE with 256 ϫ 256 pixels; therefore a feature size of 23.5 m has been assumed. Again, phase quantization was ignored.
Conclusions
A novel algorithm for achieving three-dimensional beam formation within a predefined volume of interest ͑VOI͒ has been proposed. The algorithm is an iterative one and is based on dividing the 3-D space into discrete planes ͑cross sections͒ that are perpendicular to the direction of propagation. At each cross section an intensity constraint is imposed inside the VOI and the phase inside that volume, as well as the complex amplitude outside the volume, is left unchanged from the value obtained in the previous iteration. This approach can be implemented with a diffractive optical element ͑DOE͒ such as a computergenerated hologram ͑CGH͒. Several cases related to the generation of confined beam have been studied and demonstrated by computer simulations. The results indicate that improved 3-D beam shaping can be achieved by this approach and that practical problems can be treated.
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