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1. Preliminaries
It has been observed (e.g., [4]) that continuity is an ideal property, while in some applications
the mapping under consideration may not be continuous, yet at the same time it may be ‘not very
discontinuous’. This idea has motivated studies of the stability of Brouwer’s xed point theorem
[16,5], similar stability results for nonexpansive mappings [14], and to some extent the observa-
tions of this paper. However, the condition we impose has many characteristics of continuity and
admittedly falls short of the full spirit of this approach.
Our purpose is to extend and apply recent results of Angrisani and Clavelli [1] involving regular-
global-inf functions. Such functions satisfy a condition weaker than continuity, yet in many cir-
cumstances it is precisely the condition needed to assure either the uniqueness or compactness of
solutions in xed point and optimization problems. Additionally, under appropriate assumptions it
assures that approximate xed point sequences always actually approach the xed point set.
We begin with a denition given in [1].
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Denition 1.1. Let M be a topological space and F :M!R. The function F is said to be a
regular-global-inf (r.g.i.) at x2M if F(x)> infM (F) implies there exist > 0 such that <F(x)−
infM (F) and a neighborhood Nx of x such that F(y)>F(x) −  for each y2Nx: If this condition
holds for each x2M; then F is said to be an r.g.i. on M:
It will be helpful to formulate the above in a metric setting. (We shall not be concerned with the
exceptional case infM (F) =−1 since it will not arise in our considerations.)
Proposition 1.2. Let M be a metric space and F :M!R. Then F is an r.g.i. on M if and only if
for any sequence fxngM; the conditions
lim
n
F(xn) = inf
M
(F) and lim
n
xn = x
imply F(x) = infM (F):
Proof. Assume F is an r.g.i. on M and let fxngM satisfy limnF(xn)=infM (F) and limnxn=x2M:
Suppose F(x)> infM (F): Then there exists > 0; <F(x)− infM (F); and a neighborhood Nx such
that for all y2Nx
F(y)>F(x)− > inf
M
(F):
This implies that
lim
n
inf F(xn)>F(x)− > inf
M
(F);
a contradiction.
Now suppose the condition of the proposition holds and assume there exists x2M such that F is
not an r.g.i. at x: Then F(x)> infM (F): Let n > 0 satisfy n <F(x)− infM (F) with limnn=F(x)−
infM (F): Then for each n there exists yn 2M with d(x; yn)< 1=n such that F(yn)6F(x)− n: This
implies limnF(yn) = infM (F) and limnyn = x: Therefore F(x) = infM (F) | a contradiction.
If (M; d) is a metric space with F :M ! R; and if c 2 R; set
Lc := fx 2 M : F(x)6cg:
It follows that F is an r.g.i. at x2M if and only if F(x)> infM (F) implies dist(x; Lc)> 0 for some
c> infM (F):
The basic results of [1] are the following. Here we use  to denote the usual Kuratowski measure
of noncompactness.
Theorem 1.3. Let F : M ! R be an r.g.i. dened on a complete metric space M. If
limc!(infM (F))+(Lc) = 0; then the set of global minimum points of F is nonempty and compact.
Theorem 1.4. Let M be a complete metric space and let F :M ! R be a function for which
diam
c!(infM (F))+
(Lc) = 0:
Then F has a unique global minimum if and only if F is an r.g.i. on M.
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The proof of Theorem 1.4 is a straightforward application of Cantor’s intersection theorem. As
an immediate corollary of Theorem 1.4, one obtains the fact that if M is a complete metric space and
if T :M!M with F(x) := d(x; T (x)); x2M , then the conditions inf x2MF(x)=0 and limc!0+ diam(Lc)
= 0 imply that T has a unique xed point if and only if F is an r.g.i. on M:
The proof of Theorem 1.3 given in [1] is somewhat more involved in that it avoids a well-known
fact about measures of noncompactness due to Kuratowski. In the next section we give a much shorter
proof based on Kuratowski’s result. Theorem 1.3 assures that if T is a mapping of a compact metric
space M into itself with infM (F) = 0 then the xed point set of T is nonempty and closed if F is
an r.g.i. on M:
2. Results in metric spaces
We begin by giving another proof of Theorem 1:3. In fact we prove even more. We use H to
denote the classical Hausdor metric on the space of nonempty bounded closed subsets of a metric
space M; and we make use of the following well-known result of Kuratowski [17].
Proposition 2.1. Let (M; d) be a complete metric space and let fCng be a descending sequence of
nonempty closed subsets of M with the property
lim
n
(Cn) = 0:
Then
T
n Cn is nonempty and compact; and moreover limnH (Cn; C) = 0 in the Hausdor metric H.
Theorem 2.2. Let M be a complete metric space and let F :M!R be an r.g.i. for which
infM (F) := c0>0: If limc!c+0 (Lc)=0; then the set Lc0 of global minimum points of F is nonempty
and compact; and limc!c+o H ( Lc; Lc0)=0. Moreover; if fxng is a sequence in M for which limnF(xn)=
c0; then limn dist(xn; Lc0) = 0:
Proof. Suppose F is an r.g.i. on M and let fcng be a sequence of numbers for which cn >c0 and
limncn= c0: In view of Proposition 2.1 A :=
T
n
Lcn is nonempty and compact. Let a 2 A and n 2 N:
Since a 2 Lcn there exists xn 2 Lcn such that d(xn; a)61=n. Therefore limnxn = a while
c06 lim
n
F(xn)6 lim
n
cn = c0:
By Proposition 1.2, F(a)=infM (F): Thus a 2 Tn Lcn ; hence, A=
T
n Lcn ; and again by Proposition 2.1,
limn H ( Lcn ; Lc0) = 0:
Now suppose fxngM satises limnF(xn) = c0; and suppose there exists a subsequence fyng of
fxng and a number > 0 such that dist(yn; Lc0)>: Then the condition
lim
c!c+0
(Lc) = 0
implies that
lim
n
(fyn; yn+1;   g) = 0
and thus fyng has a subsequence which converges to y2M: Since F is an r.g.i. on M this in turn
implies F(y) = c0; i.e., y2Lc0 : Clearly this contradicts dist(yn; Lc0)>:
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Situations in which measures of noncompactness arise in the study of xed point theory usually
involve the study of either condensing mappings or k-set contractions. Continuity is always implicit
in the denitions of these classes of mappings. Our objective here and in the next section is to
note that in many instances it suces to replace the continuity assumption with the weaker r.g.i.
condition.
As before we let F(x) = d(x; T (x)); x2M; and Lc = fx2M :F(x)6cg: L0 will denote the xed
point set of T: Also, for a subset A of M we use the notation
N(A) := fx2M :d(x; a)6 for some a2Ag:
Theorem 2.3. Let M be a complete metric space and suppose T : M ! M satises:
(i) d(T (x); T 2(x))6d(x; T (x)) for all x 2 M ;
(ii) (T (Lc))6k(Lc) for some k < 1 and all c> infM (F);
(iii) F is an r.g.i. on M.
Then the set Lc0 of global minimum points of F is nonempty and compact. Moreover; if infM (F)=0
and if fxngM satises limnd(xn; T (xn)) = 0; then limn dist(xn; L0) = 0:
Proof. Let c> infM (F): Then (ii) implies limn(Tn(Lc))6limnkn(Lc)= 0: Since (i) implies T (Lc)
Lc; Proposition 2.1 implies
Ac :=
\
n
T n(Lc)
is nonempty and compact. Moreover Ac Lc: Now let fcng be a sequence for which cn! (infM (F))+;
and let
A :=
\
n
Acn :
Then A is nonempty and compact, and for each a2A and n2N there exist xn 2Lcn such that
d(a; xn)61=n: We now have limnxn=a and limnF(xn)=infM (F): By Proposition 1.2, F(a)=infM (F)
and this proves that the set of global minimum points contains A: The fact that this set is also compact
follows from (ii) and the fact that it is mapped into itself by T:
In view of Theorem 2.2, for the nal conclusion we need only show that infM (F)=0 implies that
lim
c!0+
(Lc) = 0:
Assume limc!0+(Lc) = r>0: By (i) T : Lc ! Lc for each c> 0 and by (ii):
(T (Lc))6k(Lc);
whence limc!0+(T (Lc))6kr: Now let c> 0 and suppose (T (Lc)) = d. This means that for any
d0>d there exists a nite collection fAig of subsets of M , each having diameter 6d0 and such
that
T (Lc)
[
i
Ai:
If x 2 Lc; then d(x; T (x))6c; and since T (x) 2 Ai for some i it follows that x 2 Nc(Ai); i.e.,
Lc
[
i
Nc(Ai):
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This in turn implies that (Lc)6d0 + c; and since d0>d is arbitrary,
(Lc)6(T (Lc)) + c6k(Lc) + c:
Letting c! 0+ we obtain r6kr and this is clearly a contradiction if r > 0:
Corollary 2.4. Let M be a complete metric space and suppose T : M ! M satises:
(i) d(T (x); T 2(x))6d(x; T (x)) for some  2 (0; 1) and all x 2 M ;
(ii) (T (Lc))6k(Lc) for some k < 1 and all c> 0;
(iii) F is an r.g.i. on M.
Then the xed point set x(T ) of T is nonempty and compact. Moreover if fxngM satises
limnd(xn; T (xn)) = 0; then limn dist(xn; x(T )) = 0:
Proof. Condition (i) implies that fTn(x)g is a Cauchy sequence for each x2M; and in particular
that infM (F) = 0:
3. Applications in Banach spaces
Meaningful applications of the preceding ideas would likely arise in a Banach space context and
in such a setting more can be said. In this section we give some examples of results that are rather
immediate consequences of our previous observations, yet at the same time they rest on somewhat
deeper facts established elsewhere. In the ensuing statements we always take F to be jjI − T jj: The
signicance of these results again lies in the fact that continuity is not assumed.
Theorem 3.1. Suppose K is a bounded closed convex subset of a Banach space and suppose
T :K!K satises:
(i) inf C(F) = 0 for any nonempty closed convex T-invariant subset C of K;
(ii) (T (A))<(A) for all AK for which (A)> 0;
(iii) F is an r.g.i. on K.
Then the xed point set x(T ) of T is nonempty and compact.
Proof. By a standard argument (for example see the proof of Theorem 11.A in [22, p. 500]) it
is possible to construct a nonempty closed convex subset C K for which convT (C) = C: Since
(convT (C)) = (T (C)); this implies (T (C)) = (C) so in view of (ii) C must be compact. (i)
and the fact that F is an r.g.i. on K imply x(T ) \ C 6= ;. Condition (ii) and the fact that F is an
r.g.i. implies x(T ) is compact.
The assumption inf K(F) = 0 is strong, especially in the absence of conditions which at the same
time imply continuity of T: However there is a relatively simple condition which simultaneously
yields both this fact and second assumption of (i) of Theorem 2.3. For a convex subset K of a
Banach space and x; y 2 K let [x; y] denote the segment joining x and y; that is
[x; y] := fx + (1− )y : 0661g:
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A mapping T : K!K is called nonexpansive if jjT (x) − T (y)jj6jjx − yjj for all x; y2K; and
directionally nonexpansive if jjT (x)− T (m)jj6jjx − mjj for each x 2 K and m 2 [x; T (x)]: If there
exists 2 (0; 1) such that this inequality holds for m = (1 − )x + T (x) then we say that T is
uniformly locally directionally nonexpansive. Recall also that a mapping f : K!K is said to be
asymptotically regular if
lim
n
jjfn(x)− fn+1(x)jj= 0
for all x 2 K:
The following is a special case of a result proved in [11]. It is also implicit in [12,10]. For another
proof, see [7, p. 98].
Proposition 3.2. Let K be bounded convex subset of a Banach space and suppose T : K!K is
uniformly locally directionally nonexpansive. Then f := 12(I + T ) is asymptotically regular. In
particular;
inf
K
jjx − T (x)jj= 0:
Combining this fact with Theorem 2.3 we have the following:
Theorem 3.3. Let K be a bounded closed convex subset of a Banach space and suppose T : K ! K
satises:
(i) T is directionally nonexpansive on K;
(ii) (T (Lc))6k(Lc) for some k < 1 and all c> 0;
(iii) F is an r.g.i. on K.
Then the xed point set x(T ) of T is nonempty and compact. Moreover; if fxngK satises
limn jjxn − T (xn)jj= 0; then limn dist(xn; x(T )) = 0:
Proof. Since (i) implies both inf KF(x) = 0 and
jjT (x)− T 2(x)jj6jjx − T (x)jj for each x 2 K;
the conclusion is immediate from Theorem 2.3.
The following is a corollary of Theorem 3.1. (Of course if T is continuous this reduces to a
special case of Sadovskii’s Theorem.)
Corollary 3.4. Let K be a bounded closed convex subset of a Banach space and suppose T :K!K
satises:
(i) T is locally uniformly directionally nonexpansive on K;
(ii) (T (A))<(A) for all AK for which (A)> 0;
(iii) F is an r.g.i. on K.
Then the xed point set x(T ) of T is nonempty and compact.
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We now take up a simple application of Theorem 1.4. For this theorem we assume  : R+ ! R+
is any function for which t ! 0+ implies (t)! 0.
Theorem 3.5. Let K be a bounded closed convex subset of a Banach space and suppose T : K!K
satises:
(i) T is uniformly locally directionally nonexpansive on K;
(ii) jjT (x)− T (y)jj6(maxfjjx − T (x)jj; jjy − T (y)jjg) for each x; y2K:
Then T has a unique xed point x0 2 K if and only if F is an r.g.i. on K.
Proof. By Proposition 3.2 inf K(F) = 0. Let c> 0 and let x; y 2 Lc: Then by (ii),
jjx − yjj6jjT (x)− T (y)jj+ 2c6(maxfjjx − T (x)jj; jjy − T (y)jjg) + 2c! 0
as c! 0+: Thus limc!0+ diam(Lc) = 0:
We conclude this section with observations of a dierent type. Properties of the mappings play
the dominant role in the preceding discussion, but it is also true that the geometry of the underlying
space may be a factor. In 1979, Moreau [18] proved that if C is a closed subset of a Hilbert space
H and if T : C ! C is a nonexpansive mapping whose xed point set x(T ) has nonempty interior,
then for every x 2 C the Picard iterates of T converge strongly to a point of x(T ): Subsequently,
Beauzamy observed that this result also holds in a uniformly convex space (see [9, p. 219]), and in
[15] it is shown that this fact extends even to reexive locally uniformly convex spaces.
It was also observed in [15] that in the uniformly convex case the nonexpansive assumption can
be weakened. Following that approach we obtain the following.
Theorem 3.6. Let C be a closed subset of a uniformly convex Banach space and suppose T :C!C
is a mapping for which int(x(T )) 6= ;; and suppose also:
(i) jjT (x)− pjj6jjx − pjj for all x 2 C; p 2 x(T );
(ii) F is an r.g.i. on C.
Then for each x2C the Picard sequence fTn(x)g converges to a point of x(T ):
To prove this theorem we recall the following fact, due independently to Edelstein [6] and Steckin
[20]. (In the ensuing discussion, B(x; ) always denotes the closed ball centered at x 2 X with radius
>0:)
Proposition 3.7. Let X be a uniformly convex Banach space. Then for each d> 0 and for each
c; c0 2X satisfying 0< jjc − c0jj= r <d;
lim
!0+
diam(B(c;d− r + ) \ (X nB(c0;d))) = 0:
Moreover; the convergence is uniform for all such c; c0 lying in any bounded subset of X.
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Proof of Theorem 3.6. This is patterned after the proof of Theorem 5.2 of [15]. Let x2C and
p2 int(x(T )): By (i),
d := lim
n
jjp− Tn(x)jj
always exists, and since p 2 int(x(T )); if d=0 then Tn(x)=p for some n and there is nothing to
prove. Otherwise there exists r > 0, with r <d; and q 2 x(T ) such that B(q; r) x(T ): For each
n 2 N choose qn 2 x(T ) so that jjp− qnjj= r and so that
jjp− qnjj+ jjqn − Tn(x)jj= jjp− Tn(x)jj:
It follows that limnjjqn−Tn(x)jj=d−r: Let > 0: Then for n suciently large Tn(x) 2 B(qn;d−r+):
On the other hand, Tn(x) 2 X nB(p;d) for all n 2 N: By Proposition 3.7,
lim
!0+
diam [B(qn;d− r + ) \ (X nB(p;d))] = 0: (3.1)
This implies fTn(x)g is a Cauchy sequence, so there exists z 2C such that limnT n(x) = z: At the
same time limnF(Tn(x)) = 0: Since F is an r.g.i., T (z) = z:
In fact, it appears that most of the convergence results of [15] carry over in a similar way. Among
other things we have the following:
Theorem 3.8. Let C be a closed convex subset of a Banach space which has property (): Suppose
T : C!C is a mapping for which int(x(T )) 6= ;; and suppose also:
(i) jjT (x)− pjj6jjx − pjj for all x 2 C; p 2 x(T );
(ii) F is an r.g.i. on C.
Let f := 12(I + T ): Then for each x2C the Picard sequence ffn(x)g converges to a point of
x(T ):
The above can be derived from the more abstract approach of [15]. Another approach is to use
the fact that spaces X which satisfy Rolewicz’s property () [19], also satisfy the following property
introduced in [13]. As before,  denotes the Kuratowski measure of noncompactness.
Proposition 3.9. Suppose X is a Banach space with property (). Then for each d> 0 and for
each c; c0 2X satisfying 0< jjc − c0jj= r <d;
lim
!0+
(B(c;d− r + ) \ (X nB(c0;d))) = 0:
Moreover; the convergence is uniform for all such c; c0 lying in any bounded subset of X.
It is now possible to follow step by step the proof of Theorem 3.6 by replacing T with f and
‘diam’ with : Notice in particular that x(T )= x(f) and that if (i) holds for T then it also holds
for f: Thus (3:1) now implies that ffn(x)g has a subsequence which converges to a point z 2 C.
Since f is asymptotically regular limnF(fn(x)) = 0; and since T is an r.g.i., z 2 x(T ):
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4. Diameters of level sets
Here we discuss another theorem that falls within the scope of Theorem 1.4. In the study of
contractive-type mappings the goal usually is to show that the Picard iterates of the mapping under
consideration converges to a xed point. Motivated by this fact and by Theorem 1.4, Angrisani and
Clavelli [1] proved the following result.
Theorem 4.1. Let M be a metric space and suppose T is a self-mapping of M satisfying : there
exists < 1 such that for each x; y 2 M
d(T (x); T (y))6maxfd(x; y); d(x; T (x)); d(y; T (y)); d(x; T (y)); d(y; T (x))g: (4.1)
Let F(x) = d(x; T (x)); x 2 M; and Lc = fx : F(x)6cg: Then inf x2MF(x) = 0; limc!0+ diam(Lc) = 0;
and F is an r.g.i. on M.
Motivated by Browder’s elegant unication of numerous diverse contractive conditions, Walter
[21] proved a far-reaching extension of Banach’s theorem. We use this fact to show that Theorem
4.1 extends to a much wider class of mappings under the additional assumption that the orbits of T
are bounded.
We state Walter’s result below. (The underlying ideas are those of Browder [3].) In this theorem,
 denotes a contractive gauge function on M: This means  : R+ ! R+ is continuous, nondecreasing,
and satises (s)<s for s> 0: Also, O(x) = fx; T (x); T 2(x);   g and O(x; y) = O(x) [ O(y) for
x; y 2 M:
Theorem 4.2. Let M be a complete metric space and suppose T :M!M has bounded orbits and
satises the following condition. For each x; y2M;
d(T (x); T (y))6(diam(O(x; y))): (4.2)
Then T has a unique xed point z 2M and limk!1Tk(x) = z for each x2M .
Using this fact we obtain the following. (It seems that condition (4.3) initially appeared in a paper
of Hegedus [8].)
Theorem 4.3. Let M be a complete metric space and suppose T : M ! M has bounded orbits and
satises: there exists < 1 such that for each x; y 2 M;
d(T (x); T (y))6 diam(O(x; y)) for all x; y 2 M: (4.3)
Suppose fxngM satises limnd(xn; T (xn)) = 0: Then T has a unique xed point z 2M; and
limc!0+ diam(Lc) = 0: Moreover; limnd(xn; T (xn)) = 0 if and only if limnxn = z:
Proof. The existence of a unique xed point z with limnT n(x) = z for each x 2 M follows from
Theorem 4.2 (also from [8]). Let > 0 and suppose d(u; z)6: Then since T (z) = z;
d(u; T (u))6d(u; z) + d(T (u); T (z))6+  diam(O(u) [ fzg):
Similarly, if d(u; T (u))6; then
d(u; z)6d(u; T (u)) + d(T (u); T (z))6+  diam(O(u) [ fzg):
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We complete the argument by showing that diam(O(u) [ fzg) depends on  and tends to 0 as
! 0+: There are two cases.
1. diam(O(u) [ fzg) = suppd(Tp(u); z): In this case let 0> 0 be arbitrary and choose p so that
suppd(T
p(u); z)6d(Tp(u); z) + 0: Then if p= 0; we have
diam(O(u) [ fzg)6d(u; z) + 06+ 0
in which case diam(O(u) [ fzg)6 and we are nished. On the other hand, if p>1;
diam(O(u) [ fzg)6 d(Tp(u); T (z)) + 0
6  diam(O(Tp−1(u) [ fzg) + 0
6  diam(O(u) [ fzg) + 0:
This implies that
diam(O(u) [ fzg) = 0:
2. diam(O(u)[ fzg) = suppd(Tp(u); u): Since limpd(Tp(u); u) = d(z; u)6; we may assume there
exists q>1 such that suppd(T
p(u); u) = d(Tq(u); u); in which case we have
diam(O(u) [ fzg)6 d(u; z) + d(T (z); T q(u))
6 +  diam(O(Tq−1(u)) [ fzg)
6 +  diam(O(u) [ fzg):
In this case we have
diam(O(u) [ fzg)6=(1− )
Therefore,
d(u; z)6) d(u; T (u))6+ =(1− ) = =(1− )
d(u; T (u))6) d(u; z)6+ =(1− ) = =(1− )
and
u; v 2 L ) d(u; v)6d(u; z) + d(v; z)62=(1− ):
5. Concluding remarks
1. Since it is shown in [21] that condition (4.1) does in fact assure that the orbits of T are
bounded, Theorem 4.3 recaptures Theorem 4.1 as well. The fact that the mapping T is an r.g.i. on
M in the previous theorem is a trivial consequence of the other conclusions. Whether the conclusion
of Theorem 4.3 remains true under the weaker assumption of Theorem 4.2 remains open.
2. By taking y = T (x) in (4.3) one has
d(T (x); T 2(x))6 diam(O(x; T (x))) =  diam(O(x)) for all x2M: (5.1)
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and this quickly leads to
diam(O(T (x)))6 diam(O(x)) for all x2M:
This can be rewritten as
diam(O(x))6(1− )−1[diam(O(x))− diam(O(T (x)))] for all x2M:
Since d(x; T (x))6diam(O(x)); if the mapping ' : M!R dened by setting '(x) = diam(O(x)) is
lower semicontinuous then this condition, which is much weaker than 4:3, assures that T has at least
one xed point by Caristi’s Theorem (see [7, p. 13]).
3. Denition 1.1 is formulated in a topological space and this raises the question of whether there
might be applications in a broader context. The fact that the weak topology often plays a key role
in xed point theoretic considerations in functional analysis suggests the following denition.
Denition 5.1. Let K be a subset of a Banach space X and let F : K!R. Then F is said to be a
weak regular-global-inf (weak r.g.i.) at x 2 K if F(x)> inf K(F) implies there exist > 0 such that
<F(x) − inf K(F) and a weak neighborhood Nx of x such that F(y)>F(x) −  for each y2Nx:
If this condition holds for each x 2 K; then F is said to be a weak r.g.i. on K:
If the weak topology on K is metrizable, for example if X is separable and K is weakly compact,
then the analogue of Proposition 1.2 carries over.
Proposition 5.2. Let K be a weakly compact subset of a separable Banach space X and let F :K
!R. Then F is a weak r.g.i on M if and only if for any sequence fxngM; the conditions
lim
n
F(xn) = inf
K
(F) and weak-lim
n
xn = x
imply F(x) = inf K(F):
In this context, the r.g.i. condition is not a new idea. Let X be a Banach space and K X: A
mapping f :K!X; is said to be demiclosed on K if for any sequence fxng in K; the conditions
limnjjf(xn)− yjj= 0 and weak-limnxn = y imply y 2 K and f(x) = y:
The following is a classical result in the theory of nonexpansive mappings. It was rst explicitly
formulated by Felix Browder (see [2,7]) based on ideas of Gohde.
Theorem 5.3. Let K be a closed convex subset of a uniformly convex Banach space X; and
let T :K!X be nonexpansive. Then the mapping (I − T ) is demiclosed on K. In particular;
if limn jjxn − T (xn)jj= 0 and if weak-limn xn = x; then T (x) = x:
Thus under the assumptions of the theorem (I − T ) is a weak-r.g.i. on K:
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