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Electron beam induced current (EBIC) is a powerful characterization technique which offers the
high spatial resolution needed to study polycrystalline solar cells. Ideally, an EBIC measurement
reflects the spatially resolved quantum efficiency of the device. In this work, a model for EBIC mea-
surements is presented which applies when recombination within the depletion region is substantial.
This model is motivated by cross-sectional EBIC experiments on CdS-CdTe photovoltaic cells which
show that the maximum efficiency of carrier collection is less than 100 % and varies throughout the
depletion region. The model can reproduce experimental results only if the mobility-lifetime product
µτ is spatially varying within the depletion region. The reduced collection efficiency is speculated
to be related to high-injection effects, and the resulting increased radiative recombination.
I. INTRODUCTION
Polycrystalline photovoltaic materials such as CdTe
exhibit the remarkable simultaneous properties of high
power conversion efficiency and high defect density [1].
Grain boundaries are an important source of defects in
these materials. Quantitative information about the elec-
tronic properties at the length scale of individual grains
(typically 1 µm) is crucial for the further development of
these materials. A measurement technique which offers
such spatial resolution is electron beam induced current
(EBIC). Fig. 1(a) shows a cartoon of an EBIC experi-
ment: electron-hole pairs are created by a beam of high
energy electrons in proximity to an exposed surface. The
electrical current is then measured as a function of excita-
tion position [2], which determines the carrier collection
efficiency. EBIC has been used as a diagnostic tool for
measuring important material properties such as the mi-
nority carrier diffusion length and surface recombination
velocity [3–5]. It is generally assumed that all carriers
generated in regions with electric fields are collected, as
the field rapidly separates electrons and holes before they
recombine. The electric field may be from a Schottky
contact, or from the internal field of a p-n junction (e.g.
a depletion region - in Fig. 1(a), the depletion region
is between x = 0 and x = LW ). Most of the informa-
tion from EBIC signals is derived from field-free regions,
where carriers undergo diffusion and recombination (the
region with x > LW in Fig. 1(a)). In these regions, the
collection efficiency generally decays exponentially as a
function of the distance from the depletion region. The
length scale of this decay is given by the diffusion length
LD [5]. This simple spatial dependence enables an es-
timate of the diffusion length simply from the lineshape
of the signal - its absolute value doesn’t enter into the
analysis. However in this study the absolute value of the
EBIC current plays a central role in our analysis.
We next describe EBIC experiments in more detail in
order to set the stage for the challenges of EBIC for ma-
terials like CdTe. Fig. 1 (b) shows the model which rep-
resents the description of EBIC given above. The solid
blue line φ(x) is the collection probability for an electron-
hole pair generated at position x. The measured current
is a convolution of φ(x) and the excitation profile G(x)
(dashed line). Empirically, the size of the excitation RB
varies with beam energy Ebeam as E
1.75
beam [6]; for typical
beam energies, RB varies between 100 nm and 2 µm. In-
creasing the beam energy results in excitations further
away from the surface. Systematically varying the beam
energy enables the separation of surface and bulk con-
tributions to recombination. Note that the cartoon of
the system in Fig. 1(a) depicts grain boundaries (GB),
but the model collection probability is 1-dimensional and
assumes a homogeneous material.
FIG. 1: (a) Schematic of side-view EBIC experiment, and (b)
the conventional model for fitting the data. The generation
profile due to the electron beam G(x) is convolved with a
collection probability function φ(x). The generation profiles
depend on position and beam energy. Larger beam energies
result in larger regions of electron-hole pair generation.
The high-resolution capabilities of EBIC are appar-
ently well matched with the requirements of polycrys-
talline photovoltaic characterization. However, most
studies utilizing EBIC for these materials to date are
qualitative in nature. The development of quantitative
analysis of EBIC in these materials has been hampered
due to several factors, some of which we enumerate here:
21. The influence of grain boundaries. While EBIC has
been developed and used to study grain boundaries in
Si (determining the recombination velocity for example
[7, 19]), the study of grain boundaries in materials like
CdTe and Copper Indium Gallium Selenide (CIGS) re-
mains qualitative for the most part. This is due to the
varying influence of grain boundaries in these materials -
with proper sample treatment, grain boundaries become
passivated and may collect more current than grain inte-
riors [9–11]. Additionally grain boundaries in these mate-
rials are charged [12], leading to a complex distribution
of electrostatic fields in the device. A proper account
of carrier collection from grain boundaries requires a 3-
dimensional deconvolution of the measured current, pos-
ing a significant challenge. 2. Strong surface effects: to
properly resolve grain boundaries at low beam energies,
a flat exposed surface is required in order to minimize the
effects of roughness on the signal, which can overwhelm
the grain boundary contrast. The most common surface
treatment is focused ion beam milling. This process can
introduce significant changes in the surface composition
and electronic properties, which can strongly influence
the EBIC signal. The introduction of surface charge by
Ga implantation, for example, requires additional mod-
eling beyond a surface recombination velocity boundary
condition. 3. The effect of low mobility and/or low dop-
ing combined with the high electron-hole pair genera-
tion rate density from the electron beam excitation. The
combination of these two effects may result in a nonlin-
ear response of the system, by for example screening the
built-in electric field from the high density of nonequi-
librium charges, or leading to an increased contribution
from radiative and Auger recombination mechanisms -
these processes become important for higher nonequilib-
rium charge density.
In practice, the EBIC signal contains a convolution of
all three of these factors, making it difficult to gain an un-
derstanding of any one factor without knowing all three.
We have explored these three factors in detail, and will
present the analysis of each in a series of forthcoming pa-
pers. In the current work, we focus on a subset of factor 3
(high injection) by examining the maximum collection ef-
ficiency of the EBIC signal for CdTe solar cells. By care-
fully estimating the number of electron-hole pairs gener-
ated by the electron beam, we find that the maximum
value of the collection effiency is well below 1, violat-
ing the assumption that all carriers generated within the
depletion region are collected. A reduced internal quan-
tum efficiency in CdTe has also been observed for optical
excitation experiments at strongly absorbed wavelengths
[13], where most electron-hole pair generation is within
the depletion region. As we discuss next, any degree
of recombination in the depletion region imposes strong
constraints on the system and material properties.
For typical material parameters, the charge separa-
tion from the internal field E of a p-n junction is very
rapid. For a built-in field of 104 V/cm and mobility
µ = 10 cm2/(V · s), drift velocities of µE = 105 cm/s
are attained, and free charges separate faster than typi-
cal recombination times τ (typically greater than 1 ns).
Any substantial recombination therefore requires a con-
siderable reduction in µτ and/or in the built-in electric
field E. Here we focus on the reduction in collection
efficiency due to a reduced value for µτ within the de-
pletion region. Previous work considers a reduction in
E due to screening from nonequilibrium charges in a
high charge injection regime [14]. In this work, we find
that recombination in the depletion region is important
when the diffusion length
√
Dτ (D is the diffusivity) is
greater than the drift length µEτ . This can also be
expressed as µτ < kBT/qE
2, where kB is Boltzmann’s
constant, T is temperature, and q is the absolute value
of the electron charge. For typical material parameters,
kBT/qE
2 ≈ 10−10 cm2/V, so that a strong reduction
in µτ is necessary for substantial recombination in the
depletion region.
The paper is organized as follows: in Sec. II we present
experimental results of EBIC response of CdTe solar cells
which demonstrate a maximum collection efficiency of
less than 1. In Sec. III we describe an analytical model
of the EBIC response which accounts for recombination
within the depletion region, and show that it matches nu-
merical simulations very well. In Sec. IV, we re-examine
the EBIC data with this new model. We find that in
order to match experimental data, µτ must be spatially
dependent, reaching a minimum in the depletion region
and increasing into the neutral region. We comment on
the possible origin for the reduced efficiency, and consider
radiative recombination due to the high generation rate
densities associated with the electron beam excitation.
II. EXPERIMENT
We first describe the cross-sectional EBIC measure-
ments performed on n+ CdS - p CdTe photovoltaic cells.
To indicate the generality of the results, we present data
from two rather different samples, with nominal CdTe
thicknesses of 1.7 µm and 3 µm, and respective power
conversion efficiencies of 13 % and 10 %. We refer to
the thinner (thicker) sample as “Sample 1 (2)”. The
cross sectional samples are prepared by cleaving. We
have also characterized devices prepared with surface fo-
cused ion beam milling (FIB) using Ga ions. We’ve found
that FIB preparation leads to substantial surface effects
which will be described in later work. As discussed in
Appendix A, there is significant lateral variation in the
EBIC signal due to the presence of grain boundaries. We
carefully select a linescan from the center of a large grain
to minimize the grain boundary influence on the signal.
Acquisition of EBIC at different electron energies was
performed with an Indium contact on Indium Tin Oxide
(ITO)/n-CdS and a metal probe tip on p-CdTe/Cu/Au.
We present results in terms of the EBIC efficiency η, de-
fined as the ratio of the measured current to the total
generation rate of electron-hole pairs Gtot × q, where q
3is the absolute value of the electron charge. (We denote
total generation rate by Gtot, and generation rate density
by G.) This total generation rate is estimated as [3]:
Gtot = (1− b)
(Ibeam/q)× (Ebeam/E0)
2.59× (Eg/E0) + 0.17
, (1)
whereIbeam is the electron beam current, Ebeam is the
beam energy, Eg is the material bandgap, E0 = 1 eV,
and b is the backscattering coefficient, corresponding to
the fraction of reflected energy [15] (b is determined by
Monte Carlo calculations). The beam energy is varied
between 5 keV and 20 keV. The spatial extent of the
excitation bulb RB depends on beam energy through the
following empirical relation [6]:
RB =
0.043×R0
(ρ/ρ0)
(Ebeam/E
′
0)
1.75
(2)
where ρ is the material mass density, ρ0 = 1 g/cm
3,
E′0 = 1 keV, and R0 = 1 µm.
We estimate 10 % uncertainty in the measured EBIC
efficiency η (all uncertainties are reported as one standard
deviation). The dominant sources of uncertainty are from
the beam current, and from the inhomogeneous material
composition, which introduces uncertainty into the the
backscattering coefficient (performed for pure CdTe). We
omit the error bars in the plotted data for clarity, but
have included them in the fitting parameters’ values.
Fig. 2(a) and (c) show the measured EBIC efficiency of
CdTe solar cells as a function of distance from the CdS-
CdTe metallurgical junction for the two samples. The
profile is taken from a single grain, see Appendix A for
full maps of the EBIC response. The maximum collec-
tion efficiency is clearly less than 1 for both samples, and
varies throughout the depletion region. Previous studies
of CdTe [16, 17] and CIGS [14] have also observed a max-
imum quantum efficiency of below 1, with values similar
to, or smaller than those reported here.
To estimate the maximum collection efficiency and dif-
fusion length, we first fit the data to the model depicted
in Fig. 1(b). This model is well-established and has been
applied in many previous studies [5, 18]. Briefly, the
model assumes a constant collection efficiency φ0 within
the depletion width LW . φ0 is usually assumed to be 1, as
described in the introduction; here we take φ0 as a free
parameter. The collection probability decays exponen-
tially from the depletion region edge. The length scale
of this decay is the effective minority carrier diffusion
length LeffD - which includes recombination contributions
from the exposed surface. The model accounts for recom-
bination from the bulk, the exposed surface, and the back
contact [20]. The measured EBIC signal for an electron
beam positioned at x0 is the convolution of the collection
probability function φ(x) and the generation rate density
profile of electron-hole pairs G(x, x0, Ebeam) (note that
this profile depends on the beam energy Ebeam). We
use a parameterized form for G(x, x0, Ebeam) from Ref.
[21], and have checked that it agrees well with Monte
FIG. 2: (a) Solid lines are experimental EBIC profiles for a
cleaved CdTe sample. Dotted lines are model fits. (b) Shows
the energy-dependent fit parameters LeffD and φ0. (c) and (d)
show the same information for sample 2.
Carlo simulations. Fig. 1(b) shows G(x, x0, Ebeam) for
x0 = 0.95 µm and Ebeam = 15 keV.
We perform least-squares fitting of the data of
Fig. 2(a) and (c) with the convolution of φ(x) and
G(x, x0, Ebeam) to determine LW , L
eff
D , φ0, and the back
contact recombination velocity SC .
η (x0) =
∫
φ
(
x;LeffD , LW , φ0, SC
)×G (x, x0, Ebeam) dx(3)
Note that LeffD and φ0 depend on beam energy be-
cause the excitation profile’s proximity to the surface
(and its associated increased recombination) is energy-
dependent. The variation of LeffD with the beam energy
allows for the extraction of the surface recombination
and bulk diffusion length [18, 19]; however we do not
present that analysis here. For both samples we find a
depletion width LW = (0.3± 0.03) µm, which is lower
than the depletion width measured with impedance spec-
troscopy [22], which ranges from 0.6 µm to 1.2 µm, and
lower than the expected value given the nominal sam-
ple doping (1015 cm−3). The maximum collection effi-
ciency increases for high beam energies, however remains
well below 1. At the highest beam energies, surface ef-
fects are minimized (the excitation bulb is 1.3 µm for
Ebeam = 20 keV). We therefore conclude that the low
efficiency is not primarily due to surface recombination.
In the remainder of the paper, we focus mostly on the
maximum EBIC efficiency and the shape of the EBIC
response within the depletion region.
As a control experiment, we have performed cross-
section EBIC measurements on Si solar cells, and found
φ0 = 1 within uncertainty, and values of LW and LD
4which agree with the expected results. As discussed in
the introduction, the reduced maximum collection effi-
ciency in CdTe indicates that important physics is miss-
ing from the model presented in this section. In the next
section, we present a model which includes recombination
in the depletion region. The data will be re-analyzed in
the context of this new model, enabling a more informed
analysis of the possible physics responsible for the re-
duced collection efficiency.
III. JUNCTION RECOMBINATION MODEL
To model the material response to a localized exci-
tation within the depletion region, we consider charge
transport arising from a point source excitation in the
presence of an electric field E. Fig. 3(a) shows the nu-
merical results of a 1-d simulation of a p-n junction with
an excitation localized at x0 = 0.35 µm. Notice that at
the excitation point, the electron and hole densities are
equal. Since the equilibrium carrier concentration in the
depletion region is very small, a moderate excitation rate
positioned within the depletion region at x0 is sufficient
to ensure that n(x0) = p(x0). The charge collection effi-
ciency η presented here assumes this condition. We also
assume a uniform electric field E. We defer the detailed
derivation to Appendix B, and here present the final re-
sult for the charge collection efficiency as a function of
the electric field:
η (E) = f (E)
(√
1 +
4
f (E)
− 1
)
− 1. (4)
where the dimensionless factor f(E) is given by:
f(E) =
(
Ldrift (E)
Ldiff
)2
(5)
and the drift length and diffusion length are:
Ldrift (E) = µτE (6)
Ldiff =
√
VTµτ (7)
where VT = kBT/q is the thermal voltage. The collection
efficiency approaches unity for f ≫ 1, or when the drift
length is much greater than the diffusion length. The ef-
ficiency falls below 1 when f ≈ 1, or when the drift and
diffusion lengths are similar. Eq. 4 assumes a uniform
electric field. However we find that using the position-
dependent field E(x) of the p-n junction to generate a
position-dependent efficiency η(E(x)) results in excellent
agreement between the analytical expression and the full
numerical simulation. This is shown in Fig. 3(b), demon-
strating the applicability of Eq. 4 to situations where
recombination in the depletion region is substantial.
Eq. 4 may be inverted to express µτ in terms of the
EBIC efficiency η:
µτ =
kBT
2qE2
(1 + η)2
(1− η) (8)
FIG. 3: (a) shows the density of electrons (blue dashed) and
holes (solid red). The thinner lines are the equilibrium den-
sities, while the thicker lines are the total densities upon ex-
citation. The model parameters are: doping density of p-
type material is NA = 10
15 cm−3, majority and minority
carrier mobilities are µ = 10 cm2/(V · s), bulk lifetime is
τbulk = 50 ns, bandgap is Eg = 1 eV, and dielectric constant
ǫ = 11ǫ0. The junction is located at x = 0.12 µm, and the
total system length is 3 µm. (b) A comparison between the
full simulation results and the analytic formula (Eq. 4) for
the EBIC efficiency.
To recast the above in terms of basic material parame-
ters, we take the magnitude of the maximum field to be
E = Vbi/LW , where LW is the depletion width, given
by LW =
√
2ǫVbi/NA. Here ǫ is the dielectric constant,
NA is the doping density, and Vbi is the built-in potential
of the p-n junction. This leads to an estimate for µτ in
terms of the maximum efficiency ηmax:
µτ =
ǫkBT
q2NAVbi
(1 + ηmax)
2
(1− ηmax)
(9)
We refer the reader to Appendix B for a detailed
derivation of Eq. 4, as well an explicit description of
the region within the depletion region for which this ex-
pression applies.
IV. COMPARISON TO EXPERIMENT
Analyzing the experimental data of Fig. 2 with the
model of the previous section immediately points to
the need for a spatially varying value of µτ . This is
seen by using Eq. 9 together with the experimental
ηmax = 0.5 to estimate the value of µτ within the de-
pletion region. For the data presented in Fig. 2, this
leads to µτ ≈ 10−10 cm2/V. On the other hand, as
discussed in Sec. II, the decay length of the EBIC sig-
nal in the neutral region is given by the diffusion length
LD =
√
(kBT/q)× (µτ). This leads to an estimate of
µτ ≈ 10−6 cm2/V in the neutral region. It is therefore
clearly necessary to postulate a spatially varying µτ in
order to reproduce the experimental data using the model
presented here.
An estimate of the full spatial dependence of µτ can
be made using the experimental data together with Eq.
54, combined with an assumption of the standard form for
the internal field:
E (x) =
NA
ǫ
(x− LW ) (10)
Fig. 4 shows the spatial variation of µτ which reproduces
the experimental data for the two samples, using both
Eq. 4 and 1-d numerical simulations. We find a large
variation (over three orders of magnitude) is necessary
to achieve quantitative agreement.
We further note that the value of µτ within the de-
pletion region is approximately 2 orders of magnitude
smaller than previous estimates. Ref. [23] employs time
resolved photoluminescence; using the decay of bandgap
and sub-bandgap peaks to estimate the bulk lifetime and
drift velocity, respectively, they find µτ ≈ 10−8 cm2/V.
Ref. [24] utilizes time-of-flight techniques with optical ex-
citation to estimate a similar value of µτ ≈ 10−8 cm2/V.
We have conducted optical external quantum efficiency
measurements, and for short wavelength light where most
of the excitation is within the depletion region, we ob-
serve an external quantum efficiency of 85%, leading to
a lower limit on µτ of approximately 10−9 cm2/V (using
Eq. 4). Finally, the short circuit current density of the
samples 1 and 2 are 23.5 mA/cm2 and 23.3 mA/cm2, re-
spectively. For a bandgap of 1.5 eV and an incident spec-
trum from 1 sun illumination, the maximum short circuit
current density is approximately 34 mA/cm2, setting a
lower limit on the collection probability of 70%. These
considerations lead to the conclusion that the electron
beam excitation may be strongly affecting the carrier dy-
namics, especially in the depletion region.
We next discuss the plausibility and possible origins
of the spatially varying and low µτ value implied by the
model. We will argue that the low value may be related
to the high generation rate density of the electron beam
excitation, and subsequent increased radiative recombi-
nation. We stipulate at the outset that further measure-
ments are required to definitively make such a conclusion.
Nevertheless, at least a portion of the measurements con-
form semi-quantitatively to this model, as we describe
next.
The high generation rate density G of the electron
beam combined with a low mobility for CdTe results in a
very high nonequilibrium carrier concentration. Consid-
ering G first: for an electron beam current of 200 pA at
energy 5 keV, the total generation rate is 1.5× 1012 s−1
(see Eq. 1), while the excitation length scale is approx-
imately 120 nm (see Eq. 2). This leads to a generation
rate density of 1026 1/cm3 · s, or about 105 times greater
than the generation rate density under 1 sun illumina-
tion. Additionally, the concentration of nonequilibrium
carriers cneq within the excitation volume varies inversely
with mobility (slower carriers accumulate more). For
sufficiently large nonequilibrium concentration, radiative
and Auger recombination mechanisms become important
[25]: the lifetime associated with radiative and Auger re-
combination vary as 1/cneq and 1/c
2
neq, respectively. Here
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FIG. 4: (a)Comparison between experimental EBIC efficiency
for sample 1, and the model result using a profile for µτ as
shown in (b), for both numerical simulations and using the
formula from Eq. 4. (c) shows the same data for Sample 2,
with the model using a µτ profile as shown in (d). The model
assumes an electric field corresponding to a doping density of
1015 cm−3 dand a dielectric constant of 11 (see Eq. 10).
we focus on the radiative component, as our estimates in-
dicate it more likely plays an important role.
A calculation of the full concentration profile requires
3-dimensional modeling, which is beyond the scope of
the current paper. We instead make some analytical es-
timates assuming that the excitation bulb size is smaller
than the diffusion length and the depletion width. More
details of these estimates are provided in Appendix C.
Here we note that for an excitation in the neutral region,
the 3-dimensional diffusion equation with a point-source
excitation results in a maximum concentration which
scales as Gtot/ (VTµRB). For an excitation in the deple-
tion region, we assume the drift length is much greater
than the diffusion length, so that the motion is mostly
one-dimensional along the direction of the field, while the
transverse area of the excitation (equal to πR2B) is essen-
tially constant. This results in a maximum concentration
which scales as Gtot/
(
µER2B
)
. The physical picture is
that the maximum concentration is larger in the deple-
tion region because the carrier drift precludes the charge
from “spreading out” in the lateral directions (see App.
C for more discussion on these approximations).
We take the mobility in the neutral region µneutral to
be 50 cm2/(V · s). Measured values of the drift mo-
bility are lower, being 15 cm2/(V · s) in Ref. [23] and
0.7 cm2/(V · s) in Ref. [24], so we take the mobility in
the depletion region to be µdepletion = 5 cm
2/(V · s). We
6let E = 104 V/cm, and since 75% of the excitation oc-
curs within 1/3 of the bulb size RB, we use RB/3 for
the excitation size. The radiative coefficient of CdTe has
been measured as Bradiative = 10
−9 cm3/s [26]. This
leads to an estimate of τneutral = 1/Bradc
max
neutral ≈ 10−8 s
and τdepletion = 1/Bradc
max
depletion ≈ 10−10 s. The resulting
values for µτ are 10−10 cm2/V in the depletion region,
and 10−7 cm2/V in the neutral region. These values of
µτ in turn lead to a maximum efficiency of ηmax = 0.52
(using Eq. 4), and a diffusion length in the neutral region
1.1 µm, consistent with experiment. However, we note
that the dependence on the beam energy does not con-
form fully to this picture. Increasing the beam energy
increases the excitation bulb size (see Eq. 2), so that
the generation rate density decreases by a factor of 100
between our 5 keV and 20 keV measurements. The maxi-
mum density should also decrease by a factor between 10
(in the case of predominantly radiative recombination)
and 100 (in the case of predominantly defect-mediated
recombination). The lifetime would increase by an iden-
tical factor, increasing the efficiency according to Eq. (4).
We would expect to see more dramatic increase in effi-
ciency than the modest increase seen experimentally. On
the other hand, preliminary studies of electron beam cur-
rent dependence show that the efficiency decreases with
increasing beam current. (We find that the efficiency de-
creases from 0.58 to 0.36 as the beam current is increased
from 258 pA to 1290 pA, at a beam energy of 5 keV).
An additional explanation for the lower value of µτ
in the depletion region implied by the experiment and
the model is inhomogeneity in defect density and strain
throughout the thickness of the device. Ref. [27] utilizes
Auger electron spectroscopy for depth profiling of CdS-
CdTe photovoltaics, and observes substantial S interdif-
fusion in the depletion region, although S preferentially
diffuses along grain boundaries [28]. Ref. [29] utilizes
Secondary Ion Mass Spectroscopy to observe an inhomo-
geneous distribution of impurities throughout the device
thickness, as a function of CdCl2 activation. This im-
purity distribution should lead to a position-dependent
carrier lifetime from Shockley-Read-Hall recombination.
We reiterate that these hypotheses are necessitated by
the two very basic features of the data: the reduced max-
imum EBIC efficiency (requiring a low µτ in the deple-
tion region), and a nonzero EBIC efficiency that extends
into the neutral region (requiring a higher µτ there). In
our experience, these features of the data are unique to
CdTe. As mentioned in Sec. II, experiments on Si show
a maximum collection efficiency of 1. We have also per-
formed EBIC experiments on CIGS samples, and also
find a maximum collection efficiency of 0.85, which is
quite close to 1 within the experimental uncertainty (for
electron beam current of 59 pA and energy 5 eV). A
key difference between CdTe and these other materials
may result from the unique processing conditions of CdS-
CdTe photovoltaics. In particular, the annealing step of
device preparation takes place after CdS deposition in
CdTe (in contrast to CIGS). This leads to nonuniform
grain boundary passivation and increased stress near the
CdS-CdTe interface. A reduced mobility in the junction
will result in a larger maximum concentration, so that
other recombination mechanisms become important, as
described previously.
More work is needed to determine definitively the
source of the reduced EBIC efficiency. The influence of
radiative and Auger recombination can be minimized by
reducing the generation rate density G. G may be re-
duced by lowering the electron beam current or by in-
creasing the electron beam energy (so that the excita-
tion bulb volume increases). Both approaches pose chal-
lenges however: increasing the beam energy leads to exci-
tation bulbs which enclose multiple grains/grain bound-
aries. A quantitative account of the EBIC response of
grain boundaries requires detailed modeling, so that the
interpretation of high beam energy EBIC is not straight-
forward (see discussion in Sec. II). Lowering the beam
current for small beam energies is limited by signal to
noise considerations. An opposite approach is to system-
atically increase the beam current in order to quantify
the relative contributions of radiative and Auger recom-
bination. This is done in Ref. [17], which considers the
effect of high level injection explicitly in the interpreta-
tion of grain boundary contrast, and observes a substan-
tial reduction in efficiency with increasing beam current,
consistent with the picture presented here. On the other
hand, a non-uniform µτ due to a spatial distribution of
defects may be determined by quantitative modeling and
analysis of optical EQE data. In this case it’s necessary to
measure (or model) the optics realistically in order to de-
termine the internal quantum efficiency, and to perform
modeling to deduce the collection probability function
φ(x).
V. CONCLUSION
We’ve presented a critical examination of cross-
sectional EBIC data on CdS-CdTe photovoltaics, with
the main experimental observation that the maximum
collection efficiency is less than 1. This indicates either
very low values for µτ , or screening of the built-in field.
This work focuses on the former scenario, with a theoret-
ical result of an expression for the EBIC efficiency when
recombination in the depletion region can’t be ignored.
This model is consistent with experimental results only
if there is spatial variation in µτ throughout the deple-
tion region. Application of this model leads to values of
µτ which are quite low (on the order of 10−10 cm2/V).
We speculate that the high generation rate density asso-
ciated with the electron beam excitation may drive the
system to a regime in which radiative recombination pro-
cesses become important, leading to a reduced value of
the carrier lifetime. We consider this work as a step to-
wards a fuller and more quantitative understanding of the
EBIC response of polycrystalline materials. The maxi-
mum collection efficiency as a key parameter which must
7be understood in order to have confidence in any com-
prehensive model of the system. Future work will include
a more expanded study of possible high injection effects,
as well as more realistic 3-dimensional modeling efforts.
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Appendix A: Experimental details
Fig. 5 shows the full spatially resolved EBIC response
at a beam energy of 5 keV for the two samples. The struc-
ture of the signal is due to surface roughness and grain
boundaries, although it is difficult to determine which is
predominant a priori. The treatment of surface effects is
the topic of future work. The white dashed lines indicate
the scan which is used in the data of Fig. 2 of the main
text.
FIG. 5: EBIC efficiency maps of samples 1 and 2. The white
dashed lines correspond to the traces used for the fitting de-
scribed in the paper. The traces are chosen to minimize the
effect of grain boundaries on the signal. The field of view is
2.1 µm× 3.1 µm in (a) and 3.7 µm× 6 µm in (b).
Appendix B: Mathematical model
We present the derivation of Eq. 4 from the main
text. Fig. 6(a) shows the result of numerical simula-
tion of a p-n junction with a delta-function excitation at
x = 0.35 µm. We use this simulation to inform the as-
sumptions we make for the analytical model. Our first
assumption is that the density of electrons and holes are
equal at the excitation point. The region for which this is
satisfied is given at the end of this section. The electron
beam induced excitation is modeled as a delta-function
at position x = x0. Here we present an analysis of the
induced hole carriers - the treatment of electrons is iden-
tical. For the geometry of Fig. 6, holes are minority
carriers to the left of the excitation (x < x0), and un-
dergo drift, diffusion, and recombination. To the right
of the excitation (x > x0), holes are majority carriers
and simply undergo drift. The schematic of the resulting
model for holes is shown in Fig. 6(b). Solving the drift-
diffusion equation for electron/hole density permits the
calculation of the EBIC efficiency.
FIG. 6: Model results for a point-source excitation at x=0.35
µm. (a) shows the density of electrons (blue dashed) and holes
(solid red). The thinner lines are the equilibrium densities,
while the thicker lines are the total densities upon excitation.
The model parameters are: doping density of p-type material
is NA = 10
15 cm−3, majority and minority carrier mobili-
ties are µ = 10 cm2/(V · s), bulk lifetime is τbulk = 50 ns,
bandgap is Eg = 1 eV, and dielectric constant ǫ = 11 ǫ0,
where ǫ0 is the permettivity of free space. The junction is
located at x = 0.12 µm, and the total system length is 3 µm.
(b) shows a schematic of the analytic model which is intended
to capture the important physics of the system. This model
applies only within the depletion region, where the electron
and hole are approximately equal at the excitation point.
Here we just consider the behavior of the holes - the
treatment of electrons is identical. The equation of con-
8tinuity holes to the left of the excitation is:
∂x (µp1E −D∂xp1) = −
p
τeff
(B1)
where D is the hole diffusivity, and τeff = βτbulk. β varies
between 1 (if p ≪ n) and 2 (if p = n); this follows from
the form of Read-Shockley-Hall recombination. We take
β = 1.75 for all calculations; this is appropriate to de-
scribe the recombination in regions for which the electron
and hole density is similar, though not identical. We find
that with this choice, the analytical model reproduces
the numerical simulations well. The continuity equation
for holes in the region to the right of the excitation is:
∂xJ2 = ∂x (µp2E) = 0 (B2)
We assume that the electric field varies slowly compared
to the variation of the charge densities, so that ∂xE is
negligible. The solution is specified by three boundary
conditions: 1. the carrier density goes to 0 as x→ −∞,
2. the density is continuous at the excitation point x =
x0, and 3. the current is discontinuous at the excitation
point:
p1(x0) = p2(x0) (B3)
J1(x0)− J2(x0) = Gtot (B4)
The solution p1(x) (where x < x0) which satisfies these
boundary conditions is:
p1(x) =
(
2Gtot
µE (x)
)
1
1 +
√
1 + 4/f (x)
× exp
[
− (x0 − x) qE (x)
2kBT
(
1 +
√
1 +
4
f (x)
)]
(B5)
where
f (x) =
qµτeffE
2 (x)
kBT
=
(
Ldrift(x)
Ldiff
)2
(B6)
f(x) is the dimensionless parameter which determines
the relevance of junction recombination. For high ef-
ficiency solar cells, f ≫ 1 and junction recombination
is negligible. The solution p2(x) is spatially constant:
p2(x) = p1(x0).
The total recombination Rtot is readily determined
from the minority carrier density:
Rtot = 2
∫ x0
−∞
p1(x)
τeff
dx (B7)
Note that we neglect the spatial dependence of E(x) in
performing the integral, letting E(x) → E(x0). This is
justified because the integrand is dominated by contri-
butions near x = x0. The factor of 2 arises because an
equivalent treatment of electrons applies, doubling the re-
combination contribution from the holes presented here.
The EBIC efficiency is given by (Gtot −Rtot) /Gtot. This
leads to the following form of the EBIC response:
η (x0) = 1−
Rtot
Gtot
= f (x0)
(√
1 +
4
f (x0)
− 1
)
− 1(B8)
Eq. B8 is the main theoretical result of the paper. Notice
the transition to an unphysical η < 0 for f < 1/2. The
reason for this is that for small electric fields (small f),
the diffusion current in the majority region is compara-
ble to the drift current, violating an assumption of the
model (Eq. (B2)). In short, the model is not designed to
describe small electric fields.
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FIG. 7: Location of EBIC maximum measured from the met-
allurgical junction versus beam current for different material
parameters.
We reiterate Eq. B8 applies for excitation rates for
which nonequilibrium densities exceed the local major-
ity carrier density. We denote the minimum value of x
for which this holds by xm (see Fig. 6(c)). This is the
point with the largest electric field for which the model
applies, and corresponds to the position of the maximum
EBIC efficiency. To specify xm, we first write the general
expression for the equilibrium electron density neq:
neq(x) = n0 exp
(
(x− LW )2
x2d
)
(B9)
where LW =
√
2ǫVbi/qNA is the depletion width,
xd =
√
2ǫkBT/q2NA is the Debye length, and n0 =
NcNv/NA exp (−Eg/kBT ). The nonequilibrium hole
density pneq is maximized at the excitation point x0. Let-
ting p (x0) = neq(x) determines xm:
n0 exp
(
(xm − LW )2
x2d
)
=
2Gtot
(R)dim−1 µE (xm)
(
1 +
√
1 + 4/f(xm)
)(B10)
9where dim is dimensionality of the system. In the present
analysis, dim = 1. Experimental comparisons require
dim = 3. Eq. B10 does not admit a closed form solution
for xm. We plot xm for three different system parame-
terizations in Fig. 7. As the beam current is reduced,
the region for which the nonequilibrium density exceeds
the equilibrium majority density shrinks, and the EBIC
maximum position approaches the neutral point, where
neq(x) = peq(x). As the beam current is increased, the
nonequilibrium density increases and the maximum po-
sition is shifted towards regions of higher field, nearer
x = 0.
For excitation position x0 < xm, the EBIC efficiency
decays exponentially with a length scale µτE(x0)
η2(x0) = η (xm) exp (−µτ (xm − x0)E(x)) (B11)
Similar considerations apply for specifiying xp, or the
maximum position for which Eq. B8 applies.
Appendix C: Estimates of lifetime
To determine the lifetimes associated with radiative
recombination, the absolute value of the concentration is
required. Here we describe in more detail the analytical
estimates used to approximate the maximum carrier con-
centration and resulting lifetimes. For excitations in the
neutral region, the 3-dimensional diffusion equation with
a delta-function excitation at the origin leads is:
1
r2
∂
∂r
(
r2
∂c
∂r
)
=
c(r)
L2D
+
(
Gtot
D
× δ (r)
)
(C1)
Notice here we assume the recombination is first-order
in minority carrier density. Strictly speaking, this is in-
consistent with the conclusion that radiative recombina-
tion is dominant. However, this assumption simplifies
the math considerably, and enables an estimate of the
threshold generation rate for which radiative recombina-
tion becomes important. The delta-function imposes a
boundary condition on c(4):
lim
r→0
−4πr2D∂c
∂r
= Gtot (C2)
The solution is given by:
c(r) =
Gtot
4πDr
× exp (−r/LD) (C3)
c(r) diverges as r → 0, so a physical cutoff of the ex-
citation bulb size RB is used to calculate the maximum
density of nonequilibrium carrier density. We also sup-
pose that RB ≪ LD, leading to:
cmaxneutral ≈
Gtot
4πVTµneutralRB
. (C4)
Notice that the maximum concentration is independent
of LD. For RB ≪ LD, the maximum concentration is
set by the structure of the divergence in 3-dimensions:
according to Eq. C2, the diffusion current immediately
outside the localized excitation spot must carry away car-
riers at the same rate as their generation. This requires
a sharp gradient in concentration, and associated large
value of concentration very near the excitation point.
For completeness, we also give the general expression
for the maximum density, valid for any RB/LD:
cmaxneutral = Gτ
(
1−
(
LD +RB
LD
)
exp (−RB/LD)
)
(C5)
For large excitations RB ≫ LD, the above expression
yields cmaxneutral ≈ Gτ , as expected. As discussed in Sec.
IV, one regime of high injection is entered when the effec-
tive radiative recombination lifetime Brad/c
max is smaller
than the defect-related recombination lifetime. (Other
regimes of high injection correspond to total generation
rates which exceed the current density afforded by the
material doping and built-in voltage. This will be de-
tailed in forthcoming work, and is explored in Ref. [14].)
For excitations within the depletion region, we assume
that the drift time is less than the diffusion time, so that
the motion of the nonequilibrium charge is essentially 1-
dimensional along the direction of the field, while the
transverse area of the excitation (equal to πR2) is essen-
tially constant. This is equivalent to assuming f ≫ 1. By
fitting the data, we find f ≈ 3, so that this approximation
is of moderate validity. Solving the 1-dimensional drift
equation for constant field E leads to a concentration
given by c = Gtot/ (µE). In 3-dimensions, the maximum
concentration is then given by:
cmaxdepletion =
Gtot
πµdepletionR2BE
(C6)
Given these expressions for the maximum concentration,
the lifetime due to radiative recombination is readily de-
termined by: τ = 1/ (Bradc
max). Plugging in the esti-
mates for material parameters as given in Sec. IV leads
to the values of µτ given in the main text.
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