the ground and of the excited states of the molecule, and therefore, they induce shifts of the maxima in absorption or emission spectra. Two important factors contributing to the overall effect are the long-range electrostatic interactions with the solvent polarizing the solute and the shortrange contributions such as dispersion or specific solutesolvent interactions, e.g., hydrogen bonding. Properties of the solvent which affect the spectra of the solute are commonly described by empirical parameters quantifying solvent polarity/polarizability or its ability to act as a hydrogen bond donor or acceptor. examples of such scale are the Kamlet-Taft π * , α and β parameters [1-3] derived experimentally from the values of solvent-induced shifts in absorption spectra of molecules serving as solvatochromic probes [4] .
Introduction
It is well known that electronic spectra of organic molecules in gas phase and in solution are different. Interactions of the solute with the solvent change the energies of A. eilmes (*) Faculty of Chemistry, Jagiellonian university, Ingardena 3, 30-060 Kraków, Poland e-mail: eilmes@chemia.uj.edu.pl
To generate structures of the system at molecular resolution simulations of molecular dynamics (MD) are usually performed. Depending on the needs and/or available resources classical MD, Monte Carlo (MC) methods or first-principles MD may be used to sample the solvent configurations, another choice is combined QM/MM approaches treating part of the system classically while the other part is considered at quantum-chemical level. Snapshots of the MD trajectory are then used to extract the geometries of the solute and its solvation shell, which are subsequently passed as input structures to QC calculations. Quantum-chemical computations may be performed for the whole solute-solvent system, or the solvent molecules may be replaced by point charges in QM/MM approach or by polarizable multipoles (polarizable embedding methods [7, 8] ). Some recent examples include works using classical MD or MC methods [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] or ab initio molecular dynamics [18] [19] [20] [21] [22] [23] .
Both implicit and explicit solvent models may be combined: few solvent molecules closest to the solute are treated explicitly and the whole system is embedded in a continuous solvent. Specific interactions between solute and explicit solvent molecules may be therefore accounted for and the implicit solvent provides corrections originating from the bulk medium with computational cost significantly lower than in fully explicit models. For these reasons, the mixed approach is quite often used in quantum-chemical calculations [15, [24] [25] [26] .
Choice of the method applied to modeling of solvent effect is usually based on a balance between the speed of calculations and the requested accuracy; data sets comparing predictions of different approaches are necessary to make such decision. Such information is available for several systems, however, studies of the performance of different models for series of solvents are even more helpful in this context because allow one to verify presence or lack of systematic trend.
In this paper, we wanted to check how well popular implicit solvent approaches and the explicit model describe solvent-induced shifts of one of typical solvatochromic probes in common molecular solvents. Methods available in standard quantum-chemical software were used, in order to test the performance of routine approaches. Molecule of N,N-diethyl-4-nitroaniline (DePNA) solvated in acetonitrile, acetone, dimethylsulfoxide and water were chosen as model systems. DePNA is a solvatochromic probe used, e.g., in determination of Kamlet-Taft parameters. The molecule is able to form hydrogen bonds, and therefore, it may be used to assess how specific interactions affect the results of different approaches. Different computational methods, including cheap semiempirical approaches, were used to find the excitation energies. Results are compared to experimental data.
Calculations
gaussian 09 rev. A.02 [27] was used in all quantum-chemical calculations in this work. geometry of DePNA was optimized in vacuum using Density Functional Theory methodology with the B3lYP functional and the 6-311+g* basis set. Resulting structure was subsequently used in calculations of excited states in vacuum and in solution with implicit solvents modeled by different variants of the polarizable continuum model (PCM) implemented in the software: integral equation formalism model of the polarizable continuum model IeFPCM [28] , the polarizable conductor solvent model (C-PCM) [29] (which may be viewed as an implementation of COSMO model in PCM formalism) and the self-consistent isodensity PCM (SCIPCM) model [30] . The IeFPCM calculations were also performed with atomic radii and non-electrostatic terms originating from the SMD universal solvation model [31] .
The TDDFT (Random Phase Approximation) 6-311+g* calculations were applied to obtain the energies and oscillator strengths of electronic transitions. Hybrid B3lYP functional was used in most calculations. As will be shown in the next section, the lowest electronic transition in DePNA involves significant intramolecular charge transfer, therefore three functionals with long-range corrections: CAM-B3lYP [32] , lC-ωPBe [33] and wB97X [34] were tested with default PCM parameters. In addition to TDDFT method, two semiempirical approaches were used: the ZINDO/S method [35] and the semiempirical PM6 [36] Hamiltonian combined with configuration interaction with single excitations (CIS) calculations.
Classical molecular dynamics simulations were performed using Tinker v. 5.1.08 [37] software for a single N,N-diethyl-4-nitroaniline molecule solvated in four liquids considered in this work. Force field parameterization was based on the MM3 force field parameters distributed with Tinker. For dimethylsulfoxide (DMSO), additional parameters were taken from the MM3 study of sulfoxides [38] . Partial atomic charges were obtained from the fit to the electrostatic potential of individual molecules calculated at the B3lYP/6-311++g** level.
System sizes used in MD simulations ranged from about 500 molecules of acetone or dimethylsulfoxide, 1,000 molecules of acetonitrile to about 1,500 molecules of water. DePNA molecule was put in the center of the simulation box, and its structure was frozen at the vacuum B3lYP/6-311+g* geometry. With frozen geometry of the solute analysis of calculated spectra is easier, because solventinduced shifts are not obscured by broadening of the spectrum caused by different conformations of the molecule. Periodic boundary conditions were used, and the densities of the systems DePNA/solvent were set to the densities of pure liquids. Cut-off of 9 Å was applied to the van der Waals interactions, and ewald summation was used for electrostatic interactions. All MD simulations were performed in the NVT ensemble at 300 K. After 0.2 ns of equilibration, the MD trajectory was collected for each system for 1 ns.
Accumulated MD trajectories were used to prepare the input data for quantum-chemical calculations of excited states in explicit solvent. First, 100 equally spaced frames were selected from each trajectory. Next, the DePNA molecule and N solvent molecules closest to it were extracted from each frame; the Trajectory Sculptor tool of the InSilicolab [39] was used in manipulations with the MD trajectory. In this way, sets of 100 structures with the solvatochromic probe solvated in increasing amount of explicit solvent were prepared. The number of explicit solvent molecules N ranged from 1 to 250 depending on the solvent and the quantum-chemical method used in calculations (larger values were used for smaller solvent molecules, i.e., water and acetonitrile or/and semiempirical methods). Quantum-chemical calculations were performed to obtain transition energies for each structure, and the results were averaged over all 100 configurations used for given solvent and N value. The same QC methods were used as applied previously in the calculations for DePNA in vacuum. To reduce the computational cost of B3lYP or CAMB3lYP TDDFT calculations only the solute molecule was described by the 6-311+g* basis set; for the solvent the 3-21g basis was used. With increasing number of explicit solvent molecules increasing number of non-absorbing (with very small oscillator strength) excited states appearing below the first intense state was observed in B3lYP calculations; the number of such states was greatly reduced when the CAM-B3lYP functional was used. Therefore, the number of computed excited states had to be adjusted so that the absorbing state was always included in calculations. In practice, the number of calculated excited states ranged from 10 to 50 depending on the number of solvent molecules and the functional. Spurious low-lying states found for range-separated functionals are not observed in B3lYP calculation in vacuum. Apparently, the rather small range of charge transfer in DePNA does not require long-range corrections. We will, however, see later that these corrections greatly reduce the problem of spurious states in explicit solvent. Based on vacuum calculations, one may expect that long-range-corrected functionals may overestimate the transition energies in solution; nevertheless, as we are interested mainly in differences between the energies in vacuum and in the solution, selected results for TDDFT calculations with these functionals will be presented.
In Fig. 1 the dominant Natural Transition Orbital [40] pairs obtained in vacuum for the lowest observable transition are displayed. Apparently, both orbitals have a nodal plane in the plane of the molecule; therefore, the transition is of the π → π * type. upon excitation, the electron density shifts from the central ring of the molecule toward the NO 2 group. This shift in TDDFT results is slightly larger than in the semiempirical approach, but otherwise there are no major differences between the two methods in the shape of the NTOs involved in the transition.
experimental values [1, 41] of the absorption maximum of DePNA molecule in different solvents are listed in Table 1 . The largest solvent-induced red-shift is measured for water, the shift induced in DMSO is 20 nm smaller and the smallest increase of λ max is observed for acetonitrile The first test of the implicit solvent approach for DePNA was performed with standard methodology used in gaussian 09 for integral equation formalism model of the Polarizable Continuum Model (IeFPCM; for brevity denoted in Table 1 as PCM) [28] . Program defaults were used to build the molecular cavity. There are large differences in predicted transition energies depending on the functional used, with long-range-corrected functionals yielding much too high transition energies. However, it may be easily verified that these differences reflect just the differences in the vacuum transition energies, and therefore, it is still reasonable to compare the vacuumto-solvent shift values obtained for different solvents for given functional. A striking feature of the TDDFT PCM solvent-induced shifts is that they are not much dependent on the solvent-values calculated for water, acetonitrile and acetone are almost the same and the shift for DMSO is only 2 nm larger. Noticeably, the largest red-shift (with respect to the vacuum value) is observed for DMSO, not for water. Therefore, the sequence of solvatochromic shifts increasing from acetone to water is not reproduced at all. Similar is the case of relative shifts obtained within the PCM method applied to ZINDO/S and PM6-CIS calculations. Although absorption maxima in both semiempirical approaches are calculated at significantly lower energies than in TDDFT (especially the ZINDO/S values), the λ max value for DMSO is remarkably larger than for other three solvents (for which the shifts are similar). Transition orbitals obtained in implicit solvent in TDDFT or PM6-CIS approach do not differ from the corresponding plots presented for vacuum results in Fig. 1 . It should be noted that in all cases (regardless of the quantum-chemical method and the solvent) there is no low spurious state and the intense HOMO → luMO transition is always the lowest root obtained in continuous solvent.
Two more variants of the PCM method were tested: polarizable conductor solvent model (C-PCM) [29] and the self-consistent isodensity PCM (SCIPCM) model [30] in which the cavity is self-consistently determined from an isodensity surface. Results of the C-PCM calculations are essentially the same as the PCM data apart from small (2-3 nm) shift to longer wavelengths. Transition energies obtained from the SCIPCM are higher and they do not differ much between solvents, like in other models. In this case, at least, the sequence of solvatochromic shifts increasing from acetone to water agrees with the experiment. With differences between solvents less than 1 nm, this result is still very far from reproduction of experimental data where positions of absorption maxima differ by 10-20 nm.
In addition to the above-described models, the IeFPCM B3lYP calculations were performed with atomic radii and non-electrostatic terms parameters from the SMD universal solvation model [31] . As readily seen, the result for water has improved: λ max is about 15 nm larger than for the three other solvents. Although large solvatochromic shift for water has been at least partially captured, and the values for two least polar solvent (acetone and acetonitrile) are fairy well reproduced, description of DMSO is still poor. Position of the maximum expected from the experimental data should be between those obtained for water and acetonitrile, but the value calculated for DMSO is even smaller than the λ max for acetonitrile. The default gaussian 09 PCM method constructs the molecular cavity based on the van der Waals molecular surface and the atomic radii from universal Force Field scaled by a factor of 1.1. As a test, several B3lYP calculations with other available options were performed including different scaling factors, different choices of atomic radii and other definitions of molecular surface-Solvent excluding Surface and Solvent Accessible Surface. It turned out that in most cases the effect of modified cavity is merely an uniform shift of all values obtained for standard PCM, depending on whether given set of parameters yields larger (resulting in smaller λ max ) or smaller cavity (reduced distance from the molecule to the dielectric continuum increases the effect of the medium and leads to increasing wavelengths of absorption maxima). In such cases, the calculated relative shifts were practically the same as for PCM results, with small differences of λ max between solvents and the largest value obtained for DMSO. The only exception was observed for the results obtained with the cavity based on Solvent Accessible Surface (SAS). In this case, the λ max for water is apparently larger (by about 7-8 nm) than for other solvents (Cf. Table 1) . For all solvents, absorption maxima appear at shorter wavelengths, because SAS-based cavity is the largest from all used in calculations.
The results based on the SMD-based parameters and the SAS surface show that the choice of atomic radii or the cavity construction may affect the relative values of solvatochromic shifts. Nevertheless, in either case discussed so far, the sequence of measured λ max and its correlation with static dielectric constant of the solvent are not reproduced.
let us recall at this point, the difference between equilibrium and non-equilibrium solvation. Polarization of the dielectric medium arises from the reorientation of the solvent and from the changes in electron distribution on solvent molecules. The first process occurs at the timescale of molecular motions, and it is much slower than the latter. During vertical excitation, the solvent can respond to the changes of the electron density at the solute molecule via rapid polarization of the electron cloud, therefore non-equilibrium solvation is used in PCM to model the electronic excitation of molecules. The parameter of the solvent relevant to this process is the value of the dielectric constant corresponding to infinite frequency. As seen from Table 1 , ε ∞ only very little differs between four investigated solvents; interestingly, it is the largest for DMSO, which corresponds with the fact that in most models absorption maximum for DMSO exhibited the largest red-shift.
Notwithstanding the fact that the optical dielectric constant governs the solvent response to the changes of electron density between the two states, static dielectric constant still affects the vertical transition energies through determining the polarization field for the ground state of the molecule. The relative importance of both effects depends on the difference between dipole moment in the ground and in the excited state and may be estimated, e.g., using eq. 19 of Ref. [42] :
where the left-hand side is the solvent shift between the ground and the excited state with dipole moments μ 0 and μ 1 , respectively. The factor g(ε) relates the reaction field to the field generated by the dipole and for simple model case of a spherical cavity of radius r in a medium described by dielectric constant ε reads [42] :
Such a model of an effective cavity is certainly oversimplified for most molecules (except for small and spherical solutes) but the ratio of the two contributions in (1) does not depend on the particular value of r; therefore, the above approximation can be conveniently used as a rough estimate of the effect.
B3lYP DFT and TDDFT calculations in 6-311+g* basis yielded 8.94 and 14.96 D for the dipole moment of DePNA in the ground and in the excited state, respectively. Inserting these data and ε static and ε ∞ values listed in Table 1 into (1) yields for the solvents considered here the ratio of the first to the second term in the RHS of (1) between 7.1 and 8.5, showing that most of the shift comes from the first term involving static dielectric constant. However, it should be noted that this estimate of both contributions refers to the case when the state-specific solvation is considered (see below); in common TDDFT calculations applying linear response approach the solvent shift is proportional to ε ∞ [42] .
Although optical dielectric constant is more adequate to describe solvent response to the rapid process of vertical excitation, one may try to check what the predictions of the PCM model are when the equilibrium solvation for both states is used instead. In Table 1 , such results are presented for default IeFPCM model. Apparently, calculated position of the absorption maximum increases monotonically with increasing value of ε static ; nevertheless, the difference between DMSO and water is only 1 nm, despite large increase in the dielectric constant. Therefore, we may conclude that applying static dielectric constant to solvation in excited state calculation (i.e., using equilibrium solvation scheme) only qualitatively reproduced the measured sequence of solvatochromic shifts, but still did not improve quantitative predictions. Moreover, for the reason discussed above, it is not a valid approach when the concept of fast and slow contribution to the polarization of the medium (1)
is considered. We should also note that that the observed correlation of λ max with static dielectric constant may be indirect. Small difference of equilibrium solvation results between water and DMSO suggest that the increase in ε static from 47 to 78 leads to rather small changes and therefore electrostatic part of the effect has saturated. large solvatochromic shift for water originates not only from longrange electrostatics but also from hydrogen bonding. The latter phenomenon is also responsible for large dielectric constant of water; therefore, large value of λ max seems to correlate with large permittivity, although both effects have common origin in specific interactions. Finally, the state-specific solvation [42] was tested. In this formalism, the iterative procedure is applied to make the electrostatic potential of the excited state self-consistent with the solvent reaction field. Transition energy is then calculated as the difference between the energy of the solvated excited state (with self consistency achieved between excited state density and the response of the solvent) and the ground state energy calculated within equilibrium solvation. Results of the state-specific method are presented for IeFPCM and SMD solvation models. This approach yields lower energies of the excited state and therefore longer transition wavelengths. Apart from this feature, relative differences in solvatochromic shifts between solvents are the same as for standard linear response formalism. Therefore, the mere effect of state-specific method for our set of solvents is the decrease of excitation energies without any systematic improvement with respect to the experimental solvatochromic shifts.
From the above results, we can conclude that neither continuous solvent model tested in this work reproduces correctly the sequence and the size of solvatochromic shifts of DePNA molecule in four common solvents. While one cannot expect that the difference of 1 nm in the positions of absorption maxima between acetonitrile and acetone will be captured, large differences (10-30 nm) between water, DMSO and other solvents should be at least semiquantitatively reproduced. In most cases, however, we see the opposite: calculated λ max for all solvents are within the range of less than 5 nm and DMSO, not water, leads to the largest red-shift in the spectrum. Only in two cases (SMD solvation model or IeFPCM with SAS molecular surface), the solvatochromic shift for water was remarkably larger than for other solvents, however, simultaneously, DMSO shift is smaller than for acetonitrile in clear disagreement with experiment.
It has been shown in the literature that SMD atomic radii used in PCM calculations give better description of solvent effect on absorption spectra [24, 43] . Results for DePNA shown here agree, therefore, with these earlier findings. likewise, remarkable difference in λ max between water and other solvents was also obtained when SAS surface was used to construct the molecular cavity. These results suggest that proper description of atomic radii and molecular surface (affecting the strength of electrostatic solutesolvent interactions) is one of key factors responsible for reproduction of experimental data. Ability of SMD radii to capture the effect for water is related to the fact that some SMD radii effectively depend on the hydrogen bond donor properties of the solvent, thus account partially for specific interactions. Another factor which presumably improved the performance of the SMD model is the effective treatment of dispersion and repulsion contributions to the solvation energy which was not included in other PCM calculations. These effects are not well described in implicit solvents but can be in principle captured in explicit models (depending on the capability of the quantum-chemical method).
It is worthwhile to mention that the overall disagreement of implicit solvation results with experimental data becomes apparent only when several solvents are taken into account. In fact, selected individual results, e.g., TDDFT/IeFPCM, CPCM or SMD values with B3lYP for acetone and acetonitrile or PM6-CIS/PCM result for water, examined alone would be considered as a good reproduction of measured absorption maximum. In such cases, it is necessary to look at the whole set of solvents to realize that the trend exhibited by the experimental data is not reproduced.
explicit solvation
Turning our attention to explicit solvation models we analyzed the results of sequential MD/QC modeling described in Sect. 2. To get some insight into the solvation structure of DePNA, solute-solvent radial distribution functions (RDF's) are presented in Fig. 2 . The first π → π * electronic transition involves a change of the electron density at NO 2 group, therefore the structure of the solvation shell close to this part of DePNA molecule should be most important for the solvatochromic shifts. Accordingly, RDF's shown in Fig. 2 were calculated between the nitrogen atom from the NO 2 group and the oxygen atom of the water molecule or the carbon atom from the CH 3 groups for the three other solvents. Several maxima related to the solvation shells in DePNA-water system are clearly visible in the plot; the first and highest appears at 4 Å, two other at 7 and 10 Å and the last diffuse maximum is noticeable at 13 Å. The first maximum for N(O 2 )-C(H 3 ) RDF's is found at 4.3-4.5 Å, the second at about 8.5 Å (acetonitrile) or 9 Å (acetone and DMSO), the third, weak and diffuse at about 13 Å. Integrating the RDF's we found the number of solvating molecules up to the distance above the first peak, i.e., 5 Å for water, 6 Å for acetonitrile and 6.5 Å for DMSO and acetone. The average values were 14 water, nine acetonitrile molecules To produce plots of simulated absorption band, the spectrum was calculated as a superposition of normal peaks placed at calculated transition energies with heights corresponding to computed oscillator strengths and standard deviations σ = 500 cm −1 . In Fig. 3 , an example of changes in simulated spectrum is presented for DMSO; only the part corresponding to the first intense transition is displayed. For an isolated DePNA molecule (no solvating DMSO molecules), the shape and the width of the band corresponds to the width of the gaussian curve used to convolute individual transitions in the simulation of the spectrum. When the number of solvent molecules is small (N = 1-10), the gaussian shape of the band is preserved, although its width increases. Simultaneously, the maximum shifts to longer wavelengths. For larger values of N, the absorption band widens even more and flattens, but its overall shape still resembles more/less a normal curve. Although increasing N leads to further red-shift of the peak, this increase gets smaller for sufficiently large N. The largest changes in the position of the band are observed for N between 5 and 20. This is not surprising: when there are only few (less than 5) solvent molecules, their effect is negligible and the spectrum of the solute is barely affected. About 15 DMSO molecules are necessary to complete the solvation shell around the whole DePNA molecule inducing most prominent changes in the spectrum. Further solvent molecules are placed in the next solvation shell, therefore, do not interact directly with the solute and their effect is smaller. Similar dependence is observed for other solvents with the major difference that for smaller solvent molecules (water and acetonitrile) much larger N is necessary to effectively solvate the probe molecule.
Changes in the position of the maximum in simulated spectra are displayed in Fig. 4 . Because solvent molecules differ in size, total number of solvating atoms N atoms rather than the number of solvent molecules N is given as the measure of the system size. The three approaches used to calculate excitation energies differ greatly in the computational cost; therefore, the largest system sizes were reached in cheapest ZINDO/S calculations, whereas cost of the TDDFT computations imposed much stronger upper bound on attainable N atoms values.
Features already discussed for DMSO results are readily seen: at about 100-200 atoms in the solvation shell the slope of the curves decreases and the increase of λ max tends to saturate. unfortunately, only in few cases (acetone/ZINDO, acetone/B3lYP/TDDFT), the regime in which the increase in the number of solvent atoms does not change the position of the absorption maximum has been reached. In particular, shifts of the spectrum are still well pronounced for water. (Table 1) . Qualitatively similar is the picture for PM6-CIS calculations, although in such cases relative shifts are smaller: λ max for acetone and acetonitrile is only little (1 nm) larger than for water, and the absorption maximum in DMSO is about 5 nm red-shifted with respect to water.
In the results of B3lYP TDDFT method, λ max obtained for acetone, acetonitrile and DMSO is similar, slightly increasing in this sequence, with about 3 nm difference between acetone and DMSO calculated for largest system sizes. Maximum of the absorption band for water appears at about 15 nm longer wavelengths than for DMSO. Although this difference is smaller than the experimental value, and, unlike the experiment, position of the maximum for DMSO is close to those for acetonitrile and acetone, explicit solvation in B3lYP/TDDFT calculations is the sole model which at least qualitatively reproduces the sequence of solvatochromic shifts and captures significant increase of λ max for water. CAM-B3lYP functional yields too high excitation energies in solution, which is the consequence of high excitation energy calculated in vacuum. The difference between water and DMSO in CAM-B3lYP calculations is smaller than in B3lYP results, though their sequence agrees with the experimental data.
Comparing whole sets of results to the experimental data one can note that in semiempirical approaches maxima of absorption for DMSO, acetonitrile and acetone are predicted at wavelengths longer than measured, in general agreement with PCM results where ZINDO/S and PM6-CIS approaches overestimated λ max for all solvents. In explicit solvent, however, this overestimate is much smaller (and the position of the maximum for DMSO calculated in PM6-CIS is even underestimated). The major difference is observed for DePNA in water, in which case semiempirical spectra are shifted to lower wavelengths. It appears therefore that the problem with reproduction of the sequence of solvatochromic shifts in explicit solvents is aggravated by the failure of semiempirical methods to yield significant red-shift in water.
On the other hand, in the TDDFT calculations with explicit solvent, all spectra are computed at higher energies compared to experimental data (especially for CAMB3lYP as a result of high transition energy calculated in vacuum). Better agreement is found for B3lYP functional in which case λ max calculated for largest numbers of solvent molecules are 400, 385, 383 and 381 nm for water, DMSO, acetonitrile and acetone, respectively, i.e., 30-15 nm lower than in experiment (Table 1) . It should be, however, taken into account that some results are rather far from saturation (e.g., λ max would probably increase Fig. 4 Wavelengths of the maximum of the absorption spectrum of DePNA calculated in explicit solvents for increasing number of atoms N atoms in solvating molecules quite significantly when more explicit H 2 O molecules were included in calculations). The systematic difference to the experiment may be also caused by too small basis set (reduced in this work to make computations tractable) and presumably the problem might be alleviated if some other functional or better method were used to calculate energies of excited states. The solute-solvent configurations used in quantum-chemical calculations resulted from classical molecular dynamics simulations with frozen solute. The geometries of systems used to calculate absorption transition are affected by the quality of the force field, being another factor which may lead to the differences with respect to the experiment. Fully quantum-chemical approach is of course possible (with the use of ab initio Molecular Dynamics) but incurs much larger computational cost of dynamics simulations.
The major disagreement between experiment and predictions of semiempirical models, much better behavior of the TDDFT methodology together with the results of implicit solvent approaches suggest that the large solvatochromic shift in water is partially caused by solute-water interactions which are not well captured in implicit solvent or semiempirical calculations. The possible reason of better stabilization of the excited state versus the ground state may be specific interactions. Indeed, the NO 2 group of the DePNA molecule may act as an acceptor in hydrogen bond in the solvent capable of being a hydrogen donor, e.g., in water. The exited state has the electron density on oxygen atoms of NO 2 group larger than the ground state (Cf. Fig. 1 ), therefore, should be more sensitive to the hydrogen bond formation. Such specific interactions are not properly accounted for in implicit models or semiempirical approaches, but are better described in TDDFT calculations. It is therefore expectable that TDDFT computations based on ab initio MD structures could yield even better description of the absorption spectrum, because of improved distribution of hydrogen-bonded water molecules around DePNA.
To check how large may be the effect of direct interaction between NO 2 group and H 2 O the transition energies for a system of DePNA interacting with a single water molecule located close to the NO 2 group were calculated using B3lYP/TDDFT. The lowest transition energy shifted from the value of 345.8 nm (for isolated DePNA molecule) to 357.6 nm. In the explicit approach with H 2 O molecules spaced around the whole DePNA molecule, such size of the average red-shift was observed for five water molecules; therefore, even a single molecule interacting with solute through hydrogen bond contributes significantly to the overall effect of the solvent. Inspection of frontier orbitals reveals that the effect of interaction with water molecule is much larger for HOMO (shift of 0.44 eV to lower energies) than for luMO (shift of 0.27 eV).
In Fig. 5 , plots of dominant Natural Transition Orbital pairs for DePNA in 100 explicit water molecules calculated by PM6-CIS and B3lYP/TDDFT methods are displayed for the lowest transition with significant oscillator strength. In both cases, the shape of NTOs does not differ from corresponding orbitals obtained in vacuum or continuous PCM solvent. To make the plots, a particular snapshot of the MD trajectory was used, yielding transition energy practically equal to the value averaged over all configurations (i.e., to the position of the maximum in simulated spectrum), but even for configurations corresponding to significantly higher or lower transition energies the picture is very similar, therefore the arrangement of solvent molecules does not affect the shape of molecular orbitals involved in the observed transition.
In all approaches used to calculate excitation energies in continuous solvent model, the first transition with non-negligible intensity corresponds to the HOMO → luMO excitation. In explicit solvent, this situation changes depending on the solvent and the method. Frontier orbitals may have the electron density distributed not on the dye molecule but on the solvent and the dominant contribution to the observable transition comes from the orbitals lower than HOMO or/and higher than luMO. In TDDFT results obtained for increasing N, an increasing number of low-lying states with practically no absorption intensity is observed. Appearance of these states is partially a consequence of unbalanced basis set (6-311+g* for the solute, 3-21g for the solvent) as confirmed by the reduction of the number of spurious states in test calculations employing 6-31+g* set for the solvent. On the other hand, in CAM-B3lYP calculations using 3-21g basis for the solvent molecules spurious states practically disappear in systems with water and their number was greatly reduced for DMSO. long-range-corrected functionals alleviate the problem with low-lying dark states and allow one to decrease the number of states sought in TDDFT, reducing the cost of calculations. In a recent paper [44] , problem of spurious states in TDDFT in explicit water was traced to the "edge" water molecules at the boundary of the cluster. Possible ways of ameliorating the problem described in [44] included the use of range-separated functionals, increasing basis set or embedding the system in external environment. Above we have discussed the two first possibilities; we will comment on the third in the next section.
Combined PCM/explicit solvent model
A quite frequently used approach combining implicit and explicit solvation models is to perform calculations for a solute and several nearest solvent molecules surrounded by continuous solvent modeled, e.g., as PCM dielectric medium. To test the performance of such method series of B3lYP TDDFT calculations for N = 5-50 explicit water or N = 5-20 DMSO molecules were repeated with the system (DePNA + N solvent molecules) embedded in implicit PCM solvent with either default or SMD-based parameters. Such large number of explicit solvent molecules is not used in routine calculations (usually only a few are included), but here we wanted to check the trend observed when the amount of explicit solvent increases. The simulated spectra for default PCM are shown in Fig. 6 along with the corresponding results obtained from the model with purely explicit solvent.
even for small number of water molecules, the maximum of simulated absorption peak appears at longer wavelengths than in pure PCM approach and its position is comparable to the results of explicit solvent modeling for systems with largest N. Such result may be attributed to the combined effect of both explicit (providing short-range interactions) and implicit (contributing via long-range electrostatic polarization) parts of the solvent. With N increasing to 20 for water or to 10 for DMSO, the λ max is even more red-shifted and exceeds the value obtained in explicit solvent but for larger N (50 for water, 20 for DMSO) a decrease of λ max is observed. This is not surprising, because for large number of explicit solvent molecules the effect of surrounding continuum becomes small and the results should converge toward the limit obtained in explicit modeling. Results of mixed approach for PCM and SMD models are summarized in Fig. 7 . Changes in λ max described above are readily seen. It may be easily noted that the data for DMSO obtained in PCM and SMD models are very similar, in accordance with the results of implicit model (Sect. 3.1). On the other hand, purely implicit SMD model for water predicts absorption maximum at almost 20 nm longer wavelengths than default PCM calculations and difference persists even for large number of explicit solvent molecules.
In the hybrid approach, the implicit part of the solvent provides long-range electrostatic corrections to the effects of short-range interactions accounted for by the explicit part of the system. This embedding in external field reduces the problem with spurious states (as suggested in [44] )-such states were completely eliminated in explicit/PCM calculations for DePNA/water even for B3lYP functional and small 3-21g basis used for H 2 O molecules. For large N partitioning of the system becomes less clear: disjoint cavities may appear leading to the presence of dielectric medium between explicit molecules, and for large explicit part the results tend toward the values obtainable for largest systems in purely explicit approach. Nevertheless, one may try to use the largest λ max values obtained in the combined approach as an estimate of the solvatochromic shift for infinitely large system (bulk solvent) provided that the implicit model gives reasonably good description of solvation (as suggested by the difference between PCM and SMD results in Fig. 7) , and the quantum-chemical method used appropriately treats the interactions in the explicit part. On the other hand, results presented in this section for small number of H 2 O or DMSO molecules in SMD solvent confirm the usual assumption that combining continuous and explicit model is a cheap way to improve the description of solvent effects.
Finally, let us briefly discuss the intensity and the width of absorption band simulated in explicit or combined solvent models. With increasing N, the total absorption intensity decreases a little (less than 10 %) in explicit model and such change is even smaller in combined approach. From the height of the bands in Fig. 6 , it is clear that the total intensity obtained in combined model is larger than in explicit solvent. This stems from the values obtained for isolated DePNA molecule in vacuum and in purely implicit solvent; the latter calculations yield the oscillator strength of the transition about 40 % larger than the former. Changes of the full width at half maximum (FWHM) obtained for simulated band are displayed in Fig. 8 . In explicit solvent, FWHM increases rapidly up to N atoms about 50 and then saturates. This is not a surprising result, because increasing the number of solvent molecules initially increases the scatter of energies through varying configurations of the solvent, but above a certain number of explicit molecules they are placed far away from the solute (thus inducing smaller changes) and the effect of fluctuations averages. On the other hand, FWHM for combined solvent model is significantly smaller than for the same N in purely explicit model showing that the reaction field from the implicit part effectively acts like a large number of explicit molecules, suppressing the fluctuations experienced by the solute.
Conclusions
Quantum-chemical calculations have been performed for N,N-diethyl-4-nitroaniline in four common solvents using implicit and explicit solvents as well as combined approach. The TDDFT calculations with B3lYP of CAMB3lYP functionals and two semiempirical methods PM6-CIS and ZINDO/S have been used to obtain the energies and oscillator strengths for absorption transitions.
Most implicit solvent parameterizations (variants of the PCM method) have failed in reproduction of the experimental sequence of solvatochromic shifts correlating with static dielectric constant of the solvent. The most important difference to the experiment is significant underestimate of the absorption shift in water. Some models with atomic radii or molecular surface modified with respect to default PCM cavity settings yield larger differences between water and the three other solvents suggesting that the size of the solute's molecular cavity affects to some extent relative solvent shifts in absorption spectra. Nevertheless, neither implicit solvation model provides satisfactory reproduction of experimental data. The best results have been obtained in SMD calculations, and this fact may be attributed to the set of atomic radii improving description of electrostatic interactions and partially accounting in an effective way for hydrogen bond donating ability of water. Both semiempirical methods used in explicit solvent model predict much too small effect for water. On the other hand, description of solvent effects in B3lYP/TDDFT results is qualitatively or even semiquantitatively correct. Because the largest disagreement with experiment is observed for DePNA-water system where hydrogen bonds may be formed between the NO 2 group of DePNA and the solvent molecules, it seems reasonably to attribute, at lest partially, problems encountered in semiempirical quantum-chemical calculations in explicit solvent to the same origin as in PCM model, i.e., to the deficiencies in description of specific interactions.
Results of combined implicit/explicit solvent model for water seem to converge toward values obtained in explicit model. For small number of explicit water molecules, they are quite close the explicit solvent limit for large N, confirming that combined approach may improve convergence of absorption shifts toward the bulk solvent value at moderate computational cost. Another benefit of mixed solvent approach is the decrease of the number of spurious states in TDDFT calculations.
The important conclusion which can be drawn from the above results is that one should be careful applying implicit solvation models to calculate solvatochromic shifts in solvents possessing ability to form hydrogen bonds. PCM-calculated differences between solvents are likely to be much too small in such case, and the solvent effect for water is not reproduced. explicitly including solvent molecules, in purely explicit or in mixed solvation model, improves the agreement with experiment. Similar results regarding the improvements brought by the explicit part of the model were recently reported for the solvatochromism of acetone [8] or protein chromophore [26] . If the purely implicit solvent model has to be used, the PCM approach with SMD radii seems to be a suggested choice, yielding the best reproduction of experimental data for solvents with hydrogen-bonding ability.
