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Abstract
This thesis is concerned with the well-posedness of solutions to certain linear and
nonlinear parabolic PDEs on evolving spaces. We first present an abstract frame-
work for the formulation and well-posedness of linear parabolic PDEs on abstract
evolving Hilbert spaces. We introduce new function spaces and a notion of a weak
time derivative called the weak material derivative for this purpose. We apply this
general theory to moving hypersurfaces and Sobolev spaces and study four different
linear problems including a coupled bulk-surface system and a dynamical boundary
problem. Then we formulate a Stefan problem itself on an evolving surface and
consider weak solutions given integrable data through the enthalpy approach, us-
ing a generalisation to the Banach space setting of the function spaces introduced
in the abstract framework. We finish by studying a nonlocal problem: a porous
medium equation with a fractional diffusion posed on an evolving surface and we
prove well-posedness for bounded initial data.
vii
Introduction
The overarching theme of this thesis is the existence, uniqueness and continuous
dependence of solutions to parabolic equations on evolving spaces. We will study
linear equations on abstract evolving Hilbert spaces and on moving hypersurfaces
and domains, and also some nonlinear problems on moving hypersurfaces.
We present in Chapter 1 an abstract framework for treating the theory of
well-posedness of solutions to abstract linear parabolic PDEs on evolving Hilbert
spaces. These equations have the form
u˙(t) +A(t)u(t) = f(t)
where the equality is in V ∗(t), with V (t) a Hilbert space for each t ∈ [0, T ], and
A(t) : V (t) → V ∗(t) is a linear elliptic operator. This theory is applicable to vari-
ational formulations of PDEs on evolving spatial domains including moving hyper-
surfaces. We formulate an appropriate time derivative on evolving spaces called the
material derivative and define a weak material derivative in analogy with the usual
time derivative in fixed domain problems; our setting is abstract and not restricted
to evolving domains or surfaces. Then we show well-posedness of a certain class of
linear parabolic PDEs under some assumptions on the parabolic operator and the
data.
Next, in Chapter 2, we consider existence and uniqueness for several examples
of linear parabolic equations formulated on moving hypersurfaces. Specifically, we
study in turn a surface heat equation, an equation posed on a bulk domain, a novel
viii
coupled bulk-surface system:
u˙(t)−∆Ωu(t) + u(t)∇Ω ·w(t) = f(t) on Ω(t)
v˙(t)−∆Γv(t) + v(t)∇Γ ·w(t) +∇Ωu(t) · ν(t) = g(t) on Γ(t)
∇Ωu(t) · ν(t) = βv(t)− αu(t) on Γ(t)
u(0) = u0 on Ω(0)
v(0) = v0 on Γ(0),
and an equation with a dynamic boundary condition:
∆v(t) = 0 on Ω(t)
u˙(t) +
∂v(t)
∂ν(t)
+ u(t) = f(t) on Γ(t)
u(0) = v0 on Γ(0).
Above, ν(t) denotes the unit normal to the bounded domain Ω(t) and Γ(t) := ∂Ω(t).
In order to prove the well-posedness, we make use of the abstract framework pre-
sented in Chapter 1; we first show that it can applied to the case of evolving hyper-
surfaces, and then we demonstrate the utility of the framework to the aforementioned
problems.
In Chapter 3, we formulate a Stefan problem on an evolving hypersurface and
study the well-posedness of weak solutions given L1 data. The resulting nonlinear
equation, posed on a moving compact hypersurface Ω(t) ⊂ Rn+1, is
e˙(t)−∆Ω(t)u(t) + e(t)∇Ω(t) ·w(t) = f(t) on Ω(t)
e(0) = e0 on Ω(0)
e ∈ E(u),
where the energy (or enthalpy) E : R → P(R) is defined by E(r) = rχ{r<0} +
[0, 1]χ{r=0} + (r + 1)χ{r>0}. To prove the well-posedness, we first develop func-
tion spaces and results to handle equations on evolving surfaces in order to give a
natural treatment of the problem. Then we consider the existence of solutions for
L∞ data; this is done by regularisation of the nonlinearity. The regularised problem
is solved by a fixed point theorem and then uniform estimates are obtained in order
to pass to the limit. By using a duality method we show continuous dependence
which allows us to extend the results to L1 data.
Finally, in Chapter 4, we consider the existence, uniqueness, and the L1-
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contractivity of weak solutions to the fractional porous medium equation
u˙(t) + (−∆Γ(t))1/2(um(t)) + u(t)∇Γ(t) ·w(t) = 0 on Γ(t)
u(0) = u0 on Γ(0)
on an evolving surface Γ(t), for m ≥ 1. We reformulate the equation as a local
problem on the semi-infinite cylinder Γ(t) × [0,∞), regularise the porous medium
nonlinearity and truncate the cylinder. Then we pass to the limit first in the trun-
cation parameter and then in the nonlinearity. The identification of limits is done
using the theory of subdifferentials of convex functionals. In order to facilitate all
of this, we begin by studying (in the setting of closed Riemannian manifolds and
Sobolev spaces) the fractional Laplace–Beltrami operator which can be seen as the
Dirichlet-to-Neumann map of a harmonic extension problem. A truncated harmonic
extension problem will also be examined and convergence results of the solution to
the (untruncated) harmonic extension will be given (these results are used in passing
to the limit in the truncation described above). This theory is of course independent
of the fractional porous medium equation and will be of use generally in the study of
fractional elliptic and parabolic problems on manifolds. We will also consider some
related extension problems on evolving hypersurfaces which will provide us with the
language to formulate and solve the fractional porous medium equation (amongst
others) on evolving hypersurfaces.
The thesis will be concluded with some ideas for further work.
Before we proceed, let us state the following compactness result which we
will refer to throughout this work simply as Aubin–Lions for convenience. We make
use of the notation ↪→ and c↪−→ to denote (respectively) a continuous embedding and
a compact embedding.
Theorem 0.0.1 (Aubin–Lions–Simon, Theorem II.5.16 in [24]). Let B0
c
↪−→ B1 ↪→
B2 be Banach spaces and let p, q be such that 1 ≤ p, q ≤ ∞. Define
W = {u ∈ Lp(0, T ;B0) | u′ ∈ Lq(0, T ;B2)}.
1. If p <∞, then W c↪−→ Lp(0, T ;B1).
2. If p =∞ and q > 1, then Wp,q c↪−→ C0([0, T ];B1).
x
Chapter 1
An abstract framework for
parabolic PDEs on evolving
spaces
1.1 Introduction
Partial differential equations on evolving or moving domains are an active area of
research [38], [50], [98], [99], partly because their study leads to interesting analy-
sis but also because models describing applications such as biological and physical
phenomena can be better formulated on evolving domains (including hypersurfaces)
rather than on stationary domains. For example, see [9], [66] for studies of pattern
formation on evolving surfaces, [68] for the modelling of surfactants in two-phase
flows, [52] for the modelling and numerical simulation of dealloying by surface disso-
lution of a binary alloy (involving a forced mean curavture flow coupled to a Cahn–
Hilliard equation), [57] (and the references therein for applications) for the analysis
of a diffuse interface model for a linear surface PDE, and [58] for the modelling and
simulation of cell motility.
One aspect to consider in the study of such equations is how to formulate the
space of functions that have domains which evolve in time. Taking a disjoint union
of the domains in time to form a non-cylindrical set is standard: see [17], [128],
[99] for example. Of particular interest is [79] where the problem of a semilinear
heat equation on a time-varying domain is considered; the set-up of the evolution
of the domains is comparable to ours and similar function space results are shown
(in the setting of Sobolev spaces). In [16], the authors define Bochner-type spaces
by considering a continuous distribution of domains {Γ(t)}t∈[0,T ] ⊂ Rn that are
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embedded in a larger domain Γ. The aim of our work is to accommodate not only
evolving domains but arbitrary evolving spaces. Our method, which follows that of
[125], is somewhat different to the aforementioned and contains an attachment to
standard Bochner spaces in a fundamental way.
A common procedure for showing well-posedness of equations on evolving
domains involves a transformation of the PDE onto a fixed reference domain to
which abstract techniques from functional analysis are applied [87], [100], [5], [125].
For example, in [125], the heat equation
u˙(t)−∆Γ(t)u(t) + u(t)∇Γ(t) ·w(t) = f(t) in H−1(Γ(t)) (1.1)
on an evolving surface {Γ(t)}t∈[0,T ] is considered, with w representing the veloc-
ity field. The equation is pulled back onto a reference domain Γ(s) and standard
results on linear parabolic PDEs are applied. A Faedo–Galerkin method (see [11]
for a historical overview of the method) is used in [100] (for a different PDE),
where the evolving domain is represented by perturbations of the reference domain
and a priori estimates are derived for a linearised problem. An adapted Galerkin
method that uses the pushforward of eigenfunctions of the Laplace–Beltrami opera-
tor on Γ(0) to form a countable dense subset of H1(Γ(t)) is employed in [48] for the
advection-diffusion equation (1.1). We abstract this approach for one of our results.
Well-posedness for the same class of equations is obtained in [98] by employing a
variational formulation on space-time surfaces and utilising a standard generalisa-
tion of the classical Lax–Milgram theorem used by Lions for parabolic equations.
We also employ this Lions–Lax–Milgram approach in our abstract setting.
As we have seen, there is much literature in which certain equations on evolv-
ing domains are studied, however, to the best of our knowledge, there is no unifying
theory or framework that treats parabolic PDEs on abstract evolving spaces. The
main aim of this chapter is to provide this abstract framework. More specifically,
given a linear time-dependent operator A(t) we study well-posedness of parabolic
problems of the form
u˙(t) +A(t)u(t) = f(t) (1.2)
as an equality in V ∗(t), with V (t) ⊂ H(t) a Hilbert space for each t ∈ [0, T ]. A main
feature of our work is the definition of an appropriate time derivative on evolving
spaces in an abstract setting. When the said spaces are simply Lp spaces on curved
or flat surfaces in Rn that evolve in time, it is commonplace to take the material
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derivative
u˙(t) = ut(t) +∇u(t) ·w(t)
from continuum mechanics as the natural time derivative (here w is again the ve-
locity field of the moving domain or surface). But when we have arbitrary spaces
that may have no relationship whatsoever with Rn it is not at all clear what the u˙(t)
in (1.2) should mean. We will deal with this issue and define a material derivative
and a weak material derivative for the abstract case. Our framework relies on the
existence of a family of (pushforward) maps φt for t ∈ [0, T ] that allow us to map the
initial spaces V (0) and H(0) to the spaces V (t) and H(t). A particular realisation of
these maps φt in the case of, for example, the heat equation (1.1) takes into account
the evolution of the surfaces Γ(t) and hence φt will be a flow map defined by the
velocity field w. This family of parametrisations φt is not unique; see Remark 1.2.9.
Although one motivation behind this work is the analysis of equations on moving
domains and hypersurfaces, the framework can also be useful for problems on fixed
domains where, for example, H(t) and V (t) may be weighted Lebesgue–Sobolev
spaces with time-dependent weights.
Our belief is that the abstract procedure presented in this work is a clean
and elegant approach to problems on moving domains. It is beneficial to have this
abstract theory when working on complicated problems since the framework clearly
indicates which results and assumptions need to be checked in order for there to
be well-defined function spaces and properties relevant to the problem at hand.
In addition, the theory and concepts presented here can be used as a foundation
in extensions such as generalisations to the Banach space setting and the study
of nonlinear problems. We also anticipate that our framework will benefit those
working in numerical analysis since curved, flat, and evolving surfaces can all be
treated with the same abstract procedure.
In Chapter 2, we will demonstrate the applicability of this abstract framework
to the case of moving or evolving hypersurfaces. Four different examples of parabolic
equations on moving hypersurfaces will be studied, and the well-posedness will be
proved using the results we shall give in this chapter.
1.1.1 Outline
In §1.2, we start by setting up the function spaces and definitions required for the
analysis and indeed the statement of equations of the form (1.2). We state our
assumptions on the evolution of the spaces and define abstract strong and weak ma-
terial derivatives (in analogy with the usual derivative and weak derivative utilised
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in fixed domain problems).
In §1.3 we precisely formulate the problem (1.2) that we consider and list
the assumptions we make on A. Statements of the main theorems of existence,
uniqueness, and regularity of solutions are given. The proof of one of these theorems
is presented in §1.5. There, we make use of the generalised Lax–Milgram theorem.
In §1.6 we formulate an adapted abstract Galerkin method similar to one described
in [48] and use it to prove a regularity result.
1.1.2 Notation and conventions
Here and below we fix T ∈ (0,∞). When we write expressions such as φ(·)u(·),
our intention usually (but not always) is that both of the dots (·) denote the same
argument; for example, φ(·)u(·) will come to mean the map t 7→ φtu(t). The notation
X∗ will denote the dual space of a Hilbert space X and X∗ will be equipped with the
usual induced norm ‖f‖X∗ = supx∈X\{0}〈f, x〉X∗,X/ ‖x‖X . We may reuse the same
constants in calculations multiple times if their exact value is not relevant. Integrals
will usually be written as
∫
S f(s) instead of
∫
S f(s) ds unless to avoid ambiguity.
Finally, we shall make use of standard notation for Bochner spaces; for example, see
[63, §5.9].
1.2 Function spaces and functional analysis
As we mentioned above, in order to properly understand and express the equation
(1.2), we need to devise appropriate spaces of functions. First, we begin with recall-
ing some standard results regarding Sobolev–Bochner spaces from parabolic theory
for the reader’s convenience; a good reference for this is [41, §XVIII].
1.2.1 Standard Sobolev–Bochner space theory
Let V and H be Hilbert spaces and let V ⊂ H ⊂ V∗ be a Gelfand triple (i.e.,
all embeddings are continuous and dense and H is identified with its dual via the
Riesz representation theorem). Recall that u ∈ L2(0, T ;V) is said to have a weak
derivative u′ ∈ L2(0, T ;V∗) if there exists w ∈ L2(0, T ;V∗) such that
∫ T
0
ζ ′(t)(u(t), v)H = −
∫ T
0
ζ(t)〈w(t), v〉V∗,V for all ζ ∈ D(0, T ) and v ∈ V,
(1.3)
4
and one writes w = u′. By D(0, T ) we refer to the space of infinitely differentiable
functions with compact support in (0, T ). We shall also make use of D([0, T ];V);
this is the space of V-valued infinitely differentiable functions compactly supported
in the closed interval [0, T ]. A helpful characterisation of this space, from Lemma
25.1 in [127, §IV.25], is that D([0, T ];V) is the restriction D((−∞,∞);V)|[0,T ] (the
restriction to [0, T ] of infinitely differentiable V-valued functions with compact sup-
port).
Lemma 1.2.1. The space
W(V,V∗) = {u ∈ L2(0, T ;V) | u′ ∈ L2(0, T ;V∗)}
with inner product
(u, v)W(V,V∗) =
∫ T
0
(u(t), v(t))V +
∫ T
0
(u′(t), v′(t))V∗
is a Hilbert space. Furthermore,
1. The embedding W(V,V∗) ⊂ C([0, T ];H) is continuous.
2. The embedding D([0, T ];V) ⊂ W(V,V∗) is dense.
3. For u, v ∈ W(V,V∗), the map t 7→ (u(t), v(t))H is absolutely continuous on
[0, T ] and
d
dt
(u(t), v(t))H = 〈u′(t), v(t)〉V∗,V + 〈u(t), v′(t)〉V,V∗
for almost every t ∈ [0, T ], hence the integration by parts formula
(u(T ), v(T ))H − (u(0), v(0))H =
∫ T
0
〈u′(t), v(t)〉V∗,V +
∫ T
0
〈u(t), v′(t)〉V,V∗
holds.
Proof. The density result is Theorem 2.1 in [85, §1.2]. For the rest, consult Propo-
sition 1.2 and Corollary 1.1 in [112, §III.1].
We can characterise the weak derivative in terms of vector-valued test func-
tions. This is useful because it more closely resembles the weak material derivative
that we shall define later on.
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Theorem 1.2.2 (Alternative characterisation of the weak derivative). The weak
derivative condition (1.3) is equivalent to∫ T
0
(u(t), ψ′(t))H = −
∫ T
0
〈u′(t), ψ(t)〉V∗,V for all ψ ∈ D((0, T );V).
We finish this subsection with some words on measurability.
Definition 1.2.3 (Strong measurability). Let X be a Hilbert space. A function
f : [0, T ]→ X is strongly measurable if there exists a sequence {fn} of simple func-
tions such that fn(t)→ f(t) in X for almost every t ∈ [0, T ].
Definition 1.2.4 (Weak measurability). Let X be a Hilbert space. A function
f : [0, T ] → X is weakly measurable if for every x ∈ X, the map t 7→ (f(t), x)X is
measurable on [0, T ].
Strong (or Bochner) measurability implies weak measurability. If the Hilbert
space X turns out to be separable, then both notions of measurability are equivalent
thanks to Pettis’s theorem [108, §1.5, Theorem 1.34].
1.2.2 Evolving Hilbert spaces and the definition of L2H
Now we shall define Bochner-type function spaces to treat evolving spaces. We start
with some notation and concepts on the evolution itself. We informally identify a
family of Hilbert spaces {X(t)}t∈[0,T ] with the symbol X, and given a family of
maps φt : X0 → X(t) we define the following notion of compatibility of the pair
(X, (φt)t∈[0,T ]).
Definition 1.2.5 (Compatibility). We say that a pair (X, (φt)t∈[0,T ]) is compatible
if all of the following conditions hold.
For each t ∈ [0, T ], X(t) is a real separable Hilbert space (with X0 := X(0))
and the map
φt : X0 → X(t)
is a linear homeomorphism such that φ0 is the identity. We denote by φ−t : X(t)→
X0 the inverse of φt. Furthermore, we will assume that there exists a constant CX
independent of t ∈ [0, T ] such that
‖φtu‖X(t) ≤ CX ‖u‖X0 ∀u ∈ X0
‖φ−tu‖X0 ≤ CX ‖u‖X(t) ∀u ∈ X(t).
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Finally, we assume that the map
t 7→ ‖φtu‖X(t)
is continuous for all u ∈ X0.
We often write the pair as (X,φ(·)) for convenience. We call φt and φ−t
the pushforward and pullback maps respectively. In the following we will assume
compatibility of (X,φ(·)). As a consequence of these assumptions, we have that the
dual operator of φt, denoted φ
∗
t : X
∗(t)→ X∗0 , is itself a linear homeomorphism, as
is its inverse φ∗−t : X∗0 → X∗(t), and they satisfy
‖φ∗t f‖X∗0 ≤ CX ‖f‖X∗(t) ∀f ∈ X
∗(t)∥∥φ∗−tf∥∥X∗(t) ≤ CX ‖f‖X∗0 ∀f ∈ X∗0 .
By separability of X0, it also follows that the map
t 7→ ∥∥φ∗−tf∥∥X∗(t) ∀f ∈ X∗0
is measurable.
Remark 1.2.6. If we define U(t, s) : X(s) → X(t) by U(t, s) := φtφ−s for s, t ∈
[0, T ], it can be readily seen from U(t, r)U(r, s) = φtφ−rφrφ−s = φtφ−s = U(t, s)
that the family of operators U(t, s) is a two-parameter semigroup.
Remark 1.2.7. Note that the above implies the equivalence of norms
C−1X ‖u‖X0 ≤ ‖φtu‖X(t) ≤ CX ‖u‖X0 ∀u ∈ X0,
C−1X ‖f‖X∗(t) ≤ ‖φ∗t f‖X∗0 ≤ CX ‖f‖X∗(t) ∀f ∈ X
∗(t).
We now define appropriate time-dependent function spaces to handle func-
tions defined on evolving spaces. Our spaces are generalisations of those defined in
[125].
Definition 1.2.8 (The spaces L2X and L
2
X∗). Define the spaces
L2X = {u : [0, T ]→
⋃
t∈[0,T ]
X(t)× {t}, t 7→ (u¯(t), t) | φ−(·)u¯(·) ∈ L2(0, T ;X0)}
L2X∗ = {f : [0, T ]→
⋃
t∈[0,T ]
X∗(t)× {t}, t 7→ (f¯(t), t) | φ∗(·)f¯(·) ∈ L2(0, T ;X∗0 )}.
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More precisely, these spaces consist of equivalence classes of functions agreeing al-
most everywhere in [0, T ], just like ordinary Bochner spaces.
Remark 1.2.9. A few comments are in order.
1. We will generalise all of the results in this section to Banach spaces in §1.2.3.
Nevertheless, since in this Hilbertian setting some proofs are easier (and more
instructive), we choose not to start in the Banach space setting at the outset.
2. When using this framework for a particular application, one could start with
a given family of Hilbert spaces {H(t)} and then construct a family of maps
{φt}. On the other hand, one could begin with a reference space H0 and a
time-dependent mapping φt that is used to define H(t). Of course, this needs
to be done in way that ensures compatibility. Usually, the elliptic operator
in a particular problem will dictate which time-dependent Hilbert spaces are
appropriate.
3. If we are given a family {H(t)}, there is typically no unique way to define
{φt}; there may be many different maps that are compatible. See Remark
2.2.6 where we explain why this is useful when working on evolving domains
or surfaces.
4. Following on from the previous comment, it is important to observe that the
very definition of the space L2X depends on the mappings {φt}.
We first show that the spaces in Definition 1.2.8 are inner product spaces,
and later we prove that they are in fact Hilbert spaces. For u ∈ L2X , we will make an
abuse of notation and identify u(t) = (u¯(t), t) with u¯(t) (and likewise for f ∈ L2X∗).
Theorem 1.2.10. The spaces L2X and L
2
X∗ are inner product spaces with the inner
products
(u, v)L2X
=
∫ T
0
(u(t), v(t))X(t) dt
(f, g)L2
X∗
=
∫ T
0
(f(t), g(t))X∗(t) dt.
(1.4)
Proof. It is easy to verify that the expressions in (1.4) define inner products if the
integrals on the right hand sides are well-defined, which we now check. For the
L2X case, it suffices to show that ‖u(t)‖2X(t) is integrable for every u ∈ L2X . So
let u ∈ L2X . Then u˜ := φ−(·)u(·) ∈ L2(0, T ;X0). Define F : [0, T ] × X0 → R by
F (t, x) = ‖φtx‖X(t). By assumption, t 7→ F (t, x) is measurable for all x ∈ X0, and
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if xn → x in X0, then by the triangle inequality,
|F (t, xn)− F (t, x)| ≤ ‖φt(xn − x)‖X(t) ≤ CX ‖xn − x‖X0 → 0,
so x 7→ F (t, x) is continuous. Thus F is a Carathe´odory function. Due to the
condition |F (t, x)| ≤ CX ‖x‖X0 , by Remark 3.4.5 of [69] (see Theorem 1.2.11 below),
the Nemytskii operator NF defined by (NFx)(t) := F (t, x(t)) maps L
2(0, T ;X0)→
L2(0, T ), so that
‖NF u˜‖2L2(0,T ) =
∫ T
0
‖u(t)‖2X(t) <∞.
This proves the theorem for L2X . The process is the same for the case of L
2
X∗ except
we replace φ−t and φt with the dual maps φ∗t and φ∗−t.
In the previous proof we made use of the following well-known result.
Theorem 1.2.11 (Remark 3.4.5 in [69]). Let X and Y be Banach spaces. If f : Ω×
X → Y is a Carathe´odory function and
‖f(ω, x)‖Y ≤ a(ω) + c ‖x‖p/rX
holds for almost all ω ∈ Ω, where a ∈ Lr(Ω), c > 0, and p, r ∈ [1,∞), then the map
Nf : L
p(Ω;X) → Lr(Ω;Y ) defined by (Nf (u))(ω) := f(ω, u(ω)) is continuous and
bounded.
Lemma 1.2.12. Let u ∈ L2X and f ∈ L2X∗ . Then there exist simple measurable
functions un ∈ L2(0, T ;X0) and fn ∈ L2(0, T ;X∗0 ) such that for almost every t ∈
[0, T ],
φtun(t)→ u(t) in X(t)
φ∗−tfn(t)→ f(t) in X∗(t)
as n→∞.
This lemma can be proved by using the density of simple measurable func-
tions in L2(0, T ;X0). The following result is required to show that the above spaces
are complete.
Lemma 1.2.13 (Isomorphism with standard Bochner spaces). The maps
u 7→ φ(·)u(·) from L2(0, T ;X0) to L2X
f 7→ φ∗−(·)f(·) from L2(0, T ;X∗0 ) to L2X∗
are both isomorphisms between the respective spaces.
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For the proof of the L2X case, one makes an argument similar to that in the
proof of Theorem 1.2.10 and shows that given an arbitrary u ∈ L2(0, T ;X0), the
map t 7→ ‖φtu(t)‖2X(t) is indeed measurable (and then it follows that
∥∥φ(·)u(·)∥∥L2X
is finite). That the spaces are isomorphic follows from the above (which shows that
there is a map from L2(0, T ;X0) to L
2
X) and the definition of L
2
X . The isomorphism
is T : L2(0, T ;X0)→ L2X where
Tu = φ(·)u(·) and T−1v = φ−(·)v(·).
It is easy to check that T is linear and bijective. The proof for the L2X∗ case uses
the same readjustments as before.
The next lemma, which is a consequence of the uniform bounds on φt and
φ∗t , will be in constant use throughout this work.
Lemma 1.2.14. The equivalence of norms
1
CX
‖u‖L2X ≤
∥∥φ−(·)u(·)∥∥L2(0,T ;X0) ≤ CX ‖u‖L2X ∀u ∈ L2X
1
CX
‖f‖L2
X∗
≤
∥∥∥φ∗(·)f(·)∥∥∥
L2(0,T ;X∗0 )
≤ CX ‖f‖L2
X∗
∀f ∈ L2X∗
holds.
Corollary 1.2.15. The spaces L2X and L
2
X∗ are separable Hilbert spaces.
Proof. Since L2X and L
2(0, T ;X0) are isomorphic and the latter space is complete, so
too is L2X by the equivalence of norms result in the previous lemma. The separability
also follows from the previous lemma.
We now investigate the relationship between the dual space of L2X and the
space L2X∗ . We in fact prove that these spaces can be identified; this requires the
following preliminary lemmas.
Lemma 1.2.16. For f ∈ L2X∗ and u ∈ L2X , the map
t 7→ 〈f(t), u(t)〉X∗(t),X(t)
is integrable on [0, T ].
Proof. By considering the Carathe´odory map F : [0, T ] × X∗0 × X0 → R defined
by F (t, x∗, x) = 〈φ∗−tx∗, φtx〉X∗(t),X(t) and using Remark 3.4.2 of [69] (see Theo-
rem 1.2.17 below), given f ∈ L2X∗ and u ∈ L2X , we have with f˜ := φ∗(·)f(·) and
u˜ := φ−(·)u(·) that the map t 7→ 〈φ∗−tf˜(t), φtu˜(t)〉X∗(t),X(t) = 〈f(t), u(t)〉X∗(t),X(t) is
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measurable, since t 7→ f˜(t) and t 7→ u˜(t) are measurable. That the integral is finite
is trivial.
Theorem 1.2.17 (Remark 3.4.2 in [69]). If X is separable metric space and Y is
a metric space, then a Carathe´odory function f : Ω×X → Y is jointly measurable,
which implies that for every measurable function u : Ω → X, the function ω 7→
f(ω, u(ω)) is also measurable.
Lemma 1.2.18. Suppose that f(t) ∈ X∗(t) for almost every t ∈ [0, T ] with∫ T
0
‖f(t)‖2X∗(t) <∞,
and that for every u ∈ L2X , the map t 7→ 〈f(t), u(t)〉X∗(t),X(t) is measurable. Then
f ∈ L2X∗ .
Proof. We have 〈f(t), u(t)〉X∗(t),X(t) = 〈φ∗t f(t), φ−tu(t)〉X∗0 ,X0 , and the left hand side
is measurable, hence the map
t 7→ 〈φ∗t f(t), φ−tu(t)〉X∗0 ,X0
is measurable on [0, T ] for every u ∈ L2X .
Given w ∈ X0, the element u(·) := φ(·)w ∈ L2X , so we have (from Definition
1.2.4 or Footnote 80 in [107, §1.4, p. 36] for example) that φ∗(·)f(·) : [0, T ] → X∗0 is
weakly measurable. Now, as remarked after Definition 1.2.4, we use Pettis’s theorem
to conclude that φ∗(·)f(·) is indeed strongly measurable. Hence we can compute
∥∥∥φ∗(·)f(·)∥∥∥2
L2(0,T ;X∗0 )
=
∫ T
0
‖φ∗t f(t)‖2X∗0 ≤ C
2
X
∫ T
0
‖f(t)‖2X∗(t) <∞,
so φ∗(·)f(·) ∈ L2(0, T ;X∗0 ), giving f ∈ L2X∗ .
Lemma 1.2.19 (Identification of (L2X)
∗ and L2X∗). The spaces (L
2
X)
∗ and L2X∗ are
isometrically isomorphic. Hence, we may identify (L2X)
∗ ≡ L2X∗ , and the duality
pairing of f ∈ L2X∗ with u ∈ L2X is
〈f, u〉L2
X∗ ,L
2
X
=
∫ T
0
〈f(t), u(t)〉X∗(t),X(t) dt.
Proof. Define the linear map J : L2X∗ → (L2X)∗ by
〈J f, ·〉(L2X)∗,L2X =
∫ T
0
〈f(t), (·)(t)〉X∗(t),X(t) dt.
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This is well-defined due to Lemma 1.2.16. We must check that J is an isometric
isomorphism.
Suppose that F ∈ (L2X)∗. We first need to show that there exists a unique
f ∈ L2X∗ such that J f = F. To do this, we use the Riesz map R : (L2X)∗ → L2X to
write
〈F, u〉(L2X)∗,L2X = (RF, u)L2X =
∫ T
0
(RF (t), u(t))X(t), (1.5)
and then with S−1t : X(t)→ X∗(t) denoting the inverse Riesz map on X(t), we get
(RF (t), u(t))X(t) = 〈S−1t (RF (t)), u(t)〉X∗(t),X(t)
for almost all t ∈ [0, T ]. Now, from (1.5), the right hand side of this equality must
be integrable. Hence
t 7→ 〈S−1t (RF (t)), u(t)〉X∗(t),X(t)
is measurable for every u ∈ L2X . Now, the question is whether S−1(·) (RF (·)) ∈ L2X∗ .
Clearly S−1t (RF (t)) ∈ X∗(t), and by the isometry of the Riesz maps,∫ T
0
∥∥S−1t (RF (t))∥∥2X∗(t) = ∫ T
0
‖RF (t)‖2X(t) = ‖RF‖2L2X = ‖F‖
2
(L2X)
∗ (1.6)
which is finite. Therefore, we obtain S−1(·) (RF (·)) ∈ L2X∗ by Lemma 1.2.18. So
J (S−1(·) RF (·)) = F .
For uniqueness, suppose that J f = 0. Then
〈J f, u〉(L2X)∗,L2X =
∫ T
0
〈f(t), u(t)〉X∗(t),X(t)
=
∫ T
0
〈φ∗t f(t), φ−tu(t)〉X∗0 ,X0
= 〈φ∗(·)f(·), uˆ〉L2(0,T ;X∗0 ),L2(0,T ;X0), (with uˆ = φ−(·)u(·))
which holds for all uˆ ∈ L2(0, T ;X0). This implies that f = 0.
To see that J is an isometry, we define J −1 : (L2X)∗ → L2X∗ by J −1F =
S−1(·) RF (·) and use (1.6) to conclude.
Although we have no notion of continuity in time for a function u ∈ L2X , we
can nevertheless make the following definition.
Definition 1.2.20 (Spaces of pushed-forward continuously differentiable functions).
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Define
CkX = {ξ ∈ L2X | φ−(·)ξ(·) ∈ Ck([0, T ];X0)} for k ∈ {0, 1, ...}
DX(0, T ) = {η ∈ L2X | φ−(·)η(·) ∈ D((0, T );X0)}
DX [0, T ] = {η ∈ L2X | φ−(·)η(·) ∈ D([0, T ];X0)}.
Since D((0, T );X0) ⊂ D([0, T ];X0), we have
DX(0, T ) ⊂ DX [0, T ] ⊂ CkX .
We sometimes write DX instead of DX(0, T ).
1.2.3 Evolving Banach spaces and the definition of LpX
When we work on nonlinear problems in Chapters 3 and 4, we will need a general-
isation of the theory in §1.2.2 to Banach spaces. Let us now define LpX and study
some of its properties.
For each t ∈ [0, T ], let X(t) be a real Banach space with X0 := X(0).
We informally identify the family {X(t)}t∈[0,T ] with the symbol X. Let there
be a linear homeomorphism φt : X0 → X(t) for each t ∈ [0, T ] (with the inverse
φ−t : X(t) → X0) such that φ0 is the identity. We assume that there exists a con-
stant CX independent of t ∈ [0, T ] such that
‖φtu‖X(t) ≤ CX ‖u‖X0 ∀u ∈ X0
‖φ−tu‖X0 ≤ CX ‖u‖X(t) ∀u ∈ X(t).
(1.7)
We assume for all u ∈ X0 that the map t 7→ ‖φtu‖X(t) is measurable.
Definition 1.2.21. Define the Banach spaces
LpX = {u : [0, T ]→
⋃
t∈[0,T ]
X(t)× {t}, t 7→ (uˆ(t), t) | φ−(·)uˆ(·) ∈ Lp(0, T ;X0)}
for p ∈ [1,∞), and
L∞X = {u ∈ L2X | ess sup
t∈[0,T ]
‖u(t)‖X(t) <∞}
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endowed with the norm
‖u‖LpX =

(∫ T
0 ‖u(t)‖pX(t)
) 1
p
for p ∈ [1,∞)
ess supt∈[0,T ] ‖u(t)‖X(t) for p =∞.
(1.8)
As before, we made an abuse of notation after the definition of the first space
and identified u(t) = (uˆ(t), t) with uˆ(t). That (1.8) defines a norm is easy to see
once one checks that the integrals are well-defined (the case p = ∞ is easy), which
can be shown by a straightforward adaptation of the proof of Theorem 1.2.10 for
the case when each X(t) is separable and the proof of Lemma 3.5 in [125] for the
non-separable case. The fact that LpX is a Banach space follows from Lemma 1.2.23
below.
Notation 1.2.22. Given a function u ∈ LpX , the notation u˜ will be used to mean
the pullback u˜(·) := φ−(·)u(·) ∈ Lp(0, T ;X0), and vice-versa.
Lemma 1.2.23. The spaces Lp(0, T ;X0) and L
p
X are isomorphic via φ(·) with an
equivalence of norms:
1
CX
‖u‖LpX ≤
∥∥φ−(·)u(·)∥∥Lp(0,T ;X0) ≤ CX ‖u‖LpX for all u ∈ LpX .
Proof. First, suppose that p ∈ [1,∞). We show that if u ∈ Lp(0, T ;X0), then
φ(·)u(·) ∈ LpX .
Let u ∈ Lp(0, T ;X0) be arbitrary. By density, there exists a sequence of
simple functions un ∈ Lp(0, T ;X0) with
‖un − u‖Lp(0,T ;X0) → 0
and thus for almost every t,
‖un(t)− u(t)‖X0 → 0
for a subsequence, which we relabelled. We have that φtun(t) → φtu(t) in X(t) by
continuity; this implies
‖φtun(t)‖X(t) → ‖φtu(t)‖X(t) pointwise a.e. (1.9)
Write un(t) =
∑Mn
i=1 un,i1Bi(t) where the un,i ∈ X0 and the Bi are measurable,
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disjoint and partition [0, T ]. Then
φtun(t) =
Mn∑
i=1
φt(un,i)1Bi(t) ∈ X(t).
Taking norms and exponentiating, we get
‖φtun(t)‖pX(t) =
Mn∑
i=1
‖φtun,i‖pX(t) 1pBi(t),
which is measurable (with respect to t) since, by assumption, the ‖φtun,i‖X(t) are
continuous and a finite sum of measurable functions is measurable. Thus, by (1.9),
‖φtu(t)‖X(t), is measurable. Finally,∫ T
0
‖φtu(t)‖pX(t) ≤
∫ T
0
CpX ‖u(t)‖pX0 = C
p
X ‖u‖pLp(0,T ;X0) ,
so φ(·)u(·) ∈ LpX .
So there is a map from Lp(0, T ;X0) to L
p
X and vice-versa from the definition
of LpX . The isomorphism between the spaces is T : L
p(0, T ;X0)→ LpX where
Tu = φ(·)u(·), and T−1v = φ−(·)v(·).
It is easy to check that T is linear and bijective. The equivalence of norms follows
by the bounds on φ−t : X(t)→ X0
1
CX
‖u(t)‖X(t) ≤ ‖φ−tu(t)‖X0 ≤ CX ‖u(t)‖X(t) .
Now let p = ∞. Let u ∈ L∞X . Measurability of u˜ follows since u ∈ L2X . Now, by
definition, we have that for all t ∈ [0, T ]\N , ‖u(t)‖X(t) ≤ A where N is a null set and
A = ‖u‖L∞X . This means that for all t ∈ [0, T ]\N , C
−1
X ‖u˜(t)‖X0 ≤ ‖u(t)‖X(t) ≤ A
by the assumption (1.7), i.e.,
‖u˜‖L∞(0,T ;X0) = ess sup
t∈[0,T ]
‖u˜(t)‖X0 ≤ CXA = CX‖u‖L∞X ,
so u˜ ∈ L∞(0, T ;X0). Similarly, we conclude that if u˜ ∈ L∞(0, T ;X0) then u ∈
L∞X .
Remark 1.2.24. The dual operator φ∗−t : X∗0 → X∗(t) is also a linear homeomor-
phism with
∥∥φ∗−t∥∥ = ‖φ−t‖ and (φ∗−t)−1 = φ∗t [80, Theorem 4.5-2 and §4.5], and if
15
X0 is separable, t 7→
∥∥φ∗−tf∥∥X∗(t) is measurable for f ∈ X∗0 ; thus, in the separa-
ble setting, the dual operator also satisfies the same boundedness properties as φt.
This means that the spaces LpX∗ are also well-defined Banach spaces given separable
{X(t)}t∈[0,T ] (the map φ∗−(·) plays the same role as φ(·) did for the spaces LpX).
Dual spaces
In this subsection, we assume that {X(t)}t∈[0,T ] is reflexive. In order to retrieve
weakly convergent subsequences from sequences that are bounded in LpX , we need
LpX to be reflexive. This leads us to consider a characterisation of the dual spaces.
We let p ∈ [1,∞) and (p, q) be a conjugate pair in this section.
Theorem 1.2.25. The space (LpX)
∗ is isometrically isomorphic to LqX∗ , and hence
we may identify (LpX)
∗ ≡ LqX∗ and the duality pairing of f ∈ LqX∗ with u ∈ LpX is
given by
〈f, u〉Lq
X∗ ,L
p
X
=
∫ T
0
〈f(t), u(t)〉X∗(t),X(t).
To prove this theorem, although we can exploit the fact that the pullback
is in a Bochner space, showing that the natural duality map is isometric is not so
straightforward because φ(·) is not assumed to be an isometry. In fact, we have to
go back to the foundations and emulate the proof for the dual space identification
for Bochner spaces; see [46, §IV].
Lemma 1.2.26. For every g ∈ LqX∗ , the expression
l(f) =
∫ T
0
〈g(t), f(t)〉X∗(t),X(t) for all f ∈ LpX (1.10)
defines a functional l ∈ (LpX)∗ such that ‖l‖ = ‖g‖LqX∗ .
Proof. Let g ∈ LqX∗ and define l : LpX → R by (1.10); the integral is well-defined
by similar reasoning as before (see Lemma 1.2.16). By Ho¨lder’s inequality, we have
|l(f)| ≤ ‖g‖Lq
X∗
‖f‖LpX , so l ∈ (L
p
X)
∗ and ‖l‖ ≤ ‖g‖Lq
X∗
. We now show the reverse
inequality. First suppose g has the form g(t) =
∑
x∗i,tχEi(t) where the x
∗
i,t ∈ X∗(t)
and the Ei are measurable, pairwise disjoint and partition [0, T ]. It is clear that
‖g(t)‖X∗(t) =
∑∥∥∥x∗i,t∥∥∥
X∗(t)
χEi(t). Let h(t) = ‖g(t)‖q/pX∗(t)/‖g‖
q/p
Lq
X∗
which satisfies
‖h‖pLp(0,T ) = 1 and
∫ T
0 ‖g(t)‖X∗(t) h(t) = ‖g‖LqX∗ , hence for any  > 0 we have∫ T
0
‖g(t)‖X∗(t) h(t) ≥ ‖g‖Lq
X∗
− 
2
. (1.11)
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Now choose xi,t ∈ X(t), ‖xi,t‖X(t) = 1 such that∥∥x∗i,t∥∥X∗(t) − 〈x∗i,t, xi,t〉X∗(t),X(t) ≤ 2 ‖h‖L1(0,T ) . (1.12)
Define f ∈ LpX by f(t) =
∑
xi,th(t)χEi(t) and note that ‖f‖pLpX = ‖h‖
p
Lp(0,T ) . We
obtain using (1.12) and (1.11) that l(f) ≥ ‖g‖Lq
X∗
−. This proves that ‖l‖ = ‖g‖Lq
X∗
whenever g(t) =
∑
x∗i,tχEi(t) is of the stated form. Now suppose g ∈ LqX∗ is
arbitrary. Then there exist g˜n(t) =
∑
g˜i,nχEi(t) with g˜i,n ∈ X∗0 such that g˜n → g˜
in Lq(0, T ;X∗0 ) and so the sequence gn(t) := φ∗−tg˜n(t) =
∑
φ∗−tg˜i,nχEi(t) satisfies
gn → g in LqX∗ . Because the φ∗−tg˜i,n ∈ X∗(t), we know by our efforts above that
ln : L
p
X → R defined ln(f) =
∫ T
0 〈gn(t), f(t)〉X∗(t),X(t) has norm ‖ln‖ = ‖gn‖LqX∗ . We
also have
‖ln − l‖ ≤ ‖gn − g‖Lq
X∗
→ 0
which implies limn→∞ ‖ln‖ = ‖l‖ and also limn→∞ ‖ln‖ = limn→∞ ‖gn‖Lq
X∗
=
‖g‖Lq
X∗
.
We have shown that J : LqX∗ → (LpX)∗ defined by the map J (g) := l(·) =∫ T
0 〈g(t), (·)(t)〉X∗(t),X(t) is isometric: ‖J g‖(LqX)∗ = ‖l‖ = ‖g‖LqX∗ . We now show that
J is onto. Given l ∈ (LpX)∗, define L˜ : Lp(0, T ;X0)→ R by L˜(v˜) = l(φ(·)v˜(·)) = l(v)
for all v˜ ∈ Lp(0, T ;X0). It is obvious that L˜ ∈ Lp(0, T ;X0)∗, and by the dual space
identification for Bochner spaces, there exists an L˜∗ ∈ Lq(0, T ;X∗0 ) such that
〈l, v〉(LpX)∗,LpX = 〈L˜, v˜〉Lp(0,T ;X0)∗,Lp(0,T ;X0) =
∫ T
0
〈φ∗−tL˜∗(t), v(t)〉X∗(t),X(t),
so J (φ∗−(·)L˜∗(·)) = l where φ∗−(·)L˜∗(·) ∈ LqX∗ . Hence J is onto, and we have proved
Theorem 1.2.25.
1.2.4 Evolving Hilbert space structure for parabolic equations
In the preceding, we set up a Hilbert space L2X and its dual L
2
X∗ based on an
arbitrary family of separable Hilbert spaces {X(t)}t∈[0,T ] and a suitable family of
maps {φt}t∈[0,T ]. We now lay the groundwork for posing PDEs on evolving spaces.
For each t ∈ [0, T ], let V (t) and H(t) be (real) separable Hilbert spaces with V0 :=
V (0) and H0 := H(0) such that V0 ⊂ H0 is a continuous and dense embedding.
Identifying H0 with its dual space H
∗
0 , it follows that H0 ⊂ V ∗0 is also continuous
and dense. In other words, V0 ⊂ H0 ⊂ V ∗0 is a Gelfand or evolution triple of Hilbert
spaces (i.e., a Hilbert triple) [108, §7.2].
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Assumptions 1.2.27. We will assume compatibility in the sense of Definition 1.2.5
for the family {H(t)}t∈[0,T ] and a family of linear homeomorphisms {φt}t∈[0,T ]; that
is, we assume (H,φ(·)) is a compatible pair. In addition, we also assume that
(V, φ(·)|V0) is compatible. We will simply write φt instead of φt|V0 , and we will denote
the dual operator of φt : V0 → V (t) by φ∗t : V ∗(t)→ V ∗0 ; we are not interested in the
dual of φt : H0 → H(t).
It then follows that for each t ∈ [0, T ], V (t) ⊂ H(t) is continuously and
densely embedded. Let us summarise the meaning and consequences of Assumptions
1.2.27 for the convenience of the reader.
1. For each t ∈ [0, T ], there exists a linear homeomorphism
φt : H0 → H(t)
such that φ0 is the identity.
2. The restriction φt|V0 (which we will denote by φt) is also a linear homeomor-
phism from V0 to V (t).
3. There exist constants CH and CV independent of t ∈ [0, T ] such that
‖φtu‖H(t) ≤ CH ‖u‖H0 ∀u ∈ H0,
‖φtu‖V (t) ≤ CV ‖u‖V0 ∀u ∈ V0.
4. We will only be interested in the dual operator of φt : V0 → V (t), denoted by
φ∗t : V ∗(t)→ V ∗0 , which satisfies
‖φ∗t f‖V ∗0 ≤ CV ‖f‖V ∗(t) ∀f ∈ V
∗(t).
5. The inverses of φt and φ
∗
t will be denoted by φ−t and φ∗−t respectively, and
these are uniformly bounded:
‖φ−tu‖H0 ≤ C˜H ‖u‖H(t) ∀u ∈ H(t),
‖φ−tu‖V0 ≤ C˜V ‖u‖V (t) ∀u ∈ V (t),∥∥φ∗−tf∥∥V ∗(t) ≤ C˜V ‖f‖V ∗0 ∀f ∈ V ∗0 .
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6. The maps
t 7→ ‖φtu‖H(t) ∀u ∈ H0
t 7→ ‖φtu‖V (t) ∀u ∈ V0
are continuous, and the map
t 7→ ∥∥φ∗−tf∥∥V ∗(t) ∀f ∈ V ∗0
is measurable.
Our work in §1.2.2 tells us that the spaces L2H , L2V , and L2V ∗ are Hilbert spaces with
the inner product given by the formula (1.4).
Remark 1.2.28. These homeomorphisms φt are similar to Arbitrary Lagrangian
Eulerian (ALE) maps that are ubiquitous in applications on moving domains. See
[5] for an account of the ALE framework and a comparable set-up.
By the density of L2(0, T ;V0) in L
2(0, T ;H0), we obtain the next result.
Lemma 1.2.29. The embedding L2V ⊂ L2H is continuous and dense.
Identifying L2H with L
2
H∗ in the natural manner, we have that L
2
V ⊂ L2H ⊂
L2V ∗ is a Hilbert triple. We make use of the formula
〈f, u〉L2
V ∗ ,L
2
V
= (f, u)L2H
whenever f ∈ L2H and u ∈ L2V .
1.2.5 Abstract strong and weak material derivatives
Suppose {Γ(t)}t∈[0,T ] is a family of (sufficiently smooth) hypersurfaces evolving with
velocity field w, and that for each t ∈ [0, T ], u(t) is a sufficiently smooth function
defined on Γ(t). Then the appropriate time derivative of u takes into account the
movement of the spatial points too, and this time derivative is known as the (strong)
material derivative, which we can write informally as
u˙(t, x) =
d
dt
u(t, x(t)) = ut(t, x) +∇u(t, x) ·w(t, x). (1.13)
This is well-studied: see [33] or [35, §1.2] for the flat case. Our aim is to generalise
this material derivative to arbitrary functions and arbitrary evolving spaces (and
not just merely evolving surfaces).
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Definition 1.2.30 (Strong material derivative). For ξ ∈ C1X define the strong ma-
terial derivative ξ˙ ∈ C0X by
ξ˙(t) := φt
(
d
dt
(φ−tξ(t))
)
. (1.14)
This definition is generalised from [125]. So we see that the space C1X is the
space of functions with a strong material derivative, justifying the notation. In the
evolving surface case, we show in Chapter 2 that this abstract formula agrees with
(1.13). Note that the strong material derivative on moving domains is sometimes
also called the Lagrangian derivative.
Remark 1.2.31. Of course, the formula (1.13) is sensible for functions ξ ∈ C0X such
that φ−(·)ξ(·) is differentiable, but to avoid too clumsy a notation for such sets of
functions we leave this observation as a remark.
The following remark observes that the pushforward of elements of X0 into
X(t) have zero material derivative.
Remark 1.2.32. Observe that given η ∈ X0,
˙(φtη) = 0
and that for ξ ∈ C1X
ξ˙ = 0 ⇐⇒ ∃ η ∈ X0 such that ξ(t) = φtη.
It may be the case that solutions to the PDE (1.2)
u˙(t) +A(t)u(t) = f(t)
may not exist if we ask for u ∈ C1V , that is, they may not possess strong material
derivatives. We can relax this and ask for u˙ to exist in a weaker sense, just like
one does for the usual time derivative in parabolic problems on fixed domains.
Heuristically, what should such a weak material derivative satisfy? Taking a clue
from Lemma 1.2.1, we expect
d
dt
(u(t), v(t))H(t) = 〈u˙(t), v(t)〉V ∗(t),V (t) + 〈v˙(t), u(t)〉V ∗(t),V (t) + extra term
where we envisage an extra term because the Hilbert space associated with the inner
product depends on t itself, and certainly we should require the integration by parts
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formula ∫ T
0
d
dt
(u(t), η(t))H(t) = 0 ∀η ∈ DV (0, T ).
The identification of this extra term and a definition of the weak material derivative
is what the rest of this section is devoted to. Observe that, formally, the method
to obtain this extra term is to rewrite the H(t) inner product as a bilinear form on
H0, differentiate in time and then pushforward again onto H(t). This is the process
we now repeat rigorously.
Definition 1.2.33 (Relationship between the inner product on H(t) and the space
H0). For all t ∈ [0, T ], define the bounded bilinear form bˆ(t; ·, ·) : H0 ×H0 → R by
bˆ(t;u0, v0) = (φtu0, φtv0)H(t) ∀u0, v0 ∈ H0.
This gives us a way of pulling back the inner product on H(t) onto a bilinear
form on H0 by the formula (u, v)H(t) = bˆ(t;φ−tu, φ−tv). It is also clear that bˆ(0; ·, ·) =
(·, ·)H0 by definition. In fact, one can see for each t ∈ [0, T ] that bˆ(t; ·, ·) is an inner
product on H0 (and it is norm-equivalent with the norm on H0); thanks to the Riesz
representation theorem, there exists for each t ∈ [0, T ] a bounded linear operator
Tt : H0 → H0 such that
bˆ(t;u0, v0) = (Ttu0, v0)H0 = (u0, Ttv0)H0 . (1.15)
Remark 1.2.34. It is not difficult to see that Tt ≡ φAt φt, where φAt : H(t) → H0
denotes the Hilbert-adjoint of φt : H0 → H(t).
Now that the inner product on H(t) has a representation as a bilinear form
bˆ(t; ·, ·) on H0, we would like to be able to differentiate bˆ(t; ·, ·).
Assumptions 1.2.35. We shall assume the following for all u0, v0 ∈ H0:
θ(t, u0) :=
d
dt
‖φtu0‖2H(t) exists classically (1.16)
u0 7→ θ(t, u0) is continuous (1.17)
|θ(t, u0 + v0)− θ(t, u0 − v0)| ≤ C ‖u0‖H0 ‖v0‖H0 (1.18)
where the constant C is independent of t ∈ [0, T ].
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We are now able to define λˆ(t; ·, ·) : H0 ×H0 → R by
λˆ(t;u0, v0) :=
d
dt
bˆ(t;u0, v0)
=
1
4
d
dt
(‖φtu0 + φtv0‖2H(t) − ‖φtu0 − φtv0‖2H(t))
=
1
4
(θ(t, u0 + v0)− θ(t, u0 − v0)) (1.19)
where we used the polarisation identity for the second equality. Denoting by Λˆ(t)
the operator
〈Λˆ(t)u0, v0〉 := λˆ(t;u0, v0), (1.20)
it follows by (1.18) that Λˆ(t) : H0 → H∗0 .
Definition 1.2.36 (The bilinear form λ(t; ·, ·)). For u, v ∈ H(t), define the bilinear
form λ(t; ·, ·) : H(t)×H(t)→ R by
λ(t;u, v) = λˆ(t;φ−tu, φ−tv).
Remark 1.2.37. This form λ(t, ·, ·) can be thought of as the map that arises from
differentiating the time-dependence in the H(t) inner product. It is related to dif-
ferentiating the metric in a Riemannian manifold.
Lemma 1.2.38. For all u, v ∈ L2H , the map t 7→ λ(t;u(t), v(t)) is measurable and
λ(t; ·, ·) : H(t)×H(t)→ R is bounded independently of t:
|λ(t;u, v)| ≤ C ‖u‖H(t) ‖v‖H(t) .
Proof. If u, v ∈ L2H , then by (1.19),
λ(t;u(t), v(t)) = λˆ(t;φ−tu(t), φ−tv(t))
=
1
4
(θ(t, φ−tu(t) + φ−tv(t))− θ(t, φ−tu(t)− φ−tv(t))) ,
and it follows that t 7→ λ(t;u(t), v(t)) is measurable because t 7→ θ(t, φ−tw(t)) is
measurable for w ∈ L2H . This in turn can be seen by noticing that θ : [0, T ]×H0 → R
is a Carathe´odory function: the map t 7→ θ(t, x) is measurable and by assumption
(1.17) the map x 7→ θ(t, x) is continuous; thus by [69, Remark 3.4.2] (see Theorem
1.2.17) the desired measurability is achieved. The bound on λ(t; ·, ·) is a consequence
of the assumption (1.18).
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Lemma 1.2.39. For σ1, σ2 ∈ C1([0, T ];H0), the map t 7→ bˆ(t;σ1(t), σ2(t)) is differ-
entiable in the classical sense and
d
dt
bˆ(t;σ1(t), σ2(t)) = bˆ(t;σ
′
1(t), σ2(t)) + bˆ(t;σ1(t), σ
′
2(t)) + λˆ(t;σ1(t), σ2(t)).
This follows simply by using the definition of the derivative as a limit.
Definition 1.2.40 (Weak material derivative). For u ∈ L2V , if there exists a function
g ∈ L2V ∗ such that∫ T
0
〈g(t), η(t)〉V ∗(t),V (t) = −
∫ T
0
(u(t), η˙(t))H(t) −
∫ T
0
λ(t;u(t), η(t))
holds for all η ∈ DV (0, T ), then we say that g is the weak material derivative of u,
and we write
u˙ = g or ∂•u = g.
Remark 1.2.41. The notation u˙ is clean but inelegant when taking the material
derivative of products or compositions, for which ∂•(uv) or ∂•f(u) is better. The
latter notation is also well established in the literature, see for example [9, 59].
This concept of a weak material derivative is indeed well-defined: if it exists,
it is unique, and every strong material derivative is also a weak material derivative.
It is easy to prove these facts: for uniqueness, assume there exist two material
derivatives for the same function and then linearity and the density of D((0, T );V0)
(the space of test functions) in L2(0, T ;V0) gives the result. To show that a strong
material derivative is also a weak material derivative, one can use Lemma 1.2.39
and the relations between bˆ(t; ·, ·), λˆ(t; ·, ·), and λ(t; ·, ·).
1.2.6 Solution space
We can now consider the spaces that solutions of our PDEs will lie in.
Definition 1.2.42 (The space W (V, V ∗)). Define the solution space
W (V, V ∗) = {u ∈ L2V | u˙ ∈ L2V ∗}
and endow it with the inner product
(u, v)W (V,V ∗) =
∫ T
0
(u(t), v(t))V (t) +
∫ T
0
(u˙(t), v˙(t))V ∗(t).
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In order to prove existence theorems, we need some properties of the space
W (V, V ∗) which turns out to be deeply linked with the following standard Sobolev–
Bochner space.
Definition 1.2.43 (The space W(V0, V ∗0 )). Define
W(V0, V ∗0 ) = {v ∈ L2(0, T ;V0) | v′ ∈ L2(0, T ;V ∗0 )}
to be the spaceW(V,V∗) introduced in §1.2.1 with the Hilbert triple setting V = V0
and H = H0 (recall thatW(V,V∗) is a notation that hides the pivot space H, which
is used to define it).
It is convenient to introduce the following notion of evolving space equivalence
which will enable us to transfer many essential properties ofW(V0, V ∗0 ) to the space
W (V, V ∗).
Assumption and Definition 1.2.44. We assume that there is an evolving space
equivalence between W (V, V ∗) and W(V0, V ∗0 ). By this we mean that
v ∈W (V, V ∗) if and only if φ−(·)v(·) ∈ W(V0, V ∗0 ),
and the equivalence of norms
C1
∥∥φ−(·)v(·)∥∥W(V0,V ∗0 ) ≤ ‖v‖W (V,V ∗) ≤ C2 ∥∥φ−(·)v(·)∥∥W(V0,V ∗0 )
holds.
Thanks to this assumption, we obtain easily the following result.
Corollary 1.2.45. The space W (V, V ∗) is a Hilbert space.
We now show that Assumption 1.2.44 holds under certain conditions. See
also the remark following the proof of the theorem. The following theorem is abstract
and the intuition may not be clear so the reader is referred to the discussion near
the end of §2.4.1 for an example.
Theorem 1.2.46. Suppose that
u ∈ W(V0, V ∗0 ) if and only if T(·)u(·) ∈ W(V0, V ∗0 ) (T1)
and that there exist operators
Sˆ(t) : V ∗0 → V ∗0 and Dˆ(t) : V0 → V ∗0
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such that for u ∈ W(V0, V ∗0 ),
(Ttu(t))
′ = Sˆ(t)u′(t) + Λˆ(t)u(t) + Dˆ(t)u(t) (T2)
and
Sˆ(·)u′(·) ∈ L2(0, T ;V ∗0 ) and Dˆ(·)u(·) ∈ L2(0, T ;V ∗0 ).
Suppose also that Sˆ(t) and Dˆ(t) are bounded independently of t ∈ [0, T ], and
that Sˆ(t) has an inverse Sˆ(t)−1 : V ∗0 → V ∗0 which also is bounded independently
of t ∈ [0, T ]. Then W (V, V ∗) is equivalent to W(V0, V ∗0 ) in the sense of Definition
1.2.44.
Proof. First, suppose u ∈ W(V0, V ∗0 ). Clearly φ(·)u(·) ∈ L2V and we need only to
show that ∂•(φ(·)u(·)) ∈ L2V ∗ exists. Let η ∈ DV (0, T ) and consider∫ T
0
(φtu(t), η˙(t))H(t) =
∫ T
0
(Ttu(t), (φ−tη(t))′)H0
(rewriting the integrand using bˆ(t; ·, ·) and (1.15))
= −
∫ T
0
〈Sˆ(t)u′(t) + Λˆ(t)u(t) + Dˆ(t)u(t), φ−tη(t)〉V ∗0 ,V0
(by (T1) and (T2))
= −
∫ T
0
〈φ∗−t(Sˆ(t)u′(t) + Dˆ(t)u(t)), η(t)〉V ∗(t),V (t)
−
∫ T
0
λ(t;φtu(t), η(t)). (1.21)
This shows that ∂•(φ(·)u(·)) exists.
Conversely, let u ∈ W (V, V ∗). We need to show the existence of (φ−(·)u(·))′
in L2(0, T ;V ∗0 ). We start with the weak material derivative condition:∫ T
0
〈u˙(t), η(t)〉V ∗(t),V (t) = −
∫ T
0
(u(t), η˙(t))H(t) −
∫ T
0
λ(t;u(t), η(t))
for test functions η ∈ DV (0, T ). Pulling back leads to∫ T
0
〈φ∗t u˙(t), φ−tη(t)〉V ∗0 ,V0 = −
∫ T
0
bˆ(t;φ−tu(t), (φ−tη(t))′)
+
∫ T
0
λˆ(t;φ−tu(t), φ−tη(t)).
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Using (1.15) and (1.20) and rearranging:∫ T
0
(Ttφ−tu(t), (φ−tη(t))′)H0 = −
∫ T
0
〈φ∗t u˙(t) + Λˆ(t)φ−tu(t), φ−tη(t)〉V ∗0 ,V0 . (1.22)
It follows that T(·)φ−(·)u(·) has a weak derivative, and hence by (T1) as does
φ−(·)u(·). This proves the bijection between W(V0, V ∗0 ) and W (V, V ∗).
For the equivalence of norms, let u ∈W (V, V ∗). From (1.21), we see that
u˙(t) = φ∗−t(Sˆ(t)(φ−tu(t))
′ + Dˆ(t)φ−tu(t))
which we can bound thanks to the boundedness of Sˆ(t) and Dˆ(t):
‖u˙(t)‖V (t) ≤ C
(∥∥(φ−tu(t))′∥∥V ∗0 + ‖φ−tu(t)‖V0) .
So we have achieved ‖u‖W (V,V ∗) ≤ C2
∥∥φ−(·)u(·)∥∥W(V0,V ∗0 ) . For the reverse inequality,
we use (T2) and (1.22) to find
(φ−tu(t))′ = Sˆ(t)−1(φ∗t u˙(t)− Dˆ(t)φ−tu(t)).
From this we obtain a bound of the form
∥∥(φ−tu(t))′∥∥V ∗0 ≤ C (‖u˙(t)‖V ∗(t) + ‖u(t)‖V (t))
which implies the result.
Remark 1.2.47. If we knew that Ttv0 ∈ V0 for every v0 ∈ V0, then the assumption
(T2) would follow from (T1) with 〈Sˆ(t)f, v〉V ∗0 ,V0 := 〈f, Ttv〉V ∗0 ,V0 and Dˆ(t) ≡ 0.
We are able to specify initial conditions of solutions to PDEs via the fol-
lowing lemma, which is an easy consequence of the continuity of the embedding
W(V0, V ∗0 ) ⊂ C0([0, T ];H0).
Lemma 1.2.48. The embeddingW (V, V ∗) ⊂ C0H holds, hence for any u ∈W (V, V ∗)
the evaluation t 7→ u(t) is well-defined for every t ∈ [0, T ]. Furthermore, we have
the inequality
max
t∈[0,T ]
‖u(t)‖H(t) ≤ C ‖u‖W (V,V ∗) ∀u ∈W (V, V ∗).
This lemma allows us to define the subspace
W0(V, V
∗) = {u ∈W (V, V ∗) | u(0) = 0}.
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Definition 1.2.49 (The space W (V,H)). Define the space
W (V,H) = {u ∈ L2V | u˙ ∈ L2H}.
In order to obtain a regularity result, we need to make the following natural
assumption, which will also tell us that W (V,H) is a Hilbert space.
Assumption 1.2.50. We assume that there is an evolving space equivalence be-
tween W (V,H) and W(V0, H0).
Let us note that this assumption follows if, for example, the assumption
(T1) is changed in the natural way and the maps Sˆ(t) and Dˆ(t) of Theorem 1.2.46
satisfy Sˆ(t) : H0 → H0 and Dˆ(t) : V0 → H0, with both maps and Sˆ(t)−1 being
bounded independently of t ∈ [0, T ], and if Sˆ(·)u′(·), Dˆ(·)u(·) ∈ L2(0, T ;H0) for
u ∈ W(V0, H0).
Some density results With the help of the density result in Lemma 1.2.1, it is
easy to prove the following lemma.
Lemma 1.2.51. The space DV [0, T ] in dense in W (V, V ∗).
The next few results are necessary to prove Lemma 1.3.5, which turns out
to be vital for one of our existence proofs.
Lemma 1.2.52. For every η ∈ DV (0, T ), there exists a sequence {ηn} ⊂ DV (0, T )
of the form
ηn(t) =
n∑
j=1
ζj(t)φtwj where ζj ∈ D(0, T ) and wj ∈ V0,
such that ηn → η in W (V, V ∗).
Proof. It suffices to show that for every ψ ∈ D((0, T );V0), there exists a sequence
{ψn} ⊂ D((0, T );V0) of the form
ψn(t) =
n∑
j=1
ζj(t)wj where ζj ∈ D(0, T ) and wj ∈ V0,
such that ψn → ψ in W(V0, V ∗0 ).
Let wj be an orthonormal basis for V0. Given ψ ∈ D((0, T );V0), define
ψn(t) =
n∑
j=1
(ψ(t), wj)V0wj ,
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i.e., ζj(t) = (ψ(t), wj)V0 . It is clear that ζj vanishes at the boundary (since ψ does),
and ζ
(m)
j (t) = (ψ
(m)(t), wj)V0 also implies that ζj ∈ D(0, T ). What remains to
be checked is that ψn → ψ in W(V0, V ∗0 ). We have the pointwise convergence
ψn(t) → ψ(t) in V0 because wj is a basis, and there is also the uniform bound
‖ψn(t)‖V0 ≤ ‖ψ(t)‖V0 . So by the dominated convergence theorem,
ψn → ψ in L2(0, T ;V0).
The same reasoning applied to ψ′n allows us to conclude.
Transport theorem Like in part (3) of Lemma 1.2.1, we want to differentiate
the inner product on H(t). Writing Lemma 1.2.39 in different notation, we obtain
for u, v ∈ C1H the transport theorem for C1H functions:
d
dt
(u(t), v(t))H(t) = (u˙(t), v(t))H(t) + (u(t), v˙(t))H(t) + λ(t;u(t), v(t)).
We can obtain a formula for general functions u, v ∈W (V, V ∗) by means of a density
argument.
Theorem 1.2.53 (Transport theorem). For all u, v ∈W (V, V ∗), the map
t 7→ (u(t), v(t))H(t)
is absolutely continuous on [0, T ] and
d
dt
(u(t), v(t))H(t) = 〈u˙(t), v(t)〉V ∗(t),V (t) + 〈v˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), v(t))
for almost every t ∈ [0, T ].
Proof. Given u ∈W (V, V ∗), by Lemma 1.2.51, there exists a sequence um ∈ DV [0, T ]
converging to u in W (V, V ∗). By the transport theorem for C1H functions, the um
satisfy
d
dt
‖um(t)‖2H(t) = 2(u˙m(t), um(t))H(t) + λ(t;um(t), um(t)).
This statement written in terms of weak derivatives is that for any ζ ∈ D(0, T ), it
holds that
−
∫ T
0
‖um(t)‖2H(t) ζ ′(t) =
∫ T
0
(
2〈u˙m(t), um(t)〉V ∗(t),V (t) + λ(t;um(t), um(t))
)
ζ(t).
(1.23)
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Now we must pass to the limit in this equation. For the left hand side, because
um → u in L2H , we have by the reverse triangle inequality∫ T
0
∣∣ ‖um(t)‖H(t) − ‖u(t)‖H(t) ∣∣2 ≤ ∫ T
0
‖um(t)− u(t)‖2H(t) → 0,
i.e., ‖um(·)‖H(·) → ‖u(·)‖H(·) in L2(0, T ), which implies that
‖um(·)‖2H(·) → ‖u(·)‖2H(·) in L1(0, T ).
Clearly, the functional F : L1(0, T )→ R, defined
F (y) =
∫ T
0
y(t)ζ ′(t),
is an element of L1(0, T )∗ because ζ ′(t) is bounded. Therefore, we have convergence
of the left hand side of (1.23):
−
∫ T
0
‖um(t)‖2H(t) ζ ′(t)→ −
∫ T
0
‖u(t)‖2H(t) ζ ′(t).
To deal with the terms on the right hand side of (1.23), we require the estimates
|〈u˙m(t), um(t)〉V ∗(t),V (t) − 〈u˙(t), u(t)〉V ∗(t),V (t)|
≤ ‖u˙m(t)‖V ∗(t) ‖um(t)− u(t)‖V (t) + ‖u˙m(t)− u˙(t)‖V ∗(t) ‖u(t)‖V (t)
and
|λ(t;um(t), um(t))− λ(t;u(t), u(t))|
≤ C1
(
‖um(t)‖H(t) ‖um(t)− u(t)‖H(t) + ‖um(t)− u(t)‖H(t) ‖u(t)‖H(t)
)
.
With these, it is easy to show that∣∣∣∣ ∫ T
0
(
2〈u˙m(t), um(t)〉V ∗(t),V (t) + λ(t;um(t), um(t))
)
ζ(t)
−
∫ T
0
(
2〈u˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), u(t))
)
ζ(t)
∣∣∣∣→ 0.
In other words, as m→∞, the equation (1.23) becomes
−
∫ T
0
‖u(t)‖2H(t) ζ ′(t) =
∫ T
0
(
2〈u˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), u(t))
)
ζ(t), (1.24)
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which is precisely the statement
d
dt
‖u(t)‖2H(t) = 2〈u˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), u(t))
in the sense of distributions. From this, it follows by the polarisation identity that
d
dt
(u(t), v(t))H(t) = 〈u˙(t), v(t)〉V ∗(t),V (t) + 〈v˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), v(t))
(1.25)
holds in the weak sense. So we have shown the transport theorem in the weak sense.
However, because the right hand side of the above is in L1(0, T ) (since the right hand
side of (1.24) holds for every ζ ∈ D(0, T )) and because (u(t), v(t))H(t) ∈ L1(0, T ), it
follows that (u(t), v(t))H(t) is a.e. equal to an absolutely continuous function, with
(classical) derivative a.e., and therefore (1.25) exists in the classical sense.
We shall use the following corollary frequently without referencing in future
sections.
Corollary 1.2.54 (Integration by parts). For all u, v ∈ W (V, V ∗), the integration
by parts formula
(u(T ), v(T ))H(T ) − (u(0), v(0))H0
=
∫ T
0
〈u˙(t), v(t)〉V ∗(t),V (t) + 〈v˙(t), u(t)〉V ∗(t),V (t) + λ(t;u(t), v(t)) dt
holds.
1.3 Precise formulation of PDE on abstract evolving
Hilbert space
Having built up the essential function spaces and results, we are now in a position to
formulate PDEs on evolving spaces. We continue with the framework and notation
of the previous sections; we reiterate in particular Assumptions 1.2.27, 1.2.35, and
1.2.44 (which relate respectively to the compatibility of the evolving Hilbert spaces,
a well-defined material derivative, and the evolving space equivalence). We are
interested in the existence and uniqueness of solutions u ∈ W (V, V ∗) to equations
of the form
Lu˙+Au+ Λu = f in L2V ∗
u(0) = u0 in H0,
(P)
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where we identify
(Lu˙)(t) = L(t)u˙(t)
(Au)(t) = A(t)u(t)
(Λu)(t) = Λ(t)u(t),
with L(t) and A(t) being linear operators that satisfy the minimal assumptions given
below, and
Λ(t) : H(t)→ H∗(t) is defined by 〈Λ(t)v, w〉H∗(t),H(t) := λ(t; v, w),
with λ(t; ·, ·) the bilinear form in the definition of the weak material derivative (Def-
inition 1.2.36). Note that Λ(t) is symmetric in the sense that 〈Λ(t)v, w〉H∗(t),H(t) =
〈Λ(t)w, v〉H∗(t),H(t).
Remark 1.3.1. We showed in Lemma 1.2.48 that specifying the initial condition
as in (P) is well-defined.
Assumptions 1.3.2 (Assumptions on L(t)). In the following, all constants Ci are
positive and independent of t ∈ [0, T ]. We shall assume that for all g ∈ L2V ∗ ,
Lg ∈ L2V ∗ and C1 ‖g‖L2
V ∗
≤ ‖Lg‖L2
V ∗
≤ C2 ‖g‖L2
V ∗
. (L1)
We suppose that the restriction L|L2H satisfies
L|L2H : L
2
H → L2H ,
we identify (L|L2Hh)(t) =: LH(t)h(t), and we suppose that
LH(t) : H(t)→ H(t) is symmetric, and
LH(t) : V (t)→ V (t).
We simply write L and L(t) for the above restrictions. Furthermore, for almost
every t ∈ [0, T ], we assume
〈L(t)g, v〉V ∗(t),V (t) = 〈g, L(t)v〉V ∗(t),V (t) ∀g ∈ V ∗(t), ∀v ∈ V (t) (L2)
‖L(t)h‖H(t) ≤ C3 ‖h‖H(t) ∀h ∈ H(t) (L3)
(L(t)h, h)H(t) ≥ C4 ‖h‖2H(t) ∀h ∈ H(t) (L4)
Lv ∈ L2V ∀v ∈ L2V (L5)
v ∈W (V, V ∗) ⇐⇒ Lv ∈W (V, V ∗), (L6)
31
and we suppose the existence of a (linear symmetric) map L˙ : L2V → L2V ∗ (and we
identify (L˙v)(t) =: L˙(t)v(t)) satisfying
∂•(Lv) = L˙v + Lv˙ ∈ L2V ∗ ∀v ∈W (V, V ∗) (L7)
‖L˙(t)v‖V ∗(t) ≤ C5 ‖v‖H(t) ∀v ∈ V (t). (L8)
Assumptions 1.3.3 (Assumptions on A(t)). Suppose that the map
t 7→ 〈A(t)v(t), w(t)〉V ∗(t),V (t) ∀v, w ∈ L2V
is measurable, and that there exist positive constants C1, C2 and C3 independent
of t such that the following holds for almost every t ∈ [0, T ]:
〈A(t)v, v〉V ∗(t),V (t) ≥ C1 ‖v‖2V (t) − C2 ‖v‖2H(t) ∀v ∈ V (t) (A1)
|〈A(t)v, w〉V ∗(t),V (t)| ≤ C3 ‖v‖V (t) ‖w‖V (t) ∀v, w ∈ V (t). (A2)
Observe that we have generalised the PDE (1.2) by introducing the operator
L. The standard equation
u˙+Au+ Λu = f
is a special case of (P) when L = Id. Our demands in Assumptions 1.3.2 are
(of course) automatically met in this case. Also, there is no loss of generality by
considering the equation (P) instead of the more natural equation Lu˙ + Au = f.
We include the operator Λ purely because it is convenient in applications (such as
those in Chapter 2).
Implicit in (P) is the claim that Au and Λu are elements of L2V ∗ . The fact
Au ∈ L2V ∗ follows by the weak (and thus strong) measurability of t 7→ φ∗tA(t)u(t)
and the boundedness of A(t), and similarly one obtains the result Λu ∈ L2V ∗ . Let us
mention an important consequence of the transport theorem (Theorem 1.2.53) and
assumptions (L2), (L6) and (L7).
Lemma 1.3.4. For every v, w ∈ W (V, V ∗), the map t 7→ (L(t)v(t), w(t))H(t) is
absolutely continuous with derivative
d
dt
(L(t)v(t), w(t))H(t) = 〈L(t)v˙(t), w(t)〉V ∗(t),V (t) + 〈L(t)w˙(t), v(t)〉V ∗(t),V (t)
+ 〈M(t)v(t), w(t)〉V ∗(t),V (t) (1.26)
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almost everywhere, where M(t) : V (t)→ V ∗(t) is the operator
〈M(t)v, w〉V ∗(t),V (t) := 〈L˙(t)v, w〉V ∗(t),V (t) + 〈Λ(t)L(t)v, w〉V ∗(t),V (t)
which generates the bounded bilinear form m(t; ·, ·) : V (t)× V (t)→ R:
m(t; v, w) := 〈M(t)v, w〉V ∗(t),V (t).
To conclude this preliminary subsection we state and prove the following
lemma which is used in §1.6.4.
Lemma 1.3.5. Let u ∈ L2V and g ∈ L2V ∗ . Then
u˙ ∈ L2V ∗ exists and Lu˙ = g
if and only if
d
dt
(L(t)u(t), φtv0)H(t) = 〈g(t) +M(t)u(t), φtv0〉V ∗(t),V (t) for all v0 ∈ V0 (1.27)
in the weak sense.
Proof of Lemma 1.3.5. If u ∈ W (V, V ∗) and Lu˙ = g, then (1.27) follows easily by
utilising ∂•(φtv0) = 0 and the previous lemma. For the converse, first, we see from
Lemma 1.2.52 that given any η ∈ DV (0, T ), there exist functions ηn ∈ DV (0, T ) of
the form
ηn(t) =
∑
j
ζj(t)φtwj
with ζj ∈ D(0, T ) and wj ∈ V0 such that ‖η − ηn‖W (V,V ∗) → 0. Now, (1.27) states
that ∫ T
0
(L(t)u(t), ζ ′(t)φtv0)H(t) = −
∫ T
0
〈g(t) +M(t)u(t), ζ(t)φtv0〉V ∗(t),V (t)
holds for all ζ ∈ D(0, T ) and all v0 ∈ V0. In particular, we may pick ζ = ζj and
v0 = wj and sum up over j to obtain∫ T
0
(L(t)u(t), η˙n(t))H(t) = −
∫ T
0
〈g(t) +M(t)u(t), ηn(t)〉V ∗(t),V (t).
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Passing to the limit and using the convergence above, we find∫ T
0
(L(t)u(t), η˙(t))H(t) = −
∫ T
0
〈g(t) +M(t)u(t), η(t)〉V ∗(t),V (t)
= −
∫ T
0
〈g(t) + L˙(t)u(t) + Λ(t)L(t)u(t), η(t)〉V ∗(t),V (t)
for arbitrary η ∈ DV (0, T ), i.e., we have the existence of ∂•(Lu) = g + L˙u ∈ L2V ∗
which, thanks to assumptions (L6) and (L7) implies that Lu˙ = g.
1.4 Well-posedness and regularity theorems
We begin with a well-posedness theorem which is proved in §1.5. A sketch of a
second proof will be presented in §1.6.4 where we utilise a Galerkin method.
Theorem 1.4.1 (Well-posedness of (P)). Under the assumptions in Assumptions
1.3.2 and 1.3.3, for f ∈ L2V ∗ and u0 ∈ H0, there is a unique solution u ∈ W (V, V ∗)
satisfying (P) such that
‖u‖W (V,V ∗) ≤ C
(
‖u0‖H0 + ‖f‖L2V ∗
)
.
Now, suppose we now know that f ∈ L2H and u0 ∈ V0. Can we expect the
same regularity on the solution u as holds in the case of stationary spaces? It turns
out that we can obtain u˙ ∈ L2H under some additional assumptions, including some
on the differentiability of A(t).
Before we list these assumptions, let us just note that if we define bilinear
forms l(t; ·, ·) : V ∗(t)× V (t)→ R and a(t; ·, ·) : V (t)× V (t)→ R to satisfy
l(t; g, w) := 〈L(t)g, w〉V ∗(t),V (t)
a(t; v, w) := 〈A(t)v, w〉V ∗(t),V (t),
then the problem (P) is in fact equivalent to
l(t; u˙(t), v) + a(t;u(t), v) + λ(t;u(t), v) = 〈f(t), v〉V ∗(t),V (t)
u(0) = u0
(1.28)
for all v ∈ V (t) and for almost every t ∈ [0, T ] (the null set is independent of v).
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Similarly, if f ∈ L2H and u˙ ∈ L2H , then (P) is equivalent to
l(t; u˙(t), v) + a(t;u(t), v) + λ(t;u(t), v) = (f(t), v)H(t)
u(0) = u0
(P’)
for all v ∈ V (t) and for almost every t ∈ [0, T ], where now l(t; ·, ·) : H(t)×H(t)→ R
is l(t; ·, ·) = (L(t)·, ·)H(t). It is this form of the problem that turns out to be more
convenient to work with to show regularity. To see the equivalence, for one side, we
may take the duality pairing of (P) with v = ξφ(·)v0 where v0 ∈ V0 and ξ ∈ D(0, T );
then an argument involving the separability of V0 gives (P’). The converse follows
by the density of simple measurable functions in L2V (see Lemma 1.2.12).
Since V0 is separable, we may find a basis {χ0j}, by which we mean that for
all N ∈ N, the set {χ0j}Nj=1 is linearly independent and finite linear combinations of
χ0j are dense in V0.
Assumption 1.4.2. We assume that there exists a basis {χ0j}j∈N of V0 and a
sequence {u0N}N∈N with u0N ∈ span{χ01, ..., χ0N} for each N , such that
u0N → u0 in V0 (B1)
‖u0N‖H0 ≤ C1 ‖u0‖H0 (B2)
‖u0N‖V0 ≤ C2 ‖u0‖V0 (B3)
where C1 and C2 do not depend on N or u0.
Remark 1.4.3. Such a basis as required by the last assumption always exists if
V0 ⊂ H0 is compact thanks to Hilbert–Schmidt theory. In fact, in such a case
we can find a basis χ0j which is orthonormal in H0 and orthogonal in V0. In the
context of Sobolev spaces on domains, we know that in general W 1,p(Ω) ↪→ Lp(Ω)
is not compact if Ω is unbounded [27, Remark 14, §9.3], so it is not clear that the
previous assumption holds in which case this argument does not give regularity of
the solution. However, there are certainly other methods one could use to prove
time regularity of the solution.
Let AC([0, T ]) be the space of absolutely continuous functions from [0, T ]
into R.
Definition 1.4.4. We define χtj := φt(χ
0
j ) and the space
C˜1V := {u | u(t) =
m∑
j=1
αj(t)χ
t
j , m ∈ N, αj ∈ AC([0, T ]) and α′j ∈ L2(0, T )}.
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Note that C˜1V ⊂ C0V and C˜1V ⊂W (V, V ).
Remark 1.4.5. Note that if u ∈ C˜1V with u(t) =
∑m
j=1 αj(t)χ
t
j as in the definition
then u˙(t) =
∑m
j=1 α
′
j(t)χ
t
j . We skip the proof which is straightforward: just use the
definition of the weak material derivative and perform some manipulations. We
could not have calculated the strong material derivative of u via the formula (1.14)
because the pullback
φ−(·)u(·) =
n∑
j=1
αj(·)χ0j
is not necessarily in C1([0, T ];V0) since the αj are not necessarily C
1.
Assumptions 1.4.6 (Further assumptions on a(t; ·, ·)). Suppose that a(t; ·, ·) has
the form
a(t; ·, ·) = as(t; ·, ·) + an(t; ·, ·)
where
as(t; ·, ·) : V (t)× V (t)→ R
an(t; ·, ·) : V (t)×H(t)→ R
are bilinear forms (we allow the possibility an ≡ 0) such that the map
t 7→ as(t; y(t), y(t)) is absolutely continuous on [0, T ] for all y ∈ C˜1V . (A3)
Suppose also that there exist positive constants C1, C2 and C3 independent of t
such that for almost every t ∈ [0, T ],
|an(t; v, w)| ≤ C1 ‖v‖V (t) ‖w‖H(t) ∀v ∈ V (t), w ∈ H(t) (A4)
|as(t; v, w)| ≤ C2 ‖v‖V (t) ‖w‖V (t) ∀v, w ∈ V (t) (A5)
as(t; v, v) ≥ 0 ∀v ∈ V (t) (A6)
d
dt
as(t; y(t), y(t)) = 2as(t; y(t), y˙(t)) + r(t; y(t)) ∀y ∈ C˜1V , (A7)
where the ddt here is the classical derivative, and r(t; ·) : V (t)→ R satisfies
|r(t; v)| ≤ C3 ‖v‖2V (t) ∀v ∈ V (t). (A8)
Remark 1.4.7. Note that we require only one part of the bilinear form a(t; ·, ·)
to be differentiable; however, any potentially non-differentiable terms require the
stronger boundedness condition (A4). This weakening of the standard differentia-
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bility assumption is useful in §2.5.2.
As alluded to above, it is permissible to take an ≡ 0 so that a ≡ as. In this
case, we are in the same situation as in Assumptions 1.3.3 except with the addition
of (A3), (A6), (A7), and (A8).
We have the following regularity result proved in §1.6.
Theorem 1.4.8 (Regularity of the solution to (P)). Under the assumptions in
Assumptions 1.3.2, 1.3.3, 1.4.2, and 1.4.6, if f ∈ L2H and u0 ∈ V0, the unique
solution u of (P) from Theorem 1.4.1 satisfies the regularity u ∈ W (V,H) and the
estimate
‖u‖W (V,H) ≤ C
(
‖u0‖V0 + ‖f‖L2H
)
.
1.5 Proof of well-posedness
We use a generalisation of the Lax–Milgram theorem sometimes called the Banach–
Necˇas–Babusˇka theorem [61, §2.1.3] to establish existence.
Theorem 1.5.1 (Banach–Necˇas–Babusˇka). Let X be a Banach space and let Y be
a reflexive Banach space. Suppose d(·, ·) : X × Y → R is a bounded bilinear form
and f ∈ Y ∗. Then there is a unique solution x ∈ X to the problem
d(x, y) = 〈f, y〉Y ∗,Y for all y ∈ Y
satisfying
‖x‖X ≤ C ‖f‖Y ∗ (1.29)
if and only if
1. There exists α > 0 such that
inf
x∈X
sup
y∈Y
d(x, y)
‖x‖X ‖y‖Y
≥ α. (“inf-sup condition”)
2. For arbitrary y ∈ Y , if
d(x, y) = 0 holds for all x ∈ X,
then y = 0.
Moreover, the estimate (1.29) holds with the constant C = 1α .
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Remark 1.5.2 (Relation to the Lax–Milgram lemma). Above, if we pick X = Y a
Hilbert space, then the previous theorem implies the Lax–Milgram lemma. Indeed,
let us assume that the conditions of Lax–Milgram are satisfied by d. By coercivity,
sup
y∈X
d(x, y)
‖y‖X
≥ d(x, x)‖x‖X
≥ C ‖x‖X
which implies the inf-sup condition. Secondly, for arbitrary y,
sup
x∈X
d(x, y) ≥ d(y, y) ≥ C ‖y‖2X ,
thus if the left hand side is zero, y is also zero.
Remark 1.5.3 (Other approaches). The standard Lax–Milgram approach would
not work for the well-posedness since the bilinear form b : W (V, V ∗)×W (V, V ∗)→ R
defined by b(u, v) := 〈Lu˙ + Au + Λu, v〉 is not coercive in the space W (V, V ∗). It
is an open problem whether the method of time-discretisation can be adapted to
moving spaces (rather than pulling back onto a reference domain). The difficulty
lies in interpolation and obtaining estimates to pass to the limit in the discretisation
parameter.
Recall the equation (P):
Lu˙+Au+ Λu = f in L2V ∗
u(0) = u0
where f ∈ L2V ∗ and u0 ∈ H0. By considering a suitable initial value problem on a
fixed domain we know that there is a function y ∈ W(V0, V ∗0 ) with y(0) = u0 and
‖y‖W(V0,V ∗0 ) ≤ C ‖u0‖H0 .
Then the function y˜(·) = φ(·)y(·) is such that y˜ ∈W (V, V ∗) with y˜(0) = u0. So then
we can transform (P) into a PDE with zero initial condition if we set w = u− y˜:
Lw˙ +Aw + Λw = f˜
w(0) = 0
(P0)
where f˜ := f − L∂•y˜ − Ay˜ − Λy˜ ∈ L2V ∗ . It is clear that well-posedness of (P0)
translates into well-posedness of (P). The idea is to apply Theorem 1.5.1 to the
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problem (P0) with X = W0(V, V
∗), Y = L2V , and the bilinear form
d(u, v) = 〈Lu˙, v〉L2
V ∗ ,L
2
V
+ 〈Au, v〉L2
V ∗ ,L
2
V
+ 〈Λu, v〉L2
V ∗ ,L
2
V
.
Remark 1.5.4. The space W0(V, V
∗) is indeed a Hilbert space because by Lemma
1.2.48, it is a closed linear subspace of W (V, V ∗).
The arguments in the next two lemmas follow §4 in [98]. See also [61, §6.1.2].
The next lemma goes towards proving the inf-sup condition.
Lemma 1.5.5. For all w ∈W0(V, V ∗), there exists a function vw ∈ L2V such that
〈Lw˙, vw〉L2
V ∗ ,L
2
V
+ 〈Aw, vw〉L2
V ∗ ,L
2
V
+ 〈Λw, vw〉L2
V ∗ ,L
2
V
≥ C ‖w‖W (V,V ∗) ‖vw‖L2V .
Proof. This proof requires two estimates.
First estimate Let w ∈ W0(V, V ∗) and set wγ(t) = e−γtw(t). Note that wγ ∈
W0(V, V
∗) too with w˙γ(t) = e−γtw˙(t)− γwγ(t), so
〈L(t)w˙γ(t), w(t)〉V ∗(t),V (t) = 〈L(t)w˙(t)− γL(t)w(t), wγ(t)〉V ∗(t),V (t).
Rearranging, integrating, and then using (1.26):
〈Lw˙,wγ〉L2
V ∗ ,L
2
V
=
1
2
(
〈Lw˙,wγ〉L2
V ∗ ,L
2
V
+ 〈Lw˙γ , w〉L2
V ∗ ,L
2
V
)
+
1
2
γ(Lw,wγ)L2H
(1.30)
=
1
2
∫ T
0
d
dt
(L(t)w(t), wγ(t))H(t) −
1
2
〈Mw,wγ〉L2
V ∗ ,L
2
V
+
1
2
γ(Lw,wγ)L2H
≥ −1
2
〈Mw,wγ〉L2
V ∗ ,L
2
V
+
1
2
γ(Lw,wγ)L2H
as (L(T )w(T ), wγ(T ))H(T ) ≥ 0 by (L4). Hence
〈Lw˙,wγ〉L2
V ∗ ,L
2
V
+ 〈Aw,wγ〉L2
V ∗ ,L
2
V
+ 〈Λw,wγ〉L2
V ∗ ,L
2
V
≥ 〈Aw,wγ〉L2
V ∗ ,L
2
V
+ 〈Λw,wγ〉L2
V ∗ ,L
2
V
− 1
2
〈Mw,wγ〉L2
V ∗ ,L
2
V
+
1
2
γ(Lw,wγ)L2H
≥
∫ T
0
e−γt
(
C1 ‖w(t)‖2V (t) − C2 ‖w(t)‖2H(t)
)
− 1
2
∫ T
0
C3e
−γt ‖w(t)‖2H(t)
+
γC4
2
∫ T
0
e−γt ‖w(t)‖2H(t)
(by the coercivity of A(t) and L(t) and the boundedness of Λ(t) and M(t))
= C1
∫ T
0
e−γt ‖w(t)‖2V (t) +
γC4 − C3 − 2C2
2
∫ T
0
e−γt ‖w(t)‖2H(t)
39
Note that we used Young’s inequality in conjunction with the boundedness of M(t)
above. If we choose γ such that γC4 > C3 + 2C2, this implies
〈Lw˙,wγ〉L2
V ∗ ,L
2
V
+ 〈Aw,wγ〉L2
V ∗ ,L
2
V
+ 〈Λw,wγ〉L2
V ∗ ,L
2
V
≥ e−γTC1 ‖w‖2L2V . (E1)
Second estimate Now, by the Riesz representation theorem, there exists z ∈ L2V
such that
〈Lw˙, v〉L2
V ∗ ,L
2
V
= (z, v)L2V
for all v ∈ L2V (1.31)
with ‖z‖L2V = ‖Lw˙‖L2V ∗ . We have
〈Lw˙ +Aw + Λw, z〉L2
V ∗ ,L
2
V
≥ ‖z‖2L2V − C5
∫ T
0
‖w(t)‖V (t) ‖z(t)‖V (t)
(by (1.31) and the bounds on A and Λ)
≥ C6 ‖z‖2L2V − C7 ‖w‖
2
L2V
(using Young’s inequality)
= C6‖Lw˙‖2L2
V ∗
− C7 ‖w‖2L2V . (E2)
Combining the estimates Estimate (E2) gives us control of Lw˙ at the expense
of w, but the latter is controlled by estimate (E1). So let us put vw := z + µwγ
where µ > 0 is a constant to be determined and consider:
〈Lw˙, vw〉L2
V ∗ ,L
2
V
+ 〈Aw, vw〉L2
V ∗ ,L
2
V
+ 〈Λw, vw〉L2
V ∗ ,L
2
V
≥ C6 ‖Lw˙‖2L2
V ∗
− C7 ‖w‖2L2V + µe
−γTC1 ‖w‖2L2V
≥ C6 ‖Lw˙‖2L2
V ∗
+ C8 ‖w‖2L2V (if µ is large enough)
≥ C9 ‖w‖2W (V,V ∗)
thanks to (L1). Finally, because
‖vw‖L2V ≤ ‖z‖L2V + µ ‖wγ‖L2V
= ‖Lw˙‖L2
V ∗
+ µ
(∫ T
0
|e−γt|2 ‖w(t)‖2V (t)
) 1
2
≤ ‖Lw˙‖L2
V ∗
+ µ ‖w‖L2V
≤ C10 ‖w‖W (V,V ∗) (by (L1))
we end up with
〈Lw˙, vw〉L2
V ∗ ,L
2
V
+ 〈Aw, vw〉L2
V ∗ ,L
2
V
+ 〈Λw, vw〉L2
V ∗ ,L
2
V
≥ C ‖w‖W (V,V ∗) ‖vw‖L2V .
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Lemma 1.5.6. If given arbitrary v ∈ L2V , the equality
〈Lw˙, v〉L2
V ∗ ,L
2
V
+ 〈Aw, v〉L2
V ∗ ,L
2
V
+ 〈Λw, v〉L2
V ∗ ,L
2
V
= 0 (1.32)
holds for all w ∈W0(V, V ∗), then necessarily v = 0.
Proof. Define the operator A˜(t) : V (t)→ V ∗(t) by
〈A˜(t)v(t), η(t)〉V ∗(t),V (t) := 〈A(t)η(t), v(t)〉V ∗(t),V (t)
and identify (A˜v)(t) = A˜(t)v(t). Take w = η ∈ DV in (1.32) and rearrange to give
(Lη˙, v)L2H
= (Lv, η˙)L2H
= −〈A˜v, η〉L2
V ∗ ,L
2
V
− 〈Λv, η〉L2
V ∗ ,L
2
V
= −〈A˜v − ΛLv + Λv, η〉L2
V ∗ ,L
2
V
− 〈ΛLv, η〉L2
V ∗ ,L
2
V
where we used the symmetric property of L(t). (We could not simply have used
A in place of A˜ above because a(t; ·, ·) may not be symmetric.) This tells us that
∂•(Lv) = A˜v − ΛLv + Λv ∈ L2V ∗ , and so Lv ∈W (V, V ∗) (we already have Lv ∈ L2V
from (L5)). So
〈∂•(Lv), η〉L2
V ∗ ,L
2
V
= 〈(A˜− ΛL+ Λ)v, η〉L2
V ∗ ,L
2
V
∀η ∈ DV .
By the density of D((0, T );V0) ⊂ L2(0, T ;V0), we have the density of DV ⊂ L2V ,
which implies
〈∂•(Lv), w〉L2
V ∗ ,L
2
V
= 〈(A˜− ΛL+ Λ)v, w〉L2
V ∗ ,L
2
V
∀w ∈ L2V . (1.33)
If in particular w ∈ W0(V, V ∗), then we can use (1.32) on the right hand side of
(1.33) to give
〈Lw˙, v〉L2
V ∗ ,L
2
V
+〈∂•(Lv), w〉L2
V ∗ ,L
2
V
+〈Λw,Lv〉L2
V ∗ ,L
2
V
= 0 ∀w ∈W0(V, V ∗). (1.34)
Using (L(t)w(t), v(t))H(t) = (L(t)v(t), w(t))H(t), we have
d
dt
(L(t)w(t), v(t))H(t) = 〈∂•(L(t)v(t)), w(t)〉V ∗(t),V (t) + 〈w˙(t), L(t)v(t)〉V ∗(t),V (t)
+ 〈Λ(t)w(t), L(t)v(t)〉H∗(t),H(t)
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to which an application of (L2) shows us that (1.34) is exactly∫ T
0
d
dt
(L(t)w(t), v(t))H(t) = (L(T )w(T ), v(T ))H(T ) = 0
for all w ∈W0(V, V ∗). Thus we have shown that v(T ) = 0.
Let 0 > γ ∈ R and set w(t) = vγ(t) = e−γtv(t) in (1.33) to obtain
0 = 〈∂•(Lv), vγ〉L2
V ∗ ,L
2
V
− 〈(A˜− ΛL+ Λ)v, vγ〉L2
V ∗ ,L
2
V
. (1.35)
We showed that Lv ∈ W (V, V ∗) earlier; by (L6), v ∈ W (V, V ∗) too, and so we can
apply (L7) to the first term on the right hand side of (1.35):
〈∂•(Lv), vγ〉L2
V ∗ ,L
2
V
= 〈L˙v, vγ〉L2
V ∗ ,L
2
V
+ 〈Lv˙, vγ〉L2
V ∗ ,L
2
V
= 〈L˙v, vγ〉L2
V ∗ ,L
2
V
+
1
2
(
〈Lv˙, vγ〉L2
V ∗ ,L
2
V
+ 〈Lv˙γ , v〉L2
V ∗ ,L
2
V
)
+
1
2
γ(Lv, vγ)L2H
(follows like the equation (1.30))
≤ 1
2
〈L˙v, vγ〉L2
V ∗ ,L
2
V
− 1
2
〈Λvγ , Lv〉L2
V ∗ ,L
2
V
+
1
2
γ(Lv, vγ)L2H
.
(since v(T ) = 0 and by coercivity of L(0))
Note that (L8) together with Young’s inequality implies
〈L˙(t)v(t), v(t)〉V ∗(t),V (t) ≤ ‖L˙(t)v(t)‖V ∗(t)‖v(t)‖V (t) ≤ C5‖v(t)‖H(t)‖v(t)‖V (t)
≤ C‖v(t)‖2H(t) + ‖v(t)‖2V (t).
Using this and the previous inequality, (1.35) becomes
0 ≤ 〈L˙v, vγ〉L2
V ∗ ,L
2
V
+ 〈Λvγ , Lv〉L2
V ∗ ,L
2
V
+ γ(Lv, vγ)L2H
− 2〈(A˜+ Λ)v, vγ〉L2
V ∗ ,L
2
V
=
∫ T
0
e−γt〈L˙(t)v(t), v(t)〉V ∗(t),V (t) +
∫ T
0
e−γtλ(t;L(t)v(t), v(t))
+
∫ T
0
γe−γt(L(t)v(t), v(t))H(t) − 2
∫ T
0
e−γt〈(A˜(t) + Λ(t))v(t), v(t)〉V ∗(t),V (t)
≤ (C1 + γC2)
∫ T
0
e−γt ‖v(t)‖2H(t) − 2Ca
∫ T
0
e−γt ‖v(t)‖2V (t)
using the bound on λ(t; ·, ·) and the assumptions (L3), (L4) and (A1) (coercivity).
If we pick γ = −C1C2 , it follows that v = 0 in L2V .
Proof of Theorem 1.4.1. The inf-sup condition (which is an easy consequence of
Lemma 1.5.5) in combination with Lemma 1.5.6 furnishes the requirements of the
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Banach–Necˇas–Babusˇka theorem (Theorem 1.5.1) thus yielding the existence and
uniqueness of a solution w ∈W0(V, V ∗) to
Lw˙ +Aw + Λw = f˜
w(0) = 0
where f˜ ∈ L2V ∗ is arbitrary. Hence, we have well-posedness of (P0) with the estimate
‖w‖W (V,V ∗) ≤ C‖f˜‖L2V ∗ .
From this well-posedness result, we also obtain unique solvability of (P) by setting
u = w + y˜ (note that w depends on y˜), with the solution u ∈W (V, V ∗) satisfying
‖u‖W (V,V ∗) ≤ C
(
‖f‖L2
V ∗
+ ‖u0‖H0
)
.
1.6 Galerkin approximation
In this section we abstract the pushed-forward Galerkin method used in [48] for the
advection-diffusion equation on an evolving hypersurface.
1.6.1 Finite-dimensional spaces
Let {χ0j}j∈N be the basis of V0 described in Assumption 1.4.2 and recall that χtj :=
φt(χ
0
j ). The next lemma follows easily.
Lemma 1.6.1. The set {χtj}j∈N is a countable basis of V (t).
The next result is an extremely useful property of the basis functions that
follows from Remark 1.2.32 (see [48] for the finite element analogue).
Lemma 1.6.2 (Transport property of basis functions). The basis {χtj}j∈N satisfies
the transport property
χ˙tj = 0.
We now construct the approximation spaces in which the discrete solutions
lie.
Definition 1.6.3 (Approximation spaces). For each N ∈ N and each t ∈ [0, T ],
define
VN (t) = span{χt1, ..., χtN} ⊂ V (t).
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Clearly VN (t) ⊂ VN+1(t) and
⋃
j∈N Vj(t) is dense in V (t). Define
L2VN = {u ∈ L2V | u(t) =
N∑
j=1
αj(t)χ
t
j where αj : [0, T ]→ R}.
Similarly, L2VN ⊂ L2VN+1 , and we shall state a density result below which follows
from the density of the embedding
⋃
j∈N L
2(0, T ;Vj(0)) ⊂ L2(0, T ;V0) and from the
fact that L2(0, T ;Vj(0)) ⊂ L2(0, T ;Vj+1(0)).
Lemma 1.6.4. The space
⋃
j∈N L
2
Vj
is dense in L2V .
Remark 1.6.5. If u ∈ L2VN and u(t) =
∑N
j=1 αj(t)χ
t
j with αj ∈ C1([0, T ]), then
u ∈ C1V with strong material derivative u˙(t) =
∑N
j=1 α
′
j(t)χ
t
j , and u˙ ∈ L2VN . Our
Galerkin ansatz (see below) has coefficients in a slightly less convenient space.
Galerkin ansatz. Later on, we construct finite-dimensional solutions which have
the form
uN (t) =
N∑
j=1
uNj (t)χ
t
j ∈ VN (t)
where the uNj : [0, T ]→ R turn out to be absolutely continuous coefficient functions
with u˙Nj ∈ L2(0, T ), i.e., uN ∈ C˜1V . It holds that uN ∈ L2V and by definition,
uN ∈ L2VN . By Remark 1.4.5, the material derivative of uN is u˙N ∈ L2VN with
u˙N (t) =
∑N
j=1 u˙
N
j (t)χ
t
j .
Definition 1.6.6 (Projection operators). For each t ∈ [0, T ], define a projection
operator P tN : H(t)→ VN (t) by the formula
(P tNu− u, vN )H(t) = 0 for all vN ∈ VN (t).
It follows that (P tN )
2 = P tN ,∥∥P tNu∥∥H(t) ≤ ‖u‖H(t)
and
P tNu→ u in H(t) for all u ∈ H(t). (1.36)
It is worth emphasising that our operators P tN are defined as Hilbert space
projections using the inner product without reference to an orthonormal eigenbasis.
That is, they are not defined by truncating an infinite eigenbasis expansion (except
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when t = 0). This is because the pushforward basis elements {χtj}j∈N are not neces-
sarily orthonormal in H(t) for t > 0 (this would have been a convenient property to
have but we persist with the χtj because they have the transport property χ˙
t
j = 0).
Remark 1.6.7. We could have relaxed the definition of the spaces VN (t) and instead
have asked for a family of finite-dimensional spaces {VN (0)}N∈N such that for all
N ∈ N,
(i) VN (0) ⊂ V0
(ii) dim(VN ) = N
(iii)
⋃
i∈N Vi(0) is dense in V0
(iv) For every v ∈ V0, there exists a sequence {vN}N∈N with vN ∈ VN (0) such that
‖vN − v‖V0 → 0.
Furthermore, we can define the spaces VN (t) := φt(VN (0)). The continuity of the
map φt implies that these spaces share the same properties (with respect to V (t))
as the VN (0) given above; in particular the density result⋃
N∈N
VN (t) is dense in V (t)
is true. Note that the basis of VN (t) does not necessarily have to be a subset of the
basis of VN+1(t); this is the situation in finite element analysis, for example, so this
relaxation can be useful for the purposes of numerical analysis. See [48], [49].
1.6.2 Galerkin approximation of (P)
We now proceed with the regularity result. With f ∈ L2H and u0 ∈ V0, the finite-
dimensional approximation is to find a unique uN ∈ L2VN with u˙N ∈ L2VN satisfying
l(t; u˙N (t), χ
t
j) + a(t;uN (t), χ
t
j) + λ(t;uN (t), χ
t
j) = (f(t), χ
t
j)H(t)
uN (0) = u0N
(1.37)
for all j ∈ {1, ..., N} and for almost every t ∈ [0, T ] (cf. the equation (P’)). Here,
u0N is as in Assumption 1.4.2.
Theorem 1.6.8 (Well-posedness of solutions to the finite-dimensional problem).
Under the hypotheses of Theorem 1.4.8, there exists a unique uN ∈ L2VN with u˙N ∈
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L2VN satisfying the finite-dimensional problem (1.37). With uN (t) =
∑N
i=1 u
N
i (t)χ
t
i,
the coefficient functions satisfy
uNi ∈ AC([0, T ])
u˙Ni ∈ L2(0, T ).
for all i ∈ {1, ..., N}.
Proof. Substitute uN (t) =
∑N
i=1 u
N
i (t)χ
t
i into (1.37) to yield
N∑
i=1
u˙Ni (t)lij(t) + u
N
i (t)(aij(t) + cij(t)) = fj(t) (1.38)
with lij(t) = l(t;χ
t
i, χ
t
j), aij(t) = a(t;χ
t
i, χ
t
j), λij(t) = λ(t;χ
t
i, χ
t
j) and fj(t) =
(f(t), χtj)H(t). Defining the vectors (u
N(t))i = u
N
i (t) and (F(t))i = fi(t), and ma-
trices (L(t))ij = lji(t), (A(t))ij = aji(t), and (Λ(t))ij = λji(t), we can write (1.38)
in matrix-vector form as
L(t)u˙N(t) + (A(t) + Λ(t))uN(t) = F(t).
Elementary considerations show that L(t)−1 exists with L(·)−1 ∈ L∞(0, T ;RN×N ),
so we can rearrange the system to
u˙N(t) + L(t)−1(A(t) + Λ(t))uN(t) = L(t)−1F(t). (1.39)
Note that F(·) ∈ L2(0, T ;RN ) and A(·) + Λ(·) ∈ L∞(0, T ;RN×N ). So the coeffi-
cients of (1.39) are all measurable in time, and we can apply standard theory that
guarantees the existence and uniqueness of uNj ∈ AC([0, T ]) with u˙Nj ∈ L2(0, T ),
and thus the existence and uniqueness of uN . The function uN ∈ C˜1V is a solution in
the sense that the derivative u˙N exists almost everywhere and the ODE is satisfied
almost everywhere.
The Galerkin approximation is equivalent to the discrete equation
l(t; u˙N (t), vN (t)) + a(t;uN (t), vN (t)) + λ(t;uN (t), vN (t)) = (f(t), vN (t))H(t) (P
′
d)
for all vN ∈ L2VN . We look for a priori estimates on uN and u˙N in appropriate
norms.
Lemma 1.6.9 (A priori estimate on uN ). Under the hypotheses of Theorem 1.4.8,
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the following estimate holds:
‖uN‖L2V ≤ C
(
‖u0‖H0 + ‖f‖L2V ∗
)
.
Remark 1.6.10. This a priori estimate is still valid under the hypotheses of The-
orem 1.4.1 if we pick uN (0) differently. See §1.6.4 for more.
Proof of Lemma 1.6.9. Picking vN = uN in (P
′
d) gives
l(t; u˙N , uN ) + a(t;uN , uN ) + λ(t;uN , uN ) = (f, uN )H(t),
which we integrate in time and apply the transport identity (1.26) to yield∫ T
0
1
2
d
dt
l(t;uN , uN ) + a(t;uN , uN ) + λ(t;uN , uN )− 1
2
m(t;uN , uN )
=
∫ T
0
(f, uN )H(t).
Using the boundedness (L3) and coercivity (L4) of l(t; ·, ·) leads to
Cc
2
‖uN (T )‖2H(T ) +
∫ T
0
a(t;uN , uN ) +
∫ T
0
λ(t;uN , uN )− 1
2
∫ T
0
m(t;uN , uN )
≤
∫ T
0
〈f, uN 〉V ∗(t),V (t) +
Cb
2
‖uN (0)‖2H0 ,
to which we use (A1) (the coercivity of a(t; ·, ·)), the boundedness of λ(t; ·, ·) and
m(t; ·, ·), and Young’s inequality with  > 0:
Cc
2
‖uN (T )‖2H(T ) +
C1
2
‖uN‖2L2V ≤
C2
2
‖uN‖2L2H +
1
2
‖f‖2L2
V ∗
+

2
‖uN‖2L2V
+
Cb
2
‖uN (0)‖2H0 .
That is,
Cc ‖uN (T )‖2H(T )+(C1−) ‖uN‖2L2V ≤
1

‖f‖2L2
V ∗
+C2 ‖uN‖2L2H+Cb ‖uN (0)‖
2
H0
, (1.40)
and if  is picked small enough, we can discard the second term on the left hand
side and then an application of Gronwall’s inequality yields
‖uN (t)‖2H(t) ≤ C4
(
‖f‖2L2
V ∗
+ ‖uN (0)‖2H0
)
.
Using this on (1.40) and utilising (B2) produces the desired estimate.
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Lemma 1.6.11 (A priori estimate on u˙N ). Under the hypotheses of Theorem 1.4.8,
the following estimate holds:
‖u˙N‖L2H ≤ C
(
‖u0‖V0 + ‖f‖L2H
)
.
Proof. In (P′d), pick vN = u˙N and use (L4) to get
C1 ‖u˙N‖2H(t) + as(t;uN , u˙N ) + an(t;uN , u˙N ) + λ(t;uN , u˙N ) ≤ (f, u˙N )H(t). (1.41)
Then using assumption (A7), (1.41) is
C1 ‖u˙N‖2H(t) +
1
2
d
dt
as(t;uN , uN ) ≤ (f, u˙N )H(t) +
1
2
r(t;uN )− an(t;uN , u˙N )
− λ(t;uN , u˙N ).
Integrating this yields
C1
∫ T
0
‖u˙N‖2H(t) +
1
2
as(T ;uN (T ), uN (T ))
≤
∫ T
0
(f, u˙N )H(t) +
1
2
∫ T
0
r(t;uN )−
∫ T
0
an(t;uN , u˙N )−
∫ T
0
λ(t;uN , u˙N )
+
1
2
as(0;uN (0), uN (0)).
where we used (A3). With (A6) (positivity of as(t; ·, ·)), the bound (A5) on as(0; ·, ·),
the bound (A8) on r(t; ·), the bound (A4) on an(t; ·, ·), the bound on λ(t; ·, ·) and
Young’s inequality with  > 0 and δ > 0, we get
C1 ‖u˙N‖2L2H ≤
1
2δ
‖f‖2L2H +
(
C2 +
C3
2
)
‖uN‖2L2V +
(δ + C3)
2
‖u˙N‖2L2H
+ C4 ‖uN (0)‖2V0
≤ 1
2δ
‖f‖2L2H + C5
(
C2 +
C3
2
)
(‖uN (0)‖2H0 + ‖f‖2L2H )
+
(δ + C3)
2
‖u˙N‖2L2H + C4 ‖uN (0)‖
2
V0
(by the first a priori bound)
=
(
1
2δ
+ C5
(
C2 +
C3
2
))
‖f‖2L2H + C5
(
C2 +
C3
2
)
‖uN (0)‖2H0
+
(δ + C3)
2
‖u˙N‖2L2H + C4 ‖uN (0)‖
2
V0
.
If  and δ are small, we can obtain the estimate by using the assumption (B3).
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1.6.3 Proof of regularity
By the estimates above, we obtain the convergence
uN ⇀ u in L
2
V
u˙N ⇀ w in L
2
H
(1.42)
for some u ∈ L2V and w ∈ L2H and for a subsequence which we have relabelled. Now
we show that in fact, w = u˙.
Lemma 1.6.12. In the context of the above convergence results, w = u˙.
Proof. By definition∫ T
0
〈u˙N (t), η(t)〉V ∗(t),V (t) = −
∫ T
0
(uN (t), η˙(t))H(t) −
∫ T
0
λ(t;uN (t), η(t)) (1.43)
holds for all η ∈ DV (0, T ). Since 〈·, η〉L2
V ∗ ,L
2
V
, (·, η˙)L2H , and 〈Λ(·), η〉L2V ∗ ,L2V are all
elements of L2V ∗ , using (1.42), we can pass to the limit in (1.43) to obtain∫ T
0
〈w(t), η(t)〉V ∗(t),V (t) = −
∫ T
0
(u(t), η˙(t))H(t) −
∫ T
0
λ(t;u(t), η(t)),
i.e., w = u˙.
Proof of Theorem 1.4.8. Given v ∈ L2V , by density, there is a sequence {vM} with
vM ∈ L2VM for each M such that
vM (t) =
M∑
j=1
αMj (t)χ
t
j and ‖vM − v‖L2V → 0.
For j = 1, ..., N, consider the equation (1.37):
l(t; u˙N (t), χ
t
j) + a(t;uN (t), χ
t
j) + λ(t;uN (t), χ
t
j) = (f(t), χ
t
j)H(t).
If M ≤ N , then vM ∈ L2VN and we multiply the above by αMj (t) and sum up to get
l(t; u˙N (t), vM (t)) + a(t;uN (t), vM (t)) + λ(t;uN (t), vM (t)) = (f(t), vM (t))H(t).
By the bounds on the respective bilinear forms, we see that 〈L(·), vM 〉, 〈A(·), vM 〉,
and 〈Λ(·), vM 〉 are elements of L2V ∗ , so we obtain after integrating the above equation
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and taking the limit as N →∞ the equation∫ T
0
l(t; u˙(t), vM (t)) + a(t;u(t),vM (t)) + λ(t;u(t), vM (t)) =
∫ T
0
(f(t), vM (t))H(t).
Now note that as a function of vM , each term in the above equation is an element
of L2V ∗ again because of the bounds on l(t; ·, ·), a(t; ·, ·) and λ(t; ·, ·). So we send
M →∞, bearing in mind that vM strongly converges to v in L2V :∫ T
0
l(t; u˙(t), v(t)) + a(t;u(t), v(t)) + λ(t;u(t), v(t)) =
∫ T
0
(f(t), v(t))H(t).
Hence u ∈W (V,H) is a solution. Let us now check the initial condition. Let w ∈ V0,
take ζ ∈ C1[0, T ] with ζ(T ) = 0, and set v(t) = ζ(t)φtw; we see that v ∈ L2V . Since
w ∈ V0, there exist coefficients αj with w =
∑∞
j=1 αjχ
0
j , so
v(t) = ζ(t)
∞∑
j=1
αjχ
t
j . (1.44)
The sequence {vN}N∈N defined by
vN (t) = ζ(t)
N∑
j=1
αjχ
t
j (1.45)
is such that vN ∈ L2VN and satisfies ‖vN − v‖L2V → 0 by definition of w as an infinite
sum. Similarly, we can show that v˙N → v˙ in L2V . Using the identity (1.26) with v
chosen as in (1.44), we see that
−l(0;u(0), v(0))+
∫ T
0
a(t;u(t), v(t)) + λ(t;u(t), v(t))
=
∫ T
0
(f(t), v(t))H(t) + l(t;u(t), v˙(t)) +m(t;u(t), v(t)). (1.46)
Similarly, with vN chosen as in (1.45) in the Galerkin equation (P
′
d), to which we
again apply (1.26) and integrate to obtain
−l(0;uN (0),vN (0)) +
∫ T
0
a(t;uN (t), vN (t)) + λ(t;uN (t), vN (t))
=
∫ T
0
(f(t), vN (t))H(t) + l(t;uN (t), v˙N (t)) +m(t;uN (t), vN (t)).
Using uN ⇀ u, vN → v, v˙N → v˙, and (B1), we may pass to the limit in this equation
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and a comparison of the result to (1.46) will tell us that
l(0;u0 − u(0), ζ(0)w) = 0.
The arbitrariness of w ∈ V0 and the density of V0 in H0 yield the result.
The stability estimate follows directly from the estimates in Lemmas 1.6.9
and 1.6.11. That the solution is unique follows by a straightforward adaptation of
the standard technique.
1.6.4 Second sketch proof of existence
Sketch proof of Theorem 1.4.1. We can take the Galerkin approximation of (1.28)
and instead of picking the initial data of uN to be u0N we pick uN (0) = P
0
N (u0),
where P 0N is the projection operator in Definition 1.6.6. We still obtain the uniform
bound of Lemma 1.6.9, which implies that
uN ⇀ u in L
2
V (1.47)
for some u ∈ L2V . An equation similar to (P′d) will hold, in which we pick vN (t) = χtj ,
where j ∈ {0, ..., N}, and multiplying by ζ ∈ C1[0, T ] with ζ(T ) = 0, we get
l(t; u˙N , ζχj) + a(t;uN , ζχj) + λ(t;uN , ζχj) = 〈f, ζχj〉V ∗(t),V (t),
and then integrating, using the transport formula (1.26), and passing to the limit
with the help of (1.47) and (1.36):
−
∫ T
0
l(t;u(t), ζ ′(t)χtj) + a(t;u(t), ζ(t)χ
t
j) + λ(t;u(t), ζ(t)χ
t
j)−m(t;u(t), ζ(t)χtj)
=
∫ T
0
〈f(t), ζ(t)χtj〉V ∗(t),V (t) + l(0;u0, ζ(0)χ0j ). (1.48)
Now, we can write an arbitrary element of V0 as v =
∑∞
i=1 αjχ
0
j . By definition, the
sequence vn =
∑n
i=1 αjχ
0
j converges to v in V0. It follows that φtvn → φtv in V (t).
Letting ζ(0) = 0, multiplying (1.48) by αj and summing over j gives us∫ T
0
ζ ′(t)l(t;u(t), φtvn)
= −
∫ T
0
ζ(t)〈f(t)−A(t)u(t)− Λ(t)u(t) +M(t)u(t), φtvn〉V ∗(t),V (t). (1.49)
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It is not difficult to see that the dominated convergence theorem applies and we can
pass to the limit in (1.49) to obtain∫ T
0
ζ ′(t)l(t;u(t), φtv)
= −
∫ T
0
ζ(t)〈f(t)−A(t)u(t)− Λ(t)u(t) +M(t)u(t), φtv〉V ∗(t),V (t).
If we further let ζ ∈ D(0, T ), this is precisely the statement
d
dt
l(t;u(t), φtv) = 〈f(t)−A(t)u(t)− Λ(t)u(t) +M(t)u(t), φtv〉V ∗(t),V (t)
in the weak sense. This is true for every v ∈ V0, and because f −Au−Λu ∈ L2V ∗ , by
Lemma 1.3.5, Lu˙+A+ Λu = f holds as an equality in L2V ∗ with u ∈W (V, V ∗).
52
Chapter 2
Applications of the abstract
framework to evolving surfaces
and domains
2.1 Introduction
The purpose of this chapter is twofold: first, to give an account of how the abstract
framework that we developed above to handle linear parabolic equations on abstract
evolving Hilbert spaces can be applied to the case of Lebesgue–Sobolev–Bochner
spaces on moving hypersurfaces (and domains), and second, to use the power of this
framework to study four different parabolic equations posed on moving hypersur-
faces. We begin by starting with a surface heat equation on an evolving compact
hypersurface without boundary, and the following on an evolving domain: a bulk
equation, a coupled bulk-surface system and a problem with a dynamic boundary
condition. The first three problems are relevant to physical applications and the
last problem is more of a toy model which nonetheless is extremely useful for a later
application in Chapter 4; we will motivate these problems in greater detail later.
To formulate these problems, we obviously first need to discuss hypersurfaces
and Sobolev spaces defined on hypersurfaces. For reasons of space we shall only
briefly touch upon the theory here in §2.2 and refer the reader to [50, 42, 127, 70, 109]
for more details on analysis on surfaces; we emphasise the text [109] which contains
a detailed overview of the essential facts.
We shall give the equations we wish to study in §2.3. In §2.4, we discuss in
detail realisations of the abstraction to the concrete case of moving domains (which
are a special case of evolving flat hypersurfaces) and evolving curved hypersurfaces,
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i.e., we show that the abstract framework is applicable for moving hypersurfaces.
Then, we finish in §2.5 by proving the well-posedness of the four problems introduced
in §2.3.
2.2 Evolving hypersurfaces and Sobolev spaces
Hypersurfaces Recall that Γ is an n-dimensional Ck hypersurface in Rn+1 if for
each x ∈ Γ, there is an open set U ⊂ Rn+1 with x ∈ U and a function Ψ ∈ Ck(U)
with ∇Ψ 6= 0 on Γ ∩ U and
Γ ∩ U = {x ∈ U | Ψ(x) = 0}.
A parametrised Ck hypersurface in Rn+1 is a map ψ ∈ Ck(Y ;Rn+1) where Y ⊂ Rn
is a connected open set with rank(Dψ(y)) = n for all y ∈ Y . Locally, parametrised
hypersurfaces and hypersurfaces are the same [119, Chapter 15]. We call Γ a Ck
hypersurface with boundary ∂Γ if Γ\∂Γ is a Ck hypersurface and if for every x ∈ ∂Γ,
there exists an open set U ⊂ Rn+1 with x ∈ U and a homeomorphism ψ : H → Γ∩U ,
where H := B1(0) ∩ {y = (y1, ..., yn) ∈ Rn | yn ≤ 0}, with ψ(0) = x and
1. rank(Dψ(y)) = n for all y ∈ H
2. ψ(B1(0) ∩ {y = (y1, ..., yn) ∈ Rn | yn < 0}) ⊂ Γ\∂Γ
3. ψ(B1(0) ∩ {y = (y1, ..., yn) ∈ Rn | yn = 0}) ⊂ ∂Γ.
See [119, Chapter 20]. A compact hypersurface has no boundary. We say Γ is a
compact hypersurface with boundary ∂Γ if Γ is a hypersurface with boundary ∂Γ
and Γ ∪ ∂Γ is compact. Throughout this work we assume that Γ is orientable with
unit normal ν. We say Γ is flat if the normal ν is same everywhere on Γ.
Sobolev spaces Suppose that Γ is an n-dimensional compact Ck hypersurface in
Rn+1 with k ≥ 2 and smooth boundary ∂Γ. We can define L2(Γ) in the natural
way: it consists of the set of measurable functions f : Γ→ R such that
‖f‖L2(Γ) :=
(∫
Γ
|f(x)|2 dσ(x)
) 1
2
<∞,
where dσ is the surface measure on Γ (which we often omit). We will use the
notation ∇Γ = (D1, ..., Dn+1) to stand for the surface gradient on a hypersurface Γ,
and ∆Γ := ∇Γ · ∇Γ will denote the Laplace–Beltrami operator. The integration by
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parts formula for functions f ∈ C1(Γ;Rn+1) is∫
Γ
∇Γ · f =
∫
Γ
f ·Hν +
∫
∂Γ
f · µ
where H is the mean curvature and µ is the unit conormal vector which is normal
to ∂Γ and tangential to Γ. Now if ψ ∈ C1c (Γ), then this formula implies∫
Γ
fDiψ = −
∫
Γ
ψDif +
∫
Γ
fψHνi for i = 1, ..., n+ 1,
with the boundary term disappearing due to the compact support. This relation
is the basis for defining weak derivatives. We say f ∈ L2(Γ) has weak derivative
gi =: Dif ∈ L2(Γ) if for every ψ ∈ C1c (Γ),∫
Γ
fDiψ = −
∫
Γ
ψgi +
∫
Γ
fψHνi
holds. Then we can define the Sobolev space
H1(Γ) = {f ∈ L2(Γ) | Dif ∈ L2(Γ), i = 1, ..., n+ 1}
with ‖f‖2H1(Γ) := ‖f‖2L2(Γ) + ‖∇Γf‖2L2(Γ) . The above applies to compact hypersur-
faces too; in this case the boundary terms in the integration by parts are simply
not there. We write H−1(Γ) for the dual space of H1(Γ) when Γ is a compact
hypersurface.
We shall also need a fractional-order Sobolev space. Let Ω ⊂ Rn be a
bounded Lipschitz domain with boundary ∂Ω. Define the space
H
1
2 (∂Ω) = {u ∈ L2(∂Ω) |
∫
∂Ω
∫
∂Ω
|u(x)− u(y)|2
|x− y|n dσ(x)dσ(y) <∞}.
This is a Hilbert space with the inner product
(u, v)
H
1
2 (∂Ω)
=
∫
∂Ω
u(x)v(x) dσ(x)
+
∫
∂Ω
∫
∂Ω
(u(x)− u(y))(v(x)− v(y))
|x− y|n dσ(x)dσ(y).
See [109, §2.4] and [43, §3.2] for details. The notation
|u|
H
1
2 (∂Ω)
=
(∫
∂Ω
∫
∂Ω
|u(x)− u(y)|2
|x− y|n dσ(x)dσ(y)
) 1
2
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for the seminorm is convenient. Now, recall the standard Green’s formula:∫
∂Ω
∂v
∂ν
w =
∫
Ω
∇v∇w +
∫
Ω
w∆v ∀v ∈ H2(Ω), ∀w ∈ H1(Ω).
When Ω is of class C1, this formula leads us to define a (weak) normal derivative
for functions v ∈ H1(Ω) with ∆v ∈ L2(Ω) as the element ∂v/∂ν ∈ H− 12 (∂Ω) :=
(H
1
2 (∂Ω))∗ determined by〈
∂v
∂ν
, w
〉
H−
1
2 (∂Ω),H
1
2 (∂Ω)
:=
∫
Ω
∇v∇E(w) +
∫
Ω
E(w)∆v ∀w ∈ H 12 (∂Ω), (2.1)
where E(w) ∈ H1(Ω) is an extension of w ∈ H 12 (∂Ω); the functional ∂v/∂ν is
independent of the extension used for w. See [43, §5.5.1] for more details on this.
Evolving hypersurfaces We say that {Γ(t)}t∈[0,T ] is an evolving hypersurface if
for every t0 ∈ [0, T ], there exist open sets I = (t0 − δ, t0 + δ) for some δ > 0 and
U ⊂ Rn+1 and a map Ψ: I ×U → R such that ∇Ψ(t, x) 6= 0 for x ∈ Γ(t) and t ∈ I,
and
Γ(t) ∩ U = {x ∈ U | Ψ(t, x) = 0} for t ∈ I.
The normal velocity of a hypersurface Γ(t) := {x ∈ Rn+1 | Ψ(x, t) = 0} defined by
a (global) level set function is given by
wν = − Ψt|∇Ψ|
∇Ψ
|∇Ψ| .
Remark 2.2.1. It is important to note that the normal velocity is sufficient to define
the evolution of a compact hypersurface. However, a parametrised hypersurface
would require the prescription of the full velocity of the parametrisation.
Remark 2.2.2. Consider an evolving hypersurface with boundary. In this case, we
need the normal velocity of the surface and the conormal velocity of the boundary
in order to describe the evolution. The normal velocity of the surface must agree
with the normal velocity of the boundary.
Remark 2.2.3. An evolving bounded domain {Ω(t)} in Rn can be viewed as an
evolving flat hypersurface with boundary {Ωˆ(t)} in Rn+1 (though we choose not to
use this viewpoint in this thesis). If we embed each Ω(t) into the same hyperplane
of Rn+1 (for example, Ωˆ(t) = {(x1, ..., xn, 0) | (x1, ..., xn) ∈ Ω(t)}), then the normal
velocity wν of Ωˆ(t) is zero.
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In order to describe the evolution of a hypersurface, it is also useful to assume
that there exists a map F (·, t) : Γ(0) → Γ(t) which is a diffeomorphism for each
t ∈ [0, T ] satisfying F (·, 0) ≡ Id and ddtF (·, t) = w(F (·, t), t). Here we say that w is
the material velocity field and write
w = wν + wa (2.2)
where wν is the given normal velocity of the evolving hypersurface and wa is a given
tangential velocity field.
In the next two definitions, we suppose that u is a sufficiently smooth function
defined on {Γ(t)}t∈[0,T ] (see §2.4.1 later).
Definition 2.2.4 (Normal time derivative). Suppose that the hypersurface {Γ(t)}
evolves with a normal velocity wν . The normal time derivative is defined by
∂◦u := ut +∇u ·wν .
Definition 2.2.5 (Material derivative). Suppose that the hypersurface Γ(t) evolves
with a normal velocity wν . Given a tangential velocity field wa, with w as in (2.2),
the material derivative is defined by
∂•u := ut +∇u ·w. (2.3)
We also write u˙ for ∂•u. See [33, 35].
Remark 2.2.6 (Velocity fields). It is useful to note that there are different notions
of velocities for an evolving hypersurface.
• Suppose that the velocity w of an evolving compact hypersurface is purely
tangential (so w · ν = 0). In this case, material points on the initial surface
get transported across the surface over time but the surface remains the same.
One can see this for a sufficiently smooth initial surface Γ0 by supposing that
Γ0 is the zero-level set of a function Ψ: Rn+1 → R:
Γ0 = {x ∈ Rn+1 | Ψ(x) = 0}.
Let P be a material point on Γ0 and γ(t) denote the position of P at time
t, with γ(t) ∈ Γ(t). Then a purely tangential velocity means that ∇Ψ(γ(t)) ·
γ′(t) = 0, but this is precisely
d
dt
Ψ(γ(t)) = 0,
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Γ0
Γ(t)
Figure 2.2.1: A sketch of the evolution of two material points on an evolving curve.
The normal motion is given by the blue arrows and the tangential motion is given
by the red arrows.
so the point persists in being a zero of the level set. Since P was arbitrary, we
conclude that Γ(t) coincides with Γ0 for all t ∈ [0, T ], i.e.,
Γ(t) = {x ∈ Rn+1 | Ψ(x) = 0}.
• In applications, there may be a physical velocity
wν + wτ ,
where wν is the normal component and wτ is the tangential component. The
tangential velocity may be associated with the motion of physical material
points and may be relevant to the mathematical models of processes on the
surface.
• The velocity field (2.2) defines the path that points on the initial surface take
with respect to the mapping F . In finite element analysis, it may be necessary
to choose the tangential velocity wa in an ALE approach so as to yield a shape-
regular or adequately refined mesh. See [59] and [50, §5.7] for more details on
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this. One may wish to use this physical tangential velocity to define the map
F . In writing down PDEs on evolving surfaces it is important to distinguish
these notions.
• In certain situations, it can be useful to consider on an evolving surface a
boundary velocity wb which we can extend (arbitrarily) to the interior. In
the case of flat hypersurfaces with wν ≡ 0 (this is the case when an evolving
domain in Rn is viewed like in Remark 2.2.3), the conormal component of the
arbitrary velocity must agree with the conormal component of the boundary
velocity wb, otherwise the velocities map to two different surfaces.
2.3 The equations
We now state the equations we will study. Three of the problems are posed on
evolving bounded open sets in Rn. In this case, we shall denote by Ω(t) the evolving
domain and Γ(t) will denote the evolving compact hypersurface ∂Ω(t). In the equa-
tions given below, w is a velocity field which has a normal component wν agreeing
with the normal velocity of the evolving hypersurface or domain associated to the
problem and an arbitrary tangential component wa.
Surface heat equation Suppose we have an evolving compact hypersurface Γ(t)
that evolves with normal velocity wν . Given a surface flux q, we consider the
conservation law
d
dt
∫
M(t)
u = −
∫
∂M(t)
q · µ
on an arbitrary portion M(t) ⊂ Γ(t), where µ denotes the conormal on ∂M(t).
Without loss of generality we can assume that q is tangential. This conservation
law implies the pointwise equation ut +∇u ·wν + u∇Γ ·wν +∇Γ · q = 0. Assuming
that the flux is a combination of a diffusive flux and an advective flux, so that
q = −∇Γu + ubτ where bτ is an advective tangential velocity field, we obtain
ut +∇u ·wν + u∇Γ ·wν −∆Γu +∇Γu · bτ + u∇Γ · bτ = 0. Setting b = wν + bτ ,
and recalling (2.3), we end up with the surface heat equation
u˙−∆Γu+ u∇Γ · b +∇Γu · (b−w) = 0
u(0) = u0
(2.4)
supplemented with an initial condition u0 ∈ L2(Γ0). Clearly, this surface heat
equation is the archetypal example of a parabolic equation on a moving domain so
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fitting it into the framework is worthwhile. The heat equation on an evolving surface
was first considered by Dziuk and Elliott in [48] where well-posedness (in slightly
different function spaces) through a Galerkin method and finite element analysis
was done. These types of reaction-diffusion equations have an extensive literature;
let us name a few papers. See [9] for numerical analysis of such equations with a
nonlinear source term, [59] for an ALE evolving surface finite element method, [125]
for well-posedness and optimal control, and see also the introduction of Chapter 1
for many other references.
A bulk equation With f(t) : Ω(t) → R and u0 : Ω0 → R given, consider the
boundary value problem
u˙(t) + (b(t)−w(t)) · ∇u(t) + u(t)∇ · b(t)−D∆u(t) = f(t) on Ω(t)
u(t, ·) = 0 on Γ(t)
u(0, ·) = u0(·) on Ω0
(2.5)
where D > 0 is a constant and the physical material velocity b(t) : Ω(t) → Rn
is sufficiently smooth with ‖b(t)‖L∞(Ω(t)) ≤ C1 and ‖∇ · b(t)‖L∞(Ω(t)) ≤ C2 for
constants C1 and C2 uniform for all almost time. We refer the reader to [38] for
a formulation of balance equations on moving time-dependent bulk domains. The
problem (2.5) is a moving hypersurface version of a problem considered in [21] on
a moving domain. This type of equation is a first approximation of Navier–Stokes
equations describing fluid-structure interactions [21].
A coupled bulk-surface system In [55], the authors consider the well-posedness
of an elliptic coupled bulk-surface system on a (static) domain; we now extend this
to the parabolic case in a moving framework. These types of models arise in cell
biology and in particular in cellular signalling and metabolism which can be medi-
ated by membrane receptors in the interior that can diffuse on the boundary (the
cell membrane). There may also be diffusion processes on the boundary coupled to
diffusion processes in the interior [36]. These types of coupled bulk-surface problems
are abundant in the mathematical biology literature [88, 37, 103] and indeed these
applications are a rich source of interesting PDE problems for analysts. Recently,
a parabolic coupled bulk-surface system arising from modelling receptor-ligand dy-
namics in cells was shown to be well posed in [56] (on a stationary domain). A
number of free boundary problems were also derived as limits of certain parameters
in the coupled system. There, the coupling between the interior and the boundary
quantities is nonlinear. As a start, we will study a linear problem on an evolving
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domain.
Given f(t) : Ω(t) → R, g(t) : Γ(t) → R, u0 ∈ H1(Ω0) and v0 ∈ H1(Γ0), we
want to find solutions u(t) : Ω(t)→ R and v(t) : Γ(t)→ R of the coupled bulk-surface
system
u˙−∆Ωu+ u∇Ω ·w = f on Ω(t) (2.6)
v˙ −∆Γv + v∇Γ ·w +∇Ωu · ν = g on Γ(t) (2.7)
∇Ωu · ν = βv − αu on Γ(t) (2.8)
u(0) = u0 on Ω0 (2.9)
v(0) = v0 on Γ0 (2.10)
where α, β > 0 are constants. One can think of u and v as being chemical species
interacting through the Robin boundary condition (2.8). Note that we reused the
notation u for denoting the trace of u. We use the physical material velocity to define
the mapping F and assume there is just the one velocity field w which advects u
within Ω and v on Γ.
A dynamic boundary problem for an elliptic equation Given v0 ∈ L2(Γ0)
and f(t) ∈ H− 12 (Γ(t)), we consider the problem of finding a function v(t) : Ω(t)→ R
such that, with u(t) := v(t)|Γ(t) denoting the trace,
∆v(t) = 0 on Ω(t)
u˙(t) +
∂v(t)
∂ν(t)
+ u(t) = f(t) on Γ(t)
u(0) = v0 on Γ0
(2.11)
holds in a weak sense. Here we assume that Γ(t) evolves with the velocity w which
we suppose is a normal velocity. This is a natural (linearised) extension to evolving
domains of a problem considered by Lions in [84, §1.11.1]. One reason why problems
with dynamic boundary conditions are interesting is because (by definition) the
paraboic nature of the problem is found in the boundary of the domain and this
leads to a more interesting functional setting. It will turn out that this problem
can be formulated in the fractional Sobolev space H
1
2 (Γ(t)), meaning that we need
to check a number of technical assumptions on this kind of space in order to apply
the abstract framework. Doing this work here becomes enormously useful when we
study a fractional porous medium equation in Chapter 4.
With regards to other work, in [124] a heat equation with linear dynamical
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boundary conditions is treated on a bounded domain, where well- and ill-posedness
results are given. In [126], the problem studied is a Laplace equation with zero
Dirichlet and nonlinear dynamical boundary conditions on two disjoint parts of
the boundary of the domain, and the author proves existence through the use of
Dirichlet-to-Neumann maps like we also will do. The latter paper also contains
many references for the curious reader. Both papers are in the setting of stationary
domains, so our work, though linear, is new.
In order to formulate these equations in an appropriate weak sense and carry
out the analysis, we will need Bochner-type function spaces for evolving hypersur-
faces and the associated theory. This is done in the next section.
2.4 Function spaces on evolving hypersurfaces and do-
mains
We now discuss evolving compact hypersurfaces (as defined in §2.2) and evolving
domains in the context of the abstract framework presented in Chapter 1.
2.4.1 Evolving compact hypersurfaces
For each t ∈ [0, T ], let Γ(t) ⊂ Rn+1 be a compact (i.e., no boundary) n-dimensional
hypersurface of class C2, and assume the existence of a flow Φ: [0, T ]×Rn+1 → Rn+1
such that for all t ∈ [0, T ], with Γ0 := Γ(0), the map Φ0t (·) := Φ(t, ·) : Γ0 → Γ(t) is
a C2-diffeomorphism that satisfies
d
dt
Φ0t (·) = w(t,Φ0t (·))
Φ00(·) = Id(·),
(2.12)
where the map w : [0, T ]×Rn+1 → Rn+1 is a velocity field (with normal component
agreeing with the normal velocity of Γ(t)), and we assume that it is C2 and satisfies
the uniform bound
|∇Γ(t) ·w(t)| ≤ C for all t ∈ [0, T ].
A normal vector field on the hypersurface is denoted by ν : [0, T ] × Rn+1 → Rn+1.
Let V (t) = H1(Γ(t)) and H(t) = L2(Γ(t)). We define the pullback operator by
φ−tv = v ◦ Φ0t .
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By [125, Lemma 3.2], the map φ−t is such that
φ−t : L2(Γ(t))→ L2(Γ0) and φ−t : H1(Γ(t))→ H1(Γ0)
are linear homeomorphisms with the constants of continuity not dependent on t. We
denote by φ∗−t : H−1(Γ0)→ H−1(Γ(t)) the dual operator. The maps t 7→ ‖φtu‖X(t)
(for X = L2 and H1) are continuous [125, Lemma 3.3], thus we have compatibility
of the pairs (H,φ(·)) and (V, φ(·)|V ), and the spaces L2H = L2L2 , L2V = L2H1 and
L2V ∗ = L
2
H−1 are well-defined.
Let us now work out a formula for the strong material derivative. Note
that, by the smoothness of Γ(t), any function u : Γ(t) → R can be extended to a
neighbourhood of the space time surface ∪t∈[0,T ]Γ(t)×{t} in Rn+2 in which ∇u and
ut for the extension are well-defined (see for example [50, §2.2]). The derivative of
the pullback of a function u ∈ C1V is
d
dt
φ−tu(t) =
d
dt
u(t,Φ0t (y)) = ut(t,Φ
0
t (y)) +∇u|(t,Φ0t (y)) ·w(t,Φ
0
t (y))
= φ−tut(t, y) + φ−t(∇u(t, y)) · φ−t(w(t, y)), y ∈ Γ0
giving u˙(t, x) = ut(t, x) +∇u(t, x) ·w(t, x) for x ∈ Γ(t). The expression on the right
hand side is independent of the extension. It is clear that our definition of the strong
material derivative coincides with the well-established definition (2.3).
We denote by J0t the change of area element when transforming from Γ0 to
Γ(t), i.e., for any integrable function ζ : Γ(t)→ R∫
Γ(t)
ζ =
∫
Γ0
(ζ ◦ Φ0t )J0t =
∫
Γ0
φ−tζJ0t .
Using the transport identity
d
dt
∫
G(t)
ζ(t)
∣∣∣
t
=
∫
G(t)
ζ˙(t) + ζ(t)∇G(t) ·w(t)
on any portion G ⊂ Γ with points that move with the velocity field w (for instance,
see [48]) one can easily show that
d
dt
J0t = φ−t(∇Γ(t) ·w(t))J0t . (2.13)
63
The field J0t is uniformly bounded by positive constants
1
CJ
≤ J0t (z) ≤ CJ for all z ∈ Γ0 and for all t ∈ [0, T ].
The L2(Γ(t)) inner product is
(u, v)L2(Γ(t)) =
∫
Γ(t)
uv =
∫
Γ0
φ−tuφ−tvJ0t .
The bilinear form bˆ(t; ·, ·) : H0 ×H0 → R (defined by (u, v)H(t) = bˆ(φ−tv, φ−tv)) is
bˆ(t;u0, v0) =
∫
Γ0
u0v0J
0
t ,
so the action of the operator Tt : H0 → H0 (see Definition 1.2.33 and Theorem
1.2.46) is just pointwise multiplication:
Ttu0 = J
0
t u0.
We see that the function θ from Assumptions 1.2.35 is
θ(t, u0) =
d
dt
‖φtu0‖2L2(Γ(t)) =
d
dt
∫
Γ0
u20J
0
t =
∫
Γ0
u20φ−t(∇Γ(t) ·w(t))J0t
=
∫
Γ(t)
(φtu0)
2∇Γ ·w(t),
where the cancellation of the Jacobian terms in the last equality is due to the inverse
function theorem. Now, v 7→ θ(t, v) is continuous because if vn → v in L2(Γ0), then
v2n → v2 in L1(Γ0) and so
|θ(t, vn)− θ(t, v)| ≤
∫
Γ0
|v2n − v2||φ−t(∇Γ(t) ·w(t))J0t | ≤ C
∥∥v2n − v2∥∥L1(Γ0) → 0.
Finally,
|θ(t, u0 + v0)− θ(t, u0 − v0)| =
∣∣∣∣4 ∫
Γ(t)
φtu0φtv0∇Γ(t) ·w(t)
∣∣∣∣
≤ C ‖u0‖L2(Γ0) ‖v0‖L2(Γ0) .
So we have checked Assumptions 1.2.35. Now if u0, v0 ∈ L2(Γ0),
λˆ(t;u0, v0) =
∂
∂t
bˆ(t;u0, v0) =
∫
Γ0
u0v0φ−t(∇Γ(t) ·w)J0t ,
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thus the bilinear form λ(t; ·, ·) of Definition 1.2.36 is
λ(t;u, v) =
∫
Γ0
φ−tuφ−tvφ−t(∇Γ(t) ·w)J0t =
∫
Γ(t)
uv∇Γ(t) ·w,
which, as claimed, is measurable in t and bounded on H(t)×H(t). So then u ∈ L2V
has a weak material derivative u˙ ∈ L2V ∗ if and only if∫ T
0
〈u˙(t), η(t)〉V ∗(t),V (t) = −
∫ T
0
∫
Γ(t)
u(t)η˙(t)−
∫ T
0
∫
Γ(t)
u(t)η(t)∇Γ(t) ·w(t)
holds for all η ∈ DV (0, T ) (cf. [125, 98]).
Finally, [125, Lemma 3.7] proves that T(·)u(·) ∈ W(V0, V ∗0 ) if and only if u ∈
W(V0, V ∗0 ), due to the fact that both J0(·) and its reciprocal 1/J0(·) are in C1([0, T ]×
Γ0). To see that the evolving space equivalence (Assumption 1.2.44) holds, take
u ∈ W(V0, V ∗0 ) and obtain by the product rule and (2.13) the identity
(J0t u(t))
′ = J0t u
′(t) + φ−t(∇Γ(t) ·w)J0t u(t).
Therefore, the maps Sˆ(t) and Dˆ(t) from Theorem 1.2.46 are Sˆ(t)u′(t) = J0t u′(t) and
Dˆ(t) ≡ 0. It follows by the smoothness of Φ0t and J0t that Sˆ(·)u′(·) ∈ L2(0, T ;V ∗0 ).
By Theorem 1.2.46, we have that the space W (V, V ∗) = {u ∈ L2H1 | u˙ ∈ L2H−1} is
indeed isomorphic to W(V0, V ∗0 ) and there is an equivalence of norms between
‖u‖W (V,V ∗) and
∥∥φ−(·)u(·)∥∥W(V0,V ∗0 ) .
See also [125, Lemma 3.9]. It is easy to see that W (V,H) and W(V0, H0) are also
equivalent.
2.4.2 Evolving domains
We discuss here what is common to the three examples on evolving domains and
leave the specifics and peculiarities to be detailed on a case-by-case basis as required.
For each t ∈ [0, T ], let Ω(t) ⊂ Rn be a bounded open and connected domain
of class C2 with boundary Γ(t). It is possible to view Ω(t) as an evolving flat hyper-
surface in Rn+1 (see Remark 2.2.3), though we choose not to follow this approach.
The boundary Γ(t) is an evolving compact (n− 1)-dimensional hypersurface in Rn.
We denote Ω0 := Ω(0) and Γ0 := Γ(0). For each t ∈ [0, T ], we assume the existence
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of a map Φ0t : Ω0 → Ω(t) such that Φ0t (Ω0) = Ω(t), Φ0t (Γ0) = Γ(t),
Φ0t : Ω0 → Ω(t) is a C2-diffeomorphism and Φ0(·) ∈ C2([0, T ]× Ω0).
We assume that Φ0t satisfies the ODE (2.12) on Ω0 for a C
2 velocity w (with the
normal part of w agreeing with the normal velocity of the domain) with |∇·w(t)| and
|∇Γ(t) ·w(t)| both bounded above uniformly in t, like before. We write Φt0 := (Φ0t )−1.
Definition 2.4.1. For functions u : Ω0 → R and v : Γ0 → R, define the restrictions
φΩ,tu = u ◦ Φt0|Ω0 and φΓ,tv = v ◦ Φt0|Γ0 .
We find that
φΩ,t : H
1(Ω0)→ H1(Ω(t)) and φΩ,t : L2(Ω0)→ L2(Ω(t))
are linear homeomorphisms with the constants of continuity not depending on t (we
can either adapt the proofs in [125] or use Problem 1.3.1 in [94]). One of the most
important terms in the solution space regime is the Jacobian J0Ω,(·) := detDΦ
0
(·) ∈
C1([0, T ] × Ω0); one can show that it satisfies much of the same properties (see
[21] for this) as the Jacobian term did in §2.4.1 for the case of compact hyper-
surfaces. Hence it is straightforward to adapt the proofs for the case of a domain
with boundary to yield the fulfilment of the evolving space equivalence Assumption
1.2.50 betweenW(H1(Ω0), (H1(Ω0))∗) and W (H1Ω, (H1Ω)∗), andW(H1(Ω0), L2(Ω0))
and W (H1Ω, L
2
Ω).
Furthermore, assuming
Φ0t : Γ0 → Γ(t) is a C2-diffeomorphism,
since the boundary Γ(t) is a C2 hypersurface, it satisfies the assumptions in §2.4.1
and so it follows that the maps
φΓ,t : H
1(Γ0)→ H1(Γ(t)) and φΓ,t : L2(Γ0)→ L2(Γ(t))
are also linear homeomorphisms with the constants of continuity not depending on
t. The trace map τt : H
1(Ω(t)) → L2(Γ(t)) (see [127, §I.8, Theorem 8.7]) will play
a prominent role. We need the following lemma to show that the constant in the
trace inequality is uniform in time.
Lemma 2.4.2. For all w ∈ H1(Ω0), the equality τt(φΩ,tw) = φΓ,t(τ0w) holds in
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L2(Γ(t)).
Proof. This is because τt(φΩ,twn) = φΓ,t(τ0wn) holds for all wn ∈ C1(Ω0) (one can
see this identity by using the fact that the same formula defines φΩ,t and φΓ,t and that
Φt0 maps boundary to boundary), in particular, it holds for wn ∈ C1(Ω0) ∩H1(Ω0)
such that wn → w in H1(Ω0). Then by continuity of the various maps, we can pass
to the limit and obtain the identity.
Now let u ∈ H1(Ω0). Using Lemma 2.4.2 and the properties of the maps φΓ,t
and φΩ,t, we obtain
‖τ0u‖L2(Γ0) ≥ C1 ‖φΓ,t(τ0u)‖L2(Γ(t)) = C1 ‖τt(φΩ,tu)‖L2(Γ(t))
and
‖u‖H1(Ω0) ≤ C2 ‖φΩ,tu‖H1(Ω(t)) ,
and these inequalities together with the trace inequality on Ω0 imply the existence
of CT such that
‖τtu‖L2(Γ(t)) ≤ CT ‖u‖H1(Ω(t)) ∀u ∈ H1(Ω(t)), ∀t ∈ [0, T ]. (2.14)
Remark 2.4.3. Observe that the velocity field w may have no physical or actual
relevance to a particular problem posed on an evolving hypersurface apart from
having the normal component of w agreeing with the normal velocity of the hyper-
surface (or domain). The tangential component of w can be chosen arbitrarily — a
fact which can exploited for numerics, as mentioned before in Remark 2.2.6. On the
other hand, w plays an indispensable role in the definition of the function spaces in
which we look for solutions.
2.5 Weak formulation and well-posedness
We are now in a position to prove the well-posedness of the equations in §2.3 in a
weak sense.
2.5.1 The surface advection-diffusion equation (2.4)
Let us assume for simplicity that b = w in (2.4); that is, the physical velocity
agrees with the velocity of the parametrisation. Let us suppose that Γ(t) possesses
the properties in §2.4.1. Availing ourselves of the framework in §2.4.1, the weak
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formulation of (2.4) asks to find u ∈W (V, V ∗) such that∫ T
0
〈u˙(t), v(t)〉H−1(Γ(t)),H1(Γ(t)) +
∫
Γ(t)
∇Γu(t) · ∇Γv(t) +
∫
Γ(t)
u(t)v(t)∇Γ ·w(t) = 0
holds for all v ∈ L2V . Here,
a(t;u, v) =
∫
Γ(t)
∇Γu · ∇Γv
which clearly satisfies the assumptions listed in Assumptions 1.3.3. Applying Theo-
rem 1.4.1, we obtain a unique solution u ∈W (V, V ∗). If instead we ask for u˙ ∈ L2H ,
in addition to requiring u0 ∈ H1(Γ0), we need to check Assumptions 1.4.2 and 1.4.6;
the former follows since for example we can take χ0j to be the eigenfunctions of the
Laplacian (see Remark 1.4.3). We take as ≡ a as defined above and set an ≡ 0.
Most of the remaining assumptions are easy to check. For (A3), we see from [48,
Lemma 2.2] that for η ∈ C∞V , the pointwise derivative
d
dt
∫
Γ(t)
|∇Γη(t)|2
=
∫
Γ(t)
(2∇Γη(t) · ∇Γη˙(t)− 2∇Γη(t)(DΓw(t))∇Γη(t) + |∇Γη(t)|2∇Γ ·w(t))
(2.15)
holds everywhere with (DΓw(t))ij := Djw
i(t). Since the right hand side of the above
expression is in L1(0, T ), we have that the derivative is in fact a weak derivative.
By a density argument, we find that the formula above holds in the weak sense also
for η ∈ C˜1V . Since the right hand side and the term being differentiated on the
left hand side are in L1(0, T ), it follows that t 7→ ∫Γ(t) |∇Γη(t)|2 has an absolutely
continuous representative with the pointwise a.e. derivative as above, giving (A7).
It is easy to see that
r(t; η) =
∫
Γ(t)
(−2∇Γη(DΓw(t))∇Γη + |∇Γη|2∇Γ ·w(t))
satisfies (A8). Finally, an application of Theorem 1.4.8 shows that u ∈W (V,H).
Remark 2.5.1. We mentioned in Remark 2.2.6 that if w is purely tangential, the
surface does not evolve. However, even in this situation, it can still be useful to
think of spaces of functions on Γ(t) ≡ Γ0 as H(t) and V (t) (i.e., still parametrised
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by t ∈ [0, T ]). Consider the surface heat equation
u˙−∆Γu+ u∇Γ ·w = f.
If w(t, ·) is a tangential velocity field, then this equation corresponds to
ut −∆Γu+ u∇Γ ·w + w · ∇Γu = f,
which could be advection-dominated (if w is sufficiently large) and potentially prob-
lematic for numerical computations. The first formulation, in which we make use of
H(t) and V (t) for each t ∈ [0, T ], avoids this issue.
2.5.2 The bulk equation (2.5)
Here, we use the notations and results of §2.4.2. Observe that the velocity field w
does not appear in the physical equation (2.5); w is an extension to the interior
(or bulk) of the boundary velocity, and the normal component of this boundary
velocity must agree with the normal velocity of Ω(t). For example, if the normal
velocity of Ω(t) were b · ν then w can be taken to be an extension of b · ν. In this
sense, w is not relevant to the physical problem but it is essential to the functional
setting we have built up (see Remark 2.4.3). Let V (t) = H10 (Ω(t)) and H(t) =
L2(Ω(t)). With φt referring to the map φΩ,t from Definition 2.4.1, it follows from
§2.4.2 that (H,φ(·)) and (V, φ(·)|V ) are compatible and that there is an evolving space
equivalence betweenW(V0, V ∗0 ) and W (V, V ∗). For convenience, set p := b−w. Our
weak formulation is: with f ∈ L2H and u0 ∈ V0, find u ∈W (V,H) such that∫ T
0
∫
Ω(t)
(u˙(t)v(t) + p(t) · ∇u(t)v(t) +∇ · b(t)u(t)v(t) +D∇u(t) · ∇v(t))
=
∫ T
0
∫
Ω(t)
f(t)v(t)
u(0) = u0
holds for all v ∈ L2V . Now, Assumption 1.4.2 holds just like in the previous example.
We need to check Assumptions 1.3.3 and 1.4.6. We have
a(t;u, v) =
∫
Ω(t)
p(t) · ∇uv + (∇ · b(t))uv +D∇u · ∇v
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with
as(t;u, v) =
∫
Ω(t)
D∇u · ∇v and an(t;u, v) =
∫
Ω(t)
((∇ · b(t))u+ p(t) · ∇u)v.
The boundedness of a(t; ·, ·) is easy, while coercivity can be shown by the use of
Young’s equality with :
a(t; v, v) ≥ D ‖∇v‖2L2(Ω(t)) −
C
2D
∥∥p2(t)∥∥
L∞(Ω(t)) ‖v‖2L2(Ω(t)) −
D
2
‖∇v‖2L2(Ω(t))
− ‖∇ · b(t)‖L∞(Ω(t)) ‖v‖2L2(Ω(t))
= −
(
C
2D
∥∥p2(t)∥∥
L∞(Ω(t)) + ‖∇ · b(t)‖L∞(Ω(t))
)
‖v‖2L2(Ω(t))
+
D
2
‖∇v‖2L2(Ω(t)) .
Coming to the term as(t; ·, ·); firstly, positivity and boundedness are obvious, and
absolute continuity and a.e. differentiability are the same as for the bilinear form
a(t; ·, ·) in the previous example:
d
dt
as(t; η(t), η(t)) = 2as(t; η˙(t), η(t)) + r(t; η(t))
for η ∈ C˜1V , where
r(t; η(t)) = D
∫
Ω(t)
(−2∇η(t)(Dw(t))∇η(t) + |∇η(t)|2∇ ·w(t))
which is obviously bounded. Finally, the uniform bound on an(t; ·, ·) : V (t)×H(t)→
R follows by the assumptions made on b in §2.3. With all the assumptions checked,
we apply Theorem 1.4.8 and find a unique solution u ∈W (V,H).
2.5.3 The coupled bulk-surface system (2.6)–(2.10)
We are again going to use the framework of §2.4.2. The setting up of the function
spaces is slightly more involved now.
Function spaces
Define the product Hilbert spaces
V (t) = H1(Ω(t))×H1(Γ(t)) and H(t) = L2(Ω(t))× L2(Γ(t))
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which we equip with the inner products
((ω1, γ1), (ω2, γ2))H(t) = (ω1, ω2)L2(Ω(t)) + (γ1, γ2)L2(Γ(t))
((ω1, γ1), (ω2, γ2))V (t) = (ω1, ω2)H1(Ω(t)) + (γ1, γ2)H1(Γ(t)).
Clearly V (t) ⊂ H(t) is continuous and dense and both spaces are separable. The
dual space of V (t) is V ∗(t) = (H1(Ω(t)))∗ ×H−1(Γ(t)) and the duality pairing is
〈(fω, fγ), (uω, uγ)〉V ∗(t),V (t) = 〈fω, uω〉(H1(Ω(t)))∗,H1(Ω(t)) + 〈fγ , uγ〉H−1(Γ(t)),H1(Γ(t)).
Define the map φt : H0 → H(t) by
φt((ω, γ)) = (φΩ,tω, φΓ,tγ)
where φΩ,t and φΓ,t are as defined previously. From §2.4.1 and §2.4.2, we find that
(H,φ(·)) and (V, φ(·)|V ) are compatible, and we have the evolving space equivalence
between W(V0, V ∗0 ) and W (V, V ∗).
To define the weak material derivative, note that because the inner product
on H(t) is a sum of the L2 inner products on Ω(t) and Γ(t), it follows that the
bilinear form λ(t; ·, ·) is
λ(t; (ω1, γ1), (ω2, γ2)) = λΩ(t;ω1, ω2) + λΓ(t; γ1, γ2)
with
λΩ(t;ω1, ω2) =
∫
Ω(t)
ω1ω2∇Ω ·w(t) and λΓ(t; γ1, γ2) =
∫
Γ(t)
γ1γ2∇Γ ·w(t)
being the bilinear forms associated with the material derivatives of the constituent
spaces of the product space.
Weak formulation and well-posedness
To obtain the weak form, we let (ω, γ) ∈ L2V and take the inner product of (2.6)
with ω and the inner product of (2.7) with γ:∫
Ω(t)
u˙ω +
∫
Ω(t)
∇Ωu · ∇Ωω −
∫
Γ(t)
ω∇Ωu · ν +
∫
Ω(t)
uω∇Ω ·w =
∫
Ω(t)
fω (2.16)∫
Γ(t)
v˙γ +
∫
Γ(t)
∇Γv · ∇Γγ +
∫
Γ(t)
vγ∇Γ ·w +
∫
Γ(t)
γ∇Ωu · ν =
∫
Γ(t)
gγ. (2.17)
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Multiplying (2.16) by α and (2.17) by β, taking the sum and substituting the bound-
ary condition (2.8), we end up with
α
∫
Ω(t)
u˙ω + β
∫
Γ(t)
v˙γ + α
∫
Ω(t)
∇Ωu · ∇Ωω + β
∫
Γ(t)
∇Γv · ∇Γγ + α
∫
Ω(t)
uω∇Ω ·w
+ β
∫
Γ(t)
vγ∇Γ ·w +
∫
Γ(t)
(βv − αu)(βγ − αω) = α
∫
Ω(t)
fω + β
∫
Γ(t)
gγ.
Defining the bilinear forms
l(t; (u˙, v˙), (ω, γ)) = α〈u˙, ω〉(H1(Ω(t)))∗,H1(Ω(t)) + β〈v˙, γ〉H−1(Γ(t)),H1(Γ(t))
a(t; (u, v), (ω, γ)) = α
∫
Ω(t)
∇Ωu · ∇Ωω +
∫
Γ(t)
β∇Γv · ∇Γγ + (βv − αu)(βγ − αω),
our weak formulation reads: given (f, g) ∈ L2H and (u0, v0) ∈ V0, find (u, v) ∈
W (V,H) such that∫ T
0
(l(t; (u˙, v˙), (ω, γ)) + a(t; (u, v), (ω, γ)) + λ(t; (u, v), (ω, γ)))
=
∫ T
0
((αf, αg), (ω, γ))H(t)
(u(0), v(0)) = (u0, v0)
(Pbs)
for all (ω, γ) ∈ L2V . Note that Assumption 1.4.2 holds due to the compactness of
V0 ⊂ H0. Let us now check Assumptions 1.3.2.
Assumptions (L1)–(L8) We can write
l(t; (u˙, v˙), (ω, γ)) = 〈L(t)(u˙, v˙), (ω, γ)〉V ∗(t),V (t) = 〈(αu˙, βv˙), (ω, γ)〉V ∗(t),V (t),
i.e., L(u˙, v˙) is the functional
∫ T
0 〈(αu˙(t), βv˙(t)), (·)(t)〉V ∗(t),V (t), which obviously sat-
isfies (L1). We see that L : L2H → L2H , and when (u˙, v˙) ∈ H(t),
〈L(t)(u˙, v˙), (ω, γ)〉 = ((αu˙, βv˙), (ω, γ))H(t),
so indeed L(t)|H(t) has range in H(t) and L(t)|V (t) has range in V (t). Assumptions
(L2)–(L5) are immediate, and (L6) also follows easily. For (L7) and (L8), note that
the map L˙ ≡ 0.
We also need to check Assumptions 1.3.3 and 1.4.6 on the bilinear form
a(t; ·, ·). Set vi = (ωi, γi) for i = 1, 2. Coercivity of a(t; ·, ·) (assumption (A1))
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is achieved with no great difficulty (one uses the L∞ bound on w · µ, the trace
inequality and Young’s inequality with ).
Assumption (A2) For boundedness of a(t; ·, ·), we start with
|a(t; v1,v2)| ≤ C ‖v1‖V (t) ‖v2‖V (t) +
∫
Γ(t)
|β2γ1γ2 + α2ω1ω2 − αβ(ω1γ2 + γ1ω2)|.
(2.18)
The trace inequality (2.14) allows us to estimate the last term of (2.18) as follows:∫
Γ(t)
|β2γ1γ2 + α2ω1ω2 − αβ(ω1γ2 + γ1ω2)|
≤ β2 ‖γ1‖L2(Γ(t)) ‖γ2‖L2(Γ(t)) + α2C2T ‖ω1‖H1(Ω(t)) ‖ω2‖H1(Ω(t))
+ αβCT
(
‖ω1‖H1(Ω(t)) ‖γ2‖L2(Γ(t)) + ‖γ1‖L2(Γ(t)) ‖ω2‖H1(Ω(t))
)
≤ C ‖(ω1, γ1)‖V (t) ‖(ω2, γ2)‖V (t) = C ‖v1‖V (t) ‖v2‖V (t) .
Assumptions (A7) and (A8) We do not require the splitting of a(t; ·, ·) into
a differentiable and non-differentiable part since a(t; ·, ·) is differentiable as shown
below (the absolute continuity follows like before). In view of this and Remark 1.4.7,
we still need to check (A7) and (A8). Let us define
aΩ(t;ω1, ω2) = α
∫
Ω(t)
∇Ωω1 · ∇Ωω2 and aΓ(t; γ1, γ2) = β
∫
Γ(t)
∇Γγ1 · ∇Γγ2,
so that
a(t; (ω1, γ1), (ω2, γ2)) = aΩ(t;ω1, ω2) + aΓ(t; γ1, γ2) +
∫
Γ(t)
(βγ1 − αω1)(βγ2 − αω2)
Taking v1 ∈ C˜1V , we differentiate:
d
dt
a(t; v1,v1) = 2aΩ(t; ω˙1, ω1) + rΩ(t;ω1) + 2aΓ(t; γ˙1, γ1) + rΓ(t; γ1)
+ 2(βγ˙1 − αω˙1, βγ1 − αω1)L2(Γ(t)) + λΓ(t;βγ1 − αω1, βγ1 − αω1)
= 2a(t; (ω˙1, γ˙1), (ω1, γ1)) + r(t; (ω1, γ1))
= 2a(t; v˙1,v1) + r(t; v1).
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Here, we defined
r(t; (ω1, γ1)) = rΩ(t;ω1) + rΓ(t; γ1) + λΓ(t;βγ1 − αω1, βγ1 − αω1)
where rΩ and rΓ are the form r from §2.5.1 with domain Ω and Γ respectively. By
the bounds on rΩ, rΓ and λ, we have
|r(t; v1)| ≤ C1(‖ω1‖2H1(Ω(t)) + ‖γ1‖2H1(Γ(t)) + ‖βγ1 − αω1‖2L2(Γ(t)))
≤ C2(‖ω1‖2H1(Ω(t)) + ‖γ1‖2H1(Γ(t)) + ‖γ1‖2L2(Γ(t)) + ‖ω1‖2L2(Γ(t)))
≤ C2((1 + C2T ) ‖ω1‖2H1(Ω(t)) + 2 ‖γ1‖2H1(Γ(t)))
≤ C3 ‖v1‖2V (t) ,
i.e. r(t; ·) is bounded in V (t). With all the assumptions satisfied, we find from
Theorem 1.4.8 that there is a unique solution (u, v) ∈ W (V,H) to the problem
(Pbs).
2.5.4 The dynamic boundary problem for an elliptic equation (2.11)
We are going to formulate the problem (2.11) as a parabolic equation on Γ(t).
Note that v(t) has a normal derivative (we expect v(t) ∈ H1(Ω(t)) and since
∆v(t) = 0) and so we can define using (2.1) the Dirichlet-to-Neumann map
A(t) : H
1
2 (Γ(t))→ H− 12 (Γ(t)) (which is also bounded) by
A(t)u(t) =
∂v(t)
∂ν(t)
.
This map is also commonly known as the Poincare´–Steklov operator in the theory
of boundary integral equations [109, §3.7]. Now, define D(t) : H 12 (Γ(t))→ H1(Ω(t))
by D(t)u˜ = v˜ where v˜ is the unique weak solution of
∆v˜ = 0 on Ω(t)
v˜ = u˜ on Γ(t)
(2.19)
given u˜ ∈ H 12 (Γ(t)). These maps give us a clue as to the spaces where we should
look for solutions. Formally, we may think of a solution of the PDE (2.11) as a pair
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(v, u) ∈ L2H1 ×W (H
1
2 , H−
1
2 ) such that given f ∈ L2
H−
1
2
,
v = Du in L2H1
u˙+ Au+ u = f in L2
H−
1
2
u(0) = v0 in L
2(Γ0)
(2.20)
holds. Note that (Du)(t) = D(t)u(t) for a.e. t. Of course, we have not defined these
spaces yet so this is just formal as mentioned.
Function spaces
We use the notation and the established results of §2.4.1. We assume some stronger
regularity on the map Φ0t here, namely
Φ0t : Γ0 → Γ(t) is a C3-diffeomorphism and Φ0(·) ∈ C3([0, T ]× Γ0).
In this case, we use the pivot space H(t) = L2(Γ(t)) but now require V (t) =
H
1
2 (Γ(t)). Below, we shall mainly make use of φΓ,t and to save space we shall write
it simply as φt. We only revert to the full notation when ambiguity forces us to.
We already know that φ−t : L2(Γ(t))→ L2(Γ0) is a well-defined linear home-
omorphism. Now we show that the map φ−t : H
1
2 (Γ(t)) → H 12 (Γ0) is also a linear
homeomorphism. Letting u ∈ H 12 (Γ(t)), it suffices to estimate only the seminorm
|φ−tu|
H
1
2 (Γ0)
:
∫
Γ0
∫
Γ0
|φ−tu(x)− φ−tu(y)|2
|x− y|n =
∫
Γ(t)
∫
Γ(t)
|u(xt)− u(yt)|2
|Φt0(xt)− Φt0(yt)|n
J t0(xt)J
t
0(yt) (2.21)
where we made the substitutions xt = Φ
0
t (x) ∈ Γ(t) and yt = Φ0t (y) ∈ Γ(t). Since
Φ0t is a C
1-diffeomorphism between compact spaces, it is bi-Lipschitz with Lipschitz
constant CL independent of t (because the spatial derivatives of Φ
0
t are uniformly
bounded). This implies |xt − yt| ≤ CL|Φt0(xt)− Φt0(yt)| so that (2.21) becomes
|φ−tu|2
H
1
2 (Γ0)
≤ CnLC2J
∫
Γ(t)
∫
Γ(t)
|u(xt)− u(yt)|2
|xt − yt|n = C
n
LC
2
J |u|2
H
1
2 (Γ(t))
,
where we used the uniform bound on J t0. So we have the uniform bound
‖φ−tu‖
H
1
2 (Γ0)
≤ C ‖u‖
H
1
2 (Γ(t))
.
A similar bound holds for the operator φt by the same arguments as above since
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Φt0 = (Φ
0
t )
−1 also satisfies the same properties as above. It follows by the smoothness
on Φ0(·) that J
0
(·) ∈ C2([0, T ] × Γ0). This implies that J0t : Γ0 → R is (globally)
Lipschitz (see the paragraph after the proof of Proposition 2.4 in [73]). The map
t 7→ |φtu|2
H
1
2 (Γ(t))
=
∫
Γ0
∫
Γ0
|u(x0)− u(y0)|2
|Φ0t (x0)− Φ0t (y0)|n
J0t (x0)J
0
t (y0)
is continuous. To see this, define the integrand
g(x0, y0, t) =
|u(x0)− u(y0)|2
|Φ0t (x0)− Φ0t (y0)|n
J0t (x0)J
0
t (y0).
Now, t 7→ g(x0, y0, t) is continuous for almost all (x0, y0) (it only fails when the
denominator is zero, where x0 = y0, and the set of such points has zero measure),
and we have the domination g(x0, y0, t) ≤ h(x0, y0) for all t and almost all (x0, y0) by
an integrable function h; this follows due to the smoothness assumptions on Φ0(·) and
J0(·). Therefore, t 7→
∫
Γ0
∫
Γ0
g(x0, y0, t) is continuous. This enables us to conclude
that (H,φ(·)) and (V, φ(·)|V ) are compatible.
There is some effort needed in order to show the evolving space equivalence.
We start with the following two results which are used continually.
Lemma 2.5.2. For y ∈ Γ0, we have∫
Γ0
1
|x− y|n−2 dσ(x) < C
where C does not depend on y.
This lemma can be proved by first setting y = 0 (without loss of generality)
and then splitting the domain of integration into two sets, one of which is a ball
centred at the origin. The integral over the ball can be tackled with the assumption
of the domain being Lipschitz and switching to polar coordinates, while the integral
over the complement of the ball is obviously finite.
Lemma 2.5.3. If ρ ∈ C1(Γ0) and u ∈ H 12 (Γ0) then ρu ∈ H 12 (Γ0) and
‖ρu‖
H
1
2 (Γ0)
≤ C ‖ρ‖C1(Γ0) ‖u‖H 12 (Γ0) (2.22)
where C does not depend on ρ or u.
Proof. Note that ρ and ∇ρ are bounded from above and ρ is Lipschitz. We begin
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with
‖ρu‖2
H
1
2 (Γ0)
≤ ‖ρ‖2C0(Γ0) ‖u‖2L2(Γ0) +
∫
Γ0
∫
Γ0
|ρ(x)u(x)− ρ(y)u(y)|2
|x− y|n dxdy.
The last term is∫
Γ0
∫
Γ0
|ρ(x)u(x)− ρ(y)u(y)|2
|x− y|n
≤ 2
∫
Γ0
∫
Γ0
|ρ(x)|2|u(x)− u(y)|2
|x− y|n + 2
∫
Γ0
∫
Γ0
|u(y)|2|ρ(x)− ρ(y)|2
|x− y|n
≤ 2 ‖ρ‖2C0(Γ0) |u|2H 12 (Γ0) + 2 ‖∇ρ‖
2
C0(Γ0)
∫
Γ0
∫
Γ0
|u(y)|2
|x− y|n−2 .
Using the previous lemma, the integral in the second term is∫
Γ0
∫
Γ0
|u(y)|2
|x− y|n−2 =
∫
Γ0
|u(y)|2
∫
Γ0
|x− y|2−n ≤ C1 ‖u‖2L2(Γ0) .
Putting it all together, we achieve (2.22).
In the following lemmas, let J ∈ C2([0, T ]× Γ0).
Lemma 2.5.4. If ψ ∈ D((0, T );H 12 (Γ0)), then ψJ ∈ W(V0, V ∗0 ) and (ψJ)′ = ψ′J +
ψJ ′.
Proof. Let us note that
ψ ∈ C0([0, T ];H 12 (Γ0)) and J ∈ C0([0, T ];H 12 (Γ0)) ∩ C1([0, T ];C1(Γ0)).
The first part of the second inclusion holds because J ∈ C0([0, T ];H1(Γ0)) and
because H1(Γ0) ⊂ H 12 (Γ0) is continuous [109, Theorem 2.5.1 and Theorem 2.5.5].
The uniform continuity of J over the compact set [0, T ]× Γ0 gives the second part.
Now, note that ψ(t)J(t) ∈ H 12 (Γ0) for all t by Lemma 2.5.3. To see that
ψJ ∈ C0([0, T ];H 12 (Γ0)), fix an arbitrary t ∈ [0, T ], let tn → t and consider
‖ψ(t)J(t)− ψ(tn)J(tn)‖
H
1
2 (Γ0)
≤ ‖ψ(t)(J(t)− J(tn))‖
H
1
2 (Γ0)
+ ‖J(tn)(ψ(t)− ψ(tn))‖
H
1
2 (Γ0)
≤ C‖J(t)− J(tn)‖C1(Γ0) ‖ψ(t)‖H 12 (Γ0)
+ C ‖J(tn)‖C1(Γ0) ‖ψ(t)− ψ(tn)‖H 12 (Γ0) .
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The first of these terms tends to zero as tn → t because J ∈ C0([0, T ];C1(Γ0))
and the second because ψ ∈ C0([0, T ];H 12 (Γ0)) in addition to the aforementioned
smoothness of J .
Now we show that in fact ψJ is (classically) differentiable and that (ψJ)′ =
ψ′J + ψJ ′. Observe that ψ′(t)J(t) + ψ(t)J ′(t) ∈ H 12 (Γ0) by Lemma 2.5.3. Define
the difference quotient DhJ(t) = (J(t+h)−J(t))/h and Dhψ(t) similarly and note
that ∥∥∥∥ψ(t+ h)J(t+ h)− ψ(t)J(t)h − ψ′(t)J(t)− ψ(t)J ′(t)
∥∥∥∥
H
1
2 (Γ0)
≤
∥∥∥ψ(t+ h)DhJ(t)− ψ(t)J ′(t)∥∥∥
H
1
2 (Γ0)
+
∥∥∥Dhψ(t)J(t)− ψ′(t)J(t)∥∥∥
H
1
2 (Γ0)
≤ C
∥∥∥DhJ(t)− J ′(t)∥∥∥
C1(Γ0)
‖ψ(t+ h)‖
H
1
2 (Γ0)
+ C
∥∥J ′(t)∥∥
C1(Γ0)
‖ψ(t+ h)− ψ(t)‖
H
1
2 (Γ0)
+ C ‖J(t)‖C1(Γ0)
∥∥∥Dhψ(t)− ψ′(t)∥∥∥
H
1
2 (Γ0)
.
In the above, we used∥∥∥ψ(t+ h)DhJ(t)− ψ(t)J ′(t)∥∥∥
H
1
2 (Γ0)
≤
∥∥∥ψ(t+ h)(DhJ(t)− J ′(t))∥∥∥
H
1
2 (Γ0)
+
∥∥(ψ(t+ h)− ψ(t))J ′(t)∥∥
H
1
2 (Γ0)
.
It follows that
∥∥DhJ(t)− J ′(t)∥∥
C1(Γ0)
→ 0 because J ∈ C1([0, T ];C1(Γ0)). Thus,
we find
lim
h→0
∥∥∥∥ψ(t+ h)J(t+ h)− ψ(t)J(t)h − ψ′(t)J(t)− ψ(t)J ′(t)
∥∥∥∥
H
1
2 (Γ0)
= 0.
This proves the product rule for (ψJ)′. Now we finish by proving that (ψJ)′ ∈
C0([0, T ];H
1
2 (Γ0)). Fix again t ∈ [0, T ] and let tn → t. Observe that∥∥ψ′(tn)J(tn) + ψ(tn)J ′(tn)− ψ′(t)J(t)− ψ(t)J ′(t)∥∥
H
1
2 (Γ0)
≤ ∥∥ψ′(tn)(J(tn)− J(t))∥∥
H
1
2 (Γ0)
+
∥∥J(t)(ψ′(tn)− ψ′(t))∥∥
H
1
2 (Γ0)
+
∥∥ψ(tn)(J ′(tn)− J ′(t))∥∥
H
1
2 (Γ0)
+
∥∥J ′(t)(ψ(tn)− ψ(t))∥∥
H
1
2 (Γ0)
≤ C ∥∥ψ′(tn)∥∥
H
1
2 (Γ0)
‖J(tn)− J(t)‖C1(Γ0) + C ‖J(t)‖C1(Γ0)
∥∥ψ′(tn)− ψ′(t)∥∥
H
1
2 (Γ0)
+ C ‖ψ(tn)‖
H
1
2 (Γ0)
∥∥J ′(tn)− J ′(t)∥∥C1(Γ0) + C ∥∥J ′(t)∥∥C1(Γ0) ‖ψ(tn)− ψ(t)‖H 12 (Γ0)
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and this tends to zero because J ∈ C1([0, T ];C1(Γ0)) and ψ ∈ C1([0, T ];H 12 (Γ0)).
All in all, we have shown that ψJ ∈ C1([0, T ];H 12 (Γ0)) ⊂ W(V0, V ∗0 ).
Lemma 2.5.5. For every u ∈ W(V0, V ∗0 ), Ju ∈ W(V0, V ∗0 ).
Proof. Let ψ ∈ D((0, T );H 12 (Γ0)) and for u ∈ W(V0, V ∗0 ), consider∫ T
0
〈u′(t), J(t)ψ(t)〉
H−
1
2 (Γ0),H
1
2 (Γ0)
= −
∫ T
0
(J ′(t)ψ(t) + J(t)ψ′(t), u(t))L2(Γ0)
(by integration by parts and the last lemma)
= −
∫ T
0
(ψ(t), J ′(t)u(t))L2(Γ0)
−
∫ T
0
(ψ′(t), J(t)u(t))L2(Γ0).
A rearrangement yields∫ T
0
(J(t)u(t), ψ′(t))L2(Γ0) = −
∫ T
0
〈J ′(t)u(t) + J(t)u′(t), ψ(t)〉
H−
1
2 (Γ0),H
1
2 (Γ0)
.
This shows that Ju has a weak derivative, and (Ju)′ ∈ L2(0, T ;H− 12 (Γ0)) since we
have J ′u ∈ L2(0, T ;H 12 (Γ0)) and Ju′ ∈ L2(0, T ;H− 12 (Γ0)).
Theorem 2.5.6. The evolving space equivalence betweenW(V0, V ∗0 ) and W (V, V ∗)
holds.
Proof. The last result shows that if u ∈ W(V0, V ∗0 ) then J0t u ∈ W(V0, V ∗0 ). Because
1/J0t ∈ C2([0, T ]× Γ0), the converse also holds. Since
(J0t u(t))
′ = J0t u
′(t) + Λˆ(t)u(t),
we have (in the notation of Theorem 1.2.46) Sˆ(t) = Tt = J
0
t and Dˆ(t) ≡ 0, and it
follows that Sˆ(·)u′(·) ∈ L2(0, T ;H− 12 (Γ0)). Thus Theorem 1.2.46 can be applied.
Weak formulation and well-posedness
Now that we have defined some notation and function spaces, the equation (2.20)
has a precise meaning and we can define a notion of solution.
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Definition 2.5.7. With H1 = {H1(Ω(t))}t∈[0,T ], given f ∈ L2V ∗ , a solution of (2.11)
is a pair (v, u) ∈ L2H1 ×W (V, V ∗) such that
v = Du in L2H1
u˙+ Au+ u = f in L2V ∗
u(0) = v0 in H0.
(2.23)
Note that the first condition implies ∆tv(t) = 0 and v(t)|Γ(t) = u(t) for
almost every t. We need the following auxiliary result.
Lemma 2.5.8. The map D(t) : H
1
2 (Γ(t))→ H1(Ω(t)) is uniformly bounded:
‖D(t)u˜‖H1(Ω(t)) ≤ C ‖u˜‖H 12 (Γ(t)) ∀u˜ ∈ H
1
2 (Γ(t)) (2.24)
where the constant C does not depend on t ∈ [0, T ].
To prove this lemma, we need the following results which show that certain
standard results are in a sense uniform in t ∈ [0, T ]. The method of proof of the
next lemma is identical to that of Lemma 2.4.2.
Lemma 2.5.9. Let τt : H
1(Ω(t)) → H 12 (Γ(t)) denote the trace map. For all v ∈
H1(Ω0), the equality τt(φΩ,tv) = φΓ,t(τ0v) holds in H
1
2 (Γ(t)).
Lemma 2.5.10. For each t ∈ [0, T ], we have
‖v‖H1(Ω(t)) ≤ C1 ‖∇v‖L2(Ω(t)) ∀v ∈ H10 (Ω(t)) (2.25)
‖∇v‖2L2(Ω(t)) + ‖v‖2L2(Γ(t)) ≥ C2 ‖v‖2H1(Ω(t)) ∀v ∈ H1(Ω(t)) (2.26)
inf
v∈H1(Ω(t))
τtv=u
‖v‖H1(Ω(t)) ≤ C3 ‖u‖H 12 (Γ(t)) ∀u ∈ H
1
2 (Γ(t)) (2.27)
‖τtv‖
H
1
2 (Γ(t))
≤ C4 ‖v‖H1(Ω(t)) ∀v ∈ H1(Ω(t)) (2.28)
where C1, C2, C3, and C4 do not depend on t.
The strategy to prove this lemma is to start with each respective inequality at
t = 0, in which case: (2.25) is the Poincare´ inequality on Ω0, (2.26) follows by a com-
pactness argument, (2.27) is an equivalence of norms and (2.28) is the trace inequal-
ity on Ω0. Then for (2.25), use the chain rule ∇(φ−tv) = ∇(v ◦Φ0t ) = φ−t(∇v)DΦ0t
and the uniform boundedness of DΦ0t . The inequality (2.26) is obtained with the
identity ∇v = ∇(φ−tφtv) = φ−t(∇φtv)DΦ0t and Lemma 2.5.9. The lemma is also
the key ingredient to show (2.27) and (2.28) (see the discussion in §2.4.2 for how to
prove the latter).
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Proof of Lemma 2.5.8. We prove the well-posedness of (2.19) in addition to the
uniform bound (2.24) for the convenience of the reader. First, we use the trace map
τt : H
1(Ω(t)) → H 12 (Γ(t)) to see that there is a function v˜u˜ ∈ H1(Ω(t)) such that
τtv˜u˜ = u˜. With v˜ = D(t)u˜, set d := v˜ − v˜u˜. Then d solves
∆d = −∆v˜u˜ on Ω(t)
d = 0 on Γ(t).
(2.29)
Define bt(·, ·) : H1(Ω(t))×H1(Ω(t))→ R and lt(·) : H1(Ω(t))→ R by
bt(d, ϕ) =
∫
Ω(t)
∇d∇ϕ and lt(ϕ) =
∫
Ω(t)
∇w˜u˜∇ϕ.
Clearly lt and bt are bounded and the Poincare´ inequality (2.25) implies that bt is
coercive with the coercivity constant C−1P independent of t. By Lax–Milgram, there
is a unique solution d ∈ H10 (Ω(t)) to (2.29) satisfying
‖d‖H1(Ω(t)) ≤ CP ‖v˜u˜‖H1(Ω(t)) .
Because this inequality holds for all lifts v˜u˜ of u˜ we must have
‖d‖H1(Ω(t)) ≤ CP inf
w∈H1(Ω(t)),
τtw=u˜
‖w‖H1(Ω(t))
≤ C1 ‖u˜‖
H
1
2 (Γ(t))
where the second inequality is thanks to (2.27). Since v˜ = d+ v˜u˜, we see that (2.19)
has a unique solution v˜ ∈ H1(Ω(t)) with
‖v˜‖H1(Ω(t)) ≤ C2 ‖u˜‖H 12 (Γ(t))
due to the arbitrariness of the lift v˜u˜.
Now we can conclude the well-posedness of (2.23) by checking the assump-
tions on A. With w ∈ L2V and using (2.1),
〈A(t)u(t), w(t)〉
H−
1
2 (Γ(t)),H
1
2 (Γ(t))
=
∫
Ω(t)
∇(D(t)u(t))∇(E(t)w(t)).
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So the bilinear form a(t; ·, ·) : H 12 (Γ(t))×H 12 (Γ(t))→ R is
a(t;u,w) :=
∫
Ω(t)
∇(D(t)u)∇(E(t)w) +
∫
Γ(t)
uw.
We take E = D, and we obtain by the uniform bound (2.24) the boundedness of
a(t; ·, ·):
|a(t;u,w)| ≤ ‖D(t)u‖H1(Ω(t)) ‖D(t)w‖H1(Ω(t)) + ‖u‖L2(Γ(t)) ‖w‖L2(Γ(t))
≤ C2D ‖u‖H 12 (Γ(t)) ‖w‖H 12 (Γ(t)) + ‖u‖L2(Γ(t)) ‖w‖L2(Γ(t))
≤ (C2D + 1) ‖u‖H 12 (Γ(t)) ‖w‖H 12 (Γ(t)) .
For coercivity,
a(t;w,w) = ‖∇(D(t)w)‖2L2(Ω(t)) + ‖w‖2L2(Γ(t)) (again with E = D)
≥ C1 ‖D(t)w‖2H1(Ω(t)) (using (2.26))
≥ C2 ‖w‖2
H
1
2 (Γ(t))
by the trace inequality (2.28). Thus, there is a unique solution u ∈ W (H 12 , H− 12 )
to (2.23), and with v(t) := D(t)u(t) and the uniform bound (2.24), we find (v, u) to
be a solution of (2.11).
Remark 2.5.11. Lions in [84, §1.11.1] treats this problem on a stationary do-
main with a lower order nonlinear term |u|pu, and proves existence with a Galerkin
method in the space L2(0, T ;H
1
2 (Γ)) ∩ L∞(0, T ;L2(Γ)) ∩ Lp+2(Γ × (0, T )) by us-
ing the Dirichlet-to-Neumann characterisation. The stationary case there (at least
with p = 0) is much more straightforward since the functional analytic results we
developed in §2.5.4 would not be needed.
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Chapter 3
A Stefan problem on an
evolving surface
3.1 Introduction
The Stefan problem is the prototypical time-dependent free boundary problem and
is the canonical mathematical model describing phase change of a substance. It
arises in various forms in many models in the physical and biological sciences [54,
65, 90, 104]. It is named after Josef Stefan who first formulated the general class of
problems in 1889–1891, and the associated theory of weak solutions was studied in
[97, 77] by Ole˘inik and Kamenomostskaja seventy years later. The model to have
in mind is water and ice on a domain; where the temperature of the substance is
less than zero, it is said to be in the solid phase, and when it is greater than zero,
it is in the liquid phase. The subset of the domain that separates the two phases is
called the interface. There are diffusion processes in the two phases and a boundary
condition on the interface (known as the Stefan condition), and the evolution in time
of the interface is unknown (as it is defined by the temperature, which is the solution
of the equation) and thus is a free boundary. Common research questions involve
regularity of the solution and the free boundary [64, 111] — is the free boundary
a hypersurface, and if so, how smooth is it? These are interesting issues, but their
delicacy leaves them beyond the scope of this work. In this chapter we present a
theory of weak solutions associated with the so-called enthalpy approach [54] to the
Stefan problem on an evolving curved hypersurface.
Our interest is in the existence, uniqueness and continuous dependence of
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weak solutions to
∂•e(t)−∆Ω(t)u(t) + e(t)∇Ω(t) ·w(t) = f(t) in Ω(t)
e(0) = e0 on Ω(0)
e ∈ E(u)
(3.1)
posed on a moving compact hypersurface Ω(t) ⊂ Rn+1 evolving with (given) velocity
field w, where the energy E : R→ P(R) is defined by
E(r) =

r for r < 0
[0, 1] for r = 0
r + 1 for r > 0.
(3.2)
The jump at the origin of the energy (or enthalpy) E corresponds to the phase
transition at the zero temperature. Note that E is a maximal monotone graph in
the sense of Bre´zis [26]. Problem (3.1) is indeed a Stefan problem, as we shall see
below shortly.
The novelty of this work is that the Stefan problem itself is formulated on
a moving hypersurface and our chosen method to treat this problem, which we
believe is naturally suited to equations on moving domains, requires the use of
some new functional analysis results that we shall introduce, building upon the
concepts presented in Chapters 1 and 2. There is, as alluded to above, a rich
literature associated to Stefan-type problems [15, 64, 77, 97, 106, 105]. We will
show that arguments similar to those used in the standard setting (for example,
mollifying the nonlinearity, linearisation of the resulting PDE, applying a fixed point
theorem, and then passing to the limit) are also amenable to our problem on a
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moving hypersurface, thanks in part to the function spaces we decide to use. An
important contribution of this work is that it shows how the time-evolving spaces
can be handled with relative ease thanks to the theory of Chapters 1 and 2 and
reveals the type of arguments one needs to make in this setting. Let us remark that
the techniques and functional analysis we develop here can be directly applied to
study many other nonlinear PDE problems posed on moving domains.
Let us work out a possible pointwise formulation of (3.1) and relate it to what
we have described in the introduction. Start by supposing Ω(t) = Ωl(t)∪Ωs(t)∪Γ(t)
where Ωl(t) and Ωs(t) divide Ω(t) into a liquid and a solid phase (respectively) with
an a priori unknown interface Γ(t). The quantity of interest is the temperature
u(t) : Ω(t)→ R, which we suppose satisfies
u(t) > 0 in Ωl(t)
u(t) = 0 in Γ(t)
u(t) < 0 in Ωs(t),
and thus u = 0 is the critical temperature where the change of phase occurs. Define
Ql =
⋃
t∈(0,T )
Ωl(t)× {t}, S =
⋃
t∈(0,T )
Γ(t)× {t},
and Qs similarly. Given f and u0, we formally elucidate in Remark 3.2.5 the rela-
tionship between (3.1) and the following model describing the temperature u:
∂•u−∆Ωu+ (u+ 1)∇Ω ·w = f in Ql
∂•u−∆Ωu+ u∇Ω ·w = f in Qs
−(∇Ωul −∇Ωus) · µ = V on S
u = 0 on S
u(0) = u0 on Ω(0),
(3.3)
where us denotes the trace of the restriction u|Ωs to the interface Γ (likewise with ul),
V (t) is the conormal velocity of Γ(t) and µ(t) is the unit conormal vector pointing
into Ωl(t) (this vector is tangential to Ω(t) and normal to ∂Ωl(t)).
We now introduce some notions of a weak solution, similar to [77].
Definition 3.1.1 (Weak solution). Given f ∈ L1L1 and e0 ∈ L1(Ω0), a weak solution
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of (3.1) is a pair (u, e) ∈ L1L1 × L1L1 such that e ∈ E(u) and there holds
−
∫ T
0
∫
Ω(t)
η˙(t)e(t)−
∫ T
0
∫
Ω(t)
u(t)∆Ωη(t) =
∫ T
0
∫
Ω(t)
f(t)η(t) +
∫
Ω0
e0η(0)
for all η ∈W (L∞ ∩H2, L∞) with ∆Ωη ∈ L∞L∞ and η(T ) = 0.
In order to carry out the well-posedness proof, we will use the following
stronger notion of a weak solution too.
Definition 3.1.2 (Bounded weak solution). Given f ∈ L∞L∞ and e0 ∈ L∞(Ω0), a
bounded weak solution of (3.1) is a pair (u, e) ∈ L2H1 × L∞L∞ such that (u, e) is a
weak solution of (3.1) satisfying
−
∫ T
0
∫
Ω(t)
η˙(t)e(t)+
∫ T
0
∫
Ω(t)
∇Ωu(t)∇Ωη(t) =
∫ T
0
∫
Ω(t)
f(t)η(t)+
∫
Ω0
e0η(0) (3.4)
for all η ∈W (H1, L2) with η(T ) = 0.
We first prove well-posedness of bounded weak solutions for bounded data.
Theorem 3.1.3 (Existence of bounded weak solutions). If f ∈ L∞L∞ , e0 ∈ L∞(Ω0)
and |Ω| := sups∈[0,T ] |Ω(s)| <∞, then there exists a bounded weak solution to (3.1).
Theorem 3.1.4 (Uniqueness and continuous dependence of bounded weak solu-
tions). If for i = 1, 2, (ui, ei) are two bounded weak solutions of (3.1) with data
(f i, ei0) ∈ L∞L∞ × L∞(Ω0), then
‖e1(t)− e2(t)‖L1(Ω(t)) ≤
∫ t
0
‖f1(τ)− f2(τ)‖L1(Ω(τ)) + ‖e10 − e20‖L1(Ω0)
for almost all t.
The continuous dependence of the previous theorem allows us to extend the
well-posedness to data belonging to the integrable class through an approximation
argument. This is given by the next theorem, which is the main result of this
chapter.
Theorem 3.1.5 (Well-posedness of weak solutions). If f ∈ L1L1 , e0 ∈ L1(Ω0) and
|Ω| := sups∈[0,T ] |Ω(s)| < ∞, then there exists a unique weak solution to (3.1).
Furthermore, if for i = 1, 2, (ui, ei) ∈ L1L1 × L1L1 are two weak solutions of (3.1)
with data (f i, ei0) ∈ L1L1 × L1(Ω0), then
‖e1 − e2‖L1
L1
≤ CT
(
‖f1 − f2‖L1
L1
+ ‖e10 − e20‖L1(Ω0)
)
.
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3.2 Preliminaries
3.2.1 Function spaces on evolving surfaces
We now make precise the assumptions on the evolving surface Ω(t) our Stefan prob-
lem is posed on and we discuss function spaces. For each t ∈ [0, T ], let Ω(t) ⊂ Rn+1
be an orientable compact (i.e., no boundary) n-dimensional hypersurface of class
C3, and assume the existence of a flow Φ: [0, T ] × Rn+1 → Rn+1 such that for
all t ∈ [0, T ], with Ω0 := Ω(0), the map Φ0t (·) := Φ(t, ·) : Ω0 → Ω(t) is a C3-
diffeomorphism that satisfies ddtΦ
0
t (·) = w(t,Φ0t (·)) and Φ00(·) = Id(·) for a given C2
velocity field w : [0, T ]×Rn+1 → Rn+1, which we assume satisfies the uniform bound
|∇Ω(t) ·w(t)| ≤ C for all t ∈ [0, T ]. A C2 normal vector field on the hypersurfaces
is denoted by ν : [0, T ]×Rn+1 → Rn+1. It follows that the Jacobian J0t := det DΦ0t
is C2 and is uniformly bounded away from zero and infinity.
For u : Ω0 → R and v : Ω(t) → R, define the pushforward φtu = u ◦ Φt0 and
pullback φ−tv = v◦Φ0t , where Φt0 := (Φ0t )−1. We showed in §2.4.1 that φt : L2(Ω0)→
L2(Ω(t)) and φt : H
1(Ω0) → H1(Ω(t)) are linear homeomorphisms (with uniform
bounds) and (thus) with L2 ≡ {L2(Ω(t))}t∈[0,T ], H1 ≡ {H1(Ω(t))}t∈[0,T ] and H−1 ≡
{H−1(Ω(t))}t∈[0,T ], the spaces L2L2 , L2H1 and L2H−1 are well-defined (see §2.2 and
[49] for an overview of Lebesgue and Sobolev spaces on hypersurfaces) and we let
L2H1 ⊂ L2L2 ⊂ L2H−1 be a Gelfand triple.
Define the Hilbert spaces (see Chapters 1 and 2)
W(H1(Ω0), H−1(Ω0)) = {u ∈ L2(0, T ;H1(Ω0)) | u′ ∈ L2(0, T ;H−1(Ω0))}
W (H1, H−1) = {u ∈ L2H1 | u˙ ∈ L2H−1}
endowed with the natural inner products. For subspaces X ↪→ H1 and Y ↪→ H−1,
we also define the subset W (X,Y ) ⊂W (H1, H−1) in the natural manner.
Some useful results
In this subsection, p and q are not necessarily conjugate. The first part of the
following lemma is a particular realisation of Lemma 1.2.23.
Lemma 3.2.1. For p, q ∈ [1,∞], the spaces LpLq and Lp(0, T ;Lq(Ω0)) are isomorphic
via the map φ(·) with an equivalence of norms. If q =∞ the spaces are isometrically
isomorphic. The embedding L∞L∞ ⊂ LpLq is continuous.
Lemma 3.2.2. The space W (H1, H−1) is compactly embedded in L2L2 .
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Theorem 3.2.3 (Dominated convergence theorem for LpLq). Let p, q ∈ [1,∞). Let
{wn} and w be functions such that {w˜n} and w˜ are measurable (eg. membership of
L1L1 will suffice). If for almost all t ∈ [0, T ],
wn(t)→ w(t) almost everywhere in Ω(t)
∃g ∈ LpLq : |wn(t)| ≤ g(t) almost everywhere in Ω(t) and for all n,
then wn → w in LpLq .
Lemma 3.2.4. If u ∈W (H1, H−1), then
2
∫ T
0
〈u˙(t), u+(t)〉H−1(Ω(t)),H1(Ω(t))
=
∫
Ω(T )
u+(T )2 −
∫
Ω0
u+(0)2 −
∫ T
0
∫
Ω(t)
u+(t)2∇Ω ·w (3.5)
where u+ := max(u, 0).
Proof. By density, we can find {un} ⊂ W (H1, L2) with un → u in W (H1, H−1).
It follows that ∂•(u+n ) = u˙nχun≥0 ∈ L2L2 (this is sensible because w ∈ H1(Ω) im-
plies w+ ∈ H1(Ω) [32, Example 2.89]) and therefore (3.5) holds for un. Since
W (H1, H−1) ↪→ C0L2 , it follows that u+n (t) → u+(t) in L2(Ω(t)) (for example see
[32, Lemma 2.88] or [74, Lemma 1.22]). So we can pass to the limit in the first two
terms on the right hand side.
Now we just need to show that u+n → u+ in L2H1 . It is easy to show the
convergence in L2L2 , so we need only to check the convergence of the gradient. Let
g(r) = χ{r>0}. Then, using g ≤ 1,
|∇Ωu+n (t, x)−∇Ωu+(t, x)| ≤ |∇Ωun(t, x)−∇Ωu(t, x)|
+ |g(un(t, x))− g(u(t, x))||∇Ωu(t, x)|.
For the second term, let us note that since un → u in L2H1 , for almost all t, un(t, x)→
u(t, x) almost everywhere in Ω(t) for a subsequence (which we have not relabelled).
Let us fix t. Then for almost every x ∈ Ω(t), it follows that g(un(t, x))∇Ωu(t, x)→
g(u(t, x))∇Ωu(t, x) pointwise. Because g ≤ 1, the dominated convergence theorem
gives overall ∇Ωu+n → ∇Ωu+ in L2L2 .
3.2.2 Preliminary results
Remark 3.2.5. It is not clear, a priori, that the solution of a Stefan problem will
separate the domain into a region where the temperature is (strictly) positive and
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a region where it is (strictly) negative with an interface that has measure zero. The
interface may not even be connected. If the interior of the set where the temperature
is zero is non-empty, then that interior is called a mushy region. The mushy region
is filled with the substance in a state that is neither solid nor liquid.
It is well known in the standard setting that a mushy region can arise in
the presence of heat sources [12, 54]; even without any heat sources, certain initial
data may give rise to mushy regions. We will content ourselves with the following
heuristic calculations under the assumption that there is no mushy region.
Let the bounded weak solution of (3.1) (in the sense of Definition 3.1.2) have
the additional regularity u ∈W (H1, L2) and ∆Ωu ∈ L2L2 , and suppose that the sets
Ωl(t) = {u > 0} and Ωs(t) = {u < 0} divide Ω(t) with a common interface Γ(t),
which we assume is a sufficiently smooth n−dimensional hypersurface (of measure
zero with respect to the surface measure on Ω(t)). Then the bounded weak solution
is also a classical solution in the sense of (3.3). To see this, suppose that (u, e) is a
weak solution satisfying the equality in (3.4). The integration by parts formula on
each subdomain of Ω implies∫ T
0
∫
Ω(t)
∇Ωu(t)∇Ωη(t) = −
∫ T
0
∫
Ω(t)
η(t)∆Ωu(t)
+
∫ T
0
∫
Γ(t)
η(t)(∇Ωus(t)−∇Ωul(t)) · µ. (3.6)
With e(t)η(t)∇Ω ·w = ∇Ω ·(e(t)η(t)w)−w·∇Ω(e(t)η(t)) and the divergence theorem
[49, §2.2],∫ T
0
∫
Ωs(t)
e(t)η(t)∇Ω ·w =
∫ T
0
∫
Γ(t)
e(t)η(t)w · µ
+
∫ T
0
∫
Ωs(t)
w · (e(t)η(t)νH −∇Ω(e(t)η(t))).
We use this result in the formula for integration by parts over time over Ωs:∫ T
0
∫
Ωs(t)
η˙(t)e(t) =
∫ T
0
d
dt
∫
Ωs(t)
e(t)η(t)−
∫ T
0
∫
Ωs(t)
e˙(t)η(t)
−
∫ T
0
∫
Γ(t)
e(t)η(t)w · µ−
∫ T
0
∫
Ωs(t)
e(t)η(t)w · νH
+
∫ T
0
∫
Ωs(t)
w · ∇Ω(e(t)η(t)).
A similar expression over Ωl can also be derived this way, the difference being that
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the term with µ has the opposite sign. Then, using e˙ = ∂•(E(u)) = u˙, es(t)|Γ(t) = 0,
and el(t)|Γ(t) = 1, we get∫ T
0
∫
Ω(t)
η˙(t)e(t) =
∫ T
0
d
dt
∫
Ω(t)
e(t)η(t)−
∫ T
0
∫
Ω(t)
u˙(t)η(t) +
∫ T
0
∫
Γ(t)
η(t)w · µ
−
∫ T
0
∫
Ω(t)
e(t)η(t)w · νH +
∫ T
0
∫
Ω(t)
w · ∇Ω(e(t)η(t)). (3.7)
Since by the partial integration formula
∫
Ω(t)Di(g) =
∫
Ω(t) gHνi, we have (with
g = wie(t)η(t)) that the fourth term in the right hand side of (3.7) is∫
Ω(t)
e(t)η(t)w · νH =
∑
i
∫
Ω(t)
e(t)η(t)wiνiH
=
∫
Ω(t)
∇Ω(e(t)η(t)) ·w +
∫
Ω(t)
η(t)e(t)∇Ω ·w.
So the calculation (3.7) becomes∫ T
0
∫
Ω(t)
η˙(t)e(t)
=
∫ T
0
(
d
dt
∫
Ω(t)
e(t)η(t)−
∫
Ω(t)
(u˙(t)η(t) + η(t)e(t)∇Ω ·w) +
∫
Γ(t)
η(t)w · µ
)
.
(3.8)
Now, taking the weak formulation (3.4) and substituting (3.8) together with the
expression for the spatial term (3.6), we get for η with η(T ) = η(0) = 0∫ T
0
∫
Ω(t)
f(t)η(t) = −
∫ T
0
∫
Ω(t)
η˙(t)e(t) +
∫ T
0
∫
Ω(t)
∇Ωu(t)∇Ωη(t)
=
∫ T
0
∫
Ω(t)
(u˙(t) + e(t)∇Ω ·w −∆Ωu(t))η(t)
+
∫
Γ(t)
η(t) ((∇Ωus(t)−∇Ωul(t)) · µ− (w · µ)) .
Taking η to be compactly supported in Qs, and afterwards taking η compactly
supported in Ql, we recover exactly the first two equations in (3.3). So we may drop
the first integral on the left and the right hand side. Then with a careful choice of
η, we will obtain precisely the interface condition in (3.3).
Before moving on, let us state a well-posedness result for a linear PDE that
will be helpful when we prove continuous dependence (it is the “dual equation” that
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arises there) in §3.3.3.
Lemma 3.2.6. Given ξ ∈ C1(Ω0) and α˜ ∈ C2([0, T ]×Ω0) satisfying 0 <  ≤ α ≤ α0
a.e., there exists a unique solution ϕ ∈W (H1, L2) with ∆Ωϕ ∈ L2L2 to
ϕ˙− α(x, t)∆Ωϕ = 0 (3.9)
ϕ(x, 0) = ξ(x)
satisfying ‖ϕ‖L∞L∞ ≤ ‖ξ‖L∞(Ω0) and (cf. [81, Chapter V, §9])∫ t
0
∫
Ω(τ)
(ϕ˙(τ))2 +
∫ t
0
∫
Ω(τ)
α|∆Ωϕ|2 +
∫
Ω(t)
|∇Ωϕ(t)|2
≤ (1 + α0)(1 + e2Cw(1+α0)t)
∫
Ω0
|∇Ωξ|2. (3.10)
Proof. Define the bilinear form a(t;ϕ, η) =
∫
Ω(t) α(x, t)∇Ωϕ∇Ωη +∇Ωα(x, t)∇Ωϕη
which is clearly bounded and coercive on H1(Ω(t)). Split a(t; ·, ·) into the forms
as(t;ϕ, η) :=
∫
Ω(t) α(x, t)∇Ωϕ∇Ωη and an(t;ϕ, η) :=
∫
Ω(t)∇Ωα(x, t)∇Ωϕη. One
sees that as(t; η, η) ≥ 0 and that both an(t; ·, ·) : H1(Ω(t)) × L2(Ω(t)) → R and
as(t; ·, ·) : H1(Ω(t)) × H1(Ω(t)) → R are bounded. Also, letting χtj := φtχ0j where
χ0j are the normalised eigenfunctions of −∆Ω0 , we have for η ∈ C˜1H1 := {u | u(t) =∑m
j=1 αj(t)χ
t
j , m ∈ N, αj ∈ AC([0, T ]) and α′j ∈ L2(0, T )},
d
dt
as(t; η(t), η(t)) = 2as(t; η˙(t), η(t)) + r(t; η(t))
where r is such that |r(t; η(t))| ≤ C ‖η(t)‖2H1(Ω(t)) (see [49, Lemma 2.1], note that
α˜ ∈ C1([0, T ];C1(Ω0)) and thus α ∈ C1H1). Hence by Theorem 1.4.8 we have the
unique existence of ϕ ∈ W (H1, L2). Rearranging the equation (3.9) shows that
α∆Ωϕ ∈ L2L2 . Since α is uniformly bounded by positive constants, it follows that
∆Ωϕ ∈ L2L2 .
The L∞ bound Let K := ‖ξ‖L∞(Ω0). Test the equation with (ϕ−K)+:
1
2
d
dt
∥∥(ϕ(t)−K)+∥∥2
L2(Ω(t))
+
∫
Ω(t)
α(t)∇Ω((ϕ(t)−K)+)∇Ωϕ(t)
=
1
2
∫
Ω(t)
((ϕ(t)−K)+)2∇Ω ·w −
∫
Ω(t)
∇Ωα(t)∇Ωϕ(t)(ϕ(t)−K)+
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which becomes, through the use of Young’s inequality with δ,
1
2
d
dt
∥∥(ϕ(t)−K)+∥∥2
L2(Ω(t))
≤
(
Cw
2
+ ‖∇Ωα‖L∞ Cδ
)∥∥(ϕ(t)−K)+∥∥2
L2(Ω(t))
.
An application of Gronwall’s inequality and noticing (ϕ(0)−K)+ = (ξ−‖ξ‖L∞)+ = 0
yields ϕ(t) ≤ ‖ξ‖L∞(Ω0). Repeating this process with (−ϕ(t) − K)+ allows us to
conclude.
The inequality (3.10) Multiplying the equation (3.9) by ∆Ωϕ and integrate:
formally,∫ t
0
∫
Ω(τ)
α|∆Ωϕ|2 = −
∫ t
0
∫
Ω(τ)
∇Ωϕ˙∇Ωϕ
= −
∫ t
0
1
2
d
dτ
∫
Ω(τ)
|∇Ωϕ|2 + 1
2
∫ t
0
∫
Ω(τ)
|∇Ωϕ|2∇Ω ·w
−
∫ t
0
∫
Ω(τ)
D(w)∇Ωϕ∇Ωϕ
≤ 1
2
∫
Ω0
|∇Ωξ|2 − 1
2
∫
Ω(t)
|∇Ωϕ(t)|2 + Cw
∫ t
0
∫
Ω(τ)
|∇Ωϕ|2. (3.11)
See [49, Lemma 2.1] or §2.5 for the definition of the matrix D(w). This calculation
is merely formal because we have not shown that ϕ˙(t) ∈ H1(Ω(t)); however the end
result of the calculation is still valid by Lemma 3.2.7. We also have by squaring
(3.9), integrating and using (3.11):∫ t
0
∫
Ω(τ)
(ϕ˙(τ))2 ≤ α0
∫ t
0
∫
Ω(τ)
α(∆Ωϕ)
2 ≤ α0
2
∫
Ω0
|∇Ωξ|2 + α0Cw
∫ t
0
∫
Ω(τ)
|∇Ωϕ|2.
Adding the last two inequalities then we obtain∫ t
0
∫
Ω(τ)
(ϕ˙(τ))2+
∫ t
0
∫
Ω(τ)
α|∆Ωϕ|2 + 1
2
∫
Ω(t)
|∇Ωϕ(t)|2
≤ 1 + α0
2
∫
Ω0
|∇Ωξ|2 + Cw(1 + α0)
∫ t
0
∫
Ω(τ)
|∇Ωϕ|2.
Gronwall’s inequality can be used to deal with the last term on the right hand
side.
In the next lemma, we rigorously justify (3.11).
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Lemma 3.2.7. With ϕ ∈ W (H1, L2) from the previous lemma, the following in-
equality holds:∫ t
0
∫
Ω(τ)
α|∆Ωϕ|2 ≤ 1
2
∫
Ω0
|∇Ωξ|2 − 1
2
∫
Ω(t)
|∇Ωϕ(t)|2 + Cw
∫ t
0
∫
Ω(τ)
|∇Ωϕ|2.
(3.12)
Proof. Let C∞H2 := {η | φ−(·)η(·) ∈ C∞([0, T ];H2(Ω0))}. We start with a few
preliminary results. Let us show C∞H2 ⊂ W (H2, H1). Take η ∈ C∞H2 so that
η˜ ∈ C∞([0, T ];H2(Ω0)) ⊂ W(H2, H1). By smoothness of Φ(·)0 , it follows that η =
φ(·)η˜ ∈ L2H2 , and η˙ = ∂•(φ(·)η˜) = φ(·)(η˜′) ∈ L2H1 because η˜′ ∈ C∞([0, T ];H2(Ω0)) ⊂
L2(0, T ;H1(Ω0)). So η ∈W (H2, H1).
Let us also prove that C∞H2 ⊂W (H2, L2) is dense. Let w ∈W (H2, L2); then
w˜ ∈ W(H2, L2) since w˜ ∈ L2(0, T ;H2(Ω0)) by smoothness of Φ(·)0 and since w˜′ =
φ−(·)w˙ ∈ L2(0, T ;L2(Ω0)) (because w˙ ∈ L2L2). By [24, Lemma II.5.10] there exists
w˜n ∈ C∞([0, T ];H2(Ω0)) with w˜n → w˜ in W(H2, L2). Then, wn := φ(·)w˜n ∈ C∞H2
(by definition) and
‖wn − w‖W (H2,L2) ≤ C
(
‖w˜n − w˜‖L2(0,T ;H2(Ω0)) +
∥∥w˜′n − w˜′∥∥L2(0,T ;L2(Ω0)))→ 0,
where we used the smoothness of Φ
(·)
0 and the reasoning behind Assumption 1.2.50
(see also Theorem 1.2.46).
Given ϕ ∈ W (H2, L2), by the density result, there exists ϕn ∈ C∞H2 ⊂
W (H2, H1) such that ϕn → ϕ in W (H2, L2) with ϕn satisfying (3.12):∫ t
0
∫
Ω(τ)
α|∆Ωϕn|2 ≤ 1
2
∫
Ω0
|∇Ωϕn(0)|2 − 1
2
∫
Ω(t)
|∇Ωϕn(t)|2
+ Cw
∫ t
0
∫
Ω(τ)
|∇Ωϕn|2. (3.13)
We know that ϕ˜n → ϕ˜ in W(H2, L2) (this is just how we construct the sequence
ϕn; see above), and W(H2, L2) ↪→ C0([0, T ];H1(Ω0)) [24, Lemma II.5.14] implies
ϕn(t)→ ϕ(t) in H1(Ω(t)). Now we can pass to the limit in every term in (3.13).
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3.3 Well-posedness
We can approximate E (see (3.2)) by C∞ bi-Lipschitz functions E such that (for
example see [106, 105])
E → E uniformly in the compact subsets of R\{0}
E−1 → E−1 uniformly in the compact subsets of R
E(0) = 0 and E = E on (−∞, 0) ∪ (,∞)
1 ≤ E ′(r) ≤ 1 + L and (1 + L)−1 ≤ (E−1 (r))′ ≤ 1 for all r ∈ R
(where L = O(1/) is the Lipschitz constant of the approximation to the Heaviside
function). We write U := E−1 and U := E−1 . In order to prove Theorem 3.1.3, that
of the well-posedness of bounded weak solutions given bounded data, we consider
the following approximation of (3.1).
Definition 3.3.1. Find for each  > 0 a function e ∈W (H1, H−1) such that
∂•e −∆Ω(Ue) + e∇Ω ·w = f in L2H−1
e(0) = e0.
(P)
To prove existence for this problem, we will use a fixed point theorem along
with the linear theory in Chapter 1.
Theorem 3.3.2. Given f ∈ L2H−1 and e0 ∈ L2(Ω0), the problem (P) has a weak
solution e ∈W (H1, H−1).
Proof. Using the chain rule on the nonlinear term leads us to consider for fixed
w ∈W (H1, H−1)
〈∂•(Sw), η〉L2
H−1 ,L
2
H1
+ (U ′(w)∇Ω(Sw),∇Ωη)L2
L2
+ (Sw, η∇Ω ·w)L2
L2
= 〈f, η〉L2
H−1 ,L
2
H1
Sw(0) = e0.
(P(w))
If S denotes the solution map of (P(w)) that takes w 7→ Sw, then we seek a fixed
point of S. First, note that since the bilinear form involving the surface gradients is
bounded and coercive, the solution Sw ∈W (H1, H−1) of (P(w)) does indeed exist
by Theorem 1.4.1, and moreover, it satisfies the estimate
‖Sw‖W (H1,H−1) ≤ C
(
‖f‖L2
H−1
+ ‖u0‖L2(Ω0)
)
=: C∗ (3.14)
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where the constant C does not depend on w because U ′(w(t)) is uniformly bounded
from below (in w). Then the set
E := {w ∈W (H1, H−1) | w(0) = e0, ‖w‖W (H1,H−1) ≤ C∗},
which is a closed, convex, and bounded subset of X := W (H1, H−1), is such that
S(E) ⊂ E by (3.14). We now show that S is weakly continuous. Let wn ⇀ w in
W (H1, H−1) with wn ∈ E. From the estimate (3.14), we know that Swn is bounded
in W (H1, H−1), so for a subsequence
Swnj ⇀ χ in W (H
1, H−1)
Swnj → χ in L2L2
by the compact embedding of Lemma 3.2.2. Now we show that χ = Sw. Due to
W (H1, H−1) ↪→ C0L2 , Swnj ⇀ χ in C0L2 . This implies Swnj (0) ⇀ χ(0) in L2(Ω0)
(to see this consider for arbitrary f ∈ L2(Ω0) the functional G ∈ (C0L2)∗ defined
G(un) =
∫
Ω0
fun(0)). Since Swnj (0) = e0, it follows that
χ(0) = e0. (3.15)
On the other hand, since wn are weakly convergent in W
1(H1, H−1), they are
bounded in the same space. Now, W (H1, H−1)
c
↪−→ L2L2 , hence wn → w in L2L2 . It
follows that the subsequence wnj → w in L2L2 too, and so there is a subsequence such
that for almost every t ∈ [0, T ], wnjk (t)→ w(t) a.e. in Ω(t). By continuity, for a.a. t,
U ′(wnjk (t))∇Ωη(t)→ U ′(w(t))∇Ωη(t) a.e., and also we have |U ′(wnjk )∇Ωη| ≤ |∇Ωη|
with the right hand side in L2L2 . Thus we can use the dominated convergence the-
orem (Theorem 3.2.3) which tells us that U ′(wnjk )∇Ωη → U ′(w)∇Ωη in L2L2 . Now
we pass to the limit in the equation (P(w)) with w replaced by wnjk to get∫ T
0
〈∂•χ(t), η(t)〉+
∫
Ω(t)
U ′(w(t))∇Ωχ(t)∇Ωη(t) + χ(t)η(t)∇Ω ·w =
∫ T
0
〈f(t), η(t)〉
which, along with (3.15), shows that χ = Sw, so Swnj ⇀ Sw. However, for the
weak continuity, we have to show that the whole sequence converges, not just a
subsequence. Let xn = Swn and equip the space X = W (H
1, H−1) with the weak
topology. Let xnm = Swnm be a subsequence. By the bound of S, it follows that
xnm is bounded, hence it has a subsequence such that
xnml ⇀ x
∗ in X and xnml → x∗ in L2L2 .
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By similar reasoning as before, we identify x∗ = Sw, and Theorem 3.3.3 below tells
us that indeed xn = Swn ⇀ Sw. Then by the Schauder–Tikhonov fixed point
theorem [60, Theorem 1.4, p. 118], S has a fixed point.
Theorem 3.3.3. Let xn be a sequence in a topological space X such that every
subsequence xnj has a subsequence xnjk converging to x ∈ X. Then the full sequence
xn converges to x.
3.3.1 Uniform estimates
We set u = U(e). Below we denote by M a constant such that ‖u0‖L∞(Ω0) ≤ M .
We now obtain various estimates uniform in  in order to pass to the limit.
Lemma 3.3.4. The following bound holds independent of :
‖u‖L∞L∞ + ‖E(u)‖L∞L∞ ≤ 2e
‖∇Ω·w‖∞T
(
T ‖f‖L∞L∞ + ‖u0‖L∞(Ω0) + 1
)
+ 1.
Proof. We substitute w(t) = e−λte(t) in (P) and use ∂•(eλtw(t)) = λeλtw(t) +
eλtw˙(t) to get
w˙(t)− e−λt∆Ω(U (eλtw(t))) + λw(t) + w(t)∇Ω ·w = e−λtf(t).
Let α = ‖f‖L∞L∞ and β = ‖e0‖L∞(Ω0) and define v(t) = αt+ β. Note that v˙(t) = α
and v(0) = β. Subtracting v˙(t) from the above and testing with (w(t)− v(t))+, we
get
〈w˙(t)− v˙(t), (w(t)− v(t))+〉+
∫
Ω(t)
e−λt∇Ω(U (eλtw(t)))∇Ω(w(t)− v(t))+
+
∫
Ω(t)
(λ+∇Ω ·w)w(t)(w(t)− v(t))+ =
∫
Ω(t)
(e−λtf(t)− α)(w(t)− v(t))+ (3.16)
where of course the duality pairing is between H−1(Ω(t)) and H1(Ω(t)). Note that
e−λt∇Ω(U(eλtw(t)))∇Ω(w(t) − v(t))+ = U ′(eλtw(t))|∇Ω(w(t) − v(t))+|2 because
∇Ωv(t) = 0. Set λ := ‖∇Ω ·w‖L∞ , then the last term on the LHS of (3.16) is
non-negative because if w > v, w > 0 since v ≥ 0. So we can disregard that and the
gradient term to find
〈w˙(t)− v˙(t), (w(t)− v(t))+〉H−1(Ω(t)),H1(Ω(t)) ≤
∫
Ω(t)
(e−λtf(t)− α)(w(t)− v(t))+.
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Integrating this and using Lemma 3.2.4, we find
1
2
∫
Ω(T )
((w(t)− v(t))+)2 ≤ 1
2
‖∇Ω ·w‖
∫ T
0
∫
Ω(t)
((w(t)− v(t))+)2
as e−λtf(t)−α = e−λtf(t)−‖f(t)‖L∞(Ω(t)) ≤ 0 and w(0)−v(0) = e0−‖e0‖L∞(Ω0) ≤
0. The use of Gronwall’s inequality gives w(t) ≤ T ‖f‖L∞L∞ + (1 + M) almost
everywhere on Ω(t). So we have shown that for all t ∈ [0, T ]\N1, w(t, x) ≤ C
for all x ∈ Ω(t)\M t1, where µ(N1) = µ(M t1) = 0. A similar argument yields for
all t ∈ [0, T ]\N2, w(t, x) ≥ −C for all x ∈ Ω(t)\M t2, where µ(N2) = µ(M t2) = 0.
Taking these statements together tells us that for all t ∈ [0, T ]\N , |w(t, x)| ≤ C on
Ω(t)\M t where N = N1 ∪ N2 and M t = M t1 ∪M t2 have measure zero. This gives
‖w‖L∞L∞ ≤ T ‖f‖L∞L∞ + (1 + M). From this and u = U(e
λ(·)w(·)) ≤ eλT |w|, we
obtain the bound on u. The bound on E(u) follows from E(u) ≤ 1 + |u|.
Lemma 3.3.5. The following bound holds independent of :
‖∇Ωu‖L2
L2
+ ‖∂•(Eu)‖L2
H−1
≤ C(T,Ω,M,w, f). (3.17)
Proof. Testing with E(u) in (P), using ∇Ωu∇Ω(E(u)) = (E)′(u)|∇Ωu|2 ≥
|∇Ωu|2, integrating over time and using the previous estimate, we find
1
2
‖E(u(T ))‖2L2(Ω(T )) +
∫ T
0
∫
Ω(t)
|∇Ωu(t)|2 ≤ 1
2
(1 +M)2|Ω0|+ C1(T,M,w, f).
The bound on the time derivative follows by taking supremums.
These bounds are not sufficient for identifying the limit of the nonlinearity.
Also, we remark that we cannot use Aubin–Lions here so we need another estimate.
Lemma 3.3.6. Define u˜ = φ−(·)u. The following limit holds uniformly in :
lim
h→0
∫ T−h
0
∫
Ω0
|u˜(t+ h)− u˜(t)| = 0.
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Proof. We follow the proof of Theorem A.1 in [15] here. Fix h ∈ (0, T ) and consider∫ T−h
0
(E(u˜(t+ h))− E(u˜(t)), u˜(t+ h)− u˜(t))L2(Ω0) dt
=
∫ T−h
0
∫ t+h
t
d
dτ
(E(u˜(τ)), u˜(t+ h)− u˜(t))L2(Ω0) dτ dt
≤
√
h
∥∥(E(u˜))′∥∥L2(0,T ;H−1(Ω0)) ∫ T−h
0
(‖u˜(t+ h)‖H1(Ω0) + ‖u˜(t)‖H1(Ω0)) dt
≤ C1(T,Ω,M,w, f)
√
h
∥∥(E(u˜))′∥∥L2(0,T ;H−1(Ω0))
(by the uniform estimates)
≤ C2(T,Ω,M,w, f)
√
h ‖∂•(E(u))‖L2
H−1
(see the proof of Theorem 1.2.46)
≤ C3(T,Ω,M,w, f)
√
h, (3.18)
with the last inequality by (3.17). Now, since the U ′ are uniformly bounded above,
they are uniformly equicontinuous. Therefore, for fixed δ, there is a σδ (depending
solely on δ) such that
if |y − z| < σδ, then |U(y)− U(z)| < δ for any . (3.19)
So in the set {|u˜(t + h) − u˜(t)| > δ} = {|U(E(u˜(t + h))) − U(E(u˜(t)))| > δ},
we must have |E(u˜(t + h)) − E(u˜(t))| ≥ σδ (this is the contrapositive of (3.19)).
This implies from (3.18) that∫ T−h
0
∫
Ω0
|u˜(t+ h)− u˜(t)|χ{|u˜(t+h)−u˜(t)|>δ} ≤
C3
√
h
σδ
.
Writing Id = χ{|u˜(t+h)−u˜(t)|>δ} + χ{|u˜(t+h)−u˜(t)|≤δ}, notice that∫ T−h
0
∫
Ω0
|u˜(t+ h)− u˜(t)|
≤
∫ T−h
0
∫
Ω0
|u˜(t+ h)− u˜(t)|χ{|u˜(t+h)−u˜(t)|>δ} + δ|Ω0|(T − h)
≤ C3
√
h
σδ
+ δ|Ω0|T.
Taking the limit as h → 0, using the arbitrariness of δ > 0 and the fact that the
right hand side of the above does not depend on  gives us the result.
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3.3.2 Existence of bounded weak solutions
With all the uniform estimates acquired, we can extract (weakly) convergent subse-
quences. In fact, we find (we have not relabelled subsequences)
u → u in LpLq for any p, q ∈ [1,∞)
∇Ωu ⇀ ∇Ωu in L2L2
E(u) ⇀ χ in L2L2
(3.20)
where only the first strong convergence listed requires an explanation. For that, we
recall the following compactness result.
Theorem 3.3.7 (Theorem 5 in [114]). Let B0
c
↪−→ B1 ⊂ B2 be Banach spaces. If
p ∈ [1,∞), {un} is uniformly bounded in L1loc(0, T ;B0) and
‖un(·+ h)− un(·)‖Lp(0,T−h;B2) → 0 as h→ 0, uniformly in n,
then un has a convergent subsequence in L
p(0, T ;B1) (and in C
0([0, T ];B1) if p =
∞).
Indeed, the point is to apply this theorem with H1(Ω0)
c
↪−→ L1(Ω0) ⊂ L1(Ω0),
which gives us a subsequence u˜j → ρ˜ strongly in L1(0, T ;L1(Ω0)). It follows that
uj → ρ in L1L1 , whence for a.a. t, ujk (t) → ρ(t) a.e. in Ω(t). We also know that
for a.a. t, |ujk (t)| ≤ C a.e. in Ω(t) by Lemma 3.3.4, and so for a.a. t, the limit
satisfies |ρ(t)| ≤ C a.e. in Ω(t) too. By Theorem 3.2.3, ujk → ρ in L
p
Lq for all p,
q ∈ [1,∞). Since ujk ⇀ u (subsequences have the same weak limit), it must be the
case that ρ = u.
Let us now conclude the existence for bounded data.
Proof of Theorem 3.1.3. In (P), we can test with a function η ∈ W (H1, L2) with
η(T ) = 0, integrate by parts and then pass to the limit to obtain
−
∫ T
0
∫
Ω(t)
η˙(t)χ(t) +
∫ T
0
∫
Ω(t)
∇Ωu(t)∇Ωη(t) =
∫ T
0
∫
Ω(t)
f(t)η(t) +
∫
Ω0
e0η(0)
and it remains to be seen that χ ∈ E(u) or equivalently u = U(χ). By monotonicity
of E, we have for any w ∈ L2L2∫ T
0
∫
Ω(t)
(E(u)− w)(u − U(w)) ≥ 0.
Because U → U uniformly, for a.a. t, U(w(t)) → U(w(t)) a.e. in Ω(t), and
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|U(w)| ≤ |w|, and the dominated convergence theorem shows that U(w) → U(w)
in L2L2 . Using this and (3.20), we can easily pass to the limit in this inequality and
obtain ∫ T
0
∫
Ω(t)
(χ− w)(u− Uw) ≥ 0 for all w ∈ L2L2 .
By Minty’s trick1 [108, Lemma 2.13] we find u = U(χ). To see why χ ∈ L∞L∞ , we
have from the estimate in Lemma 3.3.4 that for a.a. t ∈ [0, T ], ‖E(u˜(t))‖L∞(Ω0) ≤
C, giving E(u˜(t)) ∗⇀ ζ˜(t) in L∞(Ω(t)) and, by weak-* lower semicontinuity, also
‖ζ˜(t)‖L∞(Ω(t)) ≤ C for a.a. t, and we just need to identify ζ˜ ∈ E(u˜). It follows
from (3.20) that E(u) → χ in L2H−1 by Aubin–Lions, and so for a.e. t and for
a subsequence (not relabelled), E(u(t)) → χ(t) in H−1(Ω(t)). This allows us to
conclude that χ = ζ (the weak-* convergence of E(u˜(t)) to ζ˜(t) also gives weak
convergence in any Lp(Ω(t)) to the same limit).
3.3.3 Continuous dependence and uniqueness of bounded weak so-
lutions
The next lemma allows us to drop the requirement for our test functions to vanish
at time T .
Lemma 3.3.8. If (u, e) is a bounded weak solution (satisfying (3.4)), then (u, e)
also satisfies∫
Ω(T )
e(T )η(T )−
∫ T
0
∫
Ω(t)
η˙(t)e(t) +
∫ T
0
∫
Ω(t)
∇Ωu(t)∇Ωη(t) =
∫ T
0
∫
Ω(t)
f(t)η(t)
+
∫
Ω0
e0η(0)
for all η ∈W (H1, L2).
Proof. To see this, for s ∈ (0, T ], consider the function χ,s(t) = min
(
1, −1(s− t)+)
(see Figure 3.3.1) which has a weak derivative χ′,s(t) = −−1χ(s−,s)(t). Take the
test function in (3.4) to be χ,T η where η ∈ W (H1, L2), send  → 0 and use the
Lebesgue differentiation theorem.
We can finally prove Theorem 3.1.4, that of uniqueness and continuous de-
pendence for bounded data.
1The trick, applied to our setting, is as follows. First, pick w = χ + δx for arbitrary x ∈ L2L2
and δ > 0, then the integrand simplifies to δx(u − U(χ − δx)). Divide by δ and then send δ → 0
using the continuity of U to find (x, u− Uχ)L2
L2
≥ 0.
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s−  s T
1
χ,s
Figure 3.3.1: The function χ,s
Proof of Theorem 3.1.4. We can prove the continuous dependence as in [81, Chapter
V, §9]. As explained in Lemma 3.3.8, we drop the requirement η(T ) = 0 in our test
functions and we now suppose that ∆Ωη ∈ L2L2 . Suppose for i = 1, 2 that (ui, ei) is
the solution to the Stefan problem with data (fi, u
i
0), so∫
Ω(t)
(ei(t)− e2(t))η(t)−
∫ t
0
∫
Ω(τ)
(η˙(τ)(e1(τ)− e2(τ)) + (u1(τ)− u2(τ))∆Ωη(τ))
=
∫ t
0
∫
Ω(τ)
(f1(τ)− f2(τ))η(τ) +
∫
Ω0
(e10 − e20)η(0). (3.21)
Define a = (u1 − u2)/(e1 − e2) when e1 6= e2 and a = 0 otherwise, and note that
0 ≤ a(x, t) ≤ 1. Let η solve in ∪τ∈(0,t){τ} × Ω(τ) the equation
∂•τη(τ) + (a(x, τ) + )∆Ωη(τ) = 0
η(t) = ξ on Ω0
(3.22)
with ξ ∈ C1(Ω0) and where a satisfies φ−(·)a ∈ C2([0, T ]×Ω0) and 0 ≤ a ≤ 1 a.e.
and ‖a − a‖L2(Q) ≤ . This is well posed by Lemma 3.2.6. Equation (3.21) can be
written in terms of a, and if we choose η = η and use (3.22), we find∫
Ω(t)
(e1(t)− e2(t))ξ ≤ ‖e1 − e2‖L∞L∞
∫ t
0
∫
Ω(τ)
(|a(x, τ)− a(x, τ)|+ )|∆Ωη(τ)|
+ ‖ξ‖L∞(Ω0)
∫ t
0
‖f1(τ)− f2(τ)‖L1(Ω(τ))
+ ‖ξ‖L∞(Ω0)
∫
Ω0
|e10 − e20| (3.23)
using the L∞ bound from Lemma 3.2.6. We can estimate the first integral on the
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right hand side:∫ t
0
∫
Ω(τ)
|a(x, τ)− a(x, τ)||∆Ωη(τ)|
≤ √ ‖a− a‖L2
L2
√
(2 + )(1 + e2Cw(2+)t) ‖∇Ωξ‖L2(Ω0)
and ∫ t
0
∫
Ω(τ)
|∆Ωη| ≤
√
t|Ω|(2 + )(1 + e2Cw(2+)t)
(∫
Ω0
|∇Ωξ|2
) 1
2
by the results in Lemma 3.2.6. Sending → 0 in (3.23) gives us (recalling ξ ≤ 1),∫
Ω(t)
(e1(t)− e2(t))ξ ≤
∫ t
0
‖f1(τ)− f2(τ)‖L1(Ω(τ)) + ‖e10 − e20‖L1(Ω0).
Now pick ξ = ξn where ξn(x)→ sign(e1(t, x)− e2(t, x)) ∈ L2(Ω(t)) a.e. in Ω(t).
3.3.4 Well-posedness of weak solutions
So far, we have proved well-posedness only for problems for which the initial data
and the right hand side data are bounded. Now we prove the main result, Theorem
3.1.5, which we recall here.
Theorem 3.3.9 (Well-posedness of weak solutions). If f ∈ L1L1 , e0 ∈ L1(Ω0) and
|Ω| := sups∈[0,T ] |Ω(s)| < ∞, then there exists a unique weak solution to (3.1).
Furthermore, if for i = 1, 2, (ui, ei) ∈ L1L1 × L1L1 are two weak solutions of (3.1)
with data (f i, ei0) ∈ L1L1 × L1(Ω0), then
‖e1 − e2‖L1
L1
≤ CT
(
‖f1 − f2‖L1
L1
+ ‖e10 − e20‖L1(Ω0)
)
.
Proof of Theorem 3.1.5. Suppose (e0, f) ∈ L1(Ω0)×L1L1 are data and consider func-
tions e0n ∈ L∞(Ω0) and fn ∈ L∞L∞ satisfying
(fn, e0n)→ (f, e0) in L1L1 × L1(Ω0).
The existence of fn holds because by density, there exist f˜n ∈ C0([0, T ]× Ω0) such
that f˜n → f˜ in L1((0, T )×Ω0) ≡ L1(0, T ;L1(Ω0)). Denote by (un, en) the respective
(bounded weak) solutions to the Stefan problem with the data (e0n, fn). By virtue
of these solutions satisfying the continuous dependence result, it follows that {en}n
is a Cauchy sequence in L1L1 and thus en → χ in L1L1 for some χ. Recall that
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|un| = |U(en)| ≤ |en| so by consideration of an appropriate Nemytskii map, we find
un = U(en)→ U(χ). Now we can pass to the limit in
−
∫ T
0
∫
Ω(t)
η˙(t)en(t)−
∫ T
0
∫
Ω(t)
un(t)∆Ωη(t) =
∫ T
0
∫
Ω(t)
fn(t)η(t) +
∫
Ω0
en0η(0)
and doing so gives
−
∫ T
0
∫
Ω(t)
η˙(t)χ(t)−
∫ T
0
∫
Ω(t)
U(χ(t))∆Ωη(t) =
∫ T
0
∫
Ω(t)
f(t)η(t) +
∫
Ω0
e0η(0)
and overall this shows that there exists a pair (χ, E−1(χ)) ∈ L1L1 × L1L1 which is a
weak solution of the Stefan problem. For these integrals to make sense, we need
η ∈W 1(L∞ ∩H2, L∞) with ∆Ωη ∈ L∞L∞ .
Now suppose that (u1, e1) and (u2, e2) are two weak solutions of class L1 to
the Stefan problem with data (f1, e10) and (f
2, e20) in L
1
L1 ×L1(Ω0) respectively. We
know that there exist approximations (f1n, e
1
0n), (f
2
n, e
2
0n) ∈ L∞L∞ × L∞(Ω0) of the
data satisfying
(f1n, e
1
0n)→ (f1, e10) and (f2n, e20n)→ (f2, e20) in L1L1 × L1(Ω0).
These approximate data give rise to the approximate solutions e1n and e
2
n both of
which are elements of L∞L∞ . It follows from above that e
1
n → e1 and e2n → e2 in L1L1 .
Now consider the continuous dependence result that e1n and e
2
n satisfy:
‖e1n − e2n‖L1
L1
≤ T
(
‖f1n − f2n‖L1
L1
+ ‖e10n − e20n‖L1(Ω0)
)
. (3.24)
Regarding the right hand side, by writing e10n − e20n = e10n − e10 + e10 − e20 + e20 − e20n,
(and similarly for the f in) and using triangle inequality, along with the fact that
e1n − e2n → e1 − e2 in L1L1 , we can take the limit in (3.24) as n→∞ and we are left
with what we desired.
103
Chapter 4
A fractional porous medium
equation on an evolving surface
4.1 Introduction
For each t ∈ [0, T ], let Γ(t) ⊂ Rd+1 be a smooth and compact d-dimensional hyper-
surface without boundary evolving with a given velocity field w. In this chapter,
we are interested in the well-posedness of the fractional porous medium equation
u˙(t) + (−∆Γ(t))1/2(um(t)) + u(t)∇Γ(t) ·w(t) = 0 on Γ(t)
u(0) = u0 on Γ0 := Γ(0)
(4.1)
for m ≥ 1, where u0 is a given initial data, um := |u|m−1u as usual, and (−∆Γ(t))1/2
is the square root of the Laplace–Beltrami operator on Γ(t), which is a nonlocal first
order elliptic pseudodifferential operator [110, 113, 118].
If the fractional Laplacian in (4.1) is replaced with the ordinary Laplace–
Beltrami operator −∆Γ(t), (4.1) would be a porous medium equation on an evolving
surface. The porous medium equation can be used to model, amongst other appli-
cations [93], gas flow through porous media [82], groundwater infiltration [23], heat
radiation, population dynamics, and plasma physics [121, §1–2]. It is perhaps the
simplest example to write down of a heat equation with a nonlinear diffusion. On
stationary domains, porous medium equations have, of course, attracted a consider-
able and well-developed literature. We refer the reader to the book [121] by Va´zquez
which is a comprehensive study of the mathematical analysis and key properties of
the equation (and it also contains many references). Results on the porous medium
equation on manifolds can be found in [121, §11.5] and [18]. We will also say a few
words about the non-fractional moving case in the conclusion of this chapter.
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The investigation of fractional porous medium equations was initiated in
the first paper [44] on the topic where De Pablo, Quiro´s, Rodr´ıguez and Va´zquez
examined such a problem on Rd involving the square root of the Laplacian and gave
a complete theory of the equation, and indeed, our work is motivated by the results
in that paper and we aim to give a similar analogous theory to the stationary case
in [44]. Fractional diffusion models anomolous diffusion and the fractional porous
medium equation appears in statistical mechanics and heat control (see [44, 45]
for references). Understanding the effects of the nonlocal diffusion with arguably
the prototypical nonlinearity in a rigorous mathematical sense is also a motivation
for studying this problem (there are some interesting differences: for example, free
boundaries do not arise in the fractional porous medium equation [44, §5.2] unlike
the non-fractional case). With regards to our choice of posing the problem on an
evolving surface: as we have explained before in previous chapters, physical models
are often more realistically formulated on curved spaces which are changing, since
this is precisely the situation in reality. The challenge of the analysis in the moving
framework is also more involved which compounds the interest in the problem (4.1).
Remark 4.1.1 (The standard porous medium equation and the fractional heat
equation). The reader may wonder why we did not first study on an evolving surface
either a non-fractional porous medium equation or a fractional heat equation. The
fractional heat equation (i.e., the m = 1 case in (4.1)) by its linearity means that we
can simply apply the theory of Chapter 1 once the functional framework in §4.2–4.4
has been set up. This should result in a solution with a weak time derivative in
a dual space. To derive the regularity result given by Theorem 1.4.8, we would
need to prove a transport formula for the fractional Laplacian, i.e., an appropriate
expression for
d
dt
∫
Γ(t)
|(−∆Γ(t))1/2u|2
analogous to the Dirichlet inner product case proved in [48] (see (2.15)). This
is an open issue and its resolution would be useful. The non-fractional porous
medium equation can be handled in essentially the same way as the Stefan problem
in Chapter 3. The porous medium case is more difficult, however, since the power
nonlineary is not globally Lipschitz and more work is needed in order to obtain
uniform bounds. The arguments we give in this chapter can be adapted to the
non-fractional setting; see the concluding remarks for more details.
In [44], the existence was proved by discretisation in time of a localised for-
mulation of the equation and then the application of the Crandall–Liggett theorem1
1The theorem by Crandall and Liggett gives conditions on the nonlinear elliptic operator under
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[39]. Those results were generalised in [45] to a wider range of fractional powers of
the Laplacian (−∆)s with exponent s ∈ (0, 1) on a stationary domain Ω ⊆ Rd using
the extension method introduced by Caffarelli and Silvestre in [29]. Existence was
proved in [19] (for a more general nonlinearity) in a different way through the theory
of semigroups and maximal monotone operators. Our model (4.1) differs from all
of the aforementioned works since it is on a moving space.
Before moving on, let us quickly discuss some other related works. Recently,
Bonforte and Va´zquez have considered in [20] equations of the form
u˙+ LF (u) = 0
on bounded domains, where L is in a class of general linear operators that includes
fractional Laplacians and F is a nonlinear mapping that includes the case of the
porous medium nonlinearity. The authors propose a different type of weak solution
(generalising a notion they defined earlier in [19]) and prove well-posedness and other
properties. There is also work on variants of nonlocal porous medium equations
such as those with variable density [101, 102] and different fractional operators
[13]. We also mention [6, 30, 117, 92] where elliptic fractional problems are studied
in the setting of the Laplacian on a bounded domain with Neumann boundary
conditions, and [75] where a degenerate parabolic equation arising in crack dynamics
is considered, again in the Neumann setting. One can also find numerical and finite
element analysis for elliptic and parabolic problems in [96, 95]. As is evident, there
has been an extraordinary amount of activity in fractional diffusion problems in the
last decade or so. A good survey of recent and current output involving nonlinear
fractional diffusion can be found in the articles [122, 123].
In terms of the analysis, a common preliminary step when working with
half-Laplacians is to rewrite the problem locally using a Dirichlet-to-Neumann map
[28, 8, 115, 34]. We will also reformulate (4.1) using such a map; this step is likewise
performed in [44, 45] but from here on, the type of approaches taken in [44, 45]
are problematic in our setting because of the additional complexity engendered by
the evolving domain. For example, one could attempt to pull back the problem
onto a reference domain (the resulting expression is not too cumbersome if the
evolution of Γ(t) is prescribed particularly agreeably), discretise the equation and
try to employ an appropriate time-dependent version of Crandall–Liggett [40, 62, 83]
to the resulting equation (which will have time-dependent coefficients) but these
theorems are difficult to apply even when the evolution of the domains is highly
which one can pass to the limit in the discretised equation, resulting in a mild solution. It is a
nonlinear generalisation of the well-known linear case (see [72]).
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simplified. Therefore, we choose a different way to approach this problem, which
we shall outline below, starting from the foundations. To our knowledge, the type
of approach developed in this chapter has not been used before in the fractional
setting, even in the stationary case. The challenges and peculiarities that arise due
to the moving domain will be highlighted in due course.
Before we proceed, let us remark that fractional Laplace–Beltrami operators
on various classes of manifolds have been studied in [8, 115, 34] through extension
problems in the style of Caffarelli–Silvestre [29], but a convenient work detailing all
the relevant properties of the half-Laplacian on closed manifolds in a Sobolev space
setting appears lacking, so this work is useful also in this respect. With this in mind,
it is worth emphasising that the first part of this chapter, comprising of §4.2–4.4,
is independent of the second part which consists of §4.5 and §4.6, and indeed the
reader can read the first part in isolation. The first part can be of use for other
fractional diffusion problems on (evolving) manifolds and the second part can be
thought of as an application of the first part. See the outline below for more details.
Novelty of the work Let us briefly state what is new in this chapter and what
has already been considered by others. The results on the harmonic extension on
manifolds in §4.2 are what one would expect, however, as mentioned above, it is
remarkably difficult to find a text where all the various functional analysis is done
(there does not appear to be much work in the literature on fractional diffusion on
manifolds). The results on the truncated harmonic extension problem are new, as
are the results on the harmonic extensions on evolving surfaces in §4.4 (the method
we used there to obtain time measurability is one we have not seen elsewhere). Some
of the functional analysis in §4.3 is also new. The techniques used to pass to the
limit in the latter parts of this chapter are relatively standard but their application
requires some technical details (such as carefully picking the correct test functions)
amongst which some do not arise in the stationary setting, and some of it is delicate.
4.1.1 Reformulation of the equation and main results
A natural way to define (−∆Γ(t))1/2 is through a spectral definition which we de-
scribe now in greater generality. Indeed, suppose that
(M, g) is a connected closed smooth Riemannian manifold (AM )
and let (ϕk, λk)k∈N be the normalised eigenpairs of the Laplacian −∆M so that
−∆Mϕk = λkϕk for each k; it follows that 0 = λ0 < λ1 ≤ λ2 ≤ ... ↗ ∞ and
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ϕ0 ≡ |M |−1/2 [76, Theorem 3.2.1]. The ϕk form an orthonormal basis of L2(M) and
are orthogonal in H1(M). For smooth functions u, define
(−∆M )1/2u :=
∞∑
k=1
λ
1/2
k (u, ϕk)L2(M)ϕk. (4.2)
The operator (−∆M )1/2 can be defined in a weaker sense through the action
〈(−∆M )1/2u, v〉 :=
∞∑
k=1
λ
1/2
k (u, ϕk)L2(M)(v, ϕk)L2(M) (4.3)
which is sensible whenever u and v belong to the Hilbert space
H(M) :=
{
u ∈ L2(M) |
∞∑
k=1
λ
1/2
k |(u, ϕk)L2(M)|2 <∞
}
(4.4)
endowed with the inner product
(u, v)H(M) := (u, v)L2(M) +
∞∑
k=1
λ
1/2
k (u, ϕk)L2(M)(v, ϕk)L2(M).
It is useful to have a Sobolev characterisation of the space H(M); in Lemma 4.2.9,
we will see that
H(M) = H1/2(M) = B
1/2
22 (M) = (L
2(M),W 1,2(M))1/2,
i.e., H(M) is exactly the fractional Sobolev space H1/2(M) (see [120, §7.2.2, §7.3.1,
§7.4.5] for more details on the second and third equalities). In the later sections, we
will be working on hypersurfaces so it is convenient for our purposes to introduce the
Sobolev–Slobodecki˘ı space W 1/2,2(Γ) (where Γ is a sufficiently smooth hypersurface)
defined using the Gagliardo norm (see §2 and references therein):
W 1/2,2(Γ) :=
{
u ∈ L2(Γ) | ‖u‖2W 1/2,2(Γ) :=
∫
Γ
|u(x)|2 dσ(x)
+
∫
Γ
∫
Γ
|u(x)− u(y)|2
|x− y|n dσ(x)dσ(y) <∞
}
.
Of course, this space is equivalent to H1/2(Γ) with an equivalence of norms (see
[127, §I.4.2 and Theorem 5.2 of §I.5.1], [86, Theorem 7.7, Chapter 1], [86, Chapter
1, §15] and [71, §1.3.3]), but it is important to distinguish between these spaces
when Γ = Γ(t) is time-dependent because the constants in the equivalence of norms
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y0
M C = M × [0,∞)
Figure 4.1.1: The semi-infinite cylinder C
will depend on t in an unknown way.
The spectral definition of (−∆M )1/2 in (4.2) is not particularly amenable
to a convenient theory of weak solutions; however, there is a way to localise the
fractional Laplacian (see [8, 115, 34]). With C := M × [0,∞) (see Figure 4.1.1) and
g¯ denoting the trivial product metric on C, consider the problem
∆g¯v = 0 on C, v|∂C = u (4.5)
where ∂C = M × {0}. Whenever u belongs to H(M), the equation has a unique
weak solution v = Eu, called the harmonic extension of u.
This harmonic extension Eu belongs in general not to H1(C) but to the larger
space
X(C) := H1(C)‖·‖X(C) where ‖v‖2X(C) := ‖∇g¯v‖2L2(C) + ‖T v‖2L2(M) for v ∈ H1(C)
(4.6)
with T : H1(C)→ H(M) denoting the trace map onto M×{0}, so that E : H(M)→
X(C) (this type of space X(C) was first defined in a different setting by Stinga and
Volzone in [117]). As we shall see in Lemma 4.2.6, the fractional Laplacian is
recovered as a Dirichlet-to-Neumann map:
〈(−∆M )1/2u, v〉H(M)∗,H(M) =
〈
∂(Eu)
∂ν
∣∣∣
y=0
, v
〉
H(M)∗,H(M)
,
where ν = (0,−1) is the outward normal to C. All of this will be laid out in detail
in §4.2.
Setting Ψ(r) := |r|m−1r and C(t) := Γ(t)× [0,∞), the above characterisation
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implies that one can rewrite (4.1) as
u˙(t) + u(t)∇Γ(t) ·w(t) +
∂v(t)
∂ν(t)
= 0 on ∂C(t)
v(t) = E t(Ψ(u(t)))
u(0) = u0 on Γ0
(P)
where E t is the map E with the manifold M chosen to be Γ(t) and ν(t) = (0,−1)
is outward normal to C(t). Regarding the regularity of {Γ(t)}t∈[0,T ], we will assume
Assumption 4.3.1 on p. 137 and that
there exists a constant λ1 > 0 such that λ1(t) ≥ λ1 for all t ∈ [0, T ] (Aλ)
where λk(t) denotes the k-th eigenvalue of −∆Γ(t); see Remark 4.3.2.
In §4.3 we shall make clear the assumptions on the evolution of the hyper-
surface Γ(t) and we shall check that the following spaces are well defined.
Space LpY Formed from {Y (t)}t∈[0,T ]
LpLq {Lq(Γ(t))}t∈[0,T ]
L2
W 1/2,2
{W 1/2,2(Γ(t))}t∈[0,T ]
L2L2(C) {L2(C(t))}t∈[0,T ]
L2H1(C) {H1(C(t))}t∈[0,T ]
L2X(C) {X(C(t))}t∈[0,T ]
The space W(Y,Z) := {u ∈ L2Y | u˙ ∈ L2Z} with u˙ the weak time or material
derivative refers to the evolving Sobolev–Bochner space for which we had previously
used the notation W (Y, Z).
In order to obtain measurability in time of t 7→ Et(Ψ(u(t))) for u ∈ L2W 1/2,2
(recall that each E t was defined individually at each moment in time as the harmonic
extension on Γ(t)), we will consider in §4.4 the “L2X(C) harmonic extension” problem:
given u ∈ L2
W 1/2,2
, find Eu = v ∈ L2X(C) such that
∆g¯v = 0, Tv = u (4.7)
holds with T : L2X(C) → L2W 1/2,2 the trace map. Then we will show that (Eu)(t) =
E tu(t) for almost all t, which gives the desired measurability. Of course, in the
stationary setting, this issue of measurability would not arise and there would be no
need to consider (4.7). Now we can think about what we mean by a weak solution.
In what follows, given η ∈ L2
W 1/2,2
, we denote by Eη ∈ L2H1(C) an arbitrary extension
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of η that satisfies TEη = η.
Definition 4.1.2 (Weak solution). A weak solution of (P) is a function u ∈ L∞L∞
with E(Ψ(u)) ∈ L2X(C) satisfying
−
∫ T
0
∫
Γ(t)
η˙(t)u(t) +
∫ T
0
∫
C(t)
∇g¯(t)E t(Ψ(u(t)))∇g¯(t)(Eη)(t) =
∫
Γ0
u0η(0)
for all η ∈W(W 1/2,2, L2) with η(T ) = 0.
Remark 4.1.3 (Formal derivation of weak formulation). Formally, to obtain (with
the aid of a generalised Green’s formula) a weak form of (4.1), we have two options.
(1) One can multiply the first equation in (P) by a test function η(t) ∈ H1/2(Γ(t))
and integrate by parts to obtain
〈u˙(t), η(t)〉+
∫
Γ(t)
u(t)η(t)∇Γ ·w = −
〈
∂v(t)
∂ν(t)
, η(t)
〉
= −
∫
C(t)
∇g¯(t)v(t)∇g¯(t)ηˆ(t)
= −
∫
C(t)
∇g¯(t)E t(Ψ(u(t)))∇g¯(t)ηˆ(t)
where ηˆ(t) ∈ H1(C(t)) is an extension of η(t) to the cylinder C(t).
(2) Or one could test the weak formulation satisfied by E t(Ψ(u(t))) by a test function
ζ(t) ∈ H1(C(t)) and use the first equation of (P):
0 = 〈∆g¯(t)E t(Ψ(u(t))), ζ(t)〉
= −
∫
C(t)
∇g¯(t)E t(Ψ(u(t)))∇g¯(t)ζ(t) +
∫
Γ(t)
∂E t(Ψ(u(t)))|y=0
∂ν(t)
ζ(t)|y=0
= −
∫
C(t)
∇g¯(t)E t(Ψ(u(t)))∇g¯(t)ζ(t)−
∫
Γ(t)
(u˙(t) + u(t)∇Γ ·w)ζ(t)|y=0.
Our definition of a weak solution is slightly weaker than the ones derived above. Let
us mention the first viewpoint is more convenient for us since the weak formulation
is defined in terms of boundary quantities.
We will prove the following theorem in §4.6, which is the main result of our
work.
Theorem 4.1.4 (Well-posedness of the fractional porous medium equation). Under
Assumption 4.3.1 and (Aλ), given u0 ∈ L∞(Γ0), there exists a unique weak solution
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u ∈ L∞L∞ ∩ L2W−1/2,2 to (P) with E(Ψ(u)) ∈ L2X(C) (in the sense of Definition 4.1.2).
Furthermore, we have the following properties:
1. Boundedness: for all t ∈ [0, T ], u(t) ∈ L∞(Γ(t)).
2. Conservation of mass: for all t ∈ [0, T ],∫
Γ(t)
u(t) =
∫
Γ0
u0.
3. L1-contraction principle: if u01 and u02 are two pairs of initial data in L
∞(Γ0),
then the respective solutions u1 and u2 satisfy∫
Γ(t)
(u1(t)− u2(t))+ ≤
∫
Γ0
(u01 − u02)+ for all t ∈ [0, T ].
An immediate consequence of the contraction principle is the following.
Corollary 4.1.5 (L1-continuous dependence and comparison principle). If u01 and
u02 are two pairs of initial data in L
∞(Γ0), then the respective weak solutions u1
and u2 of Theorem 4.1.4 satisfy the L
1-continuous dependence result∫
Γ(t)
|u1(t)− u2(t)| ≤
∫
Γ0
|u01 − u02| for all t ∈ [0, T ].
If u01 ≤ u02 a.e., then u1(t) ≤ u2(t) a.e. in Γ(t) for all t.
Let us discuss how these results compare to those in the stationary case
considered in [44, 45]. Theorem 4.1.4 and its corollary correspond to parts i, ii, iv
and v of Theorem 2.2 of [44] and to Theorem 7.2 of [45] in the half-Laplacian setting.
In short, these are the results that hold in the stationary case after changing the
evolving function spaces to the standard ones. In terms of the proof, our methods
are quite different, as already discussed earlier. Let us sketch the proof now.
4.1.2 Plan of the proof
In order to solve (P) and prove Theorem 4.1.4, we will first approximate the non-
linearity Ψ by well-behaved smooth approximations Ψk and seek to solve (P) with
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Ψ replaced by Ψk. This directs us to study the non-degenerate problem
u˙β(t) + uβ(t)∇Γ(t) ·w(t) +
∂vβ(t)
∂ν(t)
= 0 on ∂C(t)
vβ(t) = E t(β(uβ(t)))
uβ(0) = u0 on Γ0
(Pβ)
where β : R→ R satisfies
β(0) = 0, β is C2(R) (and Lipschitz)
β′, (β−1)′, (β−1)′′ ∈ L∞(R), and
there exist constants Cβ′ , Cβ′inv > 0 with β
′ ≥ Cβ′ and (β−1)′ ≥ Cβ′inv .
(Aβ)
To show well-posedness of (Pβ) one could try a Galerkin method but a complica-
tion involving the unbounded cylinder C(t) arises due to the surface evolution, see
Remark 4.5.5; this suggests truncating the cylinder C(t) in the unbounded direction.
So we consider in §4.2.4 a truncated harmonic extension problem and show that its
solution approximates the (untruncated) harmonic extension in some sense: given
u ∈ H(M), with ERu = vR denoting the weak solution of
∆g¯vR = 0 on CR := M × [0, R], vR|M×{0} = u, vR|M×{R} = 0, (4.8)
we will show in §4.2.5 that ∇g¯ERu → ∇g¯Eu in L2(C) as R → ∞. As with Et,
we define ER,t as ER with M = Γ(t) and CR(t) := Γ(t) × [0, R], and consider the
following problem as an approximation of (Pβ):
u˙βR(t) + uβR(t)∇Γ(t) ·w(t) +
∂vβR(t)
∂ν(t)
= 0 on Γ(t)× {0}
vβR(t) = ER,t(β(uβR(t)))
uβR(0) = u0 on Γ0.
(PβR)
We can define the spaces L2L2(CR) and L
2
H1(CR) on the truncated cylinder just like
before, and consideration of an “L2H1(CR) truncated harmonic extension” problem
like (4.7) in §4.4 will lead to a map ER and show the measurability in time of ER,t.
We will use the Galerkin method to solve (PβR) in §4.5.1, see Remark 4.5.2 where
we explain the choice of our Galerkin approximation; this requires emphasis due to
a technical difficulty in the evolution-dependent projection operators associated to
the Galerkin basis. Then we will pass to the limit in R in §4.5.2 in order to settle
(Pβ) and the following theorem will be proved.
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Theorem 4.1.6. Under Assumption 4.3.1, (Aλ), and (Aβ), given u0 ∈ L∞(Γ0),
there exists a unique solution uβ ∈ W(W 1/2,2,W−1/2,2) to (Pβ) with uβ(0) = u0
and E(β(uβ)) ∈ L2X(C) satisfying∫ T
0
〈u˙β(t), η(t)〉+
∫ T
0
∫
Γ(t)
uβ(t)η(t)∇Γ(t) ·w(t)
+
∫ T
0
∫
C(t)
∇g¯(t)E t(β(uβ(t)))∇g¯(t)(Eη)(t) = 0 (4.9)
for all η ∈ L2
W 1/2,2
, where the duality pairing is between the spaces W−1/2,2(Γ(t))
and W 1/2,2(Γ(t)). Furthermore, mass is conserved and the L1-contraction principle
holds for almost all t ∈ [0, T ].
With β chosen to be the regularisation Ψk, this theorem gives us a sequence
{uk}k∈N where uk ∈ W(W 1/2,2,W−1/2,2) satisfies uk(0) = u0, E(Ψk(uk)) ∈ L2X(C),
and the equation (4.9) with β replaced by Ψk and uβ replaced by uk. Then we pass
to the limit in k using energy estimates and the identification of limits is handled
with the theory of subdifferentials of convex functionals in §4.6 where the proof of
Theorem 4.1.4 is concluded.
In [44, 45], the authors prove results for existence with integrable data too,
as well as other properties besides, including regularity, smoothing effects and ex-
tinction of solutions. As the next step to our results, studying regularity in time
would be natural (and useful) but it appears difficult in our setting. We comment
on this in more detail in the conclusion.
4.1.3 Outline
It is clear that we need to properly study the harmonic extension maps E t and ER,t,
which we take care of in §4.2 in the general setting of closed Riemannian manifolds.
In §4.3 we shall check that the spaces LpY listed above are well-defined and prove
some preliminary functional analytic results. We then study the maps E and ER in
§4.4. After this, we tackle the non-degenerate problem (Pβ) in §4.5 and then prove
the main theorem in §4.6. We will finish with some concluding remarks in §4.7. Let
us emphasise that §4.2 is useful more generally for fractional problems on closed
manifolds and §4.3–4.5 are useful for fractional diffusion problems on (evolving)
hypersurfaces. Only in §4.6 do we specialise to the porous medium equation.
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4.1.4 Notation
We use the overline ·¯ in different contexts. When applied to functions u, it means
the spatial mean value: typically u = 1|M |
∫
M u or u =
1
|Γ(t)|
∫
Γ(t) u. When applied
to symbols like E or E like E or E , the meaning usually is that the map with the
overline is a linear extension, for example, E is a linear extension of E to a larger
space. Symbols of the blackboard bold style like E refer to maps between the
evolving Bochner spaces L2Y , whilst symbols of the calliographic style like E refer
to maps between Sobolev spaces of the form Hs(M). The notation |·| denotes a
seminorm; usually the L2 part of the corresponding norm is omitted.
As a convenience for the reader, we give here a list of the major notations
and symbols that we use in this chapter along with the page number of definition
or first usage.
Notation Page
(AM ) p. 107
H(M) p. 108
X(C) p. 109
(Aλ) p. 110
E , E p. 118
ER, ER p. 128
ZR p. 134
Notation Page
Et, ER,t, E t, ER,t p. 139
Tt, TR,t,y=0, TR,t,y=R, T t p. 139
T, T p. 142
TR,y=0, TR,y=R p. 143
E, E p. 149
ER, ER p. 152
〈·, ·〉, 〈·, ·〉0 p.155
4.2 The fractional Laplacian on compact Riemannian
manifolds
The main purpose of this section is to realise the fractional Laplacian on a closed
Riemannian manifold as the Dirichlet-to-Neumann map of a harmonic extension
problem. Throughout this section, we assume that (M, g) is a Riemannian mani-
fold as given in (AM ). We will define an operator E : H1/2(M) → H1(C) for this
purpose. We also study a truncated harmonic extension by means of an operator
ER : H1/2(M) → H1(CR), and then prove that in some sense, ER approximates E .
First, we begin with a brief discussion of Sobolev spaces on (semi-infinite) cylinders.
4.2.1 Sobolev spaces on semi-infinite cylinders
We can use the space H1(C) defined in [7] as the linear subspace of L1loc(C) consisting
of all v such that v and ∇g¯v belong to L2(C), and it is endowed with the natural
115
norm. Equivalently, it can be defined as the linear subspace of L2(0,∞;H1(M)) con-
sisting of all v such that vy ∈ L2(0,∞;L2(M)). This is precisely the type of Sobolev–
Bochner space whose theory was developed by Lions and Magenes [86, Chapter 1,
§2.2]. There is a bounded linear surjective trace operator T : H1(C)→ H1/2(M) [7,
Theorem 18.1], [86, Theorem 3.2, Chapter 1], possessing a continuous right inverse.
Similarly, the spaces H1(CR) can be defined on the truncated cylinder CR = M ×
[0, R]. Theorem 3.1 of [86, Chapter 1] gives that H1(CR) ↪→ C0([0, R];H1/2(M)),
so that the linear trace operators TR,y=0, TR,y=R : H1(CR) → H1/2(M) defined by
(TR,y=0v)(·) := v(·, 0) and (TR,y=Rv)(·) := v(·, R) are also bounded. Furthermore
TR,y=0 is surjective [86, Theorem 3.2, Chapter 1].
Lemma 4.2.1. If v ∈ H1(C), then y 7→ v(y) = 1|M |
∫
M v(y) is an element of
H1(0,∞) and thus v ∈ C0([0,∞)).
Proof. A calculation verifies that v ∈ H1(0,∞), and Theorem 8.2 in [27] proves that
each function in H1(0,∞) has a unique continuous representative in C0([0,∞)).
4.2.2 Fractional Sobolev spaces and the fractional Laplacian
The setting of a closed manifold is similar to the setting of Neumann boundary
conditions on a bounded domain (see [117, 92]). As mentioned in the introduction,
let (λk, ϕk) be the normalised eigenelements of the Laplace–Beltrami operator −∆M .
Since (ϕk, ϕ0)L2(M) = 0 for k 6= 0, each ϕk for k 6= 0 has mean value zero. We also
have ‖ϕk‖2H1(M) = 1 + λk which implies that
H1(M) =
{
u ∈ L2(M) | ‖u‖2H1(M) =
∞∑
k=0
(1 + λk)|(u, ϕk)L2(M)|2 <∞
}
,
and it is clear that for u ∈ H1(M),
−∆Mu =
∞∑
k=1
λk(u, ϕk)L2(M)ϕk in H
−1(M)
with
〈−∆Mu, v〉H−1(M),H1(M) =
∞∑
k=1
λk(u, ϕk)L2(M)(v, ϕk)L2(M). (4.10)
With the Hilbert space H(M) as in (4.4), the last two identities inspire us to define
(−∆M )1/2 : H(M)→ H(M)∗ by (4.2) with the action (4.3). For u, v ∈ H(M), it is
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easy to see the integration by parts formula
〈(−∆M )1/2u, v〉H(M)∗,H(M) =
∫
M
(−∆M )1/4u(−∆M )1/4v
where 〈(−∆M )1/4u, v〉 :=
∑∞
k=1 λ
1/4
k (u, ϕk)L2(M)(v, ϕk)L2(M), and we have
∥∥∥(−∆M )1/4u∥∥∥2
L2
=
∞∑
k=1
λ
1/2
k |(u, ϕk)L2(M)|2 = |u|2H(M).
4.2.3 The harmonic extension problem
Recall the problem (4.5): given u ∈ H(M), we want to find v : C → R satisfying
∆g¯v = 0 on C, v|M×{0} = u on ∂C.
If u ≡ 1, then v ≡ 1 is a solution, so u 7→ v does not map into H1(C) as constants
have infinite L2(C) norm. Therefore, we need to work in the bigger space X(C),
defined in (4.6) as
X(C) := H1(C)‖·‖X(C) where ‖v‖2X(C) := ‖∇g¯v‖2L2(C) + ‖T v‖2L2(M) for v ∈ H1(C).
Note that H1(C) d↪−→ X(C).
Remark 4.2.2. The constant functions belong to X(C) but not H1(C). To see this,
take un ∈ H1(C) with
un(x, y) =

c : y ∈ (0, n]
c
n(2n− y) : y ∈ (n, 2n]
0 : y ∈ (2n,∞)
which satisfies ∇Mun = 0 and ∂yun = −c/nχ(n,2n). Note that
‖un − um‖2X˜(C) = ‖∂y(un − um)‖2L2(C)
≤ 2
(
‖∂yun‖2L2(C) + ‖∂yum‖2L2(C)
)
= 2
(∫ 2n
n
∫
M
c2
n2
+
∫ 2m
m
∫
M
c2
m2
)
= 2|M |
(
c2
n
+
c2
m
)
→ 0
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as n, m→∞. So u := (un) is a Cauchy sequence in the X˜(C) norm, and it follows
that
‖u‖2X(C) = limn→∞
∫ 2n
n
∫
M
c2
n2
+
∫
M
c2 = lim
n→∞ |M |
(
c2 +
c2
n
)
= |M |c2
using ‖u‖2X(C) := limn→∞ ‖un‖2X˜(C). Then the constant c can be identified with u.
Lemma 4.2.3 (Extension of the gradient to X(C)). The gradient ∇g¯ : H1(C) →
L2(C) extends to a bounded linear map ∇g¯ : X(C)→ L2(C) such that ∇g¯|H1(C) = ∇g¯
and
∇g¯v = lim
n→∞∇g¯vn
for vn ∈ H1(C) such that vn → v in X(C).
Proof. We have that ∇g¯ : H1(C)→ L2(C) satisfies
‖∇g¯v‖2L2(C) ≤ ‖∇g¯v‖2L2(C) + ‖T v‖2L2(M) = ‖v‖2X(C)
for all v ∈ H1(C). Since H1(C) is dense in X(C), Lemma 4.A.1 provides the result.
Theorem 4.2.4. For every u ∈ H(M), there exists a unique weak solution Eu ∈
X(C) to the harmonic extension problem (4.5) satisfying (Eu)(0) = u in L2(M) and∫
C
∇g¯(Eu)∇g¯η = 0 for all η ∈ H1(C) with T η = 0.
When u¯ = 0, we write the solution as Eu which satisfies 1|M |
∫
M (Eu)(y) = 0 for
all y ∈ [0,∞). The map E : H(M) → X(C) satisfies Eu = E(u − u¯) + u¯ and
∇g¯(Eu) = ∇g¯E(u− u¯). Furthermore, (if u¯ = 0)
‖Eu‖2L2(C) ≤
‖u‖2L2(M)
2λ
1/2
1
(4.11)
‖∇g¯Eu‖2L2(C) =
∥∥∥(−∆M ) 14u∥∥∥2
L2(M)
= |u|2H(M). (4.12)
Proof. The proof of the well-posedness is essentially the same as that of Theorem
2.1 in [117]. Suppose for now that u¯ = 0. Set
(Eu)(x, y) := v(x, y) :=
∞∑
k=1
e−yλ
1/2
k (u, ϕk)L2(M)ϕk(x)
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which is a sum that converges in L2(M) for each fixed y ∈ [0,∞), and we claim that
this is a solution. Note that∫
M
|v(y)|2 =
∑
k≥1
e−2yλ
1/2
k |(u, ϕk)L2(M)|2
and also, using (4.10),∫
M
|vy(y)|2 =
∫
M
|
∑
k≥1
λ
1/2
k e
−yλ1/2k (u, ϕk)L2(M)ϕk|2 =
∑
k≥1
λke
−2yλ1/2k |(u, ϕk)L2(M)|2,∫
M
|∇My|2 =
∑
k≥1
λke
−2yλ1/2 |(u, ϕk)L2(M)|2.
These expressions can be integrated over y since the sums converge uniformly, see
Lemma 4.2.5. This implies that
‖v‖2L2(C) =
∑
k≥1
|(u, ϕk)L2(M)|2
∫ ∞
0
e−2yλ
1/2
k =
∑
k≥1
|(u, ϕk)L2(M)|2
2λ
1/2
k
≤
‖u‖2L2(M)
2λ
1/2
1
,
and
‖∇g¯v‖2L2(C) = 2
∑
k≥1
λk|(u, ϕk)L2(M)|2
∫ ∞
0
e−2yλ
1/2
= |u|2H(M) .
This proves properties (4.11) and (4.12).
Since the partial sums vN (y) =
∑N
k=1 e
−yλ1/2k (u, ϕk)L2(M)ϕk converge in
L2(M) to v(y), we have that
0 = (vN (y), 1)L2(M) → (v(y), 1)L2(M)
giving that v(y) has mean value zero. Let η ∈ H1(C) with T η = 0 = η(x, 0).
For almost all y, we have η(x, y) =
∑∞
k=0(η(·, y), ϕk)L2(M)ϕk(x); let us write the
coefficients as ηk(y). Now, we have∫
M
vyy(y)η(y) =
∞∑
k=1
λke
−yλ1/2k (u, ϕk)L2(M)ηk(y)
and∫
M
∇Mv(y)∇Mη(y) =
∞∑
k=1
λke
−yλ1/2k (u, ϕk)L2(M)ηk(y) =
∫
M
vyy(y)η(y) (4.13)
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using (4.10). Using integration by parts we get∫
C
∇Mv∇Mη + vyηy =
∫
C
∇Mv∇Mη − vyyη +
∫
∂C
vyη
=
∫
M
vy(x, 0)η(x, 0) (using (4.13))
= 0
as η has trace zero. This proves that v is a weak solution. Uniqueness follows easily
by assuming there are two solutions, taking the difference of the weak forms and
then testing with the difference (which has trace zero).
Therefore, the map E : {u ∈ H(M) | u¯ = 0} → H1(C) is well-defined. Now
suppose u¯ 6= 0. Define
E(u) := E(u− u¯) + u¯.
Note that ∇g¯(Eu) = ∇g¯(E(u − u¯) + u¯) = ∇g¯E(u − u¯) +∇g¯u¯ with the last equality
by linearity and the fact that E(u − u¯) ∈ H1(C). We have ∇g¯u¯ = limn→∞∇g¯un
where un ∈ H1(C) converges to u¯ in X(C), which is a constant. Let us choose
un as in Remark 4.2.2 (with c in the remark replaced with u¯), which tells us that
limn→∞∇g¯un = limn→∞− u¯nχ(n,2n) = 0 since
∫ 2n
n
∫
M u¯
2/n2 = |M |u¯2/n → 0, i.e.,
∇g¯un → 0 in L2(C). This proves that ∇g¯(Eu) = ∇g¯E(u− u¯).
Equality (4.12) shows that E : H(M)→ X(C) is an isometry:
∥∥Eu∥∥
X(C) = ‖u‖H(M) .
Lemma 4.2.5. The solution satisfies Eu ∈ C0([0,∞);L2(M))∩C∞((0,∞);H1(M))
and the infinite sums that define ‖(Eu)(y)‖L2(M) and ‖∇g¯(Eu)(y)‖L2(M) are uni-
formly convergent on [0,∞) and [,∞) respectively for any  > 0.
Proof. (1) That Eu ∈ C0([0,∞);L2(M)) is easy to see since
‖v(y)‖2L2(M) =
∞∑
k=1
e−2y
√
λk |(u, ϕk)|2
and this is continuous as a function of y, because e−2y
√
λk |(u, ϕk)|2 ≤ |(u, ϕk)|2 gives
uniform convergence of the sum by the Weierstrass M-test.
(2) Let us see now why Eu ∈ C0([,∞);H1(M)) for any  > 0. Note first of
all that v(y) ∈ H1(M) if y > 0: the condition to check is (4.2.2), which translates
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to requiring ∑
k≥1
(1 + λk)e
−2y√λk |(u, ϕk)|2 <∞.
We have
λke
−2y√λk =
√
λk
y
y
√
λke
−2y√λk ≤
√
λk
y
e−y
√
λk ≤
√
λk

e−
√
λ1
using xe−2x ≤ e−x. This calculation implies that
λke
−2y√λk |(u, ϕk)|2 ≤ e
−√λ1

√
λk|(u, ϕk)|2 =: Mk
and
∑∞
k=1Mk is finite and therefore by the Weierstrass M-test, the convergence of
the sum ∞∑
k=1
λke
−2y√λk |(u, ϕk)|2 = ‖∇Mv(y)‖2L2(M)
is uniform, with the equality by using (4.10) (which is valid since we showed above
that v(y) ∈ H1(M)). Therefore y 7→ ‖v(y)‖H1(M) is continuous on [,∞). This
shows that v ∈ C0((0,∞);H1(M)).
(3) A similar argument enables us to prove that Eu ∈ C∞((0,∞);H1(M))
with ∥∥∥v(m)(y)∥∥∥2
H1(M)
=
∞∑
k=1
(1 + λk)λ
m
k e
−2y√λk |(u, ϕk)|2
by making use of xe−2x ≤ e−x iteratively. In fact, we obtain for any m ∈ N and
l ∈ N with l < m:
λmk e
−2y√λk ≤ 1
y2l+1
22l · 22l−1 · .... · 2︸ ︷︷ ︸
=:C(l)
λ
m−l− 1
2
k e
−2−2lyλ1/2k .
So in particular, with l = m− 1 and if y ≥  > 0:
λmk e
−2y√λk ≤ e
−2−2(m−1)λ1/21 C(m− 1)
2m−1
λ
1/2
k .
Now we can use the Weierstrass M-test again to obtain the uniform convergence of
the partial sums
N∑
k=1
(1 + λk)λ
m
k e
−2y√λk |(u, ϕk)|2.
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Regarding the next lemma, see also [28].
Lemma 4.2.6. The fractional Laplacian of u ∈ H(M) is recovered through the
Dirichlet-to-Neumann map:
(−∆M )1/2u = − lim
y→0+
∂Eu
∂y
in H(M)∗.
Proof. If u¯ = 0 and η ∈ H(M),
−〈vy(y), η〉H(M)∗,H(M) =
∞∑
k=1
√
λke
−y√λk(u, ϕk)L2(M)(η, ϕk)L2(M)
and the sum uniformly converges by Abel’s test, because e−y
√
λk is decreasing and
bounded, and
∞∑
k=1
√
λk(u, ϕk)L2(M)(η, ϕk)L2(M) = 〈(−∆M )1/2u, η〉H(M)∗,H(M) <∞.
Therefore, we can take the limit:
lim
y→0+
−〈vy(y), η〉H(M)∗,H(M) =
∞∑
k=1
√
λk(u, ϕk)L2(M)(η, ϕk)L2(M)
= 〈(−∆M )1/2u, η〉H(M)∗,H(M).
If u¯ 6= 0,
(−∆M )1/2u = (−∆M )1/2(u− u¯) = − lim
y→0+
∂y(E(u− u¯)) = − lim
y→0+
∂yEu.
The following cut-off function will be of use here and in §4.6.
Definition 4.2.7 (Cut-off function). For any ρ > 0, there exists a smooth cut-off
function ψρ such that
ψρ(y) =
1 : y ∈ [0, ρ]0 : y ∈ [2ρ,∞)
and −1ρC
√
ψ(1− yρ) ≤ ψ′ρ(y) ≤ 0 on [ρ, 2ρ], with C not depending on ρ. It fol-
lows that ψρ(y) → 1 pointwise, |ψρ(y)| ≤ 1, ψ′ρ(y) → 0 pointwise and |ψ′ρ(y)| ≤
1
ρC
√
ψ(1− yρ) ≤ C (for ρ ≥ 1) on [ρ, 2ρ].
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ψρ
b
Figure 4.2.1: A sketch of the cut-off function ψρ
Define a map N : H1/2(M)→ H−1/2(M) by
〈Nu, h〉H−1/2(M),H1/2(M) :=
∫
C
∇g¯(Eu)∇g¯h˜
where h˜ ∈ H1(C) is any extension of h. This map is well-defined since if we had two
arbitrary extensions h˜1 and h˜2, then∫
C
∇g¯(Eu)∇g¯h˜1 −
∫
C
∇g¯(Eu)∇g¯h˜2 =
∫
C
∇g¯(Eu)∇g¯(h˜1 − h˜2) = 0
by definition of the weak formulation that Eu satisfies, since T (h˜1−h˜2) = 0. The fact
that the extension can be arbitrary will be extremely useful later on. Furthermore,
by taking the extension of h to be E(h− h¯) + ψρh¯ ∈ H1(C), one can see that Nu is
linear, and by the calculation
|〈Nu, h〉H−1/2(M),H1/2(M)| ≤
∫
C
|∇g¯Eu||∇g¯(E(h− h¯) + ψρh¯)|
≤ |u− u¯|H(M) (
∣∣h− h¯∣∣
H(M)
+ |h¯|∥∥ψ′ρ∥∥L2(C))
≤ |u|H(M) (|h|H(M) + C1 ‖h‖L2(M)
∥∥ψ′ρ∥∥L2(C))
≤ C2 |u|H(M) ‖h‖H(M)
≤ C3 |u|H(M) ‖h‖H1/2(M) ,
Nu is indeed in the dual space of H1/2(M). We can write Nu = ∂Eu∂ν
∣∣
y=0
, i.e.,
N is the Dirichlet-to-Neumann map; this notation is justified since, if for example
∆g¯E(u) ∈ L2(C), the standard Green’s formula implies
∫
∂C
∂Eu
∂ν w =
∫
C w∆g¯Eu +∫
C ∇g¯Eu∇w =
∫
C ∇g¯Eu∇w.
Lemma 4.2.8. Let u ∈ H(M) with u¯ = 0. The harmonic extension Eu is the
unique minimiser of the energy
J(v) =
1
2
∫
C
|∇g¯v|2
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over the set H1u(C) := {v ∈ H1(C) | T v = u}.
Proof. With w ∈ H1u(C), test the weak form Eu = v satisfies with η = v − w:∫
C
|∇g¯v|2 −∇g¯v∇g¯w = 0
which gives
J(v) =
1
2
∫
C
|∇g¯v|2 ≤ 1
4
‖∇g¯v‖2L2(C) +
1
4
‖∇g¯w‖2L2(C) ,
and rearranging shows J(v) ≤ J(w). Uniqueness follows since J is strictly convex.
Lemma 4.2.9. The space H(M) = H1/2(M). This means that H(M) ⊂ H1/2(M)
and H1/2(M) ⊂ H(M) with an equivalence of norms (the constants in the equiva-
lence of norms will depend on M).
Proof. Given u ∈ H(M) with u¯ = 0, define v = Eu, which we know belongs to H1(C)
from Theorem 4.2.4 and so T v = u ∈ H1/2(M) since T has range in H1/2(M). For
the case u¯ 6= 0, we have that u− u¯ ∈ H1/2(M), which implies that u = u− u¯+ u¯ ∈
H1/2(M), since the constants are elements of H1(M) ⊂ H1/2(M).
Now we prove the reverse inclusion. Recall that a function u ∈ L2(M) +
H1(M) belongs to the interpolation space H1/2(M) as defined by the K-method if,
given the K-functional (for t > 0)
K(t, u) = inf
u=u0+u1
u0∈L2(M)
u1∈H1(M)
(
‖u0‖2L2(M) + t2 ‖u1‖2H1(M)
)1/2
,
the following norm is finite:
‖u‖H1/2(M) =
(∫ ∞
0
(t−1/2K(t, u))2
dt
t
)1/2
.
See [86, Chapter 1, §15], [25, Appendix B], [89, Appendix B] for more information.
We follow the ideas of the proof of Theorem B.2 in [25] now. Let u ∈ H1/2(M), and
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write u =
∑∞
k=0 ukϕk and take v =
∑∞
k=0 vkϕk ∈ H1(M). Then
K2(t, u) = inf
v∈H1(M)
(
‖u− v‖2L2(M) + t2 ‖v‖2H1(M)
)
= inf
v∈H1(M)
( ∞∑
k=0
|uk − vk|2 + t2
∞∑
k=0
(1 + λk)|vk|2
)
,
and the expression in the infimum is minimised when vk = x satisfies
d
dx
|uk − x|2 + t2(1 + λk)|x|2 = 2t2(1 + λk)x+ 2(x− uk) = 0
i.e., when vk = uk/(1 + t
2(1 + λk)), so that
K2(t, u) =
∞∑
k=0
t2(1 + λk)
1 + t2(1 + λk)
|uk|2.
Therefore,
‖u‖2H1/2(M) =
∫ ∞
0
∞∑
k=0
(1 + λk)
1 + t2(1 + λk)
|uk|2dt (4.14)
=
∞∑
k=0
(1 + λk)|uk|2
∫ ∞
0
1
1 + t2(1 + λk)
dt
=
pi
2
∞∑
k=0
√
1 + λk|uk|2 (4.15)
≥ pi
2
∞∑
k=0
√
λk|uk|2
=
pi
2
|u|2H(M) .
The integration term by term is justified for the following reason. On [,∞), we
have
(1 + λk)
1 + t2(1 + λk)
|uk|2 ≤ (1 + λk)
t2(1 + λk)
|uk|2 ≤ 1
2
|uk|2
and the right hand side is convergent. Therefore the sum (4.14) is uniformly con-
vergent on [,∞). Then one can integrate over this interval and send  → 0, using
continuity and the monotone convergence theorem.
The above calculation implies that ‖u‖2H(M) ≤ pi−1(2 + pi) ‖u‖2H1/2(M). From
(4.15), using
√
1 + λk ≤ 1 +
√
λk, we have that ‖u‖2H1/2(M) ≤ 2−1pi ‖u‖2H(M) .
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We could also have proved this lemma via the J-method of interpolation
and Weyl’s law [76, Chapter 3, equation (3.2.24)], as is done in [19, §3.1.3] on
a bounded domain. Another approach, relying explicitly on the Gagliardo norm
on H1/2(M) when M is a hypersurface, can also work with the use of two-sided
Gaussian estimates on the heat kernel, similar to [117, §2.2] for the case of the
Neumann Laplacian in a bounded domain.
The trace map can be extended to the space X(C) (cf. [117, Lemma 2.4]).
Lemma 4.2.10. There exists a bounded linear trace map T : X(C)→ H(M) such
that ∥∥T v∥∥
H(M)
≤ ‖v‖X(C) for v ∈ X(C),
T w = T w for w ∈ H1(C) ⊂ X(C) (i.e., T extends T ), and T w := limn→∞ T wn for
wn ∈ H1(C) converging to w in X(C).
Proof. Let w ∈ H1(C) be arbitrary with T w =: w0. It follows that if w0 = 0, using
(4.12),∥∥∥(−∆M ) 14w0∥∥∥2
L2(M)
= ‖∇g¯Ew0‖2L2(C) = 2J(Ew0) ≤ 2J(w) = ‖∇g¯w‖2L2(C) ,
since the harmonic extension minimises J . Since this inequality does not see con-
stants, we can drop the assumption w0 = 0. Then
‖w0‖2L2(M) +
∥∥∥(−∆M ) 14w0∥∥∥2
L2(M)
≤ ‖∇g¯w‖2L2(C) + ‖w0‖2L2(M) = ‖w‖2X(C) .
That is, T : H1(C) → H(M) satisfies ‖T w‖H(M) ≤ ‖w‖X(C) . Then Lemma 4.A.1
gives the result.
Remark 4.2.11. The trace map T between {v ∈ X(C) | ∆g¯v = 0} and H1/2(M)
is invertible with inverse E : H1/2(M)→ X(C).
The following lemma is a seminorm boundedness property of the trace map;
note the Gagliardo seminorm on the left hand side (the proof of Lemma 4.2.10 had
the H(M) seminorm on the left hand side instead).
Lemma 4.2.12. Let M = Γ be a hypersurface of class C1. For every v ∈ H1(C),
|T v|W 1/2,2(Γ) ≤ C ‖∇g¯v‖L2(C) .
Proof. Let v ∈ H1(C) satisfy 1|Γ|
∫
Γ v(y) = 0 for all y. Using the trace theorem, we
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calculate
‖T v‖W 1/2,2(Γ) ≤ C1(‖v‖L2(C) + ‖∇g¯v‖L2(C))
= C1
((∫ ∞
0
∫
Γ
|v(y)|2
)1/2
+ ‖∇g¯v‖L2(C)
)
≤ C2
((∫ ∞
0
∫
Γ
|∇Γv(y)|2
)1/2
+ ‖∇g¯v‖L2(C)
)
≤ C3 ‖∇g¯v‖L2(C)
where we used Poincare´’s inequality, since v(y) has mean value zero. Now suppose
that v ∈ H1(C) does have not have spatial mean value zero for a.a. y. Then define
vˆ(x, y) = v(x, y)− 1|Γ|
∫
Γ
v(y)
which satisfies 1|Γ|
∫
Γ vˆ(y) = 0 and vˆ ∈ H1(C) by Lemma 4.2.1. Then
‖T vˆ‖W 1/2,2(Γ) ≤ C3
∥∥∥∥∇g¯ (v − 1|Γ|
∫
Γ
v(y)
)∥∥∥∥
L2(C)
≤ C3
(
‖∇g¯v‖L2(C) +
∥∥∥∥ 1|Γ|∂y
∫
Γ
v(y)
∥∥∥∥
L2(C)
)
= C3
(
‖∇g¯v‖L2(C) +
∥∥∥∥ 1|Γ|
∫
Γ
∂yv(y)
∥∥∥∥
L2(C)
)
≤ C4 ‖∇g¯v‖L2(C)
but the left hand side is
‖T vˆ‖W 1/2,2(Γ) =
∥∥∥∥T v − 1|Γ|
∫
Γ
v(0)
∥∥∥∥
W 1/2,2(Γ)
(using Lemma 4.2.1)
=
(∥∥∥∥T v − 1|Γ|
∫
Γ
v(0)
∥∥∥∥2
L2(Γ)
+ |T v|2W 1/2,2(Γ)
)1/2
(because the seminorm does not see constants)
≥ |T v|W 1/2,2(Γ) .
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4.2.4 The truncated harmonic extension problem
Define H10 (CR) := {η ∈ H1(CR) | TR,y=0η = TR,y=Rη = 0}; this is a Hilbert space
because it is a closed linear subspace of H1(CR).
Theorem 4.2.13. For every u ∈ H(M), there exists a unique weak solution v =
ERu ∈ H1(CR) to the truncated harmonic extension problem (4.8)
∆g¯vR = 0 on CR := M × [0, R], vR|M×{0} = u, vR|M×{R} = 0,
satisfying (ERu)(0) = u and (ERu)(R) = 0 in L2(M) and∫
CR
∇g¯ERu∇g¯η = 0 for all η ∈ H10 (CR).
When u¯ = 0, we write the solution as ERu which satisfies 1|M |
∫
M (ERu)(y) = 0 for
all y ∈ [0, R]. The map ER : H(M)→ H1(CR) satisfies ERu = ER(u− u¯) + R−yR u¯.
Proof. Suppose that u¯ = 0 and define
(ERu)(x, y) := v(x, y) :=
∞∑
k=1
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)
(u, ϕk)L2(M)ϕk(x)
where
α1(k,R) = − e
−√λkR
e
√
λkR − e−√λkR and α2(k,R) =
e
√
λkR
e
√
λkR − e−√λkR .
The formula for the solution comes from separation of variables and the infinite
sum converges in L2(M) for all y ∈ [0, R]. To see that it is a weak solution, take a
test function η ∈ H10 (CR) with η(x, y) =
∑∞
k=0(η(y), ϕk)ϕk(x) and calculate (using
(4.10))∫
M
∇Γv(y)∇Γη(y)
=
∞∑
k=1
λk
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)
(η(y), ϕk)L2(M)(u, ϕk)L2(M),
and since
vyy(y) =
∞∑
k=1
λk
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)
(u, ϕk)L2(M)ϕk,
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we have ∫
M
vyy(y)η(y) =
∫
M
∇Γv∇Γη.
Then ∫
CR
∇Γv∇Γη =
∫
CR
vyyη = −
∫
CR
vyηy +
∫
∂CR
vyη = −
∫
CR
vyηy
with the last equality since η vanishes on the boundary; this implies the result. For
u with mean value non-zero, we set ERu := ER(u − u¯) + R−yR u¯. This is a solution
because∫
CR
∇g¯
(
R− y
R
u¯
)
∇g¯η = − u¯
R
∫
CR
∂yη = − u¯
R
∫ R
0
d
dy
∫
M
η = − u¯
R
∫
M
(η(R)− η(0))
which equals zero. Lemmas 4.2.16 and 4.2.17 give that ERu is in H1(CR).
Remark 4.2.14. Recall that
v(x, y) =
∞∑
k=1
(
e
√
λk(R−y) − e−
√
λk(R−y)
e
√
λkR − e−√λkR
)
(u, ϕk)L2(M)ϕk(x).
Set
fr,R(n) =
enr − e−nr
enR − e−nR
and observe that
d
dn
fr,R(n) =
r(enr + e−nr)
enR − e−nR −
R(enR + e−nR)(enr − e−nr)
(enR − e−nR)2
=
(enr − e−nr)
(enR − e−nR)
(
r(enr + e−nr)
(enr − e−nr) −
R(enR + e−nR)
(enR − e−nR)
)
=
(enr − e−nr)
(enR − e−nR) (r coth(nr)−R coth(nR)) ,
Define gn(s) = s coth(ns) and note that
d
dsgn(s) = coth(ns) +ns(1− coth2(ns)) ≥ 0
whenever ns ≥ 0 so that gn(r)− gn(R) ≤ 0 and
d
dn
fr,R(n) ≤ 0
since the factor in front of the gn terms is positive. This implies that
k 7→ e
√
λk(R−y) − e−
√
λk(R−y)
e
√
λkR − e−√λkR is monotone decreasing.
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Furthermore, as r 7→ sinh(r) is increasing,
e
√
λk(R−y) − e−
√
λk(R−y)
e
√
λkR − e−√λkR =
sinh(
√
λk(R− y))
sinh(
√
λkR)
≤ 1.
Lemma 4.2.15. The solution satisfies ERu ∈ C0([0, R];L2(M))∩C0((0, R];H1(M))
and ∂yERu ∈ C0((0, R];L2(M)). The infinite sums that define ‖(ERu)(y)‖L2(M) and
‖∇g¯(ERu)(y)‖L2(M) are uniformly convergent on [0, R] and [, R] respectively, for
any  > 0.
Proof. (1) We have
‖v(y)‖2L2(M) =
∞∑
k=1
(
e
√
λk(R−y) − e−
√
λk(R−y)
e
√
λkR − e−√λkR
)2
|(u, ϕk)L2(M)|2
and the sum is uniformly convergent by the Weierstrass M-test (the coefficient is
bounded above by 1) so ERu ∈ C0([0, R];L2(M)).
(2) We have∫
M
|∇Mv(y)|2 =
∞∑
k=1
λk
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)2 |(u, ϕk)L2 |2
and ∫
M
|vy(x, y)|2 =
∞∑
k=1
λk
(
α1(k,R)e
√
λky − α2(k,R)e−
√
λky
)2 |(u, ϕk)L2 |2,
which implies∫
M
|∇g¯v|2 = 2
∞∑
k=1
λk
(
α1(k,R)
2e2
√
λky + α2(k,R)
2e−2
√
λky
)
|(u, ϕk)L2 |2.
Let us define
ak(y) := α1(k,R)
2e2
√
λky + α2(k,R)
2e−2
√
λky
=
e2
√
λk(R−y) + e2
√
λk(y−R)
(e
√
λkR − e−√λkR)2
=
cosh(2
√
λk(R− y))
2 sinh2(
√
λkR)
.
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Let y ≥  > 0. The function ak is largest when y = , so we have
λkak(y) ≤ λk e
2
√
λk(R−) + e2
√
λk(−R)
(e
√
λkR − e−√λkR)2
= λke
−2√λk e
2
√
λkR
(e
√
λkR − e−√λkR)2 + λk
e−2
√
λk(R−)
(e
√
λkR − e−√λkR)2
≤
√
λk

√
λke
−2√λkC1(λ1, R) +
√
λk
R− 
√
λk(R− )e−2
√
λk(R−)
(e
√
λkR − e−√λkR)2
(because C1(λk, R) :=
e2
√
λkR
(e
√
λkR−e−
√
λkR)2
is decreasing in k)
≤
√
λk

e−
√
λkC1(λ1, R) +
√
λk
R− 
e−
√
λk(R−)
(e
√
λkR − e−√λkR)2
≤
√
λk

e−
√
λ1C1(λ1, R) +
√
λk
R− e
−√λ1(R−)C2(λ1, R).
(again because of monotonicity)
This implies that
λkak(y)|(u, ϕk)L2(M)|2
≤
(
1

e−
√
λkC1(λ1, R) +
1
R− e
−√λ1(R−)C2(λ1, R)
)√
λk|(u, ϕk)L2(M)|2
and the right hand side is summable, so by the Weierstrass M-test, so the sum
defining ‖∇g¯v(y)‖L2(M) is uniformly convergent over [, R].
Lemma 4.2.16. For all u ∈ H(M),
∥∥ERu∥∥2L2(CR) ≤ 12√λ1 ‖u− u¯‖2L2(M) + 4R|M ||u¯|2.
Proof. First let u¯ = 0 and set v = ERu. Start with∫
M
|v(y)|2 =
∞∑
k=1
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)2 |(u, ϕk)|2
and observe that(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)2
=
(e
√
λk(R−y) − e
√
λk(y−R))2
(e
√
λkR − e−√λkR)2
=
e2
√
λk(R−y) + e2
√
λk(y−R) − 2
(e
√
λkR − e−√λkR)2 ,
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and thus
∫ R
0
(
α1(k,R)e
√
λky + α2(k,R)e
−√λky
)2
=
[ e
2
√
λk(R−y)
−2√λk ]
R
0 + [
e2
√
λk(y−R)
2
√
λk
]R0 − 2R
(e
√
λkR − e−√λkR)2
=
e2
√
λkR − 1 + 1− e−2
√
λkR − 4R√λk
2
√
λk(e
√
λkR − e−√λkR)2
=
1
2
√
λk
e2
√
λkR−e−2
√
λkR − 4R√λk
e2
√
λkR + e−2
√
λkR − 2
≤ 1
2
√
λk
.
This then implies (with the term by term integration possible by the uniform con-
vergence given in Lemma 4.2.15)∫ R
0
∫
M
|v|2 ≤
∞∑
k=1
1
2
√
λk
|(u, ϕk)|2 ≤ 1
2
√
λ1
‖u‖2L2(M) .
If u¯ 6= 0, noting that(
ER(u− u¯), R− y
R
u¯
)
L2(M)
=
R− y
R
u¯(ER(u− u¯), 1)L2(M) = 0
since E(u− u¯) has spatial mean value zero, we have
∥∥ERu∥∥2L2(CR) = ‖ER(u− u¯)‖2L2(CR) +
∥∥∥∥R− yR u¯
∥∥∥∥2
L2(CR)
≤ 1
2
√
λ1
‖u− u¯‖2L2(M) +
∫ R
0
∫
M
(
R− y
R
)2
|u¯|2
≤ 1
2
√
λ1
‖u− u¯‖2L2(M) + 4R|M ||u¯|2.
Lemma 4.2.17. For all u ∈ H(M),
∥∥∇g¯ERu∥∥2L2(CR) ≤ (1 + 1/2 sinh2(√λ1R)) |u− u¯|2H(M) + |M ||u¯|2R .
where C(λ1, R) = 1 + 1/2 sinh
2(
√
λ1R).
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Proof. Let first u¯ = 0. We have from Lemma 4.2.15 that∫
M
|∇g¯v(y)|2 = 2
∞∑
k=1
|(u, ϕk)L2 |2λk
(
α1(k,R)
2e2
√
λky + α2(k,R)
2e−2
√
λky
)
,
and integrating over [, R], with the aid of the uniform convergence property in
Lemma 4.2.15 and the calculation∫ R

α1(k,R)
2e2
√
λky + α2(k,R)
2e−2
√
λky =
1
2
√
λk
e2
√
λk(R−) − 1 + 1− e−2
√
λk(R−)
(e
√
λkR − e−√λkR)2
=
1
2
√
λk
e2
√
λk(R−) − e−2
√
λk(R−)
e2
√
λkR + e−2
√
λkR − 2 ,
we find ∫ R

∫
M
|∇g¯v|2 =
∞∑
k=1
|(u, ϕk)L2 |2
√
λk
e2
√
λk(R−) − e−2
√
λk(R−)
e2
√
λkR + e−2
√
λkR − 2 .
Note that
e2
√
λk(R−) − e−2
√
λk(R−)
e2
√
λkR + e−2
√
λkR − 2 ≤
e2
√
λkR + e−2
√
λkR
e2
√
λkR + e−2
√
λkR − 2
= 1 +
2
e2
√
λkR + e−2
√
λkR − 2
= 1 +
2
(2 sinh(
√
λkR))2
≤ 1 + 1
2 sinh2(
√
λ1R)
,
therefore, ∫ R

∫
M
|∇g¯v|2 ≤
(
1 +
1
2 sinh2(
√
λ1R)
) ∞∑
k=1
√
λk|(u, ϕk)L2 |2.
Passing to the limit as → 0, using the monotone convergence theorem on the left
hand side, we find∫ R
0
∫
M
|∇g¯ERu|2 ≤ C(λ1, R)
∞∑
k=1
√
λk|(u, ϕk)L2 |2 = C(λ1, R) |u|2H(M) .
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For the non-zero mean value case, noting that(
∇g¯ER(u− u¯),∇g¯
(
R− y
R
u¯
))
L2(M)
= − u¯
R
(∂yER(u− u¯), 1)L2(M) = 0
again due to the mean value zero, we have
∥∥∇g¯ERu∥∥2L2(CR) = ‖∇g¯ER(u− u¯)‖2L2(CR) +
∥∥∥∥∇g¯ (R− yR u¯
)∥∥∥∥2
L2(CR)
= ‖∇g¯ER(u− u¯)‖2L2(CR) +
|u¯|2
R2
‖1‖2L2(CR)
≤ C(λ1, R) |u− u¯|2H(M) +
|M ||u¯|2
R
.
Remark 4.2.18. Define a form aR : H(M)×H(M)→ R by
aR(u, η) =
∫
CR
∇g¯ERu∇g¯η˜
where η˜ ∈ H10 (CR) is an (arbitrary) extension of η; the choice of extension does not
matter, since for any two such extensions h˜1 and h˜2,∫
CR
∇g¯ERu∇g¯˜˜η1 −
∫
CR
∇g¯ERu∇g¯η˜2 =
∫
CR
∇g¯ERu∇g¯(η˜1 − η˜2) = 0
by definition of the weak solution, because η˜1 − η˜2 ∈ H10 (CR).
4.2.5 Decay and convergence of solutions of the truncated problem
Definition 4.2.19. For any R > 0, define the zero extension ZR : {η ∈ H1(0, R) |
η(R) = 0} → H1(0,∞) by
(ZRη)(y) =
η(y) : if y ≤ R0 : otherwise.
This satisfies ‖ZRη‖H1(0,∞) = ‖η‖H1(0,R).
Clearly, we can also view ZR as a map ZR : {η ∈ H1(CR) | η(x,R) = 0} →
H1(C) and this satisfies ‖ZRη‖H1(C) = ‖η‖H1(CR).
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Lemma 4.2.20. For all u ∈ H(M),
∥∥∇g¯(E¯u−ZRERu)∥∥2L2(C) ≤ 3e−R√λ1 |u− u¯|2H(M) + 4Re−2R√λ1 ‖u− u¯‖2L2(M)
+
4|M ||u¯|2
R
and thus ZRERu→ E¯u in X(C) as R→∞.
Proof. Let ηR = (E¯u − ERu) − E¯u(R) yR which satisfies ηR(0) = 0 and ηR(R) = 0,
consider the difference of the weak formulations of ERu tested with ηR and Eu tested
with ZRηR:∫ R
0
∫
M
∇g¯ERu∇g¯ηR = 0 and
∫ ∞
0
∫
M
∇g¯E¯u∇g¯ZRηR =
∫ R
0
∫
M
∇g¯E¯u∇g¯ηR = 0
which is ∫ R
0
∫
M
|∇g¯(E¯u− ERu)|2 −∇g¯(E¯u− ERu)∇g¯(E¯u(R) y
R
) = 0,
so ∫ R
0
∫
M
|∇g¯(E¯u− ERu)|2
≤
∫ R
0
∫
M
|∇g¯(E¯u− ERu)||∇g¯(E¯u(R))|+ |∂y(E¯u− ERu)||E¯u(R)| 1
R
≤ 1
2
∥∥∇g¯(E¯u− ERu)∥∥2L2(CR) +
∫ R
0
∫
M
|∇ΓE¯u(R)|2 + 1
R2
|E¯u(R)|2
where we used ab ≤ a24 + b2. Now, since E¯u(R) =
∑
k≥1 e
−R√λk(u− u¯, ϕk)ϕk + u¯,∫ R
0
∫
M
|E¯u(R)|2 = R
∑
k≥1
e−2R
√
λk |(u− u¯, ϕk)|2 +R|M ||u¯|2
≤ Re−2R
√
λ1 ‖u− u¯‖2L2(M) +R|M ||u¯|2
and ∫ R
0
∫
M
|∇ΓE¯u(R)|2 =
∑
k≥1
Rλke
−2R√λk |(u− u¯, ϕk)|2
≤
∑
k≥1
√
λke
−R√λk |(u− u¯, ϕk)|2 (using xe−2x ≤ e−x)
≤ e−R
√
λ1 |u− u¯|2H(M) ,
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giving∫ R
0
∫
M
|∇g¯(E¯u− ERu)|2 ≤ 2e−R
√
λ1 |u− u¯|2H(M) +
2
R
e−2R
√
λ1 ‖u− u¯‖2L2(M)
+
2|M ||u¯|2
R
.
Secondly, note that (using the uniform convergence in Lemma 4.2.5 to integrate
term by term) ∫ ∞
R
∫
M
|∇g¯E¯u|2 = 2
∫ ∞
R
∑
k≥1
λke
−2y√λk |(u− u¯, ϕk)|2
=
∑
k≥1
√
λke
−2R√λk |(u− u¯, ϕk)|2
= e−2R
√
λ1 |u− u¯|2H(M) .
Lemma 4.2.21. For all u ∈ H(M) with u¯ = 0,∫ ∞
0
∫
M
|ZRERu− Eu|2 ≤ CP
(
3e−R
√
λ1 |u|2H(M) +
2
R
e−2R
√
λ1 ‖u‖2L2(M)
)
+
e−2Rλ
1/2
1
2λ
1/2
1
‖u‖2L2(M)
(where CP is the Poincare´ constant on M) and thus ZRERu→ Eu in L2(C).
Proof. If u¯ = 0, then Eu(y) = ERu(y) = 0 for all y. Therefore, Poincare´’s inequality
on M gives for y > 0∫
M
|Eu(y)− ERu(y)|2 ≤ CP
∫
M
|∇MEu(y)−∇MERu(y)|2
for a.a. y. Therefore,∫ R
0
∫
M
|Eu− ERu|2 ≤ CP
∫ R
0
∫
M
|∇g¯Eu−∇g¯ERu|2
≤ CP
∫ ∞
0
∫
M
|∇g¯Eu−∇g¯ZRERu|2
≤ CPK(R, u)
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where K(R, u) is from the previous lemma. Over the interval (R,∞), we have∫ ∞
R
∫
M
|ZRERu− Eu|2 =
∫ ∞
R
∫
M
|Eu|2
=
∫ ∞
R
∞∑
k=1
e−2yλ
1/2
k |(u, ϕk)L2(M)|2
=
∞∑
k=1
e−2Rλ
1/2
k
2λ
1/2
k
|(u, ϕk)L2(M)|2
(by the uniform convergence of Lemma 4.2.5)
≤ e
−2Rλ1/21
2λ
1/2
1
‖u‖2L2(M) .
The next lemma describes continuous convergence.
Lemma 4.2.22. If uR, u ∈ H1/2(M) with uR → u in L2(M) with u¯R = u¯ = 0,
then ZRERuR → Eu in L2(C).
Proof. We have, writing ZRERuR − Eu = ZRERuR −ZRERu+ZRERu− Eu,
‖ZRERuR − Eu‖L2(C) ≤ ‖ZRER(uR − u)‖L2(C) + ‖ZRERu− Eu‖L2(C)
= ‖ER(uR − u)‖L2(CR) + ‖ZRERu− Eu‖L2(C)
≤
(
1
2
√
λ1
‖uR − u‖2L2(M)
)1/2
+ ‖ZRERu− Eu‖L2(C)
→ 0
(we used Lemma 4.2.16 for the inequality) by assumption and Lemma 4.2.21.
4.3 Function spaces on evolving hypersurfaces and pre-
liminary results
We start with conditions on the prescribed evolution, in addition to (Aλ).
Assumption 4.3.1. For each t ∈ [0, T ], let Γ(t) ⊂ Rd+1 be a compact (i.e., no
boundary) d-dimensional smooth hypersurface, and assume the existence of a flow
Φ: [0, T ]×Rd+1 → Rd+1 such that for all t ∈ [0, T ], with Γ0 := Γ(0), the map Φ0t (·) :=
Φ(t, ·) : Γ0 → Γ(t) is a C3-diffeomorphism that satisfies ddtΦ0t (·) = w(t,Φ0t (·)) and
Φ00(·) = Id(·) for a given C2 velocity field w : [0, T ]×Rd+1 → Rd+1, which we assume
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satisfies the uniform bound |∇Γ(t) ·w(t)| ≤ C for all t ∈ [0, T ]. A C2 normal vector
field on the hypersurfaces is denoted by νΓ : [0, T ]× Rd+1 → Rd+1.
It follows that the Jacobian J0t := det DΦ
0
t is C
2 and is uniformly bounded
away from zero and infinity. We denote by Φt0 : Γ(t) → Γ0 the inverse of Φ0t and
define |Γ| := maxt∈[0,T ] |Γ(t)|.
Remark 4.3.2. In fact, all functional analytic results in this section not involving
the harmonic extension maps are true for Γ(t) of class C3. The assumption (Aλ) is
satisfied if for example each Γ(t) has non-negative Ricci curvature, or if the Ricci
curvature of Γ(t) is greater than ρ(t) < 0, where −ρ(t) ≤ ρ holds for all t ∈ [0, T ]
with ρ a constant. See Theorem 4.6.1 in [76] and the discussion afterwards. Also,
instead of assuming (Aλ), one could study the possible continuity of t 7→ λ1(t)
through the theory of perturbations of linear operators [78].
4.3.1 Function spaces
In order to define the spaces LpY mentioned in the introduction, we need simply to
check a few assumptions.
Spaces on the surface Γ
For u ∈ L2(Γ0), define (φtu)(x) := (φΓ,tu)(x) := u(Φt0(x)). Fortunately, we al-
ready checked that the spaces LpLq and L
2
W 1/2,2
are well-defined in §3.2.1 and §2.5.4
respectively; in the latter section the evolving Sobolev–Bochner space
W(W 1/2,2,W−1/2,2) = {u ∈ L2
W 1/2,2
| u˙ ∈ L2
W−1/2,2}
was shown (see Theorem 2.5.6) to be well-defined and isomorphic (via φΓ,−(·)) with
an equivalence of norms to
W(W 1/2,2,W−1/2,2) := {u˜ ∈ L2(0, T ;W 1/2,2(Γ0)) | u˜′ ∈ L2(0, T ;W−1/2,2(Γ0))}.
Lemma 4.3.3. The space W(W 1/2,2,W−1/2,2) is compactly embedded in L2L2 .
Proof. That the embedding is continuous is obvious. Let wn be a bounded sequence
in W(W 1/2,2,W−1/2,2). Then φ−(·)wn is bounded in W (W 1/2,2,W−1/2,2) and by
W(W 1/2,2,W−1/2,2) c↪−→ L2(0, T ;L2(Γ0)) (by Aubin–Lions), there is a subsequence
φ−(·)wnk → w˜ that converges in L2(0, T ;L2(Γ0)). Hence wnk → φ(·)w in L2L2 .
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Spaces on the cylinders C and CR
Given u ∈ L2(C0), define (φC,tu)(x, y) := u(Φt0(x), y). We have∫ ∞
0
∫
Γ(t)
|φC,tu|2 =
∫ ∞
0
∫
Γ(t)
|u(Φt0(x), y)|2 =
∫ ∞
0
∫
Γ0
|u(z, y)|2J0t ≤ CJ ‖u‖2L2(C) ,
so φC,t : L2(C0)→ L2(C(t)). The inverse mapping is φC,−t : L2(C(t))→ L2(C0) given
by (φC,−tw)(x, y) = w(Φ0t (x), y) and these maps are linear homeomorphisms. Also,
we see that if u ∈ H1(C0),∫ ∞
0
∫
Γ(t)
|∇g¯φC,tu|2 =
∫ ∞
0
∫
Γ(t)
|∇g¯u(Φt0(x), y)|2
=
∫ ∞
0
∫
Γ(t)
|(DΦt0)ᵀ(x)(∇Γ0u(y) ◦ Φt0(x)) + ∂yu(Φt0(x), y)|2
≤ 2
∫ ∞
0
∫
Γ0
|(DΦt0)ᵀ ◦ Φ0t (z)(∇Γ0u(z, y))|2J0t + |∂yu(z, y)|2J0t
≤ C1
∫ ∞
0
∫
Γ0
|∇Γ0u(z, y)|2 + |∂yu(z, y)|2
= C1 |u|2H1(C0) ,
which shows that
|φC,tu|H1(C(t)) ≤ C2 |u|H1(C0) . (4.16)
Overall, we have shown that ‖φC,tu‖H1(C(t)) ≤ C3 ‖u‖H1(C0) for all t and u ∈ H1(C0)
and that φC,t : H1(C0)→ H1(C(t)) is also well-defined. Finally, we have
t 7→ ‖φC,tu‖2H1(C(t)) =
∫
C0
|u(z, y)|2J0t + |(DΦt0)ᵀ ◦ Φ0t (z)(∇Γ0u(z, y)) + ∂yu(z, y)|2J0t
is continuous. This allows us to define the spaces L2H1(C) and L
2
L2(C) (just ignore
the gradient term). Clearly the same argument allows us to define L2L2(CR), L
2
H1(CR),
and L2
H10 (CR)
using a map φCR,t defined in the same way.
Definition 4.3.4. We denote by E t and ER,t the maps E and ER defined in Theorems
4.2.4 and 4.2.13 respectively with the manifold M chosen to be Γ(t) (and likewise
without the bars). Similarly, we denote by T t, TR,t,y=0 and TR,t,y=R the trace maps
T , TR,y=0 and TR,y=R defined in Lemma 4.2.10 and in §4.2.1 respectively with the
choice M = Γ(t).
Lemma 4.3.5 (Commutativity of the trace and pushforward maps). The following
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identity holds:
Tt(φC,tv) = φΓ,t(T0v) for all v ∈ H1(C0).
Proof. We have φC,tv = v ◦ Φt0 ∈ H1(C(t)) and so TtφC,tv = v(Φt0(·), 0), whilst on
the other hand, φΓ,tT0v = v(·, 0) ◦ Φt0(·) = v(Φt0(·), 0).
Lemma 4.3.5 implies that if v ∈ H1(C(t)), then, using the boundedness of
φΓ,t,
‖Ttv‖W 1/2,2(Γ(t)) ≤ C1 ‖T0φC,−tv‖W 1/2,2(Γ0) ≤ C2 ‖φC,−tv‖H1(C0) ≤ C3 ‖v‖H1(C(t))
(4.17)
because of the trace theorem and the equivalence of norms between H1/2(Γ0) and
W 1/2,2(Γ0). This shows that Tt : H1(C(t))→W 1/2,2(Γ(t)) is bounded independently
of t. By the same argument, the maps TR,t,y=0, TR,t,y=R : H1(CR(t))→W 1/2,2(Γ(t))
are also bounded uniformly in t. Now, by Lemma 4.3.5 and (4.16), we have for
v ∈ H1(C0)
‖φC,tv‖2X(C(t)) = |φC,tv|2H1(C(t)) + ‖TtφC,tv‖2L2(Γ(t)) ≤ C ‖v‖2X(C0) ,
which shows that φC,t : H1(C0)→ X(C(t)) has a useful boundedness property which,
by the Bounded Linear Transformation (BLT) theorem, allows us to extend φC,t to
a bounded linear map φ¯C,t : X(C0)→ X(C(t)) defined as
φ¯C,tx0 := lim
n→∞φC,tvn in X(C(t)) for vn ∈ H
1(C0) with vn → x0 in X(C0).
We also have the measurability of t 7→ ∥∥φ¯C,tx0∥∥X(C(t)) = limn→∞ ‖φC,tvn‖X(C(t)).
Thus L2X(C) is also well-defined. Similar arguments can be made for the inverse
operator of φ¯C,t, denoted φ¯C,−t : X(C(t))→ X(C0).
Some bounds
When we work with a time-dependent manifold M = Γ(t), we would like the con-
stants in the gradient bounds (4.12) and in Lemma 4.2.17 to be independent of time.
The space H1/2(Γ(t)) is equivalent to W 1/2,2(Γ(t)) with an equivalence of norms,
as we mentioned in the introduction. However, the constants in the equivalence of
norms result will depend on t and we have no information as to in what way the
dependence is. This means that one has to be careful whenever one uses estimates
from §4.2 involving the H1/2(Γ(t)) or H(Γ(t)) seminorm in the evolving set-up. For
this reason, we need the bounds in the next two lemmas.
140
Lemma 4.3.6. For all t and all u ∈ H1/2(Γ(t)),
∥∥∇g¯(t)E tu∥∥L2(C(t)) ≤ C ‖u− u¯‖W 1/2,2(Γ(t))
where C is independent of t.
Proof. First suppose that u¯ = 0 and set U := φC,tR0φΓ,−tu ∈ H1(C(t)) where
R0 : H1/2(Γ0) → H1(C0) is the right continuous extension operator which is the
partial inverse of the trace operator T0. Note that, using the equivalence of norms
of H1/2(Γ0) and W
1/2,2(Γ0),
‖U‖H1(C(t)) ≤ C0 ‖R0φΓ,−tu‖H1(C0) ≤ C1 ‖φΓ,−tu‖H1/2(Γ0) ≤ C3 ‖u‖W 1/2,2(Γ(t)) .
Also, we have TtU = TtφC,tR0φΓ,−tu = φΓ,tT0R0φΓ,−tu = u by Lemma 4.3.5. So the
function η = Etu− U ∈ H1(C(t)) satisfies Ttη = u− u = 0 and is an admissible test
function in the weak formulation:∫
C(t)
|∇g¯(t)Etu|2 =
∫
C(t)
∇g¯(t)Etu∇g¯(t)U
≤ 1
2
∫
C(t)
|∇g¯(t)Etu|2 +
1
2
∫
C(t)
|∇g¯(t)U |2
≤ 1
2
∫
C(t)
|∇g¯(t)Etu|2 +
C
2
‖u‖2W 1/2,2(Γ) .
For general u, the identity follows from ∇g¯(t)E tu = ∇g¯(t)Et(u− u¯).
Lemma 4.3.7 (cf. Lemma 4.3.6). For all t and all u ∈ H1/2(Γ(t)),
∥∥∇g¯(t)ER,tu∥∥2L2(CR(t)) ≤ C1 ‖u− u¯‖2W 1/2,2(Γ(t) + C2R2 ‖u− u¯‖2L2(Γ(t)) + 2|u¯|2R |Γ|
where C1 and C2 are independent of t.
Proof. Suppose u¯ = 0 and let η = ER,tu − R−yR Etu ∈ H1(C(t)) which satisfies
TR,t,y=0η = u − u = 0 and TR,t,y=Rη = 0 and thus is a valid test function in
the weak formulation:∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu|2 ≤
∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu|
∣∣∣∣∇g¯(t)(R− yR Etu
)∣∣∣∣
≤ 1
2
∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu|2 +
∣∣∣∣∇g¯(t)(R− yR Etu
)∣∣∣∣2 ,
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which gives ∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu|2 ≤
∫ R
0
∫
Γ(t)
∣∣∣∣R− yR ∇g¯(t)Etu− 1REtu
∣∣∣∣2
≤ 2
∫ R
0
∫
Γ(t)
4|∇g¯(t)Etu|2 +
1
R2
|Etu|2
≤ C1 ‖u‖2W 1/2,2 +
C2
R2
‖u‖2L2(Γ(t))
where we bounded the integral with R by ∞ (this is why we need u¯ = 0) and used
Lemma 4.3.6 and (4.11) in conjunction with (Aλ). For the u¯ 6= 0 case,∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu|2 =
∫ R
0
∫
Γ(t)
|∇g¯(t)ER,t(u− u¯) +∇g¯(t)
R− y
R
u¯|2
=
∫ R
0
∫
Γ(t)
|∇g¯(t)ER,t(u− u¯)−
u¯
R
|2
≤ C1 ‖u− u¯‖2W 1/2,2(Γ(t)) +
C2
R2
‖u− u¯‖2L2(Γ(t)) +
2|u¯|2
R
|Γ|.
Superposition trace maps
Lemma 4.3.8. There exists a bounded linear trace operator T : L2H1(C) → L2W 1/2,2
satisfying (Tv)(t) = Ttv(t) for almost every t.
Proof. Define (Tv)(t) = Ttv(t) with the trace map Tt : H1(C(t)) → W 1/2,2(Γ(t))
as before. We have by Lemma 4.3.5 that (Tv)(t) = φΓ,t(T0(φC,−tv(t))) so t 7→
φΓ,−t(Tv)(t) is measurable, and
‖Tv‖2L2
W1/2,2
=
∫ T
0
‖Ttv(t)‖2W 1/2,2(Γ(t)) ≤ C
∫ T
0
‖v(t)‖2H1(C(t)) = C ‖v‖2L2
H1(C)
by (4.17).
Lemma 4.3.9. There exists a bounded linear trace operator T : L2X(C) → L2W 1/2,2
satisfying (Tv)(t) = T tv(t) for almost every t.
Proof. Let us first show that T tv = φΓ,tT 0φ¯C,−tv for all v ∈ X(C(t)). Given v ∈
X(C(t)), let vn ∈ H1(C(t)) with vn → v in X(C(t)). The result of Lemma 4.3.5 is
that
T tvn = φΓ,tT 0φ¯C,−tvn (4.18)
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holds. It follows that φ¯C,−tvn → φ¯C,−tv in X(C0) and thus T 0φ¯C,−tvn → T 0φ¯C,−tv
in H1/2(Γ0). By continuity, φΓ,tT 0φ¯C,−tvn → φΓ,tT 0φ¯C,−tv in H1/2(Γ(t)). The left
hand side of (4.18) converges to T tv by similar arguments, so the identity we wished
to show holds. Then for v ∈ L2X(C), we have
(Tv)(t) = T tv(t) = φΓ,tT 0φ¯C,−tv(t)
which gives measurability in time, and we have the bound
∥∥(Tv)(t)∥∥
W 1/2,2(Γ(t))
≤ C1
∥∥T 0φ¯C,−tv(t)∥∥W 1/2,2(Γ0)
≤ C3
∥∥T 0φ¯C,−tv(t)∥∥H(Γ0)
≤ C3
∥∥φ¯C,−tv(t)∥∥X(C0) (by Lemma 4.2.10)
≤ C4 ‖v(t)‖X(C(t))
which proves that T : L2X(C) → L2W 1/2,2 is well-defined as a bounded linear operator.
Lemma 4.3.10. There exist bounded linear trace maps TR,y=0,TR,y=R : L2H1(CR) →
L2
W 1/2,2
satisfying (TR,y=0v)(t) = TR,t,y=0v(t) and (TR,y=Rv)(t) = TR,t,y=Rv(t) for
almost every t.
Proof. Like in Lemma 4.3.5, we can prove that TR,t,y=0 ◦ φCR,t = φΓ,t ◦ TR,0,y=0 and
hence that TR,t,y=0 : H1(CR(t)) → H1/2(Γ(t)) is bounded independently of t, and
likewise for TR,t,y=R. Such a result also allows us to define the the superposition
maps
(TR,y=0v)(t) := TR,t,y=0v(t) and (TR,y=Rv)(t) := TR,t,y=Rv(t)
just like in Lemma 4.3.8.
4.3.2 Integration by parts
We will need the following integration by parts results. The first lemma is compa-
rable to a result in [67] and [47, Lemma 7.1].
Lemma 4.3.11. Let f : R→ R be C1 and Lipschitz with f(0) = 0. Define F (s) =∫ s
0 f(r) dr. Then for all u ∈W(W 1/2,2,W−1/2,2), the following formula holds:∫ T
0
〈u˙(t), f(u(t))〉 =
∫
Γ(T )
F (u(T ))−
∫
Γ0
F (u0)−
∫ T
0
∫
Γ(t)
F (u(t))∇Γ ·w.
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Proof. Let un ∈W(W 1/2,2, L2) ∩ L∞L∞ be such that un → u in W(W 1/2,2,W−1/2,2).
Such a sequence exists because C1([0, T ]× Γ0) is dense in W(W 1/2,2,W−1/2,2) (eg.
see Proposition 23.23 in [129] and use density of C1(Γ0) in W
1/2,2(Γ0) [43, Propo-
sition 3.40]). Then F (un) ∈W(W 1/2,2, L2). To see this, note that
|F (s)− F (t)| ≤
∫ s
t
|f(r)| ≤ |s− t| sup
r∈(s,t)
|f(r)| ≤ |s− t| ∥∥f ′∥∥∞max(|s|, |t|),
so for almost all t,
|F (un(t, x))| ≤
∥∥f ′∥∥∞ |un(t, x)|2 ≤ ∥∥f ′∥∥∞ ‖un(t)‖2L∞(Γ(t))
almost everywhere. This gives
∫
Γ(t) |F (un(t))|2 ≤ |Γ| ‖un(t)‖4L∞(Γ(t)) ‖f ′‖2∞ and since
the right hand side is bounded for a.e. t by |Γ| ‖un‖4L∞L∞ ‖f
′‖2∞, we have F (un) ∈ L2L2 .
We also see that
|F (un(t, x))− F (un(t, y))| ≤
∥∥f ′∥∥∞ |un(t, x)− un(t, y)|max(|un(t, x)|, |un(t, y)|)
≤ ‖un(t)‖L∞(Γ(t))
∥∥f ′∥∥∞ |un(t, x)− un(t, y)|
which shows that F (un) ∈ L2W 1/2,2 . Likewise, ∂•(F (un)) = f(un)u˙n ∈ L2L2 . This
means the transport theorem is valid and we have∫ T
0
〈u˙n(t), f(un(t))〉 =
∫
Γ(T )
F (un(T ))−
∫
Γ0
F (un(0))−
∫ T
0
∫
Γ(t)
F (un(t))∇Γ ·w.
(4.19)
We must pass to the limit in n. For a.e. t, we have for a subsequence, un(t)→ u(t)
in W 1/2,2(Γ(t)), so by Lemma 4.5.3, ‖f(un(t))− f(u(t))‖2W 1/2,2(Γ(t)) → 0 and
‖f(un(t))− f(u(t))‖2W 1/2,2(Γ(t)) ≤ 2
∥∥f ′∥∥2∞ (‖un(t)‖2W 1/2,2(Γ(t)) + ‖u(t)‖2W 1/2,2(Γ(t))) .
The right hand side converges to 4 ‖f ′‖2∞ ‖u(t)‖2W 1/2,2(Γ(t)) whilst the integral of the
right hand side converges to 4 ‖f ′‖2∞
∫ T
0 ‖u(t)‖2W 1/2,2(Γ(t)) since un → u in L2W 1/2,2 .
Then the generalised dominated convergence theorem (DCT) gives f(un) → f(u)
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in L2
W 1/2,2
. We see that∣∣∣∣∣
∫
Γ(T )
F (un(T ))− F (u(T ))
∣∣∣∣∣
≤ ∥∥f ′∥∥∞ ∫
Γ(T )
|un(T )− u(T )|max(un(T ), u(T ))
≤ ∥∥f ′∥∥∞ ‖un(T )− u(T )‖L2(Γ(T )) (‖un(T )‖L2(Γ(T )) + ‖u(T )‖L2(Γ(T )))
→ 0
since un(T ) → u(T ) in L2(Γ(T )). This argument deals with the first two terms on
the right hand side of (4.19). For the last term,∣∣∣∣∣
∫ T
0
∫
Γ(t)
F (un(t))∇Γ ·w −
∫ T
0
∫
Γ(t)
F (u(t))∇Γ ·w
∣∣∣∣∣
≤ ‖∇Γ ·w‖L∞L∞
∥∥f ′∥∥∞ ∫ T
0
∫
Γ(t)
|un(t)− u(t)|max(|un(t)|, |u(t)|)
and we use the same argument as before.
Lemma 4.3.12. Let f : R→ R be continuous and piecewise C1 with f(0) = 0 and
f ′ = 0 outside a compact set K ⊂⊂ R. Define F (s) = ∫ s0 f(r) dr. Then for all
u ∈W(W 1/2,2,W−1/2,2), the formula∫ T
0
〈u˙(t), f(u(t))〉 =
∫
Γ(T )
F (u(T ))−
∫
Γ0
F (u(0))−
∫ T
0
∫
Γ(t)
F (un(t))∇Γ ·w
holds.
Remark 4.3.13. Note that f(u) is an element of L2
W 1/2,2
because f ′ is bounded
a.e. and as f is absolutely continuous it follows that f is Lipschitz.
Proof. Given u ∈ W(W 1/2,2,W−1/2,2), by density, there exist un ∈ W(W 1/2,2, L2)
with un → u in W(W 1/2,2,W−1/2,2). We claim now that F (un) ∈ W(W 1/2,2, L2).
To see this, consider
‖F (un)‖2L2
L2
=
∫ T
0
∫
Γ(t)
|F (un(t, x))|2 ≤ Lip(F )
∫ T
0
∫
Γ(t)
|un(t, x)|2
because F is C1 with F ′ = f bounded, hence F is Lipschitz. Also, ∂•(F (un)) =
F ′(un)u˙n implies that ∂•(F (un)) ∈ L2L2 . The W 1/2,2 seminorm is also finite because
again F is Lipschitz. So F (un) ∈ W(W 1/2,2, L2). So then we can use the standard
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integration by parts formula to obtain∫
Γ(T )
F (un(T ))−
∫
Γ0
F (un(0)) =
∫ T
0
〈u˙n(t), f(un(t))〉+
∫ T
0
∫
Γ(t)
F (un(t))∇Γ ·w.
(4.20)
We have that un → u in C0L1 by W(W 1/2,2,W−1/2,2) ↪→ C0L2 ↪→ C0L1 . This implies
that F (un)→ F (u) in C0L1 because
max
t∈[0,T ]
‖F (un(t))− F (u(t))‖L1(Γ(t)) ≤ Lip(F ) max
t∈[0,T ]
‖un(t)− u(t)‖L1(Γ(t)) → 0.
This takes care of the terms on the left hand side of (4.20). Also, F (un) → F (u)
in L1L1 because as mentioned F (un) → F (u) in C0L1 . This is enough since v 7→∫ T
0
∫
Γ(t) v∇Γ ·w defines a bounded linear functional in L1L1 .
To finish, we need f(un)→ f(u) in L2W 1/2,2 but this holds due to the reasoning
in the proof of Lemma 4.3.11 because f is Lipschitz.
4.3.3 Truncations
Let Γ be a smooth hypersurface. Define the truncation Tk : R→ R at height k:
Tk(x) = max{x,−k}+ min{x, k} − x =
k sign(x) : |x| ≥ kx : |x| < k.
Note that Tk : L
2(Γ) → L2(Γ) and Tk : H1(Γ) → H1(Γ) are bounded continuous
maps. We have |max(x, 0)−max(y, 0)| ≤ |x−y| and max(x,−k) = max(x+k, 0)−k
which implies that Tk : W
1/2,2(Γ)→W 1/2,2(Γ) is bounded. Furthermore, the chain
rule for weakly differentiable functions u implies that
d
dz
(Tku(z)) = χ{|u(z)|<k}
d
dz
u(z)
for almost every z. See [32, Lemma 2.89]) and the discussion after Theorem 4.3.6
in [31] for these facts on a domain Ω.
Now we discuss truncations over cylinders. Suppose f ∈ C1(R) with f ′
bounded and f(0) = 0. The chain rule ∇g¯f(v) = f ′(v)∇g¯v for v ∈ H1(C) can be
proved by the standard argument: approximate v by vn ∈ D([0,∞);D(Γ)), prove
the identity for vn and pass to the limit using continuity of f
′ and the DCT. This
then allows us to show
∇g¯v+ = χ{v≥0}∇g¯v
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(almost everywhere) by approximating r 7→ (r)+ by C1 functions with bounded
derivatives, the chain rule and then the passage to the limit in the approxima-
tions (see [74, Lemma 1.19]). This will imply that if v and w are in H1(C), then
max(v, w) ∈ H1(C) and
∇g¯ max(v, w) =
∇g¯v : if v ≥ w∇g¯w : otherwise.
Since v = v+ − v−, we have ∇g¯v = ∇g¯v+ − ∇g¯v−, and therefore ∇v|{v=0} = 0
almost everywhere (this is essentially a result of Stampacchia [116], see also [69,
Remark 2.4.26]). Also, if vn, wn are such that vn → v and wn → w in H1(C), then
max(vn, wn) → max(v, w) in H1(C) [74, Lemma 1.22]. Therefore, Tk(v) ∈ H1(C)
whenever v ∈ H1(C). Also Tk(v) → v in H1(C) as k → ∞ and Tk : H1(C) →
H1(C) is continuous. If v ∈ L2H1(C), then Tk(v) ∈ L2H1(C) too, since φC,−tTk(v(t)) =
Tk(φC,−tv(t)) and Tk(v˜) ∈ L2(0, T ;H1(C0)) whenever v˜ ∈ L2(0, T ;H1(C0)).
Clearly, all of this applies when we replace C with CR but we can drop the
requirement f(0) = 0.
4.4 The harmonic extension problems on evolving
spaces
In this section, we shall consider the following two problems.
(1) Given u ∈ L2
W 1/2,2
, find v ∈ L2X(C) such that
∆g¯(t)v(t) = 0 on C(t)
v(t, x, 0) = u(t, x)
(4.21)
holds in the weak sense:∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)η(t) = 0 for all η ∈ L2H1(C) with Tη = 0
Tv = u in L2
W 1/2,2
.
(4.22)
(2) Given u ∈ L2
W 1/2,2
, find v ∈ L2H1(CR) such that
∆g¯(t)v(t) = 0 on CR(t)
v(t, x, 0) = u(t, x)
v(t, x,R) = 0
(4.23)
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holds in the weak sense:∫ T
0
∫
CR(t)
∇g¯(t)v(t)∇g¯(t)η(t) = 0 for all η ∈ L2H10 (CR)
TR,y=0v = u in L2W 1/2,2
TR,y=R = 0.
(4.24)
As alluded to in the introduction, we study these problems in order to derive mea-
surability in time of E t and ER,t.
4.4.1 The harmonic extension of u ∈ L2
W 1/2,2
Lemma 4.4.1. For every u ∈ L2
W 1/2,2
such that
∫
Γ0
φ−tu(t) = 0 for almost all t,
there exists a U ∈ L2H1(C) such that TU = J
(·)
0 u(·) and
∫
Γ(t) U(t, y) = 0 for almost
all t and all y.
Proof. Set u˜ = φ−(·)u(·) ∈ L2(0, T ;W 1/2,2(Γ0)) which has spatial mean value zero
for a.a. t, and define
U˜(t) =
1
J0t
E0(u˜(t)).
We claim that U˜ ∈ L2(0, T ;H1(C0)). Observe that
∥∥∥U˜(t)∥∥∥2
L2(C0)
=
∫ ∞
0
∫
Γ0
|(J0t )−1|2|E0(u˜(t))|2 ≤
∥∥(J0t )−1∥∥2L∞(Γ0)
2λ
1/2
1
‖u˜(t)‖2L2(Γ0) ,
and also∥∥∥∇g¯U˜(t)∥∥∥2
L2(C0)
≤ 2
(∥∥(J0t )−1∥∥2L∞(Γ0) ‖∇g¯E0(u˜(t))‖2L2(C0) + ∥∥∇Γ(J0t )−1∥∥2L∞(Γ0) ‖E0(u˜(t))‖2L2(C0))
≤ 2
(∥∥(J0t )−1∥∥2L∞(Γ0) |u˜(t)|2H(Γ0) + 12λ1/21
∥∥∇Γ(J0t )−1∥∥2L∞(Γ0) ‖u˜(t)‖2L2(Γ0)
)
,
so certainly U˜ ∈ L2(0, T ;H1(C0)) (measurability of t 7→ U˜(t) can be inferred from
consideration of Nemytskii maps). Set U(t) := φC,tU˜(t); this satisfies (TU)(t) =
TtU(t) = φΓ,tT0(U˜(t)) = φΓ,t((J0t )−1)u(t) = J t0u(t) since φΓ,−t(J t0) = 1/J0t , and
also,
∫
Γ(t) U(t) =
∫
Γ0
U˜(t)J0t =
∫
Γ0
E0(u˜(t)) = 0 as desired.
Corollary 4.4.2. For every u ∈ L2
W 1/2,2
with
∫
Γ(t) u(t) = 0 for a.a. t, there exists a
U ∈ L2H1(C) with TU = u and
∫
Γ(t) U(t, y) = 0 a.e. t and for all y.
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Proof. Let u be as stated and set w(t) = u(t)/J t0; note that w ∈ L2W 1/2,2 and∫
Γ0
φΓ,−tw(t) =
∫
Γ0
φΓ,−tu(t)/φΓ,−tJ t0 =
∫
Γ(t) J
t
0u(t)/J
t
0 =
∫
Γ(t) u(t) = 0. So by
the previous lemma, there exists a U ∈ L2H1(C) with TU = J
(·)
0 w(·) = u and∫
Γ(t) U(t, y) = 0.
Theorem 4.4.3 (Well-posedness of the harmonic extension problem in the space
L2X). There exists a map E : L2W 1/2,2 → L2X(C) such that given u ∈ L2W 1/2,2 , v =
Eu is the unique weak solution of (4.21) satisfying (4.22) and for almost all t
1
|Γ(t)|
∫
Γ(t)(Eu)(t) = u¯(t).
When u(t) = 0 for a.a. t, we write the solution as Eu. The map E satisfies
Eu = E(u− u¯) + u¯.
Proof. First, suppose that u(t) = 0 for a.e. t. Let us transform the equation to one
with zero initial trace. By the previous corollary, there exists a U ∈ L2H1(C) with
TU = u and crucially U(t, y) = 0 for a.a. t and all y. Set d := v−U ∈ L2H1(C) which
satisfies
∆g¯d = −∆g¯U
Td = 0.
Define Xˆ = {d ∈ L2H1(C) | Td = 0 and d(t, y) = 0 for all y and a.a. t}; being a
closed linear subspace of L2H1(C) (thanks to the continuity of T and y 7→ d(t, y)) this
is a reflexive separable Banach space. Define the functional J : Xˆ → R by
J(d) =
1
2
∫ T
0
∫
C(t)
|∇g¯(t)d(t)|2 +
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)d(t).
We have that J is coercive because, using Poincare´’s inequality,
J(d) ≥ C1
∫ T
0
∫
C(t)
d(t)2 + |∇Γd(t)|2 + dy(t)2 − C|∇g¯(t)U(t)|2 −

2
|∇g¯(t)d(t)|2
≥ C2
∫ T
0
∫
C(t)
d(t)2 + |∇g¯(t)d(t)|2 − C3
∫ T
0
∫
C(t)
|∇g¯(t)U(t)|2
= C2 ‖d‖2L2
H1(C)
− C3
∥∥∇g¯(t)U∥∥2L2
L2(C)
which clearly implies J(dn) → ∞ whenever ‖dn‖L2
H1(C)
→ ∞. Since d 7→ J(d) is
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continuous, it is lower semi-continuous. For the convexity, we have
J(λd1 + (1− λ)d2)
=
1
2
‖λd1 + (1− λ)d2‖2L2
X(C)
+
∫ T
0
∫
C(t)
λ∇g¯(t)U(t)∇g¯(t)d1(t)
+
∫
C(t)
(1− λ)∇g¯(t)U(t)∇g¯(t)d2(t)
≤ 1
2
(λ ‖d1‖L2
X(C)
+ (1− λ) ‖d2‖L2
X(C)
)2 + λ
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)d1(t)
+ (1− λ)
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)d2(t)
<
1
2
(λ ‖d1‖2L2
X(C)
+ (1− λ) ‖d2‖2L2
X(C)
) + λ
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)d1(t)
+ (1− λ)
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)d2(t) (since x 7→ x2 is strictly convex)
= λJ(d1) + (1− λ)J(d2).
By Theorem 5.25 of [43], this problem has a unique minimiser d and it satisfies
J ′(d,w) = 0 for all w ∈ Xˆ. Since
J ′(d,w) := lim
λ→0
J(d+ λw)− J(d)
λ
= lim
λ→0
1
2λ
∫ T
0
∫
C(t)
2λ∇g¯(t)d(t)∇g¯(t)w(t) + λ2|∇g¯(t)w(t)|2
+
1
λ
∫ T
0
∫
C(t)
∇g¯(t)U(t)λ∇g¯(t)w(t)
=
∫ T
0
∫
C(t)
∇g¯(t)d(t)∇g¯(t)w(t) +
∫ T
0
∫
C(t)
∇g¯(t)U(t)∇g¯(t)w(t),
and recalling that v = d+U , we find that v ∈ L2H1(C) with Tv = u and v¯ = d¯+U¯ = 0
satisfies ∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)w(t) = 0
for all w ∈ Xˆ. We want to remove the mean value zero condition on the test
functions. To that end, let η ∈ L2H1(C) with Tη = 0 and set w(t) = η(t)− η¯(t) (this
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satisfies Tw = 0 and w¯(t) = η¯(t)− η¯(t) = 0 so is admissible):
0 =
∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)η(t)−
∫ T
0
∫
C(t)
vy(t)η¯y(t)
=
∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)η(t)−
∫ T
0
∫ ∞
0
∫
Γ(t)
vy(t)∂y
(
1
|Γ(t)|
∫
Γ(t)
η(t)
)
=
∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)η(t)−
∫ T
0
∫ ∞
0
∂y
(
1
|Γ(t)|
∫
Γ(t)
v(t)
)
∂y
(∫
Γ(t)
η(t)
)
=
∫ T
0
∫
C(t)
∇g¯(t)v(t)∇g¯(t)η(t)
since v¯(t) = 0 for a.a. t and all y. This settles the problem for the case u(t, y) = 0.
For general u ∈ L2
W 1/2,2
, define Eu := E(u− u¯) + u¯, which is such that Eu ∈ L2X(C)
and (TEu)(t) = u(t). Finally, it satisfies 1|Γ(t)|
∫
Γ(t) Eu(t) = u¯(t) and∫ T
0
∫
C(t)
∇g¯(t)(Eu)(t)∇g¯(t)η(t) =
∫ T
0
∫
C(t)
∇g¯(t)(E(u− u¯))(t)∇g¯(t)η = 0
for all η ∈ L2H1(C) with Tη = 0.
We need to elucidate the link between E and the family of maps {Et}t∈[0,T ].
Lemma 4.4.4. Let u ∈ L2
W 1/2,2
. For almost all t, (Eu)(t) = E tu(t).
Proof. We begin with∫ T
0
∫
C(t)
∇g¯(t)(Eu)(t)∇g¯(t)η(t) = 0 for all η ∈ L2H1(C) with Tη = 0.
Pick ψ ∈ C∞c (0, T ) and v0 ∈ H1(C0) with T0v0 = 0, then ψφC,tv0 ∈ L2H1(C) with
T(ψφC,tv0) = 0, so it is an admissible test function in (4.22) and testing with it
gives∫ T
0
ψ(t)
∫
C(t)
∇g¯(t)(Eu)(t)∇g¯(t)φC,tv0 = 0 for all v0 ∈ H1(C0) with T0v0 = 0
which implies∫
C(t)
∇g¯(t)(Eu)(t)∇g¯(t)φC,tv0 = 0 for all v0 ∈ H1(C0) with T0v0 = 0
151
for almost all t. By the homeomorphism properties of φC,t, this is same as∫
C(t)
∇g¯(t)(Eu)(t)∇g¯(t)vt = 0 for all vt ∈ H1(C(t)) with Ttvt = 0, for almost all t,
and since also T t(Eu(t)) = u(t), we have (Eu)(t) = E tu(t) by uniqueness of solutions
to the harmonic extension problem (Theorem 4.2.4).
Lemma 4.4.5. For all u ∈ L2
W 1/2,2
with u¯ = 0,
‖Eu‖L2
L2(C)
≤ C ‖u‖L2
L2
‖∇g¯Eu‖L2
L2(C)
≤ C ‖u‖L2
W1/2,2
.
Proof. Thanks to the the previous lemma, we can simply use the bound (4.11) and
Lemma 4.3.6:
‖Eu‖2L2
L2(C)
=
∫ T
0
‖Etu(t)‖2L2(C(t) ≤ C1
∫ T
0
‖u(t)‖2L2(Γ(t))
‖∇g¯Eu‖2L2
L2(C)
=
∫ T
0
∥∥∇g¯(t)Etu(t)∥∥2L2(C(t) ≤ C2 ∫ T
0
‖u(t)− u¯(t)‖2W 1/2,2(Γ(t)) ,
where we also used the eigenvalue estimate (Aλ) in the first estimate.
4.4.2 The truncated harmonic extension of u ∈ L2
W 1/2,2
Theorem 4.4.6 (Well-posedness of the truncated harmonic extension problem in
the space L2H1(CR)). There exists a map ER : L
2
W 1/2,2
→ L2H1(CR) such that given
u ∈ L2
W 1/2,2
, ERu is the unique weak solution of (4.23) satisfying (4.24) and for
almost all t 1|Γ(t)|
∫
Γ(t)(Eu)(t) = u¯(t).
When u(t) = 0 for a.a. t, we write the solution as ERu.
Proof. We transform (4.23) into a problem with zero boundary conditions by setting
w = v − R−yR Eu ∈ L2H1(CR) where v = ERu; then w satisfies
∆g¯(t)w(t) = −∆g¯(t)
(
R− y
R
Eu(t)
)
on CR(t)
w(t, x, 0) = 0
w(t, x,R) = 0,
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which has a unique solution w ∈ L2
H10 (CR)
satisfying
∫ T
0
∫
CR(t)
∇g¯(t)w(t)∇g¯(t)η(t) = −
∫ T
0
∫
CR(t)
∇g¯(t)
(
R− y
R
E t(u(t))
)
∇g¯(t)η(t)
(4.25)
for all η ∈ L2
H10 (CR)
. Indeed, define a bilinear form a : L2
H10 (CR)
×L2
H10 (CR)
→ R by the
left hand side of the above equality. It is clearly bounded, and coercivity follows
from Poincare´’s inequality which holds for the following reason. Since2
‖η‖2L2
H10(CR)
=
∫ T
0
∫
Γ(t)
∫ R
0
|η(t)|2 + |∇Γη(t)|2 + |ηy(t)|2 <∞
it follows that for a.a. t, a.a. x, η(t, x, ·) ∈ H10 (0, R) (recall that η vanishes at y = R
and y = 0). Thus the Poincare´ inequality implies∫ R
0
|η(t, x)|2 ≤ CP
∫ R
0
|ηy(t, x)|2
for a.a. t and a.a. x. Using this fact in the definition of the norm of L2
H10 (CR)
gives
‖η‖L2
H10(CR)
≤ C ‖∇g¯η‖L2
L2(CR)
so that ‖∇g¯·‖L2
L2(CR)
is an equivalent norm on L2
H10 (CR)
.
Defining l : L2
H10 (CR)
→ R by the right hand side of (4.25), we can also see that l is
in the dual space of L2
H10 (CR)
:
l(η) =
∫ T
0
∫ R
0
∫
Γ(t)
R− y
R
∇g¯(t)E t(u(t))∇g¯(t)η(t) + E t(u(t))∇g¯(t)
(
R− y
R
)
∇g¯(t)η(t)
≤
∫ T
0
∫ R
0
∫
Γ(t)
2|∇g¯(t)E t(u(t))||∇g¯(t)η(t)|+
1
R
|E t(u(t))||∂yη(t)|
≤ C(R)
(∥∥∇g¯Eu∥∥L2
L2(CR)
+
∥∥Eu∥∥
L2
L2(CR)
)
‖∇g¯η‖L2
L2(CR)
≤ C(R) ∥∥Eu∥∥
L2
H1(CR)
‖∇g¯η‖L2
L2(CR)
.
Therefore, Lax–Milgram gives the result. It then follows that ERu := w+R−yR E(u) ∈
L2H1(CR) satisfies TR,y=0v = u, TR,y=R = 0 and the weak formulation in (4.24).
Lemma 4.4.7. Let u ∈ L2
W 1/2,2
. For almost all t, (ERu)(t) = ER,tu(t).
2The interchange of integrals over [0, R] and Γ(t) is justified for the following reason. Suppose
w ∈ H1(CR(t)). This means that w, ∇Γw and wy belong to L2((0, R)×Γ(t)), so are measurable in
the product space, and Fubini–Tonelli allows us to integrate in any order.
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Proof. We begin with∫ T
0
∫
CR(t)
∇g¯(t)(ERu)(t)∇g¯(t)η(t) = 0 for all η ∈ L2H10 (CR).
Pick ψ ∈ C∞c (0, T ) and v0 ∈ H10 (CR(0)) with T0v0 = 0, then ψφC,tv0 ∈ L2H10 (CR) with
T(ψφC,tv0) = 0, so it is an admissible test function in (4.24) and testing with it gives∫ T
0
ψ(t)
∫
CR(t)
∇g¯(t)(ERu)(t)∇g¯(t)φC,tv0 = 0 for all v0 ∈ H10 (CR(0))
which implies∫
CR(t)
∇g¯(t)(ERu)(t)∇g¯(t)φC,tv0 = 0 for all v0 ∈ H10 (CR(0)) for almost all t.
By the homeomorphism properties of φC,t, this is same as∫
CR(t)
∇g¯(t)(ERu)(t)∇g¯(t)vt = 0 for all vt ∈ H10 (CR(t)) for almost all t,
and since also TR,t,y=0((ERu)(t)) = u(t) and TR,t,y=R((ERu)(t)) = 0, we have
(ERu)(t) = ER,tu(t) by uniqueness of solutions to the truncated harmonic exten-
sion problem.
Lemma 4.4.8. When R ≥ 1, we have
∥∥∇g¯ERu∥∥L2
L2(CR)
≤ C ‖u‖L2
H1/2
.
where C is independent of R.
Proof. This easily follows from the previous lemma and Lemma 4.3.7 (since R > 1,
the dependence on R given in the latter lemma disappears).
A third way to interpret the map ZR from Definition 4.2.19 is as a map
ZR : {η ∈ L2H1(CR) | TR,y=Rη = 0} → L2H1(C), and again this map preserves norms.
Lemma 4.4.9. We have
ZRERu→ Eu in L2X(C).
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Proof. Lemma 4.2.20 gives for almost all t∫ ∞
0
∫
Γ(t)
|∇g¯(t)ZRER,tu(t)−∇g¯(t)E tu(t)|2 → 0
and so it suffices to find an integrable in time uniform in R bound on the above
expression. We have, using Lemma 4.3.7,∫ ∞
0
∫
Γ(t)
|∇g¯(t)ZRER,tu(t)|2 =
∫ R
0
∫
Γ(t)
|∇g¯(t)ER,tu(t)|2
≤ C1 ‖u− u¯‖2W 1/2(Γ(t)) +
C2
R2
‖u− u¯‖2L2(Γ(t)) +
2|u¯|2
R
|Γ|
and the RHS is integrable over time and if R ≥ 1 it is uniform. Then the DCT gives
the result.
4.5 The non-degenerate problem: proof of Theorem
4.1.6
Let β : R→ R be a function satisfying (Aβ) on p. 113. We will prove Theorem 4.1.6
in this section, that of the well-posedness of problem (Pβ).
4.5.1 Existence of solutions to the truncated problem
In this subsection, we will prove the following theorem. For easier reading, we
will shorten the duality products 〈·, ·〉W−1/2,2(Γ(t)),W 1/2,2(Γ(t)) to 〈·, ·〉 (an abuse of
notation) and 〈·, ·〉W−1/2,2(Γ0),W 1/2,2(Γ0) to 〈·, ·〉0.
Theorem 4.5.1. For each R sufficiently large, there exists a unique weak solution
uR ∈ W(W 1/2,2,W−1/2,2) to (PβR) with ∇g¯ER(β(uR)) ∈ L2L2(CR) and uR(0) = u0
satisfying∫ T
0
〈u˙R(t), η(t)〉+
∫ T
0
∫
Γ(t)
uR(t)η(t)∇Γ ·w
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(uR(t)))∇g¯(t)(ERη)(t) = 0
for all η ∈ L2
W 1/2,2
, where ERη ∈ L2H1(CR) satisfies TR,y=0ERη = η and TR,y=RERη =
0.
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Define aR(t; ·, ·) : W 1/2,2(Γ(t))×W 1/2,2(Γ(t))→ R by
aR(t;u, η) =
∫ R
0
∫
Γ(t)
∇g¯(t)ER,t(β(u))∇g¯(t)ER(t)η
where ER(t) : W
1/2,2(Γ(t)) → H1(CR(t)) is an (arbitrary) extension that satisfies
TR,t,y=0(ER(t)η) = η and TR,t,y=R(ER(t)η) = 0; the choice of ER does not matter
(see Remark 4.2.18). We hide the subscript R in uR and write simply u for simpler
notation. We define u˜ = φΓ,−(·)u and η˜ = φΓ,−(·)η and rewrite the equation∫
Γ(t)
u˙(t)η(t) +
∫
Γ(t)
u(t)η(t)∇Γ ·w + aR(t;u(t), η(t)) = 0
in terms of u˜ and η˜:∫
Γ0
u˜′(t)η˜(t)J0t +
∫
Γ0
u˜(t)η˜(t)J0t φ−t(∇Γ ·w) + aR(t;φtu˜(t), φtη˜(t)) = 0
(for ease of reading we wrote φt instead of φΓ,t). Now substitute ψ˜ = η˜J
0
t and use
1/φtJ
0
t = J
t
0:∫
Γ0
u˜′(t)ψ˜(t) +
∫
Γ0
u˜(t)ψ˜(t)φ−t(∇Γ ·w) + aR(t;φtu˜(t), J t0φtψ˜(t)) = 0.
We seek a Galerkin approximation of this equation. Let {bj} be an orthonormal
basis of L2(Γ0) that is orthogonal in W
1/2,2(Γ0) and consider the system∫
Γ0
u˜′n(t)bj +
∫
Γ0
u˜n(t)bjφ−t(∇Γ ·w) + aR(t;φtu˜n(t), J t0φtbj) = 0 ∀j = 1, ..., n
u˜n(0) = u˜0n
(4.26)
for an ansatz u˜n(t) =
∑n
i=1 αi(t)bi with unknown coefficients αi = α
n
i and u˜0n ∈
Vn(0) := span{b1, ..., bn} such that u˜0n → u0 in W 1/2,2(Γ0) and ‖u˜0n‖W 1/2,2(Γ0) ≤
C ‖u0‖W 1/2,2(Γ0).
Remark 4.5.2. We have pulled back the equation onto a reference domain in
order to facilitate the procurement of a bound on u˜′n, which is needed for a strong
convergence result to pass to the limit in the nonlinear term. This transformation
to the reference domain Γ0 could have been avoided if we knew that the orthogonal
projection operator P tn : L
2(Γ(t))→ Vn(t) := φt(Vn(0)) defined by
(P tnu− u, vn)L2(Γ(t)) = 0 for all vn ∈ Vn(t)
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was bounded as a map P tn : V (t)→ V (t). Such a bound is true when t = 0 because
of the special choice of basis functions, but for arbitrary t the desired bound appears
elusive. Of course, such a result would be of fundamental use generally in parabolic
equations on evolving domains.
The following (surprisingly non-trivial) lemma is useful below. The proof of
the continuity is the same as in Lemma 2.5 of [22], adapted to our setting; we give
the proof in the appendix for convenience.
Lemma 4.5.3. For a sufficiently smooth hypersurface Γ, if β : R → R is Lipschitz
with β(0) = 0, then the superposition map β : W 1/2,2(Γ)→W 1/2,2(Γ) is sequentially
continuous and satisfies
‖β(u)‖W 1/2,2(Γ) ≤ Lip(β) ‖u‖W 1/2,2(Γ) for all u ∈W 1/2,2(Γ).
Lemma 4.5.4. The Galerkin equation (4.26) has a solution u˜n ∈ H1(0, T ;Vn(0)).
Proof. The equation (4.26) leads to
α′j(t) +
n∑
i=1
αi(t)
∫
Γ0
bibjφ−t(∇Γ ·w) + aR(t;
n∑
i=1
αi(t)φtbi, J
t
0φtbj) = 0 ∀j = 1, ..., n.
(4.27)
Let α(t) = (α1(t), ..., αn(t))
ᵀ, b(t) = (φtb1, ..., φtbn)ᵀ, define the matrix (W(t))ij =∫
Γ0
bjbiφ−t(∇Γ ·w) and vector
a(t,α) =

aR(t;
∑n
i=1 αiφtbi, J
t
0φtb1)
...
aR(t;
∑n
i=1 αiφtbi, J
t
0φtbn)
 =

aR(t;α · b(t), J t0φtb1)
...
aR(t;α · b(t), J t0φtbn)
 .
The system of equations (4.27) is then written as
α′(t) = F (t,α(t)) := −W(t)α(t)− a(t,α(t))
for F : [0, T ]× Rn → Rn defined by the right hand side.
Checking the Carathe´odory condition: measurability We need to show
that t 7→ F (t,α) is measurable for fixed α ∈ Rn. The term with the matrix is clear.
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For the other term, consider
aR(t;α · b(t), J t0φtbj)
=
∫ R
0
∫
Γ(t)
∇Γ(t)ER,t(β(α · b(t)))∇Γ(t)ER(t)(J t0φtbj)
+ ∂yER,t(β(α · b(t)))∂yER(t)(J t0φtbj)
=
∫
CR(0)
J0t∇Γ(s)φ−t[ER,t(β(α · b(t)))](DΦ0t )−1(DΦ0t )−ᵀ∇Γ(s)φ−t[ER(t)(J t0φtbj)]
+
∫
CR(0)
J0t ∂yφ−tER,t(β(α · b(t)))∂yφ−tER(t)(J t0φtbj),
and we know that ER,t(β(α · b(t))) = ER(β(α · b))(t) for a.a. t (Lemma 4.4.7), and
the pullback of the latter is measurable as a function of t since ER(β(α·b)) ∈ L2H1(CR)
as β(α · b) ∈ L2
W 1/2,2
. The same argument can be used to deal with the ER(t) term.
Checking the Carathe´odory condition: continuity Now suppose that αj →
α in Rn. We see that∥∥∥a(t,αj)− a(t,α)∥∥∥2
Rn
=
∑
i
∣∣∣∣∣
∫ R
0
∫
Γ(t)
∇g¯(t)[ER,t(β(αj · b(t)))− ER,t(β(α · b(t)))]∇g¯(t)ER(t)(J t0φtbi)
∣∣∣∣∣
2
≤
∑
i
(∫ R
0
∫
Γ(t)
|∇g¯(t)ER,t[β(αj · b(t))− β(α · b(t))]∇g¯(t)ER(t)(J t0φtbi)|
)2
≤
∑
i
(
C(R)
∥∥β(αj · b(t))− β(α · b(t))∥∥
W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbi)∥∥L2(CR))2
by Lemma 4.3.7 and this tends to zero by Lemma 4.5.3 since αj · b(t)→ α · b(t) in
W 1/2,2(Γ(t)):
∥∥αj · b(t)−α · b(t)∥∥
W 1/2,2(Γ(t))
≤
n∑
i=1
|αji −αi| ‖bi(t)‖W 1/2,2(Γ(t)) → 0.
This implies that α 7→ a(t,α) is continuous and so t 7→ F (t,α) is a Carathe´odory
function.
The uniform bound that we shall derive in the next subsection shows that
‖α(t)‖Rn ≤ c for all t if α satisfies the ODE (4.27). We also need to show that there
exists f ∈ L1(0, T ) with ‖F (t,α)‖Rn ≤ f(t) for every α ∈ {α ∈ Rn | ‖α‖Rn ≤ 2c}.
Let ‖·‖F denote the Frobenius matrix norm (i.e. the Euclidean norm) on Rn × Rn.
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We have
1
2
‖F (t,α)‖2Rn ≤ ‖W (t)‖2F ‖α‖2Rn + ‖a(t,α)‖2Rn
(because the Frobenius norm is compatible with the Euclidean vector norm) and
note that
‖a(t,α)‖2Rn =
∑
j
∣∣∣∣∣
∫ R
0
∫
Γ(t)
∇g¯(t)ER,t(β(α · b(t)))∇g¯(t)ER(t)(J t0φtbj)
∣∣∣∣∣
2
≤
∑
j
∥∥∇g¯(t)ER,t(β(α · b(t)))∥∥2L2(CR(t)) ∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t))
≤ C1
∑
j
‖β(α · b(t))‖2W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t))
(by Lemma 4.3.7)
≤ C1
∥∥β′∥∥2∞∑
j
‖α · b(t)‖2W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t))
≤ C1
∥∥β′∥∥2∞ ‖α‖2Rn∑
i,j
‖bi(t)‖2W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t))
where C1 = C1(R), and this gives
‖a(t,α)‖2Rn ≤ C2 ‖α‖2Rn
∑
i,j
‖φtbi‖2W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t)) ,
so that overall
‖F (t,α)‖2Rn
≤ 2 ‖α‖2Rn
‖W (t)‖2F + C2∑
i,j
‖φtbi‖2W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥2L2(CR(t))

and hence
‖F (t,α)‖Rn
≤ C ‖α‖Rn
‖W (t)‖F + C3∑
i,j
‖φtbi‖W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥L2(CR(t))

≤ 2Cc
‖W (t)‖F + C3∑
i,j
‖φtbi‖W 1/2,2(Γ(t))
∥∥∇g¯(t)ER(t)(J t0φtbj)∥∥L2(CR(t))
 .
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The term in the brackets on the right hand side (our f(t)) is integrable over (0, T ).
Now an application of the ODE theory in [130, Problem 30.2] gives the existence of
a (global) solution u˜n : [0, T ]→ Vn(0).
Uniform estimates (in n)
Multiply the Galerkin equation (4.26) by αj and sum up to get (here we are using
an arbitrary extension which is linear)∫
Γ0
u˜′n(t)u˜n(t) +
∫
Γ0
u˜n(t)
2φ−t(∇Γ ·w) + aR(t;φtu˜n(t), J t0φtu˜n(t)) = 0.
Now, in
aR(t;φtu˜n(t), J
t
0φtu˜n(t)) =
∫ R
0
∫
Γ(t)
∇g¯(t)ER,t(β(φtu˜n(t)))∇g¯(t)ER(t)(J t0φtu˜n(t))
let us pick ER(t)(J
t
0φtu˜n(t)) = J
t
0β
−1(ER,t(β(φtu˜n(t)))), which is valid since
TR,t,y=0ER(t)(J t0φtu˜n(t)) = J t0β−1(β(φtu˜n(t))) = J t0φtu˜n(t)
TR,t,y=RER(t)(J t0φtu˜n(t)) = 0.
This gives
1
2
d
dt
∫
Γ0
u˜n(t)
2 +
∫
Γ0
u˜2n(t)φ−t(∇Γ ·w)
+
∫
CR(t)
J t0(β
−1)′(ER,t(β(φtu˜n(t))))|∇g¯(t)ER,t(β(φtu˜n(t)))|2
+
∫
CR(t)
β−1(ER,t(β(φtu˜n(t))))∇ΓER,t(β(φtu˜n(t)))∇ΓJ t0 = 0
and thus
1
2
d
dt
∫
Γ0
u˜n(t)
2 + C1Cβ′inv
∫
CR(t)
|∇g¯(t)ER,t(β(φtu˜n(t)))|2
≤ ‖∇Γ ·w‖∞
∫
Γ0
u˜n(t)
2
+ C2
∫
CR(t)
C|β−1(ER,t(β(φtu˜n(t))))|2 + |∇ΓER,t(β(φtu˜n(t)))|2
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wherein we note that∫ R
0
∫
Γ(t)
|β−1(ER,t(β(φtu˜n(t))))|2 ≤
∥∥(β−1)′∥∥2∞ ∫ R
0
∫
Γ(t)
|ER,t(β(φtu˜n(t)))|2
≤ C5(R, λ1)
∥∥(β−1)′∥∥2∞ ‖β(φtu˜n(t))‖2L2(Γ(t))
(by Lemma 4.2.16)
≤ C5(R, λ1)
∥∥(β−1)′∥∥2∞ ∥∥β′∥∥2∞ ‖φtu˜n(t)‖2L2(Γ(t))
≤ C6(R, λ1) ‖u˜n(t)‖2L2(Γ0) .
This implies
max
t∈[0,T ]
‖u˜n(t)‖L2(Γ0) +
∥∥∇g¯ER(β(φ(·)u˜n))∥∥L2
L2(CR)
≤ C
for a constant C independent of n.
Remark 4.5.5. We needed to truncate the domain in order to obtain the previous
bounds. If the domain was instead the full cylinder C(t), the extension of the test
function would have to include a cut-off function so that it belongs to L2H1(C), for
example, if ψρ is as in Definition 4.2.7, then we could choose
E(t)(J t0φtu˜n(t)) = J
t
0β
−1[Et(β(φtu˜n(t))− β(φtu˜n(t))) + ψρβ(φtu˜n(t))]
but this leads to a term of the type∫ ∞
0
∫
Γ(t)
β−1[Et(β(φtu˜n(t))− β(φtu˜n(t))) + ψρβ(φtu˜n(t))]∇ΓE t(β(φtu˜n(t)))∇ΓJ t0
and we would have to make restrictive assumptions on the evolution to avoid this
term blowing up as we pass to the limit ρ→∞.
Also, we have, writing β(un) = TR,y=0ER(β(un)) and using the trace in-
equality and Lemma 4.4.5,
‖β(un)‖2L2
W1/2,2
≤ C2 ‖β(un)‖2L2
L2
+ C3 ≤ C2
∥∥β′∥∥2∞ ‖un‖2L2
L2
+ C3 ≤ C4
by the energy estimates. Since β−1 is Lipschitz, this implies
‖un‖L2
W1/2,2
≤ C
independent of n (using the boundedness result of Lemma 4.5.3). The bound on the
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time derivative follows too: take η ∈W 1/2,2(Γ0) and consider
〈u˜′n(t), η〉0
= (u˜′n(t), P
0
nη)L2(Γ0)
= −
∫
Γ0
u˜n(t)P
0
n(η)φ−t(∇Γ ·w)
−
∫
CR(t)
∇g¯(t)ER,t(β(φtu˜n(t)))∇g¯(t)ER(t)(J t0φtP 0n(η))
(rearranging (4.26), assuming linear extension)
≤ C1 ‖u˜n(t)‖L2(Γ0)
∥∥P 0n(η)∥∥L2(Γ0)
+
∥∥∇g¯(t)ER,t(β(φtu˜n(t)))∥∥L2(CR(t)) ∥∥∇g¯(t)[J t0ER,t(φtP 0n(η))]∥∥L2(CR(t))
after picking ER(t)(J
t
0φtP
0
n(η)) = J
t
0ER,t(φtP 0n(η)). Observe that∥∥∇g¯(t)[J t0ER,t(φtP 0n(η))]∥∥2L2(CR(t))
≤ C2
∫
CR(t)
|∇g¯(t)ER,t(φtP 0n(η))|2 + |ER,t(φtP 0n(η))|2
≤ C3(λ1, R)
∥∥φtP 0n(η)∥∥2W 1/2,2(Γ(t)) (by Lemmas 4.3.7 and 4.2.16)
≤ C4(λ1, R)
∥∥P 0n(η)∥∥2W 1/2,2(Γ0)
which implies∫ T
0
〈u˜′n(t), η〉0 ≤ C5 ‖u˜n‖L2(0,T ;L2(Γ0))
∥∥P 0n(η)∥∥L2(0,T ;L2(Γ0))
+
∥∥∇g¯(t)ER(β(φtu˜n))∥∥L2
L2(CR)
∥∥P 0n(η)∥∥L2(0,T ;W 1/2,2(Γ0))
≤ C7 ‖η‖L2(0,T ;W 1/2,2(Γ0))
by using the uniform estimates. Taking the supremum over η ∈ L2(0, T ;W 1/2,2(Γ0))
shows that ∥∥u˜′n∥∥L2(0,T ;W−1/2,2(Γ0)) ≤ C.
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Passage to the limit in the Galerkin approximation
We have as n→∞
u˜n ⇀ u˜ in L
2(0, T ;W 1/2,2(Γ0))
u˜′n ⇀ u˜
′ in L2(0, T ;W−1/2,2(Γ0))
u˜n → u˜ in L2(0, T ;L2(Γ0))
DiERβ(un) ⇀ θi in L2L2(CR)
∂yERβ(un) ⇀ θy in L2L2(CR)
(4.28)
where Di = (∇Γ)i is the i-th component of the tangential gradient and Aubin–Lions
yielded the strong convergence. Therefore, we have un → u in L2L2 and β(un)→ β(u)
in L2L2 thanks to the Lipschitz continuity of β. Due to the boundedness result in
Lemma 4.2.16 on ER,t with the constants in the bound depending on λ1(t) (which
can be bounded), we see that
ER(β(un))→ ER(β(u)) in L2L2(CR). (4.29)
Identification of the spatial term Take the test function η ∈ L2H1(CR) defined
by
η(t, y, x) = ψ(t)φtv0h(y) where ψ ∈ C∞c (0, T ), v0 ∈ C1c (Γ0) and h ∈ C∞c (0, R).
(4.30)
Consider the spatial integration by parts formula (see Chapter 2) on Γ(t) integrated
over y and t:∫ T
0
∫
CR(t)
(DiERβ(un))η = −
∫ T
0
∫
CR(t)
(ERβ(un))Diη +
∫ T
0
∫
CR(t)
(ERβ(un))ηHνΓi
Using (4.28) on the left hand side and (4.29) on the right hand side, we have∫ T
0
∫
CR(t)
θiη = −
∫ T
0
∫
CR(t)
(ERβ(u))Diη +
∫ T
0
∫
CR(t)
(ERβ(u))ηHνΓi .
It follows that for almost every t, for almost every y,∫
Γ(t)
θi(t, y)φtv0 = −
∫
Γ(t)
(ERβ(u))(t, y)Diφtv0 +
∫
Γ(t)
(ERβ(u))(t, y)φtv0HνΓi ,
and since this holds for all φtv0 ∈ C1c (Γ0), it also holds for all v ∈ C1c (Γ(t)). This
implies that Di(ERβ(u)) = θi(t, y) by definition.
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Identification of the y term Again take η ∈ L2H1(CR) as in (4.30) and consider
the integration by parts formula∫ T
0
∫
CR(t)
(∂yERβ(un))η = −
∫ T
0
∫
CR(t)
(ERβ(un))∂yη. (4.31)
This formula holds because∫ T
0
∫
CR(t)
(∂yERβ(un))η =
∫ T
0
ψ(t)
∫ R
0
h(y)
∫
Γ(t)
∂yERβ(un)φtv0
=
∫ T
0
ψ(t)
∫ R
0
h(y)
d
dy
∫
Γ(t)
ERβ(un)φtv0
(because ERβ(un) ∈ H1(CR(t)) so the inner product over Γ(t) is absolutely continuous)
= −
∫ T
0
ψ(t)
∫ R
0
∂yh(y)
∫
Γ(t)
ERβ(un)φtv0.
Passing to the limit in (4.31), we find∫ T
0
∫
CR(t)
θyη = −
∫ T
0
∫
CR(t)
(ERβ(u))∂yη.
It follows that for almost every t∫
Γ(t)
φtv0
∫ R
0
θyh(y) = −
∫
Γ(t)
φtv0
∫ R
0
(ERβ(u))∂yh(y).
which holds for all C1c (Γ), implying for almost all t and almost all x that∫ R
0
θy(t, x)h(y) = −
∫ R
0
(ERβ(u))(t, x)∂yh(y)
and thus we identify θy = ∂yERβ(u).
Conclusions Therefore, we get
u˜n ⇀ u˜ in L
2(0, T ;W 1/2,2(Γ0))
u˜′n ⇀ u˜
′ in L2(0, T ;W−1/2,2(Γ0))
u˜n → u˜ in L2(0, T ;L2(Γ0))
∇g¯ERβ(un) ⇀ ∇g¯ERβ(u) in L2L2(CR)
Recall the Galerkin equation (4.26) and recall that Vn(t) := span{φtb1, ..., φtbn}.
Given η ∈ L2
W 1/2,2
, by density, there is a sequence {ηl} with ηl ∈ L2Vl for each l such
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that ηl → η in L2W 1/2,2 and
ηl(t) =
l∑
j=1
γlj(t)φtbj .
If l ≤ n, then ηl ∈ L2Vn and we multiply the above by γlj(t) and sum up to get∫
Γ0
u˜′n(t)η˜l(t) +
∫
Γ0
u˜n(t)η˜l(t)φ−t(∇Γ ·w)
+
∫
CR(t)
∇g¯(t)ER,t(β(un(t)))∇g¯(t)ER(t)(J t0ηl(t)) = 0
where η˜l(t) = φ−tηl(t). We obtain after integrating the above equation and taking
the limit as n→∞ the equation∫ T
0
〈u˜′(t), η˜l(t)〉0 +
∫ T
0
∫
Γ0
u˜(t)η˜l(t)φ−t(∇Γ ·w)
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(u(t)))∇g¯(t)ER(t)(J t0ηl(t)) = 0. (4.32)
Let us prove that φ−t(J t0)η˜l → φ−t(J t0)η˜ in L2(0, T ;W 1/2,2(Γ0)). The L2 convergence
is obvious, and for the seminorm, we have
∣∣φ−t(J t0)(η˜l(t)− η˜(t))∣∣2W 1/2,2(Γ0)
=
∫
Γ0
∫
Γ0
|[φ−t(J t0)(η˜l(t)− η˜(t))](x)− [φ−t(J t0)(η˜l(t)− η˜(t))](y)|2
|x− y|n
≤ 2
∫
Γ0
∫
Γ0
|φ−t(J t0)(x) ([η˜l(t)− η˜(t)](x)− [η˜l(t)− η˜(t)](y)) |2
|x− y|n
+ 2
∫
Γ0
∫
Γ0
|[η˜l(t)− η˜(t)](y)(φ−t(J t0)(x)− φ−t(J t0)(y)|2
|x− y|n
≤ C1
∫
Γ0
∫
Γ0
|[η˜l(t)− η˜(t)](x)− [η˜l(t)− η˜(t)](y)|2
|x− y|n + C2
∫
Γ0
∫
Γ0
|[η˜l(t)− η˜(t)](y)|2
|x− y|n−2
(φ−tJ t0 is Lipschitz with uniform Lipschitz constant)
= C1 |η˜l(t)− η˜(t)|2W 1/2,2(Γ0) + C2
∫
Γ0
|[η˜l(t)− η˜(t)](y)|2
∫
Γ0
1
|x− y|n−2 dxdy
≤ C1 |η˜l(t)− η˜(t)|2W 1/2,2(Γ0) + C3
∫
Γ0
|[η˜l(t)− η˜(t)](y)|2
(for example, see Lemma 2.5.2)
≤ C4 ‖η˜l(t)− η˜(t)‖2W 1/2,2(Γ0) .
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Integrating over time and passing to the limit shows the result. Thus J t0ηl → J t0η in
L2
W 1/2,2
and it follows from Lemma 4.4.8 that ∇g¯ER(ηlJ t0)→ ∇g¯ER(ηJ t0) in L2L2(CR).
With this in mind, taking limits l→∞ in (4.32) with ER = ER yields∫ T
0
〈u˜′(t), η˜(t)〉0 +
∫ T
0
∫
Γ0
u˜(t)η˜(t)φ−t(∇Γ ·w)
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(u(t)))∇g¯(t)ER,t(J t0η(t)) = 0,
but because the extension can be arbitrary (by Remark 4.2.18), we get∫ T
0
〈u˜′(t), η˜(t)〉0 +
∫ T
0
∫
Γ0
u˜(t)η˜(t)φ−t(∇Γ ·w)
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(u(t)))∇g¯(t)ER(t)(J t0η(t)) = 0
for all η˜ ∈ L2(0, T ;W 1/2,2(Γ0)). Now, pushing forward the integrals, recalling from
the proof of Theorem 1.2.46 that u˙(t) = φ∗−t(J0t u˜′(t)) and using
〈u˜′(t), η˜(t)〉0 = 〈J0t u˜′(t), (J0t )−1η˜(t)〉0
= 〈φ∗−t(J0t u˜′(t)), φt((J0t )−1η˜(t))〉
= 〈u˙(t), J t0φtη˜(t)〉
gives∫ T
0
〈u˙(t), J t0φtη˜(t)〉+
∫ T
0
∫
Γ(t)
u(t)φtη˜(t)J
t
0∇Γ ·w
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(u(t)))∇g¯(t)ER(t)(J t0φtη˜(t)) = 0.
Finally, picking η˜ = φ−tη/φ−tJ t0 yields∫ T
0
〈u˙(t), η(t)〉+
∫ T
0
∫
Γ(t)
u(t)η(t)∇Γ ·w
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(u(t)))∇g¯(t)ER(t)η(t) = 0
for each η ∈ L2
W 1/2,2
. The initial condition can be checked like done in §1.6. This
concludes the proof of Theorem 4.5.1.
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4.5.2 Existence of solutions to the non-degenerate problem
By the previous subsection, we have a solution uR ∈ W(W 1/2,2,W−1/2,2) with
uR(0) = u0 and ∇g¯ER(β(uR)) ∈ L2L2(CR) satisfying
〈u˙R(t), η(t)〉+
∫
Γ(t)
uR(t)η(t)∇Γ ·w +
∫
CR(t)
∇g¯(t)ER,t(β(uR(t)))∇g¯(t)ER(t)η(t) = 0
for all η ∈ L2
W 1/2,2
and for almost all t.
Uniform estimates (in R)
We now want to obtain estimates independent of R. Let us pick η = uR and use
ER(η) = β
−1(ER(β(uR))) which equals uR at y = 0 and 0 at y = R:
1
2
d
dt
∫
Γ(t)
|uR(t)|2 + 1
2
∫
Γ(t)
|uR(t)|2∇Γ ·w
+
∫
CR(t)
(β−1)′[ER,t(β(uR(t)))]|∇g¯(t)ER,t(β(uR(t)))|2 = 0.
Since (β−1)′ ≥ Cβ′inv and uR(0) = u0, we immediately obtain via Gronwall’s in-
equality that
max
t∈[0,T ]
‖uR(t)‖L2(Γ(t)) +
∥∥∇g¯ER(β(uR))∥∥L2
L2(CR)
≤ C
independent of R. Rearranging the equation gives∫ T
0
〈u˙R(t), η(t)〉W−1/2,2(Γ(t)),W 1/2,2(Γ(t))
= −
∫ T
0
∫
Γ(t)
uR(t)η(t)∇Γ ·w −
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(uR(t)))∇g¯(t)ER(t)η(t)
≤ C ‖uR‖L2
L2
‖η‖L2
L2
+
∥∥∇g¯ER(β(uR))∥∥L2
L2(CR)
∥∥∇g¯ERη∥∥L2
L2(CR)
(picking ER = ER)
≤ C1 ‖η‖L2
L2
+ C2 ‖η‖L2
W1/2,2
using Lemma 4.4.8 on the rightmost term and by the uniform estimates. Taking
supremums over η ∈ L2
W 1/2,2
gives
‖u˙R‖L2
W−1/2,2
≤ C.
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Lemma 4.2.12 implies that
|Ttv|W 1/2,2(Γ(t)) ≤ C
∥∥∇g¯(t)v∥∥L2(C(t)) for all v ∈ H1(C(t)),
where we now claim that the constant is independent of t. Indeed, an inspection
of the proof reveals that we need to check whether the trace map Tt : H1(C(t)) →
W 1/2,2(Γ(t)) is bounded uniformly in t and whether the constant in the Poincare´
inequality on Γ(t) is independent of t. The first question has been settled by (4.17)
and the second is also affirmative due to (2.25). Using this inequality, we find
|β(uR(t))|W 1/2,2(Γ(t)) =
∣∣TtZRER,tβ(uR(t))∣∣W 1/2,2(Γ(t))
≤ C ∥∥∇g¯ZRER,t(β(uR(t)))∥∥L2(C(t))
= C
∥∥∇g¯ER,t(β(uR(t)))∥∥L2(CR(t))
which implies that
∫ T
0 |β(uR(t))|2W 1/2,2(Γ(t)) ≤ C. This gives boundedness of uR in
the fractional seminorm, and thus we have that
‖uR‖L2
W1/2,2
≤ C.
Passage to the limit in R
So we have
uR ⇀ u in L
2
W 1/2,2
u˙R ⇀ u˙ in L
2
W−1/2,2
uR → u in L2L2
DiZRER(β(uR)) ⇀ θi in L2L2(C)
∂yZRER(β(uR)) ⇀ θy in L2L2(C),
and we need to identify the limits. Our first task is to show that ZRER(β(uR) −
β(uR))→ E(β(u)− β(u)) in L2L2(C).
Set wR = β(uR) and w = β(u); since wR(t)−w¯R(t)→ w(t)−w¯(t) in L2(Γ(t))
for a.e t, Lemma 4.2.22 implies
ZRER,t(wR(t)− w¯R(t))→ Et(w(t)− w¯(t)) in L2(C(t)).
So we have for a.e. t
fR(t) := ‖ZRER(wR(t)− w¯R(t))− E(w(t)− w¯(t))‖2L2(C(t)) → 0.
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Note that
|fR(t)| ≤ 2 ‖ZRER(wR(t)− w¯R(t))‖2L2(C(t)) + 2 ‖E(w(t)− w¯(t))‖2L2(C(t))
= 2 ‖ER(wR(t)− w¯R(t))‖2L2(CR(t)) + 2 ‖E(w(t)− w¯(t))‖
2
L2(C(t))
≤ C1
(
‖wR(t)− w¯R(t)‖2L2(Γ(t)) + ‖w(t)− w¯(t)‖2L2(Γ(t))
)
=: gR(t)
by Lemma 4.2.16 and (4.11). Now for a.a. t,
gR(t)→ 2C1 ‖w(t)− w¯(t)‖2L2(Γ(t))
and also ∫ T
0
gR(t) = C1(‖wR − w¯R‖2L2
L2
+ ‖w − w¯‖2L2
L2
)→ 2C1 ‖w − w¯‖2L2
L2
so that by the generalised DCT,
∫ T
0 fR(t)→
∫ T
0 limR→∞ fR(t) = 0, giving
ZRER(wR − w¯R)→ E(w − w¯) in L2L2(C)
as desired. Now, choosing η as in (4.30) except with h ∈ C∞c (0,∞), we have∫ T
0
∫
C(t)
DiZRERwRη =
∫ T
0
∫
C(t)
DiZR
(
ER(wR − w¯R) + R− y
R
w¯R
)
η
=
∫ T
0
∫
C(t)
DiZRER(wR − w¯R)η
= −
∫ T
0
∫
C(t)
DiηZRER(wR − w¯R)
−
∫ T
0
∫
C(t)
ZRER(wR − w¯R)ηHνΓi ,
and passing to the limit on both sides gives
−
∫ T
0
∫
C(t)
DiηE(w − w¯) +
∫ T
0
∫
C(t)
E(w − w¯)ηHνΓi =
∫ T
0
∫
C(t)
θiη,
and then an argument similar to that in §4.5.1 shows that DiE(w − w¯) = θi. For
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the y term,∫ T
0
∫
C(t)
∂yZRERwRη =
∫ T
0
∫
C(t)
∂yZR
(
ER(wR − w¯R) + R− y
R
w¯R
)
η
=
∫ T
0
∫
C(t)
(∂yZRER(wR − w¯R)− χy≤R w¯R
R
)η
= −
∫ T
0
∫
C(t)
ZRER(wR − w¯R)∂yη + χy≤R w¯R
R
η, (4.33)
and the last term on the right hand side∫ T
0
∫
C(t)
χy≤R
w¯R
R
η =
∫ T
0
w¯R(t)
R
ψ(t)
∫ ∞
0
χy≤R(y)h(y)
∫
Γ(t)
φtv0 → 0
since
∫ T
0 w¯R(t)/Rψ(t) → 0 and
∫∞
0 χy≤R(y)h(y) →
∫∞
0 h(y) both due to the DCT
(recall that w¯R(t)→ w¯(t) a.e.). Then taking the limit on the LHS and the RHS of
(4.33), we get ∫ T
0
∫
C(t)
θyη = −
∫ T
0
∫
C(t)
E(w − w¯)∂yη
which again gives ∂yE(w− w¯) = θy by similar reasoning to §4.5.1. Now we may pass
to the limit in the equation∫ T
0
〈u˙R(t), η(t)〉+
∫ T
0
∫
Γ(t)
uR(t)η(t)∇Γ ·w
+
∫ T
0
∫
CR(t)
∇g¯(t)ER,t(β(uR(t)))∇g¯(t)ER(t)η(t) = 0.
First of all, take ERη = Z1E1η (this satisfies ERη|y=0 = η and ERη|y=R = 0), then
replace the integral over (0, R) by one over (0,∞):∫ T
0
〈u˙R(t), η(t)〉+
∫ T
0
∫
Γ(t)
uR(t)η(t)∇Γ ·w
+
∫ T
0
∫
C(t)
∇g¯(t)ZRER,t(β(uR(t)))∇g¯(t)Z1E1η(t) = 0
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and then use the above convergence results:∫ T
0
〈u˙(t), η(t)〉+
∫ T
0
∫
Γ(t)
u(t)η(t)∇Γ ·w
+
∫ T
0
∫
C(t)
∇g¯(t)E t(β(u(t)))∇g¯(t)Z1E1η(t) = 0
and then recall that the elliptic form can have an arbitary extension, so that the
above equals∫ T
0
〈u˙(t), η(t)〉+
∫ T
0
∫
Γ(t)
u(t)η(t)∇Γ ·w
+
∫ T
0
∫
C(t)
∇g¯(t)E t(β(u(t)))∇g¯(t)(Eη)(t) = 0
for any extension Eη ∈ L2H1(C) which has trace at y = 0 equal to η. For the
conservation of mass, note that
∫
Γ(t) uR(t) =
∫
Γ0
u0 holds simply by testing with
η = ERη ≡ 1. By the strong convergence of uR to u in L2L2 ,
∫
Γ(t) u(t) =
∫
Γ0
u0
follows for almost all t, but since the left hand side is a continuous function of t, it
holds for all t.
4.5.3 Contraction principle
This part is similar to what is done in [15]. Let u10, u
2
0 ∈ L∞(Γ0) be initial data and
consider the respective solutions u1R and u2R to the truncated problem (4.9). The
difference of the solutions satisfies
〈u˙1R(t)− u˙2R(t), η(t)〉+
∫
Γ(t)
(u1R(t)− u2R(t))η(t)∇Γ ·w
+
∫ R
0
∫
Γ(t)
∇g¯(t)(ER,t(β(u1R(t)))− ER,t(β(u2R(t))))∇g¯(t)ER(t)η(t) = 0.
Define F(r) =
1
T(r
+) and pick η = F(u1R − u2R). Set v1R = ER(β(u1R)), and
let us pick ERη = F[β
−1(v1R)− β−1(v2R)] which satisfies TR,y=0(ERη) = F(u1R−
u2R) = η and TR,y=R(ERη) = 1T(0) = 0, and ERη ∈ L2H1(CR), so is an admissible
test function. Note that here we used that, for example, TR,y=0F(w) = F(TR,y=0w)
for all w ∈ H1(CR(0)). This holds for all smooth functions dense in H1(CR(0)), then
we can simply use the continuity of F(·) = 1T ◦ (·)+ : H1(CR(0))→ H1(CR(0)) (see
§4.3.3) and of F : W 1/2,2(Γ0)→W 1/2,2(Γ0) (by Lemma 4.5.3, since F is Lipschitz).
We also used that TR,y=0β−1(w) = β−1(TR,y=0w) for all w ∈ H1(CR(0)), which again
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follows again by Lemma 4.5.3 and the continuity of β−1 : H1(CR(0)) → H1(CR(0))
(which follows from the boundedness and continuity of (β−1)′).
Testing with this and integrating over time:∫ t
0
〈∂•(u1R − u2R), F(u1R − u2R)〉+
∫ t
0
∫
Γ0
(u1R − u2R)F(u1R − u2R)∇Γ ·w
+
∫ t
0
∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)ER(s)η(s) = 0. (4.34)
Now define S(s) =
∫ s
0 F(r) dr. By Lemma 4.3.12,∫ t
0
〈∂•(u1R − u2R), F(u1R − u2R)〉 =
∫
Γ(t)
S(u1R(t)− u2R(t))
−
∫
Γ0
S(u1R(0)− u2R(0))−
∫ t
0
∫
Γ(s)
S(u1R(s)− u2R(s))∇Γ ·w,
and using that S(·) → (·)+ pointwise as  → 0 and |S(r)| ≤ 32 + |r|, we obtain by
DCT
lim
→0
1

∫ t
0
〈∂•(u1R(s)− u2R(s)), T(u1R(s)− u2R(s)))〉
=
∫
Γ(t)
(u1R(t)− u2R(t))+ −
∫
Γ0
(u1R(0)− u2R(0))+
−
∫ t
0
∫
Γ(s)
(u1R(s)− u2R(s))+∇Γ ·w. (4.35)
Taking the lim inf on equation (4.34), bearing in mind3∫ t
0
∫
Γ(s)
(u1R − u2R)F(u1R − u2R)∇Γ ·w→
∫ t
0
∫
Γ(s)
(u1R − u2R)+∇Γ ·w
and using (4.35), we find∫
Γ(t)
(u1R(t)− u2R(t))+ + lim inf
→0
∫ t
0
∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)ER(s)η(s)
=
∫
Γ0
(u1R(0)− u2R(0))+. (4.36)
3This holds because uF(u)∇Γ · w → uχu≥0∇Γ · w = u+∇Γ · w and uF(u)∇Γ · w ≤ C|u| is
integrable, so the DCT applies.
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The elliptic form in (4.36) becomes∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)ER(s)η(s)
=
1

∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)T(β−1(v1R(s))− β−1(v2R(s)))+
=
1

∫
B(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)(β−1(v1R(s))− β−1(v2R(s)))
where B(s) := {(x, y) ∈ Γ(s)×[0, R] | 0 ≤ β−1(v1R(s, x, y))−β−1(v2R(s, x, y)) < }.
Note that
∇g¯(s)(β−1(v1R)− β−1(v2R)) = (β−1)′(v1R)∇g¯(s)v1R − (β−1)′(v2R)∇g¯(s)v2R
= (β−1)′(v1R)(∇g¯(s)v1R −∇g¯(s)v2R)
+ ((β−1)′(v1R)− (β−1)′(v2R))∇g¯(s)v2R,
so the above is∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)ER(s)η(s)
≥ 1

∫
B(s)
((β−1)′(v1R(s))− (β−1)′(v2R(s)))∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)v2R.
(4.37)
The right hand side of this can be estimated as follows:∣∣∣∣∣1
∫
B(s)
((β−1)′(v1R(s))− (β−1)′(v2R(s)))∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)v2R(s)
∣∣∣∣∣
≤ 1

∫
B(s)
|(β−1)′(v1R(s))− (β−1)′(v2R(s))||∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|
≤ 1

∥∥(β−1)′′∥∥∞ ∫
B(s)
|v1R(s)− v2R(s)||∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|
≤ 1

∥∥(β−1)′′∥∥∞ ∥∥β′∥∥∞
×
∫
B(s)
|β−1(v1R(s))− β−1(v2R(s))||∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|
≤ ∥∥(β−1)′′∥∥∞ ∥∥β′∥∥∞ ∫
B(s)
|∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|
=
∥∥(β−1)′′∥∥∞ ∥∥β′∥∥∞ ∫C(s) χB(s)|∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|.
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Now we must show that this expression tends to zero as  tends to zero. Observe
that
χB(s)(z)→ χ{(x,y)∈CR(s)|β−1(v1R(s,x,y))−β−1(v2R(s,x,y))=0}(z) (4.38)
pointwise a.e. z ∈ CR(s) and the integrand above is obviously bounded an integrable
function, so the DCT applies and we obtain
lim
→0
∫
C(s)
χB(s)|∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)| =∫
C(s)
χ{z∈CR(s)|β−1(v1R(s,z))−β−1(v2R(s,z))=0}(z)|∇g¯(s)(v1R(s)− v2R(s))||∇g¯(s)v2R(s)|.
(4.39)
The set in the indicator function in the limit above is
{z ∈ CR(s) | β−1(v1R(s, z))− β−1(v2R(s, z)) = 0}
= {z ∈ CR(s) | v1R(s, z)− v2R(s, z) = 0},
and ∇g¯(s)(v1R(s)− v2R(s))|{v1R(s)−v2R(s)=0} = 0 a.e. on [0, R]× Γ(s), by a theorem
of Stampacchia [116] (see §4.3.3), so if {β−1(v1R(s))−β−1(v2R(s)) = 0} has positive
measure, then the integral on the right hand side of (4.39) vanishes. So then let us
suppose that β−1(v1R) − β−1(v2R) = 0 only on a set of measure zero. In this case,
the right hand side of (4.38) is exactly 0, so again the right hand side vanishes. This
implies in (4.37) that
lim inf
→0
∫
C(s)
∇g¯(s)(v1R(s)− v2R(s))∇g¯(s)ER(s)η(s) ≥ 0.
(This follows from the fact that if a ≥ b and |b| ≤ c and c → 0, then lim inf ae ≥
04). Plugging this back into (4.36), we obtain for any t∫
Γ(t)
(u1R(t)− u2R(t))+ ≤
∫
Γ0
(u1R(0)− u2R(0))+. (4.40)
Now, by the work in the previous subsections, we have (amongst others) the uniform
in R bound
‖u1R‖L2
W1/2,2
+ ‖u˙1R‖L2
W−1/2,2
+ ‖u2R‖L2
W1/2,2
+ ‖u˙2R‖L2
W−1/2,2
< C for all R > 0
4We have lim inf a ≥ lim inf b ≥ lim inf −|b| = − lim sup |b| ≥ 0 as lim sup |b| ≤ lim sup c =
0.
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and we have a subsequence g(R) such that u1g(R) → u1 in L2L2 , where u1 is the
solution of the non-degenerate problem with initial data u10 (this is what we showed
in the previous subsections). It follows that there is a subsequence g(h(R)) of g(R)
such that for almost all t, u1g(h(R))(t)→ u1(t) in L2(Γ(t)).
Since the uniform bounds above hold for all R > 0, u2g(h(R)) is also bounded,
and thus, by the same arguments, there is a further subsequence u2g(h(l(R)))(t) →
u2(t) in L
2(Γ(t)) for almost all t. Note that also u1g(h(l(R)))(t) → u1(t) in L2(Γ(t))
since subsequences share the same limit. Therefore, we can pass to the limit in
(4.40) with R chosen to be the subsequence g(h(l(R))) and we will obtain∫
Γ(t)
(u1(t)− u2(t))+ ≤
∫
Γ0
(u10 − u20)+.
for almost all t. This concludes the proof of Theorem 4.1.6.
4.6 The fractional porous medium equation: proof of
Theorem 4.1.4
We pick a sequence (see [51, p. 102]) of C∞-approximations {Ψk}k∈N of Ψ such that
Ψk(0) = 0,
1
Ck
≤Ψ′k ≤ k
Ψ−1k → Ψ−1 in C0loc(R)
|Ψ−1k (r)| ≤ C1|r|+ C2
1
k
≤(Ψ−1k )′ ≤ Ck
|(Ψ−1k )′′| ≤ Ck.
The previous section gives us a sequence uk ∈W(W 1/2,2,W−1/2,2) satisfying
〈u˙k(t), η(t)〉+
∫
Γ(t)
uk(t)η(t)∇Γ ·w +
∫ ∞
0
∫
Γ(t)
∇g¯(t)E t(Ψk(uk(t)))∇g¯(t)E(t)η(t) = 0.
(4.41)
4.6.1 Uniform estimates (in k)
Now we obtain appropriate estimates independent of k and pass to the limit for the
last time. The idea is as follows:
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• A weak maximum principle should yield
‖uk‖L∞L∞ + ‖Ψk(uk)‖L∞L∞ < C.
• Testing with Ψk(uk) should give∥∥∇g¯E(Ψk(uk))∥∥L2
L2(C)
≤ C
which will imply
‖Ψk(uk)‖L2
W1/2,2
+ ‖u˙k‖L2
W−1/2,2
≤ C.
• These bounds imply uk ⇀ u in L2L2 , uk → u in L2W−1/2,2 , Ψk(uk) ⇀ Ψ(u) in
L2
W 1/2,2
and ∇g¯E(Ψk(uk)) ⇀ ∇g¯E(Ψ(u)) in L2L2(C) (these identifications of the
limits need to be proved, of course), which is enough to obtain existence.
We now justify this rigorously. For the maximum principle, in order to negate the
effect of the lower order term involving ∇Γ ·w, let us set wk(t) = uk(t)e−λt and pick
η = (wk −M)+ where M := ‖u0‖L∞(Γ0). Note that u˙k(t) = eλt(w˙k(t) + λwk(t)).
The equation (4.41) becomes
〈w˙k(t), (wk(t)−M)+〉+
∫
Γ(t)
wk(t)(wk(t)−M)+(λ+∇Γ ·w)
+ e−λt
∫
C(t)
∇g¯(t)E t(Ψk(uk(t)))∇g¯(t)E(t)(wk(t)−M)+ = 0.
(4.42)
Now, we would like to pick the extension of (wk −M)+ to be(
Ψ−1k (E(Ψk(uk)−Ψk(uk)))e−λt −M
)+
,
but this is not possible since Ψ−1k (E(Ψk(uk)−Ψk(uk)))e−λt −M is not square inte-
grable. Therefore, defining
g(uk, ρ) := E(Ψk(uk)−Ψk(uk)) + ψρΨk(uk),
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we pick E(wk − M)+ =
(
Ψ−1k (g(uk, ρ))e
−λt −Mψρ
)+ ∈ L2H1(C) which satisfies
TEη = (wk(t)−M)+ and
∇g¯(t)Eη =
(Ψ−1k )′(g(uk, ρ))e−λt∇g¯(t)g(uk, ρ)−Mψ′ρ : Ψ−1k (g(uk, ρ))e−λt ≥Mψρ0 : otherwise
so that the gradient term in (4.42) on {Ψ−1k (g(uk, ρ))e−λt −Mψρ ≥ 0} is∫
C(t)
∇g¯(t)E t(Ψk(uk(t)))∇g¯(t)E(t)η(t)
=
∫
C(t)
∇g¯(t)E t(Ψk(uk(t)))
(
(Ψ−1k )
′(g(uk, ρ))e−λt(∇g¯(t)E(Ψk(uk(t))−Ψk(uk(t)))
+ ψ′ρΨk(uk(t)))−Mψ′ρ
)
=
∫
C(t)
(Ψ−1k )
′(g(uk, ρ))e−λt
[
|∇g¯(t)E t(Ψk(uk(t)))|2 + ∂yE t(Ψk(uk(t)))ψ′ρΨk(uk(t))
]
−M
∫
C(t)
∂yE t(Ψk(uk(t)))ψ′ρ
≥ e−λtk−1
∫
C(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 − e−λtCk
∫
C(t)
|∂yE t(Ψk(uk(t)))||ψ′ρΨk(uk(t))|,
(4.43)
and the last term vanished in the final inequality because for a.a. t,∫
Γ(t)
∂yE t(Ψk(uk(t)))ψ′ρ = ψ′ρ
∫
Γ(t)
∂yEt(Ψk(uk(t))−Ψk(uk(t))) = 0
since Et(Ψk(uk(t)) − Ψk(uk(t))) has mean value zero. Now, we have that the last
integral on the right hand side of (4.43) is∫
C(t)
|∂yE t(Ψk(uk(t)))||ψ′ρΨk(uk(t))|
≤
∫
C(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 + C|ψ′ρΨk(uk(t))|2
≤
∫
C(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 + CC|Γ(t)||Ψk(uk(t))|2
∫ 2ρ
ρ
1
ρ2
=
∫
C(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 + CC|Γ(t)||Ψk(uk(t))|2
1
ρ
,
177
hence if  is small enough, (4.43) implies
e−λt
∫
C(t)
∇g¯(t)E t(Ψk(uk(t)))∇g¯(t)E(t)η(t)
≥ 1
2
e−2λtC1(k)
∫
C(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 −
1
2
e−2λtC2(k)|Γ(t)||Ψk(uk(t))|2 1
ρ
.
Thus, we have
〈w˙k(t), (wk(t)−M)+〉+
∫
Γ(t)
wk(t)(wk(t)−M)+(λ+∇Γ ·w)
+ χ{Ψ−1k (g(uk,ρ))e−λt−Mψρ≥0}
1
2
e−2λt
×
(
C1(k)
∫ ∞
0
∫
Γ(t)
|∇g¯(t)E t(Ψk(uk(t)))|2 − C2(k)|Γ(t)||Ψk(uk(t))|2
1
ρ
)
≤ 0.
Choosing λ := ‖∇Γ ·w‖∞ and sending ρ→∞, observing that
χ{Ψ−1k (g(uk,ρ))e−λt−Mψρ≥0}
1
2
e−2λtC2(k)|Γ(t)||Ψk(uk(t))|2 1
ρ
→ 0
(since of course the characteristic function is bounded above by one), we get
d
dt
∫
Γ(t)
((wk(t)−M)+)2 −
∫
Γ(t)
((wk(t)−M)+)2∇Γ ·w = 2〈w˙k(t), (wk(t)−M)+〉
≤ 0.
Gronwall’s inequality implies boundedness of wk and hence
ess sup
t∈[0,T ]
‖uk(t)‖L∞(Γ(t)) + ess sup
t∈[0,T ]
‖Ψk(uk(t))‖L∞(Γ(t)) ≤ C (4.44)
independent of k. The second L∞ bound holds because
ess sup
t∈[0,T ]
‖Ψk(uk(t))‖L∞(Γ(t)) ≤ max (|Ψk(C)|, |Ψk(−C)|)
since Ψk is increasing, and the right hand side is bounded (in R) because
max (|Ψk(C)|, |Ψk(−C)|)→ max (|Ψ(C)|, |Ψ(−C)|) ,
and every convergent sequence in R is bounded.
Now we focus on obtaining a bound on ‖Ψk(uk)‖L2
W1/2,2
.
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Definition 4.6.1. Define
Hk(r) =
∫ r
0
Ψk(s) ds and Gk(r) =
∫ r
0
Ψ−1k (s) ds
and
H(r) =
∫ r
0
Ψ(s) ds and G(r) =
∫ r
0
Ψ−1(s) ds.
If u ∈ L2(M), then Gk(u) ∈ L1(M) and Hk(Ψ−1k (u)) ∈ L1(M); to see this,
note that Gk is continuous, thus x 7→ Gk(u(x)) is measurable, and
|Gk(u)| ≤ max{|Ψ−1k (u)||u|, |Ψ−1k (−u)||u|) ≤ (C1|u|+ C2)|u| (4.45)
which is obviously integrable. Since
Hk(Ψ
−1
k (u)) = uΨ
−1
k (u)−Gk(u) ≤ (C3|u|+ C4)|u|, (4.46)
we also have that Hk(Ψ
−1
k (u)) is in L
1(M).
Remark 4.6.2. We could have generalised the porous medium nonlinearity Ψ(r) =
|r|m−1r to simply having Ψ as a continuous increasing function. In this case Ψ is
no longer invertible so we would have to use Legendre transforms [51].
Test the equation with η = Ψk(uk) and use the integration by parts formula
of Lemma 4.3.11:∫
Γ(T )
Hk(uk(T ))−
∫
Γ0
Hk(u0)−
∫ T
0
∫
Γ(t)
Hk(uk)∇Γ ·w
+
∫ T
0
∫
Γ(t)
ukΨk(uk)∇Γ ·w +
∫ T
0
∫
C(t)
∇g¯(t)E t(Ψk(uk))∇g¯(t)E(t)Ψk(uk(t)) = 0.
Since Hk is always positive (it is the integral of function which is positive on
(0,∞) and negative on (−∞, 0)), the first term can be neglected, and if we pick
E(Ψk(uk)) = E(Ψk(uk)−Ψk(uk)) + ψρΨk(uk), we obtain∫ T
0
∫
C(t)
|∇g¯(t)Et(Ψk(uk)−Ψk(uk))|2 + ∂yEt(Ψk(uk)−Ψk(uk))ψ′ρΨk(uk)
≤
∫
Γ0
Hk(u0) +
∫ T
0
∫
Γ(t)
Hk(uk)∇Γ ·w −
∫ T
0
∫
Γ(t)
ukΨk(uk)∇Γ ·w.
The second term on the LHS disappears since the harmonic extension of a mean
value zero function has mean value zero too. Then we finally get after using (4.46)
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that |Hk(uk)| ≤ C1 ‖Ψk(uk)‖2L∞L∞ + C2. This takes care of the second term on the
right hand side, and as for the initial data, we note that∣∣∣∣∫
Γ0
Hk(u0)
∣∣∣∣ ≤ C1 ∫
Γ0
|Ψk(u0)|2 + C2|Γ0| ≤ C1|Γ0| ‖Ψk(u0)‖2L∞(Γ0) + C2|Γ0|
and ‖Ψk(u0)‖L∞(Γ0) ≤ max(|Ψk(‖u0‖L∞(Γ0))|,−|Ψk(‖u0‖L∞(Γ0))|), and the right
hand side is bounded, just like before. Thus∥∥∥∇g¯E(Ψk(uk)−Ψk(uk))∥∥∥
L2
L2(C)
≤ C.
We also have, using Ψk(uk) = TE(Ψk(uk)),
‖Ψk(uk)‖L2
W1/2,2
≤ C1
∥∥E(Ψk(uk))∥∥L2X (by Lemma 4.3.9)
= C1
(∥∥∥∇g¯E(Ψk(uk)−Ψk(uk))∥∥∥
L2
L2(C)
+ ‖Ψk(uk)‖L2
L2
)
≤ C2.
Finally, integrating and rearranging (4.41):∫ T
0
〈u˙k(t), η(t)〉 ≤ ‖∇Γ ·w‖ ‖uk‖L2
L2
‖η‖L2
L2
+
∥∥∇g¯E(Ψk(uk))∥∥L2
L2(C)
‖∇g¯Eη‖L2
L2(C)
and choosing Eη = ZρEρη for some ρ > 1 and using
‖∇g¯Eη‖L2
L2(C)
=
∥∥∇g¯ZρEρη∥∥L2
L2(C)
=
∥∥∇g¯Eρη∥∥L2
L2(Cρ)
≤ C ‖η‖L2
W1/2,2
with the last inequality by Lemma 4.4.8, it easily follows that
‖u˙k‖L2
W−1/2,2
≤ C (4.47)
independent of k. Therefore, we have
uk ⇀ u in L
2
L2
uk → u in L2W−1/2,2
vk := Ψk(uk) ⇀ v in L
2
W 1/2,2
∇g¯E(vk − v¯k) ⇀ α in L2L2(C)
(4.48)
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with the strong convergence by Aubin–Lions. Now the question is whether v =
Ψ(u). If it were so, then we can also identify α: indeed, we know that the map
G : L2
W 1/2,2
→ L2L2(C) defined by Gw = ∇g¯E(w− w¯) is linear and also continuous by
Lemma 4.4.5:
‖Gw‖L2
L2(C)
≤ C1 ‖w − w¯‖L2
W1/2,2
≤ C2 ‖w‖L2
W1/2,2
,
and this implies that Gvk ⇀ GΨ(u) in L2L2(C), i.e.,
∇g¯E(vk − v¯k) ⇀ ∇g¯E(Ψ(u)−Ψ(u)) in L2L2(C).
Now we show that indeed v = Ψ(u).
4.6.2 Identification of v ≡ Ψ(u)
We shall use the theory of subdifferentials, see §4.A.1 for a reminder. Let us define
Jk(v) =

∫ T
0
∫
Γ(t)Gk(v) if Gk(v) ∈ L1L1
0 otherwise,
J(v) =

∫ T
0
∫
Γ(t)G(v) if G(v) ∈ L1L1
0 otherwise.
Note that if v ∈ L2L2 then Gk(v), G(v) ∈ L1L1 (see (4.45)).
Lemma 4.6.3. The map
v 7→
∫ T
0
∫
Γ(t)
G(v)
from L2L2 into R is lower semicontinuous.
Proof. First, observe that G : R → R is convex, proper and continuous, hence (for
example by adapting Proposition 8.1 in [112, Chapter II]) the map (which is well-
defined, for example, see (4.45))
w 7→
∫
Γ(t)
G(w) for w ∈ L2(Γ(t))
is lower semicontinuous for each fixed t. If vn → v in L2L2 , we have vnj (t)→ v(t) in
L2(Γ(t)) for almost all t, so∫
Γ(t)
G(v(t)) ≤ lim inf
nj→∞
∫
Γ(t)
G(vnj (t)). (4.49)
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Integrating (4.49), and since
∫
Γ(t)G(vnj (t)) ≥ 0 and the map t 7→
∫
Γ(t)G(vnj (t)) =∫
Γ0
G(v˜nj (t))J
0
t is measurable, we can apply Fatou’s lemma to give∫ T
0
∫
Γ(t)
G(v(t)) ≤
∫ T
0
lim inf
nj→∞
∫
Γ(t)
G(vnj (t)) ≤ lim infnj→∞
∫ T
0
∫
Γ(t)
G(vnj (t)).
Thus far we have shown that for any sequence vn → v converging in L2L2 , J(v) ≤
lim infj→∞ J(vnj ) holds for a subsequence nj . Now, if vn → v in L2L2 , then it follows
that there is a subsequence vnj such that
lim inf
n→∞ J(vn) = limj→∞
J(vnj ) (4.50)
by definition of the lim inf (J is non-negative, so either lim inf J(vn) = ∞ or
lim inf J(vn) = C ≥ 0; the former case makes the problem trivial so we can
discount it). We know that there is a subsequence njk of nj such that J(v) ≤
lim infk→∞ J(vnjk ) = limj→∞ J(vnj ) = lim infn→∞ J(vn) with the first equality be-
cause the limit of J(vnjk ) is the same as the limit of J(vnj ) and the second equality
from (4.50).
Lemma 4.6.4. We have u = Ψ−1(v).
Proof. It follows that Jk and J are convex (since Gk and G are convex) and positive
(see [14, §2.4]). Lemma 4.A.9 tells us that if the Gaˆteaux derivative exists at a
particular point, then the set of subdifferentials coincide with the set of Gaˆteaux
derivatives at that particular point. Indeed, the subdifferentials are
∂Jk(vk) = {w ∈ L2L2 | w = Ψ−1k (vk) in L2L2}
∂J(v) = {w ∈ L2L2 | w = Ψ−1(v) in L2L2}.
To see this, for example, taking v, h ∈ L2L2 ,
J(v + λh)− J(v)
λ
=
∫ T
0
∫
Γ(t)
G(v + λh)−G(v)
λ
=
1
λ
∫ T
0
∫
Γ(t)
∫ 1
0
d
ds
(G(v + λhs)) ds
=
∫ T
0
∫
Γ(t)
∫ 1
0
Ψ−1(v + λhs)h ds,
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and now we can take limits (using DCT):
lim
λ→0
J(v + λh)− J(v)
λ
=
∫ T
0
∫
Γ(t)
∫ 1
0
Ψ−1(v)h ds = (Ψ−1(v), h)L2
L2
.
So the Gaˆteaux derivative of J(v) is Ψ−1(v). By Definition 4.A.8, since Ψ−1k (vk) ∈
∂Jk(vk), for all w ∈ L2L2 ,∫ T
0
∫
Γ(t)
Gk(vk) +
∫ T
0
∫
Γ(t)
Ψ−1k (vk)w ≤
∫ T
0
∫
Γ(t)
Gk(w) +
∫ T
0
∫
Γ(t)
Ψ−1k (vk)vk.
(4.51)
We want to pass to the limit in this equation using (4.48). Let us consider each
term in turn.
1. For the first term on the right hand side: we have for almost all t and almost
all x ∈ Γ(t),
Gk(w(t, x)) =
∫ w(t,x)
0
Ψ−1k (s)→
∫ w(t,x)
0
Ψ−1(s) = G(w(t, x))
by the convergence of Ψ−1k → Ψ−1. We also have by (4.45) that
|Gk(w(t, x))| ≤ C(|w(t, x)|2 + |w(t, x)|).
The right hand side is in L1L1 , so by the DCT, Gk(w) → G(w) in L1L1 , which
obviously implies that∫ T
0
∫
Γ(t)
Gk(w)→
∫ T
0
∫
Γ(t)
G(w).
2. For the second term on the right hand side, since u ∈ L2L2 ,
(uk, vk)L2
L2
= 〈Ψ−1k (vk), vk〉L2
W−1/2,2
,L2
W1/2,2
→ 〈u, v〉L2
W−1/2,2
,L2
W1/2,2
= (u, v)L2
L2
.
3. For the first term on the left hand side, we first show an intermediary step,
that
lim
m→∞
∫ T
0
∫
Γ(t)
Gk(vk)−G(vk) = 0. (4.52)
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• To see this, note that for a.a. t and a.e. x,
|Gk(vk(t, x))−G(vk(t, x))| =
∣∣∣∣ ∫ vk(t,x)
0
(Ψ−1k (s)−Ψ−1(s))
∣∣∣∣
≤ sup
s∈[−‖vk‖∞,‖vk‖∞]
‖vk‖∞ |Ψ−1k (s)−Ψ−1(s)|
≤ C sup
s∈[−C,C]
|Ψ−1k (s)−Ψ−1(s)|,
hence∣∣∣∣∣
∫ T
0
∫
Γ(t)
Gk(vk)−G(vk)
∣∣∣∣∣ ≤
∫ T
0
∫
Γ(t)
|Gk(vk)−G(vk)|
≤ |Γ|T sup
s∈[−C,C]
|Ψ−1k (s)−Ψ−1(s)|C → 0
by the convergence of Ψ−1k → Ψ−1.
By weak lower semicontinuity of the map v 7→ ∫ T0 ∫Γ(t)G(v) (Lemma 4.6.3),
we have∫ T
0
∫
Γ(t)
G(v) ≤ lim inf
k→∞
∫ T
0
∫
Γ(t)
G(vk) = lim inf
k→∞
∫ T
0
∫
Γ(t)
Gk(vk)
with the equality by (4.52).
4. The second term on the left hand side is obvious.
Using the above facts, we can pass to the limit in (4.51) to get∫ T
0
∫
Γ(t)
G(v) +
∫ T
0
∫
Γ(t)
uw ≤
∫ T
0
∫
Γ(t)
G(w) +
∫ T
0
∫
Γ(t)
uv,
which is exactly the statement u ∈ ∂J(v), i.e., u = Ψ−1(v).
That u ∈ L∞L∞ follows like in §3.3.2.
Conclusion Integrating (4.41) by parts over time and letting η ∈ W(W 1/2,2, L2)
with η(T ) = 0, the equation we want to pass to the limit to in is
−
∫ T
0
∫
Γ(t)
η˙(t)uk(t) +
∫ T
0
∫ ∞
0
∫
Γ(t)
∇g¯(t)E t(Ψk(uk(t)))∇g¯(t)E(t)η(t) =
∫
Γ0
u0η(0),
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and doing so yields
−
∫ T
0
∫
Γ(t)
η˙(t)u(t) +
∫ T
0
∫ ∞
0
∫
Γ(t)
∇g¯(t)E t(Ψ(u))∇g¯(t)E(t)η(t) =
∫
Γ0
u0η(0).
4.6.3 Contraction principle
We know that the solutions u1k and u2k of the non-degenerate problem (with non-
linearity Ψk) and initial data u
1
0 and u
2
0 respectively satisfy∫
Γ(t)
(u1k(t)− u2k(t))+ ≤
∫
Γ0
(u10 − u20)+ for all k (4.53)
by the contraction principle in Theorem 4.1.6. We have shown that there is a
subsequence f(k) such that u1f(k) converges to u1, the solution of the fractional
porous medium equation. The sequence u2f(k) is also bounded and so there exists
a subsequence u2f(f˜(k)) converging to u2, and u1f(f˜(k)) converges to u1 too.
Now, for i = 1, 2, from (4.44) and (4.47),
‖u˜ik‖L∞(0,T ;L∞(Γ0)) +
∥∥u˜′ik∥∥L2(0,T ;W−1/2,2(Γ0)) ≤ C.
The sequences uif(f˜(k)) also satisfy these bounds and therefore by Aubin–Lions
(Theorem II.5.16 in [24]), for a subsequence of f(f˜(k)), which we will write as
g(k), we have u˜1g(k) → u˜1 in C0([0, T ];W−1/2,2(Γ0))5. The sequence u˜2g(k) and
its derivative is also bounded, so again there is a subsequence u˜2g(h(k)) → u˜2 in
C0([0, T ];W−1/2,2(Γ0)). Therefore, we have
u˜1g(h(k))(t)→ u˜1(t) in W−1/2,2(Γ0)
u˜2g(h(k))(t)→ u˜2(t) in W−1/2,2(Γ0).
(4.54)
By the uniform bound, we have for almost all t that
∥∥u˜1g◦h(k)(t)∥∥L∞(Γ0) ≤ C, which
5In fact, we first have u˜1g(k) → w in C0([0, T ];W−1/2,2(Γ0)) for some w which we need to
identify. Since C0([0, T ];W−1/2,2(Γ0)) ↪→ L2(0, T ;W−1/2,2(Γ0)), we have the weak convergence∫ T
0
〈u˜1g(k)(t), v˜(t)〉0 →
∫ T
0
〈w(t), v˜(t)〉0
for all v˜ ∈ L2(0, T ;W 1/2,2(Γ0)). But we know u˜1g(k) ⇀ u˜1 in Lp(0, T ;Lp(Γ0)) for any p (we
may have to start off by passing to a subsequence first but it does not matter; we just call the
subsequence g(k)), so the left hand side converges like∫ T
0
〈u˜1g(k)(t), v˜(t)〉0 =
∫ T
0
∫
Γ0
u˜ik(t)v˜(t)→
∫ T
0
∫
Γ0
u˜1(t)v˜(t) =
∫ T
0
〈u˜1(t), v˜(t)〉0
and so w˜ = u˜1.
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gives for almost all t, u˜1g◦h◦lt(k)(t)
∗
⇀ θ1(t) in L
∞(Γ0). Again by the uniform bound,
we have for almost all t
∥∥u˜2g◦h◦lt(k)(t)∥∥L∞(Γ0) ≤ C for the subsequence. This yields
u˜2g◦h◦lt◦st(k)(t)
∗
⇀ θ2(t) in L
∞(Γ0) for a further subsequence. Note that we also have
u˜1g◦h◦lt◦st(k)(t)
∗
⇀ θ1(t) in L
∞(Γ0) since every subsequence has the same weak-star
limit. We can identify θi(t) = u˜i(t) thanks to the strong convergence (4.54). Thus,
u˜1g◦h◦lt◦st(k)(t)− u˜2g◦h◦lt◦st(k)(t) ⇀ u˜1(t)− u˜2(t) in L1(Γ0).
Since (·)+ is a convex function, It : L1(Γ(t)) → R defined by It(u) =
∫
Γ(t) u
+ is
convex, and clearly it is also continuous. By a corollary of Mazur’s lemma, It is
weakly lower semicontinuous, which gives∫
Γ(t)
(u1(t)− u2(t))+ ≤
∫
Γ0
(u10 − u20)+ for almost all t ∈ [0, T ] (4.55)
from (4.53). Now let us show that this holds for every t ∈ [0, T ]. We know from
above that for almost all s ∈ [0, T ],
∥∥u˜1g◦h(k)(s)∥∥L∞(Γ0) + ∥∥u˜2g◦h(k)(s)∥∥L∞(Γ0) ≤ C
with C independent of k and s. Let t ∈ [0, T ] be arbitrary and take a sequence
tj → t where each tj is such that∥∥u˜1g◦h(k)(tj)∥∥L∞(Γ0) + ∥∥u˜2g◦h(k)(tj)∥∥L∞(Γ0) ≤ C. (4.56)
Since C is independent of j, we have u˜1g◦h(k)(tbk(j))
∗
⇀ a1k in L
∞(Γ0) as j →∞, and
since for this subsequence,
∥∥u˜2g◦h(k)(tbk(j))∥∥L∞(Γ0) ≤ C, we have u˜2g◦h(k)(tbk◦ck(j)) ∗⇀
a2k. Note also that u˜1g◦h(k)(tbk◦ck(j))
∗
⇀ a1k. Since u˜ig◦h(k) ∈ C0([0, T ];W−1/2,2(Γ0)),
we have u˜ig◦h(k)(tbk◦ck(j)) → u˜ig◦h(k)(t) in W−1/2,2(Γ0) for every t which allows us
to identify aik, and we have
u˜1g◦h(k)(tbk◦ck(j))
∗
⇀ u˜1g◦h(k)(t)
u˜2g◦h(k)(tbk◦ck(j))
∗
⇀ u˜2g◦h(k)(t).
(4.57)
The weak-star lower semi-continuity of norms with (4.56) and (4.57) give
∥∥u˜1g◦h(k)(t)∥∥L∞(Γ0) + ∥∥u˜2g◦h(k)(t)∥∥L∞(Γ0) ≤ C for every t ∈ [0, T ].
Then the argument we used to prove (4.55) (which holds almost every t) can be
repeated, and we will obtain the result for every t. Note that we obtain u(t) ∈
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L∞(Γ(t)) for all t as a side product of the above argument.
As for the conservation of mass, since
∫
Γ(t) uk(t) =
∫
Γ0
u0 holds for all t and
all k, and since (for a subsequence) uk(t)
∗
⇀ u(t) for all t, we can easily pass to the
limit.
4.7 Concluding remarks
The (non-fractional) porous medium equation on an evolving surface can be also
tackled in this way, as a limit of approximations; of course the problem is easier in
that case as we would not need §4.2, §4.4 and parts of §4.3, and the non-degenerate
problem in §4.5 can be handled with a fixed point argument using the linear theory
in §1, as done in 2 for a Stefan problem. We name a few of the many interesting
open issues left. We required bounded initial data for the results above but the
L1-continuous dependence result leaves us in good position to extend the results to
integrable data if we manage to obtain a smoothing effect (for which the work [18]
by Bonforte and Grillo may be useful). There is also the fast diffusion or the singular
case where m ∈ (0, 1) which we have not addressed. A fundamental property enjoyed
by solutions of the fractional porous medium equation on a stationary domain is
regularity in time [44, Theorem 2.3], that is, the solution has a time derivative
in L1. In the stationary case, this regularity is obtained partially by a rescaling
argument of [10] and using the L1-continuous dependence applied to a solution and
its rescaled version. This does not work in our setting since rescaled solutions live on
a different evolving hypersurface, so the continuous dependence inequality cannot be
applied. This result would be useful because it would allow us to study qualitative
properties such as the effect the geometry of the hypersurface has on the solution.
An obvious further extension is to study this theory of weak solutions with a general
exponent in the fractional Laplacian (−∆Γ(t))s: for this of course [29] is the obvious
starting point and the methodology we used in this chapter should work.
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Proof of Lemma 4.5.3. For the boundedness, we have
‖β(u)‖2W 1/2,2(Γ) =
∫
Γ
|β(u)|2 +
∫
Γ
∫
Γ
|β(u(x))− β(u(y))|2
|x− y|n
≤ Lip(β)2
∫
Γ
|u|2 + Lip(β)2
∫
Γ
∫
Γ
|u(x)− u(y)|2
|x− y|n
= Lip(β)2 ‖u‖2W 1/2,2(Γ) .
For the continutiy, we simply modify the proof of Lemma 2.5 in [22]. Let u, v ∈
W 1/2,2(Γ) and define
I(x, y) =
|β(u(x))− β(v(x))− β(u(y)) + β(v(y))|2
|x− y|n ,
so that |β(u)− β(v)|2
W 1/2,2(Γ)
=
∫
Γ
∫
Γ I(x, y). We have the two upper bounds
I(x, y) ≤ 2 Lip(β)2 |u(x)− v(x)|
2 + |u(y)− v(y)|2
|x− y|n
and
I(x, y)
≤ 2 |β(u(x))− β(u(y))|
2 + |β(v(x))− β(v(y))|2
|x− y|n
≤ 2 Lip(β)2 |u(x)− u(y)|
2 + |v(y)− v(x)|2
|x− y|n
= 2 Lip(β)2
|u(x)− u(y)|2 + |v(y)− v(x) + (u(x)− u(y))− (u(x)− u(y))|2
|x− y|n
≤ 2 Lip(β)2 |u(x)− u(y)|
2 + 2|u(x)− v(x)− u(y) + v(y)|2 + 2|u(x)− u(y))|2
|x− y|n
≤ 6 Lip(β)2 |u(x)− u(y)|
2 + |u(x)− v(x)− u(y) + v(y)|2
|x− y|n .
Now, for  > 0, define
A = {(x, y) ∈ Γ× Γ | |u(x)− v(x)|2 + |u(y)− v(y)|2 ≥ |x− y|n}.
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We then have
|β(u)− β(v)|2
W 1/2,2(Γ)
=
∫
Γ
∫
Γ
I(x, y)
=
∫
Γ
∫
Γ
I(x, y)χ{Γ×Γ\A}(x, y) +
∫
Γ
∫
Γ
I(x, y)χA(x, y)
≤ 2 Lip(β)2|Γ|2 + 6 Lip(β)2
∫
Γ
∫
Γ
|u(x)− u(y)|2
|x− y|n χA(x, y)
+ 6 Lip(β)2|u− v|2
W 1/2,2(Γ)
and as u→ v, the right hand side tends to
2 Lip(β)2|Γ|2
since |A| → 0 in the limit and using the DCT. Since  is arbitrary, we get |β(u)−
β(v)|W 1/2,2(Γ) → 0.
Lemma 4.A.1 (Bounded linear extension). Let Zd ⊂ Z be a continuous and dense
embedding of Banach spaces. Let A : Zd → Y be an operator between Banach
spaces such that
‖Az‖Y ≤ C ‖z‖Z for z ∈ Zd.
Then A can be uniquely extended to a bounded linear map A¯ : Z → Y such that
A¯|Zd = A and
A¯z := lim
n→∞Azn in Y , for zn ∈ Xd with zn → z in X.
Furthermore, the operator norm is preserved.
4.A.1 Subdifferentials
The following is taken from [91, §3.2]. Below, X is a Banach space and 〈·, ·〉 denotes
the duality pairing between X∗ and X.
Definition 4.A.2 (Generalised directional derivative). If ψ : U ⊆ X → R is locally
Lipschitz, the generalised directional derivative (in the sense of Clarke) at x ∈ U in
the direction v ∈ X is defined by
ψ0(x; v) = lim sup
y→x,λ→0
ψ(y + λv)− ψ(y)
λ
.
This is always well-defined in contrast to the usual directional derivative.
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Definition 4.A.3 (Classical directional derivative). For all ψ : U ⊆ X → R, the
classical directional derivative is
ψ′(x; v) := lim
λ→0
ψ(x+ λv)− ψ(x)
λ
if the limit exists.
Definition 4.A.4 (Clarke subdifferential or generalised gradient). Let ψ : U ⊆ X →
R be locally Lipschitz. The Clarke subdifferential of ψ at x ∈ U is defined by
∂ψ(x) := {f ∈ X∗ | ψ0(x; v) ≥ 〈f, v〉 for all v ∈ X} ⊂ X∗.
Definition 4.A.5 (Regular function). A locally Lipschitz function ψ : U → R is
regular (in the sense of Clarke) at x ∈ U if ψ′(x, v) exists and ψ′(x; v) = ψ0(x; v)
for all v ∈ X.
Lemma 4.A.6. For all the x and v such that ψ′(x; v) exists, we have ψ′(x; v) ≤
ψ0(x; v).
Definition 4.A.7 (Gaˆteaux derivative). We say that ψ is Gaˆteaux differentiable if
the classical directional derivative exists and there is an element ψ′G(x) ∈ X∗ such
that
ψ′(x; v) = 〈ψ′G(x), v〉
for all v ∈ X.
Definition 4.A.8 (Convex subdifferentiable). Let U ⊂ X be open and convex and
let ψ : U → R be convex. An element f ∈ X∗ is the convex subdifferential of ψ at
x ∈ U if
ψ(v) ≥ ψ(x) + 〈f, v − x〉 for all v ∈ U.
The set of all such subdifferentials at x is denoted ∂1ψ(x).
We will refer to the convex subdifferential as just the subdifferential.
Lemma 4.A.9. Let ψ : U ⊂ X → R be convex where U is open and convex. Then
1. The Clarke subdifferential agrees with the convex subdifferential, i.e., ∂ψ(x) =
∂1ψ(x).
2. The function ψ is locally Lipschitz and regular on U .
(a) This implies that if the Gaˆteaux derivative ψ′G(x) of ψ exists, then
∂ψ(x) = {ψ′G(x)}.
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Conclusions
There are many interesting problems on evolving surfaces worth studying that we
did not have time for; we discuss a few of them now.
Time-periodic problems If the hypersurface Γ(t) evolves periodically, so that
Γ(0) = Γ(T ), do there exist periodic solutions to parabolic equations? The sim-
plest example would be the linear heat equation with the source term satisfying∫ T
0
∫
Γ(t) f = 0 supplemented with a fixed initial mean value u(0) = c and the peri-
odicity condition u(0) = u(T ). This problem has been solved with solutions in the
class of Ho¨lder continuous functions in [53] by Elliott and Fritz, but a theory for
weak (Sobolev) solutions is still missing. Some progress was made (using the theory
of Fredholm operators) by Alphonse, Elliott, and Fritz but a final step is unsolved.
Asymptotics Suppose that Γ(t)→ Γ∞ in some sense as t→∞. Does the solution
u of the heat equation converge u(t) → u∞ as t → ∞? If so, does u∞ solve the
corresponding stationary problem on Γ∞?
Blow-up of solutions Take an equation on a stationary domain that exhibits
blow-up of solutions. If we consider the corresponding equation on a domain that
is strictly increasing, does the associated solution still show the blow-up behaviour?
How does the rate of growth of the domain relate to the blow-up (if present)?
Free boundary problems The problems we have considered in this thesis all
involve evolving domains or surfaces where the evolution has been prescribed. Can
we formulate and study a problem where the evolution is unknown (in the abstract
setting if possible)? For example, the domain movement could be given by the
solution of a PDE which itself could be coupled to another equation on the evolving
domain. This could lead to a system of equations and fixed-point methods may be
useful.
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Other definitions of solutions One could think about different and weaker
notions of solutions than the ones we have considered. Regularity in space and time
of solutions is also something that we did not discuss in much detail.
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