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a b s t r a c t
Let X = {X(s)}s∈S be an almost sure continuous stochastic process (S compact subset of Rd)
in the domain of attraction of some max-stable process, with index function constant over
S. We study the tail distribution of

S X(s)ds, which turns out to be of Generalized Pareto
type with an extra ‘spatial’ parameter (the areal coefficient from Coles and Tawn (1996)
[3]). Moreover, we discuss how to estimate the tail probability P(

S X(s)ds > x) for some
high value x, based on independent and identically distributed copies of X . In the course
we also give an estimator for the areal coefficient. We prove consistency of the proposed
estimators. Our methods are applied to the total rainfall in the North Holland area; i.e. X
represents in this case the rainfall over the region for which we have observations, and its
integral amounts to total rainfall.
The paper has two main purposes: first to formalize and justify the results of Coles and
Tawn (1996) [3]; further we treat the problem in a non-parametric way as opposed to their
fully parametric methods.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let C(S) be the space of continuous functions on S, with S some compact subset of Rd(d ≥ 1), equipped with the
supremum norm, i.e. |f |∞ = sups∈S |f (s)|. Let the stochastic process X = {X(s)}s∈S be on C(S), with non-degenerate
marginals. In this paper we start by studying the tail property of

S X(s)ds, under the maximum domain of attraction
condition for X (cf. [7]) given as follows.
Denote by X1, X2, . . . , independent and identically distributed (i.i.d.) copies of X . The process X is said to be in the domain
of attraction of some max-stable process if there are continuous functions as(n) > 0 (the scale norming functions) and
bs(n) ∈ R (the location norming functions), for all n, such that the sequence of stochastic processes
max
1≤i≤n
Xi(s)− bs(n)
as(n)

s∈S
converges weakly (or in distribution) in C(S) to a stochastic process with non-degenerate marginals. Then it is well known
that this limiting process is necessarily a max-stable process.
✩ Research partially supported by FCT, Project PTDC/MAT/64924/2006, Portugal.∗ Correspondence to: Economics and Research Division, De Nederlandsche Bank, P.O. Box 98, 1000AB Amsterdam, The Netherlands.
E-mail address: zhou@ese.eur.nl (C. Zhou).
0047-259X/$ – see front matter© 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2011.08.020
242 A. Ferreira et al. / Journal of Multivariate Analysis 105 (2012) 241–257
For our purposes we consider a class of max-stable processes. This class can be represented as (apart from scale and
location)
(Z(s))γ − 1
γ
, for all s ∈ S, (1.1)
for some constant γ ∈ R and {Z(s)}s∈S a simple max-stable process (i.e. with standard Fréchet marginals, − log P
{Z(s) ≤ x} = x−1 for all s and all x > 0). With X being in the domain of attraction of such a max-stable process, we prove
under appropriate conditions that the limiting tail distribution of the integral

S X(s)ds is a Generalized Pareto distribution.
A well known application of extreme value theory is the estimation of small tail probabilities, i.e. the probability that a
certain random variable exceeds some high value. Typically this high value is such that it has never been exceeded or just
a few occurrences of this random variable have exceeded it in the past. This problem is usually solved on the basis of the
underlying generalized Pareto distribution. Hence, the problem of estimating tail probabilities naturally arises in the present
context. That is, the estimation of
p = P

S
X(s)ds > x

,
on the basis of n i.i.d. copies of the process X; as mentioned, since in applications we are dealing with a value x such that
none or very few of the observed processes X satisfies the requirement

S X(s) ds > x, in order to keep this feature in
the asymptotic analysis, we impose p = pn, x = xn and pn = O(1/n). In other words, the mean number of observations
exceeding the threshold remains bounded when the number of observations goes to infinity.
One may find applications of such a problem with d = 2, for instance, when monitoring rainfall, where X(s) represents
the daily rainfall at each point s of S. Then

S X(s)ds represents the total daily rainfall over the whole area S.
The described problem is in the framework of max-stable processes. Previous models in this framework have been
developed by [17] and [8] in the form of max-moving average processes; by [1] and [15] in the form of limits of maxima of
Gaussian Processes: this has been applied in [2]; by [19] in the form of combinations of discrete moving maxima processes.
A different approach to spatial extremes relying on finite-dimensional extreme value theory and an unobserved spatial
process has been used in a Bayesian context by [4,11] and [12].
This paper has been inspired by the ideas of Coles and Tawn [3], who relate the tail of the distribution of the integral of
a process to the tail of the distribution at an individual site. The paper by Coles and Tawn is innovative and stimulating, in
particular the main statement (3.6) claiming that the integral of a max-stable process has an extreme value distribution.
The paper contains no proof of this statement and in fact the statement is false as it stands: take independent random
variables Z1 and Z2 both with standard Gumbel distribution. Consider the max-stable process
Z(s) :=

Z1 for 0 ≤ s ≤ 12
Z2 for
1
2
< s ≤ 1.
Then  1
0
Z(s) ds = 1
2
Z1 + 12Z2
and this random variable does not have a Gumbel distribution (check via the characteristic function Γ (1 − i t)). It is also
easy to construct examples with continuous sample paths.
It is mainly for this reason that a somewhat different approach is followed in the present paper. By concentrating on
the domain of attraction and not the limit process we are able to make everything mathematically sound and to prove
consistency of our tail probability estimator.
The outline of the paper is as follows. In Section 2 the limit tail distribution of

S X(s)ds is determined. In Section 3 an
estimator for p is proposed and a consistency result is proved. An application is discussed in Section 4 and simulation results
are discussed in Section 5. Section 6 contains the proofs. Some auxiliary results are given in the Appendix.
2. Limit tail distribution of the integral
We start by rephrasing the maximum domain of attration condition adequate to our results:
With X1, X2, . . . i.i.d. copies of X , suppose there are continuous functions as(n) > 0 and bs(n) ∈ R, for all n, such that
max
1≤i≤n
Xi(s)− bs(n)
as(n)

s∈S
d→

(Z(s))γ − 1
γ

s∈S
, (2.1)
as n →∞, in C(S), for some γ ∈ R and {Z(s)}s∈S simple max-stable.
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Moreover, we shall need throughout to impose for as(t) that, for some positive functions a(t) and A(s),
sup
s∈S
as(t)a(t) − A(s)
→ 0, as t →∞. (2.2)
Without loss of generality we may (and do) take a(t) := S as(t)ds, which implies S A(s)ds = 1. For γ = 0 we even require
as(t) = a(t)A(s) for all t and s. (2.3)
The following proposition is from [7, Remark 2.9] (cf. [6, Corollary 9.3.2]).
Proposition 2.1. Relation (2.1) implies that there exists a measure ν on the space
C+(S) := {f ∈ C(S) : f ≥ 0}
such that, for each Borel subset E of C+(S) with inf{|f |∞ : f ∈ E} > 0 and ν(∂E) = 0,
lim
t→∞ tP

1+ γ X(s)− bs(t)
as(t)
1/γ
+

s∈S
∈ E

= ν(E) (2.4)
finite. Here we use the notation x+ := max(0, x).
A characterizing property of the exponent measure ν is its homogeneity:
ν(cE) = c−1ν(E) for all c > 0. (2.5)
Moreover, there exists a finite measure ρ on
C¯+1 (S) :=

g ∈ C+(S) : |g|∞ = 1

,
such that
ν(E) =
 
rg∈E
dr
r2
dρ(g). (2.6)
This measure ρ is called the spectral measure and satisfies the side conditions
C¯+1 (S)
g(s) dρ(g) = 1, for all s ∈ S. (2.7)
The spectral measure and its connection to the measure ν come from [13].
Our main theorem on the tail distribution of the integral is given as follows. The proof is postponed to Section 6.
Theorem 2.1. Suppose that (2.1)–(2.2) (or (2.3)) hold. For γ ≤ 0 we also require
ρ

g ∈ C¯+1 (S) : infs∈S g(s) = 0

= 0. (2.8)
For γ > 0 we require that X is non-negative.
Then,
lim
t→∞ tP

S X(s)ds−

S bs(t)ds
a(t)
> y

= θγ (1+ γ y)−1/γ (2.9)
for all y with 1+ γ y > 0 where
θγ :=

C¯+1 (S)

S
A(s) gγ (s) ds
1/γ
dρ(g). (2.10)
For γ = 0 the right-hand side of (2.9) should be read as θ0e−y and the right-hand side of (2.10) as

C¯+1 (S)
exp

S A(s) log g(s) ds

dρ(g). We have θγ > 0 for all γ (see Proposition 2.2 below).
Example 2.1. Let {(Yi, Ti)}∞i=1 be a realization of a Poisson point process onR+×[0, 1]with intensity measure (dr/r2)× dλ
(λ Lebesgue measure). Consider a non-negative function f (s, t) for (s, t) ∈ [0, 1] × [0, 1]with the following properties:
(a) For any fixed t , f is a continuous function with respect to s.
(b) For any fixed s,
 1
0 f (s, t)dt = 1.
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(c)
 1
0 sups∈[0,1] f (s, t)dt <∞. Define
X(s) :=
∞
i=1
Yif (s, Ti) and Z(s) =
∞
i=1
Yif (s, Ti).
Conditions (a)–(c) ensure, respectively, that the processes have continuous sample paths, the side conditions (2.7) for the
spectral measure of Z and that the spectral measure is finite. Then X(s) is a sum-stable process with α = 1 (see, e.g. [16]
and Z(s) is a simple max-stable process (see, e.g. [6]).
From Theorem 5.1 in [18], X belongs to the domain of attraction of Z . More specifically, condition (2.1) holds with
normalization constants bs(n) = as(n) = n for all s ∈ [0, 1] and γ = 1. Moreover, we can take a(t) = as(t) = t and
A(s) = 1 for s ∈ [0, 1], and (2.2) is satisfied. Notice that although belonging to the domain of attraction, X(s) itself is not a
max-stable process.
Hence any process with any of the above representations satisfies all the conditions of Theorem 2.1, with θ1 = 1.
Remark 2.1. 1. If (2.8) is not imposed, θγ may be zero for some γ ≤ 0. A spectral measure that assigns positive measure
to the subset of functions g that are zero on a set of positive Lebesgue measure in S can give rise to θγ = 0, for all γ ≤ 0.
2. Condition (2.8) precludes that the values of the process at different points are independent (cf. [5, p.1200]).
Corollary 2.1. Let I1, I2, . . . be i.i.d. copies of

S X(s)ds. Then, under the conditions of Theorem 2.1,
lim
n→∞ P

max
1≤i≤n
Ii −

S bs(n)ds
a(n)
≤ y

= exp −θγ (1+ γ y)−1/γ  , 1+ γ y > 0, (2.11)
with θγ as before.
It is well known in one dimensional extreme value theory that themaximumdomain of attraction condition can be stated
as
lim
t→∞ tP

Y − b(t)
a(t)
> y

= (1+ γ y)−1/γ , for all ywith 1+ γ y > 0, γ ∈ R, (2.12)
with a(t) > 0 and b(t) normalizing functions. Note the resemblance between (2.9) and (2.12), the former with the extra
factor θγ . In [3], this factor θγ was named the areal coefficient and interpreted as the effect of spatial dependence. They gave
some bounds for it. Since their proof is difficult to follow we provide a different proof in Section 6.
Proposition 2.2. Suppose
ρ

g ∈ C¯+1 (S) : infs∈S g(s) = 0

= 0 for γ ≤ 0.
Let A be non-negative and

S A(s)ds = 1. Then
1. 0 < θγ ≤ 1, for γ ≤ 1,
2. 1 ≤ θγ ≤ ρ

C¯+1 (S)

, for γ ≥ 1.
In particular, θ1 = 1 (hence spatial dependence does not play a role in Theorem 2.1 when γ = 1).
Remark 2.2. Note that ρ

C¯+1 (S)
 = C¯+1 (S) dρ(g) is the limit of θγ , as γ → ∞, provided A is positive. (cf. Appendix,
Proposition A.2).
3. Estimation of exceedance probability
Recall that we want to estimate the tail probability pn defined as
pn = P

S
X(s) ds > xn

, (3.1)
for some high value xn, on the basis of n i.i.d. copies of X . In applications we are dealing with a value xn such that none or
very few of the observed processes X satisfy the requirement

S X(s) ds > xn. Since we want to keep this feature in the
asymptotic analysis, we impose conditions such that this holds in the model. This forces us to assume that pn = O(1/n),
where n is the number of available observations. It then follows that xn converges to the right endpoint of the support of the
distribution of

S X(s) ds.
Since pn → 0, of course any estimator satisfying pˆn→P 0, satisfies the usual statistical concept of consistency, pˆn−pn →
0, as n → ∞. For instance the very simple estimator n−1ni=1 I(S Xi(s) ds>xn) would do. But, this is hardly useful if
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pn = o(1/n), i.e. we allow situations where no observations of

S X(s) ds > xn have occurred in the past. As is usual in
extreme value theory, we use relation (2.9) to extrapolate information beyond the sample and require a stronger definition
of ‘consistency’ on the estimator, namely pˆn/pn→P 1, as n →∞.
The proposed estimator is motivated by (2.9), where t is replaced by n/k, with k = k(n) an intermediate sequence, i.e.
k →∞ and k/n → 0, as n →∞. Consequently, our estimator for exceedance probability is defined as follows:
pˆn = kn θˆ

1+ γˆ xn −

S bˆs
 n
k

ds
aˆ
 n
k
 −1/γˆ (3.2)
with γˆ := S γˆ (s) ds/|S| (|S| is the Lebesgue measure of S), aˆ( nk ) := S aˆs( nk ) ds, where γˆ (s), bˆs( nk ) and aˆs( nk ) are any
estimators of the parameters governing the tail property of the univariate distribution function of X(s) that satisfy (3.6)
below and
θˆ =

C¯+1 (S)

S
Aˆ(s) g γˆ (s) ds
1/γˆ
dρˆ(g) (3.3)
with Aˆ(s) := aˆs( nk )/aˆ( nk ) and ρˆ(g) from (3.13), as explained in Section 3.2.
To prove that pˆn/pn→P 1, as n → ∞, we need estimators γˆ (s), aˆs( nk ) and bˆs( nk ) converging at a certain rate (basically,
(3.6)) and consistent estimators forρ and θγ .We start by explaining this in the following two subsections. Then in Section 3.3
we give the main theorem with the consistency statement for pˆn. We assume the conditions of Theorem 2.1 throughout
unless stated otherwise.
3.1. Estimation of shape, scale and location
Generally, in order to obtain convenient rates for γˆ , aˆ( nk ) and bˆs(
n
k ), second order conditions are assumed. This is the
subject we discuss first.
Define
Fs(x) := P {X(s) ≤ x} for s ∈ S and x ∈ R
and assume that Fs is continuous for all s ∈ S. Define
Us :=

1
1− Fs
←
where the arrow means left-continuous inverse function. The basic relation (2.1) implies convergence of the marginals,
which, in terms of the function Us, can be written as
lim
t→∞
Us(tx)− bs(t)
as(t)
= x
γ − 1
γ
uniformly in s ∈ S, and for x > 0. (3.4)
Moreover, in (3.4) one can takewithout loss of generality bs = Us; see [7]. The natural second order condition in this context
is given as follows.
Second order condition I
There exists a function αs(t) positive or negative with |αs(·)| regularly varying of index β ≤ 0 and limt→∞ αs(t) = 0 uniformly
in s such that
Us(tx)−Us(t)
as(t)
− xγ−1
γ
αs(t)
(3.5)
has a limit as t →∞ for all x positive, uniformly for s ∈ S.
In the literature on extremal processes, estimators γˆ (s) (i.e. estimation of γ based on the observations at the point s),
aˆs( nk ) and bˆs(
n
k ) are known such that under this second order condition,
√
k sup
s∈S
γˆ (s)− γ +  aˆs
 n
k

as
 n
k
 − 1+
 bˆs
 n
k
− bs  nk 
as
 n
k
 

= Op(1). (3.6)
For example the extension of moment estimators [10] to the spatial context, cf. [6]. Any set of estimators that satisfy (3.6)
would fit to get consistency of the tail probability estimator.
246 A. Ferreira et al. / Journal of Multivariate Analysis 105 (2012) 241–257
Note that we have the following convergence properties for the resulting estimators, as n →∞,
√
k(γˆ − γ ) =

S
√
k(γˆ (s)− γ ) ds/|S| = Op(1), (3.7)
√
k

aˆ
 n
k

a
 n
k
 − 1 = 
S
√
k

aˆs
 n
k

as
 n
k
 − 1 as  nk 
a
 n
k
 ds = Op(1), (3.8)
√
k

S bˆs
 n
k

ds− S bs  nk  ds
a
 n
k
 = 
S
√
k
bˆs
 n
k
− bs  nk 
as
 n
k
 as  nk 
a
 n
k
 ds = Op(1) (3.9)
and
sup
s∈S
Aˆ(s)− A(s) ≤ sup
s∈S
 aˆs
 n
k

aˆ
 n
k
 − as  nk 
a
 n
k
 + sups∈S
as
 n
k

a
 n
k
 − A(s)
=


aˆs
 n
k

as
 n
k
 − 1−  aˆ  nk 
a
 n
k
 − 1 as
 n
k

a
 n
k
 a  nk 
aˆ
 n
k
 + o(1)
= oP(1), (3.10)
by (2.2) and (3.6).
3.2. Estimation of the areal coefficient and the spectral measure
If the process X on S is in the domain of attraction of a max-stable process, i.e. (2.1) holds, then, with ξ(s) :=
1/ (1− Fs(X(s))) for s ∈ S,
lim
t→∞ tP(t
−1ξ ∈ E) = ν(E), (3.11)
for every Borel set E of C+(S) such that inf{|f |∞ : f ∈ E} > 0 and ν(∂E) = 0 (Theorem 9.3.1 in [6]).
Now let A be a Borel set of C¯+1 (S) and for r > 0 define
Br,A :=

f ∈ C+(S) : |f |∞ > r, f|f |∞ ∈ A

.
Then Br,A = rB1,A and (cf. (2.5) and (2.6))
ν(Br,A) = r−1ν(B1,A) = r−1ρ(A).
Hence, if ρ(∂A) = 0,
lim
t→∞ tP(t
−1ξ ∈ B1,A) = ν(B1,A) = ρ(A). (3.12)
This limit relation motivates an estimator of the spectral measure ρ. In (3.12) replace P by its empirical measure and t by
n/k, with n denoting the sample size and k = k(n) is an intermediate sequence of integers, i.e. k/n → 0 and k → ∞, as
n →∞. Then, the left-hand side of (3.12) reads
n
k
1
n
n
i=1
1 k
n |ξi|∞>1 and

ξi(s)|ξi |∞

s∈S∈A
,
with ξi(s) := 1/ (1− Fs(Xi(s))), for s ∈ S.
Next, replace {ξi(s)}s∈S by its empirical version ξˆi(s) := n/ (n+ 1− R(Xi(s))) (s ∈ S), where R(Xi(s)) is the rank of Xi(s)
among (X1(s), . . . , Xn(s)). Then one gets
ρˆ(A) = νˆ(B1,A) := 1k
n
i=1
1
sup
s∈S
R(Xi(s))>n+1−k and

n+1−sup
s∈S
R(Xi(s))

/(n+1−R(Xi(s)))

s∈S
∈A
. (3.13)
Theorem 10.3.1 of [6] now implies
Theorem 3.1. Let X1, X2, . . . be i.i.d. stochastic processes in C(S) and assume that their distribution is in the domain of attraction
of somemax-stable process in C(S), i.e. that (2.1) holds. Then, ρˆ→d ρ , in the space of finite measures on C¯+1 (S), with k = k(n)→∞, k/n → 0, as n →∞.
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With the consistent estimation of the spectral measure, we obtain the consistency in estimating the areal coefficient θγ .
The proof is postponed to Section 6.
Theorem 3.2. Assume that the conditions of Theorem 2.1 hold. Assume moreover (2.8) not only for γ ≤ 0 but also for γ > 0.
Let Aˆ(s) and γˆ be such that as n →∞
sup
s∈S
Aˆ(s)− A(s)→P 0 (3.14)
and
γˆ →P γ .
Then, as n →∞,
θˆ→P θγ .
3.3. Estimation of the exceedance probability
We shall need a second order condition connecting the marginal probability distributions with the probability
distribution of the integral. Note firstly that by simple inversion, relation (2.9) implies for x > 0,
lim
t→∞
U(tx)− S bs(t) ds
a(t)
=

θγ x
γ − 1
γ
, (3.15)
where U is the inverse function of 1/P(

S X(s)ds > x). This means that the tail quantile function of the integral (i.e. U(
1
1−t ))
is asymptotically close to the integral of the local tail quantiles (i.e.

S Us
 1
1−t

ds). We require a second order condition
governing the speed of convergence in (3.15) as follows.
Second order condition II
There exists a function α(t), positive or negative with |α(·)| regularly varying of index β < 0, or β = 0 and γ < 0, and
limt→∞ α(t) = 0 such that
lim
t→∞
U(tx)−S bs(t) ds
a(t) − (
θγ x)
γ−1
γ
α(t)
exists for x > 0. (3.16)
The following theorem gives the consistency of our estimator pˆn of the exceedance probability pn. The proof is again
postponed to Section 6.
Theorem 3.3. Assume that the conditions of Theorem 2.1 hold. Assume also γ > −1/2 and that the second order condition II
holds. We also assume that the following conditions (similar to the one-dimensional case, cf. [6, Section 4.4]) hold: as n →∞,
dn := k/(npn)→∞, (3.17)
wγ (dn)/
√
k → 0, wherewγ (t) := t−γ
 t
1
sγ−1 log s ds, (3.18)
√
kα
n
k

→ λ, finite, for some k = k(n)→∞, k/n → 0. (3.19)
Further we use estimators γˆ (s), aˆs( nk ) and bˆs(
n
k ) such that (3.6) holds and an estimator θˆ such that θˆ→P θγ , n →∞. Then
for the tail probability estimator pˆn in (3.2), we have that
pˆn
pn
→P 1 as n →∞.
Example 3.1. From the sum-stable property,
 1
0 X(s)ds with X(s) from Example 2.1, follows a S1S distribution with scale 1
0
 1
0 f (s, t)dsdt = 1, see Samorodnitsky and Taqqu (1994). Hence a second order condition holds for the integral.
More specifically, condition (3.16) holds with θγ = 1. Moreover, the spectral measure ρ corresponding to the process Z
(cf. Example 2.1) assigns positive density on function f (s,t)sups∈[0,1] f (s,t) , hence (2.8) is fulfilled if f (s, t) is a strictly positive function
in its domain; note that (2.8) is required even for positive γ for consistency of θˆ . Hence, all conditions from Theorem 3.3 can
be fulfilled for any process X from Example 2.1 with strictly positive function f (s, t).
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Fig. 1. North Holland area with data available at 32 monitoring stations.
4. Application
Weapply our estimation procedure to evaluate the extreme rainfall in a low-lying flat area in the northwest of theNether-
lands, indicated asNorthHolland (see Fig. 1, total area equals to 2009.58 km2). Daily rainfall data is available at 32monitoring
stations in this area for the 30-year period 1971–2000. The same data set has been employed in [2] to answer the question:
what is the amount of rain on one day that is exceeded once in 100 years? In other words, what is the 100-year quantile of
the total rainfall in this area? Since only the fall season, September, October and November, is considered, there are 91 ob-
servations per year. Therefore, a 100-year quantile of the daily rainfall distribution corresponds to a tail probability 1/9100.
In order to model the spatial dependence, [2] choose a specific max-stable process. The estimated quantile of the total
rainfall averaged by the total area is 58.8 mm. We try to justify this estimation by estimating the exceedance probability
above such a level. Notice that the estimation procedure in Section 2 allows a non-parametric approach on the spatial
dependence structure.
Our analysis departs from estimating marginal extreme value index, marginal scale and shift functions. On each
monitoring station, they are estimated from 1-dimensional extreme value analysis.We use themoment estimator proposed
by [10], which satisfies the condition (3.6). In Theorem 2.1, it is assumed that the extreme value index is constant across the
area. This is illustrated by the estimated extreme value indices on the stations as shown in Fig. 2. We take their average as
the estimate of the constant extreme value index across the area, 0.1082.
Similar to our simulation exercise in Section 5, we only have observations on 32monitoring stations. Thus, it is necessary
to extrapolate the estimated scale and shift functions from the stations to other points in the area. We divide the area as
in [2], see Fig. 2. We call all the stations as Vertices and the lines connecting the stations as Edges. With the Edges, the area
is divided into Triangles. We assume that the scale and shift functions are linear within each Triangle. From the estimates
on the Vertices and the division of the area, one could get marginal estimates at any point in the area. Then we use the
linear assumption in each Triangle to integrate the scale function, which results in aˆ(n/k), and thus we can calculate Aˆ(s) as
in (3.7).
Secondly,we estimate the spectralmeasureρ as in (3.15). Again, the estimate in (3.15) assumes thatwehave observations
on each s ∈ D, whereas we only have observations on the stations. Similar to the simulation exercise, we use the linear
assumption in each Triangle when estimating the spectral measure.
After estimating both themarginal information and the spectral measure, we apply (3.3) to estimate θ . When integrating
over the entire area, we use numerical integration by dividing each Triangle into triangles as in [2], see Fig. 2. We call the
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Fig. 2. Estimated extreme value indices on the stations in the North Holland area.
vertices of the triangles, ‘‘vertices’’, in order to distinguish them from the Vertices. By calculating the estimates of Aˆ and
functions in D at each vertex, we can numerically integrate them to obtain the θ estimate, θˆ .
The last step is to estimate the exceedance probability for the average rainfall above 58.8 mm. We recall the tail
probability estimator as in (3.2),
pˆn = kn θˆ

1+ γˆ xn −

S bˆs
 n
k

ds
aˆ
 n
k
 −1/γˆ
where xn = 58.8 ∗ TotalArea. The integral of the shift function is again calculated by the linear connection of the shift
function estimates on the Vertices according to the Triangles division.
The last issue in the estimation procedure is the choice of the number of upper order statistics k. We take values of k
varying from 50 to 550 and perform the above procedure for each k. We plot the estimated exceedance probability against
k, as shown in Fig. 3. From Fig. 3 we choose k from the first stable part of the plot as k = 200,1 and obtain the estimated
probability of the average rainfall exceeding 58.8mmas 0.43×10−4. Compared to the tail probability of ‘‘once in 100 years’’,
1/9100 = 1.1×10−4, our estimated probability is lower (around half). To have a better view,we calculate the corresponding
frequency of our estimated tail probability as 1/pˆn/91 = 253.8 years. Hence according to our non-parametric analysis, the
average rainfall exceeding 58.8 mm occurs once per 250 years.
The different results between these two approaches may be due to the fact that in the non-parametric approach we use
the linearization of the functions in the spectral measure estimation, whereas [2] uses a specific max-stable process which
allows more variation.
Besides comparing to the result in [2], we also apply a simple strategy by integrating the daily rainfalls according to
the Triangle division and linearization, and then applying univariate extreme value theory to calculate the tail probability.
We get that, with the simple strategy, the tail probability that the average rainfall exceeds 58.8 mm is 1.1× 10−8, and the
corresponding frequency is about once per 1 million years. Compared to our non-parametric analysis, the simple strategy
severely underestimates the risk of experiencing a heavy rainfall. Although the [2] result seems to be conservative, it is
not far off the non-parametric result. In all, our non-parametric analysis acts as a validation method of comparing different
approaches on the spatial extreme problems.
5. Simulation
Although we have proved the consistency of our estimator on the exceedance probability, it is difficult to obtain further
asymptotic properties on the estimator, such as asymptotic normality. This is mainly due to a lack of knowledge on the
asymptotic property for estimates of the spectral measure. In order to justify the accuracy of our estimation procedure, we
use simulation.
1 The total number of observations at each station is 2730. Thus the proportion of used order statistics is 200/2730 = 7.3%. It is comparable to our
simulation exercise.
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Fig. 3. Estimated tail probability against the number of upper order statistics.
We consider a particular process X(s) in the domain of attraction of a max-stable process. Let Z1 and Z2 be two
independent random variables with the standard Frechét distribution, i.e. P(Zi ≤ x) = exp(−1/x) for x > 0, i = 1, 2.
We construct a process Z(s) on [0, 1] by
Z(s) := max((1− s)Z1, sZ2) s ∈ [0, 1].
It can be verified that Z(s) is a simple max-stable process with a spectral measure assigning weight 1 to two continuous
functions in C[0, 1]: f1(s) = s and f2(s) = 1 − s. We generate a process in the domain of attraction of Z(s) with a constant
marginal extreme value index γ0 and varying marginal scales on [0, 1] as
X(s) := (Z(s))γ0d(s),
where we take specifically γ0 = 0.1 and d(s) := 1− s(1− s).2
We are going to simulate and estimate the tail probability that
 1
0 X(s)ds is above a high threshold x0. As a preliminary
step, we perform an experimental simulation to find a reasonable high threshold x0 for our further simulation exercise. We
simulate the process X onemillion times and calculate the integral over [0, 1] for each simulated process. By taking the 100-
th largest order statistic of all simulated integrals, we get a simple non-parametric estimate on the 1− 1/10,000 quantile of
the integral, 2.03. Therefore, we take x0 = 2 as the high threshold, i.e. we will compare the simulated and estimated results
on the tail probability p0 := P(
 1
0 X(s)ds > 2). From the preliminary simulation, this probability p0 should be around
1/10,000, but might be slightly higher.
The simulation and estimation procedure is given as follows:
(0) Similar to the prior simulation, by simulating the process X one million times, we get a non-parametric estimate on the
tail probability p0, 1.28× 10−4. We call it the ‘‘simulated tail probability’’. For simplicity, in the rest of this section, we take
10−4 as one unit of probability, and always report probability in terms of units, i.e. the simulated tail probability is 1.28 unit.
(1) We divide the one million simulations into 500 samples, with sample size 2000.3 We planned to apply our estimation
procedure in Section 2 to estimate p0 from the data in each sample.
Notice that our estimation theory is based on a full observation of X(s) on all s ∈ [0, 1]. However, this is never the
case in application, for example, the application problem in Section 4 has only finite observation sites. In order to make the
estimation procedure comparable with real applications, we only make information on finite observation points in [0, 1]
available to the estimation procedure. In our exercise, we take the distance between two neighbor observation points as
1/5, i.e. there are six observation points: 0, 1/5, 2/5, 3/5, 4/5, 1.
(2) The estimation procedure follows Section 4, however, with a few modifications due to the limitation of information
mentioned in (1).
(2.a) Because we are dealing with a spatial problem, we place emphasis on the spatial dependence part of our estimation
procedure. Thus, we skip the estimation of the extreme value index, while taking it as known in the estimation procedure.
Moreover, knowing γ0 > 0, we have that bs(t) ∼ as(t)/γ0 ∼ Us(t) as t → ∞. The estimates on marginal scale and shift
2 The choice of γ0 is close to the case in our application, see Section 4.
3 The sample size, 2000, is close to that in our application, 2730, see Section 4.
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Fig. 4. Histogram of estimated tail probabilities.
functions can be simplified by considering simple estimators bˆs(n/k) = Xn,n−k(s) and aˆs(n/k) = γ0bˆs(n/k), where Xn,n−k(s)
is the k+ 1-th largest order statistic of observations on point s. Therefore, the estimator of p0 is simplified as
pˆ0 = kn θˆγ0

2
γˆ aˆ(n/k)
−1/γ0
,
where aˆ(n/k) =  10 aˆs(n/k)ds, and k is an intermediate sequence.
(2.b) Notice that we only have estimation of aˆs(n/k) at the six observation points due to the limited information and we do
not know the pattern of the scale functions as(t) for all s ∈ [0.1]. When integrating aˆs(n/k) to obtain aˆ(n/k), we use linear
connection between each two neighbor observation points to make the scale functions continuous on [0, 1]. This may not
be an accurate approximation, but it is the simplest solution for application. With aˆ(n/k), we can calculate Aˆ(s) as in (3.7).
(2.c) When estimating θˆγ0 it is necessary to estimate the spectral measure ρ as in (3.15). The estimate in (3.15) assumes
that we have observations on each s ∈ [0, 1]. Again, since information is only available on the six observation points for the
estimation procedure, we have to assume that all functions with positive spectral measure are linear between two neighbor
observation points. More precisely, our estimated spectral measure concentrates on functions in the set
D :=
f is linear on [sj, sj+1], j = 1, . . . , 5|f (sj)
=
n+ 1− sup
1≤j≤6
R(Xi(sj))
n+ 1− R(Xi(sj)) , for all i s.t. sup1≤j≤6 R(Xi(sj)) > n− k
 ,
where sj = (j − 1)/5 for j = 1, 2, . . . , 6 are the observation points. For each f ∈ D, we assign ρ(f ) = 1/k, where k is the
number of high order statistics used in the estimation. Then we use numerical integration to obtain θˆγ0 by applying (2.3).
(2.d) The last issue in the estimation procedure is the choice of the number of upper order statistics k used in estimation.We
take values of k varying from 10 to 400 and perform the above procedure for each k. We plot the estimated tail probability
pˆ0 against k, and choose k from the first stable part of the plot. We find, from multiple experiments, that for a sample size
n = 2000, a suitable k is around 150, which corresponds to 150/2000 = 7.5% of the total sample.
(3) From each sample, we get one estimated tail probability p0. We plot the histogram of the 500 estimated tail probabilities
in Fig. 4. The dash line corresponds to the ‘‘simulated tail probability’’. The 500 estimated tail probabilities have mean 1.35,
with standard deviation 0.096. Other statistics of the estimated tail probabilities are given in the first line of Table 1.
The estimated tail probability is slightly higher than the simulated one. This is probably due to the fact that we only have
a limited number of observation points. The linear approximations in the estimation proceduremay lead to such a bias. Thus,
it might be reduced when we impose more observation points. To justify this, we redo the above exercise with more, closer
observation points. We consider the case that the observation point distance is reduced from 1/5 to 1/10, 1/20, and 1/50.
Correspondingly, the numbers of observation points are 11, 21, 51. The results for simulated and estimated tail probabilities
are given in Table 1.
We observe that the bias between the mean of the estimated tail probability and the simulated one is slightly reduced
when having more observation points, while the standard deviation remains at a similar level. Considering the level of
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Table 1
Simulation results.
Obs. points dist. Sim. tail prob. Est. tail prob.
Mean Std. Min Max Median
1/5 1.28 1.35 0.096 1.12 1.65 1.35
1/10 1.20 1.29 0.098 1.04 1.65 1.29
1/20 1.22 1.28 0.098 0.99 1.61 1.27
1/50 1.24 1.27 0.093 1.06 1.62 1.27
standard deviation, the reduction is not much. In all, the simulation exercise shows that our estimation procedure works
sufficiently well with a medium sample size around 2000, and even a low number of observation points.
6. Proofs
Proof of Theorem 2.1. We start by proving that
lim
t→∞ tP

S
X(s)− bs(t)
as(t)
A(s)ds > x

= θγ (1+ γ x)−1/γ (6.1)
for real γ and for all x with 1 + γ x > 0. This is an intermediate step to prove (2.9) for γ ≠ 0, but equivalent to (2.9) for
γ = 0.
From (2.4) it follows that
lim
t→∞ tP

S
X(s)− bs(t)
as(t)
A(s) ds > x

= lim
t→∞ tP

S

1+ γ X(s)−bs(t)as(t)
1/γ
+
γ
− 1
γ
A(s) ds > x

= ν

f ∈ C+(S) :

S
f γ (s)− 1
γ
A(s) ds > x

(6.2)
provided the latter set is a measurable ν-continuity set. This follows from Proposition A.1.
Next we calculate the right-hand side of (6.2) by applying the spectral measure. We start with the case γ > 0. Note that
S
A(s)
f γ (s)− 1
γ
ds > x ⇔

S
A(s) f γ (s)ds > 1+ γ x
⇔ |f |γ∞

S
A(s)

f (s)
|f |∞
γ
ds > 1+ γ x ⇔ |f |γ∞ >
1+ γ x
S A(s)

f (s)
|f |∞
γ
ds
.
Hence,
ν

f ∈ C+(S) :

S
A(s)
f γ (s)− 1
γ
ds > x

=

C¯+1 (S)
 ∞
1+γ x
S A(s) g
γ (s) ds
1/γ dr
r2
dρ(g)
= (1+ γ x)−1/γ

C¯+1 (S)

S
A(s) gγ (s) ds
1/γ
dρ(g). (6.3)
For γ < 0 and 1+ γ x > 0 the calculations are similar, with the same result as for γ > 0. For γ = 0,
S
A(s) log f (s)ds > x ⇔ log |f |∞ > x−

S
A(s) log

f (s)
|f |∞

ds
hence,
ν

f ∈ C+(S) :

S
A(s) log f (s)ds > x

= e−x

C¯+1 (S)
exp

S
A(s) log g(s) ds

dρ(g). (6.4)
Hence (6.1) has been proved.
Next note that the function A – being positive and continuous – is between two positive bounds. Hence (2.2) implies
lim
t→∞ sups∈S
 as(t)a(t)A(s) − 1
 = 0. (6.5)
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For γ > 0 we proceed as follows. Note that we can take bs(t) = Us(t). By the uniformity in s in all limit relations for Us(t)
one gets as in [6, Lemma 1.2.9] that
lim
t→∞ sups∈S
Us(t)as(t) − 1γ
 = 0. (6.6)
By (6.5) and (6.6) we get, uniformly in s, for sufficiently large t
X(s)− bs(t)
a(t)
≥ as(t)
a(t)
X(s)
as(t)
− (1+ ε) as(t)
a(t)
1
γ
≥ (1− ε) A(s) X(s)
as(t)
− (1+ ε)2 A(s) 1
γ
≥ (1− ε) A(s)X(s)− bs(t)
as(t)
− (1+ ε)2 A(s) 1
γ
+ (1− ε)2 A(s) 1
γ
.
Hence
S
X(s)− bs(t)
a(t)
ds ≥ (1− ε)

S
A(s)
X(s)− bs(t)
as(t)
ds− (1+ ε)2 − (1− ε)2 1
γ
and consequently
tP

S
X(s)− bs(t)
a(t)
ds > x

≤ tP

S
A(s)
X(s)− bs(t)
as(t)
ds >
1
1− ε x+

4ε
1− ε

1
γ

.
Since this holds for all ε > 0, we have by (6.1)
lim sup
t→∞
tP

S
X(s)− bs(t)
a(t)
ds > x

≤ θγ (1+ γ x)−1/γ .
Similarly for the limes inferior.
The proof for γ < 0 is similar. In that case we use that limt→∞ Us(t) =: Us(∞) exists as a continuous function of s and
(cf. [6, Lemma 1.2.9])
lim
t→∞ sups∈S
Us(∞)− Us(t)as(t) + 1γ
 = 0.
The rest is similar. 
Proof of Proposition 2.2. By (2.7) and using

S A(s) ds = 1,
θ1 =

S
A(s) ds

C¯+1 (S)
g(s) dρ(g) = 1.
Since θγ is non-decreasing in γ (cf. Appendix, Proposition A.1), θγ ≤ 1 for γ ≤ 1, and θγ ≥ 1 for γ ≥ 1. Furthermore, since
sups∈S g(s) = 1 for any g ∈ C¯+1 (S),
θγ ≤

C¯+1 (S)

S
A(s)ds
1/γ
dρ(g) = ρ C¯+1 (S) ,
for γ ≠ 0. The case γ = 0 is similar.
Finally, we prove that θγ > 0. For γ ≠ 0, take an interval [κ, λ] such that A(s) > 0 for κ ≤ s ≤ λ. Take an s0 ∈ (κ, λ).
Define C⋆ := {g : g(s0) > 0}. We have ρ(C⋆) > 0 by (2.7).
For any g ∈ C⋆ there exist κg , λg with κ ≤ κg < λg ≤ λ such that g(s) > 0 for κg ≤ s ≤ λg . Then outside a ρ-null set
∞ >

S
A(s)gγ (s) ds ≥
 λg
κg
A(s)gγ (s) ds > 0.
Write F(g) := S A(s)gγ (s) ds. Then F(g) > 0 for g ∈ C⋆ and
θγ =

C¯+1 (S)
F 1/γ (g) d ρ (g) ≥

C⋆
F 1/γ (g) d ρ (g) > 0
since ρ(C⋆) > 0. The proof for γ = 0 is similar. 
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Proof of Theorem 3.2. The proof of θˆ→P θγ is given in a sequence of results. Recall that
θˆ =

C¯+1 (S)

S
Aˆ(s) g γˆ (s) ds
1/γˆ
dρˆ(g). 
Proposition 6.1. For each ε > 0, the probability of
(1− ε)

C¯+1 (S)

S
A(s) g γˆ (s) ds
1/γˆ
dρ(g) <

C¯+1 (S)

S
Aˆ(s) g γˆ (s) ds
1/γˆ
dρ(g)
< (1+ ε)

C¯+1 (S)

S
A(s) g γˆ (s) ds
1/γˆ
dρ(g)
converges to one, as n →∞.
Proof. By (3.14) and the positivity of A
Aˆ(s) = A(s)(1+ oP(1)) uniformly in s.
The result follows. 
Proposition 6.2. For each ε > 0, the probability that
C¯+1 (S)

S
A(s) gγ−ε(s) ds
1/(γ−ε)
dρˆ(g) ≤

C¯+1 (S)

S
A(s) g γˆ (s) ds
1/γˆ
dρˆ(g)
≤

C¯+1 (S)

S
A(s) gγ+ε(s) ds
1/(γ+ε)
dρˆ(g)
converges to one, as n →∞.
Proof. Follows from γˆ →P γ and the fact that S A(s) gγ (s) ds1/γ is monotone in γ (Proposition A.1). 
Proposition 6.3. For either sign (+ or −)
C¯+1 (S)

S
A(s) gγ±ε(s) ds
1/(γ±ε)
dρˆ(g)→P

C¯+1 (S)

S
A(s) gγ±ε(s) ds
1/(γ±ε)
dρ(g),
as n →∞.
Proof. Since

S A(s) g
γ±ε(s) ds
1/(γ±ε) is a continuous function of g by Proposition A.1, the convergence follows directly
from the weak convergence of ρˆ to ρ. 
Proposition 6.4. For either sign (+ or −)
lim
ε↓0

C¯+1 (S)

S
A(s) gγ±ε(s) ds
1/γ±ε
dρ(g) =

C¯+1 (S)

S
A(s) gγ (s) ds
1/γ
dρ(g) = θγ .
Proof. Use Lebesgue’s theorem on dominated convergence and the monotonicity and continuity of Lp(g) as a function of p
(Proposition A.1). 
Proof of Theorem 3.3. We write
pˆn
pn
= k
n pn
θˆ

1+ γˆ xn −

S bˆs
 n
k

ds
aˆ
 n
k
 −1/γˆ = θˆ
θγ
dnθγ

1+ γˆ xn −

S bˆs
 n
k

ds
aˆ
 n
k
 −1/γˆ

and we only need to consider the second factor.
For the second factor, we follow a line of proof that is usual in one-dimensional estimation [6, Section 4.4]. It can be
written as
1+ γˆ
d˜γˆn

xn −

S bˆs
 n
k

ds
aˆ
 n
k
 + 1− d˜γˆn
γˆ
−1/γˆ
=

1− γˆ d˜
γ
nwγ (d˜n)
d˜γˆn
√
k
a
 n
k

aˆ
 n
k
√k x˜n − xn
a
 n
k

d˜γnwγ (d˜n)
−1/γˆ
with d˜n := θγ dn and x˜n =

S bˆs(
n
k )ds+ aˆ( nk )(d˜γˆn − 1)/γˆ .
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First note that as t →∞,
tγwγ (t) ∼

1
γ
tγ log t, γ > 0
1
2
(log t)2, γ = 0
1/γ 2, γ < 0.
(6.7)
Thus, (3.18) implies that log dn = o(
√
k). Together with (3.7), we get that
d˜γn
d˜γˆn
= exp

−√k(γˆ − γ ) log dn + log θγ√
k

converges to 1.
Next, by (3.18),
wγ (d˜n)√
k
→ 0,
and, by (3.8),
aˆ
 n
k

a
 n
k
 → 1,
as n →∞. It remains to prove that
√
k
x˜n − xn
a
 n
k

d˜γnwγ (d˜n)
= OP(1).
This is proved in the following proposition. Hence the result follows. 
Proposition 6.5. Assume the conditions of Theorem 3.3. Then, with x˜n :=

S bˆs(
n
k )ds + aˆ( nk )(d˜γˆn − 1)/γˆ and d˜n := θγ dn, we
have that
√
k
x˜n − xn
a
 n
k

d˜γnwγ (d˜n)
= OP(1).
Proof. The proof runs as in the estimation of high quantiles in one-dimensional extreme value theory ( [9], cf. [6], Section
4.3). Write
√
k
x˜n − xn
a
 n
k

d˜γnwγ (d˜n)
= √k

aˆ
 n
k

a
 n
k
 − 1 d˜γn − 1
γ d˜γnwγ (d˜n)
+
√
k
d˜γnwγ (d˜n)

S bˆs
 n
k

ds− S bs  nk  ds
a
 n
k
 + aˆ  nk 
a
 n
k

×
√
k
d˜γnwγ (d˜n)

d˜γˆn − 1
γˆ
− d˜
γ
n − 1
γ

−
√
k
d˜γnwγ (d˜n)

xn −

S bs
 n
k

ds
a
 n
k
 − d˜γn − 1
γ

= I + II + III + IV ,
and we deal with each term separately. For the first two terms, apply (3.8), (3.9) and (6.7) to obtain that they are both OP(1).
The third term can be dealt with exactly as in the finite dimensional case (cf. [6], pp.136–137), and it is also OP(1).
For term IV , note that relation (3.16) implies
U(t)−

S
bs(tθγ ) ds = o (a(t)α(t)) , t →∞. (6.8)
Further, (3.16) implies that
lim
t→∞
U(tx)−U(t)
θ
γ
γ a(t)
− xγ−1
γ
α(t)
exists for x > 0. Hence by relation (B.3.4) in [6],
lim
t→∞
a(tx)
a(t) − xγ
α(t)
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exists for x > 0, and, consequently,
lim
t→∞
U(tx)−U(t)
a(θγ t)
− xγ−1
γ
α(t)
exists for x > 0, which implies, by Lemma 4.3.5 in [6] (since β < 0 or β = 0 and γ < 0), that
lim
t→∞
x=x(t)→∞
U(tx)−U(t)
a(tθγ )
γ
xγ−1 − 1
α(t)
exists.
It then follows by (6.8) that
lim
t→∞
x=x(t)→∞
U(tx)−S bs(tθγ ) ds
a(tθγ )
γ
xγ−1 − 1
α(t)
exists,
and hence
lim
t→∞
x=x(t)→∞
U(tx)−S bs(t) ds
a(t)
γ
(xθγ )γ−1 − 1
α(t)
exists. (6.9)
Note that xn = U (1/pn) = U (n/kdn). Part IV can be written
−
√
kα
n
k
 d˜γn − 1
γ d˜γn wγ (d˜n)
 U(
n
k dn)−

S bs(
n
k )ds
a( nk )
γ
(dnθγ )
γ−1 − 1
α
 n
k

 .
By (3.19) the first factor is bounded. By (6.7) the second factor is bounded. The third factor is bounded by (6.9). 
Appendix. Properties of Lp(g)
Define for p ∈ R¯ =: R ∪ {−∞,+∞} and g ∈ {f ∈ C(S) : f ≥ 0, |f |∞ = 1}
Lp(g) :=


S
gp(s) A(s) ds
1/p
, p ≠ 0
exp

S
(log g(s)) A(s) ds

, p = 0
sup
s
g(s) = 1, p = +∞
inf
s
g(s), p = −∞
(A.1)
where A ≥ 0 satisfies S A(s)ds = 1.
Remark A.1. Lp(g)may not be finite for all p and g .
Proposition A.1. Properties: for p ∈ R
1. Lp(g) is non-decreasing in g.
Lp(g) is continuous in g on the set
{f ∈ C(S) : f > 0, |f |∞ = 1} .
2. Lp(g) is continuous and non-decreasing in p for all g in any open set where the integral in Lp(g) is finite.
The proof follows from a series of lemmas.
Lemma A.1. Obviously Lp(g) is non-decreasing in g for all p.
Corollary A.1. infs∈S g(s) ≤ Lp(g) ≤ 1 for all p and g.
Proof. 0 ≤ infu g(u) ≤ g(s) ≤ supu g(u) = 1, for s ∈ S. Hence the result. 
Lemma A.2. Lp(g) is non-decreasing in p for p ∈ R and p ≠ 0.
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Proof. For p > 0 this is Lyapunov’s inequality. For p < 0 it follows also from Lyapunov’s inequality (with g∗ = 1/g and
p∗ = −p). 
Lemma A.3. Lp(g) is continuous in p ∈ R for all g.
Proof. We write for p ∈ R
Lp(g) =

1+ p

S
gp(s)− 1
p
A(s) ds
1/p
where

S p
−1 (gp(s)− 1) A(s) ds should be read S log g(s) A(s) ds for p = 0 and (1+ py)1/p should be read exp(y) for p = 0.
The integral

S p
−1 (gp(s)− 1) A(s) ds is continuous for p ∈ R by Lebesgue’s theorem on dominated convergence. Obviously
the function (1+ py)1/p is continuous in p for p ∈ R. 
Lemma A.4. Lp(g) is continuous in g on the set
{f ∈ C(S) : f > 0, |f |∞ = 1}
for all p ∈ R.
Proof. If limn→∞ sups∈S |gn(s)− g(s)| = 0, for all ε > 0 and sufficiently large n
(1− ε)g(s) ≤ gn(s) ≤ (1+ ε)g(s),
since g > 0. 
Proposition A.2. Lp(g) is continuous in p at p = ±∞ for all g, provided A > 0.
Proof. We only prove for p = +∞. The proof for p = −∞ is similar.
On the one hand, for all p ∈ R, Lp(g) ≤ 1. On the other hand, for any given g and ε > 0, define
Aε = {s ∈ S|g(s) > 1− ε}.
Since sups g(s) = 1 and g is a continuous function, we get that µ(Aε) > 0, where µ is the Lebesgue measure on S. Then, for
p > 0,
Lp(g) =

S
gp(s) A(s) ds
1/p
≥

Aε
gp(s) A(s) ds
1/p
≥ (1− ε)

Aε
A(s) ds
1/p
.
By taking p →+∞, we have that lim infp→∞ Lp(g) ≥ 1− ε. By taking ε→ 0 we proved that
lim
p→+∞ Lp(g) = 1 = L+∞(g). 
Remark A.2. Hardy, Littlewood and Pólya [14, Section 2.9] state, about a discrete version of our Lp(g): ‘‘We restrict
the parameters to be positive, the complications introduced by negative or zero values being hardly worth pursuing
systematically’’, i.e. they claim that it makes no sense to consider Lp(g) for p ≤ 0.
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