Abstract. Considering the sparsity characteristic of speech signal in time-frequency domain and the non-linear model ability of deep neural network, an improved sparse non-negative matrix factorization based speech enhancement method is presented in this paper. Deep neural network is employed to learn the sparse encoding coefficients of speech and noise from noisy observation. The estimated clean speech is obtained by applying the wiener filter on the magnitude spectrogram of noisy speech. The experimental results show the superiority of proposed method under stationary and non-stationary conditions.
Introduction
Speech enhancement is to recover the speech contaminated by background noise. It has been widely used in speech communication, automatic speech recognition and wearable hearing aids. In the past few decades, numbers of speech enhancement methods have been proposed. Traditional approaches including spectral subtraction and wiener filter in frequency domain. Statistical properties based approaches like minimum mean squared error (MMSE) estimation and optimally-modified log-spectral amplitude (OM-LSA) which could take human hearing properties into account and reduce speech distortion and residual noise in some extent [1] . Recent years, supervised learning methods have achieved significant development in speech signal processing [2] [3] . As a famous method which could mine implicit local representation in non negative data, non-negative matrix factorization (NMF) uses no-negative linear combination to separate clean and noise signal from noisy speech. A limitation of separating different source by linear combination of their basis matrix is due to the none-orthogonal basis vector of each source. When different sound sources are overlapping or share the similar basis matrix, i.e. the target sound source may be the represented by basis matrix of other sound sources, NMF based source separation will not be able to correctly separate each sound source. The authors of [4] use discriminative training of base vectors, and authous of [5] solve this problem by using DNN to learn the non-negative coding matrix from the non-negative magnitude spectrogram. Considering the sparsity characteristic of speech signal in time-frequency domain and the non-linear model ability of deep neural network, an improved sparse non-negative matrix factorization based speech enhancement method is presented in this paper.
Proposed Method
The flow chart of the proposed method is illustrated in Fig. 1 . The method is composed of training stage and enhancement stage. In training stage, sparse non-negative factorization (SNMF) is applied on the magnitude spectrogram of noise and speech to get the basis matrix and encoding coefficient matrix for noise and speech respectively. Then the magnitude spectrogram of noisy speech is used as the input of the DNN and the encoding coefficient matrix of noise and speech is used as the target output of the DNN. Then a supervised learning of the non-linear function which maps the magnitude spectrogram of noisy speech to the encoding coefficient matrix of noise and speech is trained in the second step. In enhancement stage, magnitude spectrogram of noisy speech is fed into the well trained 
Sparse non-negative factorization (SNMF)
NMF is using nonnegative dictionary matrix and the product of the coding matrix to achieve the approximation of the overall nonnegative matrix. SNMF is based on the sparsity characteristic of speech signal in time-frequency domain, which makes the model simple, effective, and robust for noise depression [6] :
Where Y denotes the magnitude spectrogram of current frame. D represent the dictionary basis matrix for speech or noise. λ is the parameter that controls the sparsity of the coding matrix C, the larger the value of λ , the more sparse the coding matrix is. DKL is a distance measure describing the approximation extent between the decomposed matrix and the original matrix. The KL divergence has expression as follows: 
The problem in (2) could use gradient descent method and solved by multiplicative iteration algorithm:
DNN based model training
A forward neural network with L hidden layers is adopted to learn the non-linear function which maps the magnitude spectrogram of noisy speech to the coding coefficient matrix of noise and speech. The cost function is defined as follows [7] : 
Wiener filter and reconstruction
After the coding coefficient matrix of noise and speech is obtained from the output of the network, the magnitude spectrogram of the enhanced speech could be calculated by using the wiener filtering or time-frequency masking method [10] :
Since speech is not sensitive to the phase information, by appending the phase information of the noisy speech signal to the estimated magnitude spectrogram, the time domain speech signal could be reconstructed using inverse short time Fourier transform (STFT).
Experimental and results
In this experiment, 7200 noisy speech are generated by adding six different types of noise (i.e. babble, f16, factory, pink, white and hf channel) from Noise-92 [8] database to random selected clean sentences form TIMIT [9] training subset. 10% of the training set is selected as the verification or development set. The best network parameters are selected by the results on the verification set. Another 480 utterances from TIMIT test subset are mix with the six types of noise to evaluate the performance of the proposed method in terms of perceptual evaluation of speech quality (PESQ) [10] and log-spectral distance (LSD) [11] . All the speech and noise signals are down-sampled to 8000 Hz. The magnitude spectrogram of clean speech, noise signal and noisy speech are extracted using a 256 point STFT with a frame shift of 64 point. In NMF based speech enhancement method, the speech and noise dictionary size of s D and n D is set to 256. In SNMF, the sparsity factor λ is set to 0.01. 500 multiplicative iterations are performed to get the basis matrix and coding coefficient matrix. In DNN, a feed forward network with 3 hidden layers of 1024 neurons is used to map the noisy magnitude spectrogram to the magnitude spectrogram of clean speech. In the proposed method, a feed forward network with 3 hidden layers of 1024 neurons is employed to map the noisy magnitude spectrogram to the coding coefficient matrix of clean speech and noise. We select the linear activation function at the output layer of the network and select rectified linear function as the activation function of the hidden layers. Compared with the sigmoid function, the rectified linear function is more accordant with the principle of neuron excitation and with sparse output [7] . The average PESQ and LSD scores of NMF, SNMF, DNN and proposed speech enhancement method at four SNR levels averaged on six types of noise are shown in Table 1 . Table 1 gives a comparison of three speech enhancement methods with different SNRs. Compared with NMF and SNMF based speech enhancement methods, our proposed approach has gained better perceptual quality and less speech distortion. Although the proposed method has comparable perceptual quality with DNN based method, the speech distortion is larger than DNN based method.
Conclusions
Considering the sparsity characteristic of speech signal in time-frequency domain and the non-linear model ability of deep neural network, an improved sparse non-negative matrix factorization based speech enhancement method is presented in this paper. Deep neural network is employed to learn the sparse coding coefficients of speech and noise from noisy observation. The estimated clean speech is obtained by applying the wiener filter on the magnitude spectrogram of noisy speech. The experimental results show the superiority of proposed method when compared with NMF and SNMF based approaches.
