Scalar dynamic risk measures in continuous time are commonly represented as backward stochastic differential equations. There are two possible extensions for scalar backward stochastic differential equations for the set-valued framework: (1) backward stochastic differential inclusions; or (2) set-valued backward stochastic differential equations. In this work, the discrete-time setting is investigated with difference inclusions and difference equations in order to provide insights for such differential representations for set-valued dynamic risk measures.
Introduction

Literature Review
The seminal work of Artzner et al. (1999) introduced coherent risk measures in an axiomatic framework to provide the capital requirements for financial portfolios. The coherence axioms were relaxed to that of convexity in Föllmer, Schied (2002 . Each of these works considers risk measured at a single time point for frictionless claims. These convex and coherent risk measures were placed in a time dynamic system in which risk of portfolios and contingent claims are updated in time as new information becomes available. The relation of these risks over time is a key property of study; this so-called time consistency property has been studied in, e.g., Riedel (2004) ; Bion-Nadal (2004) ; Detlefsen, Scandolo (2005) ; Ruszczyński, Shapiro (2006) ; Cheridito et al. (2006) .
For the purposes of this work, the relevant literature is more specialized. It has been noted for almost as long as dynamic risk measures have been studied that certain nonlinear (g-)expectations have all the properties of a time consistent convex risk measure, and vice versa. In this way, convex risk measures can be represented as the solution to backward stochastic differential equations Peng (1997 Peng ( , 2004 ; Barrieu, El Karoui (2004 , 2009 ); Gianin (2006) ; Jiang (2008) . This representation allows for detailed study of dynamic risk measures in continuous time as well as their efficient computation. We take our motivation for this work from Stadje (2010) which considers the problem of representing discrete time dynamic risk measures as the solution of a backward stochastic difference equation. That work further provides the convergence of the drivers and solution of backward stochastic difference equations to the corresponding backward stochastic differential equation. random variables X : Ω → R d , where two elements are distinguished up to P-almost sure equality. For each p ∈ [1, +∞), we denote by L p d (G) the set of all random variables X ∈ L 0 d (G) for which E [|X| p ] < +∞, where | · | is a fixed norm on R d . We denote by L ∞ d (G) the set of all random variables X ∈ L 0 d (G) for which |X| is P-essentially bounded. For ease of notation throughout the remainder of this work, define L p d,+ (G) := X ∈ L p d (G) | P(X ∈ R d + ) = 1 . For C, D ⊆ L 0 d (F T ), the set C + D := {X + Y | X ∈ C, Y ∈ D} is the Minkowski sum of C, D. If Z ∈ L 0 1 (F T ), then ZC := {ZX | X ∈ C} is the set of pointwise products. Let p ∈ [1, +∞]. As defined in Feinstein, Rudloff (2013 , 2015a ) a conditional risk measure at time t ∈ T is a mapping
of random vectors into upper sets. Throughout this work we will focus solely on normalized convex risk measures, i.e., those satisfying:
1. normalized: R t (0) = ∅, P(R t (0) = R d ) = 0 (whereR t (0) is an F t -measurable random set such that R t (0) = {m ∈ L p d (F t ) | P(m ∈R t (0)) = 1} and which exists due to the below properties and Theorem 2.1.6 of Molchanov (2005) 
A dynamic risk measure R = (R t ) t∈T is a sequence of conditional risk measures over time.
Let R = (R t ) t∈T be a dynamic risk measure. By construction (see, e.g., Feinstein, Rudloff (2013, Proposition 2.8) and Feinstein, Rudloff (2015b, Lemma 3.6 
With the introduction of dynamic risk measures, the manner in which risks change over time is fundamentally important. As studied in Feinstein, Rudloff (2013 ; Ben Tahar, Lépinette (2014); Chen, Hu (2018) , multiportfolio time consistency provides the, appropriate, definition from a mathematical and computational perspective. A dynamic risk measure R = (R t ) t∈T is said to be multiportfolio time consistent if for any X
for times t, s ∈ T with t < s. This version of time consistency is related to the dynamic programming principle through a recursive relation for every X ∈ L p d (F T ), t, s ∈ T with t < s. This recursive formulation is constructed via the stepped risk measures R t,s :
. At various points in this work, it is preferable to consider the random set approach to conditional risk measures. From the results of Feinstein, Rudloff (2015b) , there exists a random setR t (X) (i.e.,R t (X)[ω] ⊆ R d for every ω ∈ Ω) such that
As the rest of the work is concerned solely with a finitely generated filtration, we will abuse notation to define R t (X)[ω] :=R t (X) [ω] for every X ∈ L p d (F T ), t ∈ T, ω ∈ Ω. In fact, due to decomposability, this random set approach is equivalent to the projection of the risk measure onto ω ∈ Ω
These definitions are given likewise for the stepped risk measures R t,s for t, s ∈ T and t < s.
Main Results
Discrete-Time Setting
Let T > 0 be a fixed time. Let m, K ≥ 1 be integers and consider a time set T = {t 0 , . . . , t K }, where 0 = t 0 < t 1 < . . . < t K−1 < t K = T . Let us write ∆t k := t k −t k−1 for each k ∈ {1, . . . , K}. Let (Ω, F , P) be a probability space on which there exist independent m-dimensional random vectors B(1), . . . , B(K) : Ω → {−1, +1} m , where the components of B(k) = (B 1 (k), . . . , B m (k)) ⊤ are possibly correlated symmetric Radamacher random variables for each k ∈ {1, . . . , K}. We define an m-dimensional random walk M = (M 1 (t), . . . , M m (t)) t∈T by M i (t 0 ) := 0 and
for each k ∈ {1, . . . , K} and i ∈ {1, . . . , m}. For notational simplicity let
Let (F M with ξ, ψ 1 , . . . , ψ m ∈ L d t k−1 fails to hold for some X ∈ L d t k , in general. Instead of (3.3), a proper generalization of (3.2) should take into account the "cross-terms" created by the m components of the random walk M . To that end, let us denote by I the set of all nonempty subsets of {1, . . . , m}. For each I ∈ I, we define a process M I = (M I (t)) t∈T by M I (t 0 ) := 0 and
for each k ∈ {1, . . . , K}, by a slight abuse of notation. In addition to the earlier processes M {i} = M i , i ∈ {1, . . . , m}, this definition creates 2 m − m − 1 new processes. Moreover, when the components of B(k) are independent for each k ∈ {1, . . . , K}, all 2 m − 1 processes are martingales that are orthogonal. The new form of predictable representation is stated in the next lemma.
t k can be written as
for some ξ, ψ I ∈ L d t k−1 , I ∈ I. Remark 3.2. For d = 1, the result appears as Lemma 6.1 of a preprint version of Cheridito et al. (2016) ; its proof there is based on a spanning argument for the finite-dimensional vector space L 1 t k assuming k = 1. We provide a more elementary and complete proof below with an explicit derivation of the predictable representation. Unlike the proof in the preprint version of Cheridito et al. (2016) , our proof is also valid without assuming that the components of the random walk are independent.
Proof of Lemma 3.1. Let us assume that d = 1. As a first step, let Y ∈ L 0 1 (σ(B(k))). Note that σ(B(k)) is generated by 2 m events of the form {B(k) = b} with b = (b 1 , . . . , b m ) ∈ {−1, +1} m that partition Ω. Hence, we may write
One can rewrite the above sum in the form of a polynomial of B 1 (k), . . . , B m (k). The constant term of this polynomial is
On the other hand, each functional term of the polynomial is of the formψ I B I (k), where I ∈ I andψ
Taking ψ I :=ψ I √ ∆t k for each I ∈ I, we obtain
If k = 1, then the conclusion of the lemma follows by the first step since F M t1 = σ(B(1)). Next, suppose that k ∈ {2, . . . , K} and let Y ∈ L 1 t k . Hence, we may write
Then, (3.4) and (3.5) imply that
The functions g, h I : {−1, +1} (k−1)m → R, I ∈ I, are Borel measurable since they are defined on finite sets. Hence, by taking
Backward Stochastic Difference Inclusion
In this section, we show that a given dynamic set-valued risk measure in discrete time gives rise to a backward stochastic difference inclusion (BS∆I). Since we do not consider the continuoustime limits of these risk measures, we derive a BS∆I without scaling and tilting the original risk measure as was done in Stadje (2010) .
In the setting of Section 3.1, we work with the filtered probability space (Ω, F , (F M t ) t∈T , P), where M is the m-dimensional random walk defined in (3.1). Let us consider a multiportfolio time consistent dynamic set-valued convex risk measure
We first relate R to a BS∆I with a nonlocal driver. To that end, let us introduce the domain
and define the set-valued driver G :
for each (t k−1 , ψ) ∈ D with k ∈ {1, . . . , K}. Note that G has the adaptedness property that
Recalling the definition of the driver in (3.7), the BS∆I yields
which completes the proof.
In each case, the multi-step version of the BS∆I
holds as well.
Proof. By translativity, R tK (X) = −X + R tK (0). From this and Proposition 3.3, the two claims about the one-step BS∆I follow immediately. The claim about the multi-step BS∆I follows by iterating the one-step version. Indeed, for each k ∈ {0, . . . , K − 1}, we have
as desired.
Note that Corollary 3.4 shows that each process (Y (t)) t∈T that is a solution of the one-step BS∆I is a "path" in the dynamic risk measure evaluated at X, and vice versa. Moreover, such a processes is also a solution of the multi-step BS∆I. The next corollary provides a partial converse to the latter statement.
Corollary 3.5. Let X ∈ L d tK and k ∈ {0, . . . , K}. Consider the multi-step BS∆I
Then, the set R t k (X) coincides with the reachable set of (3.11), that is,
Proof. For each k ∈ {0, . . . , K − 1}, let us denote byR t k (X) the reachable set on the righthand of (3.12). We will show thatR t k (X) = R t k (X) for every k ∈ {0, . . . , K − 1} by backward induction on k. For the base case, we haveR tK−1 (X) = R tK−1 (X) directly from Corollary 3.4. For the inductive case, let k ∈ {1, . . . , K − 1} and assume thatR t k (X) = R t k (X). Consider inclusion (3.11) at time t k−1 , i.e., the inclusion
Then,
In this calculation, the second equality follows from applying the induction hypothesis; the third equality follows from Proposition 3.3; and the last equality follows from multiportfolio time consistency.
The driver function G defined in (3.7) can be considered as nonlocal for the following two reasons: its second argument is a d × |I|-dimensional random vector (rather than a deterministic vector) and its output is a set of random vectors (rather than a deterministic set). We first aim to rewrite the BS∆I in Corollary 3.4 using a semi-local driver g whose second argument is a deterministic vector but the output is still a set of random vectors. Let us define
To connect the two drivers G, g, we also define a special type of composition of g, through its second argument, with a random vector. Let ℓ ∈ {0, . . . , K} and denote by A(t ℓ ) ⊆ 2 Ω the partition of Ω that generates F M t ℓ , which is of size 2 ℓm . Let ψ = (ψ I ) I∈I ∈ (L d t ℓ ) I . Given I ∈ I and A ∈ A(t ℓ ), note that ψ I is constant on A so that we can define ψ A I := ψ I (ω) for some ω ∈ A, which is free of the choice of ω ∈ A, and write ψ A = (ψ A I ) I∈I ∈ (R d ) I . For k ∈ {1, . . . , K} and ψ ∈ (L d t k−1 ) I , we define
The next lemma states that this composition coincides with the nonlocal driver G in (3.7).
Lemma 3.6. For every k ∈ {1, . . . , K} and ψ = (ψ I ) I∈I ∈ (L d t k−1 ) I , it holds
Proof. By the decomposability of R, we have
from which the result follows.
Thanks to Lemma 3.6, the one-step BS∆I in Corollary 3.4 can be rewritten as
Note that this BS∆I is a functional inclusion where one random vector is included in a set of random vectors. In Proposition 3.9 below, we present an alternative BS∆I that is a random inclusion with a completely local driverĝ :
for each ω ∈ Ω, k ∈ {1, . . . , K} , z = (z I ) I∈I ∈ (R d ) I . To begin with, we formulate the connection between the drivers G andĝ in the next lemma. 
Proof. Let ω ∈ Ω. We claim that
The first equality is by the calculation in the proof of Lemma 3.6. To prove the second equality, letĀ be the unique set in
The next lemma will be useful to switch between the functional BS∆I in Proposition 3.3 and the random BS∆I in Proposition 3.9 to follow. 
Proposition 3.9. Let X ∈ L d tK and consider a process (Y (t)) t∈T such that
holds for every ω ∈ Ω. Conversely, if there exist a d-dimensional adapted process (Y (t)) t∈T and ψ(t k−1 ) ∈ (L d t k−1 ) I for each k ∈ {1, . . . , K} such that the above random BS∆I holds for every
holds for every k ∈ {0, . . . , K − 1} and ω ∈ Ω.
Proof. Let k ∈ {0, . . . , K − 1}. We rewrite the BS∆I in Corollary 3.4 as
By the decomposability of R, it follows that the set on the right is decomposable. Hence, by Lemma 3.8, the above inclusion is equivalent to
which is equivalent to the random one-step inclusion in the statement of the proposition, by the definition ofĝ. Similarly, it can be checked that the multi-step inclusion in Corollary 3.4 is equivalent to the random multi-step inclusion in the statement of the proposition. All the claims follow immediately from these equivalences and Corollary 3.4.
Remark 3.10. To consider the local analog of Corollary 3.5, we utilize a notation from Löhne, Rudloff (2014); Feinstein, Rudloff (2017) on the finite filtration considered herein. Recall that A(t ℓ ) ⊆ 2 Ω denotes the set of atoms of F M t ℓ for ℓ ∈ {0, . . . , K} and, for a given Z ∈ L d t ℓ , we denote by Z A the constant value of Z on A ∈ A(t ℓ ), that is, Z A = Z(ω) for each ω ∈ A. In a similar way, we also write C A = C[ω], ω ∈ A, when C ⊆ L d t ℓ and A ∈ A(t ℓ ). Additionally, when ℓ ≤ K − 1, we denote the set of "successor" nodes at time t ℓ+1 of A ℓ ∈ A(t ℓ ) by
Fix X ∈ L d tK . In this atomized notation, the one-step random BS∆I from Proposition 3.9 for k ∈ {1, . . . , K} can be rewritten as
for every A k−1 ∈ A(t k−1 ). In this way, we can consider the multi-step inclusion at time t k with k ∈ {0, . . . , K − 1} and ω k ∈ Ω k y ∈
for some adapted process ψ(t ℓ−1 ) ∈ (L d t ℓ−1 ) I . Similar to Corollary 3.5, given A k ∈ A(t k ), it can be checked that the set R A k t k (X) coincides with the reachable set of (3.14), that is,
Set-Valued Backward Stochastic Difference Equation
In this section, we show that a given dynamic set-valued risk measure in discrete time gives rise to a set-valued backward stochastic difference equation (SV-BS∆E). We wish to highlight that the general theory of set-valued difference and differential equations are typically restricted to the space of compact and convex sets. However, as previously discussed, risk measures are naturally upper sets and thus require further consideration. As far as the authors are aware, the method for constructing a set-valued difference (or differential in the limit) equation via an intersection of halfspaces is novel to this work.
In the setting of Section 3.1, we work with the filtered probability space (Ω, F , (F M t ) t∈T , P), where M is the m-dimensional random walk defined in (3.1). Let us consider a multiportfolio time consistent dynamic set-valued convex risk measure R = (R t ) t∈T with one-step conditional risk measures R t k−1 ,t k : L d t k → P + (L d t k−1 ), k ∈ {1, . . . , K}. For the terminal risk measure R tK : L d tK → P + (L d tK ), note that we have R tK (X) = −X + R tK (0) for each X ∈ L d tK . As with our discussion of the BS∆I, we relate R to a SV-BS∆E with a nonlocal driver. To that end, let us introduce the domain
Note that this domain has an additional variable than that for the driver of the BS∆I introduced by (3.6) in the prior section. With this, define the set-valued driver G E :
Note that G E has the adaptedness property that G E (t, ψ, w) ∈ P + (L d t ) whenever (t, ψ, w) ∈ D E . The following lemma is required for the results about SV-BS∆Es. We separate it from the main results for readability.
Lemma 3.11. Let X ∈ L d tK and define
for w t k ∈ L d t k ,+ , where the conditional halfspace Γ t k (w t k ) is defined by (3.16). Then, for any k ∈ {1, . . . , K}, the relation
Therefore, by Feinstein, Rudloff (2015b, Lemma 3.18) ,
To prove the equality in (3.17), we proceed as follows.
⊆ By multiportfolio time consistency, monotonicity, and the above notes,
⊇ To get a contradiction, suppose that there exists m ∈ R t k−1 (X) with
In particular, for every
Before continuing, first we need to introduce some notation. Let M be the space of all probability measures that are absolutely continuous with respect to P. For any
Proof. Let (Y(t)) t∈T be a process such that Y(t k ) = R t k (X) for each k ∈ {0, . . . , K}. By construction of the risk measure, the terminal condition of the SV-BS∆E trivially holds. Consider now k ∈ {1, . . . , K}. If Y(t k ) = ∅ then, by multiportfolio time consistency, Y(t k−1 ) = ∅ as well.
As such SV-BS∆E is satisfied trivially prior to t k ; for the remainder of this proof we will assume
We claim that
Indeed, the ⊆ part of the above equality is clear. To prove that ⊇ part, let w t k ∈ L d t k ,+ \W t k (X). Recall from the previous section that A(t k ) denotes the partition of Ω that generates
Similarly, let us denote by
Then, it can be checked that H t k (X, w t k ) ⊇ H t k (X,w t k ). By monotonicity, it follows that
Hence, the ⊇ part of (3.22) follows so long as Y A (t k ) = R d for every A ∈ A(t k ). This must be true due to the construction of Y(t k ). In particular,
due to monotonicity and translativity of the risk measure with
However, this violates normalization of the risk measure and, as such, Y A (t k ) = R d for every A ∈ A(t k ). Let w t k ∈ W t k (X). By construction of H t k (X, w t k ) and Lemma 3.1, H t k (X, w t k ) has the predictable representation
for some ξ(t k−1 , w t k ), ψ I (t k−1 , w t k ) ∈ L d t k−1 , I ∈ I. Consider the set Ψ(t k−1 , w t k ) of all constructors of H t k (X, w t k ) defined by (3.20). By construction, for ψ ∈ Ψ(t k−1 , w t k ), there exists some
is a convex cone. This allows us to recover the representation:
holds, and there exists no such pair for each w t k ∈ L d t k ,+ \W (t k ). Moreover, the reformulated SV-BS∆E
Discussion
In this work we introduced two backward representations for multiportfolio time consistent, a BS∆I and a SV-BS∆E. Though both of these representations provide an equivalent dynamic risk measure, these formulations provide important insights for considering dynamic risk measures in continuous time T = [0, T ]. Specifically, in continuous time, either a backward stochastic differential inclusion (BSDI) or set-valued backward stochastic differential equation (SV-BSDE) could, potentially, be used to characterize a dynamic risk measure. This has yet to be examined in the literature. Our work on studying difference inclusions and equations provides the initial insights for when these concepts are appropriate to be applied. As such, we gain knowledge of the (likely) best approach for studying risk measures in continuous time. In fact, based on the prior analysis, it is the opinion of the authors that that BSDIs are the proper methodology to consider.
By studying both the BS∆I and SV-BS∆E, we have begun to understand when both of these approaches is appropriate. Namely, the inclusion appears to be the appropriate method if we care specifically about singular paths. For instance, risk measures are used to compute capital requirements. Ultimately, the singular, implemented capital investment over time is the important result for a practitioner rather than the entire set of acceptable requirements. In contrast, a set-valued equation appears to be the appropriate method if we care about the "mass" of the set itself over time, rather than any specific value in that set.
Following from the interpretation of risk measures, we talk about the set of acceptable capital requirements. Thus the individual requirements are the important notion themselves in our setting. This leads to the notion that BSDIs appear to be the appropriate methodology for us to consider. Though our recursive formulation of multiportfolio time consistency and the dynamic programming principle are defined with respect to the risk measure of sets (i.e., R t (X) = R t,s (−R s (X))) this is ultimately defined element-wise. We conjecture that SV-BSDEs would be the only available method if set-valued portfolios (e.g., Cascos, Molchanov (2016) ) or, generally, functions of sets were considered themselves.
While we are able to construct a SV-BS∆E for this setting, it does not permit an immediate integral (summation in the discrete setting) representation when incrementing from time t to T directly. In thinking about the continuous time limit of the BS∆I presented to a BSDI, we propose following the direction of Stadje (2010) to "scale and tilt" the risk measure in discrete time first. We propose the appropriate convergence result would be on the space of reachable sets as constructed in Corollary 3.5. However, we leave that consideration for future works.
