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THE WITTEN EQUATION, MIRROR SYMMETRY AND QUANTUM
SINGULARITY THEORY
HUIJUN FAN, TYLER JARVIS, AND YONGBIN RUAN
Abstract. For any non-degenerate, quasi-homogeneous hypersurface singularity, we de-
scribe a family of moduli spaces, a virtual cycle, and a corresponding cohomological field
theory associated to the singularity. This theory is analogous to Gromov-Witten theory and
generalizes the theory of r-spin curves, which corresponds to the simple singularity Ar−1.
We also resolve two outstanding conjectures of Witten. The first conjecture is that
ADE-singularities are self-dual; and the second conjecture is that the total potential func-
tions of ADE-singularities satisfy corresponding ADE-integrable hierarchies. Other cases
of integrable hierarchies are also discussed.
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1. Introduction
The study of singularities has a long history in mathematics. For example, in algebraic
geometry it is often necessary to study algebraic varieties with singularities even if the ini-
tial goal was to work only with smooth varieties. Many important surgery operations, such
as flops and flips, are closely associated with singularities. In lower-dimensional topology,
links of singularities give rise to many important examples of 3-manifolds. Singularity
theory is also an important subject in its own right. In fact, singularity theory has been
well-established for many decades (see [AGV]). One of the most famous examples is the
ADE-classification of hypersurface singularities of zero modality. We will refer to this
part of singularity theory as classical singularity theory and review some aspects of the
classical theory later. Even though we are primarily interested in the quantum aspects of
singularity theory, the classical theory always serves as a source of inspiration.
Singularity theory also appears in physics. Given a polynomial W : Cn ✲ C
with only isolated critical (singular) points, one can associate to it the so-called Landau-
Ginzburg model. In the early days of quantum cohomology, the Landau-Ginzburg model
and singularity theory gave some of the first examples of Frobenius manifolds. It is sur-
prising that although the Landau-Ginzburg model is one of the best understood models
in physics, there has been no construction of Gromov-Witten type invariants for it until
now. However, our initial motivation was not about singularities and the Landau-Ginzburg
model. Instead, we wanted to solve the Witten equation:
¯∂ui +
∂W
∂ui
= 0,
where W is a quasi-homogeneous polynomial, and ui is interpreted as a section of an ap-
propriate orbifold line bundle on a Riemann surface C .
The simplest Witten equation is the Ar−1 case. This is of the form
¯∂u + ru¯r−1 = 0.
It was introduced by Witten [Wi2] more than fifteen years ago as a generalization of topo-
logical gravity. Somehow, it was buried in the literature without attracting much attention.
Several years ago, Witten generalized his equation for an arbitrary quasi-homogeneous
polynomial [Wi3] and coined it the “Landau-Ginzburg A-model.” Let us briefly recall the
motivation behind Witten’s equation. Around 1990, Witten proposed a remarkable con-
jecture relating the intersection numbers of the Deligne-Mumford moduli space of stable
curves with the KdV hierarchy [Wi1]. His conjecture was soon proved by Kontsevich [Ko].
About the same time, Witten also proposed a generalization of his conjecture. In his gener-
alization, the stable curve is replaced by a curve with a root of the canonical bundle (r-spin
curve), and the KdV-hierarchy was replaced by more general KP-hierarchies called nKdV,
or Gelfand-Dikii, hierarchies. The r-spin curve can be thought of as the background data
to be used to set up the Witten equation in the Ar−1-case. Since then, the moduli space of
r-spin curves has been rigorously constructed by Abramovich, Kimura, Vaintrob and the
second author [AJ, Ja1, Ja2, JKV1]. The more general Witten conjecture was proved in
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genus zero several years ago [JKV1], in genus one and two by Y.-P. Lee [Lee], and recently
in higher genus by Faber, Shadrin, and Zvonkine [FSZ].
The theory of r-spin curves (corresponding to the Ar−1-case of our theory) does not need
the Witten equation at all. This partially explains the fact that the Witten equation has been
neglected in the literature for more than ten years. In the r-spin case the algebro-geometric
data is an orbifold line bundle L satisfying the equation L r = Klog. Assume that all the
orbifold points are marked points. A marked point with trivial orbifold structure is called a
broad (or Ramond in our old notation) marked point, and a marked point with non-trivial
orbifold structure is called a narrow (or Neveu-Schwarz in our old notation) marked point.
Contrary to intuition, broad marked points are much harder to study than narrow marked
points. If there is no broad marked point, a simple lemma of Witten’s shows that the
Witten equation has only the zero solution. Therefore, our moduli problem becomes an
algebraic geometry problem. In the r-spin case the contribution from the broad marked
point to the corresponding field theory is zero (the decoupling of the broad sector). This
was conjectured by Witten and proved true for genus zero in [JKV1] and for higher genus
in [Po]. This means that in the r-spin case, there is no need for the Witten equation, which
partly explains why the moduli space of higher spin curves has been around for a long time
while the Witten equation seems to have been lost in the literature.
In the course of our investigation, we discovered that in the Dn-case the broad sector
gives a nonzero contribution. Hence, we had to develop a theory that accounts for the
contribution of the solution of the Witten equation in the presence of broad marked points.
It has taken us a while to understand the general picture, as well as various technical
issues surrounding our current theory. In fact, an announcement was made in 2001 by the
last two authors for some special cases coupled with an orbifold target. We apologize for
the long delay because we realized later that (1) the theory admits a vast generalization to
an arbitrary quasi-homogeneous singularity, and (2) the broad sector has to be investigated.
We would like to mention that the need to invesigate the broad sector led us to the space of
Lefschetz thimbles and other interesting aspects of the Landau-Ginzburg model, including
Seidel’s work on the Landau-Ginzburg A-model derived category [Se]. In many ways, we
are happy to have waited for several years to arrive at a much more complete and more
interesting theory!
To describe our theory, let’s first review some classical singularity theory. Let W :
CN ✲ C be a quasi-homogeneous polynomial. Recall that W is a quasi-homogeneous
polynomial if there are positive integers d, n1, . . . , nn such that W(λn1 x1, . . . , λnN xn) =
λdw(x1, . . . , xN). We define the weight (or charge), of xi to be qi := nid . We say W is nonde-
generate if (1) the choices of weights qi are unique, and (2) W has a singularity only at zero.
There are many examples of non-degenerate quasi-homogeneous singularities, including
all the nondegenerate homogeneous polynomials and the famous ADE-examples.
Example 1.0.1.
An: W = xn+1, n ≥ 1;
Dn: W = xn−1 + xy2, n ≥ 4;
E6: W = x3 + y4;
E7: W = x3 + xy3;
E8: W = x3 + y5;
The simple singularities (A, D, and E) are the only examples with so-called central
charge cˆW < 1. There are many more examples with cˆW ≥ 1.
In addition to the choice of a non-degenerate singularity W, our theory also depends on
a choice of subgroup G of the the group Aut(W) of diagonal matrices γ such that W(γx) =
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W(x). We often use the notation GW := Aut(W), and we call this group the maximal
diagonal symmetry group of W. The group GW always contains the exponential grading
(or total monodromy) element J = diag(e2πiq1 , . . . , e2πiqN ), and hence is always nontrivial.
Given a choice of non-degenerate W and a choice of admissible (see Section 2.3) sub-
group G ≤ GW with 〈J〉 ≤ G ≤ Aut(W), we construct a cohomological field theory whose
state space is defined as follows. For each γ ∈ G, let CNγ be the fixed point set of γ and
Wγ = W |CNγ . Let Hγ,G be the G-invariants of the middle-dimensional relative cohomology
Hγ,G = Hmid(CNγ , (ReW)−1(M,∞),C)G
of CNγ for M >> 0, as described in Section 3. The state space of our theory is the sum
HW,G =
⊕
γ∈G
Hγ,G.
The state space HW,G admits a grading and a natural non-degenerate pairing.
For α1, . . . , αk ∈ HW,G and a sequence of non-negative integers l1, . . . , lk, we define (see
Definition 4.2.6) the genus-g correlator
〈τl1 (α1), . . . , τlk (αk)〉W,Gg
by integrating over a certain virtual fundamental cycle. In this paper we describe the ax-
ioms that this cycle satisfies and the consequences of those axioms. In a separate paper
[FJR2] we construct the cycle and prove that it satisfies the axioms.
Theorem 1.0.2. The correlators 〈τl1 (α1), . . . , τlk (αk)〉W,Gg satisfy the usual axioms of Gromov-
Witten theory (see Subsection 4.2), but where the divisor axiom is replaced with another
axiom that facilitates computation.
In particular, the three-point correlator together with the pairing defines a Frobenius
algebra structure on HW,G by the formula
〈α ⋆ β, γ〉 = 〈τ0(α), τ0(β), τ0(γ)〉W,G0 .
One important point is the fact that our construction depends crucially on the Abelian
automorphism group G. Although there are at least two choices of group that might be
considered canonical (the group generated by the exponential grading operator J or the
maximal diagonal symmetry group GW ), we do not know how to construct a Landau-
Ginzburg A-model defined by W alone. In this sense, the orbifold LG-model W/G is more
natural than the LG-model for W itself.
We also remark that our theory is also new in physics. Until now there has been no
description of the closed-string sector of the Landau-Ginzburg model.
Let’s come back to the Witten-Kontsevich theorem regarding the KdV hierarchy in ge-
ometry. Roughly speaking, an integrable hierarchy is a system of differential equations for
a function of infinitely many time variables F(x, t1, t2, · · · ) where x is a spatial variable and
t1, t2, · · · , are time variables. The PDE is a system of evolution equations of the form
∂F
∂tn
= Rn(x, Fx, Fxx, · · · ),
where Rn is a polynomial. Usually, Rn is constructed recursively. There is an alternative
formulation in terms of the so-called Hirota bilinear equation which eF will satisfy. We of-
ten say that eF is a τ-function of hierarchy. It is well-known that KdV is the A1-case of more
general ADE-hierarchies. As far as we know, there are two versions of ADE-integrable hi-
erarchies: the first constructed by Drinfeld-Sokolov [DS] and the second constructed by
Kac-Wakimoto [KW]. Both of them are constructed from integrable representations of
QUANTUM SINGULARITY THEORY 5
affine Kac-Moody algebras. These two constructions are equivalent by the work of Hol-
lowood and Miramontes [HM].
Witten’s original motivation was to generalize the geometry of Deligne-Mumford space
to realize ADE-integrable hierarchies. Now, we can state his integrable hierarchy conjec-
ture rigorously. Choose a basis αi (i ≤ s) of HW,G. Define the genus-g generating function
Fg,W,G =
∑
k≥0
〈τl1 (αi1 ), . . . , τln (αin )〉W,Gg
tl1i1 · · · t
ln
is
n!
.
Define the total potential function
DW,G = exp(
∑
g≥0
h2g−2Fg,W,G).
Conjecture 1.0.3 (Witten’s ADE-Integrable Hierarchy Conjecture:). The total potential
functions of the A, D, and E singularities with the symmetry group 〈J〉 generated by the
exponential grading operator, are τ-functions of the corresponding A, D, and E integrable
hierarchies.
In the An case, this conjecture is often referred as the Generalized Witten conjecture,
as compared to the original Witten conjecture proved by Kontsevich [Ko]. As mentioned
earlier, the conjecture for the An-case has been established recently by Faber, Shadrin,
and Zvonkine [FSZ]. The original Witten conjecture also inspired a great deal of activity
related to Gromov-Witten theory of more general spaces. Those cases are 2-Toda for CP1
by Okounkov-Pandharipande [OP2] and the Virasoro constraints for toric manifolds by
Givental [Gi2], Riemann surfaces by Okounkov-Pandharipande [OP1]. In some sense, the
ADE-integrable hierarchy conjecture is analogous to these lines of research but where the
targets are singularities.
The main application of our theory is the resolution of the ADE-integrable hierarchy
conjecture, as manifested by the following two theorems.
Theorem 1.0.4. The total potential functions of the singularities Dn with even n ≥ 6, and
E6, E7, and E8, with the group 〈J〉 are τ-functions of the corresponding Kac-Wakimoto/Drinfeld-
Sokolov hierarchies.
We expect the conjecture for D4 to be true as well. However, our calculational tools
are not strong enough to prove it at this moment. We hope to come back to it at another
occasion.
Surprisingly, the Witten conjecture for Dn with n odd is false. Note that in the case of
n even, the subgroup 〈J〉 has index two in the maximal group GDn of diagonal symmetries,
but in the case that n is odd, 〈J〉 is equal to GDn . In this paper we prove
Theorem 1.0.5.
(1) For all n > 4 the total potential function of the Dn-singularity with the maximal di-
agonal symmetry group GDn is a τ-function of the A2n−3-Kac-Wakimoto/Drinfeld-Sokolov
hierarchies.
(2) For all n > 4 the total potential function of W = xn−1y + y2 (n ≥ 4) with the max-
imal diagonal symmetry group is a τ-function of the Dn-Kac-Wakimoto/Drinfeld-Sokolov
hierarchy.
The above two theorems realize the ADE-hierarchies completely in our theory. More-
over, it illustrates the important role that the group of symmetries plays in our construc-
tions: when the symmetry group is GDn we have the A2n−3-hierarchy, but when the sym-
metry group is 〈J〉, and when 〈J〉 is a proper subgroup of GDn , we have the Dn-hierarchy.
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Readers may wonder about the singularity W = xn−1y + y2 (which is isomorphic to
A2n−3). Its appearance reveals a deep connection between integrable hierarchies and mirror
symmetry (see more in Section 6).
Although the simple singularities are the only singularities with central charge cˆW <
1, there are many more examples of singularities. It would be an extremely interesting
problem to find other integrable hierarchies corresponding to singularities with cˆW ≥ 1.
Witten’s second conjecture is the following ADE self-mirror conjecture which inter-
changes the A-model with the B-model.
Conjecture 1.0.6 (ADE Self-Mirror Conjecture). If W is a simple singularity, then for
the symmetry group 〈J〉, generated by the exponential grading operator, the ring HW,〈J〉 is
isomorphic to the Milnor ring of W.
The second main theorem of this paper is the following.
Theorem 1.0.7.
(1): Except for Dn with n odd, the ring HW,〈J〉 of any simple (ADE) singularity W
with group 〈J〉 is isomorphic to the Milnor ring QW of the same singularity.
(2): The ring HDn,GDn of Dn with the maximal diagonal symmetry group GDn is iso-
morphic to the Milnor ring QA2n−3 of W = xn−1y + y2.
(3): The ring HW,GW of W = xn−1y + y2 (n ≥ 4) with the maximal diagonal symmetry
group GW is isomorphic to the Milnor ring QDn of Dn.
The readers may note the similarities between the statements of the above mirror sym-
metry theorem and our integrable hierarchies theorems. In fact, the mirror symmetry the-
orem is the first step towards the proof of integrable hierarchies theorems.
Of course we cannot expect that most singularities will be self-mirror, but we can hope
for mirror symmetry beyond just the simple singularities. Since the initial draft of this
paper, much progress has been made [FJJS, Kr, PAKWR] for invertible singularities. An
invertible singularity has the property that the number of monomials is equal to the number
of variables. This is a large class of quasi-homogeneous singularities.
In general, it is a very difficult problem to compute Gromov-Witten invariants of com-
pact Calabi-Yau manifolds. While there are many results for low genus cases [Gi1, LLY,
Z], there are only a very few compact examples [MP, OP1] where one knows how to com-
pute Gromov-Witten invariants in all genera by either mathematical or physical methods
(for some recent advances see [HKQ]).
Note that a Calabi-Yau hypersurface of weighted projective space defines a quasi-homogenenous
singularity and hence an LG-theory. This type of singularity has ∑i qi = 1. In the early
‘90s, Martinec-Vafa-Warner-Witten proposed a famous conjecture [Mar], [VW], [Wi4]
connecting these two points of view.
Conjecture 1.0.8 (Landau-Ginzburg/Calabi-Yau Correspondence). The LG-theory of a
generic quasi-homogeneous singularity W/〈J〉 and the corresponding Calabi-Yau theory
are isomorphic in a certain sense.
This is certainly one of the most important conjectures in the subject. The importance of
the conjecture comes from the physical indication that the LG/singularity-theory is much
easier to compute than the Calabi-Yau geometry. The precise mathematical statement of
the above conjecture is still lacking at this moment (see [ChiR] also). We hope to come
back to it on another occasion.
We conclude by noting that it would be a very interesting problem to explore how to
extend our results to a setting like that treated by Guffin and Sharpe in [GS1, GS2]. They
QUANTUM SINGULARITY THEORY 7
have considered twisted Landau-Ginzburg models without coupling to topological gravity,
but over more general orbifolds; whereas our model couples to topological gravity, but we
work exclusively with orbifold vector bundles.
1.1. Organization of the paper. A complete construction of our theory will be carried
out in a series of papers. In this paper, we give a complete description of the algebro-
geometric aspects of our theory. The information missing is the analytic construction of
the moduli space of solutions of the Witten equation and its virtual fundamental cycle,
which is done in a separate paper [FJR2]. Here, we summarize the main properties or
axioms of the cycle and their consequences. The main application is the proof of Witten’s
self-mirror conjecture and integrable hierarchies conjecture for ADE-singularities.
The paper is organized as follows. In Section 2, we will set up the theory of W-
structures. This is the background data for the Witten equation and a generalization of
the well-known theory of r-spin curves. The analog of quantum cohomology groups and
the state space of the theory will be described in Section 3. In Section 4, we formulate a list
of axioms of our theory. The proof of Witten’s mirror symmetry conjecture is in Section 5.
The proof of his integrable hierarchies conjecture is in Section 6.
1.2. Acknowledgments. The third author would like to express his special thanks to E.
Witten for explaining to him his equation in 2002 and for his support over these years.
Thanks also go to K. Hori and A. Klemm for many stimulating discussions about Landau-
Ginzburg models.
The last two authors would like to thank R. Kaufmann for explaining his work, for
many helpful discussions, and for sharing a common interest and support on this subject
for these years. We also thank Marc Krawitz for showing us the Berglund-Hu¨bsch mirror
construction, Eric Sharpe for explaining to us some aspects of his work in [GS1, GS2],
and Alessandro Chiodo for his insights. The second author would also like to thank T.
Kimura for helpful discussions and insights, and the Institut Mittag-Leffler, for providing
a stimulating environment for research.
The first author would like to thank K. C. Chang, Weiyue Ding, and J. Jost for their
long-term encouragement and support, and especially he wants to thank Weiyue Ding for
fruitful discussions and warm help for many years. He also thanks Bohui Chen for many
useful suggestions and comments. Partial work was done when the first author visited MPI
in Leipzig, MSRI in Berkeley and the University of Wisconsin-Madison respectively; he
appreciates their hospitality.
The first and second authors thank H. Tracy Hall for many helpful discussions and for
his ideas and insights related to Proposition 2.3 and Equation (99).
Finally, the third author would like to thank the University of Wisconsin-Madison,
where the much of the current work has taken place, for warm support and fond mem-
ories.
2. W-curves and their moduli
2.1. W-structures on orbicurves.
2.1.1. Orbicurves and line bundles. Recall that an orbicurve C with marked points p1, . . . , pk
is a (possibly nodal) Riemann surface C with orbifold structure at each pi and each node.
That is to say, for each marked point pi there is a local group Gpi and (since we are working
over C) a canonical isomorphism Gpi  Z/mi for some positive integer mi. A neighbor-
hood of pi is uniformized by the branched covering map z ✲ zmi . For each node p
there is again a local group Gp  Z/n j whose action is complementary on the two different
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branches. That is to say, a neighborhood of a nodal point (viewed as a neighborhood of the
origin of {zw = 0} ⊂ C2) is uniformized by a branched covering map (z,w) ✲ (zn j ,wn j ),
with n j ≥ 1, and with group action e2πi/n j (z,w) = (e2πi/n j z, e−2πi/n j w).
Definition 2.1.1. We will call the orbicurve C smooth if the underlying curve C is smooth,
and we will call the orbicurve nodal if the underlying curve C is nodal.
Note that this definition agrees with that of algebraic geometers for smooth Deligne-
Mumford stacks, but it differs from that of many topologists (e.g., [CheR1]) since orbi-
curves with non-trivial orbifold structure at a point will still be called smooth when the
underlying curve is smooth.
We denote by ̺ : C ✲ C the natural projection to the underlying (coarse, or non-
orbifold) Riemann surface C. If L is a line bundle on C, it can be uniquely lifted to an
orbifold line bundle ̺∗L over C . When there is no danger of confusion, we use the same
symbol L to denote its lifting.
Definition 2.1.2. Let KC be the canonical bundle of C. We define the log-canonical bundle
of C to be the line bundle
KC,log := K ⊗O(p1) ⊗ · · · ⊗O(pk),
where O(p) is the holomorphic line bundle of degree one whose sections may have a simple
pole at p. This bundle KC,log can be thought of as the canonical bundle of the punctured
Riemann surface C − {p1, . . . , pk}.
The log-canonical bundle of C is defined to be the pullback to C of the log-canonical
bundle of C:
KC ,log := ̺∗KC,log. (1)
Near a marked point p of C with local coordinate x, the bundle KC,log is locally generated
by the meromorphic one-form dx/x. If the local coordinate near p on C is z, with zm = x,
then the lift KC ,log := ̺∗(KC,log) is still locally generated by m dz/z = dx/x. When there
is no risk of confusion, we will denote both KC,log and KC ,log by Klog. Near a node with
coordinates z and w satisfying zw = 0, both K and Klog are locally generated by the one-
form dz/z = −dw/w.
Note that although ̺∗KC,log = KC ,log, the usual canonical bundle does not pull back to
itself:
̺∗KC = KC ⊗ O(−
k∑
i=1
(mi − 1)pi) , KC , (2)
where mi is the order of the local group at pi. This can be seen from the fact that when
x = zm we have
dx = mzm−1dz. (3)
2.1.2. Pushforward to the underlying curve. If L is an orbifold line bundle on a smooth
orbicurve C , then the sheaf of locally invariant sections of L is locally free of rank one,
and hence dual to a unique line bundle |L | on C . We also denote |L | by ̺∗L , and it is
called the “desingularization” of L in [CheR1, Prop 4.1.2]. It can be constructed explicitly
as follows.
We keep the local trivialization at non-orbifold points, and change it at each orbifold
point p. If L has a local chart ∆ × C with coordinates (z, s), and if the generator 1 ∈
Z/m  Gp acts locally on L by (z, s) 7→ (exp(2πi/m)z, exp(2πiv/m)s), then we use the
Z/m-equivariant map Ψ : (∆ − {0}) × C ✲ ∆ × C given by
(z, s) ✲ (zm, z−vs), (4)
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where Z/m acts trivially on the second ∆ × C. Since Z/m acts trivially, this gives a line
bundle over C, which is |L |.
If the orbicurve C is nodal, then the pushforward ̺∗L of a line bundle L may not be a
line bundle on C. In fact, if the local group Gp at a node acts non-trivially on L , then the
invariant sections of L form a rank-one torsion-free sheaf on C (see [AJ]). However, we
may take the normalizations C˜ and C˜ to get (possibly disconnected) smooth curves, and
the pushforward of L from C˜ will give a line bundle on C˜. Thus |L | is a line bundle away
from the nodes of C, but its fiber at a node is two-dimensional; that is, there is (usually)
no gluing condition on |L | at the nodal points. The situation is slightly more subtle than
this (see [AJ]), but for our purposes, it will be enough to consider the pushforward |L | as
a line bundle on the normalization C˜ where the local group acts trivially on L .
It is also important to understand more about the sections of the pushforward ̺∗L .
Suppose that s is a section of |L | having local representative g(u). Then (z, zvg(zm)) is a
local section of L . Therefore, we obtain a section ̺∗(s) ∈ Ω0(L ) which equals s away
from orbifold points under the identification given by Equation 4. It is clear that if s is
holomorphic, so is ̺∗(s). If we start from an analytic section of L , we can reverse the
above process to obtain a section of |L |. In particular, L and |L | have isomorphic spaces
of holomorphic sections:
̺∗ : H0(C, |L |)−˜→H0(C ,L ).
In the same way, there is a map ̺∗ : Ω0,1(|L |) ✲ Ω0,1(L ), where Ω0,1(L ) is the space
of orbifold (0, 1)-forms with values in L . Suppose that g(u)du¯ is a local representative of
a section of t ∈ Ω0,1(|L |). Then ̺∗(t) has a local representative zvg(zm)mz¯m−1dz¯. Moreover,
̺ induces an isomorphism
̺∗ : H1(C, |L |)−˜→H1(C ,L ).
Example 2.1.3. The pushforward |KC | of the log-canonical bundle of any orbicurve C is
again the log-canonical bundle of C, because at a point p with local group Gp  Z/m the
one-form m dz/z = dx/x is invariant under the local group action.
Similarly, the pushforward |KC | of the canonical bundle of C is just the canonical bundle
of C:
|KC | = ̺∗KC = KC , (5)
because the local group Z/m acts on the one-form dz by exp(2πi/m)dz, and the invariant
holomorphic one-forms are precisely those generated by mzm−1dz = dx.
2.1.3. Quasi-homogeneous polynomials and their Abelian automorphisms.
Definition 2.1.4. A quasi-homogeneous (or weighted homogeneous) polynomial W ∈
C[x1, . . . , xN] is a polynomial for which there exist positive rational numbers q1, . . . , qN ∈
Q>0, such that for any λ ∈ C∗
W(λq1 x1, . . . , λqN xN) = λW(x1, . . . , xN). (6)
We will call q j the weight of x j. We define d and ni for i ∈ {1, . . . , N} to be the unique
positive integers such that (q1, . . . , qN) = (n1/d, . . . , nN/d) with gcd(d, n1, . . . , nN) = 1.
Throughout this paper we will need a certain nondegeneracy condition on W.
Definition 2.1.5. We call W nondegenerate if
(1) W contains no monomial of the form xix j, for i , j and
(2) The hypersurface defined by W in weighted projective space is non-singular, or,
equivalently, the affine hypersurface defined by W has an isolated singularity at
the origin.
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The following proposition was pointed out to us by N. Priddis and follows from [HK,
Thm 3.7(b)].
Proposition 2.1.6. If W is a non-degenerate, quasi-homogeneous polynomial, then the
weights qi are bounded by qi ≤ 12 and are unique.
From now on, when we speak of a quasi-homogeneous polynomial W, we will assume
it to be nondegenerate.
Definition 2.1.7. Write the polynomial W = ∑sj=1 W j as a sum of monomials W j =
c j
∏N
ℓ=1 x
b jℓ
ℓ
, with b jℓ ∈ Z≥0, and with c j , 0. Define the s × N matrix
BW := (b jℓ), (7)
and let BW = VT Q be the Smith normal form of BW [Ar, §12 Thm 4.3]. That is, V is an
s × s invertible integer matrix and Q is an N × N invertible integer matrix. The matrix
T = (t jℓ) is an s × N integer matrix with t jℓ = 0 unless ℓ = j, and tℓ,ℓ divides tℓ+1,ℓ+1 for
each ℓ ∈ {1, . . . , N − 1}.
Lemma 2.1.8. If W is nondegenerate, then the group
GW := {(α1, . . . , αN) ∈ (C∗)N | W(α1 x1, . . . , αN xN) = W(x1, . . . , xN)}
of diagonal symmetries of W is finite.
Proof. The uniqueness of the weights qi is equivalent to saying that the matrix BW has
rank N. We may as well assume that BW is invertible. Now write γ = (α1, . . . , αN) ∈ GW ,
as α j = exp(u j + v ji) for u j ∈ R uniquely determined, and v j ∈ R determined up to
integral multiple of 2πi. The equation W(α1x1, . . . , αN xN) = W(x1, . . . , xN) can be written
as BW(u + vi) ≡ 0 (mod 2πi), where u + vi = (u1 + v1i, . . . , uN + vN i) and 0 is the zero
vector. Invertibility of BW shows that uℓ = 0 for all ℓ. Thus GW is a subgroup of U(1)N ,
and a straightforward argument shows that the number of solutions (modulo 2πi) to the
equation BW(vi) ≡ 0 (mod 2πi) is also finite. 
Definition 2.1.9. We write each element γ ∈ GW (uniquely) as
γ = (exp(2πiΘγ1), . . . , exp(2πiΘγN)),
with Θγi ∈ [0, 1) ∩Q.
There is a special element J of the group GW which is defined to be
J := (exp(2πiq1), . . . , exp(2πiqN)),
where the qi are the weights defined in Definition 2.1.5. Since qi , 0 for all i, we have
ΘJi = qi. By definition, the order of the element J is d.
The element J will play an important role in the remainder of the paper.
For any γ ∈ GW , let CNγ :=
(
CN
)γ
be the set of fixed points of γ in CN , let Nγ denote its
complex dimension, and let Wγ := W |CNγ be the quasi-homogeneous singularity restricted
to the fixed point locus of γ. The polynomial Wγ defines a quasi-homogeneous singularity
of its own in CNγγ , and Wγ has its own Abelian automorphism group. However, we prefer
to think of the original group GW acting on CNγ . Note that GW preserves the subspace
CNγ ⊆ CN .
Lemma 2.1.10. If W is a non-degenerate, quasi-homogeneous polynomial, then for any
γ ∈ GW , the polynomial Wγ has no non-trivial critical points. Therefore, Wγ is itself a
non-degenerate, quasi-homogeneous polynomial in the variables fixed by γ.
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Proof. Let m ⊂ C[x1, . . . , xN] be the ideal generated by the variables not fixed by γ, and
write W as W = Wγ + Wmoved, where Wmoved ∈ m. In fact, we have Wmoved ∈ m2 because
if any monomial in Wmoved does not lie in m2, it can be written as xmM, where M is a
monomial fixed by γ. However, γ ∈ GW acts diagonally, and it must fix W, and hence it
must fix every monomial of W, including xmM. Since it fixes M and xmM, it must also fix
xm—a contradiction. This shows that Wmoved ∈ m2.
Now we can show that there are no non-trivial critical points of Wγ. For simplicity,
re-order the variables so that x1, . . . , xℓ are the fixed variables, and xℓ+1, . . . , xN are the
remaining variables. If there were a non-trivial critical point of Wγ, say (α1, . . . , αℓ) ∈ Cℓ,
then the point (α1, . . . , αℓ, 0, . . . , 0) ∈ CN would be a non-trivial critical point of W. To see
this, note that for any i ∈ {1, . . . , N} we have
∂Wmoved
∂xi
∣∣∣∣∣(α1 ,...,αℓ ,0,...,0) = 0,
since Wmoved ∈ m2. This gives
∂W
∂xi
∣∣∣∣∣(α1 ,...,αℓ ,0,...,0) =
∂Wγ
∂xi
∣∣∣∣∣∣(α1,...,αℓ) +
∂Wmoved
∂xi
∣∣∣∣∣(α1 ,...,αℓ ,0,...,0) = 0,
which shows that (α1, . . . , αℓ, 0, . . . , 0) is a non-trivial critical point of W—a contradiction.

2.1.4. W-structures on an orbicurve. A W-structure on an orbicurve C is essentially a
choice of N line bundles L1, . . . ,LN so that for each monomial W j = x
b j,1
1 · · · x
b j,N
N we have
an isomorphism of line bundles
ϕ j : L
⊗b j,1
1 · · ·L
⊗b j,N
N
✲ Klog.
However, the isomorphisms ϕ j need to be compatible, in the sense that at any point p there
exists a trivialization Li|p  C for every i and Klog
∣∣∣
p  C · dz/z such that for all j ∈
{1, . . . , s} we have ϕ j(1, . . . , 1) = 1 · dz/z ∈ C. If s = N we can choose such trivializations
for any choice of maps {ϕ j}, but if s > N then the choices of {ϕ j} need to be related.
To do this we use the Smith normal form to give us a sort of minimal generating set of
isomorphisms which will determine all the maps {ϕ j}.
Definition 2.1.11. For any nondegenerate, quasi-homogeneous polynomial W ∈ C[x1, . . . , xN],
with matrix of exponents BW = (bℓ j) and Smith normal form BW = VT Q, let A := (a jℓ) :=
V−1B = T Q, and let uℓ be the sum of the entries in the ℓth row of V−1 (i.e., the ℓth term in
the product V−1(1, 1, . . . , 1)T ).
For any ℓ ∈ {1, . . . , N} denote by Aℓ(L1, . . . ,LN) the tensor product
Aℓ(L1, . . . ,LN) := L ⊗aℓ11 ⊗ · · · ⊗ L ⊗aℓNN
We define a W-structure on an orbicurve C to be the data of an N-tuple (L1, . . . ,LN)
of orbifold line bundles on C and isomorphisms
ϕ˜ℓ : Aℓ(L1, . . . ,LN)−˜→KuℓC ,log
for every ℓ ∈ {1, . . . , N}.
Note that for each point p ∈ C , an orbifold line bundle L on C induces a represen-
tation Gp ✲ Aut(L ). Moreover, a W-structure on C will induce a representation
rp : Gp ✲ U(1)N . For all our W-structures we require that this representation rp be
faithful at every point.
The next two propositions follow immediately from the definitions.
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Proposition 2.1.12. The Smith normal form is not necessarily unique, but for any two
choices of Smith normal form B = VT Q = V ′T ′Q′ a W-structure (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N)
with respect to VT Q induces a canonical W-structure (L1, . . . ,LN , ϕ˜′1, . . . , ϕ˜′N) with re-
spect to V ′T ′Q′, where the isomorphism ϕ˜′i is given by
ϕ˜′i = ϕ˜
zi1
1 ⊗ · · · ⊗ ϕ˜
ziN
N ,
and where Z = (zi j) := (V ′)−1V.
Proposition 2.1.13. For each j ∈ {1, . . . , s} the maps {ϕ˜ℓ} induce an isomorphism
ϕ j :=ϕ˜
v j1
1 ⊗ · · · ⊗ ϕ˜
v jN
N : W j(L1, . . . ,LN)
= L
⊗b j1
1 ⊗ · · · ⊗L
⊗b j,N
N = L
∑
ℓ v jℓaℓ1
1 ⊗ · · ·L
∑
ℓ v jℓaℓN
N
✲ KC ,log,
(8)
where V = (v jℓ).
Moreover, if B is square (and hence invertible), then a choice of isomorphisms ϕ j :
L
⊗b j1
1 ⊗ · · · ⊗ L
⊗b j,N
N
✲ KC ,log for every j ∈ {1, . . . , N} is equivalent to a choice of
isomorphisms ϕ˜ℓ : L ⊗aℓ11 ⊗ · · · ⊗L
⊗aℓN
N
✲ Kuℓ
C ,log for every ℓ ∈ {1, . . . , N}.
Finally, the induced maps ϕ j : L
b j,1
1 ⊗ · · · ⊗ L
b j,N
N
✲ KC ,log are independent of the
choice of Smith normal form VT Q
For the rest of this paper, we will assume that a choice of Smith normal form BW = VT Q
has been fixed for each W.
Definition 2.1.14. Given any two W-structures L := (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N) and L′ :=
(L ′1 , . . . ,L ′N , ϕ˜′1, . . . , ϕ˜′N) on C , any set of morphisms ξ j : L j ✲ L ′j of orbifold line
bundles for j ∈ {1, . . . , N} will induce a morphism
Ξl : L
aℓ1
1 ⊗ · · · ⊗L
aℓN
N
✲ L ′aℓ11 ⊗ · · · ⊗ L
′aℓN
N
for every l ∈ {1, . . . , s}.
An isomorphism of W-structures Υ : L ✲ L′ on C is defined to be a collection of
isomorphisms ξ j : L j ✲ L ′j such that for every ℓ ∈ {1, . . . , N} we have ϕ˜ℓ = ϕ˜
′
ℓ
◦ Ξℓ.
It will be important later to know that different choices of maps {ϕ˜ j} all give isomorphic
W-structures.
Proposition 2.1.15. For a given orbicurve C , any two W-structures L1 := (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N)
and L2 := (L1, . . . ,LN , ϕ˜′1, . . . , ϕ˜′N) on C which have identical bundles L1, . . . ,LN are
isomorphic.
Proof. For each j ∈ {1, . . . , N} the composition ϕ˜−1j ◦ ϕ˜′j is an automorphism of Ku jlog and
hence defined by an element exp(α j) ∈ C∗.
Since B := BW is of maximal rank, the product T Q in the Smith normal form decom-
position of B consists of a non-singular N × N block C on top, with all remaining rows
identically equal to zero.
V−1B = T Q =

C
−
0
 .
Let (β1, . . . , βN)T := C−1(α1, . . . , αN)T ∈ QN . For every ℓ ∈ {1, . . . , N} the collection
of automorphisms {exp(β j) : L j ✲ L j} induces the automorphism exp(∑Ni=1 aℓiβi) =
exp(αℓ) on L ⊗aℓ11 ⊗ · · · ⊗L ⊗aℓNN and hence takes ϕ˜ℓ to exp(αℓ)ϕ˜ℓ = ϕ˜′ℓ. Thus the collection
{exp(β j)} induces an isomorphism of W-structures L1−˜→L2. 
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Example 2.1.16. In the case where W = xr (the Ar−1 singularity), a W-structure is an
r-spin structure (see [AJ]).
Definition 2.1.17. For each orbifold marked point pi we will denote the image rpi (1) of
the canonical generator 1 ∈ Z/mi  Gpi in U(1)N by
γi := γpi := rpi (1) = (exp(2πiΘγ1), . . . , exp(2πiΘγN)).
The choices of orbifold structure for the line bundles in the W-structure is severely
restricted by W.
Lemma 2.1.18. Let (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N) be a W-structure on an orbicurve C at an
orbifold point p ∈ C . The faithful representation rp : Gp ✲ U(1)N factors through GW ,
so γi ∈ GW for all i ∈ {1, . . . , k}.
Proof. Recall that for each j ∈ {1, . . . , s}, the bundle W j(L1, . . . ,LN) = L ⊗b1, j1 ⊗ · · · ⊗
L
⊗bN, j
N is isomorphic to Klog, and so the local group acts trivially on it. However, the
generator γp ∈ Gp acts on W j(L1, . . . ,LN) as exp(2πi∑i bi jΘγi ). Therefore ∑i bi jΘγi ∈ Z,
and γ fixes W j. 
Definition 2.1.19. A marked point p of a W-curve is called narrow if the fixed point locus
Fix(γ) ⊆ CN is just {0}. The point p is called broad otherwise.
Remark 2.1.20. Note that for any given orbicurve C , any two W-structures on C differ
by line bundles N1, . . . ,NN with isomorphisms ξ j : N ⊗aℓ11 ⊗ · · · ⊗ N
⊗aℓN
N −˜→OC . The
set of such tuples (N1, . . . ,NN , ξ1, . . . , ξs), up to isomorphism, is a group under tensor
product, and is isomorphic to the (finite) cohomology group H1(C ,GW). Thus the set of
W-structures on C is an H1(C ,GW)-torsor.
An automorphism of a W-curve L induces an automorphism of the orbicurve C and
underlying (coarse) curve C. It is easy to see that the group of automorphisms L which
fix the underlying (coarse) curve C consists of all elements in the group GW , acting by
multiplication of the fibers of L1, . . . ,LN . This gives the exact sequence
1 ✲ AutC(L) = GW ✲ Aut(L) ✲ Aut(C).
More generally, if the stable curve C has irreducible components Cl for l ∈ {1, . . . , t} and
nodes ν ∈ E, we denote by Li the restriction to Ci of the W-structure. To describe the
automorphisms of the W-structure in this case, it will be convenient to choose an orienta-
tion on the edges of the dual graph of C. This amounts to choosing, for each node ν ∈ E,
one of the components passing through ν to be designated as Cν+ . The other component
passing through ν is designated Cν− . If the same irreducible component Ci passes through
ν twice, then that component will be designated both Cν+ and Cν− . The final result will be
independent of these choices.
Let Gν denote the local group at the node ν. Any element g ∈ AutCi (Li) induces (by
restriction) elements gν+ and gν− in Gν. We define δ :
∏
i AutCi (Li) ✲
∏
ν Gν to be the
homomorphism defined as (δ(g))ν = gν+g−1ν− . We have an exact sequence
1 ✲ AutC L ✲
∏
i
AutCi (Li) ✲
∏
ν∈E
Gν. (9)
Example 2.1.21. Consider a W-curve with two irreducible components C1 and C2 with
marked points {pi|i ∈ I1} ∪ {q+} ⊂ C1 and {pi|i ∈ I2} ∪ {q−} ⊂ C2, such that the components
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meet at a single node q = q+ = q− and such that I1⊔ I2 = {1, . . . , k}. Denote the local group
at q± by 〈γ±〉. Note that γ− = γ−1+ . In this case we have
AutC(L) = GW ×G/〈γ+〉 GW , (10)
where GW ×GW/〈γ+〉 GW denotes the group of pairs (g1, g2) such that the images of g1 and g2
are equal in GW/〈γ+〉.
Example 2.1.22. If C consists of a single (possibly nodal) irreducible component, then
we have
AutC(L) = GW . (11)
2.1.5. Pushforward of W-structures. We need to understand the behavior of W-structures
when forgetting the orbifold structure at marked points, that is, when they are pushed down
to the underlying (coarse) curve.
Consider, as an initial example, the case of W = xr , so that a W-structure consists of a
line bundle L r  Klog. Near an orbifold point p with local coordinate z the canonical gen-
erator 1 ∈ Z/m  Gp of the local group Gp acts on L by (z, s) 7→ (exp(2πi/m)z, exp(2πi(v/m))s)
for some v ∈ {0, . . . ,m − 1}. Since Klog is invariant under the local action of Gp, we must
have rv = ℓm for some ℓ ∈ {0, . . . , r − 1}, and v
m
= ℓ
r
. Denote the (invariant) local coor-
dinate on the underlying curve C by u = zm. Any section in σ ∈ Ω0(|L |) must locally
be of the form σ = g(u)zvs, in order to be Z/m-invariant. So σr has local representative
zrvgr(u) dzz = uℓgr(u) dumu . Hence, σr ∈ Ω0(Klog ⊗ O((−ℓ)p), and thus when ℓ , 0, we have
σr ∈ Ω0(K).
Remark 2.1.23. More generally, if L r  Klog on a smooth orbicurve with action of the
local group on L defined by ℓi > 0 (as above) at each marked point pi, then we have
(̺∗L )r = |L |r = Klog ⊗
⊗
i
O((−ℓi)pi)
 = Klog ⊗
⊗
i
O((−r(v/m))pi)
 .
Proposition 2.1.24. Let (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N) be a W-structure on an orbicurve C
which is smooth (the underlying curve C is nonsingular) at an orbifold point p ∈ C .
Suppose also that the local group Gp  Z/m of p acts on L j by
γ = (exp(2πiΘγ1), . . . , exp(2πiΘγN));
that is, exp(2πi/m)(z,w j) = (exp(2πi/m)z, exp(2πiΘγj )w j) with 1 > Θγj ≥ 0.
Let C denote the orbicurve obtained from C by making the orbifold structure at p trivial
(but retaining the orbifold structure at all other points). Let ̺ : C ✲ C be the obvious
induced morphism, and let ̺∗(L ) denote the pushforward to C of an orbifold line bundle
L on C .
For any isomorphism ψ : L e11 ⊗ · · · ⊗L
eN
N
✲ Klog we have an induced isomorphism
on the pushforward
̺∗(L1)e1 ⊗ · · · ⊗ ̺∗(LN)eN ✲ KC ,log ⊗O
−
N∑
j=1
e jΘ
γ
j p
 . (12)
If C is a smooth orbicurve (i.e., C is a smooth curve), let γℓ define the action of the
local group Gpℓ near pℓ. For any isomorphism ψ : L
e1
1 ⊗ · · · ⊗ L
eN
N
✲ Klog we have a
(global) induced isomorphism
|ψ| : |L1|
e1 ⊗ · · · ⊗ |LN |
eN ✲ K
C ,log ⊗ O
−
k∑
ℓ=1
N∑
j=1
e jΘ
γℓ
j pℓ
 .
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In particular, for every monomial Wi, the isomorphism of Equation (8) induces an iso-
morphism
Wi(|L1|, . . . , |LN |)  KC,log ⊗O
−
k∑
ℓ=1
N∑
j=1
bi jΘγℓj pℓ
 (13)
Proof. Equation (12) is a straightforward generalization of the argument given above when
W = xr , the description of γ as γ = (exp(2πiΘγ1, . . . , exp(2πiΘγN))), and the description of
|L j| in terms of the action of the local group Gp given above. 
2.2. Moduli of stable W-orbicurves.
Definition 2.2.1. A pair C = (C ,L) consisting of an orbicurve C with k marked points
and with W-structure L is called a stable W-orbicurve if the underlying curve C is a stable
curve, and if for each point p of C the representation rp : Gp ✲ GW is faithful.
Definition 2.2.2. A genus-g, stable W-orbicurve with k marked points over a base T is
given by a flat family of genus-g, k-pointed orbicurves C ✲ T with (gerbe) mark-
ings Si ⊂ C and sections σi : T ✲ Si, and the data (L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N).
The sections σi are required to induce isomorphisms between T and the coarse mod-
uli of Si for i ∈ {1, . . . , k}. The Li are orbifold line bundles on C . And the ϕ˜ j :
A j(L1, . . . ,LN)−˜→Ku jC /T,log := (KC /T (
∑
Si))u j are isomorphisms to the u j-fold tensor
power of the relative log-canonical bundle which, together with the Li, induce a W-
structure on every fiber Ct.
Definition 2.2.3. A morphism of stable W-orbicurves (C /T,S1, . . . ,Sk,L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N)
and (C ′/T ′,S ′1 , . . . ,S ′k ,L ′1 , . . . ,L ′N , ϕ˜′1, . . . , ϕ˜′s) is a tuple of morphisms (τ, µ, α1, . . . , αN)
such that the pair (τ, µ) forms a morphism of pointed orbicurves:
C
µ ✲ C ′
T
❄ τ ✲ T ′
❄
and the α j : L j−˜→µ∗L ′j are isomorphisms of line bundles which form an isomorphism of
W-structures on C (see Definition 2.1.14).
Definition 2.2.4. For a given choice of non-degenerate W, we denote the stack of stable
W-orbicurves by W g,k(W). If the choice of W is either clear or is unimportant, we simply
write W g,k.
Remark 2.2.5. This definition depends on the choice of Smith normal form B = VT Q,
but by Proposition 2.1.12 any other choice of Smith normal form for the same polynomial
W will give a canonically isomorphic stack.
Forgetting the W-structure and the orbifold structure gives a morphism
st : W g,k ✲ M g,k.
The morphism st plays a role similar to that played by the stabilization morphism of stable
maps. It is quasi-finite by Remark 2.1.20.
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Theorem 2.2.6. For any nondegenerate, quasi-homogeneous polynomial W, the stack
W g,k is a smooth, compact orbifold (Deligne-Mumford stack) with projective coarse mod-
uli. In particular, the morphism st : W g,k ✲ M g,k is flat, proper and quasi-finite (but
not representable).
Proof. Denote the classifying stack of C∗ by BC∗. For each orbicurve C the line bundle
Klog corresponds to a 1-morphism
C ✲ BC∗,
and composing with the diagonal embedding ∆ : BC∗ ✲ (BC∗)N , we have
δ := ∆ ◦ Klog : C ✲ (BC∗)N . (14)
Furthermore, each isomorphism ϕ˜i induces a 1-morphism (BC∗)N ✲ BC∗, and to-
gether they yield a morphism
ΦW : (BC∗)N ✲ (BC∗)N . (15)
It is easy to see that the data of a W-structure on C is equivalent to the data of a repre-
sentable 1-morphism
L : C ✲ (BC∗)N ,
which makes the diagram
(BC∗)N
C
δ✲
L
✲
(BC∗)N
ΦW
❄
commute.
As in [AJ, §1.5] we let Cg,k ✲ M g,k denote the universal curve, and we consider the
stack
Cg,k,W := Cg,k ×(BC∗)N
(BC∗)N ,
where the fiber product is taken with respect to δ on the left and ΦW on the right. The stack
Cg,k,W is an e´tale gerbe over Cg,k banded by GW . In particular, it is a Deligne-Mumford
stack.
Any W-curve (C /S , p1, . . . , pk,L1, . . . ,LN , ϕ˜1, . . . , ϕ˜s) induces a representable map
C ✲ Cg,k,W which is a balanced twisted stable map. The homology class of the im-
age of the coarse curve C is the class F of a fiber of the universal curve Cg,k ✲ M g,k.
The family of coarse curves C ✲ S gives rise to a morphism S ✲ M g,k and we have
an isomorphism C  S ×
M g,k
Cg,k. We thus have a base-preserving functor from the stack
W g,k of W-curves to the stack Kg,k(Cg,k,W/M g,k, F) of balanced, k-pointed twisted stable
maps of genus g and class F into Cg,n,W relative to the base stack M g,k (see [AV, §8.3]).
The image lies in the closed substack where the markings of C line up over the markings
of Cg,n. It is easy to see that the resulting functor is an equivalence. Thus W g,k is a proper
Deligne-Mumford stack admitting a projective coarse moduli space.
Smoothness of the stack W g,k follows, as in the An case (see [AJ, Prop 2.1.1]), from
the fact that the relative cotangent complex LΦW of ΦW : (BC∗)N ✲ (BC∗)N is trivial.
That means that the deformations and obstructions of a W-curve are identical to those of
the underlying orbicurves, but these are known to be unobstructed (see [AJ, §2.1]). 
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2.2.1. Decomposition of W g,k into components. The orbifold structure, and the image
γi = rpi (1) of the canonical generator 1 ∈ Z/mi  Gpi at each marked point pi is lo-
cally constant, and hence are constant for each component of W g,k. Therefore, we can use
these decorations to decompose the moduli space into components.
Definition 2.2.7. For any choice γ := (γ1, . . . , γk) ∈ GkW we define W g,k(γ) ⊆ W g,k to
be the open and closed substack with orbifold decoration γ. We call γ the type of any
W-orbicurve in W g,k(γ).
We have the decomposition
W g,k =
∑
γ
W g,k(γ).
Note that by applying the degree map to Equation (13) we gain an important selection
rule.
Proposition 2.2.8. A necessary and sufficient condition for W g,k(γ) to be non-empty is
q j(2g − 2 + k) −
k∑
l=1
Θ
γl
j ∈ Z. (16)
Proof. Although the degree of an orbifold bundle on C may be a rational number, the
degree of the pushforward ̺∗L j = |L j| on the underlying curve C must be an integer, so
for all i ∈ {1, . . . , s} the following equations must hold for integral values of deg(|L j|):
N∑
j=1
bi j deg(|L j|) = 2g − 2 + k −
k∑
l=1
N∑
j=1
bi jΘγlj . (17)
Moreover, because W is nondegenerate, the weights q j are uniquely determined by the
requirement that they satisfy the equations
∑N
j=1 bi jq j = 1 for all i ∈ {1, . . . , s}, so we find
that for every j ∈ {1, . . . , N} we have
deg(|L j|) =
q j(2g − 2 + k) −
k∑
l=1
Θ
γl
j
 ∈ Z. (18)
Conversely, if the degree condition (16) holds, then for any smooth curve C (not orbifolded)
we may choose line bundles E1, . . . , EN on C with deg(E j) = q j(2g − 2 + k) −∑kl=1 Θγlj for
each l. If we take A = (ai j) = V−1B and u = (ui) = V−1(1, . . . , 1)T as in Definition 2.1.11,
then for each i ∈ {1, . . . , s} we have a line bundle
Xi := E
ai,1
1 ⊗ · · · ⊗ E
ai,N
N ⊗ K
−ui
C,log ⊗O

k∑
l=1
N∑
j=1
ai jΘ
γl
j pl

and deg(Xi) satisfies
deg(X1)
...
deg(XN)
 = A

q1
...
qN
 (2g−2+k)−
k∑
l=1
A

Θ
γl
1
...
Θ
γl
N
−V−1

1
...
1
 (2g−2+k)+
k∑
l=1
A

Θ
γl
1
...
Θ
γl
N
 =

0
...
0

on C. Since the Jacobian Pic0(C) of any smooth curve C is a divisible group, and since the
matrix A is of rank N, there is at least one solution (Y1, . . . , YN) ∈ Pic0(C)N to the system
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of equations
Ya1,11 ⊗ · · · ⊗ Y
a1,N
N = X1
... =
...
YaN,11 ⊗ · · · ⊗ Y
aN,N
N = XN
This means that the (un-orbifolded) line bundles L j := Y−1j E j satisfy Lai,11 ⊗ · · · ⊗ L
ai,N
N 
KuiC,log ⊗ O
(
−
∑k
l=1
∑N
j=1 ai jΘ
γl
j pl
)
for each i ∈ {1, . . . , N}.
Now we may construct an orbicurve C on C with local group at pl generated by γl for
each l ∈ {1, . . . , k}, and we can construct the desired orbifold line bundles L j on C from L j
by inverting the map described in Subsection 2.1.2 at each marked point. It is easy to see
that these line bundles form a W-structure on C , and therefore W g,k(γ) is not empty. 
Example 2.2.9. For three-pointed, genus-zero W-curves, the choice of oribfold line bun-
dles L1, . . . ,LN providing the W-structure is unique, if it exists at all. Hence, if the selec-
tion rule is satisfied, W 0,3(γ) is isomorphic to BG.
2.2.2. Dual Graphs. We must generalize the concept of a decorated dual graph, given for
r-spin curves in [JKV1], to the case of a general W-orbicurve.
Definition 2.2.10. Let Γ be a dual graph of a stable curve (C , p1, . . . , pk) as in [JKV1]. A
half-edge of a graph Γ is either a tail or one of the two ends of a “real” edge of Γ.
Let V(Γ) be the set of vertices of Γ, let T (Γ) denote the tails of Γ, and let E(Γ) be the set
of “real” edges. For each ν ∈ V(Γ) let gν be the (geometric) genus of the component of C
corresponding to ν, let T (ν) denote the set of all half-edges of Γ at the vertex ν, and let kν
be the number of elements of T (ν).
Definition 2.2.11. Let Γ be a dual graph. The genus of Γ is defined as
g(Γ) = dim H1(Γ) +
∑
ν∈V(Γ)
gν.
A graph Γ is called stable if 2gν + kν ≥ 3 for every ν ∈ V(Γ).
Definition 2.2.12. A GW -decorated stable graph is a stable graph Γ with a decoration of
each tail τ ∈ T (Γ) by a choice of γτ ∈ GW .
It is often useful to decorate all the half-edges—not just the tails. In that case, we will
require that for any edge e ∈ E(Γ) consisting of two half edges τ+ and τ−, the corresponding
decorations γ+ and γ− satisfy
γ− = (γ+)−1, (19)
and we call such a graph a fully GW -decorated stable graph.
Definition 2.2.13. Given a W-curve C := (C , p1, . . . , pk,L1, . . . ,LN , ϕ˜1, . . . , ϕ˜N), the un-
derlying (coarse) curve C defines a dual graph Γ. Each half-edge τ of Γ corresponds to
an orbifold point pτ of the normalization of C , and thus has a corresponding choice of
γτ ∈ GW , as given in Proposition 2.1.24.
We define the fully GW -decorated dual graph of C to be the graph Γ where each half-
edge τ is decorated with the group element γτ.
Remark 2.2.14. If a fully GW-decorated graph Γ is to correspond to an actual W-orbicurve,
the selection rules of Equation (77) must be satisfied on every vertex of Γ; namely, for each
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ν ∈ V(Γ) and for each j ∈ {1, . . . , N} the degree of |L j| on the component of the underlying
curve associated to ν must be integral:
deg(|L j|ν) =
q j(2gν − 2 + kν) −
 ∑
τ∈T (ν)
Θ
γτ
j

 ∈ Z. (20)
Definition 2.2.15. For any GW -decorated stable W-graph Γ, we define W (Γ) to be the
closure in W g,k of the stack of stable W-curves with GW-decorated dual graph equal to Γ.
Remark 2.2.16. Note that no deformation of a nodal orbicurve will deform a node with
one orbifold structure to a node with a different orbifold structure—the only possibility
for change is to smooth the node away. This means that if Γ is GW -decorated only on
the tails and not on its edges, then the space W (Γ) is a disjoint union of closed subspaces
W (˜Γ) where the Γ˜ run through all the choices of fully GW-decorated graphs obtained by
decorating all edges of Γ with elements of GW .
When a graph is a tree with only two vertices and one (separating) edge, then the rules
of Equation (20) imply that the decorations on the tails uniquely determine the decoration
in the edge: each Θi for the edge is completely determined by the integrality condition.
However, if the graph is a loop, with only one vertex and one edge, then the rules of
Equation (20) provide no restriction on the decoration γ+ at the node.
Let the genus of Γ be g = g(Γ), let the number of tails of Γ be k, and let the ordered
k-tuple of the decorations associated to those tails be γ := (γ1, . . . , γk). In this case it is
clear that W (Γ) ⊆ W g,k(γ) is a closed substack.
2.2.3. Morphisms. We have already discussed the morphism st : W g,k ✲ M g,k. In this
subsection we define several other important morphisms.
Forgetting tails. If γ = (γ1, . . . , J, . . . , γk) is such that γi = J for some i ∈ {1, . . . , k} (that is,
Θ
γi
l = ql for every l ∈ {1, . . . , N}), and if γ′ = (γ1, . . . , γˆi, . . . , γk) ∈ Gk−1W is the k − 1-tuple
obtained by omitting the ith component of γ, then the forgetting tails morphism
ϑ : W g,k(γ) ✲ W g,k−1(γ′)
is obtained by forgetting the orbifold structure at the point pi.
We describe the morphism more explicitly as follows. Let C denote the orbicurve
obtained by forgetting the marked point pi and its orbifold structure, but leaving the rest
of the marked points of the orbicurve C unchanged. Let ̺ : C ✲ C be the obvious
morphism. By Proposition 2.1.24, the pushforwards ̺∗(L j) for j ∈ {1, . . . , N} satisfy
(̺∗(L1))a j,1 ⊗ · · · ⊗ (̺∗(LN))a j,N −˜→Ku jC ,log ⊗O((−
N∑
ℓ=1
a j,ℓΘJj )pi)
= Ku j
C ,log ⊗ O(−(
N∑
j=1
a jℓqℓ)pi)
= Ku j
C ,log ⊗ O(−u j pi) = KC ,log,
since
∑N
j=1 a jℓΘ
J
j =
∑N
j=1 a jℓqℓ = u j (because Aq = V−1Bq = V−1(1, . . . , 1)T = u). We
denote the induced isomorphisms by
ϕ˜′j : (̺∗(L1))a j,1 ⊗ · · · ⊗ (̺∗(LN))a j,N −˜→Ku j
C ,log
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The tuple (C , p1, . . . , pˆi, . . . , pk, ̺∗(L1), . . . , ̺∗(LN), ϕ˜′1, . . . , ϕ˜′N) is a W-orbicurve of
type γ′. This procedure induces the desired morphism
ϑ : W g,k(γ) ✲ W g,k−1(γ′).
Note that the essential property of γi that allows the forgetting tails morphism to exist
is the fact that
∑N
j=1 al jΘ
γi
j = ul for every l ∈ {1, . . . , s}. Since the weights q j are uniquely
determined by this property (since B and A are of rank N), this means that a marked point
pi may not be forgotten unless γi = J ∈ GW .
Gluing and cutting. Gluing two marked points on a stable curve or on a pair of stable curves
defines a Riemann surface with a node. This procedure defines two well-known morphisms
ρtree : M g1,k1+1 ×M g2,k2+1 ✲ M g1+g2,k1+k2 , (21)
ρloop : M g−1,k+2 ✲ M g,k. (22)
More generally, if Γ is a dual graph, then we can cut an edge to form Γ̂, and there is a
gluing map
ρ : M (̂Γ) ✲ M (Γ) ⊆ M ,
where M (Γ) denotes the closure in M g,k of the locus of stable curves with dual graph Γ.
Unfortunately, there is no direct lift of ρ to the moduli stack of W-curves because there
is no canonical way to glue the fibers of the line bundles Li on the two points that map
to a node. In fact, if anything, the morphism goes the other way; that is, restricting a W-
structure on a nodal (i.e., glued) curve to the normalization (i.e., cutting) of that curve will
induce a W-structure on the normalization. Unfortunately, this does not induce a morphism
from W (Γ) to W (̂Γ) because for many curves the normalization of the curve does not have
a well-defined choice of a marking (section) for the two points that map to the node.
Nevertheless, we can use this restriction property to create a pair of morphisms that will
serve our purposes just as well as a gluing morphism would. To do this, we first consider
the fiber product
F := M (̂Γ) ×
M (Γ) W (Γ).
F is the stack of triples ( ˜C , (C ,L), β), where ˜C is a pointed stable orbicurve with dual
graph Γ̂, and C is a pointed stable orbicurve with dual graph Γ; also, L is a W-structure on
C , and β : ρ[ ˜C ] ✲ C is an isomorphism of the glued curve ρ[ ˜C ] with the orbicurve C .
Instead of a lifted gluing (or cutting) map, we will use the following pair of maps:
W (̂Γ) ✛q F pr2✲ W (Γ),
where the morphism q simply takes the triple to the W-curve ( ˜C , β∗(L)) by pulling back the
W-structure to ˜C . This is well-defined because the fiber product has well-defined choices
of sections of ˜C mapping to the node of C .
Alternatively, we could also describe a gluing process in terms of an additional structure
that we call rigidification. Let p be a marked point. Let jp : BGp ✲ C be the
corresponding gerbe section of C . A rigidification at p is an isomorphism
ψ : j∗p(L1 ⊕ · · · ⊕ LN) ✲ [CN/Gp]
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such that for every ℓ ∈ {1, . . . , N} the following diagram commutes:
j∗p
 N⊕
m=1
Lm
 ψ✲ [CN/Gp]
j∗p(Kuℓlog)
ϕ˜ℓ ◦ Aℓ
❄
resuℓ ✲ C
Aℓ
❄
(23)
where the map resuℓ takes (dz/z)uℓ to 1. Note that the two terms in the bottom of the
diagram have trivial orbifold structure. Since each monomial Wℓ of W is fixed by GW , we
also have that each monomial Aℓ is fixed by GW and hence by Gp. This means that the
vertical maps are both well defined.
One can define the equivalence class of W-structures with rigidification in an obvious
fashion. The notion of rigidification is also important for constructing the perturbed Witten
equation, but we will not use it in any essential way in this paper.
A more geometric way to understand the rigidification is follows. Suppose the fiber
of the W-structure at the marked point is
[
(L1 ⊕L2 ⊕ · · · ⊕LN)/Gp
]
. The rigidification
can be thought as a Gp-equivariant map ψ :
⊕
i Li
✲ CN commuting with the W-
structure. For any element g ∈ Gp, the rigidification gψ is considered to be an equiva-
lent rigidification. The choice of ψ is equivalent to a choice of basis ei ∈ Li such that
A j(e1, . . . , eN) = (dz/z)u j and the basis g(e1), . . .g(eN) is considered to be an equivalent
choice. In particular, if Li1 , . . . ,Lim are the line bundles fixed by Gp (we call the corre-
sponding variables xi j the broad variables) then in each equivalance class of rigidifications,
the basis elements ei1 , . . . , eim for the subspace
⊕m
j=1 Li j
∣∣∣∣
p
are unique, but the basis ele-
ments for the terms not fixed by Gp (the narrow variables) are only unique up to the action
of Gp.
It is clear that the group GW/Gp acts transitively on the set of rigidifications within
a single orbit. Let W
rigp (Γ) be the closure of the substack of equivalence classes of W-
curves with dual graph Γ and a rigidification at p. The group GW/Gp acts on W
rigp (Γ)
by interchanging the rigidifications. The stack W
rigp (Γ) is a principal GW/Gp-bundle over
W (Γ) and [
W
rigp (Γ)/(GW/Gp)
]
= W (Γ).
Now we describe the gluing. To simplify notation, we ignore the orbifold structures at
other marked points and denote the type of the marked points p+, p− being glued by γ+, γ−.
Recall that the resulting orbicurve must be balanced, which means that γ− = γ−1+ . Let
ψ± : j∗p± (L1 ⊕ · · · ⊕LN) ✲ [CN/Gp± ]
be the rigidifications. However, the residues at p+, p− are opposite to each other. The
obvious identification will not preserve the rigidifications. Here, we fix once and for all an
isomorphism
I : CN ✲ CN
such that W(I(x)) = −W(x). I can be explicitly constructed as follows. Suppose that qi =
ni/d for common denominator d. Choose ξd = −1, and set I(x1, . . . , xN) = (ξn1 x1, . . . , ξnN xN).
If I′ is another choice, then I−1I′ ∈ 〈J〉 ≤ GW . Furthermore, I2 ∈ 〈J〉 ≤ GW as well. The
identification by I induces a W-structure on the nodal orbifold Riemann surface with a
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rigidification at the nodal point. Forgetting the rigidification at the node yields the lifted
gluing morphisms
ρ˜tree,γ : W
rig
g1,k1+1(γ) ×W
rig
g2,k2+1(γ−1) ✲ W g1+g2,k1+k2 , (24)
ρ˜loop,γ : W
rig
g,k+2(γ, γ−1) ✲ W g+1,k, (25)
where ρ˜ is defined by gluing the rigifications at the extra tails and forgetting the rigidifica-
tion at the node.
Degree of st. There are various subtle factors in our theory arising from the orbifold de-
grees of the maps. These factors can be a major source of confusion. The degree of the
stabilization morphism stγ : W g,k(γ) ✲ M g,k is especially important in this paper.
As described in Remark 2.1.20, for a given choice of γ ∈ GkW , the set of all W-
structures of type γ on a given orbicurve C with underlying curve C is either empty or is
an H1(C,GW )-torsor; therefore, H1(C,GW ) acts on the non-empty W g,k(γ) and the coarse
quotient is M g,k. One might think that deg(stγ) = |H1(C,GW )|, but further examination
shows that this is not case because M g,k is not isomorphic to
[
W g,k/H1(C,GW )
]
as a stack.
This is particularly evident because W g,k has a nontrivial isotropy group at each point,
while the generic point of Mg,k has no isotropy group. The key point is that the automor-
phism group of any W-structure over a fixed, smooth orbicurve C is all of GW . Therefore,
we have
deg(stγ) = |GW |2g−1. (26)
Since there are |GW |k−1 choices of γ that produce a non-empty Wg,n(γ), this shows that the
total degree of st : W g,k ✲ M g,k is |GW |2g−2+k.
For any decorated graph Γ, we also have a stabilization map stΓ : W (Γ) ✲ M (Γ), but
the degree of stΓ is not the same as that of st. For example, if Γ is a graph with two vertices
and one (separating) edge labeled with the element γ+, then the number of W-structures
over a generic point of M (Γ) is still |H1(C,GW)| = |GW |2g, but, by Equation (10), the
automorphism group of a generic point of W (Γ) is GW ×GW/〈γ+〉 GW .
For a tree, the selection rules uniquely determine the choice of γ+; therefore, we have
the following.
Proposition 2.2.17. For a tree Γ with two vertices and one edge, with tails decorated with
γ := (γ1, . . . , γk) ∈ GkW and edge decorated with γ+ the map stγ is ramified along W (Γ),
and
deg(stγ) = |〈γ+〉| deg(stΓ). (27)
If Γ is a loop with one vertex and one (non-separating) edge, such that the edge is labeled
with the element γ, then we have the following proposition.
Proposition 2.2.18. Let γ := (γ1, . . . , γk) ∈ GkW be chosen so that W g,k(γ) is non-empty.
For the loop Γ with a single vertex and a single edge decorated with γ+ and tails decorated
with γ, the stack W (Γ) is non-empty. Moreover, the morphism stγ is ramified along stΓ and
deg(stΓ) = |GW |
2g−2
|〈γ+〉|
. (28)
Proof. First, we claim that the number of W-structures over a generic point of M g,k which
degenerate to a given W-structure over Γ is |〈γ〉|. To see this, note that for any W-structureL
on a smooth orbicurve C with underlying curve C, all other W-structures on C differ from
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it by an element of H1(C,GW ). Consider any fixed 1-parameter family of W-curves such
that the W-curve (C ,L) degenerates to a W-curve (C ′,L′) with dual graph Γ, corresponding
to the contraction of a cycle α ∈ H1(C,Z). In this case, we may choose a basis of H1(C,GW )
such that the first basis element is dual to α and the second basis element is dual to a cycle
β such that α · β = 1, and β · σ = 0 for any remaining basis element σ of H1(C,GW).
In this case, the W-structure obtained by multiplying L by an element of the form
(1, ε2, . . . , ε2g) ∈ H1(C,GW) will again degenerate (over the same family of stable un-
derlying curves) to L′ if and only if ε2 ∈ 〈γ〉.
Second, by Equation (11), the automorphism groups for both smooth W-curves and
these degenerate W-curves are isomorphic to GW . This, combined with the previous de-
generation count, proves that the ramification is |〈γ〉|.
More generally, the pair
(
C ,L · (1, ε2, . . . , ε2g)
)
will always degenerate to a W-curve
with dual graph Γ, and
(
C ,L · (ε1, ε2, . . . , ε2g)
)
for (ε1, ε2, . . . , ε2g) ∈ H1(C,GW ) will de-
generate to a W-curve with dual graph labeled by γε1 instead of by γ. Thus the moduli
W (Γ) is non-empty for every choice of decoration γ ∈ GW of the edge of Γ. 
2.3. Admissible groups G and W g,k,G. The constructions of this paper depend quite heav-
ily on the group of diagonal symmetries GW of the singularity W. It is useful to generalize
these constructions to the case of a subgroup G of GW . First, the isomorphism I is only
well-defined up to an element of 〈J〉. Therefore, we will always require that J ∈ G. The
problem is that it is not a priori obvious that the stack of W-curves with markings only
coming from a subgroup G is a proper stack. Namely, the orbifold structure at nodes may
not be in G.
However, we note∗ that for any Laurent polynomial Z =
∑
j
∏N
i=1 x
ai j
i of weighted total
degree 1, with ai j ∈ Z for all i and j, the diagonal symmetry group GW˜ of W˜ := W + Z is
clearly a subgroup of GW containing 〈J〉, and the stack W g,k(W˜) of W˜-curves is a proper
substack of W g,k(W).
Proposition 2.3.1. For every quasi-homogeneous Laurent polynomial W˜ = W+Z, where Z
has no monomials in common with W, there is a natural morphism adm : W g,k(W + Z) ✲ W g,k(W)
from the stack W g,k(W˜) to an open and closed substack of W g,k(W). Moreover, this mor-
phism is finite of degree equal to the index of GW˜ in GW .
Proof. It suffices to consider the case of W˜ = W + M, where M = ∏Ni=1 xβii is a single
monomial of degree 1 (i.e., ∑Ni=1 βiqi = 1), distinct from the monomials W j = c j∏sl=1 xbl, ji
of W.
The morphism adm is simply the functor which forgets the additional conditions arising
from the monomial in M.
Given a W-structure (L1, . . . ,LN , φ1, . . . , φs) on an orbicurve C , we can produce s
choices of a d-th root of O—one for each monomial of the original polynomial W—as
follows. For each j ∈ {1, . . . , s} let
N j :=
N⊗
i=1
L
⊗(bi, j−βi)
i . (29)
Using the fact that B(q1, . . . , qN)T = (1, . . . , 1)T and β · (q1, . . . , qN) = 1 we see that N ⊗dj 
O , where d is defined (as in Definition 2.1.4) to be the smallest positive integer such that
∗We are grateful to H. Tracy Hall for suggesting this approach to us.
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(dq1, . . . , dqN) ∈ Z. This gives s morphisms
W g,k(W) Φ j✲ Jg,k,d, (30)
where Jg,k,d := {(C , p1, . . . , pk,L , ψ : L d ✲ OC )) denotes the stack of k-pointed,
genus-g orbicurves with a d-th root N of the trivial bundle. It is easy to see that the stack
Jg,k,d has a connected component J 0g,k,d corresponding to the trivial d-th root of O . The
inverse image W
0
g,k(W) := Φ−1j (J 0g,k,d) of the trivial component for each j ∈ {1, . . . , s} is
independent of j, is open and closed, and is the image of the forgetful morphism adm:
W g,k(W˜) adm✲✲ W
0
g,k(W) ⊆ W g,k(W).
The objects of the stack W g,k(W˜) are W˜-curves (C ,L1, . . . ,LN , φ1, . . . , φs+1), where
φs+1 is an isomorphism φs+1 : M(L1, . . . ,LN) ✲ Klog, whereas the objects of the
stack W
0
g,k(W) are W-curves (C ,L1, . . . ,LN , φ1, . . . , φs) such that there exists some iso-
morphism ψ : M(L1, . . . ,LN) ✲ Klog which is compatible with the isomorphisms φi of
the W-structure. Any W-curve with such a ψ is isomorphic to the image of some W˜-curve,
but since an automorphism of a W-curve in W
0
g,k(W) need not fix the isomorphism ψ, the
automorphism group of a generic W-curve in W
0
g,k(W) is GW , while the automorphism
group of a generic W˜-curve is GW˜ . 
Definition 2.3.2. We say that a subgroup G ≤ GW is admissible or is an admissible group
of Abelian symmetries of W if there exists a Laurent polynomial Z, quasi-homogeneous
with the same weights qi as W, but with no monomials in common with W, such that
G = GW+Z .
Definition 2.3.3. Suppose that G is admissible. We define the stack W g,k,G(W) := W g,k(W˜)
for any W˜ = W + Z with GW˜ = G.
The most important consequence of Proposition 2.3.1 is that we may restrict (pull back)
the virtual cycle
[
W g,k(W)
]vir
to the substack W g,k,G(W) (see Subsection 4.1).
Remark 2.3.4. An admissible group G may have more than one Z such that G = GW+Z .
One can show (see [ChiR]) that W g,k,G := W g,k(W + Z) is independent of Z and depends
only on G.
It is immediate that every admissible group contains J. Marc Krawitz [Kr, Prop 3.4]
has proved the converse. For the reader’s convenience we repeat his proof here.
Proposition 2.3.5 (Krawitz). For any non-degenerate W ∈ C[x1, . . . , xN], any group of
diagonal symmetries of W containing J is admissible.
Proof. The subring of G-invariants in A := C[x1, . . . , xN] is finitely generated by mono-
mials. Let Z be the sum of all G-invariant monomials in A not divisible by monomials in
W.
We claim that G is the maximal diagonal symmetry group of W +Z. If it were not, there
would be a diagonal symmetry group H, with G ≤ H and AG ⊆ AH . The actions of G
and H on A extend to actions on the fraction field E := C(x1, . . . , xN). Since the action is
diagonal, it is easy to show that this implies that the fraction field of AG equals EG and the
fraction field of AH equals EH . Since AG = AH , we have EG = EH . Since G and H are
finite, we have, by [Mi, Cor 3.5], that
G = Aut(E/EG) = Aut(E/EH) = H.
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Therefore G is the maximal symmetry group of W + Z.
Now, since J preserves each of the constituent monomials of Z, each of these monomials
has integral quasi-homogeneous degree. We may correct each of these monomials by a
(negative) power of any monomial in W to ensure that each of the monomials has quasi-
homogeneous degree equal to 1, and since we are correcting by G-invariants not dividing
the monomials of Z, we do not change the maximal symmetry group of W + Z. 
2.4. The tautological ring of W g,k. A major topic in Gromov-Witten theory is the tauto-
logical ring of M g,k. The stack W g,k is similar to M g,k in many ways, and we can readily
generalize the notion of the tautological ring to W g,k. We expect that the study of the
tautological ring of W g,k will be important to the calculation of our invariants. It is not
unreasonable to conjecture that the virtual cycle constructed in the next section is, in fact,
tautological.
Throughout this section, we will refer to the following diagram.
Cg,k
̺ ✲ Cg,k
W g,k
σi
✻
π
❄✛
̟
(31)
Here, Cg,k
π✲ W g,k is the universal orbicurve, and ̟ : Cg,k ✲ W g,k is the universal
underlying stable curve. The map σi is the ith section of π, and we denote by σ¯i the
ith section of ̟. The map ̺ forgets the local orbifold structure and takes a point to its
counterpart in Cg,k. On Cg,k we also have the universal W-structure
⊕
Li and the line
bundles KC ,log and KC .
2.4.1. ψ-classes: As in the case of the moduli of stable maps, we denote by ψ˜i the first
Chern class of the C -cotangent line bundle on W g,k. That is,
ψ˜i := c1(σ∗i (KC )). (32)
We note that since Cg,k is the pullback of the universal stable curve from M g,k, replacing
the C -cotangent bundle by the C-cotangent bundle would give the pullback of the usual
ψ-class, which we also denote by ψ:
ψi := c1(σ¯∗i (KC)) = st∗(ψi). (33)
These classes are related as follows.
Proposition 2.4.1. If the orbifold structure along the marking σi is of type γi, with |〈γi〉| =
mi, then we have the relation
miψ˜i = st
∗ψi. (34)
Proof. Let Di denote the image of the section σi in Cg,k. Note that since σ¯i = ̺ ◦ σi, then
by Equation (3), we have
σ¯∗i KCg,k = σ
∗
i
(
̺∗KCg,k
)
= σ∗i
(
KCg,k ⊗O(−(mi − 1)Di)
)
, (35)
and the residue map shows that
σ∗Klog = O , (36)
hence
σ∗i (O(−Di)) = σ∗i (KC ), (37)
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which gives the relation (34). 
2.4.2. ψi j-classes: It seems natural to use the W-structure to try to define the following
tautological classes:
ψi j := c1(σ∗i (L j)).
However, these are all zero. To see this, note that for every monomial Wℓ =
∏
x
bℓ, j
j and for
every i ∈ {1, . . . , k}, we have, by the definition of the W-structure and by Equation (36),
N∑
j=1
bℓ, jψi j = 0. (38)
Coupled with the nondegeneracy condition (Definition 2.1.5) on W, this implies that every
ψi j is torsion in H∗(W g,k,Z) and thus vanishes in H∗(W g,k,Q).
2.4.3. κ-classes: The traditional definition of the κ-classes on M g,k is
κa := ̟∗(c1(KC,log)a+1).
We will define the analogue of these classes for W-curves as follows:
κ˜a := π∗(c1(KC ,log)a+1).
Note that since KC ,log = ̺∗KC,log, and since deg(̺) = 1, we have
κ˜a = π∗(c1(KC ,log)a+1) = ̟∗̺∗̺∗(c1(KC ,log)a+1) = κa (39)
2.4.4. µ-classes: The Hodge classes λi for the usual stack of stable curves are defined to
be the Chern classes of the K-theoretic pushforward R̟∗KC . We could also work on the
the universal orbicurve Cg,k
π✲ M g,k, but ̺ is finite, so by Equation (5) we have
Rπ∗KC = R̟∗(̺∗KC ) = R̟∗KC .
Therefore, the two definitions of lambda classes agree. Moreover, it is known that the λ-
classes can be expressed in terms of κ-classes, so they need not be included in the definition
of the tautological ring.
A more interesting Hodge-like variant comes from pushing down the W-structure bun-
dles L j. We also find it more convenient to work with the components of the Chern
character rather than the Chern classes. We define µ-classes to be the components of the
Chern character of the W-structure line bundles:
µi j := Chi(Rπ∗L j).
By the orbifold Grothendieck-Riemann-Roch theorem, these can be expressed in terms of
the kappa, psi, and boundary classes (See, for example, the proof of Theorem 6.3.3).
2.4.5. Tautological ring of W g,k:
Definition 2.4.2. We define the tautological ring of W g,k to be the subring of H∗(W g,k,Q)
generated by ψ˜i, κ˜a, and the obvious boundary classes.
We would like to propose the following conjecture.
Conjecture 2.4.3 (Tautological virtual cycle conjecture). The virtual cycle (constructed
in the next section) is tautological, in the sense that its Poincare´ dual lies in the tensor
product of the tautological ring of W g,k and relative cohomology.
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3. The State Space Associated to a Singularity
Ordinary Gromov-Witten invariants take their inputs from the cohomology of a sym-
plectic manifold—the state space. In this section, we describe the analogue of that state
space for singularity theory. As mentioned above, however, our theory depends heavily on
the choice of symmetry group G and not just on the singularity W. In this sense, it should
be thought of as an orbifold singularity or orbifold Landau-Ginzburg theory of W/G.
We have mirror symmetry in mind when we develop our theory. Some of the choices,
such as degree shifting number, are partially motivated by a physics paper by Intriligator-
Vafa [IV] and a mathematical paper by Kaufmann [Ka1] where they studied orbifolded B-
model Chiral rings. The third author’s previous work on Chen-Ruan orbifold cohomology
also plays an important role in our understanding.
3.1. Lefschetz thimble. Suppose that a quasi-homogenous polynomial W : CN ✲ C
defines a nondegenerate singularity at zero and that for each i ∈ {1, . . . , N} the weight of
the variable xi is qi. An important classical invariant of the singularity is the local algebra,
also known as the Chiral ring or the Milnor ring:
QW := C[x1, . . . , xN]/ Jac(W), (40)
where Jac(W) is the Jacobian ideal, generated by partial derivatives
Jac(W) :=
(
∂W
∂x1
, . . . ,
∂W
∂xN
)
.
Let’s review some of the basic facts about the local algebra. It is clear that the local algebra
is generated by monomials. The degree of a monomial allows us to make the local algebra
into a graded algebra. There is a unique highest-degree element det
(
∂2W
∂xi∂x j
)
with degree
cˆW =
∑
i
(1 − 2qi). (41)
The degree cˆW is called the central charge and is a fundamental invariant of W.
The singularities with cˆW < 1 are called simple singularities and have been completely
classified into the famous ADE-sequence. Quasi-homogeneous singularities with cˆW =
N − 2 correspond to Calabi-Yau hypersurfaces in weighted projective space. Here, the
singularity/LG-theory makes contact with Calabi-Yau geometry. There are many examples
with fractional value cˆW > 1. These can be viewed as “fractional dimension Calabi-Yau
manifolds.”
The dimension of the local algebra is given by the formula
µ =
∏
i
(
1
qi
− 1
)
.
From the modern point of view, the local algebra is considered to be part of the B-model
theory of singularities. The A-model theory considers the relative cohomology HN(CN ,W∞,C)
where W∞ = (ReW)−1(M,∞) for M >> 0. Similarly, let W−∞ = (ReW)−1(−∞,−M) for
M >> 0. The above space is the dual space of the relative homology HN(CN ,W∞,Z). The
latter is often referred as the space of Lefschetz thimbles.
There is a natural pairing
〈 , 〉 : HN(CN ,W−∞,Z) ⊗ HN(CN ,W∞,Z) → Z
defined by intersecting the relative homology cycles. This pairing is a perfect pairing for
the following reason. Consider a family of perturbations Wλ such that Wλ is a holomorphic
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Morse function for λ , 0. We can construct a basis of HN(CN ,W±∞,Z) by choosing a sys-
tem of virtually horizonal paths. A system of virtually horizonal paths u±i : [0,±∞) ✲ C
emitting from critical values zi has the properties
(i): u±i has no self-intersection,
(ii): u±i is horizonal for large t and extends to ±∞.
(iii): the paths u±1 , . . . , u±µ are ordered by their imaginary values for large t.
For each u±i , we can associate a Lefschetz thimble ∆±i ∈ HN(CN ,W±∞,Z) as follows. The
neighborhood of the critical point of zi contains a local vanishing cycle. Using the homo-
topy lifting property, we can transport the local vanishing cycle along u±i to ±∞. Define ∆
±
i
as the union of the vanishing cycles along the corresponding path u±i . The cycles ∆±i define
a basis of HN(CN ,W±∞,Z), and it is clear that
∆+i ∩ ∆
−
j = δi j.
Hence, the pairing is perfect for λ , 0.
On the other hand, the complex relative homology HN(CN ,W±∞λ ,C) defines a vector
bundle over the space of λ’s. The integral homology classes define a so-called Gauss-
Manin connection. The intersection pairing is clearly preserved by the Gauss-Manin con-
nection; hence, it is also perfect at λ = 0.
We wish to define a pairing on HN(CN ,W∞
λ
,C) alone. As we have done in the last
section, write qi = ni/d for a common denominator d, and choose ξ such that ξd = −1.
Multiplication by the diagonal matrix (ξn1 , . . . , ξnN ) defines a map I : CN ✲ CN sending
W∞ ✲ W−∞. Hence, it induces an isomorphism
I∗ : HN(CN ,W∞,C) ✲ HN(CN ,W−∞,C).
Definition 3.1.1. We define a pairing on HN(CN ,W∞,Z) by
〈∆i,∆ j〉 = 〈∆i, I∗(∆ j)〉.
It induces a pairing (still denoted by 〈 , 〉) on the dual space HN(CN ,W∞,C) which is
equivalent to the residue pairing on the Milnor ring (see Subsection 5.1). As noted earlier,
changing the choice of ξ will change the isomorphism I by an element of the group 〈J〉,
and I2 ∈ 〈J〉. Therefore, the pairing is independent of the choice of I on the invariant
subspace HN(CN ,W∞,Z)〈J〉 or on HN(CN ,W∞,Z)G for any admissible group G.
3.2. Orbifolding and state space. Now we shall “orbifold” the previous construction.
Suppose that G is an admissible subgroup. For each γ ∈ G, Wγ is again nondegenerate.
Definition 3.2.1. We define the γ-twisted sector Hγ of the state space to be the G-invariant
part of the middle-dimensional relative cohomology for Wγ; that is,
Hγ := HNγ (CNγγ ,W∞γ ,C)G. (42)
The central charge of the singularity Wγ is denoted cˆγ:
cˆγ :=
∑
i:Θγi =0
(1 − 2qi). (43)
As in Chen-Ruan orbifold cohomology theory, it is important to shift the degree.
Definition 3.2.2. Suppose that γ = (e2πiΘγ1 , . . . , e2πiΘγN ) for rational numbers 0 ≤ Θγi < 1.
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We define the degree shifting number
ιγ =
∑
i
(Θγi − qi) (44)
=
cˆW − Nγ
2
+
∑
i:Θγi ,0
(Θγi − 1/2) (45)
=
cˆγ − Nγ
2 +
∑
i:Θγi ,0
(Θγi − qi). (46)
For a class α ∈ Hγ, we define
degW (α) = deg(α) + 2ιγ. (47)
Proposition 3.2.3. For any γ ∈ GW we have
ιγ + ιγ−1 = cˆW − Nγ, (48)
and for any α ∈ Hγ and β ∈ Hγ−1 we have
degW (α) + degW(β) = 2cˆW . (49)
Proof. The first relation (Equation (48)) follows immediately from Equation (45) and from
the fact that if Θγi , 0 then Θ
γ−1
i = 1 − Θ
γ
i , and otherwise Θ
γ−1
i = Θ
γ
i = 0.
The second relation (Equation (49)) follows from the first relation and from the fact that
every class in Hγ has degree Nγ. 
Remark 3.2.4. HN(CN ,W∞,C) also carries an internal Hodge grading due to its mixed
Hodge structure. This defines a bi-grading for Hγ.
Definition 3.2.5. The state space (or quantum cohomology group) of the singularity W/G
is defined as
HW =
⊕
γ∈G
Hγ. (50)
Definition 3.2.6. The J-sector HJ is always one-dimensional, and the constant function 1
defines a generator e1 := 1 ∈ HJ of degree 0. This element is the unit in the ring HW , and
because of this, we often denote it by 1 instead of e1.
Definition 3.2.7. For any γ ∈ G, we say that the γ-sector is narrow if the fixed point locus
is trivial (i.e., Nγ = 0). If the fixed point locus is non-trivial, we say that the γ-sector is
broad.
Since γ and γ−1 have the same fixed point set, there is an obvious isomorphism
ε : Hγ ✲ Hγ−1 .
We define a pairing on HW as the direct sum of the pairings
〈 , 〉γ : Hγ ⊗ Hγ−1 ✲ C
by 〈 f , g〉γ = 〈 f , ε∗g〉, where the second pairing is the pairing of the space of relative coho-
mology. The above pairing is obviously symmetric and non-degenerate.
Now the pairing on HW is defined as the direct sum of the pairings 〈 , 〉γ.
Lemma 3.2.8. The above pairing preserves degW . Namely, if H aγ denotes the elements
κ ∈ Hγ with degW (κ) = a, then 〈 , 〉 gives a pairing of H aW with H 2cˆ−aW :
H aW ⊗H
2 ˆcW−a
W
✲ C.
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Proof. This is a direct consequence of Proposition 3.2.3. 
Remark 3.2.9. The lemma indicates that one can view W/G as an object of complex
dimension cˆW . Under the shift, HJ has degree 0. On the other hand, the untwisted sector
has degree cˆW , and the sector HJ−1 has degree 2cˆW .
Remark 3.2.10. In the usual orbifold theory, the unit comes from the untwisted sector. In
our case, the unit element is from HJ . In this sense, our theory is quite different from usual
orbifold theory and instead corresponds to the so-called (a, c)-ring in physics.
4. Virtual Cycles and Axioms
In this section, we will discuss the main properties of the virtual cycles
[
W g,k(W;γ)
]vir
.
These are the key ingredients in the definition of our invariants. We formulate the main
properties of the virtual cycle as axioms similar to those of the virtual fundamental cycle of
stable maps [CheR1] and generalizing the axioms of r-spin curves listed in [JKV1, §4.1].
In the special case of the Ar−1 singularity, an algebraic virtual class satisfying the axioms
of [JKV1, §4.1] has been constructed for the twisted sectors (often called narrow sectors)
by Polishchuk and Vaintrob [Po, PV]. A similar class has been constructed by Chiodo in
K-theory [Chi1, Chi2], and an analytic class has been proposed by T. Mochizuki [Mo]—
modeled after Witten’s original sketch.
4.1.
[
W (Γ)
]vir
and its axioms.
4.1.1. Review of the construction. The construction of the virtual cycle
[
W g,k(W)
]vir
is
highly nontrivial. The details of the construction and the proof of the axioms are presented
in [FJR2], but we will outline the main ideas here and then focus the rest of this paper on
the consequences of the axioms.
The heart of our construction is the analytic problem of solving the moduli problem for
the Witten equation. The Witten equation is a first order elliptic PDE of the form
¯∂S i +
∂W
¯∂si
= 0,
where S i is a C∞-section of Li.
Our goal is to construct a virtual cycle of the moduli space of solutions of the Witten
equation. Let’s briefly outline the construction. Let W g,k(γ1, . . . , γk) be the moduli space
of W-structures decorated with the orbifold structure defined by γi at the i-th marked point.
It can be considered as the background data to set up the Witten equation.
To make this construction requires that we leave the algebraic world and enter the world
of differential geometry and analysis. The stack (orbifold) W g,k(γ1, . . . , γk) has a geometric
structure similar to M g,k, including a stratification described by dual graphs and something
like the gluing structure at a node. Our starting point is to give a differential geometric
structure of W g,k(γ1, . . . , γk). This can be done in a fashion similar to that for M g,k [FJR2,
§2.2]. The variable in the Witten equation is a smooth section of the W-structure ⊕iLi,
while the target of the Witten equation is the space of its (0, 1)-forms. Formally, the Witten
equation can be phrased as a Fredholm section of a Banach bundle over a fiber-wise Banach
manifold. Unfortunately, it is rather difficult to solve the Witten equation due to the fact
that the singularity of W has high multiplicity. It is much easier to solve a perturbed
equation of the form W +W0, where W0 is a linear perturbation term such that Wγ +W0γ is
a holomorphic Morse function for every γ. Here Wγ and W0γ are the restrictions of W, and
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W0, respectively, to the fixed point set CNγ . The background data for the perturbed Witten
equation is naturally the moduli space (stack) of rigidified W-structures W rigg,k(γ1, . . . , γk).
The crucial part of the analysis is to show that a solution of the Witten equation con-
verges to a critical point of Wγi +W0γi . This enables us to construct a moduli space (stack)
W
s
g,k(κ j1 , . . . , κ jk ) of solutions of the perturbed Witten equation converging to the critical
point κi at the marked point xi. We call W0 strongly regular if (i) Wγi + W0γi is holomor-
phic Morse; (ii) the critical values of Wγi + W0γi have distinct imaginary parts. The first
important result is
Theorem 4.1.1. If W0 is strongly regular, then W sg,k(κ j1 , . . . , κ jk ) is compact and has a
virtual fundamental cycle [W sg,k(κ j1 , . . . , κ jk )]vir of degree
2
(cW − 3)(1 − g) + k −∑
i
ιγi
 −∑
i
Nγi .
Here, ιγi is the degree-shifting number defined previously.
It turns out to be convenient to map the above virtual cycle into H∗(W
rig
g,k,Q), even
though it is not an element of the latter in any way.
The state space of the theory (or rather its dual) enters in a surprising new way, as we
now describe. It turns out that the above virtual cycle does depends on the perturbation. It
will change whenever W0 fails to be strongly regular. We observe that for a strongly regular
perturbation we can construct a canonical system of horizontal paths u±i ’s and the associ-
ated Lefschetz thimble ∆±i . When we perturb W0 crossing the “wall” (where the imaginary
parts of critical values happen to be the same), we arrive at another canonical system of
paths and its Lefschetz thimble ∆′±i . The relation between ∆±i and ∆′±i is determined by the
well-known Picard-Lefschetz formula. The “wall crossing formula” for virtual fundamen-
tal cycles can be summarized in the following quantum Picard-Lefschetz theorem. For a
more precise statement of this theorem, see [FJR2, §6.1, esp. Thm 6.1.6].
Theorem 4.1.2. When W0 varies, [W
s
g,k(κ j1 , . . . , κ jk )]vir transforms in the same way as the
Lefschetz thimble ∆−ji attached to the critical point κ ji .
The ∆+i ’s transform in the opposite way as ∆
−
i ’s. It is well-known that the “diagonal
class”
∑
i ∆
−
i ⊗ ∆
+
i is independent of perturbation, and this suggests the following defi-
nition of an “extended virtual class”. To simplify the notation, we assume that there is
only one marked point with the orbifold decoration γ. Then, the wall crossing formula of
[W sg,1(κi)]vir shows precisely that
∑
j[W
s
g,1(κ j)]vir⊗∆+j , viewed as a class in H∗(W
rig
g,1(γ),Q)⊗
HNγ (CNγγ ,W∞γ ,Q), is independent of the perturbation. Now, we define
[W sg,1(γ)]vir :=
∑
j
[W sg,1(κ j)]vir ⊗ ∆+j .
The above definition can be generalized to multiple marked points in an obvious way, so
that
[W sg,k(γ1, . . . , γk)]vir ∈ H∗(W
rig
g,k(γ1, . . . , γk),Q) ⊗
∏
i
HNγi (CNγi ,W∞γi ,Q)
has degree
2
(cW − 3)(1 − g) + k −∑
i
ιγi
 .
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Corollary 4.1.3. [W sg,k(γ1, . . . , γk)]vir is independent of the perturbation W0.
Of course, W0 is only part of the perturbation data. Eventually, we want to work on
the stack W g,k. It is known that the map so : W
rig
g,k → W g,k, defined by forgetting all the
rigidifications, is quasi-finite and proper, so we can define
[W g,k(γ1, . . . , γk)]vir := (−1)
D
deg(so) (so)∗[W
s
g,k(γ1, . . . , γk)]vir, (51)
where −D is the sum of the indices of the W-structure bundles:
D := −
N∑
i=1
index(Li) = cˆW(g − 1) +
k∑
j=1
ιγ j . (52)
Remark 4.1.4. The sign (−1)D is put here to match the older definition in the r-spin case.
The fact that the above virtual cycle is independent of the rigidification implies that
[W g,k(γ1, . . . , γk)]vir ∈ H∗(W g,k(γ1, . . . , γk),Q) ⊗
∏
i
HNγi (CNγi ,W∞γi ,Q)GW .
More generally, we have the following definition.
Definition 4.1.5. Let Γ be a decorated stable W-graph (not necessarily connected) with
each tail τ ∈ T (Γ) decorated by an element γτ ∈ GW . Denote by k := |T (Γ)| the number of
tails of Γ. We define the virtual cycle[
W (Γ)
]vir
∈ H∗(W (Γ),Q) ⊗
∏
τ∈T (Γ)
HNγτ (CNγτ ,W∞γτ ,Q)GW
as given in Equation 51.
When Γ has a single vertex of genus g, k tails, and no edges (i.e, Γ is a corolla), we
denote the virtual cycle by
[
W (γ)
]vir
, where γ := (γ1, . . . , γk).
4.1.2. The virtual cycle for admissible subgroups. We now wish to consider the more
general case of admissible subgroups. Recall that G is admissible if G = GW˜ for some
W˜ = W + Z. One can show [ChiR, Rem 2.3.11] that the stack W g,k,G := W g,k(W˜) is
independent of the choice of Z, provided G = GW˜ .
Denote by adm and admrig the natural morphisms of stacks
adm : W g,k,G = W g,k(W˜t) ✲ W g,k(W) and admrig : W
rig
g,k,G = W g,k(W˜t) ✲ W
rig
g,k(W),
respectively. And denote by soG the restriction of so to W
rig
g,k,G
Definition 4.1.6. Define
[W rigg,k,G(W;γ)]vir := admrig,∗
(
[W rigg,k(W;γ)]vir
)
∈ H∗(W
rig
g,k,G(W; γ1, . . . , γk),Q)⊗
∏
i
HNγi (CNγi ,W∞γi ,Q),
and
[W g,k,G(W; γ1, . . . , γk)]vir := (−1)
D
deg(soG) (soG)∗[W
rig
g,k,G(W; γ1, . . . , γk)]vir,
so that
[W g,k,G(W; γ1, . . . , γk)]vir ∈ H∗(W g,k,G(W; γ1, . . . , γk),Q) ⊗
∏
i
HNγi (CNγi ,W∞γi ,Q)G.
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On the other hand, for any W˜ with GW˜ = G one may consider the virtual cycle
[W rigg,k(W˜;γ)]vir := admrig,∗
(
[W rigg,k(W;γ)]vir
)
∈ H∗(W
rig
g,k(W˜; γ1, . . . , γk),Q)⊗
∏
i
HNγi (CNγi , W˜∞γi ,Q),
and the pushforward
[W g,k(W˜; γ1, . . . , γk)]vir := (−1)
D
deg(soG) (soG)∗[W
rig
g,k,G(W˜; γ1, . . . , γk)]vir,
in H∗(W g,k(W˜; γ1, . . . , γk),Q) ⊗∏i HNγi (CNγi , W˜∞γi ,Q)G
Note that we have a canonical isomorphism of G-representations
HNγ
(
CNγ ,
(
W˜
)∞
γ
,Q
)
= HNγ
(
CNγ ,W∞γ ,Q
)
.
Proposition 4.1.7. The cycles [W rigg,k(W˜;γ)]vir and [W
rig
g,k,G(W;γ)]vir are equal in H∗(W
rig
g,k(W˜; γ1, . . . , γk),Q)⊗∏
i HNγi (CNγi , W˜∞γi ,Q), and thus the pushforwards also agree:
[W g,k,G(W; γ1, . . . , γk)]vir = [W g,k(W˜; γ1, . . . , γk)]vir
Proof. This follows from the deformation invariance axiom of [FJR2, Thm 6.2.1(9)]. Namely,
if we let t ∈ [0, 1] ⊂ R be a parameter and let W˜t denote the family of quasi-homogeneous
polynomials
W˜t := W + tZ.
Since W is non-degenerate, so is W˜t for every t ∈ [0, 1]. The definition of the stack
W g,k(W˜t) is independent of t, provided t , 0, and for notational convenience, we also
define W g,k(W˜0) to be equal to W g,k(W˜t,0). It is clear that the cycles [W
rig
g,k(W˜0;γ)]vir and
[W rigg,k,G(W;γ)]vir are equal, and the deformation invariance axiom of [FJR2, Thm 6.2.1(9)]
shows that for all t ∈ [0, 1] the cycles [W rigg,k(W˜t;γ)]vir are all equal. 
The following theorem now follows immediately from [FJR2, Thms 1.2.5 and 6.2.1].
Theorem 4.1.8. For any admissible group G and any W-graph Γ. The following axioms
are satisfied for
[
W (Γ)
]vir
:
(1) Dimension: If D is not an integer, then
[
W (Γ)
]vir
= 0. Otherwise, the cycle[
W (Γ)
]vir
has degree
6g − 6 + 2k − 2#E(Γ) − 2D = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ιτ
 . (53)
So the cycle lies in Hr(W (Γ),Q) ⊗∏τ∈T (Γ) HNγτ (CNγτ ,W∞γτ ,Q), where
r := 6g−6+2k−2#E(Γ)−2D−
∑
τ∈T (Γ)
Nγτ = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ι(γτ) −
∑
τ∈T (Γ)
Nγτ
2
 .
(2) Symmetric group invariance: There is a natural S k-action on W g,k obtained by
permuting the tails. This action induces an action on homology. That is, for any
σ ∈ S k we have:
σ∗ : H∗(W g,k,Q)⊗
∏
i
HNγi (CNγi ,W∞γi ,Q)G ✲ H∗(W g,k,Q)⊗
∏
i
HNγσ(i) (C
Nγσ(i) ,W∞γσ(i) ,Q)G.
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For any decorated graph Γ, let σΓ denote the graph obtained by applying σ to the
tails of Γ.
We have
σ∗
[
W (Γ)
]vir
=
[
W (σΓ)
]vir
. (54)
(3) Degenerating connected graphs: Let Γ be a connected, genus-g, stable, decorated
W-graph.
The cycles
[
W (Γ)
]vir
and
[
W g,k(γ)
]vir
are related by[
W (Γ)
]vir
= ˜i∗
[
W g,k(γ)
]vir
, (55)
where ˜i : W (Γ) ✲ W g,k(γ) is the canonical inclusion map.
(4) Disconnected graphs: Let Γ =∐i Γi be a stable, decorated W-graph which is the
disjoint union of connected W-graphs Γi. The classes
[
W (Γ)
]vir
and
[
W (Γi)
]vir
are
related by [
W (Γ)
]vir
=
[
W (Γ1)
]vir
× · · · ×
[
W (Γd)
]vir
. (56)
(5) Topological Euler class for the narrow sector: Suppose that all the decora-
tions on tails of Γ are narrow, meaning that CNγi = {0}, and so we can omit
HNγi (CNγi ,W∞γi ,Q) = Q from our notation.
Consider the universal W-structure (L1, . . . ,LN) on the universal curve π :
C ✲ W (Γ) and the two-term complex of sheaves
π∗(|Li|) ✲ R1π∗(|Li|).
There is a family of maps
Wi =
∂W
∂xi
: π∗(
⊕
j
|L j|) ✲ π∗(K ⊗ |Li|∗)  R1π∗(|Li|)∗.
The above two-term complex is quasi-isomorphic to a complex of vector bundles
[PV]
E0i
di✲ E1i
such that
ker(di) ✲ coker(di)
is isomorphic to the original two-term complex. Wi is naturally extended (denoted
by the same notation) to ⊕
i
E0i ✲ (E1i )∗.
Choosing an Hermitian metric on E1i defines an isomorphism ¯E1∗i  E1i . Define
the Witten map to be the following
D =
⊕
(di + ¯Wi) :
⊕
i
E0i ✲
⊕
i
¯E1∗i 
⊕
i
E1i .
Let π j :
⊕
i E
j
i
✲ M be the projection map. The Witten map defines a proper
section (also denoted D) D : ⊕i E0i ✲ π∗0⊕i E1i of the bundle π∗0⊕i E1i over
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⊕
i E
0
i . The above data defines a topological Euler class e
(
D :
⊕
i E
0
i
✲ π∗0
⊕
i E
1
i
)
.
Then,
[W Γ]vir = (−1)De
D : ⊕
i
E0i ✲ π
∗
0
⊕
i
E1i
 ∩ [M Γ].
The above axiom implies two subcases.
(a) Concavity:†
Suppose that all tails of Γ are narrow. If π∗
(⊕t
i=1 Li
)
= 0, then the virtual
cycle is given by capping the top Chern class of the dual
(
R1π∗
(⊕t
i=1 Li
))∗
of the pushforward with the usual fundamental cycle of the moduli space:[
W (Γ)
]vir
= ctop

R1π∗ t⊕
i=1
Li

∗ ∩ [W (Γ)]
= (−1)DcD
R1π∗ t⊕
i=1
Li
 ∩ [W (Γ)] .
(57)
(b) Index zero: Suppose that dim(W (Γ)) = 0 and all the decorations on tails are
narrow.
If the pushforwards π∗
(⊕
Li
)
and R1π∗
(⊕
Li
)
are both vector bundles of
the same rank, then the virtual cycle is just the degree deg(D) of the Witten
map times the fundamental cycle:[
W (Γ)
]vir
= deg(D)
[
W (Γ)
]
,
(6) Composition law: Given any genus-g decorated stable W-graph Γ with k tails,
and given any edge e of Γ, let Γ̂ denote the graph obtained by “cutting” the edge
e and replacing it with two unjoined tails τ+ and τ− decorated with γ+ and γ−,
respectively.
The fiber product
F := W (̂Γ) ×
W (Γ) W (Γ)
has morphisms
W (̂Γ) ✛q F pr2✲ W (Γ).
We have 〈[
W (̂Γ)
]vir〉
±
=
1
deg(q)q∗pr
∗
2
([
W (Γ)
]vir)
, (58)
where 〈〉± is the map from
H∗(W (̂Γ)) ⊗
∏
τ∈T (Γ)
HNγτ (CNγτ ,W∞γτ ,Q)G ⊗ HNγ+ (CNγ+ ,W∞γ+ ,Q)G ⊗ HNγ− (CNγ− ,W∞γ− ,Q)G
to
H∗(W (̂Γ)) ⊗
∏
τ∈T (Γ)
HNγτ (CNγτ ,W∞γτ ,Q)G
obtained by contracting the last two factors via the pairing
〈 , 〉 : HNγ+ (CNγ+ ,W∞γ+ ,Q)G ⊗ HNγ− (CNγ− ,W∞γ− ,Q)G ✲ Q.
(7) Forgetting tails:
†This axiom was called convexity in [JKV1] because the original form of the construction outlined by Witten
in the Ar−1 case involved the Serre dual of L , which is convex precisely when our L is concave.
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(a) Let Γ have its ith tail decorated with J, where J is the exponential grading
element of G. Further let Γ′ be the decorated W-graph obtained from Γ by
forgetting the ith tail and its decoration. Assume that Γ′ is stable, and denote
the forgetting tails morphism by
ϑ : W (Γ) ✲ W (Γ′).
We have [
W (Γ)
]vir
= ϑ∗
[
W (Γ′)
]vir
. (59)
(b) In the case of g = 0 and k = 3, the space W (γ1, γ2, J) is empty if γ1γ2 , 1 and
W 0,3(γ, γ−1, J) = BGW . We omit HNJ (CNJ ,W∞J ,Q)GW = Q from the notation.
In this case, the cycle[
W 0,3(γ, γ−1, J)
]vir
∈ H∗(BGW ,Q) ⊗ HNγ (CNγ ,W∞γ ,Q)G ⊗ HNγ−1 (CNγ−1 ,W∞γ−1 ,Q)G
is the fundamental cycle of BGW times the Casimir element. Here the Casimir
element is defined as follows. Choose a basis {αi} of HNγ (CNγ ,W∞γ ,Q)G, and a
basis {β j} of HN
γ−1
(CNγ−1 ,W∞
γ−1
,Q)G. Let ηi j = 〈αi, β j〉 and (ηi j) be the inverse
matrix of (ηi j). The Casimir element is defined as ∑i j αiηi j ⊗ β j.
(8) Sums of singularities: If W1 ∈ C[z1, . . . , zt] and W2 ∈ C[zt+1, . . . , zt+t′ ] are two
quasi-homogeneous polynomials with admissible groups G1 and G2, respectively,
then G1 × G2 is an admissible group of automorphisms of W1 + W2 whose state
space HW1+W2,G1×G2 is naturally isomorphic to the tensor product
HW1+W2,G1×G2 = HW1,G1 ⊗ HW2,G2 , (60)
and the stack W g,k,G1×G2 has a natural map to the fiber product
W g,k,G1×G2 (W1 +W2)
ω✲ W g,k,G1 (W1) ×M g,k W g,k,G2 (W2).
Indeed, since any G1 × G2-decorated stable graph Γ induces a G1-decorated
graph Γ1 and G2-decorated graph Γ2 with the same underlying graph Γ, we have
W (W1 +W2, Γ) ω✲ W (W1, Γ1) ×M (Γ) W (W2, Γ2). (61)
Composing with the natural inclusion
W g,k,G1 (W1) ×M g,k W g,k,G2 (W2) ⊂
∆✲ W g,k,G1 (W1) × W g,k,G2 (W2),
and using the isomorphism of middle homology gives a homomorphism
ω∗◦∆∗ :
H∗(W g,k,G1 (W1),Q) ⊗
k∏
i=1
HNγi,1 (C
Nγi,1 , (W1)∞γi,1 ,Q)G1
⊗
H∗(W g,k,G2 (W2),Q) ⊗
k∏
i=1
HNγi,2 (C
Nγi,2 , (W2)∞γi,2 ,Q)G2

✲ H∗(W g,k,G1×G2 (W1 +W2),Q) ⊗
k∏
i=1
HN(γi,1 ,γi,2) (C
N(γi,1 ,γi,2) ,W∞(γi,1,γi,2),Q)G1×G2 .
The virtual cycle satisfies
ω∗ ◦ ∆∗
([
W g,k,G1 (W1)
]vir
⊗
[
W g,k,G2 (W2)
]vir)
=
[
W g,k,G1×G2 (W1 +W2)
]vir
. (62)
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(9) Deformation Invariance: Let Wt ∈ C[z1, . . . , zN] be a family of non-degenerate
quasi-homogeneous polynomials depending smoothly on a parameter t ∈ [a, b] ⊂
R. Suppose that G is the common automorphism group of Wt. The corresponding
stacks W (Γt) are all naturally isomorphic. We denote this generic stack by W (Γ).
The virtual cycle [W (Γ)]vir associated to (Wt,G) is independent of t.
(10) GW -Invariance For any admissible G and any G-decorated graph Γ the homol-
ogy H∗(W g,k,G(Γ),Q) as well as the homology groups HNγτ (CNγτ , (W)∞γτ ,Q)G each
have a natural GW -action, which induces a GW action on H∗(W g,k,G(Γ),Q) ⊗∏
τ∈T (Γ) HNγτ (CNγτ , (W)∞γτ ,Q)G.
The virtual cycle [W (Γ)]vir is invariant under this GW -action.
Remark 4.1.9. In the case of Ar−1 our virtual cycle can be used to construct an r-spin
virtual class in the sense of [JKV1, §4.1]. The details of this construction are given in
[FJR3]
Remark 4.1.10. As usual, we can define Gromov-Witten type correlators by integrating
tautological classes such as ψi and µi j over the
[
W g,k,G
]vir
.
A direct consequence of the above axioms is the fact that the above correlators de-
fined by ψi, together with the rescaled pairing ( , )γ := |〈γ〉||G| 〈 , 〉γ, satisfy the usual axioms
of Gromov-Witten theory (without the divisor axiom) and a modified version of the unit
axiom
〈α1, α2, eJ〉
W
0 = |〈γ〉|〈α1, α2〉
for α1 ∈ Hγ and for α2 ∈ Hγ−1 . In this paper, we favor a slightly different version, which
we now explain.
4.2. Cohomological field theory. One gets a cleaner formula by pushing
[
W g,k,G(γ)
]vir
down to M g,k.
Definition 4.2.1. Let ΛWg,k ∈ Hom(H ⊗kW , H∗(M g,k)) be given for homogeneous elements
α := (α1, . . . , αk) with αi ∈ Hγi by
Λ
W,G
g,k (α) :=
|G|g
deg(st) PD st∗
[W g,k(W,γ)]vir ∩
k∏
i=1
αi
 , (63)
and then extend linearly to general elements of H ⊗kW,G. Here, PD is the Poincare duality
map.
Let e1 := 1 be the distinguished generator of HJ , and let 〈 , 〉W,G denote the pairing on
the state space HW,G.
Theorem 4.2.2. The collection (HW,G, 〈 , 〉W,G, {ΛW,Gg,k }, e1) is a cohomological field theory
with flat identity.
Moreover, if W1 and W2 are two singularities in distinct variables with admissible
groups G1 and G2, respectively, then the cohomological field theory arising from W1 +
W2,G1 × G2 is the tensor product of the cohomological field theories arising from W1,G1
and W2,G2:
(HW1+W2 ,G1×G2 , {ΛW1+W2,G1×G2g,k }) = (HW1 ,G1 ⊗HW2 ,G2 , {ΛW1 ,G1g,k ⊗ ΛW2,G2g,k }).
Proof. To show that the classes form a cohomological field theory, we must show that the
following properties hold (see, for example, [JKV1, §3.1]):
C1. The element ΛW,Gg,n is invariant under the action of the symmetric group S k.
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C2. Let g = g1 + g2; let k = k1 + k2; and let
ρtree : M g1,k1+1 ×M g2,k2+1 ✲ M g,k
be the gluing trees morphism (21). Then the forms ΛW,Gg,n satisfy the composition
property
ρ∗treeΛ
W,G
g1+g2,k(α1, α2 . . . , αk) =∑
µ,ν
Λ
W,G
g1,k1+1(αi1 , . . . , αik1 , µ) η
µν ⊗ Λ
W,G
g2,k2+1(ν, αik1+1 , . . . , αik1+k2 ) (64)
for all αi ∈ HW , where µ and ν run through a basis of HW , and ηµν denotes the
inverse of the pairing 〈 , 〉 with respect to that basis.
C3. Let
ρloop : M g−1,k+2 ✲ M g,k (65)
be the gluing loops morphism (22). Then
ρ∗loop Λ
W,G
g,k (α1, α2, . . . , αk) =
∑
µ,ν
Λ
W,G
g−1,k+2 (α1, α2, . . . , αn, µ, ν) ηµν, (66)
where αi, µ, ν, and η are as in C2.
C4a. For all αi in HW we have
Λ
W,G
g,k+1(α1, . . . , αk, e1) = ϑ∗ΛW,Gg,k (α1, . . . , αk), (67)
where ϑ : M g,n+1 ✲ M g,n is the universal curve.
C4b. ∫
M 0,3
Λ
W,G
0,3 (α1, α2, e1) = 〈α1, α2〉W . (68)
Axiom C1 follows immediately from the symmetric group invariance (axiom 2) of the
virtual cycle.
To prove Axioms C2 and C3 we first need a simple lemma: that the Casimir element
is Poincare` dual to the pairing. This is well known, but we include it for completeness
because we use it often.
Lemma 4.2.3. Let αi ∈ HW be a basis. Consider the Casimir element
∑
i j ηi jαi ⊗ α j of its
pairing. For any u, v ∈ H ∗W , we have
〈u, v〉 = u ⊗ v ∩
∑
i j
ηi jαi ⊗ α j.
Proof. Let α∗i be the dual basis and let u :=
∑
i〈u, αi〉α
∗
i , and v :=
∑
j〈v, α j〉α∗j . Therefore,
〈u, v〉 =
∑
i j
〈u, αi〉〈v, α j〉〈α∗i , α
∗
j〉.
Notice that ηi j = 〈αi, α j〉 and ηi j = 〈α∗i , α∗j〉. The right hand side is precisely u ⊗ v ∩∑
i j ηi jαi ⊗ α j. 
Let αi ∈ Hγi and let Γ denote the W-graph of either the tree (two vertices, of genus g1
and g2, respectively, with k1 and k2 tails, respectively, and one separating edge) or of the
loop (one vertex of genus g − 1 with k tails and one edge) where the ith tail is decorated
with the group element γi.
QUANTUM SINGULARITY THEORY 39
Let Γ̂ denote the “cut” version of the graph Γ. Note that the data given do not determine
a decoration of the edge, so Γ and Γ̂ are really sums over all choices Γε or Γ̂ε decorated
with ε ∈ G on the edge.
Using the notation of the composition axiom (6), we have the following commutative
diagram for each ε.
Fε
pr2✲ W (Γε)
W (̂Γε)
✛
q ε
M (̂Γ)
pr1
❄
ρˆ✲
st̂
Γ
ε
✲
M (Γ)
stΓε
❄
(69)
And summing over all ε ∈ G, we have the following.⋃
ε∈G
W (Γε)
˜i✲ W g,k(γ)
M (Γ)
∑
ε∈G stΓε
❄
i ✲ M g,k
st
❄
(70)
We have ρ = i ◦ ρˆ. In the second diagram, note that the square is not Cartesian. In fact, by
Propositions 2.2.17 and 2.2.18, it fails to be Cartesian by a factor of |〈ε〉| on each term.
Lemma 4.2.4. For any α ∈ H∗(W g,k(γ)) we have the relation
i∗st∗α =
∑
ε∈G
|〈ε〉|(stΓε)∗˜i∗α. (71)
Corollary 4.2.5. The virtual fundamental classes pushed down to M (Γ) are related by the
equality
i∗st∗
[
W g,k(γ)
]vir
=
∑
ε∈G
|〈ε〉|(stΓε )∗˜i∗
[
W g,k(γ)
]vir
. (72)
Proof of Lemma 4.2.4. The orbifold ⋃ε∈G W (Γε) is the inverse image st−1(M (Γ). We
would like to be able to apply a push-pull/pull-push relation, but st is not transverse to
i, so this will not work.
Instead, we deform the map st in a small neighborhood of ⋃ε∈G W (Γε), and we deform
in a normal direction to get a new map ŝt which is transverse to i and so that the inverse
image ŝt−1(M (Γ)) lies in the normal bundle of ˜i. So we have the following diagram:
ŝt
−1(M (Γ))
ˆi
✲ W g,k(γ)
M (Γ)
ŝtΓ
❄
i
✲ M g,k.
ŝt
❄
(73)
40 HUIJUN FAN, TYLER JARVIS, AND YONGBIN RUAN
For any α ∈ H∗(W g,k(γ)) we have st∗α = ŝt∗α, since ŝt is a deformation of st. Now
the standard push-pull/pull-push relation, which is a special case of the clean intersection
formula [Qu, Prop 3.3], says that we have
ŝtΓ∗ˆi∗α = i∗ ŝt∗α = i∗st∗α.
But since st−1(M (Γ)) lies in the normal bundle of ˜i, we can factor the map ŝtΓ as
ŝtΓ = stΓ ◦ pr,
where pr is the projection of the normal bundle down to ⋃ε∈G W (Γε). Moreover, since ŝt
is a deformation of st, we have that the pullbacks ˆi∗a and pr∗˜i∗a are equal. The map pr is
finite when restricted to st−1(M (Γ)), and for each ε, we denote by deg(prε) its degree over
the component W (Γε). Therefore,
i∗st∗α = ŝtΓ∗ˆi∗α
= stΓ∗pr∗pr∗˜i∗α
=
∑
ε∈G
deg(prε)stΓε∗˜i∗α
Now, it is easy to see that deg(prε) is equal to the number of non-isomorphic W-curves
over a generic smooth curve that degenerate to a given generic nodal W-curve in W (Γε).
As described in Propositions 2.2.17 and 2.2.18, after accounting for automorphisms, this
number is |〈ε〉|. 
Now, we prove Axioms C2 and C3. To simplify computations, we choose a basis B :=
{µγ,i} of HW with each µγ,i ∈ Hγ, and write all the Casimir elements in terms of this basis.
In the case of Axiom C3 (the case that Γ is a loop) we have
Λg−1,k+2(α1, . . . , αk, µ, ν)ηµν = ∑γ∈G |G|g−1deg(st̂
Γγ
) PD (st̂Γγ )∗
([
W (̂Γγ)
]vir
∩
∏k
i=1 αi ∪ µγ,i ∪ νγ,i
)
ηµγ,iνγ,i
=
∑
γ∈G
|G|g−1
deg(st̂
Γγ
) PD (st̂Γγ )∗
(〈[
W (̂Γγ)
]vir〉
±
∩
∏k
i=1 αi
)
=
∑
γ∈G
|G|g−1
deg(st̂
Γγ
) deg(qγ) PD (st̂Γγ )∗
(
(qγ)∗pr∗2
[
W (Γγ)
]vir
∩
∏k
i=1 αi
)
=
∑
γ∈G
|G|g−1
deg(pr1) PD (pr1)∗
(
pr∗2
[
W (Γγ)
]vir
∩
∏k
i=1 αi
)
=
∑
γ∈G
|G|g−1
deg(stΓγ ) PD ρˆ
∗(stΓγ )∗
([
W (Γγ)
]vir
∩
∏k
i=1 αi
)
=
∑
γ∈G
|G|g−1
|G|2g−3 |G/〈γ〉|PD ρˆ
∗(stΓγ )∗
([
W (Γγ)
]vir
∩
∏k
i=1 αi
)
=
∑
γ∈G
|G|g |〈γ〉|
|G|2g−1 PD ρˆ
∗(stΓγ )∗˜i∗
([
W g,k(γ)
]vir
∩
∏k
i=1 αi
)
=
|G|g
deg(st) PD ρ
∗st∗
([
W g,k(γ)
]vir
∩
∏k
i=1 αi
)
= ρ∗Λg,k(α1, . . . , αk)
The second equality follows from the fact that the Casimir element in cohomology is dual
to the pairing in homology. The sixth follows from the explicit computation of deg(stΓ)
in Proposition 2.2.18 and the seventh from the connected graphs axiom (Axiom 3). The
eighth equality follows from Equation (72).
The case of Axiom C2 is similar, but simpler, because there is only one choice of deco-
ration γ for the edge of Γ. In this case we have
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Λg1,k1+1(αi1 , . . . , αik1 , µ) ηµνΛg2,k2+1(ν, αik1+1 , . . . , αik1+k2 )
=
|G|g
deg(st̂
Γ
) PD (st̂Γ)∗
[W (̂Γ)]vir ∩
k∏
i=1
αi ∪ µ ∪ ν
 ηµν
=
|G|g
deg(st̂
Γ
) PD (st̂Γ)∗
〈[W (̂Γ)]vir〉
±
∩
k∏
i=1
αi

=
|G|g
deg(st̂
Γ
) deg(q) PD (st̂Γ)∗
(q)∗pr∗2 [W (Γ)]vir ∩
k∏
i=1
αi

=
|G|g
deg(pr1) PD (pr1)∗
pr∗2 [W (Γ)]vir ∩
k∏
i=1
αi

=
|G|g
deg(stΓ) PD ρ
∗(stΓ)∗
[W (Γ)]vir ∩
k∏
i=1
αi

=
|G|g
deg(st)/|〈γ〉|PD ρ
∗(stΓ)∗
[W (Γ)]vir ∩
k∏
i=1
αi

=
|G|g|〈γ〉|
deg(st) PD ρ
∗(stΓ)∗
[W (Γ)]vir ∩
k∏
i=1
αi

= ρ∗Λg,k(α1, . . . , αk).
Axiom C4a and Axiom C4b follow immediately from the forgetting tails axiom. 
Definition 4.2.6. Define correlators
〈τl1 (α1), . . . , τlk (αk)〉W,Gg :=
∫
[
M g,k
] ΛW,Gg,k (α1, . . . , αk)
k∏
i=1
ψ
li
i
Definition 4.2.7. Let {α0, . . . , αs} be a basis of the state space HW such that α0 = 1, and
let t = (t0, t1, . . . ) with tl = (tα0l , tα1l , . . . , tαsl ) be formal variables. Denote by ΦW,G(t) ∈
λ−2C[[t, λ]] the (large phase space) potential of the theory:
ΦW,G(t) :=
∑
g≥0
ΦW,Gg (t) :=
∑
g≥0
λ2g−2
∑
k
1
k!
∑
l1,...,lk
∑
α1,...,αk
〈τl1 (α1) · · · τlk (αk)〉W,Gg tα1l1 · · · t
αk
lk .
Manin, in [Man1, Thm III.4.3] shows that a cohomological field theory in genus zero is
equivalent to a formal Frobenius manifold.
Corollary 4.2.8. The genus-zero theory defines a formal Frobenius manifold structure on
Q[[H ∗W,G]] with pairing 〈 , 〉W,G and (large phase space) potential ΦW,G0 (t).
Three very important constraints are the string and dilaton equations and the topological
recursion relations (See [Man1, §VI.5.2] and [JKV1, §5.2].
Theorem 4.2.9. The potential ΦW,G(t) satisfies analogues of the string and dilaton equa-
tions and the topological recursion relations.
Proof. Let ϑ : M g,k+1 ✲ M g,k denote the universal curve, and let Di,k+1 denote the
class of the image of the ith section in M g,k.
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The dilaton and string equations forΦW,G follow directly from the forgetting tails axiom
and from fact that the gravitational descendants ψi satisfy ϑ∗(ψi) = ψi + Di,k+1.
The topological recursion relations hold because of the relation
ψi =
∑
T+⊔T−=[k]
k,k−1∈T+
i∈T−
δ0;T+
on M 0,k, where δ0;T+ is the boundary divisor in M 0,k corresponding to a graph with a
single edge and one vertex labeled by tails in T+. 
For more details about these equations in the An case, see [JKV1, §5.2]
5. ADE-singularities andMirror symmetry
The construction of this paper corresponds to the A-model of the Landau-Ginzburg
model. A particular invariant from our theory is the ring HW,G. The Milnor ring, or local
algebra, QW of a singularity can be considered as the B-model. One outstanding conjecture
of Witten is the self-mirror phenomenon for ADE-singularities. This conjecture states that
for any simple (i.e., ADE) singularity W, the ring HW,〈J〉 is isomorphic, as a Frobenius
algebra, to the Milnor ring QW of the same singularity.
This is the main topic of this section. More precisely, we prove the following theorem,
which resolves the conjecture and serves as the first step toward the proof of the integrable
hierarchy theorems in the next section.
Theorem 5.0.10. [Theorem1.0.7]
(1) Except for Dn with n odd, the ring HW,〈J〉 of any simple (ADE) singularity W with
symmetry group 〈J〉 is isomorphic, as a Frobenius algebra, to the Milnor ring QW
of the same singularity.
(2) The ring HDn ,GDn of Dn with the maximal diagonal symmetry group GDn is isomor-
phic, as a Frobenius algebra, to the Milnor ring Qxn−1y+y2  QA2n−3 .
(3) The ring HW,GW of W = xn−1y + y2 (n ≥ 4) with the maximal diagonal symmetry
group is isomorphic, as a Frobenius algebra, to the Milnor ring QDn of Dn.
Note that the self-mirror conjecture is not quite correct. In particular, in the case of Dn
for n odd, the maximal symmetry group is generated by J, but the ring HW,GW = HW,〈J〉
is not isomorphic to QDn . Instead it is isomorphic to the the Milnor ring of the singularity
W˜ := xn−1y + y2, and conversely, the ring HW′ ,GW′ is isomorphic to the Milnor ring QDn ,
so, in fact, the mirror of Dn is W′ = xn−1y + y2.
This is a special case of the construction of Berglund and Hu¨bsch [BH] for invertible
singularities. Specifically, consider a singularity W of the form
W =
N∑
i=1
W j with W j =
N∏
l=1
x
bℓ, j
ℓ
,
and with bℓ, j ∈ Z≥0. As we did in the proof of Lemma 2.1.8, we form the N × N matrix
B := (bℓ j). Berglund and Hu¨bsch conjectured that the mirror partner to W should be the
singularity corresponding to BT , that is
WT :=
N∑
ℓ=1
WTℓ , where W
T
ℓ =
N∏
j=1
x
bℓ, j
j .
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Using this construction, we find that the mirror partner to Dn = xn−1 + xy2 should be
the singularity DTn = xn−1y+ y2. This singularity is isomorphic to A2n−3, so the Milnor ring
of W is isomorphic to the Milnor ring of A2n−3. But this isomorphism of singularities does
not give an isomorphism of A-model theories. Indeed, Theorem 5.0.10 shows that the ring
HDTn ,GDTn
of DTn is not isomorphic to the ring HA2n−3,GA2n−3 , but rather it it isomorphic to QDn .
The Berglund and Hu¨bsch construction also explains the self-duality of An and E6,7,8.
In addition, their elegant construction opens a door to the further development of the sub-
ject of Landau-Ginzburg mirror symmetry. Since the initial post of this article in 2007,
much progress on Landau-Ginzburg mirror symmetry has been made by Krawitz and his
collaborators [Kr, PAKWR].
We note that Kaufmann [Ka1, Ka2, Ka3] has made a computation for a different, alge-
braic construction of an “orbifolded Landau-Ginzburg model” which gives mirror symme-
try results that match the results of Theorem 5.0.10. In particular, in his theory, just as in
ours, the Dn case for n odd is also not self-dual, but rather is mirror dual to DTn .
5.1. Relation between QW and HN(CN ,W∞,C). As we mentioned earlier, the Milnor
ring QW represents a B-model structure. In order to obtain the correct action, we con-
sider QWω, where ω = dx1 ∧ · · · ∧ dxN . Here an element of QWω is of the form φω,
where φ ∈ QW and γ ∈ GW acts on both φ and ω. The A-model analogy is the relative
cohomology groups HN(CN ,W∞,C). It was an old theorem of Wall [Wa1, Wa2] that they
are isomorphic as GW-spaces. Wall’s theorem could almost be viewed as a sort of mirror
symmetry theorem itself.
An “honest” mirror symmetry theorem should exchange the A-model for one singularity
with the B-model for a different singularity. However, it is technically convenient for us to
use Wall’s isomorphism to label the class of HN(CN ,W∞,C). For the A-model state space,
we need to consider HN(CN ,W∞,C)〈J〉 with the intersection pairing. It is well known that
Wall’s isomorphism can be improved to show that(
HN(CN ,W∞,C)〈J〉, 〈 , 〉
)

(
(QWω)〈J〉,Res
)
(see a nice treatment in [Ce]). It is clear that the above isomorphism also holds for the
invariants of any admissible group G. With the above isomorphism, we have the identifi-
cations:
HW,G =
⊕
γ∈G
(
Hmid(CNγ ,W∞γ ,Q)
)G

⊕
γ∈G
(
QWγωγ
)G
, (74)
where ωγ is the restriction of the volume form ω to the fixed locus Fix γ. The space⊕
γ
(
QWγωγ
)G
arises in the orbifolded Landau-Ginzburg models studied by Intriligator-
Vafa and Kaufmann in [IV, Ka1, Ka2, Ka3].
For computational purposes, it is usually easier to work with the sums of Milnor rings
so we will use the identification (74) for the remainder of the paper. However, we would
like to emphasize that while QW has a natural ring structure, HN(CN ,W∞,C) does not have
any natural ring structure. Moreover, the ring structure induced on the state space is not
the same as the one induced by the Milnor rings via the isomorphism (74). Furthermore,
QW has an internal grading, while the degree of HN(CN ,W∞,C) is just N. Hence, they are
very different objects, and readers should not be confused by their similarity.
Before we start an explicit computation, we make several additional remarks.
Remark 5.1.1. One point of confusion is the notation of degree in singularity theory versus
that of Gromov-Witten theory. Throughout the rest of paper, we will use degC to denote
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the degree in singularity theory (i.e., the degree of the monomial) and degW to denote its
degree as a cohomology class in Gromov-Witten or quantum singularity theory. We have
degW = 2 degC .
Remark 5.1.2. The local algebra, or Milnor ring, QW carries a natural non-degenerate
pairing defined by
〈 f , g〉 = Resx=0 f g dx1 ∧ · · · ∧ dxN∂W
∂x1
· · · ∂W
∂xN
.
The pairing can be also understood as follows. The residue Res( f ) := Resx=0 f dx1∧···∧dxN∂W
∂x1
··· ∂W
∂xN
has the following properties
(1): Res( f ) = 0 if degC( f ) < cˆW .
(2): Res
(
∂2W
∂xi∂x j
)
= µ, where µ := dimC(QW ) is the Milnor number.
Modulo the Jacobian ideal, any polynomial f can be uniquely expressed as f = C
(
∂2W
∂xi∂x j
)
+
f ′, with degC( f ′) < cˆW . This implies that
Res( f ) = Cµ.
Remark 5.1.3. For any G ≤ Aut(W), the action of the group G on the line bundles of the
W-structure and on relative homology is inverse to the action on sheaves of sections, on
relative cohomology, on the local ring, and on germs of differential forms. For instance,
the element we have called J acts on homology and on the line bundles of the W-structure
as (exp(2πiq1), . . . , exp(2πiqN)), but it acts on QW and on QWω as
J · xm11 · · · x
mN
N = e
−2πi∑i miqi xm11 · · · xmNN
and
J · xm11 · · · x
mN
N dx1 ∧ · · · ∧ dxN = e
−2πi
∑
i(mi+1)qi xm11 · · · x
mN
N dx1 ∧ · · · ∧ dxN .
5.2. Self-mirror cases.
5.2.1. The singularity An. The maximal diagonal symmetry group of An = xn+1 is pre-
cisely the group 〈J〉. The 〈J〉-invariants of the theory in the case of An agree with the
theory of (n + 1)-spin curves in [JKV1]. In that paper it is proved that the associated
Frobenius algebra is isomorphic to the An Milnor ring (local algebra), and the Frobenius
manifold is isomorphic to the Saito Frobenius manifold for An.
5.2.2. The exceptional singularity E7. Consider now the case of E7 = x3 + xy3. We have
qx = 1/3, and qy = 2/9.
By Equation (43) we get
cˆE7 = 8/9.
Furthermore, if ξ = exp(2πi/9), then J acts by (ξ3, ξ2), and
ΘJx = 1/3 ΘJy = 2/9.
It is easy to check that the maximal symmetry group is generated by J:
GE7 = 〈J〉  Z/9Z.
Denote
e0 := dx∧dy ∈ Hmid(CNJ0 ,W∞J0 ,Q),
ek := dx ∈ Hmid(CNJk ,W∞Jk ,Q) for k = 3, 6,
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and
ek := 1 ∈ Hmid(CNJk ,W∞Jk ,Q) for 3 ∤ k.
We also denote the element 1 := e1.
Using this notation, the GE7 -space
⊕
k∈Z/9Z H
mid(CNJk ,W∞Jk ,Q) can be described as fol-
lows:
Hmid(CNJk ,W∞Jk ,Q) =

E7 = span(e0, x1e0, x2e0, ye0, y2e0, xye0, x2ye0) if k = 0
A2 = span(ek, xek) if k ≡ 3, 6 (mod 9)
A1 = span(ek) if 3 ∤ k.
(75)
The GE7 -invariant elements of this space form the state space of the E7 theory
HE7 = span(y2e0, 1, e2, e4, e5, e7, e8).
We now compute the genus-zero, three-point correlators for the GE7 -invariant terms of
the theory. First, the degree shift
ιJk =
N∑
i=1
(ΘJki − qi)
and the W-degree
degW (xiy jek) = deg(xiy jek) + 2ιJk = NJk + 2ιJk
depend only on k. For example, we have
ιJ2 = (ΘJ
2
x − qx) + (ΘJ
2
y − qy) = (2/3 − 1/3) + (4/9 − 2/9) = 5/9,
and
degW (e2) = deg(e2) + 2ιJ2 = 0 + 10/9.
The complete set of numbers ι and degW are given by the following table:
k 0 1 2 3 4 5 6 7 8
ιJk −5/9 0 5/9 1/9 6/9 2/9 −2/9 3/9 8/9
degW(xiy jek) 8/9 0 10/9 11/9 12/9 4/9 5/9 6/9 16/9
For each genus-zero, three-point correlator 〈aek1 , bek2 , cek3〉
E7
0 , we have g = 0, k = 3 and
we compute from Equation (52) that
D = − index(Lx) − index(Ly) = cˆW (0 − 1) +
3∑
j=1
ιJk j = −8/9 +
3∑
j=1
ιJk j
The dimension axiom (Equation (53)) states that the the correlator will vanish unless
dimR(M 0,3) = −2D −
3∑
j=1
NJk j .
That means the correlator will vanish unless
0 = −2cˆE7 + 2
3∑
j=1
ιJk j +
3∑
j=1
NJk j = −2cˆW +
3∑
j=1
degW (ek j)
A straightforward computation shows this only occurs for the following correlators :
〈y2e0, y2e0, 1〉E70 , 〈y
2e0, e5, e5〉
E7
0 , 〈1, 1, e8〉
E7
0 , 〈1, e2, e7〉
E7
0 , 〈1, e4, e5〉
E7
0 , 〈e5, e7, e7〉
E7
0 .
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Now we compute when the line bundles Lx and Ly, defining the E7-structure are con-
cave. Since we are in genus zero, this occurs precisely when the degree of the desingular-
ization of each line bundle (see Equation (77)) is negative:
0 > deg(|Lx|) =
qx(2g − 2 + k) −
k∑
l=1
Θ
γl
x
 = 1/3 −
3∑
l=1
ΘJ
kl
x (76)
and
0 > deg(|Ly|) =
qy(2g − 2 + k) −
k∑
l=1
Θ
γl
y
 = 2/9 −
3∑
l=1
ΘJ
kl
y (77)
This occurs precisely for the correlators
〈1, 1, e8〉E70 , 〈1, e2, e7〉
E7
0 , 〈1, e4, e5〉
E7
0 , 〈e5, e7, e7〉
E7
0 .
For these concave cases the virtual cycle must be Poincare´ dual to the top (zeroth) Chern
class of the bundle R1π∗(L1 ⊕L2) = 0, which is 1. Thus these correlators are all 1.
The correlator 〈y2e0, y2e01〉E70 , is just the residue pairing of the element y2 with itself in
the J0-sector Hmid(CNJ0 ,W∞J0 ,Q) = QE7 . The Hessian h := ∂
2W
∂xi∂x j
of W is 36x2y − 9y4 =
−21y4 in QW , and by Remark 5.1.2 we have 〈1e0, he0〉E7 = µE7 = 7, so
〈y2e0, y2e0, 1〉E7 = 〈1e0, y4e0〉E7 = 〈1e0,−h/21e0〉E7 = −1/3.
Finally, we will compute the correlator 〈y2e0, e5, e5〉E70 by using the Composition Law
(Axiom 6). The cycle
[
W 0,4(E7; J5, J5, J5, J5)
]vir
corresponds to a cycle on W 0,4(E7; J5, J5, J5, J5)
of (real) dimension 6g− 6+ 2k− 2D = 2 = dimR W 0,4(E7; J5, J5, J5, J5), and thus it is just
a constant times the fundamental cycle.
In this case we can compute that the line bundles |Lx| and |Ly| have degrees −2 and
0, respectively, and thus for each fiber (isomorphic to CP1) of the universal curve C
over W 0,4(E7; J5, J5, J5, J5) we have H0(CP1, |Lx| ⊕ |Ly|) = 0 ⊕ C, and H1(CP1, |Lx| ⊕
|Ly|) = C ⊕ 0. The Witten map from H0 to H1 is (3x¯2 + y¯3, 2x¯y¯). This map has degree
−3, so by the Index-Zero Axiom (Axiom 5b), the cycle
[
W 0,4(E7; J5, J5, J5, J5)
]vir
is −3
times the fundamental cycle. Pushing down to the moduli of pointed curves (see Equa-
tion (63)) gives ΛE70,4(e5, e5, e5, e5) = −3 and the pullback along the gluing map ρ gives
ρ∗Λ
E7
0,4(e5, e5, e5, e5) = −3.
By the Composition Axiom, we have
−3 =
∑
i, j
Λ
E7
0,3(e5, e5, αi)ηαiβ jΛE70,3(β j, e5, e5).
But the only non-zero three-point class of the formΛE70,3(e5, e5, αi) isΛE70,3(e5, e5, y2e0). Thus
we have
−3 = −3
(
Λ
E7
0,3(e5, e5, y2e0)
)2
,
and so
〈e5, e5, y2e0〉E70 =
∫
M 0,3
Λ
E7
0,3(e5, e5, y2e0) = ±1. (78)
Now the fact that our pairing matches Hγ with Hγ−1 means that it pairs HJk with HJ9−k ,
and if k , 0 then the sectors (HJk )J  (HJ9−k )J are one-dimensional, spanned by ek and
the pairing gives 〈ek, e9−k〉E7 = 1. We can use these correlators as the structure constants
for an algebra on the invariant state space. If we define a map φα : C[X, Y] ✲ HE7 by
X 7→ α3e7 and Y 7→ α2e5
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for any α ∈ C∗, then we can make φ into a surjective homomorphism as follows:
1 7→ 1 = e1 X2 7→ α6e4 XY 7→ α5e2
X2Y 7→ α8e8 Y2 7→ ∓3α4y2e0
Moreover, we have the relations
φ(X) ⋆ φ(Y)2 = 0
and
φ(Y)3 = φ(Y) ⋆ (∓3α4y2e0) = ∓3α6
∑
α,β
〈e5, y2e0, α〉E70 η
αββ
= −3α6e4 = −3φ(X)2.
(79)
So the kernel of φ contains XY2 and Y3 + 3X2, but QE7 = C[X, Y]/(XY2, Y3 + 3X2) has the
same dimension as HE7 ; therefore
QE7 = C[X, Y]/(XY2, 3X2 + Y3)
φα✲ (H GE7 , ⋆)
is an isomorphism of graded algebras for any choice of α ∈ C∗.
We wish to choose α so that the isomorphism φα also preserves the pairing. The pairing
for QE7 has
〈1, X2Y〉QE7 =
1
9 and 〈Y
2, Y2〉QE7 = −
1
3 ,
whereas for HE7 the pairing is given by
〈1, e8〉HE7 = 1 and 〈∓y
2e0,∓y2e0〉HE7 = −3.
This shows that the pairings differ by a constant factor of 9, and since φ(X2Y) and φ(Y4)
both have degree 8 in α, choosing α8 = 1/9 makes φ into an isomorphism of graded
Frobenius algebras
QE7  (H GE7 , ⋆).
5.2.3. The exceptional singularities E6 and E8. Our ring HW,GW for both of the exceptional
singularities E6 = x3 + y4 and E8 = x3 + y5 with maximal symmetry group GW can be
computed easily using the Sums of Singularities Axiom (Axiom 8). In this case we have
HE6 ,GE6  HA2,GA2 ⊗HA3,GA3  QA2 ⊗QA3  QE6 (80)
HE8 ,GE8  HA2 ,GA2 ⊗HA4 ,GA4  QA2 ⊗QA4  QE8 , (81)
where the second isomorphism of each row follows from the An case. Note that in both
cases we have 〈J〉 = GW .
Later, when we compute the four-point correlators, it will be useful to have these iso-
morphisms described explicitly.
Explicit Isomorphism for E6. Define E6 := x3 + y4. The invariants are generated by the
elements e1, e2, e5, e7, e10, e11, where ei := 1 ∈ Hmid(CNJi ,W∞Ji ,Q).
Computations similar to those done above show that the isomorphism of graded Frobe-
nius algebras QE6 ✲ HE6 ,GE6 is given by
Y 7→ α3e5 and X 7→ α4e10,
with α10 = 1/12.
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Explicit Isomorphism for E8. Define E8 := x3 + y5. The invariants are generated by the
elements e1, e2, e4, e7, e8, e11, e13, e14 where ei := 1 ∈ Hmid(CNJi ,W∞Ji ,Q).
Again, computations similar to those done above show that the isomorphism of graded
Frobenius algebras QE8 ✲ HE8 ,GE8 is given by
Y 7→ α3e7 and X 7→ α5e11,
with α14 = 1/15.
5.2.4. The singularity Dn+1 with n odd and symmetry group 〈J〉. Consider the case of Dn+1
with W = xn + xy2 and with n odd. The weights are qx = 1/n and qy = (n − 1)/2n and the
central charge is cˆDn+1 = (n − 1)/n. The exponential grading operator J is
J = (ξ2, ξn−1) where ξ = exp(2πi/2n).
And J has order n in the group GDn+1 = 〈(ξ2, ξ)〉  Z/2nZ.
As described in Section 2.3, we may restrict to the sectors that come from the subgroup
〈J〉 by restricting the virtual cycle for Dn+1 to the locus corresponding to the moduli space
for W′-curves, with W′ := xn + xy2 + x(n+1)/2y. For the rest of this example we assume
this restriction has been made. To simplify computations later, we find it easier to take
a ∈ (0, n] instead of the more traditional range of [0, n).
Denote
en := dx∧dy ∈ Hmid(CNJn ,W∞Jn ,Q) = Hmid(CNJ0 ,W∞J0 ,Q),
ea := 1 ∈ Hmid(CNJa ,W∞Ja ,Q) for a , n,
so that the GDn+1 -space
⊕
k∈Z/nZ H
mid(CNJk ,W∞Jk ,Q) can be described as
Hmid(CNJk ,W∞Jk ,Q) =
Dn+1 = 〈en, x
1en, x
2en, . . . , x
n−1en, yen〉 if k = n
A1 = 〈ek〉 if k . 0 (mod n).
(82)
The 〈J〉-invariant elements form our state space
HDn+1 = 〈x
(n−1)/2en, yen, e1, . . . , e(n−1)〉.
To prove that (HDn+1 , ⋆)  QDn+1 , we will choose constants α, β ∈ C so that the ring
homomorphism
φ : C[X, Y] ✲ HDn+1 ,
defined by X 7→ e3 and Y 7→ α(x n−12 en) + β(yen), induces an isomorphism from QDn+1 to
HDn+1 ,〈J〉.
To determine properties of the homomorphism, we must better understand the genus-
zero, three-point correlators for the 〈J〉-invariant terms of the theory.
The degree degW (xiy jea) is determined only by a and is given as follows:
degW (xiy jea) =

a−1
n
if a is odd and a ∈ (0, n]
n+a−1
n
if a is even and a ∈ (0, n).
For the genus-zero, three-point correlators, denote the relevant sectors by Jai for i ∈
{1, 2, 3}. Using the dimension axiom, we see that the virtual cycle vanishes unless
2cˆDn+1 =
∑
l
degW (eal ).
This occurs precisely when ∑
i
ai = 2n + 1 − nE, (83)
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where E denotes the number of ai which are even. Since 0 < ai ≤ n for all i, we have∑
ai ≥ 3, so 0 ≤ E ≤ 1.
Using Equation (77) for the degree of the bundles |Lx| and |Ly|, we have the following
two cases:
(1) If E = 1, then deg(|Lx|) = deg(|Ly|) = −1. In this case the concavity axiom shows
that the correlator is 1.
(2) If E = 0, then at most two of the ai can be n. There are three cases:
(a) If E = 0 and none of the ai is n, then deg(|Lx|) = −2 and deg(|Ly|) = 0.
(b) If E = 0 and exactly one ai is n, then deg(|Lx|) = −1 and deg(|Ly|) = 0.
(c) If E = 0 and exactly two of the ai are n, then deg(|Lx|) = deg(|Ly|) = 0.
For Case 2, first note that all correlators of the form
〈v, v′, 1〉Dn+10,3
for v, v′ ∈ H are simply the pairing of v with v′ in H . In particular,
〈x(n−1)/2en, x(n−1)/2en, 1〉Dn+10,3 = 〈x
(n−1)/2en, x(n−1)/2en〉 =
1
2n
〈yen, yen, 1〉Dn+10,3 = 〈yen, yen〉 =
−1
2
,
and
〈x(n−1)/2en, yen, 1〉Dn+10,3 = 〈x
(n−1)/2en, yen〉 = 0.
For Case 2a the line bundles |Lx| and |Ly| have degrees −2 and 0, respectively, and thus
H0(CP1, |Lx| ⊕ |Ly|) = 0 ⊕ C, and H1(CP1, |Lx| ⊕ |Ly|) = C ⊕ 0, and the Witten map from
H0 to H1 is (nx¯n−1 + y¯2, 2x¯y¯). This map has degree −2, so, as in previous arguments, the
Index-Zero Axiom (Axiom 5b) shows that the correlator, is −2.
Case of n > 3. If we assume that n > 3, and letting µ and ν range through the basis
{x(n−1)/2en, yen, e1, . . . , e(n−1)}, we have
e3 ⋆ e3 =
∑
µ,ν
〈e3, e3, µ〉η
µνν
=
∑
ν
〈e3, e3, en−5〉η
en−5νν
= 〈e3, e3, en−5〉e5 = e5.
Similar computations show that for l < (n − 1)/2 we have
el3 = e2l+1.
In the case of e(n−1)/23 we have
e(n−1)/23 = e3 ⋆ e
(n−3)/2
3 = 〈e3, e(n−2), x
(n−1)/2en〉2nx(n−1)/2en + 〈e3, e(n−2), yen〉(−2)yen.
To simplify notation we denote r := 〈e3, e(n−2), x(n−1)/2en〉 and s := 〈e3, e(n−2), yen〉, so that
e(n−1)/23 = (2nrx(n−1)/2en − 2syen).
Note that a computation like the one done above for case 2a shows that the restriction
of the virtual cycle
[
W 0,4,Dn+1 (J3, J(n−2), J3, J(n−2))
]vir
to the boundary is zero-dimensional
and equals −2. The composition axiom applied to this class shows that
−2 = 2nr2 − 2s2.
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This shows that
e(n+1)/23 = e3 ⋆ ((2nrx(n−1)/2en − 2syen))
= 2nr2e2 − 2s2e2
= −2e2.
Proceeding in this manner, we find that
el3 = −2e(2l−n+1) if (n + 1)/2 ≤ l ≤ n − 1.
We wish to choose constants α and β so that the homomorphism
φ : C[X, Y] ✲ HDn+1 ,〈J〉, 1 7→ e1, X 7→ e3, Y 7→ αx(n−1)/2en + βyen
has both XY and nXn−1+Y2 in its kernel, but so that φ(Y) is not in the span 〈φ(1), φ(X), . . . , φ(X(n−1)〉.
A straightforward calculation shows that
φ(Y2) =
(
α2
2n
−
β2
2
)
en−1.
Combining this with our previous calculations, we require
α2
2n
−
β2
2
= 2n.
Moreover, one easily computes that φ(XY) = (αr + βs)e2 and so α = −βs/r. This gives
β = ±2nr, and thus α = ∓2ns.
With these choices of α and β it is easy to check that φ(Y) is not in the span 〈φ(1), φ(X), . . . , φ(X(n−1)〉.
This means that φ is surjective and the ideal (XY, nXn−1 + Y2) lies in its kernel, and thus it
induces the desired isomorphism of graded rings ¯φ : QDn+1 ✲ (HDn+1,〈J〉, ⋆).
As in the case of E7, we wish to rescale ¯φ to make it also an isomorphism of Frobenius
algebras. The pairing for QDn+1 is
〈Xn−1, 1〉 = 1/2n and 〈Y2, 1〉 = −1/2,
whereas the paring for HDn+1 ,〈J〉 has
〈en−13 , 1〉 = 〈−2en−1, 1〉 = −2 and 〈 ¯φ(Y2), 1〉 = −n〈 ¯φ(Xn−1), 1〉 = 2n.
Thus the pairing of HDn+1 ,〈J〉 is a constant −4n times the pairing of QDn+1 . Since both
rings are graded and the pairing respects the grading, rescaling the homomorphism ¯φ by an
appropriate factor (namely, ¯φ(X) = σ2e3, and ¯φ(Y) = σn−1(αx(n−1)/2en+βyen), with σ2n−2 =
1/(−4n)), shows that we can construct an isomorphism of graded Frobenius algebras
QDn+1  (HDn+1,〈J〉, ⋆).
Case of n = 3. In the case that n = 3 we can determine all the correlators just by the selec-
tion rule (Equation (83)) and the pairing. Specifically, we have the correlators
〈e1, e1, e2〉
D4
0 = 1 〈xe3, xe3, e1〉
D4
0 = 1/6
〈ye3, ye3, e1〉D40 = −1/2 〈xe3, ye3, e1〉
D4
0 = 0,
and all other three-point correlators vanish.
It is easy to verify that the map φ : C ✲ HD4,〈J〉 taking X 7→ xe3 and Y 7→ ye3
induces an isomorphism of graded Frobenius algebras
QD4  (HD4,〈J〉, ⋆).
5.3. Simple singularities which are not self-mirror.
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5.3.1. The singularity Dn+1 with its maximal Abelian symmetry group. In this subsection
we will show that, regardless of whether n is even or odd, the ring HDn+1 ,GDn+1 with its
maximal symmetry group GDn+1 is isomorphic, as a Frobenius algebra, to the Milnor ring
Qxny+y2 of DTn+1 = x
ny + y2.
Regardless of whether n is even or odd, the maximal Abelian symmetry group G :=
GDn+1 of Dn+1 = xn + xy2 is isomorphic to Z/2nZ. It is generated by λ := (ζ−2, ζ1), with
ζ = exp(2πi/2n). We have J = λn−1. If n is even, then J generates the entire group G, but
if n is odd, it generates a subgroup of index 2 in G. The case of Dn+1 with n odd and with
symmetry group 〈J〉 has already been treated in Subsection 5.2.4.
Define
e0 := dx∧dy ∈ Hmid(CNλ0 ,W∞λ0 ,Q),
ea := 1 ∈ Hmid(CNλa ,W∞λa ,Q) for 0 < a < n or n < a < 2n,.
After computing G-invariants, we find that the state space HDn+1 ,G is spanned by the ele-
ments
ye0, e1, e2, . . . , en−1, en+1, en+2, . . . , e2n−1
We have
Θλ
a
x =
a/n if 0 ≤ a < na/n − 1 if n ≤ a < 2n (84)
Θλ
a
y =
0 if a = 01 − a/2n if 0 < a < 2n (85)
and
degW (ea) =

a−1
n
+ 1 if 0 ≤ a < n
a−1
n
− 1 if n < a < 2n.
(86)
For three-point correlators of the form 〈κ1, κ2, κ3〉Dn+10,3 , with each κi in the λ
ai
-sector, the
Dimension Axiom gives the selection rule
2cˆDn+1 =
3∑
i=1
degW (κi)
which, using Equation (86), gives
3∑
i=1
ai = 2nB − n + 1,
where B is the number of ai greater than n.
Similarly, we compute the degree of each of the line bundles in the Dn+1-structure to be
deg(|Lx|) = 1 − B
deg(|Ly|) = R + B − 3, (87)
where R is the number of broad sectors κi ∈ Hmid(CNλ0 ,W∞λ0 ,Q). A straightforward case-
by-case analysis of the possible choices for B and R shows that (up to reindexing) the only
correlators that do not vanish for dimensional reasons are the following:
〈en+a, en+b, en+1−a−b〉
Dn+1
0,3 with 0 < a, b and a + b ≤ n
〈ye0, en+1+a, e2n−a〉Dn+10,3 with 0 < a < n − 1
〈ye0, ye0, en+1〉Dn+10,3 = ηye0,ye0 = −
1
2
.
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Using Equation (87), we see that correlators of the first type are all concave and so are equal
to 1. Those of the second type can be computed using the composition axiom; specifically,
the Index-Zero Axiom shows that the restriction of the virtual cycle
[
W 0,4(Dn+1; λn+1+a, λn+1+a, λ2n−a, λ2n−a)
]vir
to the boundary is −2 times the fundamental cycle. The Composition Axiom now shows
that
ρ∗
(
〈ye0, en+1+a, e2n−a〉Dn+10,3
)2
ηye0,ye0 = −2,
which gives
〈ye0, en+1+a, e2n−a〉Dn+10,3 = ±1. (88)
Using these computations, it is now straightforward to check that, regardless of the choice
of sign in Equation (88), the map φ : Qxny+y2 = C[X, Y]/(Xn−1Y, Xn+2Y) ✲ (HDn+1 ,G, ⋆)
defined by
Xi 7→

en+1+i for 0 ≤ i < n − 1
∓2ye0 for i = n − 1
ei−n+1 for n ≤ i < 2n − 1
and Y 7→ −X
n
2
= −
e1
2
,
is an isomorphism of graded algebras. The pairing on Qxny+y2 = C[X, Y]/(Xn−1Y, Xn + 2Y)
is given by
〈X2n−2, 1〉QDn+1 = −1/n,
whereas the pairing on HDn+1 ,GDn+1 is easily seen to be given by
〈φ(X2n−2), 1〉HDn+1 = 〈en−1, en+1〉HDn+1 = 1.
Since φ and the pairing both preserve the grading, we can rescale φ to be φ(X) = αen+2
and φ(Y) = −αne1/2 with α2n−2 = −1/n to obtain an isomorphism of graded Frobenius
algebras:
Qxny+y2  (HDn+1,GDn+1 , ⋆).
5.3.2. The mirror partner DT
n+1 of Dn+1. The mirror partner of Dn+1 is the singularity
DT
n+1 := x
ny + y2. In this subsection we show that the ring HDT
n+1
of DT
n+1 with its maximal
Abelian symmetry group is isomorphic, as a Frobenius algebra, to the Milnor ring QDn+1 .
Since we have already shown that the ring HDn+1 with its maximal Abelian symmetry group
is isomorphic to the Milnor ring of DT
n+1, this will complete the proof that, at least at the
level of Frobenius algebras, DT
n+1 is indeed the mirror partner of Dn+1.
For this singularity, the weights are qx = 1/2n and qy = 1/2, and the central charge is
cˆDT
n+1
= (n − 1)/n. If ξ := exp(2πi/2n), then the exponential grading operator is J = (ξ, ξn).
The element J generates the maximal Abelian symmetry group 〈J〉 = GW  Z/2nZ.
Denote
e0 := dx∧dy ∈ Hmid(CNJ0 ,W∞J0 ,Q),
ea := 1 ∈ Hmid(CNJa ,W∞Ja ,Q) for 0 < a < 2n.
The GW-invariant state space is HW = HW,GW = 〈x(n−1)e0, e1, e3, e5, . . . , e2n−1〉. As always,
the we have
degW (xn−1e0) = cˆW = 2
n − 1
2n
Also, we have ΘJax = a/2n for a ∈ {0, . . . , 2n− 1} and ΘJ
a
y = a/2 (mod 1), so the degree of
any element κ in the Ja-sector is given as follows:
degW (κ) = 2
a − 1
2n
if a is odd and a ∈ (0, 2n).
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For the genus-zero, three-point correlators 〈κ1, κ2, κ3〉W0,3 with homogeneous elements
κi ∈ HJai , the Dimension Axiom gives that the virtual cycle vanishes unless
2cˆDT
n+1
=
∑
l
degW (κi).
This occurs precisely when ∑
i
ai = 2n + 1 − nR, (89)
where R denotes the number of ai which are equal to 0, that is, the number of broad sectors.
Equation (89) shows that R ∈ {0, 1, 2}. And a simple computation shows that the degree
of the W-structure line bundle Lx is not integral if R = 1, so we have only the two cases
of R = 0 and R = 2. In the case of R = 2, Equation (89) shows that the only non-vanishing
correlator is
〈e1, x
n−1e0, x
n−1e0〉
W
0,3 = ηxn−1e0,xn−1e0 = −
1
n
.
In the case that R = 0 we have deg(Lx) = deg(Ly) = −1, so by concavity, these correlators
are all 1.
Now define a map φ : C[X, Y] ✲ HDT
n+1
by Xi 7→ e2i+1 and Y 7→ nxn−1e0. It is
straightforward to check that φ is a graded surjective homomorphism with kernel (nXn−1 +
Y2, XY). So φ defines an isomorphism of graded algebras
QDn+1  (HDTn+1 , ⋆).
The pairing on each of these algebras also respects the grading, and the two pairings differ
by a constant multiple of 2n. So rescaling the homomorphism φ by Xi 7→ σ2ie2i+1 and
Y 7→ nσn−1xn−1e0 with σ2n−2 = 1/2n makes an isomorphism of graded Frobenius algebras.
This shows that DT
n+1 is indeed a mirror partner to Dn+1, and it completes the proof of
Theorem 1.0.7.
6. ADE-hierarchies and the GeneralizedWitten conjecture
The main motivation for Witten to introduce his equation was the following conjecture:
Conjecture 6.0.1 (ADE-Integrable Hierarchy Conjecture). The total potential functions of
the A, D, and E singularities with group 〈J〉 are τ-functions of the corresponding A, D, and
E integrable hierarchies.
The An-case has been established recently by Faber-Shadrin-Zvonkin [FSZ]. One of our
main results is the resolution of Witten’s integrable hierarchies conjecture for the D and E
series. It turns out that Witten’s conjecture needs a modification in the Dn case for n odd.
This modification is extremely interesting because it reveals a surprising role that mirror
symmetry plays in integrable hierarchies.
6.1. Overview of the Results on Integrable Hierarchies. Let’s start from the ADE-
hierarchies. As we mentioned in the introduction, there are two equivalent versions of
ADE-integrable hierarchies—that of Drinfeld-Sokolov [DS] and that of Kac-Wakimoto
[KW]. The version directly relevant to us is the Kac-Wakimoto ADE-hierarchies because
the following beautiful work of Frenkel-Givental-Milanov reduces the problem to an ex-
plicit problem in Gromov-Witten theory. Let’s describe their work.
Let W be a nondegenerate quasi-homogeneous singularity and φi (i ≤ µ) be the mono-
mial basis of the Milnor ring with φ1 = 1. Consider the miniversal deformation space Cµ
where a point λ = (t1, . . . , tµ) parameterizes the polynomial W + t1φ1 + t2φ2 · · · + tµφµ. We
can assign a degree to ti such that the above perturbed polynomial has the degree one, i.e.,
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deg(ti) = 1 − deg(φi). The tangent space Tλ carries an associative multiplication ◦ and an
Euler vector field E = ∑i deg(ti)∂ti with the unit e = ∂Wλ∂t1 . It is more subtle to construct a
metric. We can consider residue pairing
〈 f , g〉λ = Resx=0 f gω∂Wλ
∂x1
· · ·
∂Wλ
∂xN
using a holomorphic n-form ω. A deep theorem of Saito [Sa1] states that one can choose
a primitive form ω such that the induced metric is flat. Together, it defines a Frobenius
manifold structure on a neighborhood of zero of Cµ. We should mention that there is no
explicit formula for the primitive form in general. However, it is known that for ADE-
singularities the primitive form can be chosen to be a constant multiple of standard volume
form, i.e., c dx for An and c dx ∧ dy for DE-series.
Furthermore, one can define a potential function F , playing the role of genus-zero
Gromov-Witten theory with only primary fields. It is constructed as follows. We want
to work in flat coordinates si with the property that degC(si) = degC(ti) and 〈si, s j〉 are
constant. The flat coordinates depend on the flat connection of the metric and hence the
primitive form. Its calculation is important and yet a difficult problem. Nevertheless, we
know that the flat coordinates exist thanks to the work of Saito [Sa1]. Then, consider the
three-point correlator Ci jk = 〈∂si , ∂s j , ∂sk〉 as a function near zero in Cµ. We can integrate
Ci jk to obtain F . Here, we normalize F such that F has leading term of degree three.
We can differentiate F by the Euler vector field. It has the property LEF = (cˆW − 3)F .
Namely, F is homogeneous of degree cˆW − 3. The last condition means that, in the Taylor
expansion
F =
∑
a(n1, . . . , nµ)
s
n1
1 · · · s
nµ
µ
n1! · · ·nµ!
,
we have a(n1, . . . , nµ) , 0 only when ∑ ni − ∑ ni(1 − degC(si)) = ∑ degC(si) = cˆW − 3.
Note that the degree in the Frobenius manifold is different from that of the A-model. For
example, the unit e has degree 1 instead of zero. The A-model degree is 1 minus the
B-model degree. With this relation in mind, we will treat the insertion si with degree
1−degC(si). Then, the above formula is precisely the selection rule of quantum singularity
theory.
It is known that the Frobenius manifold of a singularity is semisimple in the sense
that the Frobenius algebra on Tλ at a generic point λ is semisimple. On any semisimple
Frobenius manifold, Givental constructed a formal Gromov-Witten potential function. We
will only be interested in the case that the Frobenius manifold is the one corresponding to
the miniversal deformation space of a quasi-homogenous singularity W. We denote it by
DW, f ormal = exp
∑
g≥0
h2g−2F gf ormal
 .
The construction of DW, f ormal is complicated, but we only need its following formal prop-
erties
(1): F 0f ormal agrees with F for primitive fields, i.e., with no descendants.
(2): F gf ormal satisfies the same selection rule as a Gromov-Witten theory with C1 = 0
and dimension cˆW .
(3): DW, f ormal satisfies all the formal axioms of Gromov-Witten theory.
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The first property is obvious from the construction. The second property is a consequence
of the fact that DW, f ormal satisfies the dilaton equation and Virasoro constraints. A funda-
mental theorem of Frenkel-Givental-Milanov [GM, FGM] is
Theorem 6.1.1. For ADE-singularities, DW, f ormal is a τ-function of the corresponding Kac-
Wakimoto ADE-hierarchies.
Remark 6.1.2. Givental-Milanov first constructed a Hirota-type equation for Givental’s
formal total potential function. Later, Frenkel-Givental-Milanov proved that Givental-
Milanov’s Hirota equation is indeed the same as that of Kac-Wakimoto.
Our main theorem is
Theorem 6.1.3.
(1): Except for Dn with n odd and D4, the total potential functions of DE-singularities
with the group 〈J〉 are equal to the corresponding Givental formal Gromov-Witten
potential functions up to a linear change of variables.
(2): DDn ,Gmax = DA2n−3, f ormal, up to a linear change of variables.
(3): For DTn = xn−1y + y2 (n > 4), DDTn ,Gmax = DDn , f ormal, up to a linear change of
variables.
Using the theorem of Frenkel-Givental-Milanov, we obtain
Corollary 6.1.4.
(1): Except for Dn with n odd and D4, the total potential function of DE-singularities
with the group 〈J〉 is a τ-function of the corresponding Kac-Wakimoto hierarchies
(and hence Drinfeld-Sokolov hierarchies).
(2): The total potential function of all Dn-singularities for n > 4 with the maximal
diagonal symmetry group is a τ-function of the A2n−3 Kac-Wakimoto hierarchies
(and hence Drinfeld-Sokolov hierarchies).
(3): The total potential function of DTn = xn−1y+y2 (n > 4) with the maximal diagonal
symmetry group is a τ-function of the Dn Kac-Wakimoto hierarchies (and hence
Drinfeld-Sokolov hierarchies).
Remark 6.1.5. There is a technical issue in Givental’s formal theory, as follows. For any
semisimple point t of Saito’s Frobenius manifold, he defined an ancestor potential At.
From this he obtains a descendant potential function D = ˆS tAt, where ˆS t is certain quan-
tization of a symplectic transformation S t determined by the Frobenius manifold. Then,
he showed D is independent of t. However, to compare with our A-model calculation, we
need to expand D as formal power series at t = 0. Although D is expected to have a power
series expansion at t = 0, we have been informed that a proof is not yet in the literature.
Our strategy to avoid this problem is to show that (i) the A- and B-models have isomor-
phic Frobenius manifolds, and (ii) in the ADE cases the ancestor functions of both models
are completely determined by their respective Frobenius manifolds. Therefore, the A- and
B-model have the same ancestor potentials and hence the same descendant potentials.
Definition 6.1.6. An ancestor correlator is defined as
〈τl1 (α1), · · · , τln (αn)〉W,Gg (t) =
∑
k
〈τl1 (α1), · · · , τln (αn),
k copies︷ ︸︸ ︷
t, · · · , t〉W,Gg .
Then, we define ancestor generating function F W,Gg (t) of our theory with these correlators
similarly.
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Givental ancestor potential is defined for semisimple points t , 0. In the above defi-
nition, t is only a formal variable. To be able to choose an actual value t , 0, we need
to show that the ancestor correlator is convergent for that choice of t. This is done in the
following lemma.
Lemma 6.1.7. Choose a basis T i of HW,G and write t = ∑i tiT i. For the simple (ADE) sin-
gularities, the ancestor correlator 〈τl1 (α1), · · · , τln (αn)〉W,Gg (t) is a polynomial in the vari-
ables ti. Furthermore, if l1 = · · · = ln = 0, (i.e., if there are no ψ-classes) the ancestor
correlator is also a polynomial in the variables α1, . . . , αn.
Proof. Consider correlator 〈τ1(α1), · · · , τn(αn), Ti1 , · · · , Tik〉W,Gg . The dimension condition
is
2((cˆw − 3)(1 − g) + n + k) =
∑
i
(2li + degW αi) +
∑
j
degW Ti j .
This implies that∑
j
(2 − degW Ti j ) =
∑
i
(2li + degW αi) − 2((cˆw − 3)(1 − g) + n).
Therefore, if we redefine deg′W Ti j := 2− degW Ti j , the ancestor correlator is homogeneous
of a fixed degree. When W is an ADE singularity, it is straightforward to check that 2 −
degW Ti j > 0. Hence, it must be a polynomial. The same argument implies the second
case. 
This lemma shows that we can consider F W,Gt and A
W,G
t for a semisimple point t , 0.
The proof of the main theorem depends on four key ingredients. The first ingredient is
reconstruction theorem for the ADE-theory which shows that the two ancestor potentials
are both determined by their corresponding Frobenius manifolds. The second step is to
show that the Frobenius manifolds are completely determined by genus-zero, three-point
correlators and certain explicit four-point correlators. The third ingredient is the Topolog-
ical Euler class axiom for narrow sectors which enables us to compute all the three-point
and required four-point correlators. The last ingredient is the mirror symmetry of ADE-
singularities we proved in last section. The required modification in the Dn case when n is
odd is transparent from mirror symmetry.
6.2. Reconstruction Theorem.
In this subsection, we will establish the reconstruction theorem simultaneously for
ADE-quantum singularity theory and Givental’s formal Gromov-Witten theory in the ADE
case. We use the fact that: (i) both theories satisfy the formal axioms of Gromov-Witten
theories; (ii) they both have the same selection rules; (iii) they both have isomorphic quan-
tum rings up to a mirror transformation. The last fact has been established in the previous
section. To simplify the notation, we state the theorem for the quantum singularity theory
of the A-model.
We start with the higher genus reconstruction using an idea of Faber-Shadrin-Zvonkine
[FSZ].
Theorem 6.2.1. If cˆ < 1, then the ancestor potential function is uniquely determined by
the genus-zero primary potential (i.e., without gravitational descendants). If cˆ = 1, then
the ancestor potential function is uniquely determined by its genus-zero and genus-one
primary potentials.
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The proof of Theorem 6.2.1 is a direct consequence of the following two lemmas, using
the Faber-Shadrin-Zvonkine reduction technique. For this argument we always assume
that cˆ ≤ 1.
Lemma 6.2.2. Let αi ∈ Hγi ,G for all i ∈ {1, . . . , n} and let β be any product of ψ classes. If
cˆ < 1, then the integral
∫
M g,n+k
β · ΛWg,n+k(α1, . . . , αn, Ti1 , · · · , Tik ) vanishes if degβ < g for
g ≥ 1. If cˆ = 1, then the above integral vanishes when deg β < g for g ≥ 2.
Proof. The integral ∫
M g,n+k
β · ΛWg,n+k(α1, . . . , αn, Ti1 , · · · , Tik ) does not vanish only if
degβ = 3g − 3 + n + k − D −
n+k∑
τ=1
Nγτ/2,
where D = cˆ(g − 1) +∑τ ιγτ . Recall that ιγ = ∑Ni=1(Θγi − qi).
Now we have the inequality:
deg β = (3 − cˆ)(g − 1) +
n+k∑
τ=1
(1 − ιγτ) = (3 − cˆ)(g − 1) +
n+k∑
τ=1
(1 − cˆ + cˆ − ιγτ − Nγτ/2)
≥ (3 − cˆ)(g − 1) + (n + k)(1 − cˆ),
(90)
where we used the fact (easily verified for the simple singularities AD and E) that the
complex degree degC αγ = ιγ + Nγ/2 of a class αγ ∈ Hγ always satisfies
degC αγ = ιγ + Nγ/2 ≤ cˆ.
Hence if g ≥ 2 we have degβ ≥ g. If g = 1, then deg β > 0 for cˆ < 1, and deg β ≥ 0 for
cˆ = 1, where the equality holds if and only if degC αγτ = cˆ for all τ. 
The following lemma treats the integral for higher-degree ψ classes. It was proved in
[FSZ], where it was called g-reduction.
Lemma 6.2.3. Let P be a monomial in the ψ and κ-classes in M g,k of degree at least g for
g ≥ 1 or at least 1 for g = 0. Then the class P can be represented by a linear combination
of dual graphs, each of which has at least one edge.
Proof of Theorem 6.2.1. Take any correlators:
〈τd1 (α1) · · · τdk (αn), Ti1 , · · · , Tik〉g,n+k =
∫
M g,n+k
ψ
d1
1 · · ·ψ
dn
k Λ
W
g,n+k(α1, . . . , αn, Ti1 , · · · , Tik ).
The total degree of the ψ-classes must either match the hypothesis of Lemma 6.2.2 or
match the hypothesis of Lemma 6.2.3. If the total degree is small, then it vanishes by
Lemma 6.2.2; If it is large, then the integral is changed to the integral over the boundary
classes while decreasing the degree of the total integrated ψ or κ classes. Applying the
degeneration and composition laws, the genus of the moduli spaces involved will also
decrease. It is easy to see that one can continue this process until the original integral
is represented by a linear combination of integrals over moduli spaces of genus zero and
genus one, without gravitational descendants. 
Remark 6.2.4. There is an alternative higher-genus reconstruction, using Teleman’s recent
announcement [Te1] of a proof of Givental’s conjecture [Gi2]. However, in the ADE-case
the above argument is much simpler and achieves the same goal.
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The above theorem implies that all the ancestor correlators are determined by genus-
zero ancestor correlators without ψ classes. On the B-model side, Givental’s genus-zero
generating function is equal to Saito’s genus-zero generating function. Hence, it is well de-
fined at t = 0. Furthermore, Lemma 6.1.7 shows that both the A- and B-model genus-zero
functions without descendants are polynomials and are defined over the entire Frobenius
manifold. Finally, we observe that the genus-zero ancestor generating function is deter-
mined by the ordinary genus-zero generating function (i.e., at t = 0). Therefore, it is
enough to compare the ordinary genus zero generating functions.
Next, we consider the reconstruction of genus-zero correlators using WDVV.
Definition 6.2.5. We call a class γ primitive if it cannot be written as γ = γ1 ⋆ γ2 for
0 < degC(γi) < degC(γ) (or, in the case of our A-model singularity theory, 0 < degW (γi) <
degW (γ)).
We have the following lemma.
Lemma 6.2.6 (Reconstruction Lemma). Any genus-zero k-point correlator of the form
〈γ1, . . . , γk−3, α, β, ε ⋆ φ〉0 can be rewritten as
〈γ1, . . . , γk−3, α, β, ε ⋆ φ〉 = S + 〈γ1, . . . , γk−3, α, ε, β ⋆ φ〉0
+ 〈γ1, . . . , γk−3, α ⋆ ε, β, φ〉0
− 〈γ1, . . . , γk−3, α ⋆ β, ε, φ〉0,
(91)
where S is a linear combination of genus-zero correlators with fewer than k insertions.
Moreover, all the genus-zero k-point correlators 〈γ1, . . . , γk〉0 are uniquely determined
by the pairing, by the three-point correlators, and by correlators of the form 〈α1, . . . , αk′−2, αk′−1, αk′〉0for k′ ≤ k, and such that αi primitive for all i ≤ k′ − 2.
Proof. Choose a basis {δi} such that δ0 = ε ⋆ φ and let δ′i be the dual basis with respect to
the pairing (i.e., 〈δi, δ′j〉 = δi j). Using WDVV and the definition of the multiplication ⋆,
we have the formula
〈γ1, . . . , γk−3, α, β, ε ⋆ φ〉0 =〈γ1, . . . , γk−3, α, β, ε ⋆ φ〉0〈δ
′
0, ε, φ〉0
=
∑
k−3=I∪J
∑
ℓ
〈γi∈I , α, ε, δℓ〉0〈δ
′
ℓ, φ, β, γ j∈J〉0
−
∑
k−3=I∪J
J,∅
∑
ℓ
〈γi∈I , α, β, δℓ〉0〈δ
′
ℓ, φ, ε, γ j∈J〉0. (92)
All of the terms on the right-hand side are k′-point correlators with k′ < k except∑
ℓ
〈γi≤k−3, α, ε, δℓ〉0〈δ
′
ℓ, φ, β〉0 +
∑
ℓ
〈α, ε, δℓ〉0〈δ
′
ℓ, φ, β, γ j≤k−3〉0
−
∑
ℓ
〈α, β, δℓ〉0〈δ
′
ℓ, φ, ε, γ j≤k−3〉0
= 〈γ j≤k−3, α, ε, φ ⋆ β〉0 + 〈α ⋆ ε, φ, β, γ j≤k−3〉0 − 〈α ⋆ β, ε, φ, γ j≤k−3〉0,
as desired. This proves Equation (91).
Now, suppose that 〈γ1, . . . , γk〉0 is such that γk is not primitive, so γk = ε ⋆ φ with ε
primitive. Applying Equation (91) shows that 〈γ1, . . . , γk〉0 can be rewritten as a linear
combination of correlators S with fewer insertions plus three more terms
〈γ1, . . . , γk〉0 = S+〈γ j≤k−3, γk−2, ε, γk−1 ⋆ φ〉0
+ 〈γ j≤k−3, γk−2 ⋆ ε, γk−1, φ〉0 − 〈γ j≤k−3, γk−2 ⋆ γk−1, ε, φ〉0.
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Note that we have replaced γk−2, γk−1, γk in the original correlator by γk−2, ε, φ in the first
and third terms, and by γk−1, φ, γk−2 ⋆ ε in the second term. So the first and third terms
now have a primitive class ε where there was originally γk−1. The second term has re-
placed γk by φ, which has lower degree. We repeat the above argument on the second term
〈γ j≤k−3, γk−2 ⋆ ε, γk−1, φ〉0 to show that the original correlator 〈γ1, . . . , γk−3, γk−2, γk−1, γk〉0
can be rewritten in terms of correlators that are either shorter (k′ < k) or which have re-
placed one of the three classes γk−2,γk−1, or γk by a primitive class.
Now move the primitive class into the set γi≤k−3. Pick another non-primitive class and
continue the induction. In this way, we can replace all the insertions by primitive classes
except the last two. 
Definition 6.2.7. We call a correlator a basic correlator if it is of the form described in the
previous lemma, that is, if all insertions are primitive but the last two.
For a basic correlator, we still have the dimension formula∑
i
degC(ai) = cˆ + k − 3. (93)
This gives the following lemmas.
Lemma 6.2.8. If degC(a) ≤ cˆ for all classes a, and if P is the maximum complex degree
of any primitive class, then all the genus-zero correlators are uniquely determined by the
pairing and k-point correlators with
k ≤ 2 + 1 + cˆ
1 − P
(94)
Proof. Let 〈a1, . . . , ak−2, ak−1, ak〉0 be a basic correlator, so ai≤k−2’s are primitive. Then,
degC(ai) ≤ P for i ≤ k − 2 and degC(ak−1), degC(ak) ≤ cˆ. By the dimension formula we
have
cˆ + k − 3 ≤ (k − 2)P + 2cˆ.

Lemma 6.2.9. All the genus-zero correlators for the An, Dn+1, E6, E7, E8 and DTn+1 singu-
larities, in either the A-model or the B-model, are uniquely determined by the pairing, the
three-point correlators, and the four-point correlators.
Proof. Since the pairing, the three-point correlators and the selection rules in the A-model
and the B-model have been shown to be mirror, it suffices to prove the conclusion in the
A-model side.
Let P be the maximum complex degree of any primitive class. It is easy to obtain the
data for these singularities:
An : P = 1n+1 , cˆ =
n−1
n+1 . E6 : P =
1
3 , cˆ =
5
6 .
E7 : P = 13 , cˆ =
8
9 . E8 : P =
1
3 , cˆ =
14
15 .
Dn+1(n even) : P = 1n , cˆ = n−1n . Dn+1(n odd) : P = n−12n , cˆ = n−1n .
DT
n+1 : P =
n−1
2n , cˆ =
n−1
n
.
By formula (94), we know that:
(1) k ≤ 4 for An, E6, E7, E8 and Dn+1(n even) singularities;
(2) k ≤ 5 for Dn+1(n odd) and DTn+1 singularities.
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For the singularities Dn+1(n odd) and DTn+1, we need a more refined estimate.
For the singularity Dn+1 (n odd), we have the isomorphism
(HDn+1,〈J〉, ⋆)  QDn+1 .
Here QDn+1 is generated by {1, X, . . . , Xn−1, Y} and satisfies the relations nXn−1+Y2 ≡ 0 and
XY ≡ 0. X and Y are the only primitive forms, and they have complex degrees as follows.
degC X =
1
n
, degC Y =
n − 1
2n
.
The basic genus-zero, five-point correlators may have the form 〈X, Y, Y, α, β〉0. By the
dimension formula (93) for k = 5, we have
degC α + degC β = cˆ + 2 −
n − 1
n
−
1
n
=
2n − 1
n
>
2n − 2
n
= 2cˆ.
This is impossible, since for any element a we have degC(a) ≤ cˆ. Similarly we can rule out
the existence of the basic 5-point functions of the form 〈X, X, X, α, β〉0 and 〈X, X, Y, α, β〉0.
Therefore the only possible basic 5-point functions have the form 〈Y, Y, Y, α, β〉0. In this
case, we have the degree formula
degC α + degC β =
3n + 1
2n
.
Because of the fact that X ⋆ Y ≡ 0, and for dimension reasons, α or β can’t contain Y. So
the only possible form of the basic five-point correlators are
〈Y, Y, Y, Xi, X
3n+1
2 −i〉0, i > 0.
Using formula (91) with α = Y, β = Xi, ε = X and φ = X 3n−12 −i, we have
〈Y, Y, Y, Xi, X
3n+1
2 −i〉0
=S + 〈Y, Y, Y, X, X
3n−1
2 〉0 + 〈Y, Y, X ⋆ Y, Xi, X
3n−1
2 −i〉0
−〈Y, Y, Y ⋆ Xi, X
3n−1
2 −i, X〉0
=S
This shows that any basic, genus-zero, five-point correlators can be uniquely determined
by two-, three-, and four-point correlators.
For the DT
n+1 singularity, we have the isomorphism
(HDT
n+1
, ⋆)  QDn+1 = C[X, Y]/〈nXn−1 + Y2, XY〉.
and the degrees for the primitive classes X and Y
degC X =
1
n
degC Y =
n − 1
2n
.
Hence the reduction from basic five-point correlators to the fewer-point correlators is ex-
actly the same as for the singularity Dn+1 with n odd. 
The Reconstruction Lemma yields more detailed information for the basic correlators
as well.
Theorem 6.2.10.
(1) All genus-zero correlators in the An−1 case for both our (A-model) and the Saito
(B-model) theory are uniquely determined by the pairing, the three-point corre-
lators and a single four-point correlator of the form 〈X, X, Xn−2, Xn−2〉0, where
X denotes the primitive class which is the image of x via the Frobenius algebra
isomorphism from QAn = C[x]/(xn−1).
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(2) All genus-zero correlators in the Dn+1 case of our (A-model) theory with maxi-
mal symmetry group, and in the DT
n+1 case of the Saito (B-model), are uniquely
determined by the pairing, the three-point correlators, and a single four-point
correlator of the form: 〈X, X, X2n−2, X2n−2〉0. Again, X denotes the primitive class
which is the image of x via the Frobenius algebra isomorphism from QDn+1 =
C[x, y]/(nxn−1 + y2, xy).
(3) All genus-zero correlators in the DT
n+1 case of our (A-model) theory, in the Dn+1
case of our theory with n odd and symmetry group 〈J〉, and in the Dn+1 case
of the Saito (B-model) theory are uniquely determined by the pairing, the three-
point correlators, and four-point correlators of the form 〈X, X, Xn−1, Xn−2〉0 and
〈X, X, Y, X2〉0. The second of these occurs only in the case that n = 3. Here X and
Y denote the primitive classes which are the images of x and y, respectively, via
the Frobenius algebra isomorphism from QDT
n+1
= C[x, y]/(xn−1y, xn + 2y).
(4) In the E6 case of our theory (A-model) with maximal symmetry group, and in the
E6 case of the Saito (B-model) theory, all genus-zero correlators are uniquely de-
termined by the pairing, the three-point correlators, and the correlators 〈Y, Y, Y2, XY2〉0
and 〈X, X, XY, XY〉0. Here X and Y denote the primitive classes which are the
images of x and y, respectively, via the Frobenius algebra isomorphism from
QE6 = C[x, y]/(x2, y3).
(5) In the E7-case of our theory (A-model) with maximal symmetry group, and in the
E7 case of the Saito (B-model) theory, all genus-zero correlators are uniquely de-
termined by the pairing, the three-point correlators, and the correlators 〈X, X, X2, XY〉0,
〈X, Y, X2, X2〉0, and 〈Y, Y, XY, X2Y〉0. Here X and Y denote the primitive classes
which are the images of x and y, respectively, via the Frobenius algebra isomor-
phism from QE7 = C[x, y]/(3x2 + y3, xy2).
(6) In the E8-case of our theory (A-model) with maximal symmetry group, and in the
E8 Saito (B-model) theory, all genus-zero correlators are uniquely determined by
the pairing, the three-point correlators, and by the correlators 〈Y, Y, Y3, XY3〉0,
and 〈X, X, X, XY3〉0. Here X and Y denote the primitive classes which are the
images of x and y, respectively, via the Frobenius algebra isomorphism from
QE8 = C[x, y]/(x2, y4).
Proof. Applying Lemma 6.2.9, all genus zero correlators are uniquely determined by the
pairing, three- or four-point correlators. Let’s study the genus zero four-point correlators
in more detail.
In the An−1 case, X is the only ring generator, and hence the only primitive class. It has
degC X = 1/(n + 1). A dimension count shows that the only four-point correlator of the
form 〈X, X, α, β〉0 is 〈X, X, X
n−2, Xn−2〉0.
A similar argument shows that in the Dn+1 A-model with the maximal symmetry group
and DT
n+1 B-model cases the only basic four-point correlator is 〈X, X, X
2n−2, X2n−2〉0.
In the case of the DT
n+1 A-model, and for the Dn+1 A-model for n odd with symmetry
group J, and for the Dn+1 B-model, the central charges are the same, cˆ = n−1n , and all have
only two primitive classes X and Y with the same degrees
degC X =
1
n
, degC Y =
n − 1
2n
.
Hence the basic four-point correlators are the same for the three cases. Let’s consider the
case Dn+1 A-model for n odd with symmetry group J. There are several cases for the form
of the basic four-point correlators:
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Case A: form 〈X, X, α, β〉0. The dimension formula shows that degC α + degC β =
2n−3
n
. So
the only possibility is 〈X, X, Xn−1, Xn−2〉0.
Case B: form 〈X, Y, α, β〉0. By the dimension formula, we have degC α + degC β =
3n−3
2n .
There are two cases:
Case B1: α, β don’t contain Y. Then the correlator has the form 〈X, Y, Xi, X j〉0 for j > 1.
Setting α = Y, β = Xi, ε = X j−1, φ = X in formula (91), we have
〈X, Y, Xi, X j〉0 = S + 〈X, Y, X
j−1, Xi+1〉0
+ 〈X, Y ⋆ X j−1, Xi, X〉0 − 〈X, Y ⋆ X
i, X j−1, X〉0
= S + 〈X, Y, X j−1, Xi+1〉0 = · · · = S + 〈X, Y, X, X
i0〉0.
The dimension formula shows that the only four-point correlator 〈X, Y, X, Xi〉0
does not vanish only if n = 3 and in this case i = 2.
Case B2: α, β contain Y. In this case, 〈X, Y, α, β〉0 has the form 〈Y, Y, X, β〉0 which can
be included in the following Case C.
Case C: form 〈Y, Y, α, β〉0. We have the degree formula degC α+ degC β = 1. There are two
cases:
Case C1: α, β don’t contain Y. We have the form 〈Y, Y, Xi, X j〉0 with j > 1. Let α =
Y, β = Xi, ε = X j−1, φ = X in the formula (91); we obtain
〈Y, Y, Xi, X j〉0 = S + 〈Y, Y, X
j−1, Xi+1〉0
+ 〈Y, Y ⋆ X j−1, Xi, X〉0 − 〈Y, Y ⋆ X
i, X j−1, X〉0
= S + 〈Y, Y, X j−1, Xi+1〉0 = · · · = S + 〈Y, Y, X, X
n−1〉0.
Now
〈Y, Y, X, Xn−1〉0 = 〈X, Y, Y, X
n−1〉0
= S + 〈X, Y, X, Y ⋆ Xn−2〉0
+ 〈X, X ⋆ Y, Y, Xn−2〉0 − 〈X, Y
2, Xn−2, X〉0
= S .
Case C2: α, β contain Y. The basic correlator has the form 〈Y, Y, Y, X n+12 〉0. Similarly,
we have
〈Y, Y, Y, X
n+1
2 〉0 = S + 〈Y, Y, X, Y ⋆ X
n−1
2 〉0
+ 〈Y, Y ⋆ X, Y, X
n−1
2 〉0 − 〈Y, Y
2, X
n−1
2 , X〉0
= S .
In summary, if n > 3, then the basic four-point correlator is only 〈X, X, Xn−1, Xn−2〉0; if
n = 3, then the basic four-point correlators are 〈X, X, X2, X〉0 and 〈X, Y, X, X2〉0.
In the E6 case, the primitive classes are X, Y. The dimension condition shows that the
only four-point correlators with two primitive insertions are
〈Y, Y, Y2, XY2〉0, 〈X, X, X, XY
2〉0, 〈X, X, XY, XY〉0.
Applying Equation (91) and the fact that X2 = 0, we can reduce 〈X, X, X, XY2〉0 to 〈X, X, XY, XY〉0.
In the E7 case, the primitive classes are X and Y with degC X = 1/3, degC Y = 2/9 and
and cˆ = 8/9. The dimension condition shows that the only basic four-point correlators are
〈X, X, X2, XY〉0, 〈X, X, X, X
2Y〉0, 〈X, Y, X
2, X2〉0, 〈X, Y, Y
2, X2Y〉0, 〈Y, Y, XY, X
2Y〉0.
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We can use Equation (91) to further reduce 〈X, X, X, X2Y〉0 to the remaining four, and to
reduce 〈X, Y, Y2, X2Y〉0 = 〈Y, X, Y
2, X2Y〉0 to 〈Y, Y, XY, X
2Y〉0.
Finally, in the E8 case, a dimension count shows that the only basic four-point correla-
tors are
〈X, X, X, XY3〉0, 〈X, X, XY, XY
2〉0, 〈Y, Y, Y
3, XY3〉0.
Again Equation (91) shows that 〈X, X, XY, XY2〉0 can be expressed in terms of 〈X, X, X, XY3〉0.

6.3. Computation of the basic four-point correlators in the A-model.
6.3.1. Computing classes in complex codimension one.
Definition 6.3.1. Let Γg,k,W denote the set of all connected single-edged W-graphs of genus
g with k tails decorated by elements of HW . Further denote by Γg,k,W,cut the set of all W-
graphs with no edges (possibly disconnected), but with one pair of tails labeled + and
−, respectively, such that gluing the tail + to the tail − gives an element of Γg,k,W . We
furthermore require that the decorations γ+ and γ− satisfy γ+γ− = 1.
Similarly, let Γg,k,W(γ1, . . . , γk) and Γg,k,W,cut(γ1, . . . , γk) denote the subset of Γg,k,W and
of Γg,k,W , respectively, consisting of decorated W-graphs with the ith tail decorated by γi
for each i ∈ {1, . . . , k}.
For any graph Γcut ∈ Γg,k,W,cut, we denote by Γ ∈ Γg,k,W the uniquely determined graph
in Γg,k,W obtained by gluing the two tails + and −. We further denote the underlying
undecorated graph by |Γ| and we denote the closure in M g,k of the locus of stable curves
with dual graph |Γ| by M (|Γ|). Finally, denote the Poincare´ dual of this locus by
[
M (|Γ|)
]
∈
H∗(M g,k,C).
Remark 6.3.2. In genus zero the local group at an edge (or at the tails labelled + and −)
is completely determined by the local group at each of the tails.
Theorem 6.3.3. Assume the W-structure is concave (that is π∗
(⊕t
i=1 Li
)
= 0) with all
marks narrow. If the ith mark is labeled with group element γi, and if the complex codi-
mension D is 1, then the class ΛWg,k(eγ1 , . . . , eγk ) ∈ H∗(M g,k,C) is given by the following:
ΛWg,k(eγ1 , . . . , eγk ) =
N∑
ℓ=1

q2ℓ2 − qℓ2 + 112
 κ1 − k∑
i=1
(
1
12
−
1
2
Θ
γi
ℓ
(1 − Θγi
ℓ
)
)
ψi
+
1
2
∑
Γcut∈Γg,k,W,cut(γ1 ,...,γk)
(
1
12
−
1
2
Θ
γ+
ℓ
(1 − Θγ+
ℓ
)
) [
M (|Γ|)
] (95)
Proof. The proof follows from the orbifold Grothendieck-Riemann-Roch (oGRR) theorem
[To]. After we finished this paper, we became aware of an elegant alternative treatment of
this type of problem by Chiodo [Chi3]. We now review the oGRR theorem in the case we
are interested in, namely, orbicurves. For more details on oGRR, see [Ts, Appendix A].
For any k-pointed family of stable orbicurves (C π✲ T, σ1, . . . , σk) over a scheme
T , with W-structure (L1, . . . ,LN , φ1, . . . , φs), if the W-structure has type γ = (γ1, . . . , γk)
then the inertia stack
∧
C =
∐
g∈G C(g) consists of the following sectors:
∧
C = C ⊔
k∐
i=1
ri−1∐
j=1
Si(γ ji ) ⊔
∐
Γ∈Γg,k,W (γ)
rΓ−1∐
j=1
ZΓ(γ jΓ).
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Here ri is the order of the element γi and rΓ is the order of the element γΓ. Also, Si(γ ji ) :=
Si is the ith gerbe-section of π, that is, the image of σi with the orbifold structure inherited
from C . The notation Si(γ ji ) just indicates that this is part of the γ ji -sector of
∧
C . Simi-
larly, ZΓ(γ jΓ) := ZΓ is the locus of nodes in C with dual graph Γ lying in the γ jΓ-sector. As
in the case of marks, the nodal sector ZΓ should be given the orbifold structure it inherits
from C .
Let υ :
∧
C ✲ C denote the obvious union of inclusions. Furthermore, let Iπ :∧
C ✲ T denote the composition Iπ = π ◦ υ. And let ρ : K(∧C ) ✲ K(∧C ) ⊗ C
denote the Atiyah-Segal decomposition
ρ(E) =
∑
ζ
ζEγ,ζ ,
where for each sector C(γ) the sum runs over eigenvalues ζ of the action of γ on E, and Eγ,ζ
denotes the eigenbundle of E where γ acts as ζ.
Define
C˜h = Ch ◦ ρ ◦ υ∗ : K(C ) ✲ H∗
(∧
C ,C
)
and
T˜ d(E) := Td((υ
∗E)1)
Ch(ρ ◦ λ−1(∑ζ,1(υ∗E)ζ)∨) .
The oGRR theorem states that for any bundle E on C we have
C˜h(Rπ∗E) = Iπ∗(C˜h(E)T˜ d(Tπ)) (96)
Writing this out explicitly for one of the W-structure bundles Lℓ on our W-curve C
π✲ T
we have
Ch(π∗Lℓ ⊖ R1π∗Lℓ)
= π∗(Ch(Lℓ)Td(Tπ)) +
k∑
i=1
ri−1∑
j=1
π∗

exp
(
2πiΘγ
j
i
ℓ
c1(υ∗Lℓ)
)
(
1 − exp(2πi jqℓc1(υ∗K)))

+
1
2
∑
Γcut∈Γg,k,W,cut(γ)
rΓcut−1∑
j=1
π∗

exp
(
2πiΘγ
j
+
ℓ
c1(υ∗Lℓ)
)
(
1 − exp(2πi jqℓc1(υ∗K))) (1 − exp(−2πi jqℓc1(υ∗K)))
 . (97)
For our present purposes, we need only compute the codimension-one part of this sum.
Denote the first Chern class of Lℓ on C by Lℓ. Note that because Lℓ is part of the W-
structure, and because the singularity is nondegenerate (so the matrix B has maximal rank),
we have
Lℓ = c1(Lℓ) = qℓKlog.
Copying Mumford’s argument given in [Mu, §5], one computes that the codimension-
one part of the untwisted sector contribution to this sum is
π∗
L2ℓ/2 − LℓK/2 + K2/12 + 124
∑
Γcut∈Γg,k,W,cut(γ)
iΓ∗(1)
 ,
where iΓ is the inclusion into C of the nodes corresponding to the edge of Γ.
For each sector Si(γ ji ), the induced map π∗ is just 1ri σ∗i ; therefore, on these sectors we
have
π∗Lℓ =
1
ri
σ∗i Lℓ =
qℓ
ri
σ∗i Klog = 0.
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Now γi acts on the canonical bundle K at the mark Si by multiplication by ξi := exp(2πi/ri),
and it acts on Lℓ at Si by exp(2πiΘγiℓ ) = ξaii for ai := rΘγiℓ ∈ [0, ri) ∩ Z. Expanding the
denominator in Equation (97), one sees that the codimension-one part of the contribution
from the marks is
k∑
i=1
ri−1∑
j=1
ξ
(ai+1) j
i
ri(1 − ξ ji )2
ψ˜i (98)
Similarly, letting ξΓ := exp(2πi/rΓ) and choosing aΓ := rΓΘγΓℓ ∈ [0, rΓ) ∩ Z so that ξaΓΓ =
exp(2πiΘγΓ
ℓ
), one sees that the contribution to Equation (97) from the nodes is
1
2
∑
Γcut∈Γg,k,W,cut(γ)
rΓcut−1∑
j=1
−ξ
(aΓcut+1) j
i
(1 − ξ j
Γcut
)2
π∗(iΓ∗(1)) (99)
A long but elementary computation shows that for any primitive rth root ζ of unity and
any a ∈ [0, r) ∩ Z, we have‡
r−1∑
j=1
ζ(a+1) j
(1 − ζ j)2 =
1 − r2
12
+
1
2
a(r − a). (100)
Using the definition κ1 = π∗(c1(Klog))2 = π∗(c1(K))2 + ∑ki=1 ψ˜i, together with Equa-
tion (100) and the fact that ai/ri = Θγiℓ and aΓ/rΓ = ΘγΓℓ , we now have
Ch(π∗Lℓ ⊖ R1π∗Lℓ)
=
q2ℓ2 − qℓ2 + 112
 κ1 − k∑
i=1
ψ˜i
12 +
∑
Γ∈Γg,k,W (γ)
π∗iΓ∗(1)
12 −
k∑
i=1
ri
12
 1
r2i
− 1 + 6Θγi
ℓ
(1 − Θγi
ℓ
)
 ψ˜i
−
1
2
∑
Γcut∈Γg,k,W,cut(γ)
r2
Γcut
12
 1
r2
Γcut
− 1 + 6Θγ+
ℓ
(1 − Θγ+
ℓ
)
 π∗iΓ∗(1)
=
q2ℓ2 − qℓ2 + 112
 κ1 − k∑
i=1
(
1
12
−
1
2
Θ
γi
ℓ
(1 − Θγi
ℓ
)
)
ψi
+
1
2
∑
Γcut∈Γg,k,W,cut(γ)
rΓcut
(
1
12
−
1
2
Θ
γ+
ℓ
(1 − Θγ+
ℓ
)
) [
W (Γ)
]
,
where the last equality follows from the fact that ψ˜i = ψi/ri and π∗iΓ∗(1) =
[
W (Γ)
]
/rΓcut .
Finally, in the concave case, we have π∗(Lℓ) = 0, so pushing down to M g,k gives
ΛWg,k(eγ1 , . . . , eγk )
=
1
deg(st)
N∑
ℓ=1
st∗c1(−R1π∗Lℓ)
=
N∑
ℓ=1

q2ℓ2 − qℓ2 + 112
 κ1 − k∑
i=1
(
1
12
−
1
2
Θ
γi
ℓ
(1 − Θγi
ℓ
)
)
ψi
+
1
2
∑
Γcut∈Γg,k,W,cut(γ)
(
1
12
−
1
2
Θ
γ+
ℓ
(1 − Θγ+
ℓ
)
) [
M (|Γ|)
] ,
‡We would like to thank H. Tracy Hall for showing us this relation.
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Figure 1. The graph Γ1 ∈ Γ0,4,E7 (J2, J4, J7, J7).
since κ1 and ψi on W g,k(W) are equal to the pullbacks st∗κ1 and st∗ψi, respectively, and[
W (Γ)
]
= st∗
[
M (|Γ|)
]
/rΓ. 
6.3.2. Four-point correlators for E7. Now we compute the genus-zero four-point corre-
lators for E7 with symmetry group GE7 = 〈J〉. We will continue to use the notation of
Subsection 5.2.2. By Theorem 6.2.10(5) we need only compute the following correlators
to completely determine the Frobenius manifold, and thereby the entire cohomological
field theory:
〈Y, Y, XY, X2Y〉E70 , 〈X, Y, X
2, X2〉E70 , 〈X, X, X
2, XY〉E70
We use the identification of X, Y with the A-model classes from last section. To simplify
the notation, we choose α = 1 instead of α8 = 19 . Later, we will re-scale the primitive form
to take care of discrapency between the pairing. These correspond to the correlators
〈e2, e5, e5, e8〉
E7
0 , 〈e4, e4, e5, e7〉
E7
0 , 〈e2, e4, e7, e7〉
E7
0 .
These are all concave and have only narrow markings, so we may use Theorem 6.3.3 to
compute them. To apply that theorem, we need to use the fact that∫
M 0,4
κ1 =
∫
M 0,4
ψi =
∫
M 0,4
[
M (|Γ|)
]
= 1
for every i ∈ {1, . . . , 4} and every graph Γ ∈ Γ0,4. We also need to compute the group
element γΓ for each of the four-pointed, genus-zero, decorated W-graphs. This is uniquely
determined by the fact that the sum of the powers of J on each three-point correlator must
be congruent to 1 mod 9. We will work out the details in the case of 〈e2, e4, e7, e7〉E70 —the
others are computed in a similar manner.
There are three graphs in Γ0,4,E7 (J2, J4, J7, J7); the first we will denote by Γ1 and is
depicted in Figure 1. There are two cut graphs Γ1,cut, Γ′1,cut ∈ Γ0,4,E7,cut(J2, J4, J7, J7) that
glue to give the graph Γ1. These have the tail + labeled with γ+ = J4 and the tail − labeled
with γ− = J5, or in the second case, γ+ = J5 and γ− = J4. The formula gives the same
result for each of these two cases, canceling the factor of 12 outside the sum for this term.
The other two graphs are both decorated as in Figure 2. We will abuse notation and
denote both of them by Γ2 and simply count the contribution of Γ2 twice. The edge of Γ2
is labeled with γ+ = J or γ+ = J8, and again, the contribution to the formula from these
two choices is identical and cancels the factor of 12 outside the sum.
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J
Figure 2. The graph Γ2. Two of the three graphs in Γ0,4,E7 (J2, J4, J7, J7)
are decorated as in this figure.
Now, it is easy to check that the degree of Lx is −1, so R1π∗Lx = 0 and this will not
contribute to the correlator. We have
〈X, X, X2, XY〉E70 =
∫
M 0,4
Λ
E7
0,4(e2, e4, e7, e7)
=
q2y2 − qy2 + 112
 − 4∑
i=1
(
1
12
−
1
2
Θ
γi
y (1 − Θγiy )
)
+
(
1
12
−
1
2
Θ
γΓ1
y (1 − ΘγΓ1y )
)
+ 2
(
1
12
−
1
2
Θ
γΓ2
y (1 − ΘγΓ2y )
)
=
q2y2 − qy2
 +
(
1
2
ΘJ
2
y (1 − ΘJ
2
y )
)
+
(
1
2
ΘJ
4
y (1 − ΘJ
4
y
)
+ 2
(
1
2
ΘJ
7
y (1 − ΘJ
7
y )
)
−
(
1
2
ΘJ
4
y (1 − ΘJ
4
y )
)
− 2
(
1
2
ΘJ
1
y (1 − ΘJ
1
y )
)
=
(
4
2 · 81 −
2
2 · 9
)
+
(
1
2
·
4
9 ·
5
9
)
+
(
1
2
·
8
9 ·
1
9
)
+ 2
(
1
2
·
5
9 ·
4
9
)
−
(
1
2
·
8
9 ·
1
9
)
− 2
(
1
2
·
2
9 ·
7
9
)
=
1
9 .
And similar computations show that
〈X, Y, X2, X2〉E70 = −
1
9 ,
and
〈Y, Y, XY, X2Y〉E70 =
1
3 .
6.3.3. Four-point correlators for E6. By Theorem 6.2.10 we need only compute the cor-
relators 〈Y, Y, Y2, XY2〉E60 and 〈X, X, XY, XY〉
E6
0 . Here, again, we choose α = 1. These
correspond to the correlators 〈e10, e10, e7, e11〉E60 and 〈e5, e5, e2, e2〉
E6
0 .
The correlators in question are easily seen to be concave. Applying Theorem 6.3.3 in a
manner similar to the previous computations, we find that
〈Y, Y, Y2, XY2〉E60 = 〈e10, e10, e7, e11〉
E6
0 =
1
4
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Figure 3. The graph Γ1 ∈ Γ0,4,Dn+1 (J3, J3, Jn−1, Jn−3).
and
〈X, X, XY, XY〉E60 = 〈e5, e5, e2, e2〉
E6
0 =
1
3 .
6.3.4. Four-point correlators for E8. By Theorem 6.2.10 we need only compute the corre-
lators 〈Y, Y, Y3, XY3〉0 and 〈X, X, X, XY
3〉0 with α = 1. These correspond to the correlators
〈e7, e7, e4, e14〉0 and 〈e11, e11, e11, e14〉0.
The correlators in question are easily seen to be concave. Applying Theorem 6.3.3 in a
manner similar to the previous computations, we find that
〈Y, Y, Y3, XY3〉E80 = 〈e7, e7, e4, e14〉
E8
0 =
1
5
and
〈X, X, X, XY3〉E80 = 〈e11, e11, e11, e14〉
E8
0 =
1
3 .
6.3.5. Four-point correlators for Dn+1 with n odd and symmetry group 〈J〉. Next consider
the case of Dn+1 for n odd with symmetry group 〈J〉. We will use the notation of Subsec-
tion 5.2.4 but with σ = 1 instead. By Theorem 6.2.10 we need only compute the correlator
〈X, X, Xn−1, Xn−2〉Dn+10 = 〈e3, e3,−2e
n−1
3 ,−2e
n−2
3 〉
Dn+1
0 .
To apply Theorem 6.3.3 we need only compute the group element acting at the node over
the three boundary graphs.
There are three uncut graphs in Γ0,4,Dn+1 (e3, e3, en−1, en−3). The first we will denote by
Γ1 and it is depicted in Figure 3. As before, the choice of labeling the internal edge with +
and − gives each term in the sum twice and will exactly cancel the factor of 12 in each case.
The edge of Γ1 is labeled with γΓ1 = J−a for a = n − 5, assuming n > 3. This gives
Θ
γΓ1
x (1 − ΘγΓ1x ) =
5(n − 5)
n2
and ΘγΓ1y (1 − ΘγΓ1y ) =
n2 − 25
4n2
.
The other two graphs are both decorated as in Figure 4. We will abuse notation and
denote both of them by Γ2 and simply count the contribution of Γ2 twice. The edge of Γ2
is labeled with γΓ2 = J(n−1). This gives
Θ
γΓ2
x (1 − ΘγΓ2x ) =
n − 1
n2
and ΘγΓ2y (1 − ΘγΓ2y ) =
n2 − 1
4n2
.
Putting these into Equation (95) gives
〈e3, e3, e
n−1
3 , e
n−2
3 〉
Dn+1
0 = 1/n, and 〈X, X, X
n−1, Xn−2〉Dn+10 = 1/n.
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=J(n−1)γΓ
n−3J
Figure 4. The graph Γ2. Two of the three graphs in
Γ0,4,Dn+1 (J3, J3, Jn−1, Jn−3) are decorated as in this figure.
In the case of n = 3 we have to compute the correlators 〈X, X, X2, X〉D40 = 〈xe3, xe3, e2/6, xe3〉
D4
0
and 〈X, X, Y, X2〉D40 = 〈xe3, xe3, ye0, e2/6〉
D4
0 . Unfortunately, because of the broad sectors,
we cannot use the standard tools for computing these correlators.
6.3.6. Four-point correlators for Dn+1 with maximal symmetry group. By Theorem 6.2.10
we need only compute the correlator 〈X, X, X2n−2, X2n−2〉Dn+10 . Here, we use the correspond-
ing notation from Section 5 with α = 1. This corresponds to the correlator 〈en+2, en+2, en−1, en−1〉Dn+10 .
By Equation (77) we compute that the degrees of the structure bundles are deg(|Lx|) =
−2 and deg(|Ly|) = −1. This shows that the correlator is concave and that R1π∗Ly = 0, so
the y terms makes no contribution to that correlator.
To apply Theorem 6.3.3 we need to know (using Equation (84)) that
Θλ
n+2
x = 2/n and Θλ
n−1
x = (n − 1)/n.
We also need to compute the contribution of the different boundary (nodal) terms. It is
easy to check, in the same manner as we did in the case of 〈e2, e4, e7, e7〉E70 , that there is
one graph Γ1 with Θ
γΓ1
x = (n − 3)/n and two copies of a graph Γ2 with ΘγΓ2x = 0.
By Theorem 6.3.3 we have
〈en+2, en+2, en−1, en−1〉
Dn+1
0 =
∫
M 0,4
Λ
Dn+1
0,4 (en+2, en+2, en−1, en−1)
= ·
1
2
(( 1
n2
−
1
n
) ∫
M 0,4
κ1 +
4∑
i=1
Θ
γi
x (1 − Θγix )
∫
M 0,4
ψi
−
4∑
Γ∈Γ0,4,E7 (en+2 ,en+2,en−1,en−1)
Θ
γΓ
x (1 − ΘγΓx )
∫
M 0,4
[
M (|Γ|)
])
=
1
2
(
1
n2
−
1
n
+ 2 2
n
n − 2
n
+ 2 1
n
n − 1
n
−
3
n
n − 3
n
)
=
1
n
This gives
〈X, X, X2n−2, X2n−2〉Dn+10 = 〈en+2, en+2, en−1, en−1〉
Dn+1
0 =
1
n
.
6.3.7. Four-point correlators for DT
n+1. By Theorem 6.2.10 we need only compute the
correlator 〈X, X, Xn−1, Xn−2〉D
T
n+1
0 . Here, we chooseσ = 1. This corresponds to the correlator
〈e3, e3, e2n−1, e2n−3〉
DT
n+1
0 .
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A now-familiar computation shows that the correlator in question is concave (and all
markings are narrow), so we may apply Theorem 6.3.3. Applying that theorem in a manner
similar to the previous computations, we find that
〈X, X, Xn−1, Xn−2〉D
T
n+1
0 = 〈e3, e3, e2n−1, e2n−3〉
DT
n+1
0 =
1
2n
.
6.4. Computation of the basic four-point correlators in the B-model. The primary po-
tentials on Saito’s Frobenius manifolds of the A, D, E singularities have been computed
by a variety of computational methods (see [DV, NY, Wi2, KTS] and etc.). However,
these results are scattered in different papers and are difficult to follow. For the reader’s
convenience, we present explicit computations of the basic four-point correlators using the
Noumi-Yamada formula for the flat coordinates of the A, D, and E singularities [No1, NY].
Recall that the primitive forms for the ADE-singularities are C dx for An-case and C dx∧dy
for the DE-cases. The calculation of the flat coordinates does not depend on the leading
constant C, but the pairing and potential function will be re-scaled by C.
6.4.1. The Noumi-Yamada formula for flat coordinates. To write the Noumi-Yamada for-
mula for the flat coordinates, we must first make several definitions.
Definition 6.4.1. Let N be the following set of exponents for a monomial basis of the
Milnor ring QW :
N :=

{ν ∈ N : 0 ≤ ν ≤ n − 1} if W = An
{(ν1, 0) ∈ N2 : 0 ≤ ν1 ≤ n − 2} ∪ {(0, 1)} if W = Dn
{(ν1, ν2) ∈ N2 : 0 ≤ ν1 ≤ 2, 0 ≤ ν2 ≤ 1} if W = E6
{(ν1, ν2) ∈ N2 : 0 ≤ ν1 ≤ 2, 0 ≤ ν2 ≤ 1} ∪ {0, 2} if W = E7
{(ν1, ν2) ∈ N2 : 0 ≤ ν1 ≤ 3, 0 ≤ ν2 ≤ 1} if W = E8
For each ν ∈ N we let φν = xν be the corresponding monomial in QW . Recall that a
miniversal deformation of W is a family of polynomials Wλ = W +
∑
ν∈N tνφν. We want
to find flat coordinates {sν} with the property 〈sν, sυ〉 = δνυ. One can formally write sν in
terms of power series in tυ. One special property of the simple singularities is that the sν
are always a polynomial, but this is not true for general singularities.
Definition 6.4.2. For W ∈ C[x1, . . . , xN] quasi-homogeneous, with the weight of each
variable xi equal to qi, and for any ν ∈ N we define the weight of sν to be
σν := wt(sν) := 1 −
N∑
i=1
νiqi.
For any α ∈ NN we define the weight of α to be
wt(α) := 〈α, σ〉 :=
∑
ν∈N
ανσν
We also define a mapping ℓ : NN → NN by
ℓ(α) :=
∑
ν∈N
ναν ∈ N
N .
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Theorem 6.4.3. (See [NY, Thm 1.1]) The formula for the flat coordinates for the simple
singularities with primitive form ∧Ni=1 dxi is as follows:
sν = t0δν,0 +
∑
α∈NN
〈σ,α〉=σν
cν(ℓ(α)) t
α
α!
, (101)
where the function cν : NN ✲ C is given below.
Case (An) For any ν ∈ N = {0, 1, · · · , n − 1} let L(ν) := {α ∈ N : α ≡ ν mod (n + 1)} =
{ν + k(n + 1) : k ≥ 0}. Define
cν(α) =
(−1)
k( ν+1
n+1 ; k) if α ∈ L(ν)
0 otherwise,
where (z; k) := Γ(z + k)/Γ(z) denotes the shifted factorial function.
Case (Dn) For any ν ∈ N let L(ν) := N2 ∩ (ν + span{(n − 1, 0), (1, 2)})
= {(ν1 + k1(n − 1) + k2, ν2 + 2k2 : k2 ≥ 0, k1 ≥ −(ν1 + k2)/(n − 1)} . Now define
cν(α) :=
(−1)
k1+k2 ( ν1+1
n−1 −
ν2+1
2(n−1) ; k1)( ν2+12 ; k2) if α ∈ L(ν)
0 otherwise,
where (z; k) := Γ(z + k)/Γ(z) denotes the shifted factorial function.
Case (E6) For any ν ∈ N = {(ν1, ν2) : ν1 = 0, 1, 2, ν2 = 0, 1} let L(ν) := {(α1, α2) ∈ N2 :
α1 ≡ ν1 mod 4, α2 ≡ ν2 mod 3} = {(ν1 + 4k1, ν2 + 3k2) : k1, k2 ≥ 0}. Now define
cν(α) :=
(−1)
k1+k2 ( ν1+14 ; k1)( ν2+13 ; k2) if α ∈ L(ν)
0 otherwise,
where (z; k) := Γ(z + k)/Γ(z) denotes the shifted factorial function.
Case (E7) For any ν ∈ N let L(ν) := N2∩ span{(3, 0), (1, 3)} = {(ν1 +3k1+ k2, ν2 +3k2); k2 ≥
0, k1 ≥ −(ν2 + k1)/3}. Now define
cν(α) :=
(−1)
k1+k2( ν1+13 ; k1)( ν2+13 − ν1+19 ; k2) for α ∈ L(ν)
0 otherwise,
where (z; k) := Γ(z + k)/Γ(z) denotes the shifted factorial function.
Case (E8) For any ν ∈ N = {(ν1, ν2); ν1 ≡ 0, 1, 2, 3; ν2 = 0, 1} let L(ν1, ν2) = {(α1, α2) ∈ N2 :
α1 ≡ ν1 mod 5, α2 ≡ ν2 mod 3} = {(ν1 + 5k1, ν2 + 3k2); k1, k2 ≥ 0} Now define
cν(α) :=
(−1)
k1+k2( ν+15 ; k1)( ν2+13 ; k2) if α ∈ L(ν)
0 otherwise,
where (z; k) := Γ(z + k)/Γ(z) denotes the shifted factorial function.
6.4.2. Four-point correlators for E7. We start with the primitive form dx∧dy = dx1∧dx2.
Assume that the deformation of E7 is given by
W = x31 + x1x
3
2 + t1x
2
1x2 + t3 x
2
1 + t4x1x2 + t5x
2
2 + t6x1 + t7x2 + t9.
Then the flat coordinates s and t have the asymptotic expansion formula (to 2nd order):
t1  s1 t3  s3
t4  s4 + 49 s3s1 t5  s5
t6  s6 + 13 s5s1 +
5
18 s
2
3 t7  s7 +
1
9 s6 s1 +
1
9 s4 s3
t9  s9 + 29 s6s3 +
1
3 s5s4.
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To compute the four-point correlators, we first use the residue formula computing the
three-point correlators of the deformed chiral ring and then take the possible first order
derivatives with respect to the flat coordinates. We have
∂x1W =3x21 + x
3
2 + 2s1 x1x2 + 2s3x1 + (s4 +
4
9 s1 s3)x2 + s6 +
1
3 s5 s1
∂x2W =3x1x22 + s1 x
2
1 + (s4 +
4
9 s1s3)x1 + 2s5x2 + s7 +
1
9 s6 s1 +
1
9 s4 s3
Hess(W) =36x21x2 − 9x42 + lower order terms
=63x21x2 + lower order terms or − 21x42 + lower order terms
ˆHW :=Hess(W)/7
=9x21x2 + lower order terms or − 3x42 + lower order terms
Let Ci jk(s) := Ress( ∂W∂si , ∂W∂s j , ∂W∂sk ). Then
Ci jk(s) =
(
∂W
∂si
∂W
∂s j
∂W
∂sk
)
/ ˆHW mod JacW .
For example, C991(0) = x21 x2 · 1 · 1/9x21x2 = 1/9. All the possible three-point correlators
can be obtained below:
C991(0) = 1/9 C946(0) = 1/9 C577(0) = −1/3
C559(0) = −1/3 C667(0) = 1/9 C937(0) = 1/9.
Now, we change primitive form from dx1 ∧ dx2 to 9dx1 ∧ dx2. This rescales the pairing
and entire potential function by 9. The cubic term of the primary potential function is
F3 =
1
12
s1 s
2
9 + s4 s6s9 −
3
2
s5 s
2
7 −
3
2
s25 s9 +
1
12
s26 s7 + s3 s7 s9.
Recall that the ring structure with current rescaled pairing has already been proved to be
isomorphic to the quantum ring in the A-model; and moreover the three-point correlators
in the B-model and the A-model are identical.
Using the isomorphism of the ring structure, we make the following identification be-
tween the basic four-point correlators in the A-model and those in the B-model:
〈X, X, X2, XY〉0 ←→ s26s3 s4
〈X, Y, X2, X2〉0 ←→ s6s7 s23
〈Y, Y, XY, X2Y〉0 ←→ s27s4 s1.
We have the formula for the four-point correlators
Ci jkl =
d
dsl
Ci jk
∣∣∣∣∣
s=0
.
Now it is easy to obtain
C6634 = −1/9, C6733 = 1/9, and C7741 = −1/3.
The part of the fourth-order term of the primary potential we need is
F4 = −
1
18 s3s4 s
2
6 −
1
6 s1s4 s
2
7 +
1
18 s
2
3 s6 s7.
The computation here coincides with the result in [No2] and in [KTS] (under a quasi-
homogeneous coordinate transformation).
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6.4.3. Four-point correlators for E6. Assume that the deformation of E6 is given by
W = x31 + x
4
2 + t2x
2
2 x1 + t5x1x2 + t6 x
2
2 + t8x1 + t9x2 + t12.
We choose the primitive form 12dx1 ∧ dx2. The metric and the third- and fourth-order
terms of the potential are given below:
ηi j = δi,14− j, for i, j ∈ {2, 5, 6, 8, 9, 12}
F3 = s6s8 s12 + s5 s9 s12 +
1
2
s2 s
2
12 +
1
2
s8 s
2
9
F4 = −
1
8 s5s9 s
2
6 −
1
12
s28 s
2
5 −
1
18 s2 s
3
8 −
1
8 s2s6 s
2
9.
We make the following identification between the A- and the B-models
〈Y, Y, Y2, XY2〉 ←→ s29s6 s2 and 〈X, X, XY, XY〉 ←→ s
2
8s
2
5,
and we get the basic four-point correlators in the B-model:
C9962 = −
1
4
and C8855 = −
1
3 . (102)
6.4.4. Four-point correlators for E8. Assume that the deformation of E8 is given by
W = x31 + x
5
2 + t1x
3
2x1 + t4 x
2
2x1 + t6x
3
2 + t7 x2x1 + t9x
2
2 + t10 x1 + t12x2 + t15.
We choose the primitive form dx1 ∧ dx2. In the same manner as before, we obtain:
ηi j = δi,16− j, for i, j ∈ {1, 4, 6, 7, 9, 10, 12, 15}
F3 = s4s12 s15 + s7s9 s15 + s6 s10 s15 +
1
2
s1s
2
15 + s9s10 s12 +
1
2
s7s
2
12
F4 = −
1
18 s
3
7s10 −
1
10 s6s7 s
2
9 −
1
10 s7 s
2
6 s12 −
1
15 s4 s
3
9 −
1
6 s4 s7 s
2
10
−
1
5 s4 s6s9 s12 −
1
18 s1 s
3
10 −
1
10 s1 s
2
9 s12 −
1
10 s1 s6s
2
12.
By the following correspondence between the A- and the B-models
〈Y, Y, Y3, XY3〉 ←→ s212s6 s1 s2 and 〈X, X, X, XY3〉 ←→ s310 s1,
we get the basic four-point correlators in the B-model:
C(12)(12)61 = −
1
5 and C(10)(10)(10)1 = −
1
3 . (103)
6.4.5. Four point correlators for Dn+1. Assume that the deformation is given by
W = xn1 + x1 x
2
2 +
n−1∑
i=0
ti xi1 + t01x2.
Then we have the flat coordinates by Noumi’s formula{
sr  tr + c˜r
∑
k≥1 tr+ktn−k
s01  t01
Here c˜r is just the Noumi-Yamada function cr,0 defined before, but if r + k = n − k then
c˜r := cr,0/2.
Now the inverse function is given by{
tr  sr − c˜r
∑
k≥1 sr+k sn−k
t01  s01
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We have the derivative formula
∂tr
∂s j
=
{
0 if j < r
(1 − δr j)(−crsn+r− j) + δr j, if j ≥ r.
Here the indices should satisfy the restriction
n + r − j ≥ 1, j ≥ r + 1.
We have the basic computation
∂x1W = nx
n−1
1 + x
2
2 +
n−1∑
i=1
itixi−11 , ∂x2W = 2x1x2 + t01
HessW = (−2)(n + 1)x22.
The n + 1 primary fields φi(s), 0 ≤ i ≤ n − 1 and φ(01)(s) are given as below, which are
functions of the flat coordinates s:
φi(s) = ∂W
∂si
=
n−1∑
j=0
∂t j
∂si
x
j
1
φ(01)(s) = ∂W
∂s(01)
= x2
Choose primitive form 2n dx1 ∧ dx2. Then, we re-scale pairing and potential function by
2n. Let 〈φ〉 := 2nResW ( φ∂x1 W·∂x2 W ). Then in flat coordinates, we can normalize the metric η
and the three-point functions such that
ηpq = 〈φpφq〉
Cpqr(s) = 〈φpφqφr〉.
Actually Cpqr(s) is the coefficient of the equality
φpφqφr = Cpqr · (HessW /(n + 1)) mod ∂xiW.
After a straightforward calculation, we obtain
Proposition 6.4.4. The three-point correlators of Dn+1 are given as follows:
Ci jk = δi+ j+k,n−1, for 0 ≤ i, j, k ≤ n − 1
Ci(01)(01) = −nδ0i, for 0 ≤ i ≤ n − 1;
C(01)(01)(01) = 0
(104)
The four-point correlators are
Ci jkl = (−1
n
)(l − (n − i − j − 1
2
)δi+ j≤n−1 − (n − k − j − 12 )δk+ j≤n−1 − (n − i − k −
1
2
)δi+k≤n−1),
for 0 ≤ i, j, k ≤ n − 1
Ci j(01)(01) = −
1
2
δi+ j,n, for 0 ≤ i ≤ n − 1;
Ci(01)(01)n−i = −
1
2
for 0 ≤ i ≤ n − 1;
The function δx≤y is defined as
δx≤y =
{
1, if x ≤ y
0 if x > y
Corollary 6.4.5. The basic four-point correlator for n > 3 is C11(n−1)(n−2) = 1/2n.
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6.4.6. Four-point correlators for DT
n+1. The singularity D
T
n+1 is isomorphic to A2n−1 =
x′2n + y′2 by the quasi-homogeneous isomorphism
x = (2i) 1n x′, y = y′ − ix′n.
This induces an isomorphism of Saito’s Frobenius manifolds with primitive forms cdx ∧
dy → c(2i) 1n dx′ ∧ dy′.
6.4.7. Four-point correlators for An. The three- and four-point correlators have already
been calculated in [Wi2]. Suppose that the deformation is given by
W = xn+1 +
n−1∑
i=0
ti x
i.
We choose primitive form dx. We list the metric, three- and four-point correlators below:
ηi j = (n + 1)δi+ j,n−1,
Ci jk = δi+ j+k,n−1,
Ci jkl = −
1
n + 1
(
l + (n − j − k)δ j+k≤n−1 + (n − i − k)δi+k≤n−1 + (n − i − j)δi+ j≤n−1
)
,
for 0 ≤ i, j, k ≤ n − 1.
6.5. Proof of Theorem 6.1.3. Because of our reconstruction theorem, to prove Theo-
rem 6.1.3, it suffices to compare the two-point, three-point, and the basic four-point func-
tions in our theory (A-model) with their analogues in the B-model.
We have established the isomorphism of Frobenius algebras in Section 5. This means
that we have matched the unit, the pairing, and the multiplication and hence all three-point
functions, by the explicit identification of state spaces. The remaining task is to match the
four-point basic correlators. We shall keep the identification of the unit and multiplication
fixed. The main idea is to explore the flexibility of re-scaling the primitive form by a
constant. Re-scaling the primitive form by c corresponds to re-scaling h by 1/c. Hence,
it still satisfies the corresponding hierarchies. However, the corresponding Frobenious
manifold structure is different in general. This approach seems to give a better conceptual
picture. For the reader’s convenience, we shall list the explicit value of constant we used
in the proof.
Our main technical tool is the following observation. Let FA3 , F
A
4 be the three- and
basic four-point functions of the A-model and FB3 , FB4 be the three- and basic four-point
functions of the B-model. Suppose that FA3 = F
B
3 . Now, we re-scale the primitive form
by c and make an additional change of variable si → λ1−degC(si)si. Notice that the above
change of variable preserves the unit e of the Frobenius algebras. This change of variables
gives FB3 → cλ
cˆW FB3 and F
B
4 → cλ
cˆW+1FB4 . If we choose c = λ
−cˆW
, then FB3 remains the
same and FB4 → λF
B
4 . Since the linear map si → λ
1−degC(si)si preserves the unit, it preserves
the metric as well.
6.5.1. E7 A-model versus E7 B-model of primitive form (−1)− 89 9dx1∧dx2. The Frobenius
manifold in the A-model is given by the small phase space quantum cohomology. Take
the flat coordinates {T1, T3, T4, T5, T6, T7, T9} corresponding to the primary fields {e8 =
X2Y, e4 = X2, e2 = XY,±y2e0 = Y2, e7 = X, e5 = Y, e1 = 1}. The three-point correlators
give the cubic term of the primary potential FA3 :
FA3 =
1
2
T 29 T1 + T9T7T3 + T9T6T4 −
3
2
T9T 25 −
3
2
T 27 T5 +
1
2
T7T 26 .
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The basic four-point function is
1
18T
2
6 T3T4 +
1
6T
2
7 T4T1 −
1
18T6T7T
2
3 . (105)
Choose primitive form 9 dx1 ∧ dx2 on the B-model side. We obtain the same metric and
the same cubic terms. However, FB4 = −FA4 . Then, we choose λ = −1 and c = (−1)−
8
9
.
It means that we choose primitive form (−1)− 89 9 dx1 ∧ dx2. The corresponding linear map
between state spaces is
Ti → (−1)1−degC(si)si.
6.5.2. E6 A-model versus E6 B-model of primitive form (−1)− 56 12 dx1∧dx2. Consider the
A-model. Let the flat coordinates {T2, T5, T6, T8, T9, T12} correspond to the primary fields
{XY2, XY, Y2, X, Y, 1}. Then we obtain the three-point potential functions:
FA3 =
1
2
T2T 212 + T5T9T12 + T6T8T12 +
1
2
T8T 29 . (106)
The polynomial corresponding to the basic four-point correlators is
1
8T2T6T
2
9 +
1
12
T 25 T
2
8 .
On the B-model side, we start from primitive form 12 dx1∧dx2 and a linear map between
state spaces Ti → si. It matches the unit, pairing and multiplications and hence FA3 = FB3 .
But we have
FB4 = −F
A
4 . (107)
Similar to the E7, a choice of λ = −1 and c = (−1)− 56 will match the A-model to the
B-model of the primitive form (−1)− 56 12 dx1 ∧ dx2.
6.5.3. E8 A-model versus E8 B-model of primitive form (−1)− 1415 dx1 ∧ dx2. Let {T1, T4,
T6, T7, T9, T10, T12, T15} be the flat coordinates in the A-model corresponds to the primary
fields {XY3, XY2, Y3, XY, Y2, X, Y, 1}. we can obtain the three-point potential, the basic
polynomials, and the basic four-point potential:
FA3 =
1
2
T1T 215 + T7T9T15 + T6T10T15 + T4T12T15 +
1
2
T7T 212 + T9T10T12. (108)
FA4 =
1
10T1T6T
2
12 +
1
18T1T
3
10.
Choose primitive form dx1 ∧ dx2 and the linear map Ti → si. Then, we match the unit,
pairing, multiplication. Hence, we have FA3 = F
B
3 . But F
A
4 = −F
B
4 . Then, a choice of
λ = −1 and c = (−1)− 1415 will match the A-model with the B-model.
6.5.4. (Dn+1, 〈J〉, (n odd )) A-model versus Dn+1 B-model of primitive form (−1)1− n−1n 4n dx1∧
dx2. Consider the A-model. Let {T0, T1, · · · , Tn−1, T01} be the flat coordinates correspond-
ing to the primary field 1, X, · · · , Xn−1, Y. Here {X, Y} has already been identified with
{e3,±2nrx
n−1
2 en + ∓2nsyen} in the state space HDn+1 ,〈J〉. We have the computation of the
2-point correlators (metric)
〈Xn−1, 1〉 = −2 and 〈Y2, 1〉 = 2n.
The three-point potential is
FA3 = −2
∑
i+ j+k=(n−1)
ai jkTiT jTk + nT0T 201,
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where
ai jk =

1 if i, j, k are mutually not equal;
1/2 if only two of i, j, k are equal;
1/6 if i = j = k
,
and the basic four-point polynomial for n > 3 is
FA4 =
1
2n
T 21 Tn−2Tn−1.
In the B-model, by choosing primitive form −4n dx1 ∧ dx2 and linear map Ti → si, we
have the same pairing as the A-model and cubic term FB3 = FA3 and the basic four-point
polynomial for n > 3
−
1
2n
s21 sn−2sn−1.
Then, a choice of λ = −1 and c = (−1)− n−1n will match the A-model with the B-model.
6.5.5. Dn+1(GDn+1 ) A-model versus A2n−1 B-model of primitive form 2n( n5−4n )
1−n
n dx. Re-
call that
Xi 7→

en+1+i for 0 ≤ i < n − 1
∓2ye0 for i = n − 1
ei−n+1 for n ≤ i < 2n − 1
is an isomorphism of graded algebras HDn+1 ,GDn+1 → QA2n−1 . The pairing on QA2n−1 is given
by 〈X2n−2, 1〉QA2n−1 = 1/2n, whereas the pairing on HDn+1,GDn+1 is easily seen to be given by
〈X2n−2, 1〉HDn+1 = 〈en−1, en+1〉HDn+1 = 1.
The basic four-point correlator is
〈X, X, X2n−2, X2n−2〉Dn+10 = 〈en+2, en+2, en−1, en−1〉
Dn+1
0 =
1
n
.
We start with the primitive form 2n dx on the B-model side. Then, we have an isomorphism
between the A-model and the B-model ring with pairing, and hence the potential functions
have the same cubic terms, i.e., FA3 = F
B
3 . The basic four-point correlator of the B-model
is C11(2n−2)(2n−2) = −(4n − 5). Hence, FB4 = − n4n−5 FA4 . Now, a choice of λ = − n4n−5 and
c = λ−
n−1
n will match the A-model with the B-model.
6.5.6. DT
n+1 A-model versus Dn+1 B-model of primitive form 2n dx1∧dx2. In the DTn+1 A-
model, the state space HW,GW is generated by n+1 elements {nxn−1e0, e1, e3, · · · , e2i+1, e2n−1}.
Identify e2i+1 with Xi and nxn−1e0 with Y. We have computed the metric and the three-point
correlators:
〈Xi, X j, Xk〉 = 1 if i + j + k = n − 1, 〈1, Y, Y〉 = −n,
and the other three-point correlators are zero.
The basic four-point correlator is
〈X, X, Xn−1, Xn−2〉 =
1
2n .
Let {T0, T1, · · · , Tn−1, T01} be the flat coordinates with respect to the primary fields {1, X, · · · , Xn−1, Y}.
On the B-model side, we choose primitive form 2n dx1 ∧ dx2 and the linear map Ti → si.
Comparing the A-model and the B-model, we have the identity
FA3+4(T ) = FB3+4(T ). (109)
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This shows that FA = FB with primitive form 2n dx1 ∧ dx2 and completes the proof of
Theorem 6.1.3.
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