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This thesis studies Dynamic Stochastic General Equilibrium (DSGE) modelling and empir- 
ical applications to developed and developing economies. It consists of four self-contained 
chapters. 
Chapter 1 sets out a benchmark New Keynesian (NK) DSGE model with persistence 
mechanisms, taking the form of habit formation in consumption, labour supply and price 
indexing, and reviews the standard estimation/validation methods. It presents the latest 
methodologies to assess the identifiability/stability of DSGE models and focuses on the 
screening designs and Monte Carlo Filtering using the GSA toolbox. Model evaluation is 
an important part of the empirical work with DSGE models. In particular, the evaluation 
of DSGE models via Vector Autoregressions (VARs) is qualitative: it is intended to exam- 
ine whether the dynamics of the model and the data are broadly consistent, or whether a 
particular model is able to mimic the dynamics captured by the VAR. 
Chapter 2 studies the relevance of direct supply-side effects of monetary policy in a 
NK DSGE model. I extend a stylized model with several nominal and real frictions by 
introducing the presence of a cost channel of monetary transmission and allowing for non- 
separability of money and consumption in the utility of the representative household. I 
show that these features have important theoretical consequences for the output-inflation 
trade-off and indeterminacy of interest rate rules and then estimate the importance of 
these effects, using a Bayesian maximum likelihood framework. Overall, the empirical 
analysis points to weak evidence for the cost channel and non-separable utility. 
Chapter 3 implements a structural parameter and shock estimation for a small open- 
economy DSGE model with partial transactions dollarization (as in Felices and Tuesta 
(2006)). I estimate eight variants of the model using Colombian data. The estimation 
results are then compared by computing posterior probabilities to place odds on differ- 
ent specifications. The intention is to investigate which specification seems to be best 
supported by the data. The best fitting theoretical model is then validated through the 
standard methods and a Bayesian VAR model. The main finding is that the dollarized 
model with both consumption habit and price indexation appears to improve the ability 
1 
of the model fit to the data. 
Chapter 4 estimates a two-bloc emerging market - rest of the world DSGE model. 
The emerging market bloc incorporates partial transactions as in Chapter 3. In addition I 
model liability dollarization, as well as financial frictions including a'financial accelerator', 
where capital financing is partly or totally in foreign currency as in Gertler et al. (2003) and 
Gilchrist (2003). The model is fitted to data for Peru. I estimate the empirical importance 
of these frictions using a Bayesian procedure and evaluate the model's empirical properties 
using the standard validation methods. It is found that there is substantial quantitative 
evidence in the data in favour of the model incorporating both the financial accelerator 
and partial transaction dollarization mechanisms. 
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Introduction 
Dynamic Stochastic General Equilibrium (DSGE henceforth) models have become 
the workhorses of modern macroeconomics. DSGE methodology is proven to be 
useful to explain economic growth, business cycles, and the effects of monetary and 
fiscal policies, on the basis of macroeconomic models derived from microeconomic 
principles. Moreover, these types of models are particularly suitable for policy sim- 
ulation exercises as they are, in principle, robust to the Lucas critique. 
This thesis aims to build on recent major developments in formulating and es- 
timating (or a combination of calibration and estimation), by Bayesian methods, 
both closed and small open economy (SOE) DSGE models. These estimated models 
are particularly suitable for use by monetary authorities to conduct robust policy 
design in the face of model uncertainty in both developed and developing economies. 
Recent developments in Bayesian decision theory has enhanced the possibility of es- 
timating rather than calibrating the models. The research constitutes an attempt 
to contribute to both the theoretical and empirical literatures by providing esti- 
mation and evaluation of a wide range of modelling assumptions in explaining the 
behaviour of macroeconomic time series in both closed and SOE model settings 
using macroeconomic data. 
One important novelty of this thesis is that it aims at integrating a number of 
distinct features in DSGE modelling in a coherent analysis. By bringing together 
these features into a unified model, one is able to investigate the empirical properties 
1 
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of such a model and uncover the mechanisms through which monetary policy is 
transmitted in both developed and developing economies. 
A further ingredient of this thesis is the econometric strategy implemented to 
estimate the DSGE models and to evaluate their empirical performance. The thesis 
aims to offer an integrated `package' of tools for conducting empirical exercises 
ranging from the standard parameter estimation procedure, assessment to model 
identifiability/stability and model empirical properties, to some standard and non- 
standard model validation methods. It is noteworthy that in the `package' the 
analysis reviews and employs the latest methodologies for studying the parameter 
identification in DSGE models, the issue of which is rarely addressed in the empirical 
DSGE literature. The diagnostics of identification forms an important part of the 
empirical analysis in this thesis as the identifiability of DSGE parameters is not only 
a pre-requisite for sensible and meaningful inference, but is also important for the 
further model modifications. 
While there has been an outburst of papers that design and estimate DSGE 
models for closed and open economies, until very recently, there has been relatively 
little work on directly evaluating the ability of these DSGE models to fit open econ- 
omy macroeconomic data, not even to that of the developed economies. Much of the 
economics research on monetary policy via the Bayesian DSGE-type analysis during 
the past decade has focused, at least implicitly, on economies with highly developed 
asset markets, especially markets for debts and foreign exchange. Evidence from 
the existing literature shows that little attention has been paid to the empirical ap- 
plications of these models to transitional and emerging market economics. In terms 
of the DSGE modelling and policy design with uncertainty, the key open question 
is what kind of updating or modifications are needed to fit the complex reality of 
monetary policymaking in economies with less developed financial markets, more 
vulnerability to external sources of uncertainty, strong movements in productivity 
INTRODUCTION 3 
and relative prices, and destabilizing exposure to volatile capital flows. Therefore, 
this thesis aims to bridge the gap between theory and empirical research in the con- 
text of DSGE formulation, estimation and simulation using Bayesian methods for 
emerging market economies. 
On the methodological front, this thesis mainly uses Bayesian techniques for 
the empirical assessment of all models. Policy discussion at central banks uses the 
language of Bayesian decision theory - putting post sample probabilities on mod- 
els, generating probability distributions for future values of variables that reflect 
uncertainty about parameter values and subjective judgement, weighing expected 
losses of alternative courses of action (Sims (2002)). The main advantages of the 
Bayesian-Maximum Likelihood methodology is that it allows a complete character- 
ization of uncertainty (related to unobservables or models) in estimating structural 
parameters by simulating posterior distributions. It also provides an elegant way to 
incorporate prior information about parameters coming either from microeconomic 
studies or from previous macroeconomic exercises, and therefore creates a direct 
connection with the calibration-based literature and rigorous policy analysis. It has 
a further advantage of facilitating the formal comparison of models that are not 
necessarily nested through the model marginal likelihood (See, for instance, Justini- 
ano and Preston (2004)). In addition, the empirical part of this thesis highlights 
some current issues in estimating linearized DSGE models regarding their ability 
of parameter identification. The analysis then presents some useful computational 
tools to address these problems (e. g. the Global Sensitivity Analysis (GSA) tech- 
niques developed by Ratto (2008)) in order to identify critical elements in the model 
specification and to make the model structure and properties more transparent to 
the analyst. 
This thesis consists of four self-contained chapters. The first two chapters in- 
vestigate the theoretical and empirical properties of DSGE models using US data. 
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Chapters 3 and 4 turn to study the emerging market economies. 
Chapter 1 considers a benchmark model consisting of closed economy New Key- 
nesian (NK) DSGE model with imperfect competition and nominal price rigidities. 
The main aims of Chapter 1 are: (i) to review the literature in macroeconomic 
modelling in general and in DSGE model building in particular taking into account 
the so called New Keynesian paradigm. This highlights the importance of the New 
Keynesian elements in macroeconomic modelling and provides the fundamentals 
and theoretical frameworks needed for the DSGE modelling in each chapter; (ii) to 
provide a review of the key empirical strategy and methodologies used to estimate 
and validate the models in this thesis; and (iii) to present some estimation results 
using a benchmark model as an empirical example. In particular, the variants of the 
benchmark model are estimated using the standard Bayesian methods and are then 
compared using the posterior model probabilities in order to assess their relative fit. 
In order to develop a model that fits some important macroeconomic features 
(e. g. the observed inflation persistence), the modelling analysis extends the micro- 
foundations of the standard kind by incorporating a number of additional features. 
In particular, the benchmark model incorporates external habit persistence in labour 
supply as well as in consumption that imparts endogenous persistence in wage set- 
ting as well as price indexation. For simplicity, the benchmark model assumes no 
capital. 
I find that incorporating habit persistence in consumption imparts both output 
and inflation inertia that enables the benchmark NK model to achieve relatively a 
good fit with the US data whereas the performance when including labour habit 
persistence in improving model fit appears ambiguous to interpret. 
The empirical analysis of Chapter 1 is confined to the most basic model com- 
parison exercise that assesses a model's relative data fit only. The chapter sets out 
a more comprehensive empirical strategy that addresses absolute as well as relative 
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data fit and the challenging issues of identification in the estimation of parameters 
in DSGE models. This comprehensive empirical strategy is subsequently applied to 
future chapters. In Chapter 1, I first review the current issues regarding the DSGE 
model parameter identifiability. The chapter then focuses on a particular method 
that is recently developed by Ratto (2008) and is designed to be highly effective in 
identifying non-influent parameters in DSGE models: the global screening analysis 
(via GSA). This screening method is frequently used in measuring the sensitivity of 
parameters or model inputs in engineering and physical modelling, simulation and 
experimentation and is relatively computationally cheap. The chapter further re- 
views the conventional and latest methods to evaluate DSGE models' absolute data 
fit including the evaluation via Bayesian Vector Autoregressions (BVARs). The in- 
tention is to examine whether the dynamics of the model and the data are broadly 
consistent, or whether a particular model is able to mimic the dynamics captured 
by the VARS. 
Chapter 2 develops the closed economy model of Chapter 1 by adding cap- 
ital, incorporating a cost channel of monetary transmission and allowing for non- 
separability of money and consumption in the utility of the representative household. 
This chapter is based on a collaborative paper with Paul Levine, Vasco Gabriel and 
Christopher Spencer. The model in this chapter is essentially an extension of the 
Smets and Wouters (2005) or Christiano et al. (2001) model. In other words, we 
add capital, wage indexation and variable capacity utilization to the benchmark NK 
model introduced in Chapter 1 as well as the cost channel and non-separable utility 
effects'. Our aim is to assess the empirical relevance of the supply-side effects of 
monetary policy. Using US data, we consider evidence from Bayesian system esti- 
mation of fully-fledged NK-DSGE models, featuring a variety of nominal and real 
'Note that we exclude the habit parameter for labour supply here as the findings from Chapter 
1 suggest that the effect of adding this parameter in improving model fit is ambiguous. 
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frictions. The best fitting theoretical model is validated through identified Vector 
Autoregression (VARs) models. In particular, we study one version of the Bayesian 
VARs where identification (or restrictions) is achieved and updated by assessing the 
theoretical model as a reference model (BVAR with the Minnesota priors). Follow- 
ing the approach in Del Negro and Schorfheide (2004), we also consider the so-called 
DSGE-VAR, where the DSGE model itself is used to construct a prior distribution 
for the VAR coefficients so that the VAR estimates are tilted toward the DSGE 
model restrictions. 
This study introduces important novelties and contributes to the literature in 
several distinct ways. Firstly, by bringing together non-separable utility and cost 
channel effects into a unified model, we are able to uncover non-negligible joint 
mechanisms through which monetary policy is transmitted. Secondly, we help to 
clarify contradictory results that have emerged in the literature concerning the em- 
pirical importance of these supply-side effects (see, for instance, Ravenna and Walsh 
(2006), Chowdhury et al. (2006), and Rabanal (2007)). Thirdly, our setup offers an 
alternative way of analysing and testing for the role of money in business cycle dy- 
namics. Interestingly, our framework bypasses the need of observing and measuring 
real money balances (always a controversial task) in order to assess this variable's 
effects, as we can derive these from the non-separable utility specification. Fourth, 
and unlike previous papers2, by employing Bayesian maximum likelihood estima- 
tion, prior information concerning the parameters in the model is introduced, which 
is computationally advantageous, since the parameters' space is restricted to eco- 
nomically meaningful regions. Also, the Bayesian methods employed here make 
use of all the cross-equation restrictions implied by the general equilibrium set-up, 
which makes estimation more efficient when compared with the partial equilibrium 
2Rabanal (2007) also uses Bayesian methods, but he confines his analysis to the cost channel in 
smaller-scale, more incomplete model than ours. This paper came to our attention after our main 
results were obtained. The 2003 working paper version did not, for example, include capital. 
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approaches of Ravenna and Walsh (2006) and Chowdhury et al. (2006). The evi- 
dence from both the identification screening and Bayesian estimation suggests that 
the model parameterization in this chapter (i. e. incorporating the cost channel and 
utility non-separability features) does not seem to provide the best relative fit of 
data for the US economy. 
The models in Chapters 3 and 4 are SOE models of the emerging market economies. 
Following the work by Elekdag et al. (2005), the analysis in Chapter 3 gives money a 
role in the benchmark model by introducing a money aggregate, which is composed 
of both local and foreign currency, as a composite of consumption for the home coun- 
try (known as transaction dollarization). According to Felices and Tuesta (2006), 
an important aspect related to several of the emerging market economies in South 
America is the case of a `partially dollarized economy' where foreign currency (US 
dollars) can be demanded not only as a deposit of value but also as a transaction 
mean. The model in this chapter is a SOE/the rest-of-world version of Chapter 
1's benchmark model but assumes utility non-separability in consumption and real 
money balances as in Chapter 2. This is necessary to accommodate the transaction 
dollarization effect in the utility function despite the fact that the support of this 
non-separability feature was found weak from Chapter 2. As in previous chapters, 
the empirical work in this chapter first implements a structural parameter and shock 
estimation for the SOE DSGE model with partial transactions dollarization. 
In particular, I estimate separately eight variants of the benchmark SOE model 
and compare their relative performances by computing posterior probabilities to 
place odds on different specifications. I examine the theoretical models using Bayesian 
methods and Colombian data. The absolute fit of the DSGE models is tested by 
simulating the model implied second moments and comparing them with those of 
the data. The model that attains the best relative fit is also evaluated via the BVAR 
analysis. I find that the capability of the DSGE model in capturing the dynamics 
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in the data and VAR is reasonably good and there is some support for dollarization 
in the data. Furthermore, a posterior impulse response analysis is conducted and 
the results provide useful insights of the importance of internal and external shocks 
in the model to a number of key macroeconomic variables. 
The model in Chapter 4 builds on Chapter 3's model by adding capital and also 
exhibits the financial accelerator mechanism, in the form of lending constraints on 
investment financing, combined with the requirement that investment borrowing is 
done in foreign currency (liability dollarization). Developing countries are usually 
small open economies, which requires careful modelling of a mechanism that allows 
for the transmission of external shocks (absent in most of the literature on developed 
economies). Moreover, given the stage of development of their financial sectors, 
other financial frictions in the form of liquidity constraints facing households are 
introduced. 
This chapter aims at integrating the distinct features discussed so far by de- 
veloping a two-bloc emerging-market (SOE)/rest-of-the-world (ROW) DSGE model 
where in the emerging market bloc there is a strong link between changes in the ex- 
change rate and financial distress of household and firms. More precisely, I assume 
that: (a) there are financial frictions in the form of a `financial accelerator', since 
firms are obliged to finance at least part of their capital requirements in foreign 
currency (see, Gertler et al. (2003) and Gilchrist (2003)); (b) domestic households 
hold both local and foreign currency money balances for transaction purposes as in 
Chapter 3; (c) the relative demand of foreign currency is endogenous to the extent 
of exchange rate stabilization by the central bank. The simultaneous assumption of 
(a)-(c) in the context of a two-bloc model is novel in the literature. In the model 
there are five main representative agents: a representative household, firms (retailers 
and capital producers), entrepreneurs (wholesalers), a central bank and the foreign 
economy (the rest of the world). The model is fitted to data for Peru and I esti- 
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mate the empirical importance of these frictions and evaluate the model's empirical 
properties using the empirical strategy set out previously. Impulse response analysis 
is also conducted to study how the added model mechanisms, namely dollarization 
and financial accelerator, affect the monetary transmission and effect of shocks in 
emerging market economies. 
Chapter 1 
New Keynesian DS GE Models: 
Identification, Estimation and 
Validation 
1.1 Introduction 
Dynamic stochastic general equilibrium (DSGE) models which incorporate imperfect 
competition and nominal rigidities and are based on rigorous micro-foundations have 
become increasingly popular for the analysis of monetary policy, economic fluctua- 
tions and welfare. Earlier studies by Clarida et al. (1999), Gali (2003) and Woodford 
(2003) allow for habit formation on the part of consumers and also the possibility 
that prices set by firms are indexed to past inflation to uncover evidence on the exis- 
tence and relevance of nominal rigidities. These mechanisms of intrinsic persistence 
have been found to be crucial in fitting closed economy models as exemplified by 
the work of Christiano et al. (2001) and Levin et al. (2006). Also the findings and 
analysis in Christiano et al. (2005) and Smets and Wouters (2003) are useful for 
a review of recent formulation and estimation of micro-founded macroeconometric 
models that incorporate an expanded set of nominal and real rigidities and hence 
can be matched more closely to observed aggregate data. e. g. their works specified 
10 
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a dynamic general equilibrium model with a number of distinct structural features: 
staggered wage and price setting with partial indexation; habit persistence in con- 
sumption; endogenous capital accumulation with higher-order adjustment costs; and 
variable capacity utilization. 
The resulting frameworks are referred to as `New Keynesian' (NK) DSGE mod- 
els and these so called New Keynesian stylized models have many of the familiar 
characteristics of earlier ad hoc `Old Keynesian' models in terms of the impact of 
shocks on real variables but unlike the latter, they are based on optimizing agents 
and deep parameters and are more immune to the Lucas Critique. Therefore they 
provide a solid basis for policy analysis. However, the various assumptions adopted 
in these models can result in important differences in the dynamic properties of 
model variables. An analysis of DSGE models in this dimension is important to 
elucidate the validity of alternative assumptions and it gains further relevance when 
considering the increasing role of micro-founded DSGE models for policy making by 
Central Banks (See Sims (2003)). 
The main aims of this chapter are to provide reviews of theoretical frameworks 
and empirical methodologies used in DSGE modelling. The starting point is to 
set out a simple baseline framework that fits some important characteristics in the 
economy to show where the mainstream NK macro model with microfoundations 
comes from. The baseline model will be used as reference framework in the remainder 
of the thesis. It is also necessary first to examine the distinguishing characteristics 
and fundamental issues that complicate the modelling and conduct of monetary 
policy in developed and developing economies. 
The chapter proceeds as follows. Section 1.2 presents the theoretical modelling 
frameworks and sets out a simple benchmark model which sets out the behavioural 
equations for households and firms with the corresponding model steady state solu- 
tions and linearization. Section 1.3 reviews the estimation/evaluation methodologies 
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and methodological issues. In this section I also review some standard methods to 
assess the relevant empirical properties of the model and study the DSGE model 
validation methods. I study the structural VARs and Bayesian VARs in order to 
gain insight into the quality of the results from the Bayesian estimation of DSGE 
models. The final section then turns to parameter estimation and computes the 
statistical inference using the benchmark model as an empirical example (section 
1.4). 
1.2 Theoretical Frameworks 
1.2.1 Neoclassical RBC Theory 
Business cycle research tries to identify the characteristics, as well as the causes, of 
business cycles. There are different views about the following questions: 
" Does the economy create the fluctuations by itself (endogenous fluctuations) 
or are they triggered by exogenous shocks? 
9 What are the mechanisms by which shocks propagate through the economy? 
e. g. are market imperfections essential for the existence of -business cycles? 
9 What is the relative importance of different types of shocks (nominal versus 
real shocks)? 
During the years following the important work by Kydland and Prescott (1982), 
Real Business Cycle (RBC) theories provided the main reference framework for the 
analysis of economic fluctuations and became the core of macroeconomic theory. 
RBC economists have developed the use of DSGE models for theoretical and em- 
pirical investigation in macroeconomic analysis. Since real business cycles relate to 
fluctuations of the equilibrium level of output, such models provide a natural way 
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of integrating growth and business cycle analysis. They introduce uncertainty in 
the form of random shocks in the production function (Carlin and Soskice (2006)). 
Despite the structural similarities between the RBC model and the NK model, RBC 
models represent a quite distinct view of business cycles, especially in terms of the 
origin of the disturbances and the ways shocks are propagated. Particularly RBC 
models assume that all agents are homogeneous, rational optimizers who optimize 
their supply of labour in frictionless, perfectly competitive economies with compet- 
itive markets. Exogenous stochastic real shocks (e. g. technological shock) are the 
predominant cause of business cycles, monetary and demand side shocks have no real 
effect on output and employment. Therefore, the business cycle is an equilibrium 
phenomenon and is optimal. RBC models also advocate monetary policy neutrality 
that money has little (if any) effect on the real sector outcomes but only affects 
inflation and thus price stability can be achieved and maintained by maintaining 
slow growth of money supply. 
However, RBC models (even with the introduction of monetary sectors) have 
been criticised for not being able to empirically explain economic fluctuations. 
Namely, empirical evidence shows that there has been historically observed infla- 
tion persistence, technology shocks have failed to explain recessions or depressions 
as they are typically limited to individual industries and do not have such predom- 
inant effects. It is hard to believe that unemployment has been voluntary in the 
real world as theoretically predicted by RBC models. Moreover, as Gali (2008) sug- 
gested, the normative implications of classical RBC models (the Friedman rule) are 
not consistent with the practice of central banks. These conflicts between the RBC 
predictions and evidence suggest that some modelling elements that are important 
in the actual economies may be missing in the (Neo)classical RBC theory. 
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1.2.2 New Keynesian Microfoundations 
The NK modelling approach, however, combines the DSGE structure characteris- 
tic of RBC models with assumptions that depart from those in classical theory. It 
attempts to build Keynesian arguments based upon rational expectations of opti- 
mizing agents and microeconomic foundations. In particular, NK economists assume 
imperfect competition (monopolistic competition) and nominal rigidities and that 
there are implied real effects of monetary policy. They propose that nominal shocks 
are an important contribution to business cycles (e. g. changes in aggregate demand). 
Gali (2008) provides the details of the key NK microfoundations: 
" Monopolistic competition: NK models assume that firms use their market 
power to set and maintain their prices above marginal cost in order to maxi- 
mize their objectives. Monopolistic competition is one of the sources of price 
stickiness. 
" Nominal rigidities: the microfoundations are that firms are subject to some 
constraints on the frequency with which they can adjust the prices of goods and 
services they sell. A commonly used explanation for the price sluggishness is 
that firms do not adjust their prices immediately because they may face some 
costs in order to do so (Menu costs). The same kind of friction applies to 
workers in the presence of sticky wages which is important in explaining the 
persistent (involuntary) unemployment (e. g. efficiency wage model). 
" Short run non-neutrality of money: NK models develop the idea of price stick- 
iness to explain why money is non-neutral. NK economists see non-neutrality 
of money as a change in the nominal money supply (or the nominal interest 
rate) does not change the price level proportionately in the short run (as a 
consequence of the presence of nominal rigidities). Monetary policy has im- 
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plied real effects on output and employment in a short run via variations of 
real interest rate, consumption and investment. This feature is consistent with 
the observed data and empirical analysis, and rejects the classical theory (see 
below). 
In contrast to the RBC theory, the NK theory of business cycle fits certain 
business cycle stylized facts: (i) there are recurrent fluctuations in output; (ii) em- 
ployment fluctuates in the same direction as output; (iii) investment and durable 
goods spending is procyclical and volatile, as explained by NK models, if shocks to 
investment and durable goods spending are a main source of business cycles (demand 
shocks); (iv) inflation is procyclical and lagging. The NK model fits the data better 
on explaining inflation persistence. Moreover, there exists both micro and macro 
evidence of nominal rigidities as research shows that the average price duration is 
often estimated to be between 1 and 4 quarters (see, e. g. Taylor (1999)). Evidence 
based on VAR identification of monetary shocks shows that monetary policy is non- 
neutral (Christiano et al. (2001)). In particular, their results, from studying the 
impulse responses to the exogenous monetary shocks, show that monetary policy 
changes have sizeable real effects on output (i. e. a `hump-shaped' impulse response 
of output is found to follow a policy tightening). Their estimated sluggish response 
of the price level to a monetary tightening also shows the evidence of price rigidities 
(and the `price puzzle' may arise, which will be discussed in detail in Chapter 2). 
Not surprisingly, in terms of practical policy-making the two approaches are 
far apart. RBC theory, by assuming perfect competition and modelling cycles as 
equilibrium phenomena implies continuous optimality, which rules out a stabilization 
role of macroeconomic policy. On the other hand, NK theory provides an effective 
channel for policy exercises (e. g. welfare analysis) as the non-neutrality of monetary 
policy resulting from the presence of nominal rigidities makes room for potentially 
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welfare-enhancing interventions by the monetary authority in order to minimize 
the existing distortions (Gali (2008)). As argued by Gali (2003), NK models are 
arguably suited for the analysis and comparison of alternative monetary regimes 
without being subject to the Lucas critique. 
1.2.3 RBC-DSGE Literature 
In what follows, I briefly review some of the key literature based on NK-DSGE 
modelling in both developed and developing economies over the past decade. Re- 
searchers apply different modelling techniques and use microeconomic evidence from 
other studies to calibrate or estimate the model parameters, which can be used to 
provide predictions about the key variables and are compared with macroeconomic 
data in the economy. 
First, in terms of the RBC modelling, the work by Christiano and Eichenbaum 
(1992) makes an early attempt to assess the quantitative implications of existing 
prototypical RBC models in order to test the models conformity with the data. In 
particular, they test whether hours worked and the return to working are weakly 
correlated as the existing RBC models predict that this correlation is well in excess 
of 0.9. Instead of using the methods typically used to evaluate RBC models at 
the time (i. e. calibration), they propose to estimate the RBC model using the 
generalized method of moments (GMM) procedure. Their empirical findings are 
important at the early stage of taking the model to the data using a non-calibration 
method. They find that, empirically, the existing prototypical RBC theories fail to 
exhibit the predicted strong positive correlation between hours worked and average 
productivity in the US. However, after modifying the model by adding aggregate 
demand shocks arising from stochastic movements in government consumption, they 
find that the model's empirical performance is substantially improved. 
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The failures of the empirical performance of RBC models motivated researchers 
to switch their attentions to the NK/DSGE modelling. The key reference for the 
development of the New Keynesian Paradigm is Clarida et al. (1999). The NK 
paradigm combines elements from the RBC literature with more traditional Key- 
nesian ideas which suffer from underdeveloped microfoundations and a lack of a 
coherent theoretical explanation for the sluggish behaviour of prices. NK models 
correct the RBC models by introducing frictions in goods, labour and financial mar- 
kets in order to provide a better fit with actual data, but at the same time tries 
to model the frictions explicitly as constraints faced by households and firms. This 
allows combining optimal behaviour with rigidities in a way which avoids the Lucas 
critique. 
Following recent developments in Bayesian estimation techniques (see, e. g., Geweke 
(1999) and Schorfheide (2000)), it has become possible to estimate NK-DSGE mod- 
els. In a closed economy setting, Lettaua and Uhligb (2000) analyze the implications 
of habit persistence in RBC models. The main conclusion from their analysis is that 
habit induces a dramatic decline in the volatility of consumption (of an order of mag- 
nitude) making consumption implausibly smooth. They conclude that while habit 
formation may help explain asset pricing puzzles such as the equity premium puz- 
zle, it may also have important and undesirable consequences for a DSGE model's 
ability to fit other dimensions of the data. 
Another seminal work in the area of NK-based DSGE modelling in a closed 
economy setting is that by Smets and Wouters (2003), who estimate such a model 
for the Euro area. They follow Christiano et al. (2001) and design a DSGE model 
featuring the main NK elements including price and wage stickiness, and partial 
price and wage indexation, by allowing for habit formation on the part of consumers 
and also the possibility that prices set by firms are indexed to past inflation to 
uncover evidence on the existence and relevance of nominal rigidities. 
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In order to match the hump-shaped responses of output and consumption to 
monetary shocks, estimated from structural VARs (Christiano et at. (2005)), in 
recent years it has become customary to allow for external habit persistence in 
DSGE models (Christiano et al. (2005)). The works by Smets and Wouters (2003), 
Lubik and Schorfheide (2003) and Levin et at. (2006) etc, have provided extensively 
a class of DSGE-modelling techniques with a number of standard features that 
can give a reasonable description of key features of the US and Euro economies. 
Namely, these commonly used NK features in both the closed economy and open 
economy settings are, for instance, habit persistence in consumption; nominal price 
and/or wage stickiness modelled using Calvo contracts with indexation; complete 
asset markets; high order adjustment costs to changing investment and variable 
capacity utilization. 
The seminal contribution of Obstfeld and Rogoff (1995) has engendered a large 
literature on open economy DSGE models. However, the various assumptions 
adopted in these models can result in important differences in the dynamic proper- 
ties of model variables. For instance, pricing-to-market assumptions can have crucial 
implications for the optimal degree of exchange rate flexibility as shown in Justiniano 
and Preston (2004). The inclusion of ad-hoc endogenous persistence mechanisms, 
such as habit formation and price indexation, can considerably alter the dynamic 
behaviour of model variables. 
Lubik and Schorfheide (2005) develop a small-scale two-country model and es- 
timate it based on U. S. and Euro Area data to study the magnitude of nominal 
rigidities, the transmission of monetary policy shocks as well as demand and supply 
shocks, and the determinants of exchange rate fluctuations. They assume that nom- 
inal rigidities in domestic and import sectors differ across countries, and distinguish 
between monetary policy rules at home and abroad. Also in their model assump- 
tions, endogenous deviations from purchasing power parity (PPP) via price-setting 
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importers that lead to imperfect pass-through are introduced. 
Similar works to study the US-Euro interactions can be found in Gali and Mona- 
cell (2005) and Monacelli (2003). In the work of Justiniano and Preston (2004), they 
estimate various specifications of a small open economy model in order to determine 
which model assumptions provide a better fit of inflation, output, interest rates and 
real exchange rate data from Australia, Canada and New Zealand. The specifica- 
tions in their model considered differ in a number of important dimensions including 
currency invoicing assumptions, the presence or absence of endogenous persistence 
mechanisms as well as the characterization of the foreign block. In particular, they 
allow for habit formation on the part of consumers and also the possibility that prices 
set by firms are indexed to past inflation as well as the case of the pricing to market 
assumption to hold that entails deviations from the law of one price (i. e. deviations 
from the full exchange rate pass-though). Justiniano and Preston (2004)'s analysis 
also allows for the possibility that the evolution of the world economy variables are 
described by an unrestricted atheoretical VAR. In addition, their work considers the 
implications of using US data to proxy for the foreign block as opposed to adopting 
a more agnostic stance and treating it as unobserved. 
Another dimension of open-economies DSGE models has been explored by Batini 
et al. (2005b). These authors advocate the incorporation of external habit persis- 
tence in labour supply in addition to that in consumption. To be specific, their work 
focuses on estimating the competing model variants for both the closed economies 
and an asymmetrical 2-bloc economy based on the standard specifications set out in 
the Smets-Wouters model, as well as some non-standard assumptions that include 
labour supply habit and consumption home bias. However, the evidence has been 
found empirically weak to support the labour habit in fitting the data for the US 
economy. 
In terms of modelling the behavior of transition or emerging market economies 
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by means of DSGE models, there has been a recent surge in the number of papers, 
but their number is still scarce. The works of Batini et al. (2008), Cespedes et al. 
(2004), Devereux et at. (2004), Elekdag et al. (2005) and Gertler et al. (2003) are 
particularly notable contributions in this dimension. Batini et at. (2008) analyze 
the consequences of (partial) dollarization for exchange rate stabilization and the 
conduct of monetary policy (see also Castillo et at. (2006) and Felices and Tuesta 
(2006)). When dollarization is present, monetary transmission is different than in 
the case of no dollarization, given that changes in the exchange rate have a stronger 
impact either on inflation expectations or on real activity or on both. Building 
upon the model developed by Bernanke et at. (1999), these authors explore the role 
of balance sheets and imperfect capital market access in investment financing for 
transition or emerging market economies in an open economy context. Their models 
are based on the usual small open economy NK DSGE setup, but assume that 
entrepreneurs can partially finance investment using foreign currency denominated 
debt, subject to a risk premium above and beyond international interest rates. 
In general, their models exhibit the following three features: a) nominal rigidi- 
ties, in the form of costs of price adjustment for traded or non-traded goods firms; 
b) lending constraints on investment financing (in each sector), combined with the 
requirement that investment borrowing is done in foreign currency (captured by 
the liability dollarization and financial accelerator mechanisms); and c) slow pass- 
through of exchange rate changes into imported good prices. The models are either 
calibrated or estimated to evaluate the empirical importance of balance sheet vul- 
nerabilities combined with the presence of the financial accelerator mechanism for 
transition and emerging market countries. 
In addition, the paper by Felices and Tuesta (2006), motivated by the recent 
experience of several developing countries in Latin America, develops a NK DSGE 
open economy framework allowing for partial degrees of dollarization, where both 
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local and foreign currency coexist. For example, the partial transaction dollarization 
is modelled by including a composite of both foreign and domestic currency in the 
utility function of the generic household in the home economy. 
Finally, it is necessary to note that there are some difficulties and issues of 
adopting the DSGE-type of analysis to developing economics and modelling designs 
in general. First, the span of data available to estimate the model is normally very 
short. Structural breaks prevent the estimation from using longer series. This could 
be a problem for large-scale DSGE models and VARs, as they typically have many 
parameters and this could lead to potentially imprecise estimates, even for a smaller- 
scale VAR model. This is more likely to pose a problem especially when the VAR 
models are used to evaluate DSGE models' empirical and forecast performance. 
Also, likelihood-based inference (e. g. Bayesian) presents a series of difficul- 
ties, including the potential lack of identification that may be caused by over- 
parameterization, i. e. the maximum is given by a complex multidimensional com- 
bination/interaction structure rather then by a single point in the parameter space. 
This is even more critical for emerging market economies for which scarce data are 
available. 
The second issue is regarding the study of labour market frictions for developing 
economies as labour market dynamics in these economies evolve differently. In 
particular, labour markets in less developed economies are characterized for having 
a large proportion of the labour force employed in semi-illegal irregular jobs and the 
share of these informal workers in the total labour force is estimated to be between 
40% up to 80% in developing economies (e. g. Schneider (2003)). The current NK- 
DSGE modelling which typically omits such labour market frictions and assumes 
the perfectly competitive labour market is limited on explaining some stylized facts 
of the data such as the fluctuations in unemployment (see, Gertler et al. (2008), for 
recent developments). 
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Finally, one of the latest papers on DSGE modelling, by Levine et al. (2007a), 
argues that most DSGE models and methods make inappropriate asymmetric in- 
formation assumptions by assuming that all economic agents have full access to 
measurement of all variables and past shocks, whereas the econometricians have no 
access to this. An alternative assumption is that there is symmetry, in that the in- 
formation set available to both agents and econometricians is incomplete. The main 
conclusion drawn from their study is that for estimates to be reliable, one should 
perform estimation under both asymmetric and symmetric information assumptions. 
On the theoretical front, their results also highlight the need for a method of estima- 
tion that allows for the asymmetry of information about some shocks but not about 
others. These issues and critiques of DSGE modelling and empirical analysis pro- 
vide challenges and an avenue for the further modelling modifications and potential 
improvements. 
For the remainder of this chapter and future chapters, I firstly set out a simple 
NK-DSGE model in a closed economy setting in line with the model of Smets and 
Wouters (2003) without physical capital and wage stickiness. The model is estimated 
using US data. In Chapter 2, the stylized Smets and Wouters (2003) model is 
modified and extended by allowing for non-separable utility in consumption decisions 
and by introducing a `cost channel' through which nominal interest rate fluctuations 
affect pricing decisions. The aim is to capture these potential direct supply-side 
effects in the data. Chapter 3 turns to study the emerging market economies by 
using a SOE DSGE model incorporating one form of dollarization mainly following 
the work of Felices and Tuesta (2006). The final chapter builds on the series of 
recent papers attempting to model the behavior of transition or emerging market 
economies, namely Batini et al. (2008), Cespedes et al. (2004), Devereux et al. 
(2004), Elekdag et al. (2005) and Gertler et al. (2003). In particular, the SOE model 
in Chapter 4, based mainly on Batini et al. (2008), develops a unified model with 
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a fully articulated foreign bloc that incorporates all the emerging market economy 
features discussed above. Moveover, taking into account the issues discussed above, 
Chapters 2,3 and 4 in this thesis evaluate the performance of the DSGE models' 
competing variants amongst themselves and against the data, and assess the models' 
potential identifiability and stability. 
1.2.4 The Benchmark Model 
This section sets out a benchmark NK DSGE model with persistent mechanisms 
taking the form of habit formation in consumption and labour supply and price 
indexing as in Levine et al. (2008). This model is essentially the influential model of 
Smets and Wouters (2003), without physical capital and wage stickiness, but with 
a distortionary tax on income and habit formation in labour supply. In this section 
I also present the steady state solution of the system and solve for the model's log- 
linearization around the steady state for the purpose of estimation and conducting 
numerical analysis. 
The model consists of three main representative agents: the households, firms 
and a central bank who sets the monetary policy, and an equilibrium where all 
markets clear. There is a risk-free nominal bond. A final homogeneous good is 
produced competitively using a CES technology consisting of a continuum of dif- 
ferentiated goods. Intermediate goods producers and household suppliers of labor 
have monopolistic power. Nominal prices of intermediate goods are sticky. The 
novel feature of this model is that habit formation in both consumption and labour 
supply is incorporated. There is Calvo price setting with indexing of prices for those 
firms who, in a particular period, do not re-optimize their prices. The model is 
stochastic with exogenous AR(1) stochastic processes for total factor productivity 
in the intermediate goods sector and government spending. 
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Households 
There are v households of which a representative household r maximizes 
[(Ct(r)_Hct)1_a r 
X\ 
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where Et is the expectations operator indicating expectations formed at time t and 
ß is the household's discount factor, Ct(r) is an index of consumption, Lt(r) are 
hours worked, Hc, t and HL, t represents the habit, or desire not to differ too much 
from other households, and Hc, t = hcCt-1, where Ct = ýr_1 Ct(r) is the average 
consumption index, HL, t = hL 
L 1, where Lt is aggregate labour supply defined 
after (1.3) below and hc, hL E [0,1). When he = 0, a>1 is the risk aversion 
parameter (or the inverse of the intertemporal elasticity of substitution). Mt(r) are 
end-of-period nominal money balances and u(Gt) is the utility from exogenous real 
government spending Gt. Normalize the household number v at unity. 
The representative household r must obey a budget constraint: 
PtCt(r) + Dt(r) + Mt(r) = Wt(r)(1- Tt)Lt(r) + (1 + it-i)Dt-i(r) + Mt-i(r) + rt(r) 
(1.2) 
where Pt is a price index, Dt(r) are end-of-period holdings of riskless nominal bonds 
with nominal interest rate it over the interval [t, t+ 1]. Wt(r) is the wage, rt(r) 
are dividends from ownership of firms net of any lump-sum taxes and Tt is a tax 
on labour income. ' In addition, if households' labour supply is assumed to be 
differentiated with elasticity of supply 77, then the demand for each household's 





1In fact, as in Levine et al. (2007b) Tt can be interpreted as a total tax wedge. 
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where Wt = 
[fol Wt(r)1-7dr] is an average wage index and Lt is average employ- 
ment. 
Maximizing (1.1) subject to (1.2) and (1.3) and imposing symmetry on house- 
holds (so that Ct(r) = Ct, etc) yields standard results: 
1= 3(1 + it)Et 
(Ct+l - Hc,, t+1 )-°/ P, (1.4) 
(Ct - Hct)Pt+l 







(Lt - HL, t)'(Ct - Hc, t)° (1.6) 
(1.4) is the familiar Keynes-Ramsey rule adapted to take into account of the con- 
sumption habit. In (1.5), the demand for money balances depends positively on 
consumption relative to habit and negatively on the nominal interest rate. Given 
the central bank's setting of the latter, (1.5) is completely recursive to the rest of 
the system describing the macro-model in this chapter. (1.6) equates the real post 
tax wage with the marginal rate of substitution between work and consumption, 
marked up to reflect the market power of households arising from their monopolistic 
supply of a differentiated factor input with elasticity 17. 
Firms 
Competitive final goods firms use a continuum of non-traded intermediate goods 
according to a constant returns CES technology to produce aggregate output 
Yt = 
(11 
Y(m)((-i)ltdm) (1.7) J 
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where C is the elasticity of substitution. This implies a set of demand equations for 










where Pt =[ fo Pt(m)'_Com]'-t . 
Pt is an aggregate intermediate price index, but 
since final goods firms are competitive and the only inputs are intermediate goods, 
it is also the domestic price level. 
In the intermediate goods sector each good m is produced by a single firm m 
using only differentiated labour with another constant returns CES technology: 
r1 n/(n-1) 
Yt(m) At ( Lt(r, m)(''-')mdr I (1.9) 
o 
where Lt(r, m) is the labour input of type r by firm m and At is an exogenous shock 
capturing shifts to trend total factor productivity (TFP) in this sector. Minimizing 
costs fö Wt(r)Lt(r, m)dr and aggregating over firms and denoting fö Lt(r, m)dm = 
Lt(r) leads to the demand for labor as shown in (1.3). In an equilibrium of equal 
households and firms, all wages adjust to the same level We and it follows that 
Y =At Lt. 
For later analysis it is useful to define the real marginal cost as the wage relative 
to domestic producer price. Using (1.6) and Yt = AtLt this can be written as 
MCt =At= (1 - 1)(1 - Tt)At 
(Lt - HL, t)'b (Ct - Hc, t)° (1.10) 
tPt v 
Now it is assumed that there is a probability of 1-ý at each period that the 
price of each intermediate good m is set optimally to P°(m). If the price is not 
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re-optimized, then it is indexed to last period's aggregate producer price inflation. 2 
With indexation parameter ry > 0, this implies that successive prices with no re- 
optimization are given by P°(m), P°(m) 
(-)' P°(m) (9. )' 
..... For each 














given it (since firms are atomistic), subject to (1.8), where Qt+k is the discount 








P) At+k ] 




+ (1 - )"P+i)1-c (1.13) 
Equilibrium 
In equilibrium, goods markets, money markets and the bond market all clear. Equat- 
ing the supply and demand of the consumer good gives 
Y= AtLt=Ct+Gt (1.14) 
2Thus one can interpret 11 as the average duration for which prices are left unchanged. 
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Assuming the same tax rate levied on all income (wage income plus dividends) a 
balanced budget government budget constraint 
PtGt = PtTtY + Mt - Mt-1 (1.15) 
completes the model. As in Coenen et al. (2005) the model further assumes that 
changes in government spending are financed exclusively by changes in lump-sum 
taxes with the tax rate Tt held constant at its steady-state value. Given interest 
rates it, expressed later in terms of an Inflation Forecast-Based (IFB) rule, the money 
supply is fixed by the central banks to accommodate money demand. By Walras' 
Law one can dispense with the bond market equilibrium condition and therefore 
the government budget constraint that determines taxes -rt. Then the equilibrium is 
defined at t=0 by stochastic processes Ct, Dt, Pt, Mt, Wt, Yt, Lt, given past price 
indices and exogenous TFP and government spending processes. 
Zero-Inflation Steady State 
A deterministic zero-inflation steady state, denoted by variables without the time 
subscripts, is given by 
W(1 - T) _ 
rc(1 - hN)O(1 - hc)°NOC° (1.16) 
P 1-1 
1= ß(1 + i) (1.17) 
Y= AN (1.18) 
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resulting in 7 equations to determine P, i, C, L, Y, PU and T. The natural rate 
of interest is determined by the private sector's discount factor. In this cashless 
economy the price level is indeterminate. 
Solution of the Model 
The system is linearized about the deterministic zero-inflation steady state. Output 
is then at its sticky-price, imperfectly competitive natural rate and from (1.17) the 
nominal rate of interest is given by 1. Define all lower case variables as 
proportional deviations from this baseline steady state except for rates of change 















mct =7 (1 - hc) 
(ct - hcct-1) + (1- hL) 
(lt - hLlt-1) - at (1.23) 
Labour supply: 
lt = yt - at (1.24) 
Euler equation: 
1+ hcct-i +1+ hcEtce+i - (1 + hc)U(Zt -Etat+i) 
(1.25) 
Market clearing: 
yt = cyct + (1 - cy)gt where cy =Y (1.26) 
'That is, for a typical variable Xt, xt =XI log (X) where X is the baseline steady state. 
For variables expressing a rate of change over time such as it, xt = Xt - X. 
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Exogenous AR(1) processes: 
9e+1 = Ps9t + Eg, t+i (1.27) 
at+i = Paat + ea, t+i (1.28) 
Variables yt, ct, mct, at, gt are proportional deviations about the steady state. 
[e9, t, fa, t] are i. i. d. disturbances. lrt and it are absolute deviations about the steady 
state. For later use I require the output gap the difference between output for the 
sticky price model obtained above and output when prices are flexible, Pt say. The 
latter, obtained by setting e=0 in (1.22) to (1.26), is in deviation form given by4 
rnct =0= (1 
or 
hc) 
(ct - hcct-1) + (1 
-hL) (lt - hLlt-1) - at (1.29) 
lt = pt - at (1.30) 
yt = cyst + (1 - Cv)9t X1.3 1) 
The solution of the system can be written in state space form so that the model's 




+ Bit +C 
E9, t+1 (1.32) 





where zt = [at, 9t, lt-i, lt-i, ct-i, et-i, in-i] is a vector of state variables at time t 
and xt = [ct, lrt] are non-predetermined variables. Rational expectations are formed 
assuming an information set {z x8}, s<t, the model and the monetary rule. Table 
4Note that the zero-inflation steady states of the sticky and flexi-price steady states are the 
same. 
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1.1 provides a summary of the notation used in this chapter. 
lrt producer price inflation over interval [t - 1, t] 
it nominal interest rate over interval [t, t+1 
mct marginal cost 
ct, ct consumption with sticky prices and flexi-prices 
Yt, Pt output with sticky prices and flexi-prices 
it, lt employment with sticky prices and flexi-prices 
xt = yt - yt output gap 
at+, = Nat + ea, t+l AR(1) process for factor productivity shock, at 
9t+i = P99t +E , t+l 
AR(1) process government spending shock, gt 
discount parameter 
ry indexation parameter 
hc, hL habit parameters 
1-ý probability of a price re-optimization 
or risk-aversion parameter 
0 disutility of labour supply parameter 
TABLE 1.1: SUMMARY OF NOTATION IN CHAPTER 1 (VARIABLES IN DEVIATION 
FORM) 
1.3 Empirical Strategy and Methodologies 
This section presents the empirical strategy and the `package' designed for the DSGE 
empirical analysis in this thesis. It contains (1) the numerical solution and simu- 
lation of DSGE models: these are useful when the calibrated DSGE models are 
used to simulate the artificial observations which in turn can be applied in, e. g., the 
Monte Carlo experiments or theoretical impulse response analysis; (2) the Bayesian 
maximum likelihood methodology that is used to provide the full information esti- 
mates of DSGE parameters; (3) the Bayesian model odds (the Bayes factor) that 
are used to assess the relative fit of the competing model specifications; (4) the 
GSA techniques (the screening design and Monte Carlo filtering) that are used to 
screen the parameters' identifiability and the model stability; (5) the impulse re- 
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sponse analysis that investigates the importance of the structural shocks in DSGE 
models to the endogenous variables of interests; (6) the analysis of model's implied 
second moments that are compared with the actual data's moments to assess DSGE 
model's absolute fit to the data; (7) the Bayesian structural VAR models that are 
used to cross-validate DSGE models in terms of their absolute fit to the data and 
relative forecast performance. The details are as follows. 
1.3.1 Numerical Solution and Simulation 
DSGE models, despite being highly stylized general equilibrium models, are com- 
plex in structure. It is computationally more convenient to solve them by numerical 
methods. In practice, one could compute a Taylor approximation around the com- 
puted steady state of order one or two (for a model that is not log-linearized). By 
computing approximated (Taylor) decision rules and transition equations (the equa- 
tions listing current values of the endogenous variables of the model as a function of 
the previous state of the model and current shocks) for the model by a perturbation 
method (i. e. recovering a Taylor expansion of the solution function from a Taylor 
expansion of the original model. ). For a log-linear model, a first order approximation 
of the model below leads to a standard solution through linearization. 
Pt = ya + 9yyt-i + 9uüt (1.34) 
where y,: steady state value of P. y: vector of endogenous variables. yt = yt - ye, 
ü: vector of exogenous shocks (e. g. TFP shock). gv: the partial derivative of the g 
function with respect to variable y. 
At this stage, one can simulate the model and compute the theoretical moments 
by assuming that the shocks follow a normal distribution. In a stochastic set-up, 
shocks are only allowed to be temporary. A permanent shock cannot be accommo- 
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dated because of the need to stationarize the model. Also the expectations of future 
shocks in a stochastic model must be zero. In a stochastic framework, these exoge- 
nous variables, e. g., c,,, take random values in each period. As noted, one can, at 
this stage, compute a simulated sample observations of chosen endogenous variables 
of interests based on calibration. 
1.3.2 Estimation Methods 
This section reviews the methods commonly used in the estimation of DSGE models. 
It discusses the advantages of the Bayesian methods employed in this thesis, as well 
as some of the difficulties in implementing it. 
The procedure of calibrating RBC/DSGE models is to use microeconomic evi- 
dence from other empirical studies to provide estimates for the underlying param- 
eters and shocks. Using these parameter values, the model is then calibrated and 
can be used for forecasting the key macroeconomic variables and conducting pol- 
icy/welfare analysis. Although calibration is a very useful tool for understanding the 
dynamic properties of RBC/DSGE models, there are some advantages in their fully- 
fledged econometric estimation (see, for more details, Ruge-Murcia (2006)). Stan- 
dard methods to estimate DSGE models are maximum likelihood (ML), Bayesian 
ML, generalized method of moments (GMM), simulated method of moments (SMM) 
and the indirect inference procedure proposed by Smith (1993) which is sometimes 
also called Minimum Distance Estimation (MDE). 
ML and Bayesian ML are full information estimators that compute the weighted 
average of the prior and the likelihood. They get the unique stationary rational ex- 
pectations solution (state-space) whereas GMM (SMM/indirect inference) are lim- 
ited information estimators and work with the first order conditions (expectations 
are still there) - i. e. orthogonality conditions obtained from solving an intertemporal 
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optimization problem. 
The estimation strategy in this thesis employs the Bayesian methodology. Policy 
discussion at central banks uses the language of Bayesian decision theory - putting 
post sample probabilities on models, generating probability distributions for future 
values of variables that reflect uncertainty about parameter values and subjective 
judgment, weighing expected losses of alternative courses of action (Sims (2002)). 
The Bayesian approach requires the log-linear approximation of the original 
model's non-linear optimality conditions around a non-stochastic steady state, ob- 
taining a linear rational expectations system, which is then solved for the state-space 
form in its predetermined variables. Subsequently, standard Kalman recursions are 
applied to compute the likelihood function 5 which, combined with the prior assump- 
tions about model parameters to be estimated, allows us to evaluate their posterior 
probability. First, the approximation of posterior mode is estimated, followed by a 
posterior simulation applying Metropolis-Hasting Markov Chain Monte Carlo (MH- 
MCMC) methods, as discussed in Schorfheide (2000). Based on the posterior draws 
of the model parameters, point estimates of the parameter vector can be obtained 
from the generated values by using various location measures, such as the mean or 
median. Similarly, measures of uncertainty follow from computing the percentiles 
of the draws. 
I resort to this method for several reasons. As discussed by various researchers, 
the main advantages of the Bayesian methodology is that it allows a complete char- 
acterization of uncertainty (related to unobservables or models) in estimating struc- 
tural parameters by simulating posterior distributions. It also provides an elegant 
way to incorporate prior information about parameters coming either from microe- 
conomic studies or from previous macroeconomic exercises, and therefore creates a 
5The likelihood function is computed under the assumption of normally distributed distur- 
bances. 
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direct connection with the calibration-based literature and rigorous policy analysis. 
Furthermore, it facilitates comparison of models that are non-nested (see, for in- 
stance, Justiniano and Preston (2004)). In addition, as emphasised by Smets and 
Wouters (2003), the use of Bayesian methods provides greater stability to maximum 
likelihood algorithms for the estimation of the parameters. 
In particular, using proper Bayesian methods is particularly suitable for esti- 
mating/evaluating DSGE models, because DSGE models usually exhibit two fea- 
tures: (i) they are only an approximate representation of the data generating process 
(DGP) of the data, as the system solution is represented by a state space form (the 
vector of deep parameter is of low dimension); (ii) number of shocks is smaller 
than the number of driving forces in the data (the covariance matrix of endogenous 
variables is singular). 
DSGE models are usually singular because they generate predictions about a 
larger number of observable endogenous variables than exogenous shocks are used 
to feed the model. This means that there are linear combinations of the variables 
that hold without noise (Ruge-Murcia (2006)). The Bayesian method works even if 
the covariance matrix of endogenous variables is singular whereas, as can be seen 
below, maximum likelihood has a hard time dealing with singularities as there is 
less information used. Moreover, the Bayesian method works even the model is 
misspecified in its dynamics and in its probabilistic nature, since it works with 
model approximation only (feature (i)), whereas GMM, Indirect Inference and ML 
estimators make sense when model is the true DGP as, for example, GMM rejects ad- 
hoc macroeconometric models and exploits the FOC of intertemporal optimization 
problems to obtain econometric estimates of deep parameters. 
In addition, Ruge-Murcia (2006) finds that using informative priors are helpful in 
limiting the effects of misspecification in the ML framework. The main disadvantage 
of the indirect inference procedure/MDE is that it requires correctly identified and 
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precisely estimated VAR impulse responses to the structural shocks6. Moreover, it 
does not provide an overall measure of time series fit of the DSGE model. 
Finally, Bayesian method incorporates prior uncertainty about model and pa- 
rameters and tilts the ML estimates towards more economically reasonable values 
and reduces both the bias of the estimates and the variance of their small-sample 
distributions. However, the Bayesian and ML estimations are both time consuming, 
especially when the objective function is not well behaved (which is not uncommon 
with DSGE models). 
Stochastic Singularity Issues 
As noted, in order to avoid stochastic singularity when evaluating the likelihood func- 
tion, ML requires at least as many shocks and/or measurement errors in the models 
as observable variables. In this estimation additional structural shocks may be in- 
cluded to capture to some extent aggregation effects (e. g. monetary policy shock) 
and there will be no measurement error in the data set without facing stochastic 
singularity. 
Consider the general state space form: 
Xt+l = AXt + Bwt (1.35) 
Yt = CXt + Dwt (1.36) 
where Xt is the potentially unobservable state vector and Y is the vector of the 
observables. wt is the vector of economic shocks and measurement errors impinging 
on the states and observables. When, for example, two shocks are driving three 
6MDE constructs an estimate of structural parameters by minimizing the distance between 
the parameters of a VAR estimated from the data and those estimated from an artificial series 
simulated using given parameter values. 
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observables, the system formed by (1.35), (1.36) is a stochastically singular system 
(i. e. the system is not square). In the case with equal numbers of shocks and 
observables where D-1 exists, it is least likely to have a singularity problem. On 
the other hand, according to the Kalman filter algorithm, it is useful to define the 
set of past observations of Y: (yt_1, Yt-2, ... ' yl) , the time t-1 forecast of Xt 
constructed on the basis of (yt_1, yt_2, ..., yl) 
by xtlt_i, and the Mean Square Error 
(MSE) of this forecast by Pt1t-i(Pe1t-i = Et-i[(Xt - xe1e-i)(Xt - xtjt-i)'])" The 
second step in calculating the Kalman filter is to evaluate the updating equations. 
In particular, according to Hamilton (1994), the 1-step ahead estimate of Yt is given 
by Ctxtlt_1 and the estimated covariance matrix of the observation vector estimation 
error (Y - Y_1) is given by CCPtlt_1C' . 
Under the assumption that the shocks are 
normally distributed, the density of Yt conditional on (yt_i, Yt-2, ..., yl) is: 
.f 
(Y I(yt-i9 Yt-2) ... ' yl); 
0) = N(Cxt, t-i, CtPtit-iC') (1.37) 
The log likelihood function can then be expressed accordingly. Since the process 
of Yt is stationary by construction, the Kalman recursion can be started with the 
unconditional moments x1jo = E(xt) and P110 - E[xtxt]. The subsequent forecasting 
and updating of xt and the computation of the MSE are obtained using the algorithm 
described above and in Hamilton (1994). If there are fewer shocks than observables 
in the model, any attempt to evaluate the likelihood function yields a singular 
CtPtlt_1Ct matrix. Note that the innovation in Y is: 
Yt - E(YtI(yt-1, yt-2) ... ) yi)) = 
C(Xt - Xtlt-i) (1.38) 
But if Yt contains more variables, the innovation to the variables in Y are per- 
fectly correlated and proportional to the shocks and therefore the matrix Var(Yt - 
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E(YI(yt_1, yt_2, ..., yl))) = 
CtPtlt_1Ct is singular. In other words, if the variables 
in Yt are perfectly collinear, the likelihood function will be zero for any sample. 
The remedies for this singularity problem usually include measurement error in 
the measurement equation or to include additional structural shocks. (Lubik and 
Schorfheide (2004)) 
To address the singularity of DSGE models, researchers either (i) estimate the 
model using at most as many obervables as structural shocks or (ii) add error terms 
to the observation equation of the state-space representation of the model. Another 
alternative is to extend the model to permit additional shocks. (Ruge-Murcia (2006)) 
1.3.3 Identifiability and Stability Analysis 
It is necessary to confront the question of parameter identifiability in the DSGE 
models before taking the model to the data, as model/parameters identification is 
a prerequisite for the informativeness of different estimators, and their effectiveness 
when one uses the models to address policy questions. The sources of identification 
failure could be marginalization (from the model structure), or lack of information 
(from the data). Although it is rarely addressed in the empirical DSGE literature, 
that parameter identification is a potentially serious issue for DSGE models is not 
a new concern. Among the authors who have made this point are Sargent (1976) 
and Pesaran (1989). More recently Beyer and Farmer (2004), and Canova and Sala 
(2006) exhibit several identification issues in practice. Using some commonly used 
models that are unidentifiable or weakly/partially identifiable and are responsible 
for leading to objective functions with flat surfaces in the economically reasonable 
portion of the parameter space, they argue that the problem is likely to be pertinent 
to DSGE models and needs a more careful assessment7. 
7The main recommendations of detecting identification failures include plotting the objective 
function fixing parameters in turn; checking the rank of the Hessian, using appropriate tests (Cragg 
and Donald (1997), Klaibergen and Paap (2006)); working separately with portions/equations of 
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The usual remedy suggested by most empirical DSGE literature is to fix some 
(potentially non-identifiable) parameters and remaximize with the parameters that 
are well-identified. However, this can be problematic if parameters are not fixed at a 
consistent estimate. Canova and Sala (2006) argue that flat objective functions lead 
to serious biases in estimates and that fixing some of the troublesome parameters at 
arbitrary values may create distortions in the distribution of parameter estimates, 
unless the chosen value happens to be the true one. 
Alternatively, since DSGE models are frequently estimated using Bayesian tech- 
niques, even adding a weakly informative prior can increase the curvature of the 
likelihood surface. However, potential underidentification can remain hidden due to 
the improper use of priors. The posterior distribution can be well defined as long 
as the joint prior distribution is proper (An and Schorfheide (2006)) and the only 
symptom of poor identification is a posterior distribution looking like the prior. As 
a result, it can often be unclear to what extent the reported estimates reflect infor- 
mation in the data instead of subjective beliefs indicated by the prior distribution. 
In addition, it is in many cases difficult to directly detect identification problems 
in large-scale DSGE models using the standard approach, since the mapping from 
the structural parameters into the state-space solutions of model's variables is highly 
nonlinear and typically can only be evaluated numerically. In other words, the 
mapping from the parameter vector to the log-likelihood function is usually not 
available in analytical form. 
Another possible solution is to work with higher order approximations (e. g. 2nd 
order) instead of linearized models. McManus (1992) shows that identification fail- 
ures are much rarer in non-linear than in linear set-ups, and argues that using linear 
approximations is a major cause for poor parameter identifiability in econometrics. 
Nevertheless, the computational cost of working and estimating non-linear models 
the model to understand sources of identification failures. 
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is much higher. 
Iskrev (2007) develops a new method to detect identification failures that are 
inherent in the structure of the DSGE model, and not caused by data deficiencies, by 
evaluating analytically the information matrix of the model. The Iskrev's approach 
is believed to have some important advantages compared to the above mentioned 
identification studies, in particular, the important contribution made by Canova and 
Sala (2006) who exclusively deal with the issues by using numerical approximation 
of the Hessian from the perspective of the impulse response matching estimation 
(i. e. limited information). Evaluating the analytical information matrix, if possible, 
should be more precise than the numerical differentiation when the model involves 
highly non-linear functions. 
In addition, the application of Iskrev's approach is more generic to both limited 
and full information methods (e. g. the Bayesian method as applied in this thesis) 
and aims to characterize parameter identification in a global sense as the analytical 
evaluation is performed over a large number of points randomly drawn from the 
parameter space. The methodology is briefly summarized in Appendix A. 
Practical implementation of identification analysis of DSGE models can be car- 
ried out using the Global Sensitivity Analysis (GSA) techniques developed by Ratto 
(2008). The toolbox also contains further tools that allow to identify the domain 
of structural parameters ensuring stability and determinacy, to check which pa- 
rameters drive the fit of each equation in the model and potential conflicts among 
equations. The empirical analysis, by using this toolbox, aims to identify critical 
elements in the model specification and to make the model structure and properties 
more transparent to the analyst. 
The goal of the identifiability analysis which relies on GSA as a tool is to as- 
sess identifiability of the parameters of DSGE models prior to any estimation. The 
identifiability is analyzed by quantifying the impact of the model parameters on syn- 
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thetic key characteristics of DSGE models, by mapping the relationships between 
such key characteristics and the parameters (Ratto and Pagano (2007)). The syn- 
thetic characteristics used for the mapping with the GSA procedure represent short 
run dynamics, like time constants or half-life measures of speed of adjustment, long 
run restrictions implied by the model, like steady state gains, as well as theoretical 
moments like variance decomposition and cross/auto-correlations. 
Following Ratto and Pagano (2007), the identifiability analysis (or the mapping) 
in this thesis via the GSA tools concentrates on global screening procedure, which 
can be seen as an approximation of Iskrev's procedure. One advantage of this tool 
is to overcome the problem in the full Iskrev's procedure that it is implemented at 
the expenses of a rather large computational cost. In the screening procedure only 
one numerical first order derivative for only one structural parameter is computed in 
each point of the Monte Carlo sample taken from the entire prior space, whereas the 
full Iskrev procedure, as described in Appendix A, computes analytically H (and IT) 
with respect to all structural parameters in each point of the Monte Carlo sample. 
Although the screening procedure provides less information in terms of assessing 
weak identifiability, it is extremely efficient in extracting non-identifiable parameters 
(as the Iskrev analysis based only on full rank of H or Io) and allows to reduce the 
computational cost. For each set of synthetic characteristics, the screening procedure 
plots a set of sensitivity measures for each structural parameters in order to infer 
which parameters are most likely to be less identifiable. 
According to Ratto and Pagano (2007), the DSGE model behaviour is a function 
of the values assumed for 0 (i. e. the parameter vector) within either the prior or 
posterior space of structural parameters. Let y$ be a key characteristic of the model, 
e. g. the long run multipliers, so y=f (0) =f (0l, ... 
Bk) is derived from the model's 
8The notation y will be used again later and in other chapters to denote different variables or 
vectors. 
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state space form. As f is nonlinear and its analytic form is unknown, the aim of 
the screening techniques is to map f with 6's. In practice, the procedure applies the 
methods of Elementary Effects (EE, Morris (1991), also called the Morris method), 
which can be seen as an extension of a derivative-based analysis9. 
The screening procedure takes a large Monte Carlo sample of the structural 
parameters from exploring the prior space and computes numerical derivatives for 
only one parameter in each point of the MC sample. The derivatives are computed 
by using large jumps (i. e. EE's). Although each EEC is still a local measure, this 
method should produce a more `global-local' measure by taking the average of r 
EE's (where r define the number of trajectories in Morris design, see below)10. To 
implement the method, the ultimate goal is to estimate r EE's per parameter (at a 
lower computational cost): 
The elementary effect of the ith component of 0 on the output y where O has 
been changed by a factor Alarge is computed by 
EEa = a(ei) = y(el, ..., 
ei-1, ei + As ... ) em) - Y(e) (1.39) Ölarge 
where A1,9, is the increment and is larger than in classical perturbation method. 
To obtain the distribution of the finite distribution of EE's associated with the pa- 
rameters, the above computation is repeated until stable output statistics have been 
achieved. Assume to build r trajectories of (k + 1) sample points (i. e. each pa- 
rameter has been chosen once corresponding to k+1 runs), each provides one EE 
per input. There are r elementary effects (EE", EE; ... EEr) are evaluated numer- 
9The problems of a derivative-based approach are that it computes the numerical derivatives 
by using small increments, i. e. small perturbation around base values and only provides a local 
measure of how non-influent a factor is. 
10The parameter perturbation is a'one factor at a time' (OAT) method, in which only one model 
parameter is modified between two successive runs of the model performed based on one set of MC 
sample. The parameters are varied over their possible range (priors or posteriors). In this sense, 
the method can be regarded as global. (Saltelli et al. (2004)) 
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ically at O,..., Or. Average of I EE; I across r Morris runs is effective in identifying 
irrelevant O: 
F, 
i=1 Idj(xs)l (1.40) 
where dj(xi) represents the EE of the ith component of 0 on the output y in jth 
Morris run. The statistic, µ*(dti), reveals the influence of parameter 9i on the model 
output (RE solution, autocorrelations, cross-correlations, ... 
) and will be computed 
for all the model parameters in the each of the following chapters. 
One purpose of applying the stability analysis to DSGE models is to characterize 
the stability domain of the model parameters, as suggested by Ratto (2008). Treat- 
ing this analytically is highly difficult, if not impossible in most DSGE models, and 
having a better knowledge of the stable domain can help defining prior assumptions 
and may imply a revision of the model or a re-parametrization. An alternative way 
of implementing this approach is to use it as a tool for ex post analysis and validation 
of Bayesian estimation procedures, which is applied in this thesis. For example, by 
characterizing the stable region of the model parameters, one can evaluate whether 
the estimated posteriors fall within this region in which the estimated structural 
parameters do not imply the potential violation of the Blanchard-Kahn conditions. 
This may give the analysis some additional information about the empirical perfor- 
mance of the estimated DSGE models and perhaps suggest ways of modifying the 
model that lead to improvements in the fit to the data. 
Following Ratto (2008), this thesis uses Monte Carlo Filtering (MCF) techniques 
to map the stability region of DSGE models and to detect critical regions in the 
model parameter space. In what follows, I briefly present the methodology for the 
analysis. Simply put, MCF is a mapping procedure that is applied to measure 
what fraction of the Monte Carlo realizations falls within established bounds or 
regions. Combined with a subsequent Rationalized Sensitivity Analysis (RSA), one 
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can detect which parameters are most responsible for the model to fall under the 
prescribed region: 
MCF samples model parameters (Or, ..., Ok) from the prior ranges and propagates 
parameter values through the model. Based on a set constraints (e. g. the rank 
condition), it qualifies a simulation as behaviour (B) for each MC realization if the 
model output lies within the constraints (the target behaviour) and non-behaviour 
(B) otherwise. Given a full set of MC runs (n + m), one should obtain two subsets, 
(O B), of size n, and (6i I B) of size m, which come from different unknown probability 
densities: f(9iIB) and fm(OjIB). In order to identify the parameters that mostly 
drive the DSGE model into the target behaviour, the standard Kolmogorov-Smirnov 
two-sample test is performed for each parameter independently. The test hypotheses 
are: 
Ho : fn(O B) =f . 
(OiIB) (1.41) 
H, : fn(O1I B) 54 fm(OjIE) (1.42) 
The null hypothesis says that the two distributions are not significantly different so 
that O is unimportant and any value in its predefined space is likely to fall in either 
B or B. In other words, O is not a key factor in driving the target behaviour. The 
test statistic is: 
dm, n(ei) = sup IIFn(O IB) - Fm(BjIB)II (1.43) V 
where F are the marginal cumulative probability functions as one has to identify 
the portion of 8; values that is more likely to fall under B. 
Moveover, Ratto (2008) proposes that the B and B can be further inspected 
through bi-dimensional projections, in order to detect `patches' characterizing two- 
way interactions. The standard procedure consists of computing the correlation 
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coefficients between all parameters under the B or B subsets, and plotting the bi- 
dimensional projections of the sample for the couples having (corr. coeff. 1 larger 
than a significance threshold (assumed to be 0.3 in this thesis). This is useful to 
visualize the region for the target behaviour and the interaction between parameters 
in this dimension. 
In the following chapters, I show the use of MCF to characterize the (in)stability 
of the DSGE models by plotting the Smirnov test analysis confronting the cdf of 
the sample producing indeterminacy or instability with the cdf of the original prior 
sample(i. e. the Oi with Ho rejected due to the larger dm, n(> 0.1)). The bivariate 
analysis and bi-dimensional projections of the sample are also used to visualize 
the subsets of values in O i, 9; 's predefined ranges that are more likely to drive the 
target behaviours (indeterminacy or (in)stability). As noted, this can be served as 
providing a diagnostic for the estimated parameter posteriors. 
1.3.4 Bayesian Methodology 
Posterior Computation and Simulation 
Each model has an associated set of unknown parameters 0EO. The aim of 
implementing a Bayesian estimation is to characterize the posterior distribution 
of the model's parameters. From the Bayes theorem, the posterior distribution is 
obtained as: 
P(elYT) =f Ley 
T ýB)pie)de 
a L(YT IO)P(e) (1.44) 
where p(9) denotes the prior density of the parameter vector 9, L(YT I6) is the 
likelihood of the sample YT with T observations and f L(YT IO)p(9)dO corresponds 
to the unconditional sample density, which, as explain later, plays a key role in 
model comparisons. The intuition behind the Bayes theorem is summarizing all the 
information available (prior and likelihood) about the parameter vector 0. 
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Knowing the posterior distribution allows implementing the Bayesian inference. 
In general, the objective of Bayesian inference can be expressed as E[g(O)IYT] where 
g(O) is a function of interest: 




f p*(BI YT )dB f L(YT IO)P(9)do 
(1.45) 
where p*(OJYT) oc p(BlYT) a L(YTIO)p(O) is any posterior density kernel for 0. 
However, the problem in Bayesian inference is that the integrals involved do not 
normally allow a close-form analytical solution and need a numerical approach, 
specifically through stochastic simulation (this is particularly applicable if the like- 
lihood is a (log-linearized) DSGE model). The key strategy is to generate draws 
of 0 from the posterior distribution. As noted, Bayesian inference would be easy: 
if p(o 1 YT) were available (contains all the information one may need) one could 
compute E(h(6)) =f h(O)g(OjYT )d9 (e. g. h(9) could represent posterior moments, 
posterior impulse responses etc. ), that is: 
" Draw 0' from P(OI YT ), compute h(Ot) 
" Repeat draw L times, average h(O) over draws. 
In reality, none of the interesting objects is analytically available. One needs to find 
pAP(9JYT) which is close enough to unknown object and from which it is easy to 
sample from. One possible method is, e. g., Markov Chain Monte Carlo (MCMC) 
methods. 
Prior Selection 
The Bayes theorem requires the specification of a prior density p(O). In general, when 
selecting prior information, researchers could face two extremes: at one extreme, 
non-informative prior may represent the subjective beliefs a researcher has in the 
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occurrence of an event. At the other, informative prior may represent an objective 
evaluation. Half way in between are priors displaying subjective general features 
(e. g. the form of the distributions) and objective details (e. g. the moments). 
Subjective non-informative priors are often called reference non-informative pri- 
ors in the literature, i. e. priors which are invariant in location and scale, or invariant 
to parametrization (if one wants to minimize the influence of prior on posterior). 
Jeffrey's prior is an important non-informative prior distribution proportional to 
the square root of the Fisher information matrix, p(O) oc [I (O1 YT )]0.5, and is in- 
variant under reparameterization of 0, where I (91 YT) = -E[021n 
e) 10] (Jeffreys 
(1946)). These types of priors are useful and good choices to start with because 
standard classical estimators, such as ML and OLS, are Bayesian estimators with 
non-informative priors. 
Objective priors are formulated using the predictive density of the data (data 
based) since, according to the Bayes theorem: f (YT) =f L(YT (B)p(B)dO - L(YT I p). 
One can use a maximum likelihood type II based prior. In practice, one sets p(015), 
then L(YT I p) - L(YT I9), one chooses the j, i. e. the prior mean and variance, that 
maximizes L(YT I B). The estimated p(819j. 1L) is a maximum likelihood type II based 
prior. 
Conjugate priors define that a prior is conjugate if the beliefs it represents can 
be described by a density which has the same form as the actual data. Since the 
posterior is proportional to the prior times the likelihood, it has the same form 
as the data and the prior. The problem is to figure out its posterior moments. 
Important results for conjugate priors in linear model are that posterior moments 
are computed as weighted average of sample and prior information. Conjugate 
priors are convenient because they allow the analytical computation of the posterior 
distribution of the unknowns in simple models (See, for example, Canova (2007)). 
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MCMC (Metropolis-Hasting Algorithm) 
In order to obtain random draws form the posterior density, MCMC-Metropolis 
Hasting (MH) algorithm is applied. The MH algorithm was the first MCMC method 
employed in the literature. The next value of the MCMC chain is generated from 
a proposal density and accepted or rejected according to the value of the target 
density at the candidate point relative to the target density at the current point 
(Canova (2007). 
The general simulation strategy is: (1) Choose starting value Oo; (2) Run MCMC 
simulation; (3) Check convergence; (4) Summarize inference. MCMC is the simula- 
tion techniques that generate a sample from some target distribution. The idea is to 
specify a transition kernel for a Markov Chain such that starting from some initial 
value and iterating a number of times, one produces a limiting distribution which is 
the target distribution one needs to sample from. In particular, suppose there are n 
states (x1,.. ., X, 
). Let P(i, j) = Pr(xt+l = xj Ixt = xi) and let µ(t) = (µlt,... , t, 
) 
be the unconditional probability of being in state n. Then pt+i = Pi(t) = Ptµ(0), 
where p is an equilibrium (ergodic, steady state) distribution if µ= µP. Set 
p= p(B I YT ), µ(0) as some initial density, P as some transition across states. If 
conditions are right, iterate on the MC and limiting distribution of chain will be 
p(6lYT ). As a result, one can estimate p(O21 YT ), i= 1'... 'N using a sequence of 
draws. 
The central idea of applying the (Random Walk) Metropolis-Hasting (RWMH) 
algorithm is that one wants to sample from the region with highest probability but 
wants to visit as much as possible the parameter space. The algorithm starts from 
an arbitrary candidate density a(0 , 
Oi_1), given that the latest value of 0 is 9t_1 
(starting value, the posterior mode can be approximated as the starting value) 
The logic of RWMH (Algorithm 1) is simple. Suppose that at a particular 
EMPIRICAL STRATEGY AND METHODOLOGIES 49 
Algorithm 1 RW Metropolis-Hasting Algorithm 
1. Draw 9" from a(O ,O _1) and 
U from U(0,1) 
2. If U< jB(B!, Bs-i) =I p(B? 
)L(YTIB`)a(e', e; -, ), 1 set Bi = B; Z'L lP(Ot_i)L(Y IO _i)a(B; -l, Oi)J 
3. Else set 0; = 6ti-1. 
draw p(6; )L(YT JB; )a(0 S S- , 
e"_1) < p(9 1)L(YT (9 1)a(6i_1, Bi*), then process moving 
too rarely from 0 to Oi_1 and too often from 9i_1 to 6; . The acceptance rate is 
dependent of a so that it is important to choose a to obtain `reasonable' acceptance 
rate (by adjusting Qmm). In practice, e. g.: 
" a(O , 
Bi-1) = a(0 - 8; _1), and 
91 N(9ti_1 
i a2). 
RWMH: B? = O_1 + v. Often 
= choose c. av =c* f2e, Po = [-L"(9I YT)]_l 
" Idea 20-40% = each move goes a reasonable distance in parameter space but 
not reject too frequently. 
Alternatively, if a(9a , 9t_1) = a(Bi_1,0; 
), as discussed by Schorfheide (2000), the 
procedures follow a two-step approach: first, prior to running the Markov chain 
the posterior mode is approximated by using a numerical algorithm to combine the 
likelihood with the prior. In the second step, the obtained posterior mode can be 
used as starting value, 00, and thus p(Oo)L(YT I90) can be evaluated for a Random 
Walk Metropolis algorithm to generate draws from the posterior distribution. For 
each draw i, e; =9 _1 with probability 
1- a(Bi_1, O i*); 
ö=0 with probability 
a(Bi_1,0; ). The acceptance probability of each new draw is defined by (Gamerman 
(1997)): 
«(C -1, ei*) = min LP9_1LYTIO1Y (()()i] (1.46) 
The acceptance rate is now independent of a. This definition ensures that the 
chain moves in a appropriate direction, that is it is more likely that a draw in a 
state of high probability is accepted. 
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1.3.5 Sensitivity of Restrictions: Relative Fit 
Bayesian Model Comparisons 
The Bayesian approach to the estimation of DSGE models provides a natural frame- 
work for evaluating and comparing potentially misspecified models. The sensitivity 
of imposing different restrictions on the benchmark model is formally evaluated by 
comparing the competing model specifications. The problem of Bayesian model com- 
parisons is to use data to determine which of the competing models is closer to the 
`truth'. One compares the posterior model probabilities given data, P(MlYT), which 
is given by Bayes' theorem: P(MIYT) = P(YTIM)P(M)/P(YT). The key data- 
dependent term P(YT I M) is the marginal data density, which is computed using the 
Geweke (1999) modified harmonic-mean estimator. Given that the prior probability 
of each model is assigned equal weight, P(Mk I YT) oc P(YT I Mk) = expLLk . The 




p(yT I M,, ) expLLj 
p(YT I Mi) expLLi 
Bayes Factor 
(1.47) 
and is normalized to P(MjIYT )/ E; P(M JYT ). The marginal data density can 
be interpreted as maximum log-likelihood values, penalized for the model dimen- 
sionality, and adjusted for the effect of the prior distribution (Chang et al. (2002)). 
Whichever model specification with the highest marginal data density wins the com- 
petition (the relative fit). 
Pitfalls in Using Posterior Model Odds 
The focus on various alternative specifications seeks to address some of the concerns 
with Bayesian model comparisons pointed out by Sims (2003). By estimating a large 
number of model variants, this method intends to complete the space of competing 
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models and to compute posterior odds that take into consideration other (seemingly 
irrelevant) aspects of the specification. One obvious pitfall or limitation of this 
methodology is that the assessment of how fit a model is only relative to its other 
rivals with different restrictions. The outperforming model in the space of competing 
models may still be poor in capturing the important dynamics in the data. 
Sims (2003) argues when weighing the evidence in favor of a particular character- 
istic of the model failing to account for other aspects of the specification can lead to 
disparate inference. In other words, the model comparison (based on Bayes factors 
and posterior odds) is criticized on the basis of the argument that the models consid- 
ered are too sparse. In such cases, posterior odds may lead to extreme outcomes and 
may also be highly dependent on the prior distribution. Sims (2003) proposes that 
the possible solution is to `fill the space of models' to make the model comparison 
more robust. Recent work by Delnegro et al. (2004) also seeks to address the lack 
of continuity in the model space when comparing DSGE models relative to BVARs, 
by combining data with artificial observations generated by the model. This is one 
motivation to apply the DSGE-VAR analysis in this thesis for model evaluation. 
1.3.6 Impulse Response Analysis 
This section investigates the importance of shocks to the endogenous variables of 
interests by analysing the impulse response to the structural shocks in the mod- 
els. The model impulse response functions (IRFs) can be directly related from the 
state space representation of the above economic model. In particular, according 
to Fernndez-Villaverde et at. (2005), in this case where the D matrix in (1.34) is 
square (i. e., the number of observable variables is equal to the number of structural 
shocks) and D-1 exists, the impulse responses from the structural shocks et to yt 
are given by the following moving average (MA) representation if, as mentioned, the 
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eigenvalues of A in (1.35) are inside the unit-circle: 
00 
yt = d(L)et =E djL! Et (1.48) 
j-o 
where L is the lag operator, Ej_o trace(d, dj) < +oo, do =D and dj = CA1-1B for 
j>1. Note that (1.48) transforms k shocks et into n observables yt+ j>0 (in 
this model k= n). IRFs are the expected future path of the endogenous variables 
conditional on a shock in period 1 of one-standard-deviation. If a model is linearized 
up to a first order, IRFs are simply the algebraic forward iteration of the model's 
computed decision rule (Equation 1.34) from the state-space form (e. g. Hamilton 
1994). The above procedure runs an IRF (that starts from the exact steady state), 
by sampling shocks from the distribution (with 1 s. d. ), to see how the system reacts 
for the given periods; One can also computes the moments and other statistics of 
the simulated it. The difference is that simulation only repeats the process once 
whereas IRFs (from a 1st order linearization) run a forward iteration of the solution 
function conditional on the period 1 shock in order to get an average response of 
the system. 
1.3.7 Moments Replication: Absolute Fit 
The summary statistics such as first and second moments have been standard for 
researchers to use to validate models in the literature on DSGE models, especially 
in the RBC tradition. As the Bayes factors (or posterior model odds) are used 
to assess the relative fit amongst a number of competing models, the question of 
comparing the moments is: can the models correctly predict population moments, 
such as the variables' volatility or their correlation, i. e. to assess the absolute fit 
of a model to macroeconomic data. Following Schorfheide (2000), let YT'`' be 
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a sample of observation of length T that one could have observed in the past or 
that one might observe in the future. One can derive the sampling distribution of 
YTr°P given the current state of knowledge using the Bayes theorem: p(YT"" I YT) = 
f L(YT"P I9) p(6I YT )d9. Assume that T(YT) is a test quantity that reflects an aspect 
of the data (moment) that one wants to check, e. g. correlation between output 
and inflation or the output volatility. In order to assess whether the estimated 
model can replicate population moments, one sequentially generates draws from the 
posterior distribution, p(O1 YT) and the predictive distribution p(Y7" jYT) so that 
the predictive T (Y2' ) can be computed. 
1.3.8 Cross-Validation: Bayesian VAR Models 
Model evaluation is an important part of the empirical work with DSGE models. 
In general, the evaluation of DSGE models via Vector Autoregressions (VARs) is 
qualitative: it is intended to examine whether the dynamics of the model and the 
data are broadly consistent, or whether a particular model is able to mimic the 
dynamics captured by the VAR. Appendices A, B of this chapter provides a brief 
overview of structural VARs and their various identification schemes applied in the 
VAR literature. 
It is increasing popular to use the so called Bayesian VARs as prior informa- 
tion that may improve the estimates of the VAR (In-sample overfitting typically 
translates into poor out-of-sample forecasting performance). Priors for VARs can 
be characterized as General, Minnesota (Litterman), DSGE priors. A prerequisite 
for matching dynamics is that the identification restrictions imposed on the VAR 
are consistent and compatible with the theoretical model. This chapter reviews two 
different versions of Bayesian VAR (BVAR) developed by Doan et al. (1984) and 
Del Negro and Schorfheide (2004), respectively. The former is to compare the DSGE 
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model with BVARs estimated under Minnesota-type prior distributions where the 
prior distribution over the parameters of a VAR(p) is implemented based on dummy 
observations that take into account the degree of persistence and cointegration in 
the variables. The second identification scheme is to consider the so-called DSGE- 
VAR, where the DSGE model itself is used to construct a prior distribution for the 
VAR coefficients. The obvious advantage is that these approaches are often better 
justified by the theory. These BVAR methods may be more feasible for large models 
like the ones used in the following chapters. 
Bayesian VAR - Minnesota Prior 
Litterman (1986) considers a single equation of the VAR in isolation and suggests 
a prior distribution for the VAR model coefficients based on the belief that many 
economics variables behave as if they have random walk components. These models 
can be useful in forecasting exercises. 
Let yt be the row vector of ny endogenous variables of interest, each of which 
has p lags and xt a row vector of nx exogenous variables (collects the constant and 
other deterministic variables). Consider the following VAR(p): 
yt = y't_1ß1 + Yt_2ß2 + ... + yt_p, 
0p + xta + ut (1.49) 
where ut - N(0, E,, ) are i. i. d. (E = diag(ci, ..., o) is a ny x ny matrix); the ß's 
and a are the parameter matrices (assumed a priori independent and normal), of 
dimensions ny x ny and nx x ny respectively. 
Note that in the actual implementation, xt only include a constant, so that 
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nx = 1, xt = (1, ..., 1). The matrix form is 
(define = (1, yt_i.... yt_p)): 
Y=+ (1.50) 
Txny Tx(ny"p+1)(ny"p+1)xny Txny 
A(lxny) 
ul(iXny) V1(1Xny) ßl(1X(ny"p+1)) 
Bl(1 XnV) 
where Y= xa m= and U 
WT -2T BT 
uT 
The degree of freedom problem is obvious: the dimension of 4) for moderate VARs 
is typically large: if there are 5 endogenous variables and 5 lags, k= ny "p+1= 26 
and kx ny = 130. With a dataset of 40 years of quarterly data (i. e. T= 160), ML 
estimators are unlikely to have reasonable properties. 
To present a simpler bivariate VAR(2) system so that ny =2 and p=2: 
ýý =[ Ai(2Xi) Bi(2X2) B2 
«1 '611 
012 ill 712 ]-/ 
(1.51) 
a2 1321 1322 721 722 
where the ry's are assumed to be the coefficients for the second lag. 
Ylt = a1 + ßllylt-1 + 012y2t-1 +'YllYlt-2 + 712Y2t-2 + tilt 
(1.52) 
Y2t = a2 + Q21Y1t-1 + ß22y21-1 + 721ylt-2 + 'Y22Y2t-2 + u2t 
It is clear that both equations shrink to the random walk (RW with drift) when the 
of diagonal ß's and all the 'y's are zero. Now one needs a prior distribution over the 
parameters (4), E). The prior is constructed based on dummy observations which 
are classified according to Sim's version Minnesota prior (basic principle is that all 
the equations are centered around the RW with drift). 
The Minnesota type makes the large number of VAR coefficients depend on a 
small vector of hyperparameters: 
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" rr: the overall tightness of the prior around the RW: Large values imply a 
small prior covariance matrix 
" d: the decay factor for scaling down the coefficients of lagged values (i. e. the 
rate (speed) at which prior variance decreases with increasing lag length (p) 
- in the example below: the variance for the coefficients of lag h (Vh # 1) 
is scaled down by the factor p_2d 
-= harmonic decay (decayrate = p2) if d=1 or linear decay (decayrate = 
p) if d=0.5) 
" w: controls the tightness for the prior on E. Must be an integer 
- for instance, suppose that Z; = N(0, o2), then an (plausible) estimator for 
a2 is &2 =W1Z?: the larger w, the more informative the estimator. 
9A and µ: additional tuning parameters 
" The 9; 's and a i's are the calculated means and stds of the short presample 
used to initialize the VAR. 
For example, using the VAR(2), the T* dummy observations (Y*, X*) that can 
be used to generate the prior (via the likelihood) are constructed as follows: 
Dummies for the 8 coefficients (i. e. the coefficients on the first lag) - reflecting 
the belief that 612 and , 321 are zero on average 
(the other variable is `less important'): 
To. ' 0_0 TQl 000 ul u2 1.53 
0 T02 00 Tae 00L ul u2 
To'1 0_ 
[ro. 
lßll Talß21 ul u2 (1.54) 
0 TQ2 TC72012 7'v2,322 ul u2 
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Q11=1- 
Ul 
















N21 =0- Tý1 = 
Q21 - N(O, , 
T2a2) 






2 2 ' N(1, 
2 0'5 
2 2 7 0 2 T Q Q T 
This shrinks to the RW (high persistence); prior covariance matrices are controlled 
by T and a scaling factor ö which accounts for the different scale and variability of 
the data. 
Dummies for the Ys (i. e. the coefficients on the second lag) - reflecting that all 
the Ys are zero on average (the distant lags are `less important'): 
100_000 TQ12d 0 ul u2 (1.56) 
000000 TQ22d ul u2 
Similarly, for instance, 
U1 / 
Eu, ll T-2 
711 =0- 
Tý12d 
'vu ^' N(0, 
T2Q222d) 
N N(O' 22d 
) 
1 (1.57) 
U1 Eu 11 T-2 01 
712 =0- 
Ta22d 
712 "' ý110ý 
T2Q2222d) 
N N(O' 22d 
(2)2) 
This shrinks to the RW (so far this amounts to shrinking the diagonal elements 
of Bl toward one and the remaining toward zero). The decay factor makes sure 
to reduce the variance of the prior distribution as the lag length increases: more 
distant lags are more likely to have zero effects. 
Finally, Minnesota beliefs and logics can be summarized as: 
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1. A-priori RW (with drift): best forecast of the future value of a variable is its 
current value: Y=c+ Yt_1 + ut 
2. Recent lagged values of a variable usually contain more information on the 
current variable than more distant lags. 
3. The lagged values of a variable contain more information than on the current 
variable the lagged values of other variable. 
Formally, the prior distribution of the coefficients and residual covariance matri- 
ces for a VAR(p) is imposed by the following moments (assuming harmonic decay, 
i. e. b= 1): 
1 ifi=j, p=1; 
0 otherwise. 
z 
V [(Bp)i, ) =p 
if i=ý; 
a7'-(i)2 otherwise. P of 
The above exhibits 3 features: 
1. is incorporated by specifying a mean equal (or close) to one for the distribution 
of the coefficient of the first own lag, and equal to zero for the other coefficients. 
2. is reflected in the reduction of the variance of the distributions as the lag 
increases (at a decay speed of p2); hence, the more distant the lag is, the 
greater the probability that its coefficient is zero. 
3. is introduced by assigning greater variance to the own lags (controlled by 
AE (0,1)) than to the lags of other variables, making the latter `less important' 
and more probable to be zero. 
Moreover, co-persistence prior dummy observations, reflecting the belief that 
when data on all y's are stable at their initial levels, they will tend to persist at that 





41 V2 Ag1 Aye 1 4D +U (1.58) 
Own-persistence prior dummy observations, reflecting the belief that when yj has 
been stable at its initial level, it will tend to persist at than level, regardless of the 
value of other variables: 
µy1 0_0 µy1 0 ti i0+U (1.59) 
0 µ172 00 µy2 0 µy72 
Dummies for the covariance matrix (E): 
Ql 0_00000 
4D +U (1.60) 
0 172 00000 
these observations are replication w times. So this makes the total size of the dummy 
observations = ny "p+ ny "w+1+ ny. Simply one can now compute the likelihood 
function for the dummy observations p(Y*I-ID, E): 
Pdum((> 7 E) a1 EI-T'/2 exp 
{_trE>1(Y* 
- X'(D)'(Y* - X* )] } (1.61) 
Combined with the improper prior distribution (Jeffreys' diffuse prior, used here 
as the prior for the intercept, A) p(1, E) oc IEI(' ')/2, one can get a proper prior 
distribution for the VAR parameters: (note that one can also add a `training sample 
prior' here) 
p(4) , 
E) - Pdum((D , 
E) ' Pdif (, E) 
{_tr[E_1(Y* (1.62) 
a IEI-(T'+"Y+1)/2exp - X'(D)'(Y* - X`4))] 
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Using Bayes formula, the posterior density is given by: 
ý(ý, Ely, Xi _ P(YI', 
E, X) " P(4D, E) 
P(YI X) (1.63) 
«P(YID, E, X) -P(D, E) 
Integrating (1.63) over (1, E) gives: 
p(Yl x) = 
f(YI3X) 
" p(l), E) d4)dE (1.64) 
After some manipulations, the marginal data density of the VAR can be written 
as: 
P(YIY*, X) =f 
P(Y, Y*14D, E, X)d(DdE (1.65) f p(Y*I(D, E)d(DdE 
where p(Y, Y* 14ý, E, X) is the joint likelihood for actual and dummy observations. 
As a result, when evaluating DSGE models, one can formally compare the marginal 
data density of the VAR with that of DSGE models. 
DSGE-VAR - Del Negro and Schorfheide Prior 
To tackle the degree of freedom problem of the VAR models, an alternative solu- 
tion to improving VAR estimates by `restricting' its parameter estimates is to tilt 
estimates toward a point in the parameter space. The central purpose of develop- 
ing and analyzing a DSGE-VAR is to use the DSGE model itself to construct a 
prior distribution for the VAR coefficients so that DSGE-VAR estimates are tilted 
toward DSGE model restriction. As DSGE models can be evaluated by comparing 
the estimated DSGE model and VAR model in terms of matching their impulse re- 
sponses, careful construction of VAR prior (or restricting VARs) is crucial because 
matching impulse responses in the data and in the model requires the identification 
restrictions imposed on the VAR are consistent and compatible with the theoretical 
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model. This approach is proposed by Del Negro and Schorfheide (2004), where they 
use a simple New Keynesian DSGE model as a prior for a VAR and they find the 
resulting model can be useful for policy analysis. 
In what follows, details on the algorithm used to implement this DSGE-VAR 
are relegated. Following Del Negro and Schorfheide (2004) closely, I impose DSGE 
model as a prior to identify the structural shocks in the VAR models. In general their 
method implements the DSGE model prior by generating dummy observations from 
the DSGE model, and adding them to the actual data and leads to an estimation 
of the VAR based on a mixed sample of artificial and actual observations. The 
ratio of dummy over actual observations (called the hyperparameter A) controls the 
variance and therefore the weight of the DSGE prior relative to the sample. If A 
is small the prior is diffuse. For extreme values of this parameter (0 or oo) either 
an unrestricted VAR or the DSGE model is estimated. The empirical performance 
of a DSGE-VAR will depend on the tightness of the DSGE prior. One can use a 
data-driven procedure to determine the tightness of prior endogenously based on 
the marginal data density (or simply just estimate the `optimal' A). In what follows 
I first briefly discuss the algorithm used to determine the mapping between the 
structural shocks c (this can be found in Appendix B) and the VAR error term et 
which is necessary to achieve identification and to compute dynamic responses of 
endogenous variables to structural shocks since this is the focus of this section. I 
provide a brief explanation of the methodology to incorporate DSGE-based priors 
into VAR and derive posterior distribution, which is closely based on Del Negro and 
Schorfheide (2004)11 
As indicated in Appendices B and C, in VARs exact identification can be easily 
achieved by using G-1 = Gtr where Gtr is the lower triangular of Cholesky factor of 
"More econometrically oriented readers can refer to their work for a more detailed exposition 
in terms of theoretical and practical implementations. 
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E and the resulting mapping between Et and et can be characterized as follows: 
et = G-let = Gt, f2c (1.66) 
where 11 is an orthonormal matrix. Using a Cholesky decomposition, the impact 
responses of yt to the cl in the VAR in (B. 1) is given by: 
ayt 
VAR :- GtrQ C. t 
(1.67) 
The identification problem here is that, as noted in the appendix, the restrictions 
imposed regarding the rotation matrix SZ can be inconsistent with those imposed on 
the theocratical model. In other words, since et are stochastic processes and are 
iid - N(0, I) and E= G-1(G-1)' = Gt, G, r = 
Gt,. SZD'Gtr, it is clear that the 
likelihood function of the model is invariant to Q. One solution to this problem 
is to conform some dimensions with the predictions of theoretical models by using 
the identification scheme studied in Appendix C where the choice of Sl (or Q in 
that case) is dependent of the theoretical sign restrictions on the model impulse 
responses. By contrast, in this analysis, fl is constructed based on the DSGE model 
by means of using the model itself to derive a prior distribution for the reduced-form 
VAR parameters. 
According to the state space form in (1.32) and (1.33), the model structural 
shocks (et) are identified in the DSGE models in the sense there is a unique matrix 
D for each value of the structural parameter set 0 so that measures the contempo- 
raneous effect of -t on yt. Using a QR decomposition of D, the impact responses of 
yt to the model structural shocks et can be decomposed into: 
1ayt 
=D= ctr1l* (1.68) Oct DSGE 
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where V is an orthonormal matrix satisfying (SZ*)'fZ* = I. G. is also lower trian- 
gular. The VAR can now be identified by setting G-1 = Gt, f2*, that is, the VAR is 
identified by maintaining Gtr, which is the triangularization of the VAR residuals' 
variance covariance matrix, and replacing the rotation matrix Q with SZ* which is a 
function of structural parameters 0 and is much better theoretically justified. With 
this identification scheme, the initial impact responses computed from the DSGE- 
VAR differ from D, the model's impact responses, only to the extant that G& differs 
from Gt,., or that the estimated variance-covariance matrix differs from DD'. 
In practice, in order to construct a VAR-base likelihood function p(YII', E), 
where I' = [r, ri, r2, ..., 
r p]' and E is the covariance matrix of residuals, one can 
rewrite the reduced-form VAR in (B. 1) to a more compact form: Y= xr + U. 
Note that Y is the Txn matrix with row yt, X is the Txk matrix with row 
xL = [1, yß_1, ... yt_p] when this is one constant 
for each equation. k=1+ np and T 
is the actual sample size. The likelihood function is then: 
p(Ylr, E) 
IEI-T/2 exp {-2tr[E-1(Y'Y - I''X'Y - Y'xr + rlX'Xr)]} 
Now assume the actual observation are augmented with the artificial observation 
(Y*, X*) generated from the DSGE model based on 0 using the hyperparameter A: 
T* = AT. The likelihood (Quasi-likelihood function) now is: 
p(Y* (B) I r, s) 
{_tr[E_1(Y*'r ( . 70) IEIT/2 exp - r'x*'Y* - Y*'x*r + r'x*'x*r)] 
The factorization p(Y*(O), YIP, E) = p(Y*(O)II', E)p(Y(6)lr, E) suggests that p(Y*(O)II', E) 
can be interpreted as a prior for the VAR parameters r and E. According to Del Ne- 
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gro and Schorfheide (2004), to remove the stochastic variation form p(Y*(6)lr, E), 
the non-standardized sample moments Y*'Y*, X *'Y* and X *'X * are replaced by 
their expected values (e. g. EB[ytyt] = r; y(o)), which are given 
by the scaled popula- 
tion moments, )TryY(O), \Tr*y(O) and ATrx,, (B). These population moments can 
be computed analytically from the state space representation in (1.32) and (1.33). 
Adding an initial improper priorp(r, E) oc IEI-("+1)/2 for computational convenience 
and the normalization factor c(O) which ensures the density integrates to one, one 
can formally express the VAR prior density conditional on 0 in terms of population 
moments: 
P(r, ale) = '(e)lEI- 
x exp 
l- 
r'r(o) - r; (o)r + r'r(o)r)] 
(1.71) {_trEATE_1(r; 
(o) 2} 
Define r*(9) = rz; l(o)r*y(o) and E*(B) = rvy(o) - r; y(o)rx; -1(o)r. y(e), the prior 
distribution in (1.71) is of the Inverted Wishart - Normal form and is specified with 
a distribution of the DSGE parameters: 
EJO N IW(ATE*(O), AT - k, n) (1.72) 
rlS, 0 ~ N(r*(0), E® (ATri; l(e))) (1.73) 
By factorization, one can decompose the joint posterior of VAR and DSGE pa- 
rameters into the posterior density of the VAR parameters conditional on DSGE 
parameters and the posterior of DSGE parameters: 
p(i', E, BIY) = p(r, EIY, e)p(OIY) (1.74) 
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Let r(O)ML and E(O)ML be the maximum-likelihood estimates based on artificial 
and actual samples: 
r(B)ML = (ATrax(e) + x'x)-1(ATrzv(o) + x'Y) (1.75) 
1 E(e)ML = (a + 1) T [(ATr; Y(e) + Y'Y) 
- (ATr; y(o) +Y'x)(ATryx(o) +x'x)-1(ATrxy(o) +x'Y)] 
Since conditional on 0 the DSGE model prior and the likelihood function are conju- 
gate, based on Zellner (1971), the posterior distribution of r and E also follow the 
IW -N distribution: 
ELY, 0 " IW((A + 1)TE(O)ML, (1 + A)T - k, n) (1.77) 
rl y, E, eN N(r(O)ML, E0 (ATrax(B) + x'x)-') (1.78) 
As noted, the hyperparameter A measures the weight of DSGE prior relative 
to sample. In Equations (1.75) and (1.76), if A=0, the estimates of the VAR 
parameters are the OLS estimates. To choose a A, one can condition on an estimated 
value ä with the highest posterior probability, that is, it can be chosen over some 
grid A= {ll, l2, ... , lq} to maximize the marginal data density12 
P, (Y) = 
fPA(YO)v(O)dO (1.79) 
12The advantage of considering an entire range of A values between the extremes (of the DSGE- 
VAR and an unrestricted VAR) and averaging the conclusions about all possible values is that by 
doing do one allows for varying degrees of deviations from the DSGE model restrictions and the 
assessment of misspecification becomes more refined and more robust (Del Negro and Schorfheide 
(2005)). 
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Formally, the estimate of A is obtained by: 
ä= arg manx pa(Y) (1.80) Ac- 
Finally, Algorithm 2 is the Del Negro and Schorfheide (2004) algorithm describ- 
ing the practical implementation to select A and to generate draws from the joint 
posterior distribution of DSGE and VAR parameters. 
Algorithm 2 Del Negro and Schorfheide Algorithm Implementing DSGE-VAR Es- 
timation 
1. Assume a finite parameter space of A, A= Ill , 
l2, ... , lq}. For each AEA use the 
MCMC to generate draw from the posterior density p. (YI9). For each 0, compute 
the population moments r; (0), I'; (0) and 1'yy(0) using the state space represen- 
tation of the linearized DSGE solutions (1.32,1.33). 
2. Based on the draws obtained form evaluating pa(YIO) apply Geweke (1999)'s mod- 
ified harmonic mean estimator to obtain numerical approximations of the marginal 
data density pa(Y) according to (1.79). 
3. Use (1.80), search for ä that attains the highest data density. 
4. Select the draws of 6a that correspond to the chosen ä and for each 0A generate 
draws from p(I', EJY, 9a) by sampling from the IW -N distribution. 
The further implementation of the DSGE-VAR identification and derivation of 
impulse responses using the method discussed earlier involves the following steps: 
1. Since parameter draws from the posterior are generated, for each draw, it is 
possible to compute the Cholesky decomposition. 
2. For each draw of VAR coefficients, compute MA representation in terms of 
reduced-form residues. 
3. Compute the orthonormal matrix S2*(OA). 
4. Obtain the MA representation in terms of the structural shocks. 
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1.4 Estimating the Benchmark Model 
This section presents an empirical example of Bayesian estimation and model com- 
parison using the benchmark model. All analysis is mainly performed with the 
DYNARE (Matlab version) programme ((Juillard (2006))) and Matlab. It performs 
a formal model comparison in order to test relatively which model specification fits 
better the data. As noted, the limitation of using the posterior model probabilities is 
that, given that the prior probability of each model is assigned equal weight, it only 
assesses the relative performance of one model given data against its rivals within 
the space of the competing models. To further evaluate the absolute performance 
of one particular model against data, it is necessary to compare the model's implied 
characteristics with those of the actual data (or the VAR model) using the methods 
discussed so far. These assessments are not implemented on the benchmark NK 
model as the focus of this chapter is on providing an overview of the theoretical 
and empirical frameworks. Nevertheless, useful insights can still be gained based 
on the results of this section in terms of the empirical importance of various model 
features which will be considered and incorporated into the later modelling designs. 
A comprehensive empirical analysis is subsequently applied for all the remaining 
chapters. 
1.4.1 Posterior Distribution 
In the process of parameter estimation, the mode of the posterior is first estimated 
using the MATLAB's fmincon (and Chris Sim's csminwel) after the models' log- 
prior densities and log-likelihood functions are obtained by running the Kalman 
recursion and are evaluated and maximized. Then a sample from the posterior 
distribution is obtained with the Metropolis-Hasting algorithm using the inverse 
Hessian at the estimated posterior mode as the covariance matrix of the jumping 
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distribution. The scale used for the jumping distribution in the MH is set in order 
to allow a good acceptation rate (20%-40%). A number of parallel Markov chains 
of 150000 runs each are run for the MH in order to ensure the chains are converged. 
The first 25% of iterations (initial burn-in period) are discarded in order to remove 
any dependence of the chain from its starting values. The estimation results then 
report the Bayesian inference which summarises the prior distribution, posterior 
mean and median and 90% confident interval for the competing model specifications. 
The posterior median is calculated by sorting the draws from marginal distribution 
of the parameters and computing the value of the array in the middle after the 
MCMC is finished. The marginal data density of each model is computed using 
Geweke (1999) modified harmonic-mean estimator. Tables 1.2,1.3 summarise the 
prior distributions, posterior means and medians and 90% confidence intervals for 
the eight model specifications. In Table 1.2, the medians of ý are obtained by 
using A. ýl Qß'Y average contract lengths 11 
(in parentheses) are measured in 
quarters. 
In this section I conduct a Bayesian estimation of the linearized form about the 
steady state, of the model. I estimate the following model variants: 
Model 1: hC = hL = 0, y>0 
Model 2: hC > 0, hL : --'Y =0 
Model 3: hC = 0, hL > 0, ry =0 
Model 4: hC=O, hL = 0,7>0 
Model 5: hC>0, hL > 0, ry =0 
Model 6: hC > 0, hL = 0, y> 0 
Model 7: hc= 0, hL > 0,7>0 
Model8: he>0, hL>0, ry>0 
Three observables in the estimated model variants are output, annualized in- 
flation and annualized Fed Funds rate series for the US. Since the variables in the 
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model are measured as deviations from a constant steady state, the data is simply 
de-trended against a linear trend. The estimation results are based on a sample 
from 1983: 1 to 2002: 4 and 8 observations are used to initialize the Kalman filter. 
Moreover, two of the structural parameters can be related to the steady state values 
of the observed variables in the model, and are therefore calibrated so as to match 
the sample mean of these. The discount factor ß is set to 0.99, which implies an 
annual steady state nominal interest rate of 4 percent. A common theme in papers 
estimating DSGE models is the difficulty in pinning down the parameter of labour 
supply elasticity 0, inference on the inverse Frisch elasticity of labour supply has 
been found susceptible to model specifications, and exhibiting wide posterior prob- 
ability intervals. As a result, following Christiano et al. (2005), the parameter 0 is 
set to unity. They also argue that although this calibrated elasticity is low by com- 
parison with the values assumed in the real business cycle literature, it is well within 
the range of point estimates reported in the labour literature. For the remainder 
of parameters inverse gamma distributions are used as priors when non-negativity 
constraints are necessary, and beta distributions for fractions or probabilities. Nor- 
mal distributions are used when more informative priors seem to be necessary. The 
prior means and distributions of these parameters can be found in Table 1.2. 
The IFB policy rule contained in the models is the one-quarter ahead forward- 
looking rule13 and I include estimation of the interest rate smoothing parameter. In 
deviation form this is given by 
it = Pitt-1 + (1 - Pi)BEtirt+1 + Cc (1.81) 
The posterior median is calculated by sorting the draws from the marginal dis- 
tribution of the parameters and computing the value of the median after the MCMC 
13The estimates are, in fact, insensitive to the inclusion of an output gap term in the rule or to 
assuming a current rather than forward-looking inflation feedback. 
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is finished. The marginal data density of each model is computed using the mod- 
ified harmonic-mean estimator. From Table 1.3 estimates of the policy coefficients 
are fairly robust across specifications. As expected, the policy rule estimates imply 
a fairly strong response (0) to expected inflation by the US Fed Reserve and the 
degree of interest rate smoothing (p=) is substantial. All shocks from all the model 
variants are found fairly persistent and volatile except that the technology shock 
seems to be less persistent in the models without any habit formation (i. e. Models 
1,3,4 and 7). As usual, monetary policy disturbances (es) are less important in 
driving inflation, consumption and output. The estimates of -y imply that inflation 
is intrinsically not very persistent in the relevant model specifications. The esti- 
mated mean and median values of around 0.995 for the stochastic discount factors 
are very close to the conventional calibrated value of , 3. On the demand side, it is 
found that both habit formations, especially consumption habit, seem to play an 
important role in the US economy. In addition, the risk-aversion parameter (a) is 
very small when consumption habit is absent, indicating that the inter-temporal 
elasticity of substitution (proportional to 1/a) may be quite large for Models 1,3, 
4 and 7. For Models 6 and 8, the larger value of the slope of the Phillips curve (A) 
corresponds to a smaller ý which indicates that nominal rigidity and inertia in the 
price settings seems to be reduced. The median estimates for the real interest rate 
i` translate into a median value of around 0.995 for the stochastic discount factor 
which, in turn, implies plausible estimates for the degree of price stickiness based 
on the inferred values for the Phillips curve slope A. Finally, the mean/median 
estimates of , ß, ry, A determine the point estimates for the degree of price stickiness 
ý, which is then found to be fairly strong and in accordance with the values found 
in the literature. In particular, ý ranges from 0.41 up to 0.71 , corresponding to 
contract lengths, 3.14,2.80,3.45,2.54,3.23,1.69,2.66 and 1.87 quarters for Models 
1-8, respectively, which seem to be close to the plausible estimates. 
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As also can be seen from the Figure 1.1 in Appendix E illustrating the prior and 
posteriors distributions for the `best' model (Model 2), the black curves represent the 
estimated marginal posterior distributions, compared to priors, represented by the 
grey curves, and the point estimate of mode of the multivariate distribution, which 
are the vertical dashed lines. According to Ratto et at. (2005), it is found that in 
these models, for some parameters and shocks the maximum of the marginal poste- 
rior distribution is shifted with respect to the mode of the multivariate distributions. 
This implies that such a local maximum is in a very narrow region with almost zero 
mass, related to very specific parameter combinations. According to Figure 1.1, 
there is little information in the data for some parameters where prior and posterior 
overlap. Most of the posterior distributions seem to be roughly symmetric implying 
that the mean and median coincide. 
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1.4.2 Bayesian Model Comparison 
The normalized posterior odds ratio, P(M, /D)/ Fj P(Mt/D), can be found from 
the bottom line of Table 1.2 which indicates that Model 2 (with consumption habit 
but no labour habit or price indexation) outperforms its 7 rivals. However the 
performance when including labour habit persistence in improving model fit appears 
ambiguous to interpret. On the other hand, the second most restrictive model 
(Model 4, with only price indexation) seems to be worst supported by the data. 
These results clearly suggest that incorporating habit persistence in consumption in 
the US model imparts greater inertia to the model, and improves the fit (relatively). 
1.5 Summary and Conclusions 
This chapter has set out theoretically a simple closed economy NK DSGE model 
incorporating the standard NK elements such as imperfect competition and nominal 
rigidities and macroeconomic persistence captured by external consumption (labour) 
habit formations and price indexation and the empirical strategy used in DGES 
modelling. Overall the estimation/evaluation algorithms and simulation can be 
summarised as follows: 
Firstly one constructs a log-linear representation of the DSGE economy and 
transform it into a state space framework in order for the model's likelihood func- 
tion to be evaluated via the Kalman filtering (this may not be necessary as one can 
use nonlinear state space models). The estimation starts with specifying the prior 
distribution for the structural parameters: typically the mean of prior is centered 
around calibrated value and the standard errors reflect subjective or objective be- 
liefs (to cover the range of existing estimated). The next step is to transform the 
actual data to fit properties of the model by computing likelihood numerically via 
the Kalman filter. The procedure then computes the marginal likelihood for the 
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competing model specifications, where Bayes factors are computed via Laplace ap- 
proximation in large scale system. The estimation procedure then draws posterior 
sequences using MH to compute posterior kernel and choose a transition and use a 
rejection rule. Finally one can construct statistics of interest from the draws (af- 
ter the burned in period): they are, e. g., the point estimate, credible sets, impulse 
Responses, variance decomposition and forecasts, etc. 
This chapter has also described an effective method in extracting the non- 
identifiable parameters in DSGE model using the GSA toolbox. The DSGE model 
behaviour is a function of the values assumed for the deep parameters within either 
the prior or posterior space of parameters. A non-identifiable parameter is detected 
using the Morris screening if it is non-influent to the model behaviour. Using the 
same toolbox, a Monte Carlo filtering can be designed and applied to study the 
potential regions in the parameter space that drive unacceptable model behaviours 
(e. g. instability and indeterminacy). Finally this thesis proposes three methods to 
evaluate DSGE models against the data. The model's empirical performance is eval- 
uated by comparing the model implied second moments with those of the data. This 
validation method is standard and is complemented with the estimations of BVAR 
and DSGE-VAR. The idea is to examine whether a particular model is able to mimic 
the dynamics captured by the VARs. These aspects of the empirical strategy are 
subsequently applied to the models in the remaining chapters of this thesis. 
By estimating the NK model with different restrictions using US data, it is 
found, on one hand, the model with consumption habit but no labour habit or price 
indexation outperforms all its rivals, on the other hand, the second most restrictive 
model with only price indexation seems to be worst supported by the data. The 
results from the estimation clearly suggest that incorporating habit persistence in 
consumption in the US model seems to impart greater output and inflation inertia 
to the model, and improve the fit. 
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l. A Detecting Identifiability 
In what follows, I briefly present the methodology proposed by Iskrev (2007) to 
detect parameter identifiability. Based on Theorem 1 from Rothenberg (1971), the 
necessary and sufficient condition for local identification of 0o (Bo C©, where O is 
the parameter space for 0) in a parametric model is that the information matrix, 
defined by: 
lo = -E(Loo(1'T, B)) (A. 1) 
has a full rank when evaluated at Bo so that the likelihood at each 00 is unique in the 
neighborhood of Oo E G. Loo (YT , 0) = 
as log L(T IO) is the Hessian with respect to 0 of 0000, 
the log-likelihood derived recursively using the Kalman filter using the model state 
space form. As it is impossible to find the analytical form of (A. 1), Iskrev (2007) 
shows that it is possible to derive it analytically for log-linearized DSGE models by 
expressing (A. 1) in the following way: 
Ie = -E(Loo(YT, e)) = H'IrH (A. 2) 
T is defined as a vector that collects the reduced-form parameters and is also a 
function of the model deep parameters (rr = vec(A, B) = h(9)). (A. 2) says that 
(A. 1) can be decomposed into two terms: the gradient of the mapping between the 
reduced form and structural parameters (H = eB, ) and the information matrix of the 
reduced-form model (IT). Both terms can be found analytically using the Symbolic 
Toolbox in Matlab. The term H is independent of the data so, according to Iskrev 
(2007), finding a rank deficient, or poorly conditioned H, means that 0 is not iden- 
tifiable, or weakly identifiable (locally), due to reasons inherent to the structure of 
the DSGE model, before taking the model to the data. The evaluation can be made 
in a global sense by performing such a check for a large number randomly drawn 
points from 6 (a set of Monte Carlo replicas of the model's structural parameters). 
The procedure of Iskrev's identification analysis is described below: 
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Algorithm 3 Iskrev's Algorithm Detecting Identifiability 
1. Draw randomly 6d from 0. 
2. Check whether there exists a unique likelihood function at O« , if not, go back to (1). 
3. Evaluate the rank and the conditioning of H (necessary for identification of 0), 
if it is of less than full rank, go back to (1). 
4. Evaluate the rank and the conditioning of le (necessary and sufficient for identi- 
fication of 0. 
1. B Structural VARs and Identification Schemes 
VAR models are vector generalizations of autoregressive models and can be in the 
basic form regarded as an unrestricted reduced form of a structural model, where 
the specification is purely determined on the information contained in the available 
data. They were initially popularized in econometrics by Sims (1980), as a natural 
generalization of univariate models and autoregressive models. VAR models are ap- 
pealing because they possess a useful technique that can be used in economic analysis 
when the researcher does not know the variables or the lag structure that is appro- 
priate for the estimation of the model. It lumps together an unknown lag structure 
of exogenous (if any), endogenous and predetermined variables to determine the 
underpinning of the relationships. An infinite order benchmark reduced-form VAR 
of an dimensional column variable yt is defined by: 
00 
yt = reizt +E rjyt_j + et (B. 1) 
j=l 
where zt is equal to one if each model equation only has one constant (intercept), 
it is straightforward to include other exogenous variables and/or linear trends in 
this framework. I'ex is an unknown nxi vector of parameters (i indicates the 
number of exogenous variables plus a constant in the framework) and I'j is an 
unknown nxn coefficient matrix. The VAR error terms el, e2 , ... are independent 
and identically distributed iid N N(0, E) since the r ,s satisfy the least squares 
orthogonality conditions Eety't_j = 0, j>1, and the residuals' variance-covariance 
E is an unknown nxn positive definite matrix. The reduced-form VAR above 
imposes no restrictions on the regression coefficients (including the intercept) and 
the covariance matrix. Note that in the above model each yt depends not only on 
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its own history but also on other series' history (cross dependencies). This provides 
several additional tools for analyzing causal as well as feedback effects. Estimation 
can be carried out by single equation least squares. While the above unrestricted 
VAR model is useful in summarizing historical data and making forecasts, it is 
considered by many (e. g. Hansen and Sargent (1991)) as unfit for addressing policy 
questions. 
In order to identify VAR, considering the following structural (or primitive) form 
VAR, where reduced-form residuals eis are mapped to system structural shocks 
st s via Get = et . Since from the structural model's assumption, that et s are 
stochastic processes and are iid - N(0, I), the variance-covariance matrix suggests 
E= G-1(G-1)': 
00 
Gyt = Gre. zt +G 
Erjyt_j + Get (B. 2) 
j=l 
Compute the polynomial in the operator c(L) = >jo cjL) = (I -Eý°_o)r1 i)-1G-1 
and use it to derive the moving average (MA) representation of (B. 1): 
00 
lit = c(L)ýt = (I -1: rjLj)-iG-lci (B. 3) 
j=o 
Equation (B. 3) is a Wold moving average representation. The shock process C' is said 
to be fundamental for yt because it is by construction in the space spanned by square 
summable linear combinations of current and past values of the yt process (Fernndez- 
Villaverde et al. (2005)). The defining characteristic of a Wold representation is 
that the associated innovation is fundamental for yt. An impulse response function 
associated with an infinite order VAR is by construction a Wold representation. 
Compared to (1.48), the expression for the model-based impulse response, (B. 3) 
describes the VAR-based IRFs. 
Considering the model's state space form in (1.32) and (1.33), Fernndez-Villaverde 
et at. (2005) show that when D is square and D'1 exists, a necessary and sufficient 
condition for invertibility of the model MA representation (1.48) is that the eigen- 
values of A- BD-1C are strictly less than one in modulus. They then show, if this 
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condition is satisfied, yt has an infinite order VAR representation given by: 
yt =E1 C(A - BD-1C)i-'BD-lyt_; + De (B. 4) 
Equation (B. 4) basically means that, if the DSGE model is invertible, the impulse 
responses from the infinite order reduced from VAR expressed by (B. 1) with et = 
G-let = Det (ignoring the constants) correspond to the impulse responses to the 
model structural shocks (et) in (1.48). Many authors suggest that a potential source 
of discrepancies between the VAR impulses and the responses from the linearized 
solution to the DSGE model is that the MA representation (1.48) is non-invertible 
(e. g. Fernndez-Villaverde et at. (2005)). As a result, the impulse responses derived 
from a VAR can be misleading, as the structural shocks cannot be recovered from 
the innovations of the VAR. Whether the MA components of a model are invertible 
or non-invertible in general depends on which variables are included in the VAR 
unless an econometrician can observe all the endogenous state variables and include 
in yt (e. g. Kapetanios et at. (2005)). If the model is invertible, the DSGE model 
should have an infinite order VAR representation although in some cases a low order 
VAR is likely to be a poorer approximation. The responses to the model structural 
shocks correspond to the VAR innovations with G-let = Dee. In reality, however, D 
contains the model's structural parameters and is unknown, and VAR models always 
have the identification problem (related to G-1). In VARs the mapping between the 
forecast errors of the endogenous variables and the underlying structural shocks is 
not unique. 
In the VAR literature there are many diffident identification strategies that im- 
pose enough restrictions to identify the shocks in the VAR. A typical and simple 
way of achieving this is to orthogonalize the covariance matrix of the VAR residu- 
als, E, using a Cholesky decomposition and this is sometimes known as a type of 
recursive identification system. In other words, identification is achieved by setting 
G-1 = Gtr which is the lower triangular of Cholesky factor of 
E. Obviously, because 
of the simplicity of this method, this identification scheme is not consistent with 
the complex structure of DSGE models. More complex conventional strategies use a 
non-recursive approach of Gordon and Leeper (1994) and Sims and Zha (2005) and 
a combination of contemporaneous and long-run restrictions on impulse responses 
as introduced by Blanchard and Quah (1993) and Gali (1992). Within a benchmark 
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VAR framework containing the selected set of variables in this model, evidence from 
existing literature suggests that it is easy and conventional to recover four types of 
underlying disturbances which are the aggregate supply and demand shocks, policy 
shock and exchange rate shock by applying the long-run, short-run and/or mixture 
restrictions. But it is difficult to separately identify the structural shocks identi- 
fied in the DSGE framework in this thesis. A prerequisite for matching impulse 
responses is that the identification restrictions imposed on the VAR are consistent 
and compatible with the theoretical model. As a result, this thesis reviews two 
different versions of Bayesian VAR (BVAR) developed by Doan et al. (1984) and 
Del Negro and Schorfheide (2004), respectively. The former is to compare the DSGE 
model with BVARs estimated under Minnesota-type prior distributions where the 
prior distribution over the parameters of a VAR(p) is implemented based on dummy 
observations that take into account the degree of persistence and cointegration in the 
variables. The second identification scheme is to consider the so-called DSGE-VAR, 
where the DSGE model itself is used to construct a prior distribution for the VAR 
coefficients. The obvious advantage is that this approach is often better justified by 
the theory. Zero constraints on the contemporaneous impact matrix or the long-run 
effects of the shock, which may not be consistent with theoretical considerations, 
are not necessary. This method may be more feasible for large models like the ones 
in this thesis. Moreover, Faust and Leeper (1997) show that substantial distortions 
are possible due to small sample biases and measurement errors when using the 
conventional type of restrictions. 
1. C Implementation of Sign Restriction Identifi- 
cation 
This section explains how to implement the algorithm (by Canova and Nicolo (2002)) 
of sign restrictions to identify the structural shocks in VARs. Recalling the reduced- 
form VAR: 
yt = re., zt + I'(L)yt-i + et (C. 1) 
yt includes the endogenous variables, zt for exogenous variables, E is denoted as the 
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variance-covariance of the residuals ets. I use OLS to estimate the reduced-form 
VAR, 1 (since VAR(1) used) and E. Since the shocks are mutually orthogonal and 
E(e )=I, E= G-1(G-1)'. So 6-1 can be recovered by decomposing E. Two 
possible candidates: 
9 Cholesky decomposition, that is, =E 
" Eigenvalue-eigenvector decomposition, that is, t== PDP' = 
PDo. 5Do. 5P' where P is matrix of eigenvectors, D is a diagonal matrix with 
eigenvalues on the main diagonal 
Let Q be any orthonormal matrix, i. e. QQ' = I, so that t= 6-1(G-1)' = PDP' = 
PDo. 5QQ'Do. 5P'. The designed algorithm searches along all possible matrices Q,,,.,, 
and angles 0 that satisfy the restrictions on the signs of the impulse responses. The 
indices m and n denote the rows that are rotated and are rotated by 8. Since I have 
4 variables in the VAR, there are N(N - 1)/2 =6 possible angles and therefore 6 
possible matrices. All possible rotations can be produced by varying the 6 angles in 
the range [0,7r], In the simulation, I draw values for 0 from a uniform distribution 
over the [0, ir] interval. A typical Q,,,.,, in the VAR is of the following form: 
cos(O) - sin(g) 00 
Qm. n _ 
sin(O) cos(9) 00 (C. 2) =0010 
0001 
The matrix Q can now be defined as the product of the basic rotations: 
N N-1 
2 
Q=2 11 Qj(ej) (C. 3) 
j=1 
Since E= PDP' = PDo. 5QQIDo. 5P', PDo. 5Q can be used to compute 
the structural impulse response function by combining the MA representation of the 
reduced form VAR (in B. 3): 
Yt = c(L)PDo. 5Qe' (C. 4) 
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In practice, the steps (including constructing the IRF error bands) are: 
1. Generate a draw from the posterior distribution of the system parameters 
(r 
, ri, E), e. g. using sampling techniques 
for the Inverted-Wishart(IW)- 
Normal(N) (a joint drawing from an Inverted-Wishart distribution for the 
covariance matrix E and from a Normal distribution for the VAR coefficients 
with mean and covariance being based on the OLS estimates). 
2. In the simulation, one draws values for 0 from a uniform distribution over the 
[0, ir] interval. 
3. Given a draw of (I'ex, ri, E), one can compute the IRF. With each draw of the 
rotation angle, if all the imposed conditions are satisfied, keep the draw. One 
can compute Q as the resulting orthonormal matrix. 
4. One computes the impulse responses using (C. 4) such that the responses gen- 
erated from (rey, r1i E, Q) satisfy all the sign restrictions. 
5. Based on the draws kept, one can compute the mean/median responses, to- 
gether with error bands. 
1. D Prior Distributions 
Parameter notation prior mean density 
Price indexation parameter ly 0.7 beta 
Slope of Phillip's curve A 0.2 gamma 
Consumption habit parameter hC 0.7 beta 
Labour habit parameter hL 0.7 beta 
Risk-aversion parameter a 1.5 gamma 
AR(1) coef. -government spending P9 0.7 beta 
AR(1) coef. -factor productivity pa 0.7 beta 
Interest rate smoothing parameter p; 0.8 beta 
Feedback on expected inflation 0 1.7 gamma 
Mean of (unobservable) real interest rate r` 2.0 gamma 
Mean of inflation 7r' 4.0 gamma 
Sd of government shock sd(Eg) 1.7 inverse gamma 
Sd of productivity shock sd(Ea) 1.7 inverse gamma 
Sd of monetary shock sd(Ee) 1.0 inverse gamma 
TABLE 1.3: PRIOR DISTRIBUTIONS 
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FIGURE 1.1: PRIORS AND POSTERIORS (MODEL 2) 
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FIGURE 1.1: PRIORS AND POSTERIORS (MODEL 2) 
Chapter 2 
Can the Direct Supply-side Effects 
of Monetary Policy Explain the 
"Price Puzzle": a Closed Economy 
Model with a Cost Channel 
2.1 Introduction 
What are the consequences of direct supply-side effects of monetary policy? Are 
they empirically significant? Do these outweigh the usual demand-side effects? This 
paper addresses these questions in two ways. First, we develop a model, in the now 
standard New Keynesian tradition, by incorporating a cost channel of monetary 
transmission and allowing for non-separability of money and consumption in the 
utility of the representative household. We derive two important results. If non- 
separability holds (more precisely, if consumption and money are complements), the 
cost channel effects are significantly amplified, resulting in a transmission mecha- 
nism that generates a considerable negative inflation-output trade-off. Furthermore, 
when these two features are present, interest rate rules may become unstable and 
indeterminate, with supply-side effects counteracting the stabilization effects of the 
demand channel. Second, we assess the empirical relevance of these supply-side 
83 
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effects. Using US data, we consider evidence from Bayesian system estimation of 
fully-fledged New Keynesian dynamic stochastic general equilibrium (NK-DSGE) 
models, featuring a variety of nominal and real frictions. The estimation results 
point to weak evidence for the cost channel and non-separable utility. 
The issues addressed in this paper are of considerable importance for policy pur- 
poses. While a new breed of NK-DSGE models has enjoyed considerable success 
in explaining and forecasting the observed properties of macroeconomic time se- 
ries, recent contributions emphasize the importance of supply-side channels for the 
transmission of monetary policy. One strand has paid attention to the so-called 
`cost channel', in which nominal interest rate fluctuations affect the cost of financ- 
ing working capital, impacting on firms' marginal cost and pricing decisions. This 
can cause inflation and nominal interest rates to move in the same direction after 
a monetary policy shock, giving rise to a `price puzzle'. Barth and Ramey (2001), 
using industry-level US data, find support for such a channel, while Christiano, 
Eichenbaum and Evans (2005, CEE henceforth) find that the presence of full cost 
channel is crucial to their empirical results, obtained by VAR-based minimum dis- 
tance methods: indeed, CEE find that the absence of such an assumption generates 
price duration estimates which are not empirically plausible. In addition, Ravenna 
and Walsh (2006) and Chowdhury et at. (2006) obtain significant results via GMM 
estimation of New Keynesian Phillips curves augmented with a cost channel pa- 
rameter. They estimate an interest rate elasticity larger than one, although their 
results depend on the set of instruments and on the normalization of the moment 
conditions. By contrast, Rabanal (2007), estimating using Bayesian methods a 
smaller-scale model than ours, finds the cost channel effect to be quantitatively very 
small. 
A different effect arises if money is assumed to yield utility, for example, through 
reducing transaction costs. This opens up further channels through which money can 
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affect the output and inflation dynamics. Nelson and Nikolov (2002), for example, 
explores ways in which base money is a significant determinant of aggregate demand. 
Ireland (2004) and Andres and Valles (2006), on the other hand, specify small-scale 
DSGE models for the US and the Euro area, respectively, in which real balances 
are allowed to affect the IS curve, unlike traditional models: however, maximum 
likelihood estimates suggest that money has a limited role in explaining business 
cycle fluctuations. 
Our study introduces important novelties and contributes to the literature in sev- 
eral distinct ways. First, by bringing together non-separable utility and cost channel 
effects into a unified model, we are able to uncover non-negligible joint mechanisms 
through which monetary policy is transmitted. Second, we help to clarify contradic- 
tory results that have emerged in the literature concerning the empirical importance 
of these supply-side effects. Significantly, our empirical strategy shows that findings 
from different robustness checks are broadly consistent with each other. Third, our 
setup offers an alternative way of analysing and testing for the role of money in 
business cycle dynamics. Interestingly, our framework bypasses the need to observe 
and measure real money balances (always a controversial task), as its effects can be 
derived from the non-separable utility specification. This contrasts with the previ- 
ous work of Ireland (2004) and Andres and Valles (2006). Fourth, unlike previous 
papers', prior information concerning the model parameters is introduced by em- 
ploying Bayesian maximum likelihood estimation. This is computationally advanta- 
geous since parameter space is restricted to economically meaningful regions. Also, 
the Bayesian methods employed here utilize of all the cross-equation restrictions im- 
plied by the general equilibrium set-up, which makes estimation more efficient when 
compared to the partial equilibrium approaches of Ravenna and Walsh (2006) and 
'Rabanal (2007) also uses Bayesian methods, but he confines his analysis to the cost channel in 
smaller-scale, more incomplete model than ours. This paper came to our attention after our main 
results were obtained. The 2003 working paper version did not, for example, include capital. 
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2.2.1 Households 
The consumer i maximizes the following non-separable utility in consumption Ct(r) 
and real money balances MJ$'' and labour supply Lt(r), 
00 10 





where UC, t is a preference shock common to all households, 
+ (1 - b) 
( p(r)) 
(2.2) (et(r))ý = b(Ct(r) - hcCt-1)Bal 
p 
and hcCt_1 represents external habit in consumption, subject to the usual budget 










where Wt(r) is the labour type r and Wt = fö Wt(r)'-ndi is a Dixit-Stiglitz aggregate 
wage index. This leads to standard first-order conditions: 







Pe (1-MUt (r) 
K MU° (r) P 
1= A(1 + Rt)Et I MUU (r) pt+i) 
] 
(2.6) 
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where rt is the nominal interest rate and the marginal utilities of consumption, real 
money balances and labour supply are given respectively by 
MUt (r) = bUc, t(4Dt(r))B-a(Ct(r) - hCt-i)-i (2.7) 
MUM(r) = (1 - b)(, Dt(r))I'-o 
( Mpr)) $ 
(2.8) 
MUt (r) = -k(Lt(r))15 (2.9) 
The first-order condition (2.4) now becomes 
t( )\ t C ý, tr I=1b bUc, t (Ct(r) - hCt-i) B1 
+Rt. (2.10) 
Assuming complete markets, individual and aggregate consumption can be equated 
to give 
, I)t = (Ct - hCt_i)Bt (2.11) 
0-1 /1 
+ Ri-e 
B=b+ (1 - b)Bbl-BIRt ) (2.12) \t 
MUt = b(Ct - hCt-1)-°Btý-° (2.13) 




=1b bUc, t 
(Ct - hCt-i)- 1 
Rt (2.15) 
To assess the empirical relevance of this effect, we can use estimates of a and 0 
to draw conclusions on the substitutability or complementarity of money balances 
and consumption. The elasticity of the marginal utility of consumption with respect 
to real money balances can be shown to have the same sign as 1-aO. Therefore 
consumption and real balances are complements (as we expect) if aU < 1. 
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2.2.2 Firms 
Aggregate output in the competitive final goods sector which use a continuum of 




Y (j)((-i)/tdjl (2.16) 
oj 
where Yt(j) is the output of intermediate firm j producing variety j and C is the 
elasticity of substitution. Let Pt(j) be the price of input f. Minimizing the cost 
fö Pt(j)Y(j)dj gives us the following demand for each intermediate good j, 





where Pt = 
[f,, Pt(j)'-Cdj]'-C is a Dixit-Stiglitz aggregate price index. Since the 
final good firms are competitive and the only inputs are intermediate goods, it is 
also the domestic price level. 
In the intermediate goods sector, each good j is produced by a single firm with 
inputs consisting only of differentiated labour, using a technology 
Y(j) = AtLt(j) = 
fo 1 
Lt(r, j)(n-1)lndi I (2.18) 
where Lt(j) is an aggregate Dixit-Stiglitz index of differentiated labour types used 
by the firm and Lt(r, j) is the labour input of type r by firm j. The term At is total 
factor productivity that is common to all firms. The firm minimizes the wage costs 
fö Wt (r)Lt (r, j )di of producing output Yt (j) with respect to Et (r, j) leading to the 
demand for labour in (2.3). In an equilibrium of identical households and firms, all 
wages adjust to the same level and it follows that Yt = AtLt. Each firm's minimum 
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where we assume that firms must borrow to pay wages at the beginning of the period 
(the `cost channel'). 
Turning to price-setting, firms reset prices in any given period with probability 
1-ý. Thus the optimal price P° for any firm that sets its price at t must take into 
account the downward-sloping demand curve, (2.17). The first-order condition for 
profit-maximization for the jth firm over the duration of the optimal price not being 
reset is then given by 





t+kyt+k(j)] - (1 
Et E 
bkDt, t+k Pt+kMCt+kY+k/ lj) 
(2) 
k=0 \ k=0 
where the stochastic discount factor Dt, t+k is given by 






The first-order condition (2.20) is cumbersome to manipulate. However, it is 
possible to express this price-setting rule in terms of difference equations that are 
far easier to manipulate. To do this first note that 
( po 1-C 
Yt+k(j) =lt Y+k (2.22) Pt+ 
and multiplying both sides of (2.20) by (P )CMUc and in addition noting that 
Pt+k/Pt = nt+A, """nt+i, the firms' staggered price setting can be succinctly described 
by 
Qt = At/Ht (2.23) 
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(2.27) At - ýQEt[n +int+ij = (1 -1/C) (1 - 1/0 
including the cost channel in the cost of labour. 
Assuming that the number of firms is large, we can use the law of large numbers 
to obtain the aggregate price level as 
Ptl-C = cPl i+ (1 - C)Qi-c (2.28) 
and hence aggregate inflation is given by 
1= ýIit-1 + (1- )Qi-C (2.29) 
It is easy to show that if there is planned indexation to the overall price index 
as well, i. e. the future price at time t+k is given by P°(Pt+k_1/Pt)', then all the 
results presented here are the same when IIt is replaced by IIt/IIt 1. 
2.2.3 Price Dispersion 
The impact of price dispersion arises from labour input being the same for each 
individual, but dependent on demand for each good: 
1Ä /f1 Y(j) Lt %1 Pt(j) -t Lt Lt(j)dj =-J dj =-J dj (2.30) Jo to 
Tt At o Pt 
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Now define price dispersion At = fö (Lp1 )-Cdj > 1. Equality is reached only when 
prices are flexible and therefore the same, as all firms are identical except in their 
timing of price changes. Now we can write down aggregate output as 
Y= : 
A-'L' 
< AtLt (2.31) 
at 
which clearly highlights the output distortion caused by price dispersion At > 1. 
Price dispersion is linked to inflation as follows. Assuming, as before, that the 
number of firms is large, we obtain the following dynamic relationship: 
At = Uni Ae-i + (1 -)Qt 
t (2.32) 
Using (2.29) we then obtain the dynamic equation 
At = UItAt-1 + (1 -) 1- 
(2.33) 
2.2.4 Equilibrium 
In equilibrium, goods and the bond markets all clear. Equating supply with demand 





where Gt is government spending on goods and services that are part of aggregate 
output. The model is Ricardian: Gt is financed out of lump-sum taxation, so the 
evolution of government debt is irrelevant. By Walras' law, the bond market equilib- 
rium conditions can be dispensed with. This completes the model given the interest 
rate which takes the form of interest rate commitment rules discussed later. 
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2.2.5 Steady State 
Given an arbitrary steady state gross inflation rate II, the steady state of the model 
with hc =0 takes the forme 











MUL = (2.37) 








0(1 + R) (2.40) 
II 




H(1 - eßll -1) = YMU° (2.43) 
A(1 - X011() = 
1, w 1+l MUc P (2.44) (1 1/0 
1= + (1 - e)Ql-c (2.45) 
A_ (2.46) 
1-IIt 
giving in effect 13 equations in 13 endogenous variables MUM, MUC, R, P, MUL, 
L, C, B, Y, Q, A, H and 0, given II. 
2The steady state of variable Xt is denoted by X. 
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2.2.6 Linearization 
We linearize around a zero inflation steady state (though, as we shall see, this may 
not be the Ramsey optimum). All variables are expressed in deviation forma about 
the steady state. Then the Euler and NKPC are respectively: 
Etmut+i = muc - (rt - Etirc+i) (2.47) 
c_ mut = -1- he 
(Ct - hct-i) + 8nrt + uc, t (2.48) 
7rt = 1ßa7Et7rt+i 
+ 






mct = , Ort + wt - pt - at (2.50) 
Wt -Pt = muL - mut (2.51) 
mut = Olt = O(yt - at) (2.52) 
The first term in (2.50) represents the cost channel. From (2.47) and (2.50) -(2.52) 
we can then write 
_ 
or 
Tract (1 -ham) 
(ct - hct-1) + alt - at - Jnrt - UC, t (2.53) 
without the cost channel and 
(1 hc) 
(ct - hct-1) + Olt - at + (ß - 8)rt - uc, t (2.54) mct =ý 
3That is, for a typical variable Xt, xt = log (X) where X is the baseline steady state. 
For variables expressing a rate of change over time, 7rt and rt, xt = Xt - X. Since steady-state 
inflation is zero -7rt is the actual inflation rate, but rt = It - I. 
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with the cost channel. The crucial parameter bn is defined by 
8n = ß(1 - ß)-1(Q9 - 1)(1 - b1) (2.55) 
al = 
(1-b) e (b(1 
- ß)) 
(2.56) 
bi =b a-ý (2.57) (b + (1 - b)al e1 
With money balances and consumption assumed to be complements, o0<1, ö, < <0 
and the cost channel and non-separable utility effects of an interest rate rise work 
together to increase marginal costs. Given the interest rate, the linearized model is 
completed with 
lt = yt - at (2.58) 
yt = cyst + (1 - c)gt where c" =Y (2.59) 
9t+1 = P99t + E9, t+1 (2.60) 
at+l = Paat + ea, t+1 (2.61) 
uc, t+l = Pcuc, t + Ec, t (2.62) 
The flexi-price output, y, consistent with zero inflation is then found by putting 
mct = 7rt =0 and is then given by the system 
Etmut+l = Mut - 
it (2.63) 
mut = -u(iý - hoot-1) + bn2t + ut (2.64) 
(1 
Uhc) (e - hc8t-1) = -Olt + at - (/ß - bn)it (2.65) 
at (2.66) 
yt = cyat + (1 - CY)9t (2.67) 
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which defines [1, rnut, 6t, lt, Pt], given exogenous processes [at, gt, ut] 
In terms of the `output gap', xt = yt - Pt, the NKPC becomes 
7rt 1 
Et7rt+i +1+ ß-i7rt-i 
+ 
(1 -Qß)(1 -) ((a+«1_hc)ci)n)(rt 
- it)l (1 + QY) (1 - hc)cv (1 - hc)cy / 
Again we note that the interest rate effects of the cost channel and the non-separable 
utility enter the NKPC with the same signs - since ö<0- if money and consumption 
are complements, which we assume. Note also that with hC =y=0 (no habit 
nor indexation) and c =1 (no government spending), (2.68) now corresponds to 
equation (4.8), page 421, of Woodford (2003). For estimation purposes, the model 
is closed with a Taylor type interest rate rule of the form 
rt = Prt-i + 6, Etit+3 + OyDyt (2.68) 
This is an inflation-forecast based rule with forward lead of j periods and a feedback 
on output growth. 
2.3 The Extended Model 
We present the extended model in linearized form about the deterministic zero- 
inflation steady state. As before, we define all lower case variables as proportional 
deviations from this baseline steady state except for rates of change which are ab- 
solute deviations. Let ac E [0,1] be the degree of forward financing of the wage bill 
and let 8n be the interest rate effect of a non-separable utility function in the Euler 
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equation defined as before in (2.55). The linearized model takes the form: 
Et[mu +i] - mut = -(rt - Etirt+i) 
c (ct - hcct_1) +6 rt 
qt = 8(1 - d)Et4't+i - (rt - Et7rt+i) + I3ZEtrx, t+l + EQ, t 
zt ='= RK rK, t where t/ý = 
Zý(ZZ 
Z.. (Z) "( ) 
11 
it =1 +Qit-i 
+ ,ß 
1 ±, QEtit+i 
+ S(1) (1 +Q)4t 
+ 
QEtui, t+i - ut, t 







- QSP)ý1 - SP)"-} 
'Pt 1 +07P 1+ 8-/p (1 + Q'yp) eP 
k= (1 - 5)kt-1 + &t-1 
mct = (1 - a)(wrt + ßa,, rt) + 
a-rK, 
t - at 
wrt =1 ýEtwrt+i +1+ 13wrt-i 
+1 0Et7rt+i 
11 
ß 7rt +1+ß t-i 
+ 
(1 - Qew)(1 -W (mrst - wrt) + Ew, t (1 + ß)ew(1 + 770) 
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mrst = muL - mui 
L 
mut = Ole + UL, t + UC, t 
1 
lt = kt_1 +1 (1 + )rK, t - wrt 
Vt = cyct + 9ygt + iyit + kyV)rx, t 
Vt = c5F(at + a(-Krx, t + kt-1) + (1 - a)lt] where OF =1+Y 
tC, t+l = PcUC, t + EC, t+l 
UL, t+1 = PLUL, t + EL, t+1 
ul, t+l = PIUI, t + El, t+l 
gt+l = Pg9t + Eg, t+l 
at+l = peat + 6a, t+l 
where 'inefficient cost-push' shocks eQ, t, Ep, t and ew, t have been added to value of 
capital, the marginal cost and marginal rate of substitution equations respectively. 
Variables yt, ct, mct, UC, t, UL, t, at, gt are proportional deviations about the steady 
state. [fC, t, EL, t, Eg, t, e,,, t] are i. i. d. disturbances. lrt, rK, t and rt are absolute deviations 
about the steady state. Table 2.1 summarizes the notation. 4 
In order to implement the monetary rule we require the output gap to be the 
difference between output for the sticky price model obtained above and output 
when prices and wages are flexible, Pt say. Following SW, we also eliminate the 
inefficient shocks from this target level of output. The latter, obtained by setting 
ýp = ý. = EQ, t = Ep, t = ewt =0 in the linearized model above, is given by5 
4Letting the shares of labour and capital be respectively, SL, t and SK, t in deviation form, 
with Cobb-Douglas technology with a steady-state capital share a, marginal costs can be written 
mct = ac(1-a)rt+(1-a)sL, t+asK, t = ac(1-a)rj+rnct where mct is the marginal cost without 
the cost channel. In the GMM estimation of the previous section, the data consists of the wage 
share. It follows that the a,, (1 - a) in this section is comparable with our GMM estimates of ac. 
5Note that the zero-inflation steady states of the sticky and flexi-price steady states are the 
same. 
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Et [mu +i ]- muc, 





= -(ft - Etirt+i) 
= uc, t -v (1- hc) 
(8t - hcct-i) + brt 
= ßl3(1 - b)Et4t+i - (rt - Et*t+1) + ßZEtrx, t+i 
Q1 Qur, t+i + ur, t 
1-I- ßß2t-1 
+' 1+ ßEtit+i 
+ S"(1)(1 + ß) 9t 
+ 
= (1- b)kt_l + bit 
mct =0= (1 - a) (v3rt + a, t) + RK 
a 
r"K, t - at 
mrst = wrt = (ct - hct-i) + alt + UL, t 1-hc 
lt = kt-1 + RK (1 + )TK, t - i. rt 
Pt = cyct + gygt + iyit + kyV) K, t 
Pt = Mat+a( 
Krx, 
t+kt-i)+(1-a)lt] 
The empirical Taylor rule used in the estimation is given by 
rt = Prt-i + (1 - p)Ifrt +O Et(irt+1- f't+j) + Boot] + 9n1(irt - lrt-i) 
+O (irt - in-i) +O (ot - of-i) (2.69) 
where of = yt - yt is the output gap and Trt an exogenous inflation target. 
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2.4 Theoretical Implications of Direct Supply-side 
Effects 
The existence of a cost channel and non-separability of utility has important con- 
sequences for the output-inflation trade-off which in turn impacts on the optimal 
inflation path for the Ramsey planner. There are also implications for the deter- 
minacy of interest rate rules. This section examines these issues. We confine the 
analysis to a slightly simpler model with no habit (hC = 0). 
2.4.1 Implications for the Ramsey Inflation Rate 
Solving the steady state for C=Y-G and 0 we have 
(i_YI'Yo+cs_ 




B'BB = b+(1-b)°(b(lý 
Q)) i -e (2.71) 
having substituted 1+I = Q. Equations (2.41) - (2.71) describe the output-inflation 
steady-state relationship. The question now: is there a long-run positive or negative 
inflation-output trade-off? 
Taking logarithms and differentiating with respect to II we find that the sign of 
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än is the same as 
ýQ(nC-2 ýOCnC-2 (1 - , 0)ýflC-2 (1- n) + (1- nc)(1- eH -R)) + (1 
Sticky Price Effect 
1 -e 
+ (09 - 1)B'-'(1 - b)eb1-ems 
(n al (2.72) 
Cost Channel Effect Non-Separable Utility Effect 
The first term in (2.72) we refer to as a `sticky price effect' because it disappears 
as prices become flexible and C --* 0. For II »1 the term in (1- II) is negative, but 
for low inflation, where II is close to unity, it approaches zero. This leaves a slightly 
positive output-inflation trade-off, since Q is slightly less than unity. Thus, for the 
standard problem with separable utility and no cost channel, there is only a small 
steady state inflation-output trade-off near zero inflation, but a negative trade-off for 
high values of inflation. 
With the cost channel, high inflation reduces the natural rate of output further, 
because it increases marginal costs. Introducing non-separable utility, if money 
holdings and consumption are complements, then aU < 1. Then the non-separable 
utility effect adds to the negative output-inflation trade-off. The reason for this 
is quite simple: an increase in inflation increases the nominal interest rate and 
holdings of money fall. Since consumption and money balances are complements, 
consumption falls with a shift into leisure. Thus, work effort falls and with it output. 
Given the nature of this trade-off, what are the implications for the Ramsey 
inflation rate at the steady state? This question is pursued in Levine et al. (2007b) 
and here we summarize the main results: 
(1) If the cost channel is suppressed and the non-separable utility effect is absent, 
despite the remaining output-inflation trade-off, the steady state Ramsey inflation 
THEORETICAL IMPLICATIONS OF DIRECT SUPPLY-SIDE EFFECTS 102 
rate is zero. 
(2) With cost channel and non-separability effects, the steady state Ramsey inflation 
rate is negative if aO <1 (the case money balances and consumption complements) 
and lies in the interval [-ß, 0] where the lower bound corresponds to I=0 (Friedman 
rule). 
2.4.2 Implications for the Stability and Determinacy of Interest Rate 
Rules 
With hC =0 and suppressing shocks to government spending, the stability and 
determinacy of the linearized model depends on the following Euler equation and 
Phillips Curve 
Etmua° 1= mui - 
(rt - EtýH, t+l) (2.73) 





AO(Qac - 5) (2.76) 
a 
and a,, E [0,1] is the degree of forward financing of the wage bill. Consider a pure 
current inflation targeting rule of the form (2.68) with j= 9y = 0. Then from Batini 
et al. (2005a) we have the result: 
(a) If (1 - p)n > 'y there is either indeterminacy or instability. 
(b) If 2K > -y > (1 - p)K, then the system is stable and determinate for some range 
1 <O7" <9, r. 
(c) If ry > 2K, then any feedback 0,, >1 from current inflation leads to stability and 
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determinacy. 
Thus, a combination of a full cost channel effect a.. =1 and the complementarity 
of money and consumption (bn < 0) can lead to instability or indeterminacy. How- 
ever, in the absence of either a cost channel or non-separable utility effect, case (c) 
holds and any current interest rate rule results in stability and determinacy. Also, 
interest rate smoothing helps to induce determinacy, a result obtained in Batini et al. 
(2004) for both current and forward-looking inflation targeting rules. The intuition 
behind the former result is that with n>0, which holds if money and consumption 
are complements, supply and demand effects of nominal interest rate changes oper- 
ate in opposite directions, with the former undermining the stabilization effects of 
the latter. 
2.5 Bayesian Maximum Likelihood Methods 
We now turn to the estimation of the whole system (2.47)-(2.62) with the Taylor- 
type rule (2.68) by Bayesian methods, and compare variants of the model with 
and without a cost channel and non-separable utility effect. In short, the Bayesian 
maximum likelihood estimation enables us to estimate the parameters in a system 
framework. We extend the basic model discussed in section 2.2 by introducing 
further rigidities and frictions, following the influential papers of CEE and Smets 
and Wouters (2003), for example. In particular, we assume price and wage stick- 
iness, habit formation in consumption, adjustment costs in capital accumulation 
and variable capital utilization. The model is then estimated using seven macroe- 
conomic series as observable variables, augmented with seven orthogonal structural 
shocks capturing changes in technology and preferences, cost-push factors, and pol- 
icy shocks. With these additions, our benchmark model - without a cost channel and 
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with separable utility - is similar to the SW model, (Smets and Wouters (2003)), 
thus allowing us to conduct relevant empirical comparisons. We first present the 
extensions to the model, we discuss how to calibrate the parameter that measures 
non-separable utility and then analyse the estimation results. 
2.5.1 Data and Priors 
To estimate the system, we use seven macro-economic observables at quarterly 
frequency as in Smets and Wouters (2005) for the US. These are real GDP, real 
consumption, real investment, the GDP deflator, real wages, employment and the 
nominal interest rate. Since the variables in the model are measured as deviations 
from a constant steady state, the time series are simply detrended against a linear 
trend. The estimation results are based on a sample from 1970: 1 to 2004: 4 and 39 
observations are used to initialize the Kalman recursion. 
In order to implement Bayesian estimation, prior distributions for the param- 
eters must be defined. Firstly, seven of the structural parameters are kept fixed 
in the estimation procedure. As suggested by Adolfson et al. (2007), these param- 
eters can often be related to the steady state values of the observed variables in 
the model and are, therefore, calibrated so as to match their sample mean. Thus, 
the discount factor 0 is set to 0.99, which implies an annual steady state nominal 
interest rate of 4 percent. The depreciation rate 5 is set to 0.025, which implies 
an annual depreciation rate of 10% on capital. According to previous studies for 
the US economy, we assume the following implied steady state relationships: the 
consumption-output ratio cy is 0.56, the government spending-output ratio gy is 
0.20 and the investment-output ratio i, is 0.24. The labour share in production a 
is fixed to 0.36, which is a conventional value for the US and finally the wage mark- 
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up parameter Aw is set to 0.20 in all models, as this parameters is not identified. 
For the remainder of parameters, inverse gamma distributions are used as priors 
when non-negativity constraints are necessary, and beta distributions for fractions 
or probabilities. Normal distributions are used when more informative priors seem 
to be necessary. 
The prior means and distributions of these parameters can be found in Table 2.6 
in Appendix A and all priors are assumed to be the same across specifications. A 
common theme in papers estimating DSGE models is the difficulty in pinning down 
the parameter of labour supply elasticity 0, as inference on the inverse Frisch elas- 
ticity of labour supply has been found susceptible to model specifications, exhibiting 
wide posterior probability intervals. (Batini et al. (2006)). As a result, based on 
the values assumed in the real business cycle literature, we assume a normal distri- 
bution with mean 1.2 and standard deviation of 0.5 for the parameter 0. Following 
previous studies conducted for both closed and open economies, notably in Smets 
and Wouters (2005) and Levin et al. (2005), we use a beta distribution for the habit, 
price indexation and wage indexation parameters and set the means to 0.5 and stan- 
dard deviations to 0.15 for the indexation parameters and 0.2 for habit. Similarly, 
the risk aversion parameter, a, is assumed normally distributed and centered at 2.0 
with a standard deviation of 0.5. The Calvo coefficients, ew, e are assumed to 
be beta distributed with prior means of 0.5 and prior standard deviations of 0.2, 
implying that prices and wages are sticky for two quarters, given that the quarterly 
discount factor is calibrated to 0.99. For the degree of cost channel, ac, we use an 
intermediate value 0.5 as the mean and a beta distribution with standard deviation 
equal to 0.2. Finally, the prior means for the other parameters, including the co- 
efficients of the interest rate rule, the AR(1) shocks and their standard deviations 
are chosen in line with those in Smets and Wouters (2005) and Levin et al. (2005). 
6A, enters into the wage setting equation, where r7 = W 
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Next, a more detailed discussion is provided concerning the choice of prior for the 
non-separable utility parameter. 
Irt producer price inflation over interval [t - 1, t] 
rt nominal interest rate over, interval [t, t+1 
wrt = Wt -A real wage 
mct marginal cost 
mrs marginal rate of substitution between work and consumption 
l, employment 
xt capacity utilization 
kt end-of-period t capital stock 
it investment 
rK, t return on capital 
qt Tobin's Q 
ci consumption 
yt, yt output with sticky prices and flexi-prices 
of = yt - Yt output gap 
ui, t+i = Pau:, t + ei, t+l AR(1) processes for utility preference shocks, ui, t, i=C, L, I 
at+i = Paat + ea, t+l Aß(1) process for factor productivity shock, at 
9t+i =P 99t +e , t}l 
AR(1) process government spending shock, gt 
p discount parameter 
i,, rw indexation parameters 
hC habit parameter 
1-ý, 1- ýy, probability of a price, wage re-optimization 
a risk-aversion parameter 
disutility of labour supply parameter 
cP 
OF +V 
ö depreciation rate 
a share of capital 
TABLE 2.1: SUMMARY OF NOTATION IN CHAPTER 2 (VARIABLES IN DEVIATION 
FORM) 
2.5.2 Choice of Prior for d 
According to our model, this parameter is found from (2.55) - (2.57). Thus, we 
cannot identify both b and 0 as yet. However, we now show how observed data for 
real money balances as a proportion of consumption and estimates of the elasticity 
of the marginal utility of consumption with respect to total money balances (W, say) 
can be used to calibrate the preference parameters b and 0 in (2.55)-(2.57). Consider 
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the utility of the representative agent in the steady state: 
1-o B 
0-1 B- U= [b[(1- hc)C] + (1- b)M ] plus a term in labour supply (2.77) 
where M,. =p are real money balances. From the definition of c we have that 




Now let cz =C h1h° be the `effective-consumption'-real money balance ratio (al- 
lowing for external habit). Then differentiating (2.77), the elasticity of the marginal 
utility of consumption with respect to total money balances, ', is given by 
ZUcZ__1-cre (1-b) (2) Uc 0 (bcz-j1+1-b) . 79 
where we define range of plausible values of 7E [0,0.021. Since 'P >0 we impose 
on our calibration the property that money and consumption are complements. 
From the first-order conditions of the household in the zero-inflation steady state 
UM,. = Uc 1 +RR 
(2.80) 
1= ß(1 + R) (2.81) 
Differentiating (2.77) and using (2.78) and (2.80) we obtain 
b(1- ham) 
Cz_" (2.82) 1-b 
Thus, given o,, fl, hC, cz and 'Y, equations (2.78)-(2.82) can be solved for b and 0. 
Figure 2.1 shows calculations for these parameters for values: a=2,3, ß=0.99, 
7See Woodford (2003), chapter 2 for a discussion of this parameter. 
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hc = 0.5, and Mý =m= 0°-25 where my are money 
balances as a proportion of 
quarterly GDP. For 1E [0.0.02] we find a range -5n E [0,0.51. Our prior, -0.25 
is at the mid-point of this range. 
2.5.3 Posterior Estimates and Model Comparison 
The following four model variants were estimated: 
1. benchmark (SW) model: (b,, = a, = 0) 
2. J,, <0, a, =0. 
3. ac E (0,11, b = 0. 
4. acE(0,11, b<0. 
Table 2.2 reports the parameter estimates using the Bayesian methods described 
above. It summarizes posterior means of the studied parameters and 90% confidence 
intervals for the four specifications, as well as the posterior model odds. Overall, 
parameter estimates are plausible and reasonably robust across specifications. The 
results are generally similar to those of Levin et at. (2006) for the US. 
The estimation results of Model 3 and Model 4 show that the degree of cost 
channel, a,, is somewhat higher when the model also assumes that money and 
consumption in the household's utility is non-separable. However, we also note 
that the 90% confidence intervals do not include the baseline case of a, =1 and 
are much smaller than the estimates of a, reported in Ravenna and Walsh (2006) 
and Chowdhury et al. (2006). Also, note that unlike CEE, whether or not ac is 
included in the model has no effect on the magnitude of wage and price stickiness 
parameters (and therefore contract and price durations). Recall that CEE justified 
the inclusion of a cost channel on the grounds that without it, estimated durations 
were implausibly long. 
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6=2 
0.5 
-0.5 L 0 0.005 0.01 0.015 0.02 
a=3 
0.5 
-0.5 L 0 0.005 0.01 0.015 0.02 
FIGURE 2.1: CALIBRATION OF b, 0 AND ö, 
BAYESIAN MAXIMUM LIKELIHOOD METHODS 110 
The last row of Table 2.2 reports the posterior model odds, revealing that Model 
3 (with only the cost channel effect) slightly outperforms its three rivals with a 
posterior probability of 35%. This suggests that incorporating a cost channel seems 
to offer some improvements in terms of the model fitness to the data in the US 
economy. On the other hand, Model 2 (with only the non-separable utility effect) 
finds little support by the data. However, the differences in log marginal likelihoods 
or the posterior odds ratio are not substantive. For example, the log marginal 
likelihood difference between Model 3 and Model 2 is 0.68. As suggested by Kass 
and Raftery (1995), in order to choose Model 3 over Model 2, we need a prior 
probability over Model 3 1.97(= exp(0.68)) times larger than our prior probability 
over Model 2. This factor is believed to be small and therefore we are unable to 
conclude that Model 3 outperforms Model 2. Equivalently, in a Bayesian model 
comparison expressed in (1.47), a posterior Bayes factor B needs to be at least 3 
for there to be a positive evidence favouring Model Mj. As a result, we cannot find 
substantial evidence that the addition of a cost channel improves the ability of the 
benchmark model to explain US data. 
Figure 2.7 in Appendix C plots the prior and posterior distributions for the 
`best' model (Model 3). The location and the shape of the posterior distributions 
are largely independent of the priors we have selected since priors are broadly less 
informative. Most of the posterior distributions seem to be roughly symmetric 
implying that the mean and median coincide. According to Figure 2.7, there is little 
information in the data for some parameters where prior and posterior overlap. 
Notably, this is true for parameters sd(e,, ) and a,. 
For completeness we also present the posteriors and priors for Model 4 (Figure 
2.8 in Appendix C). We note that in all instances, posteriors bear considerable 
similarities to those in Model 3. This is not surprising given the reported results 
in Table 2.2. We also find it useful to compare the degree of cost channel in both 
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models (Figure 2.6 in Appendix C). While posteriors suggest that there is some 
information in the data to inform our estimates of c e, curves do not overlap 
each other), profiles do remain close to the priors. Indeed, the posteriors for both 
models are almost identical. 
Parameter Model 1 Modelt Model 3 Model 4 
S"(1) 3.60 [1.96: 5.01] 3.50 [1.85: 5.13] 3.72 [2.07: 5.28] 3.66 [1.97: 5.30] 
a 2.45 [1.91: 2.99] 2.49 [1.90: 3.10] 2.45 [1.91: 2.99] 2.58 [2.06: 3.12] 
hc 0.47 [0.31: 0.62] 0.50 [0.17: 0.83] 0.45 [0.30: 0.59] 0.50 [0.17: 0.83] 
0 1.64 [0.97: 2.25] 1.62 [0.99: 2.25] 1.58 [0.97: 2.21] 1.57 [0.93: 2.17] 
OF 1.55 [1.42: 1.69] 1.54 [1.41: 1.67] 1.55 [1.41: 1.68] 1.54 [1.41: 1.67] 
Vi 2.39 [1.82: 2.94] 2.39 [1.83: 2.97] 2.43 [1.85: 2.96] 2.40 [1.85: 3.01] 
ýw 0.90 [0.86: 0.94] 0.90 [0.87: 0.94] 0.89 [0.85: 0.94] 0.90 [0.86: 0.94] 
ýp 0.79 [0.73: 0.85] 0.79 [0.73: 0.85] 0.79 [0.73: 0.85] 0.79 [0.73: 0.85] 
ryw 0.70 [0.55: 0.87] 0.69 [0.54: 0.86] 0.70 [0.55: 0.87] 0.68 [0.52: 0.84] 
-yp 0.23 [0.08: 0.36] 0.23 [0.09: 0.36] 0.22 [0.09: 0.36] 0.23 [0.09: 0.37] 
ac - - 0.46 [0.20: 0.73] 0.49 [0.24: 0.75] 
J. - -0.37 [-0.51: -0.21) - -0.35 1-0.48: -0.22] 
0, 2.11 [1.65: 2.55] 2.02 [1.63: 2.41] 2.12 [1.62: 2.63] 2.08 [1.62: 2.54] 
011, 0.24 [0.13: 0.36] 0.23 [0.10: 0.36] 0.22 [0.11: 0.34] 0.21 [0.09: 0.33] 
Bo, 0.27 [0.20: 0.33] 0.28 [0.21: 0.35] 0.26 [0.19: 0.32] 0.27 [0.20: 0.34] 
p 0.80 [0.75: 0.86] 0.80 [0.75: 0.85] 0.81 [0.75: 0.86] 0.81 [0.76: 0.86] 
Pa 0.91 [0.87: 0.95] 0.91 [0.87: 0.95] 0.91 [0.86: 0.94] 0.90 [0.87: 0.94] 
pt 0.86 [0.72: 0.99] 0.84 [0.69: 0.99] 0.87 [0.72: 0.99] 0.86 [0.72: 0.99] 
PC 0.75 [0.58: 0.92] 0.81 [0.69: 0.96] 0.76 [0.61: 0.93] 0.80 [0.67: 0.94] 
p9 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 
PL 0.83 [0.65: 0.99] 0.82 [0.65: 0.99] 0.86 [0.70: 0.99] 0.84 [0.66: 0.99] 
Pi 0.95 [0.91: 0.99] 0.96 [0.91: 0.99] 0.95 [0.91: 0.99] 0.96 [0.93: 0.99] 
pp 0.86 [0.78: 0.94] 0.86 [0.78: 0.94] 0.85 [0.77: 0.94] 0.85 [0.78: 0.94] 
sd(ea) 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 
sd(e, r, 
) 0.07 [0.03: 0.11] 0.07 [0.03: 0.11] 0.07 [0.03: 0.12] 0.08 [0.03: 0.12] 
sd(ec) 2.11 [1.46: 2.74] 2.02 [1.36: 2.68] 1.96 [1.40: 2.49] 1.85 [1.29: 2.42] 
sd(e9) 1.49 [1.30: 1.67] 1.49 [1.30: 1.67] 1.47 [1.29: 1.66] 1.49 [1.30: 1.67] 
sd(EL) 1.97 [1.09: 2.82] 2.05 [1.07: 3.05] 1.96 [1.10: 2.73] 2.02 [1.11: 2.85] 
sd(ej) 0.46 [0.26: 0.67] 0.48 [0.27: 0.69] 0.41 [0.22: 0.60] 0.42 [0.23: 0.61] 
sd(er) 0.17 [0.13: 0.22] 0.16 [0.09: 0.22] 0.16 [0.12: 0.21] 0.15 [0.09: 0.21] 
sd(eq) 8.59 [4.92: 12.45] 8.45 [4.64: 13.40] 9.59 [5.01: 13.84] 9.48 [5.22: 13.76] 
sd(ep) 0.07 [0.05: 0.09] 0.07 [0.06: 0.09] 0.07 [0.05: 0.09] 0.07 [0.05: 0.09] 
sd(ew) 0.31 [0.27: 0.35] 0.31 [0.27: 0.35] 0.31 [0.27: 0.35] 0.31 [0.27: 0.35] 
Contract length" 4.76 4.76 4.76 4.76 
LL -457.85 - 458.29 -457.61 - 458.15 
Prob. 0.27 0.18 0.35 0.20 
TABLE 2.2: BAYESIAN POSTERIOR DISTRIBUTIONS 
8Contract length (price) is defined as 1 
(P 
. 
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2.5.4 Price Puzzle and Impulse Responses 
We now compare the estimated posterior impulse response functions (IRFs) of the 
estimated models. To focus the presentation, this exercise is only performed for 
Model 3 (cost channel) and Model 1 (benchmark SW). The aim is to investigate the 
impact of adding the cost channel feature in terms of the impulse response dynamics. 
The endogenous variables of interest are the observables in the estimation and each 
response is for a 40 period (10 years) horizon. In order to study the impact of 
imposing the cost channel effect on the IRFs, Figures 2.10-2.18 in Appendix D plot 
the mean responses corresponding to a positive one standard deviation of the shocks' 
innovation, together with the 10 and 90% posterior intervals. The IRFs show the 
level deviation of variables from their steady state. Note that adding a cost channel 
does not affect the impulse responses to the model shocks, as the differences between 
Model 3 and the benchmark SW model are very small. This again confirms the above 
finding that there is insufficient information in the data to support the presence of a 
cost channel. The results are found to be generally consistent with those in Rabanal 
(2007). If we restrict our attention to the case of an interest rate shock as shown 
in Figure 2.9 in Appendix D. The IRFs generated from such a shock strengthens 
the argument of there being insufficient information in the data to support the 
presence of a cost channel. We also note that our impulse responses are consistent 
with those of Rabanal (2007), who finds a zero posterior probability of observing an 
inflation increase following a monetary policy shock (price puzzle). In response to 
an exogenous policy tightening, our models predict a decline in output following a 
`hump shaped' response. This can be viewed as evidence of sizeable and persistent 
real effects of monetary policy shock captured by our models. 
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2.6 Model Validations 
2.6.1 Identifiability Checks 
In this section we propose two techniques, that are as complements, for determining 
identifiability in DSGE models. First, we study the identification of the parameters 
in the full model (Model 4) using Monte Carlo simulation techniques. Second, we 
detect identification problems by simply testing numerically the rank deficiency of 
the Hessian of the log-likelihood function with respect to the model parameters (i. e. 
Lee (YT 
, 
0) = 82 log L(ä 
T 10) 
>Canova and 
Sala (2006)9). This is feasible now since we 
are able to solve for the likelihood function numerically with the algorithms used 
in the above estimation and use numerical differentiation to compute the Hessian 
around particular parameter values. 
2.6.2 Monte Carlo Experiments 
We carry out a series of Monte Carlo experiments examining parameter identifiability 
in Model 4 (the model incorporated with the cost channel and nonseparable utility 
effects). In the experiments, using the log-linearized solutions as the data generating 
process, we generate 1000 artificial datasets of length T= 1200 for all the observable 
variables from the DSGE model. Each sample is initialized using different values 
from the variables. To limit the influence of the initial conditions, we discard the 
first 100 observations in each replication. We use two parameterizations in two 
experiments. In particular, we first simulate the data by imposing the prior means 
to the parameters for all the iterations. With all parameters assumed to be unknown 
we also draw randomly parameter values from their prior distributions and each 
9Notice that we apply this test to a full information estimation method (Maximum likelihood 
estimation) whereas they approach parameter identification from the perspective of a particular 
limited information estimation method, namely, impulse response matching. 
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Monte Carlo realization is based on one set of random parameter draws. We then 
re-estimate Model 4 on the artificial datasets generated in both experiments using 
Maximum Likelihood (ML) method for T= 200 and T= 1000 observations and ask 
whether the means (and standard deviations) of the ML estimates recover the DSGE 
model's priors. Using two sample sizes allows us to detect whether identification 
problems emerge just because of small samples. We think that one advantage of 
this technique is being completely independent from the nature or the size of the 
data used in estimation so that we can detect potential identification failures which 
are inherent in the model structure. The simulation and estimation results are then 
compared with the prior distributions and reported in Table 2.3. The results show 
that a number of deep parameters seem to have difficulties to get back the parameter 
prior values. Given the sizes of simulated dataset and estimation samples, these 
problematic parameters, which seem to exhibit relatively larger biases compared to 
the other structural parameters, are highlighted in Table 2.3 (parameters with the 
percentage deviations >_ 10%). Moreover, the overall convergence does not seem to 
be improved by using a larger data sample. As a result, it is perhaps clear that 
using the Bayesian method can help to `cover up' potential identification failures 
by imposing priors as means of introducing more curvatures into the likelihood 
functions. 
2.6.3 Rank of the Hessian 
According to an important recent contribution by Canova and Sala (2006) that 
studies exclusively identification issues in DSGE models, as an alternative way of 
'°We draw randomly 1000 parameter values from the parameter prior distributions and generate 
1000 artificial data observations of length T= 1200 based on the 1000 sets of parameter draws. 
Model 4 is re-estimated on the artificial datasets using Maximum Likelihood method for T= 200 
and T= 1000 observations. 
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Parameter Prior Parameterization 111 
T=200 T= 1000 T=200 T =1000 
mean stderr mean stderr mean stderr bias %deviation bias %deviation 
pa 0.85 2.00 0.88 0.09 0.88 0.09 0.03 0.03 0.03 0.03 
px, 0.85 2.00 0.87 0.14 0.87 0.13 0.02 0.02 0.02 0.03 
PC 0.85 0.10 0.85 0.11 0.86 0.11 0.00 0.00 0.01 0.01 
pe 0.85 0.10 0.87 0.10 0.87 0.09 0.02 0.02 0.02 0.02 
PL 0.85 0.10 0.86 0.12 0.86 0.12 0.01 0.02 0.01 0.02 
pl 0.85 0.10 0.55 0.32 0.63 0.31 0.30 0.35 0.22 0.26 
pp 0.50 0.15 0.48 0.16 0.49 0.15 0.02 0.04 0.01 0.02 
S"(1) 4.00 1.50 5.07 0.99 4.94 1.23 1.07 0.27 0.94 0.23 
0 2.00 0.50 2.13 0.26 2.10 0.25 0.13 0.06 0.10 0.05 
he 0.50 0.20 0.47 0.20 0.47 0.20 0.03 0.06 0.03 0.05 
0 1.20 0.50 1.31 0.39 1.30 0.33 0.11 0.09 0.10 0.08 
OF 1.45 0.13 1.47 0.07 1.46 0.05 0.02 0.01 0.01 0.00 
1.00 0.50 1.69 0.64 1.52 0.64 0.69 0.69 0.52 0.52 
ýw 0.50 0.20 0.57 0.19 0.57 0.19 0.07 0.13 0.07 0.13 
ýp 0.50 0.20 0.55 0.21 0.56 0.21 0.05 0.10 0.06 0.12 
-fw 0.50 0.15 0.52 0.15 0.51 0.15 0.02 0.03 0.01 0.02 
yp 0.50 0.15 0.48 0.16 0.48 0.16 0.02 0.04 0.02 0.04 
«c 0.50 0.20 0.32 0.19 0.30 0.17 0.18 0.35 0.20 0.40 
J. 0.25 0.10 0.25 0.22 0.24 0.21 0.00 0.01 0.01 0.02 
0" 2.00 0.50 2.12 0.27 2.08 0.24 0.12 0.06 0.08 0.04 
00 0.20 0.10 0.23 0.10 0.23 0.10 0.03 0.16 0.03 0.17 
00,0.25 0.25 0.31 0.25 0.30 0.24 0.06 0.26 0.05 0.20 
p 0.80 0.10 0.80 0.10 0.79 0.10 0.00 0.01 0.01 0.01 
Note that bias is measured as the absolute value of the difference between the prior 
bias mean and the mean of ML estimates for each parameter and %deviation = priormean' 
TABLE 2.3: ML ESTIMATION (MODEL 4) BASED ON MONTE CARLO REALIZA- 
TIONS 
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detecting identification, numerically computing the Hessian of the objective func- 
tion around particular parameter values and calculating the size of its eigenvalues 
can give more formal indications on how flat or how information deficient the objec- 
tive function is locally. In this subsection, we approach parameter identification 
by simply testing the rank deficiency of the Hessian of the log-likelihood func- 
tion from the perspective of a full information estimation method (L90 (YT, 0) = 
02 tog L (YT J8)) The obvious advantage of this technique is simplicity. For exam- WWI 
ple, if the Hessian does not possess full rank, one of its eigenvalue is zero and 
at least one parameter is underidentified. If the rank of the Hessian is close to 
be deficient, one or more of its eigenvalues are close to zero and either weak or 
partial identification problems or both are likely to be present (Canova and Sala 
(2006)). In Model 4, we find the rank of the Hessian to be 33, exactly equals 
the number of structural parameters and shock standard deviations estimated, 0= 
[S"(1), o, hc, 01 OFv 0, ýW, SP, TW, 'YP, sn, ac, 0ae PA 0Ow, eDy, Pa, PAre, PC, Pg PL, PI9 PP9 sd(Ea), 
sd(e.. ), sd(ec), sd(eq), sd(EL), sd(ej), sd(Er), sd(eq), sd(ep), sd(ew)], and that its small- 
est eigenvalue is 0.142. It seems, from the simple approach, that no parameter, when 
combined with the full information evaluation, is underidentified and responsible for 
leading to objective functions with flat surfaces locally. This reconfirms that the 
prior distributions from the seemingly underidentified parameters detected above, 
including the cost channel effect a,, play important roles in influencing estimation 
and thus the cost channel effect is only weakly supported by the data. 
However there are several drawbacks to this approach. First it studies identifi- 
cation only in the neighborhood of a particular set in the parameter space where 
perhaps only local identifiability is achieved given the data information and the 
unique likelihood values evaluated locally. The second drawback is that we can- 
not distinguish between the model structure and the data, as sources of identifica- 
tion problems. Identification being achieved when a full information approach is 
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used simply does not imply identification for any alternative estimation method. 
Moveover, as mentioned in Chapter 1, a numerical approximation of the Hessian 
could be inaccurate as it is known that numerical differentiation could be very im- 
precise for highly non-linear functions (i. e. DSGE models). 
Overall, these checks suggest that identifiability in our DSGE model (an exten- 
sion of SW Model) as a whole is generally weak for much of the parameter space 
and the problem is largely embedded in the structure of the model (which deter- 
mines a number of parameters responsible for that). It seems that using a larger 
sample (more informative) does not provide the solution to the problem. Since the 
estimates are likely to be strongly influenced by the prior distribution, one should 
interpret estimated DSGE models and use them for policy analysis with caution. 
2.6.4 Identifiability and Stability Analysis Using GSA 
As suggested by Ratto and Pagano (2007), this subsection, using the screening de- 
signs in the GSA toolbox, `screens' a set sensitivity measures for each structural 
parameters for each set of aggregate measures of the DSGE model's key synthetic 
characteristics. As noted, these characteristics include the short run dynamics like 
the half-life measures of speed of adjustment, long run restrictions such as the steady 
state gains, as well as some model's theoretical moments such as variance decompo- 
sition, cross correlations and auto-correlations. This screening analysis has impor- 
tant potential for ex-ante identification of DSGE models. Recalling that the Morris 
method indicates that the statistic, µ* (d; ), reveals the influence of parameter O on 
the model output. The larger the value of p*(di), the more important the parameter, 
O i, in affecting the output and the more sensitive the parameter is. 
In this exercise, the number of trajectories in the Morris design is set to be 50 (i. e. 
r= 50). A sensitivity analysis for all the structural parameters is conducted using 
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the Morris perturbation method. The synthetic bar charts in Figures 2.3-4 show 
how sensitive each structural parameter in mapping those key characteristics and 
thus which parameters are mostly to be less identifiable. As the bar charts represent 
the entire distribution of sensitivity indices for each parameter, the procedure uses 
a box-and-whisker plot (Tukey (1977)) which is a convenient way of graphically 
depicting groups of numerical computations through the 5 key statistical summaries 
that are the smallest non-outlier observation, lower quartile (25% quartile), median 
(50% quartile), upper quartile (75% quartile), and largest non-outlier observation. 
These are all characterized by the height of blue boxes (and their central) and the 
dashed lines (the lower `whisker' and upper `whisker'). Moreover, when a parameter 
has very small sensitivity for most of one model output but has some significant 
sensitivity spots for only a few of them, these `outliers' can go beyond the maximum 
width of the two whiskers and are marked with the red dots. 
The analysis compares the identifiability in Models 4 and 1, i. e. the models 
with and without the cost channel and non-separable utility mechanisms. We find 
that, in Model 4, the candidates suggested by the GSA (Morris screening) analysis 
for the potential lack of identification are (in order): hc, 'yw, 80*, 'yp, i, ac (they 
have relatively small lower and upper quartiles overall: the largest 75% quartile not 
over 0.2). Five of them were found to have difficulties to get back the parameter 
prior values in the above Monte Carlo experiment. It is surprising to spot that 
the habit parameter is non-identifiable and non-influent in Model 4 (as it is found 
to have zero `whiskers' in all outputs) considered that this parameter was found 
empirically important to be included to improve the model fit to the data and to 
explain the persistence. If we try to exclude the suspicious cost channel and utility 
non-separability and conduct a screening on the resulting Model 1, the candidates for 
the potential lack of identification are now (in order): 90*, ryw, yp, 'O. Note that the 
identifiability of the habit parameter is now improved substantially and the overall 
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identification is also improved (in terms of the higher quartiles and `whiskers'). 
Overall the identifiability (or the sensitivity in affecting the model outputs) of the 
structural parameters in our DSGE models is not generally strong. Nevertheless, the 
importance of the analysis in this section is to provide a general-to-specific model 
selection scheme to determine if a model (like Model 4) may be simplified to improve 
its performance without taking it to the data and which parameters may be dropped 
in order to improve the identifiability of other parameters. The aim is to obtain a 
parameterization which allows to maximally exploit the information content of the 
data. 
Figure 2.20 in Appendix E shows the Smirnov test with the cumulative distri- 
butions for the parameters in Model 4, indicating the parameters responsible for 
rejecting the null hypothesis. The test results show that, given the parameter's 
MC samples from the prior ranges (the solid curves represent the cdf's of the prior 
samples), the occurrence of an indeterminacy behaviour is attributed by the param- 
eters o, cF, 0, ac, bn (panel a) and 5 also drives the model instability. The fact 
that the dotted curves are shifted implies that a determinant or stable behaviour 
should occur more likely for smaller (shifted left) to larger (shifted right) values. 
According to Ratto (2008), a correlation analysis is helpful to better understand 
the indeterminacy or instability behaviour of the model by plotting, in Figure 2.19, 
the bi-dimensional project of the B subset (the target behaviour) onto the (J, ac) 
plane. The blue dot area identifies the region of (i. e. the parameters values of 5n, 
ac and the interaction of them that are more likely to drive model indeterminacy 
or instability). For example, if ac > 0.5, the model will have an unacceptable be- 
haviour for any value of 5a between 0 to -1.5. Recalling the estimation results above, 
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2.6.5 Sensitivity of Priors 
This section evaluates the performance of the estimated models. In particular, we 
first re-estimate Models 2 and 3 under several alternative prior distributions imposed 
on some key parameters (namely, a, and ö,, ) in order to assess the sensitivity of 
our model estimates (and the overall model performance) to the choice of prior 
distribution. We finally evaluate the `best' model (Model 3) through the comparison 
with Bayesian-VAR (BVAR) models. 
Imposing Alternative Priors 
The new estimation results are presented in Table 2.7 in Appendix B. First, we test 
Model 2 by replacing the Gamma prior of the separable utility parameter, Sn by 
the `Diffuse-Sn, ' prior. In particular, we make the prior less informative by changing 
it to uniform (-0.5,0.5) distribution, since we are uncertain about the value of 
this parameter. We find that the posteriors are relatively insensitive to the change. 
Notably, the posterior mean of S,, changes from -0.37 to -0.41 even if 'Diffuse-J, " 
relaxes the restriction that -S, is positive. Moreover, this model performs as well 
as Model 2 with the original prior, in terms of the log marginal likelihoods. 
As a robustness check to our estimation of the cost channel parameter, a,, we 
also re-estimate a number of variants of Model 3 by imposing different restrictions 
on this parameter. First, we use the `Diffuse-as' prior which replaces its Beta prior 
by the less informative uniform (0,1) distribution (similar to Rabanal (2007)). We 
now find that the posteriors are sensitive to this change. In particular, the new 
estimate of a, becomes 0 and the log marginal likelihood deteriorates significantly. 
Following CEE, we then impose the restriction that a, =1 in Model 3, which implies 
a full cost channel, in which all firms need to borrow to pay for their wage bills. 
As discussed in section 3, a cost channel with a current interest rate rule could 
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lead to indeterminacy. Indeed, we do find that there is indeterminacy in the richer 
model when the full cost channel is imposed and hence we are unable to obtain any 
parameter estimates for that case. Imposing cr = 0.8 eventually yields determinacy 
of the equilibrium of the modified Model 3, but the model's marginal likelihood of 
-476.83 suggests that this model fails to compete with all previous models. Overall, 
we conclude that our prior distributions, especially on a, play an important role in 
estimation and that imposing higher degrees of cost channel in the estimation leads 
to indeterminacy for all parameter values in our system or worsens the fit of the 
model to the data. These checks seem to confirm that there is at best weak support 
for the presence of a cost channel for monetary policyll 
2.6.6 Moments Analysis 
To assess the contributions of the cost channel and non-separable utility mecha- 
nisms in our estimated model variants, we compute some selected second moments 
and present the results in this subsection. Table 2.4 presents the second moments 
implied by the above estimations and compares with those in the actual data. In 
particular, we compute these model implied statistics by simulating the models at 
the posterior means obtained from estimation. The models are simulated by us- 
ing 10000 series with 10000 periods. The first 1000 observations are dropped to 
eliminate the possible effect of initial conditions and an HP filter is applied before 
computing the moments to eliminate the possible trends. The results of model's 
second moments are compared with the second moments in the actual data to eval- 
uate model's empirical performance for all model variants. The main purpose of 
11 Alternatively, we also experiment on estimating the parameter b directly in order to derive an 
estimate of b,, for Models 2 and 4. Notice that Ön is defined by b = ß(1 -, 6)-1(aO - 1)(1 - bl); e 
C11 = 
(b bi 8 is set to be 0.3; ß is 0.99. In this analysis, b is either assumed 
b+(1-b)a lI 
beta distributed with prior mean of 0.5 and prior standard deviation of 0.2 or imposed to be 1 so 
that the effect of ö,, in the models is minimum. The results are reported in Table 2.8 and Figure 
2.6 and are generally consistent with findings in this subsection. 
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this analysis is understand why the model with particular features outperforms its 
rivals in terms of the Bayes factor comparison. 
In terms of the standard deviations, all models generate relative high volatility 
compared to the actual data. In line with the Bayesian comparison, Model 3 (adding 
the cost channel) seems to fit better the data in terms of implied volatility, getting 
closer to the data in this dimension. All model variants can successfully replicate the 
stylized facts in the business cycle research, that investment is more volatile than 
output whereas consumption is less volatile than output. Overall, the estimated 
models are able to reproduce acceptable volatility for the main variables of the 
DSGE model. All models appear to match well the autocorrelations (order=1) 
of all the endogenous variables and are able to exhibit some degree of inflation 
persistence observed in the data at longer lags (Figure 2.4). Table 2.4 also reports 
the cross-correlations of the 6 observable variables vis-a-vis output. Overall, all 
models perform quite well in generating a positive contemporaneous consumption- 
output correlation. The employment-output correlations are very close to those 
of the data. The models predicting counterfactual correlations seem to add too 
stringent cross-equation restrictions that are not supported by the actual data (the 
nominal interest rate, inflation and real wage). The models seem to have problem 
in replicating the negative contemporaneous cross-relation between inflation and 
output as Smets and Wouters (2003) find that the implied cross-correlations with 
the interest rate and inflation do not seem to be fully satisfactory. Overall, Bayesian 
Maximum-likelihood based methods suggest that all the implications of each model 
for fitting the data are contained in their likelihood functions. The results from 
comparing second moments suggest that Model 3, which is the most favoured model 
according to the data and likelihood criterion, seems to deliver a better fit to most 
features of the actual data. It is worth noting that the differences in the model 
simulated second moments among the 4 competing variants are not substantial. 
MODEL VALIDATIONS 125 
Standard Deviation 
Model Output Inflation Interest rate Consumption Employment Investment Real wages 
Data 4.99 0.62 0.74 4.06 4.05 8.96 2.56 
Modell 6.25 1.05 1.19 4.79 5.16 12.20 3.26 
Model 2 6.41 1.04 1.12 4.96 5.11 11.50 3.31 
Model 3 6.15 1.04 1.17 4.32 5.13 10.40 3.28 
Model 4 6.24 0.97 1.12 4.35 2.16 10.79 3.33 
Cross-correlation with Output 
Data 1.00 -0.22 -0.36 0.88 0.82 0.68 -0.004 
Modell 1.00 0.08 0.17 0.53 0.81 0.88 0.44 
Model 2 1.00 0.20 0.27 0.52 0.78 0.89 0.42 
Model 3 1.00 0.13 0.20 0.56 0.82 0.90 0.46 
Model 4 1.00 0.22 0.28 0.54 0.80 0.87 0.43 
Autocorrelations (Order=1) 
Data 0.96 0.85 0.94 0.98 0.97 0.92 0.96 
Model 1 0.98 0.95 0.96 0.98 0.97 0.93 0.98 
Modelt 0.98 0.95 0.92 0.98 0.97 0.95 0.98 
Model 3 0.97 0.94 0.95 0.98 0.97 0.91 0.98 
Model 4 0.98 0.94 0.96 0.98 0.98 0.98 0.98 
TABLE 2.4: SELECTED SECOND MOMENTS OF THE MODEL VARIANTS 
To further illustrate how the estimated models capture the data statistics we plot 
the unconditional autocorrelations of the actual data and those of the endogenous 
variables generated by the 4 model variants in Figure 2.4. In general, all models 
match reasonably well the autocorrelations shown in the data within a shorter pe- 
riod horizon and our `best' model, Model 3, does a slightly better job at matching 
the autocorrelations particularly in the observable output, consumption, nominal 
interest rate and employment. The data report that all variables are positively and 
very significantly autocorrelated over short horizons. At a lag of one quarter, all the 
estimated models are able to generate the observed autocorrelations, but at lags of 
2 and 3 quarters, the model simulated autocorrelations are greater than those of the 
sample, particularly for the wage rate, investment and inflation. When it comes to 
matching output, all models do a better job, getting closer to the observed output 
persistence. 
The obtained first-order autocorrelation for inflation is around 0.95, compared to 
the observed 0.85, suggesting that the DSGE models are able to account for the high 
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inflation persistence observed in the data. The models generate much sluggishness 
in the inflation rate and are less able to match the inflation autocorrelation observed 
in the data from the second lag onwards. Nevertheless, with stickiness in the models 
and highly correlated price markup shocks estimated, inflation persistence can be 
captured and addressed using the DSGE models. 
In addition, all the implied autocorrelogram generated by the 4 model variants 
are very similar. Overall, the above results from the moment analysis suggest that 
the DSGE model variants are able to capture some main features of US data (in- 
cluding the observed inflation persistence) and strengthen the argument that the 
presence of the cost channel in our model helps to improve model fit to data, but 
confirms that the evidence in supporting either the cost channel or the non-separable 
utility is rather weak. 
2.6.7 Cross-Validation with Bayesian VARs 
BVAR with Minnesota Priors 
Finally, we evaluate our estimated models by comparing them with reduced-form 
BVARs of lag order 1 to 8, estimated under Minnesota-type prior distributions12(see 
Doan et al. (1984) and Sims and Zha (1998)). As suggested by Schorfheide (2000) it 
is desirable to compare the fit of the estimated DSGE model with the one resulting 
from the estimation of a more densely parameterized and less restrictive reference 
framework, which is usually taken to be a Bayesian Vector Autoregression (BVAR). 
Comparing the fit of the model with a BVAR permits, for instance, an evaluation of 
how useful a DSGE model might be in formulating policy and forecasting. Follow- 
ing Sims and Zha (2005) this analysis uses a symmetrized version of the Minnesota 
prior and include dummy priors for the own persistence of the data. The marginal 
12We find the comparison with B-VAR more useful, as standard VAR models tend to perform 
poorly because of over-parametrization. 
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FIGURE 2.4: AUTOCORRELATIONS OF OBSERVABLES IN THE ACTUAL DATA AND 
IN THE ESTIMATED 'MODELS 
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likelihood permits comparing the BVARs at various lag lengths. Closed form so- 
lutions for the marginal likelihood of a BVAR can be implemented with MATLAB 
programmes written by Chris Sims. 13 
It compares the DSGE model with BVARs estimated under Minnesota-type prior 
distributions where the prior distribution over the parameters of a VAR(p) is im- 
plemented based on dummy observations that take into account the degree of per- 
sistence and cointegration in the variables. We report the marginal likelihood of 
BVARs14 compared with that of Model 3 in Table 2.5. The hyperparameter T is the 
Minnesota prior weight, which controls the overall tightness of the prior distribu- 
tions. Larger values imply a small prior covariance matrix and that more parameter 
estimates are tilted towards the prior mean. Overall, for all the choices of T, the 
DSGE model (Model 3) clearly dominates all the VAR models suggested by the 
marginal likelihood. The best VAR model (BVAR(7) with r= 10) does almost as 
well as the DSGE models. The results show that our DSGE models (including the 
benchmark model and Model 3) are able to capture the main features of the US 
data, although the support from the data for the cost channel effect is weak. But 
the robustness of the results may depend on different prior assumptions in both the 
DSGE and the BVAR as the marginal data density of the BVARs is quite sensitive 
to the choice of r. Hence one should be careful when interpreting the model fit if 
the DSGE model is supposed to be evaluated based on VAR estimates. 
13Coding is available from Sims' homepage: http: //www. princeton. edu/ Sims/ 
14The period 1960: 1-1969: 4 is used as a training sample from where the likelihood of observations 
is extracted to construct the prior. As pointed out by Sims (2003), the use of a training sample prior 
as well as the dummy observations prior is important in order to standardize the prior distribution 
across widely different models. 
15Orders of the VARs in parentheses and all models are estimated on the same data set. The 
hyperparameter r is Minnesota prior weight which controls the overall tightness of the prior dis- 
tributions (Dummy observations prior, see Doan et at. (1984)). Larger values imply a small prior 
covariance matrix. The specification of the dummy observations and the computation of the 
marginal likelihood for VARs are implemented with Chris Sims' MATLAB codes. Finally, in the 
last column, the period 1960: 1-1969: 4 is used as a training sample from where the likelihood of 
observations is extracted to construct the prior. 
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DSGE & BVAR(p) 
r=3 r=5 
Marginal likelihood 
r= 10 r= 10(training sample prior) 15 
Model 3 -457.61 -457.61 -457.61 -457.61 
BVAR(1) -649.8971 -650.0000 -650.0438 -691.3337 
BVAR(2) -602.9298 -588.2254 -577.0215 -497.2416 
BVAR(3) -566.1362 -546.7364 -538.9561 -484.3519 
BVAR(4) -553.7171 -530.9618 -523.3115 -473.4199 
BVAR(5) -537.4490 -516.7377 -507.8429 -469.0677 
BVAR(6) -541.2353 -517.5515 -506.3430 -467.0380 
BVAR(7) -508.2933 -491.0519 -483.7892 -461.5951 
BVAR(8) -515.3066 -495.6438 -486.4022 -461.9674 
TABLE 2.5: MARGINAL LIKELIHOOD: VAR MODELS VS. DSGE MODELS 
BVAR with DSGE Priors 
As an alternative way of validating the model performance, this subsection compares 
the estimated DSGE model and VAR model in terms of matching their impulse 
responses. Careful construction of VAR prior (or restricting VARs) is crucial because 
matching impulse responses in the data and in the model requires the identification 
restrictions imposed on the VAR are consistent and compatible with the theoretical 
model. This approach is proposed by Del Negro and Schorfheide (2004), where they 
use a simple New Keynesian DSGE model as a prior for a VAR and they find the 
resulting model (the so-called `DSGE-VAR') can be useful for policy analysis. 
Details on the algorithm used to implement this DSGE-VAR are relegated to 
Chapter 1. We fit our DSGE-VAR to the same data set used to estimate the DSGE 
models. We consider a VAR with 4 lags as in the existing literature the lag length 
has always been set to 4 (see e. g., Adolfson et al. (2007b) and Del Negro et al. 
(2007a))16 Our choice of the optimal A is 1.5 and this is found by estimating the 
parameter as one of the deep parameters17. This implies that the mixed sample 
16The choice of the lag length maximizes the marginal data density associated with the DSGE- 
VAR(ä). 
17Alternatively, we compare different BVAR-DSGE models using the estimates of the marginal 
density without checking that the MH algorithm achieved convergence. We iterate over a grid 
that contains the values of A= [0.1; 0.2; 0.3; 0.4; 0.5; 0.75; 1; 1.5; 2; 5; 10], we find that A=1.5 has 
the highest posterior probability. Overall, DSGE-VAR(4) with A=1.5 has highest posterior 
probability. 
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that is used to estimate the VAR has slightly higher weight on the DSGE model 
(artificial observations) than on the VAR (actual observations). 
Figure 2.5 plots the impulse response functions with respect to the model shocks 
of the 7 observable variables. Each plot shows the DSGE-VAR responses and the 
best-fitting DSGE model (Model 3) responses and the corresponding error bands 
for a 20-quarter horizon. The dashed lines are the first, fifth (i. e. the median) and 
ninth posterior deciles of the DSGE-VAR's IRFs, the bold dark curve is the posterior 
median of the DSGE's IRFs and the shaded surface covers the space between the first 
and ninth posterior deciles of the DSGE's IRFs. We find that the sign and magnitude 
of the DSGE and DSGE-VAR impulse responses are quite similar implying that the 
DSGE model seems to mimic the VAR model in, at least, some dimensions. Again 
this reconfirms that the estimated DSGE model (Model 3) seems to be able to 
capture the main features of the US data. The overall impact of the model dynamics 
can be broadly described using the estimated impulse responses. 
2.7 Conclusions 
Are direct supply-side effects of monetary policy relevant? Potentially, they are, 
but empirically, that does not seem to be the case. We have derived the theoretical 
implications of assuming a cost channel and non-separable utility between consump- 
tion and money, namely for the output-inflation trade-off, the optimal inflation path 
for the Ramsey planner for the determinacy of interest rate rules. To tackle this 
issue empirically, we resort to system-estimation Bayesian techniques. The results 
arising from both estimation strategies provide weak support for the presence of a 
cost channel for monetary policy. While it is true that Bayesian estimation favours a 
model with the cost channel, the improvements in model fit are not sufficiently com- 
pelling. Furthermore, evidence for the non-separability of money and consumption 
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in the utility of the representative household is also weak. In the Bayesian estima- 
tion, there appears to be very little information in the data about ýW and J,,. Our 
paper shows that, once appropriate methods are put to use, previous contradictions 
in the literature seem to vanish. 
Note, however, that we do not claim that these supply-side effects are nonex- 
istent. What we show is that, for the period considered, they seem to be small, 
possibly outweighed by traditional demand-side effects. It may well be the case that 
supply-side effects become more acute depending on the phase on the business cycle, 
but are then averaged out when longer periods are considered. It is also conceivable 
that these channels become more relevant in developing economies, with a less stable 
history of inflation and less efficient financial markets. This, in turn, has implica- 
tions for optimal policy and for the gains from international policy coordination, see 
for example Coto-Martinez (2007). Thus, further investigation of these issues is still 
worthwhile. 
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2. A Prior Distributions 
Parameter notation prior mean density prior sd. 
Investment adjustment S"(1) 4.00 normal 1.50 
Risk aversion a 2.00 normal 0.50 
Domestic consumption habit he 0.50 beta 0.20 
Elasticity of disutility (labour) 0 1.20 normal 0.50 
Fixed cost OF 1.45 normal 0.125 
Capital utilisation 1i 1.00 normal 0.50 
Calvo wages £iy 0.50 beta 0.20 
Calvo prices £P 0.50 beta 0.20 
Wage indexation yW 0.50 beta 0.15 
Price indexation ryP 0.50 beta 0.15 
Separable utility effect 6. -0.25 gamma 0.10 
Degree of cost channel ac 0.50 beta 0.20 
Int. rate rule-inflation gap (-1) 0" 2.00 normal 0.50 
Int. rate rule-inflation growth Bo, 0.20 normal 0.10 
Int. rate rule-output gap growth Bo 0.25 gamma 0.25 
Int. rate rule-smoothing p 0.80 beta 0.10 
AR(1) coef. -technology pa 0.85 beta 0.10 
AR(1) coef. -inflation objective Art 0.85 beta 0.10 
AR(1) coef. -preference PC 0.85 beta 0.10 
AR(1) coef. -government p9 0.85 beta 0.10 
AR(1) coef. -labour supply PL 0.85 beta 0.10 
AR(1) coef. -investment pr 0.85 beta 0.10 
AR(1) coef. -markup shock pp 0.50 beta 0.15 
Sd. of shock sd(ea) 0.60 inv. gamma 2.00 
Sd. of shock sd(e,, t) 
0.10 inv. gamma 10.0 
Sd. of shock sd(ec) 2.00 inv. gamma 2.00 
Sd. of shock sd(E9) 1.67 inv. gamma 2.00 
Sd. of shock sd(eL) 3.00 inv. gamma 2.00 
Sd. of shock sd(el) 0.10 inv. gamma 2.00 
Sd. of shock (interest rate) sd(e,. ) 0.10 inv. gamma 2.00 
Sd. of shock (equity premium) sd(cQ) 5.00 inv. gamma 2.00 
Sd. of shock (price markup) sd(ep) 0.20 inv. gamma 2.00 
Sd. of shock (wage markup) sd(ew) 0.20 inv. gamma 2.00 
TABLE 2.6: PRIOR DISTRIBUTIONS 
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2. B Robustness Checks 





a, = 1.0 
Model 3 Model 3 
ac = 0.9 a, = 0.8 
S"(1) 3.49 [1.80: 5.08] 4.52 [4.36: 4.63] - - 2.38 [2.20: 2.58] 
a 2.56 [2.01: 3.11] 2.29 [2.03: 2.76] - - 2.28 [2.09: 2.49] 
he 0.50 [0.18: 0.84] 0.48 [0.39: 0.58] - - 0.30 [0.27: 0.32] 
0 1.57 [0.90: 2.23] 1.56 [1.47: 1.64] - - 1.35 [1.33: 1.36] 
OF 1.55 [1.41: 1.68] 1.56 [1.54: 1.58] - - 1.42 [1.41: 1.44] 
1i 2.39 [1.79: 2.96] 2.41 [2.15: 2.83] - - 2.36 [2.35: 2.38] 
ýw 0.88 [0.81: 0.94] 0.82 [0.80: 0.84] - - 0.75 [0.52: 0.94] 
& 0.78 [0.73: 0.85] 0.77 [0.76: 0.79] - - 0.77 [0.70: 0.84] 
yw 0.68 [0.51: 0.86] 0.62 [0.59: 0.64] - - 0.61 [0.38: 0.84] 
ryP 0.22 [0.09: 0.35] 0.18 [0.18: 0.19] - - 0.23 [0.08: 0.35] 
ar 0.00 [0.00,0.00] 1.0 0.9 0.8 
b -0.41 [-0.50: -0.32] - - -- 
B1, 2.09 [1.65: 2.54] 2.33 [2.33: 2.34] - - 2.40 [1.70: 3.00] 
0o 0.24 [0.12: 0.35] 0.29 [0.29: 0.30] - - 0.22 [0.08: 0.33] 
Bo 0.28 [0.21: 0.35] 0.29 [0.29: 0.29] - - 0.32 [0.25: 0.39] 
p 0.80 [0.74: 0.85] 0.77 [0.77: 0.77] - - 0.78 [0.71: 0.85] 
P', 0.90 [0.87: 0.95] 0.88 [0.84: 0.90] - - 0.90 [0.86: 0.94] 
pvt 0.87 [0.73: 0.99] 0.95 [0.92: 0.98] - - 0.93 [0.87: 0.99] 
PC 0.78 [0.64: 0.92] 0.81 [0.75: 0.89] - - 0.81 [0.70: 0.92] 
P9 0.95 [0.92: 0.99] 0.95 [0.94: 0.98] - - 0.95 [0.92: 0.99] 
PL 0.86 [0.69: 0.99] 0.98 [0.97: 0.99] - - 0.94 [0.87: 0.99] 
P1 0.95 [0.89: 0.99] 0.83 [0.78: 0.90] - - 0.93 [0.88: 0.99] 
pp 0.86 [0.78: 0.94] 0.89 [0.87: 0.92] - - 0.83 [0.74: 0.93] 
sd(E0) 0.35 [0.30: 0.39] 0.35 [0.31: 0.38] - - 0.36 [0.32: 0.41] 
sd(e, rt) 0.08 [0.02: 0.15] 0.09 [0.05: 0.11] - - 0.11 [0.04: 0.17] 
sd(ec) 1.97 [1.41: 2.53] 2.04 [1.80: 2.27] - - 1.41 [1.00: 1.80] 
sd(E9) 1.48 [1.31: 1.66] 1.50 [1.35: 1.63] - - 1.48 [1.30: 1.64] 
sd(EL) 1.94 [1.16: 2.71] 1.82 [1.33: 2.23] - - 2.00 [1.30: 2.55] 
sd(el) 0.47 [0.24: 0.69] 0.47 [0.32: 0.60] - - 0.44 [0.28: 0.57] 
sd(e, ) 0.17 [0.13: 0.22] 0.17 [0.15: 0.19] - - 0.11 [0.03: 0.17] 
sd(EQ) 8.56 [4.24: 12.40] 9.50 [7.43: 11.76] - - 6.68 [5.53: 7.91] 
sd(ep) 0.07 [0.05: 0.09] 0.07 [0.06: 0.08] - - 0.08 [0.06: 0.11] 
sd(ew) 0.31 [0.27: 0.35] 0.31 [0.29: 0.33] - - 0.30 [0.26: 0.35] 
LL -458.56 -556.38 NA NA -476.83 Indeterminacy19 Indeterminacy 
TABLE 2.7: ESTIMATION UNDER ALTERNATIVE PRIORS 
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S11(1) 3.66 [1.97: 5.27] 3.49 [1.96: 5.02] 3.87 [2.09: 5.60] 3.65 [2.01: 5.22] 
or 2.66 [2.11: 3.18] 2.45 [1.91: 2.98] 2.67 [2.10: 3.19] 2.49 [1.91: 3.03] 
hC 0.46 [0.32: 0.61] 0.48 [0.33: 0.63] 0.43 [0.28: 0.59] 0.45 [0.30: 0.59] 
0 1.58 [0.94: 2.24] 1.59 [0.94: 2.22] 1.56 [0.92: 2.26] 1.48 [0.86: 2.10] 
OF 1.55 [1.42: 1.69] 1.56 [1.42: 1.68] 1.56 [1.43: 1.70] 1.56 [1.44: 1.70] 
0 2.38 [1.83: 2.96] 2.38 [1.79: 2.95] 2.45 [1.86: 3.01] 2.34 [1.78: 2.89] 
dry 0.85 [0.71: 0.94] 0.89 [0.83: 0.95] 0.88 [0.81: 0.94] 0.76 [0.59: 0.94] 
£P 0.78 [0.73: 0.85] 0.78 [0.72: 0.84] 0.79 [0.72: 0.85] 0.78 [0.72: 0.85] 
fw 0.67 [0.47: 0.87] 0.69 [0.51: 0.87] 0.66 [0.50: 0.86] 0.60 [0.38: 0.84] 
lyp 0.22 [0.08: 0.35] 0.23 [0.09: 0.36] 0.23 [0.08: 0.36] 0.23 [0.09: 0.36] 
b 0.55 [0.24: 0.87] 0.99999999 0.56 [0.25: 0.88] 0.99999999 
«, - - 0.49 [0.19: 0.79] 0.48 [0.23: 0.74] 
Bx 2.20 [1.63: 2.73] 2.13 [1.64: 2.61] 2.16 [1.66: 2.68] 2.21 [1.71: 2.77] 
0a, 
r 
0.24 [0.13: 0.36] 0.24 [0.12: 0.36] 0.21 [0.09: 0.35] 0.21 [0.09: 0.34] 
0o, 0.27 [0.20: 0.33] 0.27 [0.20: 0.33] 0.25 [0.18: 0.31] 0.27 [0.19: 0.35] 
p 0.80 [0.74: 0.86] 0.80 [0.75: 0.85] 0.81 [0.75: 0.87] 0.80 [0.73: 0.87] 
Pa 0.91 [0.87: 0.95] 0.91 [0.87: 0.95] 0.91 [0.87: 0.94] 0.90 [0.86: 0.95] 
Art 0.88 [0.74: 0.99] 0.87 [0.73: 0.99] 0.89 [0.75: 0.99] 0.91 [0.81: 0.99] 
PC 0.76 [0.62: 0.93] 0.74 [0.58: 0.90] 0.78 [0.64: 0.94] 0.74 [0.57: 0.91] 
pg 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 0.95 [0.92: 0.99] 
PL 0.89 [0.72: 0.99] 0.85 [0.67: 0.99] 0.88 [0.72: 0.99] 0.92 [0.77: 0.99] 
Pi 0.93 [0.82: 0.99] 0.95 [0.91: 0.99] 0.95 [0.91: 0.99] 0.94 [0.89: 0.99] 
pp 0.86 [0.77: 0.93] 0.86 [0.79: 0.94] 0.85 [0.77: 0.94] 0.84 [0.74: 0.93] 
sd(E0) 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 0.35 [0.30: 0.39] 
sd(Ex, ) 0.09 [0.03: 0.14] 0.07 [0.03: 0.12] 0.08 [0.03: 0.13] 0.10 [0.03: 0.18] 
sd(Ec) 2.25 [1.63: 2.86] 2.09 [1.50: 2.71] 2.19 [1.56: 2.88] 1.83 [1.26: 2.36] 
sd(E9) 1.48 [1.29: 1.66] 1.49 [1.29: 1.68] 1.48 [1.30: 1.66] 1.49 [1.31: 1.68] 
sd(EL) 2.13 [1.17: 2.96] 1.90 [1.12: 2.60] 2.19 [1.20: 3.12] 2.40 [1.33: 3.45] 
sd(EI) 0.45 [0.23: 0.67] 0.46 [0.25: 0.66] 0.40 [0.21: 0.58] 0.39 [0.20: 0.58] 
sd(E, ) 0.16 [0.12: 0.21] 0.17 [0.14: 0.22] 0.14 [0.07: 0.20] 0.15 [0.09: 0.22] 
sd(EQ) 9.11 [4.85: 13.04] 8.58 [4.76: 12.22] 10.01 [5.23: 14.58] 9.56 [4.99: 13.65] 
sd(Ep) 0.07 [0.05: 0.09] 0.07 [0.06: 0.09] 0.07 [0.05: 0.09] 0.08 [0.06: 0.10] 
sd(Ew) 0.31 [0.27: 0.35] 0.31 [0.27: 0.35] 0.31 [0.27: 0.35] 0.30 [0.26: 0.34] 
J. -0.72 - -0.70 - 
LL -457.92 -457.75 -459.62 -457.41 
TABLE 2.8: ESTIMATING/ CALIBRATING b DIRECTLY 
23Diffuse-b,,: b,, -uniform(-0.5,0.5); Diffuse-a,: ac -uniform(0,1); The restriction of ac = 1.0 
implies the full cost channel that all firms need to borrow to pay for their wage bills before making 
profits. (Rabanal (2007)) 
19Blanchard and Kahn condition suggests that indeterminacy of a dynamic system is associated 
with number of eigenvalues of its state space form and indeterminacy arises when the number of 
explosive eigenvalues is less than the number of forward looking variables. 
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FIGURE 2.9: Estimated Posterior Impulse Responses to an Interest Rate Shock 
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FIGURE 2.12: ESTIMATED POSTERIOR IMPULSE RESPONSES TO A PREFERENCE 
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FIGURE 2.13: ESTIMATED POSTERIOR IMPULSE RESPONSES TO A GOVERNMENT 
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FIGURE 2.17: ESTIMATED POSTERIOR IMPULSE RESPONSES TO A PRICE 
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FIGURE 2.18: ESTIMATED POSTERIOR IMPULSE RESPONSES TO A WAGE 
MARKUP SHOCK 
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2. E Stability Analysis (Model 4) 






FIGURE 2.19: PLOTS OF BI-DIMENSIONAL PROJECTIONS OF THE SAMPLE PRO- 
DUCING INSTABILITY OR INDETERMINACY (WITH ICORR. COEFF. I TERM > 0.3) 
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FIGURE 2.20: PLOTS OF THE SMIRNOV TEST ANALYSIS CONFRONTING THE 
CDF OF THE SAMPLE PRODUCING INDETERMINACY (PANEL A) OR INSTABILITY 
(PANEL B) WITH THE CDF OF THE ORIGINAL PRIOR SAMPLE: WITH d>0.1 
or 0 0.5 1 
Chapter 3 
Taking a DSGE Model to 
Emerging Market Economies I: a 
Partially Dollarized Small Open 
Economy (SOE) Model 
3.1 Introduction 
Until very recently, there has been little work on directly evaluating the ability of 
DSGE models to fit emerging market economy macroeconomic data. Much of the 
macroeconometric research on DSGE modelling, evaluation and monetary policy 
via the Bayesian DSGE-type analysis during the past decade has focused, at least 
implicitly, on economies with highly developed asset markets especially markets for 
debts and foreign exchange. The aim of this chapter and the next chapter is mainly 
to attempt to contribute to both the theoretical and empirical literature by providing 
a systematic evaluation of a wide range of modelling assumptions in explaining the 
behaviours of macroeconomic time series in a small open economy model setting 
using the emerging market economic data. 
According to Felices and Tuesta (2006), an important aspect related to several 
of the emerging market economies in Latin America is the case of a `partially dollar- 
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ized economy' where foreign currency (US dollars) can be demanded not only as a 
deposit of value but also as a transaction mean. Compared to other emerging mar- 
ket countries, dollarization in Latin America in any of its forms is high. While on 
average in non-Latin American emerging markets the share of dollar-denominated 
deposits and loans is around 22 percent and 19 percent respectively, in Latin Amer- 
ica the average figures are closer to 37 percent and 40 percent'. In some countries 
more than half of deposits and loans are denominated in dollars (Galindo and Lei- 
derman (2005)). Despite a major reduction in inflation and a shift toward central 
bank independence, dollarization has deepened over time in Latin America. This 
has become concern for policymakers since conventionally dollarization may reduce 
the effectiveness of monetary policy2. There are also risks that dollarization poses 
for macroeconomic and financial stability and performance. 
Dollarization is a common feature of many emerging market economies across 
the world. This thesis studies two kinds of dollarization, all of which can be partial 
or total3: 
" Transactions dollarization- also known as `monetary substitution': in this case 
only dollars are accepted as a mean of payment. This type of dollarization 
is typical in economies with high levels of inflation, where there is a great 
opportunity cost of holding domestic currency. In these economies dollars can 
remain the preferred mean of payment even when inflation has been stabilized, 
due to hysteresis, and to the fact that once dollars become the most used 
currency, they also develop into the most convenient currency to carry around 
for transaction purposes-in turn promoting the use of dollars for all payments. 
'See, for more details, Table 4.1 in Chapter 4 
2According to Galindo and Leiderman (2005), the main rationale behind this view is that under 
currency substitution the domestic central bank is not able to influence the relevant interest rate 
for consumption and investment decisions. 
3See Ize (2001) 
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" Financial dollarization- also known as `asset substitution': in this case, dol- 
lars are the preferred currency in which to store wealth. Contrary to trans- 
actions or real dollarization, financial dollarization is usually a response to 
high variability in inflation-not to high inflation levels per se. Since it reflects 
a portfolio choice between domestic-currency and dollar-denominated assets, 
financial dollarization depends on agents' consideration of the variability of 
returns on different-currency denominated assets (risk), as well as on the dif- 
ferential itself (return). If the differential is on average zero or close to zero, 
the degree of financial dollarization is merely a function of the ratio of total 
volatilities (that is the sum of variances and co-variances) of inflation and the 
real exchange rate. Financial dollarization is also seen as a way to minimize 
credit risk because it favors the currency that most reduces the probability of 
default. It follows that, typically, financial dollarization is practiced both by 
non-bank and bank agents. 
The scope and variability of dollarization is difficult to measure if the econ- 
omy is not officially dollarized since foreign currency use rarely leaves a paper trail. 
The absence of empirical estimates of unofficial dollarization makes the outcomes 
of macroeconomic decisions more difficult to predict. As noted, this may reduce 
the effectiveness of monetary policy, e. g. may weaken the central bank's knowledge 
and control over the effective money supply. Unofficial dollarization also has fiscal 
consequences. Foreign cash transactions reduce the costs of tax evasion and par- 
ticipation in the unreported (unofficial) economy. This weakens the government's 
fiscal ability to command real resources from the private sector and deepens fiscal 
deficits (Feige et al. (2002)). The motivation of this chapter is to assess the empiri- 
cal significance of partial dollarization using an econometrical method. The chapter 
considers evidence from implementing a structural parameter and shock estimation 
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for a small open-economy DSGE model featuring partial transactions dollarization 
as well as a variety of nominal and real frictions. At this first stage I focus the 
empirical assessment on the first form of dollarization only by examining a number 
of theoretical model variants using the Bayesian system estimation and Colombian 
data. The intention is to investigate which model specification seems to be best 
supported by the data. In this way, the research in this chapter hopes to provide a 
more meaningful base for robust policy analysis and forecasting decision-making in 
the dollarized economies. 
The following model is incorporates only the first form of dollarization. The 
model gives money a role in the benchmark model by introducing a money aggregate, 
which is composed of both local and foreign currency, as a composite of consumption 
for the home country. In order words, the model in this chapter is otherwise a 2- 
bloc SOE version of Chapter 1's benchmark model, except that it also assumes 
utility non-separability in consumption and real money balances as in Chapter 2. 
This is necessary to accommodate the transaction dollarization effect in the utility 
function despite the fact that the support of this non-separability feature was found 
weak in the developed economy (Chapter 2). The rest of the chapter is divided 
into six sections. Section 3.2 sets out the main features of the model. Section 
3.3 provides the underlying methodologies, data and prior distributions used in the 
Bayesian estimation. Section 3.4 shows numerical results from the estimation and 
performs some relevant empirical exercise to evaluate the model. Section 3.5 further 
evaluates the theoretical model in terms of its ability of fitting the data against 
identified Bayesian VARS. Finally, section 3.6 concludes by summarizing the main 
findings, briefly drawing out with some important policy implications for dollarized 
economies and suggesting avenues for future work. 
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3.2 The Model with Non-Separable Utility and 
Transaction Dollarization 
Departing from the closed economy NK model discussed in Chapter 1, I model the 
SOE by taking the size of the home economy close to zero in a 2-bloc setting. The 
model is fairly standard apart from preferences for real money balances in the utility 
function, which follows Felices and Tuesta (2006) closely. In particular, in the devel- 
oping bloc there is a dollarized component in utility from money holdings and the 
utility function is non-separable in consumption and money balances as developed 
in Chapter 2. Households hold wealth in domestic currency and a foreign currency. 
In this analysis it only examines a simpler model without capital (a =0 in the 
firms production function). There are two asymmetric unequally-sized blocs with 
the different household preferences and technologies. The standard open-economy 
features are: households enjoy access to complete asset markets and there are no 
financial market frictions (this assumption will be relaxed in Chapter 4). The con- 
sumption index in each bloc is of Dixit-Stiglitz nested CES form with domestic and 
foreign components consisting of a basket of differentiated goods produced in each 
bloc. The retail goods sector and household suppliers of labour have monopolistic 
power. Retailers produce the final goods set prices in their own currency and these 
prices are sticky as in the previous chapters. To sum up, there are two departures 
from the standard open-economy model and Chapter 1's model. First money enters 
utility in a non-separable way (as shown in Chapter 2). Second, in the developing 
bloc there is a dollarized component in utility from money holdings (transactions 
dollarization). 
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3.2.1 Households 
As in the previous chapters, the total population is normalized to be unity, where a 
fraction of v households is allocated in the home bloc and (1 - v) in the foreign bloc. 
A representative household r in the home bloc enjoys utility from consumption and 
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The choice of utility function is to provide a channel by which dollarization affects 
the marginal utility of consumption. This is achieved by a utility function which 
is non-separable in consumption and money balances. The form of single period 
household utility in (3.1) is: 
U= (EC, t + 1) 
1 -D r)1-0' 







[b(Ct(r)lAwt) F- + (1 - b)Zt(r)TJ (3.3) 
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((efHt Zt(r) _ 
[a + 1)MHt(r)l 
+ (1 - a) 
+ 1)SLMF, t(r) (3.4) 
Pt /( Pt 
) 
where Ct = Ct - hcCt_1. MH, t(r) and MF, t(r) are end-of-period nominal domestic 
and foreign currency balances respectively, Pt is a Dixit-Stiglitz price index, St is the 
nominal exchange rate and Lt(r) are hours worked. hcCt_1 represents the external 
consumption habit, or desire not to differ too much from other consumers, where Ct 
is the average consumption index and hc E [0,1). Aw, t is a non-stationary world- 
wide technology shock, where et = Aw, t/Aw, t_1. g is the steady state growth rate of 
Aw, t. The empirical analysis in the chapter assumes that a technology shock with 
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a unit root makes the real variables to be stationary in first differences. 0 is the 
household's discount factor, X(> 0) represents the elasticity of substitution between 
domestic and foreign currency and O(> 0) represents the elasticity of substitution 
between consumption and money holdings. 0<a<1 is the preference for domestic 
currency within the overall money aggregate. Finally ec, t is a preference shock to 
the marginal utility of consumption and FMH, t, eMF, t and EL, t are shocks to demand 
for domestic currency, demand for foreign and labour supply respectively. 
An analogous symmetric intertemporal utility is defined for the foreign counter- 
part and the corresponding variables (such as consumption) are denoted by Ct (r), 
etc. Analogous expressions hold for the foreign bloc which indicated with a super- 
script * throughout this and next chapters. 4 
The representative household r in the home bloc must obey a budget constraint: 
PtCt(r) + Et(Dt, t+1Bt+1(r)) + MH, t(r) + MF, t(r)St = (3.5) 
WW(r)Lt(r) + Bt(r) + MH, t-i(r) + MF, t-i(r)St + rt(r) - Tt 
where Br+l(r) is a random variable denoting the payoff of the portfolio purchased 
at time t and Dt, t+l is the stochastic discount factor. Wt(r) is the wage rate, Tt 
are flat rate taxes and ]Pt(r) are dividends from ownership of firms. The household 
maximizes the utility function (1) subject to (3.5) and to a demand for labour given 
4Consistently I adopt a notation where subscript H or F refers to goods H or F produced in 
the home and foreign bloc respectively. The presence (for the foreign bloc) or the absence (for the 
home bloc) of a superscript * indicates where the good is consumed or used as an input. Thus 
CH t refers to the consumption of the 
home good by households in the foreign bloc. Parameter w 
and w' refer to the home and foreign bloc respectively, etc. 
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in Chapter 1 (1.3). This yields the standard households first order conditions: 
t+l Dt =Q 
Uc t+i Pt (3.6) 
, Uc, t Pt+l 
UMH, t = Uc, t 
Rn't 
1+ Rn, t 
(3.7) 
UMF, t = Uc, t 
[R, ', t* 
1+R,,, t 
(3.8) 
wt 77 UL't (3.9) 
Pt (77 - 1) Uc, t 
where Uc, t, UMH, t, UMF, t and -UL, t are the marginal utility of consumption, money 
holdings in the two currencies and the marginal disutility of work respectively. From 
(3.7) and (3.8) the relative demand for foreign and home currencies is 
RFt = 
MF, tst = 
Rn, t(1 +R , t)a 
lx 
(3.10) 
MH, t - 
((1 
+ Rn, t)R, t(1 - a)l 
The utility function (3.2) has a number of notable features. First, as mentioned, the 
money aggregate is defined as a CES of real domestic and foreign currency and enters 
utility in a non-separable way. When the weight of domestic money, a, equals 1 the 
model collapses to an open economy with no foreign currency used for transactions 
(no dollarization) whereas when a=0, only foreign currency is used, implying full 
dollarization. The presence of the unit-root shock Awt implies that households 
derive utility from effective consumption relative to the level of technology and 
guarantees that the model has a balanced growth path along which hours worked 
are stationary even if a 54 1 (Lubik and Schorfheide (2005)). Uc, MH >0 and Uc, MF > 
0 if aO >1 in which case money holdings and consumption are complements. 
From (3.10) the relative nominal holdings of dollars changes endogenously with 
monetary policy in the two blocs rising as the exchange rate depreciates (St falls) 
and the relative domestic to foreign interest rate R rises. Second, U4L >0 so 
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that consumption and money holdings together, and leisure (equal to 1- Lt(r)) are 
substitutes. 
3.2.2 Preferences, the Small Open Economy and Real Ex- 
change Rate 
In what follows I present the modelling of SOE which is standard. The consumption 
index of final goods in each bloc consists of a basket of differentiated domestic and 
foreign goods aggregated using the Dixit-Stiglitz nested CES form: 
C't(r) = 
[wCiit(r) + (1 - w) is CF, t(r) 
where µ is the elasticity of substitution between home and foreign goods, w is the 
share of domestically produced goods in the domestic consumption basket. 
Let the number of differentiated goods produced in the home and foreign blocs 
be n and (1 - n) respectively. The consumption indices in (3.11) are defined as 
follows: 
n C/(C-1) 
CH, e(r) Cri, t(f, r)(C-')/c (3.12) n f-1 
1-n CAC-I) 





and w and w* are defined according to Batini et al. (2008): 
1-w = (1 - n)(1 - w) (3.14) 
1- w' = n(1 - w*) (3.15) 
where (>1 is the elasticity of substitution across goods produced in each bloc, 
THE MODEL WITH NON-SEPARABLE UTILITY AND TRANSACTION 
DOLLARIZATION 153 
CH, t(f, r) and CF, t(f, r) denote the home consumption of household r of variety 
f produced in blocs H and F respectively. w, w* E [0,11 are a parameters that 
captures the degree of `bias' in the two blocs so that (1 - w) is degree of openness. 
n can represent the size of the SOE. 
The implications of this particular parameterization (in (3.14) and (3.15)) are 
that: as the SOE becomes more open (measured by 1- w), the participation of 
foreign goods in the domestic consumption basket increases (measured by 1- w). 
But 1-w falls as the economy becomes larger. This approach also allows one to 
determine the limiting case of the SOE when the size of the SOE is made to approach 
zero (n --> 0). In this case I have w -º w and w* -4 1, implying that the foreign 
economy becomes closed and does not import any home produced consumption 
goods but the share of these goods in the domestic consumption basket is equal to 
home `bias'. 
Turning to the household optimal demand for home and foreign consumption 
goods of type f, which are obtained by minimizing the total expenditure in Ct: 
CH, t(r, f) =w 
PH't(f)V (PH'tl _µ C't(r) (3.16) 
PH, t/ Ptl 
CF, e(r, f) = (1-w) CP ,t. 
f)l (PF. t\ -- Ct(r) (3.17) / 
where PH, t (f ), PF, t (f) are the prices in domestic currency of the variety f of home 
and imported consumption goods respectively. The consumption demand is deceas- 
ing on the corresponding relative prices, e. g., The domestic consumer price Py, t 
index Pt given by 
1 
Pt = [w(Px t)1-µ + (1 - w)(PF, t)1-14] (3.18) 
where PH, tPF, t are the price indices for domestically produced and imported con- 
THE MODEL WITH NON-SEPARABLE UTILITY AND TRANSACTION 
DOLLARIZATION 154 
sumption goods bundles, which are given by 
1n T-IZ 
Px, c =nE Px, e(f)1-C (3.19) 
1-n 
PF, e =11nE PF, t(f)1-t (3.20) 
f=l 
Similarly for the foreign bloc I have 
Pt = [w'(PF, t)1-µ' + 
(1 - w*)(P,, a)1-µo]1-. - 
_ (3.21) 
Finally for the model I derive the relationship between the real exchange rate 
and the terms of trade. Let St be the nominal exchange rate, so the real exchange 
rate is RERt =p based on the law of one price. I define the terms of trade 
(TOT) as the domestic currency relative price between import and export prices: 
T=p. The relation between the two variables is as follows: 
ýs 
Std,. 
[w` + (1 - w')Tµ -1, 
RERt = Ptt -- [1 -w+ wiµ_1 
(3.22) 
Thus if u= µ`, then RERt =1 and the law of one price applies to the aggregate 
price indices if w' =1-w. The latter condition holds if there is no home bias. If 
there is home bias, the real exchange rate appreciates (St falls) as the terms of trade 
deteriorates. 
3.2.3 Domestic Producers 
In the domestic goods sector each differentiated good f is produced by a single firm 
f, as mentioned it is assumed that it uses labour as its only input and a constant 
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returns CES technology: 
YH, t(f) = Aw, tAtLt(f) (3.23) 
where Lt(f) is the labour input by firm f, Awt is a unit-root technology shock and 
At is a covariance stationary technology shock. Aw, t evolves according to Aw, t = 
(1 + g)Aw, t_1 exp(et) and induces a stochastic trend in output and consumption. 
In a equilibrium of equal households, all wages adjust to the same level Wt. For 
later analysis it is useful to define the real marginal cost (MC) as the wage relative 
to domestic producer price. Using (3.9) and (3.23) this can be written as 
MCt 
We 17 UL': (Pt 1 
=- J At. L H, t (77 - 1) Uc, t 
` PH, t 
(3.24) 
The price-setting in the domestic SOE is same as that in the NK economy in 
Chapter 1 and following the Calvo mechanisms. It assumes that there is a probability 
of 1-eH at each period that the price of each good f is set optimally to PH, t(f). If the 
price is not re-optimized, then it is indexed to last periods aggregate producer price 
inflation-5 With indexation parameter yp >_ 0, this implies that successive prices 
ryP 






For each producer f the objective is at time t to choose PH, t(f) to maximize 
discounted profits 
00 Pt+k+i 1 [PH, 
t(f) 
7P 
EQt, t+kYt+k(f) Pt_1 - 
PH, t+kMCt+k] (3.25) 
k=0 
where Qt, t+k is the discount factor over the interval [t, t+ k], subject to a com- 
mons downward sloping demand from domestic consumers and foreign importers of 
5Thus 
1 
,H can be interpreted as the average duration for which prices are left unchanged. 
6Recall that this paper has imposed a symmetry condition at this point; i. e., the elasticity 
of substitution between differentiated goods produced in any one bloc is the same for consumers 
in both blocs. 
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elasticity. The solution to this is 
1'P 00 
Et E EHQt, t+kYt+k (f) 










and by the law of large numbers the evolution of the price index is given by 
1 1-C 




+ ll - H)lPx, e+i(f))1(3.27) 
\Pt_1/ 
3.2.4 Equilibrium 
In equilibrium goods and the bond markets all clear. Equating supply with demand 
of consumer goods gives 
Yt = CH, t +1v 
"CC, 
t + Gt (3.28) 
where Ct is government spending on goods and services that are part of aggregate 
output and is exogenous. A balanced government budget constraint 
PH, c = MH, t - MH, t-1 + Tt (3.29) 
completes the model. The model is Ricardian: Gt is financed out of lump-sum 
taxation so the evolution of government debt is irrelevant. 
3.2.5 State Space Representation 
Adopting the notation in Fernndez-Villaverde et al. (2005), the above system can 
be written in state space form to represent the equilibrium of the economic model 
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(or an approximation): 
xe+i = Axt + Bee (3.30) 
yt = Cxt + Det (3.31) 
where e is a Gaussian vector of white noise disturbances and Eet = 0, Eetet = I, 
and I is the identity matrix, and Eetet_1 =0 for j ,E0. Here xt is an mx1 vector of 
possibly unobserved state variables, yt is an nx1 vector of variables observed by an 
economist or econometrician, and et is akx1 vector of economic (structural) shocks 
and y-measurement errors impinging on the state and observable variables. (this 
chapter assumes there are no measurement errors in the model). The eigenvalues 
of A are all strictly less than one in modulus, hence the model is stationary. In 
this case with equal numbers of shocks and observables where D-1 exists, it is least 
likely to have a stochastic singularity problem. The log likelihood function of the 
data given the structural parameters L(YT I9) can then be constructed and evaluated 
accordingly. Since the model involves unobserved state variables, filtering techniques 
are required to evaluate the likelihood function. For instance, the Kalman filter 
algorithm allows the construction of inferences about the unobserved state vector 
and permits the evaluation of the joint likelihood function of observed endogenous 
variables by exploiting the recursive nature of the model and its fully-specified laws 
of motion (Ruge-Murcia (2006)). In turn, the Maximization of this likelihood yields 
consistent and asymptotically normal estimates of the model parameters. 
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3.3 The Colombian Economy 
3.3.1 Dollarization 
Colombia is a small open economy which started a full-fledged inflation target- 
ing regime in 19997. Inflation has dropped significantly since the beginning of the 
nineties. Following the work by Hamann et al. (2006), this section identifies several 
stylized facts related to Colombian economic structure and dollarization. First, there 
is low degree of pass through to total core inflation. Second, inflation is persistent so 
that in the model price stickiness is introduced in the form of indexation to be able 
to capture some inflation persistence. Third, external variables are an important, 
if not the most important, sources of fluctuations in the economy. Large external 
shocks can hit the Colombian economy. The terms of trade, external demand for 
Colombian exports, remittances, external interest rates, exogenous movements in 
the Colombian spread shocks are identified to have nominal and real consequences. 
The main sources of domestic shocks are total factor productivity (TFP) and gov- 
ernment expenditure shocks. Informal economy and frictions in informal labour 
market can also form an important part of its economic structure but these issues 
are left for future research. 
Colombia has not officially dollarized, i. e. has not adopted the US dollar as 
the official legal tender although unofficial (de facto) dollarization, involving both 
monetary substitution and asset substitution may be widespread since dollarization 
in the Latin America context has often been a response to hyperinflation. Feige 
et al. (2002) present some available evidence on the actual amounts of US currency 
in circulation in various Latin American countries. In their paper, they obtain data 
of per capita local currency (cash) in circulation outside the banking system (LCC) 
and foreign currency (cash) in circulation outside the banking system (FCC) from 
7Source: Banco de la Republica, Colombia. 
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informal surveys conducted by a team of representatives of the Federal Reserve and 
US Treasury Department (United States Treasury Department, 2000). In Colom- 
bia, per capita holding of US currency (FCC) and domestic currency (LCC) are 52 
and 81, respectively, suggesting that Colombia exhibits some degree of dollariza- 
tion. Also their estimates of monetary and asset substitution indices display that 
Colombia is notable because monetary substitution dominates asset substitution8. 
3.3.2 Data 
Six observable variables for Colombia are used to identify shocks and estimate the 
models: real GDP, annualized inflation, annualized interest rate, the real CPI based 
exchanged rate, the terms of trade and real private consumption. The data is 
obtained from the International Financial Statistics (IFS) database maintained by 
the IMF9. The sample runs from the first quarter of 1994 to first quarter of 2003. 
Structure breaks in Colombian economy generate problems when using longer series. 
Inflation rate is defined as the annualized log percentage change in the CPI index for 
all urban consumers. As mentioned, the non-stationary technology shock induces a 
common stochastic trend in the real variables of the model. To make these variables 
stationary in the data first differences for output, consumption, real exchange rate 
and terms of trade are used while inflation and nominal interest rate enter in level 
and inflation is detrended from an OLS linear trend. The terms of trade is measured 
by the ratio of export prices and import prices indexes. Finally, all the data are 
demeaned prior to estimation. 
sA number of authors have provided evidence to show there is some degree of dollarization in 
the Colombian economy over the past decade. See, for example, Leiderman et al. (2006), Galindo 
and Leiderman (2005), Echeverry (2003) and Bleakley and Cowan (2002). 
ghttp: //ifs. apdi. net/imf/ 
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3.3.3 Prior Specification 
Firstly, five of the structure parameters are kept fixed in the following estimation 
procedure. Suggested by Adolfson et al. (2007), often these parameters can be re- 
lated to the steady state values of the observed variables in the model, and are 
therefore calibrated so as to match the sample mean of these. The discount factor 
,ß is set to 0.99, which implies an annual steady state nominal interest rate of 5.5 
percent. Based on previous studies in Felices and Tuesta (2006), the paper sets 
w= w' = 0.6, X=4.1,0 = 2, and further chooses ct, = 0.7. For the remainder of 
parameters, as suggested by Castillo et al. (2006), inverse gamma distributions are 
used as priors when non-negativity constraints are necessary, and beta distributions 
for fractions or probabilities. Normal distributions are used when more informative 
priors seem to be necessary. The prior means and distributions of these parameters 
can be found in Table 3.4. A common theme in papers estimating DSGE models 
is the difficulty in pinning down the parameter of labour supply elasticity 0, in- 
ference on the inverse Frisch elasticity of labour supply has been found susceptible 
to model specifications, and exhibiting wide posterior probability intervals. (Batini 
et al. (2006)) As a result, following Christiano et al. (2005), for the parameter 0, this 
paper assumes an inverse gamma distribution with mean 1.0 and standard deviation 
of 0.3. Following previous studies conducted for both closed and open economies, 
notably in Smets and Wouters (2003), a beta distribution is used for the habit pa- 
rameters and set the means and standard deviations to 0.7 and 0.1, respectively. 
Similarly, the risk aversion parameter, a, is assumed gamma distributed and cen- 
tered at 3.0 with a standard deviation of 0.8, and the probability of price setting 
is assumed to have the mean value of 0.66 with standard deviation of 0.1, which 
are the conventional values in the literature. According to Chari et al. (2002), this 
paper chooses the standard value used in open economy models to set the prior for 
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the elasticity of substitution between home and foreign goods, µ, which is normal 
density with center at 1.5 and standard deviation 0.5. For the dollarization param- 
eter, a, an intermediate value 0.5 is used as the mean and beta distribution with 
standard deviation equal to 0.1 as suggested in recent literature. Finally the priors 
for the coefficients of the interest rate rule, the six AR(1) shocks and their standard 
deviations are chosen in line with those in Castillo et at. (2006) and all priors are 
assumed to be same across specifications. 
3.4 Posterior Estimates and Model Comparison 
This section estimates and compares eight model variants: 
Modell: hc=a=ryp=0 
Model 2: hC>0, a=yp=0 
Model 3: he = 0, a> 0, yp=0 
Model 4: he = 0, a=0, yp >0 
Model 5: he >0, a>0, yp=0 
Model 6: he>0, a=0, -yp>0 
Model 7: he=0, a>0, yp>0 
Model 8: he>0, a>0,7p>0 
Tables 3.2 and 3.3 report the parameter estimates using Bayesian methods. They 
summarize posterior means of the studied parameters, and 90% confident interval 
for the model specifications as well as the posterior model odds. Overall, parameter 
estimates are fairly robust across specifications. The estimated interest rate rule 
does show a strong response to expected inflation. The long-run response of interest 
rate to future inflation is greater than one, thereby satisfying the so-called Taylor 
principle. The response to output is weak in all the models. This may be explained 
by the fact that in Colombia an inflation targeting policy has been pursued since 
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1999.10. The degree of interest rate smoothing is found substantial (p; ). the results 
also show that the price stickiness parameter, eH, is estimated to be larger than 
assumed in the prior distribution. This implies that there is a considerable degree 
of price stickiness. This high degree of nominal stickiness in price seems to be some- 
what counterintuitive in comparison to other developing economy literature. The 
estimates of risk-aversion parameter (o) are close to the prior assumption, indicating 
that the intertemporal elasticity of substitution (proportional to 1/v) is less than 
one which is plausible as suggested in much of RBC literature. The consumption 
habit, seems to play a very important role in the Colombian economy, which is es- 
timated to be around 90% of past consumption. The estimates of the inverse of the 
Frisch elasticity of labour supply are between 0.80 and 0.97. As mentioned, it has 
been difficult in pinning down this parameter in similar studies. Christiano et al. 
(2005) argue that although the values such as the estimates in this paper are low 
by comparison with the values assumed in the real business cycle literature, it is 
well within the range of point estimates reported in the labour literature. (See, for 
instance, Rotemberg and Woodford (1999)). The estimation results provide strong 
evidence to support the existence of dollarization in the data. This parameter, a, is 
estimated to be 0.49 and has the 10 and 90 percentiles of 0.35 and 0.69 from Model 
8 and the log marginal likelihood deteriorates when the dollarization parameter is 
not included in the model (i. e. from Model 8 with a likelihood of 144.03 to Model 
6 with 140.75). In terms of the persistence of the exogenous shocks, the domestic 
consumption preference shock and government shock seem to be the most persistent 
shocks in most models. Other shock have some degree of persistence except for 
the foreign interest rate shock which is much less persistent. Finally, according to 
their estimated standard deviations, the government and foreign interest rate shocks 
appear to be less volatile. 
'°Source: Banco de la Republica, Colombia 
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Tables 3.2 and 3.3 also report the posterior model odds. In other words, they 
indicate that the dollarized model with both consumption habit and price indexation 
clearly appears to outperform its rivals (Model 8 with a posterior probability of 96%). 
This means that both persistence parameters seem to strongly improve the fitness 
to the data in Colombian economy. The differences in log marginal likelihoods 
or the posterior odds ratio (Bayes Factors) are important as decisive evidence in 
favor of one model over the other using the Bayesian statistical language. Formally, 
the log marginal likelihood difference between Model 8 and Model 6 is 3.28. As 
suggested by Kass and Raftery (1995), in order to choose Model 8 over Model 6, 
it needs a prior probability over Model 8 26.58(= exp(3.28)) times larger than the 
prior probability over Model 6.26.58 is believed to be large enough and therefore 
it is able to conclude that Model 8 outperforms Model 6 in terms of the ability 
to explain the data. Equivalently, in a Bayesian model comparison, a posterior 
Bayes factor, B as shown in Chapter 1, needs to be at least 3 for there to be a 
positive evidence favoring Model Mj. The results of this analysis clearly suggest that 
incorporating some persistence in consumption and price setting in the Colombia 
economy modelling imparts greater inertia to the model, which therefore improves 
the fit of the model. 
3.5 Identification and Stability Mapping 
As in Chapter 2, the number of trajectories in the Morris design is set to be 50 (i. e. 
r= 50) in this chapter. A sensitivity analysis for all the structural parameters is 
conducted using the Morris perturbation method. The synthetic bar charts in Figure 
3.1 show how sensitive each structural parameter in mapping the key characteristics 
and thus which parameters are mostly to be less identifiable in Model 8 (the full 
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Parameter Model 8 Modell Model 6 Model 5 
ýH 0.98 [0.97: 0.98] 0.98 [0.97: 0.99] 0.98 [0.97: 0.99] 0.98 [0.97: 0.99] 
0 0.96 [0.62: 1.30] 0.83 [0.55: 1.16] 0.97 [0.58: 1.37] 0.94 [0.57: 1.29] 
Q 3.19 [1.84: 4.55] 5.85 [4.58: 7.40] 3.24 [1.97: 4.51] 3.44 [2.22: 4.73] 
hc 0.93 [0.90: 0.95] - 0.93 [0.91: 0.95] 0.92 [0.90: 0.95] 
ryP 0.46 [0.31: 0.60] 0.47 [0.33: 0.60] 0.48 [0.35: 0.63] - 
a 0.49 [0.35: 0.69] 0.50 [0.33: 0.65] - 0.50 [0.33: 0.68] 
p 0.79 [0.71: 0.87] 0.79 [0.71: 0.87] 0.80 [0.73: 0.89] 0.70 [0.60: 0.81] 
0, 1.48 [0.97: 1.97] 1.39 [0.99: 1.71] 1.50 [0.99: 1.85] 1.49 [1.03: 1.91] 
µ 0.71 [0.26: 1.16] 0.47 [0.15: 0.79] 0.70 [0.21: 1.07] 0.72 [0.27: 1.15] 
pv 0.06 [0.02: 0.10] 0.07 [0.03: 0.11] 0.07 [0.03: 0.15] 0.04 [0.02: 0.07] 
Pa 0.34 [0.11: 0.59] 0.87 (0.81: 0.94] 0.34 [0.12: 0.63] 0.41 [0.11: 0.68] 
p9 0.70 [0.47: 0.95] 0.76 [0.56: 0.99] 0.65 [0.41: 0.96] 0.72 [0.51: 0.96] 
PC 0.90 [0.83: 0.94] 0.67 [0.46: 0.92] 0.90 [0.83: 0.96] 0.91 [0.85: 0.95] 
PL 0.53 [0.20: 0.84] 0.31 [0.13: 0.47] 0.53 [0.24: 0.85] 0.55 [0.25: 0.97] 
PC- 0.59 [0.30: 0.92] 0.57 [0.27: 0.93] 0.56 [0.21: 0.87] 0.60 [0.30: 0.93] 
A 0.17 [0.04: 0.30] 0.14 [0.04: 0.25] 0.18 [0.05: 0.29] 0.18 [0.06: 0.29] 
sd(va) 1.32 [0.68: 1.95] 0.83 [0.51: 1.27] 1.24 [0.64: 1.79] 1.30 [0.66: 2.08] 
sd(vs) 0.45 [0.36: 0.56] 0.42 [0.34: 0.50] 0.47 [0.37: 0.55] 0.49 [0.39: 0.60] 
sd(vc) 1.15 [0.67: 1.69] 0.62 (0.45: 0.84] 1.14 [0.67: 1.61] 1.00 [0.61: 1.41] 
sd(vc") 1.27 [0.65: 1.91] 1.19 [0.63: 1.69] 1.29 [0.60: 1.93] 1.35 [0.56: 2.00] 
sd(vL) 1.36 [0.59: 2.29] 2.82 [1.17: 5.53] 1.41 [0.63: 2.47] 1.62 [0.55: 3.00] 
8d(v,.. ) 0.62 [0.46: 0.79] 0.51 [0.41: 0.62] 0.59 [0.43: 0.77] 0.58 [0.45: 0.72] 
Log marginal density 144.03 84.24 140.75 124.47 
Prob 0.9635 0.0000 0.0363 0.0000 
Parameter Model 4 Model 3 Modelt Modell 
0.98 [0.97: 0.98] 0.98 [0.98: 0.99] 0.98 [0.97: 0.99] 0.98 [0.97: 0.99] 
0.81 [0.55: 1.09] 0.84 [0.56: 1.13] 0.93 [0.61: 1.36] 0.82 [0.55: 1.10] 
5.09 [3.67: 6.17] 5.82 [4.69: 7.15] 3.48 [2.38: 5.23] 5.54 [4.28: 6.89] 
he - - 0.93 [0.91: 0.95] - 
yp 0.45 [0.35: 0.57] - - - 
a - 0.48 [0.32: 0.64] - - 
p 0.77 [0.71: 0.84] 0.70 [0.61: 0.80] 0.71 [0.61: 0.80] 0.71 [0.63: 0.82] 
0, 1.49 [1.10: 2.07] 1.43 [0.98: 1.86] 1.54 [1.01: 2.06] 1.52 [1.00: 1.88] 
µ 0.50 [0.28: 0.80] 0.66 [0.18: 1.21] 0.91 [0.37: 1.60] 0.41 [0.09: 0.68] 
py 0.07 [0.04: 0.09] 0.03 [0.01: 0.05] 0.04 [0.02: 0.06] 0.06 [0.01: 0.12] 
Pa 0.42 [0.16: 0.66] 0.89 [0.84: 0.94] 0.34 [0.16: 0.53] 0.84 [0.83: 0.93] 
pg 0.75 [0.52: 0.86] 0.77 [0.59: 0.99] 0.69 [0.40: 0.95] 0.78 [0.59: 0.99] 
PC 0.93 (0.93: 0.93] 0.74 [0.55: 0.97] 0.91 [0.86: 0.96] 0.80 [0.41: 0.97] 
PL 0.31 [0.26: 0.31] 0.34 [0.14: 0.53] 0.56 [0.25: 0.86] 0.28 [0.12: 0.36] 
PC. 0.59 [0.29: 0.91] 0.59 [0.25: 0.93] 0.61 [0.27: 0.94] 0.61 [0.34: 0.94] 
A 0.09 [0.03: 0.12] 0.15 [0.04: 0.24] 0.17 [0.09: 0.30] 0.14 [0.03: 0.22] 
sd(va) 1.02 [0.66: 1.28] 0.86 [0.55: 1.39] 1.38 [0.69: 2.09] 0.90 (0.52: 1.15] 
sd(vg) 0.42 [0.34: 0.50] 0.42 [0.34: 0.50] 0.48 [0.39: 0.59] 0.40 [0.32: 0.49] 
sd(vc) 0.78 [0.54: 0.91] 0.63 [0.43: 0.83] 1.02 [0.56: 1.36] 0.82 [0.56: 0.98] 
sd(vc. ) 1.15 [0.57: 1.66] 1.23 [0.64: 1.79] 1.32 [0.68: 2.08] 1.22 [0.64: 1.92] 
sd(vL) 1.51 [0.69: 2.28] 3.50 [1.93: 5.26] 1.30 [0.60: 1.90] 2.95 [1.15: 5.31] 
sd(v,.. ) 0.49 [0.40: 0.63] 0.51 [0.41: 0.61] 0.59 [0.43: 0.69] 0.47 [0.37: 0.56] 
Log marginal density 65.03 81.24 135.80 57.69 
Prob 0.0000 0.0000 0.0003 0.0000 
TABLE 3.1: BAYESIAN ESTIMATION OF PARAMETERS 
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model). 
The analysis finds that, in Model 8, the candidates suggested by the GSA (Morris 
screening) analysis for the potential lack of identification are (in order): ryP, rr3(ß), 
a and v with their maximum 75% quartiles of the sensitivity distributions not ex- 
ceeding 0.2 for all the model outputs. Overall the identifiability (or the sensitivity 
in affecting the model outputs) of the structural parameters in the `best' DSGE 
model is relatively weak. the parameters yp and rr, (, ß) have almost zero sensitivity 
(zero `whiskers') therefore are non-identified in the model and non-influent to the 
model output. The influence of the key parameters a, ryp on the model structure is 
rather weak so careful attention has to be paid to evaluate the fit of Model 8 and 
its empirical performance when taking it to the data. 
Figure 3.6 in Appendix C shows the Smirnov test with the cumulative distri- 
butions for the parameters in Model 8, indicating the parameters responsible for 
rejecting the null hypothesis discussed in Chapter 1. The test results show that, 
given the parameter's MC samples from the prior ranges (the solid curves represent 
the cdf's of the prior samples), the occurrence of an indeterminant behaviour is at- 
tributed by the parameters ýH, p, B, r. The fact that the dotted curves are shifted to 
the right for ýH, p implies that a determinant behaviour should occur more likely for 
larger values for these 2 parameters. The interpretations of the plots of the Smirnov 
test for 0, and the bivariate analysis (Figure 3.5) seem ambiguous. The tests some- 
how fail to determine the regions of indeterminacy for Of,. and its interaction with 
P. 
3.6 Posterior Impulse Responses 
This section investigates the importance of shocks to the endogenous variables of 
interests by analysing the impulse response to the structural shocks in the models. 
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To focus the presentation, this exercise is again only performed for the `preferred' 
model, which is the dollarized model with both consumption habit and indexa- 
tion parameter (Model 8). The central purpose of this analysis is to gain a better 
understanding of the innovation and forecasting uncertainties and thus the model 
uncertainties faced by the monetary policymakers in the studied economy. The 
endogenous variables of interests are the observables in the estimation and each re- 
sponse is for a 40 period (10 years) horizon. Figures 3.3-4 in Appendix C plot the 
estimated posterior impulse responses of the observables to the 6 estimated struc- 
tural shocks. The figures plot the mean response corresponding to a positive one 
standard deviation of the shocks' innovation together with the 10 and 90% posterior 
interval. The IRFs show the level deviation of variables from their steady state. 
The shape of an IRF reflects the future path of the observables after the economy 
is shocked. In particular, they reflect the central projection, or the single most likely 
path, which determines the profile of the central band. According to Figures 3.3-4, 
it is found from the `best' theoretical model that there is an estimated effect of 
the technology (productivity) shock v,, in Colombia over aggregate variables. But 
the impacts die out rapidly as confirmed by the AR(1) coefficient estimate that 
this shock does not appear to be very persistent over time especially when affecting 
output, consumption and exchange. A positive technology shock in Colombia acts 
as a labour demand shifter: higher productivity shrinks labour demand, pushing 
marginal cost down, lowers prices and interest rate but its effect on prices is not 
persistent: inflation returns to preshock levels after about one year. When all firms 
experience a decline in their marginal cost as a result of a shock in technology, 
they will adjust prices downwards only partially in the short run. Technology shock 
also depreciates the currency in response to the lowering of interest rate, thereby 
increasing the terms of trade, which improves goods' competitiveness. Output and 
consumption also expand following a shock in technology. Domestic consumption 
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jumps upwards in response to the lower future expected real interest rate. The 
effects of government spending are more persistent to inflation and interest rate. 
Output expands but consumption declines on impact. The currency appreciates. 
This shock rises interest rate and the effects are very persistent: takes more than 
20 quarters for it to gradually return to steady state. An unanticipated increase in 
the foreign interest rate depreciates the exchange rate and increases the domestic 
inflation as expected by the pass-through effect. The effects of this shock on rising 
domestic interest rate are again very persistent. Increased consumption demands 
in both home and foreign blocs followed by positive consumption preference shocks 
put pressure on the prices of domestic production factors putting upward pressure 
on the marginal cost and inflation. The model predicts that an increase in domestic 
consumption demand rises domestic consumption but reduces output whereas an 
increase in foreign demand decreases home consumption and increases home output. 
interest rate rises, the terms of trade decline and the currency appreciates in response 
to both demand shocks. Overall, the effects from the domestic consumption demand 
shock seem to be larger than those from the foreign shock. Finally, the model 
predicts although the quantitative effects of the labour supply shock on all variables 
are similar to those of a positive technology shock, they appears to be asymmetric 
responses. This may point to a potential problem in the underlying model. 
3.7 Model Evaluation 
The standard methods to evaluate a model's absolute goodness-of-fit to data include 
computing and comparing the model implied moments and the observed data mo- 
ments. Some selected second moments are computed in this section. This analysis 
can also be used to understand why the model with particular features outperforms 
its rivals in terms of the Bayes factor comparison. In this way, the chapter can 
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further evaluate the conformity of the `best' model with the actual data using the 
VAR analysis in the following section. 
3.7.1 Matching Second Moments 
As before, Table 3.2 presents the second moments implied by the above estimations 
and are compared with those in the actual data. In terms of the standard deviations, 
all models generate relative high volatility compared to the actual data. The DSGE 
models, in particular, estimate good output volatility. The model that combines 
dollarization, external habit formation and price indexation (Model 8) seems to 
fit better the data in terms of implied volatility, getting closer to the data in this 
dimension. 
Table 3.2 also reports the contemporaneous cross-correlation of the 6 observed 
variables vis-a-vis output. Overall, almost all the models perform quite well in 
generating a positive consumption-output correlation. All models predict that the 
real exchange rate is procyclical which is not supported by the actual data. Models 
7,4, and 3 predict that CPI inflation is procyclical which is also counterfactual as 
the data observe a countercyclical inflation. Although the models perform quite 
well in generating a positive consumption-output correlation, the models' implied 
cross-correlations with output in general do not seem to be fully satisfactory. 
The observed and obtained first-order autocorrelation for inflation suggest that 
the DSGE models are able to address the high inflation inertia observed in the 
data. Overall, Bayesian Maximum-likelihood based methods suggest that all the 
implications of each model for fitting the data are contained in their likelihood 
functions. The results comparing second moments suggest that Model 8, which the 
most favored model according to the data and likelihood criterion, seems to deliver 
better fit to most features of the actual data. 
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Standard Deviation 
Model Output Inflation Interest rate Exchange rate TOT Consumption 
Data 0.91 0.62 2.10 1.05 1.46 0.82 
Model 8 1.25 1.03 2.61 1.48 2.34 1.30 
Model 7 1.61 1.16 3.22 1.42 2.37 1.67 
Model 6 1.24 1.07 2.92 1.47 2.41 1.34 
Model 5 1.24 1.14 3.14 1.53 2.56 1.35 
Model 4 1.45 1.18 3.23 1.49 2.48 1.32 
Model 3 1.83 1.86 3.17 1.47 2.44 1.77 
Model 2 1.38 1.91 3.79 1.46 2.44 1.40 
Cross-correlation with Output 
Data 1.00 -0.19 -0.18 0.06 0.30 0.43 
Model 8 1.00 -0.08 0.29 0.84 0.84 0.36 
Modell 1.00 0.09 0.15 0.77 0.77 0.97 
Model 6 1.00 -0.20 0.01 0.80 0.80 0.39 
Model 5 1.00 -0.11 0.11 0.83 0.83 0.37 
Model 4 1.00 0.06 0.13 0.69 0.69 0.89 
Model 3 1.00 0.11 0.11 0.83 0.83 0.96 
Model 2 1.00 -0.12 0.33 0.84 0.84 0.35 
Autocorrelations (Order=l) 
Data 0.19 0.81 0.91 -0.05 0.20 0.13 
Model 8 -0.08 0.94 0.89 -0.35 -0.35 0.93 
Model 7 0.08 0.93 0.96 -0.28 -0.28 0.08 
Model 6 0.01 0.97 0.98 -0.32 -0.32 0.97 
Model 5 -0.06 0.89 0.95 -0.31 -0.31 0.95 
Model 4 0.13 0.95 0.97 -0.36 -0.36 0.35 
Model 3 -0.05 0.88 0.98 -0.34 -0.34 0.01 
Model 2 -0.02 0.85 0.81 -0.27 -0.27 0.97 
TABLE 3.2: SELECTED SECOND MOMENTS OF THE MODEL VARIANTS 
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3.7.2 Autocorrelations 
To further illustrate how the estimated models capture the data statistics, Figure 
3.2 plots the unconditional autocorrelations of the actual data and those of the 
endogenous variables generated by the model variants. In general, all models match 
well the autocorrelations shown in the data within a 10-period horizon and the 
`best' model, Model 8, does relatively a better job at matching the autocorrelations 
shown in most of the endogenous observables. Of particular interest is that all 
models match the autocorrelation in inflation well, suggesting that they are able to 
account for the high inflation persistence observed in the data (the observed first 
order autocorrelation for inflation is 0.81). The interest rate is more autocorrelated 
in all models than in the data except for Model 3. Output, exchange rate and terms 
of trade in all model are less autocorrelated than in the data at a lag of one quarter, 
but they become closer to the data at the longer horizon. 
3.8 Cross-Validation with BVARs 
As in the previous chapters, in this section the estimated model is evaluated via 
BVARs: it is intended to examine how well the estimated DSGE model (Model 8) 
does compared to the VAR estimation run on the same data set in terms of model 
fit. The marginal data density can form a natural benchmark for comparing the 
DSGE model with not only alternative model specifications but also other statistical 
models since it can be interpreted as a summary statistic for the model's one-step- 
ahead forecasting performance (Geweke (1999)). In particular, Model 8 is compared 
with reduced form VARs of lag order 1 to 8 estimated under Minnesota-type prior 
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distributions"(BVARs, see Doan et al. (1984) and Sims and Zha (1998)). Bayesian 
theory indicates that the role of prior distributions is mainly to reduce the effective 
dimensionality of the parameter space to avoid over-fitting. So the prior distribution 
over the parameters of a VAR(p) (Minnesota Prior) is implemented based on dummy 
observations that take into account the degree of persistence and cointegration in 
the variables. The typical Minnesota prior shrinks the VAR parameter estimates 
toward univariate random walk". The marginal likelihood of BVARs compared 
with that of Model 8 in Table 3.3. The hyperparameter T is Minnesota prior weight 
which controls the overall tightness of the prior distributions. Larger values imply a 
small prior covariance matrix and that more parameter estimates are tilted towards 
the prior mean. The marginal likelihood of VAR is quite insensitive to the choice 
of hyperparameter. Overall, for all the choices of r, the DSGE model (Model 8) 
dominates some of the VAR models suggested by the posterior odds. Moveover, the 
DSGE model does almost as well as the most VAR models (BVAR(4) with T= 313 
is the best VAR model). The result of comparing marginal likelihoods shows that 
Model 8 can compete with standard BVAR models in terms of empirical forecasting 
performance and is able to capture the main features of the Colombian data'4 
"The analysis assumes that it is conventionally known that the standard VAR models typi- 
cally perform poorly because of over-parametrization and the tightly parameterized DSGE models 
should usually outperform the standard VARs and of course the unconstrained VARs. For this 
reason this section only analyzes BVARs since this is an alternative solution to improving VAR es- 
timates by "restricting" its parameter estimates is to tilt estimates toward a point in the parameter 
space. 
12For details on the BVAR estimation and computation of the marginal data density, see Chap- 
terl, or Appendix in Lubik and Schorfheide (2005) 
13The period 1994: 1-1995: 2 is used as a training sample from where the likelihood of observations 
is extracted to construct the prior. As pointed out by Sims (2003), the use of a training sample prior 
as well as the dummy observations prior is important in order to standardize the prior distribution 
across widely different models. 
"Here I do not apply the DSGE model prior approach (DSGE-VAR) although it would enable 
more refined comparison between the DSGE model and a VAR that account for model fit as what 
was done in Chapter 2. The reason for this is that since the observation sample size is fairly small 
(with only 36 observations), and estimating the DSGE-VAR requires a mixed sample that may 
assign lower weight on the VAR (e. g. for a choice of \ that is > 1), the estimates of VAR could be 
potentially highly imprecise for using a small sample, even for a low-scale VAR model (the degree 
of freedom problem). 
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DSGE & BVAR(p) Marginal likelihood 
T=3 T=5 r=1015 
Model 8 144.03 144.03 144.03 
BVAR(1) 61.2969 61.2330 61.2040 
BVAR(2) 129.9068 128.9012 128.5307 
BVAR(3) 121.9502 120.7925 121.6126 
BVAR(4) 148.5838 147.4118 146.4364 
BVAR(5) 146.6776 147.0389 146.9028 
BVAR(6) 147.6108 147.9645 147.3994 
BVAR(7) 147.1123 147.5098 146.9100 
BVAR(8) 147.5185 147.5429 146.8408 
TABLE 3.3: MARGINAL LIKELIHOOD OF THE VAR MODELS AND DSGE MODEL 
3.9 Conclusions 
This chapter has developed and estimated a small open economy DSGE model 
with partial transaction dollarization using Bayesian methods. Estimations are per- 
formed for eight different model variants incorporating different model features. The 
main conclusion to be drawn from this study is that the dollarized model with both 
consumption habit and price indexation (Model 8) appears to outperform its ri- 
vals, suggesting that constructing these features in the model strongly improves the 
model's relative fit to the data in the Colombian economy. 
The empirical exercises in this chapter also include evaluating the models by 
comparing the second moments of the models and data, and via the VAR analysis. 
In terms of second moments, the focus is in particular on the ability of the SOE 
model to fit data on inflation, output, interest rate and the real exchange rate. It is 
found that the models appear to be able to capture the information and dynamics 
150rders of the VARs in parentheses and all models are estimated on the same data set. The 
hyperparameter 7 is Minnesota prior weight which controls the overall tightness of the prior dis- 
tributions (Dummy observations prior, see Doan et al. (1984)). Larger values imply a small prior 
covariance matrix. The specification of the dummy observations and the computation of the 
marginal likelihood for VARs are implemented with Chris Sims' MATLAB codes. The period 
1994: 1-1995: 2 is used as a training sample from where the likelihood of observations is extracted 
to construct the prior. 
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in the data in some dimensions. The models provide reasonably good predictions 
in the volatility of output, interest rate and the real exchange rate. Although the 
models perform quite well in generating a positive consumption-output correlation, 
the models' implied cross-correlations with output in general do not seem to be fully 
satisfactory. The outperforming Model 8 is able to explain the negative output- 
inflation correlation. 
The BVAR models, which impose consistent and compatible restriction to both 
the model and the data, are used to conduct the cross-validation exercises. I com- 
pare the fit of the structural model to Bayesian VARs of various lag length. The 
results demonstrate that, although the estimated DSGE model is highly restricted, 
it provides a relatively good fit to the data and is able to compete with VARs in 
terms of empirical forecasting ability. 
Finally, it is not difficult to further extend the model to a richer model with 
financial dollarization as well as capital (and other financial frictions in the form of 
a financial accelerator, where capital financing is subject to firms' net worth and 
can be partly or totally denominated in foreign currency. ). Chapter 4 focuses on 
this extended model. 
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3. A The Linearized System for Estimation 
The model is (log-) linearized around a deterministic steady-state with zero infla- 
tion. Define all lower case level variables, such as Ct, Yt, as proportional deviations 
from the steady staters. Rates of change, inflation and interest rates are expressed 
as absolute deviations. 17 Since the model contains a non-stationary technology pro- 
cess that induces a stochastic trend, the affected real variables, namely output and 
consumption, are detrended beforehand. Home producer and consumer inflation are 
PHe-Py1 e-I Pe-Pc-i defined as 7rHt = PH P-1 
- PHt - PH, t-i and 7rt = Pt-1 - pt - pt-1 respectively. 
Similarly, define foreign producer inflation and consumer price inflation. Note that 
in what follows E=L aw, t and according to Lubik and Schorfheide (2005), world- 
wide non-stationary shocks do not affect marginal costs (only the stationary shocks 
do) but they affect the intertemporal consumption trade-off as they enter the Euler- 
equation and change habit dynamics. The linearized system used for the analysis in 
this Chapter is18: 
16The exception is that this chapter uses it for Ct_1. 
17That is, for a typical variable level Xt, xt =X- log (X) where X is the baseline steady 
state. Rate variables, the interest and inflation rate however are expressed as an absolute deviation; 
i. e., it = It - I. 
"Note that the vector YT contains the observable variables: YT = 
/Q oha OTeTobs QtOto6a Qcoba ýoba To'a)+ l 2/t +t+t+t+t+t 
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at+l = Paat + va, t+l 
9t+1 = P99t + Vg, t+1 
Ec, t+l = Pcec, t + vc, t+l 
EL, t+l = PLEL, t +VL, t+1 
eä, t+1 = Pcec, t + vc, t+1 
rn, t+l = Pirn, t + vr, t+l 
Etuc, t+1 = uc, t - WH(it - EtTH, t+l) - 
(1 
- WH)it + Et¬t+l 
lrH, t 1 -i- i'P 
Et7rH, 
t+1 +1+p 1rH, t-1 + 
AHmCt 
mct = -(1 + 0) at - uc, t + cc, t + 
cYt + (1 - LO) 7t + CL, t 
-uc, t = 1- hcßCt -1 ßEt[aCt+1 
+ Et+1] - tv[är,,, t + (1 - ä)rn, t] - ec, t 
(1 - hc)Ct = ct - hct_1 + hc¬t 
Yt = aHCt + aFCt + acgt + µ(aH(1 - WH) + aF)Tt 
rert = u; ,t- 
uc, t 
-uc, t = 
a* h'cß Et [Q Ct+1 + Et+l] - Arn, t - ec, t h 
Ct 
1- hýQ C# 1- 
(1 -h, )Ct = et -hct_1+hýEt 
WHTt = rent 
+ q5)at + t; C, t - üc, t + 
(1 
- WH)T + CL, t 
-aHCt = -Pt + aFC" + acgt + µ(aH(1 - WH) + aF)Tt 
-Uc, t = 1- hcßCt 1-hQ 
Et [aCt+i + Et+1] - -c, t 
(1 - hc)Ct = Ct - hc4_1 + hcEt 
rert = ü`*, t - üc, t 
WHTt = rert 
ygapt = yt - yt 
7rt = 7CH, t + 
(1 
- WH)OTt 
7rF, t = 7rH, t + 
OTt 
rft = XI (rn, t - Tn, t) 




lt = yt - at 
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at+i = Paar + Va, t+l 
9t+i = P99t + Vg, t+i 
Ec, t+l = Pc&c, t + vc, t+i 
&L, t+1 = PL&L, t + VL, t+1 
4t+1 = P2Eö, t + vc, t+l 
rn, t+l = P1rn, t + vr, t+l 
Etuc, 
t+l = Uc, t - WH(Zt - 
EtirH, t+l) - 
(1 
- WH)i + Etet+1 
lrH, t 1 , 3^1'P 
Et7rH, t+1 +1+a lrH, t-1 + 
AHmCt 
mct = -(1 + O)at - uc, t + ec, t + byt + (1 - w)Tt + CL, t 
-uc, t =1- 
hcßCt 
-1h #Et[aCt+1 + 
Et+11 - w[är,,, t + (1 - Ec, t 
(1 - hc)dt = ct - hit-1 + hc¬t 
Vt = aHCt + aFCC + ac9t + µ(aH(1 - WH) + aF) Tt 
rert = uC"t - u,, t 
a* hCg 
-uc, t =- h* 
ct 
1' 
Et[uºCt+ir+ Et+i] - ýwr,,, *t - Ect 1 cß - hcQ 
(1-hC)Ct = ct - hct-i+hcet 
WHTt = rert 
-oyt = -(1 + cb)at + ec, t - icc, t + (1 - WH)T + eL, t 
-axct = -yt + aF6t + acgt + µ(ax(1 - WH) + aF)Tt 
a :t 
-üc, t = 1- hc, QCt 1hh ,ß 
Et [QCt+l + Et+, ] - ec, t 
(1 - hc)Ct = ýt - hcöt_l + hcEt 
rent = üC, t - üc, t 
WHTt = rert 
ygapt = yt - pt 
1ft = 7rH, t + 
(1 
- WH)ATt 
7rF, t = lrH, t + 
OTt 
rft = 
st XI (rn, t - r) 
s 




lt = yt - at 
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Interest rate rule: 
rn, t = Prn, t-i + (1 - P)[O Et1rx, t+i + pv(yt - yt)] 
Derived Parameters: 
w= w(a)=ß(aO-1)(1-bi) 




ä= a(a) = ax/(ax + (1 - a)X) 
a (1 - b)a a= a(a) (a + al-X(1 - a)X) X=1 b(1 - 
)a 
/B 








aH = W- y 
C* 
aF = (1 -W*)Y * 
aC =1- aH - aF 
X 
XI = Rn(1+Rn) 
_-1 R,, 
Measurement Equations: 
Dyt be = yt - yt-i + Et 
Orert bs = rert - rert_1 
Otott6s = Tt - Tt-1 
Oohs Ct = Ct - Ct-1 + Et 
7r obs t = 4ir 
r°b9 t = 4r *+ 
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3. B Prior Distributions 
Parameter notation prior mean density 
Price stickiness CH 0.66 beta 
Elasticity of disutility (labour) 0 1.0 inverse gamma 
Risk aversion Q 3.0 gamma 
Domestic habit he 0.7 beta 
Preference for home currency a 0.5 beta 
Price indexation parameter yp 0.5 beta 
Elasticity between H/F goods µ 1.5 normal 
Interest rate rule-smoothing p 0.5 beta 
Interest rate rule-inflation 01 2.0 gamma 
Interest rate rule-output gap Py 0.25 beta 
AR(1) coef. -technology pa 0.7 beta 
AR(1) coef. -government A9 0.7 beta 
AR(1) coef. -consumption pc 0.7 beta 
AR(1) coef. -labour PL 0.7 beta 
AR(1) coef. -F consumption PC- 0.7 beta 
AR(1) coef. -F interest rate pt 0.7 beta 
Std. deviation of shock sd(va) 2 inverse gamma 
Std. deviation of shock sd(v9) 2 inverse gamma 
Std. deviation of shock sd(vc) 2 inverse gamma 
Std. deviation of shock sd(vc. ) 2 inverse gamma 
Std. deviation of shock sd(vL) 2 inverse gamma 
Std. deviation of shock sd(v, ") 2 inverse gamma 
TABLE 3.4: PRIOR DISTRIBUTIONS 
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3. D Stability Analysis (Model 8) 






FIGURE 3.5: PLOTS OF BI-DIMENSIONAL PROJECTIONS OF THE SAMPLE PRO- 
DUCING INSTABILITY OR INDETERMINACY (WITH (CORR. COEFF. I TERM > 0.3) 
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Taking aDS GE Model to 
Emerging Market Economies II: a 
Dollarized Two-Bloc Model with 
Financial Market Imperfections 
4.1 Introduction 
Understanding business cycle dynamics in emerging market economies has become a 
significant challenge for researchers. This contrasts with recent developments in the 
literature concerning developed economies, where properly micro-founded dynamic 
stochastic general equilibrium (DSGE) with a variety of frictions have been found to 
provide good empirical fit and forecasting performance (see Christiano et al. (2005), 
Smets and Wouters (2003), Smets and Wouters (2005), among others). 
Several features set emerging market economies apart from the standard `stylized 
facts' of developed economies. Indeed, many countries experienced episodes of high 
inflation that have seen economic agents resorting to a foreign currency as a partial 
replacement for the domestic currency, given the substantial opportunity cost of 
holding the latter. This is known in the literature as dollarization, a term often 
used interchangeably to indicate that dollars (or a foreign currency more generally) 
183 
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serve as a unit of account (real dollarization or price dollarization), as a store of value 
(financial dollarization), or as a medium of exchange (transaction dollarization, also 
known as currency substitution). In this case dollars are accepted as a mean of 
payment alongside the domestic currency. ' 
In addition, developing countries are usually small open economies, which re- 
quires careful modelling of a mechanism that allows for the transmission of external 
shocks (absent in most of the literature on developed economies). Moreover, given 
the stage of development of their financial sectors, financial frictions such as liquidity 
constraints facing households are greatly exacerbated. 
This chapter builds on a series of recent papers that have separately addressed 
some of the issues discussed above. Dollarization in particular has received consider- 
able attention. Cespedes et al. (2004) and Gertler et al. (2003) introduce a `financial 
accelerator' mechanism into a small open economy model and find that fixing ex- 
change rates may lead to unwanted outcomes due to `counter-cyclical' monetary 
policy decisions. Batini et al. (2008) analyse the consequences of (partial) dollar- 
ization for exchange rate stabilization and the conduct of monetary policy (see also 
Castillo et al. (2006) and Felices and Tuesta (2006)). When dollarization is present, 
monetary transmission is different than in the case of no dollarization, given that 
changes in the exchange rate have a stronger impact either on inflation expectations 
or on real activity or on both. This poses an extra challenge when setting monetary 
conditions in response to shocks. 
Thus, this chapter aims at integrating the distinct features discussed above and in 
the previous chapters by developing a two-bloc emerging-market/rest-of-the-world 
DSGE model where in the emerging market bloc there is a strong link between 
1It has been documented that dollars can remain the preferred mean of payment even when 
inflation has been stabilized, due to hysteresis, and to the fact that once dollars become the most 
used currency, they also develop into the most convenient currency to carry around for transaction 
purposesin turn promoting the use of dollars for all payments. 
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changes in the exchange rate and financial distress of household and firms. More 
precisely, the model assumes that: (a) there are financial frictions in the form of 
a `financial accelerator' that firms demand for capital depends on their respective 
financial positions, and this is often accompanied by the fact that firms are obliged 
to finance at least part of their capital requirements in foreign currency (see, Gertler 
et al. (2003) and Gilchrist (2003)); (b) domestic households hold both local and for- 
eign currency money balances for transaction purposes (Chapter 3); (c) the relative 
demand of foreign currency is endogenous to the extent of exchange rate stabiliza- 
tion by the central bank. The simultaneous assumption of (a)-(c) in the context of a 
two-bloc model is novel in the literature. Several variants of the model are then esti- 
mated by Bayesian maximum likelihood using data for Peru and the US. As noted, 
this technique allows to include prior information to identify structural parameters 
and then carries out a consistent comparison among competing models, as suggested 
by Fernandez-Villaverde and Rubio-Ramirez (2004). Overall this chapter aims at 
providing a unified framework for empirical and policy analysis. 
The rest of the chapter is organized as follows. Section 4.2 presents the model. 
Section 4.3 describes the estimation strategy including the data and prior selections. 
Section 4.4 sets out the results, model validation and empirical properties. Section 
5 provides concluding remarks. 
4.2 The Model 
This section sets out the DSGE model used in this chapter which is closely related 
to the model developed by Batini et al. (2008)2. In particular, I build on the small 
2Especially the steady state, linearization and calibration of the system discussed in the appen- 
dices are based on the results derived in Batini et al. (2008). Nevertheless the focus of this chapter 
is to take the model to the data. 
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open economy (SOE) model developed in Chapter 23 a standard two-bloc micro- 
founded model that incorporates many of the nominal and real frictions that have 
been shown to be empirically important in the previous chapters4. Unlike Chapter 
3, I also add capital accumulation as in Chapter 2 in order to fit better the data. 
The home and foreign economies are asymmetric and have different household pref- 
erences and technologies. The modelling focuses on the SOE with a representative 
household, firms and a central bank. Households work, save and consume tradable 
goods produced both at home and abroad. As in Gertler et al. (2003), there are 
three types of producers in the home economy: (i) entrepreneurs (wholesale produc- 
ers) who borrow from households to finance capital used in the production process; 
(ii) retailers who package together wholesale goods to produce final output; and (iii) 
capital producers who build new capital in response to the demand of wholesalers. 
The retail sector has monopoly power over the varieties they produce and set prices 
in a staggered fashion (this captures the nominal price stickiness). Note that the key 
aspect of the financial accelerator is that entrepreneurs' demand for capital depends 
on their respective financial positions which vary inversely with their' net worth. 
In line with Batini et al. (2008), the model in this chapter integrates the standard 
and `non-standard' modelling features developed from the previous chapters and 
exhibits four departures from the standard open-economy literature. First, as in 
Chapters 2 and 3, money enters utility in a non-separable way and results in a direct 
impact of the interest rate on the supply side. As mentioned, this is an important 
specification to model the transaction dollarization. Second, as in Chapter 3 the 
home emerging market bloc features the transaction dollarization. Third, along the 
3This chapter and Chapter 3 therefore share the same notation for the variables and parameters 
which are slightly different from those in Chapters 1 and 2. The summary of notation can be found 
from Table 4.3 in this chapter which can also be applied to Chapter 3. 
4More precisely, the model exhibits the following features: external habits in consumption 
(Chapters 1-3), adjustment costs in capital accumulation (Chapter 2), nominal rigidities in the 
form of staggered price setting in the final goods production sector and price indexation (Chapters 
1-3). 
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lines of Gilchrist (2003) (see also Cespedes et al. (2004)), firms face an external 
finance premium that increases with leverage and part of the debt of wholesale 
firms is financed in foreign currency (dollars), because it is impossible for firms to 
borrow 100 percent in domestic currency owing to `original sin' type constraints 
(liability/fiancial dollarization). Finally, there are frictions in the world financial 
markets facing households as in Benigno (2001). Details of the model are as follows. 
4.2.1 Households 
The representative household r in this model maximizes the same utility function 
subject to the same budget constraint as defined in Chapter 3 (See Equations 3.1- 
3.5). 5 However, as noted, one departure from Chapter 3's household behaviour 
(departure four) is that I incorporate world financial frictions facing households as in 
Benigno (2001). In particular, there are two risk-free one-period bonds denominated 
in the currencies of each bloc with payments in period t, BH, t and BF, t respectively 
in (per capita) aggregate. The prices of these bonds are given by 
PB, j 1+ Rn t 
PAt 
(1 + Rn t)ý(Se13F. iý 
(4.2) 
where 0(") captures the cost in the form of a risk premium for home households to 
hold foreign bonds. It is assumed that 0(0) =0 and 0' < 0. R,,, t and Rn,, denote 
the nominal interest rate over the interval [t, t+ 1]. For analytical convenience, the 
home households can hold foreign bonds, but foreign households cannot hold home 
5The only exceptions are that the single period utility becomes: 
(£t + 1) [s(r)1-12(1 - Lt(r)(1 - eL, c))ý]1-ý (4.1) 
1-v 
and here I no longer assume that the non-stationary world-wide technology shock, Aw, t, affects the 
household's utility (but it still enters in the wholesalers' production function) since it is straight- 
forward to show that the non-separable utility form like (4.1) has the properties that ensure the 
model's consistency with the balanced growth path. So the specification Ct - hcCt_1 in this 
chapter is equivalent to Ct(r)/Awt in 3.3. 
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bonds. Then the net and gross foreign assets in the home bloc are equal. 
The household r maximizes 3.1 subject to 3.5 and 3.6 and imposing symmetry 
on households as before (so that Ct(r) = Ct, etc) yields the standard optimality 
conditions for the consumption allocation, labour supply and the consumption de- 
cision: 





, Uc, t 
L Uc, t Pt+lJ 
UMH, t = Uc, t Li 
R", t 1 








wt 77 UL't (4.6) 
Pt (77 -1)Uc, t 
where Uc, t, UMH, t, UMF, t and -UL, t are the marginal utility of consumption, money 
holdings in the two currencies and the marginal disutility of work respectively. Tak- 
ing expectations of (4.3), the familiar Keynes-Ramsey rule, and its foreign counter- 
part, I arrive at the modified UIP condition 
pß, t 
Et [Uc, e+i p] 
- (4.7) "t Et [Ucs+is--'I-] pa 
, stilt+i 
The foreign interest rate in (4.2) is assumed to follow an AR(1) process subject to 
i. i. d shocks. These shocks capture the relevant financial sectors faced by the home 
agents. 
Rule of Thumb (RT) Households 
This subsection discusses another departure from the household's behaviour in 
Chapter 2. As noted, given the stage of development of the financial sectors in 
developing economies, households are facing financial frictions such as credit con- 
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straints. 
Consider the economy is inhabited by two groups of households. The first group 
is, consisting of a proportion A, without credit constraints that optimizes their be- 
haviours according to the permanent income hypothesis, smoothing consumption 
through their lifetime. The second group consists of, the remaining proportion 1- A, 
the rule of thumb (RT) or non-Ricardian households, who just spend their entire 
current disposable income at each point in time. Assume the optimizing households 
with full access to the capital markets are the same households as before and their 
consumption, wage rate and labour supply are denoted as before. Each Ricardian 
household follows the optimality conditions derived above. As in Batini et at. (2008), 
the budget constraint of the RT consumers is: 
PtC1, t(r) = (1 - TL, t)Wl, t(r)Ll, t(r) +TF1, t (4.8) 
where Ci, t(r), Wi, t(r) and Li, t(r) are assumed to be the per capita consumption, 
wage rate and labour supply respectively for the RT households. TFI, t is net flat-rate 
transfers received per credit-constrained household. Following Erceg et al. (2005) I 
assume that, for simplicity, RT households set their wage to be the average of the 
optimizing households. Given the same labour demand schedule for each group of 
labour, this implies that the labour effort of RT households coincides with that of 
optimizing households in a symmetric equilibrium of identical households of each 
group (they have the same Wt, Lt). The only difference is that RT households 
have no access to assets, own no shares and receive no profits from the mark-up of 
domestic monopolistic firms. 
Following Chapter 3, optimal intra-temporal decisions are now derived as follows: 
Cix, t(r) =w 
(Pp't )-µ 
Ci, t(r) ; C1F, t(r) = (l - w) 
(P F't) -µ Cl, t(r) (4.9) 
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and average consumption per household over the two groups is given by6 
Ct = AC1, t + (1 - A)CZ, t (4.10) 
4.2.2 Firms 
There are three types of firms, wholesale, retail and capital producers. Wholesale 
firms are run by risk-neutral entrepreneurs. I consider the details in turn. 
Entrepreneurs and Wholesale Production 
The homogeneous wholesale good production, YW, is managed by entrepreneurs 
and is given by 
Yw = AcKt (XeLc)1-« (4.11) 





The entrepreneur starts any period t with the beginning-of-period capital stock Kt, 
acquired at the beginning of the period, used over the period. At is an exogenous 
transitory TFP shock common to all production firms. Xt is an exogenous perma- 
nent labour-augmenting shock. The individual labour demand Lt(r) is given by 
Lt(r) = 
(Qi) " Lt as in all the previous chapters. 
Let PH t be the nominal price of wholesale output, Qt the real market price of 
capital in units of total household consumption, 9 the depreciation rate of capital. 






6With regard to the foreign households' behaviour, aggregates CiH, t, CiF, t, Ct etc are similarly defined. 
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At time t, the entrepreneur chooses Lt and Kt to maximize profits per period: 
PN YtW -WtLt = aPH YWu using (4.13), the expected return on capital (or marginal 
return to capital), acquired at the beginning of period t, over the period is given 
by7. 
Ec(1 + Rt) = 
PP 
aK+ (1 - J)Et[Qc+i] (4.15) 
Qe 
Entrepreneurs finance investment partly with foreign loans, which are subject 
to financial frictions so the expected cost of funds to the entrepreneur depends on 
financial conditions. Let cp E [0,1] be the proportion of entrepreneur borrowing 
denominated in home currency, (then 1- cp measures the degree of `liability dollar- 
ization' (LD)), RERt P the real exchange rate, the expected cost of funds is 
given by 





)( ýP) t 
[(1 
n , t) pi+, RERt J 
_ (1 + ©t) [(1 + Rt)] + (1 - cp)Et 
[(1 
+ R) 
Rt+I l1 (4.16) [WEe 
RERt JJ 
If cp =1 or if UIP holds this becomes (1 + Ot)Et [1 + Rt], which is the gross cost 
of external funds absent dollarization. Ot >0 is the augmented external finance 
premium given by 
O= =e 
(Nt) 
; e'(") > 0, O(0) = 0,0(oo) = oo (4.17) 
where Bt = QtKt-Nt is bond-financed acquisition of capital in period t and Nt is the 
beginning-of-period t entrepreneurial net worth. Following Bernanke et al. (1999), 
7Note that the ex post return at the beginning of period t, Rt 1, is given by 
p""`_' 
a Y'- + (1 - 8)Qt 
1+ Rik 1= 
p`-' K`-' (4.14) Qt-1 
and this can deviate from the ex ante return on capital 
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the external finance premium can be expressed as an increasing function of the 
firm's leverage ratio and varies inversely with the firm's net worth: the greater the 
share of capital that the entrepreneur can self-finance, the small external finance 
premium. By definition, the wholesaler's overall cost of funds with the financial 
market imperfection is the product of the gross premium for external funds and the 
real opportunity cost of funds that would arise in the absence of financial market 
frictions (as in Chapter 2) with or without dollarization. The entrepreneur's capital 
demand is given by the optimality conditions (with LD and without LD): 
Et(1 + Rt) = (1 + ®c) 
[coE[(1 
+ Rt)] + (1 - cp)E[(1 + Rt) 
RERt+l 1 14.18) 
RERt J 
Et(1 + Rt) = (1 + Ot)Et [1 + Rt] (4.19) 
The above two equations provide the basis for the financial accelerator as they link 
movements in the firm's financial position (the leverage ratio, hence the premium 
for external financing) to the expected cost of funds, and hence the firm's demand 
for capital. 
The other key component of the financial accelerator is the evolution of en- 
trepreneurial net worth Nt. Assuming that entrepreneurs exit with a given proba- 
bility 1-C, net worth accumulates according to 
Nt = eeVt (4.20) 
where Vt denotes the value of capital net of borrowing costs carried over from the 
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previous period and is given by 
Vt = 
[(1 + Rt i)Qt-iKt-i 
C - (1 + 8r-i) w(1 + Rt-1) + (1 - ýp)(1 + Rt-i) 
RERRERtt 
-i / 
(Qe-iKa-i - Nt-i), 
(4.21) 
Note that in (4.21), (1 + Rt 1) is the ex post return on capital acquired at the 
beginning of period t-1, (1 + Rt_1) is the ex post real cost of borrowing in home 
currency and (1 +R1)_'1 is the ex post real cost of borrowing in foreign ERg- 
currency. Combining (4.21) with (4.20) suggests the motion of entrepreneurial net 
worth stems from unanticipated movements in returns of capital and costs of bor- 
rowing, as well as nominal exchange rate if entrepreneurial debt is denominated in 
foreign currency, each of which in turn plays a key role in the financial accelarator8. 
Finally, entrepreneurs going out of business at t consume CC, their remaining 
resources, given by 
Ci = (1- e)V (4.22) 
of which consumption of the domestic good, as in (4.9), is given by 
µ 
CN't =w 
Pt't) Ct (4.23) 
Retailers and Price Setting 
Retail firms are the final goods producers. They are monopolistically competitive, 
buying wholesale goods and transforming them into differentiated final consumption 
8Some authors sometimes refer to the combination of the financial accelerator channel and liabil- 
ity dollarization as collateral constraints with the conventional understanding that entrepreneurial 
debt is always denominated in foreign currency (Elekdag et at. (2005)). In this thesis it is very 
clear from the modelling framework that I do not assume their co-existence, so that I can study 
their respective empirical relevance. 
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goods at a fixed resource cost F. In a free-entry equilibrium profits are driven to 
zero. Retail output for firm f is then Yt(f) = YtW (f) -F where Yt1't' is produced 
according to production technology (4.11). Their price setting behaviour in the 
home economy is identical to that of the final good price setters in all the previous 
chapters (i. e. final goods prices are set and adjusted according to Calvo's staggered 
contract setup (Calvo (1983)). Accordingly, CPI inflation is a composite of domestic 
and foreign good price inflation (pH, t 7F, ` ) PH, e-1 PF, s-I 
Capital Producers 
Capital producers decide how much capital to accumulate each period by replacing 
the worn out capital and constructing new capital goods. New capital goods are 
assembled using a CES technology that consists of domestic and foreign final goods: 
P 
PI - PI 
It = 
{wp, 
IH t' +(1 - wI) Pf IF, t 
1 
(4.24) 
where pl is the elasticity of substitution between the home and foreign goods and 
weights in investment are defined as in the consumption baskets in Chapter 3 (3.10 
and 3.11), namely 
wl =1- (1 - n)(1 - wI) ; w1 =1- n(1 - wj) (4.25) 
The demands for home and foreign goods by the firm are: 








with investment price index given by Pl, t = [wr(PH, t)l-p' + (1 - wr)(PFt)'_PI]Ti 
To construct new capital, producers use both existing capital and investment 
goods from (4.24). As in Smets and Wouters (2003), the law of motion of the 
THE MODEL 195 
capital stock is (Kt+l captures the delayed response of investment) 
Ka+i = (1 - 5)Kt + (1 - S(IIt -))It; S(. )', S(. )" >- 0; S(1) = S'(1) =0 (4.27) 
e-i 
where S(. ) characterize the investment adjustment cost. As in Batini et at. (2008), 
this captures the ideas that adjustment costs are associated with changes rather 
than levels of investment. 9 
The capital producing firm at time 0 then maximizes expected discounted prof- 
itslo 
00 




which results in the optimality condition: 
1- S 








1t J= ,t() 
The above Q-investment relation determines the evolution of the variable price of 
capital which, as discussed, plays a key role in the framework incorporating the 
financial accelerator (i. e. unforseen variations of Qt affect entrepreneurial net worth, 
balance sheets and hence provide the source of fluctuations in the cost of capital). 
4.2.3 Monetary Policy Rule 
In line with previous analysis, monetary policy is characterized as a simple feedback 
rule for the interest rate. It is assumed that the central bank in the emerging market 
sets the interest rate to respond to deviations of domestic or CPI inflation from a 
predetermined target. This takes the form of Taylor rule with domestic or CPI 
9In a balanced growth steady state adjustment costs are associated with change relative to trend 
so that the conditions on S(") along the balanced growth path become S(1 + g) = S'(1 + g) = 0. 
10This ignores leasing costs which Gertler et at. (2003) show to be of second order importance. 
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inflation and output growth targets: 
rn, t = PTn, t-l + 07rEt7rH, t + 9yDyt (4.29) 
rn, t = Prn, t-i + 9. iEtirt + Byt yt (4.30) 
where pE [0,1] is an interest rate smoothing parameter. An alternative rule also 
responds to deviations of the nominal exchange rate about a long-run target: 
rn, t = prn, t-i + B, rEt1rH, t + 9yDyt + 8, st (4.31) 
In the following estimation, I assume that the monetary authority chooses to respond 
to domestic inflation target so that (4.29) is the policy rule type contained in all 
model variants belowll 
4.2.4 The Equilibrium and Foreign Asset Accumulation 
In equilibrium, goods markets, money markets and the bond market all clear. As- 
suming exogenous government expenditures Gt, the marketing clearing condition 
implies that: 
Y= CH, t + CH, t + IH, t +1vv 
[CN, 
t + CH, t + INj + Gt (4.32) 
Government expenditures are financed by lump-sum taxes, Tt, which adjust to sat- 
isfy the following balanced government budget constraint 
PH, tGt = Tt + MH, t - MH, t_1 (4.33) 
"I also test the models with the alternative policy rules (i. e. (4.30) and (4.31)) by comparing 
their log marginal density. I find that the model with rule (4.29) appears to attain the highest 
probability. 
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As in Batini et al. (2008), let Eh_1 BF, t(h) = vBF, t be the net holdings by the 
household sector of foreign bonds. Summing over the household budget constraints 
(including entrepreneurs and capital producers), noting that net holdings of do- 
mestic bonds are zero (since home bonds are not held by foreign households) and 
subtracting (4.33), 1 arrive at the accumulation of net foreign assets: 
PB, tStBF, t + StMF, t = StBF, t_1 + StMF, t_1 + WtLt + I't + (1 - ee)PtVt + PtQt(1 - S(Xt))It 
- PtCt - PtCe - PI, tlt - Ptr, tGt 
StBF, t_1 + StMF, t_1 +TBt 
where the trade balance, TBt, is given by the national accounting identity 
PH, tY = PtCt + PtCC + Pi, tlt + Ptr, eGc + TB 
and this completes the model". 
4.2.5 State Space Representation 
(4.35) 
As in all the previous chapters, the system is log-linearized around a deterministic 
zero-inflation, balanced growth steady state. The two-bloc model in state space 




+ Bot +C 
rn't 1+ Dvt+, 





xt I r; *, t 
'The SOE and the rest of the world modelling is following Chapter 3 and discussed in Appendix 
A. 
(4.34) 
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where zt is a vector of predetermined exogenous variables, xt are non-predetermined 
variables, and of is a vector of outputs. Matrices A, B, etc contain functions of model 
structural parameters. Rational expectations are formed assuming an information 
set {zl,,, z2,,, x, }, s<t, the model and the monetary rule. Details of the steady 
state solutions and linearization are provided in Appendices A and B. 
4.2.6 Model Variants 
For the purpose of estimation and empirical analysis, I parameterize the model 
according to six alternatives, ordered by increasing degrees of frictions and dollar- 
ization: 
. (Model I) no transaction dollarization, no financial accelerator and no liabil- 
ity dollarization. This is a fairly standard SOE model similar to the closed 
economy version NK model in Chapter 1 with the only departures being a 
non-separable utility function in money balances, consumption, and leisure 
consistent with a balanced growth path and a fully articulated ROW bloc; 
" (Model II) transaction dollarization (TD) only (where the degree of TD is 
captured by 1-a where aE [0,1]; 
9 (Model III) financial accelerator (FA) only; 
" (Model IV) financial accelerator (FA) and transaction dollarization (TD); 
" (Model V) financial accelerator (FA) and liability dollarization (LD), assuming 
that firms borrow a fraction of their financing requirements 1- cp E (0,1) in 
dollars; 
. (Model VI) TD plus FA plus LD, where a, cp E (0,1). 
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4.2.7 Liability Dollarization and Financial Accelerator 
The DSGE model makes explicit the operating mechanism of (unofficial) dollariza- 
tion mechanism. According to Elekdag et al. (2005) and Eichengreen and Hausman 
(1999), first, the emerging market economies can typically borrow only or partly in 
foreign currency denominations (liability dollarization). This feature increases the 
susceptibility to external shocks since a potential depreciation can substantially in- 
flate debt service costs, due to currency mismatches, and thus increase rollover risk. 
In other words, borrowers in these economies may find that both interest and ex- 
change rate fluctuations have large effect on their real net worth positions (see (4.21) 
and (4.20)), and so, through balance sheet constraints that affect investment spend- 
ing, have much more serious macroeconomic consequences than for richer industrial 
economics. (Devereux et al. (2004)) 
Second, these countries usually have imperfect access to capital markets. Foreign 
credit (or entrepreneurial debt) is typically associated with a risk premium above 
and beyond the international lending rate, and this risk premium, thus borrowers 
demand for capital in turn depends on their respective financial positions (e. g. ratio 
of debt to net worth) - this underpins what is known as the financial accelerator. 
Moreover, this premium typically moves in tandem with the business cycles of the 
borrowing country, which implies a higher risk premium when it is experiencing a 
recession. (See, for a recent review, Cespedes et al. (2004), Devereux et al. (2004), 
Elekdag et al. (2005) and Gertler et al. (2003)) 
As noted, it is not uncommon to understand that entrepreneurial debt is usually 
denominated in foreign currency and that some authors sometimes refer to the com- 
bination of the financial accelerator channel and liability dollarization as collateral 
constraints or simply just financial accelerator (e. g. Elekdag et al. (2005)). However, 
in this thesis I do not assume their co-existence and define the two mechanisms sepa- 
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rately as it has been apparent from the modelling framework and the Model Variants 
section. Their respective empirical relevance and properties are tested and studied 
below. 
4.3 The Peruvian Economy 
4.3.1 Dollarization 
Similar to Colombia, Peru has not officially dollarized although unofficial (De facto) 
dollarization, involving both monetary substitution and asset substitution may be 
widespread. According to Feige et al. (2002)'s survey and findings, In Peru, the 
ratio of per capita holding of US currency (FCC) and domestic currency (LCC) is 
over 1: 1, suggesting that Peru is a highly dollarized economy. Also their estimates 
of monetary and asset substitution indices show that in Peru asset substitution 
dominates currency substitution. Although data (in Table 4.1) shows that Peru 
has experienced moderate declines in foreign currency deposits as a share of total 
deposits, the extent of dollarization still remains high. 
There are important concerns in terms of monetary policy effectiveness. One 
early strand of the dollarization literature, inspired by currency substitution models 
(as in Chapter 3), viewed dollarization as a potential problem for monetary policy 
effectiveness, based on the fact that monetary aggregates become more sensitive 
to changes in devaluation expectations. A more recent view emphasizes the higher 
pass-through and a weaker monetary transmission (see, for example, Rennhack and 
Nozaki (2007)). The latter in turn derives from the fact that dollar rates and dollar 
inflows (which affect most savings and credit in a highly dollarized economy) are out 
of the control of the monetary authority. Moreover, domestic interest rates, through 
their impact on the exchange rate, may affect the net worth of dollar-indebted bor- 
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Foreign currency deposits 
(in % of total deposits) 
Foreign currency deposits 
(in % of total deposits) 
1990 2001 2002 2003 2004 2001 2002 2003 2004 
Argentina 47.2 71.5 4.2 6.7 10.7 80 7.2 7.1 14.1 
Bolivia 80.7 91.5 90.8 90 85.3 97 97.3 97.7 97.7 
Brazil 0 6.1 6.5 - 6.5 18 19.4 - 12 
Chile 16.3 14 12.8 13.2 11.9 13.8 13 10.3 10.3 
Colombia 0.3 0.5 0.4 0 2 11 11.6 8.8 6.1 
Costa Rica 26.8 49.1 50 50.2 56.6 67.2 53 55.5 53.3 
Dominican Republic 2.2 23.9 26.1 27.5 25.1 27.6 30.9 37 27.3 
Ecuador 13.3 100 100 100 100 100 100 100 100 
El Salvador 4.1 100 100 100 100 100 100 100 100 
Guatemala 0 5.1 8.8 12.4 14.9 - 15.3 16.7 17.7 
Honduras 1.8 33.4 34.2 35.1 35.7 22.2 22.8 26.4 30.9 
Mexico 10.1 8.1 4.6 4.5 5.4 20.5 12.9 12.3 9.8 
Nicaragua 40.3 70.6 72.1 69.6 68.7 83.6 83.1 84.3 85 
Paraguay 33.9 66.6 68.7 63 47 52.8 58.2 55.7 51.7 
Peru 62.5 74.3 73.2 70.6 64.1 80.5 79.7 77.9 75.9 
Uruguay 88.6 83 90 93 83 66 81 76 70 
Venezuela - 0.2 0.2 0.2 0.1 0.7 0.8 0.7 0.6 
0 Sources: Central banks; and IMF staff estimates. 
TABLE 4.1: SELECTED LATIN AMERICAN COUNTRIES: DEPOSIT AND LOAN 
DOLLARIZATION 
rowers in a way that neutralizes much of their impact. Finally, liability dollarization 
has not been a significant impediment in stabilizing inflation (Reinhart et al. (2003)) 
as they study a sample of partially dollarized economies (including Peru) and find 
that dollarization does not necessarily prevent monetary policy from bringing infla- 
tion under control. On the other hand, using the exchange rate as a flexible anchor 
has proved successful. Indeed, it is well known that liability dollarization has re- 
mained at high levels despite the sharp decline in inflation in dollarized countries 
such as Peru. 
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4.3.2 Data 
Nine observable variables at quarterly frequency for Peru and the US are used to 
identify shocks and estimate the model parameters: real GDP, real private invest- 
ment, annualized inflation, annualized interest rate, the real CPI based exchange 
rate, the terms of trade and real private consumption. The US inflation and interest 
rate are also used to estimate the 2-bloc Peru-ROW models. The data is obtained 
from the US and Peruvian Central Banks. Inflation rate is defined as the annualized 
log percentage change in the CPI index. The sample runs from the first quarter of 
1994 to the first quarter of 2006. Structure breaks in the Peruvian economy generate 
problems when using longer series. To make these variables stationary in the data 
first differences for output, consumption, investment, real exchange rate and terms 
of trade are used while inflation and nominal interest rate enter in level and infla- 
tion is detrended from an OLS linear trend. The terms of trade is measured by the 
ratio of export prices and import prices indexes. Finally, all the data are demeaned 
prior to estimation. The set of observable variables in deviation form used for the 
Peru-ROW estimations is the following: 
yT = {yt, et, it, rert,, rt, rn, t, 7rt, r; *, t, mot` 
} (4.37) 
4.3.3 Calibrated Parameters and Priors 
In order to implement Bayesian estimation, prior distributions for the parameters 
must be defined. First, a number of the structural parameters from both closed and 
open economy models are kept fixed in the estimation procedure. As suggested by 
Adolfson et al. (2007), these parameters can often be related to the steady state 
values of the observed variables in the model and are, therefore, calibrated so as to 
match their sample mean. Table 4.2 reports the calibrated parameters along with 
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Calibrated parameter 
Peru Symbol Value ROW Symbol Value 
Discount factor ß 0.99 ß' 0.99 
Depreciation rate 6 0.025 b' 0.025 
World growth rate g 0.03 g' 0.03 
Capital share in production a 0.5 a' 0.33 
Substitution elasticity (H/F goods) µ' 1.5 
Working day L 0.5 L' 0.4 
Fixed cost* OF 1.2 0; 1.2 
Imported investment share' is; m" 0.15 
Imported consumption share csjmp't 0.1 
Exported investment share ise 0.02 
Exported consumption share cs 0.23 
Implied steady state relationships 
Consumption-output ratio c. 0.7 cy 0.6 
Investment-output ratio ill 0.15 iy 0.2 
Government expenditure-output ratio gy 0.15 gy 0.2 
Export /Import-output ratio 0.25 
0 Due to problems with convergence in the MH-MCMC algorithm, I decided not to include OF and 0; in the 
estimation. They are therefore calibrated according to Appendix D. 
* Note: Trade Shares are derived as follows: total exports and imports are around 25% for Peru so 
0.25 = reimports + isimports = Cs ex ports + isezports 
for balanced trade. Data on consumption and capital goods 
exports show "`"`DO t. = 1.6 and 
" = 0.1. cs'-P. TC. esesp-t. 
TABLE 4.2: Calibrated Parameters 
the key implied steady state relationships based on previous studies for the Peruvian 
(and the US) economies13 
For the remaining parameters, I use normal distributions as priors for the un- 
bounded parameters when more informative priors seem to be necessary, and beta 
distributions are used for all parameters bounded between 0 and 1, i. e. fractions or 
probability. I use inverse gamma distributions as priors when non-negativity con- 
straints are necessary. All priors are assumed to be the same across specifications. 
As far as possible parameter values are chosen based on quarterly data for Peru. 
Elsewhere the parameters and prior standard deviations reflect broad characteristics 
of emerging economies. A variety of sources are used: for Peru I draw upon Castillo 
et al. (2006) (CMT). For emerging economies more generally and for parameters 
13A number of parameters can be further calibrated or derived, see Appendix D for details. 
Table 4.2 shows the parameter values whereas also in Appendix D, the derivations of parameter 
calibration are displayed. Note that these derivations are taken from Batini et at. (2008) 
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related to the financial accelerator I use Gertler et al. (2003) (GGN) and Bernanke 
et al. (1999) (BGG). The rest of the world is represented by US data. Here I draw 
upon Levin et al. (2006) (LOWW). In places I match Peru with European estimates 
using Smets and Wouters (2003) (SW). 
I begin with the first stage prior-setting. The prior distribution reflecting the 
belief and uncertainty about the values of the standard parameters in the US closed 
economy model (including the coefficients of the interest rate rule, AR(1) shocks 
and their standard deviations) are chosen in line with those in SW and LOWW and 
can be found in Table 4.3. The prior choices for the parameters, 0*, XB, n*k, ý. *, are 
derived from the earlier studies conducted for the financial accelerator, notably, by 
BGG. In particular, I use an inverse gamma distribution for the financial accelerator 
risk premium, 0*, and external financing premium elasticity, X*, and set the prior 
means to 0.05 and degrees of freedom to 4. The parameters measuring the US asset- 
debt ratio, n*k, and entrepreneurs survival rate, ý, *, are assumed to be beta distributed 
and centered at 0.7 and 0.93 with standard deviations of 0.05, respectively. A 
leverage ratio of 0.7 reflects the conventionally approximate value in the literature 
and is equivalent to a ratio of capital to net worth, 1/n*, of 1.4. The prior indicates 
that the exit rate of the US entrepreneurs is, 10.07 and this is chosen according 
to GGN. The prior means of the preference parameters, b*, 0* and e*, are derived 
based on the results in Appendix D given the choice of prior mean for a*, and 
assuming that elasticity of the marginal utility of consumption with respect to money 
balances, IQ*, is centered at 0.01. Finally, A, the consumption share from the 
credit constrained consumers is assumed to have a beta distribution with the prior 
mean set according to the following assumptions/calibrations: A=0.5, A* = 0.4; 
==1.5, then 1= 
1-ý1-ýý c and similarl y c; , implying that 40% of the c c* cAc 
population in the US is assumed to be credit constrained. 
Regarding the prior setting for the Peru-ROW model, since I have little informa- 
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tion in addition to the Peruvian data, initially I seek to perform a preliminary test 
on the fourteen shocks in the model. As a result, at this stage of model estimation 
I fix all the structural parameters with reasonable assumptions14 and only imposing 
priors on the shocks' AR(1) coefficients (p's) and standard deviations. In order to 
do so, I take into account values and priors reported in CMT's empirical study. In 
the mean time, I assume that the foreign shocks are more persistent than the do- 
mestic ones with the exceptions of the markup and monetary policy shocks (Smets 
and Wouters (2005)). In addition, I also estimate the interest rate rule coefficients 
at this stage. For these coefficients, I center the prior distribution to the values 
suggested by CMT and the Central Reserve Bank of Pert. Hence, the response to 
inflation has a prior mean of 1.25 with a standard deviation of 0.25 and the response 
to output gap has a prior mean of 0.25 with a standard deviation of 0.1. They are 
both assumed normally distributed. The interest rate smoothing parameter is beta 
distributed and centered at 0.5 with a standard deviation of 0.2. 
Finally, Table 4.3 shows the assumptions for the prior distribution of the esti- 
mated structural parameters and shocks in the open economy Peru-ROW model. 
The location of the prior distribution corresponds to a large extent to a number 
of theoretical and empirical studies for both closed and open economies'5. For the 
monetary policy rule coefficients and the persistence of the shocks, I maintain the 
prior assumptions from Stage 2. Following previous empirical studies conducted for 
both closed and open economies, notably in SW, I use a beta distribution for the 
habit parameters and set the mean and standard deviation to 0.7 and 0.1, respec- 
tively. Similarly, the risk aversion parameter, o, is assumed normally distributed 
and centered at 2.0 with a standard deviation of 0.5, and the probability of price 
setting, eH, is assumed to have the mean value of 0.66 with standard deviation of 
"'The model parametrization follow closely the empirical simulations conducted in Bernanke 
et al. (1999). 
15See, Castillo et al. (2006), Bernanke et al. (1999) and Gertler et al. (2003), for further details. 
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0.1, corresponding to 3 quarter price contracts on average. According to Chari et al. 
(2002), I choose the standard value used in open economy models to set the prior 
for the elasticity of substitution between home and foreign goods, µ, which is nor- 
mal density with center at 1.5 and standard deviation 0.5. For both the degrees of 
transaction dollarization and liability dollarization, 1-a and 1- cp, I use an inter- 
mediate value 0.5 as the means and beta distribution with standard deviations equal 
to 0.1 (CNIT). For the parameter measuring the investment adjustment cost, in the 
absence of knowledge about what this parameter value should be in the literature, 
I match Peru with reasonable assumptions about adjustment costs from the SW's 
estimates. For the financial accelerator parameters, based on BGG, I use inverse 
gamma distribution as priors for 6, XB and the UIP risk premium ö, since I expect 
positive values from these parameters. A ratio of capital to net worth of 2.5 is set 
implying a leverage ratio of 0.4, beta distributed, lower than its US counterpart. As 
in GGN, I assume the entrepreneurs survival rate to follow a beta distribution cen- 
tering at 0.93 with a standard deviation of 0.05. I set a relatively low intratemporal 
elasticity of substitution for the investment composite, pl, at a prior mean of 0.25, 
since investment goods are usually thought to have a lower degree of substitution 
compared to intermediate and consumption goods. The derivations for the prior 
means of the household preference parameters and \C1 are the same as noted above. 
I assume a prior mean implying 50% of the households in Peru is unable to optimize 
their consumption. Finally, I take into account the estimates of the shocks' standard 
deviations obtained from Stage 2 so that the prior belief about the volatility of the 
structural shocks in the final stage estimation can be determined systematically. 
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4.4 Empirical Results 
Tables 4.3,4.6 and 4.7 report the parameter estimates using the Bayesian methods 
described above. They summarize posterior means of the studied parameters and 
90% confidence intervals for all the specifications, as well as the posterior marginal 
likelihood. Overall, parameter estimates are plausible and reasonably robust across 
specifications. In what follows, I first discuss the parameter estimates obtained for 
the different models/model specifications. Second, I evaluate the model's empirical 
properties. Third, I build the impulse response functions in order to assess the 
impact on the key structural shocks and model implied dynamics. 
4.4.1 Posterior Estimates 
Closed Economy 
First, I briefly discuss the posterior estimates obtained for the US economy rep- 
resenting the ROW with and without the financial accelerator and the results are 
reported in Table 4.6 in Appendix E. It is interesting to notice that the price sticki- 
ness parameter, ýF, is estimated to be larger than assumed in the prior distribution. 
This implies that there is a considerable degree of price stickiness. I find that the 
implied average contract duration is about 8 quarters from Model I and the degree 
of price stickiness is even higher when I allow for the financial accelerator mechanism 
(nearly 12 quarters). Although this high degree of nominal stickiness in price seems 
to be somewhat counterintuitive by comparison with the studies in other developed 
economy literature, it is in line with the findings by Smets and Wouters (2005). The 
estimate of risk-aversion parameter (a') is close to the prior assumption in Model 
III, indicating that the intertemporal elasticity of substitution (proportional to 1/a) 
is less than one which is plausible as suggested in much of RBC literature. The 
consumption habit, seems to play a very important role in the US economy, which is 
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estimated to be around 90% of past consumption. The estimates of ) ý1 suggest that 
a share (1-a') of households are not liquidity constrained (between 0.62 and 0.64). 
The non-liquidity constrained households do not consume their entire disposable in- 
come each period and have full access to financial markets. This finding is similarly 
and comparable to Coenen and Straub (2005). They estimate a DSGE model for the 
euro area and find an equivalently low share of non-Ricardian households. Apply- 
ing the derivations described in Appendix D, the estimates of the three preference 
parameters combined with the derived elasticity of marginal utility of consumption 
with respect to money balances, %P, suggest that money balances and consumptions 
are complements (this also holds when aG < 1, see, Chapter 2, for further details). 
Most of the estimated financial accelerator parameters seem very plausible and are 
tight estimates, reflecting approximately the US historical average. The estimated 
ý, suggests that the US entrepreneurs exit with a probability of 33% each period, 
implying an expected working life for entrepreneurs of around 15 years in the US. 
This is lower than the values often calibrated in the relevant literature. Finally, I 
highlight the estimated shock to the external finance premium elasticity and I find 
that this shock appears to be very persistent but has low volatility. 
The last row of Table 4.6 reports the marginal likelihood. Model III outper- 
forms Model I significantly. This suggests that incorporating a financial accelerator 
mechanism seems to offer some improvements in terms of the model fitness to US 
data. In other words, the financial accelerator friction is empirically important for 
the US economy (this is in line with Christensen and Dib (2008)'s findings from 
their estimation of an accelerator New Keynesian model). Therefore I use this 
ROW specification in the remaining part of this paper. In particular, I incorporate 
the financial accelerator mechanism into the ROW bloc when estimating the open 
economy 2-bloc model. 
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Peru-ROW 2-bloc Open Economy 
Before turning to the final set of estimation results, I have a preliminary look at 
the estimates of the shocks (in Table 4.7). From the four better performed models, 
the results show that the most persistent shocks are the foreign price markup shock 
and the home productivity shock. The shocks corresponding to the UIP and the 
external finance premium elasticity also exhibit some high degree of persistence. 
The only shock that shows very little persistence is the foreign monetary policy 
shock as usually found in much of DSGE literature. In terms of shocks' volatilities, 
the estimated Peruvian government spending shock appears to be the most volatile 
shock. Finally according to the models' marginal likelihood, Model III and IV clearly 
win the probability ranking. In the absence of the financial market friction, the data 
favours the model with some degree of transaction dollarization (50%) over the one 
with no dollarization. 
Financial accelerator mechanism: 
The estimated value of the key parameter, Xo, the elasticity of the external finance 
premium with respect to leverage is between 0.03 and 0.04. This estimate is con- 
sistent with the value often used to calibrate this parameter (e. g. Bernanke et al. 
(1999)). Note that the estimates across all four specifications are statistically away 
from zero according to the 90% interval suggesting that the financial accelerator is 
playing an important role in the Peruvian economy. The estimated financial accel- 
erator risk premium is around 1-2% per quarter implying an annualized endogenous 
risk premium of 4-8% which is a plausible estimate and is in line with the data 
(Gertler et al. (2003)). Another relevant parameter is the entrepreneurs survival 
rate, le, estimated at 0.97 suggesting an expected working life for entrepreneurs 
of around 33 years in Peru. The models estimate the leverage ratio, measured by 
1/nk, at around 2.4-2.7. Relatively high debt-equity ratio indicates that the financial 
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markets in Peru are somewhat less developed compared to the developed economies. 
Degrees of dollarization: 
The estimation results show that the degree of transaction dollarization is higher 
than the degree of liability dollarization regardless of the model assumptions. The 
domestic households choose to hold about 62% of money balances in foreign currency 
(i. e. US dollar) for transaction purposes. The models suggest that the Peruvian do- 
mestic firms are required to finance about 44-45% of capital requirements in dollars. 
More importantly, the percentiles obtained from the dollarization estimation suggest 
that the estimates are statistically reliable and the estimation is robust to alternative 
modelling assumptions. 
Monetary policy rule: 
I find that the estimated Peruvian central bank reaction function shows strong 
responses to inflation. Evidence from all the models shows a weak response of the 
central bank to the growth rate of output. This may be explained by the fact that the 
Peruvian government has implemented a monetary regime from which an inflation 
targeting policy has been pursued. Comparing to the prior selected, the estimates 
of p's show a higher degree of interest rate smoothing across all the model variants. 
As suggested by Christensen and Dib (2008), who estimate a New Keynesian model 
incorporating the financial accelerator for the US, the monetary authority should 
respond more aggressively to changes in output to stabilize the economy than it 
would if there were no financial accelerator because the presence of the financial 
accelerator leads to an amplification and propagation of the impacts of the shocks 
on output, since investment is more volatile. But the results do not show any 
notable differences from the estimated reactions to the output growth. This may 
be, again, explained by the fact that the Peruvian central bank is perhaps more 
inflation averse. I find that the impact of the accelerator on the Peruvian output 
fluctuation is relatively minor. 
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Preferences, price stickiness and RT consumers: 
The parameters estimates in this category are plausible. The estimates of risk- 
aversion parameter (Q) indicate that the intertemporal elasticity of substitution in 
consumption (proportional to 1/Q) is less than one (except for Model VI) although 
the estimates are slightly below those usually found in the earlier empirical works. 
The degree of consumption habit is also found high and statistically significant 
in Peru suggesting, in principle, the empirical relevance of the parameter. Notably, 
habit persistence is higher and more significant when neither the financial accelerator 
nor partial dollarization is included. The posterior means of the estimated price 
stickiness parameter are relatively low in comparison to those estimated for the 
developed economies. These values imply that the average price contract length is 
close to 2 quarters which is in line with the findings from recent empirical works 
conducted for the emerging market economies (e. g. Castillo et al. (2006), Caputo 
et al. (2005)). Similar to the ROW model, the estimates of the preference parameters 
suggest that money balances and consumptions are complements. As expected, 
the estimation delivers, based on the posterior estimates of Ac,, a higher share of 
liquidity constrained consumers in the Peruvian economy relative to the ROW. Over 
50% of the households is liquidity constrained. These households do not trade on 
asset markets and consume entirely their disposable income each period. This may 
present some important implications to the Peruvian fiscal policy making. 
Structural shocks: 
In terms of the persistence of the exogenous shocks, the estimates of the AR(1) 
coefficients show that almost all the shock are moderately inertial. Of them, the 
domestic TFP shock and foreign external finance premium shocks seem to be the 
most persistent shocks in all model variants. Other shock have some degree of 
persistence except for the foreign interest rate shock which is much less persistent. 
Moreover, according to their estimated standard deviations, the foreign markup 
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and consumption preference shocks stand out as being the most volatile shock in 
the economy. As expected the foreign interest rate shock appears to be much less 
volatile. 
Overall, most of the posterior estimates are tight and reasonable. More impor- 
tantly, the Peru-ROW estimation seems to be able to deliver plausible estimates of 
the financial accelerator risk premium and elasticity of the external finance premium 
which are tightly estimated away from zero. The results so far support the inclusion 
of the financial accelerator mechanism. 
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4.4.2 Model Sensitivity: which frictions are empirically rel- 
evant? 
The central question of interest for the empirical analysis now is which mechanism(s) 
help in improving the model fit to the data. The last row of Table 4.3 reports the 
posterior log marginal likelihood of the six competing model variants. Model III and 
IV clearly win the likelihood ranking. In the absence of the financial accelerator, the 
data favors the model with some degree of transaction dollarization over the one with 
no dollarization. In other words, it indicates that the models with both financial 
accelerator and partial dollarization clearly appear to outperform their rivals. Both 
frictions seem to be empirically relevant and strongly improve the fitness to the data 
in the Peruvian economy. However, the differences in log marginal likelihoods or the 
posterior odds ratio (Bayes Factors) are important as decisive evidence in favour of 
one model over the other, using the Bayesian statistical language. Formally, the log 
marginal likelihood difference between Model III and Model IV is 4.42. As suggested 
by Kass and Raftery (1995), in order to choose Model IV over Model III, it needs 
a prior probability over Model IV 83.1( exp(4.42)) times larger than the prior 
probability over Model III. 83.1 is believed to be large enough and therefore it is 
able to conclude that Model IV outperforms Model III in terms of the ability to 
explain the data. Equivalently, in a Bayesian model comparison expressed in (1.47), 
a posterior Bayes factor, B, needs to be at least 3 for there to be a positive evidence 
favoring Model M. The results of this analysis clearly suggest that incorporating 
the financial accelerator mechanism in the Peruvian economy modeling improves 
the fit of the model. In addition, I also find some evidence that the addition of 
a transaction dollarization improves the model's ability to explain the data (e. g. 
the likelihood improves from Model I (Model III) to Model II (Model IV)) but 
incorporating the liability dollarization deteriorates the marginal likelihood. 
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4.5 Empirical Applications 
As in all the previous chapters, the empirical applications here include assessing the 
model identification/stability; model evaluation based on the moments analysis and 
the standard impulse response analysis. The results and discussions are as follows. 
4.5.1 Screening Identification and Stability Mapping 
As in the previous chapters, the number of trajectories in the Morris design is set to 
be 50 (i. e. r= 50) in this chapter. A sensitivity analysis for all the structural param- 
eters is conducted using the Morris perturbation method. The synthetic bar charts 
in Figures 4.1 and 4.7 show how sensitive each structural parameter in mapping the 
key characteristics and thus which parameters are mostly to be less identifiable in 
the DSGE models. 
The analysis first finds that, in Model VI (the full model), the candidates sug- 
gested by the GSA (Morris screening) analysis for the potential lack of identification 
are (in order): pi, SS"(1 + g), he and ö, with their maximum 75% quartiles of the 
sensitivity distributions not exceeding 0.2 for all the model outputs. As the full 
model turns out to be the second worst model specification in terms of their rela- 
tive fit, I then compare its identifiability with that of Model 4, the winner of the 
likelihood race. A screening on this model (in Figure 4.7 in Appendix F) shows 
that the candidates for the potential lack of identification are now (in order): p1, 
SS"(1 + g), and 5r. Note that overall the identifiability of all the parameters is now 
much improved in terms of their sensitivity indices except for SS"(1 +g) and pt has 
zero sensitivity (zero `whiskers') therefore is non-identified regardless of the model 
specifications. Again, this analysis provides important information for the further 
modifications and optimization of the DSGE model in order to improve its potential 
empirical performance. 
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To provide further insights about the parameters ability in driving unacceptable 
behaviours, figure 4.6 in Appendix F shows the Smirnov test with the cumulative 
distributions for the parameters in Model VI, indicating the parameters responsible 
for rejecting the null hypothesis. The test results show that, given the parameter's 
MC samples from the prior ranges (the solid curves represent the cdf's of the prior 
samples), the occurrence of indeterminate behaviour in Model VI is attributed to 
the parameters a, hc, ex, fie, O, 016 (panel a) and nk, &, 0, \cl drive the model insta- 
bility. The dotted lines (corresponding to the B subsets) are shifted to the left for 
a, CH, B, nk, e,, 0 suggesting that a determinate/stable behaviour will occur more 
likely for smaller values of those parameters. The dotted lines are shifted to the right 
for hc, Cef \ci, implying that larger values of these parameter will help driving the 
model into more acceptable behaviour. Recalling the estimation results above, these 
results confirm that most of the posterior estimates of the above parameters are be- 
having nicely in accordance with the stability/determinacy suggestions (except for 
acs)" 
4.5.2 Replicating the Moments 
To assess the contribution of the accelerator mechanism in the estimated model 
variants, I compute the second moments and present the results in this subsection. 
Table 4.4 presents the second moments implied by the above estimations and are 
compared with those in the actual data. 
In terms of the standard deviations, all models generate relative high volatility 
compared to the actual data. Models III and IV seem to fit better the data in 
terms of implied volatility, suggesting that the financial accelerator and transac- 
tion dollarization help fitting the data in this dimension. All model variants can 
"The relevance of 6 for the indeterminant behaviour is less significant as the dotted (B) and 
solid curves ((B)) are almost overlapping 
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successful replicate the stylized fact that investment is more volatile than output 
whereas consumption is less volatile than output. This simulation results mainly 
show that, in the variants where the financial accelerate is present, volatility of the 
model simulated endogenous variables are close to those in the actual data. 
All models appear to match reasonably well the first order autocorrelations of 
most of the variables. It is worth noting, as suggested by Castillo et al. (2006), that 
the `best' model does a better job at matching the data autocorrelations in terms of 
the real exchange rate inertial and this is generated by the endogenous persistence 
induced by partial dollarization (transaction). In other words, the additional Phillips 
curves that arises from transaction dollarization seems to be supported by the data. 
This provides some additional evidence explaining why the inclusion of TD helps a 
model to outperform rivals. Also in line with Castillo et al. (2006), the preferred 
model gets closer to the data in terms of matching the real exchange rate and 
inflation autocorrelations. 
Table 4.4 also reports the cross-correlations of the 6 Peruvian observable variables 
vis-a-vis output. The data report that CPI inflation, the nominal interest rate and 
the real exchange rate are countercyclical whereas the terms of trade and investment 
are procyclical. All models perform very well in generating and matching the positive 
contemporaneous consumption-output correlation observed in the data. Overall, as 
in Chapter 3 (and even Chapter 2), the main shortcoming of all the models is the 
difficulty at replicating the cross-correlations of output with the key variables. In 
fact, all models predict counterfactual correlations between output vis-a-vis the real 
exchange rate, interest rate and CPI inflation. The preferred model, Model IV, and 
Model III are able to generate correct correlation with investment and get closer 
to the data in this dimension. However, they under-predict this investment-output 
correlation observed in the data while over-predict the correlation with the terms of 
trade. 
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Bayesian Maximum-likelihood based methods suggest that all the implications 
of each model for fitting the data are contained in their likelihood functions. The 
results comparing second moments suggest that Model III and IV, which is the first 
and second most favored models according to the data and likelihood criterion, seem 
to deliver better fit to most features of the actual data. 
Standard Deviation (in percent) 
Model Yt ct it rert Tt rn, c lrt 
Data 1.60 0.99 4.28 2.08 3.87 1.12 1.19 
ModelI 3.10 1.43 6.47 4.79 5.59 2.81 1.68 
Model II 2.79 1.76 6.77 4.17 4.87 2.77 1.78 
Model III 2.21 1.55 5.68 3.63 4.24 2.52 1.62 
Model IV 2.37 1.58 5.58 3.89 4.54 2.64 1.61 
Model V 2.48 1.75 6.13 4.18 4.87 2.75 1.72 
Model VI 2.74 1.79 5.76 4.23 4.94 2.72 1.63 
Cross-correlation with Output 
Data 1.00 0.67 0.54 -0.08 0.23 -0.19 -0.04 
ModelI 1.00 0.56 -0.19 0.73 0.73 0.12 0.54 
Model II 1.00 0.61 -0.14 0.62 0.62 0.18 0.54 
Model III 1.00 0.48 0.03 0.60 0.60 0.07 0.43 
Model IV 1.00 0.50 0.01 0.65 0.65 0.04 0.46 
Model V 1.00 0.50 -0.02 0.55 0.55 0.12 0.49 
Model VI 1.00 0.58 -0.01 0.53 0.73 0.23 0.52 
Autocorrelations (Order=l) 
Data 0.10 0.18 0.30 0.22 0.27 0.67 0.20 
ModelI 0.09 0.31 0.52 0.09 0.09 0.09 0.21 
Model II 0.06 0.39 0.64 0.13 0.13 0.63 0.08 
Model III 0.13 0.45 0.52 0.16 0.16 0.68 0.13 
Model IV 0.16 0.50 0.57 0.21 0.21 0.68 0.19 
Model V 0.16 0.50 0.59 0.18 0.18 0.70 0.12 
Model VI 0.05 0.45 0.58 0.14 0.14 0.63 0.09 
TABLE 4.4: Comparing Second Moments' 
0 Second moments implied by the estimations are compared with those in the actual 
data. These model implied statistics are computed by simulating the models at the 
posterior means obtained from estimation. The models are simulated 10000 times with 
10000 periods. The first 1000 observations are dropped to eliminate the possible effect of 
initial conditions and an HP filter is applied before computing the moments. 
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4.5.3 Autocovariances and Auto correlations 
To further illustrate how the estimated model captures the data, I compute the 
contemporaneous autocovariance functions of the model variables against the data. 
Figure 4.8 in Appendix G show autocovariance functions of the observed growth 
rates of output, investment, consumption, real exchange rate, terms of trade, the 
interest rate and inflation and in the estimated data. The solid line in each panel 
reports the autocovariance function computed from the actual data. To compute 
the estimated autocovariance functions, I extract randomly 500 draws from the 
posterior and generate 500 artificial data samples of length T=49 (which matches 
the actual sample length) in order to measure both parameter and sampling un- 
certainty. Then, for each simulated sample I compute autocovariances which are 
presented by the dashed lines. I find that although the model estimation captures 
the data covariance structure reasonably well, the posterior predictive draws for the 
vector autocovariance functions seems to exhibit relatively wide intervals, particu- 
larly, for those variables for which the models predict larger standard deviations. 
Nevertheless, the interest is to use them to assess and compare the models' empir- 
ical fitness to the data and to show from the figures why the models including the 
finance accelerator capture better the dynamics of the economy. 
Figures 4.2-3 plot the unconditional auto correlations of the actual data and those 
of the endogenous variables generated by the 6 model variants. In general, all models 
match well the autocorrelations shown in the data within a 10-period horizon and 
the `best' model, Model IV, does a better job at matching the autocorrelations 
particularly in the observable output, consumption, nominal interest rate and terms 
of trade. The interest rate is less autocorrelated in all models than in the data but 
it is very close towards the end of sample period. All models fit pretty well the 
observed autocorrelation of output, investment and the real exchange rate. Overall, 
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the above results show that the DSGE models are able to capture the main features 
of Peruvian data and strengthen the argument that the presence of the financial 
accelerator mechanism and transaction dollarization in the model help to improve 
model fit to data. However, all models exhibit the shortcoming of the inability of 
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FIGURE 4.2: AUTOCORRELATIONS OF OBSERVABLES IN THE ACTUAL DATA AND 
IN THE ESTIMATED MODELS 
4.5.4 Impulse Response Analysis 
Following Batini et al. (2008), in this subsection I study impulse responses for two 
selected shocks: a domestic technology shock (at) and a shock to the country's 
external risk premium (Eu jp, t). In particular, I compare the estimated posterior 
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FIGURE 4.3: AUTOCORRELATIONS OF OBSERVABLES IN THE ACTUAL DATA AND 
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impulse response functions of the estimated models. To focus the presentation, this 
exercise is only performed for Model II (TD) and Model IV (TD+FA), i. e. the two 
better performed models with and without the financial accelerator. The aim of this 
exercise is two-fold. First I am interested in comparing the transmission of the two 
key internal and external shocks when the accelerator mechanism is `turned on' and 
`turned off'. In this way, I assess the impact of imposing the financial accelerator 
on different model dynamics. Second I investigate the importance of shocks to the 
endogenous variables of interests in order to gain a better understanding of the 
innovation and forecasting uncertainties and thus the model uncertainties faced by 
the monetary policymakers. The endogenous variables of interest are the observable 
variables in the estimation and each response is for a 40 period (10 years) horizon. 
Figures 4.4-5 plot the mean responses corresponding to a positive one standard 
deviation of the shocks' innovation. The impulse response functions show the level 
deviation of variables from their steady state. 
The shape of an impulse response reflects the future path of the observables after 
the economy is shocked. In particular, they reflect the central projection, or the 
single most likely path, which determines the profile of the central band. In Figure 
4.4, it is found from both models that there is an estimated effect of the technology 
(TFP) shock at in Peru over aggregate variables. It has a positive impact on the 
growth rates of output, consumption and investment and implies an immediate 
fall in inflation and interest rate. But the impacts die out relatively rapidly over 
time (about 1 year) when affecting output, real exchange rate, terms of trade and 
price level. This shock appears to be fairly persistent when affecting the other three 
variables as confirmed by the AR(1) coefficient estimate. A positive technology shock 
in Peru acts as a labour demand shifter: higher productivity shrinks labour demand, 
pushing marginal cost down, lowers prices and interest rate but its effect on prices 
is not persistent: inflation returns to preshock levels after about one year. When all 
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firms experience a decline in their marginal cost as a result of a shock in technology, 
they will adjust prices downwards only partially in the short run. A technology shock 
also depreciates the currency in response to the lowering of the interest rate, thereby 
increasing the terms of trade, which improves goods' competitiveness. Output and 
consumption also expand following a shock in technology. Domestic consumption 
jumps upwards in response to the lower future expected real interest rate. I find that, 
from the estimated models, the addition of financial market frictions in Peru does not 
substantially affect the postshock behaviour of output, consumption, exchange rate 
and terms of trade. But there are amplifications of the investment, interest rate and 
inflation responses with the presence of the financial accelerator. The amplification 
seems to be slightly more substantial for the investment response. This result is 
found to be generally consistent with those from Bernanke et at. (1999)'s simulations 
with a monetary policy shock. The shock's transmission mechanism can be identified 
from Bernanke et at. (1999)'s studies that when there is an unanticipated positive 
shock in factor productivity the demand for capital is stimulated which in turn 
raises investment and the price of capital. The increase in asset prices pushes up 
net worth, forcing down the external finance premium and this, as a result, helps to 
further stimulate private investment. The decline in inflation, however, is relatively 
marginal with a financial accelerator. 
In Figure 4.5,1 evaluate the responses from a one standard deviation increase 
in the domestic country external risk premium. Most estimated responses obtained 
are consistent with the findings from the calibrated works by Bernanke et at. (1999) 
and Batini et at. (2008). In particular, contrary to the responses from a TFP shock, 
the models now predict that a positive risk premium shock depreciates the real 
exchange rate (appreciating the currency). As expected, there is an immediate drop 
in consumption, investment and output. The unexpected result from this analysis 
is the initial drop of the nominal interest rate after the economy is shocked. It is 
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somehow counterintuitive to observe an interest rate drop when there is an increase 
in the external borrowing premium and this may reflect some potential identification 
problems embedded in the structure of the model. Almost all the responses are short- 
lived as suggested by the parameter's estimate. The only exception is the response 
to the interest rate which has a 'wrong' direction. More importantly, I find that 
similar to the findings above, the presence of the financial accelerator magnifies the 
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FIGURE 4.4: IMPULSE RESPONSES TO A POSITIVE TFP SHOCKO 
0 Each panel plots the mean response corresponding a positive one standard deviation of 
the shock's innovation. Each response is for a 40 period (10 years) horizon and is level 











Overall, these results from the estimated posterior impulse responses mainly im- 
ply that the presence of the financial accelerator mechanism in the Peruvian economy 
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FIGURE 4.5: IMPULSE RESPONSES TO A POSITIVE UIP SHOCK 
0 Each panel plots the mean response corresponding a positive one standard deviation of 
the shock's innovation. Each response is for a 40 period (10 years) horizon and is level 
deviation of a variable from its steady-state value. 
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is capable of making an impact on producing different model-based dynamics. This 
confirms the above findings that there is, quantitatively, sufficient evidence in the 
data to support the presence of a financial accelerator. More precisely, the inclusion 
of the accelerator significantly magnifies the effects of both internal and external 
shocks on private investment. But it produces only weak impact on output and this 
contradicts to the findings from Gertler et al. (2003)'s model simulation. 
4.6 Cross-Validation with the BVAR Models 
Finally, I evaluate the `best' model (Model IV) by comparing it with non-structural 
linear reduced-form BVARs of lag order 1 to 8, estimated under Minnesota-type prior 
distributions (see Doan et at. (1984) and Sims and Zha (1998)). The BVAR estimates 
are obtained following Juillard (2006), combining the Minnesota prior with dummy 
observations that take into account the degree of persistence and cointegration in 
the variables. The prior decay is set to 0.5. As in Juillard (2006), the parameter 
determining the weight on own-persistence (sum of coefficients on own lags) is set 
at 2 and the parameter determining the degree of co-persistence is set at 5. 
I report the marginal likelihood of BVARs17 compared with that of Model IV 
in Table 4.5. The hyperparameter T is the Minnesota prior weight, which controls 
the overall tightness of the prior distributions, the tightness of own lags and the 
tightness of other variables lags relative to own lags. Larger values imply a small 
prior covariance matrix and that more parameter estimates are tilted towards the 
prior mean. 
Overall, for all the choices of T, the `best' model has a better marginal likeli- 
hood than all the BVARs (except for the BVAR(8) with T= 3), similarly to other 
"The period 1994: 1-1999: 4 is used as a training sample from where the likelihood of observations 
is extracted to construct the prior. As pointed out by Sims (2003), the use of a training sample prior 
as well as the dummy observations prior is important in order to standardize the prior distribution 
across widely different models. 
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estimated DSGEs in the literature, potentially suggesting a reasonably good out- 
of-sample forecasting performance of the DSGE models. The fit of the better VAR 
models (the BVAR's with lags of 6,7 and 8) and the DSGE models are roughly at 
par and the BVAR(8) with T=3 is the only VAR that slightly outperforms the 
`best' DSGE model suggested by the posterior odds. But as noted the robustness of 
the results may depend on different prior assumptions in both the DSGE and the 
BVAR as the marginal data density of the BVARs is quite sensitive to the choice of 
T. Hence one should be careful when interpreting the model fit if the DSGE model 
is supposed to be evaluated based on VAR estimates 18. 
DSGE & BVAR(p) Marginal likelihood 
r=3r=5r= 10 T= 10(training sample prior) 19 
Model IV -823.28 -823.28 -823.28 -823.28 
BVAR(1) -1207.55 -1207.67 -1207.72 -1033.89 
BVAR(2) -886.66 -891.55 -910.01 -864.33 
BVAR(3) -890.09 -894.13 -908.43 =864.45 
BVAR(4) -890.09 -891.07 -901.47 -864.79 
BVAR(5) -849.85 -860.24 -879.93 -849.94 
BVAR(6) -830.66 -848.81 -874.82 -849.05 
BVAR(7) -830.44 -848.82 -873.00 -847.95 
BVAR(8) -822.58 -843.63 -869.19 -844.33 
TABLE 4.5: MARGINAL LIKELIHOOD: VAR MODELS VS. DSGE MODEL 
18As in Chapter 3, here I do not apply the DSGE model prior approach (DSGE-VAR) although 
it would enable more refined comparison between the DSGE model and a VAR that account for 
model fit. The reason for this is the same: since the observation sample size is fairly small (with 
only 49 observations), and estimating the DSGE-VAR requires a mixed sample that may assign 
lower weight on the VAR (e. g. for a choice of A that is > 1), the estimates of VAR could be 
potentially highly imprecise for using a small sample, even for a low-scale VAR model (the degree 
of freedom problem). 
19Orders of the VARs in parentheses and all models are estimated on the same data set. The 
hyperparameter rr is Minnesota prior weight which controls the overall tightness of the prior dis- 
tributions (Dummy observations prior, see Doan et al. (1984)). Larger values imply a small prior 
covariance matrix. The specification of the dummy observations and the computation of the 
marginal likelihood for VARs are implemented with Chris Sims' MATLAB codes. Finally, in the 
last column, the period 1994: 1-1999: 4 is used as a training sample from where the likelihood of 
observations is extracted to construct the prior. 
CONCLUSIONS 229 
4.7 Conclusions 
Are the financial accelerator and partial dollarization empirically relevant in emerg- 
ing market economies? In this paper I have tackled this question empirically by 
developing a two-bloc emerging-market/rest-of-the-world DSGE model where in the 
emerging market bloc there is a strong link between changes in the exchange rate 
and financial distress of household and firms. In other words, I assume that the 
emerging market bloc incorporates partial transaction and liability dollarization, as 
well as financial frictions including a financial accelerator mechanism, where capital 
financing can be partly or totally in foreign currency as in Gertler et al. (2003) and 
Gilchrist (2003). 
Several variants of the model with different model features are then estimated by 
Bayesian maximum likelihood using data for Peru and the US. I obtain plausible and 
tight posterior estimates for both the financial accelerator and partial dollarization 
parameters suggesting their potential empirical importance. Applying the marginal 
likelihood criterion and some relevant validation methods, I find strong evidence in 
the data (both Peru and the US) to support the presence of a financial accelerator 
and some evidence for the existence of transaction dollarization in Peru. In fact, 
Model IV, a dollarized model incorporating only transaction dollarization and the 
financial accelerator, significantly outperforms its rivals, potentially suggesting that 
both frictions play important roles in improving the conformity of the model with 
the actual data. The impulse response analysis further highlights the empirical 
importance of the accelerator mechanism. It magnifies the effects of productivity 
and country risk premium shocks on private investment. 
It is necessary to note that, in terms of the models' absolute data fit evaluated by 
matching the second moments, the results show that the DSGE models, in general, 
are able to capture the main features of the data in some dimensions and strengthen 
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the argument that the presence of the financial accelerator mechanism and trans- 
action dollarization in the model help improve the model fit to the data. However, 
the main shortcoming that all the models face is the difficulty at replicating the 
cross-correlations of output with some of the key variables. This problem is found 
consistent with the performance of the SOE models in Chapter 3, highlighting the 
important issues in the structure and cross-equation restrictions of these types of 
models. This suggests that further modelling developments are necessary to enrich 
the model dynamics and thus to improve the model fit. 
Finally, as noted, another very important structural issue that I have not con- 
sidered yet for emerging market economies is the relationship of the informal labour 
market and the macroeconomy. One could incorporate an informal sector in a NK- 
DSGE model and analyse the effects of the presence of such a sector on the policy 
design via DSGE analysis. The problems of DSGE modelling with the informal 
economy are left for a future research agenda. 
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4. A Modelling the Small Open Economy and ROW 
Following Batini et al. (2008) and Chapter 3, I can now model a SOE by assuming 
n -º 0 that allows me to treat the rest of the world (ROW) as a standard closed 
economy as in Chapter 3, w -º w and w' --+ 1 as n -+ 0. Similarly for investment 
wr -º wJ and wI --> 1 as n -º 0. The demand conditions for both domestic and 
foreign goods can be derived and linearized as follows: 
yt = ac, HC2 + ac, HCt + aC, HCt + al, Hit + aJ, Hit + ac9t 
+ [/1(ac, H + aC, H)(1 - W)+ µ*ac, HW* + PIaI, H(1 - WI) + PIaI, fWIl rt 
ye = ac, FCt + aCFCt + aC, FCt 
+ aI, Fit + a1, Fit +c gt 
- 
ýl`(aC'F(l 
- W*) + PaC, FW + PIaI, FI1 - WI) + PIaI, FWI]Tt 
where the elasticities and their limits when n -º 0 can be derived: 
w(1 - Se)C w(1 - Se)C 
aý, H =y -> y 
e H aC 
WSeCi wseC 
= , , y y 
(1 - w*)C* (1- n)Y* (1 - w*)C* Y* ac, H y* nY y* Y 
G 
aG _ -, 
wjI wjI 
(1 - wl)I* (1 - n)Y* (1 - wf)I* Y* 
ar, H - Y* nY Y* Y 
w*C* C* aCf = y* -' y* 
ae F- 0 
= a° F 
(1 - w)C nY 
-º 0 ' Y (1 - n)Y* 





* aIF = vc, 
lI I* 
y* Y* 
(1 - wj)I nY _ af'F 0 Y* (1 - n)Y* 
THE STEADY STATE 232 
Thus it is clear that from the viewpoint of the ROW the small open economy be- 
comes invisible, but not vice versa. Exports to and imports from the ROW are now 
modelled explicitly in a way that captures all the interactions between shocks in the 
ROW and the transmission to the small open economy. 
4. B The Steady State 
I present the model steady state which is in line with Batini et al. (2008). Assuming 
that non-stationary variables grow in the balanced growth path ar a rate g per 
period, I denote variables without time subscripts as variables in the steady state. 
The balanced growth path for the net worth is: 
Nt+1 = ýe(1 + R)(1 + ©)Nt (B. 1) 
Then 
1-1-9 = ee(1+R)(1+©) (B. 2) 
The law of motion of capital when there is no adjustment cost: 
kt+l = (1- b)Kt + It (B. 3) 
Then 
It = (g + b)Kt (B. 4) 
and hence the previous assumptions regarding c(") become -iD(g + 5) =g+6 and 
1'(g + b) = 1. The rest of the steady state is given by 
(J)c E+ CH =w (B. 5) 
CP 
= (1 - W) PF) 
C (B. 6) 
F' _ [wPH "` + (1 - w)PF (B. 7) W1 UL 
ýc (B. 8) 
1= Q(1+ý, º)(1+9uß)=Q(1+R)(1+9u. 
) (B. 9) 
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where guc is the growth rate of the marginal utility of consumption in the steady 
state given by 
gu. = (1 + g), 1-e)(1-o)-1 -1 (B. 10) 
and 
1+Rk = (1+6)(1+R) (B. 11) 
O= O(N) =O(QN -1/ I (B. 12) 
Y= AKLl-" -F (B. 13) 
WL 
= 1-a PH Y 
(B. 14) 
Q( Rk + ö)K 
=a (B. 15) PH Y 
I = (g + 5)K (B. 16) 
= 
[w; 
'IH' + (1- w! )PI IF' J (B. 17) 
IH Wj PH -Pl ) (B. 18) 
IF 1- Wi PF 




P' (B. 20) 
pw H PH = PH = (1 
tl 
(B. 21) 
Y = CH +v [CH + CH + IH + 1N] +1 
vCH +G (B. 22) 
CH, t 
v 
= (1 - We)V = (1 - e,. )(1 + Rk)N = seCil, t (B. 23) 
T =G (B. 24) 





plus the foreign counterparts. Note that (B. 27) ignores seigniorage arising in a 
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RER =P (B. 28) 
Uc = Uc RER 
(B. 29) 
4. C Linearization 
The following linearization of which the solution is given below is formally identical 
to that of Batini et al. (2008), the model is (log-) linearized around a deterministic 
steady-state with zero inflation. Define all lower case level variables, such as Ct, 
Yt, as proportional deviations from the steady state. Rates of change, inflation and 
interest rates are expressed as absolute deviations. 20 Home producer and consumer 




Pt-1 Pt - - 
pt-1 respectively. Similarly, define foreign producer inflation and consumer price 
inflation. The linearized system used for the analysis in this Chapter is: 
20That is, for a typical variable level Xt, xt =X X1 log (X) where X is the baseline steady 
state. Rate variables, the interest and inflation rate however are expressed as an absolute deviation; 
i. e., it = It - I. 
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Exogenous AR(1) processes: 




= Paat + va, t+l 
9t+1 = P99t + vg, t+1 




= PR4R, t + vR, t+1 
EP, t+l = PPEP, t + vP, t+l 
ýP, t+1 =+ vP, t+1 
44't 
EUIP, t+1 = PUIPEUIP, t + VUIP, t+1 
Ec, t+1 = PcCc, t + Vc, t+l 
cc, t+l 
i 
= Pc*'t + vc, t+l 
CL, t+1 = PL6L, t + VL, t+1 
w. w EL, t+l = PLEL, t 
+ v;, t+l 
Capital law of motion: 
1-6 6+g. 
kt+l = 1+gkt+ T+-9 It 
 
1-6* 
* +g i* kt* = 1+gkt+ 1+gt 




(1 + 4)(1 + R)nt_1 
1+glnk 
/ 
+`1-1n [(1 + R)6t_1 + (1 + 0)(vrt_1 + (1 - cp)(rt_1 + (1 + R)(rert - rer \k 
n' -e1 rk` +(1+0')(1+R)n'_ + 
(1 
- 
1) {(1+R)8`_ +(1+©')r' t 1+g[nkti ti nk tl t 
where rt_1 = rn, t_1 - 7rt and rt_1 = rn, t_1 - 7rt are the ex post real interest rates. 
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Nominal depreciation: 
st = st-1 + rert - rert_i + 7rt - 7rl 
Tobin's Q: 
(1 - b)Et(gt+i) = (1 + Rk)4'e - (Rk + 5)Xc 
+ Et(rt ) 
(1 - b*)Ee(4i+i) = (1 + Rk*)qt - (Rºc* + b*)xi 
+ Et(rt *) 
Euler equation: 









NEtlrH, t+1 = 7rH, t - 
AHInCt - EM, t 
QEt7rF, 
t+l = 7rF, t - 
/FmCt - EM, t 
Investment equation: 
I+ 
zt-1 + (1 + 9)2S"(1 + g) 






1+R) Zt 1+REtZt+i+zi-i+ (1+g)2S"(1+g)(4i 
ý"P, t -Pi) 
Policy Instrument: 
rn, t = Prn, t-, + O Et7rH, t + Oyl4t 
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Marginal cost: 
mct = u1, t - uc, t + lt -F yt + pt - PH, t 
mct = ut, t - u,, t + lt - yt + Pt - PFt 
Marginal utility of consumption of R. icardian households: 
uat = 
(1 )(1 hC) - 1(c2, 




+ w[ärn, t + (1 
U* t- 
(1 - e*)(1 hC *) - 1(c, 
t - h* 4, t-i) - 
e*i1 
L**)li C, c 
+ A(1)rn, t 
Marginal utility of labour of Ricardian households: 
ui, t =1 
lhC (C2, t - hcc2, t-i) +11 LIt + u., t 
+ wL[är, ti, t + (1 - ä)rn, t] 
uit =1 
lhC (c2, t - höc2, t-, ) +11 L* 
l*+u* c, t +t rn t 
Consumption of Non-Ricardian households: 




J (wt + lt - Pt) i 
Aggregate consumption: 
ACl (1- A)C2 
Ct = C, Ci, t + C, Ca, t 
A*Ci 
*+ 
(1 - Jý*)Cz * Ct = (J * cl, t C* C2, t 
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Demand for goods: 
Yt = ac, HCt + ac, Hct` + aý, HC; + aI, Hit + al, Hit + acgt 
+ [P(ac, H + aC ýH)(1 - w) + µ`ac, HW* + Plar, H(1 - WI) + PIaI, HWIJ7 
a" 
, 
c* + a* `"`+a+ a` c` +aI, i* +ai cgt yt -CFtC FCt C, FCt CFtFtI, F to 
- 
ýl=(aC, 
F + aCF)Ct*e(1 - W*) + EIaCFW + pJ*al, F(l - WI) + PIaI, FWIýIt 
= cyct' + i*it + gygt 
(Note small open economy results: w=w, wl = w1, w' = wI = 1) 
ct = nt 
ct' . = nt. 
rertr = uý, t - u,, t 
wrt = rert 
External finance premium: 
Ot = Xe(nt - kt - qt) + EP, t 
Vt = Xä (nt - kt - 9'i) + Ept 
Expected return to capital: 
Et(rr) = (1 + R)Ot + (1 + e)(cpEt(rt) 
+ (1- cp)[Et(rt) + (1 + R)(Et(rert+l) - rert)] 
Et(rt') = (1 + R)Bt + (1 + 0*)Et(ri ) 
Ex post return to capital: 
ri 1= (1- b)4t - (1 +R 
k )qt-l + (Rk + a)xt-i 
ri'1 = (1 - S`)4i - (1 + Rk*)q i+ (Rk* + ö*)xi-i 
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Ex post real interest rate: 
EE(rt) 
Et(rf) 
= r,,, t - Et (7re+i ) 
= rn, t - Et (ii+i ) 
law of motion for relative price: 
A- PH, t = 
( Note pt - p% = 
Pi, t - Pt = 
( Note Pi, t - pt* = 
(1-w)Tt--º(1-W)Tt asn--0 
(1 - w*)T* -º 0) 
(W 




Definition of inflation: 
7rt = 7rH, t + 
(1 
- W)OTt 
7rt = 7rF, t 
7rF, t = 7rH, t + OTt 
7rH t = 7rp t- 
LTt 
rft = XR(Tn, t - rn, t) 
Labour supply: 
(1 - a)lt = 
(i-«)l = 
HGFyt - 
at - akt 
1 
yt - at -akt 
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Note that XX = PH, LMCtYL ; Pg Kg 
Xt = yt + mct + PH, t - Pt - kt 
x* = yt + mct - kt 
Etirt+i = wEtITH, t+i + (1 - w)EtIrF, t+i 
Et7rF, t+i = Etrert+i - rert + Etirt+i - Et7ri+i + Et4 +i 
Etrert+i = Etuc*, t+i - Frust+i + Et[rer +i] 
q= qt - pi, t + Pt 
(Notegt* = qt) 
Foreign monetary policy rule: 
:s.. w Tn t= %){: r ßt_1 
+1- Pi )B. a7rF, t 
+ ER, t 
Foreign asset accumulation: 
, ßbF, t 1+ 
bF, f_1 + tbt 9 
tbt = yt - aC, Hc - ac, HCt - ivZt - 9v9t - (cy + Zy)(Pt - PH, t) - iy(Pt, t - Pt) 
Evolution of the real exchange rate and a risk premium deviation: 
rert = rer' + rert 
rw rert = u, *, t - u,, t 
Et [rer +1] = rert + SrbF, t + -UIP, t 
4. D Calibration and Derived Parameters 
The work of Batini et al. (2008) provides the how the parameters in this model can 
be calibrated or derived, the details are as follows: 
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Home Bias Parameters 
To calibrate the bias parameters: w, w*, wl and wl, let Ce = SeC be the state 
steady consumption by entrepreneurs, and c1, = Y. Let csimports be the GDP share 
of imported foreign consumption good. Let cs, _,, p,,. t, 
be the GDP share of exports of 
the home consumption good. Then 
CH we = (Cy - CSimports)(1 ) (D. 1) 
dHe WCe 
ac ,g=Y=Y= 
(CV - C8importe)Se (D. 2) 
C, (1 -w")C"Y" *, H -y= y*, y= -exports 
(D. 3) 
Similarly for investment define isi, pt, as the GDP share of imported foreign in- 
vestment and iscpo,. t, be the GDP share of exports of home investment good. Then 
with iy =1 
al, g =Y=Y= Zy - "imports .4 
IH WII (D) 
IH 
- 
(1 - w; )I* y« aI, tt =y y* Y= isezports (D. 5) 
For the trade balance TB =0 in steady state, 
CSimports + 2Simports = CSexports + 2Sexports (D. 6) 
in which case aC, H + aC, H + ac, H + aI, H + aI, H = cry, + 
iy as required. Thus one 
can use trade data for consumption and investment goods, consumption shares and 
relative per capita GDP to retrieve the bias parameters w, w*, wl and wJ. Note 
that, for the ROW, w* = wj = 1. 
Household Preference Parameters 
Batini et al. (2008) show how observed data on the household wage bill as a pro- 
portion of total consumption, real money balances as a proportion of consumption 
and estimates of the elasticity of the marginal utility of consumption with respect 
to total money balances can be used to calibrate the preference parameters e, b and 
9 in (4.1). 
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First note that from (4.6), the steady state is defined by 
(rý - 1) W(1- L) 
- 
e4) (D. 7) 
77 PC C(1- hc)4)c(1 -, o) 
In (D. 7), IV PAL is the household wage bill as a proportion of total consumption, 
which is observable. From the definition of 4) 
C4c b 
(D. 8) 
where cz = lzh° is the `effective-consumption' -real money balance ratio (allow- 
ing for external habit). From (4.1), the elasticity the marginal utility of consumption 





Uc bczee1 +1-b 
The first-order conditions in the steady state (B. 25) and (B. 26) with Rn = Rn =R 
gives 
b (D. 10) 
b(1 
- 
c) Cz ,j=1 RR 
Thus given o, 8, g, hc, W PCL , cz and 
T, equations (D. 7)-(D. 13) can be solved 
for e, b and 0. Batini et at. (2008) show calculations for these parameters for the 
calibrated values of o, Q, g, hc, W p; 
L and cz set out below for a plausible range21 
of E [0,0.01]. Since T>0 we impose on our calibration the property that money 
and consumption are complements. 
Fixed cost 
In this subsection the fixed cost parameter, OF, is calibrated. Assuming that the 
monopolistic profits of retail firms as a proportion of GDP are given by 
w nt 
_ 
PH, tYt - PJtYt 
w 
=1-MCt(1+F1-MCtOF (D. 11) PH, tYc PH, tYt Y 
I (1 - b) cz 
'+b 
21See Woodford (2003), chapter 2 for a discussion of this parameter. 
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since marginal cost is defined as 
mt 
-11D. 12 ) MCt = PH, t mark-up of retail sector 
1- 
where (>1 is the elasticity of substitution between varieties in home bloc. If one 
assumes free-entry this drives profits to zero; then 
1 
OF =1= mark-up 1-c 
(D. 13) 
Finally assuming 20% mark-up of retail firms implies the calibrated value for 
OF = 1.2. Recall that a symmetry condition S= S' is assumed as in section 4.2.2, 
hence OF = OF = 1.2. 
The following parameters can be either calibrated based on the values in Table 
4.2 or derived from the parameter estimates. As discussed, preference Parameters, 
b, 0, o, are found by solving the set of equations: 
W(1 - L) _ 
(1 - a)(1 - L) (D. 14) 
PC cyL 
- 
(1 - b)[(1 - o)(1- v) -1+ (D. 15) bczeel +1-b 






(D. 17) - 
(1 - , -ý)W 
(1- L)/PC 




b(1-6 C) CZ9 - 
1+R 
For values of v=3, a* = 2, assuming that elasticity of the marginal utility of 
consumption with respect to money balances, '=0.01, gives b=0.95,0 = 0.28, 
p=0.17 for Peru data and b* = 0.99,0* = 0.39 and Q* = 0.66 for US data. 
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Demand elasticities calibrated from trade data: 
aC, H = (Cy - CSimports)(1 Se) (D. 20) 
aC, H = (c -'8imports)Se (D. 21) 
ac, H = Sexports (D. 22) 
a1, H = 2y - 2Simports (D. 23) 
a1, H = iSexports (D. 24) 
ac, F = Cy (D. 25) 
ac, F = 0 
aC, F = 0 
a1, F Zy (D. 26) 
a1, F = 0 
as = 9v 
ac = 9v 
Note the small open economy implication that aC, F = a,, F = 0. Then 
aC, H + aC, H 
= 
Cy - CSimports (D. 27) 
Cl, Cl, 
wi = 
ai'H (D. 28) 
v 
Remaining calibrated parameters are: 
9uß _ (1 9)(1-e)(1-o)-i _1 (D. 29) 
R= -1 
1 
(D. 30) Q(1 +9uß) 
Rk = (1 + 0)(1 + R) -1 (D. 31) 
ä= ä(a) = a1M/(axM + (1 - a)xM) (D. 32) 
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a = (a+al-x(1 - a)x)XB1 
(1 - b)a 
B (b(1 
-, ß)) 





(D. 33) b(1 - 0) 
a =I b*(1- ß) 
( Note : a' = 1) (D. 34) 
bi = bi (a) =b B_1 
(D. 35) (b+(1 
- b)aT) 
w = w(a) = 1-0 - 
(1 - o)(1 - u))O - 1](1 - 
-ß[(1-(1-e)(1-v))B-1](1- 
b1) (D. 36) 
AH - 
(1- QeH)(1 - eH) (D. 37) 
bH 
XR = R, ß(1 + R, a) 
(D. 38) 
ky =g+a (D. 39) 
SC = 
(1 - Ce)nkky (D. 40) cep 
WL = WL(a) =1 
aß(1- 
6)(1 - b1) (D. 41) 
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4. E Estimation - ROW Parameters and Peruvian 
Shocks 
Parameter Notation Prior distribution 
Density Mean S. D/df 
Model I Model III 
Posterior distribution 
Investment adjustment (S"(1 + g))* Normal 4.00 1.50 2.66 1.24: 4.03 3.22 1.80: 4.65 
Risk aversion a' Normal 2.00 0.50 1.32 [0.84: 1.77] 1.89 [1.40: 2.39] 
Consumption habit formation hý Beta 0.50 0.20 0.84 [0.69: 0.94] 0.90 [0.86: 0.94] 
Calvo prices Beta 0.75 0.05 0.87 [0.81: 0.92] 0.92 [0.90: 0.93] 
FA risk premium Inv. gamma 0.05 4.00 0.03 (0.01: 0.06] 
External finance premium elasticity XB Inv. gamma 0.05 4.00 0.05 [0.01: 0.11] 
Asset/debt ratio nk Beta 0.70 0.10 0.71 [0.55: 0.87] 
Entrepreneurs survival rate Beta 0.93 0.10 0.67 [0.48: 0.86] 
RT consumer ate, Beta 0.15 0.05 0.06 [0.02: 0.11] 0.04 [0.02: 0.06] 
Preference parameter e Beta 0.66 0.10 0.63 [0.44: 0.80] 0.50 [0.35: 0.64] 
Preference parameter 0' Beta 0.39 0.10 0.40 [0.20: 0.57] 0.41 [0.23: 0.59] 
Preference parameter b' Beta 0.90 0.05 0.94 [0.88: 0.99] 0.92 [0.89: 0.98] 
Investment substitution elasticity p'ý Inv. gamma 0.25 2.00 0.22 [0.05: 0.41] 0.19 [0.06: 0.34] 
Interest rate rule - inflation 0; Normal 1.70 0.10 1.79 [1.59: 1.99] 1.61 [1.46: 1.76] 
Interest rate rule - smoothing p` Beta 0.80 0.10 0.76 [0.68: 0.82] 0.78 [0.73: 0.82] 
AR(1) coef. -technology p; Beta 0.85 0.10 0.90 [0.86: 0.94] 0.92 [0.88: 0.95] 
AR(1) coef. -external finance premium elas. P; Beta 0.85 0.10 0.97 [0.94: 0.99] 
AR(1) coef. -preference Beta 0.85 0.10 0.57 [0.35: 0.92] 0.35 [0.23: 0.47] 
AR(1) coef. -government spending pg Beta 0.85 0.10 0.97 [0.94: 0.99] 0.97 [0.94: 0.99] 
AR(1) coef. -labour supply p! Beta 0.85 0.10 0.88 [0.79: 0.97] 0.96 [0.94: 0.97] 
AR(1) coef. -price markup p'PM Beta 0.50 0.15 0.81 [0.53: 0.94] 0.40 [0.18: 0.63] 
Std. deviation of shock sd(v. *) Inv. gamma 0.40 2.00 0.40 [0.35: 0.45] 0.37 [0.32: 0.41] 
Std. deviation of shock sd(v') Inv. gamma 1.33 2.00 2.20 [1.12: 3.24] 3.29 [2.70: 4.00] 
Std. deviation of shock sd(v; ) Inv. gamma 1.67 2.00 1.25 [1.10: 1.39] 1.24 [1.09: 1.39] 
Std. deviation of shock sd(vZ) Inv. gamma 1.00 2.00 0.89 [0.26: 1.80] 1.63 [1.10: 2.17] 
Std. deviation of shock sd(v4M) Inv. gamma 0.15 2.00 0.12 [0.07: 0.17] 0.11 [0.07: 0.14] 
Std. deviation of shock sd(v4) Inv. gamma 0.50 2.00 0.45 [0.19: 0.75] 
Std. deviation of shock (monetary policy) VR Inv. gamma 0.10 2.00 0.27 [0.23: 0.31] 0.26 [0.22: 0.29] 
Price contract length' 7.60 11.99 
'r -D 0.38 0.36 
LL -437.87 -433.90 
TABLE 4.6: ROW Estimation - US Closed Economy Model 
Price contract length is defined as 1 EF 
0 C. a' is derived as follows: _=1.5, then A= Ag 
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(MODEL IV) 248 
4. F Stability Analysis (Model VI) and Screening 
Identifiability (Model IV) 
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4-G Autocovariance Functions 
Panels 1-6 show autocovariance functions of the observed growth rates of output, 
investment, consumption, real exchange rate, terms of trade, the interest rate and 
inflation and in the estimated data. The solid line in each panel reports the au- 
tocovariance function computed from the actual data. To compute the estimated 
autocovariance functions, I extract randomly 500 draws from the posterior and gen- 
erate 500 artificial data samples of length T=49 (which matches the actual sample 
length). Then, for each simulated sample I compute autocovariances which are 
presented by the dashed lines. 
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This thesis has examined various aspects of the formulation of DSGE modelling 
and empirical applications, adopting the Bayesian maximum likelihood approach to 
conduct the model estimation and evaluation analysis. Bayesian estimation has pro- 
duced models which are more data consistent than those based simply on calibration. 
One of the main insights of this thesis is that it has provided a comprehensive empir- 
ical assessment of different modelling implications to both developed and developing 
economies. 
The first chapter has addressed several important modelling frictions based on 
the New Keynesian (NK) micro-foundations including the standard NK elements 
featuring imperfect competition, nominal rigidities and macroeconomic persistence 
captured by external consumption (labour) habit formations and price indexation. 
In the following chapters, some non-standard modelling features are subsequently 
introduced including a household utility function that is non-additively separable in 
consumption and money balances, a cost channel through which nominal interest 
rate fluctuations affect pricing decisions, and the dollarization and financial accel- 
erator mechanisms that are believed to be more applicable for the monetary policy 
transmission in emerging market economies. It is conceivable that the mechanisms 
capturing the some financial frictions are much more relevant in economies with a 
less stable history of inflation and less efficient financial markets. 
Chapter 1 first sets out theoretically a simple closed economy NK DSGE model 
252 
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as the benchmark model for the thesis. It then goes on reviewing the empirical 
strategy applied in this thesis. Experimenting on the benchmark model using US 
data, it is found that incorporating habit persistence in consumption in the US 
model seems to impart greater inertia to the model, and improve the fit. Bayesian 
posterior model probability further suggests that the habit persistence mechanism is 
sufficient on its own (without price indexation) to impart both output and inflation 
inertia that enables the benchmark NK model to achieve a relatively good fit with 
the data. 
In order to further assess how well DSGE models fit some dynamic features of 
the data (the absolute fit), Chapter 1 proceeds to set out the algorithms for some 
standard and the latest DSGE model validation tools. In particular, the evaluation 
of DSGE models can be conducted via Vector Autoregressions (VARs), and by 
computing and matching the data and model simulated moments: it is intended to 
examine whether the dynamics of the model and the data are broadly consistent, or 
whether a particular model is able to mimic the dynamics captured by the VAR or 
reproduce the key statistical properties in the data. 
A novel feature of this chapter is that I review a latest technology that is designed 
to be highly effective in extracting the non-identifiable deep parameters that are non- 
influent to the key DSGE model outputs. This identification analysis is conducted in 
conjunction with a study of the potential regions in the parameter space that drive 
unacceptable model behaviours via the Monte Carlo filtering. All these empirical 
techniques are subsequently implemented to the remaining chapters. 
Are direct supply-side effects of monetary policy relevant? Chapter 2 has at- 
tempted to answer this question by estimating an extension of Chapter 1's model. 
In particular, I extend the benchmark model by incorporating a cost channel of mon- 
etary transmission and allowing for non-separability of money and consumption in 
the utility function of the representative household. The theoretical implications of 
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assuming a cost channel and non-separable utility, namely for the output-inflation 
trade-off, the optimal inflation path for the Ramsey planner for the determinacy of 
interest rate rules are then derived. It is found that analytically the existence of 
a cost channel and non-separability of utility has important consequences for the 
output-inflation trade-off which in turn impacts on the optimal inflation path for 
the Ramsey planner. There are also implications for the determinacy of interest rate 
rules. 
Empirically, Chapter 2 resorts to the system-estimation Bayesian techniques. 
Using US data again the results arising from the estimation procedure provides 
weak support for the presence of a cost channel for monetary policy. While it is true 
that Bayesian estimation favours a model with the cost channel, the improvements 
in model fit are not sufficiently compelling. Furthermore, evidence for the non- 
separability of money and consumption in the utility of the representative household 
is also weak. 
Note, however, that this chapter does not claim that these supply-side effects 
are non-existent. What it shows is that, for the period considered, they seem to 
be small, possibly outweighed by traditional demand-side effects. It may well be 
the case that supply-side effects become more acute depending on the phase on the 
business cycle, but are then averaged out when longer periods are considered. 
Based on the models derived from the first two chapters, Chapter 3 has moved on 
to developing and estimating a small open economy (SOE) DSGE model in a 2-bloc 
setting with partial transaction dollarization using SOE emerging market economy 
data. Estimation is performed for eight different model variants incorporating dif- 
ferent modelling features and real frictions. The main finding is that the dollarized 
model with both consumption habit and price indexation appears to outperform its 
rivals, suggesting that adding this features can relatively improve the model fit to 
the data in the Colombian economy. 
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The empirical exercises in this chapter also include evaluating the models by 
comparing the second moments of the models and data, and via the VAR analysis. 
The BVAR models, which impose consistent and compatible restrictions to both the 
model and the data, are used to conduct the cross-validation exercises. I compare 
the fit of the structural model to Bayesian VARs of various lag lengths. The results 
demonstrate that, although the estimated DSGE model is highly restricted, it pro- 
vides a relatively good fit to the data and is able to compete with VARs in terms 
of empirical forecasting ability. 
Chapter 4 has further extended the 2-bloc SOE model in Chapter 3 to a richer 
model with financial frictions in the forms of liability dollarization and a financial 
accelerator, where capital financing is subject to the firm's net worth and can be 
partly or totally denominated in foreign currency. The questions are now: are 
the financial accelerator and partial dollarization empirically relevant in emerging 
market economies? Do they have consequences in driving the economic fluctuations? 
Chapter 4 attempts to answer these questions by applying a comprehensive empirical 
assessment to a DSGE model. Further to the simpler dollarized model from the 
previous chapter, this chapter develops a 2-bloc emerging-market/rest-of-the-world 
DSGE model where in the emerging market bloc there is a strong link between 
changes in the exchange rate and financial distress of household and firms. In other 
words, it is assumed that the emerging market bloc incorporates partial transaction 
and liability dollarization, as well the financial accelerator mechanism. In addition, 
the analysis uses US data to proxy for the foreign block and treats it as a standard 
closed economy. 
Several variants of the model with different model features are then estimated 
using data for Peru and the US. The estimation results show plausible and tight 
posterior estimates for both the financial accelerator and partial dollarization pa- 
rameters suggesting their potential empirical importance. Applying the marginal 
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likelihood criterion and some relevant validation methods, strong evidence in the 
data (both Peru and the US) are found to support the presence of a financial ac- 
celerator and some evidence for the existence of transaction dollarization. In fact, 
Model IV, a dollarized model incorporating only transaction dollarization and the 
financial accelerator, significantly outperforms its rivals, suggesting that both fric- 
tions play important roles in improving the conformity of the model with the actual 
data. The impulse response analysis has further highlighted the empirical impor- 
tance of the accelerator mechanism in driving the economic fluctuations. It is found 
that the financial accelerator magnifies the effects of productivity and country risk 
premium shocks on private investment. 
In attempting to analyze the identifiability and stability of the DSGE models 
from each chapter, I find that several of the structural parameters are insensitive 
to the key model outputs, suggesting that they are not identified in the model 
structure. Some of them are also found most responsible for the model to fall under 
the region that leads to unacceptable behaviour, implying the potential violation 
of the Blanchard-Kahn conditions. Some of these parameters, such as the interest 
rate response to inflation, are of considerable interest to performing policy analysis. 
Another issue that is worth highlighting is the DSGE models' ability in fitting some 
dimensions of the observed data dynamics. The results from the moments analysis in 
this thesis show that some models, particularly, the open economy ones are generally 
having difficulties at replicating the cross-correlations of output with some of the key 
variables. Given the increasing popularity of empirical DSGE analysis, these results 
may cause one to doubt the validity and reliability of using these types of models 
and their parameter estimates for policy analysis or forecasting. These findings 
are useful in the sense that they provide some additional information about the 
empirical performance of the estimated DSGE models and perhaps suggest ways of 
modifying the model that lead to improvements in the fit to the data. 
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These issues reveal future challenges for DSGE modellers. They require some 
degree of reparameterizations or refined cross-equation restrictions. In ongoing work 
some directions for this research are considered. These include further extending the 
DSGE models by adding more features and frictions that are relevant to studying the 
emerging market economies and developed economies. As noted, a very important 
structural issue for emerging market economies is the relationship of the informal 
labour market and the macroeconomy. The current NK-DSGE modelling, which 
typically omits the assumptions in labour market frictions and assumes the perfectly 
competitive labour market, is limited on explaining some stylized facts of the data 
such as the fluctuations in unemployment. Given the potential importance of this 
informality, modelling the labour market in these economies that distinguishes the 
formal and informal sectors and captures the employment flow between the two 
sectors is becoming more relevant to account for the labor market dynamics in 
macroeconomic modelling. 
Another avenue to pursue relates to modifying the information assumptions of 
DSGE models. As argued by Levine et at. (2007a), the asymmetric information 
assumptions by assuming that all economic agents have full access to measurement 
of all variables and past shocks whereas the econometricians have no access to this, as 
commonly used in the current literature, may be inappropriate. Their work suggests 
that, for estimates to be reliable and robust, one should perform estimation under 
both asymmetric and symmetric information assumptions. On the theoretical front, 
their results also highlight the need for a method of estimation that allows for the 
asymmetry of information about some shocks but not about others. 
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