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Abstract
Collective Behavior of Dissipatively-Coupled Photonic Oscillator
Networks
by
Jiajie Ding

Adviser: Mohammad-Ali Miri

Chapter 1 This thesis discusses the collective behavior of networks formed by photonic
oscillators. The key motivations for doing this research are the interest in developing high
power laser arrays on photonic chips and performing optical computing.
Chapter 2 Coupling-enabled frequency synchronization is essential for an array of light
sources operating in a photonic system. Using a two-dimensional nonlinear oscillator model
of a laser, we analyze the role of two distinct types of coupling, dispersive and dissipative, in promoting frequency locking between two nonidentical lasers. In both scenarios the
two oscillators synchronize into a frequency-locked state when the coupling level exceeds a
critical value. We show that the onset of dispersive and dissipative synchronization processes is associated with hard and soft frequency transitions, respectively. Through analysis
and numerics, we demonstrate that the dispersive coupling yields bistable synchronization
modes, accompanied by asymmetric intensities, and the frequency controlled by the coupling strength. In contrast, dissipative coupling induces monostable synchronization with
symmetric intensities and a coupling-independent frequency.
Chapter 3 Dissipative coupling between an array of passive optical resonators creates a
ladder of decay rates in the complex eigenfrequencies. This effect promotes mode discrim-

v
ination in laser arrays, while, the lowest- and highest-order modes exhibit the highest and
lowest lasing thresholds, respectively. The array supermodes and their corresponding eigenfrequencies are calculated analytically through a tight-binding model, and the single-mode
operation range is derived. The results are exemplified through finite element simulation of
an array of transversely coupled semiconductor laser cavities.

Chapter 4 Synchronization of photonic oscillator networks is of critical importance for
laser array devices and for optical computing. Although synchronization is well explored for
attractive coupling, the case of repulsive coupling, when each two coupled oscillators tend to
be out-of-phase is largely underexposed. Here, we systematically investigate phase-locking
of repulsively coupled photonic oscillators with different network topologies. Due to the
repulsive coupling, the dynamics is formulated through the signless graph Laplacian matrix.
We find that, in stark contrast with Laplacian systems, here dense long-range interactions
do not necessarily lower the synchronization threshold. We introduce a spectral parameter
based on the eigenvalues of the signless Laplacian matrix and show that it quantifies the
synchronization threshold in one parameter. We argue that the interplay of dense connections
and geometric frustrations dictates the synchornizability, which turns out to be maximal in
case of a full bi-partite graph.

Chapter 5 Phase-locking of laser arrays can give rise to the spontaneous formation of
vortex and antivortex phase patterns that are analogous to topological defects of the XY
model. These patterns are stable although their formation is less likely in comparison to the
ground state lasing mode. In addition, we show that small ratios of photon to gain lifetime
destabilize vortex and antivortex phase patterns. These findings are important for studying
topological effects in optics as well as for designing laser array devices.

vi
Chapter 6 We demonstrate the existence of chaos in dispersively and dissipatively coupled
semiconductor lasers. The range where chaos exists is specified. We investigate the dynamics
of the photonic oscillators, and find the condition of synchronization. We draw the parameter
map, find the zone of synchronization and also the part where chaos exists.
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Chapter 1
Introduction
1.1

Introduction of laser

In 1917, Albert Einstein established the theoretical foundations for the laser (Einstein
(1917)). In the atoms, the electrons at the higher energy level can be excited by photons
and jump from the higher energy level to a lower energy level, light will be radiated. The
radiated light is same as the light that excites it. In 1960, Theodore H. Maiman invented
the first ruby laser. Since then, laser technique has been rapidly developed.
In this thesis, I discuss collective behavior of photonic oscillators. One of the key motivations for doing this research is the interest in developing high power laser arrays on a
photonic chip. Such laser arrays have a lot of applications in LIDAR, wireless communication, etc. They have to reach certain powers and given the limitations of creating such a
device on chip a natural solution is to couple many low power lasers. And of course, in doing
so, it is very important to maintain phase locking between all lasers.
Another important reason that we are interested to investigate these systems is recent
interest in unconventional computing with photonic oscillator networks. For example, laser
arrays have been utilized to solve non-convex optimization problems. In this case again, it
1
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is important to maintain coherence among the laser network to perform optical computing.
The synchronization of lasers has been investigated for a long time. In a pioneering
paper, the Nobel prize winner Wills Lamb. Jr. investigated synchronization of two lasers
and showed that two lasers can become phase locked even if they have different frequencies
(Lamb Jr (1964)). This problem have been investigated since then. The reason that we
would like to revisit this phenomena is because of new problems arising in relation to the
applications we mentioned before. First of all, we can now connect lasers with very complex
topologies as opposed to previously studied simple lattices. The other reason is that we can
now engineer the interaction to have dissipative coupling as opposed to dispersive coupling
that is widely studied before. Finally, in optical computing, the scenario that is mostly
desired is repulsive coupling that has not been investigated before.

1.2

Classification of laser models

The main three physical variables in lasers are the electric field, the population inversion,
and the atomic polarization of the laser medium (Uchida (2012)).
The electric field is described by the Maxwell’s equations, the macroscopic atomic polarization is introduced by using Schrodinger equations, and the phenomenological atomic
and photon decays are introduced. The homogeneously broadened single-mode ring laser
equations are described as follows (Mandel (1997)).
The homogeneously broadened single-mode ring laser equations are described as follows:

dE(t)
= −κ [(1 + i∆) E(t) + AP (t)]
dt

(1.1a)
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dP (t)
= − (1 − i∆) P (t) − E(t)D(t)
dt

(1.1b)



dD(t)
1 ∗
∗
= γ 1 − D(t) + (E (t)P (t) + E(t)P (t))
dt
2

(1.1c)

where E(t) is the electric field (complex variable), P (t) is the atomic polarization (complex
variable), and D(t) is the population inversion (real variable).
Assuming ∆ = 0, the equations are modified as
dE(t)
= −κ (E(t) + AP (t))
dt

(1.2a)

dP (t)
= −P (t) − E(t)D(t)
dt

(1.2b)

dD(t)
= γ (1 − D(t) + E(t)P (t))
dt

(1.2c)

Lasers can be classified in another way from the laser dynamics point of view (Arecchi
et al. (1984)). According to the number of variables, lasers are classified into three types:
class A, B, and C lasers. One can use three relevant variables to describe lasers operating
in a single emission mode, which are the electric field, the atomic polarization, and the
population inversion (Uchida (2012)). The decay rates of them are κc (the electric field
decay rate), γ∥ (the population inversion decay rate), and γ⊥ (the atomic polarization decay
rate), respectively.
For class C lasers, the relaxation rates of the electric field, the population inversion, and
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the atomic polarization are of the same order.

κc ≈ γ⊥ ≈ γ∥

(1.3)

Eqs.1.2 describe class C lasers.
For class B lasers, the decay rate of the atomic polarization is much faster than those
of the electric field and the population inversion, and the decay rate of the electric field is
faster than that of the population inversion.

γ⊥ ≫ κc > γ∥

(1.4)

In this case, dP (t)/dt = 0. Then Eqs.1.2 become
dE(t)
= κ (−1 + AD(t)) E(t)
dt

(1.5a)

P (t) = −E(t)D(t)

(1.5b)


dD(t)
= γ 1 − D(t) − E 2 (t)D(t)
dt

(1.5c)

For class A lasers, the decay rate of the electric field is much slower than those of the
atomic polarization and the population inversion.

γ⊥ ≈ γ∥ ≫ κc

(1.6)
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In this case, dD(t)/dt = 0. Then Eq.1.5c become

D(t) =

1
1 + E 2 (t)

(1.7)

Substituting Eq.1.7 in to Eq.1.5a,
dE(t)
A
= κ(−1 +
)E(t) ≈ κ(−1 + A − AE 2 (t))E(t)
dt
1 + E 2 (t)

(1.8)

So only the electric field E(t) is used to describe class A lasers.

1.3

The nonlinear oscillator model of a single laser

Depending on the type of the active medium and the laser cavity, various models have
been utilized to describe laser oscillations (Siegman (1986)). A semi-classical treatment
of this problem, also known as neoclassical equations, is through solving coupled dynamical
equations governing the cavity mode electric field, the atomic polarization and the population
inversion (Siegman (1986)). However, a great simplification can be made when adiabatically
eliminating the atomic variables. This is a good approximation when the field decay rate is
much smaller than the decay rate of the atomic variables, i.e., in a class A laser (Tredicce
et al. (1985)). Under these conditions, laser oscillations can be described through a single
equation governing the evolution of the electric field with a proper saturable gain term
(Lamb Jr (1964); Yariv (1989)). In this work, we limit our attention to such a model, which
we refer to as a nonlinear oscillator model. It is worth noting that semiconductor lasers
are considered class B lasers, where, proper modeling requires taking account of dynamical
interaction between the field and population inversion (Agrawal and Dutta (1986)). However,
a class B laser can also be approximated with a class A laser when operating near the
oscillation threshold (Tredicce et al. (1985)).
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In Lamb’s self-consistent treatment of a laser oscillator, by considering a cubic dependence
of the induced polarization on the electric field, the evolution of the electric field is shown
to follow that of the Van der Pol oscillator (Van der Pol (1934); Lamb Jr (1964); Yariv
(1989)). In this context, the evolution equation governing the slowly varying envelope of
the electric field E is written as Ë + 2[κ − g0 (1 − εE 2 )]Ė + ω02 E = 0, where, ω0 is the
oscillation angular frequency, κ represents the linear losses, g0 is the linear gain and ε is
the gain saturation parameter. This simple model is capable of capturing frequency, field,
and intensity fluctuation spectra of a laser oscillator (Yariv and Caton (1974)). The cubic
nonlinear gain introduced in the Van der Pol oscillator model, g = g0 (1 − εE 2 ), can be
considered as a first-order approximation of a saturable gain, g = g0 /(1 + εE 2 ). Interestingly,
this saturable gain can also be considered as a first-order Padé approximation of the nonlinear
gain term g = 2g0 |E|−2 [1−(1+|E|2 )−1/2 ], utilized by Spencer and Lamb (Spencer and Lamb Jr
(1972)).
In addition, given that the resonance frequency is typically much larger than the linear
loss and gain, the second order equation can be further simplified to a first order model. As
a result, by introducing a(t) as the positive frequency sideband of E(t), one can suggest the
following firs-order model for laser oscillations (Hassan et al. (2015)):
da
=
dt



g0
−iω0 − κ +
1 + ε |a|2


a.

(1.9)

This model has been recently utilized to describe the dynamics of coupled semiconductor
microring lasers with uneven pumping in the context of Parity-Time (PT) symmetry (Hassan
et al. (2015)) and in optical topological insulators (Harari et al. (2018)). In the next chapter,
we will use this relation to describe laser oscillations, while we interchangeably use the terms
laser and oscillator. In the remaining part of this section, we study Eq.1.9 before proceeding
with coupled lasers.

CHAPTER 1. INTRODUCTION OF LASER

7

The role of the saturable gain in the nonlinear oscillator model described by Eq.1.9 can be
explained as follows. Initially, for low field intensities, the nonlinearity is weak, thus g ≈ g0 ,
which can build up the field, as long as g0 is larger than κ. As the intensity increases, the
nonlinear gain decreases until reaching a balance with the linear loss. At this point the field
intensity reaches a steady state value. In the steady state, the field can be described through
√
a(t) = Is exp (−iω0 t), where the saturation intensity is found by enforcing the condition of
gain being equal to loss, i.e., κ = g0 /(1 + εIs ), thus, the steady state field intensity is found
to be
Is =


1  g0
−1 .
ε κ

(1.10)

On the other hand, the transient behavior of the field intensity, I = |a|2 , is governed by
I˙ = 2[−κ + g0 /(1 + εI)]I, which, under the initial condition of I(t = t0 ) = I0 , admits the
following solution
I0 I − Is
I I0 − Is

g0 /κ

= e−2(g0 −κ)(t−t0 ) .

(1.11)

This relation is plotted in Fig.1.1, for two different initial conditions, one smaller and the
other one larger than the saturation intensity.
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Figure 1.1: The analytical solution of the nonlinear oscillator of Eq.1.9. The lower and upper
branches are associated with initial conditions smaller or larger than the saturation intensity,
respectively. In this plot, the parameters are κ = 0.01, g0 = 0.02, ε = 1, while for the lower
branch I0 = 0.1 and for the upper branch I0 = 1.5.

Chapter 2
Dispersive and passive coupling
2.1

Introduction

Synchronization has been shown to be central for the functioning of a wide spectrum of
real-world networks (Pikovsky et al. (2003); Boccaletti et al. (2002b); Arenas et al. (2008)),
ranging from neurons firing together during an epidemic seizure (Netoff and Schiff (2002))
to synchronized power generators (Motter et al. (2013)). Synchronization is often defined as
an adjustment of rhythms in a network of interacting oscillators due to weak interactions. It
manifests itself in different ways, including (i) its strongest form of complete synchronization
when all oscillators evolve in unison (Pecora and Carroll (1998); Terry et al. (1999); Belykh
et al. (2004); Li and Chen (2006); Nishikawa and Motter (2010); Ruiz-Oliveras and Pisarchik
(2009); Peil et al. (2002)), (ii) phase synchronization which involves phase-locking between
the oscillators while their amplitudes may remain unsynchronized (Rosenblum et al. (1996);
DeShazer et al. (2001); Boccaletti et al. (2002a); Kim et al. (2006)), and (iii) frequencylocking or frequency synchronization when coupled oscillators with different individual frequencies synchronize to a common frequency (Acebrón et al. (2005)).
The concept of synchronization to a frequency-locked regime is of direct relevance to
9
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laser science and engineering. In this context, it is often desired to reach high power levels
by coupling a large number of lasers. Clearly, in order to maintain the coherence properties, such laser arrays should operate in a synchronous regime. This, on the other hand,
requires frequency-locking of the entire array despite inevitable random detunings of individual elements caused in the fabrication stage as well as post-fabrication conditions such as
non-uniform pumping, and noise. Therefore, it is of great interest to systematically identify
the necessary ingredients for enforcing synchronization in coupled lasers.
The problem of self-induced frequency-locking of two coupled lasers has been explored
since the early days of lasers. In particular, in an early work, Spencer and Lamb explored
the dynamics of two Fabry-Pérot lasers coupled through a partially transmitting window
(Spencer and Lamb Jr (1972)). In this pioneering work, they showed spontaneous frequencylocking of two detuned lasers. In addition, they showed that by controlling the length of a
passive cavity, one can tune the oscillation frequency of a coupled laser. Following this work,
frequency-locking of two coupled lasers has been investigated by other authors (Fader (1985);
Chow (1985); Mirels (1986)). Interestingly, despite seemingly simple dynamical equations
governing coupled lasers, an analytical expression for the locking threshold has not been
reported in these works. In addition, an important aspect which is missing from previous
studies is the role of the coupling mechanism in frequency locking. Along different lines,
enforcing a stable phase-locked regime in laser arrays is of practical importance since it allows
for scaling the irradiance proportional with the square of the number of the array elements
(Glova (2003)). In this regard, entrainment of an array of solid-state and semiconductor
lasers has been explored in previous works (Braiman et al. (1995); Winful and Wang (1988)).
In addition, synchronization of coupled semiconductor lasers operating in a chaotic regime
has also been experimentally demonstrated (Sugawara et al. (1994); Roy and Thornburg Jr
(1994)), and its prospect for secure optical communication has been explored (AnnovazziLodi et al. (1996); Goedgebuer et al. (1998)). Furthermore, self-organized phase-locking was
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experimentally observed in arrays of coupled fiber lasers (Bruesselbach et al. (2005); Shay
et al. (2006); Fridman et al. (2010)). Most recently synchronization of two frequency combs
was demonstrated in a cascaded arrangement of microring resonators (Jang et al. (2018)).
Given the growing interest in laser array sources for various applications, including in
LIDAR (Schwarz (2010)), it is critically important to investigate frequency-locking in laser
arrays. In this regard, it is of interest to understand the role of underlying processes in synchronization, inducing the individual lasers involved, the coupling topology in the array, as
well as the strength and type of coupling between each two elements. Despite the large body
of previous works on synchronization of lasers, less attention has been paid to the latter two
factors. Here, we focus on the role of the coupling mechanism and systematically explore the
frequency-locking of two lasers, aiming to build a foundation for exploring synchronization
through different coupling topologies in larger networks. In this regard, in order to avoid
dealing with the complex chaotic behavior arising in higher dimensionalities of the dynamical variables involved, we focus on a minimal nonlinear dynamical model for lasers, through
which, we identify the basic requirements for synchronization.
Here, we consider two different types of interaction between the two lasers: (a) dispersive
and (b) dissipative coupling. We find that the behavior of these systems is fundamentally
different even though synchronization occurs for strong coupling levels in both cases. In both
scenarios the dynamics is explored through time domain simulations while the stationary
states are analytically investigated and their stability is analyzed.
Fig.2.1(a,b) schematically depict the interaction of two resonators through dispersive
and dissipative coupling processes. In the former case, coupling occurs through evanescent
tails of the fields in the two laser cavities, while in the latter case it is mediated through
an intermediate medium. An exemplary implementation of these two coupling mechanisms
is shown in Fig.2.1(c,d) for a pair of microring resonators. When two such resonators are
located in close proximity, as shown in Fig.2.1(c), light can tunnel from one to the other
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with minor leakage to the surrounding. On the other hand, while the evanescent coupling
drops significantly for larger separations, a scattering element can be used to mediate the
interaction as shown in Fig.2.1(d). Clearly, in this case, the exchange of energy between the
two resonators is accompanied with considerable radiation to the surrounding environment.
The implication of these two coupling scenarios is clearly visible in the electric field
intensities associated with the eigenmodes of each system shown in Fig.2.1(e,f). As these
figures clearly indicate, in the case of dispersive coupling, radiation leakages of the two
eigenmodes are in similar ranges. In fact, in this case both eigenmodes are bound to the
microrings despite constructive or destructive interference in the region between the two
cavities. In contrast, dissipative coupling creates significant discrimination in the level of the
radiative losses of the two eigenmodes. This happens since constructive interference causes
a significant overlap of the fields, associated with one of the eigenmodes, with the scattering
element, which instead creates large scattering losses. As we discuss in this chapter, this
contrast between the linear eigenmodes of the two cases of dispersive and dissipative coupling
governs the behavior of their nonlinear counterparts resulting in bistability in one case and
monostability in the other. These two scenarios are discussed in Sections II and III.

2.2

Coupled oscillators with dispersive coupling

In this section we investigate the dynamics of two coupled oscillators with detuned frequencies. To simplify the analysis, we assume that both oscillators exhibit similar values of gain
and loss, and differ only in their frequencies. Therefore, the evolution equations can be
written as:
da1
dt
da2
dt


= −iω1 − κ +

= −iω2 − κ +

g0
1+ε|a1 |2



a1 + iµa2 ,

g0
1+ε|a2 |2



a2 + iµa1 .

(2.1)
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Figure 2.1: (a,b) A schematic representation of two different routes for coupling laser cavities
through dispersive (a) and dissipative coupling (b). (c,d) An exemplary implementation of
the two coupling scenarios for a pair of microring resonators. In (c) coupling occurs through
the evanescent tails of the fields in the two resonators, while in (d) coupling is mediated
through a scattering element which inevitably creates radiation leakage. (e,f) The electric
field intensity profiles of two supermodes associated with the geometries of parts (c,d).
It is important to note that in these equations the imaginary coupling describes a dispersive
coupling mechanism. This can be seen by studying Eqs.2.1 in the absence of gain and loss,
which results in linear equations ȧ1,2 = −iω1,2 a1,2 + iµa2,1 exhibiting real eigenfrequencies

Ω1,2

ω1 + ω2
±
=
2

s

ω1 − ω2
2

2
+ µ2 .

(2.2)

According to this relation, the coupling µ separates the two eigenfrequencies in real parts,
which is why it is referred to as dispersive coupling. Alternatively, one can call this process
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Figure 2.2: (a) The time domain evolution of the intensities of two oscillators with dissimilar
frequencies for µ = 0.001. (b) The steady state frequency spectrum of the two oscillators.
(c) The phase space dynamics of the oscillators, where, for clarity, a1,2 (t) are divided by a
reference phase term, exp(−iω0 t), where, ω0 = (ω1 + ω2 )/2 is the average initial frequency.
(d-f) The same as parts (a-c) for µ = 0.007. (g-i) The same as parts (a-c) for µ = 0.01. Here,
the parameters are ω1,2 = 1 ± 0.005, κ = 0.01, g0 = 0.02, and ε = 1. For these parameters,
the critical coupling associated with frequency locking is found to be µc ≈ 0.0074. In all
figures, red and blue curves are associated with the first and second laser, respectively.
conservative or reactive coupling.
Fig.2.2 depicts the numerical simulations of the dynamics of this system for different
coupling levels. According to this figure, in general, the dynamics can be categorized in three
different regimes of weak (Fig.2.2(a-c)), intermediate (Fig.2.2(d-f)), and (iii) strong coupling
(Fig.2.2(g-i)). In the weak coupling scenario, the two oscillators behave nearly independent
and reach similar steady state intensities while they operate at different frequencies. For
higher coupling rates, while the oscillation frequencies are modified, multiple harmonics
appear at beating frequencies. By further increasing the coupling rate above a critical level
µc the two oscillators become frequency synchronized and oscillate at a common frequency.
In this case, they first evolve interactively and then reach their steady states at different
intensities and with a constant phase difference. It should be noted that the frequency-
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locked regime is associated with a pair of bistable states oscillating at different frequencies.
The bistability is expected given that both modes of the coupled oscillator system have the
same oscillation threshold. The excitation of one of the two modes depends on the initial
conditions applied.
To better demonstrate the spectral evolution of the system, we evaluate the frequency
content of both oscillators versus the coupling level µ as shown in Fig.2.3. In this figure,
each line represents a frequency harmonic while the color gradient represents the strength of
that harmonic. According to the figure, the higher order harmonics, appearing as sidebands,
become stronger as the coupling level increases, until reaching the critical coupling value
µc . By further increasing the coupling above this critical value, all harmonics disappear and
only the strongest component survives. This is shown with the thick branches in Fig.2.3.
The onset of frequency locking in the initially repelling frequency scenario represents an
example of the so-called hard (subcritical) transition to the frequency synchronization which
is accompanied by the abrupt disappearance of the sideband harmonics. The top and bottom
rows in Fig.2.3 are associated with the two synchronization states appearing as a result of
bistability.
It is important to explore the synchronization processes in the parameter space of the
system. Considering the form of Eqs.2.1, one can reduce the parameters to three independent variables of (ω1 − ω2 )/κ, g0 /κ, and µ/κ. Therefore, the critical coupling level depends
on two parameters of (ω1 − ω2 )/κ and g0 /κ. Fig.2.4(a) depicts the critical coupling versus
these two parameters. As expected, by increasing the frequency detuning, the critical coupling increases. The critical coupling also varies with the ratio of the linear gain to loss,
however, this dependency is not as prominent of the effect of detuning. The synchronization
region is plotted in the parameter space of detuning-coupling as well as gain-coupling in
Fig.2.4. As expected the former plot demonstrates a triangular-shaped frequency locking region which truly resembles an Arnold tongue (Pikovsky et al. (2003)) given that the vertical
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Figure 2.3: The frequency spectrum of the two coupled oscillators with dissimilar frequencies
versus the coupling strength. In (a,b), the initial conditions are chosen to initiate operation
in the in-phase state, while in (c,d) in the out-of-phase state. The coupling is varied in the
range of 0 ≤ µ ≤ 2µc , while all other parameters are the same as in Fig. 3. The frequencies
are evaluated with respect to the average initial frequency ω0 = (ω1 + ω2 )/2.
axis represents the strength of the influence of each resonator on the other.
Next, we focus on the stationary state of the system in the synchronization regime. To
investigate the stationary states, we consider an amplitude and phase representation for the
complex modal amplitudes, i.e., a1,2 (t) = A1,2 (t)eiϕ1,2 (t) , where A1,2 (t) and ϕ1,2 (t) are real
functions. By defining ϕ(t) = ϕ2 − ϕ1 as the instantaneous phase difference between the two
oscillators, Eqs.2.1 reduce to three coupled real-valued equations as follows:
dA1
=
dt


−κ +

g0
1 + εA21


A1 − µA2 sin ϕ,

(2.3a)
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2

Figure 2.4: (a) The critical coupling versus frequency detuning and linear gain. (b) The
synchronization region in the parameter map of coupling and frequency detuning, for a fixed
value of gain (g0 /κ = 2). (c) The synchronization region in the parameter map of coupling
and linear gain, for a fixed value of frequency detuning (∆ω/κ = 1). All parameters are
normalized to the linear loss.
dA2
=
dt


−κ +

g0
1 + εA22

dϕ
= − (ω2 − ω1 ) + µ
dt





A2 + µA1 sin ϕ,

A1 A2
−
A2 A1

(2.3b)


cos ϕ.

(2.3c)

In the frequency-locked regime, the stationary-state solutions can be written as a1,2 (t) =
Ā1,2 (t)eiϕ̄1,2 (t) e−iωt and ϕ̄1,2 (t) are constants. Therefore, Eqs.2.3 can written as


g0
−κ +
1 + εĀ21


Ā1 − µĀ2 sin ϕ̄ = 0,

(2.4a)
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−κ +

g0
1 + εĀ22




− (ω2 − ω1 ) + µ
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Ā2 + µĀ1 sin ϕ̄ = 0,

Ā1 Ā2
−
Ā2 Ā1

(2.4b)


cos ϕ̄ = 0,

(2.4c)

where, ϕ̄ = ϕ̄2 − ϕ̄1 is the phase contrast between the oscillators in the frequency synchronized
regime. By combining Eq.2.4a and 2.4b, one can find a relation between the stationary state
intensities, I¯1,2 = Ā21,2 , as follows:



g0
g0
¯
− κ I1 +
− κ I¯2 = 0.
1 + εI¯1
1 + εI¯2



(2.5)

Fig.2.5 depicts this relation as a contour in the I¯1 − I¯2 plane for different ratios of g0 /κ.
As clearly indicated in this figure, one can show that I¯1 I¯2 < Is2 , where Is represents the
saturation intensity of a single oscillator defined in Eq.1.10. Therefore, in the stationary
state, while one oscillator operates below Is , the other one operates above Is . This situation
is reversed in the other oscillation mode recalling that the system is bistable. Quite interestingly, relation 2.5 is independent of the individual frequencies of the two oscillators ω1,2
as well as the coupling strength µ.
Equations 2.4, can be combined to omit the phase term in order to obtain another identity
for the steady state intensities:
2

(ω2 − ω1 )




g0
g0
I¯1 I¯2
−κ
− κ = µ2 .
2 −
¯
¯
¯
¯
1
+
ε
I
1
+
ε
I
1
2
I1 − I2

(2.6)

Relation 2.2 can be considered in conjunction with relation 2.5, to numerically solve for the
steady state intensities. Fig.2.4(b) depicts a graphical solution of the steady state intensities
obtained as an intersection of these two relations in the I¯1 − I¯2 plane. It can be shown that
in the asymptotic limit of µ ≫ µc , the stationary state intensities migrate toward the center
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point where I¯1,2 → Is . In this regime, the nonlinear eigenmodes approach the symmetric and
anti-symmetric solutions, where, the two oscillators operate in-phase (ϕ̄ → 0) and anti-phase
(ϕ̄ → π), respectively. In contrast, when the mutual coupling is slightly above the critical
level, the stationary state intensities are located near the kink and the intensity contrast is
large.
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Figure 2.5: (a) The contour plots of Eq.2.5, showing the stationary-state intensities I¯1,2 ,
normalized to Is , for different values of the linear gain to loss ratio g0 /κ. (b) Graphical
solution of the steady state intensities as the intersection of graphs corresponding to relations
(8) and (9) for three different values of the coupling level.
The phase difference between the frequency-locked oscillators can be obtained in terms
of the intensities from Eq.2.4c:
p

cos ϕ̄ =

I¯1 I¯2
I¯1 − I¯2

!

ω2 − ω1
.
µ

(2.7)

It should be noted in this relation, the intensities are interchangeable, resulting into
two different phase contrasts associated with the two oscillation states. In addition, the
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synchronization frequency is related to the stationary-state intensities according to:
ω1 + ω2
+
ω=
2

¯

I1 + I¯2 ω1 − ω2
2
I¯1 − I¯2

(2.8)

which, again involves two solutions for the two lasing states. The stationary-state intensities
I¯1,2 , the phase difference ϕ̄ and the oscillation frequency are depicted versus the coupling
strength in Fig.2.6. It should be noted that these solutions are only meaningful for µ > µc .
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Figure 2.6: (a-c) The steady state intensities I¯1,2 , phase difference ϕ̄, and the oscillation
frequency ω plotted versus the coupling strength µ. In the top panel, blue and red are
associated with the intesnity of the two oscillators, while in all panels solid and dashed
curves represent the two eigenmodes.
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Coupled oscillators with dissipative coupling

In this section, we investigate the case of two oscillators coupled through a dissipative mechanism. As mentioned before, this scenario realizes when the energy exchange between two
laser cavities is mediated through the surrounding environment while the radiation leakage
is inevitable. In this case, the coupled mode equations for the two oscillators are
da1
dt
da2
dt


= −iω1 − κ +

= −iω2 − κ +

g0
1+ε|a1 |2



a1 − κe a2 ,

g0
1+ε|a2 |2



a2 − κe a1 .

(2.9)

It is straightforward to show that these equations respect power conservation assuming that
√
both oscillators emit to a common decay channel at rate 2κe . Here, the negative sign of
the coupling coefficients is due to the in-phase emission of the two oscillators in the decay
channel.
It is important to note that κe and κ are not independent parameters. In fact, energy
conservation demands that dissipative exchange of energy between the two resonators should
be considered as an additional loss mechanism in each one. Here, for simplicity we absorb
both the intrinsic κl and external losses κe in a single parameter κ = κl + κe . Therefore,
in Eqs.2.9, one should note that κe < κ. In the absence of the intrinsic loss and gain,
these equations reduce to a linear system ȧ1,2 = (−iω1,2 − κe )a1,2 − κe a2,1 , which admits two
complex eigenfrequencies

Ω1,2

ω1 + ω2
=
− iκe ±
2

s

ω1 − ω2
2

2
− κ2e ,

(2.10)

clearly indicating the dissipative nature of the coupling.
Before investigating the steady state nonlinear solutions of Eqs.2.9, we explore this system through the time domain simulations presented in Fig.2.7. According to this figure, in
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Figure 2.7: (a) The time domain evolution of the intensities of two oscillators with dissimilar
frequencies for κe = 0.001. (b) The steady state frequency spectrum of the two oscillators.
(c) The phase space dynamics of the oscillators, where, for clarity, a1,2 (t) are divided by
the reference phase term exp(−iω0 t). (d-f) The same as parts (a-c) for κe = 0.004. (g-i)
The same as parts (a-c) for κe = 0.007. Other parameters are ω1,2 = 1 ± 0.005, κ = 0.01,
g0 = 0.02, and ε = 1. For these parameters, the critical coupling associated with frequency
locking is found to be κc = 0.005. In all figures, red and blue curves are associated with the
first and second oscillator, respectively.
this case again the two oscillators synchronize at a common frequency for dissipative couplings above a critical level, i.e. κe > κc . However, the dynamics is significantly different.
The most prominent effect in this scenario is the tendency of the two oscillators towards
acquiring the same intensity. This is in contrast with the case of dispersive coupling, where
symmetric states are only asymptotic solutions for very large coupling rates. Fig.2.8 depicts
the frequency content of the coupled oscillators as a function of the dissipative coupling.
Interestingly, at the critical dissipative coupling all frequency harmonics merge while the
synchronization frequency is the average value of the individual frequencies of the two oscillators. As opposed to the previous case, this corresponds to a soft (supercritical) transition
to frequency synchronization when the multiple frequency sidebands gradually turn into the
synchronization frequency.
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(b)

(a)

Figure 2.8: (a,b) The frequency spectrum of the two oscillators versus the dissipative coupling
rate. Note the soft (supercritical) transition to frequency synchronization when all frequency
harmonics gradually merge into the synchronization frequency at the critical coupling rate
κe /κc = 0.5.
In an amplitude and phase representation a1,2 (t) = A1,2 (t)eiϕ1,2 (t) and by defining the
instantaneous phase difference between the two oscillators ϕ(t) = ϕ2 − ϕ1 , Eqs.2.9 can be
rewritten as follows:
dA1
=
dt


−κ +

g0
1 + εA21



dA2
=
dt


−κ +

g0
1 + εA22



dϕ
= − (ω2 − ω1 ) + κe
dt



A1 − κe A2 cos ϕ,

(2.11a)

A2 − κe A1 cos ϕ,

(2.11b)

A1 A2
+
A2 A1


sin ϕ.

(2.11c)
−iωt

In the frequency-locked regime one can write the stationary states as a1,2 (t) = Ā1,2 (t)eiϕ̄1,2 (t)e

while, considering ϕ̄ = ϕ̄2 − ϕ̄1 as the steady-state phase difference, one finds the following
set of relations:

−κ +

g0
1 + εĀ21


Ā1 − κe Ā2 cos ϕ̄ = 0,

(2.12a)

,
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g0
1 + εĀ22
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Ā2 − κe Ā1 cos ϕ̄ = 0,


− (ω2 − ω1 ) + κe

Ā1 Ā2
+
Ā2 Ā1

(2.12b)


sin ϕ̄ = 0.

(2.12c)

By combining Eq.2.12a and 2.12b, one will find the following relation between the stationary
state intensities I¯1,2 :





g0
g0
¯
− κ I1 =
− κ I¯2 ,
1 + εI¯1
1 + εI¯2

(2.13)

which can be compared with Eq.2.5 in the previous scenario. Clearly, this equation admits
a symmetric solution I¯1 = I¯2 . As shown in Fig.2.9, however, it also admits an asymmetric
branch I¯1 =
̸ I¯2 . One can show that the asymmetric branch is unstable, therefore, here we
focus on the symmetric solution.

1.5
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asymmetric
0
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Figure 2.9: The symmetric and asymmetric solutions of the steady state intensities calculated
via Eq.2.13 for oscillators with dissipative coupling.
¯
Equations 2.12 will greatly simplify when considering the symmetric branch with I¯1,2 = I.
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In this case, the stationary state phase difference between the two oscillators is found through

sin ϕ̄ =

ω2 − ω1
.
2κe

(2.14)

Therefore, one can simply find a lower bound on the dissipative coupling rates required for
synchronization by considering that the right hand side should be less than unity. In this
manner, the critical dissipative coupling for synchronization is found to be equal to half of
the frequency detuning of the two oscillators, i.e.,

κc =

|ω1 − ω2 |
.
2

(2.15)

Interestingly, as opposed to the case of dispersive coupling, here the critical coupling is found
analytically. The stationary state intensities of the two oscillators are obtained through
Eqs.2.12


2

2
ω2 − ω1
g0
2
− κ = κe −
.
2
1 + εI¯

(2.16)

In addition, the synchronization frequency is found to be the average of the initial oscillation
frequencies of the two oscillators:
ω=

ω1 + ω2
.
2

(2.17)

Fig.2.9(a,b) depict the stationary state intensity and phase contrast of the two oscillators
in the synchronous regime versus the ratio of dissipative coupling rate to the total losses of
each oscillator κe /κ. As governed by Eq.2.16, the stationary state intensity starts from the
saturation intensity, I¯ = Is , at the critical coupling, κe = κc , and increases for larger coupling
levels. According to Eq.2.14, the stationary state phase difference varies from |ϕ̄| = π/2 at
the synchronization threshold to ϕ̄ → π for large dissipative coupling rates, where, the two
oscillators become anti-phase.
It is worth noting that in case of dissipative coupling the synchronization regime is
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Figure 2.10: (a,b) The stationary state intensity and the phase contrast between the two
oscillators versus the rate of dissipative coupling to total losses of each oscillator. All parameters are the same as in Fig.2.7
restricted to a single stable state as opposed to the case of dispersive coupling where bistability appears. This behavior can be explained through the linear eigenmodes of the coupled
oscillators in the absence of gain, i.e., g0 = 0. In case of dispersive coupling, the two eigenfrequencies exhibit identical imaginary parts and, thus, are of equal chances of oscillation
when gain is turned on. In contrast, in the scenario of dissipative coupling the two eigenfrequencies exhibit dissimilar eigenfrequencies. In this case, the eigenmode with a smaller
imaginary part is protected from radiation to the surrounding environment, thus can come to
oscillation at a lower gain threshold. As a result, bistability is prevented in case of disspative
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coupling.

2.4

Stability analysis

Here, we perform a linear stability analysis for the stationary state solutions obtained in the
previous sections. The stability analysis can be carried out either based on the complexvalued equations 2.1, 2.9 or through equations 2.3, 2.11 which govern real-valued amplitudes
and phases. The latter case offers an advantage given that it deals with fixed-point solutions,
thus the stability can be verified simply through the Jacobian matrix eigenvalues.
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Figure 2.11: The Jacobian matrix eigenvalues associated with the linear stability analysis of
two coupled oscillators with (a) dispersive and (b) dissipative coupling. The parameters are
the same as in Fig.2.3 and Fig.2.8. In case of dispersive coupling, the fixed-point solutions
exist for all µ while it is only stable for µ > µc . In case of dissipative coupling, the fixed
point solution exists only for κe > κc and is stable in this range.
First, we consider the case of dispersive coupling. By slightly perturbing the amplitude
and phase difference around their fixed-point solutions according to A1,2 = Ā1,2 + α1,2 , and
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ϕ = ϕ̄ + φ, where |α1,2 | ≪ Ā1,2 and |φ| ≪ |ϕ̄|, one can linearize Eqs.2.3 to obtain








α 1 
α1 

 
d 
φ = J φ.


 
dt  
 
α2
α2

(2.18)

Here, J is the Jacobian matrix, with elements defined as Jmn = ∂fm /∂xn , where (f1 ,f2 ,f3 )
respectively represent the three nonlinear functions on the left-hand-side of Eqs.2.4, and
(x1 ,x2 ,x3 ) = (Ā1 , Ā2 , ϕ̄). The Jacobian matrix takes the form

g0 (1−εĀ21 )
−κ + (1+εĀ21 )2

2
2

J =  µ Ā12+Ā2 cos ϕ̄
Ā1 Ā2


µ sin ϕ̄


−µĀ2 cos ϕ̄


Ā1
Ā2
−µ Ā
−
sin ϕ̄
Ā1
2
µĀ1 cos ϕ̄

−µ sin ϕ̄



−µ
cos ϕ̄  .

g0 (1−εĀ22 ) 
−κ +
2
(1+εĀ22 )
Ā21 +Ā22
Ā1 Ā22

(2.19)

Obviously, the fixed-point solutions are stable as long as all the Jacobian matrix eigenvalues
exhibit negative real parts. This criterion is tested by numerically obtaining the eigenvalues
for different values of the coupling rate µ as shown in Fig.2.11(a) for both stationary states.
As shown in this figure, the largest eigenvalue changes its sign and becomes negative at the
critical coupling level. Beyond this value, the stationary state solutions are stable.
In the case of dissipative coupling, the linearization can be simplified given that the
amplitude of fixed-points are symmetric Ā1,2 = Ā. In this case, the Jacobian matrix is found
to be:



g0 (1−εĀ2 )
−κe cos ϕ̄ 
−κ + (1+εĀ2 )2 κe Ā sin ϕ̄




J =
.
0
2κe cos ϕ̄
0


2

g0 (1−εĀ ) 
−κe cos ϕ̄
κe Ā sin ϕ̄ −κ +
2
(1+εĀ2 )

(2.20)

It is straightforward to show that the Jacobian matrix admits the following three eigenvalues
λ1,2 = −κ ± κe cos ϕ̄ + g0 (1 − εĀ20 )/(1 + εĀ20 )−2 and λ3 = 2κe cos ϕ̄ . By using Eqs.2.12, the
eigenvalues can be further simplified to λ1 = 2(−κ+g0 /(1+εI¯0 )−2 ), λ2 = −2g0 εI¯0 /(1+εI¯0 )−2
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p
, and λ3 = −2 κ2e − (ω2 − ω1 )2 /4. Clearly, λ2 is always negative, while, given the condition
of synchronization κe > κc , and according to relation (18), λ3 is also a negative real number.
On the other hand, as shown numerically in Fig.2.11(b), the first eigenvalue is also negative
for κe > κc , indicating that the stationary states are stable.

2.5

Conclusion

To summarize, in this chapter, through a nonlinear coupled oscillator model, we investigated
the dynamics of two coupled lasers with slightly detuned frequencies. In this discussion, we
considered and contrasted two separate scenarios of dispersive and dissipative coupling. In
both scenarios, when the coupling level exceeds a critical value, the two oscillators undergo
a self-organized frequency synchronization. In this regard, we numerically explored the
critical coupling, and analytically derived general rules for the stationary state intensities and
phases of the two oscillators. The difference between the two scenarios can be summarized
as follows. In the case of dispersive coupling, and in the synchronization regime, (a) the
system is bistable, (b) the intensities are asymmetric, and (c) the frequency depends on the
coupling level. In contrast, for the oscillators interacting through dissipative coupling, in the
synchronization regime, (a) the system is monostable, (b) the intensities are symmetric, and
(c) the frequency is the average value of the oscillation frequencies of individual oscillators.
Interestingly, we found that the synchronization properties are deeply rooted in the linear
eigenmodes of the coupled resonators system. In the dispersive coupling scenario, both
eigenfrequencies exhibit similar level of losses, which, result in bistable synchronization in
the nonlinear regime. In addition, the tendency of the dispersive coupling to repel the
eigenfrequencies in the linear regime, resists the merging of the two eigenfrequencies through
the nonlinear gain, resulting in the hard transition to frequency synchronization. In contrast,
in the case of dissipative coupling, the linear eigenmodes are discriminated by their level of
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losses. Therefore, in the presence of the nonlinear gain, the eigenmode with the smaller
linear loss is the only mode to survive. The soft transition to frequnecy synchronization of
the two oscillators in this regime can be understood from the tendency of the dissipative
coupling to merging the two eigenfrequencies in the real frequency domain.
Interestingly, the onset of synchronization in the dissipative coupling regime is at a point
where the two eigenfrequencies collapse, at a so-called exceptional point singularity (Miri and
Alu (2019)). In fact, this point marks the transition of the two linear eigenfrequencies from
equal to unequal level of losses. It is worth noting that, in principle, the coupling between
two lasers can be a combination of both dispersive and dissipative mechanisms. The results
presented here can be easily generalized to this scenario. In fact, the relative strength of
the two coupling processes rules the behavior of the linear eigenfrequencies, which instead
provide insight into the onset of synchronization in the presence of nonlinearities.
Our results provides insight into the synchronization process by identifying the required
conditions for frequency-locking of two lasers. This work can pave the way for future theoretical and experimental investigations on the problem of enforcing global frequency-locking
in an array of coupled lasers. In this regard, it will be important to utilize the two different
coupling mechanisms investigated here in conjunction with the network topology in order to
design laser arrays that can efficiently self-organize to a common frequency.

Chapter 3
Mode discrimination in laser arrays
by dissipative coupling
3.1

Introduction

The peculiar dynamics of light in photonic lattices has been a subject of interest in optics
for several decades. On the one hand, photonic lattices have been largely utilized to explore fundamental linear and nonlinear wave phenomena through controllable experiments
(Christodoulides et al. (2003); Lederer et al. (2008)). On the other hand, waveguide array configurations have been widely used in photonics for a variety of applications such as,
integrated signal processing (Moison et al. (2009)), wavelength-division multiplexing (Smit
(1988); Takahashi et al. (1990)), and mode-division multiplexing (Richardson et al. (2013),
while, coupled resonator arrays have shown promise for slowing down light (Yariv et al.
(1999)). In addition, in semiconductor lasers, array geometries have been long considered
as a feasible route for scaling up the output power without crossing the intensity limits of
individual lasers (Coleman et al. (2012)).
A common property in the above mentioned examples of optical waveguide/resonator
31
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arrays is the evanescent coupling between nearest neighbor elements, where, light can tunnel
between two elements through the evanescent tail of their localized fields with negligible
leakage of energy to the surrounding environment. One can refer to this process as dispersive coupling given that it results in frequency splitting of the eigenfrequencies of coupled
resonators. On the other hand, two optical resonators can interact through dissipative coupling, where, the transfer of energy from one resonator to the other is accompanied with loss
of energy to the surrounding environment. In this case, dissipation happens as an inevitable
part of the transfer of energy from one cavity to the other. This can happen when two resonators are coupled via their radiative fields or through a secondary element which absorbs
or scatters light outside the system. As illustrated schematically in Fig.3.1(a), the dispersive
coupling of an array of ideal optical resonators results in the splitting of the eigenfrequencies
of the supermodes along the real frequency axis. Alternatively, the resonators can be coupled
through a scattering element, which, instead results in eigenfrequencies splitting along the
imaginary frequency axis. The latter mechanism can thus discriminate the supermodes of
an array of coupled resonators in terms of their decay rates, which is highly desirable for
applications such as in mode filtering in laser arrays.

(a)

(b)

Figure 3.1: An array of resonators interacting with (a) dispersive coupling, and (b) dissipative
coupling. The associated eigenfrequencies are distributed along the real and imaginary axes,
respectively.
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3.2

Array configuration

Often resulting in undesired effects such as poor output beam qualities and temporal instabilities, multimode operation is considered a challenge in laser arrays (Coleman et al.
(2012)). For many applications, it is of interest to prevent certain modes from lasing in
favor of, ideally, one lasing mode. A natural solution to this problem is to utilize loss for
selectively filtering certain modes. To mention a few examples, previous approaches involve
spatial filtering in an external cavity (Rediker et al. (1985); Leger (1989)), and utilizing
radiation losses in antiguides (Botez et al. (1988)). In more recent years, interest has been
raised to selectively filter some of the eigenmodes of an intrinsically multimode laser cavity by incorporating lossy counterparts in the system and by creating coupling between the
active and lossy cavities. In particular, it is shown that selective parity-time symmetry
breaking can result in single mode lasing (Miri et al. (2012); Hodaei et al. (2014); Feng et al.
(2014)). In addition, it is shown that by creating phase-matching between certain number
of modes, through the so-called optical supersymmetry, one can prevent the lasing of some
modes through a lossy partner array (Miri et al. (2013); Hokmabadi et al. (2019); Midya
et al. (2019)).
In this letter, we introduce a novel array configuration which allows for discriminating
modes and promoting single-mode operation based on the concept of dissipative coupling.
Consider an array of identical passive resonators with uniform dissipative coupling between
nearest neighbors as shown schematically in Fig.3.1(b). Here, we assume each resonator
being at resonance at the frequency of ω0 with an intrinsic decay rate of κℓ , when considered
in isolation from the other resonators. The rate of dissipative coupling between two neighbor
resonators is assumed to be κe . Therefore, energy conservation demands an external decay
rate for each resonator in addition to the internal losses. The external loss is equal to κe
for the two resonators located at the edges of the lattice, and 2κe for all other resonators.
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Therefore, the coupled mode equations governing the modal amplitudes of the array can be
written as:
da1
dt

= (−iω0 − κℓ − κe ) a1 − κe a2 ,
..
.

dan
dt

= (−iω0 − κℓ − 2κe ) an − κe (an−1 + an+1 ) ,
..
.

daN
dt

= (−iω0 − κℓ − κe ) aN − κe aN −1 ,

(3.1)

where, in these relations, the subscript n represent the site number.
By defining a(t) = (a1 (t), a2 (t), · · · , aN (t))t , equations 3.1 can be written in a matrix
form as da/dt = −iHa, where, H is a tridiagonal matrix with off-diagonal elements Hn,n+1 =
Hn,n−1 = −iκe and diagonal elements Hn,n = ω0 −iκℓ −i2κe with the exception of the first and
last elements which are H1,1 = HN,N = ω0 −iκℓ −iκe . The supermodes of this lattice, defined
as a(t) = v exp (−iΩt), satisfy the following eigenvalue equation for the eigenfrequencies Ωm
and their eigenvectors vm (m = 1, 2, · · · , N ):

Hvm = Ωm vm ,

(3.2)

This eigenvalue equation can be solved analytically as explained in the following. First,
we consider the ansatz of v(n) = sin(αn + β) for the eigenvectors, where, α and β represent
two constants. It is straightforward to show that this ansatz satisfies Eq.3.2 in the bulk
lattice, i.e., for n = 2, · · · , N − 1, as long as the eigenfrequencies are chosen as Ω = ω0 −
iκℓ − i2κe (1 + cos(α)). The unknown constants α and β can be found by imposing proper
boundary conditions at the edges of the lattice, i.e., at n = 1 and n = N . Equivalently, one
can consider two fictitious lattice sites at n = 0 and at n = N + 1, and fix their amplitudes,
a0 and aN +1 , such that the amplitudes at the edge sites, a1 and aN , follow the same equation
as in the sites located in the bulk. The bulk evolution equation can be extended to the first,
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n = 1, and last, n = N , sites as long as a0 = −a1 and aN +1 = −aN . By enforcing these
two boundary conditions, one finds α = mπ/N and β = −α/2. Therefore, the complex
eigenfrequencies Ωm = ωm − iκm (m = 1, 2 · · · , N ) are found to be:

 mπ 
.
Ωm = ω0 − iκℓ − i2κe 1 + cos
N

(3.3)

In addition, the eiegenvectors vm (m = 1, 2 · · · , N ) are found as a function of channel number
(n = 1, 2 · · · , N ) according to:

vm (n) = sin

1
n−
2



mπ
N


.

(3.4)

According to relation 3.3, by increasing the mode number, the modal loss decreases from
κ = κℓ + 2κe (1 + cos(π/N )) for m = 1 to κ = κℓ for m = N , thus, creating a ladder
of complex eigenfrequencies with different decay rates. Quite interestingly, the highestorder mode, m = N , is free of external losses. The associated eigenvector is found to
exhibit uniform intensity across the array while flipping sign at every channel, i.e., vN =
(+1, −1, +1, −1, · · · )t . In fact, the change of sign of this eigenvector at each resonator
creates destructive interference of the fields of all pairs of neighbor resonators in the region
between them, which, instead protects this mode from leakage to the outside environment.
Fig.3.2(a) shows the eigenfrequencies of a lattice of six elements in the complex plane. The
corresponding eigenvectors are plotted in Fig.3.2(b).
It should be noted that in practice achieving pure dissipative coupling between two
resonators is difficult given that direct evanescent coupling is involved. Therefore, in general,
the coupling should be considered as a combination of dispersive and dissipative processes. In
this case, the evolution equations 3.1 should be modified by changing the coupling coefficient
according to −κe →

− κe + iµ. The presence of the dispersive coupling, disperses the
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(a)

(b)

Figure 3.2: (a) The eigenfrequencies of a lattice of six dissipatively coupled resonators in the
complex frequency domain, and (b) the eigenvectors of the lattice (dressed with Gaussian
profiles).
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frequencies of the supermodes along the real frequency axis. However, it does not prevent
the mode discrimination along the imaginary axis. The insertion of the dispersive coupling in
the tight-binding model also results in a finite external loss for the highest order mode. This
is indeed the case in a realistic scenario due to the finite overlap of the highest order mode
with the intermediate medium. However, one can prevent this by using a proper external
loss mechanism such as radiative leakage via a single mode channel which is prevented
for overlapping fields with an anti-symmetric profile thus creating conditions near ideal
dissipative coupling. In the following, we discuss an example of a realistic design of a
dissipatively coupled array.
Here, we consider a configuration of an array of coupled distributed Bragg reflector
(DBR) laser cavities (Tamir et al. (2013)). In such cavities, dielectric loading through a ridge
waveguide geometry imposes transverse localization in the active region. On the other hand,
the two Bragg reflectors in the front and the back facets create longitudinal localization. In
this structure, partial dissipative coupling can be achieved by loading the regions between
each two channels with metal strips. In our simulations, we consider an array of six elements
with parameters similar to those reported in Ref. (Hokmabadi et al. (2019)). The thickness
and height of each channel is assumed to be 1µm and 500nm, respectively, while the height of
the active layer is taken to be 300nm. At the central wavelength of λ = 1.55µm, the refractive
indices of the cladding and active regions are assumed to be nc = 3.14 and ng = 3.40,
respectively, while the complex index of the lossy region is taken to be nl = 3.67 + i4.18.
For a given length of the channels, one can find the complex eigenfrequencies of the array
through numerical methods. This can be done through full-wave simulation of the threedimensional structure or by reducing it to an effective two-dimensional structure via the
effective index method (Tamir et al. (2013)). Alternatively, given that the coupling occurs
in the transverse direction, here, we focus on the transverse eigenmodes of the array, assuming
that the structure is uniform along the longitude. In this manner, one can find the effective
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propagation indices of the array supermodes, which, are associated with a set of longitudinal
modes when considering the longitudinal confinement due to the end mirrors and assuming
that the longitudinal mode spacing is much larger than the transverse.
Fig.3.3(a) shows the real and imaginary parts of the complex propagation indices neff =
nR + inI of an array of six coupled waveguides obtained from finite element simulations. As
expected, the effective indices are sorted in the complex plane from low to high attenuation
constants. The electric field intensity profiles of the associated eigenmodes are shown in
Fig.3.3(b). As clearly indicated in this figure, the highest-order mode has the minimum
overlap with the regions between the waveguides, thus is better protected from coupling
losses. On the other hand, any other mode with index m = 1, 2, · · · , N − 1 shows m − 1
nodes, thus experiences considerable overlap with N −m lossy regions. Therefore, the highest
order mode exhibits the lowest lasing threshold in an active configuration.
According to Fig.3.3(a), the effective mode indices of the array are also separated along
the real index axis, which, indicates the presence of dispersive coupling. To explore this
effect, we consider a spatial counterpart of the temporal coupled mode equations 3.1 for
′

′

the array of coupled waveguides simulated here. The complex coupling constant −κe + iµ ,
where, we use the primed parameters in order to distinguish the spatial coupling constants
from the temporal coupling coefficients of equations 3.1, can be obtained by considering two
coupled channels. From the finite element simulations, the real and imaginary parts of the
′

′

coupling are found to be −κe = −0.0021/λ0 , and µ = 0.0123/λ0 respectively. By using these
coupling coefficients, one can obtain the complex propagation indices, shown with triangles
in Fig.3.3(b), which are in good agreement with those calculated from numerical simulations
of the entire array.
Given that the lasing threshold in an active array is proportional to the level of linear
losses, the ladder of losses in the dissipatively coupled array can be utilized for selectively
filtering modes in laser arrays. In this system, the higher-order modes exhibit a lower lasing
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Figure 3.3: (a) The effective propagation indices of an array of dissipatively coupled waveguides in the complex plane, and (b) the transverse electric field intensity profiles of the array
eigenmodes sorted from the lowest (top) to the highest (bottom) order mode. In (a), the
circles show the results from direct finite element simulation (FEM) of the array, while the
triangles show the effective indices obtained from coupled mode theory (CMT).
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threshold. In the framework of the tight-binding model utilized here, and assuming that
all modes have the same linear gain g0 , the gain level for single mode operation of a laser
array is bound to κN ≤ g0 < κN −1 , where, κN and κN −1 respectively represent the loss
of the N ’th and (N − 1)’th mode. Therefore, the gain margin for single mode operation
is ∆g = κN −1 − κN = 2κe [1 − cos(π/N )]. According to this relation, the gain margin for
single mode operation ∆g increases linearly with the level of dissipative coupling while it
decreases rapidly with the size of the array. On the other hand, even for small margins
of single mode operation, the dissipatively coupled array can suppress a large number of
lower-order modes. Considering large arrays, the mode selectivity can be better quantified
through a density of states as a function of the linear losses. One can define the density of
states as D(κ) = dN (κ)/dκ, where, N (κ) represents the number of modes with decay rates
smaller than κ. The function N can be calculated directly from Eq.3.3, which, results in the
following density of states for an array of N resonators:

D(κ) =

1/2κe
N
q
π
1 − ((κ − κℓ )/2κe − 1)2

(3.5)

As shown in Fig.3.4(a), the density of states is symmetric with respect to a central
value which is the sum of the intrinsic and external losses of each resonator κc = κℓ + 2κe .
The minimum density of states occurs at the central value, while it becomes singular at
the two extreme decay rates of κmin = κℓ and κmax = κℓ + 4κe . Considering an active
gain medium creating a linear gain g, and assuming that the modal gain is equal for all
Rg
modes, the number of lasing modes can be calculated as N0 = κℓ D(κ)dκ. The ratio
of the number of lasing modes to the total number of array modes is thus found to be
N0 /N = 1 −

1
π

cos−1 [(g − κℓ )/2κe − 1]. Fig.3.4(b) depicts the ratio of lasing modes as a

function of the gain in a dissipatively coupled array. According to this figure, for the gain
value of g = κℓ + κe /10, as an example, approximately 10% of the modes are above their
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Figure 3.4: (a) The density of states as a function of the decay rates D(κ) in a onedimensional dissipatively coupled resonator array. (b) The ratio of the number of lasing
modes to the total number of modes.
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oscillation threshold.
It should be noted that operating in higher-order modes can generally change the farfield radiation intensity pattern from a main normally-emitting lobe to side lobes emitting
at oblique angles (Kapon et al. (1984)). Assuming that all elements are identical, the farfield radiation intensity of the array I(θ), can be written as I(θ) = I0 (θ)A(θ), where, I0 (θ)
is the normalized far-field intensity of a single element, A(θ) represents the array intensity
factor, and θ is the polar angle in the plane of radiation and measured from the array axis
as shown in the inset of Fig.3.5 (Balanis (2016)). For a given eigenmode, the array inten2
PN
sity factor can be written as A(θ) =
n=1 vm (n) exp(i2π(d/λ0 )cos(θ)) , where, d is the
center-to-center separation of the array elements. In the dissipatively coupled array, the
highest-order eigenmode is vN (n) = (−1)n which results in A(θ) = |sin(N ψ/2)/ sin(ψ/2)|2 ,
where, ψ = 2π(d/λ0 ) cos(θ) + π. According to this relation, the angle of maximum intensity,
θmax , depends critically on the ratio of the distance between neighbor elements to wavelength,
d/λ. For d > λ/2, the peak intensity of the array factor reaches N 2 due to cooperative emission of all elements as in superradiance (Scully and Svidzinsky (2009)). This, however, does
not result in an N 2 scaling of the array intensity given that the peak intensity of the array
factor θmax does not happen at the peak of a single element, θ = π/2. Considering a Gaussian beam profile for a single element, its normalized far-field intensity can be written as
I0 ≈ exp [−2(π 2 w02 /λ20 )(θ − π/2)2 ], where, 2w0 is the beam waist. Therefore, the peak radiation intensity of the array is Imax = I0 (θmax )A(θmax ) = N 2 exp [−2(π 2 w02 /λ20 )(θmax − π/2)2 ],
which, can be much larger that unity. Fig.3.5 depicts the normalized far-field intensity of
a single element I0 (θ), the array factor A(θ), and the far-field radiation intensity I(θ) of
an array six elements with parameters similar to those in Fig.3.3. In this case, the peak
intensity is increased by a factor of 10, compared to a single emitter.
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Figure 3.5: The far-field radiation intensity pattern of an array of six elements; the normalized intensity of a single emitter I0 (θ) (red), the array intensity factor A(θ) (blue), and the
far-field intensity of the array I(θ) = I0 (θ)A(θ) (orange). The inset depicts a top view of the
array and the angle θ in the plane of radiation. Here, we considered the example of Fig.3.3
with the center-to-center separation of the emitters being d = 2µm and the Gaussian beam
width of each emitter is taken to be w0 = 1µm.

CHAPTER 3. MODE DISCRIMINATION IN LASER ARRAYS BY DISSIPATIVE COUPLING 44

3.3

Conclusion

In conclusion, we introduced a novel photonic lattice with dissipative coupling between
nearest neighbors. The non-conservative interaction among an array of resonators results in
a ladder of decay rates in the complex frequency domain. This mechanism sorts modes in
terms of their attenuation rates, thus creates mode discrimination in favor of higher-order
modes which are more prone from the external losses. Therefore, dissipative coupling can be
utilized to promote single-mode operation in laser arrays. The proposed method is versatile
and applicable to a wide range of laser cavities, while it remains to systematically investigate
the design criteria for creating maximal dissipative coupling between two resonators.

Chapter 4
Complex coupling topologies of laser
arrays
4.1

Introduction

Here, it is important to distinguish two types of linear coupling between two resonance
degrees of freedom; dispersive (reactive) versus dissipative (resistive) (Ding et al. (2019);
Toebes et al. (2021)). In the former case, the coupling results in the splitting of the resonance
frequencies, while the latter scenario results in the splitting of the linewidths. It generally
appears that dissipative coupling is the superior mechanism for promoting synchronization
between two oscillators. However, it is important to note that dissipative coupling can occur
in two form of attractive and repulsive, where two coupled oscillators tend to be locked
in-phase and out-of-phase respectively. While the case of attractive coupling is intensely
investigated even on complex network graphs, much less is known about the case of repulsive
coupling. The importance of the latter scenario became clear with recent work on using
oscillator networks for unconventional computing through simulation of spin models. In
this context, attractive coupling is associated with the trivial case of ferromagnetism, while
45
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repulsive coupling corresponds to the case of anti-ferromagnetism which can embed hard
optimization problems.
In the context of laser science and engineering, synchronization is of direct relevance
given that it provides a strategy for creating phase-locking in a network of coherently coupled lasers despite their inevitably random frequency detunings and random phases. In
fact, this problem has been investigated since the early days of lasers in an arrangement of
coupled lasers (Spencer and Lamb Jr (1972)), and has been largely investigated since then.
On the other hand, the coupled cavity system has been widely utilized for phase locking
and linewidth reduction in master-slave configurations (Fridman et al. (2013)(Nixon et al.
(2009)). Beyond two coupled cavities, synchronization have been also intensely investigated
in fiber laser arrays and semiconductors laser diode arrays. In such systems, self-organized
coherence has shown to scale the brightness proportional with the square of the number of
the array elements.
On the other hand, as shown in recent studies, a wide range of complex network topologies that go beyond the two-dimensional lattice geometries can be implemented (Nixon et al.
(2012, 2011); Fridman et al. (2010)). This on the other hand, paves the way for novel laser devices and particularly for applications in unconventional computing with collective behavior
of coupled lasers (Nixon et al. (2013); Parto et al. (2020); Eckhouse et al. (2008); HonariLatifpour and Miri (2020a)). A recent study shows that the experimental demonstration of
the coupling can be scaled up to one million lasers. Therefore, a systematic investigation
of laser networks with complex network topologies is timely. In this regard, given the key
role of maintaining network coherence for most applications, it is necessary to investigate
the synchronization threshold. On the other hand, despite numerous previous studies on
synchronization of lasers, much less attention is paid to the problem of identifying optimal
network topologies that allow efficient synchronization of the network. This is the subject
of the present work.
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(b)

(a)

Figure 4.1: The concept of dissipative coupling, a sketch of a way for creating arbitrary
coupling. a. Far-field pattern of detuned lasers and that of a phase-locked array. Geometrical
limitation is not an issue for creating arbitrary coupling topologies in laser arrays. (a)
Highlight dissipative coupling. (b) Compare both cases of positive and negative coupling.
Show that both can happen with a proper external cavity as discussed in Davidson’s works.
In chapter 2, we investigated dissipative coupling of two laser cavities, and showed that
this somewhat underrated possibility facilitates synchronization of two oscillators in comparison to the widely explored dispersive coupling (Ding et al. (2019)). In addition, dissipative
coupling is of relevance in the context of using optical oscillators for unconventional computing (Nixon et al. (2013)(Wang et al. (2013)). In view of these, we limit this study to
dissipative coupling. As we discuss later, the dissipative coupling handshakes with the interactions used in the context of network science.

4.2

Predicting the Goldilocks effect via the spectral
gap

Here, we investigate a network of coupled lasers using a minimal dynamical model that
involves only the amplitude and phase of the field in each laser cavity. The complex amplitude
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of such an oscillator obeys ȧ(t) = (−iω0 − 1 + g0 (1 − |a|2 ))a, where, time is normalized to
the field decay rate, and ω0 and g0 represent the dimensionless resonance frequency and
small signal gain. This model is valid when the atomic degrees of freedom are adiabatically
eliminated for the so-called class-A lasers. Considering an array of n coupled lasers, the
dynamical equations governing complex field amplitudes are:

ȧ(t) = −a + g0 (1 − a∗ · a) · a − iΩa − κQa,

(4.1)

where, a = [a1 , ..., an ]t , Ω is a diagonal matrix involving detunings, Q is a signless Laplacian
matrix with off-diagonal elements qmn = 1 for coupled oscillators and qmn = 0 otherwise,
P
and diagonal elements qmm = m̸=n qmn , and finally κ is the coupling rate. For simplicity,
we assume that the coupling rate is the same for all interacting oscillators. By gauging the
diagonal linear decay term and the nonlinear term, one can introduce a complex matrix

M = κQ + iΩ,

(4.2)

which, takes into account the linear dynamics of the system including the frequency detunings
of the oscillators.
We can now return to the general case, where the oscillators are detuned in frequency.
In this case, the Laplacian matrix alone is not determining the results. In fact, in the
general case, the gap can be defined as the separation between the real parts of the two
eigenvalues of matrix M with the smallest eigenvalues, i.e., γ = ℜ[λ2 − λ1 ]. To better
understand this, we consider a simple arrangement of two oscillators with coupling rate κ
and frequency detunings ω1 = ω0 − ∆ and ω2 = ω0 + ∆. As we discussed in a recent work,
the synchronization threshold is marked with a phase transition in the eigenvalues of M
that dictates the linear dynamics of the system (Ding et al. (2019)). In fact, in the case of
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√
two oscillators, the gap can be calculated analytically and is found to be γ = 2 κ2 − ∆2 .
Considering now that the two oscillators are detuned by random frequency detunings ±∆
p
for −∆0 ≤ ∆ ≤ ∆0 , the gap is located between ℜ[ κ2 − ∆20 ] ≤ γ ≤ κ. This is illustrated in
Fig.4.2, where the gap is plotted versus the coupling coefficient for many random frequency
detuning values. This figure clearly visualizes the phase transition at κ = ∆0 . This discussion
can be readily extended to larger networks. Here, we consider all 21 networks of size n = 5
size and calculated the gap for many random frequency detunings that are selected from a
uniform distribution in −∆0 ≤ ωm ≤ ∆0 for m = 1, 2, 3, 4, 5. The gap for these networks is
plotted versus the coupling coefficient κ in Fig.4.3. This figure points to several interesting
observations related to the synchronization threshold of various networks. As expected, the
gap has an upper bound associated with the case of the ideal system with identical oscillators,
i.e., (q2 − q1 )κ. In general, a phase transition point exists that points to the synchronization
threshold κc of the network. However, a finite phase transition point does not exist for
networks 1, 2 and 3 and 18, which are the four networks which cannot synchronize. In fact,
for networks 1, 2 and 3, the gap remains closed for arbitrarily large values of the coupling.
For network 18, on the other hand, although the gap remains open for all coupling values,
no phase transition is observed at a finite coupling threshold.
In order to explore the role of the network topology on synchronization, we begin with
studying all the possible graph topologies of small networks with n = 3, 4, and 5 oscillators as
depicted in Fig.4.4. We can simulate a given network by integrating the system of equations
in Eq.4.1 and find the threshold coupling κc for which the oscillators are synchronized, i.e., the
steady state phase contrast for each two oscillators remains constant over time. To account
for the role of the coupling topology, we simulate a large ensemble (103 ) of instances with
random frequency detunings for each topology, and calculate the synchronization threshold.
Here, the random frequency detunings are drawn from a uniform distribution in the range
of ωm ∈ U(−0.5, 0.5).

CHAPTER 4. COMPLEX COUPLING TOPOLOGIES OF LASER ARRAYS

50

Figure 4.2: Gap versus coupling strength for two dissipatively coupled oscillators
Fig.4.4 shows the simulation results. For each topology, the distribution of the synchronization coupling threshold is given. The characteristics of these distributions such as the
variance and average give insight into the role of topology in how easy the network is to
synchronize. Specifically, we find that the average of thresholds is related to the gap of the
signless Laplacian matrix. The bigger gap makes it easier for the oscillators to be locked.
And those topologies where the oscillators cannot synchronize have small or zero gaps. In
several specific topologies it is impossible to synchronize the network, which are shown by a
large red circle in Fig.4.4.
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As these figures clearly indicate the synchronization threshold depends significantly on
the network connection topology. We observe that all-to-all connectivity prevents synchronization. In general, two observations can be made: (1) bipartiteness is good since odd cycles
are deteriorating the synchronization. (2) between networks with bipartiteness, having more
links is better than less links. This motivates us to introduce a network measure that can
be roughly quantify the bipartiteness and the density of the graph. Interestingly, these can
be summarized in one spectral measure and that is from the signless Laplacian matrix.
In the context of spectral graph theory, it is suggested that the spectrum of the signless Laplacian matrix could be a more efficient tool for investigating graph properties in
comparison with the adjacency, Laplacian, and the Seidel matrix (Cvetković et al. (2007)).
In the following, we take an alternative approach to make sense of the spectral gap as
a measure of synchronizability. We view the synchronization process as a the process of
competition between network eigenmodes for oscillation. This can be better understood
in case of identical oscillators, i.e., when ω1 = ω2 = · · · = ωn . In this case, considering
the dynamics starting at low field intensities |a| ≪ 1, the evolution can be linearized as
ȧ = (g0 − 1)a − κQa, in the rotating frame of ω0 . In the eigenmode basis of Q, we have
P
†
a(t), one have α̇(t) = (g0 − κqm − 1)αm . Therefore,
a(t) = m αm (t)vm , where, αm (t) = vm
the net small-intensity gain for the m’th eigenmode becomes g0 − κγm − 1, and the gain
difference between the fundamental and the closes competing modes becomes κ(q2 − q1 ).
Thus, one can consider the spectral gap of the signless Laplacian matrix, i.e., q2 − q1 , as a
measure of synchronizability of the network of repulsively coupled oscillators.

4.3

Scaling of simple networks

We next explore the synchronization of simple graphs including one-dimensional chain, twodimensional square lattice, star, and full bipartite graph and investigate the scaling of their
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Figure 4.4: Synchronization threshold vs topology. (a), (b), (c) show the relation between
critical coupling and topology for all connected topologies with 3, 4, and 5 oscillators. The
scattered points in each cluster represent coupling thresholds for 103 random detunings
ωm ∈ U(−0.5, 0.5), for its corresponding graph topology shown under the cluster. The white
circle at the center of each cluster is the average threshold. The large red circles are cases
that cannot be synchronized.
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synchronization threshold versus the size of the network. Again, this is of critical importance
for applications in optical computing, where it is generally of interest to increase the number
of the lasers while maintaining global coherence. Fig.4.5(a-d) show the coherence R for the
four types of networks mentioned above versus the coupling strength κ for different network
sizes n. The scaling of the synchronization threshold κc with respect to the network size n
for these four networks is depicted in Fig.4.5(d).
For these four networks the spectral gap λ2 − λ1 can be calculated analytically for general
network size n. For the chain graph we have qm = 1+cos [π(n − m + 1)/n] for m = 1, · · · , n.
Therefore, q2 − q1 = 1 − cos (π/n), which for large n can be approximated as q2 − q1 ≈ π 2 /2n2
(Ding and Miri (2019)). For the two-dimensional square lattice graph, the signless Laplacian
matrix Q can be written as Kronecker sum Q = Qx ⊕ Qy of two identical one-dimensional
√
chains of size n, accordingly the eigenvalues becomes the set of all pairwise sums of the
eigenvalues of the corresponding one-dimensional chain. As a result, it is straightforward to
√
show that in this case the gap becomes q2 − q1 = 1 − cos (π/ n) and for large n it becomes
q2 − q1 ≈ π 2 /2n. For the star graph the gap is constant for all sizes and becomes q2 − q1 = 1.
Finally, for the full bipartite graph the gap is found to be q2 − q1 = n2 /2 for even n and
q2 − q1 = (n2 − 1)/2 for odd n.
According to Fig.4.5(e), the spectral gap provides a fair estimate of the scaling of the
synchronization threshold κc compared to the numerical results. It is worth noting that all
four types of networks discussed in this figure are bipartite graphs.

4.4

Conclusion

In summary, we investigated synchronization of lasers with repulsive dissipative coupling.
We introduced a spectral graph measure, which was the gap between the smallest eigenvalues
of the signless Laplacian matrix, for estimating the synchronization threshold.
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Figure 4.5: Synchronization threshold vs number of oscillators in different network topologies. The points in each cluster represent average thresholds and the lines are fitted functions
in regard of the points. The top line is for one dimensional array, the second line is for masterslave coupling, and the bottom line is for the rectangular lattice.

Chapter 5
Vortex and anti-vortex states in laser
arrays
5.1

Introduction

The two-dimensional XY model consists of a lattice of interacting fixed-length spins that
are constrained to rotate in a plane (Chaikin et al. (1995)). The classical XY model in two
spatial dimensions is governed by the Hamiltonian H(ϕ1 , ϕ2 , · · · , ϕn ):

H=

X

κij cos(ϕi − ϕj ),

(5.1)

⟨i,j⟩

where, ϕ1 , . . . , ϕn represent the orientation of the n spins, and κij is the interaction for
the pair i,j. This model supports nontrivial equilibrium spin configurations — a class of
topological defects — known as vortices, which are characterized by the phase of the spins
going through a multiple of 2π as one traces a loop enclosing the vortex, e.g.,
Z
dϕ = ±2π
56

(5.2)
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Figure 5.1: A schematic of the equilibrium phase patterns of a dissipatively coupled laser
array. (a) The ground state. (b) A vortex state. Here, the arrows represent the phase of
each element.
for a single vortex/antivortex. In the 2D XY model, vortices have found applications in
various areas of condensed matter physics including superfluid helium-4 (Bishop and Reppy
(1980)), superconductivity in thin films (Beasley et al. (1979); Hebard and Fiory (1980)),
liquid crystals (Pargellis et al. (1994)), and the melting of 2D crystals (Halperin and Nelson
(1978); Nelson and Halperin (1979)).
Recently, it has been realized that the classical XY model can be optically simulated
with an array of coupled optical oscillators (Nixon et al. (2013); Berloff et al. (2017); Parto
et al. (2020); Honari-Latifpour and Miri (2020b)). What makes this possible is the random
phase of a laser above oscillation threshold, which emulates a classical spin confined to a
two-dimensional plane. In addition, dissipative interaction facilitates synchronization of an
array of lasers to a globally phase-locked state (Ding et al. (2019)). In this case, one can
show that the laser array reaches an equilibrium phase pattern that locally minimizes a cost
function that is asymptotically equivalent to the classical XY Hamiltonian (Honari-Latifpour
and Miri (2020b)). Accordingly, laser arrays have been utilized for simulating interesting
phenomena related to spin systems such as geometric frustration (Nixon et al. (2013)) and
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formation of dissipative topological defects in a ring of lasers (Pal et al. (2017)).

5.2
(a)

Model
(b)

(c)

(d)

Figure 5.2: Equilibrium phase patterns of an array of dissipatively coupled lasers arranged
on a 16 × 16 square lattice. (a-d) The ground state, vortex, antivortex and bound vortexantivortex states for the case of attractive coupling (κ > 0), associated with a ferromagnetic
spin system [first row], and repulsive coupling (κ < 0), associated with an antiferromagnetic
spin system [second row]. The XY energy levels (given by Eq.5.1) associated with these
phase patterns are shown on top of the panels. Here, g0 = 30, κ = −1 for the top row and
κ = 1 for the bottom row.

To build a dynamical model governing laser arrays, we first consider an array of passive
and single-mode optical resonators that interact dissipatively. Dissipative coupling can be
realized by introducing a decay channel between the two resonators (Ding and Miri (2019);
Ding et al. (2019)). For the sake of simplicity, we assume that all resonators have an identical
resonance frequency ω0 and linewidth 1/τp . Thus, in the framework of the temporal coupled
mode theory (Haus (1984)), the complex modal amplitude of the electric field in the ith
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resonator is governed by:
ȧi (t) = −ai − γi ai −

X

κij aj ,

(5.3)

j̸=i

where, the equations are written within the gauge ai → ai e−iω0 t and time is normalized to
the photon lifetime τp . In this relation, κij represents the rate of dissipative coupling between
P
the ith and jth resonators, γi = j |κij | is the external loss of the ith resonator due to its
coupling with other resonators as demanded by conservation relations (Suh et al. (2004)).
Here, all coupling coefficients κij are normalized to the photon decay rate 1/τp , while the
choice of normalization for the complex amplitudes depends on the gain as discussed next.
By incorporating a saturable gain mechanism, Eqs.5.3 can be modified to support selfsustained finite stationary solutions of the field amplitudes. Here, we consider the gain being
a dynamical variable as in the so-called Class-B laser model (Tredicce et al. (1985)). In this
model, the gain of a laser oscillator is driven at a finite pump rate, while it decays linearly
for small field intensities and nonlinearly when the field intensity grows. The normalized
rate equations for the ith oscillator can then be written as:

ȧi (t) = [gi (t) − 1]ai − γi ai −

X

κij aj ,

(5.4a)

j̸=i

ġi (t) = (τp /τg )[g0 − (1 + |ai |2 )gi ],

(5.4b)

where gi represents the gain of the ith oscillator, g0 is the pump parameter, and 1/τg is the
gain decay rate. In these relations both the field amplitude and gain are dimensionless and
the time is normalized to the photon lifetime τp . This model has been applied to solid-state
lasers (Fabiny et al. (1993)). In addition, it can be generalized to model semiconductor
lasers by incorporating the linewidth enhancement factor which plays an important role in
the dynamics (Ohtsubo (2012)).
Equations 5.4 can be greatly simplified when the gain decay rate is much larger than
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(c)

Figure 5.3: The steady state phase pattern of a laser array arranged on a triangular lattice.
Here, κ = −1 and g0 = 30. We have the ground state in (a), a single vortex in (b), and a
single anti-vortex in (c).
the photon decay rate, i.e., 1/τg ≫ 1/τp . In this case, the gain almost instantaneously
follows the dynamics of the field. Thus, one can adiabatically eliminate the dynamics of the
gain, i.e., ġi (t) ≈ 0, to reach at an instantaneous nonlinear gain gi (|ai |) = g0 /(1 + |ai |2 ). In
this manner, one reaches at a reduced model that is suitable for a so-called Class-A laser
(Tredicce et al. (1985); Mandel and Wolf (1995)). Here, we use a polynomial gain term
gi (ai ) = g0 (1 − |ai |2 ), which is enough to guarantee the bounded oscillations of the laser.
Thus, we reach the following reduced model,

ȧi (t) = [g0 (1 − |ai |2 ) − 1]ai − γi ai −

X

κij aj .

(5.5)

j̸=i

This model is accurate when the photon decay rate is smaller than the decay rates of the
atomic degrees of freedom. In this work, we first focus on simulating equations 5.5. Next,
we return to equations 5.4 and discuss the effect of the gain dynamics.
The dynamical model of Eq.5.5 admits a Lyapunov function F such that ȧi = −∂F/∂a∗i ,
where (Honari-Latifpour and Miri (2020b))

F =

X
i

[−(g0 − 1 − γi )|ai |2 +

1X ∗
g0 4
|ai | ] +
a κij aj .
2
2 i,j i

(5.6)
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One can show that F is a Lyapunov function given that it is locally positive semi-definite and
its derivative on all trajectories defined by Eq.5.5 is negative semi-definite. The existence
of a Lyapunov function guarantees asymptotic stability of the dynamical system described
by Eq.5.5. The equilibrium states of the dynamical system are the local minima of the
associated Lyapunov function. In a recent work, we showed that the diagonal term in this
cost function behaves like a penalty term that tends to force all oscillators to a constant
amplitude in the large gain limit, g0 ≫ 1 (Honari-Latifpour and Miri (2020b)). Thus,
√
considering the stationary state solution of the oscillators as ai = Ii eiϕi by enforcing the
condition of Ii = I0 , the cost function of Eq.5.6 reduces to the XY Hamiltonian of Eq.5.1.

5.3

Formation of topological defects

In the following, we investigate self-organization of topological defects by numerically simulating the dynamical model of Eqs.5.5. We first consider an array of lasers arranged on
a square lattice with uniform nearest-neighbor coupling of strength κ. Here, the gain is
assumed to be large (g0 ≫ 1), so that steady-state amplitudes become nearly uniform and
the phase pattern obeys the XY Hamiltonian. Fig.5.2 depicts the equilibrium phase patterns obtained by simulating a square lattice arrangement of 16 × 16 oscillators for both
scenarios of attractive (κ > 0) and repulsive (κ < 0) coupling, which are respectively associated with ferromagnetic and antiferromagnetic cases. In both cases, different stable patterns
are observed, including the ground state, isolated vortex and antivortex states, and paired
vortex-antivortex states. The XY energy levels associated with these equilibrium phase patterns are listed in Fig.5.2, which shows higher energy levels for the topological defects. The
difference between the XY energy of the vortex (Fig.5.2(b)) and the ground state (Fig.5.2(a))
is comparable with the approximate formula ∆E = πκ ln L, where L is the lattice length.
The stability of these fixed point solutions is directly evaluated through the Jacobian
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Figure 5.4: The transient dynamics of a 16 × 16 laser array. (a) Snapshots of the phase
pattern at intermediate times. (b) Amplitudes and and phases of the array elements. In
part (b), the dashed lines show the time instants associated with the snapshots in part (a).
All parameters are the same as in Fig.5.2.
matrix of the dynamical system of Eqs.5.5:


ā∗ )



−I−Q
−g0 diag(ā ⊙ ā)
g0 diag(1 − 2ā ⊙

J=
.
∗
∗
∗
−g0 diag(ā ⊙ ā )
g0 diag(1 − 2ā ⊙ ā ) − I − Q

(5.7)

In this relation, ā = (ā1 , · · · , ān )t is the stationary state, I represents the identity matrix,
P
Q is the coupling matrix, where qij = κij and qii = j |κij |, ⊙ represents the entry-wise
product, and diag creates a diagonal matrix of a given vector. The Jacobian matrix turns
out to be a negative semi-definite matrix for all cases shown in Fig.5.2.
Given the finite attraction basins of the phase patterns shown in Fig.5.2, formation of
these patterns depends on the initial conditions. In a realistic scenario, one can assume
that the initial conditions are uniformly sampled from the high-dimensional phase space
of the laser array. Thus, as local minima of the Lyapunov function, topological defects
are expected to have lower chances of formation. To explore this aspect, we simulated the
dynamical system for a large ensemble of random initial conditions. In these simulations,
the initial phases were drawn from a uniform random distribution within the range [0, 2π],
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while the initial amplitudes were taken to be small values. The result shows that topological
defects form at much lower probabilities compared to the ground state.
The vortex and antivortex phase patterns can also form in the triangular lattice geometry
as shown in the simulations of Fig.5.3. In this lattice geometry, the antiferromagnetic case
is more complex due to the geometric frustration. In such a situation, the lattice geometry
imposes competing interactions between spin pairs that prevents the existence of a ground
state that simultaneously minimizes the interaction energy of all coupled spin pairs.
It is worth noting that the transient dynamics of the laser array reveals unstable topological defects that disappear by reaching the lattice boundaries or by collapsing of vortexantivortex pairs. An exemplary dynamics of a laser network is shown in Fig.5.4. To visualize
the transient dynamics, the phase pattern is depicted at intermediate time scales. It is worth
noting that similar behavior was reported in a reduced model based on Kuramoto phase oscillators, which showed rapid decay of a large number of transient topological defects (Mahler
et al. (2019)).

5.4

Conclusion

In summary, we investigated the formation of vortex and antivortex phase patterns in laser
arrays. We showed that for large gains these patterns exist in direct analogy with topological
defects of the XY model. However, their stability depends critically on the ratio of photon
to gain lifetime τp /τg . An important finding was that large gain lifetimes (τg ) destabilize
topological defects and force the system into the ground state.
It is worth noting that both solid-state and semiconductor lasers are considered Class-B
lasers given that in these systems the fluorescence lifetime is by several orders of magnitude
larger than the photon lifetime (τp /τg ≪ 1). A potential route for enforcing such laser arrays
to create vortex phase patterns is to fix the phase of the boundary elements, which could
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be done by seeding through a master laser. In this manner, vortex patterns can be enforced
by fixing the topological charge of the array through boundary elements. To explore this
aspect, we simulated the dynamics of an array of dissipatively coupled solid-state lasers
with realistic parameters mentioned in Ref. (Fabiny et al. (1993)). As expected, given
that τp /τg ≪ 1, the system tends to evolve toward the ground state. However, by forcing
the phase of the boundary elements to fixed values that warrant a topological charge of
+1, the system evolves to an equilibrium vortex state. This property could be utilized for
switching the radiation pattern of the laser array by only controlling the boundary elements.
It remains to investigate this aspect in greater detail given that pinning the topological
charge in the nonlinear dynamical systems discussed here can result in wandering of a vortex
and potentially other instabilities. This situation can become further complicated in case
of semiconductor lasers, where the interplay of the linewidth enhancement factor and the
dissipative coupling seems to play a critical role in the formation of vortex and antivortex
states.
Finally, it is worth mentioning that the formation of bound vortex-antivortex states
suggests an analogy with the Berezinskii–Kosterlitz–Thouless (BKT) phase transition. In
two spatial dimensions (2D), the theorem by Mermin and Wagner precludes conventional
long-range order at any finite temperature in systems with continuous symmetry and shortrange interactions (Mermin and Wagner (1966)). Nevertheless, certain 2D systems can
exhibit signs of a BKT transition from a high-temperature disordered state, with shortrange correlations, to a quasi-ordered state, with algebraic correlations, below a critical
temperature(Kosterlitz and Thouless (1973); Kosterlitz (1974)). When viewed in terms of
the vortices, the BKT transition is a vortex-unbinding transition. These topological objects,
while tightly bound in pairs in the low-temperature state, unbind and freely proliferate
above the critical temperature, causing the system to melt its quasi-order. The present work
suggest a similar phase transition in the formation of vortex-antivortex pairs for different
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noise levels. However, a rigorous investigation of this aspect requires a non-equilibrium
thermodynamic treatment of the laser array which could be the subject of future studies.

Chapter 6
Complex coupling and chaos
6.1

Introduction of complex coupling

Synchronization of semiconductor lasers has be widely studied (Sivaprakasam et al. (2001)(Fabiny
et al. (1993)), especially chaos synchronization (Liu et al. (2002)(Sciamanna and Shore
(2015)). It has been demonstrated that optical synchronization exists in chaotic externalcavity laser diodes (Sivaprakasam and Shore (1999)). In this work, by numerical simulation,
we investigate the mechanisms of chaos and synchronization of semiconductor lasers. Generally there are two types of coupling exist between the semiconductor lasers: dispersive
coupling and dissipative coupling. Each of them drives the system to synchronization. However, they have different mechanisms and result in different stable states. In our work, by
varying the values of two parameters, we find the range where synchronization exists and
where chaos exists.
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Model of single cavity

For the simplest case, we investigate a single laser. In this case there is no coupling. The
amplitude and carrier density of a single laser follows the equations:

2τp

da
= −i∆a + [(1 − iαH ) n − 1] a,
dt

dn
τn
= Q − 1 + |a|2 n,
dt

(6.1a)
(6.1b)

where a is normalized complex amplitude of the electric field, n is normalized carrier density,
Q is normalized injected current, τp is photon lifetime ∼ 2 × 10−12 s, τn is carrier lifetime
∼ 2×10−9 s, αH is linewidth enhancement factor ∼ 4 (dimensionless), ∆ is frequency detuning
from a reference value, for simulating a single laser take ∆ = 0.
In simulations, for Q < 1, after certain time the career density reaches a finite steady
state but the field goes to zero. As the steady state |a| = 0, the steady state n can be
analytically solved: n = C1 e−t/τn + Q, where C1 is a constant. That means at steady state
n approaches Q. For Q > 1, however, the field reaches a finite steady state value. And the
steady state n can also be solved: n = (C2 e−

1+|a|2
t
τn

+ Q)/(1 + |a|2 ), where C2 is a constant.

Simulations in this case show the steady state n = 1, and the steady state |a| can be solved:
√
|a| = Q − 1, which is consistent with simulations.
In conclusion, for Q < 1, the steady state |a| = 0, the steady state n = Q; for Q > 1, the
√
steady state |a| = Q − 1, the steady state n = 1.
The simulations also show that higher Q makes it faster to reach the steady state.
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Coupled model of passive cavities

Coupling exists as there are two or more lasers in a system. In this part we investigate how
the dissipative coupling and dispersive coupling effect the evolution of coupled lasers.
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Figure 6.1: The first column, absolute value of amplitude of field vs time. The second
column, frequency detuning. The third column, carrier density vs time. The forth column,
carrier density vs real and imaginary part of amplitude. The first row: κi = 1 × 1011 ,
κr = 1 × 1011 . The second row: κi = 1 × 1011 , κr = −1 × 1011 . The third row: κi = 8 × 1011 ,
κr = 0. The forth row κi = 0, κr = 3 × 1011 .
The following equations describe the dynamics of the amplitudes of fields and carrier
densities.
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da1
= −i∆a1 + [(1 − iαH ) n1 − 1] a1 − |κr | a1 + (κr + iκi ) a2 ,
dt
da2
= i∆a2 + [(1 − iαH ) n2 − 1] a2 − |κr | a2 + (κr + iκi ) a1 ,
2τp
dt

dn1
τn
= Q1 − 1 + |a1 |2 n1 ,
dt

dn2
τn
= Q2 − 1 + |a2 |2 n2
dt

2τp

1

(6.2a)
(6.2b)
(6.2c)
(6.2d)
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Figure 6.2: There is synchronization outside the blue curve, no synchronization in the blue
curve, chaos in the red curves.
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Compared to Eqs.6.1, there are extra terms represent couplings. Where κi is the value
of dispersive coupling, and κr is the value of dissipative coupling. Refer to the conclusion of
part 1, Q1 and Q2 are set to be 2, ∆ is set to be 1 in the following simulations.
Fig.6.1. shows the time evolutions of |a|, frequencies, the time evolutions of n, and the
relations between real a, imaginary a, and n. Increasing κi or κr can make the frequencies
locked. This figure tells how the intensity of field and the carrier density evolves under varied
dissipative coupling and dispersive coupling. We can see chaos in the second row.
It can be concluded that if the two lasers are locked under dissipative coupling, their field
intensity and carrier density are equal. If they are locked under dispersive coupling, their
field intensity and carrier density are usually different. Notice that if both coupling exist,
usually their field intensity and carrier density are not equal.
We investigate in what range of κi and κr the lasers are locked. Fig.6.2. shows the
synchronization map. We can conclude that increasing κi or κr makes coupled lasers tend
to synchronize. And in some ranges of κi and κr , we can observe chaos.
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