Machines comprised of a distributed collection of shared memory or SMP nodes are becoming common for parallel computing. OpenMP can be combined with MPI on many such machines.
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N+1 are a function of some set of the surrounding cells. Some example problems include a Jacobi iteration solution of Stommel's equation, or the solution of Euler's hydrodynamics equation as discussed by Toro [16] . Domain decomposition is often employed to solve these problems on distributed memory parallel machines. A portion of the grid is allocated on each processor and each processor is responsible for updating its portion of the grid. Processors do not have access to values from the entire grid. The information required to update a particular cell might be on a different processor.
The required information is sent to/from the various processors using MPI messages.
Consider a simple two dimensional case with a total grid of interest of 100 x 100 and using two processors. Processor one could perform the calculation for the portion of the grid with indices 100 x (1-50) and processor two could perform the calculation for 100 x (51-100). If the values for a calculation are a function of the 4 surrounding cells, then processor one requires information from the cells 1-100 x (51). These values are sent from processor two. The values are stored in cells called ghost cells. One simple way to handle ghost cells is to actually allocate the grid bigger than the region for which the calculation is being performed. The extra storage is used for ghost cells. So in this case, processor one would allocate its grid of size 100 x (1-51) but only calculate for the region 100 x (1-50) and the region 100 x (51) contains ghost cells. Information about additional complexities of parallel grid program can be found in many references including Kaiser [9] .
OpenMP loop level parallelism
Stencil-based grid programs often update values using one or more nested loops. A simple example is a Jacobi iteration with a five point stencil and a source term. Consider the subroutine do_jacobi. The algorithm given above has two distinct phases. There is a communication phase followed by a computation phase. All processors must wait for the communication to complete before they 7 perform any computation. This is true even though some of the computation is not dependent on the communication.
Stencil-based grid programs suffer from a problem: single stepping through the grid using the straight forward nested loops there is very little data reuse. Data is used once or twice and then it is flushed from cache. This leads to slower performance. It is possible to do cache blocking but doing so often destroys the clean nature of the code that is exploited by a programmer using OpenMP directives. When doing cache blocking there are additional loop levels and application of OpenMP directives becomes more problematic.
Higher level Coarse grain OpenMP parallelism
Consider the algorithm discussed above. For some cells, the data for the stencil calculation is There are other advantages to moving the OpenMP directives up to a higher level in the program. For some problems moving the OpenMP directives to a higher level allows a looser level of synchronization , with a reduction of loop level synchronization cost. Also, programmers are freer to do additional optimizations at loop level, such as cache blocking that are difficult if
OpenMP is applied to loops. 8 We define an abstract data type "region" that holds indices for a portion of the grid and an "empty" flag. For each MPI task we break the calculation grid into two sets of regions. The number of regions in each of the sets is equal to the number of threads. If we wish to overlap computation and communication one of the regions in the first set is empty. The thread that has an empty region handles communication. The second set of regions contains portions of the grid that are affected by communication. This is illustrated in figure 1 for a case where we have four regions in each set. The forth region in set one, is empty. Thus, the thread is assigned to this region performs communication.
After we have broken the grid into regions the algorithm proceeds as follows We can compare this to the algorithm shown below when OpenMP is applied in the kernel. Computation is spread across P processors and take time 1-C. The work associated with the computation is P*(1-C). If we use one of the threads for communication then the work must be spread across P-1 processors. The run time sparing one thread for communication is ... Table 3 shows run times with and without a thread reserved for doing communication. directives out of the Fortran kernel to a higher level enables the cache blocking optimizations to be used without interference from the OpenMP directives.
Conclusion
OpenMP combined with MPI can be used to program machines containing a distributed collection of shared memory nodes. Adding MPI to OpenMP programs allows users to run on larger collections of processors. Adding OpenMP to MPI programs can also increase efficiency and capability for some systems.
OpenMP with MPI were combined in a simple 3 dimensional stencil-based program using different strategies. Domain decomposition was used to distribute the grid across the nodes of a 
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