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Abstract
With the increase in data transmission for wireless networks, multimedia services are gaining popularity in next-generation
cellular networks. If the appropriate information exists for Call admission control (CAC) schemes, the terms of quality of service
(QoS), such as call dropping probability (CDP), and call blocking probability (CBP) will be kept as low as possible, and higher
system utilization can be achieved. Unfortunately, it is difficult to obtain such information owing to user indeterminate mobility.
In this paper, the proposed scheme reduces the CDP with a statistical method, called Hidden Markov Models (HMM), that is
suitable for solving a dynamic situation has been introduced and applied to the CAC scheme. The prediction of user mobility can
be modeled and solved as an optimal-state sequence problem for the HMM. The proposed CAC method that adopts the prediction
result of user mobility can reserve appropriate bandwidths for a handoff call in advance, thus, the CDP will be kept below a lower
level. Moreover, the throttle flag that indicates the usage of bandwidth in each cell is proposed to prevent the new call request from
being dropped in the adjacent cells if handoff is needed, and then the CDP will be further lowered. Besides, the CBP will also be
kept relatively low since the proposed method can reserve the suitable bandwidths in the appropriate cells but not reserve stationary
ones which are always adopted by traditional CAC methods for each cell. The simulation results show that the proposed method
can meet CDP and CBP requirements, and the system utilization can also be improved.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The data transmission rate for wireless cellular networks is gradually increasing. The contents might include voice,
images, video, web documents, data, etc. Moreover, multimedia services are becoming the major trend in next-
generation cellular networks, and the demand of bandwidth is also increasing. Given scarce bandwidth, the most
important issue is to manage the bandwidth efficiently for supporting the demand of seamless access to a variety
of services while roaming around the service area covered by the wireless cellular network. Because the QoS is an
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important indicator for efficient bandwidth management, maintaining the QoS for wireless cellular networks is an
important issue. The QoS can also represent the satisfactions for mobile users since lower CDP and lower CBP will
support more handoff calls and admit more new calls.
Although there has been a rapid development in wireless cellular communications, the QoS guarantee remains one
of the most challenging issues [1,2]. One of the key elements in providing QoS guarantees is an effective bandwidth
reservation scheme, which not only has to ensure that the network meets the QoS of the newly arriving calls if
accepted, but also guarantees that the QoS of existing calls does not deteriorate. As a result of the increase in mobile
velocity and limited radio spectra, it is difficult to allocate suitable bandwidth for mobiles before handoff to the
appropriate cell for a bandwidth reservation scheme. The variable user mobility has made that it becomes more
complex to predict the appropriate cell for handoff beforehand. The past research [3–6] showed the impact of mobility
on cellular networks and provided a modeling method for configuring cellular networks to study the dynamics of
mobility. Therefore, the user mobility should be considered for an effective bandwidth reservation and CAC scheme
for supporting QoS.
The most important objective is to maintain the CDP as low as possible for most effective bandwidth reservation
schemes. However, the CBP and resource utilization should be also considered simultaneously. There have been
many studies [7–9] focusing on the issue of QoS guarantee, but the issues of effective user mobility and resource
management were also mentioned in [10,11]. The improvement of radio bandwidth is always thought as a dynamic
channel (code) allocation problem in [12–14]. Thus, in order to reduce the CDP, some bandwidth reservation
schemes [15–17] had been proposed to satisfy such a demand. However, there were few schemes that satisfy QoS and
higher system utilization issues at the same time proposed in the literature. Although prioritized channel assignment
schemes for accommodating handoff attempts and optimization studies for assigning channels to priority classes have
been proposed in [18–20], the user mobility has been considered a crucial factor for affecting traffic performance in
wireless cellular networks.
Because of the demand of extensive bandwidth for multimedia services and the progressive increase of mobile
velocity, to develop an appropriate bandwidth reservation and CAC scheme is the most important work for
guaranteeing QoS and for improving the resource utilization obviously in wireless cellular networks. If appropriate and
adequate information for CAC scheme exists, the terms of QoS, such as CDP, and CBP, will be kept as low as possible
and higher system utilization can be also achieved. Unfortunately, it is difficult to obtain such information owing to
user indeterminate mobility. Thus, a proper bandwidth reservation and CAC scheme that could reserve the required
bandwidths for the mobile by applying the accurate information of mobility prediction should be proposed to solve the
QoS issue for mobile cellular networks. Based on Hidden Markov Model (HMM) [21], the prediction technique for
user mobility is proposed and applied to the CAC scheme that reserves the suitable bandwidth in the appropriate cells
during the call duration in this paper. As the HMM that requires some history records to model the problem is applied
to the proposed CAC scheme, the profile concept of cell approaches [22] and user mobility profile [23] will also be
combined to predict the user mobility in this paper. The proposed scheme models the prediction of user mobility as
an optimal-state sequence problem of HMM [24], and the decoding method of the HMM can find the sequence states
which are represented as the visited cell numbers for a mobile during the call duration. According to the prediction
result, the proposed CAC can reserve appropriate bandwidth in the corresponding cells to which a mobile call will
handoff during a call duration time. The proposed strategy will provide the best prediction result since the resolution
of the optimal-sate problem of HMM finds the sequence states which can satisfy the maximum probability under a
given HMM observation sequences. For keeping the CDP as low as possible, the throttle mechanism is proposed to
prevent the newly admitted call from dropping in the adjacent cells while the system is under heavy traffic loads.
2. The HMMs
The Hidden Markov Model (HMM) adopts probability measures to model sequential data represented by
observation sequences, and HMMs have been be excessively used in various fields of application, such as ecology,
cryptanalysis, image understanding, speech, and handwriting recognition [25–27].
2.1. Foundations of HMM
A formal definition of HMM proposed by Rabiner [25] is “a doubly embedded stochastic process with an
underlying process that is not observable (it is hidden), but can only be observed through another set of stochastic
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Fig. 1. A k-state transition diagram of HMM.
processes that produce the sequence of observations.” Besides, Dugad [21] also illustrated HMMwith the coin tossing
experiment. Both the above definitions mean that a probabilistic function of a hidden Markov chain is a stochastic
process generated by two interrelated mechanisms, an underlying Markov chain having a finite number of states, and
a set of random functions, one of which is associated with each state [24]. For example, assume that a process is in
some state and an observation is generated by the random function corresponding to the current state. Even though
the underlying Markov chain changes the states complying with its transition probability matrix, the observer can
only see the output of the random functions associated with each state and cannot directly observe the states of the
underlying Markov chain. Accordingly, it is named hidden Markov model.
The formal definitions of HMM notations are shown as follows, and its corresponding state transition diagram is
illustrated in Fig. 1.
Definitions: A Hidden Markov Model (HMM)
• Alphabet: Σ = {b1, b2, . . . , bM }
• Set of states: Q = {1, . . . , K }
• Transition probabilities between any two states can be defined as ai j
ai j = transition probability from state i to state j
ai1 + · · · + ai K = 1, for all states i = 1 . . . K .
• Start probabilities a0i
a01 + · · · + a0K = 1.
• Emission probabilities within each state are defined as follows:
ei (b) = P(xi = b | pii = k)
ei (b1)+ · · · + ei (bM ) = 1, for all states i = 1 . . . K .
There are three kinds of problems and their solutions that come under the framework of HMM.
A. Optimal-state sequence problem: It is also called the decoding problem. For a given particular HMM and an
observation sequence, we want to know the most likely sequence of underlying hidden states that might have
generated the observation sequence with the maximum probability.
B. Evaluation problem: If we have a number of HMM and a sequence of observations, we may want to know which
HMM most probably generated the given sequence.
C. Learning problem: It is used to estimate the probabilities of HMM from training data.
Although there are three typical HMM problems mentioned above, the learning problem is seldom applied today.
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Fig. 2. A k-state example of decoding problem.
2.2. The solutions of HMM problems
The three kinds of HMM problems which are mentioned in the previous subsection have their corresponding
solutions. The decoding problem which is adopted to model the prediction of user mobility will be discussed and
resolved in this subsection, and the other two will be omitted. The Viterbi algorithm [21,24,28] which is a dynamic
programming algorithm is the most common decoding algorithm with HMM. The decoding problem of HMM is to
find the best parsing states of a sequence.
For example, illustrated as Fig. 2, given a x = x1x2 . . . xN , we want to find pi = pi1, . . . , piN , such that P[x, pi]
is maximized, where the pi is represented as the sequence of states and pi∗ = argmaxpi P[x, pi]. To apply dynamic
programming method for resolving the problem pi∗, an equation which is probability of most likely sequence of states
ending at state pii = k is assumed as Eq. (1).
Vk(i) = max{pi1, . . . , pii−1}P[x1, . . . xi−1, pi1, . . . , pii−1, xi,pii = k]. (1)
Based on the definitions of the previous subsection and Eq. (1), Vl(i + 1) can be formulated and derived as Eq. (2).
Vl(i + 1) = max{pi1,...,pii } P[x1 . . . xi , pi1, . . . , pii , xi+1, pii+1 = l]
= max{pi1,...,pii } P(xi+1, pii+1 = l | x1 . . . xi , pi1, . . . , pii )P[x1 . . . xi , pi1, . . . , pii ]
= max{pi1,...,pii } P(xi+1, pii+1 = l | pii )P[x1 . . . xi−1, pi1, . . . , pii−1, xi , pii ]
= maxk P(xi+1, pii+1 = l | pii = k)max{pi1,...,pii−1} P[x1 . . . xi−1, pi1, . . . , pii−1, xi , pii = k]
= el(xi+1)maxk aklVk(i). (2)
Finally, the Viterbi algorithm is applied to resolve the problem, and the resolving method can be induced as the
following four steps. Fig. 3 is an illustration of the Viterbi algorithm.
Step 1: Initialization
V0(0) = 1 (0 is the imaginary first position)
Vk(0) = 0, for all k > 0.
Step 2: Recursion
V j (i) = e j (xi )×maxk ak jVk(i − 1)
Ptr j (i) = argmaxkak jVk(i − 1).
Step 3: Termination
P(x, pi∗) = maxk Vk(N ).
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Fig. 3. An illustration of Viterbi algorithm.
Step 4: Trackback
piN
∗ = argmaxkVk(N )
pii−1∗ = Ptrpi i (i).
Summarily, the Viterbi algorithm is an inductive algorithm in which at each instant the best possible state sequence
for each of the N states can be kept as the intermediate state for the desired observation sequence x = x1x2 . . . xN .
Eventually, the best path for each of the N states will be selected as the last state for the desired observation sequence.
Obviously, the selected one will have the highest probability.
3. The proposed method
As the QoS is guaranteed in wireless cellular networks, the most important issue is to keep the CDP below a
certain level. At the same time, however, the CBP is always degraded for satisfying such a condition. There are two
mechanisms proposed that focus on the CDP and the CBP simultaneously. First, the prediction of user mobility can
provide the accurate information for the CAC scheme to reserve required bandwidth in the appropriate cell for handoff
call rather than stationary reservation in each cell, so more new calls will be admitted and the CBP can be maintained.
Secondly, a throttling mechanism is proposed to prevent newly admitted calls from dropping at the adjacent cells
when the traffic is under heavy load for the adjacent cells. Thus, the number of drops of handoff call will be decreased
and the CDP can be maintained as low as possible. There are still many factors remaining that affect the CDP and the
CBP deeply, such as call duration time, channel holding and so on. The traffic assumptions will be introduced first in
the first subsection and the proposed mechanisms and CAC scheme will be described in the following subsections.
3.1. System description
The system is hypothesized as a wireless cellular network which comprises K*K cells with a honeycomb structure.
Each cell is served by a Base Station (BS), and BSs are interconnected to the Mobile Switch Office (MSC) by using
high speed communication line. The fixed channel assignment (FCA) is adopted in the system, so each cell has a fixed
amount of capacity. We assume no matter which multiple access schemes are used, the system capacity is interpreted
in term of bandwidth.
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Fig. 4. The possible transition diagram with transition probability.
To simplify the system complexity, we assume that there are only three classes of incoming traffic applied to the
system. Typically, class 1 is a traditional voice connection which requires only one unit of bandwidth during its call
duration, while class 2 is a web browsing that requires two units of bandwidth, and class 3 is a multimedia connection
that will need four units. The incoming traffic is assumed that the arrivals follow Poisson processes with mean arrival
rate λ. The call duration time follows exponential distribution with mean µ, and the cell residence time which is the
same mean in term of channel holding time also follows exponential distribution with mean γ .
3.2. The prediction of user mobility
The proposed method is devoted to discover a suitable prediction method for user mobility in the first instance
since it is an important issue to predict user mobility for a CAC method that can reserve the required bandwidths
for handoff calls beforehand. The decoding problem of HMM can find the states of sequence which generates the
observation sequence to satisfy the maximum probability for the given HMM. Thus, the key idea of the proposed
algorithm is to apply the resolution of the HMM decoding problem.
According the assumptions of the previous subsection, the K ∗ K cells can be modeled as the transition states
of HMM, hence the state transition diagram is similar to Fig. 1, but the number of states is expanded to be K ∗ K .
The possible transition probabilities occur only in the current cell and its neighboring six cells in wireless cellular
networks, and the transition probabilities of the remaining K ∗ K–6–1 cells are all 0. The illustration of K ∗ K cells
is shown in Fig. 4, where ai, j represents the transition probability for cell i to cell j that is the adjacent cell of cell i .
The corresponding transition probability matrix for an HMM problem can be written in the form of Eq. (3).
AK 2∗K 2 =

a11 a12 a13 . . . a1K 2
a21 a22 a23 . . . a2K 2
a31 a32 a33 . . . a3K 2
. . . . . . . . . . . . . . .
aK 21 aK 22 aK 23 . . . aK 2K 2
 . (3)
Although the transition probability matrix is large and complicated when the number of states becomes large, it is
a sparse matrix owing to a large number of zero transition probabilities that occur in most of cells except itself and its
six adjacent cells. The transition possibility matrix can be obtained from a mobile history while a mobile resides in
cell i , and the summation of elements for row i of matrix A for a cell i is equal to 1, shown as Eq. (4) which is based
on the definition of HMM and can be simplified to Eq. (5) since the transition possibilities only occur between itself
and its six adjacent cells.
ai,1 + ai,2 + ai,i+1 + ai,i−K−1 + ai,i−K + ai,i+K + · · · + ai,K 2K 2 = 1 (4)
ai,i + ai,i−1 + ai,i+1 + ai,i−K−1 + ai,i−K + ai,i+K + ai,i+K+1 = 1. (5)
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The call duration time which is decomposed into a sequence by the channel holding time can be considered as the
HMM observation sequence for the prediction of user mobility since the number of visited cells and the cell dwell time
during a call duration life is dominated by call duration time and channel holding time. For example, a call duration
time T = 10 can be decomposed into T = 1 + 2 + 4 + 3 with mean of channel holding time 4, and the observation
sequence can be interpreted into x = 1243. The occurring probability of each expected channel holding time, being
from 1 to γ , can be formulated in Eq. (6).∑
Pi(i = t | t = 1, t = 2, . . . , t = γ ) = 1. (6)
There are three considerations for the occurring probabilities of channel holding time:
• A general condition: A mobile may experience a variety of speeds. For example, a mobile drives a car from suburbs
through a downtown, and the speed will be experienced high-low-high, so the expected channel holding time is
uncertain for each cell. Thus, the equal probability is adopted for channel holding times (1, 2, . . . , γ ).
• A high speed condition: A mobile will keep a high speed movement. For example, a mobile drives a car on a
freeway without any traffic jam, so the speed will be kept in high speed. Thus, shorter channel holding times will
be expected, and higher probabilities should be set to shorter channel holding times.
• A stationary or low speed conditions: A mobile is in a traffic jam, walking or stationary. For example, a mobile is
walking on the street or stays at a building, and his moving speed is almost equal to zero or very low. Thus, longer
channel times will be expected, and higher probabilities should be set to longer channel holding time.
Because there is no special consideration for the behavior of mobile movement, the first situation is adopted in the
proposed method. To describe the prediction of user mobility clearly, the following steps are the summary of HMM
resolving for the prediction of user mobility.
HMM Prediction
begin
Step 1:
Receive the passed parameter x = x1x2 . . . xN from caller;
Step 2:
Get the transition probability matrix of the mobile from the mobile history;
Step 3:
Call the Viterbi algorithm, and take observation sequence x = x1x2 . . . xN , and
transition probability matrix as passed parameters;
Step 4;
Apply the four steps of the Viterbi algorithm for resolving the problem of the
prediction of user mobility;
Obtain the transition state sequence pi1pi2 . . . piN , and return to caller;
end
An example which comprises a structure of 3*3 cells, as shown in Fig. 5, is illustrated for the prediction of user
mobility with HMM, and the matrix A of transition probability is assumed as Eq. (7). The initial state of a new call
is initialized at cell 1 for a mobile. The call duration time and the channel holding time are assumed 6 time units, and
3 time units, respectively. At step 1, the observation sequence ‘132’ that is generated by the call duration time and
the channel holding time is received from the caller, and the transition probability matrix can be obtained from the
mobile history at step 2. Then the observation sequence ‘132’ and the transition probability matrix are inputted to the
Viterbi algorithm at step 3, and the transition states sequence ‘pi1pi2pi3’ which can provide the maximum probability
for generating the observation sequence ‘132’ of channel holding time for the cells that will be visited and spent the
designate time of the observation sequence during the call duration time can be obtained and return to the caller at
step 4.
Owing to the time complex O((K ∗ K )2N ) for a normal HMM decoding problem, where K ∗ K is the number
of cells and N is the number of observation states of sequence, it is time consuming for resolving the decoding
problem. However, the actual time complexity of the proposed scheme can be reduced to O(N ). Because there are
seven transition probabilities which can only occur between itself and its adjacent cells for a honeycomb structure,
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Fig. 5. An example of mobility prediction.
the computations can be reduced from K ∗ K to 7 ∗ 7. Thus, the computation complexity can be reduced from
O((K ∗ K )2N ) to O((7 ∗ 7)2N ), and the first term ‘(7 ∗ 7)2’ of O((7 ∗ 7)2N ) is a constant for a big order function.
According to the definition of big order function, the term of O((7 ∗ 7)2N ) can be deduced to O(N ) obviously.
A32∗32 =

0.2 0.3 0.0 0.4 0.1 0.0 0.0 0.0 0.0
0.1 0.2 0.5 0.0 0.1 0.1 0.0 0.0 0.0
0.0 0.2 0.3 0.0 0.0 0.5 0.0 0.0 0.0
0.1 0.0 0.0 0.1 0.5 0.0 0.1 0.2 0.0
0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.2 0.2
0.0 0.2 0.2 0.0 0.2 0.3 0.0 0.0 0.1
0.0 0.0 0.0 0.5 0.0 0.0 0.3 0.2 0.0
0.0 0.0 0.0 0.2 0.2 0.0 0.2 0.3 0.1
0.0 0.0 0.0 0.0 0.1 0.6 0.0 0.2 0.1

(7)
The example demonstrates the resolving processes for the prediction of user mobility with the HMM decoding
method in detail. Obviously, not much time overhead will occur by the HMM method according to the analysis of
time complexity, and it is suitable for applying to the CAC algorithm.
3.3. The HPTCAC algorithm
The main ideas of the proposed CAC algorithm, named HMM prediction and throttling-based Call Admission
Control (HPTCAC), is to keep the CDP as low as possible and maintain an acceptable CBP. The mechanism of
mobility prediction is proposed to provide an appropriate bandwidth reservation for satisfying the CDP and the CBP
simultaneously, and the throttle mechanism is applied for preventing the increase of CDP when the adjacent cells
are under heavy traffic loads. The concept of mobile history is also combined with the proposed CAC scheme, when
the proposed scheme performs the prediction of user mobility with HMM. As the HPTCAC scheme is modeled for
simulation, the event list concept, which is combined with SMPL (Simulation Program Language) [29], is adopted in
this paper; it makes the proposed CAC scheme to be more systematic in resolving both new calls and handoff calls.
The details of the proposed CAC scheme are summarized in the following algorithm.
Algorithm HPTCAC(HMM Prediction and Throttling-based Call Admission Control)
begin
declare
event: event flag;
time(): system execution time;
Te: simulation end time;
BW C : bandwidth capacity for each cell;
BW L i : bandwidth left for each cell;
BW R: bandwidth required for each call;
T : call duration time;
(continued on next page)
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xi : channel holding time;
BWR flagi : bandwidth reservation flag;
Throttle flagi : an indicator of traffic load for each cell;
Traffic c: traffic class;
initialize the system resources;
schedule an initial call with event = 1 at time 0 for each cell;
while(time()<Te)
begin
get next job from the event list, and advance the simulation time to the event occurrence
time;
switch(event)
begin
case 1: /*open new connection*/
generate the traffic class for new call;
if (Traffic c == 1) /*traffic of class 1*/
set BW R = 1;
else if (Traffic c == 2) /*traffic of class 2*/
set BW R = 2;
else /*traffic of class 3*/
set BW R = 4;
set a new call with event = 2 to event list;
generate a new call with Poisson process rate λ, and set event = 1;
break;
case 2: /*enter the first cell for a new call*/
if ((BW L1 − BW R) <= 0)
begin
set Throrrle flagi = 1; /*set the current cell i under heavy traffic load*/
block the new call;
end
else
begin
if (Throttle flag j == 1) /*one of the adjacent cell is under heavy traffic load,
and j is the adjacent cell*/
block the new call;
else
begin
generate the call duration time T by exponential distribution with mean
of µ;
divide the call duration time T into observation sequence x by channel
holding time with mean of γ ;
call HMM Prediction procedure and passing x = x1x2 . . . xn as the
observation sequence to the resolution for the decoding problem of HMM,
and return the state transition sequence pi1pi2 . . . pin ;
BW L1 = BW C − BW R; /*allocate bandwidth in cell pi1 for time x1; ∗/
T = T − x1;
/*reserve bandwidth in cell pi2 for time x2*/
if ((BW Lpi2 − BW R) < 0) /*mean no more bandwidth can be reserve in
cell pi2*/
set BWR flagpi2 = 0;
else/*reserve bandwidth for handoff in next cell pi2*/
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begin
set BWR flag pi2 = 1;
BW Lpi2 = BW Lpi2 − BW R;
end
set event = 3 /*prepare handoff*/
end
end
break;
case 3: /*enter the next call--handoff*/
BW L i−1 = BW L i−1 + BW R; /*release bandwidth in previous cell*/
set Throttle flagi−1 = 0; /*reset the throttle flag in previous cell*/
If (T <= 0) /*finish call duration*/
begin
set event = 4;
break;
end
If ((BWR flagpii == 0) && ((BW Lpii − BW R) < 0)) /*call drop*/
begin
set event = 4;
break;
end
else if (BWR flagpii == 0) /*no more bandwidth pre-reserve in previous cell for
handoff call*/
BW Lpii = BW Lpii − BW R; /*allocate bandwidth for handoff call in
current cell*/;
T = T − xi ; /*allocation time of bandwidth is xi in current cell*/
/*reserve bandwidth in cell pii+1 for time xi+1*/
if ((BW Lpii+1 − BW R) < 0) /*no extract bandwidth can be reserved in cell pii+1*/
set BWR flag pii+1 = 0;
else
begin
set BWR flag pii+1 = 1;
BW Lpii+1 = BW Lpii+1 − BW R; /*reserve bandwidth for handoff in next
cell (state pii+1)*/
end
set event = 3; /*prepare handoff to next cell*/
break;
case 4: /*close connection*/
release system resources;
end
end
end
Obviously, four events, call initialization, resource allocation and pre-reservation, resource deallocation, and
resource release of a call, are used to interpret the call from initial state to end state. The variable declarations
of the proposed scheme can be classified into three classes: (1) Flag variables include event, traffic class, throttle,
and bandwidth reservation. (2) Time variables include system execution time, simulation time, call duration time,
and channel holding time. (3) Bandwidth variables include bandwidth capacity, required bandwidth, and remaining
bandwidth.
The initiations that include resource initiations and a new call initiation at time 0 for each cell must be done
before enter execution, and the initiations can be completed by the corresponding functions of SMPL [19]. The major
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Fig. 6. An illustration of event list before simulation adjusted.
Fig. 7. An illustration of event list after simulation time adjusted.
executing part of the proposed scheme comprises a while loop that can be controlled properly by the simulation time
for simulation purpose.
Once the simulation process enters the while loop, the next job must be gotten from the event list. For simulation
purposes, the simulation time must be advanced to the event occurrence time and it can be done by ‘cause()’ function
in SMPL. Fig. 6 shows that the event list corresponding to time axis before simulation time is adjusted and the
numbers inside the squares represent the event occurrence times. Due to no event before time 3, the simulation time is
advanced to let the first job of the event list enter the service queue immediately without waiting for the time passed.
After advancing the simulation, as shown in Fig. 7, the first job of the event queue can be serviced immediately by the
system if the required resources are available for the mobile call.
Four events which will be experienced for a mobile call during its call duration time are assumed in the proposed
scheme. Because the event list concept is adopted in the proposed scheme, the event can be served as a switch condition
for a call situation. The tasks of each event are described as follows:
A. Open connection for a new call
The major task is to open a new connection for a mobile call, and it can be done by the following three steps:
(1). Generate the traffic class with actual requirement for a new call. (2) Schedule a new call to the event list and
change the event state to case 2. (3) Generate a new call with Poisson process and change the event state to case 1
for preparing to schedule the generated new call to the event list.
B. Enter the first cell for a new call
The throttle flag is adopted for admitting a new call in current status. The throttle flag will be set to 1 for
alerting the adjacent cells not to admit new call if there no more bandwidth available in the current cell. Because
strict constraints are adopted for guaranteeing the CDP as low as possible for the proposed scheme, a new call will
not be admitted in current cell if one of the throttle flags of the adjacent cells is set to 1, even though the required
bandwidths are available in current cell. However, if user mobility profile can be applied to the proposed scheme,
constraints of throttle flags can be relaxed to admit more new calls for improving system utilization. The following
task is to generate the observation sequence according to call duration time and channel holding time if there
are enough bandwidths for the new call. The HMM prediction procedure is called with passing the parameter of
observation sequence x and the prediction result of user mobility can be obtained. Based on the prediction result
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of user mobility, required bandwidths are allocated to the new call for time x1 in current cell first, and the required
bandwidths are also pre-reserved in next cell pi2 for handoff of the new call in advance. Finally, the event state is
set to case 3 for preparing handoff.
C. Perform handoff
The major tasks of case 3 are handoff handling. First, it must release the bandwidth and reset the throttle flag
for the previous cell. The call duration time is checked, and the event will be set to case 4 for releasing other
resources which are occupied by the mobile call at the end of its call duration time. In the following step, the
required bandwidths are allocated to handoff call if there are still available bandwidths and no bandwidth is pre-
reserved in the previous cell. The required bandwidths are pre-reserved again for the handoff call in next cell that
is determined by the prediction result of user mobility with HMM method, and the event state is changed to case
3 for next handoff.
D. Release resources
The final event case 4 performs only one thing that is to release system sources which are occupied by the
mobile call during its call duration time.
Indeed, the proposed scheme can reserve required bandwidths by the prediction of user mobility with HMM
method, and the adoption of the throttle mechanism can really decrease the CDP further. The event concept can
also make it easy to model the system simulation.
4. Performance evaluation
The system service area comprises 6 ∗ 6 cells, and the transition probabilities from one cell to another can be
obtained from mobile history records. For system capacity, there are twenty units of bandwidths for each cell. The
traffic class ratio of class 1, class 2, to class 3 is 1:1:1. There are two simulation cases are discussed in this paper; case 1
is that the terms of dropping probability of handoff calls, blocking probability of a new call, and channel utilization are
compared among the unpredicted method that admits the call requests immediately as the remaining bandwidths are
enough no matter what kind of the call request is, the proposed method, the guard channel policy with one bandwidth
unit reserved, the guard channel policy with two bandwidth units reserved, and the guard channel policy with four
bandwidth units reserved. In case 2, we evaluate the impact of channel holding time on system utilization for the
proposed method, because the prediction result is also affected by the channel holding time when the observation
sequence x is generated for the resolution of the HMM decoding problem.
The input parameters for case 1 are 10 min for the mean of call duration time µ, and 5 min for the mean of channel
holding time γ . The simulation results, as shown in Fig. 8(a), exhibit that the CDP of the proposed CAC scheme
is the lowest one among comparison targets. Especially, the proposed CAC can achieve the best performance as the
system is under heavy traffic loads. Because the adoption of the throttle mechanism prevents new calls from being
admitted when the system is under heavy traffic loads, the CDP can be decreased further. For CBP evaluations, the
guard channel policy with 4 units of bandwidth preserved has the highest one, as shown in Fig. 8(b), and the proposed
method has only a little higher than the unpredicted one. Although the guard channel policy with 4 units of bandwidth
can maintain lower CDP except the proposed CAC scheme, the penalty of CBP increase is too high. Furthermore,
both the proposed method and the unpredicted one can achieve higher utilization when the traffic loads are heavy,
as shown in Fig. 8(c). On the contrary, all the three guard channel policies can only achieve lower utilization when
the system is under heavy traffic load. Besides, the guard channel policy with 4 units of bandwidth preserved has the
worst performance in both CBP and system utilization owing to more bandwidths preserved permanently. However,
the proposed method can keep both CDP and CBP in lower level simultaneously, and the higher system utilization is
also able to be achieved when the system is under heavy traffic loads.
In order to analyze the impact of channel holding time on the CDP, the CBP, and the system utilization for the
proposed method, three means of channel holding time, 1, 3, and 6 minutes, are adopted for evaluations, and the
mean of call duration time is 10 minutes. Fig. 9(a) illustrates the longer channel holding time will have better
performance. The reason is the longer channel holding time has smaller handoff times and the required times of
bandwidth reservations in advance are also smaller. However, the phenomenon is inherent no matter what kind of the
methods is applied, and it is only a little of impact for our proposed method. The CBPs of the three channel holding
times, as shown in Fig. 9(b), are little different, and they are almost the same when system is under heavy traffic loads.
Fig. 9(c) also shows that there is almost no difference among the three channel holding times for system utilization.
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(a) Handoff call dropping probability.
(b) New call blocking probability.
(c) System utilization.
Fig. 8. The evaluations of QoS terms for the proposed CAC scheme.
According to the simulation results, the proposed scheme can achieve better performance indeed no matter what the
channel holding times are.
5. Conclusions
In this paper, a CAC scheme that combines with two novel mechanisms is proposed to reduce the CDP and the CBP
simultaneously. A statistical method, named HMM, is applied with its resolution of the decoding problem to predict
user mobility, and the prediction result is provided for the proposed CAC which can reserve the required bandwidth
in the appropriate cell beforehand. Because the proposed throttle mechanism prevents the CDP from deteriorating
further, the CDP can be kept as low as possible and both the CBP and the system utilization are also superior to
the traditional guard channel schemes. The simulation results show that the better performance can be achieved by
the proposed CAC, and the channel holding time has little impact on CDP. For simulation model, the event driven
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(a) Handoff call dropping probability.
(b) New call blocking probability.
(c) System utilization.
Fig. 9. The impact analysis of channel holding time.
concept is also adopted and combined to model the system simulation. Furthermore, the adoption of HMM prediction
presented in this paper expands the applicability of mathematical theory in wireless communications, and it would be
applied in other related fields.
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