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A CONNECTION BETWEEN THE BIPARTITE COMPLEMENTS
OF LINE GRAPHS AND THE LINE GRAPHS WITH TWO
POSITIVE EIGENVALUES
LEE GUMBRELL
Abstract. In 1974 Cvetkovic´ and Simic´ showed which graphs G are the bi-
partite complements of line graphs. In 2002 Borovic´anin showed which line
graphs L (H) have third largest eigenvalue λ3 ≤ 0. Our first observation is
that two of the graphs Borovic´anin found are the complements of two of the
graphs found by Cvetkovic´ and Simic´. Using the Courant-Weyl inequalities
we show why this is and reprove the result of Borovic´anin, highlighting some
features of the graphs found by both.
When related graphs appear for different reasons, it is important to understand
why. As usual L (H) denotes the line graph of a graph H , and the eigenvalues of
(the adjacency matrix of) a graph on n vertices are λ1 ≥ λ2 ≥ · · · ≥ λn. Also, Kn,
Km,n, Cn and Pn denote the complete graph on n vertices, the complete bipartite
graph on m+n vertices, and the cycle and path on n vertices, respectively. In 1974
Cvetkovic´ and Simic´ showed in [5] the following result.
Theorem 1 (see [5], Theorem 8). A graph G is bipartite and the complement of
a line graph if and only if G is an induced subgraph of some of the graphs CS1,
CS2 = CS2 (n) (with n ≥ 0) and CS3 = CS3 (m,n, p) (with p < n ≤ m; p ≥ 0,
m,n ≥ 1) in Figure 1.
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Figure 1. The three graphs from Theorem 1.
Later, Borovic´anin proved the following result.
Theorem 2 (see [1], Theorem 3). A connected line graph L (H) has λ3 ≤ 0 if and
only if L (H) is an induced subgraph of some of the graphs B1, B2, B3 = B3 (n)
(with n ≥ 0) and B4 = B4 (m,n, p) (with p < n ≤ m; p ≥ 0, m,n ≥ 1) in Figure 2.
We make the immediate observation from these:
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Figure 2. The four graphs from Theorem 2. The large circles are
used to denote a complete graph of that size.
Observation 3. For the graphs in Figures 1 and 2, B3 = CS2, B4 = CS3 and
B2 ⊃ CS1.
In this paper we explore why these graphs are related and in doing so we offer a
new proof of Theorem 2. Two important tools in this work are the Courant-Weyl
inequalities and interlacing.
Theorem 4 (Courant-Weyl inequalities, see [8], Theorem 34.2.1). For two Her-
mitian n× n matrices A and B we have
λi (A+B) ≤ λi−j+1 (A) + λj (B) (i ≥ j),
λi (A+B) ≥ λi−j+n (A) + λj (B) (i ≤ j).
Theorem 5 (Cauchy [2]; or see [6], Theorem 9.1.1). Let G be an n-vertex graph with
vertex set V (G) and eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn. Also, let H be the induced
graph on V (G) \ {v} obtained from G by deleting the vertex v and its incident edges.
Then the eigenvalues µ1 ≥ µ2 ≥ . . . ≥ µn−1 of H interlace with those of G; that is
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µn−1 ≥ λn.
We also need a couple of results about line graphs. Note that the graphs in
Figure 2 are drawn in such a way that the structure given in Theorem 6 (i) is fairly
easy to spot.
Theorem 6. (i) ([7], Theorem 8.4) A graph is a line graph if and only if its
edges can be partitioned in such a way that every edge is in one clique and no
vertex is in more than two cliques.
(ii) ([6], Lemma 8.6.2) Line graphs have all their eigenvalues in the interval
[−2,∞).
Cvetkovic´ showed the following result using the second of the Courant-Weyl
inequalities and Theorem 6(ii).
Theorem 7 (see [3], Theorem 2). If G is the complement of a line graph then
λ2 (G) ≤ 1.
Using the same method and the symmetry of the eigenvalues of a bipartite graph
we show that there can be even more structure in the spectrum of a line graph when
it has a bipartite complement.
Proposition 8. If a line graph L (H) has a bipartite complement, then λ3 (L (H)) ≤
0.
Proof. Let G = L (H). The spectrum of a bipartite graph is symmetric around 0,
meaning that λ1 = −λn, λ2 = −λn−1, and so forth. This fact and Theorem 7 tell
us that if G is bipartite then we also have that λn−1 (G) ≥ −1.
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Take the second of the Courant-Weyl inequalities in Theorem 4 and let A =
L (H) and B = G so that A + B = Kn. Also let i = 2 and j = n − 1 so
that i − j + n = 3. The spectrum of the complete graph is well known and has
λi (Kn) = −1 for i = 2, . . . , n. Bringing these together we get
λ2 (Kn) ≥ λ3 (L (H)) + λn−1 (G)
0 ≥ λ3 (L (H)) + λn−1 (G) + 1.
Then for G bipartite we deduce that λ3 (L (H)) ≤ 0, as required. 
We now prove the two directions of Theorem 2 separately, starting with the
reverse.
Proposition 9. If a line graph L (H) is an induced subgraph of one of the graphs
B1, B2, B3 or B4, then λ3 (L (H)) ≤ 0.
Proof. The graphs B1 and B2 have only a finite number of vertices so we can easily
find their eigenvalues and see that λ3 ≤ 0. Any subgraphs will also then have λ3 ≤ 0
by interlacing (Theorem 5). Since CS2 and CS3 are bipartite and the complements
of line graphs, Observation 3 and Proposition 8 tell us that we must then have
λ3 (B3) ≤ 0 and λ3 (B4) ≤ 0. 
Proposition 10. If a connected line graph L (H) has λ3 ≤ 0 then it is an induced
subgraph of some of the graphs B1, B2, B3 and B4.
Proof. Let G be the complement of L (H), then G is certainly either bipartite or
non-bipartite. If G is bipartite then it is the bipartite complement of a line graph,
so by Theorem 1 it must be an induced subgraph of CS1, CS2 or CS3. Therefore
by Observation 3 L (H) must be an induced subgraph of B3, B4 or contained in
B2.
If G is non-bipartite we have a bit more work to do. In this case we know that
G contains an odd cycle Cn for some odd n and that Cn must be in L (H). For
n ≥ 7, we have the path on 6 vertices P6 as a subgraph of Cn and λ2 (P6) > 1
so by interlacing we also have λ2 (Cn) > 1. Using the second of the Courant-Weyl
inequalities in Theorem 4 again, with i = j = 2, B = Cn and A + B = Kn we
get that λn
(
Cn
)
< −2. This means that for odd n ≥ 7 Cn cannot be a line
graph nor an induced subgraph of a line graph by Theorem 6(ii). Furthermore, the
complement of the cycle C5 is C5 itself, which has λ3 > 0. The conclusion to all
this is that in the complement of a line graph with λ3 ≤ 0 the only odd cycles we
will find will be of length 3.
We now know thatG contains aK3 so that means that L (H) containsK3 = 3K1.
To complete the proof we grow line graphs starting with 3K1, increasing the number
of vertices. To grow line graphs we recall the structure in Theorem 6(i) and consider
the cliques. At each step we can either
• expand a clique to the next larger one
• expand two non-adjacent cliques and have them share the new vertex
• attach a single vertex pendent path (a K2) to any vertex currently in only
one clique.
Once we have done all these we must then consider adding to each one an edge
between any two vertices in only one clique each (in effect, adding in another K2),
except between any two of the original three non-adjacent vertices. At each step
we discard any graphs with λ3 > 0. We do not add in extra isolated vertices or
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grow two separate graphs (that is, start growing from one vertex of 3K1 and then
start growing from another without connecting them) as any resulting connected
graphs can be grown using the method above without giving unnecessary extra
disconnected graphs along the way.
When the growing has reached 12 vertices we pause and have a look at the graphs
we have. There are 37 non-isomorphic line graphs on 12 vertices that contains an
induced 3K1 and have λ3 ≤ 0: B3 (4)∪2K1; B3 (5)∪K1; B4 (m,n, p)∪2K1 for the
triples (6, 5, p), (7, 4, p), (8, 3, p), (9, 2, p), (10, 0, 0) with varying appropriate p; and
B4 (m,n, p) ∪K1 for the triples (6, 6, p), (7, 5, p), (8, 4, p), (9, 3, p), (10, 2, p) again
with varying p.
We know that ultimately we want a connected line graph. Any attempts to
connect these graphs either by adding in edges or growing them further whilst
keeping an induced 3K1 will result in a graph with λ3 > 0 (Figure 3 in [1] has
some subgraphs with λ3 > 0 that are very easy to spot in this process). Looking
at the graphs with 11 vertices or fewer we see the graphs B1 and B2, and all their
subgraphs (with potentially some extra isolated vertices – if the graph without them
contains an induced 3K1 then we can safely ignore them) along with some other
subgraphs of B3 and B4 with one or two isolated vertices but no others. 
This proof highlights the fact that there are only finitely many connected line
graphs with λ3 ≤ 0 with non-bipartite complements, but infinitely many with
bipartite ones. By counting the non-isomorphic graphs that appear in the growing
process we see that there are in fact only 19 connected line graphs with λ3 ≤ 0
and non-bipartite complement. Another (easier) way to spot this is to count the
number of non-isomorphic non-bipartite induced subgraphs there are of B1 and B2;
there are 24 of these but 5 have disconnected complements. Knowing that there
are only finitely many from the original proof of Theorem 2 in advance helps us
know that the growing process used in the proof above will actually terminate.
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